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Abstract
Deutsch: Aufgaben bei der Verwaltung von Schemata und Schemaabbildungen wer-
den u¨blicherweise mit Hilfe von Speziallo¨sungen gelo¨st. So werden etwa Wrapper-
Komponenten fu¨r Datenquellen entwickelt oder Sichten-Definitionen manuell ange-
passt wenn sich Schemata vera¨ndern. Model Management hat das Ziel die Abstrak-
tionsebene fu¨r metadatenintensive Aufgaben anzuheben indem eine Menge von Oper-
atoren bereitgestellt werden, die solche Aufgaben ganz oder teilweise automatisieren.
Die Probleme des Model Managements werden dadurch erschwert, dass meist he-
terogene Modellierungssprachen innerhalb der selben Organisation verwendet werden,
wie etwa das Relationale Datenmodel, XML Schema oder Ontologien. Daher zielt
Model Management auf die Entwicklung generischer Lo¨sungen ab, fu¨r die die zu-
grundeliegenden nativen Metamodelle nicht von Bedeutung sind. Aktuelle Lo¨sungen
sind nicht generisch da sie auf bestimmte Kombinationen von Modellierungssprachen
beschra¨nkt sind. Eine generische Lo¨sung von Problemen des Model Managements
erfordert generische Sprachen zur Modellierung und zur Spezifikation von Schemaab-
bildungen sowie Algorithmen, die mit solchen generischen Repra¨sentationen arbeiten.
Diese Arbeit lo¨st einige der Probleme des generischen Model Managements. Ins-
besondere liefert die Arbeit folgende Beitra¨ge: 1. Ein generisches Metamodell, das
die detaillierte Repra¨sentation von Schemata erlaubt, die aus verschiedenen nativen
Sprachen importiert werden ko¨nnen. Dies ist zum Beispiel hilfreich fu¨r Algorithmen
des Schema Matchings, die Informationen u¨ber Schemata nutzen um eine Abbildung
zwischen ihnen zu berechnen. 2. Die Semantik unseres generischen Metamodells
dient als Grundlage fu¨r eine formale und generische Sprache zur Schemaabbildung,
die Datenaustausch und Anfrageumschreibung zwischen Schemata in verschiedenen
Modelleriungssprachen ermo¨glicht. Im Gegensatz zu anderen Sprachen ist unsere Ab-
bildungssprache sowohl abgeschlossen unter Komposition als auch fa¨hig Daten be-
liebig umzustrukturieren. 3. Unsere Lo¨sungen fu¨r Schema Matching, Abbildungskom-
position und andere Model Management Operationen wurden in ein ganzheitliches
generisches Model Management-System integriert. 4. Unsere Sprache zur Schemaa-
bildung wurde zudem verwendet um ein Werkzeug zur Objekt-Relationalen Abbildung
und ein fo¨deriertes Daten-Management System zu entwickeln, welches unabha¨ngig
von den nativen Metamodellen ist, die von den Datenquellen genutzt werden.
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English: Activities in management of schemas and schema mappings are usually
solved by special-purpose solutions such as coding wrapper components or manually
updating view definitions. The goal of model management is to raise the level of
abstraction for metadata-intensive activities by providing a set of high-level operators
that automate or semi-automate such tasks.
The problems of model management are aggravated by the fact that usually het-
erogeneous modeling languages, such as the relational data model, XML Schema, or
ontologies, are employed within the same organization. Therefore, model manage-
ment aims at genericness by devising operations that are agnostic about the underlying
native metamodels. Current solutions fail to be generic as they are restricted to certain
combinations of modeling languages. Therefore, a generic solution for model man-
agement problems requires generic languages for modeling and mapping specification
as well as algorithms operating on such generic representations.
This work solves some of the problems in generic model management. In particu-
lar, the work makes the following contributions: 1. A generic metamodel that allows
the detailed representation of schemas imported from various native languages. This is
required, for instance, by schema matching algorithms which use the knowledge about
schemas to produce a mapping between them. 2. The semantics of our generic meta-
model serves as the foundation for a formal and generic schema mapping language
which allows data exchange and query rewriting between schemas in different model-
ing languages. Unlike other languages, our mapping language at the same time sup-
ports powerful restructuring of data and is closed under composition. 3. Our solutions
for schema matching, mapping composition and other model management operations
have been integrated into a holistic generic model management prototype system. 4.
Our schema mapping language has been used to develop an object-relational mapping
tool and a federated data management system that is agnostic about the native meta-
models employed by its data sources.
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Chapter 1
Introduction
Metadata in the form of schemata and views is ubiquitous. During the lifecycle of
almost any industrial strength software system, models in more than one modeling
language are created. Examples of such models are entity relationship (ER) models
of databases, relational database schemata generated from these ER models, UML
models of the domain of discourse, ontologies on the Semantic Web, XML schemata
describing message structures, and many more. Several such models coexist in each
software system. The employed modeling languages fit certain requirements regarding
features such as representational power or tractability imposed by the data sources.
For instance, a database may use SQL or an object-oriented language. A web service
described in XML Schema may be enriched with semantics by an ontology of the
domain. The business objects in an application may be implemented using an object-
oriented language, such as Java or C#. Despite their different modeling languages, the
models occurring in a system are related to each other. They describe the same or at
least similar domains of discourse, whereas the union of these domains makes up the
domain of the system.
The reasons for the variety of models and modeling languages are manifold, and
so are the operations performed on the schemata and mappings in between. In data in-
tegration (DI) there are numerous different applications on schemata and views (Bern-
stein, 2005; Halevy et al., 2005; Bernstein & Rahm, 2000; Bernstein, 2003; Smith
et al., 2009). Also in mobile peer-to-peer data management, as, for instance, in the
UMIC project (Ultra High-Speed Mobile Information and Communication), heteroge-
neous schemas defined in different languages must be managed (Kranen et al., 2008).
For example, in business-to-business (B2B) communication, each business part-
ner has her own schema that fits her special needs and reflects the domain which the
organization acts in. Consequently, messages must be translated between the propri-
etary formats. Some companies, such as portals, build their business model on pro-
viding integrated access to a variety of independent information systems. Moreover,
different models do not only occur in B2B scenarios but also within the same organi-
zation. When a new data management solution is deployed, it usually comes with its
own data storage component which is independent from other solutions existing in the
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organization. Thus, it provides its own models described in native metamodels match-
ing the requirements of the component. Therefore, as companies and their processes
evolve, new models are introduced to the information technology (IT) environment of
the company. These models are often overlapping or even redundant. However, the
data sources must be integrated with each other to provide uniform data access across
the organization.
Thus, information integration is a very active research area. It is, in fact, the single
one research topic that was recurring in all of the past database research self assess-
ments (Bernstein et al., 1989; Silberschatz et al., 1991, 1996; Silberschatz & Zdonik,
1996; Bernstein et al., 1998; Abiteboul et al., 2005; Agrawal et al., 2008). Moreover,
data integration covers a large part of the everyday work being done by software en-
gineers in industry as well. According to (Bernstein, 2005) DI actually comprises half
of the work done in information technology departments today. According to (Haas,
2007; Your Turn: The Global CEO Study 2004) even 68 % of CEOs consider inte-
gration of disparate applications and infrastructure as one of the key issues in their
business. With newly emerging research areas like the Semantic Web or Dataspaces,
DI techniques will continue to be prevalent in both, business and research.
To complicate the situation, models are not static. They underly constant changes
that reflect the changes in requirements and processes of the organization and, hence,
in the domain of the system. Such changes are caused by the evolution of the organi-
zation, changes in legislation or changes in workflows. The resulting schema evolution
requires view definitions, that involve the evolving schemata, to be updated.
Unfortunately, these challenges are usually coped with by devising special purpose
solutions for achieving integration. Wrappers for data sources are handcoded and so
are views manually updated when schema evolve. Solutions for similar instances of the
same problems are implemented repeatedly from scratch. While this application-level
integration solves the problem at hand, such special purpose solutions are not guaran-
teed to be simpler than declarative information integration solutions. Large parts of
the integration process must be performed in both approaches (Haas, 2007). Moreover,
application-level integration requires a lot of code to be written. Only programmers
can optimize and maintain this code. Code written for data exchange (translating data
between schemata or versions of the same schema) cannot be easily reused for virtual
data integration and data transformations embedded in code cannot be easily adapted
to changing schemas. Thus, application-level integration solutions are harder to reuse
and maintain than declarative integration specifications (Haas, 2007).
All these application-specific solutions have in common that they must deal with
metadata, namely models and mappings between models. Many such use cases can
be named in which not data but metadata are the objects which have to be processed.
It has been recognized in industry that management of models is a major cost driver
and that tool support at the level of models and schema mappings is seriously needed
(Halevy et al., 2005). Thus, a raise in the level of abstraction is required to ease the
development of metadata-intensive applications (Bernstein et al., 2000; Halevy et al.,
32005; Haas, 2007). The vision of model management is an order-of-magnitude im-
provement in programmer productivity by developing reusable solutions for repeating
tasks in different metadata-intensive scenarios. This is achieved by the required raise
in the level of abstraction. Models and schema mappings are considered as first-class
objects manipulated by reusable operators (Bernstein et al., 2000). Examples of such
operators include Match that computes a mapping between two models (Rahm & Bern-
stein, 2001), ModelGen that transforms models between modeling languages (Atzeni
et al., 2006), or Merge that integrates two models based on a mapping between them
(Quix et al., 2007a).
The problems addressed by model management are aggravated by the different
modeling languages (or metamodels) being employed by the different data sources.
The goal of generic model management is to design solutions which can be applied
regardless of which native metamodels have been used. For the model management
operators to be independent of the target modeling language, it is necessary for models
to be represented in a common generic metamodel, even if the models themselves stem
from heterogeneous metamodels. Although genericness has always been a goal in the
model management vision, only few works have focused on this important property
that is a key to the reusability of generic model management solutions.
Moreover, most of the sketched scenarios require integrating different models by
means of schema mappings. The goal of any metadata-intensive task is to execute
some kind of schema mapping. Therefore, the central class of objects in model man-
agement are the schema mappings, as was also recognized in a revised vision which
was termed as model management 2.0 (Bernstein & Melnik, 2007). In the same way
as the use of a generic metamodel is a prerequisite for generic model management,
a formal and generic schema mapping language must be employed that is capable
of expressing mappings not only between relational but also nested relational, semi-
structured or object-oriented models. Unfortunately, in most work on model manage-
ment tasks, mappings are restricted to the relational model. The few approaches that
allow mappings between non-relational models suffer from serious drawbacks regard-
ing their formal properties.
Figure 1.1 summarizes the approach that must be taken by generic model manage-
ment. Metadata-intensive problems require native transformations Tnat to be applied
between native models on the application level, here given by S1 and S2. Application-
level solutions define the transformations Tnat, for instance, by code for query rewrit-
ing or data exchange between the models. On the contrary, generic model management
raises the level of abstraction by representing the models S1 and S2 in a generic mod-
eling language as S′1 and S
′
2, respectively, and by representing the transformations as
declarative formal and executable mappingsMgen between such generic model repre-
sentations. Obviously to achieve the necessary raise in the level of abstraction, generic
modeling and mapping languages are required to represent the native models S1 and S2
in a model management environment. Operations, such as schema matching, schema
integration, or composition of schema mappings are performed by model management
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Fig. 1.1: Application-level metadata management and generic model management
operators that accept generic models and mappings as input. These operators are poly-
morphic in the sense that they are agnostic about the native metamodels of the generic
input metadata. Application-level execution of schema mappings in this case requires
an execution engine that can interpret the declarative mappingMgen or translate it to
a transformation between the native schemas.
1.1 Research Questions and Goals of this Dissertation
This work answers the questions how to generically represent native models and exe-
cutable schema mappings between such generic models and how to perform operations
on such metadata items. We present an expressive generic metamodel and a declarative
generic mapping language that has important formal properties and enables various
model management 2.0 applications.
Data integration systems and other schema-intensive scenarios rely heavily on
formal schema mappings. There is a rich body of research on such formal schema
mappings and views (Lenzerini, 2002; Halevy, 2001; Arenas et al., 2009). However,
most work only deals with relational-to-relational mappings and data translation or
query rewriting between such models. Research on mappings between heterogeneous
schemata usually restricts mappings to pairs of certain modeling languages, such as
nested relational to relational or object-oriented to relational mappings. As model and
mapping management tasks commonly deal with models and mappings involving dif-
ferent metamodels, research must deal with the issues arising from such heterogeneity
(Bernstein & Rahm, 2000; Bernstein, 2003, 2005; Berners-Lee et al., 2001; Franklin
et al., 2005; Halevy et al., 2006). This work closes this gap by providing languages for
model and mapping representation that are agnostic about native metamodels, and by
generalizing the model management operators to the generic representations of models
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and mappings.
Our contributions are applicable to a wide range of native metamodels because
they are generic languages and operations on metadata objects described in these lan-
guages. Algorithms operating on formal generic schema mappings enable data trans-
lation and query rewriting between heterogeneous models. As opposed to the informal
schema mappings that were used in previous model management prototypes (Melnik
et al., 2003), our contribution is a formal schema mapping language that is actually
executable while being at the same time generic and exposing important formal prop-
erties.
The questions that are addressed in this thesis can be summarized as follows:
• What could be a generic representation of data models and what is its formal
semantics? A generic metamodel is a prerequisite for truly generic model man-
agement. This is because a generic mapping language can only be defined be-
tween schemas that are represented in a uniform way. Furthermore, a detailed
generic metamodel that encapsulates details about schemas can be helpful for
generic schema matching.
• How must a generic mapping language be defined that can be used for query
rewriting and data translation between heterogeneous schemas? Other approa-
ches either use only informal sets of correspondences or consider certain con-
figurations, such as mapping a relational to an XML schema or vice versa. This
work, in contrast, generalizes results to different languages.
• How shall methods for metamodel-independent solutions of model management
tasks exploit the new generic model and mapping representations? In particular,
the methods shall yield usable results. For instance, schema mappings shall
enable query rewriting for different query languages and not just for the usual
case of relational schemas.
• Are the languages and methods developed useful to develop solutions for cur-
rent scenarios that require integration of heterogeneous data sources? Current
metadata-intensive applications that require formal schema mappings between
heterogeneous sources are, for instance, object-relational mappings, the seman-
tic web and dataspace support platforms. The developed languages and methods
must be able to solve some of the problems in such fields.
1.2 Contributions and Outline
This work deals with the field of Model Management in general and with the field of
Generic Model Management in particular. The following chapter introduces related
work on this field and related scenarios that model management can be applied to.
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Only the existence of a generic metamodel facilitates truly generic model man-
agement. Such a generic metamodel must be able to represent modeling concepts of
any metamodel. Chapter 3 introduces our solution to this problem. Although it still
is an abstraction from other metamodels, it is capable of representing a major part of
the modeling concepts of the EER, relational, UML, OWL DL, and XML Schema
metamodels. This is a predefined set of modeling languages. However, we will also
explain how this set can be extended. Furthermore, we will see (cf. chapter 4) that
other approaches are special cases of our schema representation.
Formal schema mappings are usually the result of a cumbersome process of semi-
automatic mapping definition. The starting point of this process is the automatic com-
putation of informal morphisms or correspondences. This computation is performed
by the Match operator. Another application of Match, that is particularly important in
industry, is provision of information for DI project cost estimation to decision makers.
In chapter 4 we present our solution approach to this problem.
Scenarios in which heterogeneous data sources need to be integrated via schema
mappings do not only require a generic metamodel. Moreover, a formal and generic
schema mapping language is required that is capable of expressing relationships be-
tween schemata represented in different modeling languages. Such a mapping lan-
guage must also satisfy certain theoretical properties in order to be applicable for cen-
tral model management tasks such as mapping composition. Chapter 5 introduces our
representation language for schema mappings which can bridge the gaps between het-
erogeneous schemas. In fact, the language can be used for mapping any schema that
can be represented with a certain subset of our generic metamodel.
Due to its formal foundation on other mapping languages, our generic mapping lan-
guage has also the useful and required property of closure under composition. Chapter
6 presents our algorithm for composition of generic schema mappings which builds on
an existing solution for the relational case. Our language is the first mapping language
that is capable of representing mappings between different metamodels without being
restricted to a particular pair of metamodels while at the same time being closed under
composition and providing powerful grouping functionality.
All concepts and algorithms have been implemented as part of the generic model
management prototype GeRoMeSuite which is presented in chapter 7. We explain the
details of our prototype and compare it to current existing solutions.
Chapter 8 presents two applications of our solutions that have been developed; an
object-oriented data access layer based on our solution for generic mapping composi-
tion and a prototypical generic peer data management system (PDMS) that uses our
generic metamodel and mapping language. The data access layer is a solution for
object-relational mapping based on our research. PDMSs are an architecture that can
help implement the Semantic Web or dataspaces. Our PDMS rewrites queries by using
a hybrid algorithm for view unfolding and answering queries using views.
Finally, chapter 9 presents lessons learned and an outlook to future work in the
field of generic model management and its applications.
Chapter 2
Context
The relational data model with its algebra caused a tremendous improvement in pro-
grammer productivity. The relational algebra meant a raise in the level of abstraction
of data management applications. Instead of manipulating data stored in many files
in an object-at-a-time fashion which requires much error-prone navigational code, the
relational data model allowed set-at-a-time manipulation and querying of data sources
using a declarative structured query and manipulation language. However, during the
last three decades the proliferation of information systems both, on the internet but also
within organizations, led to the problems of information integration. The integration,
development, and evolution of information systems require manipulation and mapping
of many kinds of data models.
To avoid ambiguity, in this chapter we will first clarify some terminology that is
used throughout this work before reviewing shortly the research in the area of infor-
mation integration and introducing schema evolution as two application areas which
have motivated the vision of model management. Having introduced the vision, we
discuss two scenarios and point out shortcomings of current model management solu-
tions which have led to a revised vision of Model Management.
2.1 Terminology
To avoid confusion with the terms being used in this thesis (e.g., metamodel, model,
schema, mapping), we want to clarify the terminology first. We usually use the termi-
nology as defined by the Information Resource Dictionary standard (IRDS) (ISO/IEC,
1990) and used by the Object Management Group (OMG1) (Object Management Group,
2003). Otherwise, we may use synonyms, which will be defined in this section or when
they occur for the first time.
According to the IRDS standard (ISO/IEC, 1990), metamodels are languages to de-
fine models. Examples of metamodels are XML Schema or the UML Metamodel. The
same terminology is adopted in the specifications of the Object Management Group
1http://www.omg.org
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for MOF (Meta Object Facility) and MDA (Model Driven Architecture). A model is
the description of a concrete application domain such as an XML schema, a relational
schema or an ontology. Although the original vision of model management (Bernstein
et al., 2000) opted for considering everything as models, in this work, we will consider
only data models (schemas) as models, which is in line with almost all other works
on model management. In the following, we will use the terms model and schema
interchangeably. We will also use the term modeling language synonymously with
metamodel. Figure 2.1 depicts the different levels of instantiation. On the application
level (M0) we have data, which are instances of models, situated on the model level
(M1). Models, such as an ER model or a relational schema are instances of metamod-
els, which can be found on the metamodel level (M2). This can be continued to the
metametamodel level (M3) where we find languages for metamodels, such as the Meta
Object Facility.
Relational
Metamodel
UML
Metamodel
ER
Metamodel ...
Metamodel
Level (M2)
Metameta-
model Level (M3)
Model
Level (M1)
Application
Level (M0)
Person
Employee
City
isA
livesIn
John AachenlivesIn
Meta Object
Facility
Fig. 2.1: The different levels of instantiation
2.1.1 Schema Mappings
We distinguish two types of execution of a mapping from a source schema to a target
schema. Data exchange denotes the application of a mapping to query data from the
source, to transform it to a target format and schema, and finally to materialize the
data at the target site. Query answering, on the other hand, amounts to using the
mapping for rewriting a query against one schema such that it conforms to one or more
other schemas. Moreover, we distinct different types of schema mappings. The terms
morphism and correspondences denote informal mappings that cannot be executed
unless being transformed to more formal schema mappings. Mapping constraints or
mapping assertions are mappings described in a declarative formalism such as set
theory or a restricted form of first-order formula. Such mappings can be used either
directly for query answering and data exchange or they can be translated into a an
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appropriate language for executation. The result is another type of mappings, namely
transformations. These are application-level mapping specifications.
In contrast to declarative mapping assertions which are independent from the ac-
tual execution, transformations include the decision for a certain execution procedure.
Thus, a logical mapping assertion can be used for both, data exchange or query rewrit-
ing. On the other hand, examples of transformations are an XSLT script, that is already
restricted to data exchange between two XML document formats, or a federated query
plan that is an application-level transformation between different schemas. An exam-
ple of a transformation for query answering is the specification of an object-relational
mapping layer together with an appropriate data access object that offers methods for
posing queries against the underlying relational database.
Both, mapping assertions and transformations can be considered executable map-
pings. However, it is usually not possible to generate a declarative mapping from a
transformation which makes transformations inappropriate for model management as
it disallows to manipulate them using model management operators. On the contrary,
as we will see later, we can generate native query and update code from a declara-
tive executable mapping. In fact, declarative executable mappings raise the level of
abstraction for relating data sources.
Therefore, most model management operators consider morphisms and declarative
mapping constraints. However, since eventually all model management tasks have the
goal to execute mappings in the one or the other way, model management research
must also consider execution of mappings.
When specifying declarative schema mappings, the relations in one schema are de-
scribed as views on the other schema (Lenzerini, 2002; Ullman, 1997). Consequently,
there are basically two design decisions to be made. If the elements of the global
schema are described as views on the data sources, the mappings are global-as-view
mappings (GAV). That is, every relation of the global schema is associated to a query
over the sources. The other option is to describe the elements of local schemas as
views on the global schema. This approach is called local-as-view (LAV).
Both approaches have advantages and disadvantages. LAV based integration sys-
tems are useful if there is a stable global schema and data sources may change. Data
sources can be added by defining for each schema element a query over the global
schema that describes the concept. However, query answering using LAV mappings
requires complex algorithms for answering queries using views (or view-based query
rewriting) (Halevy, 2001).
On the other hand, if a data source is added to or removed from a system which
follows the GAV approach, we may need to adapt all mapping definitions between the
global schema and the data sources. However, query processing is very simple in most
GAV based data integration systems as it is often sufficient to unfold a query against
the global schema by replacing each relation by the corresponding view definition
(Ullman, 1997).
Unless otherwise stated, in this work the terms mapping, schema mapping and
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mapping assertion will synonymously denote the class of formal, declarative, and ex-
ecutable mappings which are independent of the execution environment. Likewise, we
will use the terms morphism and correspondences to denote informal mappings.
2.2 Metadata-Intensive Applications
Information integration is one of the most recurring challenges in data management.
Today’s organizations rely on a multitude of structured, semi-structured and unstruc-
tured information sources for decision making (Your Turn: The Global CEO Study
2004; Bernstein, 2005; Franklin et al., 2005; Haas, 2007). Also, many business mod-
els on the Web rely on integration of information from different sources. Web sites
with such business models are called mash-ups and integrate sources such as maps,
blogs, documents, calendars, and tabular data.
Depending on the requirements of the application, different options exist for inte-
grating data sources. In this section, we survey some of the approaches to information
integration as exemplary applications of model management. First, we briefly intro-
duce information integration by materialization, then we give an overview of virtual
integration approaches. Finally, we introduce another application area for model man-
agement, namely, schema evolution.
2.2.1 Information Integration with Materialization
Data exchange is the process of translating data between data sources so as to mate-
rialize the data at the target site. Examples of data exchange are integration of data
sources by a data warehouse (DW) or translation of data between different versions of
a schema in schema evolution (cf. section 2.2.3).
Figure 2.2 depicts a typical data warehouse architecture. A DW schema provides an
integrated materialized view on various data sources and, by its nature, overlaps with
all the data source schemas. The DW is populated by extract-transform-load (ETL)
processes that collect data from the many disparate data sources within the organi-
zation and transform it to the format specified by the integrated DW schema (Jarke
et al., 2001). ETL processes are usually implemented by special purpose wrapper
components for the respective data sources which may be relational or object-oriented
databases, legacy database systems, transaction logs, semistructured or flat files, or
files of standard applications, such as excel files. ETL processes are executed peri-
odically so as to assert that the DW contains relatively timely data. This process of
updating the DW is closely related to materialized view maintenance. However, as the
purpose of a DW is to support data analysis uncovering patterns such as trends in the
course of time, data is usually not deleted from the DW but instead, the global database
contains snapshots of past states of the data sources.
Moreover, the data stored in the DW conforming to the DW schema is loaded
into various data marts. Each data mart is a view on the DW that contains only the
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Fig. 2.2: Typical Data Warehouse Architecture
information relevant to a particular business area of the organization. The schema of a
data mart is usually a star- or snowflake-schema if the data mart employs a relational
DBMS, or it is a specialized multidimensional schema. In both cases, the schema
already contains aggregation on various levels so as to support highly efficient on-
line analytical processing (OLAP) queries. This partly aggregated structure allows
for efficient specialized operations such as roll-up and drill-down (changing the level
of aggregation, e.g., from month to year). A data analyst or a decision maker can
issue such queries to a data mart to discover trends in the underlying data. Ad-hoc
queries can sometimes also be posed against the integrated DW schema. However,
queries posed against both, the data mart schemas or the DW schema, are by no means
forwarded to the underlying data sources but only executed on the materialized and
integrated views on the data sources.
Construction, operation, and maintenance of data warehouses include several meta-
data-intensive tasks that model management can help to solve. The integration of a new
data source into the integrated DW schema will often require adding attributes or even
types to the DW schema. Furthermore, an ETL process must be defined. Data sources,
however, may employ various metamodels. A common approach to this problem is
to define a wrapper which extracts data from the source and exposes it conforming to
a new relational schema. While this approach allows using relational views for the
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mapping to the DW schema (if the DW schema is relational), the problem of meta-
model heterogeneity is only moved into the wrapper. Both, the relational schema and
the extraction process, must be manually coded. Moreover, if the data source schema
changes, which is common, the wrapper must be manually adapted by a programmer.
Model management offers alternative solutions by raising the level of abstraction.
Although ETL processes are usually developed in an application-level integration pro-
cess, an executable declarative schema mapping between the data source schemas and
the DW schema can capture the semantics of the ETL process as well. In particular, a
generic mapping language, that allows for specification of mappings between schemata
in different metamodels, can be used to directly define mappings from structured and
semistructured sources to the integrated DW schema. As we will see in section 2.3.3,
integration of a new data source into a DW can be handled by a combination of schema
matching (to find a mapping between the source and the DW), schema merging (to
integrate new elements into the integrated schema), and mapping composition (to up-
date existing views in response to updates of the DW schema). Mapping composition
can even be used to update the mapping from the source to the DW schema if the
source schema changes. This, however, requires employing expressive generic declar-
ative schema mappings that describe the differences between versions of the same data
source schema.
Beside the schema-level integration of data sources into the DW schema, data
warehousing poses challenges on the data-level. Data cleaning is required to deal
with different problems regarding data quality. For instance, data values may follow
different conventions for formatting or data values may be missing for some attributes.
Because data sources have overlapping domains, data items collected from the dif-
ferent sources may be redundant or even contradictory. Therefore, it is required that
entities originating from different sources be merged if they represent the same real-
world entity. This process is known under various names, including entity resolution,
reference reconciliation, or merge-purge. The sketched issues of data-level integration
present challenging problems in their own right, which we are not dealing with in this
work. See (Ko¨pcke & Rahm, 2010) for a recent survey on entity resolution.
2.2.2 Virtual Data Integration
Another approach to information integration is the deployment of a virtual data inte-
gration system. Such a system provides an integrated virtual view on the underlying
data sources. On the one hand, such systems cannot be used to answer complex analyt-
ical OLAP queries which require many join and aggregation operations. Such queries
can only be answered efficiently if materialized views are used, that already contain
precomputed partial results. On the other hand, virtual data integration enables more
loosely coupled federations of distributed information systems and provides access
to the latest information because queries posed against one schema are translated to
queries against other data sources. Thus, query answers are never stale but always
reflect the current combined state of all sources.
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Most classical virtual data integration systems rely on an approach in which one
dedicated node exposes a global schema against which queries can be posed (cf. figure
2.3(a)). This approach is known as enterprise information integration (EII) in industry,
whereas in the research community it is known as the concept of mediator systems
(Halevy et al., 2005; Papakonstantinou & Vassalos, 1999; Manolescu et al., 2001).
Whereas ETL populates a data warehouse schema with source data by materializing
views on the data sources, in EII heterogeneous data sources are virtually integrated
with a global mediated schema. The mediated schema is either defined independently
of the data sources, or by integrating the data source schemas. In both cases, schema
mappings in the form of view definitions must be given between the data sources and
the mediated schema. During operation of the EII system, federated queries are posed
by client applications against the mediator which in turn rewrites the queries at runtime
to queries against the sources. This architecture results in a hub and spoke model where
the mediator acts as the hub. The goal of EII is to avoid provision of stale data to
decision makers. However, EII must be seen as complementary to data warehousing.
Where EII is guaranteed to provide timely data at the cost of complex computations at
runtime, DWs support efficient analytical queries on materialized views. These views,
however, must be regularly maintained.
While EII systems rely on a dedicated mediator component that integrates indi-
vidual data sources by direct views, there are also virtual integration approaches that
employ less strictly structured architectures. In newly emerging data integration en-
vironments like the Semantic Web (Berners-Lee et al., 2001) or Dataspaces (Franklin
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et al., 2005; Halevy et al., 2006), very large numbers of data sources must be inte-
grated. In such a scenario, a mediator approach is usually not applicable because
the data sources are highly independent from each other. On the Semantic Web new
data sources may enter and existing sources may leave the system. Each data source
exposes a model of its domain described by an ontology. A class of virtual data in-
tegration systems that can be used to implement the Semantic Web vision are peer
data management systems (PDMS) (Halevy et al., 2003b; Tatarinov et al., 2003; Hose
et al., 2008) (cf. figure 2.3(b)). A PDMS is a data integration system in which each
data source at the same time acts as a mediator to its neighbors and as a data source.
That is, a query can be posed against any peer, which rewrites it into queries against
its neighboring peers and integrates the answers to the queries with its local data. By
virtue of being mediator to its neighbors, the peer recursively provides access to the
whole network. New problems arise in such systems regarding routing of queries over
possible paths through the network and avoiding rewriting loops.
Moreover, Dataspace support platforms (DSSPs) allow for integration of arbitrary
data sources. A dataspace may include a multitude of independent relational data
sources as well as XML databases, or web sites that expose data using an ontology.
Even unstructured data sources can be integrated by DSSPs. One of the most impor-
tant characteristics of dataspaces is the provision of pay-as-you-go integration (Sarma
et al., 2008). That is, each source provides a minimal search service, such as keyword
search. Mappings between data sources are defined, for instance, on a per-element
basis instead of performing one monolithic integration process.
In all three scenarios, Semantic Web, PDMS, and Dataspaces, queries posed against
one datasource need to be rewritten to queries against its neighbors using schema map-
pings. Also, the data sources in such a network can be highly heterogeneous and are
in general not located within the same organization.
Despite the obvious differences between materialized and virtual data integration
systems, we can observe that the metadata related tasks in both fields are very similar.
Schema matching can help defining mappings, integrated schemas can be defined as
the result of schema integration (a.k.a. schema merging). Rewriting paths through a
network of sources can be abridged by composing mappings. The differences, how-
ever, can be found in the execution engine for schema mappings. While materialized
data integration uses schema mappings for data exchange and view maintenance, vir-
tual data integration uses mappings for rewriting of federated queries. In both cases,
the presence of sources that employ different metamodels requires a generic meta-
model and a generic mapping language.
Like in information integration approaches based on materialization, virtual inte-
gration systems must as well deal with the problems of data-level integration. Thus,
like in a DW a virtual integration system must also merge the answers of its data
sources to an integrated answer conforming to the required (global or peer) schema.
Moreover, in environments where sources are highly independent data lineage, the
origin of data, is of importance as data sources may be more or less trusted.
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2.2.3 Schema Evolution
Both, materialized and virtual data integration are examples of metadata-intensive ap-
plications. Schemata in different modeling languages are integrated by defining map-
pings as transformations or as logical expressions in terms of the schemata. Such
transformations are used at runtime of an integration system either for data exchange
or for query rewriting. However, schemas can change, a process called schema evolu-
tion. Schema evolution occurs, for instance, when the schema of a data source must be
updated due to changing requirements or when a new data source is integrated into a
global mediated schema. Examples of evolution include adding or removing attributes,
tables, classes or relationships, or denormalization to adapt to query workloads. When
a schema evolves, the data stored corresponding to it must be migrated to the new
version. Furthermore, mapping specifications that have been engineered in an elabo-
rate process are rendered invalid. Given the proliferation of information systems, their
size and the effort required to define schema mappings, it is desirable to reuse existing
mappings by adapting them to the changes.
Assume we are given a schema Sx of an XML data source which is mapped to
another schema, e.g., a relational mediated schema Sr in an EII architecture, by a view
definition VSx→Sr . If the data source schema Sx is changed, we want to update the
mapping VSx→Sr to reflect the changes instead of redefining it. If the mapping is an
application-level, manually coded transformation, the update must be performed man-
ually by a programmer, an arduous and error-prone process. However, if the mapping
is given declaratively as a generic schema mapping we can automate the update.
While previous works on schema evolution have considered efficient migration of
data in response to schema changes, the problem of adapting view definitions was first
adressed in (Lee et al., 2002) and implemented in the EVE prototype, which handled
a limited set of schema changes in data sources. For each of the supported changes
to a data source schema an algorithm was given that performed appropriate updates
of a mediator schema. Moreover, each information source must proactively notify
the mediator about incremental changes to the source schema. The work presented in
(Velegrakis et al., 2003) performs incremental updating of view definitions with every
small change of the schema. While this work, too, handles a limited set of schema
changes, it can also cope with evolution of the target schema. Finally, Yu & Popa
(2005) use composition of declarative schema mappings to adapt view definitions. This
has the advantage, that the approach is not limited to a restricted set of expected schema
update operations. Thus, a standard model management operator, namely Compose,
can capture the required adaptation. While the mapping language employed by Yu &
Popa (2005) can express mappings between relational and tree-structured schemata, it
lacks important restructuring capabilities.
Again, expressing schema mappings declaratively and raising the level of abstrac-
tion by considering metadata as first-class objects, can tremendously ease the process.
Thus, model management again helps solving this task. In section 2.3.3, we will see
how this approach can be expressed as a model management script.
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2.3 Model Management
The problems of application-level integration of data sources and manual development
and evolution of information systems parallel in many ways the problems prevalent in
data management in the time before the introduction of the relational database model.
In particular, hard coded information integration applications are difficult to maintain
and to reuse. However, many schema- and mapping-intensive applications, which are
quite different at first glance, can be decomposed into similar reoccurring manipulation
operations on metadata (Bernstein & Rahm, 2000; Bernstein, 2003). Therefore, it has
been recognized in many contexts that only another raise in the level of abstraction
(Bernstein et al., 2000; Halevy et al., 2005; Haas, 2007) can improve the solutions to
current metadata management problems.
The reoccurring subtasks in metadata-intensive problems motivated the vision of
model management. The ultimate goal of model management is an order-of-magnitude
improvement in developer productivity. This shall be achieved by supporting metadata-
intensive tasks by a set of operators with clearly defined input and output signatures
and clearly defined semantics. The original model management vision (Bernstein et al.,
2000) aimed at providing an algebra of such operators. Very much like the relational
algebra revolutionized data management, a model management algebra would revo-
lutionize the way how solutions to metadata-intensive problems are designed. In this
sense, a model management system could be understood as a model base that provides
high level operations on schemata and schema mappings. The next section defines
some important operators in Model Management.
2.3.1 Model Management Operators
Some operators in the model management algebra manipulate models whereas others
manipulate mappings between models, or both. Thus, in general a model management
operator receives models (schemas) and mappings as input and returns models and
mappings as output. The following definitions introduce some important operations in
model management without aiming at completeness. The first operator considered is
the Match operator which computes a morphism between two schemas.
Definition 2.1 (Match) The Match operator creates a morphism between two models
given as input. Thus, its signature is map12 = Match(S1,S2).
This operator wraps any one algorithm for schema matching. Hence, it actually
is a collection of operators. In chapter 4, we present our solution for the problem
of schema matching. The result of the Match operator is a morphism which is not
executable (see chapter 4 for a formal definition). Eventually, most scenarios require
executable declarative schema mappings. Given a morphism the operator MappingGen
produces such a declarative schema mapping.
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Definition 2.2 (MappingGen) Given a morphism map12 the operator MappingGen
generates a declarative executable schema mappingMS1→S2 between the same mod-
els. Its signature isMS1→S2 = MappingGen(map12).
As we will see in the scenarios, it is a common problem to compute a new schema
mapping given two input mappings that could be executed subsequently. This task is
the purpose of the the Compose operator. We present our solution for composition of
metamodel-independent mappings in chapter 6.
Definition 2.3 (Compose) Given mappings MS1→S2 and MS2→S3 from schema S1
to S2 and from S2 to S3, respectively, the Compose operator creates a new direct
mappingMS1→S3 the application of which is equivalent to the subsequent application
of the original mappings. Its signature isMS1→S3 =MS1→S2 ◦MS2→S3 .
Another common task is the integration of a schema with another schema. This
can be required for merging two versions of the same schema or to integrate a new
data source into a global mediated schema. Schema integration is performed by the
Merge operator.
Definition 2.4 (Merge) Given two models and a mapping in between Merge computes
a new integrated schema and mappings from the input models to the new output model.
The signature of this operator is 〈S′,MS1→S′ ,MS2→S′〉 = Merge(S1,S2,MS1→S2).
Like Match, the ModelGen operator is actually a collection of operators that trans-
form models between metamodels. Probably the best known example is the translation
of an EER schema to a relational schema.
Definition 2.5 (ModelGen) Given a model S1 in some metamodel, the ModelGen op-
erator generates a new model S2 in a different metamodel together with a mapping
MS1→S2 between the two models. The signature of the operator is 〈S2,MS1→S2〉 =
ModelGen(S1).
Although this work does not consider MappingGen, Merge, and ModelGen in more
detail, we have integrated solutions for these operators into our model management
prototype. There are more operators, such as Domain and Range which return the
parts of models that are mapped by a mapping. We abstain here from defining these
operators as they are not of importance for the rest of this work. We will see in some
scenarios that this small set of operators is already quite powerful and enables various
important metadata-related tasks. However, it is well understood that unlike operators
in relational algebra, many model management operators can never be fully automated.
In fact, many operations, such as schema matching are considered AI complete.
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2.3.2 Generic Model Management
The Model Management approach aims at genericness in the sense that the same op-
erator implementation can be applied to schemas in all metamodels (Bernstein, 2003).
At the same time a rich generic representation is required, so that importing models
into the model management system causes little or even no loss of semantics. Thus,
a model management system has to provide expressive formalizations of models and
mappings (Bernstein & Melnik, 2007) that are manipulated by the operators.
The requirement of genericness was first approached by Alagic & Bernstein (2002)
in an abstract way by introducing a formal model theory for generic model manage-
ment that was based on category theory. The authors also considered the problem
of schema integration based on this theory. They introduced the notion of a schema
transformation framework which defines all the components of a metamodel2. A
schema transformation framework is composed of various categories including a cat-
egory Sign of schema signatures (defining the structure of possible schemata). Fur-
thermore, it contains a functor Sen that defines the language of constraints for the
framework, and a functor Db that defines the set of possible instances of any given
schema signature. The semantics of constraints is specified by providing a satisfaction
relationship between sentences in the chosen constraint language and sets of database
instances that satisfy these sentences. Thus, the details of languages for modeling and
constraints and their semantics remain undefined. While the proposed theory is useful
for specifying the actual algebra for model management, it does not provide a generic
metamodel. Instead, the work is entirely independent of the employed metamodel.
Based on this abstract view, the notion of schema integration and the special case of
schema join are defined in an equally abstract way. The metamodel of Java interfaces is
defined as an example schema transformation framework and its schema join operation
is defined as the duplicate-free union of the components of two schemas.
Thus, the notion of schema transformation framework can be understood as a
metametamodel, of which any metamodel is an instance. Given that the definition
does not impose constraints on the modeling and mapping languages used, it allows
to define model management operators independently from the employed native meta-
models in a highly abstract way. This view, however, abstracts away from the challeng-
ing algorithmic details of the operators. Moreover, it is required that the two models
considered as input to the schema integration problem belong to the same category of
schemas. Thus, to combine this theory with the idea of a generic model representation
would mean to express the generic metamodel as a category of schemas. This again,
emphasizes the importance of providing a truly generic model representation that is
capable of representing schemas from different native metamodels.
2The term schema transformation framework has been chosen so as to emphasize the transformation-
based view of the notion.
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2.3.3 Model Management Scenarios
In (Bernstein et al., 2000; Bernstein & Rahm, 2000; Bernstein, 2003) scenarios for
the application of model management operators have been described. These works
also introduced most of the model management operators. The works expressed the
scenarios as scripts composed of operators. We will adopt the Venn diagram based
notation introduced in (Bernstein & Rahm, 2000) to present similar example scripts
implementing some model management scenarios.
Scenario 1: Updating Views in Response to Schema Evolution
Changes in the requirements underlying an information system commonly cause chan-
ges to its schema. Whenever the changing information system serves as a data source
for an information integration system, or equally as a mediated schema, these changes
require view definitions to be updated. One option is to redefine the views in response
to schema evolution. However, a better solution reuses existing view definitions. This
constitutes a simple application scenario for model management.
The Criollo project at IBM Research resulted in a solution for schema evolution
that used the Compose operator to update view definitions (Yu & Popa, 2005). Figure
2.4 depicts this scenario as a model management script. The solution requires to use
a schema mapping MS′1→S1 (the evolution mapping) for describing the changes of
schema S1 to its new version S′1. Given such a mapping, the view definitionMS1→S2
is updated by composing it with the evolution mapping. The evolution mapping can
be derived in different ways. One way is to match the two versions of S1, another way
would be to use a tool for evolving S1 that, while changing the schema, generates a
formal declarative evolution mapping.
S1
S2
S′1MS′1→S1
MS1→S2 MS′1→S2
MS′1→S2 =MS′1→S1◦MS1→S2
Fig. 2.4: Scenario 1: updating view definitions in response to schema evolution
As we will see in the next scenario, mapping composition can analogously capture
evolution of schema S2 if the evolution is given by a mappingMS2→S′2 .
Scenario 2: Integration of a new Data Source into an Integrated View
Figure 2.5 depicts another scenario, the integration of a new schema into a mediated
schema. Consider a data warehouse or a semantic integration system on the Semantic
Web with schema S and a data source with schema S1. The data source schema S1
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is mapped to S by a logical mappingMS1→S. In such a heterogeneous environment,
different modeling languages may be used to model different sources. If a new source
with model S2 is added, the model first has to be matched with the existing integrated
model (step 1) to create a new morphism mapS2→S (an informal mapping) between
S2 and S3. The second step (MappingGen(mapS2→S)) generates a formal declarative
mappingMS2→S from this morphism. If the new model S2 contains elements which
cannot be mapped to the integrated model S, the models have to be integrated using
the Merge operator with the models and the mappingMS2→S as input to create a new
integrated model S′ (step 3). In addition, the Merge operator will deliver a mapping
MS2→S′ from S2 to the new integrated model S′ and a mapping MS→S′ from the
original model S to S′. This mapping can be composed (step 4) with the existing
mappingMS1→S to create a new mapping with the updated S′ as target.
S2
S1 S
S′
MS2→S
MS1→S
MS1→S′
MS→S′
MS2→S′
1. mapS2→S = Match(S2,S)
2. MS2→S = MappingGen(mapS2→S)
3. 〈S′,MS2→S′ ,MS→S′〉 = Merge(S2,S,MS2→S)
4. MS1→S′ =MS1→S ◦MS→S′
Fig. 2.5: Scenario 2: integrating a new data source schema into a mediated schema
These scenarios should introduce the idea underlying model management, the de-
composition of different metadata-intensive tasks into repeating subtasks. A relational
schema can be generated from an ER model or from a UML schema. Both, a data
warehouse schema as well as a mediated schema in EII can be the result of schema
integration. Also, the integration of a new data source into a DW or an EII system is a
case of schema integration. Schema evolution can occur in all scenarios and the nec-
essary updating of view definitions may be captured by composing schema mappings.
Moreover, schema mappings can be used as view definitions for query rewriting, to
generate ETL components, or for producing data access objects that help bridging the
impedance mismatch. If the mapping language is closed under mapping composition,
the Compose operator can also be used to produce optimized shortcuts for common
query rewriting paths in federated querying environments like the Semantic Web or
Dataspaces.
3There may be other possibilities than using Match to create this mapping, but for simplicity of the
presentation here, we just consider this scenario.
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2.3.4 Model Management Prototypes
These abstract scenarios raise some pressing questions. How shall models and map-
pings be represented in such a model management environment? Which algorithms
realize the envisioned operators? The vision of model management (Bernstein et al.,
2000; Bernstein & Rahm, 2000; Bernstein, 2003) included already a simple metamodel
and had also considered mappings as models. This was supposed to make model ma-
nipulation operators applicable to mappings as well. To this end, mappings were de-
fined as tree structures connected by so-called morphisms to the mapped models. This
representation allowed simple implementations of primitive operators such as Domain
and Range that return sets of mapped elements. However, the mapping representation
was not executable because logic expressions could be stored only as properties of the
mapping nodes, but were mainly ignored in the discussion. Moreover, the tree repre-
sentation was not formal as there were few constraints defined on how to structure the
mapping. While mappings could mimic the structure of the mapped models, the ques-
tion remains which of the two models mapped should be taken as reference. In fact,
early works on model management focused strongly on defining the set of operators
required to implement metadata-intensive scenarios.
In this section we shortly review the approaches taken by Rondo and Clio. There
have been other approaches to individual model management tasks. These solutions
addressed, for instance, the transformation of models between different metamodels
(Atzeni & Torlone, 1996; Jeusfeld & Johnen, 1994) or schema matching (cf. chapter
4). We will review some of these works in the appropriate chapters. Here, we will
instead concentrate on the prototypes that contributed most to the model management
vision as a whole.
2.3.5 Rondo: a First Model Management Prototype
Melnik et al. (2003) introduced the first model management prototype, Rondo, which
focused on proving the concept of an algebra useful. The objectives of the work on
Rondo were to show the concepts of generic model management and to demonstrate
how certain operators could be implemented (Melnik, 2004). Rondo successfully
showed the concepts of the first vision of model management, a framework for man-
aging models and mappings by means of operators in an algebra. However, Rondo did
not provide truly generic solutions as it employed very simplistic model and mapping
representations.
In Rondo, schema mappings were represented as informal correspondences which
are just binary relationships between the elements of two models. The representation
of mappings as binary relations allowed to implement many model management op-
erators as simple SQL queries and showed how model management scripts could be
interpreted. For example, the composition of schema mappings was reduced to a mere
join between two binary relations (Melnik et al., 2003). This representation, how-
ever, cannot be used for many tasks, such as data exchange or query rewriting, which
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require more expressive mappings. Thus, the focus was on definition of the model
management algebra and on the similarity flooding algorithm for schema matching.
Each model element is represented in Rondo as a node in a graph, and so are
elements of the native metamodels represented as nodes. When a model element is
of a certain type, such as ColumnType, the element is connected by an edge to the
respective metamodel element node. The labels of edges are metamodel-specific as
well. While such a representation is in fact flexible enough to represent any model, it
fails to be a generic metamodel because models in different metamodels use entirely
different sets of edge and node labels. It was therefore required to provide specialized
implementations for all possible combinations of metamodels. Rondo was generic in
the sense that scripts could be used for arbitrary metamodels. However, the challenges
of generic model and mapping representation were not addressed by the prototype.
2.3.6 More Expressive Schema Mappings in Clio
The Clio project of IBM Research and the University of Toronto resulted in several
seminal contributions to various aspects of expressive schema mappings. Clio started
out as a tool for creating correspondences and schema mappings in the form of view
definitions. Thus, where other tools only provide informal hints as to how schema
elements can be mapped, Clio actually goes one step further and suggests logical map-
pings that can be executed (Haas et al., 1999; Herna´ndez et al., 2001).
A first algorithm for schema mapping (Miller et al., 2000) relied on so-called value
correspondences that express how a value in the target schema can be computed from
a set of values conforming to the source schema given that a filter on source instances
is satisfied. The algorithm uses heuristics and chases referential constraints to combine
value correspondences to logical view definitions. Thus, the algorithm does not gener-
ate mappings from informal morphisms but requires the DB administrator to perform
a significant upfront effort to provide value correspondences.
In a later work Popa et al. (2002) presented a new algorithm that actually generates
view definitions from a schema matching result. The algorithm creates mappings be-
tween relational and nested schemas in three steps. First, it generates so-called primary
paths for all complex types in the schema. These primary paths, which are simple path
expressions, are combined in a second step by a chase procedure (Popa & Tannen,
1999) to queries in the source and the target. The last step utilizes the input match-
ing to combine pairs of queries in the source and target by mapping their variables.
The result is a set of view definitions in the form of source-to-target dependencies. In
this same work, the generated mappings are used for data exchange between relational
and nested schemas. Moreover, the mappings of the Clio tool have also been used for
XML query rewriting (Yu & Popa, 2004). Some results of the Clio project have been
integrated into IBM’s data integration solution InfoSphere Data Architect4.
4http://www-01.ibm.com/software/data/optim/data-architect/
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2.3.7 Model Management 2.0: Generic and Expressive Mappings
A generic model management algebra capable of solving complete real-world metadata-
intensive scenarios has not yet been developed. Apparently, this vision will probably
not be realized in the near future. However, there have been considerable contributions
to some of the internals of individual model management operators. In particular, the
success of the Clio project has shown that model management must put more focus on
expressive schema mappings. Inspired by the results of the Clio project and the expe-
rience that all schema- intensive scenarios eventually have to execute mappings in the
one or the other way, the original vision of model management was revised by Bern-
stein & Melnik (2007) and reformulated as Model Management 2.0. In (Bernstein &
Melnik, 2007) the authors reviewed past work on model management and formulated
various challenges. Some challenges are refined versions of challenges formulated for
the original vision whereas others are new ones related mainly to schema mappings.
Genericness of solutions had been aimed at already by the original vision of model
management. However, as we have seen, few works have addressed this particular
challenge. Consequently, for Model Management 2.0 this challenge has again been
identified as an important prerequisite for realizing the vision (Bernstein & Melnik,
2007). The development of a generic metamodel was considered as one of the key
requirements. Moreover, the provision of a highly expressive generic mapping lan-
guage, that is capable of representing mappings between various metamodels while at
the same time supporting important operations, had been identified as a major chal-
lenge. The idea that mappings are represented as structured models has been aban-
doned. Thus, the realization of the model management vision requires both, a generic
modeling language and a generic language for expressive executable schema map-
pings.
Another challenge is that of providing a versatile runtime for schema mappings.
While an obvious way of executing a schema mapping is data exchange, Bernstein
& Melnik (2007) enumerated a number of other types and issues of mapping execu-
tion that must be handled by an industrial-strength mapping runtime. These include
topics such as using mapping composition to optimize rewriting paths in peer data
management, provenance of data, notifications, updating of data via mappings, and
many more.
Other challenges required for enabling the new vision of model management in-
clude composing and inverting expressive generic schema mappings. Fagin et al.
(2005b) introduced second-order tuple generic dependencies, which were extended
with nesting capabilities by Yu & Popa (2005). These nested mappings however, do
not possess the grouping capabilities of the mappings introduced in (Fuxman et al.,
2006), which are required for comprehensive restructuring of data.
One more challenge to be solved is that of schema integration. Although there has
been considerable work on this topic for years (Spaccapietra et al., 1992; Pottinger
& Bernstein, 2003; Quix et al., 2007a; Pottinger & Bernstein, 2008), there is yet no
solution that is really generic and can solve the problem with an appropriate level of
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automation. Most solutions require extensive manual work using special purpose map-
ping languages, which actually results in manually specifying the integrated schema.
Given, that a single generic executable mapping language is required to enable model
management in a metamodel-independent way, there is a need for a solution to schema
integration that uses this same mapping language.
2.4 Summary
In this chapter, we have reviewed the research on model management. We have learned
about both, the original vision which focused on providing an algebra for metadata-
intensive tasks as well as the more recent work on manipulation of formal declarative
schema mappings. The chapter introduced schema evolution and information inte-
gration as real world applications of model management and provided some example
scenarios.
We have seen that all current solutions suffer from lacking real genericness. While
providing a rich set of operators, the first model management prototype, Rondo, is
mainly a script interpreter that requires individual operator implementations for each
possible combination of metamodels. Rondo oversimplified both, models and in par-
ticular mappings. Consequently, its mappings are neither formal nor expressive enough
for many applications.
Clio, on the other hand, is not a holistic model management solution. The work
conducted in the Clio project and other works at IBM Research resulted in a series
of seminal solution approaches to certain subtasks related to expressive schema map-
pings. The project resulted in a set of expressive mapping languages which expose
desirable properties. However, it lacks a unifying language that exhibits all these prop-
erties at the same time. While one language has grouping capabilities, it is not known
to be closed under composition (Fuxman et al., 2006). Another language is closed
under composition but has weaker restructuring capabilities (Yu & Popa, 2005).
Given the importance of raising the level of abstraction for the development of so-
lutions to metadata-intensive problems, it becomes clear that a holistic and generic ap-
proach to model management is required. The following chapters present our approach
to solving the challenges of model management with respect to generic modeling and
mapping languages. We provide a generic language for modeling and a framework for
generic matching of schemas represented in our language. Furthermore, we present
a language for generic schema mappings that combines required features that other
languages were not able to provide in combination. Thus, the language addresses in
particular the challenges raised in the recently revised vision of Model Management
which relies on an expressive mapping language that allows mappings between dif-
ferent metamodels while supporting important model management operations. More-
over, we present an algorithm for composing mappings given in our generic mapping
language. The presented solutions have been integrated into the holistic and generic
model management prototype system GeRoMeSuite which also includes other model
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management functionality not presented in detail in this work. Finally, we validate our
solutions by applying them to two important model management scenarios: providing
an object-relational mapping tool and providing a federated virtual data integration
system that is agnostic about the metamodels employed by its data sources.
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Chapter 3
A Generic Role-based Metamodel
Research on model management problems has addressed specific modeling languages
for a long time. Model management has become an active research area, and re-
searchers now address the problem of generic model management. That is, supporting
metadata intensive tasks without being restricted to a particular modeling language
(Bernstein, 2003; Bernstein et al., 2000). To achieve this goal, the definition of a set
of generic structures representing models and the definition of generic operations on
these structures are required. Thus, a generic model representation has been recog-
nized early as a prerequisite to enabling generic model management (Bernstein et al.,
2000). Although it has been realized that the central class of objects that model man-
agement tasks deal with are the mappings, it is still necessary to use a generic meta-
model so as to make it possible to define generic mappings and to develop generic
model management operators. Therefore, in this chapter we present our solution to
this challenge, the Generic Role-based Metamodel GeRoMe (phonetic transcription:
dZer@Um).
This chapter is structured as follows. Section 3.1 explains the challenge that we
addressed with the development of our metamodel GeRoMe. Section 3.2 provides
some background information on model management and role-based modeling, and
presents a motivating scenario. In section 3.3, we analyze and compare existing meta-
models and derive our generic metamodel GeRoMe. Section 3.4 shows several ex-
amples of models in different metamodels represented in GeRoMe. In section 3.5 we
present a logical formalization and in section 3.6 we explain the formal semantics
of GeRoMe models which builds the foundation for our generic mapping language
that we introduce in chapter 5. Section 3.7 explains how we translate native schemas
into our generic modeling language before section 3.8 summarizes the chapter. In the
subsequent chapters, we describe some of the model management operations that we
developed based on the generic modeling language presented in this chapter.
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3.1 The Challenge: A Generic Model Representation
This chapter addresses the first challenge mentioned by Bernstein et al. (2000), the
development of a mechanism for representing models. Since the goal is the support
of generic model management, model representation must be enabled in some generic
way. Model management applications often use a non-generic graph representation.
Thus, operators have to be aware of the employed metamodel (Bernstein et al., 2004;
Herna´ndez et al., 2001; Melnik et al., 2003). Although such applications import na-
tive schemas into some internal object model, this model is not truly generic as it still
encodes knowledge about the native underlying metamodel. For instance, Rondo rep-
resents relational schemas as graphs containing nodes with labels such as SQLType.
Operators make use of this information and, hence, are not metamodel independent.
In the next chapter we will explain some of the problems in schema matching that
result from not using a generic metamodel.
Furthermore, many applications simplify native schemas and import only the infor-
mation required for a given task at hand or for a certain algorithm to be applied. Some
algorithms for schema matching, the task performed by the model management oper-
ator Match (Rahm & Bernstein, 2001; Shvaiko & Euzenat, 2005), require little detail
about schemas to be matched. Other schema matching algorithms, on the other hand,
can greatly benefit from detailed knowledge about schemas. An operator that can ben-
efit from a detailed representation of constraints is the Compose operator (Fagin et al.,
2005b; Madhavan & Halevy, 2003; Bernstein et al., 2008) as it may harness various
kinds of constraints defined on models to optimize mappings. Pottinger & Bernstein
(2003) used a generic but yet simple metamodel that distinguishes between different
types of associations to merge two models. Also, schema transformation, encapsulated
by the model management operator ModelGen (Atzeni et al., 2008; Mork et al., 2007;
Kensche et al., 2007a; Kensche & Quix, 2007), requires detailed information about a
schema because a schema transformed from one metamodel to another must be ex-
ported to the native metamodel after transformation. Hence, whereas a simplified non-
generic graph representation is sufficient for certain purposes, such a representation is
not suitable for other operations as it does not contain detailed semantic information
about relationships and constraints. Consequently, to support a holistic model man-
agement framework, it is necessary to provide a detailed generic metamodel. A more
detailed discussion about the related work on the representation of models is given in
section 3.2.
The advantage of using a generic metamodel over other approaches is that the
operations become truly generic. They do not have to take into account different rep-
resentations of models. Therefore, the operators have to be implemented only once,
namely for the generic representation. For instance, in chapter 4 we present our Match
operator that can be used for pairs of heterogeneous models, e.g., to match two ver-
sions of an XML Schema or to match an XML Schema with a relational schema or an
ontology. In chapter 6 we present a Compose operator that can compose formal exe-
cutable schema mappings between arbitrary combinations of schemas. In (Quix et al.,
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2007a) we used our generic model representation for metamodel independent schema
integration.
The intuitive approach to develop a generic metamodel (GMM) identifies abstrac-
tions of the metaclasses of different metamodels. Its goal is to define a comprehensive
set of generic metaclasses organized in an inheritance lattice. Each metaclass in a
given concrete metamodel then has to be mapped to a unique metaclass of the GMM.
The sketched approach exhibits a prohibitive weak point: elements of particular
metamodels often have semantics that overlaps but is neither completely different nor
equivalent. For example, a generic Merge operator has to merge elements such as
classes, relations, entity types and relationship types. All of these model elements
can have attributes and should therefore be processed by the same implementation of
an operator. In this setting, such polymorphism is only possible if the given model
elements are represented by instances of the same metaclass in the GMM, or at least
by instances of metaclasses with a common superclass. Thus, one has to choose the
features of model elements which are combined in one metaclass.
Actually, in each metamodel there may be elements incorporating an entirely new
combination of such aspects. One approach to cope with this problem is to focus on
the “most important” features of model elements while omitting such properties which
are regarded as less important. But to decide which properties are important and which
are not results in loss of information about the model that is required by other model
management operators.
All properties of model elements could be retained if the GMM introduced a set
of metaclasses as comprehensive as possible and combined them with multiple inher-
itance such that any combination of features is represented by a distinct metaclass.
Despite the modeling accuracy of such a GMM, it will suffer from another drawback,
namely that it leads to a combinatorial explosion in the number of sparsely populated
intersection classes which add no new state.
3.1.1 Our Solution: Role-Based Modeling
In such cases, a role-based modeling approach is more promising. In role-based mod-
eling, an object is regarded as playing roles in collaborations with other objects.
Applied to generic metadata modeling, this approach allows to decorate a model
element with a combination of multiple predefined aspects, thereby describing the ele-
ment’s properties as accurately as possible while using only metaclasses and role types
from a relatively small set. In such a GMM, the different features of a model element,
e.g., it is not only an Aggregate but also an Association, are only different views on
the same element. During model transformations or evolution, an element may gain
or lose roles, thereby adding and revoking features. Thus, the combinatorial explo-
sion in the number of metaclasses is avoided but nevertheless most accurate metadata
modeling is possible.
Therefore, the GMM proposed in our work retains these characteristics by employ-
ing the role-based modeling approach, resulting in the Generic Role-based Metamodel
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GeRoMe. Implementations of model management operators can assert that model el-
ements have certain properties by checking whether they play the necessary roles.
At the same time, the operator remains agnostic about any roles which do not affect
its functionality. Thus, while role-based metamodeling allows to formulate accurate
models, the models appear to operators only as complex as necessary. GeRoMe will be
used only by model management applications; users will use their favorite modeling
language. As we will see in the next chapter on schema matching, we also provide it-
erators that can be used to navigate arbitrary simplified structures in a GeRoMe model.
In doing so, these iterators act as different views on a model that show only the details
required for an application at hand.
The difference between our and the naive generalization approach is similar to the
difference between the local-as-view (LAV) and global-as-view (GAV) approaches in
data integration. By defining elements of a GMM as generalizations of elements of
specific metamodels, an element of the GMM is defined as a view on the specific el-
ements. In contrast, in our approach the definition of the role types in GeRoMe is
independent of a particular metamodel, and the elements of the concrete metamodels
can be characterized as a combination of roles. Thus, our role-based approach can be
seen as a LAV approach on the meta level, which has similar advantages as the nor-
mal LAV approach (Lenzerini, 2002). The role-based metamodel is more stable with
respect to the concrete metamodels represented, i.e., additional modeling features of
other metamodels can easily be added by defining new role types. Thus, this change
would not affect other role types in GeRoMe. In addition, the representations of the
concrete metamodels are more accurate as their elements can be described by a com-
bination of role types.
The definition of the GMM requires a careful analysis and comparison of existing
metamodels. Since it has to be possible to represent schemata in various metamod-
els to allow generic model management, we analyzed five popular yet quite different
metamodels (Relational, EER, UML, OWL DL, and XML Schema). We identified the
common structures, properties, and constraint mechanisms of these metamodels. This
part of our work can be seen as an update to the work by Hull & King (1987) who com-
pared several semantic database modeling languages. Moreover, we have extended our
system to support Java object models which we used for realizing an object-relational
mapping framework (cf. chapter 8).
3.2 Related Work
Before we describe our generic metamodel, this section provides an overview of model
representations in related work and an overview of work about role-based modeling
which we applied for GeRoMe.
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3.2.1 Model Representations in Related Works
QVT (Query/View/Transformation1) is a standard for model transformation in the con-
text of MDA (model driven architecture). It comprises declarative and imperative lan-
guages. Another model transformation framework which allows declarative and pro-
cedural specification of transformations is the Atlas Transformation Language (ATL)
(Jouault & Kurtev, 2006b,a). Like QVT, ATL deals with transformation in the con-
text of MDA, and employs a hybrid transformation approach, i.e., the transformation
is specified using declarative rules and imperative code. Rules and helper functions
can be defined using a version of OCL (object constraint language) that has been ex-
tended to allow the handling of multiple metamodels. In QVT and ATL the rules that
transform models are always defined on the metaclasses of the respective metamodels.
That is, they are aware of the respective modeling languages. In contrast, our goal
is to enable generic model management which is independent of the employed meta-
model. Therefore, the QVT and ATL approach is not appropriate for us. Moreover,
these two approaches aim at model transformation only, a functionality provided by
the model management operator ModelGen (Bernstein et al., 2000) whereas we aim
at generic model management in general. The problem of generic model transforma-
tion for model management has been addressed in (Song et al., 2004) where models
are represented as simple graphs and transformations are given as productions in the
reserved graph grammar RGG.
Model transformations in the form of graph transformation have also been used
successfully in model-driven development (Becker et al., 2005). Moreover, triple
graph grammars (Schu¨rr, 1995) were used for observing and maintaining consis-
tency between requirements and software design documents. These grammars define
context-sensitive productions between graphs. The relationships between graphs are
specified, as in the original vision of model management, as a third graph connected
to the source and target graphs. An example application is the production of a control
flow graph from a syntax tree of a piece of software.
Rondo (Melnik et al., 2003) is the first complete prototype of model management.
It represents models as directed labeled graphs. Each node of such a graph denotes
one model element, e.g., an XML Schema complex type or relational table. A model
is represented by a set of edges between these nodes. A model element’s type (Table,
Column, Class, . . . ) is also specified by such an edge with the label type. Further-
more, types of attributes are specified by other dedicated edges, e.g., SQLtype. For
each supported metamodel a different set of types is available. Although the models
are represented in a ”generic graph” structure, there is no common generic metamodel
and, hence, the operators cannot be used polymorphically. For example, the Match
operator requires two models of the same type as input, and some operators (such as
Extract) have specific implementations for each metamodel. Thus, one of Rondo’s con-
tributions is to serve as a model management script interpreter using different operator
implementations depending of the types of input models.
1http://www.omg.org/spec/QVT/1.0/
32 CHAPTER 3. A GENERIC ROLE-BASED METAMODEL
A promising approach to generic model representation has been introduced by
Atzeni & Torlone (1996), expressed in a relational model dictionary (Atzeni et al.,
2005), and was used for the generic ModelGen implementation MIDST (Atzeni et al.,
2006). This approach differs from our representation in that it describes a class of
model elements as a pattern built up from a set of components such as an EER re-
lationship type which is composed of at least two participators and any number of
attributes. A model element belongs to a class of modeling constructs if it matches
the given pattern. The authors map all metamodels to a very small set of modeling
constructs. In constrast, we regard the differences in the semantics of modeling con-
structs in different metamodels as subtle but important. For example, modeling sets
with object identity and sets without object identity in the same way results in hiding
this knowledge in code of the model management system whereas it should be part
of the generic representation. In our representation we describe a model element by
the set of roles it plays and their relationships to other elements. A small difference
between two constructs can be modeled by adding a role to an element and thereby
adding a new feature to the element.
When a generic modeling language is used, native schemas must be imported into
the generic representation before any operations can be performed. If a schema has
been modified, it is furthermore required to export the schema again from the generic
to the native representation. Thus, the import and export for a generic metamodel is
in fact a special case of model transformation and, therefore, this problem is similar to
the ModelGen operator which transforms models between metamodels. In section 3.7
we present our rule-based solution to this special problem. The schema translations
described in (Atzeni et al., 2006) are similar to our import and export solution in that
they are also based on rules. One of the main differences to our approach is that MIDST
specifies all facts about one model element in one term, whereas our terms about model
elements use reification, the benefits of which we will explain in section 3.7.
Another rule-based approach to model transformation was presented by Bernstein
et al. (2005). Models are first translated into a universal metamodel and then a se-
quence of rule-based transformations is applied to generate a model that is valid in the
target metamodel. Details about the universal metamodel are not given in (Bernstein
et al., 2005).
Clio (Herna´ndez et al., 2001) is a tool for creating schema mappings. It represents
a mapping as a pair of queries that transforms the data from one schema into another
schema. However, Clio supports only XML, nested relational, and relational schemas.
In the Clio project, focus has been put on expressive schema mappings and not on the
model representation.
Some model management operators such as Merge (integration of two models ac-
cording to a given mapping, resulting in a new model) require detailed semantic infor-
mation about the models involved. For example, in (Pottinger & Bernstein, 2003) a
metamodel with several association types (e.g., has-a, is-a) is used.
The ConceptBase system (Jarke et al., 2009) is a powerful implementation of the
O-Telos language (Jeusfeld, 1992) which is based on Telos (Mylopoulos et al., 1990).
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O-Telos provides the ability to define classes and their instances at arbitrary levels of
instantiation. In fact, it is possible to express virtually any model or metamodel in O-
Telos. Consequently, we could as well express various native metamodels, including
the generic metamodel in O-Telos and thus import native schemas into ConceptBase.
Actually, our first implementation of GeRoMe has been realized in ConceptBase (Ken-
sche et al., 2005, 2007a). However, this approach is inefficient because ConceptBase
does not offer simple operations for manipulating object models. A more concrete
representation is required that trades off the general approach of O-Telos for efficient
manipulation of models. Thus, ConceptBase and O-Telos are not an appropriate solu-
tion for the problem of generic model management. We, therefore, devised our own
solution tailored to the particular problem of generic model management.
The various approaches to model management show that each operator requires
a different view on a model. Some algorithms for schema matching focus on labels
and structure of schema elements. Other matching algorithms can benefit greatly from
detailed model representations. Also schema merging and transformation of models
require more detailed information about the semantics of a model (e.g., association
types, constraints). These different views are supported by our role-based approach,
as operators will see only those roles which are relevant in their context.
3.2.2 Role-Based Modeling
The concept of role- (or aspect-)based modeling has first been described in detail in the
context of the network model (Bachman & Daya, 1977) and later on in several works
on object-oriented development and object-oriented databases (Bertino & Guerrini,
1995; Richardson & Schwarz, 1991; Wong et al., 1997).
Different formalizations have been proposed, which exhibit significant differences,
but all have in common that a role extends the features of an existing object while being
a view on the object and not an object in its own right. Bertino & Guerrini (1995)
consider multiple direct class membership as a solution to the problem of artificial
intersection classes. That is, instead of defining an intersection class, the combination
of state and behavior is achieved by defining an object to be instance of several classes
at the same time, which are not necessarily on the same specialization path.
Richardson & Schwarz (1991) discussed the notion of aspects of objects. It is
stated that at any given moment an entity may have many different types that are not
necessarily related. Often this issue cannot be handled by multiple inheritance since
this would lead to a large number of sparsely populated intersection classes which add
no new state. This approach is different from multiple direct class membership in that
each object can have multiple aspects of the same type, e.g., a person can at the same
time be a student at more than one university while still being the same individual.
Baumeister & Jarke (1999) presented an approach to avoid large class hierarchies
in chemical engineering applications that is also based on aspects. Aspects divide
a class into separately instantiable partitions. Thus, aspects are a part of the object
whereas roles are more external objects attached to another object, thereby providing
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different views on that object. A comparison of aspects and roles and issues concerning
their implementation are discussed in (Hanenberg & Unland, 2002).
Other approaches, such as the one considered by Wong et al. (1997), treat the
different features of an object as roles, which are themselves instances of so called role
classes and have identity by state. This representation also allows model elements to
play directly or implicitly more than one instance of the same role. In addition, Wong
et al. (1997) introduced the concept of role player qualification which means that not
every object may play every role but that certain conditions have to hold. GeRoMe is
the first approach that applies role-based modeling to the metamodel level.
3.3 The Generic Role-based Metamodel GeRoMe
In this section, we will first explain the role model which we have employed to de-
fine GeRoMe. Based on our analysis of existing metamodels (section 3.3.2), we have
derived the Generic Role-based Metamodel, which is described in detail in section
3.3.3.
3.3.1 Description of the Role Model
GeRoMe employs the following role model. A model element is represented by an
object which has no characteristics in its own right. Roles can be combined to describe
a model element encompassing several properties. Thus, the model element is deco-
rated with its features by letting it play roles. A role maintains its own identity and
may be player of other roles itself. Because a model element without roles does not
have any features, every model element has to play at least one role. Every role has
exactly one player. In our model, some role types may be used more than once by an
element, e.g., an Attribute may play the role of a Reference to more than one other
Attribute. Thus, the complete representation of a model element and its roles forms a
tree with the model element as its root.
We used three different relationships between role types, namely inheritance, play,
and precondition. The play relationship defines which objects may be player of cer-
tain roles. For example, an Attribute role may play itself the role of a Reference. In
addition, a role may be a precondition of another role. Thus, in order to be qualified
to play a role of a certain type, the player must already be the player of another role
of a certain other type. Except for namespaces, all links between model elements are
modeled as links between roles played by the elements.
To tap the full power of role modeling, we have to define role types in such a way
that each of them represents an atomic property of a model element. Then, roles can
be combined to yield the most accurate representation of an element.
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3.3.2 Role-Based Analysis of Concrete Metamodels
A generic metamodel should be able to represent both the structures and constraints
expressible in any metamodel. Thus, to define such a metamodel it is necessary to
analyze and compare the elements of a set of metamodels. Our choice of metamodels
comprises the relational datamodel (RM) (Elmasri & Navathe, 1999) and the enhanced
entity relationship model (EERM) (Elmasri & Navathe, 1999) because these two mod-
eling languages are rather simple and are in widespread use. Class diagrams in the
Unified Modeling Language (UML, version 1.5) have been analyzed as an example for
object-oriented languages. The description logics species of the Web Ontology Lan-
guage (OWL DL2) has been included since it follows different description paradigms
due to its purpose. For example, properties of concepts are not defined within the con-
cepts themselves but separately. Finally, XML Schema3 has been analyzed as it is the
most important metamodel for semistructured data.
We analyzed the elements and constraints available in these five metamodels and
identified their differences and similarities. In doing so, we determined the role types,
which constitute our role-based metamodel. In total, we compared about seventy struc-
tural properties and elements and twenty types of constraints. Some of them are very
easily abstracted, such as data types or aggregates. Others, such as the XML Schema
element or OWL object properties, are rather intricate and need closer inspection. The
XML Schema element is an association (associating a parent element with its chil-
dren). The root element of a document is a special element which in a sense has the
document as its parent. Furthermore, an XML Schema may allow different types of
root elements for a document. In section 3.4.3 we will see this in more detail. Another
problematic example are object properties in OWL DL: an ObjectAssociationEnd role
is played by an object property and an Association role is played by a pair of inverse
properties (cf. section 3.4.4). Furthermore, some metamodels provide redundant op-
tions for representing the same semantics, e.g., there is no semantic difference between
an XML Schema attribute and a simple-typed XML Schema element with a maximum
cardinality of 1. Thus, it is difficult to represent such specific model elements in a
generic metamodel. In section 3.4, we describe some representation problems in more
detail.
Tables 3.1 and 3.2 show the role types and state examples of corresponding model-
ing constructs in the considered metamodels. The table contains role types which are
used to define structural model elements, e.g., relation or class, and role types to define
relationships and constraints, e.g., association or disjointness4.
2http://www.w3.org/2004/OWL/
3http://www.w3.org/XML/Schema
4Some role types in GeRoMe are abstract. The table contains only the concrete role types.
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Role type EER Relational OWL DL XML Schema UML
Namespace model, entity/rel.-
ship type, comp.
attr. type
schema, relation ontology, class namespace,
schema, element,
complex type
model, class, asso-
ciation
Domain domain domain xsd datatype any simple type datatype
Referable entity type table element - -
Aggregate entity/rel.-ship
type, comp. attr.
relation class complex type class, association
class, struct
Association relationship type - a pair of inverse
object properties
element association, asso-
ciation class
ObjectSet entity/relationship
type
- class complex type,
schema
class, association
class, association,
interface
Any - - anyDomain any element / at-
tribute / domain
-
Base-
Element
supertype in isA,
subset in Union
base of anony-
mous domain
superclass, super-
property
base simple / com-
plex type
superclass, imple-
mented interface
Subtrahend - - complementOf - -
Derived-
Element
subtype in isA or
union type
anonymous do-
main constraint
subclass, subprop-
erty
derived simple /
complex type
subclass, subinter-
face, implementa-
tion
Abstract - - - element, complex
type
abstract class
Union derivation link of
union type
- derivation link of
union class
derivation link of
union type
-
IsA isA derivation link - subclassing
derivation link
restriction / ex-
tension derivation
link
subclassing,
implementation
Enumeration enumerated do-
main restriction
enumerated do-
main restriction
enumeration enumeration enum
Precision-
Restricted
- numeric types numeric types total / fraction
facets
numeric types
Length-
Restricted
- varchar - length facets -
Interval-
Defined
- numeric types numeric types numeric types
(min / max facets)
numeric types
RegExp-
Defined
- - - pattern facet -
Attribute (composite / mul-
tivalued) attribute
column data type property attribute, element
with simple type
attributes in struct,
member variables,
properties
Object-
Association-
End
link between rela-
tionship type and
its participator
- object property link between
element and its
nested or en-
closing complex
type
point where asso-
ciation meets par-
ticipator
Composition-
End
- - - link between
element enclosing
complex type
point where com-
position meets
composite
Aggregation-
End
- - - - point where aggre-
gation meets com-
posite
Literal-
Association-
End
- - - link between an
element and its
nested simple type
-
Table 3.1: Roles played by native metaclasses
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Role type EER Relational OWL DL XML Schema UML
Literal instance of a do-
main
domain value data type value simple type value constant, value of
simple type
Structured-
Instance
instance of a struc-
tured type
tuple individual valid XML value of struct, ob-
ject
Visible entity type, rel.-
ship type, attr.
relation, column named class, prop-
erty
named type, at-
tribute element
anything not
anonymous
Label - - class, property - -
Reference - foreign key com-
ponent
- keyref component -
Foreign Key - foreign key - keyref -
Disjointness constraint on sub-
types
- constraint on
classes
- constraint on
classes
Injective primary / partial
key
unique, primary
key
inverse functional unique, key -
Identifier primary / partial
key
primary key - key -
Universal anonymous do-
main of attribute
anonymous do-
main constraint of
column
allValuesFrom restriction of com-
plex type
- (covariance
breaks polymor-
phism)
Existential - - someValuesFrom - -
Default - default value - default value default value
XOr - - - choice group xor constraint
Sequence - - - sequence group -
Table 3.2: Roles played by native metaclasses (contd.)
3.3.3 Description of GeRoMe
Figure 3.1 presents the Generic Role-based Metamodel GeRoMe, as defined based on
the analysis of the previous section. All role types inherit from RoleObject but we
omitted these links for the sake of readability. Although we use here the notation as
UML class diagrams to describe the metamodel GeRoMe, it has to be stressed that
UML or the related MOF standard 5 are not suitable for expressing models for generic
model management applications, since – as we discussed above – the use of multiple
inheritance instead of a role-based approach would lead to a combinatorial explosion
in the number of classes in the metamodel. Thus, the classes in the diagram do not
represent ordinary classes but role types. Below, we will describe the elements of
GeRoMe according to their basic characteristics: structural elements, derivations, and
constraints.
Structural Elements
Every model element representing a primitive data type plays the role of a Domain.
GeRoMe contains a collection of predefined domains such as int and string. In con-
trast, model elements that may have attributes play an Aggregate role, e.g., entity and
relationship types, composite attributes in EER, relations, classes, and structs in other
metamodels.
5http://www.omg.org/mof/
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Fig. 3.1: The Generic Role-based Metamodel (GeRoMe)
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Thus, the Aggregate role is connected to a set of Attribute roles. Each of these At-
tribute roles is part of another tree-structured model element description. An Attribute
role is a special kind of Particle and has therefore the min and max attributes which
can be used to define cardinality constraints. Every attribute has a Type, which may be
a primitive type or an Aggregate in the case of composite attributes.
The Aggregate role type and the Domain role type are specializations of Type. Type
is a specialization of DerivableElement which is the abstract type of roles played by
all model elements which may be specialized. Another kind of DerivableElement is
the Association role type. Properties of associations are AssociationEnd roles. For
example, association roles are played by EER relationship types, UML associations,
or UML association classes. A model element which provides object identity to its
instances may participate in one or more associations. This is modeled by specifying
the element’s ObjectSet role to be the participator of one or more ObjectAssociatio-
nEnd roles. Thus, an association end is a model element in its own right, and the
association is a relationship between objects and values. In addition, the role types
AggregationEnd and CompositionEnd can be used to model the special types of as-
sociations available in UML. The LiteralAssociationEnd role type is used to repre-
sent the aforementioned special case of XML Schema elements having a simple type.
Furthermore, an Attribute or LiteralAssociationEnd role may itself play the role of a
Reference, which defines a referential constraint referencing another Attribute or Lit-
eralAssociationEnd of the same type. A model element that can be identified by a key
such as a table in the relational datamodel plays the role of a Referable.
The Association and Aggregate role types are an intuitive example of two role types
that can be used in combination to represent similar concepts of different metamodels.
If the represented schema is in a concrete metamodel which allows relationship types
to have attributes, such as the EER metamodel, then every model element playing an
Association role may play additionally an Aggregate role. If associations may not have
attributes, which is the case in OWL, a model element may only play either of both
roles. On the other hand, the representation of a relational schema must not contain
Association roles at all. Thus, these two role types can be combined to represent the
precise semantics of different metamodel elements. Of course any of these combina-
tions can be further combined with other roles, such as the ObjectSet role, to yield
more description choices.
We have defined a formal semantics for models represented in GeRoMe that allows
to specify Instances for model elements which play a Set role. Values of Domains are
modeled as elements playing a Literal role. On the other hand values of elements
playing ObjectSet, Aggregate, or Association roles, or combinations thereof are rep-
resented by elements playing a StructuredInstance role. These are, for example, rows
in a table, values of structs in UML, or instances of classes or association classes. An
Abstract role marks a Set as being not instantiable. The Any role type is used as a
wildcard, in cases where types, associations, or attributes are not constrained. This
is commonly used in XML Schema where you can specify components of a complex
type with anyAttribute or anyElement, for instance. Each Instance can also
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play the role of a Default value with respect to any number of properties. Our formal
semantics defines also the shape of the structured instance such that it conforms to the
structure defined by its value set. But we abstain here from further elaborating on that
issue since this topic abandons the model level for the instance level. The semantics
will be introduced in section 3.6 and proved indispensible for the definition of a formal
generic schema mapping language as we will see in chapter 5.
Model elements can be Visible, i.e., they can be identified by a name. The name
attribute of a Visible role has to be unique within the Namespace it is defined in. Fur-
thermore, a visibility can be chosen for a Visible element from a predefined enumer-
ation. In OWL, moreover, it is possible to define a number of labels with assigned
languages. Thus, additionally to the name (which may be an artificial URI (uniform
resource identifier)) of a class, translations can be defined. All model elements that
define other elements play a Namespace role. In particular, each model’s root node is
represented by a model element which plays a Namespace role.
Derivation of New Elements
A BaseElement role is played by any model element that is a superset in the definition
of a derived element. Thus, a DerivedElement can have more than one BaseElement
and vice versa. These roles can be played by any DerivableElement.
The BaseElement and DerivedElement roles are connected via dedicated model el-
ements representing the DerivationLink. Each DerivationLink connects one or more
BaseElements to one DerivedElement. The IsA role type can be used to define spe-
cialization relationships. It extends the definition of a superclass by adding new prop-
erties, e.g., inheritance in UML. A DerivedElement role which is connected to an IsA
role with more than one BaseElement role can be used to define a type which is the in-
tersection of its base elements. A Subtrahend is an element whose instances are never
instances of the derived element, e.g., a complementOf definition in OWL.
We identified two different kinds of isA relationships which are often not distin-
guished from each other. All surveyed metamodels allow extension, i.e., the subtype
defines additional attributes and associations, if they allow specialization at all. In
EER and OWL, model elements can specialize base elements also by constraining the
ranges of inherited properties. In EER, this is called predicate defined specialization
(Elmasri & Navathe, 1999, p.80), whereas in OWL it is called restriction and com-
prises a description facility of central importance for inheritance. Such derivations can
be expressed in our metamodel by deriving the constrained property from the original
one and letting it play the role of a Universal or Existential restriction. A Restric-
tion role must reference the DerivedElement role of the respective subclass. These
restrictions cannot be used in UML. For example defining a universal restriction on
an association would amount to covariance, that is specialization of a property when
specializing a class. Covariance breaks polymorphism in UML (or object oriented
programming languages); it is therefore not allowed.
Special kinds of derivations are, for example, enumerations and intervals. We
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model such derivations by letting the IsA link play additional roles. This is similar
to the facets of XML Schema simple types and allows to orthogonally specify condi-
tions of the derived Set. Some of these role types may only be applied when deriving
Domains. You can define new structural elements by using an Enumeration role and
enumerating those Instances which are element of the new Set. Furthermore, deriva-
tions may define intervals of existing Domains or restrict the length and precision of
their values. In case the base element is the built-in domain string or a subtype thereof,
a regular expression can define a new subtype. In XML Schema, named domains can
be derived from others whereas in the relational metamodel derived domains occur
only as an anonymous type of attributes with enumeration or interval domains.
Constraints
Some constraints are represented by separate model elements. For example, a disjoint-
ness constraint on a set of derived elements (or any other types) has to be defined by
a model element representing this constraint. The element has to play a Disjointness
role which references the types to be disjoint. In the case of OWL or UML, any col-
lection of classes can be defined to be disjoint. When representing an EER model, this
constraint can be used to define a disjoint isA relationship by referencing the derived
elements.
A functional constraint on a binary property, as it can be specified in OWL, is
defined by a corresponding (1, 1) cardinality constraint on the respective property. An
Injective property is a functional property that specifies a one-to-one relationship. Such
an Injective role is equivalent to a uniqueness constraint in XML Schema or SQL. It
can also define a composite key by being connected to multiple properties. An injective
constraint playing an Identifier role defines a primary key. This reflects the fact that
a primary key is only a selected uniqueness constraint, and thus, only one of multiple
candidate keys.
The ForeignKey constraint is a collection of Reference roles which defines a (pos-
sibly composite) reference to an Identifier. This is used to model foreign keys in the
relational model or key references in XML Schema.
Additional restrictions on the structure of Aggregates or Associations can be given
by Group constraints which reference a set of Particles. Sequence constraints define
the order of appearance of properties. The XOr constraint is a feature that is available
in the UML metamodel or in XML Schema. It states that an object may participate
only in one of the related associations or that only one of the referenced attributes
occurrs. Group constraints can also be nested which corresponds to the nesting of the
respective model groups in XML Schema and allows recursive definition together with
cardinality constraints.
We are aware that there are subtle differences in the semantics of constraints for
the various metamodels. However, these differences stem from the objectives of the
respective modeling languages and apply only to the data level. In contrast, the goal
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of GeRoMe is to represent models and to provide a generic data structure for manipu-
lating them. For instance, in a relational database a uniqueness constraint is checked
whenever a row is inserted or updated whereas in an ontology such a constraint will
only narrow the interpretation of the model such that individuals with the same value
for the unique property are classified as being equal. On the model level the constraint
is just a statement about the property.
Another issue are constraints that can be attached as an expression in some for-
mal constraint language to the model, e.g., OCL constraints or SQL assertions. Such
constraints cannot be represented in a generic way, as this would require a language
that unifies all features of the various constraint languages. Thus, a generic constraint
language would be difficult to interpret because of the complexity of the language or
it would be undecidable whether a constraint can be satisfied or not. However, we
could express constraints as first-order logic formulas using predicates referring to the
instance level, as defined in section 3.6 or used for our generic mappings, which cer-
tainly cannot cover all constraints expressible in special purpose constraint languages.
Therefore, a translation of existing contraint languages into our language could be
done only partially. The opposite way is possible, e.g., generating executable code
from constraints. As we will see, this is particularly important for mappings between
different models as mapping constraints can be used to transform data from one model
into another model.
GeRoMe can be extended with new role types representing other features of con-
straints and structures while existing models and operators still remain correct.
3.4 Representation Examples
This section presents some example models in the university domain. We present
GeRoMe representations of EER, relational, XML Schema and OWL DL models for
this domain.
3.4.1 Representation of an EER Schema
The EER model in figure 3.2 contains simple entity types composed of attributes as
well as some advanced features, which are not supported by all metamodels, e.g., a
composite attribute and an isA relationship. Figure 3.3 shows a part of the representa-
tion of the university EER model in GeRoMe. The GeRoMe representation represents
each model element as a ModelElement object (in this visualization depicted by a gray
rectangle) which plays a number of roles (white squares) directly or by virtue of its
roles playing roles themselves. Each such role may be connected to other roles or lit-
erals, respectively. Thus, the roles act as interfaces or views of a model element. The
links between roles connect the model element descriptions according to the semantics
of the represented schema.
For the sake of readability, we refrain here from showing the whole model and
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omit repeating structures with the same meaning such as links from namespaces to
their owned elements, Visible roles, or some of the key constraints. A model element
plays a Visible role if it has a name. We represent this in the following figures by
assigning a simple label to the gray box resembling the element. In case of anonymous
elements, which do not play a Visible role, we prefix the label (where necessary) with
an underscore.
Title
NamePerson
FName
Department
LName
Hours
SSN
Course
Program
course
Lecturer
isA t,o
Teaches
(0, n)
StudentEnrolledIn
(1, n)
Note overlap of l and s in isA
Fig. 3.2: Part of an EER schema for the university domain
The root model element of the university schema is a model element representing
the schema itself (UniversityEER). It plays a Namespace role (NS) referencing all
model elements directly contained in this model.
The LName attribute is a visible model element and therefore its model element
object plays a Visible role (Vis). The role defines a name of the element as it could be
seen in a graphical EER editor (note that we omitted other occurrences of the Visible
role type).
Since entity types are composed of attributes, every object representing an entity
type plays an Aggregate role (Ag). Furthermore, instances of entity types have object
identity. Consequently, representations of entity types also play an ObjectSet role
(OS). The Aggregate role is again connected to the descriptions of the entity type’s
attributes.
The EER model defines a primary key constraint on the SSN attribute. Therefore,
an anonymous model element representing the constraint ( PK) and playing an Injec-
tive role (Inj) is connected to this attribute. This is a uniqueness constraint which is
special in the sense that it has been chosen to be a primary key for the entity type
Person. This fact is represented by the constraint playing an Identifier role (Id). The
identified model element is specified by the link to the Referable role of Person.
In the EER model, it is usually not possible to specify domain constraints, but the
addition of default domains does not hurt. Therefore, attributes always have a type
in GeRoMe. Domains are themselves represented as model elements playing domain
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Fig. 3.3: GeRoMe representation of an EER schema
roles (D) (e.g., string). It is also possible to derive new types from existing ones as this
is also possible in many native metamodels.
In addition, note that the composite attribute Name has not a domain but another
Aggregate as type. Unlike the representation of an entity type, NameType is not
player of an ObjectSet role. Consequently, this element cannot be connected to an
AssociationEnd, which means that it cannot participate in associations. Furthermore,
NameType is not visible as it is an anonymous type. However, the representation is
very similar to that of entity types and this eases handling both concepts similarly. For
example, in another schema the composite attribute could be modeled by a weak entity
type. If these two schemata have to be matched, a generic Match operator would ignore
the ObjectSet role. The similarity of both elements would nevertheless be recognized
as both elements play an Aggregate role and have the same attributes, so they have a
similar structure.
Furthermore, the figure shows the representation of the isA relationship. Since ev-
ery instance of Lecturer and Student is also an instance of Person, the Person model
element plays a BaseElement role (BE) referenced by two IsA roles (IsA) (we show
only one IsA link). These roles define two children, namely the DerivedElement roles
(DE) which are played by the respective subtypes Lecturer and Student. Any attribute
attached to the Aggregate roles of the subtypes define an extension to the supertype.
The children could also be defined as predicate-defined subtypes by associating to the
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DerivedElement roles a number of Restriction roles. Finally, because the isA relation-
ship is total, Person is declared Abstract (Ab).
The subtype Lecturer participates in the relationship type Teaches. The represen-
tation of this relationship contains an Association role (As) which is attached to two
ObjectAssociationEnds (OE) (i.e., a binary relationship). Furthermore, the relation-
ship has an attribute (Hours), and consequently, it plays the role of an Aggregate. The
representations of the two association ends define cardinality constraints and are linked
to the ObjectSet roles (OS) of their respective participators. They also may play a Vis-
ible role which assigns a name to the association end, such as the course association
end.
3.4.2 Representation of a Relational Schema
We define in figure 3.4 a GeRoMe model representing a relational schema for the
university domain. The schema contains three relations Course(ccid, ctitle, uname),
Student(ssid, fname, lname), and StuCrs(cid, sid). The keys pkS, pkC, and pkSC
are defined using dedicated model elements. These model elements play Injective (Inj)
roles that indicate that the referenced combination of attributes is unique, and Identifier
(Id) roles to specify that the constraints are chosen for primary keys. The foreign key
constraints from StuCrs to the other relations are also represented by dedicated model
elements which play Foreign Key (FK) roles. The FK roles point to Reference (Ref)
roles which are played by the attributes that reference the key components of other
relations.
3.4.3 Representation of an XML Schema
Figure 3.5 shows an XML Schema for the university domain whereas figure 3.6 shows
the representation of this example schema in GeRoMe. The XML Schema element is
a relationship between its enclosing type and the complex type of the nested element.
But it is always a 1 : n (or 1 : 1) relationship since an XML document is always tree
structured. Cross links between elements in different subtrees have to be modeled by
referential constraints.
The root elements of a schema are related to the schema itself which in our role-
based model is represented by the http://.../Courses model element. This is just one
example of a concrete model element which is not obviously mapped to a generic
metamodel.
An XML document conforming to an XML Schema can have any element as root
element which is defined in the schema file as a direct child of the schema element.
Consequently, any such element is represented in GeRoMe as a model element playing
an association role with its complex type as one participator and the schema node as
the other participator. In the example, courses is the only such element. This element is
visible and its name is “courses”. In an XML Schema document the links between an
element and its nested and containing types are only implicitly given by the nesting of
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Fig. 3.4: Representation of a relational schema about courses and students
the element declaration into a complex type and the specification of the element’s type.
Hence, AssociationEnds of XML elements have no names attached and therefore are
anonymous. Complex types may be anonymously nested into an element definition. In
the example, this is the case for CoursesType. Since definitions of keys have labels in
XML Schema, the identifier of course plays a Visible role with its label “keyCourse”
assigned to it.
Model elements defined within other model elements such as attributes and XML
elements are referenced by the Namespace role of the containing element. For ex-
ample, the element Student is owned by the Namespace role of CourseType. Another
consequence of the structure of semistructured data is that the AssociationEnd of the
nested type always has cardinality (1, 1), i.e., it has exactly one parent.
Such representations might not always be the obvious choice. For example, in
other cases a simpler representation of an XML Schema would model it as an edge-
labeled tree with labeled leaf nodes. However, as we will see in an example in the
next chapter, such a representation fails to be generic across modeling languages. It
would be fine for XML Schema alone, but our aim is to use a single language for all
metamodels and, hence, a single set of algorithms on models and mappings in between.
To do so, it is necessary to represent metaconcepts from different modeling languages
in the same way. This generic representation is inline with the XML Schema notation
which defines an element as relating complex types and an attribute as a property of
the complex type and not of the element. Please note also, that complex types in XML
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<xs:schema xmlns="http://.../Courses>
<xs:complexType name="StudType">
<attribute name="sid" type="xs:int" use="required" />
<attribute name="sname" type="xs:string" />
</xs:complexType>
<xs:complexType name="CourseType">
<xs:sequence>
<xs:element name="cid" type="xs:int" maxOccurs="1" />
<xs:element name="student" type="StudType" />
</xs:sequence>
<xs:attribute name="ctitle" type="xs:string"
use="required" />
<xs:attribute name="uid" type="xs:string"
use="required" />
</xs:complexType>
<xs:element name="courses">
<xs:key name="keyCourse">
<xs:selector xpath="./course" />
<xs:field xpath="cid" />
</xs:key>
<xs:complexType>
<xs:sequence>
<xs:element name="course" type="CourseType">
<xs:key name="keyStu">
<xs:selector xpath="./Student" />
<xs:field xpath="@sid" />
</xs:key>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:schema>
Fig. 3.5: An XML Schema for the university domain
Schema might be referenced in several elements; this cannot be expressed in a tree-like
representation of a schema.
3.4.4 Representation of an OWL DL Ontology
In table 3.1, we stated that OWL DL object properties are represented by model ele-
ments playing ObjectAssociationEnd roles and that a pair of these model elements is
connected by an Association. This is another good example for the problems which
occur when integrating heterogenous metamodels to a GMM. The reasons for the
sketched representation can be explained with the semantics of the relationship type
EnrolledIn in figure 3.2. The representation of the corresponding OWL DL elements
is shown in figure 3.7.
Intuitively and correctly, in the EER model one represents EnrolledIn as a model
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Fig. 3.6: GeRoMe representation of the XML Schema in figure 3.5
element playing an Association role. The relationship type EnrolledIn has two Objec-
tAssociationEnds: one with cardinality (0,n) pointing at Course and one with cardinal-
ity (1,n) pointing at Student. This is represented analogously to the link course from
Teaches to Course in figure 3.3. Now what are the problems if you regard an object
property EnrolledIn as corresponding to the given relationship type?
Firstly, an object property always has domain and range. Thus, it has a direction.
But the direction of a relationship type is only suggested by its name (in this case
EnrolledIn suggests to read the relationship from Student to Course). On the other
hand, an association end has a direction. The role name describes the role which
the participator plays in the relationship type with respect to the participator at the
opposite end. Furthermore, these role names are often phrasal verbs as are the names
of object properties in OWL. In fact, in description logics object properties are often
called roles. Thus, EnrolledIn should actually be the role name assigned to the link
between the relationship type and the entity type Course.
Secondly, an object property may have one cardinality restriction, whereas a rela-
tionship type has at least two (one for each participating entity). This shows that an
object property corresponds to an association end, and that a pair of object properties
(each being the inverse of the other) is correctly represented as a binary association.
Note that OWL DL allows only binary relationships.
In order to allow other constraints, such as Symmetric, new roles can be added
to GeRoMe. Adding a new role to the metamodel will render existing models and
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Fig. 3.7: Representation of OWL object properties
operator implementations valid and correct. Thus, it is also easy to extend GeRoMe if
this is necessary in order to include new modeling constructs.
3.5 Logical Formalization
A logical formalization of GeRoMe enables the specification of several model man-
agement tasks in a declarative way. As we will describe in the next section, import and
export of models can be defined by rules using such a formalization. The following
definition gives a formal description of a GeRoMe model.
Definition 3.1 (The GeRoMe metamodel) Formally, the GeRoMe metamodel is de-
fined by a set of role types R = {r1, . . . , rn} and a set of property types P =
{p1, . . . , pm} which can be applied to role types. V denotes a set of atomic values
which may be used as property values. A model S represented in GeRoMe is defined
by a tuple S = 〈E,R, type, plays, property〉, where
• E = {e1, . . . , ek} is a set of model elements,
• R = {o1, . . . , op} is a set of roles,
• type : R→ R is a total function that assigns exactly one role type to each role,
• plays ⊆ (E ∪ R) × R represents the aforementioned relation between model
elements (or roles) and roles,
• property ⊆ R×P × (R ∪ V ∪E) represents the property values of a role (i.e.,
properties may refer to other roles, values, and model elements).
The sets R and P are actually the modeling constructs that can be used in a
GeRoMe model. Consequently, they are fixed. R is the set of available role types
(e.g., As, OE, CE, Ag, etc. as introduced in the preceding sections) and P is the set
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of properties of these role types which are either simple properties or connect roles
to each other. Examples of property types are the name property of a named model
element (as opposed to an anonymous model element) or the participator property of
an ObjectAssociationEnd that connects the association end to the participating Object-
Set role. In EER models this could be any number of association ends, whereas XML
elements always connect their own (nested) type to the containing complex type.
This formalization of a GeRoMe model is actually used for the import and ex-
port operators in our GeRoMe-based applications (Kensche & Quix, 2007) as we will
present in section 3.7. For the realization of these operators, we used a representation
of a GeRoMe model as a set of logical facts. Model elements of a concrete modeling
language are also represented as logical facts. The relationship between a concrete
modeling language and GeRoMe is then specified as a set of equivalence rules which
can be used in both directions (either for import or export). Moreover, this representa-
tion of a model is a fine grained representation, because each feature (or property) of a
model element is represented by a separate fact.
It is important to emphasize that the representation of models in GeRoMe is not
to be used by end users for modeling schemas. Instead, it is a representation which
has the goal to generically provide more information to model management operators
than a simple graph based model. It is employed internally by our applications such as
GeRoMeSuite or an object-relational mapping framework.
3.6 GeRoMe Semantics: Instances of a GeRoMe Model
This section defines a formal semantics for GeRoMe models to characterize data in-
stances. In the following, we define how an instance of a GeRoMe model must look
like. Data instances are used at the model level (see role type Instance), e.g., as default
values or boundaries of a type defined by an interval. However, we will see in chapter 5
that a characterization of instances for generic models is in particular a prerequisite for
the definition of generic schema mappings, which are eventually used to translate data
instances or queries from one model to another model. Our mappings are second-order
tuple generating dependencies (SO tgds), which require that the instances are repre-
sented as a set of logical facts. In addition, the semantics must capture all the structural
information that is necessary to reflect the structure of the model. To fulfill both re-
quirements, an instance shall contain facts that record literal values of an instance of a
model and also facts that describe the structure of that instance. To record the literal
values of an instance, value predicates are used that associate literal values to objects.
To describe the structure of an instance, we identify Attribute and AssociationEnd as
the roles which essentially express the structure of instances.
Definition 3.2 (Interpretation of a GeRoMe model) Let S be a GeRoMe model. Let
D be the set of all model elements in S playing a domain role. Likewise, let C be the
set of all aggregates,R be the set of all associations, andE be the set of all association
ends. An interpretation I of S is a tuple I = 〈D, I〉, where:
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• D is a non-empty set of objects, the domain of I .
• I is the interpretation mapping that assigns meaning to the model elements in S.
Moreover, the following axioms are satisfied by I :
• D = T ∪ A where T ∩ A = ∅ and T is a non-empty finite set of objects
{id1, . . . , idn} and A is a non-empty set of simple values.
• (idi,m) ∈ I[inst] iff the object idi ∈ T is an instance of the model element
m ∈ D ∪ C ∪R (that is, idi ∈ m).
• (idi, v) ∈ I[value] iff the object idi is an instance of m ∈ D and represents a
value v in this domain.
• (idi, a, idv) ∈ I[attr] iff the object idi has an attribute of type a ∈ A the value
of which is represented by the object idv.
• (idi, ae, idp) ∈ I[part] iff the object idi is an association, and the object idp
participates in this association via the association end ae ∈ E.
• There are no other elements in I.
Thus, each “feature” of an instance object is represented by a separate fact of
a limited set of predicates. The elements of T , called abstract identifiers, connect
these features so that the complete object can be reconstructed. As the predicates attr
and value often occur in combination, we use the predicate av as a simplification:
av(id1, a, v) ⇔ ∃id2attr(id1, a, id2) ∧ value(id2, v). Figure 3.8 depicts an exam-
ple document conforming to the XML Schema presented in 3.5 and a corresponding
generic instance. We labeled the association ends with parent and child to clarify
which association end is referred to. However, in practice this information is encoded
in the underlying model by means of roles and their connections.
The first inst-predicate defines an instance #0 of the schema element which rep-
resents the XML document itself. Then, an instance #1 of the courses element is
defined. Line 2 connects this courses element to its parent #0 and an instance #2 of
CoursesType (the anonymous type of courses) that is defined in line 3. The last line
contains av predicates which define the values 456 and John D. for the attributes sid
and sname of the instance #8 of StudType. In the same way, the remaining lines
define instances of the other elements (#3,#5,#7) and of their types (#4,#6,#8)
and the values of attributes defined for the instances of complex types. Moreover, part
predicates connect abstract identifiers representing XML Schema type instances with
representations of XML Schema elements.
Please note that all inst predicates are implicit in attr (resp. av) and part predi-
cates, because the underlying models define owners of attributes, associations that own
association ends, and participating types of association ends, respectively.
As the example shows, the model representation is not only able to define flat
structures, such as tables in relational schemas, but also hierarchical structures, e.g.,
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to the XML Schema presented in 3.5 and a corresponding generic instance. We labeled the
association ends with parent and child to clarify which association end is referred to.
However, in practice this information is encoded in the underlying model by means of roles
and their connections.
<courses>
<course
ctitle="Mapping"
uid="RWTH">
<cid>123</cid>
<student sid="456"
sname="John D.">
</student>
</course>
</courses>
inst(#0,schema) ∧ inst(#1,courses) ∧
part(#1,parentcourses,#0) ∧ part(#1,childcourses,#2) ∧
inst(#2,CoursesType) ∧ inst(#3,course) ∧
part(#3,parentcourse,#2) ∧ part(#3,childcourse,#4) ∧
inst(#4,CourseType) ∧
av(#4,ctitle, ‘Mapping‘) ∧ av(#4,uid, ‘RWTH‘) ∧
inst(#5,cid) ∧
part(#5,parentcid,#4) ∧ part(#5,childcid,#6) ∧
inst(#6,integer) ∧ value(#6, ‘123‘) ∧
inst(#7,student) ∧
part(#7,parentstudent,#4) ∧ part(#7,childstudent,#8) ∧
inst(#8,StudType) ∧
av(#8,sid, ‘456‘) ∧ av(#8,sname, ‘John D.‘)
Fig. 3.8: XML document and its representation as a generic instance
The first inst-predicate defines an instance #0 of the schema element which represents
the XML document itself. Then, an instance #1 of the courses element is defined. Line
2 connects this courses element to its parent #0 and an instance #2 of CoursesType (the
anonymous type of courses) that is defined in line 3. The last line contains av predicates
which define the values 456 and John D. for the attributes sid and sname of the instance
#8 of StudType. In the same way, the remaining lines define instances of the other
elements (#3,#5,#7) and of their types (#4,#6,#8) and the values of attributes defined
for the instances of complex types. Moreover, part predicates connect abstract identifiers
representing XML Schema type instances with representations of XML Schema elements.
Please note that all inst predicates are implicit in attr (resp. av) and part predicates,
because the underlying models define owners of attributes, associations that own associa-
tion ends, and participating types of association ends, respectively.
As the example shows, the model representation is not only able to define flat struc-
tures, such as tables in relational schemas, but also hierarchical structures, e.g., element
hierarchies in XML schemas. Furthermore, associations of any degree can be expressed
in this model representation (e.g., instances of EER relationship types). In chapter 5, this
representation is applied to SO tgds which results in an expressive, generic, composable
and executable mapping language.
Fig. 3.8: X t its representation as a generic instance
element hierarchies in XML schema . Furthermor , associations of any d gr e can
be expressed in this model representation (e.g., instances of EER relationship types).
In chapter 5, this representation is applied to SO tgds which results in an expressive,
generic, composable and executable mapping language.
3.7 Import and Export Operators
A generic metamodel allows polymorphic usage of operators. However, if operators
apply to models represented in the generic metamodel, models represented in native
metamodels must be transformed into the generic metamodel and vice versa. The
realization of Import and Export operators can also be used as a validation of GeRoMe
by showing that the modeling constructs from various metamodels can be imported
and exported without loss of information.
The Import and Export operators are used by all applications that we developed in
the context of generic model management. That is, our prototype model management
system GeRoMeSuite (cf. chapter 7), our object-oriented data access solution, and our
peer data management prototype (cf. chapter 8) use the import and export whenever a
schema is needed. Thus, these operators are a prerequisite for all other operators such
as Match, Merge, or Compose.
Please note, when modifying a GeRoMe model, it is not continuously synchro-
nized with the underlying native metadata. Instead, we import the native metadata
into GeRoMe and when a model or mapping has been manipulated, it is exported into
some native format. A process that has also been used by Atzeni & Torlone (1996).
In general, it is not even possible to enforce consistency of the native schema with
the GeRoMe model. Manipulations of models, such as those of transforming a model
from one native metamodel to another, may yield an intermediate result that is invalid
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in both, the source and the target modeling language. Consider the popular example of
transforming an EER model to the relational datamodel. Now assume an EER model
in which some of the relationship types have been transformed into referential integrity
constraints but others have not yet been transformed. Such a schema is neither a valid
EER model, as it contains foreign keys, nor is it a valid relational schema as it still
contains relationship types. Consequently, the GeRoMe model cannot be synchro-
nized with a native schema. Instead, only the input and output must be representations
of valid native models. In the following, we list the requirements which the import and
export functionality must meet.
1. Human-readable correspondences. Specifications of correspondences of con-
crete metamodel elements with their respective GeRoMe representations should be
human readable in order to increase maintainability and extensibility.
2. Set-at-a-time translation. Usually, the transformation of models has to consider
several model elements at a time. Therefore, Import and Export operators should work
on a set-at-a-time basis rather than using complex navigational code which can only
address one object at a time.
3. Mutually consistent Import and Export. Both translation operators for one
native metamodel must rely on the same specification of inter-metamodel correspon-
dences in order to prevent inconsistencies. Thus, correspondences specify equivalence
of representations.
4. Define correspondences in a declarative way. Knowledge about correspon-
dences of modeling constructs must not be hidden in imperative code of the system.
Otherwise, the third requirement would be violated since different implementations
had to be used for import and export. Declarative translation rules are more transpar-
ent than imperative code.
5. Incremental development of translations shall be possible. Because relation-
ships between the modeling constructs may be very complex, it must be possible to
formalize them independently from each other without causing undesirable side ef-
fects. Thus, we have to ease an incremental development of translation operators.
6. Generation of elements shall be possible. Translation of models between meta-
models requires new model elements to be generated. For example, as was shown in
section 3.4.3, XML Schema elements are modeled in GeRoMe as associations with
two association ends. In XML Schema, the association ends are given implicitly by
the nesting structure of the element declarations. Thus, during the import into GeRoMe
new model elements have to be generated. Hence, it must be possible to generate iden-
tifiers for these new model elements. Moreover, identifiers must be reproducible as the
same generated model elements may occur in the consequents of multiple rules.
3.7.1 Import and Export Rules
The requirements given in the preceding section strongly suggest to use a rule-based
approach for Import and Export operators in which the antecedent of a rule selects the
set of model elements and the consequent describes the resulting elements in the target
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metamodel. Since both, the Import and the Export operator for a modeling language,
must rely on the same set of rules, our rules are given as statements of equivalence
between representations. This makes them applicable in both directions. Thus, while
defining the mapping rules for the import and export operators, we have to assert that
structures and constraints are uniquely imported into our metamodel and, vice versa,
that GeRoMe represents these features non-ambiguously, so that they can be exported
again into the native format.
In our solution the equivalence rules are evaluated by a meta-program implemented
in Prolog, which is able to handle rules with multiple predicates on both sides. De-
pending on whether the rules are used for import or export, the rule set is evaluated
from left to right or vice versa. Our implementation uses SWI Prolog6 as underlying
Prolog engine. In addition, the JPL package (Java Prolog Library) is used as a bridge
between Java and Prolog.
Recall that a GeRoMe model is formally defined by a tupleM = 〈E,R, type, plays,
property〉 (cf. section 3.5). To actually define GeRoMe models, we have used a simpli-
fied notation for the import/export rules below. Model elements and roles are reified.
The fact that an object e is a model element (e ∈ E) is represented by the statement
modelElement(e). Roles are not explicitly represented; they are denoted by terms
which have the name of their role type as functor and all objects, which they depend on,
as arguments. For example, objectAssociationEnd(e) states that the model
element e plays an ObjectAssociationEnd role. The same term can be used to identify
the role itself. The property relationship assigns values to the reified model elements
and roles: the term attrName(o,v) denotes that the object o has the value v for the
attribute called attrName. For example, min(objectAssocationEnd(e),1)
specifies that the min-attribute of the role defined above is 1.
Formally, a GeRoMe model is represented by a set of ground facts KBGeRoMe
which uses only vocabulary (functions, predicates, . . . ) from the logical GeRoMe rep-
resentation, e.g., modelElement(Person) or attribute(Person,Name). The model
itself corresponds to the one and only logical model M of KBGeRoMe. This inter-
pretation is trivial but it has to be noted that there must be only one logical model,
otherwise KBGeRoMe is ambiguous. This requirement must be satisfied when devel-
oping the rules for import and export.
A model in a concrete metamodel (say EER) is represented by a set of ground facts
KBEER about elements which uses only vocabulary from the concrete metamodel
(UMLAssocEnd(as, ae, rn,min,max),RMTable(x),EEREntityType(. . .), . . .).
The import amounts to applying a set of rules to the factsKBEER (say SEER↔GeRoMe).
The left hand side of the implication contains only vocabulary from the concrete meta-
model, the right hand side contains only vocabulary from GeRoMe. The result is a
set of ground facts KBGeRoMe (instantiations of the right hand sides). The export of a
model is performed the other way around; to have consistent import and export opera-
tors, the rules are expressed as equivalence rules which can be interpreted from left to
6http://www.swi-prolog.org
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sql_column(ID),
sql_column_table(ID, TableID),
sql_column_name(ID, Name),
sql_column_type(ID, Type)
:translateType(Type, GeRoMeType) <=>
modelElement(ID),
owned(namespace(TableID), ID),
visible(ID),
name(visible(ID), Name),
attribute(ID),
property(aggregate(TableID), attribute(ID)),
type(attribute(ID), domain(GeRoMeType)),
max(attribute(ID), 1),
:translateType(Type, GeRoMeType).
sql_column_nullable(ID, true) <=>
min(attribute(ID), 0).
sql_column_nullable(ID, false) <=>
min(attribute(ID), 1).
Fig. 3.9: Example rules for the Import/Export of SQL models
right or vice versa.
Figure 3.9 gives an example for such rules. The rules are expressed in standard
Prolog syntax, i.e., labels starting with an upper-case letter denote variables. They are
evaluated using a meta-program implemented in Prolog, which is able to handle rules
with multiple predicates on both sides of the equivalence. The evaluation of the rules
by Prolog and their definition as equivalence rules satisfy requirements 2 (set-at-a-time
translation) and 3 (mutually consistent Import and Export).
The example defines the import of a column of a SQL table into a GeRoMe model.
The column with the identifier ID belongs to a table and has a name and a type. In
GeRoMe, we will create a model element with the same ID. The second statement
defines the relationship between the namespace role of the table and the newly created
model element. The following statements define that the element is visible and has a
name. Then, we have to specify that the new model element plays also an Attribute
role, and link this role to the Aggregate role of the model element representing the
table. Finally, the type of the attribute is defined by linking it to the Domain role of the
type, and the maximum cardinality of the attribute is set to 1.
A special term in this rule is :translateType(Type, GeRoMeType). It
translates native simple types (here SQL domains) into their GeRoMe representations
and vice versa. A variable must be used for the attribute type in the rule, otherwise the
rule would have to be copied for each possible type. The translateType predicate
is a mapping of types between the two metamodels. This translation is necessary in
both directions (import and export), and consequently, the same term must be included
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on both sides of the rule. The leading colon is a syntactic convention which indi-
cates that this term should be handled like a normal Prolog predicate and is ignored
if it occurs in the consequent of a rule (depending on the direction of interpretation).
Sometimes it may be necessary to check more complex conditions before an element
can be imported, which can be implemented by custom predicates.
With reification each model element in a GeRoMe model is described by a set of
facts stating that the model element exists, which roles the element plays and which
property values its roles have. Reificiation has some advantages when specifying such
mappings. Often the translation of a model element only differs slightly when one
of its properties differs. For instance, a SQL column will always be represented as a
GeRoMe attribute. But if it is nullable, then the attribute will have a minimum cardinal-
ity of 0, otherwise it will be 1. If we would not use reification, but had used one large
term of the form sql column(ID,TableID,Name,Type,Nullable) we had
to specify two almost identical rules for the translation between columns and attributes.
These two rules would differ only in the two cases of Nullable and in the resulting
values for the max attribute. By using reification, we can split the two large identi-
cal rules into three small rules, two of which deal with the cases of cardinality, and
the other translates the remaining properties of the model element. Thus, reification
allows reduction of code copy which is in general a good practice.
In the example of figure 3.9 we have used terms as arguments of some predicates,
e.g., domain(GeRoMeType). As described above, these terms represent the roles.
With a pure logical view, one can also interpret these terms just syntactically as Skolem
functions, which have been introduced on the right hand side to replace existentially
quantified variables, i.e., variables that would appear only on one side of the rule. As
the goal is to construct objects using the GeRoMe-API, these functions must return
meaningful objects. Therefore, while creating the GeRoMe (Java) objects from a set
of facts, these functions will return the corresponding roles of the given model ele-
ments, e.g., domain(GeRoMeType) returns the Domain role of the model element
GeRoMeType. By doing so, we ensure that the same objects are used, even if they are
referenced in different rules; for example, the attribute role of ID is referenced in all
rules of figure 3.9. Note that in some cases, objects can play multiple roles of the same
type, e.g., attributes may play several reference roles; in this case, these functions have
more than one argument. That is, all objects that are necessary to identify the role.
A built-in skolem function that can be used to generate a unique identifier for a new
model element from the arguments is generateId(..). If the generated identifier
is needed in more than one rule to enrich it with more features, we can reproduce
the identifier from the arguments. Additionally, generateId sorts the identifier
components lexically to ensure that the generated identifier does not depend on the
order of the input terms.
Figure 3.10 presents an example of import/export rules for complex types of XML
schemas. The first part of the right hand side of the first rule is similar to the example
before; it defines a model element which is contained in a namespace and which plays
a Visible role. In addition, the model element plays also an ObjectSet role, as complex
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xs_namespace(NamespaceID),
xs_complextype(ID),
xs_complextype_ns(ID, NamespaceID),
xs_complextype_name(ID, Name) <=>
modelElement(ID),
owned(namespace(NamespaceID),ID),
visible(ID),
name(visible(ID),Name),
objectSet(ID).
xs_attribute(ID),
xs_attribute_of(ID, CplxTypeID) <=>
aggregate(CplxTypeID),
modelElement(ID),
attribute(ID),
property(aggregate(CplxTypeID),attribute(ID)),
...
Fig. 3.10: Example rules for the Import/Export of XML Schemas
types participate in associations. The second rule adds an Aggregate role to the model
element of this complex type, if the complex type contains also attributes. The rule
creates also a model element (ID) for the attribute and links the attribute role of this
object to the aggregate role of the complex type. We omitted further statements for the
definition of namespaces, etc.
Note that the rules can be used in both directions. Thus, it is also possible to export
GeRoMe models using these rules. Depending on the desired target metamodel, the
corresponding rule set will be activated and evaluated based on a set of facts repre-
senting the GeRoMe model. If a GeRoMe model has been manipulated evaluating the
rules is only one step of the export operator. In this case, it has to be checked whether
all roles used can be represented in the target metamodel. If not, the problematic roles
have to be transformed into different elements as described, for example, in (Kensche
et al., 2007a).
3.7.2 Using Reflection
Although some model management operators, such as ModelGen are best implemented
declaratively, other model management operators such as Match are better imple-
mented in an object-oriented language. An object model is also required for visu-
alization of models or editors for schema mappings. Therefore, we must be able to
transform declarative representations of models to object-oriented representations. We
used reflection to traverse between the logical and the object-oriented representations
of GeRoMe models. This significantly reduces the programming effort for supporting
a new metamodel. When a new native metamodel is to be supported we only have to
develop two classes.
One is an AbstractImport operator that produces facts about a native model
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while traversing it using an appropriate API, e.g., the Jena OWL API or an XML
Schema API (see figure 3.11). The AbstractImport operator then applies the rules
for the respective metamodel and translates the generated facts about the GeRoMe
model to calls to an API which create an object model of the schema. During the
import unary facts cause model elements and roles to be created, binary facts establish
relationships between objects and ternary facts do the same for indexed relationships
(see figure 3.12).
The Export operator works analogously. When exporting, the Prolog facts about a
GeRoMe model are created from the object model using reflection as well. The Export
operator then uses the same rules as the import of models, but interprets them from
right to left. The AbstractExport class implements a hook method that creates
the native model from the derived facts, again, using an appropriate API.
Although this is not a strong requirement, we found it to be beneficial to describe
the elements in the native modeling language using reification because this eases in-
cremental definition of the rules, as discussed above. Due to the role- and rule-based
approach and the generic implementation of the necessary Java classes the effort of
supporting a new metamodel is minimized. Requirement 4 (define correspondences
declaratively) is satisfied as the two classes to be implemented merely produce (or
read) a different syntactic representation of the model and do not perform any sophis-
ticated processing of the models. Since correspondences are not hidden in imperative
code but given as a set of equivalence rules, the developer can focus on the logical
correspondences and does not have to deal with implementation details. For example,
import and export of SQL requires about 250 lines of Java code for each operator, and
about 200 lines of code for the Prolog rules. The relationships between the modeling
constructs could be expressed in less than 20 equivalence rules. Due to our approach,
the developer does not need to take all modeling constructs into account in the first
place. Facts that are not used in rules are simply ignored. Since reification is used,
the developer need not even consider all features of a single model element but can
incrementally add detail to the rules. Thus, requirement 5 (incremental development
of translations) is met. On the other hand if the role- and rule-based approach had not
been used, a developer could easily get lost in lengthy translation classes.
public String transformClass(OntClass cls) {
//...
List<OntClass> lClasses=cls.listSuperClasses(true).toList();
for(OntClass superClass : lClasses) {
sResID = transformClass(superClass);
Term t=Prolog.term("owl_subclass",plID,Prolog.id(sResID));
mlFacts.add(t);
}
}
Fig. 3.11: Example code fragement for importing OWL classes
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// term is a Java object representing a Prolog term
if(term.arity() == 1) {
if(!invokeBuilder(term)) {
throw new ModelManException("No such method");
}
}
else if(term.arity() == 2 || term.arity() == 3) {
if(!invokeMethod(term)) {
throw new ModelManException("No such property");
}
}
Fig. 3.12: Creating GeRoMe objects using reflection
3.7.3 Equivalence of Imported and Reexported Models
Section 3.4 showed models for the university domain in different concrete metamodels.
It can be seen that, although each of the models is designed for the same domain, their
GeRoMe representations differ from each other.
Please note that the differences in the representations stem from the constraints and
semantics of the concrete metamodels. Nevertheless, the representations use the same
role types in all models, while accurately representing the features of the constructs in
the concrete modeling languages. For example, the XML Schema StudType plays the
same roles as the EER Student, since entity types have the same semantics as XML
Schema complex types. Furthermore, the relational table Student does not play the
ObjectSet and BaseElement roles since these are not allowed in the relational model.
On the other hand, all these elements play Aggregate roles, and, therefore, they look
the same to an operator which is only interested in this role type.
The differences in expressiveness of different native metamodels also have impli-
cations on transformations of models between metamodels, a task that is performed in
Model Management by the ModelGen operator (Atzeni et al., 2008; Mork et al., 2007;
Kensche et al., 2007a; Kensche & Quix, 2007). The transformations, performed by
ModelGen operators in general serve the purpose of removing constructs disallowed
in the target metamodel. Because of the aforementioned differences in the semantics
of representations in different concrete metamodels, a model resulting from such trans-
formations cannot be equivalent to the original model in a formal way. For example,
since the relational model does not allow relationship types, these elements have to be
transformed to relations with referential constraints when an EER schema is translated
to the relational datamodel. Thus, during the transformation, information about the
original model is lost because the target metamodel cannot represent these concepts.
Consequently, the transformation cannot be reversed automatically as it removed in-
formation from the original model which can only be regained by asking the user. At
best, suggestions can be made based on heuristics. Consequently, when transforming
the GeRoMe representation of an EER model into the GeRoMe representation of a
60 CHAPTER 3. A GENERIC ROLE-BASED METAMODEL
relational schema and trying to reverse this, the result will be a model which is differ-
ent from the original schema. For example, it is not possible to identify which model
elements stem from entity types or relationship types, respectively.
However, the import and subsequent export for a generic metamodel must not lose
information. It must be emphasized that an import to and an export from GeRoMe may
result in a model syntactically different from the original model, as there are redundant
ways to represent the same construct in specific metamodels. For example, consider
an OWL object property described as being functional; this could also be modeled
by an inverseFunctional statement of the inverse property. In the import/export rules,
such ambiguity must be resolved by using negation, e.g., the property is defined as
functional only if there is no (visible) inverse property that could be declared as in-
verseFunctional or vice versa.
On the other hand, semantic equivalence of imported and subsequently reexported
models means that the same set of instances (individuals, tuples, XML fragments, . . . )
satisfies both, the original model and the imported and reexported model. The mapping
rules for metamodels described above should be formulated in a way which ensures
that this property holds.
Equivalence between models can be defined by means of information capacity
(Hull, 1986; Miller et al., 1993). This definition must be adopted in our case to meta-
models. Let f be a mapping between the native metamodelM and GeRoMe defined by
a set of mapping rules R. A subsequent import and export can only yield the original
model if f is invertible, so f−1 and f can be composed. Therefore, it must be a total
and injective function from the set of valid models in M to the set of valid GeRoMe
models. Then f is an information capacity preserving mapping (Hull, 1986; Miller
et al., 1993) between the sets of models, and GeRoMe dominates M via f and, natu-
rally, the composition of f and f−1 is the identity function (an equivalence preserving
mapping) on the set of models in metamodel M . Consequently, the above notion of
semantic equivalence would be satisfied.
Thus, the question of whether a model in a native metamodel can be losslessly
imported and reexported can only be answered with respect to the allowed modeling
constructs and the mapping rulesR for the respective metamodel. These mapping rules
must translate every native modeling construct uniquely into a corresponding generic
modeling construct (or combination thereof) and translate the same generic construct
into the same native modeling construct. Indeed, there are some constructs, that still
cannot be represented in GeRoMe. For instance, as we focused on data models, we
cannot model methods in GeRoMe. But GeRoMe is designed to be extendable; if it is
not possible to represent a modeling construct in the correct way in GeRoMe, new roles
can be added to do so. We have made this experience while developing the mapping
rules for XML Schema which contains several modeling features that are not available
in other modeling languages. For instance, the LiteralAssociationEnd role has been
introduced to model XML elements with simple type. These could as well be modeled
as attributes, but then it would not be possible to tell whether an attribute should be
exported to an XML Schema attribute or an element.
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While developing the mapping rules for the import and export operators, we have
to assert that structures or constraints are uniquely imported into our metamodel and,
vice versa, that GeRoMe represents these features non-ambiguously, so that they can
be exported again into the native format. Atzeni et al. (2006) already argued for their
system that a formal proof of losslessness of translations to a generic metamodel is
hopeless as even a test for losslessness of translations between two native metamodels
is undecidable (Barbosa et al., 2004). However, we tried to ease the formulation of
such a mapping by realizing import and export in a way which allows the developer
to focus on defining the mapping rules in a declarative way rather than distributing the
mapping over a set of Java classes.
To summarize, a generic metamodel cannot represent models from different con-
crete metamodels identically because each concrete metamodel is designed to repre-
sent different aspects of real world entities and their relationships. What it can do, and
what is its goal, is to represent models in any metamodel with the same set of modeling
elements. This allows to implement model management operators only with respect to
these elements of the generic metamodel and to use these operators polymorphically
for models from arbitrary metamodels.
3.8 Summary
Generic model management requires a generic metamodel to represent models defined
in different modeling languages (or metamodels). The definition of a generic meta-
model is not straightforward and requires the careful analysis of existing metamodels.
In this chapter, we have presented the generic role-based metamodel GeRoMe, which
is based on our analysis and comparison of five popular metamodels (Relational, EER,
UML, OWL, and XML Schema).
We recognized that the intuitive approach of identifying generic metaclasses and
one-to-one correspondences between these metaclasses and the elements of concrete
metamodels is not appropriate for generic metamodeling. Although classes of model
elements in known metamodels are often similar, they also inhibit significant differ-
ences which have to be taken into account. We have shown that role-based metamod-
eling can be utilized to capture both, similarities and differences, in an accurate way
while avoiding sparsely populated intersection classes. In addition, the role-based ap-
proach enables extensibility and flexibility as new modeling features can be added by
adding new role types. Implementations of operators access all roles they need for their
functionality but remain agnostic about any other roles. This reduces the complexity
of models from an operator’s point of view significantly. Furthermore, the detailed
representation of GeRoMe models is used only by model management applications, it
does not aim for end users.
Whereas role-based modeling has until now only been applied to the model level,
we have shown that a generic metamodel can benefit from roles. In particular, GeRoMe
enables generic model management. This role-based approach to the problem of
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generic metadata modeling is new. We have developed a rule-based approach for
import and export operators which is based on our logical formalization of GeRoMe
models. These operators have also been used to verify that the model elements of
different metamodels can be represented accurately in GeRoMe. Using a rule-based
approach for specifying the Import and Export operators has the advantage that the
semantics of these operators can be specified in a declarative way and is not hidden in
the code of a complex transformation function. Therefore, the code required to support
a new metamodel is limited to the generation of the metamodel-specific facts and the
specification of the equivalence rules. This significantly reduces the effort required for
the implementation of the operators.
Moreover, our approach has been validated by representing several models from
different metamodels in GeRoMe and by developing various generic model manage-
ment operators some of which are described in subsequent chapters. We developed
GeRoMeSuite, a framework for the management of models (cf. chapter 7), and other
applications. These applications include an object model for GeRoMe models that al-
lows operators to manipulate, transform, match, and map heterogeneous schemas. In
particular, the usage of a generic metamodel allows to apply operator implementations
polymorphically to models represented in various modeling languages which increases
the reusability of operators.
We have defined a formal semantics for GeRoMe which was necessary to describe
the structure of instances of GeRoMe models. The semantics is also used for a formal
definition of mappings between GeRoMe schemas. As we will see, our generic map-
ping representation is being used by operators such as Compose and for generic query
rewriting.
Chapter 4
Generic Schema Matching
One of the key issues in data and schema integration is creating a mapping between the
data models of the systems involved. Depending on the application for which schema
mappings are used, mappings are defined in different forms. Schema matching is the
task of identifying a set of informal correspondences (also called a morphism) be-
tween schema elements. Morphisms can be highly valuable in their own right for
planning and estimating the costs of DI projects (Smith et al., 2009). However, as can
be seen in chapter 5, formal executable mappings are eventually needed to perform
data integration (Herna´ndez et al., 2001; Kensche et al., 2007c; Melnik et al., 2007)
or schema integration tasks (Quix et al., 2007a; Spaccapietra et al., 1992). Informal
morphisms usually serve as the starting point to formulating such logical mappings.
They have to be transformed into formal mapping expressions. An et al. (2005) pro-
posed an algorithm to construct such a complex mapping between an ontology and an
XML Schema. The input to the algorithm is a set of simple correspondences, which is
the output of a schema matching system. Another approach for generating executable
schema mappings from correspondences was introduced by Popa et al. (2002) and has
been implemented in the Clio system. Such applications make schema matching a
model management task of central importance.
The construction of a mapping between two schemas is a design activity which
requires a deep understanding of the semantics of the schemas. Aspects that may be
considered during the process of matching include element names, data values, con-
straint information, structure information, domain knowledge, and cardinality restric-
tions. All this information can be harnessed to understand the semantics of a schema,
but it can be a very time consuming problem to collect this information. Therefore,
(semi-)automatic methods are required for schema matching.
A multitude of methods have been proposed for schema matching (Rahm & Bern-
stein, 2001; Shvaiko & Euzenat, 2005) using different types of information to identify
elements or focusing on models represented in a specific modeling language such as
the Relational Data Model, XML Schema, or OWL (Do & Rahm, 2002; Herna´ndez
et al., 2001; Hu et al., 2006; Li et al., 2006; Madhavan et al., 2001).
The special case of ontology alignment denotes matching of ontologies (Shvaiko
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& Euzenat, 2005). In principle, ontology alignment can use the same ideas as general
schema matching, e.g., a combination of linguistic and structural strategies. How-
ever, ontologies contain usually more detailed information and constraints than other
schemas. Methods for ontology matching can exploit this information to detect simi-
larities between ontologies (Kalfoglou & Schorlemmer, 2003; Noy, 2004). For exam-
ple, Euzenat & Valtchev (2004) defined a metric for the similarity of concepts using
features such as properties, restrictions, sub- and super-class relationships. There are
many special purpose ontology alignment tools, which are also evaluated in the yearly
Ontology Alignment Evaluation Initiative since 2005 (OAEI1), such as Falcon-AO (Hu
et al., 2006) or RiMOM (Li et al., 2009), but these tools are not able to match other
types of schemas such as XML schemas or relational schemas.
In this chapter, we present the matching system which is part of our generic model
management system GeRoMeSuite (Kensche et al., 2007b,c; Quix et al., 2007a) (cf.
chapter 7). By using GeRoMe, our matching component is able to match models
expressed in heterogeneous modeling languages. We evaluated the matching perfor-
mance of our system using various homogeneous and heterogeneous examples for
matching OWL ontologies, XML schemas, and relational schemas. We furthermore
participated in the OAEI ontology alignment and evaluation initiatives in 2008 and
2009. In this chapter, we consider mixed ontology and XML Schema tasks and present
our results in the OAEI contest.
The main contributions of our work on schema matching are (i) a system for match-
ing models using a true generic representation, (ii) which provides several matchers
and detailed views on the schemas, and (iii) is based on a very flexible and easily ex-
tensible implementation. The generic representation of schemas allows us to apply our
implementations of matching algorithms to any combination of models regardless of
the native modeling languages that the models are originally represented in. Further-
more, the high level of detail of our generic representation provides different structural
views on a model (encapsulated by different model traversal strategies) to structure
level matching algorithms at arbitrary levels of detail. In doing so, structural match-
ers can, for instance, incorporate into their similarity assessment associations between
types or derivations between types (the IsA-hierarchy) or even both. As we will see,
the high level of detail also allows us to compete with our generic matcher against
special-purpose ontology alignment tools.
The structure of this chapter is as follows. In the next section, we will discuss exist-
ing approaches to schema matching. Section 4.2 motivates why a generic metamodel
is beneficial for schema matching tasks. Section 4.3 first introduces some terminology
and then presents the system we have developed in terms of the components it pro-
vides. In section 4.4, we present the evaluation of our system and discuss and analyze
the results of the tested schema matching systems. Section 4.5 concludes the chapter
and points out future research directions.
1http://oaei.ontologymatching.org
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4.1 Related Work
There have been many approaches to schema matching. The main reason for the var-
ious approaches is that each matching problem has its own characteristics and may
require a specific solution. The approaches to schema matching can be distinguished
by the information they use: some focus only on the schemas, some use external in-
formation in form of thesauri, dictionaries or acronym databases, and, if available, it
is also possible to use the instance data to find similarities between schemas (Rahm
& Bernstein, 2001; Shvaiko & Euzenat, 2005). In the following, we review some
important and recent approaches to the schema matching problem. In particular, we
will consider model representations in schema matching systems and new trends in
automatic schema matcher tuning.
4.1.1 Matcher Prototypes and Model Representations
The Cupid algorithm (Madhavan et al., 2001) has been applied to XML and rela-
tional examples. It uses auxiliary information sources for synonyms, abbreviations,
and acronyms. It implements a generic schema matching algorithm combining lin-
guistic and structural schema matching techniques. The input schemas are encoded
as graphs. Nodes represent schema elements and are traversed in a combined bottom-
up and top-down manner. The matching algorithm consists of three phases. The first
phase (linguistic matching) computes linguistic similarity coefficients between schema
element names (labels). The second phase (structural matching) computes structural
similarity coefficients which measure the similarity between contexts in which individ-
ual schema elements occur. The main idea behind the structural matching algorithm
is to propagate the similarity of leaf items to the similarity of inner nodes. Finally, the
third phase (mapping generation) computes weighted similarity coefficients and gener-
ates the final morphism by choosing pairs of schema elements with weighted similarity
coefficients which are higher than a threshold. While being able to match XML and
relational schemas, Cupid is a fixed ensemble of matching algorithms.
A similar idea is followed by the Similarity Flooding algorithm (Melnik et al.,
2002). Schemas are also represented as directed labeled graphs. Based on the idea
that if two nodes are similar then also their neighbors are similar, the similarity of
two nodes in the graph is propagated to their respective neighbors. This procedure is
repeated until the Euclidean distance between two subsequent similarity matrices is
below a certain threshold or a maximum number of iterations has been made. The
initial input similarities can be computed by any kind of (linguistic) matching method.
In (Melnik et al., 2002), there are also several strategies proposed to filter the mapping
pairs from the computed similarity values. The algorithm can be applied to arbitrary
graph structures. However, it is required that both graph representations contain the
same edge labels which is not the case in (Melnik et al., 2002) if the models are rep-
resented in different native metamodels, as we will see in section 4.2. Therefore, the
original algorithm is able to match, for instance, only pairs of relational schemas or
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pairs of XML schemas.
The COMA schema matching system is the first platform designed to combine
multiple matchers in a flexible way (Do & Rahm, 2002). It provides a large set of
individual matchers, which contains both terminology approaches and structural ap-
proaches. After combining the mapping results from the individual matchers, the out-
put mapping can be chosen as the final result or reused as an individual matching
result. As a generic matching system, COMA accepts different schema types as in-
put, such as XML schemas and relational schemas, which are internally represented as
directed graphs. COMA also allows users to reuse the previously obtained matching
results. COMA++ (Aumueller et al., 2005) is an extended and improved update of the
COMA system. COMA++ provides a graphical interface enabling a variety of user in-
teractions. It supports ontologies as inputs and provides several matchers for ontology
alignment. Another approach implemented in COMA++ is the so-called fragment-
based matching (Rahm et al., 2004), which decomposes a large match problem into
smaller problems by matching at the level of schema fragments. This method cannot
only reduce the execution time but also improves the match quality. Compared to other
ontology alignment tools, COMA++ produced also good results in the ontology align-
ment evaluation initiative 2006 (Massmann et al., 2006). However, we will see that our
solution outperforms COMA++ on heterogeneous schema matching tasks. Moreover,
the combination of matchers in COMA++ is limited to certain slots that can be filled
with different algorithms.
The protoplasm system (Bernstein et al., 2004) allows very flexible combination of
matching components. However, like most other tools, protoplasm falls short of using
a generic schema representation. Hence, it is not well suited for heterogeneous schema
matching tasks.
The ARTEMIS tool (Castano et al., 2001) for schema integration comes closest to
our approach regarding the genericness of schema representation. It also uses a generic
metamodel (called reference data model in their work) which is the relational meta-
model with some additional object-oriented features. Using this generic metamodel,
ARTEMIS can uniformly analyze models represented as relational, EER or object-
oriented models. The matching component matches elements based on their name,
data type or structural similarity. To deal with synonyms and hypernyms, the tool uses
also an external thesaurus (WordNet). However, ARTEMIS has not been applied to
match OWL ontologies and XML schemas. As the tool is not available anymore on
the Internet, we could not compare it with our matching system.
Many schema matching approaches exist for matching schemas in the same mod-
eling language, in particular for the special case of ontology alignment. This special-
ization of ontology matching tools allows to exploit the rich set of modeling constructs
and relationships available in ontologies. On the other hand, only few approaches
allow to match schemas in different metamodels. These approaches usually import
native schemas into a graph representation that is not generic as it still contains the
information about the native metamodel, or they use highly simplified representations
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which lose much of the information that could be exploited to improve matching re-
sults.
As we will see, our approach unifies different representation languages by employ-
ing the generic modeling language GeRoMe. This allows us to match even pairs of
schemas in different modeling languages while exploiting a rich set of structural in-
formation. Furthermore, our schema matching component provides different views on
the schemas. Thereby, it is possible to use only a subset of the detailed features for
schema matching or to apply the very same algorithms with different views on the
models. At the same time, we provide total flexibility regarding the combination of
matcher components to an ensemble. Thus, unlike most other tools we do not require
a fixed algorithm design where we only allow to fill some slots with strategies but we
allow free composition of schema matching algorithms. Any such configuration can
be saved as a configuration for future use or can be used as a component itself.
4.1.2 Automatic Tuning of Schema Matchers
It has been widely recognized that there is no schema matching algorithm or system
that in general performs well on all tasks. That is, each algorithm has its strengths and
weaknesses. In response to this problem, techniques for automatic tuning and learning
of schema matcher configurations have been devised.
The MatchPlanner tool, introduced in (Duchateau et al., 2008), employs decision
trees to decide for each pair of model elements, based on the outcome of a schema
matcher, whether another schema matcher should be used for the given elements.
However, this is mainly an optimization of the time performance of schema match-
ers as the ensemble of matchers used is fixed. MatchPlanner decides for each pair of
elements which matchers to execute. While this provides some optimization for ele-
ment level matchers, structure level matchers may still need to consider all elements.
Gal et al. (2005) introduced the concept of monotonic matchers, which generate
morphisms that are at least better than a random choice of links. In (Marie & Gal,
2008) the authors use a boosting algorithm to learn weights for a set of monotonic
matchers in an offline training phase such that the automatically computed combina-
tion of matchers dominates the input matchers on the training set. This approach has
been integrated into the special purpose ontology matching tool OntoBuilder.
Approaches to automatic schema matcher configuration commonly rely on tuning
matchers based on a corpus of known correct reference morphisms. However, usually
large amounts of training tasks are not available. Furthermore, tuning the parameters of
a schema matcher for a set of tasks does not necessarily guarantee good performance
on a new task. Therefore, given a schema matching task, the eTuner system (Lee
et al., 2007) creates variations of one schema by applying a series of randomly chosen
transformations on the schema. Because the transformation is known, a reference
mapping can be updated with each step yielding a matching task for the training phase.
This is done many times to create a synthetic training workload. Although promising,
this approach suffers from certain drawbacks. The matcher is tuned for matching one
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particular schema with many other schemas. While this approach is well suited for
applications such as matching a data warehouse schema with data source schemas, it is
not appropriate for the general case of matching two unknown schemas. The matchers
performing best for the two schemas may be completely different. Furthermore, the
workload will only contain the heterogeneities between schemas that were modeled by
the designers of the algorithm as transformations. Thus, there may be a bias for certain
matchers and even for certain parameter values.
Another approach to automatic configuration is to apply heuristics about schemas
and matching results in order to judge the quality of a result or to proactively adjust
parameters. RiMOM (Li et al., 2009) is a special purpose ontology alignment tool that
automatically chooses strategies and tweaks weights based on two simple estimators
for the similarity of the two input ontologies. Another example of this approach is
the ontology matching system AgreementMaker (Cruz et al., 2009) which uses some
quality measures on the match results to tweak weights in the combination of different
schema matchings.
4.2 Advantage of a Generic Metamodel in Matching
Schema matching approaches are often called “generic”; however, this generalization
means that the approach can be applied to models of different metamodels, but not to
a pair of models from two different metamodels at the same time.
The expressivity of XML Schema and ontology languages (in particular, the ontol-
ogy language OIL) is discussed in (Klein et al., 2000). It is stated that ontologies and
XML schemas are used in different phases of the design of web information sources.
Similar to the relationship between entity-relationship models and relational schemas
in databases, ontologies are used for the conceptual design, and XML schemas for
the logical design, i.e., the structure of the information source. With the upcoming
technologies for semantic querying, the need for relating ontologies with XML or re-
lational data sources becomes more important. As there are already many existing
data sources, the annotation of these sources is an important challenge to be addressed
in the realization of the Semantic Web. Other recent examples of applications where
data sources in different metamodels must be integrated are dataspaces which integrate
sources employing arbitrary metamodels. Consequently, besides being able to match
models in the same metamodel, a schema matching tool must be able to compute rea-
sonable results when matching models in heterogeneous modeling languages.
Schema matching systems represent models as directed labeled graphs to support
the matching of models from different metamodels. However, the way how a model
is encoded as a graph is crucial for the match result as structural similarities are also
important in schema matching. As models from different metamodels are represented
differently in graphs (using different labels, different structures), the matching between
such models produces often poor results. Thus, the schema matching problem is aggra-
vated by the fact that the different models employed are often represented in different
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Ontology
Person
Datatype
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name OWL Class
subclassOf
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Student
hasLecturer
Object
Property
worksAt
Fig. 4.1: Graph representation of an ontology for the university domain
modeling languages.
Exemplarily, in the Protoplasm prototype (Bernstein et al., 2004) or in Rondo,
different metamodels are represented in significantly different ways because no generic
modeling language is used. The graphs represent rather the syntactical structure than
the semantics of a model. For example, different labels are used for the edges, and also
nodes representing predefined modeling constructs can have different labels, such as
OWL Class and ComplexType, although the semantics of the model elements is quite
similar.
The internal graph structures are not exposed by COMA++, but based on the pub-
lications (Aumueller et al., 2005; Do & Rahm, 2002) and the information we have
about Protoplasm (Bernstein et al., 2004), we can infer that the internal graphs are
similar to the graphs shown in figures 4.1 and 4.2. The graph in figure 4.2 represents
the XML schema from section 3.4.3, while figure 4.1 represents an ontology for the
same domain.
These graphs might be easier to understand for humans than the GeRoMe rep-
resentation. However, as we are dealing with automatic schema matching methods,
human-readability is not an issue. For a schema matching tool, the graphs contain
some problems. First of all, the labels of the edges are different except for the hasType
edges. Identical edge labels are, for example, an important requirement for the Sim-
ilarity Flooding algorithm as its main data structure, the propagation graph, is built
according to identical edge labels in the two graphs. If the labels are different, then
similarity values will not be properly propagated to neighboring nodes. Furthermore,
the structure of the graphs is significantly different although the same domain is repre-
sented. For example, the association between Uni and Lecturer/Student is not directly
visible in the XML schema representation. Thus, the structural similarity will be con-
sidered as very low.
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Fig. 4.2: Graph representation of an XML schema for the university domain
A generic model representation can be beneficial in such situations as it represents
both schemas in the same metamodel, using the same edges in the graph. In the next
section we present different strategies to traverse models which provide different views
on the generic model representations at various degrees of detail. Using the same
traversal on both models will yield structures containing the same types of edges. This
allows matching algorithms which rely on the edge labels in the graph representation,
such as similarity flooding, to be used on models represented in different metamodels.
Moreover, the same algorithms can be used even with different traversals. For instance,
a matcher can first be applied based on the isA type hierarchies of two models. In a
second step the same algorithm may use a whole-part relationship. This is also useful
for structure level matchers that do not rely on the edge labels.
Our generic matching component has been integrated into GeRoMeSuite. As we
will show, GeRoMeSuite produces better results for matching models from heteroge-
neous metamodels which indicates an advantage of using a generic metamodel for the
representation of models.
4.2.1 Graph Traversal Strategies
During the development of the matching system, our aim was to exploit the special
characteristics of models represented in GeRoMe. As shown in the example in chapter
3, a GeRoMe model is a highly connected structure, i.e., model elements are linked
by many different types of relationships. These different types of relationships can
be used to define the structure used by the structure level matchers. For example, the
links between Association, Aggregate, and Attribute roles could be used to define such
a structure. However, there are also other possibilities: Namespace roles specify the
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context in which model elements are defined; IsA and other derivation roles can be
used to traverse a type hierarchy.
To use these different structures in our matcher, we defined different iterators for
GeRoMe models which implement certain traversal strategies, i.e., they navigate a
model in a specific way. Our current implementation provides six traversal strategies:
Namespace: Uses the Namespace roles to navigate the model.
Derivation: Builds a type (or class) hierarchy.
Association: Uses mainly Association roles to navigate the model, e.g., XML Schemas
are represented as trees of elements as in most XML editors.
Types References: This is like the Association iterator, but includes also the model
elements representing types (e.g., Aggregates, ObjectSets, Domains). Further-
more, two types are linked together if one references the other by a referential
constraint.
Structure: Reproduces the complete structure of a GeRoMe model including, for in-
stance, AssociationEnds and Associations.
Instance: Groups all instances of a type under the node of the type. This is important
for ontologies which often contain some instances of classes.
These iterators in general produce graph structures. For matchers which require
tree structures as input, our framework offers a “meta”-iterator which produces a tree
structure from any graph provided by a traversal. In addition, we can allow to restrict
all iterators but the instance iterator to return only model elements which play a Visible
role (i.e., elements which have an explicit name). Thus, in total we provide twenty-two
different iteration strategies. The variations for trees and visibility are two classes that
receive a graph iteration strategy as a parameter. The same tree structures are used also
in the user interface to provide different views on the same model to the user.
Figures 4.3 and 4.4 show the Namespace and Types References traversals for the
model from section 3.4.3. As it can be seen from the example, the traversals imply a
different structure as the meaning of the relationships considered in a traversal strat-
egy is quite different. The namespace structure is sometimes an artificial structure as
it does not represent the structure of the data. Instead, it is just the structure in which
the schema is defined. For instance, defining an XML complex type in the context of
an element definition or as a son of the schema element will result in different graphs
for this traversal although the content model defined is the same. Figure 4.3 shows
the Namespace traversal, in which StudType and CourseType are directly connected
to the root of the schema, although the data about students must be nested into course
elements. A traversal of the model corresponding to the structure of the instance data
is produced by the Types References traversal strategy which is shown in figure 4.4.
Note how, for instance, the student element is represented as an association between
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Fig. 4.3: Namespace traversal for the XML schema from fig. 3.6
StudType and CourseType as it would be represented for an OWL ontology as well.
Please note the similarity of the Types References traversal to the XML Schema repre-
sentation in figure 4.2. In fact, conventional graph representations are actually special
cases of our GeRoMe model that can be simulated by our traversal strategies.
http://../CoursesEdges
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_coursesType
course
ctitle student
CourseType
uidcid
StudType
snamesid
Fig. 4.4: Types References traversal for the XML schema from fig. 3.6
4.3 Schema Matching in GeRoMeSuite
We developed a schema matching system with the aim to have an extensible and flex-
ible framework for matching models regardless of the modeling languages they are
represented in. Our system can use any model, that can be imported into the generic
modeling language, as input for the match operation. Currently, this includes relational
models, XML Schemas, OWL ontologies, and Java object models.
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Another requirement was that the system is built up from components that can be
easily combined to new composite algorithms. We have already presented a set of
graph traversal strategies that provide different views on the same model. For each
provided graph traversal, there is a corresponding tree traversal that can be used if
a tree structure is needed. These different views on the structure of the same model
influence the results of structure level matchers. Besides allowing variations of the
data structure being matched, our matchers also consist of arbitrarily combinable and
parametrized steps. In the following, we explain the central components of a matcher
in GeRoMeSuite.
4.3.1 Background
In this work we will use the following definition of morphisms and morphism links
(a.k.a. correspondences).
Definition 4.1 (Morphism and morphim link) A morphism M = (S,T,L) consists
of a source model S, a target modelT, and a set of morphism links L. A morphism link
l = (me1,me2, c, θ) ∈ L consists of a pair of model elements me1 ∈ S and me2 ∈ T,
a confidence value c ∈ [0 . . . 1], and a link type θ ∈ {∼,v,w, 6=}.
In the following we will synonymously say that a (morphism) link is contained
in a morphism M or its set of links L. Furthermore, if the confidence value c is
0 for any link l we will synonymously say that l is not contained in the morphism.
Like most other matching systems we consider only assessment of similarity of model
elements. Thus, in the following the link type is always similarity (∼). Please note
that the notion of morphism according to definition 4.1 is different from morphisms
in category theory as employed by Alagic & Bernstein (2002). See figure 7.3 for an
example of a morphism.
Although a morphism has a source model and a target model, it should not be
understood as a directed mapping. As it is a set of informal similarity statements
an equivalent morphism could be defined by just swapping S and T and reversing
the links (and subsumption relationships). Another representation would define the
morphism as a matrix with rows labeled by model elements from S (orT) and columns
labeled by elements from T (or S). However, the distinction between source model
and target model and the representation as a set of links is convenient for explanation of
algorithms such as filtering of morphism links. In our context, of course, the schemas
S and T are GeRoMe models.
4.3.2 Matcher Components
Our schema matching system relies on well-known schema matching methods. The
initial goal of our work on schema matching was not to provide new algorithms for
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schema matching, but the provision of a highly flexible framework for free combina-
tion of schema matching algorithms and the proof that using a generic model repre-
sentation for schema matching can be beneficial.
This section presents some currently available schema matcher components that
can be combined to new composite schema matchers. Schema matchers can be clas-
sified into element level and structure level matchers (Rahm & Bernstein, 2001). Ele-
ment level matchers consider an element in isolation, whereas structure level matchers
also consider the context of an element. Additionally to these two kinds of matcher
components, GeRoMeSuite provides different strategies for aggregation of multiple
input morphisms to one output morphism and different filters for morphisms. Some
matcher components are themselves composed of a variety of exchangeable strategy
objects that implement certain parts of the respective matching algorithms.
Element Level Matchers
Element level matchers can compute an initial morphism between two models from
scratch. They receive two models as input and return a morphism between these two
models. Usually, they are based on assessment of similarity for pairs of single model
elements. Most such matchers perform a string comparison on the names of the ele-
ments using some metric. Whereas this assessment depends in most cases on the two
elements alone, it is possible to incorporate the model structure into this step as well.
For instance, the similarity of two elements may be determined by the similarity of
the possible paths to this element through the model. Here, we describe some of the
element level matchers provided with our matching component.
String Matcher: The string matcher compares two model elements without taking
into account their structure. It is parameterized with a metric that gets two model
elements for input and returns a similarity value. Currently, we provide the Lev-
enshtein metric (Levenshtein, 1966) (or edit distance), the Jaro/Winkler met-
ric (Jaro, 1995; Winkler, 1999), and an improved string matcher (Stoilos et al.,
2005). The WordNet metric takes into account synonyms stored in the WordNet2
taxonomy.
Advanced String Matcher: The similarity metrics used by this string-based matcher
offer themselves a variety of configuration options. Among other options, it
allows to tokenize labels by camel case, or to find preliminary matches by n-
grams which can improve the time performance of matchers. The matcher uses
the metrics provided by the SecondString library3 (Cohen et al., 2003).
Name Path Matcher: The name path matcher also takes into account the structure
of the two models to be matched. It applies the string similarity metrics to a set
of path expressions that lead to a model element. As its similarity assessment is
2http://wordnet.princeton.edu/
3http://secondstring.sourceforge.net
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based on paths to the respective model elements, it also requires a tree traversal
as a parameter which induces the model structure. To assess similarity of two
model elements, the name path matcher computes the similarity of each pair of
paths to the elements and then combines (based on a configurable strategy) these
values to the final similarity assessment.
Role Matcher: Given two models, this matcher creates a link between all pairs of
model elements that play the same roles. Using a certain aggregation strategy
(presented later), this result can be used to filter out morphism links from other
matchers’ results. It has been used in the ontology alignment evaluation initiative
where in many cases it is known that, for example, only classes can be matched
with classes.
Structure Level Matchers
Structure level matchers refine an input morphism based on some strategy which har-
nesses the structures of the models to be matched. That is, they receive a single mor-
phism as input and return a single morphism as output. The general idea of structure
level matchers is that the similarity of neighboring elements contributes to the similar-
ity of the element itself. This idea is, for example, realized in the similarity flooding
algorithm (Melnik et al., 2002) which is also implemented in our system. In addition,
our schema matcher provides a children matcher and a parent matcher. The children
matcher resembles the idea of the Cupid algorithm (Madhavan et al., 2001); if the chil-
dren of an element A are similar to the children of an element B, then A and B are
also considered similar. Given an input morphism M, the parent matcher updates the
similarity of each pair of model elements A and B based on their similarity in M and
the similarity of their ancestors in M. Among the configuration parameters of the par-
ent matcher are coefficients for weighting the impact of the original similarity values
and normalization strategies for the end result. Furthermore, all structure level match-
ers require graph traversal strategies as input which define the structure to be used for
propagation of similarities.
Aggregation Strategies
Aggregation Strategies can be used to combine multiple morphisms to a single mor-
phism. Thus, each aggregation strategy accepts two or more input morphisms with the
same source and target models and outputs a single new aggregated morphism.
Weighted Aggregation: Takes as input any number of morphisms with a weight for
each morphism. Each morphism contributes its links with a normalized weight
to the output morphism.
Average Aggregation: This is a special case of weighted aggregation where each in-
put morphism has the same weight.
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Max Aggregation: Given a pair of source and target model elements me1 and me2,
this strategy selects the maximal confidence over all input morphisms between
these two elements.
Select Aggregation: The select aggregation strategy accepts two input morphisms
M = (S,T,LM) and R = (S,T,LR) and a threshold t ∈ [0 . . . 1]. Given
links lM = (me1,me2, cM,∼) ∈ LM and lR = (me1,me2, cR,∼) ∈ LR the
result morphism contains lM only if cR ≥ t.
Override Aggregation: Like the select aggregation this strategy accepts two input
morphisms M and R defined as above. The strategy returns every morphism
link lM = (me1,me2, cM,∼) ∈ LM where cM > 0. If there is no such link in
M, the result will contain the link (me1,me2, cR,∼) ∈ LR. Thus, R can be
considered as a default morphism.
Heuristic Aggregation: This strategy accepts any number of input morphisms. It
then computes meta data for each morphism, such as the average and maximum
numbers of links per model element in the source and target models. From the
statistics it computes a weight for each morphism and then applies a weighted
aggregation.
The select aggregation is actually a dynamic filter that can be used to retain only
results that satisfy certain properties. An example is a configuration where R is the
result of a role matcher. Then the matcher retains a link (me1,me2, c,∼) if and only if
me1 and me2 play the same roles.
The override aggregation acts almost like an inverse of the select aggregation. It
retains all results from M and only updates links that were not contained in M. It
can be used, for instance, to retain the result of a matcher that is known to have high
precision and to augment its result to increase the recall.
Morphism filters
Morphism filters select similarity values from morphisms based on various criteria
such as the maximum distance to the best match, keeping only at least the best K
matches, or applying a simple threshold to the similarity values. These filters can be
adjusted in the user interface for existing morphisms to mask or unmask links, but they
can also be used as an intermediate step in a matcher to refine the input of subsequent
steps or the final output of a matcher.
Visible filter: This filter discards any link that involves an anonymous model element.
Instance filter: The instance filter retains only links involving at least one model ele-
ment that plays an Instance role.
Threshold filter: Given a threshold t this filter discards any link l = (me1,me2, c, θ)
with confidence c < t.
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Heuristic filter: As the name suggests, this filter applies heuristics to retain appa-
rantly reasonable links. It computes the average confidence of all links and po-
tentiates this with a parameter to compute a dynamic threshold. Development
of sophisticated heuristics for automatic matcher configuration is the topic of a
current project.
Epsilon filter: Let  ∈ [0 . . . 1]. Moreover, let l = (me1,me2, c,∼) such that no l′ =
(me1,me
′
2, c
′,∼) (or l′ = (me′1,me2, c′,∼)) exists with c′ > c. Then the epsilon
filter discards all links l′′ = (me1,me′′2, c
′′,∼) (or l′′ = (me′′1,me2, c′′,∼)) with
c′′ < c− .
Top-k filter: For each model element me, this filter discards links that me is involved
in with confidence lower than the k-th most confident link. Please note that this
may retain more than k links for a model element if multiple links have the same
k-th best confidence, or if a link l = (me1,me2, c,∼) would be discarded on
behalf ofme1 but is one of the k best links forme2. Thus, the filter handles links
to me2 analogously.
Royal Couples: Orders all morphism links in order of decreasing confidence, tra-
verses the ordered list of links and greedily retains at most one link for each
model element. In contrast to other filters that act locally on single model ele-
ments, this filter considers global properties of the morphism.
Valid links filter: Our matcher includes a procedure for validating morphism links
which is not explained in this work. The effect is that some morphism links are
marked as invalidated. Such links are discarded by this filter. The procedure
is comparable to the ideas realized in the ASMOV prototype (Jean-Mary et al.,
2009).
4.3.3 Extensibility
Our matching subsystem is easily extensible. Predefined components such as the dif-
ferent graph and tree traversals or the metrics can be reused for new component classes.
All interfaces of the available matcher steps are clearly defined and consolidated. For
instance, adding a new filter requires only the implementation of the filter functionality
(currently the largest is 30 LOC) and the provision of the user interface (currently the
largest is about 60 LOC). The traversal strategies are implemented by an abstract class
which, given a model element, adds edges to a list by means of a set of edge providers.
Each edge provider defines a strategy to reach neighboring model elements given a
model element. The concrete traversal classes simply define the set of providers they
use. Adding a new traversal strategy requires only a few lines of code. For example,
the largest edge provider has only 32 LOC.
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Adding new matching algorithms requires the creation of a subclass of an abstract
Matcher class and the implementation of the match method. For example, the imple-
mentation of Similarity Flooding uses less than 700 LOC the largest part of which is
used for the implementation of the propagation graph.
4.4 Evaluation
The matcher component has been evaluated by gauging the metrics that are usually
used for evaluation of schema matching applications (Do et al., 2003), that is, preci-
sion, recall, f-measure(0.5), and overall. The overall metric was developed especially
for schema matching systems (Do et al., 2003); it should represent the effort to correct
the automatically computed mapping. The overall metric is defined as
Overall = Recall ∗ (2− 1
Precision
)
As manually adding morphism links is considered more difficult than removing
incorrect links, it puts more emphasis on recall than on precision. If the precision gets
below 0.5, the overall value will be negative. Another possibility to reflect a higher
importance of recall is to apply the f-measure with α > 0.5.
F-Measure(α) =
Precision ∗Recall
(1− α) ∗ Precision+ α ∗Recall
For evaluating the capability of matching schemas in different modeling languages,
we evaluated examples that involved ontologies and XML schemas. However, we
tested our matching system also with several other examples (also involving other
modeling languages) which had similar results in terms of matching performance as
the examples shown here. As COMA++ is the only other system which is able to
match XML schemas and ontologies, and is available for us, we could compare our
matching system only to COMA++ with respect to heterogeneous matching tasks.
The tasks featured in our comparison are characterized below. For all these tasks
and the configurations tested, our matching system had an execution time of less than
10 seconds.
Geography: This task consists of matching terra.xsd from the Mondial data set4
with a manually created ontology. The terra.xsd schema contains 14 com-
plex typed elements occurring in 33 contexts. The schema contains 48 attributes
and 2 type restrictions. The ontology contains 20 named classes with 19 inheri-
tance relationships, 15 object properties, and 11 datatype properties.
4http://www.dbis.informatik.uni-goettingen.de/Mondial/
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Publications: In this task we match MapOnto’s DBLP.xsd5 with a bibtex ontol-
ogy6. The DBLP.xsd contains 14 occurrences of 10 complex elements in dif-
ferent contexts, 48 occurrences of 12 simple elements in different contexts, 9
attributes, and 3 type restrictions. The bibtex ontology consists of 66 named
classes connected by 16 object properties. There are 44 datatype properties and
62 inheritance relationships in the ontology.
Company: The third task is matching the company example from the MapOnto project
(company.xsd and company-er.owl). The XML Schema in this example
contains 1 named complex type, 13 complex typed elements, and 22 attributes
while the ontology contains 9 named classes, 2 inheritance relationships, 4 ob-
ject properties and 9 datatype properties.
Invoice: This example matches an ontology with an XML Schema in the domain of
product orders and invoices. The ontology consists of 10 named classes with 4
inheritance relationships, 8 object properties, and 28 datatype properties. The
XML Schema contains 9 complex elements and their 9 complex types, and 24
simple typed elements. There are no attributes in this schema.
Conference: The Conference example consists of matching an ontology with a re-
lational schema in the domain of conferences and publications. The ontology
contains 18 named classes connected by 29 subsumption relationships and 24
object properties. Moreover, the ontology contains 4 datatype properties. The
relational schema contains 10 tables with 40 columns.
Order: This example, as well, consists of an ontology and a relational schema. The
ontology is the same as for the Invoice task. The relational schema consists of 8
tables with 41 columns.
4.4.1 Comparison with COMA++
We compared the performance of our matching subsystem with COMA++ on the first
three of these matching tasks. For COMA++ we performed the tasks with all avail-
able combinations of preconfigured matchers and additionally defined new matchers
to search for the best possible results. For the evaluation of GeRoMeSuite we used
basically five different combined matchers. For each of the matchers we used the im-
proved string metric to create an initial match result which was given as input to either
the children matcher (Ch) or our similarity flooding implementation (SF). We placed
our focus on varying the parameters of these structure level matchers such as traver-
sal strategies or combination of component results to an overall result of the respective
matcher. In a next step, we combined these basic matchers in various ways in which we
used the best results of the children matcher as input for similarity flooding (SF(Ch))
5http://www.cs.toronto.edu/semanticweb/maponto/
6http://cse.unl.edu/˜scotth/SWont/bib.owl
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or vice versa (Ch(SF)) or simply combined the individual result morphisms by com-
puting their average (Avg(Ch, SF)). The following diagrams show the best results of
each matcher on the respective match task.
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company
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COMA++ SF Ch SF(Ch) Ch(SF) Avg(Ch,SF)
precision recall overall f-measure
Fig. 4.5: Comparison of GeRoMeSuite with COMA++ for the Company example
Figure 4.5 presents the results of matching the Company example using the metrics
precision, recall, overall, and f-measure for COMA++ and the five matchers defined
with GeRoMeSuite. The Company example is a pair of two relatively small models and
most elements of the models could be mapped. For COMA++ the best results could be
achieved using variations of the original COMA algorithm with different thresholds or
other variations of selection strategies. Each of the five matchers of GeRoMeSuite out-
performs the best result of COMA++ for all quality metrics. Similarity flooding in our
implementation achieved better results than the best configuration of COMA++, but
was outperformed by the children matcher. However, the best result could be achieved
by using the result of the children matcher as initial result for the similarity flooding
algorithm (SF(Ch)). The children matcher used the Association iteration strategy on
this example.
Figure 4.6 displays the quality of results for the Publications example. On this ex-
ample, both tools did not achieve outstanding results. The reason for the poor perfor-
mance of all matchers is that this matching task is quite difficult as labels and structures
of the two models are quite different. GeRoMeSuite’s children matcher (Ch) outper-
formed the best result of COMA++. Whereas its recall is slightly worse, its precision
is better by about the same degree. Because the overall metric punishes precision be-
low 0.5, our overall is slightly better. However, the difference is small enough that
it seems reasonable to state that both matchers achieve about the same performance.
Similarity flooding achieved a very small overall measure due to its low precision on
4.4. EVALUATION 81
0 8
1.0
bibtex‐dblp
0.6
.
0.2
0.4
‐0.2
0.0
‐0.6
‐0.4
‐1.0
‐0.8
COMA++ SF Ch SF(Ch) Ch(SF) Avg(Ch SF),
precision recall overall f‐measure
Fig. 4.6: Comparison of GeRoMeSuite with COMA++ for the Publications example
this example. Consequently, the children matcher that receives similarity flooding’s
results as input (Ch(SF)) performs poorly as well. Overall the simple children matcher
returned the best result for this example.
The last example is the Geography case. The results are shown in figure 4.7. Again,
GeRoMeSuite’s children matcher by far outperformed the best result of COMA++.
Also, similarity flooding was outperformed by the children matcher. However, the
0.4
0.5
0.6
0.7
0.8
0.9
1.0
go‐terra
0.0
0.1
0.2
0.3
COMA++ SF Ch SF(Ch) Ch(SF) Avg(Ch,SF)
precision recall overall f‐measure
Fig. 4.7: Comparison of GeRoMeSuite with COMA++ for the Geography example
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Fig. 4.8: Quality of matcher results in GeRoMeSuite (F −Measure with α = 0.5)
average of the two results (Avg(Ch,SF)) slightly dominates both input morphisms.
The children matcher used the Association traversal strategy, similarity flooding used
the Structure traversal strategy on this example.
Thus, on the given matching tasks GeRoMeSuite was at least as good as COMA++
or even outperformed COMA++. However, we must emphasize that we are of course
not as familiar with COMA++ as we are with our own matcher component. There is a
large number of configuration options for COMA++ and, consequently, an experienced
user may have produced better results with this tool. Nevertheless, we tested more
than 50 configurations for COMA++ and presented here only the best results. We tried
every configuration using the default matchers and also created some custom matcher
configurations searching for more promising results.
In the last example it could be seen that averaging of the two results (Avg(Ch,SF))
dominated both, children matcher and similarity flooding. In fact, our tests on other
examples suggest that averaging the results of these two matchers improves the result
in many cases.
Figure 4.8 compares the results of our matchers measured by F-Measure(0.5) for
all six matching tasks. The combined matchers SF(Ch) and Ch(SF) could not challenge
the children matcher alone. However, the simple aggregation by averaging resulted
only in one case (Publications) in a mapping that was inferior to the input mappings,
but in all other cases the results had the same or even better quality than the individual
matchers alone.
4.4.2 Effect of Filter Configuration on the Quality
The variation of morphism filters has of course a significant impact on the quality of
the result. GeRoMeSuite provides various filters for morphisms. For instance, the
epsilon filter allows all links originating at a model element the confidence of which is
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Fig. 4.9: Matching the Company example with different thresholds
within a specified range from the element’s best match, the TopK filter allows only the
best k matches for each element, and the threshold filter allows links with a confidence
measure exceeding a certain value. These filters can be freely configured, whereas the
visible filter, when enabled, denies all links that involve anonymous model elements
such as an anonymous object property that is mapped to a visible property in the other
model.
We made the experience that our system is quite stable with respect to variations of
the filters, i.e., the results do not vary too much if slightly different filter configurations
are applied. Furthermore, the evaluation has shown that if we choose a threshold of
about 0.8, the quality of the match result is very close to the best result which can be
achieved with our matcher.
For instance, figure 4.9 shows the results of adjusting the threshold filter in GeRoMe-
Suite for the Company example. The graph shows the results for the children matcher.
The best results are those already displayed in figure 4.5. We varied the thresholds
with steps of 0.05 in an interval from 0.3 to 0.95. The optimal values are reached at a
threshold value of 0.85 and 0.90, respectively. However, the results for a threshold of
0.8 or 0.95 were not considerably worse. For most of the examples we have tested, the
best result in terms of f-measure and overall value was produced with threshold values
of 0.75 to 0.95.
The stability of the result quality of our matching system with respect to the config-
uration options is important if real matching problems have to be solved, i.e., without
having a reference mapping to figure out the best configuration parameters. Using the
configuration mentioned above for matching ontologies with XML Schemas, we are
confident that the quality of the result is very close to the best result that could be
produced with GeRoMeSuite.
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4.4.3 Discussion of the Results
To conclude, for matching ontologies with XML Schemas the children matcher alone
or the average of the results of the children matcher and the Similarity Flooding algo-
rithm are a good matcher configuration. The children matcher performed best using
the Association traversal strategy whereas for similarity flooding the Structure traversal
strategy was the best choice for the examples used.
As we implemented only well known schema matching algorithms, the differences
in the results of the tools must stem from their internal model representations. For
matching ontologies with models from different native modeling languages, the usage
of GeRoMe as a generic data structure seems to be beneficial.
Furthermore, our matching system is quite stable with respect to different scenarios
and configuration options. Using a reasonable combination of matchers and a high
threshold value produces a result which is close to the best result that can be achieved
with our matcher. Thus, our system can be applied to new scenarios using a standard
configuration. Therefore, the user does not need to have a deep understanding of the
system, and can still expect a good result of the matching system.
4.4.4 Effect of Traversals on the Quality
In section 4.3, we explained our approach of providing different structural views on
the same model. Using traversal strategies, structural matchers can be applied to these
different structures, which can have a considerable effect on the matching results.
The OAEI campaigns evaluate ontology alignment tools on a large set of matching
tasks. The test cases are structured according to certain features. The benchmark
track has the aim of identifying the strengths and weaknesses of tools. Other tracks
contain ontologies which use certain sets of features offered by OWL. Different tools
can show their strengths and weaknesses in these tracks. In this section we consider
two test cases from the OAEI benchmark track to evaluate the performance of schema
matchers using different traversal strategies.
Figures 4.10 and 4.11 display the effect on result quality of using different traversal
strategies for the same matchers (results are given in F −Measure with α = 0.5).
The figures depict the results of matching the OAEI-2009 benchmark examples Nos.
205 and 222 with the children, parent, and similarity flooding matchers. All matchers
in these comparisons use the same configurations with respect to their respective pa-
rameters and the filter configurations. Moreover, all matchers receive the same string
matcher result as input morphism. As a reference, the first column in each cluster in
the diagrams depicts the quality of this input morphism. We parameterized each algo-
rithm with the visible-only variants of the Derivation (DV), Structure (SV), and Types
(TV) traversal strategies.
In both cases, the same ontology (101) is matched with two other ontologies of the
same domain. The ontology 101 is a model of the domain of publications containing
33 named classes, 24 object properties connecting these classes, 40 data properties, and
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Fig. 4.10: Matching OAEI-2009 benchmark case 205 with different traversals
56 named individuals. Case 205, that is depicted in figure 4.10 is a variation in which
the second ontology uses synonyms for the labels in the first ontology. We can see that
different traversal strategies can have tremendous effects on matcher performance. If
the traversal does not fit the features of the matching task at hand, the structure level
matcher may decrease the quality of the input morphism. However, each matcher
has at least one configuration that improves the result, the best of which achieves an
improvement of almost 30% compared to the input morphism.
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For case 222, depicted in figure 4.11, the second ontology is a version of ontol-
ogy 101 with a reduced inheritance hierarchy. In this case, the parent matcher with
derivation traversal clearly dominates the other matchers with an improvent of more
than 36 % compared to the input morphism. Moreover, the similarity flooding algo-
rithm behaves quite stable on both examples while exposing significant differences in
performance for the traversal strategies.
These results underpin our hypothesis that the structure used as input to structure
level matchers considerably influences the behavior of the matching algorithm. De-
pending on the matching task, different structures are beneficial while others should
be avoided. Thus, a detailed generic metamodel offering different views on the struc-
ture of the model can be of great use for schema matching. On the other hand, it is
required to determine which traversals are useful in which cases. We are currently
exploring ways to automatically choose the right configuration for a given match task
based on the features of that task. This can allow us to always use a matcher that is
expected to compute a result close to the best possible match result.
4.4.5 GeRoMeSuite as an Ontology Alignment Tool
Ontology alignment is the special task of matching two ontologies. Since 2005 various
ontology alignment tools participate in the Ontogology Alignment Evaluation Initia-
tive (OAEI), a coordinated effort to evaluate and compare ontology alignment tools.
We participated with GeRoMeSuite in the OAEI campaigns of 2008 (Quix et al., 2008)
and 2009 (Quix et al., 2009) and plan to participate in future OAEI contests as well.
In OAEI, GeRoMeSuite competes with specialized ontology alignment tools although
the matching component of GeRoMeSuite aims at the provision of a flexible frame-
work for matching models in heterogeneous metamodels. Our results from the last
OAEI campaign in 2009, however, are promising also for the special case of ontology
alignment.
In 2008 our primary focus was on preparing GeRoMeSuite for participation in the
contest and to gain some initial experience in ontology alignment by participating in
the benchmark track. Therefore, our overall evaluation results were only among the
poorer of all systems evaluated (Caracciolo et al., 2008).
Having provided the infrastructure, we then focused for our second participation in
OAEI, in 2009, on improving the matcher components (Euzenat et al., 2009). Among
the changes made are the introduction of new element level matchers, namely the
instance matcher that matches numeric and string instances and the advanced string
matcher. Due to the extensibility of our framework, implementing new matcher com-
ponents actually requires only a few lines of code, including the new instance matcher
required less than 200 LOC. For OAEI we also introduced the role matcher that to-
gether with a select aggregation allows to only match model elements of the same
type, e.g., classes with classes and properties with properties.
For OAEI 2009 we also worked on strategies for assessing the quality of an align-
ment without having a reference alignment. Statistics such as those visualized by a
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Fig. 4.12: Precision/recall graphs for the oaei 2009 benchmarks track (taken from
(Euzenat et al., 2009)).
histogram view in GeRoMeSuite can help in manually analyzing the quality of in-
termediate matching results. Furthermore, some statistics have already been used for
automatic configuration of a filter by setting thresholds based on some simple formula.
These have been included into the heuristic filter.
As can be seen in figure 4.12, our changes resulted in a considerable improvement
of the overall results. On the benchmarks track GeRoMeSuite now performs fifth-best
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of all 12 evaluated tools, all of which are specialized ontology alignment tools7. In fu-
ture oaei campaigns we aim to further improve our results by employing sophisticated
techniques such as self-configuration of matchers based on statistics over intermediate
results and available meta-information about the matching task at hand.
4.5 Summary
We developed a schema matching subsystem (Quix et al., 2007b, 2009) for our holis-
tic model management system GeRoMeSuite (Kensche et al., 2007b) to match models
represented in different metamodels. Our results show the usefulness of our generic
metamodel GeRoMe for generic schema matching which is one of central activities in
model management. The matcher returned comparatively good results when matching
models represented in different modeling languages. The comparison with COMA++,
another matching system capable of matching XML schemas and OWL ontologies,
has shown that GeRoMeSuite achieved better results in all test cases. GeRoMeSuite
also produces competitive results for the special case of ontology alignment. This was
shown in the OAEI 2009 campaign where our system could compete with special pur-
pose ontology alignment tools. Our system provides several algorithms for element
level and structure level matchers. These basic matchers can be combined in a highly
flexible way which enables the definition of arbitrary matcher combinations. The eval-
uation has shown that the combination of matchers can lead to better results than the
individual matchers.
As the name suggests, structure level schema matching algorithms rely on the
structural properties of models such as inheritance hierarchies and other relationships.
Our results suggest that the usage of a rich generic metamodel can improve the perfor-
mance of the Match operator. Algorithms for matching models are usually interested in
properties of individual nodes, such as labels or types, and in the abstract graph struc-
ture of the model. Our matching system is the only to provide various such traversal
strategies for models. Depending on the structural information available, the user can
choose an appropriate traversal strategy, e.g., IsA hierarchy or associations. The diver-
sity of structure that comes along with using a detailed generic metamodel can improve
the results.
Schema matching and the special case of ontology alignment are very active re-
search areas that still offer many opportunities for innovation and improvement. As
our matching subsystem is very easily extendable, it forms a thorough basis for further
research.
One promising research direction we are now following is the exploration of ways
for automatic schema matcher configuration that can alleviate the usage of schema
matching tools. Although there are some matching systems that adapt to properties of
a schema matching task (cf. section 4.1), most current schema matching systems still
7The edna matcher is a simple edit distance on labels that is included in the comparison as a refer-
ence.
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rely on providing one or more fixed schema matching configurations that are executed
on any matching tasks provided. In a real world setting it is not possible to search for
the one best matcher configuration because a reference morphism (a golden standard)
is not available. Experience with schema matching and the metadata about the match-
ing task at hand are required to choose an appropriate matcher for a particular task.
Our goal for the near future is to automate this tedious task of choosing and config-
uring schema matchers. One possible way to do so is to identify key indicators for a
matching task at hand. This can result in a vector of features such as whether labels are
artificial identifiers. It may also contain statistics about the models, such as depth of
the inheritance hierarchy or intermediate schema matching results in the form of his-
tograms. Based on these features, appropriate matcher configurations may be chosen
and tuned. Challenges include finding a set of features that appropriately characterize
a schema matching task and devising algorithms that use these features for automatic
combination and configuration of matchers.
Another research direction is the improvement of performance of schema match-
ers. Current schema matchers usually exhaustively compare pairs of schema elements
resulting in at least quadratic TIME complexity. Although this is still polynomial it
results in very high runtimes as problem instances are quite large in industrial match-
ing tasks. Only few approaches focus on the issue of time performance. Fragment-
based schema matching as introduced by (Rahm et al., 2004) utilizes reused types
and elements in XML Schema to decompose a schema into smaller fragments that
are matched. Other approaches in the context of ontology alignment rely on cluster-
ing of schema elements (Seddiqui & Aono, 2009; Hu et al., 2008) to divide a large
matching task into smaller tasks. New techniques could be devised for improving the
performance while at the same time not compromising on the result quality.
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Chapter 5
Generic Executable Schema Mappings
We have already seen that a generic metamodel is useful for generic schema matching.
The result of schema matching are binary correspondences (also called morphisms),
which are the simplest form of schema mappings. Morphisms, however, only state
a similarity between schema elements but do not provide any detailed semantics of
the relationship. More formal mappings are required for tasks such as data or query
translation.
Formal schema mappings are required for various data integration tasks such as
schema integration, query answering, or data exchange. For query answering and
data exchange, schema mappings must enable the transformation of data or queries
between a source and a target system, i.e., it must be possible to translate the mapping
into executable queries which extract the data from the source and insert it into the
target system. We call mappings that allow for query answering and data exchange,
executable mappings. Executability of mappings is a central requirement in model
management, as eventually all model management tasks must translate data or queries
between schemas. On the other hand, a language for schema mappings must still allow
well-defined operations on mappings, such as composition. In the same way as generic
model mangagement requires a generic model representation language, mappings must
be able to express semantic relationships between models represented in the generic
metamodel. Consequently, formal executable mappings must be generic as well.
Schema mappings are often formulated using a logical representation such as con-
junctive queries as theoretical foundation (Lenzerini, 2002). However, these map-
ping languages are in the given form only capable of describing mappings between
relational schemas whereas data sources being integrated are not always relational
databases. In fact, often sources must be integrated which are described by models
in different modeling languages. Therefore, other mapping languages have been pro-
posed (Fuxman et al., 2006; Popa & Tannen, 1999) which are richer in the sense of
being able to express mappings between relational and semistructured data models.
However, problems such as composition must be reconsidered.
The main contribution of this work is the definition of a mapping representation
which is generic across several modeling languages and still fulfills the requirements
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regarding expressiveness and executability (Kensche et al., 2007c, 2009). Our lan-
guage expresses mappings as SO tgds (Fagin et al., 2005b) (cf. section 5.1.2 for a defi-
nition) but at the same time is based on the formal semantics of the generic metamodel
GeRoMe (Kensche et al., 2007a). Because the generic mapping language builds on
GeRoMe’s semantics it enables specification of mappings not only between relational
and semistructured data models but even between models that contain associations of
arbitrary degree. This allows for generic model management operators which deal
with these mappings. Furthermore, using a generic mapping representation, questions
such as composability, invertability, and executability have to be addressed only once
for the generic mapping representation and do not have to be reconsidered for each
combination of mapping and modeling language. Since our mappings are SO tgds,
we can leverage results for this class of mappings as well. In (Kensche et al., 2007c,
2009), we provided an adapted version of the composition algorithm by Fagin et al.
(2005b) for our schema mapping language that will be shown in the following chapter.
The generic mapping language presented in this chapter is the basis for various
applications that have been built. Firstly, a data exchange component has been inte-
grated into our model management prototype GeRoMeSuite (Kensche et al., 2007b)
(cf. chapter 7). It can translate mappings into native query and data manipulation lan-
guages such as XQuery and SQL. To further show the usefulness and applicability
of our mapping representation, we will present in chapter 6 an algorithm for generic
mapping composition. Moreover, our languages and algorithms have been applied to
develop a generic peer data management system and an object-oriented data access
layer that are presented in chapter 8.
The remainder of this chapter is structured as follows. In the next section we will
present an overview of related work on formal mapping representations and their se-
mantics. In section 5.2 we present a simplified generic metamodel that entails the
subset of GeRoMe that is required by our generic mapping language. The goal of this
section is to describe the requirements for a model representation if our mapping lan-
guage is to be used independently of GeRoMe. Section 5.3 presents the definition of
our mapping language and some examples of mappings between models in different
native modeling languages. Then, section 5.4 explains our generic data exchange so-
lution including algorithms for exporting generic mappings to SQL and XML. Finally,
section 5.5 summarizes and concludes the chapter.
5.1 Related Work on Mapping Representations
Recall that for mappings to be executable, they must be specified in a formal language.
In this section we first review the semantics of formal schema mappings before we
survey related work on relational schema mapping languages and languages aiming at
more general forms of schemas.
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5.1.1 Semantics of Schema Mappings
Usually formal schema mappings are represented as pairs of queries which are related
by some operator (such as equivalent or subset) (Lenzerini, 2002). Such mappings are
actually inter-schema constraints that relate pairs of instances of the source and the
target schema. Formally, a schema mapping is a triple M = (S,T, Σ). Given an
instance I of S and an instance J of T, we say that J is a solution for I with respect to
M if 〈I, J〉 satisfies the constraints defined in Σ, that is 〈I, J〉 |= Σ. This semantics is
called the relationship semantics of the mapping as it regards a mapping as a constraint
that relates instances (Yu & Popa, 2005).
Figure 5.1 illustrates an example of a schema mapping and its semantics. The
mapping in 5.1 (a) maps employees with their number and name to the target tables
Emp and Salary. Because the target schema does not contain an attribute for the
manager of an employee, this information cannot be mapped. Moreover, the target
schema contains an attribute Slry that stores the salary of each employee. Because this
information is not available in the source, the mapping uses the existence quantified
variable s for the attribute. Figure 5.1 (b) depicts a source instance whereas figures
(c) and (d) show target instances. The value S1 for Slry in instance J is a null value,
meaning that the salary of Bob is unknown. Instance J is a solution for I with respect
to Σ, or 〈I, J〉 |= Σ. All target tuples required by the mapping to exist for the given
source instance, do exist. On the other hand, instance J ′ is not a solution because it
lacks the tuples required to exist due to (2, Alice, Alice) ∈ Emp1.
∀n, e,m(Emp1(n, e,m)→
∃s(Emp2(n, e) ∧ Salary2(n, s)))
(a) Schema Mapping Σ
Emp1:
No. Emp Mngr
1 Bob Alice
2 Alice Alice
(b) Source instance I
Emp2:
No. Emp
1 Bob
2 Alice
Salary2:
No. Slry
1 S1
2 5000
(c) Target instance J
Emp2:
No. Emp
1 Bob
Salary2:
No. Slry
1 4000
(d) Target instance J ′
Fig. 5.1: An example of mapping semantics
In data exchange, we want to translate the source instance I to a new instance J
conforming to T. Thus we require that the mapping is functional (Yu & Popa, 2005).
Please note, however, that it is indeed possible that for a given S-instance there are
infinitely many solutions. In particular, during the application of a schema mapping
for data exchange we may have to introduce null values as placeholders for unknown
attribute values, such as S1 in instance J . In some places we may know that the
same null value can be used, whereas in others we must use distinct null values. In
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data exchange we are therefore interested in generating a canonic target instance, the
universal solution (Fagin et al., 2005a). A solution J for I is called a universal solution
if for each solution J ′ there is a homomorphism h : J → J ′. Intuitively, a universal
solution is a most general solution, that is, a solution that does not introduce values nor
equates null values where this is not required to satisfy the mapping. This semantics
of mappings is called the transformation semantics (Yu & Popa, 2005).
Considering query answering, we face a similar problem of many solutions for a
source instance I and a mapping M. Analogously to universal solutions in data ex-
change, we therefore consider certain answers. Given a source instance I , a mapping
M, and a query Q against the target schema T, we are interested only in those tuples
that are consistent with all solutions for I with respect toM.
5.1.2 Mappings between Relational Schemas
We now review some important forms of relational schema mappings. Tuple generat-
ing dependencies (tgds) are dependencies of the form ∀x(φ(x) → ∃yψ(x,y)) where
φ and ψ are conjunctions of relation atoms and x and y are disjoint sets of variables. If
φ contains only relation symbols from the source schema and ψ contains only relation
symbols from the target schema, the dependency is called a source-to-target tgd (s-t
tgd). The mapping in figure 5.1(a) is an example of a s-t tgd. Source-to-target tgds are
equivalent to global-local-as-view (GLAV) mappings which relate pairs of conjunctive
queries. Please note that GAV and LAV mappings are special cases of GLAV mappings
which only have a single predicate on the target or on the source side (Madhavan &
Halevy, 2003).
In (ten Cate & Kolaitis, 2010) the authors characterized the relational schema map-
ping languages of s-t tgds and the special cases of relational GAV and LAV mappings
with respect to their capabilities for information integration. The authors considered
structural properties of mapping languages including whether universal solutions ex-
ist and whether conjunctive queries against the target schema can be rewritten into a
certain answer query against the source. Moreover, closure properties regarding com-
binations of solutions using set operations were considered.
Because executable mappings usually drive the transformation of instances of mod-
els, Melnik et al. (2005) specified a semantics of each operator by relating the instances
of the operator’s input and output models. The authors also implemented two model
management system prototypes to study two approaches to specifying and manipulat-
ing executable mappings. In the first implementation, they modified Rondo’s (Melnik
et al., 2003) language to define path morphisms. On the positive side, this system
works correctly whenever the input is specified using path morphisms, and the input
is also closed under operators which return a single mapping. However, the expres-
siveness of path morphisms is very limited. To overcome this limitation, Melnik et al.
(2005) developed a new prototype called Moda in which mappings are specified us-
ing embedded dependencies (which are tgds). The expressiveness is improved in the
second implementation, but it suffers from the problem that embedded dependencies
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are not closed under composition. Although they further developed a script rewriting
procedure to ameliorate this problem, it has not been and cannot be completely solved.
Thus, tgds have been studied and used for information integration and model man-
agement tasks. However, Madhavan & Halevy (2003) and Fagin et al. (2005b) proved
several negative results about s-t tgds. Most notably, it was shown that, given two finite
sets of s-t tgds the composition is not guaranteed to be expressible as a finite set of s-t
tgds. Put differently, the language of s-t tgds is not closed under composition. Given
the importance of the Compose operator (cf. chapter 2) in many model management
scenarios, this makes s-t tgds inappropriate for many model management tasks.
As a remedy to the problem that s-t tgds are not closed under composition, the
language of second-order tuple generating dependencies (SO tgds) has been proposed
by Fagin et al. (2005b). Second-order tgds are also source-to-target mappings between
two relational schemas and have the form ∃f((∀x1(φ1 → ψ1)) ∧ . . . ∧ (∀xn(φn →
ψn))). Each φi is a conjunction of relation atoms based on xi and equalities based
on xi and f , and each ψi is a conjunction of relation atoms based on terms of xi and
f . Thus, the existentially quantified variables in s-t tgds are replaced by existentially
quantified function symbols. SO tgds fulfil important requirements for a schema map-
ping language. They are closed under composition and can also be translated into ex-
ecutable queries (Fagin et al., 2005b). Definition 5.1, taken from (Fagin et al., 2005b),
defines the language of SO tgds formally.
Definition 5.1 (Second-Order tuple-generating dependency) Let S be a source sche-
ma and T a target schema. A second-order tuple-generating dependency (SO tgd) is a
formula of the form ∃f1, . . . ,∃fm((∀x1(φ1 → ψ1)) ∧ . . . ∧ (∀xn(φn → ψn))) where
1. Each fi is a function symbol.
2. Each φi is a conjunction of atomic formulas of the form R(y1, . . . , yk), where R
is a k-ary relation symbol of schema S and y1, . . . , yk are variables in xi, not
necessarily distinct, and of equalities of the form t = t′ where t and t′ are terms
based on xi and {f1, . . . , fm}.
3. Each ψi is a conjunction of atomic formulas S(t1, . . . , tl) where S is an l-ary re-
lation symbol of schemaT and t1, . . . , tl are terms based on xi and {f1, . . . , fm}.
4. Each variable in xi is a safe term with respect to φi and {f1, . . . , fm}, where a
safe term with respect to φi and {f1, . . . , fm} is defined recursively as one of the
following: (a) a variable x occurring in a relational atomic formula of φi, (b)
a variable x occurring in an equality of the form x = t or t = x of φi where
t is a safe term with respect to φi and {f1, . . . , fm}, or (c) a term f(t1, . . . , tk)
where f is in {f1, . . . , fm} and t1, . . . , tk are safe terms with respect to φi and
{f1, . . . , fm}.
Figure 5.2 shows an example SO tgd from (Fagin et al., 2005b) that cannot be
expressed as a finite set of s-t tgds. It maps a relation Emp about employees to a re-
lation Mgr about employees and their managers and another relation SelfMgr that
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describes employees who are their own boss. Although it is not obvious how to ex-
ecute this mapping because the function f is unknown, it contains information about
the condition under which an Emp tuple must be transformed into a SelfMgr tuple.
Moreover, given a source instance I and an SO tgdM, it is possible to efficiently pro-
duce a universal solution for I with respect toM using the chase procedure (Beeri &
Vardi, 1984). This is achieved by interpreting the function terms as Skolem terms that
generate distinct null values where appropriate. This implies that the certain answers
to a union of conjunctive queries against the target schema can be computed.
∃f(∀e(Emp(e)→Mgr(e, f(e)))∧
∀e(Emp(e) ∧ (e = f(e))→ SelfMgr(e)))
Fig. 5.2: An SO tgd taken from (Fagin et al., 2005b)
While SO tgds are closed under composition they again are defined between re-
lational schemas only. Given that it is common to use non-relational metamodels,
schema mapping languages must be extended to other languages. Thus, as another
property of schema mapping languages we must consider the ability to define map-
pings between non-relational nested or even graph-structured models, such as ontolo-
gies or object-oriented models.
5.1.3 Nonrelational Mapping Languages
A straight-forward approach to mapping between heterogeneous schemas uses some
form of wrapper to translate the data of the source into a common format, such as re-
lations or XML. The most obvious disadvantage of this approach is that such solutions
hide the mapping in procedural code. If mappings are available in a declarative lan-
guage, they can be visualized and processed, for instance, by algorithms for mapping
composition or query rewriting. This is not possible if the mapping information is hid-
den in a wrapper component. Moreover, we want to harness the results from research
on data exchange and query answering for our mappings.
MIDST is a system by Atzeni et al. (2006) that integrates model transformation
and generation of mappings for data translation. The system is also based on a generic
metamodel and a generic form of mappings in a Datalog-like representation is used.
These mappings are based on a generic metamodel, but they require the data to be
imported to the generic representation as well. This leads to an additional overhead
during execution of the mappings. Moreover, the focus of the system is on model trans-
formation and the mappings are a result of performing model transformation. Mapping
composition is not considered for their mapping language.
Path-conjunctive constraints (Popa & Tannen, 1999) are an extension of s-t tdgs for
dealing with nested schemas. However, they suffer from several problems (Fuxman
et al., 2006). First, the same set of paths may be duplicated in many formulas which
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induces an extra overhead on mapping execution. Second, grouping conditions cannot
be specified, leading to incorrect grouping of data.
The mappings by Yu & Popa (2005) are an extension of SO tgds used to express
schema evolution. Although grouping conditions are used by the composition algo-
rithm, these conditions must be added to the mapping in an extra preprocessing step.
The correct grouping behavior must be guessed for execution. Moreover, although the
mapping language can express mappings between nested models, like XML schemas,
they are not used for graph structured data, like object-oriented models. Thus, these
mappings do not fully solve the problem of mapping richly structured data.
Besides being not generic, another drawback of the mappings in Clio is pointed
out by Fuxman et al. (2006): the mappings do not reflect the nested structure of the
data. This leads to an inefficient execution of the mappings and redundant mapping
specifications as parts of the mapping have to be repeated for different nesting levels.
Therefore, Fuxman et al. (2006) proposed a language called nested mappings which
addresses the problem of efficiency in representation and execution of mappings be-
tween nested models, such as XML Schema. Nested mappings merge formulas shar-
ing the same set of high level paths into one formula, which enables more efficient
mapping execution. Moreover, nested mappings provide a syntax to specify grouping
conditions. While nested mappings can be executed more efficiently than basic map-
pings they are strictly less expressive than SO tgds and it is not clear how to compose
nested mappings or whether they are closed under composition (Fuxman et al., 2006).
Thus, while possessing the required restructuring capabilities for nested schemas at
least, the problem of composition is unsolved for these mappings.
The advantages of nested mappings are a user-friendly representation of mappings
and an algorithm for the generation of nested mappings out of simple correspon-
dences. We have addressed these issues for our mapping language by integrating into
our model management prototype GeRoMeSuite a convenient visual editor for generic
mappings and an adapted version of the mapping generation algorithm developed in
the Clio project (Popa et al., 2002). Thus, as for composition (cf. chapter 6) we were
able to adapt an existing algorithm to our language.
In summary, executable mappings are usually restricted to relational models only
or to certain pairs of other native metamodels. Mapping languages aiming at generic-
ness fall short of some requirements such as powerful grouping capabilities or closure
under composition or they focus on XML Schema only. Given the importance of
genericness in model management and that Compose is one of the central operators in
many model management scenarios (Bernstein & Rahm, 2000; Bernstein, 2003), these
are serious drawbacks.
In this chapter we present our own generic schema mapping language that is closed
under composition while at the same time offering powerful grouping capabilities that
allow to define mappings not only between relational or nested schemas but even be-
tween graph structured models such as object-oriented models. As mappings are de-
fined between schemas, the mapping language, consequently, depends highly on the
modeling language being used. Thus, the question of mapping representation is tightly
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connected to the question how models are represented. In fact, a generic representation
of models is a prerequisite for a generic representation of executable mappings. Only
employing a single abstract model representation language allows to define heteroge-
neous mappings (for instance, from XML Schema to relational) which nevertheless
have a clear formal semantics. In the following section, we briefly present a simple
generic model representation which enables the definition of our generic mapping lan-
guage.
5.2 A Simplified Generic Model Representation
Please note, that this simplified generic model representation presented in this section
can represent a subset of the features that GeRoMe can represent. GeRoMe offers
a multitude of roles to accurately model features of model elements, which can be
used for model management operators that require detailed representations, such as
ModelGen or Match. On the contrary, the simplified representation is restricted to the
features that we need for our generic mapping language1. The purpose of this sec-
tion is to define the minimal set of constructs that are required to enable our generic
mapping language. The semantics of GeRoMe can be easily adapted to this simplified
metamodel 2. This formal grounding of our mappings on a rich generic metamodel al-
lows us to maintain many desired properties for our mappings. Definition 5.2 specifies
the minimal set of features that must be supported by the modeling language for our
mappings to be used.
Definition 5.2 (Simplified Generic Model) A generic model (or schema) is a tuple
S = (D,C,A,R,E, card, unique) where
• Every model element e ∈ D∪C ∪A∪R∪E has a unique identifier id and may
have a label l. Otherwise, labels may be undefined (l = ).
• D is a set of domains (simple types),
• C is a set of complex types of the form c = (idc, lc, a1,c, . . . , anc,c), where lc is
the label of the type and ai,c (i = 1, . . . , nc) are the attributes of the type.
• A is the set of attributes of the form a = (ida, la, ta), where la is the name of the
attribute, and ta ∈ D∪C is the type of the attribute. Each attribute is owned by
exactly one complex type. That is, for each attribute a there exists exactly one
c = (idc, lc, . . . , a, . . .) ∈ C.
• R is a set of associations of the form r = (idr, lr, ae1,r, . . . , aenr,r), where lr is
the name of the association and aei,r (i = 1, . . . , nr ≥ 2) are the association
ends of r.
1In fact, the generic representation is the structure computed by a Structure Traversal, however,
without following referential constraints.
2As the simplified generic metamodel is a subset of GeRoMe, the semantics is the same. The only
difference is that the model elements are not defined in terms of roles.
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• E is a set of association ends of the form e = (ide, le, te, re) where le is the label
of the association end, te ∈ D ∪ C is the participating type for the association
end, and re is the single association that has e as an association end. That is,
for each association end e there exists exactly one re = (idr, lr, . . . , e, . . .) ∈ R.
• The function card : A ∪ E → N+0 × (N+0 ∪ {∗}) represents the cardinality
constraints for attributes and association ends. The constraint card(a) = (i, k)
for an attribute a = (id, l, t) of complex type c means that each instance of
c has at least i and at most k values from t for attribute a. The constraint
card(ae) = (i, k) for an association end ae = (id, l, t, as) means that each
instance of t must participate at least i and at most k times in association as via
association end ae. The maximum k = ∗ means there is no restriction for the
maximum number of values or participations, respectively.
• The mapping unique : C → 22(A∪E) assigns uniqueness constraints on attributes
and association ends to complex types c ∈ C. The value {a1, . . . , am, ae1, . . . ,
aen} ∈ unique(c) for attributes a1, . . . , am ∈ A and association ends ae1, . . . ,
aen ∈ E with only simple types, means that any combination of values of the
attributes and simple values (participators) for the association ends uniquely
identifies an instance of c.
• For the sake of simplicity we abstain from considering inheritance in our simpli-
fied metamodel. Moreover, we allow only attributes with simple type t ∈ D and
association ends p with participator d ∈ D and card(p) = (1, 1) as components
of uniqueness constraints.
The generic representation is restricted to some modeling constructs common to
all data modeling languages: complex types with attributes and associations with as-
sociation ends. A model (or schema) consists of complex types, such as XML Schema
complex types or Java classes. A complex type may have attributes; the type of an
attribute is either a simple domain (e.g., integer, float) or a complex type. Associations
are relationships between complex types, or between a complex type and a domain
(e.g., simple typed elements in XML). The degree of an association is at least two.
Each participating type is connected to the association via an association end. The la-
bel of an association end corresponds to the role name in the sense of roles in UML or
ER. There is a special type of association end that denotes composition relationships
(a composition end), i.e., an instance of the component type cannot exist without being
a component of a single parent type instance. There are two types of constraints in our
representation which both can be applied to attributes and association ends: (i) cardi-
nality constraints in (min,max)-notation, and (ii) uniqueness (and key) constraints.
In the following, we explain how different modeling languages can be mapped to
this generic model representation (cf. figure 5.3). In the examples we abstain from
showing simple types of attributes, since they are unimportant in our context. For
visualization, we adopt an informal ER-like notation showing complex types as boxes,
attributes as ellipses, associations as lines, and association ends as arrows pointing
to the participating types. Composition ends end with a black diamond instead of
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an arrow head. For simplicity, we assume minimum and maximum cardinality of all
attributes to be 1. However, other cardinalities may be defined. Key components, i.e.,
attributes or association ends, are underlined.
Relational Schemas (schema a in fig. 5.3): Relations are modeled as complex types
with attributes. Only domains are allowed as attribute types, whereas in the nested
relational model attributes may have complex types themselves. All attributes have
maximum cardinality of 1, and minimum cardinality of 0 or 13. The example shows
the relational schema from figure 3.4. Foreign key relationships are not shown here,
but they can be defined, as well as other dependencies, in the full metamodel.4.
XML Schemas (schema b in fig. 5.3): XML Schema complex types are represented
as complex types in the generic representation. As the simplified generic metamodel
is a subset of GeRoMe, XML elements are binary associations between their own
type and the complex type they are nested in. The nesting direction is denoted by a
composition end at the parent element, which means the nested object is a part of the
composite. The opposite association end always has a cardinality of (1, 1) as a complex
type instance is always nested into exactly one parent element. In the example, the
element course relates the complex types CourseType and StudType. The root element
(students) is modeled as an association in which the schema itself plays the role of the
parent. In terms of instances, this means that a root element instance relates a schema
instance (the document) to an instance of its type (here: StudsType). XML attributes
are attributes of the element’s complex type (for example, sid and sname of StudType),
whereas simple typed elements are associations between the complex type and their
domain.
Models in other modeling languages, such as object-oriented models and ontolo-
gies, can be represented using the same modeling constructs as in the examples of
figure 5.3. Although, the use of GeRoMe is not required for using our mapping lan-
guage we will in the following synonymously refer to simplified generic models or
GeRoMe models because in our prototype system, of course, we used GeRoMe as the
generic model representation.
5.3 Generic Mappings
Since executable mappings express constraints between the extensions of model el-
ements, a formal semantics of the generic model representation is needed before a
generic mapping language can be devised. Our mapping representation is based on
the subset of our generic role based metamodel GeRoMe (Kensche et al., 2007a) (cf.
chapter 3) as defined in the previous section and on its semantics. This semantics will
3For the sake of readability we abstain from showing cardinality constraints for attributes in figure
5.3.
4We do not use these dependencies in our algorithms for composition, query answering, or data
exchange, but they could be extended to also consider inclusion and general functional dependencies
using an approach like in (Gryz, 1999)
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Fig. 5.3: Simplified generic models: a) relational schema S2; b) XML schema S3
be applied to second-order tgds, which results in a rich and expressive mapping lan-
guage that maintains features such as composability and executability. Furthermore,
the mapping language is generic across several modeling languages. This allows to
develop generic model management operators which deal with these mappings.
One of the main features of our mapping language is that we use reification to
describe data structures by introducing abstract individuals to denote the instances of
model elements. In definition 3.2 and figure 3.8 these abstract individuals were denoted
by abstract identifiers. As will be seen in the following definition and the subsequent
examples, our mapping language uses so-called abstract variables and abstract func-
tion terms to resemble the abstract individuals. Since each instance of a model element
is represented by an abstract variable or abstract function term, we can define refer-
ences between instances using associations and their association ends. This allows us
to define also tree- and graph-structured schemas as source and target of mappings.
This is not possible in strictly relational SO tgds. Since our generic metamodel models
associations as model elements (instead of properties), the semantics and the mapping
language reify them as well. Therefore, the generic mapping language can map asso-
ciations of arbitrary degree. Besides providing flexibility in describing the structure of
instances, abstract functions enable grouping functionality as we will discuss in sec-
tion 5.3.3. We can formulate mappings between any two models that can be described
in the simplified generic metamodel. Thus, although the reified model elements are
described by predicates, they are not just interpreted as relations.
5.3.1 Definition
Having defined a generic metamodel and its formalization on the instance level we
can define a generic mapping language that is agnostic about the native modeling lan-
guages (Kensche et al., 2009). While being generic, it fulfills important requirements
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(Bernstein et al., 2000) such as rich expressivity and executability. The mappings are
second-order tuple generating dependencies (SO tgds) (Fagin et al., 2005b) with a lim-
ited set of predicates as specified in definition 3.2. The use of second-order formulas
allows for functions in schema mappings. Furthermore, SO tgds are the smallest class
that contains source-to-targets tgds and is closed under composition and conjunction
(Fagin et al., 2005b).
In the following, we will talk about the source and the target model. Please note
that, nevertheless, source and target may actually be sets of models. We will use this
possibility, for instance, in our generic query mediation infrastructure (cf. chapter 8).
In general, the generic mapping language uses variables and function terms where
the instance from figure 3.8 used constants. Variables and function terms can be par-
titioned into abstract terms and concrete terms. As we will see later in non-relational
examples, abstract terms are used to query and generate the structure of data instances.
Definition 5.3 (Generic Mapping) A generic mapping is a triple M = (S,T, Σ),
where S and T are the source model and the target model, respectively. The models
are defined according to definition 5.2. Σ is a formula of the form:
∃f((∀x1(φ1 → ψ1)) ∧ . . . ∧ (∀xn(φn → ψn))) where
1. f is a collection of function symbols,
2. each xi is a collection of variables,
3. each φi is a conjunction of atomic predicates over constants defined in S and
variables in xi, and/or equalities.
4. each ψi is a conjunction of atomic predicates over constants defined on T, vari-
ables in xi, and function symbols.
5. Valid atomic predicates are those defined in def. 3.2.
6. Mappings are source-to-target, i.e., the second arguments of inst, attr and part
predicates are constants referring only to
• model elements in S (for predicates in φi) or
• model elements in T (for predicates in ψi).
7. Each set xi can be partitioned into a set of abstract variables xi,a and a set of
concrete variables xi,c.
• Variables in xi,a occur only in φi, either as the first argument of any predi-
cate, or as the third argument of part or attr predicates.
• Variables in xi,c occur only as the second argument of value predicates in
φi or ψi, in equalities in φi, and in any function term in φi or ψi.
8. Analogously, f can be partitioned into a set of abstract functions fa and a set of
concrete functions fc.
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• Function symbols in fa must occur only in ψi, either as the first argument
of any predicate, or as the third argument of part or attr predicates.
• Function symbols in fc must occur only as the second argument of value
predicates in ψi or in equalities in φi.
9. The second component of a value predicate may also be a constant.
10. Equalities are of the form t = t′ where t and t′ are terms over xi,c, fc and
constants. Furthermore, the same safety conditions apply to terms as in the
original definition of SO tgds (Fagin et al., 2005b).
Please note that the definition requires the constants identifying model elements to
be from S on the source side only, and to be from T only on the target side (S and T
are disjoint). Thus, we only consider source-to-target dependencies as generic schema
mappings.
As a first example of a generic mapping, figure 5.4 shows an SO tgd between
relational schemas for companies that is a modified version of the composition result
from (Fagin et al., 2005b) (cf. figure 5.2). It can be easily seen that all features of
SO tgds can be represented by a generic mapping. We added the application of two
concrete functions f and l that tokenize the employee name into first and last name.
The mapping representation reifies instances of types and associations (by means
of variables from xi,a or functions from fa) to describe the structures that are mapped.
This, together with the semantics of the generic metamodel, allows to describe not
only mappings between relational models but between any two models representated
conforming to the generic metamodel.
The intuition behind the partitioning of variables and functions is that variables
in xi,c (functions in fc) play the role of variables (functions) in conventional SO tgds
whereas abstract variables are comparable to tuple variables. Concrete variables may
be shared on both sides of the implication (then they are distinguished variables)
whereas the abstract variables xi,a occur only on the source side. When executing
a mapping, values are bound to the variables in xi,c. Thereby, values are transferred
from the source to the target.
xa = {o},xc = {e}, fa = {a}, fc = {manager, f, l}
∃a,manager, f, l(∀o, e(
inst(o, employee)∧
av(o, employee, e) ∧ (e = manager(e))→
inst(a(e), selfManager) ∧ av(a(e), fname, f(e))∧
av(a(e), lname, l(e))))
Fig. 5.4: Generic representation of an SO tgd taken from (Fagin et al., 2005b)
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On the other hand, abstract variables on the source side replace the abstract iden-
tifiers used in definition 3.2 and figure 3.8. Abstract variables represent instances of
model elements such as relations or XML elements and enable the definition of rela-
tionships between these instances. By using reification, these elements can be anno-
tated with attributes and structured using associations.
As abstract variables refer to instances of the source schema, it does not make
sense to use them on the target side. To describe the structure of instances on the target
side, we provide a grouping functionality based on the concrete variables. This is
enabled by using the function symbols in fa, which are interpreted as Skolem functions,
which uniquely identify instances of model elements on the target side. Consequently,
the choice of arguments for an abstract function determines the grouping behaviour
defined by the mapping. Moreover, since the same function symbols can be used in
multiple implications, abstract functions allow to populate the properties of the same
model element instance using multiple implications.
In the same way as xi,c are the variables of conventional SO tgds, fc plays the role
of functions available in these SO tgds. These functions are executed to transform
source data into target data, such as concatenating first and last name, or at least they
must be interpreted as Skolem functions to generate distinct null values depending on
the values bound to distinguished variables.
In analogy to (Fagin et al., 2005b) we regard a generic mapping as a conjunction
of constraints between the elements of two GeRoMe models. Thus, a model (in the
logical sense) of the mapping M = (S,T, Σ) is a tuple 〈I ,J 〉, where I is an
instance of the source model S and J is an instance of the target model T such
that 〈I ,J 〉 satisfies all implications in Σ. The notion of satisfaction of formulas
is the same as for the standard semantics of second-order logic. The domains and
ranges of functions depend on whether they are abstract or concrete. The domain and
range for an abstract function f is f : AI × · · · × AI → T J , where AI is the
set of atomic values of the source interpretation I (see definition 3.2). As explained
above, abstract functions specify the grouping behavior on the target side. They have
as arguments those concrete values which can be used on the target side to uniquely
identify an instance. As the functions are interpreted as Skolem functions, the range
of these functions T J are Skolem terms over the function symbols and atomic values
AI where each term denotes an instance inJ .
In addition to abstract functions, a mapping can also contain concrete (“normal”)
functions for value conversions or other types of data transformation, such as concate-
nation of first and last names. Thus, concrete functions are actually evaluated dur-
ing mapping execution to generate the value which has to be inserted into the target.
Therefore, they have as input and output atomic values fromAI andAJ , respectively:
f : AI × · · · × AI → AJ .
The grouping functionality provided by abstract functions is not available in con-
ventional SO tgds as they do not reify complex instances. Also, on the source side of
mappings the flexibility regarding the structure of instances, which is enabled by part
predicates and the reification style of our mappings, is not provided by conventional
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SO tgds. However, we will see that our mappings are still closed under composition.
For nested mappings (Fuxman et al., 2006) on the other hand, which allow grouping
in tree structures, it is not known whether they are closed under composition. This is
because it is not known how to translate an SO tgd to a nested mapping, a procedure
that is unnecessary for our generic mappings as they harness the results for SO tgds
themselves.
In the following, we will use the terms lhs, for left-hand side, and antecedent syn-
onymously. In the same way rhs, for right-hand side, and consequent can be used
interchangeably when referring to mappings.
5.3.2 A Mapping between Models in Different Metamodels
As an example of a mapping between models originally represented in different model-
ing languages we now present a mapping from a modified version of the XML Schema
in figure 3.6 to the relational schema S2 in figure 3.4 (resp. figure 5.3.a). The modified
XML Schema, called S1 in the following uses the course element as the root element
and allows to define multiple document roots5. Moreover, we omit inst predicates in
most examples because they are implicitly given by the other predicates and the under-
lying model. We use the numerical subscripts of constants to denote the model (e.g.,
S1 or S2) that the element belongs to.
Figure 5.5 depicts the mappingMS1→S2 using the XML schema S1 as source and
the relational schema S2 as target. The predicates in the mapping correspond to the
instance predicates shown in figure 3.8, now just with variables and function terms
instead of constants.
The example shows that only concrete variables (ci, ct, ui, n, and si), which rep-
resent values, occur on both sides of the implication. Abstract variables are used only
on the source side of a mapping as they refer only to source objects, abstract functions
appear only on the target side as they refer only to objects in the target. Like for the
instance in figure 3.8, the constants in the second component of the predicates are used
to reference the elements of the underlying model that the predicates are about.
We now consider the second implication ofMS1→S2 in detail. The variables with
subscript a represent abstract identifiers (they are abstract variables), they describe
implicitly the structure of the source data that is queried for. Exemplarily for all im-
plicit inst predicates, the implication contains the inst predicates for all abstract vari-
ables. The predicate inst(scha,Schema) defines an abstract variable scha that must
be bound to an instance of the Schema. inst(ctpa,CourseType) defines an ab-
stract variable ctpa of type CourseType, whereas inst(ca,course) defines a vari-
able ca that must be bound to an instance of the course element. The av predicates
define variables for the attribute values of the complex type instances ctpa and sta,
5XML Schema allows only one root element. However, for the sake of simplicity of the example we
allow multiple root elements, i.e., the corresponding composition end connecting the course element to
the schema has (1, n)-cardinality instead of (1, 1) as required by XML Schema. Consequently, we do
not need to add an extra nesting level which would only repeat similar structures in the mapping.
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∃frca, frsa, frsca, uname, substr(
(∀scha, ca, ctpa, cida, civa, ci, ct, ui (
part(ca,parentcourse1 , scha) ∧ part(ca,childcourse1 , ctpa)∧
av(ctpa,ctitle1, ct) ∧ av(ctpa,uid1, ui)∧
part(cida,parentcid1 , ctpa) ∧ part(cida,childcid1 , civa)∧
value(civa, ci)→
av(frca(ci),ccid2, ci) ∧ av(frca(ci),ctitle2, ct)∧
av(frca(ci),uname2, uname(ui)))∧
(∀scha, ca, ctpa, cida, civa, sa, sta, ci, n, si
inst(scha,Schema)∧
inst(ca,course1) ∧ part(ca,parentcourse1 , scha) ∧ part(ca,childcourse1 , ctpa)∧
inst(ctpa,CourseType1)∧
inst(cida,cid1) ∧ part(cida,parentcid1 , ctpa) ∧ part(cida,childcid1 , civa)∧
inst(civa,int) ∧ value(civa, ci)∧
inst(sa,student1) ∧ part(sa,parentstudent1 , ctpa) ∧ part(sa,childstudent1 , sta)∧
inst(sta,StudType1) ∧ av(sta,sid1, si) ∧ av(sta,sname1, n)→
av(frsa(si),ssid2, si)∧
av(frsa(si),fname2, substr(n, , 0))∧
av(frsa(si),lname2, substr(n, , 1))∧
av(frsca(si, ci),sid2, si) ∧ av(frsca(si, ci),cid2, ci))))
Fig. 5.5: MappingMS1→S2 from XML Schema S1 to relational schema S2 (fig. 5.3.a)
whereas the part predicates are used to constrain the nesting structure of the elements.
In the example, the student element sa is nested under the course element ca. The
predicate part(ca,childcourse1 , ctpa) defines the complex type instance ctpa (of type
CourseType) to be the participator in the association end childcourse1 . This associ-
ation end in the underlying GeRoMe model represents the link from the XML element
course to its type. The variable ctpa is also used as the participator in the associ-
ation end parentstudent1 which links sa (denoting an instance of the XML element
student) to its containing complex type instance. In other approaches for mapping rep-
resentation like nested mappings (Fuxman et al., 2006) such structures are represented
by nesting different sub-expressions of a query. Although nested mappings are easier
to read, they are strictly less expressive than SO tgds (Fuxman et al., 2006).
Similarly to the abstract variables on the source side, the functions frca, frsa,
and frsca represent abstract identifiers on the target side and, therefore, describe the
structure of the generated data in the target (they are abstract functions which generate
abstract identifiers). Recall, that there will be no values assigned to abstract variables
or evaluation of abstract functions during the execution of a mapping. We will present
Fi . . : a ing S1→S2 from XML Schema S1 to relational schema S2 (fig. 5.3.a)
whereas the part predicates are used to constrain the nesting structure of the elements.
In the example, the student element sa is nested under the course element ca. The
predicate part(ca,childcourse1 , ctpa) defines the complex type instance ctpa (of type
CourseTyp ) to be the participator in the association e d childcourse1 . This associ-
ation end in the underlying GeRoMe model represents the link from the XML element
course to its type. The variable ctp is also used as the participator in the associ-
ation end pare tstudent1 which links a (denoting an inst nc of the XML lement
student) to its containing complex type instance. In other approaches for mapping rep-
resentation like nested mappings (Fuxman et al., 2006) such structures are represented
by nesting different sub-expressions of a query. Although nested mappings are easier
to read, they are strictly less expressive than SO tgds (Fuxman et al., 2006).
Similarly to the abstract variables on the source side, the functions frca, frsa,
and frsca represent abstract identifiers on the target side and, therefore, describe the
structure of the generated data in the target (they are abstract functions which generate
abstract identifiers). Recall, that there will be no values assigned to abstract variables
or evaluation of abstract functions during the execution of a mapping. We will present
in section 5.4, how abstract identifiers and functions determine the structure of the
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generated code to query the source and to insert data into the target.
Moreover, implementations of concrete functions can be specified which define
their semantics. In the example, the function uname looks up the name of a university
based on its identifier and the function substr computes a substring from a string input
argument6. However, if no implementation of a function is given we can generate
distinct null values, so as to generate a universal solution to a given source instance
with respect to the mapping.
The difference of our mappings to conventional SO tgds is that our mappings
do not map relations to other relations but instead use reification to represent map-
pings between graph structures. For instance, instead of mapping to the relation
student(ssid, fname, lname) we use the set of predicates from the right hand side
(rhs) of the above mapping to make statements about an object frsa(si) which is an
instance of that relation. On the left hand side (lhs) of this mapping, part predicates
define relationships between instances of XML complex types and XML elements.
Whereas this example features an XML Schema, such reified statements about model
elements can be utilized to describe arbitrary data structures, such as relationships be-
tween class instances in an object oriented model. Furthermore, by using the part
predicates, the mapping language allows us to define even n-ary relationships between
model elements as there is no limitation to the number of association ends defined for
an association. This could be employed for mappings between models, which allow
relationships of degree higher than two (e.g., EER models). Additionally, the part
predicates together with the Skolem functions occurring on the right hand side of our
reified mappings allow for arbitrary grouping based on the values bound to concrete
variables. This is done by using the concrete terms as arguments of the Skolem func-
tions and, in doing so, defining the instances of model elements.
To describe the structure of the target data, it is important to know which values
are used to identify an object. According to the definition of the relational schema,
courses are identified by a course identifer (ci) and students by their student id (si);
that is why we use ci and si as arguments of the abstract functions frca and frsa. We
will explain in the following section that for nested data these functions will usually
have more than one argument.
5.3.3 Grouping and Nesting
The possibility to generate complex data structures which can be arbitrarily nested is
an important requirement for a mapping language. The structuring of data is guided
in our language by the choice of arguments for the abstract functions. The arguments
must be those terms that identify the instance. The basic idea is that these are exactly
the components of a uniqueness constraint (preferably the identifier) on the model
element that is generated by the function.
6The other arguments are a character used to delimit tokens and the index of a token to be selected.
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∃fscha, fssa, fssta, fsa, fsta, fca, fctpa, concat (
(∀ca, sa, sca, ci, ct, un, si, f, l (
av(ca,ccid2, ci) ∧ av(ca,ctitle2, ct)∧
av(ca,uname2, un)∧
av(sa,ssid2, si) ∧ av(sa,fname2, f)∧
av(sa,lname2, l)∧
av(sca,sid2, si) ∧ av(sca,cid2, ci)∧
(un = ‘RWTH Aachen University‘)→
part(fssa,parentstudents3 , fscha)∧
part(fssa,childstudents3 , fssta)∧
part(fsa(si),parentstudent3 , fssta)∧
part(fsa(si),childstudent3 , fsta(si))∧
av(fsta(si),sid3, si)∧
av(fsta(si),sname3, concat(f, , l))∧
part(fca(si, ci),parentcourse3 , fsta(si))∧
part(fca(si, ci),childcourse3 , fctpa(si, ci))∧
av(fctpa(si, ci),ctitle3, ct))))
Fig. 5.6: MappingMS2→S3 from relational schema S2 (fig. 5.3.a) to the XML schema
S3 (fig. 5.3.b)
To show that our mapping language is able to express complex restructuring op-
erations in data translation, in figure 5.6 we use an example that transforms relational
data into XML. The relational schema is again schema S2 as in figure 5.3.a. On the
target side, the data is organized according to schema S3 (figure 5.3.b) with a students
element at the top level, and the list of courses nested under each student element.
Note, how schema S3 reverses the nesting structure of schema S1.
The antecedent uses the model elements that were used in the consequent of the
previous mapping. Instead of abstract functions we now reference instances of the re-
lations with abstract variables ca, sa, and sca. The source side also contains a selection
condition restricting the source values to courses at RWTH Aachen University. On the
target side, we first generate instances fscha of the schema and ssa of the students
element. As students are identified by their student identifier, the abstract functions
fsa and fsta have only si as argument. fsta(si) represents an instance of StudType
for which we also define the attribute values of sname and sid. Thus, if a student is
enrolled in more than one course and therefore occurs multiple times in the result set
of the source, only one element will be created for that student and all courses will be
correctly grouped under the student element.
However, depending on the type of model being mapped, additional arguments
may be necessary to identify the context of the instance. Whereas we could use just
ci as the sole argument of frca in the case of the relational model to generate an
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instance of the course table (figure 5.5), we have to include the additional argument
si in the XML Schema case. This is because each StudType instance has its own
nested course elements. Therefore, we may have multiple course elements for
each course, as the courses have to be repeated for each student. This is guaranteed by
using both identifiers (of the nesting element student and the nested element course, si
and ci) as arguments of the abstract function fca. Thus, si defines the context for the
course element to be generated. Moreover, we assign a value to the attribute sname
of the instance fst(si), which is the result of concatenating the student’s first name
with a whitespace followed by the last name.
5.4 Mapping Execution
As explained before and stated in (Bernstein et al., 2000; Bernstein & Melnik, 2007),
a central requirement for a mapping language is the ability to execute the mappings.
Our mappings are executed by a data translation tool, which first translates the generic
mappings into queries represented in a native query language, executes the queries on
the source, and performs then updates according to the mapping in the target.
In this section, we first describe the architecture of this data translation tool before
we explain how we generate queries from a set of generic mappings and how we use
these queries to produce target data from source data.
Figure 5.7 shows the architecture of our data translation tool. Given the mapping
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Fig. 5.7: The architecture of the data translation tool
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and the source model as input, the source code generator produces queries against
the source schema. An implementation of this component must be chosen, so that it
produces queries in the desired query language. In the same way, the target model
code generator produces updates from the mapping and the target model.
Given the generated queries and updates, the query executer produces variable as-
signments from the evaluation of the queries against the source data. The update ex-
ecuter then receives these variable assignments as input and produces the target data.
Hence, source execution components and target execution components are only loosely
coupled to each other by the variable assignments whereas the query/update generator
and the executer components must fit to each other for the source and target, respec-
tively.
The sketched architecture may seem overly simple. Instead of using loosely cou-
pled components for query and update handling, one might want to directly translate
the logical mappings into native languages that combine antecedent and consequent of
the mapping. However, using XQuery, XSLT or SQL/XML scripts for implementing
logical mappings may be fine for small data sets but is often too inefficient for large
amounts of data (Jiang et al., 2007). Besides, using such special purpose mapping
languages restricts a mapping translation component to a single pair of metamodels.
Another option would be to transform the source data into generic instances and to
translate these into data conforming to the target schema, as is done in (Atzeni et al.,
2006). This, as well, would be inefficient as it adds extra translation steps.
Our architecture requires to define a source code generator and a target code gen-
erator. These can be used together with any other target code or source code generator,
respectively. Moreover, as we will see in chapter 8, this approach allows to fetch and
merge data from multiple heterogeneous sources.
We now exemplarily introduce our algorithms for generating XQueries, SQL que-
ries and SQL updates from our generic mappings. However, our tool transforms data
arbitrarily between relational and XML schemas; these generation and execution com-
ponents can also be replaced by components that handle other metamodels, such as
OWL or Java. Querying and updating of Java objects and updating of XML docu-
ments have not been implemented using data manipulation languages but by special
purpose components that interpret schema mappings to call API methods and getter or
setter methods of Java beans.
5.4.1 Generating XQuery Queries from Generic Mappings
Figure 5.8 depicts our algorithm for generating XQueries from generic schema map-
pings. The algorithm XQueryGen is executed for each implication χ in mapping Σ.
It first computes some auxiliary structures that are needed in the final phase of query
generation. The algorithm uses the inst predicates which are implicit in our mappings.
If not available, these can easily derived from the underlying schema. Moreover, the
algorithm receives a valid implication as input. An implication of a generic mapping
is valid if it uses all model elements conforming to the underlying models.
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Input: A valid implication χ ∈ Σ taken from a generic mappingM = (S,T, Σ) where
SXS is the XML Schema corresponding to the GeRoMe model S.
Output: An XQuery query over SXS .
Initialization: T = Open = Close = R = P = ∅
Find document variable: This is the variable S occurring in inst(S,Schema) in the lhs
of χ where Schema is the schema element. Add (S, /) to Open and set
T = (S, /, null)[].
Construct element hierarchy T :
repeat until Open = ∅
let (X, path) ∈ Open and
let t = (X, path, label)[C] be a subtree in T with X and path as components
for each subformula inst(Id, name) ∧ part(Id, ae1, X) ∧ part(Id, ae2, Y ) in χ
where ae1 is a composition end, ae2 is an association end
and 6= ∃path′ 6= path with (Y, path′) ∈ Close,
add (Y, path+ name/) to Open
set t = (X, path, label)[C|(Y, path+ name/, name)[]]
remove (X, path) from Open and add it to Close
Construct return set R:
for each av(X, a, V ) on the lhs of χ
where (X, path, label) ∈ T and V occurrs on the rhs
add (V , “$X/@a”) to R
for each value(X,V ) on the lhs of χ,
where X , V are variable symbols and (X, path, label) ∈ T
add (V , “$X/text()”) to R
Construct condition set P :
for each predicate V1 = V2 on the lhs of χ with (V1, path1) ∈ R ∧ (V2, path2) ∈ R
add “path1 eq path2” to P
for each (V, path1) ∈ R ∧ (V, path2) ∈ R
add “path1 eq path2” to P
for each predicate value(V, c) on the lhs of χ, where c is a constant
add “V eq c” to P
Produce XQuery:
let T = (doc, /, null)[(e1,1, p1,1, l1,1)[(e2,1, p2,1, l2,1)[. . .], . . . , (e2,k2 , p2,k2 , l2,k2)[. . .]]]
let (v1, path1), (v2, path2), . . . , (vn, pathn) ∈ R
let p1, p2, . . . , pm ∈ P . Then produce the following XQuery query for χ:
for $e1,1 in fn:doc( file)/l1
for $e2,1 in $e1,1/l2,1 ...
for $e2,k2 in $e1,1/l2,k2
for $e3,1 in $e2,i3,1 /l3,1 ...
where p1 and p2 and . . . and pm
return <result> < v1 >path1</v1 > . . .< vn >pathn</vn ></result>
Fig. 5.8: Algorithm XQueryGen
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The element hierarchy T describes the structure that is queried for, the condition
set P contains select and join conditions and the return setR assigns XQuery variables
for values of attributes and simple typed elements in the source side of the mapping.
The last step uses the computed data to produce the actual XQuery where file will be
replaced with the actual XML file name when the query is executed.
The first phase of the algorithm searches in the antecedent of the implication for
the instance of the schema. This will serve as the root of the element hierarchy T . The
element hierarchy is a tree that mimics the structure of the queried XML fragment.
Each of its nodes consists of a triple (e, p, l) where p is an XPath, e is the name of
an abstract variable that elements matching p are bound to, and l is the label of the
element. The children are modeled as a subsequent list [C] of nodes of the same
structure, which can be omitted if the node does not have children. In the algorithm
we use the notation [C|x] to denote the list that results from appending an element x to
the list [C]. The setOpen is needed for the computation of T ; it contains a set of tuples
(e, p) where p is an XPath computed from the structure described by the antecedent
of the implication and e is the name of the abstract variable that the element’s value
is bound to by the mapping. The tuples in Open denote the set of elements whose
children have not yet been used to extend the element hierarchy. Analogously, Close
denotes the set of elements which need not be considered anymore. During the last
phase of query generation the element hierarchy will be used to populate the for part
of the XQuery.
The second phase of the algorithm uses the predicates in the implication’s an-
tecedent to extend the element hierarchy by new triples consisting of variables, paths,
and element labels.
In the third phase of the algorithm we compute the return set R which contains
tuples of the form (V, path) where V is the name of a concrete variable in the mapping
and path is an XPath expression relative to the parent XML node. The return set will
be used in the query to produce the content of the XQuery’s return part.
It is now still necessary to include selection criteria and join conditions (the where
part of the XQuery). These are stored in the condition set P , which is computed by
generating XQuery equality predicates from the equality predicates in the query and
the XPath expressions that select the corresponding elements. Furthermore, as our
mappings use the notation of conjunctive queries to describe joins, an implicit join
condition is given by two XPath expression that bind values to the same concrete vari-
able. The usage of constants in the implication’s antecedent is handled analogously.
Having computed the element hierarchy T , the condition set P , and the return set
R, we are now able to generate an XQuery from this information in the last step.
We now generate an XQuery from the second implication in figure 5.5 that can
be used to query documents conforming to schema S1. We first identify the vari-
able refering to the document element. As the antecedent of the mapping contains a
term inst(scha, Schema), scha is the variable we are looking for. Therefore, we add
(scha, /) to Open and put (scha, /, null)[] as the root into T (where [] is a yet empty
list denoting the children of the root node).
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Now, we construct the element hierarchy T . For (scha, /) inOpen the required pat-
tern is satisfied by the subformula inst(ca,course1)∧part(ca,parentcourse1 , scha)∧
part(ca,childcourse1 , ctpa). We add (ctpa, /course/) to Open and we append
(ctpa, /course/, course) to T as a child of (scha, /, null). As no other subfor-
mula satisfies the pattern, we remove (scha, /) from Open and add it to Close. We get
Open = {(ctpa, /course/)}, T = (scha, /, null)[(ctpa, /course/,course)] and
Close = {(scha, /)}. We repeat the step for (ctpa, /course/). We get (scha, /, null)
[(ctpa, /course/,course)[(civa, /course/cid/,cid)]] for T after the first itera-
tion of the inner loop. Finally, we get (scha, /, null)[(ctpa, /course/,course)[(civa,
/course/cid/, cid)| (sta, /course/student/,student)]].
Three variables in the antecedent of χ are assigned by the query, ci, si and n.
We add (ci, $civa/text()), (si, $sta/@sid) and (n, $sta/@sname) to the return set R
according to the rules described in the algorithm. There are no join or select conditions
in the mapping. Therefore, the condition set for this mapping remains empty. The
assignments to the variables ci, si and n, that are returned by the query, are used
as input when executing the consequent of the mapping. The generated XQuery is
shown in figure 5.9(b) whereas figure 5.9(a) depicts the query resulting from the first
implication of mappingMS1→S2 .
for $ctpa in fn:doc( file)/course
for $civa in $ctpa/cid
return <result>
<ci>$civa/text()</ci>
<ct>$ctpa/@ctitle</ct>
<ui>$ctpa/@uname</ui>
</result>
(a) XQuery generated from first implication
for $ctpa in fn:doc( file)/course
for $civa in $ctpa/cid
for $sta in $ctpa/student
return <result>
<ci>$civa/text()</ci>
<si>$sta/@sid</si>
<n>$sta/@sname</n>
</result>
(b) XQuery generated from second implication
Fig. 5.9: XQueries generated fromMS1→S2 in fig. 5.5
5.4.2 Generating SQL Queries from Generic Schema Mappings
Figure 5.10 shows the algorithm for generating SQL queries from our mappings. It
generates a SQL select-project-join query from the predicates in the antecedent of an
implication and from the information in the underlying GeRoMe model.
The first phase computes the table set T which is the set of tables to be used in the
from clause. Each abstract variable in an inst predicate resembles a tuple variable that
is used to retrieve columns or to specify conditions. Therefore, the algorithm adds for
each predicate inst(x, t) an expression ”t as x” to the from clause. Using the variable
name as a name for the table reference allows to reference the same table multiple
times. This is necessary, e.g., for joins of a table with itself.
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Input: A valid implication χ ∈ Σ taken from a generic mapping M = (S,T, Σ) where
SSQL is the SQL Schema corresponding to the GeRoMe model S.
Output: A SQL query over SSQL.
Initialization: P = T =W = C = ∅
Construct the table set T :
for each predicate inst(x, t) on the lhs of χ, where t is an Aggregate
T := T ∪ {(x, t)}
Construct projection set P and join conditions:
for each predicate av(x, attr, v) on the lhs of χ
if v occurs on the rhs of χ and ¬∃(x′, attr′, v) ∈ P then
P := P ∪ {(x.attr, v)}
endif
if ∃(x′, attr′, v) ∈ C then
W :=W ∪ {(x′.attr′ = x.attr)}
else
C := C ∪ {(x, attr, v)}
endif
Construct selection predicate sets W and join conditions:
for each equality (t1 = t2) on the lhs of χ
for i = 1, 2
pi := ti
if av(x, attr, ti) on the lhs of χ then pi := x.attr
endfor
W :=W ∪ {(p1 = p2)}
endfor
for each predicate av(x, attr, c) where c is a constant
W :=W ∪ {(x.attr = c)}
for each predicate av(x, attr, y) where y occurs in no other predicate
W :=W ∪ {(x.attr IS NOT NULL)}
Construct the select statement:
Let P = {(p1, a1), . . . , (pk, ak)}, T = {(x1, t1), . . . , (xm, tm)}, W = {w1, . . . , wi)}.
Then construct the following SQL statement:
select p1 as a1, . . . , pn as an
from t1 as x1, . . . tm as xm
where w1 and . . . and wi
Fig. 5.10: Algorithm SQLQueryGen
The second phase computes the set P of columns to be selected by the query. This
includes every column that is bound to a variable occurring in the consequent of the
implication. Moreover, this step finds join conditions built by pairs of av predicates
that use the same concrete variable.
After computing the select clause in the second phase, the third phase computes
more selection and join predicates. For each equality predicate between two concrete
variables v1 and v2 where there are two predicates av(x1, attr1, v1) ∧ av(x2, attr2, v2)
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this phase creates a join condition between x1 and x2 on the two columns. Furthermore,
if an av predicate contains a constant as the third component, this defines a selection
predicate and if the third component is an existential variable we know that there must
exist a value for that column. The final phase uses the computed sets to produce the
actual SQL select statement.
5.4.3 Generating and Executing SQL Updates
Figure 5.11 shows our algorithm for generating SQL update statements. It receives as
input the consequent of an implication whose target model is a SQL schema. From
this it generates a set of parametrized SQL update statements.
For a given implication SQLUpdateGen first computes the set of tables for which
records are generated. By handling each predicate inst(f(x), a) individually, it is pos-
sible to generate multiple records of one table. Then, the algorithm fetches the set of
triples av(f(x), attr, term) from the implication where term specifies the concrete
value of column attr for record f(x). In the last step, this information is used to con-
struct the insert statement. The statements generated are of the form “insert into . . . on
duplicate key update . . . ”. This is a variant of the insert operation for the MySQL
database management system which inserts or updates records depending on whether
the given key already exists. Using this syntax we can allow multiple implications to
contribute to one record in the database. Please note that we need to assume that each
implication generates values for all key components of generated tuples to do so. This
is a reasonable assumption because there must be a way to identify tuples on the target
side if multiple implications contribute to the same tuples.
The execution procedure for the SQL update statements is shown in figure 5.12.
Given a set of update statements, this procedure interprets the terms used in the impli-
cation in the place of concrete values. It uses the implementations assigned to function
symbols in fc and the variable assignments produced by executing the query for the
antecedent of the implication. Given this information, the denotation of each term
in the consequent of the implication can be computed. Replacing the corresponding
placeholders in the update statements gives a set of ground update statements that can
be executed.
Figure 5.13 shows the result of executing the mappingMS1→S2 on the XML doc-
ument given in figure 3.8. Having generated the XQueries (cf. figure 5.9) we compute
parameterized SQL update statements according to the algorithm SQLUpdateGen. Ex-
ecuting the queries results in the tuples shown in figure 5.13(a) as flat XML documents.
We then apply to the retrieved values any concrete functions as specified in the map-
ping. For the given example, this means computing the first and last names of the
student by using the substr function. Finally, we set the parameters in the update
statements resulting in the updates depicted in figure 5.13(b). The first update state-
ment is generated from the first implication of mapping MS1→S2 together with the
query results, whereas the second and third statements are generated from the second
implication.
116 CHAPTER 5. GENERIC EXECUTABLE SCHEMA MAPPINGS
Input: The consequent of an implication χ ∈ Σ taken from a generic mapping M =
(S,T, Σ) where TSQL is the SQL Schema corresponding to the GeRoMe model T.
Output: A set of parameterized SQL update statements over TSQL.
Initialization: T = C = K = ∅
Construct the table set T :
for each predicate inst(f(x), a) on the rhs of χ, where
f is an abstract function,
x is a vector of concrete variables, and
a is a model element in T that plays an Aggregate role,
add (f(x), a) to T
endfor
Construct column set C and key column set K:
for each av(f(x), attr, term) predicate on the rhs of χ, where
f is an abstract function,
x is a vector of concrete variables,
attr is a model element in T that plays the role of an Attribute of table t, and
term is a term over xi,c and fc.
if T declares attr to be a key component for table t then
add (f(x), attr, term) to K.
else
add (f(x), attr, term) to C
endif
endfor
Construct update statements:
Q := ∅
for each (f(x), a) ∈ T :
let Kf(x) = {t|t = (f(x), attr, term) ∈ K} =
{(f(x), attr1, term1), . . . , (f(x), attrm, termm)}
let Cf(x) = {t|t = (f(x), attr, term) ∈ C} =
{(f(x), attr1a , term1a), . . . , (f(x), attrna , termna)}
q :=
”insert into a(attr1, . . . , attrm, attr1a , . . . , attrna)
values (?term1, . . . , ?termm, ?term1a , . . . , ?termna)”
if Cf(x) 6= ∅ then
q := q + ”on duplicate key update attr1a =?term1a , . . . , attrna =?termna”
Q := Q ∪ {q}
endfor
return Q
Fig. 5.11: Algorithm SQLUpdateGen
5.4.4 Evaluation of Mapping Execution
To evaluate mapping execution, we initially defined several test cases between rela-
tional databases and XML documents. The performance was linear in the size of the
output. There was only a negligible part of running time required for generating the
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Input: A set of parameterized SQL DML statements {U1, . . . , Un} generated from the rhs
of implication χ ∈ Σ by algorithm 5.11
A set of variable assignments for all distinguished variables in χ
An interpretation I that defines the semantics of all functions f ∈ fc
Output: A set of SQL update statements U without parameters over TSQL
Set update parameters:
for each update statement Ui
for each variable assignment µ
for each term term in Ui
let d = ||term||I ,µ be the denotation of that term
replace term in Ui with its denotation d
endfor
endfor
add the ‘ground’ update statement to U
endfor
Fig. 5.12: Algorithm SQLUpdateExec
queries and updates in our data exchange solution. Thus, our framework does not im-
pose a significant overhead on data exchange tasks. These tests included also executing
the composition of two mappings from a relational to an XML Schema and back. The
result of composition was an identity mapping and execution of the composed mapping
was about twice as fast as subsequent execution of the mappings. The performance re-
sults are as expected since the generation of queries and updates are only syntactic
transformations from a generic query / update representation to a native representa-
tion. As can be seen in our algorithm, this transformation requires few passes over the
mapping expressions. Our tests showed that our mapping execution yields the desired
results satisfying both, the logical formalisms and the grouping semantics specified in
the mappings.
We reused the SQL source model code generator and target model code generator
<result>
<ci>123</ci>
<ct>Mapping</ct>
<ui>RWTH</ui>
</result>
<result>
<ci>123</ci>
<si>456</si>
<n>John D.</n>
</result>
(a) Results of XQueries
insert into Course(ccid, ctitle, uname)
values (123, ”Mapping”, ”RWTH”)
on duplicate key update
ctitle=”Mapping”, uname=”RWTH”;
insert into Student(ssid, fname, lname)
values (456, ”John”, ”D.”)
on duplicate key update fname=”John”, lname=”D.”;
insert into StuCrs(sid, cid)
values (456, 123);
(b) SQL updates generated from mapping and results
Fig. 5.13: Execution of mappingMS1→S2 on XML document in fig. 3.8
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algorithms presented here to realize a prototype peer data management system and,
with minor modifications of SQLQueryGen, for the development of our object-oriented
data access layer (MAGIC) (cf. chapter 8; the adapted algorithm for MAGIC can be
found in the appendix). When evaluating our applications we added more examples
which confirmed our results for the evaluation of execution.
5.5 Summary
In this chapter, a rich language for generic schema mappings has been introduced. The
mapping language is generic as it can be used to specify mappings between any two
models represented in our generic metamodel. To define our generic mapping repre-
sentation we modified the language of SO tgds such that mappings can be formulated
between combinations of semistructured models such as XML schemas, and object-
oriented models, or OWL ontologies which are in general graph structures. They are
not restricted to relational schemas as are most other approaches using executable map-
pings (Fagin et al., 2005b; Melnik et al., 2005). A feature of the proposed language
is that it allows for grouping conditions that enable intensive restructuring of data, a
feature also supported by nested mappings (Fuxman et al., 2006) which are not as
expressive as SO tgds. However, such grouping functionality is not supported by con-
ventional SO tgds.
Every SO tgd specified between two relational schemas can be expressed as a cor-
responding generic mapping but not vice versa. As we will see in the next chapter,
our mapping language is closed under composition as it is based on second-order tuple
generating dependencies (Fagin et al., 2005b).
We showed that the mapping language is still executable, by developing a compo-
nent that exports our mappings to queries and updates in the required data manipulation
language and then uses them for exchanging data between schemas in heterogeneous
metamodels. Exemplarily, we introduced algorithms that translate the source side of a
generic mapping to a query in XQuery or SQL as well as algorithms for translating the
target side of a generic mapping into SQL updates and for executing these updates. The
algorithm for generating SQL updates harnesses the possibility to specify mappings in
which multiple implications contribute to the same generated tuples. The components
for mapping export and execution can be arbitrarily replaced by implementations for
the required metamodels. Thus, we are able to translate the generic mapping repre-
sentation into native query and update languages of a metamodel and thereby avoid
the overhead of translating data into a generic form. The evaluation showed that data
exchange can be performed efficiently. As we will see in chapter 8 we have also de-
veloped a prototype query mediation infrastructure that supports joining and unioning
data originating from heterogeneous peers, such as an XML and a relational peer, as
well as an object-relational mapping component.
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We have also developed a graphical editor for generic mappings that will be pre-
sented in chapter 7. This editor has been integrated into our holistic model manage-
ment system GeRoMeSuite (Kensche et al., 2007b).
Thus, generic mappings allow for query rewriting and data exchange while at the
same time being closed under composition (cf. the following chapter) and allowing for
complex restructuring of data. Our mapping language is the only mapping representa-
tion that provides this unique set of required properties.
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Chapter 6
Generic Mapping Composition
As could be seen in chapter 2, composition of mappings is required for many model
management tasks (Bernstein et al., 2008). In a data integration system using ex-
act global-as-view (GAV) mappings, a query posed against the integrated schema is
rewritten by composing it with the mapping from the sources to the integrated schema.
In P2P systems, queries can be executed more efficiently by composing mappings and
addressing relevant peers directly instead of chaining the query through several inter-
mediate peers (Tatarinov & Halevy, 2004). Schema evolution is another application
scenario. If a schema evolves, mappings relating the schema to other schemas can be
maintained by composing them with an evolution mapping between the old and the
new schema (Yu & Popa, 2005). Thus, there are plenty of applications for schema
mapping composition.
Composition of SO tgds in general produces a mapping that may have exponential
size in the size of the input mappings (Fagin et al., 2005b). This problem is aggravated
in our generic mapping language, since it relies on a reified representation of concepts
and relationships using more predicates than are usually required for mapping plain
relational models. However, the generated mappings often contain many redundant
and logically equivalent statements. As a consequence, we developed an optimizer for
our schema mappings and integrated it into the composition algorithm. The evaluation
has shown that the optimized composition algorithm runs faster and produces map-
pings which can be executed more efficiently. The optimization of schema mappings
is also important for other operations on mappings, as more manageable, equivalent
mappings are often desirable (Fagin et al., 2008).
The main contribution of this chapter is an optimized composition algorithm for
generic SO tgds. The optimizations are based on the logical equivalence of mappings
and use schema constraints to find better mappings. The integration of the optimizer
into the composition algorithm avoids unmanageable mappings already early in the
composition process. We explain in detail the optimization steps taken and show that
they create logically equivalent but more efficient mapping expressions. Furthermore,
we add a formal complexity analysis of our optimized composition algorithm and ar-
gue why its performance is sufficient in cases when a practically usable composition
121
122 CHAPTER 6. GENERIC MAPPING COMPOSITION
mapping exists, i.e., one that has not exponential size in size of the input mappings. We
underpin our results with an experimental analyis of runtime and composition mapping
size.
This chapter is structured as follows. The next section will shed some light on
related work on schema mapping composition. Section 6.2 presents the composition
algorithm including optimization. Section 6.3 contains some analysis of the complex-
ity of schema mapping composition before the results of our performance evaluation
are shown in section 6.4. We finally summarize our work in section 6.5 and conclude
with an outlook on future work.
6.1 Related Work
Given two mappingsMS1→S2 = (S1,S2, Σ12) andMS2→S3 = (S2,S3, Σ23) the com-
position is a mapping MS1→S3 = MS1→S2 ◦ MS2→S3 = (S1,S3, Σ13) that maps
directly from model S1 to model S3. Madhavan & Halevy (2003) defined the seman-
tics of the Compose operator relative to a class Q of queries over the model S3 where
“equivalence” of mappings means that, for every query q inQ, the certain answers for
q with respect to MS1→S3 are the same as the certain answers for q with respect to
MS1→S2 and MS2→S3 . This provided a solid basis for further research on mapping
composition, but suffers from the fact that the semantics is defined relative to a class
Q of queries (Fagin et al., 2005b). As mentioned before, Madhavan & Halevy (2003)
also presented some first negative results about the closure properties of s-t tgds.
Identifying the above drawbacks, Fagin et al. (2005b) proposed a different se-
mantics of the Compose operator which is defined over instance spaces of schema
mappings. To this effect, ”MS1→S3 is the composition of MS1→S2 and MS2→S3”
means that the instance space of MS1→S3 is the set-theoretical composition of the
instance spaces ofMS1→S2 andMS2→S3 . Under this semantics the mapping compo-
sitionMS1→S3 is unique up to logical equivalence. Fagin et al. also further explored
the properties of the composition of schema mappings specified by a finite set of s-t
tgds. They proved that the language of s-t tgds is not closed under composition. To
ameliorate the problem, they introduced the class of SO tgds and proved that (i) SO
tgds are closed under composition by showing a mapping composition algorithm; (ii)
SO tgds form the smallest class of formulas (up to logical equivalence) for composing
schema mappings given by finite sets of s-t tgds; and (iii) given a mappingM and an
instance I over the source schema, it takes polynomial time to calculate a universal
solution J which is an instance over the target schema and which satisfiesM. Thus,
SO tgds are a good formalization of mappings between relational schemas.
Nash et al. (2005) showed that mapping composition is undecidable for mappings
given by general tgds which are not required to be source-to-target. Moreover, the
authors give a sound but incomplete algorithm for composition. Thus, the algorithm is
not guaranteed to terminate for all inputs.
The approach was extended by Bernstein et al. (2008) who use expressions of
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the relational algebra as mappings. The authors introduce an incremental algorithm
which tries to replace as many symbols as possible from the “intermediate” model. As
the result of mapping composition cannot always be expressed as relational algebra
expressions, the algorithm is also incomplete and may fail under certain conditions
which is inline with the results by Fagin et al. (2005b).
Thus, the problem of mapping composition has been studied mainly for mappings
between relational schemas. Tatarinov & Halevy (2004) used an XML schema map-
ping language to map related peers in the Piazza peer data management systems. The
authors compose mappings between peer schemas so as to shorten query rewriting
paths. Beside their mappings being exclusively between XML schemas, the authors
note that their composition algorithm is not complete. A work that considers compo-
sition of mappings with grouping capabilities was presented by Yu & Popa (2005) in
context of the Clio project. In (Yu & Popa, 2004) the authors presented an algorithm
that uses their mappings for XML query rewriting. This algorithm was adapted to
implement mapping composition (Yu & Popa, 2005). However, the composition al-
gorithm requires an extra step for generating rules containing the grouping conditions
which are not present in the original declarative mappings. The grouping functions
use all available terms as input and hence underspecify the grouping behavior (Yu &
Popa, 2005). Moreover, their mappings are used only for relational and nested schemas
whereas our mappings are applicable even to object-oriented schemas as we will see
later.
6.2 Mapping Composition
According to Fagin et al. (2005b), the composition of two mappings expressed as SO
tgds can also be expressed as an SO tgd. This is an important result because in many
mapping languages the result of composing two mappings cannot be expressed in the
original mapping language. The composition of two generic mappings is also always
definable by a generic mapping as well. A proof of this statement is given at the end
of this section.
The flexibility of our generic mappings is realized through their reified style of
notation. However, if we compose two generic mappings Σ12 and Σ23 using the com-
position algorithm for conventional SO tgds, the increased number of predicates would
cause the composition mapping to contain in its antecedent many similar sets of pred-
icates. This is because the algorithm replaces each predicate in an implication in Σ23
with a conjunction of predicates in Σ12. It is a general problem of the composition
algorithm for SO tgds that the antecedent of the same implication in Σ12 can replace
different predicates in the antecedent of an implication in Σ23. This leads to repeti-
tions of the same predicates with different variable names in the resulting composition
mapping. Because reification increases the number of predicates, this aggravates the
problem. This can be seen later in the example, where two predicates can be replaced
by the same conjunction of predicates. Although the result is logically correct, the
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predicates in the antecedent of the composition mapping are duplicated. Furthermore,
it may happen that in the resulting composed mapping there are whole implications
which are contained by other implications in the same mapping. We show in the
following that both, undesired implications and duplicated predicates, can often be
removed.
Because the increased size of the resulting implications is due to duplicates of
predicates using different variable names, we can compensate for this by collapsing
concrete and abstract variables that must be bound to the same objects. We have there-
fore adapted the original composition algorithm by integrating a series of optimiza-
tions into it. In the following, we will show our adaptated and optimized composition
algorithm.
6.2.1 Composition Algorithm
Figure 6.1 depicts our adapted composition algorithm (x, y, and t denote vectors of
variables and terms, respectively). The algorithm takes a generic mapping MS1→S2
from model S1 to model S2 and an implication χ23 as input. The implication χ23,
which is itself a mapping, is part of a mapping MS2→S3 from S2 to model S3 and
the algorithm returns the composition of the two. Thus, given a mapping MS2→S3 ,
the composition algorithm is called for each of its implications and the composition
mapping is the conjunction of all composition results.
The algorithm replaces predicates in the antecedent of χ23, which refer to elements
in S2, with predicates of the antecedent of Σ12, which refer only to elements in S1.
The composition algorithm works basically in three steps: normalization of the in-
put mappings, composition, and construction of the final result. In the first step, we
rename the predicates in such a way that the second argument (which is always a con-
stant) becomes part of the predicate name. This lets us avoid considering the constant
arguments of a predicate when we are looking for a matching predicate. We can just
focus on the predicate name. Then, we replace each implication in Σ12 with a set of
implications which just have one predicate in the consequent. We put the normalized
implications from Σ12 with the updated predicate names into S12. For the implications
in χ23, we just need to change the predicate names, and then we insert them into S23.
The next step performs the actual composition of the mappings. In this step, we
introduced our optimizations of intermediate composition results. Integrating opti-
mizations into the composition algorithm instead of only optimizing the final result
is useful due to the exponential complexity of SO tgd composition. Some of these
changes could also be incorporated into the original composition algorithm since the
problem of repeated predicates also occurs for conventional SO tgds.
To compose two generic SO tgds we have to do the following. As long as we
have an implication in S23 with a predicate P.c(y) in the lhs that refers to S2 (l. 1),
we replace the predicate with every lhs of a matching implication from S12 (ll. 5–
8). Please note that the set of matching implications may be empty. In this case the
implication χ23 cannot be composed and the algorithm returns an empty mapping (l. 4).
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Input: A generic mappingMS1→S2 = (S1,S2, Σ12), a generic implication χ23 from S2 to
S3.
Output: A generic mappingMS1→S3 = (S1,S3, Σ13) that is the composition ofMS1→S2
and χ23.
Initialization: S12 = S23 = ∅
Normalization: Replace in Σ12 and χ23 all P (x, c, y) (or P (x, c)) where P ∈
{inst, attr, av, part, value} with P.c(x, y) (or P.c(x)); replace implications φ →
p1 ∧ . . . ∧ pn in Σ12 with φ → p1, . . . , φ → pn. Put the resulting implications into
S12 and S23.
Composition:
01 for each implication of the form χ = ψ → σ ∈ S23 where ψ contains a predicate
02 P.c(y) which refers to S2:
03 remove χ from S23
04 if there is no φ(x)→ P.c(t) ∈ S12 then return an empty mappingMS1→S3
05 for each implication φ(x)→ P.c(t) ∈ S12
06 create a copy φ(xi)→ P.c(ti) using new variable names
07 add a new implication χi = ψ → σ to S23 where
08 in χi replace P.c(y) in ψ with φi(xi)
09 let θi be the equalities in χi
10 Optimization I: extend substitution θi
11 for each variable yj ∈ y at position j and term tj,i ∈ ti
12 if yj ∈ xc (then tj,i ∈ xc as well) or there is no substitution yj = t in θi,
13 then add yj = tj,i to θi
14 else add the result of unifying t and tj,i to θi.
15 Apply Substitution:
16 for each y = t introduced in optimization I where occurs(y, t) = false
17 replace all occurences of y in χi by t.
18 Optimization II: collapse variables
19 repeat until no changes are made to χi
20 (i) collapse abstract variables based on uniqueness constraints
21 (ii) collapse concrete variables based on cardinality constraints
22 (iii) collapse abstract variables based on cardinality constraints
23 (iv) collapse abstract variables based on part predicates
24 (v) collapse concrete variables based on value predicates
25 (vi) collapse matching subexpressions
26 endfor
27 Optimization III: remove implications contained in others
28 endfor
29 Optimization IV: remove obsolete not-null conditions
Create Result: Let S23 = {χ1, . . . , χr}. Replace the predicates with their original form
(e.g. P.c(x, y) with P (x, c, y)). Then, Σ13 = ∃g(∀z1χ1 ∧ . . . ∧ ∀zrχr) with g being
the set of function symbols appearing in S23 and zi being all the variables appearing
in χi.
returnMS1→S3 = (S1,S3, Σ13)
Fig. 6.1: Algorithm Compose including optimization steps
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Thus, this mapping fragment is lost because the input mapping Σ12 does not contain
all information necessary for composition. The replacement operation is performed on
a copy of the original implication with new variable names. Moreover, we add a set of
equalities which reflect the unification of the predicates P.c(y) and P.c(ti) (ll. 9–14).
To illustrate the composition algorithm, consider the mapping MS2→S3 given in
figure 5.6. The schema S3 reverses the nesting structure of S1. Thus, now there are
student elements with nested course elements. The student elements are nested into a
root element students. Schema S3 stores student names in a single attribute instead of
first and last name as does schema S2. Furthermore, the mapping contains an equality
predicate asserting that only students of RWTH Aachen University are selected from
the source.
Mapping MS2→S3 will be composed with mapping MS1→S2 (figure 5.5). As an
example, we will replace the predicate av(ca,ccid2, ci) inMS2→S3 . It can be unified
with av(frca(ci),ccid2, ci) from the consequent of the first implication inMS1→S2 .
We add the index 1 to all variables fromMS1→S2 to assert that the variables added in
this replacement have names which are distinct from the existing variable names. The
equalities added are ca = frca(ci1) ∧ ci = ci1. Now, the predicate av(ca,ccid2, ci)
can be replaced with the antecedent of the first implication ofMS1→S2 .
av(ca,ctitle2, ctp) ∧ av(ca,uname2, un)∧
av(sa,ssid2, si) ∧ av(sa,fname2, f)∧
av(sa,lname2, l)∧
av(sca,sid2, si) ∧ av(sca,cid2, ci)∧
(un = ‘RWTH Aachen University‘)∧
part(ca,1,parentcourse1 , scha,1) ∧ part(ca,1,childcourse1 , ctpa,1)∧
av(ctpa,1,ctitle1, ct1) ∧ av(ctpa,1,uid1, ui1)∧
part(cida,1,parentcid1 , ctpa,1) ∧ part(cida,childcid1 , civa,1)∧
value(civa,1, ci1)∧
(ca = frca(ci1)) ∧ (ci = ci1)→ φ
The first five lines are the original predicates ofMS2→S3 which have not been re-
placed so far. The next four lines are the antecedent taken fromMS1→S2 with renamed
variables and the last line contains the equalities which have to be introduced to join
these two parts. φ represents the unchanged consequent of χ23.
Please note that later during the composition the predicate av(ca, uname2, un)
can be replaced by another instance of the same predicates from MS1→S2 . In this
case, the equalities added by the original composition algorithm would be (ca =
frca(ci2)) ∧ (un = uname(ui2)). However, the first optimization (Optimization
I, ll. 10–14) performs a lookup in the current substitution for the implication which
shows that ca is already equated with frca(ci1). It has the goal of deriving equalities
of concrete variables in the mapping based on equalities of abstract functions. Instead
of just adding the equality ca = frca(ci2) we now unify frca(ci1) with frca(ci2).
6.2. MAPPING COMPOSITION 127
Therefore, we can extend the substitution θi to θi[ci2 ← ci1]. This is a correct sub-
stitution, because abstract functions are Skolem functions. Consequently, for every
abstract function g it is true that g(x2) = g(x1) if and only if x2 = x1.
In definition 5.3 we defined generic mappings such that equality predicates are
allowed between concrete terms only. Despite the fact that we add the equality (ca =
frca(ci1)) to the intermediate composition result, the final source-to-target generic
mapping will satisfy the definition. This is because an equality (x = f(y)) between
abstract terms can always be removed until the end of the composition. In particular,
the equality (f(x) = f(y)) causes x and y to be equated, the equality itself is removed.
The equality (g(x) = f(y)) is invalid if g 6= f as it cannot be satisfied for Skolem
functions. Thus, the whole implication is removed. An equality (x = f(y)) that is
retained until the end of the composition, can be safely removed as the abstract terms
do not occur anywhere else because they denote elements of the intermediate schema
S2.
After replacing a predicate and extending the substitution, the algorithm removes
variables by applying the incrementally computed substitution (ll. 15–17). In the orig-
inal algorithm for SO tgd composition this step is to remove variables that were orig-
inally in χ23. However, in our case it also removes variables that can be collapsed
due to the unification in optimization I, such as substituting each occurrence of ci1
with ci2. This will produce identical predicates in the conjunction. Duplicates can
then be removed without changing the logical meaning of the formula. Please note,
that an occurs check is required (l. 16) to avoid infinite loops. This is necessary,
for instance, when computing the mapping in figure 5.4, which contains an equal-
ity e = manager(e). In the following, more optimization steps are applied to the new
implication to reduce the size of the lhs of this intermediate composition result.
Optimization II: collapse variables: The steps within this loop extend the substitu-
tion θi for each implication in the mapping based on constraints defined on the source
model S1. After each of these steps the substitution is applied to the whole implica-
tion which may allow more optimizations in subsequent steps. We now explain the
optimizations in detail using fragments of the composition result for the university
schemas as running example.
(i) Collapse abstract variables based on uniqueness constraints: During the com-
position of the mappings for the university domain, the algorithm produces the follow-
ing predicates as part of an intermediate result:
av(sta,3,sid1, si1) ∧ av(sta,3,sname1, n3)∧
av(sta,6,sid1, si1) ∧ av(sta,6,sname1, n6)
There are two abstract variables representing model elements (sta,3 and sta,6), both
of which are assigned the variable si1 for the sid1 attribute. However, the model
contains a uniqueness constraint for that attribute. Therefore, we can extend θi by
θi[sta,6 ← sta,3], and consequently, the two variables can be collapsed yielding:
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av(sta,6,sid1, si1)∧
av(sta,6,sname1, n3) ∧ av(sta,6,sname1, n6)
In general, let o and o′ be two abstract variables declared to be instance of the same
type (remember that inst predicates are implicitly given by attr and part predicates)
which has a uniqueness constraint on a set of n attributes and m association ends for
that type. Given a set of predicates that assign the same variables and values to the
respective key components of the variables o and o′ we can extend the substitution θi
to θi[o← o′].
(ii) Collapse concrete variables based on cardinality constraints:
Now there are two variables assigned to the sname1 attribute of sta,6, an instance
of StudType1. Because each student only has one name, the model contains the
information that this attribute has a maximum occurrence of one. Consequently, we
can now collapse the two variables n3 and n6 because they can be bound only to the
same value. This yields the following predicates.
av(sta,6,sid1, si1) ∧ av(sta,6,sname1, n6)
In general, given two terms as values for attribute a of object o (av(o, a, t1) ∧
av(o, a, t2)) and a maximum cardinality constraint of one for that attribute in the un-
derlying model, the optimization algorithm computes a unifier θ′ for the two terms and
extends θi to θiθ′.
(iii) Collapse abstract variables based on cardinality constraints: In the generic
metamodel, XML elements are represented as binary associations stating that the par-
ent complex type is composed of the nested complex type. To do so, we use two
association ends, one of which (the link to the parent) is a composition end. The link
to the child, on the other hand always defines a maximum participation of one, because
every instance of an XML Schema complex type can only be the value of one XML
element. For example, the composition produces the following predicates:
part(ca,1,parentcourse1 , scha,1) ∧ part(ca,1,childcourse1 , ctpa,2)∧
part(ca,2,parentcourse1 , scha,2) ∧ part(ca,2,childcourse1 , ctpa,2)
which declare the instance ctpa,2 of CourseType to participate twice as a child in the
relationship representing the XML element course1. Consequently, the two parent
elements ca,1 and ca,2 must always be bound to the same value. Again, these two
variables can be collapsed resulting in the following predicates
part(ca,2,parentcourse1 , scha,1) ∧ part(ca,2,childcourse1 , ctpa,2)∧
part(ca,2,parentcourse1 , scha,2)
Formally, let ae be an association end with a maximum participation constraint
of one, and let o and o′ be variables that are declared (explicitly or implicitly) to
6.2. MAPPING COMPOSITION 129
be instances of the corresponding association a, and let op be a variable declared
to be instance of the type t participating in the association. Given the predicates
part(a, ae, op), part(a
′, ae, op) we can extend the substitution θ by θi[a← a′].
(iv) Collapse abstract variables based on part predicates: Another intermediate
result is the following set of predicates.
part(cida,1,childcid1 , civa,2)∧
part(cida,1,childcid1 , civa,4)∧
value(civa,2, ci1) ∧ value(civa,4, ci4)
Here, cida,1 has been equated with another abstract variable yielding two defini-
tions of the childcid1 association end for the same association instance cida,1. How-
ever, there can only be one definition of each association end for a particular associa-
tion instance. Consequently, civa,2 = civa,4 which leads to
part(cida,1,childcid1 , civa,4)∧
value(civa,4, ci1) ∧ value(civa,4, ci4)
In the same way we can collapse scha,1 and scha,2 in the preceding example. In
general, given the predicates part(a, ae, o), part(a, ae, o′) where the underlying model
declares ae to be a association end, we can deduce that o = o′ and hence update θi to
θi[o← o′].
(v) Collapse concrete variables based on value predicates: Now the result of the
preceding step assigned two different variables to the same abstract object civa,4. There
can also be only one value defined for the same value variable. Therefore, we can
legally extend θi to θi[ci1 ← ci4].
(vi) Collapse matching subexpressions: This optimization step finds redundant subex-
pressions that express query conditions which are implied by other possibly less re-
strictive subexpressions. This can happen, if the same implication or an implication
with a similar antecedent are used to replace different predicates during composition.
Our current solution for this step is basically a special-purpose unification procedure.
The solution first freezes all distinguished variables so as to assert that they are not
unified. Then we consider pairs of abstract variables and predicates involving one of
the variables, and check whether the satisfaction of the one group of predicates implies
the other. In this case, the corresponding predicates can be removed. Some knowledge
about the underlying schema is used to prune the search space. The reason for using
a special purpose unification step instead of, e.g., Prolog is that in doing so we can
harness knowledge about the meaning of predicates in the search. For instance, we
do not at all consider pairs of abstract variables that are instances of different model
elements.
It is crucial that steps (i) to (vi) are performed in a loop until no more optimizations
are achieved, because collapsing variables in one step may allow to collapse more vari-
ables in a preceding step. For instance, if the variables n3 and n6 are used somewhere
130 CHAPTER 6. GENERIC MAPPING COMPOSITION
else as values of a key, then collapsing them (in step (ii)) may again allow to collapse
abstract variables based on this key constraint.
Optimization III: Remove implications contained in others: This step performs a
pairwise containment check on all implications that were produced by the composition
algorithm. Given two implications I1 = A1 → C1 and I2 = A2 → C2 the implica-
tion I1 is contained in I2 if and only if A1 → A2 and C2 → C1. That is, whenever
the antecedent of I1 is satisfied the antecedent of I2 is satisfied as well, and the con-
sequent of I2 implies also the consequent of I1. In this case the implication I1 can
be safely removed from the mapping without changing its solution. However, we do
not need to do four containment tests for a pair of implications in this step. Because
both implications are the result of replacing predicates from the same original impli-
cation χ = ψ → ϕ ∈ S23 we know that the consequent of both implications is the
same except for variable renamings due to previous optimization steps. These opti-
mizations may have equated variables in the consequent. However, if the consequents
are not equal up to variable renaming we can infer that neither subsumes the other
because they may generate different target instances from the same source instance.
Consequently, we proceed as follows. First, we freeze variables in the consequents by
substituting them with constants enumerated according to their order of occurrence.
Because the predicates are never reordered, the consequents are equivalent if and only
if their string representation is equivalent. Thus, we can replace an expensive contain-
ment test with a simple string comparison. We then apply the same substitution to the
antecedents of the implications before applying the containment test. The substitution
asserts that we do not wrongly unify distinguished variables during the containment
test. The containment test that we use for the antecedents is the test described in (Ull-
man, 1997).
Furthermore, it is particularly important that this optimization step is interleaved
with the composition algorithm. Because the set of implications produced for each
predicate replaced by the algorithm, serves as input for the next iteration, the number
of implications, which is crucial for the computational costs, grows exponentially in
the worst case depending on the numbers of predicates and implications. Keeping the
number of implications low during the composition already, speeds up the composition
procedure significantly. However, in order to speed up the containment check, the pre-
ceding steps of collapsing variables have also been interleaved with the composition,
as the costs for the containment check are also exponential and depend on the number
of predicates in a mapping.
Optimization IV: remove obsolete not-null conditions: This step prunes all predi-
cates av(o, att, v) where v appears only once and only in the antecedent and where att
has a minimum cardinality of 1. These predicates correspond to NOT NULL condi-
tions which are unnecessary due to the minimum cardinality constraint in the underly-
ing model. In the case of SQL queries such an obsolete condition will not have a big
impact on query performance. However, for XML, we can omit one path expression
to retrieve the attribute value, which can have a bigger impact on query performance.
The following theorem states that the algorithm produces actually a correct result.
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Theorem 6.1 Let MS1→S2 = (S1,S2, Σ12) and MS2→S3 = (S2,S3, Σ23) be two
generic mappings where Σ23 = {χ23}1. Then the algorithm Compose(MS1→S2 , χ23)
returns a generic mappingMS1→S3 = (S1,S3, Σ13) such thatMS1→S3 =MS1→S2 ◦MS2→S3 .
Proof The proof is based on the correctness of the composition algorithm by Fagin
et al. (2005b). In order to prove the correctness of the adapted composition algorithm
we show that our modifications do not change the meaning of the composition result
and that the result is a valid generic mapping.
The normalization renames all predicates in the two given mappings. The last
step (Create Result) reverses this renaming after composition. Using this notation we
save an extra unification step. It is easy to see that the renaming does not change the
correctness of the algorithm.
Suppose we are given a predicate P (t1, const, t2) in the consequent of an impli-
cation in Σ12 and R(x1, const′, x2) in the antecedent of an implication in Σ23. After
renaming, they become P.const(t1, t2) and R.const′(x1, x2). During composition we
replace R.const′(x1, x2) with the predicates in the antecedent of an implication with
consequent P.const(t1, t2), only if const = const′ and P = R. If we applied the com-
position algorithm directly on Σ12 and Σ23, we would always replace P (t1, const, t2)
with the predicates in the antecedent of an implication with R(x1, const, x2) as the
consequent, even if only R = P but const and const′ were not the same. However, in
the latter case, we would add const = const′ to the conjunction of predicates on the
left hand side of the result implication. The left hand side of the result implication is
always evaluated to false if const and const′ are not the same constants. Therefore,
we can safely remove all result implications where const and const′ are not the same.
Furthermore, we must show that the optimization steps do not change the meaning
of the mappings. Optimization I adapts the original algorithm such that it adds unifi-
cation between terms corresponding to abstract identifiers. According to the definition
of generic mappings (Def. 5.3), only the contents of the second argument of value
predicates correspond to values in an instance of the underlying model. These can
be terms built from constants, concrete variables and concrete functions. All other
arguments are either constants which correspond to elements of a model or terms
which correspond to abstract identifiers of instances. In the consequent such terms
are Skolem terms. Therefore, we are able to formulate the following conditions for
abstract functions f and g:
∀f∀g∀x∀y(f 6= g)→ f(x) 6= g(y)
∀x∀y(f(x) = f(y)→ x = y)
The first statement says that different abstract functions have different ranges. Us-
ing this statement, we can remove implications which contain equality predicates of
the form f(x) = g(y) in the antecedent, because they are not satisfiable. The second
1In case Σ23 contains more than one implication, we just conjoin the individual composition results.
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statement says that an abstract function is a bijection, i.e., whenever two results of an
abstract function are equal, then the inputs are equal, too. This statement is used to
reduce the number of predicates in the composed mapping. More generally, given ab-
stract functions f, g ∈ fa and an implication χi with an equality condition f(t) = g(t′)
in the antecedent, where t and t′ are terms over fc, xi,c, then we compute a unifier θ′ of
f(t) and g(t′) and add it to θi. If f and g are not the same function symbols then they
cannot be unified and the implication is not satisfiable. If the terms can be unified, ap-
plying the resulting substitution does not change the meaning of the implication since
f = g is a Skolem function.
The steps in Optimization II also do not change the semantics of the implication
since all of them harness constraints in the source model. It can be seen from the
explanations of the steps that they only introduce substitutions that are valid given
the constraints that they require. The resulting transformations of the mapping are
therefore logically equivalent transformations.
Also, the optimizations III and IV do not change the semantics. Step III is ac-
tually implemented by a check whether its modifications change the semantics of the
mapping. Optimization IV only removes query conditions which are already satisfied
for every data instance conforming to the underlying schema.
Figure 6.2 shows the final result of the composition algorithm for our example
(without inst predicates). The mapping is between the two XML Schemas with re-
versed nesting structure (i.e., from students nested into courses to courses nested into
students) which also shows the expressiveness of the mapping language, that is, its
ability to nest and regroup data in an arbitrary way.
6.3 Computational Complexity
The TIME complexity of SO tgd composition is exponential in general (Fagin et al.,
2005b). This property holds for our mappings as well. However, only composition
results that are non-exponential in size are practically useful. Therefore, in this section
we consider complexity of generic mapping composition with respect to the size of
the output mapping rather than the input. In the following, we argue that for cases
where a practically useful mapping is generated, the composition can also be done
more efficiently.
The optimization required four changes to be introduced to the original composi-
tion algorithm. In Optimization I we perform unification instead of just introducing
pairwise equalities. Unification can be done in time linear in the size of the terms.
Since this size is usually very small, this change does not produce a considerable over-
head.
In Optimization II we do a series of optimizations based on constraints defined on
the source model S. The loop is performed until no more variables can be substituted
in the implication. Since each implication contains a finite number of variables the
loop always terminates.
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∃fscha, fssa, fssta, fsa, fsta, fca, fctpa, substr, concat
(∀ca, ctpa, sa, sta, ci, ct, ui, si, sn
part(ca,parentcourse1 , scha) ∧ part(ca,childcourse1 , ctpa)∧
av(ctpa,uid1, ui) ∧ av(ctpa,ctitle1, ct)∧
part(cida,parentcid1 , ctpa) ∧ part(cida,childcid1 , civa)∧
value(civa, ci)∧
part(sa,parentstudent1 , ctpa) ∧ part(sa,childstudent1 , sta)∧
av(sta,sid1, si), av(sta,sname1, sn)∧
(uname(ui) =′ RWTH Aachen University′)→
part(fssa,parentstudents3 , fscha)∧
part(fssa,childstudents3 , fssta)∧
part(fsa(si),parentstudent3 , fssta)∧
part(fsa(si),childstudent3 , fsta(si))∧
av(fsta(si),sid3, si)∧
av(fsta(si),sname3, concat(substr(n, , 0), , substr(n, , 1)))∧
part(fca(si, ci),parentcourse3 , fsta(si))∧
part(fca(si, ci),childcourse3 , fctpa(si, ci))∧
av(fctpa(si, ci),ctitle3, ct))
Fig. 6.2: Result of composingMS1→S2 withMS2→S3
Each of the steps in the loop (i – vi) is performed by passing over the antecedent
of the implication for a constant number of times. The steps (i) to (v) in this loop
handle each predicate in constant time. Step (vi) needs time quadratic in the number
of variables. Consequently, given an implication with P predicates and V variables in
the antecedent the TIME complexity of the loop is in O(V 2 + V · P ).
The third optimization step performs pairwise containment tests between the impli-
cations. A containment test between two queries can be done in time exponential in the
size of the query. Consequently, the preceding optimization improves the performance
of the containment test by reducing the size of the antecedent of the implications. Fur-
thermore, since all inst predicates are implicit in the other predicates, it is safe to
remove all of them before composition. Optimization III performs for each pair of
implications two containment tests. This amounts to a number of containment tests
which is quadratic in the number of implications in the composition result.
This analysis did not yet consider the number of implications on which the opti-
mization is performed. In general, the number of implications produced by the compo-
sition algorithm is exponential in the size of the implications inMS2→S3 and the num-
ber of implications inMS1→S2 . Many of these implications are unnecessary because
they are implied by others in the composition result. This is an inherent problem of SO
tgd composition in general, not only in our case. Clearly, if we removed unnecessary
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implications after completing the composition instead of embedding optimization III
into the algorithm, this would be highly inefficient, because the number of contain-
ment tests is quadratic in the exponential number of implications. However, as we will
see in the evaluation, optimization III reduces significantly the number of implications
and, in doing so, reduces the number of optimizations necessary after replacing the
next predicate. Thus, it is crucial to integrate the optimization into the composition
algorithm itself in order to keep the number of implications low already during com-
position. In fact, this is even more important with the prospect of exponential space
requirements.
Thus, the number of optimizations that must be performed is polynomial in the
exponential number of implications in the intermediate results. However, if we as-
sume that the number of implications in intermediate results of the optimized algo-
rithm never exceeds Imax for a given composition task, we can at least formulate an
upper bound for how often the optimizations must be done depending on the size of
the intermediate results.
In our experiments the intermediate results of composition never contained consid-
erably more implications than the final composition results. Actually, the only cases
where the introduction of new implications reduced the number of implications after
containment tests was in the first few composition steps. In later steps predicates were
usually replaced by antecedents of implications that were already contained in the an-
tecedent. Each such replacement however adds conditions to the antecedent of the
implication. In this case, the optimization can merge variables and, in doing so, make
implications redundant. During composition, the number of implications in interme-
diate results always quickly converged to the number of implications in the final result
and in no case exceeded it by more than two. Therefore, our experiments strongly
suggest the assumption that the maximal number of implications in the intermediate
results (Imax) is in the order of magnitude of the number of implications in the final
result I13. Because a practically useful composition result should not contain a number
of implications that is exponential in the size of the input, Imax should not be too large
if a useful mapping is possible at all. In such cases the optimizations considerably im-
prove the performance and quality of the result which is confirmed by our experiments.
Therefore, it makes sense to use Imax to asses the computational costs.
Let P23 be the number of predicates in the lhs of an implication χ inMS2→S3 that
is to be composed. Let I12 and I13 be the number of implications inMS1→S2 and in
the final optimized composition resultMS1→S3 , respectively.
In each composition step, a single predicate is replaced in one implication of the
intermediate composition result. Because each predicate must be replaced in each
implication, this amounts to at most P23 · Imax composition steps.
Each replacement of a predicate yields a maximum of I12 new implications. Con-
sequently, the intermediate composition result after this replacement contains at most
I12+ Imax implications. However, the result of optimization III again contains at most
Imax implications.
Optimization II needs only be done on the I12 new implications, but the predicate
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must be replaced in each of the Imax implications in the intermediate result. Thus,
optimization II is performed at most P23 ·I12 ·Imax times during the whole composition
process.
In each iteration of the composition, step III must be performed for each pair of
the new I12 implications and for each combination of the old and the new implications.
Consequently, the test for containment of implications is done in total at most P23 ·
Imax · (I12 · I13 + (I212 − I12)/2) times.
The next optimization (IV) is performed only on the I13 implications in the final
result (after replacing all lhs predicates in the original Σ23 implication). Consequently,
during the whole process of composing χ, these steps must be done at most I13 times.
Optimization IV has TIME complexity linear in the size of the result mapping. It
checks for each concrete variable whether it is distinguished or occurs more than once
(e.g., in a join). If this is not the case, the corresponding predicates can be removed if
a minimum cardinality greater than 0 is defined in the underlying model.
6.4 Evaluation of Optimized Composition
We have performed a number of experiments to assess the efficiency of composition
with and without the described optimization steps. The following figures show the
results of evaluation. The evaluation examples included the university example of this
chapter, the conferences example from (Kensche et al., 2007b), the examples from (Fa-
gin et al., 2005b), and some examples from the THALIA test harness (Hammer et al.,
2005). These examples were augmented by composition tasks between generated, ar-
tificial models. In total we used 26 composition tasks, 14 of these were artifical tasks.
Please note that these test cases were designed such that they consititute increasingly
hard composition cases so as to explore the worst case behavior of our algorithm. All
tests were run on a Windows XP machine with a Pentium M processor with 1.86GHz
CPU and 850MB heap space. The implementation has been mainly done in Java; the
containment test for conjunctive queries has been implemented in Prolog (using SWI-
Prolog 5.6).
Different features of the input mappings influence the time performance and the
quality of the result of composition. The figures show measurements depending on the
number of implications in mappingMS1→S2 , the average number of predicates in the
antecedent of mapping MS2→S3 and the average number of predicates in the conse-
quent of mappingMS1→S2 . The labels of the x-axis in the diagrams in figures 6.3 and
6.4 show these values in the format “task no.: number of implications in MS1→S2 /
average number of predicates in the antecedent ofMS2→S3 / average number of predi-
cates in the consequent ofMS1→S2 .” The artificial composition tasks were designed to
have increasing composition costs, i.e., they had increasing values for the mentioned
features.
The first diagram (figure 6.3) displays the computation time of the composition
tasks in milliseconds. For smaller composition tasks the non-optimized algorithm is
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Fig. 6.3: Computation time of the composition algorithm
slightly faster than the optimized algorithm. This is not surprising as the optimization,
of course, requires some overhead for each predicate replaced by the composition algo-
rithm. However, as the complexity of the input mappings increases, the non-optimized
algorithm is outperformed by the optimized version by a factor of 2 to 20 (please note
the logarithmic scale (cf. the conferences example (task 21) and the artificial exam-
ples (tasks 20 and 22)). For larger examples with 10 or more implications matching
a predicate (tasks 23 to 26), the non-optimized version of the composition algorithm
did not terminate due to an out-of-memory exception. For task 23 the non-optimized
algorithm stopped after more than 3 minutes without being able to provide a result at
all.
The reason why the optimized algorithm outperforms the non-optimized version
for more complex composition tasks, can be seen in the next diagram (figure 6.4)
which shows the number of implications in the composition mapping depending on
the properties of the input mappings. Here, it can be seen that, with increasing num-
bers of implications in mappingMS1→S2 and increasing numbers of predicates in the
mappings, the number of generated implications increases dramatically for the non-
optimized case. This is because the optimization algorithm generates a new implica-
tion for each possible replacement of a predicate in the antecedent ofMS2→S3 . For the
conferences example, the result contains 972 implications in the non-optimized case
and only one implication in the optimized case. For the artificial composition task 22,
the non-optimized composition mapping contains even 9216 implications as opposed
to 24 implications in the optimized case. The number of implications is crucial as a
high number of implications as an intermediate result also produces a higher number
of implications after the next predicate replacement. Thus, including the optimization
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Fig. 6.4: Number of implications in the composition mapping
into the composition algorithm improves the computation time by keeping the number
of implications low already during the composition. Furthermore, although a mapping
with thousands of implications may be logically correct, it is practically unusable.
Thus, the optimization procedure is not only needed to improve the computation time
of more complex composition tasks, but also for the generation of efficient queries for
mapping execution.
Similarly, the number of predicates per implication in the composition mapping
influences the practical usability of the mapping. Figure 6.5 depicts this metric. It can
be seen that the optimization steps performed in the loop of the algorithm significantly
reduce the number of predicates in the composition result. The number of predicates in
the antecedent of the composition mapping is influenced by the number of predicates
in the antecedent of implications inMS2→S3 and the number of predicates in the left-
hand side of MS1→S2 (which is not shown in the diagram). Furthermore, a reduced
number of predicates in the implications, of course, also improves the performance of
the containment test.
6.5 Summary
In this chapter we presented our adapted composition algorithm for generic schema
mappings. Because our generic mapping language maintains the features of the under-
lying SO tgds, it is closed under composition. This is a central requirement in model
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Fig. 6.5: Average number of predicates on the lhs of the composition mapping
management scenarios. We have shown an adapted composition algorithm which in-
cludes several optimization steps to deal with exponential complexity of the compo-
sition algorithm. The optimized composition algorithm does not only outperform the
non-optimized version in terms of time, but also produces better mappings as redun-
dant predicates and implications are removed. This enables the generation of efficient
executable queries. Some of these optimizations, like the removal of redundant im-
plications during composition, can be applied to relational mapping composition as
well.
In summary, unlike nested mappings, our mappings are closed under composition
while, unlike the grouping behavior in (Yu & Popa, 2005), we do not require to use
all available values for grouping. Our work is the only to address the problem of
composing mappings in a generic language that has powerful grouping capabilities
which can be used not only for nested models but also even for object-oriented models.
The evaluation of our mapping language showed that both mapping execution, and
mapping composition, yield the desired results with a reasonable time performance.
Schema mappings are useful for data integration and data exchange systems, but
there have been so far only few works on optimization of schema mappings. Optimiza-
tion of generic schema mappings that goes beyond the special case of composition
may be interesting future work. Fagin et al. (2008) studied the theoretical properties
of schema mapping optimization. A prerequisite for schema mapping optimization
is to study equivalence of schema mappings. The authors introduced three different
notions of mapping equivalence: logical equivalence, data-exchange equivalence, and
conjunctive-query equivalence. Data-exchange and conjunctive-query equivalence are
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introduced as two relaxed notions of equivalence. Data-exchange equivalence means
that two mappings are considered equivalent if they have the same set of universal
solutions (Fagin et al., 2005a) for all possible source instances. Two mappings are
conjunctive-query equivalent if the certain answers for all conjunctive queries and
for all possible source instances are identical. Whereas for source-to-target tgds,
these notions are equivalent, they are distinct for SO tgds: logical equivalence implies
data-exchange equivalence, and data-exchange equivalence implies conjunctive-query
equivalence. As our approach is based only on logical equivalence, the extension of
our optimization to the other notions of equivalence could also be interesting future
work. However, it is still not clear how to test the more relaxed notions of mapping
equivalence efficiently, or how to generate an equivalent mapping with respect to these
equivalence definitions.
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Chapter 7
GeRoMeSuite: A Holistic Generic
Model Management Tool
Apart from studying model management tasks in an isolated fashion, a holistic frame-
work for performing the operations is required that supports end-to-end model manip-
ulation as the various models and mappings depend on each other. Our tool GeRoMe-
Suite (Kensche et al., 2007b) is a software framework for such model manipulations
and integrates the formalisms for models and mappings presented in this work. The
tool is a framework as it allows for fast and easy integration of new model management
operators.
Eventually, model management tasks, that is, the manipulation of different schemas
of intersecting domains and mappings in between, is always related to data exchange,
query rewriting, schema integration, or other kinds of data integration. Therefore, it
has been recognized that rich expressive schema mappings are the key to enabling
model management (Bernstein & Melnik, 2007). GeRoMeSuite currently supports
three different types of schema mappings. Informal morphisms are the result of the
Match operator (cf. chapter 4). These mappings are pairs of elements from two models
annotated with similarity values. Such morphisms usually form the basis for defining
formal intensional or extensional mappings. Intensional mappings describe the rela-
tionships between the real world sets represented by model elements using statements
about equality, disjointness or subset relationships. These mappings can be used for
schema merging (Quix et al., 2007a). On the other hand, extensional mappings are
pairs of queries that can actually be executed for data and query translation (cf. chap-
ter 5). Our generic mappings are extensional mappings that can be composed by the
Compose operator (Kensche et al., 2009; Fagin et al., 2005b) (cf. chapter 6).
As part of the toolkit we have developed editors for the various forms of mappings.
In the morphism editor models are visualized as trees where the mapping can be de-
fined by connecting elements of the trees. However, such a visualization of models
and mappings has limited expressivity (it roughly corresponds to the path morphisms
and tree schemas used in Rondo (Melnik et al., 2003)) as not every model can be easily
visualized as a tree. Even an XML schema can break up the tree structure by having
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references between complex types. To overcome the problem of limited expressivity
of trees, we provide multiple views on a model as a tree. These views are defined by
the traversals that can be used as arguments to matcher components (cf. chapter 4).
As we will see, the editor for generic mappings displays mappings as pairs of queries
where lines denote joint occurrences of terms. Additionally, GeRoMeSuite contains an
editor for intensional mappings that can take a morphism as input to produce an initial
intensional mapping.
We integrated into GeRoMeSuite our generic version of the Match operator (Ken-
sche et al., 2007b; Quix et al., 2007b) for computing correspondences between model
elements (cf. chapter 4). The correspondences computed by Match can serve as the
starting point for defining intensional mappings between models (Quix et al., 2007a).
Moreover, GeRoMeSuite includes our optimized Compose operator and the data ex-
change component presented in chapter 5. Furthermore, the mappings can be used
to rewrite queries using the composition algorithm or an adapted generic version of
the MiniCon algorithm (Pottinger & Halevy, 2001) for answering queries using views.
The tool also includes a version of the ModelGen (Kensche & Quix, 2007) operator
that can be used to transform models between native metamodels. The most popular
example of such a transformation is the well known ER-to-relational mapping.
Operator configurations are nested property definitions which can be used by model
management operators that allow customization. In particular, our Match operator uses
operator configurations for free composition of matchers and matcher components to
new composite matchers (Kensche et al., 2007b). Configurations are created through
the user interface and stored uniformly no matter what operators they configure. Every
configurable operator is required to provide a default configuration that is a prototype
for the definition of new configurations.
7.1 Comparison to other Model Management Tools
There exist many tools specialized on individual model management tasks. For in-
stance, some tools such as Chameleon (Torlone & Atzeni, 2003), MIDST (Atzeni et al.,
2006, 2008), or the work by Bernstein et al. (2005) and Mork et al. (2007) deal exclu-
sively with ModelGen, that is, the transformation of schemas between metamodels.
Perhaps the most diverse set of approaches exists for schema matching and the
special case of ontology alignment (see chapter 4 for a comprehensive list of current
approaches). Many of the existing schema matching approaches, such as Cupid (Mad-
havan et al., 2001) are also restricted to a single algorithm. COMA++ (Aumueller
et al., 2005) and Protoplasm (Bernstein et al., 2004) are comparable in flexibility of
matcher combination to GeRoMeSuite. However, these tools only compute informal
morphisms. They offer no support for formal executable mappings which is the main
challenge recognized in Model Management 2.0 (Bernstein & Melnik, 2007).
The Clio tool, developed by IBM Research, also provides some basic support for
schema matching (Haas et al., 2005). Clio focuses on support for executable schema
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mappings. Most notably, the Clio tool was one of the first to provide algorithms for the
automatic transition from correspondences, i.e., morphisms, to executable mappings
(Miller et al., 2000; Popa et al., 2002). Clio supports what the authors of (Fuxman
et al., 2006) term basic mappings as well as the nested mappings mentioned before.
Basic mappings are flat tuple-generating dependencies whereas nested mappings add
grouping by Skolem functions. Thus, the latter support mappings between nested mod-
els such as XML schemata. However, as is emphasized in (Fuxman et al., 2006), it is
unknown whether the nested mappings supported by Clio are closed under composi-
tion.
In addition to the genericness provided by GeRoMe, and unlike most other model
management systems, our tool supports holistic model management. That is, it is not
limited by nature to certain modeling languages (Herna´ndez et al., 2001; Melnik et al.,
2003) nor to certain model management operators (Atzeni et al., 2006; Aumueller
et al., 2005) such as Match. Instead, it provides appropriate hooks for storing and
accessing the objects manipulated by model management operators. Models, different
kinds of mappings, and operator configurations are managed in a central repository,
the workspace. New model management operators that use GeRoMe as their model
representation can be integrated into the tool.
GeRoMeSuite is the only tool that offers such comprehensive support of model
management tasks. The only other tool that provides holistic support of model man-
agement is Rondo. Unfortunately, many operators in Rondo offer only very basic
support. As was explained before, the Compose operation in Rondo is reduced to a
mere join between two binary relations representing morphisms (Melnik et al., 2003).
Rondo is a prototype for the first generation of model management tools, that is, it
supports the original vision of model management (Bernstein et al., 2000). GeRoMe-
Suite, in contrast, is a toolsuite for Model Management 2.0 (Bernstein & Melnik, 2007)
that supports generic yet rich and executable mappings and related generic operations.
The generic mappings managed by our tool not only allow for grouping, nesting, and,
hence, restructuring of data. Furthermore, there is no holistic model management tool
beside GeRoMeSuite which is able to compose generic second-order tuple-generating
dependencies, which are closed under composition. Moreover, GeRoMeSuite contains
editors for all kinds of mappings that it manages.
7.2 System Components and Architecture
This section describes our tool in general and dwells on the operators that have been
integrated into the tool.
By using the generic role based metamodel GeRoMe (cf. chapter 3), operator
implementations are indifferent to the native underlying metamodel such as XML
Schema or OWL and are only interested in the roles exhibited by the manipulated
model elements. Therefore, the operators can be used polymorphically regardless of
the concrete metamodels. In addition, operators may focus only on roles relevant for
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their execution and may remain agnostic about other roles of a model element.
Hence, a first step in working with GeRoMeSuite is the translation of models rep-
resented in a concrete modeling language into the generic GeRoMe representation.
Therefore, GeRoMeSuite provides several import and export operators (currently for
SQL, XML Schema, OWL, and Java models) (Kensche & Quix, 2007). As the import
and export operators are implemented declaratively using a rule-based approach (cf.
section 3.7), a new metamodel can be integrated by specifying equivalence rules ex-
pressing the relationships between a concrete modeling language and GeRoMe. The
use of equivalence rules guarantees a consistent implementation of the import and
export operators. The rules are evaluated using a meta-program implemented in SWI-
Prolog1 which is also used for other reasoning tasks such as the containment tests
during mapping composition. All other functionality of GeRoMeSuite has been imple-
mented in Java using SWT for the user interface and various libraries for its functional-
ities. For instance, XML schemata are created using Castor2 and the Eclipse Modeling
Framework3 is used for the representation of intensional mappings.
After importing schemas into the generic metamodel, they are made available in
the workspace which also provides access to all other kinds of objects managed by
GeRoMeSuite.
7.2.1 The workspace
Operators and applications using GeRoMe as a generic model representation need not
deal with low level operations such as loading and saving of models and mappings. All
objects that need to be manipulated and basic operations for such objects are provided
by the workspace. Consequently, this workspace is also used by GeRoMeSuite which
provides a view on it as a directory structure divided into the three categories models,
mappings, and configurations. Upon startup of a GeRoMe based application such as
GeRoMeSuite or our PDMS prototype, the workspace is initialized by registering a
series of file extensions and then scanning a directory for available files. Figure 7.1
shows how our file format for generic SO-tgds is registered with the workspace.
01 ws.addFileExtension("sotgd",
02 new ItemWrapper<ExtensionalMapping>(
03 ExtensionalMapping.class,
04 new OpenExtensionalMappingEditorAction(),
05 new ReadExtensionalMappingAction(),
06 new SaveExtensionalMappingAction(),
07 new RegisterSotgdListenersAction()));
Fig. 7.1: Registering an object type with the workspace
1http://www.swi-prolog.org
2http://www.castor.org
3http://www.eclipse.org/emf/
7.2. SYSTEM COMPONENTS AND ARCHITECTURE 145
A prototype ItemWrapper is registered with the file extension sotgd (l. 01).
The prototype is parameterized with a series of strategy objects for common actions.
The wrapper class uses these strategies to read (l. 05) and save (l. 06) the object, to open
an editor for the object (l. 04), and to register listeners with the object (l. 07). While
the strategy for reading objects is mandatory, the others are optional. The workspace
will then scan a prespecified root directory for registered file extensions. A wrapper
object is created as a copy of the registered prototype for each discovered file. The
wrapper is made available through the API by using the relative path to the file as an
identifier. Thus, for instance, a generic SO-tgd mapping is accessed by GeRoMeSuite
by just calling one method on the workspace to fetch the wrapper and calling another
method for parsing the mapping file. Consequently, all necessary objects are available
to operators through the workspace repository.
7.2.2 Morphisms and Schema Matching
A wide range of schema and ontology matching tools already exist, such as COMA++
(Aumueller et al., 2005) or Protoplasm (Bernstein et al., 2004). In a survey on schema
matching by Rahm & Bernstein (2001), existing approaches have been classified into
somewhat orthogonal categories. One of the important dimensions that has been ex-
ploited already by the two mentioned tools is the combination of individual matchers
to new composite matchers.
The Match implementation, that we integrated into GeRoMeSuite, also allows for
definition of composite matchers. We provide high flexibility for matcher combination:
element level matchers, structure level matchers, morphism filters, and aggregation
strategies for combining match results can be assigned to subsequent steps. Further-
more, it is possible to define new composite matchers that can serve again as building
blocks for other more complex composite matchers. A comparable level of flexibility
is only offered by protoplasm which, on the other hand does not use a generic meta-
model. The details about our matching component are explained in chapter 4.
Figure 7.2 shows an example of how to configure a matcher using the aforemen-
tioned components. An arbitrary number of matcher components can be chosen from
the set of all matchers already defined by the user and the predefined matchers. In
the same way, filter and aggregation steps are added to the matcher. Each component
has a result morphism and one or more input morphisms. Furthermore, each matching
component may provide a GUI class that fills a configuration window with its own
controls for specification of its parameters. For all matcher components, the user in-
terface definition requires filling a panel with controls and adding event listeners that
update parameter values in the configuration object. This panel is then available in var-
ious stages of the process. For instance, a filter can be used for filter steps of a matcher
and for filtering a morphism currently displayed in the editor. New matcher steps can
be easily added, named and configured. After storing the new match configuration in
the workspace, it can be used as a default component configuration in a new matcher
configuration. When executing the Match operator, an existing matcher configuration
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Fig. 7.2: Creating a matcher configuration
is chosen and can be adapted in a dialog that contains all the parameters exposed by
its components in distinct panels.
The Morphism Editor
Like in other matching tools, the result of Match is a set of confidence measures that
assess the similarity of the respective model elements informally. Like any schema
matching system, the matching component of GeRoMeSuite, of course, also provides
a graphical editor for manual correction of the result morphism.
Figure 7.3 displays the view of a morphism as it is shown after executing a matcher
or loading an existing mapping. Both models are shown as tree views. The traversal
strategy (cf. chapter 4) to be used for the tree view can be chosen from a drop-down
box.
The morphism itself is shown as a set of lines between the elements of the two
models in the center of the view. As in other matching systems different color shades
are used to distinguish different degrees of similarity. Links adjacent to selected model
elements are highlighted in another color. Furthermore, the link(s) with the maximum
similarity originating from the selected element is (are) distinguished. To further im-
prove the usability of the system, the user can mask all links that are not adjacent to
the currently selected element.
Using a non-modal filtering dialog, all available filters can be adjusted to filter the
currently selected morphism. The filters can be freely narrowed and relaxed until a
satisfactory result is found before the user starts to manually fine-tune the morphism.
Furthermore, the morphism editor allows to compute a histogram of the morphism
that visualizes the distribution of confidence values and some other statistics such as
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Fig. 7.3: Viewing and tweaking a morphism
minimal, maximal, and average numbers of links per model element. Using this his-
togram, filter configurations can be conveniently explored. In a current project we
explore ways to exploit such statistical information for automatic matcher configura-
tion.
7.2.3 Intensional Mappings and Schema Merging
An informal morphism, that is the result of schema matching, can be used as input
for the intensional mapping editor that produces a formal mapping which can be used
for merging models. Our intensional mappings (Quix et al., 2007a) are nested map-
pings that contain correspondence assertions such as equality, subset or disjointness
relationships. Figure 7.4 shows the intensional mapping editor. Our Merge operator is
based on a well-defined theoretical foundation (Quix et al., 2007a) that defines the in-
tensional mappings as set relationships between the real world semantics (RWS) of the
corresponding model elements. The RWS is used to formally characterize the merged
model which can be described in brief as the duplicate-free least upper bound which
retains the granularity of the input models.
As the result of Merge also depends on the application scenario, such as database
or view integration, preferences have to be set here as well. In the first step of our
merging algorithm (Quix et al., 2007a) elements equally related in the mapping are
grouped. Such groups of equivalent elements are collapsed into one element. Conflicts
arising in this step must then be resolved. Subsequent steps similarly deal with other
mapping relationships such as IsA or Overlapping. Conflicts are resolved according
to configurable strategies. These may be automatic resolution strategies which use the
semantic information given in the model and the mapping, or some simpler predefined
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Fig. 7.4: Defining intensional mappings and configuring Merge
default strategies such as always preferring the representation chosen in one of the two
input models. The final fallback for conflict handling asks the user for manual conflict
resolution.
The result of merging is a valid GeRoMe model. However, it need not be a valid
model according to some certain native metamodel. For instance, when merging an
XML Schema with a relational schema, the result is most likely not a valid relational
schema. Thus, the merge result has to be transformed to the target metamodel using
the ModelGen operator before it can be exported.
7.2.4 Support for Generic Mappings
For the generic mappings of chapter 5 GeRoMeSuite provides a tabbed editor that
contains both, a textual and a visual representation of the mapping. Furthermore, we
integrated into GeRoMeSuite our optimized Compose operator for generic mappings
between GeRoMe models (cf. chapter 5).
The textual editor displays the mapping in the format in which it is saved (figure
7.5). This format is very close to the formal notation of our mappings. However,
the mapping file contains some additional metadata such as references to the models
mapped, definitions of function implementations, and sets of abbreviations that are
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used in the implications instead of the model element identifiers that were generated
during schema import.
Furthermore, GeRoMeSuite implements the export functionality that produces que-
ries and updates from a generic mapping and executes them to migrate data between
combinations of relational and XML schemas (Kensche et al., 2007c, 2009). The
textual editor contains two tabs to display queries and updates generated from the
mapping. The user selects the query or update language, and hence the generator, from
a drop down list and is then presented a set of queries and update templates generated
from the antecedents and consequents of the implications in the mapping.
Fig. 7.5: Extensional mapping editor
The screenshot shows the result of composing the conferences example that was
used in (Kensche et al., 2007b). In the left hand tab there are SQL queries which se-
lect values for distinguished variables from the database depending on the join and
selection criteria specified by the mapping implication’s antecedent. The right hand
tab shows XML documents without concrete values because at the time this preview
is generated the queries have not yet been executed. Thus, concrete values are not
available. The tab serves the purpose to show the user the structure of XML (or other
mapping targets) that is generated by the query. As was demonstrated in (Kensche
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et al., 2007b) and explained in chapter 5 GeRoMeSuite also allows to execute the gen-
erated statements to migrate data between two heterogeneous sources.
Users need not define generic mappings using the textual notation as defined in
chapter 5. Rather, GeRoMeSuite contains a convenient graphical editor for generic
mappings depicted in figure 7.6.
Fig. 7.6: Visual editor for generic extensional mappings
Appropriate visual representation of mappings is an active research area (Robert-
son et al., 2005). A mapping editor must maintain readability of highly complex map-
pings. Thus, graphically visualizing and editing formal generic mappings poses some
new problems. To begin with, a visual editor for our mappings must be capable to dis-
tinguish between different implications within one mapping. This is done in GeRoMe-
Suite by allowing the user to browse through the implications and always showing the
visualization of only one implication (1). Each implication is visualized as a pair of
trees denoting the implication’s antecedent (2) and consequent (3) on the left or right
hand side, respectively. While in the formal study of schema mappings we usually
consider only one source and one target model, in practice there may be multiple such
models referenced by the implications in a mapping. Our schema mappings allow to
define any number of source and target models. A namespace must be defined for ev-
ery such model. In the example, the model elements in the figure are prepended the
prefix src:: or tgt:: to denote the single source and target models.
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Instead of showing the predicates of the textual mapping notation, the visual ed-
itor displays each occurrence of a term as a node in a tree where the predicates in-
duce the structure of the tree. Abstract variables in the antecedent (e.g., O 2 (4))
and abstract function terms in the consequent (e.g., aoid paperInst(PTitle)
(5)) denote instances of types that have properties, such as the conference table
(src::sql conference) or the XML Schema complex type paperType. Hence,
such terms are depicted by inner nodes in the tree. Concrete terms, such as PTitle
(6), are always visualized as leaf nodes in the antecedent and consequent trees. Cooc-
currences of the same term in the antecedent define join conditions and are depicted by
solid lines connecting the respective term occurrences (7). Similarly to the visualiza-
tion of morphisms, occurrences of concrete variables in the consequent are connected
with lines to their occurrences in the antecedent (8). Effectively, an implication in a
generic mapping is visualized as a pair of graphs that represent its antecedent and con-
sequent. However, occurrences in abstract terms are shown as dotted lines (to visualize
usage of variables for grouping).
Editing of implications is guided by the underlying GeRoMe models. Available
properties of an object denoted by an inner node are offered by a context menu. A
term editor allows to reuse constants, variables, and functions and to define new terms.
Function terms are assigned implementations from a library of available functions,
e.g., for string tokenization (9). Comparison predicates can be defined between exist-
ing terms. However, they are not visualized in the tree but listed in a table (10).
Multiple implications in the same mapping may vary only in details, e.g., by us-
ing different selection predicates. Hence, the editor allows to duplicate the currently
displayed implication so as to edit only the varying aspects of an implication (11).
Furthermore, the editor provides the functionality to validate a mapping against the
formal definition of our generic mapping language (12). The validation exposes errors
in mappings such as inconsistent usage of terms as abstract and concrete terms, occur-
rence of abstract variables in the consequent, or unsafe variables in the consequent, by
issueing detailed error messages.
Mapping Composition and Query Rewriting
A tuple-generating dependency is basically a pair of queries connected by cooccur-
rences of variables in the antecedent and consequent. Consequently, we can also use
our generic mapping language as a generic query language. This functionality has
been used to develop a peer data management system (PDMS) that is agnostic about
the modeling languages used by peers as well as a data access solution similar to an
object-relational mapping framework (cf. chapter 8).
For both applications it is required to use techniques for rewriting queries be-
tween heterogeneous schemas. We developed such techniques and integrated them
into GeRoMeSuite. Our mapping composition algorithm is one of these techniques.
Recall that the Compose operator accepts two mappingsMS1→S2 = (S1,S2, Σ) and
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MS2→S3 = (S2,S3, Σ) and computes a new mapping MS1→S3 = (S1,S3, Σ). As-
sume, instead of MS2→S3 we are given a query Q2 against S2, that is, basically the
antecedent of a mapping. The Compose operator can now be used withMS1→S2 and
the query Q2 to produce a rewriting Q1.
Additionally, to our Compose solution, GeRoMeSuite includes a general purpose
query rewriting algorithm that is a combination of Compose and an adapted generic
version of the MiniCon algorithm (Pottinger & Halevy, 2001) for answering queries
using views. In the next chapter, we will present a peer data management system based
on these solutions. A user interface for sending queries to a peer has been integrated
into GeRoMeSuite (cf. figure 7.7). The user is guided while formulating a query in a
SQL-like notation that allows path expressions. This easily readable query language is
very similar to the queries used in the Clio system.
Fig. 7.7: Query interface for our PDMS prototype
7.3 Additional Functionality
GeRoMeSuite supports additional functionality that has not been described in detail in
this work. This section will shortly mention some of these functions.
Mapping Generation
Informal morphisms serve as a starting point for defining the formal executable map-
pings required for enabling Model Management 2.0 applications. Hence, a complete
model management application must provide a means for semi-automatic transition
from morphisms to executable mappings. We integrated into GeRoMeSuite an adapted
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version of the mapping generation algorithm by Popa et al. (2002). Given a morphism
between two models, a set of implications is automatically generated. The result is at
once displayed in the visual editor for extensional mappings.
Enumeration of Configurations
Our framework contains a component which enumerates configurations given a speci-
fication of a search space. Given a setup of the different dimensions of configurations
that shall be varied, the component enumerates all possible variations. The config-
uration enumerator is implemented according to the Composite design pattern. That
is, each enumerator can itself be used as a dimension for another enumerator. The
enumerator component is useful when new matcher components are to be assessed as
to which parameters promise best results or to find out which other components they
cooperate well with.
Evaluation of Matchers
Given a reference morphism, GeRoMeSuite can compute the usual performance met-
rics like precision, recall, overall, and f-measure with different α values. The evalua-
tion results are stored in a text file that can be analyzed in a spreadsheet.
Ranking of Mappings
We included into GeRoMeSuite a component that takes as input a list of mappings and
ranks them if there is no reference mapping given. The idea of our solution is to spec-
ify a number of features of mappings and implications that allow to draw conclusions
about the quality of the mapping. An example of such a feature is the overlapping
of join paths between the antecedents of two implications. The intuition is that the
more the antecedents of implications in a mapping overlap, the more they are related
to each other which is considered beneficial. Another feature is the number of joins in
an implication. The more joins between different types are contained in an implica-
tion, the least preferable is the implication. The different features are then combined
by a ranking function that weights the features. An initial evaluation of our solution
showed good results in choosing the best generic schema mappings out of a number of
alternatives.
ModelGen: Transformation of Models
GeRoMeSuite contains a solution approach to the ModelGen model management op-
erator that transforms models between different modeling languages. Given a schema
such as an XML Schema imported into GeRoMe, our ModelGen solution generates a
new GeRoMe model conforming to another metamodel. This new model can then be
exported, e.g., as a relational schema. Our solution is based on declarative rules similar
to the import and export rules defined for import and export of models. Moreover, this
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component generates a trace of the model transformations that were applied in terms of
which rule caused deletion and adding of which model elements. However, we do not
simultaneously generate a generic schema mapping between the two schema versions.
7.4 Summary
With GeRoMeSuite we provide a holistic toolkit for truly generic model management.
The tool includes metamodel-independent solutions for schema matching and ontol-
ogy alignment (Match), schema integration (Merge), composition of executable map-
pings (Compose), and transformation of models between native modeling languages
(ModelGen). The tool provides editors for all supported mapping types, techniques
for translating informal morphisms to formal mappings, and different algorithms for
rewriting of generic queries. Furthermore, our generic queries can be edited in a visual
editor and issued to any peer in a PDMS. Thus, GeRoMeSuite also serves as a query
interface to a generic PDMS prototype.
GeRoMeSuite is easily extensible by providing a workspace for accessing all dif-
ferent types of objects that need to be manipulated. A rich API for schema and map-
ping manipulation is used by the various model management operator implementa-
tions. All functionality integrated into GeRoMeSuite is based on the generic meta-
model GeRoMe and is agnostic about the native data models used. To the best of our
knowledge GeRoMeSuite is the only tool that provides such a comprehensive support
for model management tasks.
Chapter 8
Applications
In chapter 5 we have presented a metamodel-independent schema mapping language
that is closed under composition. We have already shown how our mappings have
been used for realizing a data exchange component that can efficiently translate data
between schemas in different native modeling languages. In this chapter we will apply
our novel mapping language to develop two solutions for query answering. That is,
we now show that our generic mapping language allows for query rewriting between
different schemas, after we have shown in chapter 5 a data exchange scenario which
involves materialization of a target instance generated from a source instance (a uni-
versal solution). Our application scenarios are a heterogeneous distributed query me-
diation infrastructure and an object-relational mapping component, that allows posing
queries against a Java object model that are rewritten to queries against an underlying
(relational) database.
Before presenting our query mediation system in section 8.3 and the object-oriented
data access component in section 8.4, we will first introduce some related work on
query rewriting (section 8.1) and define the query language used by our solutions
(section 8.2). As we will see, the query language is closely related to the employed
mapping language, which is in our case generic schema mappings. Finally, we will
summarize our results and point out possible directions for future research.
8.1 Background on Query Rewriting
Query answering is the problem of answering a query against a (target) schema given
a schema mapping from a source schema to the target schema and an instance I of the
source schema. In query answering we are interested in the certain answers to a given
query, that is, the answers that are consistent with all solutions to the source instance
and the mapping from the source to the target schema. We usually consider conjunctive
queries and variations thereof. Conjunctive queries (CQs) are of the form Q(x) :
−φ(x,y) where φ is a conjunction of relational atoms. In terms of expressive power,
CQs are equal to queries in relational algebra composed of selection, projection, and
join operations. Therefore, CQs are also called select-project-join queries or just SPJ
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queries. This class already entails a large fraction of the practically important queries.
We can compute the certain answers to a union of conjunctive queries against the target
schema by materializing a universal solution to the source instance and evaluating the
query against this universal solution (Fagin et al., 2005a; ten Cate & Kolaitis, 2010).
However, in virtual data integration, we want to use the schema mapping to reformulate
the original query to a new query against the data source that gives us the certain
answers, a process called query rewriting (ten Cate & Kolaitis, 2010).
Beside the query language, query rewriting algorithms depend on the mapping
language used. Recall that GAV mappings are of the form g  qS where g is a
single atom from the global schema and qS is a query against the source schema. For
example a GAV mapping given as a s-t tgd is of the form ∀x(φ(x)→ r(x′)) where φ is
a conjunction over relations in a source schema, x′ is a subset of x, and r is a relational
atom over the global schema. Intuitively, GAV mappings express each element of the
global schema as a view on the local schemas. Moreover, we can distinguish between
sound, complete, and exact views, depending on whether the extension of the query
against the source is a subset, a superset, or the same as the extension of the global
schema (Lenzerini, 2002). If no constraints are considered for the global schema and
views are exact, then query rewriting in the case of GAV mappings amounts to view
unfolding (Lenzerini, 2002; Calı` et al., 2004). That is, we can replace each occurence
of a global schema predicate r(x′) by its view definition φ(x). Now given a query
Q(x) : −ψ(x,y) against the global schema we can interpret it as a mapping from the
global schema to a (virtual) query schema consisting of the sole relation symbol Q.
In fact, the process of view unfolding is comparable to schema mapping composition
where we consider the GAV mapping as a mappingMS1→S2 which is composed with
the query Q considered asMS2→S3 . Consequently, view unfolding suffers also from
the same drawback of possibly exponential size of the rewritten query.
A LAV mapping, on the other hand, expresses each element of a data source
schema as a view on the global schema. Formally, a LAV mapping given as an s-t
tgd has the form ∀x(s(x) → ∃yψ(x,y)) where s is a relational atom over a source
schema, and ψ is a conjunction of atomic formulas over the global schema. In a LAV
setting, query rewriting is more complicated than for GAV mappings. Query rewriting
for LAV mappings, or answering queries using views (Halevy, 2001), requires finding
subqueries of the original query that can be mapped to view definitions. The sub-
queries can then be replaced by the view. To formally define the problem of answering
queries using views we now recall some definitions (Halevy, 2001).
Definition 8.1 (Query containment and equivalence) A query Q1 is said to be con-
tained in a query Q2, denoted by Q1 v Q2, if for all database instances D, the set of
tuples computed for Q1 is a subset of those computed for Q2, i.e., Q1(D) ⊆ Q2(D).
The two queries are said to be equivalent if Q1 v Q2 and Q2 v Q1.
Intuitively, a query Q1 is contained in another query Q2 if Q1 is at least as re-
strictive asQ2. Query containment enables the definition of equivalent and maximally
contained rewritings.
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Definition 8.2 (Equivalent rewriting) Given a query Q and view definitions V =
{V1, . . . , Vn}, a query Q′ is an equivalent rewriting of Q if Q′ uses only the views
in V and Q′ is equivalent to Q.
Thus, an equivalent rewriting produces exactly the same answers as the original
query while only using the views. Applications of answering queries using views are
in query optimization and in virtual data integration (Halevy, 2001). In query opti-
mization we aim at replacing subqueries with precomputed materialized views such
that the resulting query is an equivalent rewriting. In this work, however, we consider
query rewriting in virtual data integration systems. In this case an equivalent rewrit-
ing usually cannot be computed. This leads to the definition of maximally-contained
rewritings.
Definition 8.3 (Maximally-contained rewriting) Suppose we are given a query Q,
view definitions V = {V1, . . . , Vn}, and a query languageL. A queryQ′ is a maximally-
contained rewriting of Q using V with respect to L if Q′ is a query in L that only uses
the views in V , Q′ is contained in Q, and there is no rewriting Q′′ ∈ L such that
Q′ v Q′′ v Q and Q′′ is not equivalent to Q′.
Thus, algorithms for answering queries using views in virtual data integration aim
at computing maximally-contained rewritings. The MiniCon algorithm, presented in
(Pottinger & Halevy, 2001), is an efficient such algorithm. It was extended by Quix
(2003) beyond the relational data model to consider inheritance between elements of
mapped schemas.
Consider the following example taken from (Pottinger & Halevy, 2001). Assume
we are given two views V 1(c, d) : −sameTopic(c, d) and V 2(f, h) : −cites(f, g),
cites(g, h), sameTopic(f, g), which shall be used for rewriting the query given as
Q(x) : −cites(x, y), cites(y, x), sameTopic(x, y). An algorithm for answering que-
ries using views must now find all ways to replace the query subgoals with the views
such that the new queries are consistent with the view definitions and the original
query.
To achieve this, the MiniCon algorithm will start by considering each query sub-
goal and finding view definitions that contain the same subgoal. The algorithm will
then compute a partial mapping ϕ from the variables in the query subgoal to the vari-
ables in the view definition. Whenever such a predicate is found in a view definition,
the algorithm will start a backtracking algorithm which asserts that all required condi-
tions (joins and selections) in the query are either part of the view definition or can be
enforced given the variables exported by the view. The algorithm computes so-called
MiniCon descriptions (MCDs) which describe how a view can be used to replace query
subgoals. An MCD C contains a homomorphism hC from the variables in the view
head to the same variables. This mapping may equate some of the variables in the
view head. Moreover, C contains a partial mapping ϕC from the variables in Q to the
variables in the view definition, the result V (hC(x)) of applying hC to the view head,
and a subset GC of the query subgoals covered by hC(V ).
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The MCDs are computed by the backtracking algorithm formMCDs. Starting from
an initial MCD that covers only one query subgoal, in each recursion step this algo-
rithm extends the MCD by a new subgoal and the variable mapping ϕ by a new partial
mapping between query and view variables. Whenever the algorithm discovers that
a condition of the query cannot be satisfied by the view, the algorithm discards the
MCD and tracks back. When there are no more conditions required to be covered by
a view, the resulting MCD is added to a set of valid MCDs. For the given example the
algorithm computes the MCDs depicted in table 8.1.
V (h(x)) h ϕ G
V 1(c, d) c→ c, d→ d x→ c, y → d 3
V 2(f, f) f → f, h→ f x→ f, y → g 1,2,3
Table 8.1: MCDs computed for the example views and query.
Having computed the MCDs, MiniCon finds all subsets of the set of all MCDs such
that the MCDs m1, . . . ,mk in each such set together cover all query subgoals while
the subsets Gi(i = 1, . . . , k) are disjoint. Each such combination corresponds to a
rewriting of the initial query. For the given example, the second MCD alone is the
only description of a rewriting Q′(x) : −V 2(x, x). In section 8.3.5 we will explain in
detail the rewriting procedure in our context. However, we consider generic queries
and combine MiniCon with the generic Compose algorithm.
Before we present our solution for a metamodel-independent query mediation in-
frastructure and our object-relational mapping framework, we will first define the em-
ployed query language.
8.2 Generic Query Language
We are considering two scenarios, a virtual data integration scenario, in which a query
posed to the integrated schema has to be rewritten into queries against the sources to
compute the query result from the sources, and an object-relational mapping (ORM)
framework in which a query against the object-oriented application model is rewritten
to a query against the underlying relational database. We first define the query lan-
guage used in our data integration scenario. In section 8.4.2 this definition is extended
by aggregation functions used in our ORM solution.
Definition 8.4 (Generic Query) A generic query Q is defined by an expression of the
form (∀x1(φ1(x1)→ Q(y))) ∧ . . . ∧ (∀xn(φn(xn)→ Q(y))) where
• The φi are in the form of the antecedents of a generic mapping (see definition
5.3).
• Q(y1, . . . , ym) is an m-ary predicate where the yi (i = 1, . . . ,m) are the distin-
guished variables of the query.
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• The same safety conditions apply as for generic mappings. Particularly, y ⊆ xi,c
where xi,c are the concrete variables in xi (1 ≤ i ≤ n).
• Beside equalities, we now allow comparison predicates <,≤,≥, > in the query
body which compare concrete terms1.
Thus, a generic query is basically a conjunctive query, similar to the antecedent
of a generic mapping. Generic queries rely on the same mechanisms of concrete and
abstract variables that are used for generic mappings to model the structure that is
queried for.
See, figure 8.1 for an example of a generic query. Assume a relational schema
about customers, their orders, and categories of products. The schema consists of the
relations sameCategory(product1, product2), orders(customer, product), and the
relation customer(custId, custName). The generic query Q against this relational
schema asks for pairs of products of the same product category which were ordered by
the same customer. The comparison predicate is included to defeat symmetry in the
query results (see figure A.5 for a representation in SQL).
inst(sa,sameCategory)∧
av(sa,product11, p1) ∧ av(sa,product11, p2)∧
inst(o1a,orders)∧
av(o1a,customer1, ci) ∧ av(o1a,product1, p1)∧
inst(o2a,orders)∧
av(o2a,customer1, ci) ∧ av(o2a,product1, p2)∧
inst(ca,customer)∧
av(ca,custId1, ci) ∧ av(ca,custName1, cun)∧
(p1 < p2)→
Q(p1, p2, cun)
Fig. 8.1: Generic query Q against a relational schema
It is obvious that such a query language is not intended to be used by end users.
In the query interface (cf. figure 7.7), that has been integrated into GeRoMeSuite we
restrict the generic query language to a more convenient form which is a modified vari-
ant of SQL queries that allows path expressions for navigating through non-relational
schemas. This language is comparable to the mapping language in the Clio system. It
is easy to transform a query given in the user interface into the generic query language
before sending it to a node in our mediation infrastructure.
1Our algorithms for query rewriting delegate comparison predicates to the rewritten query. For
instance, we do not consider whether a comparison x < c implies another comparison x < c+ 1.
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8.3 Distributed Mediation Infrastructure
Classical data integration systems are often mediator systems that exhibit a global
schema against which queries are posed (Ullman, 1997; Lenzerini, 2002). In environ-
ments like the Semantic Web (Berners-Lee et al., 2001) or Dataspaces (Franklin et al.,
2005), where large numbers of data sources are integrated, the mediator approach can-
not be chosen since there neither is a central authority that defines a global schema nor
is it possible to define and maintain the mappings between the global schema and the
vast amount of data sources. Instead, peer data management systems (PDMS) have
been proposed as a solution for such settings (Bernstein et al., 2002; Halevy et al.,
2004; Hose et al., 2008). In a peer data management system, queries are posed against
any peer in its own schema and query rewriting algorithms route queries through the
network. Moreover, in a PDMS, a peer that serves as target in one mapping serves as
source in another mapping. Therefore, mappings should be applicable in both direc-
tions. Depending on the direction, view unfolding or query folding have to be applied
to translate parts of a query to expressions in terms of a neighbor’s schema. Thus, a
query rewriting algorithm must combine these two approaches. Moreover, in such a
scenario the problem is aggravated by different modeling languages being used. For
instance, a dataspace may include relational data sources as well as XML databases,
and web sites that expose data using an ontology.
In this section, we present a hybrid algorithm that integrates view unfolding and
answering queries using views. For answering queries using views our algorithm uses
an adapted version of the MiniCon algorithm by Pottinger & Halevy (2001), whereas
for view unfolding we use our solution of generic mapping composition (cf. chap-
ter 6) (Kensche et al., 2009). The idea of the combination is to let each composition
step generate a Compose description that, like a MiniCon description describes the
rewriting step, and to adapt the other parts of the MiniCon algorithm accordingly. The
algorithm has been used to develop a PDMS-like virtual data integration prototype.
This validates that our generic model management solutions can be used to rewrite
queries between peers that expose schemas in different metamodels. Our PDMS cur-
rently supports relational and XML peers. Please note, that in (Hose et al., 2008) it
was emphasized that there is currently no PDMS prototype that adresses the problem
of different metamodels for different peers. Before we explain the architecture and al-
gorithms of our mediation infrastructure we first review some related work in the area
of peer data management systems.
8.3.1 Peer Data Management Systems
Various projects have developed peer data management system prototypes. The Piazza
system (Halevy et al., 2004, 2003b) introduced a first algorithm that interleaves GAV
and LAV query rewriting in PDMS. While Piazza connects data sources described
in XML, the relational data model, or OWL/RDF, it requires different mapping for-
malisms and algorithms for these different cases (Halevy et al., 2003a, 2004).
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Other peer-to-peer data integration systems like Hyperion (Arenas et al., 2003) or
PeerDB (Ng et al., 2003) rewrite queries based on descriptive keywords with which
data sources and schema elements are annotated. In such a context query rewriting is
highly related to information retrieval. This line of work is less related to the approach
we chose.
Beside query reformulation, special problems in peer data management systems
deserve attention. A comprehensive survey of research on PDMS-specific topics and
problems was presented by Hose et al. (2008). Problems specific to PDMSs result
from the fact, that a PDMS may include many peers which can cause vast amounts
of possibly redundant rewriting paths for a query. Therefore, much research focuses
on strategies for efficiently approximating the certain answers to a query instead of
finding the maximal set of certain answers.
If the mapping language is closed under composition a simple form of optimiz-
ing a PDMS is to precompute rewriting paths by composing mappings between peer
schemas. Statistics about query workloads and the lineage of answers to the query can
be used to decide which paths should be cut short by direct mappings. If large parts of
the answer to a common query at peer Pi originate from peer Pj then it may be bene-
ficial to shortcut the rewriting path between Pi and Pj by composing the mappings on
the path. In (Tatarinov & Halevy, 2004) a strategy is presented for the XML-to-XML
mappings in the Piazza system. However, the algorithm is not complete because these
mappings are not closed under composition.
Roth & Naumann (2007) presented a strategy that prunes query rewriting paths
locally based on statistics about the data residing at peers and about the mappings
between peers. The statistics include selectivity scores for mappings and the fraction
of data that a peer contributes to the data in the whole PDMS. The authors describe an
algorithm that prunes rewriting paths if the expected quality for a node in the rule-goal
tree drops below some threshold. The quality is expressed as a measure of expected
completeness of a set of answers which is influenced by the select, project, join, and
union operators in a query rewriting.
Another important problem in PDMS is the possibility of new peers entering or
leaving the network. In (Eyal & Gal, 2009) peers entering the network are integrated
by automatically matching their schemas to peers already in the PDMS. The resulting
directed morphisms are used as schema mappings for query rewriting. Queries are
rewritten by replacing attributes in the query by peer attributes they are mapped to.
The quality of a rewriting is modeled as a function of the confidences on the rewriting
path. In this setting again, the rewriting can be pruned when rewriting quality drops
below a threshold.
8.3.2 Our Solution
In chapter 5, we presented a generic mapping language that can cope with different
metamodels as well as an algorithm for composing such mappings. Here, we ex-
tend this line of work with an algorithm that combines view unfolding and answering
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Fig. 8.2: Architecture of a Peer
queries using views between heterogeneous peers. The rewriting algorithm is a com-
bination of our Compose algorithm (for view unfolding) with an adapted version of the
MiniCon algorithm (for answering queries using views) that rewrites a generic query
into a union of generic queries. This validates that our mapping language can be used
for rewriting queries between schemas described in different metamodels. Further-
more, we have integrated the algorithm into a mediation infrastructure, allowing to set
up a network of peers using different modeling languages. We focus in this work on the
functionality of rewriting between autonomous schemas. We do not consider typical
problems related to PDMSs such as data quality, relaxation of answer completeness
and correctness, or routing indexes (Hose et al., 2008). However, the development
of a PDMS is one possible application of our mediation infrastructure. Nevertheless,
it could as well be used to develop a mediator based virtual data integration system.
For brevity, in the following, we call our mediation infrastructure a PDMS because
instances are networks of peer data sources connected by mappings.
8.3.3 Architecture of our Mediation Infrastructure
In this section we explain the architecture of our mediation infrastructure and the in-
ternals of peers in the network. Figure 8.2 depicts the design of a peer and the process
of querying the peer.
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We assume a peer P1 with the schema S1 that is mapped to the schemas S2 of
P2 and S3 of P3 via the generic mappingsMS2→S1 andMS1→S3 (note the differing
directions of the mappings w.r.t. P1). Now, P1 receives a generic query Q(P1) that
is expressed only using the elements of schema S1. The origin of the query is either
another peer P0 or a query interface operated by a user.
To answer the query, P1 now uses mappingsMS2→S1 andMS1→S3 to reformulate
it as a query in terms of the elements of schemas S2, S3, and its own local schema
S1. In our example this results in a new query Q(P1, P2, P3) in terms of all three
schemas. This query consists of two individual generic query expressions Q1(P2, P3)
and Q2(P1, P3) (two implications). This new generic query is handed to a compiler
that creates a query plan consisting of query operators which receive answers in the
form of result sets as input and give result sets as output. The query plan in our case
is always a simple tree consisting of a union operator (∪) at the root connected to an
individual tree of join (./) and select operators for each generic conjunctive query in
Q(P1, P2, P3). At the leafs of the query plan we find two kinds of operators, those
that execute native queries and operators that delegate generic subqueries to the peers
which handle them analogously.
In the example, peer P1 uses a relational database as the native data source. Conse-
quently, the peer will compile the respective subquery to a SQL query using the SQL-
QueryGen algorithm presented in figure 5.102. Other peers generate XQuery queries
instead. The result of the native query execution is then given as a result set (an iter-
ator) to the parent operator in the tree. In the given case, this is a join operator which
handles the results by joining them with a result set from peer P3. The root of the query
plan unions the results from the different CQs in the query and returns its result set to
the origin of the query. Subqueries that are sent to the neighboring peers are handled
there recursively. To avoid infinite loops, each query carries with it the path through
the network that it has traversed so far. A query is only forwarded to a neighbor if this
operation does not produce a cycle.
During development of our query mediation infrastructure we focused on validat-
ing that our mapping language can be used for rewriting in PDMS. Therefore, we
do not perform any query optimization techniques based on the compiled query plan
except that we push down selections to the leafs (including the native queries) if pos-
sible. Selection is only necessary to be performed on the result of a join in the peer
itself if the query contains a comparison involving values originating from different
subqueries. The layout of the join tree for an individual generic CQ is chosen such that
cross products are avoided if possible.
8.3.4 An Example PDMS
Before we introduce an example PDMS we clarify some assumptions we make about
mappings in the network. As is also often the case for GAV data integration systems
2The algorithm has been augmented with handling of the new comparison predicates.
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(Lenzerini, 2002), we assume our mappings to be exact. This allows us to use algo-
rithms for answering queries using views when a query is posed against the source of
a mapping. For each peer P in a PDMS, we define a set of generic mappings that use
P ’s schema S as the target. mappings can be used for rewriting queries against S by
applying mapping composition. Another set of mappings that use S as the source can
be used for answering queries using views. As it was mentioned in definition 5.3, the
source and target model of a mapping can be actually sets of models. Therefore, the
mappings with target model S will all be combined to a new mapping,MC (for Com-
pose) whereas the latter ones will be combined to a new mappingMM (for MiniCon).
In our algorithms we assume tuples from different sources are joined on keys. This
constraint can be overcome by introducing similarity joins or entity resolution tech-
niques (Ko¨pcke & Rahm, 2010). Moreover, in our generic mappings we use abstract
function terms to generate instances of model elements. We require that in all map-
pings in the network the same function symbols with the same cardinality are used to
generate instances of the same model element. This is required so as to allow that data
from different peers can be merged to new instances.
Figure 8.3 depicts an example network consisting of four peers providing data
about products, product categories, and customers. Two of the peers provide data
conforming to XML Schemas while the other two provide data according to relational
schemas. Peer P1 exposes the relational schema that query Q in figure 8.1 was posed
against. In the following, we also assume this query must be handled by the system.
Moreover, there are four mappings between the peers in different directions.
Data about customers and the products they ordered, must be retrieved from peers
P3 and P4 via mappingsMS1→S3 andMS4→S3 while data regarding the categories of
products is fetched from peers P2 and P4 via the mappings MS2→S1 and MS4→S23.
In the following, we present our algorithm for view unfolding and answering queries
using views that is based on our generic mapping language.
8.3.5 Rewriting Generic Queries in a PDMS
The algorithm Rewrite in figure 8.4 is the entry point for our rewriting procedure.
When a peer P receives a query from a neighbor or from the query user interface, it
invokes this algorithm with the mappingsMC andMM .
The algorithm first performs the transformation also done by the Compose algo-
rithm (figure 6.1) which transforms the predicates so that we need not consider the
constants. As in Compose we do not consider inst predicates because they can be
computed from the other predicates. Then, Rewrite creates a set R of rewriting de-
scriptions. First we create a set D of Compose descriptions (CDs) representing com-
position steps (l. 5) before we union this set with the set of MCDs generated by the
3See appendix A for the detailed mappings.
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P1 
customer(custId, custName)
orders(customer, product)
sameCategory(product1, product2)
P3 P2 <categories>
<category catName="input">
<product prodName="Mouse" />
<product prodName="Keyboard" />    
</category>
custId custName product
2 Elmar Fudd Keyboard
orders:
...
</categories> 2 Elmar Fudd Mouse
<customers>
<customer custId="1" customerName="Wile Coyote">
<order productName="usb stick">
P4 
  
<category categoryName="media" />
</order>
<order productName=“HD drive">
<category categoryName="media" />
/< order>
</customer>
...
</customers>
Fig. 8.3: Example PDMS with schemas exposed by peers
Input: a generic query Q without union, i.e., a single implication over S and generic map-
pings
MC = (SC ,S, ΣC) andMM = (S,SM , ΣM ).
Output: a generic query Q′ over SC ∪ SM .
Algorithm:
01 for each predicate P (x, c, y) (or P (x, c)) in Q (and ΣC and ΣM , respectively)
02 where P ∈ {attr, av, part}
03 replace P (x, c, y) with P.c(x, y)
04 endfor
05 D := FormComposeDescriptions(Q,MC)
06 D := D ∪ FormMCDs(Q,MM )
07 R := CombineRDs(Q,D)
08 Q′ := AssembleRewritings(Q,R)
09 undo normalization of Q′
10 return Q′
Fig. 8.4: Algorithm Rewrite for rewriting a generic query
usual MiniCon algorithm (l. 6). A Compose description has with a MiniCon descrip-
tion in common that it contains the information which predicate it covers. For gener-
ating MCDs we used basically the algorithm FormMCDs as presented by Quix (2003)
(see appendix B). This information is used for both types of descriptions in the next
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step (l. 7) which combines MiniCon and Compose descriptions to a set of rewriting
descriptions representing generic CQs. Finally, the Rewrite algorithm performs the
actual assembling of the rewritten generic query from these abstract descriptions of
rewritings (l. 8).
A Compose description generated by FormComposeDescriptions consists of the
information, which query predicate p = P.c(x) is covered by the composition step,
which implication χ = φ(y′) → P.c(t′) (with new variable names) is used to cover
the predicate, and the mapping ϕ from the query variables x to the terms t′ in the
implication’s consequent. The actual composition, including the optimization steps is
delayed until we combine the views.
Input: a generic query Q without union over S and a generic mapping
MC = (SC ,S, ΣC).
Output: a set D of compose descriptions.
Algorithm:
01 for each implication of the form φ→ p1 ∧ . . . ∧ pn in ΣC
02 replace the implication with the set of implications φ→ p1, . . . , φ→ pn
03 endfor
04 D := ∅;
05 for each p = P.c(x) ∈ Q
05 for each implication χ = φ(y)→ P.c(t) ∈ ΣC
08 create a copy χ′ = φ(y′)→ P.c(t′) using new variable names
09 create a mapping ϕ = ∅
10 for each variable x ∈ x and corresponding term t ∈ t′
11 ϕ := ϕ ∪ {x→ t}
12 endfor
13 create a compose description d = (χ′, ϕ, {p})
14 append d to D
15 endfor
16 endfor
17 return D
Fig. 8.5: Algorithm FormComposeDescriptions for creating compose descriptions
Before the algorithm CombineRDs (figure 8.7) combines the MiniCon and Com-
pose descriptions to a set of descriptions of generic CQs, it uses the algorithm Find-
Covers (figure 8.6) which, given a set of MiniCon and Compose descriptions, finds
sets of descriptions such that the predicates they cover are pairwise disjoint while their
union covers all query predicates. In the following, such a set will be called a cover. At
the same time, FindCovers already combines the Compose descriptions in each such
set to a partially rewritten query by performing the required composition steps and
synchronously performing the optimizations introduced in chapter 6. To do so, it uses
a new structure p = (c, α, θ) (l. 4 of CombineRDs), a partial rewriting, where c is the
cover represented as a set of MiniCon and Compose descriptions. The implication α is
the partially rewritten query that is successively copied and expanded by FindCovers
while θ is the substitution produced by the optimization steps during combination.
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Input: a set Q of query predicates from Q (without comparisons),
a list D = {d1, . . . , dk} of MiniCon and compose descriptions,
a set P = {p1, . . . , pm} of partial rewritings that cover the whole query,
a partial rewriting p = (r, α, θ) to be expanded by this method,
a set G of query predicates covered by r, and
a minimal index j of elements of D to be considered.
Algorithm:
01 for i = j, . . . , k consider di ∈ D which covers predicates Gi
02 if G ∩Gi 6= ∅
03 G′ = G ∪Gi
04 if it is impossible to cover the query with G′ and the remaining descriptions
05 // do nothing, prune recursion
06 else
07 let p′ = (r′, α′, θ′) be a copy of p
08 r′ := r′ ∪ {di}
09 continue := true
10 if di is a compose description (χ, ϕ,Gi)
11 extend α′ with the antecedent of χ in a composition step
12 extend θ′ while optimizing α′
13 if α′ is contained in a previously computed partially rewritten query α′′
14 continue := false // prune recursion
15 endif
16 endif
17 if continue
18 if G′ = Q
19 P := P ∪ {p′}
20 else
21 FindCovers(D,P, p′, G′, i+ 1)
22 endif
23 endif
24 endif
25 endif
26 endfor
Fig. 8.6: Algorithm FindCovers for finding partitions that cover the whole query
FindCovers is invoked with the query Q, the set D of MiniCon and compose de-
scriptions, an initially empty set P of partial rewritings, the partial rewriting p to be
extended, and an initially empty set G of query predicates covered by r. Moreover,
we pass a minimal index j of elements of D to be considered. There is no output sig-
nature specified for the algorithm because it extends P during recursion. FindCovers
is initially invoked by the algorithm AssembleRewritings (figure 8.8) with appropriate
arguments.
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We consider each description di ∈ D not yet considered (l. 01) for extending the
partial rewriting p. Like in MiniCon we only combine descriptions for which the sets
of covered predicates do not overlap (l. 02). Then, the algorithm checks whether the
set G of query predicates covered by p combined with the predicates covered by di can
be combined with the remaining descriptions to completely cover D. If this is not the
case, we can prune the recursion tree at this stage already.
Otherwise, we create a copy p′ of p that will be extended by later steps. Whenever
we expand the partial rewriting p′ by a compose description di = (χ, ϕ,Gi) (ll. 10 –
16), we extend the partially rewritten query α′ by the antecedent of the implication χ in
a mapping composition step and perform the optimization steps introduced in chapter
6. In the same way as the elimination of redundant implications during composition is
the key to reducing the size of intermediate results in Compose, we prune the recursion
tree of FindCovers based on containment tests between partial rewritings (ll. 13 –15).
In particular, for the new α′ we check whether it is contained in any of the partially
rewritten queries α′′ computed earlier at the same depth of the recursion tree. If α′ is
contained in the query α′′ we know that no later extension of α′ can produce a rewritten
query that is not as well contained in one of the extensions of α′′ already computed. In
this case we can prune the recursion4.
Finally, if the combination of MiniCon and Compose descriptions now covers all
query predicates in Q, we add the partial rewriting p′ to P (l. 19). Otherwise, we
recursively call FindCovers with the new p′ andG′ while considering only descriptions
following di in D.
When FindCovers returns to CombineRDs, P contains sets of pairwise disjoint
MiniCon and Compose descriptions that together cover the whole query. The rest of
the algorithm CombineRDs is the same as for the original MiniCon algorithm. There-
fore, we do not explain these parts in detail. In short, in the remaining lines (ll. 7–31)
CombineRDs uses the head homomorphisms hi and the variable mappings ϕi of Mini-
Con descriptions (not of compose descriptions) to equate all variables in the query that
are mapped to the same view variables. In the end, the algorithm creates a description
of the rewriting, consisting of the set g of MiniCon and Compose descriptions used,
the equality mapping eq, the variable mapping ψ from variables in the mapping impli-
cations to variables in the query, and the set of comparison predicates from the query.
Moreover, the description contains the partially rewritten query α and the substitution
θ that was created by the optimization steps of the Compose algorithm.
Having computed the abstract descriptions of query rewritings K, the algorithm
AssembleRewritings (figure 8.8) produces the actual rewritings. To do so, for each
description k = (g, eq, ψ, α, θ,L) ∈ K of a rewriting, a new generic query Q′ is
initialized as the partial rewriting computed for the part of the query that was rewritten
with mapping composition (l. 3). When defining the query head (l. 4), adding the
comparison predicates L (l. 5) and when adding the view definitions encapsulated
4We abstain from including the required arguments into the signature of FindCovers because this
would have overly complicated the algorithm.
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Input: a generic query Q without union over S, a list D of MiniCon and compose descrip-
tions.
Output: a list K of rewriting descriptions.
01 let L := {c|c is a comparison in Q}
02 create an implication α with empty antecedent and the query head as consequent
03 create an empty substitution θ
04 p = (∅, α, θ)
05 P = ∅
06 FindCovers(body(Q)− L,D,P, p, ∅, 1)
07 K = ∅
08 for each p = (r, α, θ) ∈ P where r = {d1, . . . , dn}
09 eq := id
10 for i = 1, . . . , n
11 if di is an MCD di = (Vi, ϕi, hi, Gi)// not a compose description
12 for each y ∈ hi(vars(Vi))
13 T := {x | ϕi(x) = y}
14 if T 6= ∅
15 ψ(y) := any variable in T
16 else
17 ψ(y) := a new distinct variable
18 endif
19 T ′ := ∅
20 while T 6= T ′
21 T ′ := T
22 T := T ∪ {x | ∃z ∈ T s.t. eq(z) = x ∨ eq(x) = z}
23 endwhile
24 x′ := any variable in T
25 for each z ∈ T
26 eq(Z) := X ′
27 endfor
28 endfor
29 endif
30 endfor
31 K := K ∪ {(g, eq, ψ, α, θ,L)}
32 endfor
33 return K
Fig. 8.7: Algorithm CombineRDs for combining Compose and MiniCon descriptions
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by the MiniCon descriptions in the rewriting (l. 8), we proceed as in the MiniCon
algorithm. However, we must now also apply the substitution θ that was computed as
a result of optimization during composition steps.
Because our mappings are generic second-order mappings they contain function
terms. When adding predicates to the query body for MiniCon descriptions we took the
new predicates from the consequents of the mappings. Therefore, having combined all
predicates, our query rewritingQ′ now contains function terms in the body of the query
where there should be variables instead. In particular, Q′ contains abstract function
terms instead of abstract variables. Moreover, if a mapping assigns the result of a
concrete function to a value, like mapping MS1→S2 (cf. figure 5.5), then we instead
need to use a concrete variable.
Lines 11 – 35 create two mappings ρ and ρ′ from function terms to fresh variables
and from variables to function terms. We exclude comparison predicates in this con-
version as occurrences of terms in such predicates are not replaced because they are
the proper results of SO composition (cf. figure 5.4 for an example) or have been in-
cluded as selection predicates. Variables in these terms occur as concrete variables in
value predicates in the antecedent and need not be replaced.
First, we collect information about the occurrences of variables and function terms
in the query (ll. 11 – 26). The set T is required to define mapping ρ from function terms
to variables. T is the set of all function terms occurring in the query body. As a generic
query is a special form of a generic mapping and function symbols must only occur
in comparison predicates in the antecedent of a generic mapping, we must replace
these terms. Lines 28 – 30 define a mapping from these terms to fresh variables. This
mainly involves abstract function terms. We just introduce new abstract variables while
retaining the structure defined by our predicates and the abstract terms. However, it
may also happen that concrete functions are now included in the query body. These
are as well replaced by new variables.
As a consequence, if ρ replaces a concrete (conversion) function term in the query
body, we may have to replace occurrences of variables that were used as arguments
to such functions by the appropriate inverted functions. Of course we do not provide
a general way of inverting functions here. Instead, the new mapping ρ from function
terms to variables is used to determine another mapping ρ′ from variables to new func-
tion terms. Thus, mapping ρ′ is required if concrete (conversion) functions were used
in the query. To do so, in lines 13 – 26 we store information about occurences of terms
in the set A and in the mapping terms : vars(Q)×F → T which is a mapping from
vars(Q), the variables in Q, and the function symbols F in Q to terms using these
variables and function symbols.
After executing these lines, the set A will contain all variables that occur as atomic
terms in the query body. These variables need not be replaced by function terms be-
cause values are bound to them by the query body. If this is not the case, we must use
the variables introduced by ρ as arguments of the new inverted function terms. To do
so, terms stores for each pair (x, f) of function symbols all terms f(t′) in which x
occurs. Note, that these are all terms that are replaced by ρ.
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Input: A generic query Q, and a set K of conjunctive rewriting descriptions
Output: a generic query QU that is a union of generic query rewritings
Algorithm:
01 QU := ∅
02 for each k = (g, eq, ψ, α, θ,L) ∈ K
03 Q′ := α
04 head(Q′) := θ(eq(head((Q))))
05 body(Q′) := body(Q′) ∪ θ(eq(psi(L)))
06 for each MCD d = (V, ϕ, h,G) ∈ g
07 for each p ∈ head(V )
08 body(Q′) := body(Q′) ∪ θ(eq(ψ(h(p))))
09 endfor
10 endfor
11 T := ∅
12 Let terms : V ars(Q′)×F → T be a new mapping
13 for each predicate p(t) ∈ body(Q′)
14 if p is not a comparison
15 for each ti ∈ t
16 if ti = f(t′) is a function term
17 T := T ∪ {ti}
18 for each variable x occuring in ti = f(t′)
19 terms(x, f) := terms(x, f) ∪ ti
20 endfor
21 else
22 A := A ∪ {ti}
23 endif
24 endfor
25 endfor
26 endfor
27 create mappings ρ := ∅ and ρ′ := ∅
28 for each function term f(t) ∈ T
29 ρ(f(t)) := a new variable x
30 endfor
31 for each ((x, f)→ {f(t1), . . . , f(tn)}) ∈ terms
32 if x 6∈ A
33 ρ′(x) = f.invert(x, {f(t1), . . . , f(tn)}, ρ)
34 endif
35 endfor
36 QU := QU ∪ {ρ′(ρ(Q′))}
37 endfor
38 return QU
Fig. 8.8: Algorithm AssembleRewritings
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For each such variable that is not bound by the query body, we finally delegate the
introduction of a new inverse function term to the invert(...) method of the class
given as implementation of f (l. 33). The method receives as input the variable x, the
set of terms {f(t1), . . . , f(tn)}, which x occurs in, and the mapping ρ which contains
the mappings from {f(t1), . . . , f(tn)} to new variables. The default implementation
just creates a new Skolem function term from the new variables. Other implemen-
tations must encapsulate the knowledge how to invert functions. For instance, our
implementation of the substring function returns a proper concatenation of its input
terms.
As a result of query rewriting, we get a generic queryQU consisting of several im-
plications (a UCQ) which is passed to our query compiler component as was described
in section 8.3.3. The implications in the rewritten query refer in the antecedent to mul-
tiple different source schemas. To be able to generate an executable mapping, the
compiler partitions the predicates in the conditions according to the source schemas.
When this partitioning of the predicates is done, the compiler creates query opera-
tors for the leafs in the query plan. These leaf operators handle local queries using our
source model code generator algorithms (described in chapter 5) or forward subqueries
to neighboring peers. The peer finally returns the result set of the root operator to the
origin of the query which may iterate the results.
As an example, the rewriting of query Q at P1 in terms of the schemas at P2 and
P3 is depicted in figure 8.9. The rewritten query retrieves information about the orders
made by customers from peer P3 while fetching the information which products are
in the same category, from the neighbor P2. This information is joined at P1 on the
product name resulting in the tuples (”Wile Coyote”, ”HD drive”, ”usb stick”) and
(”Elmar Fudd”, ”Keyboard”, ”Mouse”). While being logically correct, the subquery
in terms of peer P3 (the last three lines of the query body) is not optimal because it
asks for three tuples from the orders relation. However, this could easily be fixed by
exploiting the functional dependency custId→ custName.
8.3.6 Discussion and Related Work
Unlike other approaches, we do not need wrappers that first translate from the native
data source schemas to a common metamodel before defining mappings. Our solu-
tion is the only system that uses a generic query and mapping language which allows
usage of view unfolding and query folding algorithms regardless of the native un-
derlying query language. While in our PDMS example we used only relational and
XML data sources, our algorithms and languages do not restrict rewriting to a cer-
tain configuration of modeling languages. As we will see in the following section,
our Compose algorithm can also rewrite queries against an object-oriented model to a
relational schema and vice versa.
Flexibility with respect to the modeling languages employed by data sources is par-
ticularly important in scenarios which require a high degree of mutual independence
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part(csa,parentcategories2 , scha) ∧ part(csa,childcategories2 , csta)∧
part(ca,parentcategory2 , csta) ∧ part(ca,childcategory2 , cta)∧
part(p1a,parentproduct2 , cta) ∧ part(p1a,childproduct2 , pt1a)∧
av(pt1a,prodName2, p1)∧
part(p2a,parentproduct2 , cta) ∧ part(p2a,childproduct2 , pt2a)∧
av(pt2a,prodName2, p2)∧
(p1 < p2)∧
av(o1a,custId3, ci) ∧ av(o1a,custName3, cun′) ∧ av(o1a,product3, p1)∧
av(o2a,custId3, ci) ∧ av(o2a,custName3, cun′′) ∧ av(o2a,product3, p2)∧
av(o3a,custId3, ci) ∧ av(o3a,custName3, cun) ∧ av(o3a,product3, p2′)→
Q(p1, p2, cun)
Fig. 8.9: Rewriting of Q in terms of schemas at P2 and P3
of data sources, which is the case in applications such as the semantic web and datas-
paces. Restriction to a single modeling language is prohibitive in such scenarios, since
the user must be able to benefit from integration of arbitary data sources.
Our generic query language is expressive enough to capture various modeling lan-
guages. However, this expressiveness comes with reduced readability. Therefore, we
integrated a convenient user interface into our model management prototype GeRoMe-
Suite. When the user connects to any peer, this UI enables formulation of queries in
that particular peer’s data model in a SQL-like query language that is easy to read and
understand. Because the rewriting algorithms require a logical notation in the form of
generic SO tgds, the user-formulated queries are translated to this generic representa-
tion before being sent to the peer.
Many approaches dealt with the problem of query rewriting for data integration
or data exchange scenarios (Halevy, 2001; Lenzerini, 2002; Halevy et al., 2004; Fa-
gin et al., 2005a). One limitation in our approach is the assumption that the sources
are sound and complete, and therefore do not consider inclusion dependencies in the
source or target model. Constraints on the global schema and the assumption of incom-
plete sources complicate the process of query answering also for the case of source-to-
target mappings (Calı` et al., 2004). If the constraints include foreign keys which have
cyclic dependencies, query answering becomes more difficult. To retrieve the certain
answers (Abiteboul & Duschka, 1998) to a query, the query has to be rewritten to take
into account dependencies which are defined by the foreign key relationships. Similar
work, but for a data exchange setting, was done by Fagin et al. (2005a).
There have been other approaches to rewriting queries against non-relational sche-
mas and schemas represented in different modeling languages. The TSIMMIS sys-
tem (Papakonstantinou & Vassalos, 1999) allows rewriting queries against a semi-
structured global schema to queries against data sources that expose semi-structured
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schemas via wrappers. Both, mappings and queries, are defined in the TSL query lan-
guage. A query in TSL is defined as a rule that specifies a semi-structured result in the
query head and a semi-structured condition in the query body. The authors note that a
TSL query can be translated into a Datalog query with function symbols and a limited
form of recursion. Data sources are defined as views over the global schema. Hence,
rewriting of queries is restricted to answering queries using views. The rewriting al-
gorithm harnesses functional dependencies and some simple structural constraints in
an extended chase procedure. This allows to find additional rewritings. However,
TSIMMIS is a pure mediator system with a single global schema. Moreover, the algo-
rithm produces only equivalent rewritings which is a too strong requirement for data
integration.
Like TSIMMIS, the Agora system (Manolescu et al., 2001) implements the medi-
ator approach with a single global schema. The global schema is an XML Schema,
but data sources can also be relational. Relational data sources are defined as views
on a relational version of the global schema. Semi-structured data sources must be in-
tegrated with an additional relational-to-XML wrapper. In the Agora system the user
poses XQuery queries against the mediator. A first normalization step is applied to
these queries to transform them into a format that can in turn be translated to a SQL
query against the relational representation of the global schema. However, not all fea-
tures of XQuery are supported. According to (Manolescu et al., 2001) Agora allows
simple path expressions, some forms of nesting of queries, and arithmetical and log-
ical expressions on scalar types. Agora applies a query folding algorithm to produce
maximally-contained rewritings against the relational schemas exposed by the data
sources.
The SEWASIE project (Bergamaschi et al., 2005) integrated a variety of sources
in a mixture of mediator and peer-to-peer approaches. Queries are formulated in a
user interface in terms of a global ontology and each data source must implement a
wrapper that exports an ontology. View unfolding is used to translate queries between
the different nodes in the network. Query processing in the SEWASIE system was
based on foundations gained in the context of the MOMIS project (Bergamaschi et al.,
2001).
8.4 Object-Oriented Data Access
A common design pattern for current information systems is an architecture in which
a set of object-oriented classes (in the following also called the application model),
representing business objects, is stored in a relational database that conforms to a rela-
tional schema. The heterogeneous models are tailored for different requirements. The
relational schema is usually specified with strong efficiency requirements in mind,
whereas the object-oriented application model aims at abstraction, extensibility and
maintainability of the application. This usage of different modeling languages gives
rise to some problems summarized as the object-relational impedance mismatch.
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The business classes, for instance Java classes, contain different kinds of compo-
nent model elements such as simple properties, multi-valued properties, or associa-
tions between classes. However, some of these model elements are not available in the
relational model which can only express flat first normal-form relations with simple
single-valued attributes. Consequently, the relational representation must somehow
translate such constructs. For instance, an inheritance relationship may in one case be
mapped to a boolean attribute, or in another case to some enumeration of disjoint sub-
types. Application developers need to query objects from the underlying database by
specifying queries over the object model whereas the database requires SQL queries
to be posed against the relational schema. Properties of objects are manipulated by
the application. These updates must also be propagated to the relational datastore.
Thus, using a relational database to store objects in the application model requires
posing queries against the relational schema and unmarshalling the objects, that is,
transforming the fetched records into instances of classes in the application model.
Storing objects requires translation from the object-oriented model to the underlying
relational schema. These tasks are tedious and error-prone. Object-relational mapping
(ORM) tools help solving these problems by mapping between the two paradigms and
providing querying and updating capabilities.
Apparently, object-relational mapping can be realized as an application of generic
model management as it is mainly concerned about mapping between schemas in two
different metamodels. In particular, generic schema mappings can help solve the prob-
lems as they can be used to declaratively describe the relationships between models
conforming to different modeling languages.
Most ORM tools do not use formal methods developed in the database research
community. Usually, special-purpose mapping specification languages are designed
for each ORM tool. In this section we present MAGIC (MApping GeneratIon and
Compilation) (Kensche et al., 2010), an object-relational mapping framework that we
developed based on our formal generic schema mappings.
8.4.1 Architecture of MAGIC
In MAGIC, the developer performs queries and updates against the object-oriented
application model. This application model can be any Java model, while the database
schema is a relational schema. Object-oriented queries against the application model
are posed by creating instances of a special Query class. A Query is composed of
objects that represent selection criteria, projections, and other parts of a query. During
operation of the application, objects in the application model are modified by calling
setter methods. Such manipulations of the objects are propagated to the underlying
database by calling utility methods of a central data access object. Thus, details of
accessing and manipulating data in the underlying database are hidden by the API. This
hiding of the persistent storage is achieved through a pair of declarative generic schema
mappings, the query and update views which are given as input. The object-oriented
Query is represented by a query mapping that is rewritten into a query against the
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relational model using mapping composition. The result of composition is translated
to a SQL query using a variant of our source model code generator (cf. chapter 5) for
SQL databases.
Although at the moment the underlying database must be relational, MAGIC is
in principle independent of concrete modeling languages as it is based on a generic
metamodel and generic schema mappings. The rewriting of queries against the ap-
plication model is performed by means of our mapping composition algorithm which
operates on generic mappings. Thus, by replacing the source model code generator
by a solution generating XQuery queries we could also retrieve objects from an XML
document.
Two mappings must be given to MAGIC to configure it for a given object-relational
mapping scenario, the query views that map from the source database schema to the
application model and the update views that map in the other direction. Some rules
must be followed when defining these two mappings. For the query views independent
implications should be created for each Java class in the application model and for
each association between two Java classes. Thus given two classes with various simple
properties and an n-to-m association in between we need three implications, one for
each of the classes and one for the association. Likewise, for the update views an
individual implication should be defined for each table and for each join between two
tables. In general, mappings could be used that do not follow these rules. However,
such mappings may result in unmapped data as the antecedent of an implication would
express restrictions that actually do not apply.
Please note, that GeRoMeSuite provides tool support for the whole process of con-
figuring MAGIC for a mapping scenario. The Java application model is imported into
GeRoMe from a .jar file, the relational schema is imported from a MySQL database
using JDBC. The user can then match the two mappings using the matching component
integrated into GeRoMeSuite. The match result can be edited via the visual editor for
morphisms. Then, initial versions of the two required generic schema mappings can be
generated using a variant of the mapping generation algorithm developed in the Clio
project (Popa et al., 2002). The user must then fine-tune the mapping specifications
using the visual editor for generic schema mappings.
In the following, we will explain in more detail how MAGIC provides access to
relational databases using an object-oriented application model.
8.4.2 Querying in MAGIC
Figure 8.10 depicts the process of querying a database with MAGIC. It shows the rela-
tional database model SD, the application model SA, and a query model SQ. Moreover,
the figure depicts three different mappings, the query viewsMSD→SA that are given as
input to MAGIC, the query mapping MSA→SQ , and the query composition mapping
MSD→SQ .
The query model describes the structure of results that the developer queries for.
This model is built for each query depending on the setup of the query. The query
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SA
SD
SQMSA→SQ
MSD→SA MSD→SQ
MSD→SQ =MSD→SA ◦MSA→SQ
Fig. 8.10: Querying in MAGIC
model contains elements from the application model as the results of the query are
usually instances of classes in the application model. The consequent of the query
mapping describes the objects that must be generated from the data returned by the
query. Thus, the query model is not actually an independent model but describes the
part of the application model required to be instantiated.
Sometimes, also in object-oriented applications, the query is required to return
tuples, e.g., if aggregation functions are applied. In this case the query is given as a
generic query with aggregation which is defined as follows.
Definition 8.5 (Generic Query with Aggregation) A generic query with aggregation
Q is a generic query of the form (∀x1(φ1(x1)→ Q′(y)∧γ(y)))∧. . .∧(∀xn(φn(xn)→
Q′(y) ∧ γ(y))) with the following adaptations.
• Q′(t1, . . . , tm) (m ∈ N) is an m-ary predicate like the query head predicate
in definition 8.2 with the adaptation that ti (i = 1, . . . ,m) can be a variable
y ∈ y or a concrete function term f(yi) where f is one of the usual aggregation
functions and yi ⊆ y.
• γ(y) is a conjunction of predicates of the form group(tg, tg,1), . . . , group(tg, tg,l)
(l ∈ N) where the terms tg,1, . . . , tg,l are aggregation function terms that occur
in Q′(t1, . . . , tm) and tg is an abstract function term that specifies the grouping
condition (the set of concrete variables used for grouping).
• Moreover, we now allow the additional comparison predicate like with the usual
semantics in SQL.
The antecedent of the query mapping MSA→SQ expresses the query conditions.
These are described in terms of the object-oriented application model. Whenever the
developer adds selection criteria or variables to the query that represent instances of
classes, appropriate predicates are added to the antecedent and consequent of the query
mapping. Selection predicates are defined as comparison predicates in the antecedent,
no matter whether they correspond to WHERE or to HAV ING conditions. The
additional group predicates ensure that there are abstract functions that can be used for
grouping. The group predicates are located in the consequent because the antecedent
must still be a proper antecedent of a generic mapping and because grouping is not a
query condition but rather an operation on an intermediate query result.
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∃count, g
(∀S,C, SC, SI, CI
inst(S,StudentA) ∧ inst(C,CourseA) ∧ inst(SC,StudentCourseA)∧
av(S,SIdA, SI) ∧ av(C,CIdA, CI)∧
part(SC,studentsA, S) ∧ part(SC,coursesA, C)∧
(count(SI) > 9)→
Q(CI, count(SI))∧
group(g(CI), count(SI))
Fig. 8.11: An example of a generic query with aggregation
Figure 8.11 depicts an example of a generic query with aggregation. We assume a
simple scenario in the domain of students and courses. On the Java side there are two
classes Student and Course. Moreover, we have two mutually inverse properties
Student.courses of type List<Course> and Course.students of type
List<Student> that contain the courses a student is enrolled in and the students
enrolled in a course, respectively. The query in figure 8.11 queries for the identifiers
of courses which have at least 10 students enrolled. In the query head, it defines the
grouping condition using a group predicate. The group predicate has two arguments.
The first is a Skolem function that defines the grouping behavior. Its argument CI
is the grouping property specified in the query. The second argument is the actual
aggregation function to be used. In the body, the query defines the selection predicate
on the aggregation function count(SI).
To translate the object-oriented query represented by the query mappingMSA→SQ
to a new query against the underlying database,MSA→SQ is composed with the query
viewMSD→SA . The result is the query composition mappingMSD→SQ that maps di-
rectly from the relational database schema to the query model. Exporting this mapping
with a SQL source model code generator (cf. chapter 5) yields a SQL query to fetch
the data from the database that is required for populating instances of classes in the
application model.
Thus, there are several steps to be taken when executing a query against the object-
oriented application model:
Mapping Generation: Specify an object-oriented query against the application model
by creating a Query object and invoking appropriate methods of this object.
Mapping Composition: Compose the resulting query mapping MSA→SQ with the
known query viewsMSD→SA to yield a new mappingMSD→SQ from the rela-
tional schema to the model of the objects queried for.
Mapping Compilation: Compile this new query composition mappingMSD→SQ to
a native SQL query using a source model code generator.
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∃s, c, sc
(∀o0, SId, SN
inst(o0,StudentD)∧
av(o0,sidD, SId) ∧ av(o0,SNameD, SN)→
inst(s(SId),StudentA)∧
av(s(SId),SIdA, SId) ∧ av(s(SId),SNameA, SN))∧
(∀o0, CId, CN
inst(o0,CourseD)∧
av(o0,cidD, CId) ∧ av(o0,CNameD, CN)→
inst(c(CId),CourseA)∧
av(c(CId),CIdA, CId) ∧ av(c(CId),CNameA, CN))∧
(∀o0, SId, CId
inst(o0,StudentCourseD)∧
av(o0,scSidD, SId) ∧ av(o0,scCidD, CId)→
inst(s(SId),StudentA) ∧ inst(c(CId),CourseA)∧
inst(sc(SId, CId),StudentCourseA)∧
part(sc(SId, CId),studentsA, s(SId))∧
part(sc(SId, CId),coursesA, c(CId)))
Fig. 8.12: Query viewsMSD→SA from tables Student, Course, and StudentCourse
to corresponding Java classes with an association
Execution: Execute the generated native query and construct objects conforming to
the query model. To do so, populate properties of the objects using setter meth-
ods.
Figure 8.12 shows the query views for our small university example. In the rela-
tional database We have three tables, Student, Course, and a table representing the
connection between students and courses. Moreover, the database stores the same sim-
ple attributes as the business model. Consequently, we have three implications, one for
each of the classes and the last one that maps only the association.
The corresponding update views are straight forward to define by just reversing the
implications in the query views. We abstain here from showing this in detail. In the
next section we show how MAGIC can be used to query the Java model.
Generating the Query Mapping
Method calls to the query API cause predicates to be added to the query mapping. The
developer can specify various features of the query, including selection conditions,
selection of associations, grouping, and aggregration functions.
Figure 8.13 shows how to use aggregation functions and how to add a selection
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condition about aggregated values to the query. Such conditions must be added to a
HAVING expression in SQL. First, an instance of the query class is created in line 1.
It is parameterized with the query views which could also be given only once during
startup of the system. In line 2 the variable C of type Course is added to the query.
Internally, MAGIC will add a set of predicates to the query mapping that describe the
instance and its attributes. Line 3 creates an aggregation function that counts the num-
ber of students associated to the Course object C via its students property. This
implicitly requires information about associated students to be retrieved as well. Line
4 adds the restriction that we are only interested in courses that have at least ten stu-
dents assigned. Records in the query are to be grouped by the course identifiers (l. 5).
The method call addResultVariable(agg) selects the value of the aggregation
function. The query defined this way against the application model corresponds to the
generic query shown in figure 8.11.
01 Query query = new Query(mapping);
02 query.addObjectVariable("C", Course.class);
03 Aggregate agg = AggFunctions.count("C.students");
04 query.addRestriction(Restrictions.greater(agg, 9));
05 query.addGroupProperty("C.id");
06 query.addResultVariable("C.id", "CI");
07 query.addResultVariable(agg, "CC");
08 List<Object[]> results = query.execute();
Fig. 8.13: Java code for generating the query mapping in fig. 8.11
If no aggregation functions are used we can generate instances of the classes in
the Java model and associate them with each other. Figure 8.14 lists the Java code
for a simple selection including retrieval of an association. After creating the Query
object, the second line adds a variable named S of class Student to the query. The
third line restricts the name attribute of S to the value "Helen". When selecting
associated objects from an object graph stored in a database, the developer must spec-
ify which edges to be retrieved from the graph. Line 4 tells MAGIC to retrieve all
Course objects associated to the students with name "Helen" via the property
courses which is of type List<Student>. As for the previous query, the devel-
oper specifies variables to be returned by the query by calling the overloaded method
addResultVariable(...). Called with the name of a variable that has the type
of a Java class, the method selects all generated instances. Here, the query will return
instances of the Student class.
When calling the executemethod of the Query class, the query mapping will be
built. For each call to addClass(String var, Class clazz), MAGIC will
add the predicate inst(var, clazz) to the antecedent of the query mapping. Thus, the
variable var represents an abstract variable in terms of our generic schema mappings.
When instantiateProperty(path) is called, appropriate part predicates are added
to the antecedent that query for the association. Likewise, adding restrictions causes
comparison predicates to be added to the query antecedent regardless of whether the
8.4. OBJECT-ORIENTED DATA ACCESS 181
01 Query query = new Query(mapping);
02 query.addObjectVariable("S", Student.class);
03 query.addRestriction(Restrictions.eq("S.name", "Helen"));
04 query.instantiateProperty("S.courses");
05 query.addResultVariable("S");
06 List<Object[]> results = query.execute();
Fig. 8.14: A simple selection query
restriction is about simple values or aggregation functions.
If aggregation functions are used, it is not required to fetch all the simple proper-
ties of instances queried for. The query mapping generated for the query in figure 8.13
has been listed in figure 8.11. Its antecedent includes av predicates for the identifiers
of courses and students and queries for the association in between using part predi-
cates. The restriction on the number of course participants is given as a > comparison
predicate involving the aggregation function.
When the query does not contain aggregation functions, MAGIC will fetch all sim-
ple properties of abstract variables specified in the query. Corresponding av predicates
will be added for these simple attributes. Figure 8.15 lists the query mapping generated
for the query in figure 8.14. The antecedent queries for student and course identifiers
and their names. Moreover, it queries for the association between students bound to
the variable S and courses bound to the variable C.
For generating the consequent of the query mappingMSA→SQ there are two cases
as well. If aggregation functions are used, MAGIC generates a query head predicate
including the selected variables and appropriate group predicates in the consequent.
The first argument of the group predicate is defined as an abstract function defining the
∃s, c, sc
(∀S,C, SC, SI, SName,CI, CName
inst(S,StudentA) ∧ inst(C,CourseA) ∧ inst(SC,StudentCourseA)∧
av(S,SIdA, SI) ∧ av(S,SNameA, SName)∧
av(C,CIdA, CI) ∧ av(C,CNameA, CName)∧
part(SC,studentsA, S) ∧ part(SC,coursesA, C)∧
equals(SName, ”Helen”)→
inst(s(SI),StudentA) ∧ inst(c(CI),CourseA)∧
inst(sc(SI, CI),StudentCourseA)∧
av(s(SI),SIdA, SI) ∧ av(s(SI),SNameA, SName)∧
av(c(CI),CIdA, CI) ∧ av(c(CI),CNameA, CName)∧
part(sc(SI, CI),studentsA, s(SI))∧
part(sc(SI, CI),coursesA, c(CI)))
Fig. 8.15: Query mapping for the query in fig. 8.14
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desired grouping behavior. The second argument is the required aggregation function.
If objects in the application model are queried for, the predicates in the consequent
mimic the structure defined by the antecedent. The reason for this is that the target ex-
presses the structure of the object graph retrieved, which is exactly the query specified
by the developer. Abstract variables in the predicates are replaced by abstract func-
tions. The information, which abstract functions must be used with which arguments
is taken from the query views that were given as input to MAGIC. In the query view
the term s(SId) identifies an instance of the Student class where SId is the value
of the property SIdA. In the example in figure 8.15, the variable SI is used to assign
a value to the same property of the Student object. Hence, this SI is unified with
SId to yield s(SI) as the abstract function term to be used in the consequent of the
query mapping.
When the query mappingMSA→SQ has been built, it is composed with the query
viewsMSD→SA (cf. figure 8.12). In doing so, the antecedent ofMSA→SQ , which is
a query against the generic representation of the Java application model, is translated
to a new query against a generic representation of the database schema. For relational
sources, this new mapping will contain no part predicates in the antecedent. Instead,
the antecedent will express the query conditions as a select-project-join query in terms
of relational columns. The resulting query composition mappingMSD→SQ is a direct
mapping from the relational schema to the structure of the desired result. This new
mapping is then exported to the native query language.
For generating the SQL query we use a slight variation of the SQLQueryGen algo-
rithm presented in section 5.4 that can be found in appendix C. This new version can
also handle grouping and having conditions in SQL. Depending on the query head, the
av, and group predicates the query generation algorithm will compose the different
parts of the SQL query. Here we will not go into the details of the algorithm as it is
only slightly different from the one presented in section 5.4.
When the query is executed, MAGIC will use the retrieved values to create in-
stances of the classes in the application model, according to the consequent of the
query composition mapping. The execute method will return a list of arrays of type
Object. Each array will contain one element for each variable selected in the order
of the calls to the method addResultVariable(...). Thus, for the query in fig-
ure 8.14 the result will be a one-dimensional array containing instances of Student
with associated courses whereas for the query defined in figure 8.13 the result will
be a two-dimensional array with each component array containing a course identifier
in the first component and the number of students in the second component.
8.4.3 Propagating Updates to the Database
During operation, the application creates new instances of classes in the application
model, associates instances with each other, and sets properties of instances. Of
course, MAGIC also allows to propagate these updates to the underlying persistent
storage. MAGIC offers a set of updating methods that accept objects as arguments.
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Calling these methods causes MAGIC to update the appropriate rows in the underlying
database. Unlike querying, updating does not require a new mapping to be generated.
Instead, we use the update viewMSA→SD from the application to the database model
directly.
The method saveOrUpdate(Object obj) is called to persist the changes to
obj and its associated objects in the database. In the same way as we define the as-
sociated objects to retrieve by a query using instantiateProperty, the method
updateProperty specifies which objects associated to obj shall be persisted. The
method receives as input a path to the property, e.g., "Student.courses". This
is to avoid that every update writes the whole object graph. Usually, only certain ob-
jects in the graph must be updated. Figure 8.16 lists the code for updating a modified
Student object and its associated courses.
01 Session session = new Session();
02 try {
03 Transaction tx = session.beginTransaction();
04 session.updateProperty("Student.courses");
05 session.saveOrUpdate(student);
06 tx.commit();
07 } catch {
08 tx.rollback();
09 } finally {
10 session.close();
11 }
Fig. 8.16: Java code for updating an object student in the database
To execute an update against a set of objects in the application model, MAGIC first
finds the implications in the update views that contain in the antecedent the properties
to be updated. This is realized by a hash map that maps from properties in the ap-
plication model to the corresponding implications. Using an appropriate target model
code generator component, the required implications are translated to SQL INSERT
and UPDATE statements. Of course, the API allows to realize updates as transactions.
Having generated the update statements, MAGIC assigns the values of properties to
the appropriate variables in the update statements and then executes the updates against
the database. We assume objects to be updated are uniquely determined by primary
key. Thus, the WHERE clause of the resulting UPDATE statement always specifies the
primary key.
8.4.4 Evaluation
To evaluate MAGIC we performed a set of queries against a database conforming
to the schema of the Transaction Processing Performance Council (TPC-H) bench-
mark5. The benchmark is a suite of business oriented ad-hoc queries and updates
5http://www.tpc.org/tpch/default.asp
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chosen for broad relevance in industrial-strength applications. The TPC benchmark
suite is widely used to evaluate commercial and open-source database management
systems. However, we defined our own set of queries that were answered by MAGIC.
For evaluation of MAGIC we generated 1GB of data in the eight tables of the TCP
benchmark resulting in the following cardinalities of relations in the database.
Appendix D defines the structure of the TPC benchmark tables, a UML class dia-
gram of the respective Java model, and the mapping definitions used for the evaluation.
Queries of different complexity using different features have been used for the evalua-
tion.
The evaluation has been performed on an Intel(R) Core(TM)2 Duo processor with
2.6GHz CPU and 850MB Java heap space running Windows XP. The database resided
in a MySQL 5.1 server on the same system.
The following four queries have been posed with MAGIC against the Java object
model of the TPC database to evaluate the performance of querying in MAGIC. To
explore how MAGIC scales we varied the numbers of results returned.
Query 1: The first query is a simple select query that fetches 10 to 10000 suppliers
without any associated objects. As each Supplier object has 6 attributes,
MAGIC sets 60 to 60000 attribute values.
Query 2: The second query selects 1 nation and 10 to 5000 customers in that nation.
MAGIC instantiates 11 to 50001 objects and sets 10 to 50000 attribute values
for this query.
Query 3: This query fetches 10 to 10000 orders together with the associated customer
objects. MAGIC must generate 20 to 19521 objects from the results returned by
the database and sets 140000 attribute values for the largest result.
Query 4: The fourth query fetches objects from three classes connected by two as-
sociations which realizes an n-to-m relationship. In particular, it returns 10 to
10000 Parts and their Suppliers together with the PartSupp objects that
connect them. The largest result set generates 60005 objects, sets 720072 at-
tribute values, and creates more than 80000 associations between the objects.
For each of these test cases, we have measured the execution time of MAGIC with
the YourKit Java Profiler (version 7.5). The performance results in milliseconds are
depicted in figures 8.17 through 8.20. All selection predicates were defined using pri-
mary keys because our aim was to evaluate the performance of MAGIC and not the
performance of the DBMS. Moreover, to avoid a bias against the DBMS, we posed
each query against the database once before measuring it in 10 subsequent runs. This
allows the DBMS to cache the results. Moreover, we compared the performance of
MAGIC with the performance of Hibernate on the same queries. The results are de-
picted in the figures as average values.
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Fig. 8.17: Performance of Query 1 in MAGIC in milliseconds
The figures show the total time needed by MAGIC for each query depending on the
number of results and the fractions of time needed for mapping composition, by the
DBMS, and for generating and associating objects. The last column of each diagram
depicts the total time used by Hibernate on the query. The time needed for composing
the query mapping with the query views is constant for each query because the query
mapping does not depend on the number of results. Consequently, the more results are
returned, the more neglectable the time for composition is. For the larger result sets the
amount of time required for instantiating and associating objects in the business model
grows as compared to the time for communication with the DBMS. The reason for this
is the overhead of creating and releasing database connections for smaller result sets.
MAGIC clearly dominates Hibernate on all queries for result sets up to 1000 objects
together with their associated objects. For queries 1 through 3 Hibernate is faster for
the largest result sets. In summary, we can say that the performance of MAGIC is
reasonable as the largest result requires less than 1.5 seconds for instantiating more
than 60000 objects and associating them with each other. Moreover, an important
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Fig. 8.18: Performance of Query 2 in MAGIC in milliseconds
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Fig. 8.19: Performance of Query 3 in MAGIC in milliseconds
result of the evaluation is that the flexibility gained by composition of generic schema
mappings does not impose a considerable overhead on the task of object-relational
mapping.
Beside the queries returning objects associated with each other, we also posed ag-
gregation queries in our evaluation. The first aggregation query asks for the numbers
of parts of each type that are offered by one particular manufacturer. This query re-
turned 150 part types and their numbers. The second aggregation query asks for the
average account balance of customers in each nation. This query returns 25 results,
one for each nation. In both cases the amount of time needed by composition and
MAGIC was neglectable compared to the time required by the DBMS to answer the
queries. Of course, indexes were defined on the attributes used, to avoid a bias in favor
of MAGIC.
Moreover, the time required by MAGIC for persisting object updates in the database
is reasonable. We performed a series of updates to evaluate this, too. However, as our
discussion focused on querying we abstain from showing these results here.
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Fig. 8.20: Performance of Query 4 in MAGIC in milliseconds
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8.4.5 Existing Approaches to the Impedance Mismatch
Various approaches exist for solving the object-relational impedance mismatch using
different programming languages and offering different features. However, only few
approaches rely on research in model management. For the Hibernate ORM tool6,
mappings between the Java object model and the underlying relational database are
specified as annotations of Java classes and methods or as XML files in some special
format. Hibernate can perform both, queries and updates, using the information in such
mapping files. Developers can pose queries either in SQL (which does not solve the
impedance mismatch) against the relational schema or using the HQL query language.
HQL is a proprietary query language which allows specification of queries in a syntax
similar to SQL. However, HQL is not parsed by the Java compiler. Therefore, the
compiler cannot report errors in the query. Additionally, like in MAGIC query objects
can be built in Java code. This approach is also more convenient for dynamic creation
of query objects at runtime.
The ADO.NET Entity Framework (Melnik et al., 2007; Castro et al., 2007; Adya
et al., 2007) is another solution approach to the object-relational impedance mismatch.
Queries are posed against a conceptual model of the domain, specified in the propri-
etary modeling language Entity Data Model (EDM). The EDM supports inheritance
and associations between classes. However, mappings of superclasses are not inher-
ited by subclasses. Thus, like in MAGIC inherited features must be mapped for both
the superclass and the subclass. Moreover, ADO.NET supports the LINQ (Language
INtegrated Query) query language. LINQ is a novel query language integrated into the
.NET framework at the programming language level (Meijer et al., 2006). It allows
the developer to navigate properties between objects. The realization at the program-
ming language level allows to define queries that are statically compiled and checked
by the compiler of the host programming language. Integration of ADO.NET with the
LINQ language hence enables compile-time checking of declarative queries against
the object model. Like our approach, the ADO.NET Entity Framework internally uses
bidirectional views for rewriting queries against the object model. Views are defined
by the developer as equalities between queries over the entities and queries over the
relational schema. These queries are compiled to query views and update views. The
views satisfy the roundtripping criterion which means that given a set E of entities,
we have E = VQuery(VUpdate(E)). Most notably, view maintenance techniques are
employed for propagating updates to the underlying database.
In MAGIC we used similar techniques to show the usefulness of generic schema
mappings for ORM. Although the examples presented in this section seem simple,
they represent already a large class of queries required by real applications. More
complex queries could also be realized using our mapping language. For instance, a
developer may want to retrieve all the objects representing courses, that have more
than ten participants (instead of only their identifiers). This query could be expressed
in our language as well by simply adding the respective av predicates to the example
6http://www.hibernate.org/
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of figure 8.11. Defining such a query efficiently in SQL would require some changes
to the SQLQueryGen algorithm. Albeit such an extension would require changes to
the Java code of MAGIC, it is not a conceptual challenge for our generic mapping
language.
Moreover, the ADO.NET Entity Framework has been extended to provide full fi-
delity object-oriented access to XML data (Terwilliger et al., 2009). The extension,
termed LRX for LINQ over Relations and XML. Although integrated into the Entity
Framework, LRX uses a different proprietary mapping language. LRX uses mapping
fragments between atomic members of classes (e.g., attributes and methods) and XML
fragments specified in an XPath-like language. Each of these mapping fragments is
compiled to XPath and XQuery expressions. Query rewriting then replaces refer-
ences to members in a LINQ query by the previously compiled XPath and XQuery
fragments. LRX also fetches XML fragments that are not mapped so as to allow to
completely reconstruct the original document from its object representation. Oracle
TopLink7 is another approach that can also map XML. However, TopLink uses XPath
for mapping which is less expressive than the mappings in LRX.
8.5 Summary
In this chapter, we presented approaches to solve two common metadata-intensive
problems, peer data management and the object-relational impedance mismatch which
both utilize our generic schema mapping language. Our mediated query infrastructure
allows virtual integration of heterogeneous peers if their schema can be imported into
our generic metamodel GeRoMe. Queries are rewritten using a combination of view
unfolding and answering queries using views. We integrated an interactive query inter-
face into our model management prototype GeRoMeSuite that allows to pose queries
against any peer in the network, regardless of the native metamodel used for the schema
exposed by the peer. A query posed against any peer is recursively rewritten into
queries against its neighboring peers by using the very same algorithm, no matter
which combinations of metamodels are used by the peers. As our mappings are closed
under composition we could use the Compose operator to compute optimized short-
cuts for common rewriting paths in our PDMS. Extending the system with a peer using
a new type of metamodel does not require adaptation of the rewriting algorithm. No
other PDMS prototype provides this level of independence from metamodels.
Moreover, we presented a solution approach for the object-relational impedance
mismatch. Our prototype data access solution MAGIC relies on a pair of schema
mappings between the object-oriented application model and an underlying relational
database. Generic queries against the OO model are rewritten into queries against the
relational database by means of our existing mapping composition algorithm. To gen-
erate SQL queries against the underlying database MAGIC uses a slightly modified
version of the query generation component used in our data exchange solution (cf.
7http://www.oracle.com/technology/products/ias/toplink
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5.4). Consequently, a natural extension is to replace the SQL query generation by a
component for generating XQuery queries. In doing, so MAGIC could as well provide
object-oriented access to XML databases. The scenario for the PDMS has already
shown that our languages are expressive enough to map from and to XML sources.
Both solutions validate the usefulness of our approach. They are easily extendable
by new types of peers or data sources. The query rewriting algorithms, which we
developed, are used independently of the native metamodels in use. Thus, extension
by new metamodels does not require readdressing the issue of query rewriting but,
instead, it is sufficient to define import / export rules (cf. chapter 3) and data exchange
components (cf. chapter 5) for the new metamodel.
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Chapter 9
Conclusion and Outlook
There are a multitude of metadata-intensive problems that are in practice usually solved
by devising special purpose solutions which are difficult to build and to maintain. The
importance of these problems led to the conviction that it is necessary to raise the
level of abstraction for development of solutions and to consider schemas and schema
mappings as first class objects. The vision of model management aims at providing
an algebra of high-level operators that can be used independently of the native under-
lying modeling languages to solve recurring tasks in developing metadata-intensive
solutions. In particular, model management operators manipulate both, schemas and
expressive declarative schema mapping specifications. However, it had been recog-
nized that generic languages for model and mapping representation are a prerequisite
to enabling truly generic model management operators.
The main contributions of this work are the generic model representation language
GeRoMe, that enables metamodel-independent schema matching and, building on the
semantics of GeRoMe models, a truly generic schema mapping language that has sev-
eral desirable properties.
In chapter 4, we have presented a solution for metamodel-independent schema
matching. Our solution can match any pair of schemas represented in our generic
metamodel GeRoMe. The schema matcher provides various components that can be
freely combined. Moreover, these components are often highly configurable, for in-
stance by so called traversal strategies that encapsulate any structure in a GeRoMe
model. The matching component has been evaluated twice until now through partici-
pation in the benchmark track of the ontology alignment evaluation initiative (OAEI).
While our solution is generic in that it can match schemas originating from differ-
ent metamodels, in OAEI we compete against several special-purpose ontology align-
ment tools that are particularly tailored to ontology-alignment tasks. Nevertheless, the
matching component achieved good results.
Chapter 5 presented the language of generic schema mappings that builds on a
subset of GeRoMe, its formal semantics, and on the language of second-order tuple
generating dependencies (SO tgds). Generic schema mappings have powerful group-
ing capabilities that allow for arbitrary restructuring of target data based on concrete
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values retrieved from a data source. Our mapping language is independent of native
metamodels. It can, therefore, be used to define mappings between schemas in pair-
wise different metamodels. In the same chapter, we presented our data translation
solution based on the generic mapping language.
Moreover, the language of generic schema mappings is closed under composition
which is one of the most important mapping manipulation operations in model man-
agement. In chapter 6 we presented an adaptation of the composition algorithm for or-
dinary SO tgds in which we included various optimization steps. Other non-relational
mapping languages are either incapable of properly expressing grouping constraints
(Yu & Popa, 2005) or are not known to be closed under composition (Fuxman et al.,
2006). Generic schema mappings are the only language that combines these important
properties.
In chapter 7 we presented GeRoMeSuite, our holistic generic model management
framework that encompasses all our model management solutions. GeRoMeSuite of-
fers convenient access to and manipulation of schemas and mappings as well as vi-
sual editors for managed metadata. Moreover, it can be used as a user interface for
our schema matching and composition solutions. Additional functionality includes
schema translation with ModelGen, query rewriting with various algorithms, and other
model management functionality that has been developed around GeRoMe. Several
hooks in the design of the tool ease integration of new functionality which has been
shown several times by adding extensions to the framework.
Finally, in chapter 8 we presented two solutions to metadata-intensive problems
that we based on GeRoMe and our generic schema mappings. A distributed query
mediation infrastructure for peers exposing heterogeneous schemas in different native
modeling languages rewrites queries posed against any peer using a combination of
generic mapping composition and the MiniCon algorithm for answering queries using
views. An interactive query interface to pose queries against peers has been integrated
into GeRoMeSuite. Moreover, we presented an object-relational data access tool that
accepts queries against an object-oriented model and rewrites them to queries against
an underlying relational model. As the initial queries relate to an object-oriented
model, they can contain predicates about associations or multivalued attributes. The
queries are rewritten by composing them with a generic schema mapping between the
two schemas.
9.1 Conclusions
Our generic metamodel GeRoMe has proven useful in various ways. The schema
matching component integrated into GeRoMeSuite is able to match any pair of schemas
that can be imported into GeRoMe. It has been shown that different views on the same
schemas, realized by various traversal strategies, can have significant impact on the
schema matching results. Thus, the level of detail provided by GeRoMe is beneficial
for schema matching algorithms.
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The definition of a generic metamodel and its semantics allowed us to define a
generic schema mapping language that is closed under composition while allowing
for data exchange and query rewriting. Our mapping language enables us to use the
very same algorithms for mapping composition and query rewriting no matter which
combination of native metamodels is used by data sources, given that the models can
be represented by a specific simple subset of GeRoMe.
Adding support for new metamodels to our prototypes can be achieved by describ-
ing appropriate import / export rules in a declarative way and by developing only two
components that perform mere syntactic transformations of models. Once a new meta-
model is integrated into our tools, we can apply all our algorithms without adaptation.
The usability for data exchange and query answering and the expressiveness of our
approach have been validated for relational, semi-structured, and object-oriented data
models.
In summary, this work has shown that a detailed generic metamodel can enable
generic model management operators and that model management 2.0 using expres-
sive schema mappings is actually possible in a truly generic way that is independent
of native metamodels employed. Both, the metamodel and the mappings, enable poly-
morphic usage of metadata-level algorithms.
9.2 Outlook on Future Challenges
While this work solved some of the problems of generic model management, there
are yet many challenges remaining to be solved. This section gives an outlook on
open problems that can benefit from raising the level of abstraction. Not all of these
challenges require generic modeling and mapping languages.
9.2.1 Automatic Configuration of Schema Matchers
Our schema matching component offers a tremendous amount of possible matcher
configurations. Actually, the number of possible configurations is infinite. A thorough
analysis of a schema matching task at hand may give hints as to what configuration
will probably provide good schema matching results. However, ideally this step would
be automated. This requires to study the structures of good schema matcher configu-
rations so as to restrict the search space. One possible way is to define a set of features
of schemas to be matched. These can be features of a single model such as length of
labels, or depth of inheritance hierarchy, or joint features of the two models. The fea-
tures could then be used to train a component that automatically chooses an appropriate
schema matcher. One challenge would be to define a set of features that best describes
a schema matching task. It has to be taken care not to choose a set of features so rich
that the configuration component is overfitted. Moreover, a large and representative
training set of real world schema matching tasks is required for training a classifier.
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9.2.2 Schema Integration Based on Declarative Mappings
Another problem that still lacks an appropriate formal solution is schema integration.
While there exist various solution approaches to schema integration (Pottinger & Bern-
stein, 2003, 2008; Quix et al., 2007a) these usually rely on specifying considerable
parts of the desired integrated schema already as part of the schema mapping. It is
therefore desirable, that logical schema mappings, such as source-to-target tuple gen-
erating dependencies or generic mappings, be used for schema integration. In partic-
ular, the use of a helper model, to which both schemas to be integrated are mapped,
should be avoided as it actually requires manual specification of large parts of the solu-
tion before the integration process starts. The inherent problem of schema integration
that there is not only one possible integrated schema can be solved by enumerating
alternative integrated schemas in an intelligent way (Chiticariu et al., 2008). Using
logical mappings also would benefit from the fact that in many cases such mappings
are already available. Such a solution can, for instance, be used to implement scenario
2 in chapter 2.
9.2.3 Propagating Updates via Schema Mappings
Virtual data integration architectures such as enterprise information integration can
handle federated queries. Thus, such systems deal with query answering. However, in
practice, data must often be updated as well. This is at least the case if the information
integration system is internal to an organization. Updating of data sources is usually
realized by enterprise application integration (EAI) which means by application-level
integration where procedural code updates the sources. Unfortunately, this approach
suffers from the same problems as application-level data exchange solutions. Instead,
the declarative mappings used for query answering should be used for updating data
in the sources. In industry, as well, it has been recognized that EII must be enhanced
by updating capabilities (Halevy et al., 2005). Despite the fact that updating of views
is often not possible, more research has to be conducted to find ways to reuse the
declarative schema mappings used for query answering.
9.2.4 Integration of Model Management Solutions
The original model management vision aimed at the provision of an algebra for schema
and mapping manipulation. While the interpretation of a model management script
has been solved, many challenges of model management lie in the realization of the
individual model management operators. Some of the results of the Clio project have
been integrated into IBM InfoSphere DataArchitect. However, the Clio project focused
on mapping generation. Other model management operations have not yet made it into
production quality and a complete support for model management operators by a single
tool implementing a model management algebra seems to be out of reach for now. Still,
in the near future more industrial-strength tools may be developed that solve different
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parts of the model management vision. Haas (2007) proposed to define a quality model
for the desiderata to help in choosing from the large set of information integration tools
specialized to certain parts of the integration process. In a similar way, a model for the
desiderata of model management scenarios can be defined. A special tool could serve
as a middle ware between various tools implementing individual model management
tasks. Given a description of the task at hand, e.g., as a model management script,
the middle ware could guide the metadata manager through the scenario at hand by
automatically choosing an appropriate set of compatible tools and translating messages
between the individual applications. This would be a large step forward towards a
realization of the model management vision.
9.2.5 Pay-As-You-Go Schema Mappings
In this work we presented a generic schema mapping language. Such generic mappings
are useful in scenarios where schemas in different metamodels must be mapped. One
such scenario is dataspaces where sources may be structured, semi-structured, or even
unstructured. Rewriting queries between data sources using schema mappings relies
on the availability of a complete set of mappings for all the predicates involved in the
query. However, one assumption underlying dataspaces is that it is too expensive to
specify a complete set of schema mappings for all integrated sources. In dataspaces,
sources are integrated in a pay-as-you-go fashion. The minimal service that every
source must provide is answering of keyword queries. While the most sophisticated
specification of integration can be formal schema mappings as defined in this work, an
appropriate level of granularity for the process of mapping definition must be chosen.
Thus, it is not acceptable to only offer keyword querying or full-fledged semantic
integration. Instead, there is an urgent need for structures and algorithms that enable
pay-as-you-go integration. Ideally, fragments of declarative schema mappings could
be learned from user interaction.
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Appendix A
Query and Mappings in the PDMS
∃foa(∀oa, ca, ci, p, cun (
av(ca,custId1, ci) ∧ av(ca,custName1, cun)∧
av(oa,customer1, ci) ∧ av(oa,product1, p)→
av(foa(ci, p),custId3, ci) ∧ av(foa(ci, p),custName3, cun)∧
av(foa(ci, p),product3, p)))
Fig. A.1: MappingMS1→S3
∃fsca(∀scha, csa, csta, ca, cta, p1a, pt1a, p2a, pt2a, pn1, pn2 (
part(csa,parentcategories2 , scha) ∧ part(csa,childcategories2 , csta)∧
part(ca,parentcategory2 , csta) ∧ part(ca,childcategory2 , cta)∧
part(p1a,parentproduct2 , cta) ∧ part(p1a,childproduct2 , pt1a)∧
av(pt1a,prodName2, pn1)∧
part(p2a,parentproduct2 , cta) ∧ part(p2a,childproduct2 , pt2a)∧
av(pt2a,prodName2, pn2)→
av(fsca(pn1, pn2),product11, pn1) ∧ av(fsca(pn1, pn2),product21, pn2)))
Fig. A.2: MappingMS2→S1
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∃fscha, fcsa, fcsta, fca, fcta, fpa, fpta(
∀scha, csa, csta, ca, cta, oa, ota, ca, cta, pn, cn(
part(csa,parentcustomers4 , scha) ∧ part(csa,childcustomers4 , csta)∧
part(ca,parentcustomer4 , csta) ∧ part(ca,childcustomer4 , cta)∧
part(oa,parentorder4 , cta) ∧ part(oa,childorder4 , ota)∧
av(ota,product4, pn)∧
part(ca,parentcategory4 , ota) ∧ part(ca,childcategory4 , cta)∧
av(cta,catName4, cn)→
part(fcsa,parentcategories2 , fscha) ∧ part(fcsa,parentcategories2 , fcsta)∧
part(fca(cn),parentcategory2 , fcsta)∧
part(fca(cn),parentcategory2 , fcta(cn))∧
av(fcta(cn),catName2, cn)∧
part(fpa(p, cn),parentproduct2 , fcta(cn))∧
part(fpa(p, cn),parentproduct2 , fpta(p, cn))∧
av(fpta(p, cn),prodName2, pn)))
Fig. A.3: MappingMS4→S2
∃foa(∀scha, csa, csta, ca, cta, oa, ota, ci, cn, p(
part(csa,parentcustomers4 , scha) ∧ part(csa,childcustomers4 , csta)∧
part(ca,parentcustomer4 , csta) ∧ part(ca,childcustomer4 , cta)∧
av(cta,custId4, ci) ∧ av(cta,custName4, cun)∧
part(oa,parentorder4 , cta) ∧ part(oa,childorder4 , ota)∧
av(ota,product4, p)→
av(foa(ci, p),custId3, ci) ∧ av(foa(ci, p),custName3, cun)∧
av(foa(ci, p),product3, p)))
Fig. A.4: MappingMS4→S3
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SELECT DISTINCT
o1.product1 AS p1,
o2.product2 AS p2,
c.custName AS cun
FROM
samecategory AS s,
orders AS o1,
orders AS o2,
customer AS c
WHERE
s.product1 < s.product2 AND
s.product1 = o1.product AND
s.product2 = o2.product AND
c.custId = o1.customer AND
c.custId = o2.customer
Fig. A.5: Query Q at peer P1 as a SQL query
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Appendix B
Computation of MCDs
Input: a generic query Q without union over S and a generic mapping
MM = (S,SM , ΣM).
Output: a set D of MiniCon descriptions.
01 D = ∅
02 for each χ ∈ ΣM
03 for each p ∈ body(χ)
04 for each q ∈ body(Q)
05 if neither p nor q is a comparison predicate then
06 f = matchPredicates(q, p)
07 if f 6= NULL then
08 m = (χ, ϕ, h,G) where ϕ, h, and G are empty
09 D = D ∪ ConstructMCDs(χ,Q, p, q, f,m)
10 endif
11 endif
12 endfor
13 endfor
14 endfor
15 return D
Fig. B.1: Algorithm FormMCDs for constructing MiniCon descriptions
Figure B.1 shows the algorithm FormMCDs that is the entry point for computing
MiniCon descriptions given a generic query and a generic mapping. Given a query or
implication ψ, let head(ψ) be the head of ψ, that is, its consequent. Given a mapping
α, let dom(α) be the domain of α. Moreover, vars(β) denotes the set of variables in
a predicate, implication, or query β. The algorithm FormMCDs checks for each pair
of predicates from the query and the mapping whether the variables in the query pred-
icate can be mapped to the predicates in the mapping predicate (l. 6). The algorithm
matchPredicates(q, p) constructs a partial mapping f from the variables in q to the
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variables in p so as to equate the two predicates, if this is possible. If so, FormMCDs
creates an initial empty MCD and starts the recursive algorithm ConstructMCDs.
The algorithm ConstructMCDs, depicted in figure B.2, is a backtracking algorithm
that extends the input MCD in each recursion step. The first block in this algorithm
(ll. 1 – 11) checks whether the input mapping f contradicts the already existing par-
tial mapping ϕ. If this is the case, the algorithm tracks back. Otherwise h and ϕ are
extended accordingly. The next block performs the recursion for each query subgoal
q′ not yet covered by the MCD, if it can be mapped to a predicate in the implication
by matchPredicates. The lines ll. 30-33 of the algorithm assert that a necessary con-
dition is satisfied by the computed MCD. In particular, every condition on a variable
that is not exported by the implication and that is included in the query (e.g., a join on
a variable) must also be enforced by the implication.
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Input: an implication χ from a generic mapping, a generic queryQ without union, a predi-
cate p from χ, a predicate q fromQ, a mapping f from vars(q) (the variables in q) to
vars(p), and an MCD m = (χ, ϕ, h,G).
Output: a set D of MCDs.
01 for X ∈ vars(Q)
02 if X ∈ vars(head(Q)) and f(X) /∈ vars(head(χ))
03 then return ∅
04 if X ∈ dom(ϕ) and ϕ(X) 6= f(X) then
05 if ϕ(X) /∈ vars(head(χ)) or f(X) /∈ vars(head(χ)) then return ∅
06 if ϕ(X) ∈ dom(h) and h(ϕ(X)) 6= f(X) then return ∅
07 else h := h ∪ {ϕ(X)→ f(X)}
08 else
09 ϕ := ϕ ∪ {X → f(X)}
10 endif
11 endfor
12 G := G ∪ q; D := ∅; recurse := false
13 for Xi ∈ vars(Q)
14 if ϕ(Xi) /∈ vars(head(χ)) then
15 for each q′ ∈ body(Q) \G with Xi ∈ vars(q′)
16 for each p′ ∈ body(χ)
17 f ′ := matchPredicates(q′, p′)
18 if f ′ 6= NULL then
19 recurse := true
20 D := D ∪ ConstructMCDs(χ,Q, p′, q′, f ′,m)
21 endif
22 endfor
23 endfor
24 endif
25 endfor
26 if recurse = false then
27 for Y ∈ vars(head(χ)) \ dom(h)
28 h := h ∪ {Y → Y }
29 endfor
30 for each existential variable ϕ(X) ∈ vars(h(χ))
31 for each g ∈ body(Q) with X ∈ vars(g)
32 if vars(g) ∩ dom(ϕ) 6= vars(g) or ϕ(g) /∈ h(χ) then return NULL
33 endfor
34 return {m}
35 else return D
36 endif
Fig. B.2: Algorithm ConstructMCDs for constructing MiniCon descriptions
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Appendix C
SQLQueryGen with Aggregation
Functions
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Input: A valid implication χ′ ∈ Σ taken from a generic mappingM = (S,T, Σ) where SSQL is
the SQL Schema corresponding to the GeRoMe model S and T = S or T is a default query
model. Moreover, a mapping φ from the aggregate function terms in the query to variable
names defined for these terms.
Output: A SQL select statement over SSQL.
Initialization: P = T =W = G = H = C = F = φ = ∅
Construct group set G:
for each predicate group(f(x), g(y)) on the rhs of χ
G := G ∪ {x}
P := P ∪ {(g(y), φ(g(y))} where φ(g(y)) is an alias for the aggregated value
F := F ∪ {g(y)}
endfor
Construct the table set T :
for each predicate inst(x, t) on the lhs of χ, where t is an Aggregate
T := T ∪ {(x, t)}
Construct projection set P and join conditions:
for each predicate av(x, attr, v) on the lhs of χ
if ( . . . , v, . . .) on the rhs of χ and ¬∃(x′, attr′, v) ∈ P
P := P ∪ {(x.attr, v)}
endif
if ∃(x′, attr′, v) ∈ C
W :=W ∪ {(x′.attr′ = x.attr)}
else
C := C ∪ {(x, attr, v)}
endif
Construct selection predicate sets W and H and join conditions:
for each comparison predicate (t1θt2) on the lhs of χ
for i = 1, 2
pi := ti
if av(x, attr, ti) on the lhs of χ then pi := x.attr
endfor
if t1 ∈ F or t2 ∈ F then H := H ∪ {(t1θt2)}
else W :=W ∪ {(p1θp2)}
endif
endfor
for each predicate av(x, attr, c) where c is a constant
W :=W ∪ {(x.attr = c)}
for each predicate av(x, attr, y) where y occurs in no other predicate
W :=W ∪ {(x.attr IS NOT NULL)}
Construct the select statement: Let P = {(p1, a1), . . . , (pk, ak)}, T = {(x1, t1), . . . , (xm, tm)},
W = {w1, . . . , wi)}, G = {y1, . . . , yg}, H = {h1, . . . , hj}.
Then construct the following SQL statement:
select p1 as a1, . . . , pn as an
from t1 as x1, . . . tm as xm
where w1 and . . . and wi
group by y1, . . . , yg
having h1 and . . . and hj
Fig. C.1: Modified algorithm SQLQueryGen
Appendix D
Evaluation of MAGIC
D.1 Structure of the TPC-H Database
TPC BenchmarkTM H Standard Specification Revision 2.10.0 Page 12 
1.2 Database Entities, Relationships, and Characteristics 
The components of the TPC-H database are defined to consist of eight separate and individual tables (the Base 
Tables). The relationships between columns of these tables are illustrated in Figure 2: The TPC-H Schema. 
 
Figure 2: The TPC-H Schema 
 
Legend: 
• The parentheses following each table name contain the prefix of the column names for that table; 
• The arrows point in the direction of the one-to-many relationships between tables; 
• The number/formula below each table name represents the cardinality (number of rows) of the table. Some 
are factored by SF, the Scale Factor, to obtain the chosen database size. The cardinality for the LINEITEM 
table is approximate (see Clause 4.2.5). 
Fig. D.1: Relational schema of the TPC-H database (taken from (TPC, 2010))
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D.2 Structure of the TPC-H Java Model
Fig. D.2: UML class diagram of the TPC-H Java model
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D.3 Mapping from TPC Database to Java Model
The following pages show the part of the mapping from the TPC database schema to
our TPC Java model which is relevant to the example queries introduced in chapter 8.
We omitted quantifiers of functions and variables.
inst(pa,partD)∧
av(pa,partKeyD, pkey)∧
inst(sa,supplierD)∧
av(sa,supplierKeyD, skey)∧
inst(psa,partsuppD)∧
av(psa,partsuppSupplycostD, SupplyCost)∧
av(psa,partsuppCommentD, comment)∧
av(psa,partsuppAvailqtyD, AvailQTY )∧
av(psa,partsuppSuppkeyD, skey)∧
av(psa,partsuppPartkeyD, pkey)→
inst(fParta(pkey),partA)∧
av(fParta(pkey),partKeyA, pkey)∧
inst(fSuppliera(skey),supplierA),
av(fSuppliera(skey),supplierKeyA, skey),
inst(fPSa(skey, pkey),partsuppA)∧
av(fPSa(skey, pkey),partsuppSupplycostA, SupplyCost)∧
av(fPSa(skey, pkey),partsuppCommentA, comment)∧
av(fPSa(skey, pkey),partsuppAvailqtyA, AvailQTY )∧
inst(fPPSa(skey, pkey),partPSA)∧
part(fPPSa(skey, pkey),partPSToPartA, fParta(pkey))∧
part(fPPSa(skey, pkey),partPSToPSA, fPSa(skey, pkey))∧
inst(fSPSa(skey, pkey),supplierPSA)∧
part(fSPSa(skey, pkey),supplierPSToSA, fSuppliera(skey))∧
part(fSPSa(skey, pkey),supplierPSToPSA, fPSa(skey, pkey))
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inst(sa,supplierD)∧
av(sa,supplierKeyD, key)∧
av(sa,supplierNameD, name)∧
av(sa,supplierAddressD, address)∧
av(sa,supplierPhoneD, phone)∧
av(sa,supplierAcctbalD, acctbal)∧
av(sa,supplierCommentD, comment)→
inst(fSuppliera(key),supplierA)∧
av(fSuppliera(key),supplierAddressA, address)∧
av(fSuppliera(key),supplierCommentA, comment)∧
av(fSuppliera(key),supplierNameA, name)∧
av(fSuppliera(key),supplierPhoneA, phone)∧
av(fSuppliera(key),supplierAcctbalA, acctbal)∧
av(fSuppliera(key),supplierKeyA, key)
inst(ca,customerD)∧
av(ca,customerNameD, name)∧
av(ca,customerKeyD, key)∧
av(ca,customerAddressD, address)∧
av(ca,customerPhoneD, phone)∧
av(ca,customerAcctbalD, acctbal)∧
av(ca,customerSegmentD, segment)∧
av(ca,customerCommentD, comment)→
inst(fCusta(key),customerA)∧
av(fCusta(key),customerKeyA, key)∧
av(fCusta(key),customerNameA, name)∧
av(fCusta(key),customerAddressA, address)∧
av(fCusta(key),customerAcctbalA, acctbal)∧
av(fCusta(key),customerSegmentA, segment)∧
av(fCusta(key),customerPhoneA, phone)∧
av(fCusta(key),customerCommentA, comment)
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inst(na,nationD)∧
av(na,nationKeyD, key)∧
av(na,nationNameD, name)∧
av(na,nationCommentD, comment)→
inst(fNationa(key),nationA)∧
av(fNationa(key),nationKeyA, key)∧
av(fNationa(key),nationNameA, name)∧
av(fNationa(key),nationCommentA, comment)
inst(oa,ordersD)∧
av(oa,ordersKeyD, key)∧
av(oa,ordersStatusD, status)∧
av(oa,ordersPriceD, price)∧
av(oa,ordersDateD, date)∧
av(oa,ordersPriorityD, priority)∧
av(oa,ordersClerkD, clerk)∧
av(oa,ordersShipPriorityD, shipPriority)∧
av(oa,ordersCommentD, comment)→
inst(fOrdera(key),orderA)∧
av(fOrdera(key),ordersKeyA, key)∧
av(fOrdera(key),ordersStatusA, status)∧
av(fOrdera(key),ordersShipPriorityA, shipPriority)∧
av(fOrdera(key),ordersCommentA, comment)∧
av(fOrdera(key),ordersPriorityA, priority)∧
av(fOrdera(key),ordersPriceA, price)∧
av(fOrdera(key),ordersClerkA, clerk)∧
inst(fOrderDatea(key),ordersDateA)∧
part(fOrderDatea(key),oDateToOrderA, fOrdera(key))∧
part(fOrderDatea(key),oDateToDateA, date(Date))∧
value(date(Date), Date)
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inst(ca,customerD)∧
av(ca,customerKeyD, ckey)∧
av(ca,customerNationkeyD, nkey)→
inst(fCusta(ckey),customerA)∧
inst(fNationa(nkey),nationA)∧
inst(fCustNationa(ckey, nkey),customerNationA)∧
part(fCustNationa(ckey, nkey),customerNationCA, fCusta(ckey))∧
part(fCustNationa(ckey, nkey),customerNationNA, fNationa(nkey))
inst(pa,partD)∧
av(pa,partKeyD, key)∧
av(pa,partNameD, name)∧
av(pa,partMfgrD,mfgr)∧
av(pa,partBrandD, brand)∧
av(pa,partTypeD, type)∧
av(pa,partSizeD, size)∧
av(pa,partContainerD, container))∧
av(pa,partRetailpriceD, retailprice)∧
av(pa,partCommentD, comment)→
inst(fParta(key),partA)∧
av(fParta(key),partSizeA, size)∧
av(fParta(key),partMfgrA,mfgr)∧
av(fParta(key),partNameA, name)∧
av(fParta(key),partBrandA, brand)∧
av(fParta(key),partTypeA, type)∧
av(fParta(key),partKeyA, key)∧
av(fParta(key),partContainerA, container)∧
av(fParta(key),partCommentA, comment)∧
av(fParta(key),partRetailpriceA, retailprice)
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inst(oa,ordersA)∧
av(oa,ordersKeyA, okey)∧
av(oa,ordersCustkeyA, ckey)→
inst(fOrdera(okey),orderA)∧
inst(fCusta(ckey),customerA)∧
inst(fCustOrdera(okey, ckey),customerOrderA)∧
part(fCustOrdera(okey, ckey),customerOrderOA, fOrdera(okey))∧
part(fCustOrdera(okey, ckey),customerOrderCA, fCusta(ckey))
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