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Abstract
We consider an augmented mixed finite element method applied to the linear
elasticity problem and derive a posteriori error estimators that are simpler
and easier to implement than the ones available in the literature. In the
case of homogeneous Dirichlet boundary conditions, the new a posteriori er-
ror estimator is reliable and locally efficient, whereas for non-homogeneous
Dirichlet boundary conditions, we derive an a posteriori error estimator that
is reliable and satisfies a quasi-efficiency bound. Numerical experiments illus-
trate the performance of the corresponding adaptive algorithms and support
the theoretical results.
Key words: Linear elasticity, mixed finite element method, stabilization, a
posteriori error estimates.
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1. Introduction
In this paper, we consider the augmented dual-mixed method introduced
in [11, 12] for the linear elasticity problem in the plane with Dirichlet bound-
ary conditions and extended in [13] to the three-dimensional case. The
approach in [11]-[13] relies on the mixed method of Hellinger and Reiss-
ner, that provides simultaneous approximations of the displacement u and
the stress tensor σ. The symmetry of σ is imposed weakly, through the
Preprint submitted to Applied Numerical Mathematics April 10, 2014
use of a Lagrange multiplier that can be interpreted as the rotation γ :=
1
2
(∇u − (∇u)t). Then, suitable Galerkin least-squares type terms arising
from the constitutive and equilibrium equations, and from the relation that
defines the rotation in terms of the displacement are added. Besides, in the
case of non-homogeneous Dirichlet boundary conditions, the bilinear form is
augmented with a consistency term related with the boundary condition. The
resulting augmented variational formulation is coercive in the whole space for
appropriate values of the stabilization parameters, with a coercivity constant
independent of the Lame´ parameter λ. Therefore, the associated Galerkin
scheme is well-posed and free of locking for any choice of finite element sub-
spaces, which is in turn the main advantage of this method.
On the other hand, the use of adaptive algorithms based on a posteriori
error estimates guarantees good convergence behavior of the finite element so-
lution of a boundary value problem. Several a posteriori error estimators are
already available in the literature for the usual mixed finite element method
in linear elasticity (see [5, 8, 17, 9, 15, 7]). Concerning the a posteriori error
analysis of the augmented scheme presented in [11] in the case of pure ho-
mogeneous Dirichlet boundary conditions, an a posteriori error estimator of
residual type was introduced in [3]. That analysis was extended recently to
the cases of pure non-homogeneous Dirichlet boundary conditions and mixed
boundary conditions with non-homogeneous Neumann data; cf. [4]. The a
posteriori error estimators derived in [3] and [4] are both reliable and efficient,
and involve the computation of eleven residuals per element in the homoge-
neous case, and thirteen residuals per element in the non-homogeneous one;
both include normal and tangential jumps.
In this paper, we present new a posteriori error estimators for the aug-
mented dual-mixed methods proposed in [11]-[13] in the case of Dirichlet
boundary conditions. The analysis is based on the use of a projection of
the error and the homogeneous and non-homogeneous cases are studied sep-
arately. In the case of homogeneous boundary conditions, we obtain an a
posteriori error estimator that is reliable, locally efficient and only requires
the computation of four residuals per element. Moreover, this a posteriori
error estimator is the first one derived for the augmented method proposed
in [13]. When non-homogeneous boundary conditions are imposed, we derive
two new reliable a posteriori error estimators, one valid in 2D and 3D, and
a second one that is only valid in 2D. The latter is locally efficient in the
elements that do not touch the boundary and requires the computation of
four residuals per element in the interior triangles, five residuals per element
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in the triangles with exactly one node on the boundary and six residuals
per element in the triangles with a side on the boundary. Neither of these a
posteriori error estimators require the computation of normal nor tangential
jumps, which makes them easy to implement.
The rest of the paper is organized as follows. In Section 2 we recall the
main features of the augmented dual-mixed method introduced in [11, 13]
for the linear elasticity problem with homogeneous Dirichlet boundary con-
ditions. Then, we use the Ritz projection of the error to derive the new a
posteriori error estimator and show that it is reliable and locally efficient.
The extension to the case of non-homogeneous Dirichlet boundary condi-
tions is developed in Section 3, where we first recall the dual-mixed method
from [12, 13]. Finally, in Section 4 we provide several numerical experiments
that illustrate the performance of the corresponding adaptive algorithms and
support the theoretical results.
In what follows, we will use the standard notations for Sobolev spaces and
norms. We let Ω ⊂ Rd (d = 2, 3) be a bounded domain with a Lipschitz-con-
tinuous boundary Γ. We denote H(div; Ω) := {τ ∈ [L2(Ω)]d×d : div(τ ) ∈
[L2(Ω)]d }, H0 := {τ ∈ H(div; Ω) :
∫
Ω
tr(τ ) = 0} and [L2(Ω)]d×dskew :=
{η ∈ [L2(Ω)]d×d : η + ηt = 0 }. The duality pairing between [H−1/2(Γ)]d
and [H1/2(Γ)]d with respect to the [L2(Γ)]d-inner product is denoted by 〈·, ·〉Γ.
Finally, we use C or c, with or without subscripts, to denote generic con-
stants, independent of the discretization parameter, that may take different
values at different occurrences.
2. Homogeneous Dirichlet boundary conditions
Let f ∈ [L2(Ω)]d be a given volume force. We denote by C the elasticity
operator determined by Hooke’s law, that is,
C ζ := λ tr(ζ) I + 2µ ζ , ∀ ζ ∈ [L2(Ω)]d×d , (1)
where λ, µ > 0 are the Lame´ parameters and I is the identity matrix in
Rd×d. The problem of linear elasticity with homogeneous Dirichlet boundary
conditions consists in finding the displacement u and the stress tensor σ such
that 
−div(σ) = f in Ω,
σ = C ε(u) in Ω,
u = 0 on Γ,
(2)
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where ε(u) := 1
2
(∇u+ (∇u)t) is the strain tensor of small deformations. In
the next subsection, we recall the augmented dual-mixed method proposed
in [11, 13] to solve problem (2).
2.1. The augmented dual-mixed finite element method
Let κ1, κ2 and κ3 be positive parameters. We denote H := H0 ×
[H10 (Ω)]
d × [L2(Ω)]d×dskew and H˜ := H0 × [H1(Ω)]d × [L2(Ω)]d×dskew. We define
the bilinear form A : H˜ × H˜ → R and the linear functional F : H˜ → R as
follows:
A((σ,u,γ), (τ ,v,η)) :=
∫
Ω
C−1σ : τ +
∫
Ω
u · div(τ ) +
∫
Ω
τ : γ
−
∫
Ω
v · div(σ) −
∫
Ω
σ : η + κ1
∫
Ω
(
ε(u)− C−1σ) : (ε(v) + C−1τ)
+κ3
∫
Ω
(
γ − 1
2
(∇u− (∇u)t)
)
:
(
η +
1
2
(∇v − (∇v)t)
)
+κ2
∫
Ω
div(σ) · div(τ ) , ∀ (σ,u,γ), (τ ,v,η) ∈ H˜ ,
(3)
and
F (τ ,v,η) :=
∫
Ω
f · (v − κ2 div(τ ) ) , ∀ (τ ,v,η) ∈ H˜ , (4)
where C−1 ζ := 1
2µ
ζ − λ
2µ (d λ+2µ)
tr(ζ) I, ∀ ζ ∈ [L2(Ω)]d×d.
The augmented variational formulation proposed in [11, 13] reads: find
(σ,u,γ) ∈ H such that
A((σ,u,γ), (τ ,v,η)) = F (τ ,v,η) , ∀ (τ ,v,η) ∈ H . (5)
From now on, we assume that the parameters κ1, κ2 and κ3 are chosen
independently of λ and such that κ1 ∈ (0, 2µ), κ2 > 0 and κ3 ∈ (0, κ1).
Under these assumptions (cf. Theorem 3.1 in [11] and Theorem 5.1 in [13]),
there exist positive constants, M and α, independent of λ, such that for all
(σ,u,γ), (τ ,v,η) ∈ H we have
|A((σ,u,γ), (τ ,v,η))| ≤ M ‖(σ,u,γ)‖H ‖(τ ,v,η)‖H ,
A((τ ,v,η), (τ ,v,η)) ≥ α ‖(τ ,v,η)‖2H ,
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where ‖ · ‖H denotes the product norm of H :
‖(τ ,v,η)‖2H := ‖τ‖2H(div,Ω) + ‖v‖2[H1(Ω)]d + ‖η‖2[L2(Ω)]d×d , ∀ (τ ,v,η) ∈ H .
As a consequence (cf. [11, Theorem 3.2] and Section 5 in [13]), the augmented
variational formulation (5) has a unique solution (σ,u,γ) ∈ H and there
exists a positive constant C, independent of λ, such that
‖(σ,u,γ)‖H ≤ C ‖f‖[L2(Ω)]d .
Now, let h be a positive parameter and consider a finite dimensional
subspace Hh ⊂ H. The Galerkin scheme associated to problem (5) reads:
find (σh,uh,γh) ∈ Hh such that
A((σh,uh,γh), (τ h,vh,ηh)) = F (τ h,vh,ηh) , ∀ (τ h,vh,ηh) ∈ Hh . (6)
The existence and uniqueness of a solution to problem (6) as well as a Ce´a
estimate are established in Theorem 4.1 in [11] and Section 5 in [13] under
the assumptions made before on κ¯.
In order to describe the choice of finite element subspaces for the Galerkin
scheme (6) that requires less degrees of freedom (dof), we assume now that
Ω is a polygonal (if d = 2) or polyhedral (if d = 3) region and let {Th}h>0 be
a regular family of meshes of Ω¯, made up of triangles in 2D or tetrahedra in
3D, such that Ω¯ = ∪{T : T ∈ Th }. Given an element T ∈ Th, we denote
by hT its diameter and define the mesh size h := max{hT : T ∈ Th }. In
addition, given an integer ` ≥ 0 and a subset S of Rd, we denote by P`(S)
the space of polynomials in d variables defined in S of total degree at most `,
and for each T ∈ Th, we define the local Raviart-Thomas space of the lowest
order, RT 0(T ) := 〈 e1, . . . , ed,x 〉 ⊆ [P1(T )]d, where {ei}di=1 is the canonical
basis of Rd and x is a generic vector of Rd. Then, we define the finite element
subspaces
Hσh :=
{
τ h ∈ H(div; Ω) : τ h|T ∈ [RT 0(T )t]d, ∀T ∈ Th;
∫
Ω
tr(τ h) = 0
}
,
(7)
Huh :=
{
vh ∈ [C(Ω¯) ∩H10 (Ω)]d : vh|T ∈ [P1(T )]d , ∀T ∈ Th
}
,
H
γ
h :=
{
ηh ∈ [L2(Ω)]d×dskew : ηh|T ∈ [P0(T )]d×d , ∀T ∈ Th
}
. (8)
The simplest choice of finite element subspaces for the Galerkin scheme (6)
is Hh := H
σ
h ×Huh ×Hγh . In this special case, if the solution to problem
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(5) is sufficiently smooth, we can expect the following rate of convergence
(cf. [11, 13]):
‖(σ,u,γ)− (σh,uh,γh)‖H ≤ C hr
(
‖σ‖[Hr(Ω)]d×d
+‖div(σ)‖[Hr(Ω)]d + ‖u‖[Hr+1(Ω)]d + ‖γ‖[Hr(Ω)]d×d
)
,
(9)
where r ∈ (0, 1] and C > 0 is a constant independent of h and λ.
Let m be the number of elements in Th. For the previous choice of finite
element subspaces, the total number of dof when d = 2 behaves asymp-
totically as 5m, whereas for PEERS and BDM (after a static condensation
process), it behaves asymptotically as 7.5m and 9m, respectively. In 3D, the
total number of dof behaves approximately as 9.5m, whereas for the classi-
cal PEERS in 3D the total number of dof behaves approximately as 12.5m
(both methods accept a reduction of 3 local dof using static condensation).
For a comparison with the mixed finite element methods derived using finite
element exterior calculus, see [4, 13].
2.2. A posteriori error analysis
In this section, we develop an a posteriori error analysis for the discrete
scheme (6) based on the use of an appropriate projection of the error. Up
to the authors’ knowlegde, this idea was first used in [2] to derive an a pos-
teriori error estimator for an augmented dual-mixed method for the Poisson
equation.
Throughout this section, we assume that the stabilization parameters are
such that problems (5) and (6) are well-posed. Let (σ,u,γ) and (σh,uh,γh)
be the unique solutions to problems (5) and (6), respectively. We define the
Ritz projection of the error, (σ¯, u¯, γ¯), as the unique element in H such that
〈(σ¯, u¯, γ¯), (τ ,v,η)〉H = A((σ − σh,u− uh,γ − γh), (τ ,v,η)) , (10)
for all (τ ,v,η) ∈ H, where
〈(ζ,w,ρ), (τ ,v,η)〉H := (ζ, τ )H(div; Ω) + (w,v)[H1(Ω)]d + (ρ,η)[L2(Ω)]d×d ,
for any (ζ,w,ρ), (τ ,v,η) ∈ H. We remark that the existence and unique-
ness of (σ¯, u¯, γ¯) is guaranteed by the Lax-Milgram Lemma.
Now, using the coercivity of the bilinear form A(·, ·), we easily get that
||(σ − σh,u− uh,γ − γh)||H ≤
1
α
||(σ¯, u¯, γ¯)||H . (11)
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Hence, to obtain reliable a posteriori error estimates for the discrete scheme
(6), it is enough to bound from above the Ritz projection of the error. In the
next Lemma we obtain such an upper bound.
Lemma 1. There exists a constant C > 0, independent of h and λ, such
that
||(σ¯, u¯, γ¯)||H ≤ C
(
||f + div(σh)||[L2(Ω)]d + ||σh − σth||[L2(Ω)]d×d
+ ||ε(uh)− C−1σh||[L2(Ω)]d×d +
∣∣∣∣γh − 12(∇uh − (∇uh)t)∣∣∣∣[L2(Ω)]d×d ).
Proof. Taking into account that (σ,u,γ) is the solution to problem (5), we
deduce from (10) that
〈(σ¯, u¯, γ¯), (τ ,v,η)〉H = F (τ ,v,η) − A((σh,uh,γh), (τ ,v,η)), (12)
for any (τ ,v,η) ∈ H. Then, using the definitions of the linear functional
F and the bilinear form A(·, ·), equation (12) can be written equivalently as
follows 
(σ¯, τ )H(div; Ω) = F1(τ ), ∀ τ ∈ H0 ,
(u¯,v)[H1(Ω)]d = F2(v), ∀v ∈ [H10 (Ω)]d ,
(γ¯,η)[L2(Ω)]d×d = F3(η), ∀η ∈ [L2(Ω)]d×dskew ,
where the bounded linear functionals F1, F2 and F3 are defined by
F1(τ ) := −κ2
∫
Ω
(f + div(σh)) · div(τ ) −
∫
Ω
(C−1σh + γh) : τ
−
∫
Ω
uh · div(τ )− κ1
∫
Ω
(ε(uh)− C−1σh) : C−1τ ,
F2(v) :=
∫
Ω
(f + div(σh)) · v − κ1
∫
Ω
(
ε(uh)− C−1 σh
)
: ε(v)
− κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) :
∇v − (∇v)t
2
,
F3(η) :=
∫
Ω
σh : η − κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) : η .
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Integrating by parts in the third term in F1, we can write
F1(τ ) = −κ2
∫
Ω
(f + div(σh)) · div(τ ) −
∫
Ω
(C−1σh −∇uh + γh) : τ
− κ1
∫
Ω
C−1(ε(uh)− C−1σh) : τ .
On the other hand, we remark that∫
Ω
τ :
∇v ± (∇v)t
2
=
∫
Ω
τ ± τ t
2
: ∇v , ∀ τ ∈ [L2(Ω)]d×d . (13)
Hence,
F2(v) =
∫
Ω
(f + div(σh)) · v − κ1
∫
Ω
(ε(uh)− C−1 σh) : ∇v
− κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) : ∇v .
Finally, using that η is skew-symmetric,
F3(η) =
∫
Ω
σh − σth
2
: η − κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) : η .
Then, the result follows using the Cauchy-Schwarz inequality, the continuity
of C−1 and noting that
||C−1σh −∇uh + γh||[L2(Ω)]d×d ≤ ||C−1σh − ε(uh)||[L2(Ω)]d×d
+
∣∣∣∣∣∣∣∣γh − ∇uh − (∇uh)t2
∣∣∣∣∣∣∣∣
[L2(Ω)]d×d
.

Remark 2. The constant C in Lemma 1 can be chosen as
C = max (1 + κ2, 1 + κ1 (1 +
∣∣∣∣C−1∣∣∣∣), 1 + 2κ3),
where ||C−1|| := ||C−1||L([L2(Ω)]d×d,[L2(Ω)]d×d) ≤ 12µ(1 + d λdλ+ 2µ) ≤ 1µ .
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Motivated by (11) and the bound obtained in Lemma 1, we define the a
posteriori error estimator θ :=
( ∑
T∈Th θ
2
T
)1/2
, where
θ2T := ||f + div(σh)||2[L2(T )]d + ||σh − σth||2[L2(T )]d×d
+ ||ε(uh)− C−1σh||2[L2(T )]d×d +
∣∣∣∣∣∣∣∣γh − ∇uh − (∇uh)t2
∣∣∣∣∣∣∣∣2
[L2(T )]d×d
.
In the next Lemma we prove that θ is locally efficient.
Lemma 3. There exists a positive constant Ceff, independent of h and λ,
such that
θT ≤ C−1eff ||(σ − σh,u− uh,γ − γh)||H(T ) ,
where ||·||H(T ) denotes the product norm of H(T ) := H(div;T )× [H1(T )]d×
[L2(T )]d×d.
Proof. Using the equilibrium equation, the symmetry of σ, the definition
of γ in terms of the displacement and the triangle inequality, we easily get
||f + div(σh)||2[L2(T )]d = ||div(σh − σ)||2[L2(T )]d , (14)
||σh − σth||2[L2(T )]d×d ≤ 4 ||σh − σ||2[L2(T )]d×d , (15)∣∣∣∣∣∣∣∣γh − ∇uh − (∇uh)t2
∣∣∣∣∣∣∣∣2
[L2(T )]d×d
≤ 2
(
||γ − γh||2[L2(T )]d×d + |u−uh|2[H1(T )]d
)
.
(16)
On the other hand, using the constitutive law, the triangle inequality and
the continuity of C−1, we obtain that∣∣∣∣ε(uh)− C−1σh∣∣∣∣2[L2(T )]d×d ≤ 2(|u−uh|2[H1(T )]d + ∣∣∣∣C−1∣∣∣∣ ||σ − σh||2[L2(T )]d×d ) .
(17)
Then, the result follows from inequalities (14)-(17). 
Next we prove that θ is both reliable and efficient.
Theorem 4. There exist positive constants, Ceff and Crel, independent of
h and λ, such that
Ceff θ ≤ ||(σ − σh,u− uh,γ − γh)||H ≤ Crel θ .
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Proof. The reliability estimate follows from (11), Lemma 1 and the defini-
tion of θ. The efficiency follows from Lemma 3. 
It is not difficult to see that Crel =
2C
α
, where C is the constant from
Lemma 1, and that C−1eff =
√
4 + 2 ||C−1||. We remark that the local indica-
tor θT requires the computation of four residuals per element and does not
involve the computation of normal nor tangential jumps. Therefore, θ is less
expensive and much easier to implement than the a posteriori error estima-
tor proposed in [3]. Moreover, θ can be used in two- and three-dimensional
problems, and with any finite element subspace of H. Numerical results,
including a numerical comparison of θ and the a posteriori error estimator
from [3], are given in Section 4.
3. Non-homogeneous Dirichlet boundary conditions
In this section, we obtain two a posteriori error estimators for the aug-
mented mixed finite element method introduced in [12] for the problem of
linear elasticity with non-homogeneous Dirichlet boundary conditions. One
of them can also be used in the three-dimensional case.
Given a volume force f ∈ [L2(Ω)]d and a prescribed displacement g ∈
[H1/2(Γ)]d, we now consider the problem of determining the displacement u
and the stress tensor σ such that:
σ = C ε(u) in Ω,
−div(σ) = f in Ω,
u = g on Γ,
(18)
where C and ε(u) are defined in subsection 2.1. In the next subsection,
we recall the augmented variational and discrete formulations proposed in
[12, 13] to solve problem (18).
3.1. The augmented mixed finite element method
Let κ1, κ2, κ3 and κ4 be positive parameters. In [12, 13], besides the
residuals arising from the constitutive and equilibrium equations and from
the relation that defines the rotation in terms of the displacement, the
usual dual-mixed variational formulation of problem (18) is enriched with
a consistency term that involves the Dirichlet boundary condition. The re-
sulting augmented variational formulation reads: find (σ,u,γ) ∈ H˜ :=
H0 × [H1(Ω)]d × [L2(Ω)]d×dskew such that
A˜((σ,u,γ), (τ ,v,η)) = F˜ (τ ,v,η) ∀ (τ ,v,η) ∈ H˜ , (19)
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where the bilinear form A˜ : H˜×H˜→ R and the linear functional F˜ : H˜→ R
are defined by
A˜((σ,u,γ), (τ ,v,η)) := A((σ,u,γ), (τ ,v,η)) + κ4
∫
Γ
u · v
F˜ (τ ,v,η) := F (τ ,v,η) + 〈τ n,g〉Γ + κ4
∫
Γ
g · v + κ1 cg
∫
Γ
v · n ,
for any (σ,u,γ), (τ ,v,η) ∈ H˜, where A(·, ·) and F (·) are defined in (3) and
(4), respectively, n is the unit outward normal to Γ and for w : Γ→ Rd, we
denote cw :=
1
d |Ω|
∫
Γ
w · n . In what follows, we denote by ||·||H˜ the product
norm of H˜:
‖(τ ,v,η)‖2
H˜
:= ‖τ‖2H(div,Ω) + ‖v‖2[H1(Ω)]d + ‖η‖2[L2(Ω)]d×d , ∀ (τ ,v,η) ∈ H˜ .
The following properties and results concerning A˜(·, ·) and the augmented
variational formulation (19) were proved in [12, 13]. Let κ0 be the constant
of inequality (3.9) in [12] if d = 2 or that of inequality (3.5) in [13] if d = 3.
Assume that the stabilization parameters, κ1, κ2, κ3 and κ4, are independent
of λ and such that κ1 ∈ (0, 2µ), κ2 > 0, 0 < κ3 <
(
κ0
1− κ0
)
κ1 if κ0 < 1
or κ3 > 0 if κ0 ≥ 1, and κ4 ≥ κ1 + κ3. Then, according to Theorem 3.3
in [12] and Theorem 3.1 in [13], there exist positive constants, M˜ and α˜,
independent of λ, such that
| A˜((σ,u,γ), (τ ,v,η)) | ≤ M˜ ‖(σ,u,γ)‖H˜ ‖(τ ,v,η)‖H˜ ,
for all (σ,u,γ), (τ ,v,η) ∈ H˜ and
A˜((τ ,v,η), (τ ,v,η)) ≥ α˜ ‖(τ ,v,η)‖2
H˜
, ∀ (τ ,v,η) ∈ H˜ .
Hence, the augmented formulation (19) is well-posed and there exists a pos-
itive constant C, independent of λ, such that
‖(σ,u,γ)‖H˜ ≤ C
(
‖f‖[L2(Ω)]d + ‖g‖[H1/2(Γ)]d
)
.
It is important to remark that σ ∈ H0. Therefore, the solution (σ,u,γ) to
the augmented formulation (19) satisfies the modified constitutive equation
ε(u)− C−1σ = cgI in Ω, (20)
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or equivalently, using the definition of the rotation γ,
∇u− γ − C−1σ = cgI in Ω. (21)
Identities (20) and (21) allow to understand the residual character of some
terms involved in the definition of the a posteriori error estimates derived in
the next subsection.
Now, let h be a positive parameter and consider a finite dimensional
subspace H˜h ⊂ H˜. Then, the Galerkin scheme associated to problem (19)
reads: find (σh,uh,γh) ∈ H˜h such that
A˜((σh,uh,γh), (τ h,vh,ηh)) = F˜ (τ h,vh,ηh) , ∀ (τ h,vh,ηh) ∈ H˜h . (22)
Problem (22) is well-posed and a Ce´a estimate can be established (see Theo-
rem 4.1 in [12] and Section 4 in [13]). In this case, the simplest choice of finite
element subspaces for the Galerkin scheme (22) is H˜h := H
σ
h ×Huh ×Hγh ,
where Hσh and H
γ
h are the finite element subspaces defined in (7) and (8),
respectively, and the finite element subspace Huh is defined as follows:
Huh :=
{
vh ∈ [C(Ω¯)]d : vh|T ∈ [P1(T )]d , ∀T ∈ Th
}
, (23)
where {Th}h>0 is a regular family of meshes of Ω, as described in subsection
2.1. For this particular choice, if the solution to problem (19) is sufficiently
smooth, a rate of convergence result analogous to (9) can be obtained (see
Theorem 4.2 in [12] and Theorem 4.1 in [13]).
3.2. A posteriori error analysis
In this section we derive two new a posteriori error estimators for the
Galerkin scheme (22). In what follows, given an element T ∈ Th, we denote
by E(T ) the set of its edges if d = 2 (faces if d = 3); Eh denotes the set of all
the edges/faces of the mesh Th and Eh(Γ) := {e ∈ Eh : e ⊆ Γ}. Finally, he
stands for the length of edge e ∈ Eh if d = 2. We also assume that problems
(19) and (22) are well-posed.
Let (σ,u,γ) and (σh,uh,γh) ∈ H˜h be the unique solutions to problems
(19) and (22), respectively. Then, we proceed as in subsection 2.2 and define
the Ritz projection of the error as the unique (σ¯, u¯, γ¯) ∈ H˜ such that
〈(σ¯, u¯, γ¯), (τ ,v,η)〉H˜ = A˜((σ − σh,u− uh,γ − γh), (τ ,v,η)) ,
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for all (τ ,v,η) ∈ H˜, where for any (ζ,w,ρ), (τ ,v,η) ∈ H˜,
〈(ζ,w,ρ), (τ ,v,η)〉H˜ := (ζ, τ )H(div; Ω) + (w,v)[H1(Ω)]d + (ρ,η)[L2(Ω)]d×d .
The existence and uniqueness of (σ¯, u¯, γ¯) is a consequence of the Lax-Milgram
Lemma.
Now, using the coercivity of A˜(·, ·), we deduce that
||(σ − σh,u− uh,γ − γh)||H˜ ≤
1
α˜
||(σ¯, u¯, γ¯)||H˜ . (24)
Lemma 5. There exists a constant C > 0, independent of h and λ, such
that
||(σ¯, u¯, γ¯)||H˜ ≤ C
(
||f + div(σh)||[L2(Ω)]d + ||σh − σth||[L2(Ω)]d×d
+ ||g − uh||[H1/2(Γ)]d + ||ε(uh)− C−1σh − cgI||[L2(Ω)]d×d
+
∣∣∣∣∣∣∣∣γh − 12(∇uh − (∇uh)t)
∣∣∣∣∣∣∣∣
[L2(Ω)]d×d
)
.
Proof. Proceeding similarly as in the proof of Lemma 1, we have that
(σ¯, τ )H(div; Ω) = F˜1(τ ), ∀ τ ∈ H0 ,
(u¯,v)[H1(Ω)]d = F˜2(v), ∀v ∈ [H1(Ω)]d ,
(γ¯,η)[L2(Ω)]d×d = F˜3(η), ∀η ∈ [L2(Ω)]d×dskew ,
where the bounded linear functionals F˜1, F˜2 and F˜3 are defined by
F˜1(τ ) := −κ2
∫
Ω
(f + div(σh)) · div(τ ) −
∫
Ω
(C−1σh + γh) : τ
−
∫
Ω
uh · div(τ ) − κ1
∫
Ω
(ε(uh)− C−1σh) : C−1τ + 〈τn,g〉Γ ,
F˜2(v) :=
∫
Ω
(f + div(σh)) · v − κ1
∫
Ω
(
ε(uh)− C−1 σh
)
: ε(v)
−κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) :
∇v − (∇v)t
2
+ κ4
∫
Γ
(g − uh) · v
+κ1 cg
∫
Γ
v · n ,
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F˜3(η) :=
∫
Ω
σh − σth
2
: η − κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) : η .
Integrating by parts in the third term in F˜1 and using that
∫
Ω
cgI : τ = 0
when τ ∈ H0, we can write
F˜1(τ ) = −κ2
∫
Ω
(f + div(σh)) · div(τ ) −
∫
Ω
(C−1σh −∇uh + γh + cgI) : τ
−κ1
∫
Ω
C−1(ε(uh)− C−1σh − cgI) : τ + 〈τn,g − uh〉Γ.
On the other hand, using that
∫
Γ
v · n =
∫
Ω
I : ∇v =
∫
Ω
I : ε(v) and (13),
we have
F˜2(v) =
∫
Ω
(f + div(σh)) · v − κ1
∫
Ω
(ε(uh)− C−1σh − cgI) : ε(v)
− κ3
∫
Ω
(γh −
∇uh − (∇uh)t
2
) : ∇v + κ4
∫
Γ
(g − uh) · v .
Then, the result follows using the Cauchy-Schwarz inequality and the conti-
nuity of C−1. 
It is important to remark that, since uh is not necessarily zero on Γ, the
bound given in Lemma 5 does not reduce to the one given in Lemma 1 when
g ≡ 0. Now, motivated by (24) and the previous Lemma, we define
θ˜ :=
( ∑
T∈Th
θ˜2T + ||g − uh||2[H1/2(Γ)]d
)1/2
,
where
θ˜2T := ||f + div(σh)||2[L2(T )]d + ||σh − σth||2[L2(T )]d×d
+ ||ε(uh)− C−1σh − cgI||2[L2(T )]d×d +
∣∣∣∣γh − 12(∇uh − (∇uh)t)∣∣∣∣2[L2(T )]d×d .
(25)
It is not difficult to see that θ˜ is equivalent to the total error. However,
the non-local character of the [H1/2(Γ)]d-norm makes θ˜ unuseful in an adap-
tive refinement algorithm. In the next Theorem, we use an interpolation
argument to obtain a reliable and fully local a posteriori error estimator.
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Theorem 6. Assume that g ∈ [H1(Γ)]d. Then, there exists a constant
Crel > 0, independent of h and λ, such that
||(σ − σh,u− uh,γ − γh)||H˜ ≤ Crel θˆ ,
where θˆ :=
( ∑
T∈Th
θˆ2T
)1/2
, with θˆ2T := θ˜
2
T +
∑
e∈E(T )∩Eh(Γ) ||g − uh||
2
[H1(e)]d .
Proof. Using that [H1/2(Γ)]d is the interpolation space of index 1/2 between
[L2(Γ)]d and [H1(Γ)]d, we have that
||g − uh||2[H1/2(Γ)]d ≤ C ||g − uh||[L2(Γ)]d ||g − uh||[H1(Γ)]d
≤ C
∑
e∈Eh(Γ)
||g − uh||2[H1(e)]d .
The result follows from (24), Lemma 5, (25) and the previous inequality. 
In what follows, we assume that d = 2 and that Huh is given by (23). Then,
we follow [2] and let u¯h be the unique continuous piecewise-linear function
in Th such that u¯h(x) = uh(x) for any node x of Th in Ω and u¯h(x) = g(x) for
any node x of Th on Γ. Let κ := max
{
hei
hej
: ei neighbor of ej, i, j = 1, . . . , n
}
,
where {ei}ni=1 is the partition of Γ induced by Th. Then, by virtue of Theorem
1 in [6], if g ∈ [H1(Γ)]2, there exists a constant C > 0, independent of h and
λ, such that
||g − u¯h||2[H1/2(Γ)]2 ≤ C log(1 + κ)
∑
e∈Eh(Γ)
he
∣∣∣∣∣∣∣∣ dgdtT − du¯hdtT
∣∣∣∣∣∣∣∣2
[L2(e)]2
, (26)
where d
dtT
denotes the tangential derivative.
Remark 7. The tangential derivative d
dt
:H1(D) → H−1/2(∂D) is a linear
continuous operator, where D ⊂ R2 is a Lipschitz-continuous domain. In-
deed, we know from [14, page 253] that the tangential trace is continuous
as a mapping from H(curl;D) into H−1/2(∂D). Then, the result follows by
using that if u ∈ H1(D), then ∇u ∈ H(curl;D) and ||∇u||H(curl;D) = |u|1,D
(because curl∇u = 0 in D).
We also have the following Lemma.
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Lemma 8. Assume that each component of g is a piecewise polynomial on
{ei}ni=1. Then, there exists a constant C > 0, independent of h and λ, such
that
he
∣∣∣∣∣∣∣∣ dgdtT − du¯hdtT
∣∣∣∣∣∣∣∣2
[L2(e)]2
≤ C ||u− u¯h||2[H1(Te)]2 , ∀ e ∈ Eh(Γ) ,
where Te is the triangle in Th that has e as an edge.
Proof. The result follows by applying the inverse inequality (2.1.30) in [1]
with τ = −1/2 and σ = 0, using the definition of the norm ||·||H−1/2(e) (see,
for instance, [6]), and the continuity of the tangential derivative operator
from [H1(Te)]
2 to [H−1/2(∂Te)]2 (see Remark 7). 
Then, we may define the a posteriori error estimate θ¯ :=
( ∑
T∈Th
θ¯2T
)1/2
,
where
θ¯2T := ||f + div(σh)||2[L2(T )]2 + ||σh − σth||2[L2(T )]2×2 + ||uh − u¯h||2[H1(T )]2
+
∣∣∣∣∣∣∣∣γh − 12 (∇uh − (∇uh)t)
∣∣∣∣∣∣∣∣2
[L2(T )]2×2
+
∣∣∣∣ε(uh)− C−1σh − cgI∣∣∣∣2[L2(T )]2×2
+ log(1 + κ)
∑
e∈E(T )∩Eh(Γ)
he
∣∣∣∣∣∣∣∣ dgdtT − du¯hdtT
∣∣∣∣∣∣∣∣2
[L2(e)]2
.
(27)
Theorem 9. If g ∈ [H1(Γ)]2, then there exists a constant Crel > 0, inde-
pendent of h and λ, such that
||(σ − σh,u− uh,γ − γh)||H˜ ≤ Crel θ¯ .
If, moreover, each component of g is a piecewise polynomial on Γ, then there
exists a positive constant Ceff, independent of h and λ, such that
Ceff θ¯
2
T ≤ ||(σ − σh,u− uh,γ − γh)||2H(T ) + χ(T ) ||uh − u¯h||2[H1(T )]2 ,
for all T ∈ Th, where χ(T ) is equal to 1 if ∂T ∩ Γ 6= ∅ and is equal to 0
otherwise.
Proof. The reliability follows from (24), Lemma 5, the triangle inequality,
(26), a trace inequality and the definition of θ¯. On the other hand, let T ∈ Th.
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If T ⊂ Ω, then uh = u¯h in T and the third and sixth terms in (27) vanish.
In this case, the result follows straightforwardly. If ∂T ∩ Γ 6= ∅, the result
follows by applying Lemma 8. 
We remark that the a posteriori error estimator θ¯ is locally efficient in the
interior elements (that is, those that do not touch the boundary). Besides,
the computation of θ¯ involves four residuals per element in the interior tri-
angles, five residuals per element in the triangles with exactly one vertex on
the boundary and six residuals per element in the triangles with a side on the
boundary. We emphasize that θ¯ has been derived in the two-dimensional set-
ting, assuming that displacements are approximated by continuous piecewise
linear finite elements. In the next section, we provide some numerical results
illustrating the performance of the corresponding adaptive method, including
a numerical comparison with the a posteriori error estimator proposed in [4].
4. Numerical experiments
In this section we present some numerical results that illustrate the per-
formance of the discrete schemes (6) and (22), and that of the adaptive
algorithms based on the a posteriori error estimators θ, θˆ and θ¯ when the
simplest finite element subspaces are used to solve the linear elasticity prob-
lem in the plane. We implemented the augmented discrete schemes following
the ideas in Section 4.3 of [11]. The numerical experiments were carried out
in a notebook Intel Core i7-820QM with four dual processors using a Matlab
code.
We recall that given the Young modulus E and the Poisson ratio ν of
a linear elastic material, the corresponding Lame´ parameters are defined by
µ := E
2(1+ν)
and λ := E ν
(1+ν) (1−2 ν) . In the examples below, we take E = 1 and
consider the values ν = 0.4900 and ν = 0.4999, which yield the following
values of µ and λ :
ν µ λ
0.4900 0.3356 16.4430
0.4999 0.3334 1666.4444
Given an error indicator ζ := (
∑
T∈Th ζ
2
T )
1/2, we consider the following
adaptive algorithm:
1. Start with a coarse mesh Th.
2. Solve the Galerkin scheme for the current mesh Th.
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3. Compute ζT for each triangle T ∈ Th.
4. Consider stopping criterion and decide to finish or go to the next
step.
5. Use blue-green refinement to refine each element T ′ ∈ Th such that
ζT ′ ≥ 1
2
max{ ζT : T ∈ Th } .
6. Define the resulting mesh as the new Th and go to step 2.
In what follows, N denotes the total number of dof for the correspond-
ing discrete scheme. We define the error in each unknown, e(σ) := ‖σ −
σh‖H(div;Ω), e(u) := ‖u−uh‖[H1(Ω)]2 and e(γ) := ‖γ−γh‖[L2(Ω)]2×2 . The indi-
vidual errors are computed using a Gaussian quadrature rule on each triangle.
Then, the total error is given by e(σ,u,γ) :=
(
e(σ)2 + e(u)2 + e(γ)2
)1/2
.
The efficiency index of an error indicator ζ is defined as I(ζ) := e(σ,u,γ)/ζ.
Finally, we define the experimental rate of convergence as
r(e(σ,u,γ)) := − 2 log(e(σ,u,γ)/e(σ,u,γ)
′)
log(N /N ′) ,
where N and N ′ denote the dof of two consecutive triangulations, and
e(σ,u,γ) and e(σ,u,γ)′ are the corresponding total errors.
4.1. Homogeneous boundary conditions
In this section we show some numerical results that illustrate the perfor-
mance of the discrete scheme (6) and of the adaptive algorithm based on the
a posteriori error estimator θ. In the table below we specify the examples to
be considered here. The domain Ω will be either the unit square ]0, 1[2 or the
L-shaped domain ] − 0.5, 0.5[2 \ [0, 0.5]2, and we choose f so that the exact
solution is u(x1, x2) := (u1(x1, x2), u2(x1, x2))
t as specified below. Since the
augmented method is robust with respect to the stabilization parameters (see
[11]), we take κ¯ =
(
µ, 1
2µ
, µ
2
)
in all the examples, which is a feasible choice.
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Ex. Ω ν u1(x1, x2) = u2(x1, x2)
1 Square 0.4900
x1 (x1 − 1)x2 (x2 − 1)
(x1 − 1)2 + (x2 − 1)2 + 0.01
0.4999
2 L-shape 0.4900 x1 x2 (x
2
1 − 0.25) (x22 − 0.25) (x21 + x22)−1/3
3 L-shape 0.4900 x1 x2 (x
2
1 − 0.25) (x22 − 0.25) (x21 + 10−4)−1/3
We first emphasize the robustness of the a posteriori error estimator θ
with respect to the Poisson ratio. We approximate the solution of Example
1 for two different values of ν using a sequence of uniform meshes. Hereafter,
uniform refinement means that given a uniform initial triangulation, each
subsequent mesh is obtained from the previous one by dividing each triangle
into the four ones arising when connecting the midpoints of its sides. In
Tables I and II we present the individual and total errors, the experimental
convergence rates, the a posteriori error estimators and the efficiency indices
obtained for Example 1 with ν = 0.4900 and ν = 0.4999, respectively.
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Table I: Dof, individual and total errors, convergence rate, a posteriori
error estimator and efficiency index for a sequence of uniform meshes
(Example 1, ν = 0.4900).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
323 0.8866E+2 0.3696E+1 0.1226E+2 0.8958E+2 —- 0.9041E+2 0.9907
1283 0.7139E+2 0.2280E+1 0.7457E+1 0.7181E+2 0.3205 0.7221E+2 0.9946
5123 0.3390E+2 0.1124E+1 0.5477E+1 0.3435E+2 1.0651 0.3478E+2 0.9878
20483 0.1729E+2 0.5606E+0 0.3926E+1 0.1774E+2 0.9539 0.1817E+2 0.9764
81923 0.8684E+1 0.2116E+0 0.2407E+1 0.9014E+1 0.9767 0.9337E+1 0.9654
327683 0.4345E+1 0.6771E-1 0.1306E+1 0.4537E+1 0.9903 0.4728E+1 0.9597
Table II: Dof, individual and total errors, convergence rate, a posteriori
error estimator and efficiency index for a sequence of uniform meshes
(Example 1, ν = 0.4999).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
323 0.8780E+4 0.3662E+3 0.1246E+4 0.8875E+4 —- 0.8962E+4 0.9903
1283 0.7013E+4 0.2286E+3 0.7552E+3 0.7058E+4 0.3323 0.7098E+4 0.9943
5123 0.3329E+4 0.1153E+3 0.5515E+3 0.3376E+4 1.0653 0.3419E+4 0.9873
20483 0.1697E+4 0.5720E+2 0.3928E+3 0.1743E+4 0.9543 0.1786E+4 0.9756
81923 0.8521E+3 0.2140E+2 0.2398E+3 0.8855E+3 0.9768 0.9181E+3 0.9645
327683 0.4264E+3 0.6647E+1 0.1298E+3 0.4457E+3 0.9903 0.4649E+3 0.9588
We remark that in both cases, independently of the error values, there
are practically no differences between the efficiency indices obtained with the
two values of ν, which numerically shows the robustness of θ with respect to
ν (and hence with respect to the Lame´ parameter λ).
Next we consider Examples 2 and 3 to illustrate the performance of the
adaptive algorithm based on θ. We remark that the solution to Example 2 is
singular at the boundary point (0, 0). In fact, the behavior of u in a neigh-
borhood of the origin implies that div(σ) ∈ [H1/3(Ω)]2, so that the expected
convergence rate for the uniform refinement is 1/3. On the other hand, the
solution to Example 3 exhibits large stress regions around the line x1 = 0.
In Tables III through VI we provide the corresponding individual and total
errors, the experimental convergence rates, the a posteriori error estimators
and the efficiency indices for the uniform and adaptive refinements.
In Table III we can observe how the convergence rates for the uniform
refinement approach 1/3 in Example 2. In Table IV we observe that the
adaptive algorithm is able to recover, at least approximately, the rate of
convergence O(h) for the total error. We also remark that the efficiency
indices take values around 0.9, which confirms the reliability and efficiency
of the a posteriori error estimator θ.
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Table III: Dof, individual and total errors, experimental convergence rates,
a posteriori error estimators and efficiency indices for the uniform
refinement (Example 2).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
243 0.1310E+1 0.8236E-1 0.4502E+0 0.1388E+1 —- 0.1464E+1 0.9480
963 0.8749E+0 0.4975E-1 0.2638E+0 0.9152E+0 0.6047 0.9533E+0 0.9601
3843 0.6287E+0 0.2488E-1 0.1644E+0 0.6503E+0 0.4938 0.6711E+0 0.9691
15363 0.4754E+0 0.1121E-1 0.1022E+0 0.4864E+0 0.4192 0.4973E+0 0.9781
61443 0.3694E+0 0.4095E-2 0.5943E-1 0.3742E+0 0.3783 0.3791E+0 0.9872
245763 0.2907E+0 0.1336E-2 0.3188E-1 0.2924E+0 0.3557 0.2942E+0 0.9939
Table IV: Dof, individual and total errors, experimental convergence rates,
a posteriori error estimators and efficiency indices for the adaptive
refinement (Example 2).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
243 0.1310E+1 0.8236E-1 0.4502E+0 0.1388E+1 —- 0.1464E+1 0.9480
853 0.8863E+0 0.4802E-1 0.2542E+0 0.9233E+0 0.6491 0.9598E+0 0.9620
1313 0.7479E+0 0.3747E-1 0.2265E+0 0.7823E+0 0.7684 0.8163E+0 0.9584
2273 0.6122E+0 0.3188E-1 0.1127E+0 0.6233E+0 0.8283 0.6351E+0 0.9814
2833 0.5369E+0 0.2916E-1 0.1014E+0 0.5472E+0 1.1828 0.5580E+0 0.9806
3643 0.4662E+0 0.2826E-1 0.9711E-1 0.4770E+0 1.0907 0.4876E+0 0.9784
4483 0.4206E+0 0.2401E-1 0.8663E-1 0.4301E+0 0.9993 0.4390E+0 0.9795
5393 0.3794E+0 0.2225E-1 0.8543E-1 0.3895E+0 1.0710 0.3991E+0 0.9760
6943 0.3355E+0 0.2021E-1 0.7875E-1 0.3452E+0 0.9563 0.3543E+0 0.9743
7963 0.3140E+0 0.1967E-1 0.7499E-1 0.3234E+0 0.9502 0.3323E+0 0.9733
12113 0.2633E+0 0.1743E-1 0.6385E-1 0.2715E+0 0.8351 0.2786E+0 0.9746
15913 0.2246E+0 0.1544E-1 0.5938E-1 0.2328E+0 1.1271 0.2400E+0 0.9700
18963 0.2042E+0 0.1389E-1 0.5392E-1 0.2117E+0 1.0844 0.2182E+0 0.9701
23633 0.1821E+0 0.1194E-1 0.5128E-1 0.1896E+0 1.0025 0.1963E+0 0.9654
29443 0.1649E+0 0.9675E-2 0.4254E-1 0.1706E+0 0.9585 0.1759E+0 0.9702
36023 0.1511E+0 0.9076E-2 0.3389E-1 0.1551E+0 0.9444 0.1588E+0 0.9769
49053 0.1299E+0 0.8420E-2 0.3123E-1 0.1339E+0 0.9524 0.1374E+0 0.9746
63403 0.1128E+0 0.7547E-2 0.2811E-1 0.1165E+0 1.0868 0.1197E+0 0.9730
In Figure 1 we display the total error versus the dof for the uniform re-
finement and the adaptive refinements based on θ and η, where η is the a
posteriori error estimator proposed in [3]. We can observe there that the
adaptive procedures converge faster than the uniform one and, in particu-
lar, the adaptive algorithm based on θ shows the best performance for this
example.
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Figure 1: Total error vs. degrees of freedom
for the uniform and adaptive refinements (Example 2).
In Figure 2 we display the efficiency indices of the a posteriori error
estimators θ and η vs the dof. We remark that the efficiency indices of θ are
closer to 1 than those of η. In Figure 3, we display some intermediate meshes
obtained with the adaptive algorithm based on θ as applied to Example 2. We
remark that the meshes are highly refined in a neighborhood of the singular
point.
In Example 3 the solution exhibits large stress regions around the line
x1 = 0. In Tables V and VI we provide the corresponding individual and
total errors, the experimental convergence rates, the a posteriori error esti-
mators and the efficiency indices for the uniform and adaptive refinements,
respectively. We observe that the uniform procedure is unable to attain lin-
ear convergence whereas the adaptive procedure based on θ does. This fact
can also be noticed in Figure 4, where we display the total error versus the
dof for the uniform refinement and the adaptive refinements based on θ and
η. In this example, the performance of θ and η is very similar. We also
remark from Tables V and VI that the efficiency indices remain bounded in
a neighborhood of 0.99, which confirms the reliability and efficiency of the a
posteriori error estimator θ.
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Figure 2: Efficiency indices vs. dof for adaptive refinements (Example 2).
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Figure 3: Adapted meshes with 4483 and 18963 dof (Example 2).
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Table V: Dof, individual and total errors, experimental convergence rates,
a posteriori error estimators and efficiency indices for the uniform
refinement (Example 3).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
243 0.2090E+2 0.6142E+0 0.7291E+0 0.2092E+2 —- 0.2096E+2 0.9982
963 0.1880E+2 0.4015E+0 0.4922E+0 0.1881E+2 0.1543 0.1883E+2 0.9991
3843 0.1119E+2 0.1426E+0 0.3528E+0 0.1120E+2 0.7501 0.1121E+2 0.9992
15363 0.7646E+1 0.3972E-1 0.2308E+0 0.7649E+1 0.5499 0.7654E+1 0.9994
61443 0.6237E+1 0.2994E-1 0.1412E+0 0.6238E+1 0.2941 0.6240E+1 0.9997
245763 0.3807E+1 0.1216E-1 0.8152E-1 0.3808E+1 0.7123 0.3809E+1 0.9997
Table VI: Dof, individual and total errors, experimental convergence rates,
a posteriori error estimators and efficiency indices for the adaptive
refinement (Example 3).
N e(σ) e(u) e(γ) e(σ,u,γ) r(e(σ,u,γ)) θ I(θ)
243 0.2090E+2 0.6142E+0 0.7291E+0 0.2092E+2 —- 0.2096E+2 0.9982
453 0.1882E+2 0.4123E+0 0.5552E+0 0.1883E+2 0.3384 0.1885E+2 0.9990
873 0.1122E+2 0.1555E+0 0.4570E+0 0.1123E+2 1.5753 0.1125E+2 0.9989
2063 0.7706E+1 0.7550E-1 0.2589E+0 0.7711E+1 0.8749 0.7716E+1 0.9993
4198 0.6420E+1 0.6873E-1 0.2014E+0 0.6423E+1 0.5141 0.6427E+1 0.9994
10558 0.4097E+1 0.4675E-1 0.1616E+0 0.4101E+1 0.9733 0.4104E+1 0.9991
26973 0.2331E+1 0.4153E-1 0.1444E+0 0.2336E+1 1.2000 0.2340E+1 0.9981
74173 0.1359E+1 0.2709E-1 0.1140E+0 0.1364E+1 1.0640 0.1368E+1 0.9966
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Figure 4: Total error vs. degrees of freedom
for the uniform and adaptive refinements (Example 3).
In Figure 5 we display the efficiency indices of the a posteriori error
estimators θ and η vs the dof as applied to Example 3. Again, the efficiency
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Figure 5: Efficiency indices vs. dof for adaptive refinements (Example 3).
indices of θ are closer to 1 than those of η. Finally, we display in Figure 6
some intermediate meshes obtained with the adaptive algorithm based on θ.
We remark that the adaptive algorithm is able to recognize the large stress
regions of the solution since the adapted meshes are highly refined around
the line x1 = 0, where the largest stresses occur.
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Figure 6: Adapted meshes with 2063 and 26973 dof (Example 3).
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4.2. Non-homogeneous Dirichlet boundary conditions
In this section we present several numerical results that illustrate the per-
formance of the augmented scheme (22) and the a posteriori error estimators
θˆ and θ¯ for the simplest finite element subspace H˜h defined in Section 3. We
consider the following values for the stabilization parameters (cf. [12, 13]):
κ1 = µ, κ2 =
1
2µ
, κ3 =
1
8
κ1, κ4 = κ1 + κ3.
In the Table below we specify the three examples to be considered in this
section. We choose the data f and g so that the exact solution is u(x1, x2) :=
(u1(x1, x2), u2(x1, x2))
t.
Example Ω u1(x1, x2) = u2(x1, x2)
4 ]0, 1[2 x1 x2 e
x1+x2
5 ]− 0.25, 0.25[2\[0, 0.25]2 x1 x2
(x21 + x
2
2)
1/3
+ 2x2
6 ]0, 1[2\{x ∈ R2 : ‖x‖ ≤ 0.1} 10
−4
x21 + x
2
2 − 0.052
We use Example 4 to show the robustness of the a posteriori error esti-
mators θˆ and θ¯ with respect to the Poisson ratio. In Tables VII and VIII
we provide the total error, the experimental convergence rates, the values
of the a posteriori error estimators θˆ and θ¯ and the corresponding efficiency
indices for a sequence of uniform meshes, for ν = 0.4900 and ν = 0.4999,
respectively. We remark that, independently of how large the errors could
become, there are practically no differences between the efficiency indices
obtained with the two values of ν, which numerically shows the robustness
of the a posteriori error estimators θˆ and θ¯ with respect to the Poisson ratio
(and hence, with respect to the Lame´ parameter λ ).
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Table VII: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (uniform refinement) (Example 4,
ν = 0.4900).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ) θ¯ I(θ¯)
59 0.9332E+2 —– 0.1046E+3 0.8925 0.9878E+2 0.9448
195 0.4636E+2 1.1703 0.5291E+2 0.8762 0.5069E+2 0.9146
707 0.2342E+2 1.0602 0.2709E+2 0.8645 0.2624E+2 0.8926
2691 0.1203E+2 0.9975 0.1421E+2 0.8464 0.1390E+2 0.8649
10499 0.6141E+1 0.9873 0.7370E+1 0.8333 0.7265E+1 0.8454
41475 0.3099E+1 0.9955 0.3737E+1 0.8294 0.3700E+1 0.8376
164867 0.1555E+1 0.9998 0.1874E+1 0.8295 0.1861E+1 0.8353
657411 0.7782E+0 1.0007 0.9368E+0 0.8307 0.9323E+0 0.8347
Table VIII: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (uniform refinement) (Example 4,
ν = 0.4999).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ) θ¯ I(θ¯)
59 0.9180E+4 —– 0.1015E+5 0.9044 0.9640E+4 0.9522
195 0.4556E+4 1.1718 0.5143E+4 0.8859 0.4949E+4 0.9206
707 0.2297E+4 1.0637 0.2628E+4 0.8739 0.2554E+4 0.8992
2691 0.1176E+4 1.0018 0.1375E+4 0.8554 0.1348E+4 0.8721
10499 0.5996E+3 0.9894 0.7130E+3 0.8410 0.7039E+3 0.8518
41475 0.3025E+3 0.9962 0.3617E+3 0.8362 0.3586E+3 0.8435
164867 0.1517E+3 1.0000 0.1815E+3 0.8359 0.1804E+3 0.8409
657411 0.7593E+2 1.0008 0.9073E+2 0.8369 0.9037E+2 0.8402
Next, we use Example 4 to illustrate the behavior of the boundary terms
in θˆ and θ¯. We define
θˆΓ :=
∑
T∈Th
∑
e∈E(T )∩Eh(Γ)
||g − uh||2[H1(e)]2
1/2
and
θ¯Γ :=
∑
T∈Th
∑
e∈E(T )∩Eh(Γ)
he
∣∣∣∣∣∣∣∣ dgdtT − du¯hdtT
∣∣∣∣∣∣∣∣2
[L2(e)]2
1/2 .
In Table IX we show the behavior of θˆΓ and θ¯Γ when Example 4 is solved
using a uniform refinement algorithm and ν = 0.4900. We observe there
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that the rates of convergence for θˆΓ approach 1.29 whereas for θ¯Γ are close to
1.5. Therefore, these boundary terms tend to zero superlinearly as h tends
to zero.
Table IX: Dof, boundary terms of θˆ and θ¯ and their experimental
convergence rates (uniform refinement) (Example 4, ν = 0.4900).
N θˆΓ r(θˆΓ) θ¯Γ r(θ¯Γ)
59 0.4105E+2 —– 0.2430E+1 —–
195 0.1770E+2 1.4070 0.8737E+0 1.7112
707 0.7834E+1 1.2658 0.3102E+0 1.6078
2691 0.3408E+1 1.2453 0.1098E+0 1.5541
10499 0.1430E+1 1.2757 0.3883E-1 1.5271
41475 0.5895E+0 1.2904 0.1373E-1 1.5135
164867 0.2415E+0 1.2930 0.4854E-2 1.5068
657411 0.9876E-1 1.2932 0.1716E-2 1.5034
In what follows, we take ν = 0.4900 and consider Examples 5 and 6
to illustrate the performance of the adaptive algorithms based on θˆ and θ¯.
We remark that the solution of Example 5 has a singularity at the boundary
point (0, 0). In fact, the behavior of u in a neighborhood of the origin implies
that div(σ) ∈ [H1/3(Ω)]2. Thus, the expected rate of convergence for the
uniform refinement is 1/3. On the other hand, the solution of Example 6
shows large stress regions around the curve x21 + x
2
2 = 0.05
2.
Table X: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (uniform refinement) (Example 5).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ) θ¯ I(θ¯)
275 0.1124E+2 —– 0.1163E+2 0.9729 0.1141E+2 0.9920
1027 0.9164E+1 0.3105 0.9400E+1 0.9810 0.9279E+1 0.9939
3971 0.7320E+1 0.3323 0.7461E+1 0.9874 0.7414E+1 0.9936
15619 0.5820E+1 0.3374 0.5891E+1 0.9924 0.5875E+1 0.9952
61955 0.4622E+1 0.3374 0.4653E+1 0.9960 0.4646E+1 0.9973
In Tables X through XIII we provide the dof, the total errors, the ex-
perimental convergence rates, the values of the a posteriori error estimators
θˆ and θ¯ and the corresponding efficiency indices for the uniform and adap-
tive refinements as applied to Examples 5 and 6. We observe from these
tables that the errors in the adaptive procedures decrease much faster than
in the uniform one (see also Figures 7 and 11). In particular, we can observe
in Table X that for Example 5, the experimental convergence rates for the
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uniform refinement procedure approach 1/3, as predicted by the theory. In
Table XI we see that the adaptive procedures based on θˆ and θ¯ are both
able to recover the linear convergence. We also observe that the efficiency
indices in Example 5 are always in a neighborhood of 0.9, which confirms the
reliability and eventual efficiency of the a posteriori error estimators θˆ and θ¯.
1
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Figure 7: Total error vs. dof for the uniform and adaptive refinements
(Example 5).
In Figure 7 we also display the total error versus the dof for the adaptive
algorithm based on η, the a posteriori error estimator proposed in [4]. We
observe that in this example the performance of the three a posteriori error
estimators is quite similar. However, the efficiency indices of θˆ and θ¯ are
closer to 1 than those of η (see Figure 8).
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Figure 8: Efficiency indices vs. dof for adaptive refinements (Example 5).
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Table XI: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (adaptive refinement) (Example 5).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ)
275 0.1124E+2 —– 0.1163E+2 0.9729
479 0.9518E+1 0.6065 0.9762E+1 0.9796
837 0.8073E+1 0.5904 0.8310E+1 0.9759
1323 0.6817E+1 0.7306 0.7089E+1 0.9678
1991 0.5783E+1 0.7952 0.5995E+1 0.9728
2589 0.4880E+1 1.2775 0.5089E+1 0.9689
3075 0.4439E+1 1.0772 0.4636E+1 0.9696
3433 0.4138E+1 1.2423 0.4348E+1 0.9654
4943 0.3585E+1 0.7992 0.3718E+1 0.9761
6793 0.3019E+1 1.0975 0.3122E+1 0.9763
8279 0.2688E+1 1.1538 0.2808E+1 0.9684
10145 0.2432E+1 0.9738 0.2528E+1 0.9740
12577 0.2183E+1 0.9882 0.2281E+1 0.9710
N e(σ,u,γ) r(e(σ,u,γ)) θ¯ I(θ¯)
275 0.1124E+2 —– 0.1141E+2 0.9920
479 0.9518E+1 0.6065 0.9607E+1 0.9954
837 0.8073E+1 0.5904 0.8137E+1 0.9967
1195 0.6982E+1 0.8124 0.7040E+1 0.9969
1815 0.5718E+1 0.9442 0.5795E+1 0.9942
2293 0.4962E+1 1.1928 0.5051E+1 0.9922
2651 0.4530E+1 1.2290 0.4628E+1 0.9906
3097 0.4181E+1 1.0038 0.4297E+1 0.9867
4511 0.3564E+1 0.8586 0.3642E+1 0.9907
6137 0.3050E+1 0.9969 0.3127E+1 0.9896
7949 0.2664E+1 1.0675 0.2726E+1 0.9889
9239 0.2449E+1 1.0951 0.2514E+1 0.9874
11613 0.2188E+1 0.9680 0.2253E+1 0.9861
13423 0.2042E+1 0.9272 0.2111E+1 0.9844
18237 0.1777E+1 0.9452 0.1818E+1 0.9887
Finally, some intermediate meshes obtained for Example 5 with the adap-
tive algorithms based on θˆ and θ¯ are displayed in Figures 9 and 10, respec-
tively. We remark that both algorithms are able to localize the singularity of
the solution, although refinements appear to be slightly more localized when
using θ¯.
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Figure 9: Adapted meshes obtained using θˆ in Example 5
1991 dof (left) and 8279 dof (right)
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Figure 10: Adapted meshes obtained using θ¯ in Example 5
1815 dof (left) and 9239 dof (right)
For Example 6, the convergence of the adaptive algorithms based on θˆ
and θ¯ is much faster that that of the uniform refinement procedure, as can be
seen from Tables XII and XIII, and from Figure 11. We can observe in Figure
11 that the performance of the three a posteriori error estimators available
for this problem is quite similar. We also observe in Tables XII and XIII
that the efficiency indices in Example 6 are always in a neighborhood of 0.9,
which confirms the reliability and eventual efficiency of the a posteriori error
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estimators θˆ and θ¯. In Figure 12, we display the efficiency indices of θˆ, θ¯ and
η, and we observe that, again, the efficiency indices of θˆ and θ¯ are closer to
1 than those of η.
Table XII: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (uniform refinement) (Example 6).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ) θ¯ I(θ¯)
1407 0.7722E+1 —– 0.7836E+1 0.9871 0.7750E+1 0.9980
5451 0.4709E+1 0.7281 0.4829E+1 0.9784 0.4741E+1 0.9965
21459 0.2597E+1 0.8643 0.2714E+1 0.9629 0.2631E+1 0.9933
85155 0.1344E+1 0.9496 0.1426E+1 0.9524 0.1374E+1 0.9887
Table XIII: Dof, total errors, experimental convergence rates, a posteriori
error estimators and efficiency indices (adaptive refinement) (Example 6).
N e(σ,u,γ) r(e(σ,u,γ)) θˆ I(θˆ)
1407 0.7722E+1 —– 0.7836E+1 0.9871
1619 0.4710E+1 7.0286 0.4814E+1 0.9811
2119 0.2631E+1 4.3256 0.2704E+1 0.9761
2985 0.1526E+1 3.1778 0.1567E+1 0.9771
7379 0.7903E+0 1.4459 0.8279E+0 0.9613
21910 0.4241E+0 1.1371 0.4463E+0 0.9604
49644 0.2834E+0 0.9874 0.2951E+0 0.9702
N e(σ,u,γ) r(e(σ,u,γ)) θ¯ I(θ¯)
1407 0.7722E+1 —– 0.7750E+1 0.9980
1619 0.4710E+1 7.0286 0.4737E+1 0.9972
2119 0.2631E+1 4.3256 0.2647E+1 0.9969
3015 0.1523E+1 3.0980 0.1534E+1 0.9960
7679 0.7825E+0 1.4166 0.7945E+0 0.9920
24156 0.4066E+0 1.1348 0.4167E+0 0.9872
87322 0.2078E+0 1.0347 0.2157E+0 0.9809
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Figure 11: Total error vs. dof for the uniform and adaptive refinements
(Example 6).
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Figure 12: Efficiency indices vs dof for adaptive refinements (Example
6).
Finally, some intermediates meshes obtained with the adaptive algorithms
based on θˆ and θ¯ are displayed in Figures 13 and 14, respectively. We re-
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mark that both algorithms are able to localize the large stress regions of the
solution. In this case, there are practically no visible differences between the
meshes obtained with θˆ and θ¯.
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Figure 13: Adapted meshes obtained using θˆ in Example 6
2985 dof (left) and 21910 dof (right)
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Figure 14: Adapted meshes obtained using θ¯ in Example 6
3015 dof (left) and 24156 dof (right)
5. Conclusions
We obtained new a posteriori error estimators for the augmented dual-
mixed finite element methods introduced in [11]-[13] for the linear elasticity
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system with Dirichlet boundary conditions. One special feature of the new
estimators is that they do not involve normal nor tangential jumps, being
much simpler than the a posteriori error estimators available in the literature
(cf. [3, 4]).
In the case of pure homogeneous Dirichlet boundary conditions, the new
a posteriori error estimator is reliable, locally efficient and only requires the
computation of four residuals per element. Moreover, it can be used in
two- and three-dimensional problems and with any finite element subspaces.
In the case of non-homogeneous Dirichlet boundary conditions, we derived
two reliable a posteriori error estimators, θˆ and θ¯. The a posteriori error
estimator θˆ can be used in two and three dimensions and with any finite
element subspaces, whereas the a posteriori error estimator θ¯ was derived for
two-dimensional problems assuming a piecewise linear discretization of the
displacement. Moreover, θ¯ is locally efficient over the elements that do not
touch the boundary.
Numerical experiments support the theoretical results. In all the ex-
periments, the adaptive algorithms converge faster than the corresponding
uniform procedure and are able to localize the singularities and large stress
regions of the solutions. Numerical comparisons with the a posteriori error
estimators proposed in [3, 4] support the use of the new a posteriori error
estimators in practice.
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