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Abstract
We introduce two variants of the information spectrum relative entropy defined by
Tomamichel and Hayashi [48] which have the particular advantage of satisfying the data-
processing inequality, i.e. monotonicity under quantum operations. This property allows us
to obtain one-shot bounds for various information-processing tasksin terms of these quanti-
ties. Moreover, these relative entropies have a second order asymptotic expansion, which in
turn yields tight second order asymptotics for optimal rates of these tasks in the i.i.d. set-
ting. The tasks studied in this paper are fixed-length quantum source coding, noisy dense
coding, entanglement concentration, pure-state entanglement dilution, and transmission of
information through a classical-quantum channel. In the latter case, we retrieve the second
order asymptotics obtained by Tomamichel and Tan [49]. Our results also yield the known
second order asymptotics of fixed-length classical source coding derived by Hayashi [21]. The
second order asymptotics of entanglement concentration and dilution provide a refinement
of the inefficiency of these protocols - a quantity which, in the case of entanglement dilution,
was studied by Harrow and Lo [17]. We prove how the discrepancy between the optimal
rates of these two processes in the second order implies the irreversibility of entanglement
concentration established by Kumagai and Hayashi [30]. In addition, the spectral divergence
rates of the Information Spectrum Approach (ISA) can be retrieved from our relative en-
tropies in the asymptotic limit. This enables us to directly obtain the more general results
of the ISA from our one-shot bounds.
1 Introduction
Optimal rates of information-processing tasks such as storage and transmission of information,
and manipulation of entanglement, are of fundamental importance in Information Theory. These
rates were originally evaluated in the so-called asymptotic, i.i.d.1 setting, in which it is assumed
that the underlying resources (sources, channels or entangled states) employed in the tasks
are available for asymptotically many uses, and that there are no correlations between their
successive uses. The rates in this scenario are given in terms of entropic quantities obtainable
from the relative entropy. It is, however, unrealistic to assume the availability of infinitely many
copies of the required resources. In practice, we have finite resources and hence a fundamental
problem of both theoretical and practical interest is to determine how quickly the behaviour of
a finite system approaches that of its asymptotic limit.
The first step in this direction, from the standpoint of Information Theory, is to determine
the second order asymptotics of optimal rates.2 Interest in this was initiated in the classical
1Here, i.i.d. is the standard acronym for “independent and identically distributed”.
2The precise meaning of the phrase “second order asymptotics” is elucidated in the following paragraph.
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realm by Strassen [45], who evaluated the second order asymptotics for hypothesis testing and
channel coding. In the last decade there has been a renewal of interest in the evaluation of
second order asymptotics for other classical information theoretic tasks (see e.g. [21, 20, 29]
and references therein) and, more recently, even in third-order asymptotics [28]. Moreover,
the recent papers by Tomamichel and Hayashi [48] and Li [31] have introduced the study of
second order asymptotics in Quantum Information Theory as well. The achievability parts of
the second order asymptotics for the tasks studied in [48, 31] were later also obtained by Beigi
and Gohari [3] via the collision relative entropy.
Let us explain what exactly is meant by the phrase “second order asymptotics”. Consider
the familiar task of fixed-length quantum source coding. Schumacher [42] proved that for a
memoryless, quantum information source characterized by a state ρ, the optimal rate of reliable
data compression is given by its von Neumann entropy, S(ρ). The criterion of reliability is
that the error incurred in the compression-decompression scheme vanishes in the asymptotic
limit, n → ∞, where n denotes the number of copies (or uses) of the source. Let us now
consider instead a finite number (n) of copies of the source and require that the error incurred
in compressing its state ρ⊗n is at most ε (for some 0 < ε < 1). Suppose mn,ε(ρ) denotes
the compression length, i.e. the minimum of the logarithm of the dimension of the compressed
Hilbert space in this case. This quantity can be expanded as follows:
mn,ε(ρ) = an+ b
√
n+O(log n) (1)
Here, the coefficient a of the leading term constitutes the first order asymptotics of the compres-
sion length. As expected, it turns out to be the the optimal rate in the asymptotic limit, i.e. the
von Neumann entropy of the source. The second order asymptotics is given by the coefficient
b, and is a function of both the error threshold ε and the state ρ. Determining the second order
asymptotics comprises the evaluation of the coefficient b.
Theorem 5.8(i) of Section 5 gives an explicit expression for the coefficient b in the case of
fixed-length (visible) quantum source coding. In Figure 1 we plot (an + b
√
n)/n against n
for a memoryless quantum information source which emits the (mutually non-orthogonal) pure
states |0〉 and |+〉 with equal probability, for three different values of the error threshold ε. This
exhibits how the rate of data compression converges to its asymptotically optimal value.
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In this paper we study the second order asymptotics of various information-processing tasks:
fixed-length quantum source coding, noisy dense coding, entanglement concentration, pure-state
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entanglement dilution, and transmission of information through a classical-quantum channel.
For each task we consider the n-copy case, where n denotes the number of copies of the relevant
resource (source, entangled state or channel) employed in the protocol, ε denotes the error
threshold, and mn,ε(ρ) denotes the characteristic quantity of the protocol (e.g. the minimum
compression length in the case of source coding). We arrive at an expression of the form (1)
for mn,ε(ρ) – which in this case is a quantity from which the optimal asymptotic rate R of the
protocol is obtained through the relation
R = lim
ε→0
lim
n→∞
1
n
mn,ε(ρ).
For each of the tasks studied, the coefficient a turns out to be the entropic quantity character-
izing R. Moreover, the coefficient b is proportional to Φ−1(ε), where Φ−1 denotes the inverse
of the cumulative distribution function of the standard normal distribution, and the constant
of proportionality depends on the underlying resource (the latter is often called the dispersion
or information variance). This form of b is a feature of all results on second order asymptotics
and stems from the Berry-Esseen theorem [14] – a refinement of the central limit theorem which
takes into account the rate of convergence of a distribution to a standard normal distribution.
Two mathematical quantities play key roles in the derivation of our results. These are
variants of the information spectrum relative entropy defined by Tomamichel and Hayashi [48],
but have the particular advantage of satisfying the data-processing inequality. For a state ρ and
a positive semi-definite operator σ, we denote them as Dεs(ρ||σ) and Dεs(ρ||σ) (where 0 < ε < 1)
and refer to them simply as information spectrum relative entropies.3 These notations and
nomenclatures stem from the fact that for any arbitrary sequence of states ρˆ := {ρn}n∈N and
positive semi-definite operators σˆ := {σn}n∈N such that ρn and σn are defined on the Hilbert
space H⊗n for each n ∈ N, the following relations hold:
lim
ε→0
lim inf
n→∞
1
n
Dεs(ρn‖ωn) = D(ρˆ‖ωˆ) and lim
ε→0
lim sup
n→∞
1
n
D
ε
s(ρn‖ωn) = D(ρˆ‖σˆ), (2)
where D(ρˆ‖ωˆ) and D(ρˆ‖σˆ) are the inf- and sup- spectral divergence rates of the so-called
quantum Information Spectrum Approach (ISA) (see Definition 4.11). The ISA provides a
unifying mathematical framework for obtaining asymptotic rate formulae for various different
tasks in information theory. The power of the approach lies in the fact that it does not rely on
any particular structure or property of the resources used in the tasks. It was introduced by
Han and Verdu [16] in classical Information Theory, and generalized to the quantum setting by
Hayashi, Nagaoka and Ogawa [19, 22, 34, 37].
The information spectrum relative entropies, Dεs(ρ||σ) and Dεs(ρ||σ), can also be related to
other relative entropies which arise in one-shot information theory (see [39, 27, 10, 46, 11, 33] and
references therein), e.g. the hypothesis testing relative entropy DεH(ρ||σ) [51], and the smooth
max-relative entropy Dεmax(ρ||σ) [10]. In fact, one can prove that all these relative entropies
are equivalent in the sense that upper and lower bounds to any one of them can be obtained in
terms of any one of the others, modulo terms which depend only on the (smoothing) parameter
ε. These equivalences prove very useful. In particular, the bounds on the information spectrum
relative entropy in terms of DεH(ρ||σ) directly yield second order asymptotic expansions for
Dεs(ρ||σ) and Dεs(ρ||σ) via the second order asymptotic expansion for DεH(ρ||σ), which has been
derived by Tomamichel and Hayashi in [48].
In addition, as in the case of the usual relative entropy, one can derive other entropic
quantities, namely, entropy, conditional entropy and mutual information, from the information
3 To avoid confusion, we denote the information spectrum relative entropy defined in [48] by Dεs(ρ||σ).
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spectrum relative entropies. For each of the information-processing tasks considered in this
paper, we obtain one-shot bounds in terms of quantities derived from the information spectrum
relative entropies. The second order expansions of these quantities then directly yield tight
second order asymptotics for optimal rates of the corresponding tasks in the i.i.d. setting.
Finally, the relations (2) enable us to directly obtain the more general results of the ISA,
for each of the tasks considered, from our one-shot bounds. For example, our bounds for one-
shot fixed-length source coding yields the optimal data compression limit for a general (i.e. not
necessarily memoryless) quantum information source.
2 Overview of results
Here we summarize our main contributions and give pointers to the relevant theorems.
• We define the information spectrum relative entropies in Definition 4.1 as a variant of
a previously introduced relative entropy [48], and furthermore define quantities derived
from them in Definition 4.4. These quantities all depend on a parameter 0 < ε < 1.
• We prove the data-processing inequalities and other properties of the information spectrum
relative entropies in Proposition 4.3. We also show in Proposition 4.7 that the information
spectrum relative entropies are equivalent to the hypothesis testing relative entropy and
the smooth max-relative entropy, in the sense that these quantities are bounded by each
other.
• Using their equivalences with the hypothesis testing relative entropy, and the second order
asymptotic expansion for the latter [48], we obtain second order asymptotic expansions
for the information spectrum relative entropies in Proposition 4.9.
• In Proposition 4.12 we prove that the information spectrum relative entropies reduce to
the spectral divergence rates of the ISA in the asymptotic limit, when the parameter ε is
taken to zero.
• We obtain one-shot bounds for the following information-processing tasks in terms of
quantities derived from the information spectrum relative entropies. In each case the
parameter ε plays the role of the error threshold allowed in the protocol.
1. Quantum fixed-length source coding [Theorem 5.5].
2. Noisy dense coding [Theorem 5.10].
3. Entanglement concentration [Theorem 5.15].
4. Pure-state entanglement dilution [Theorem 5.18].
5. Classical-quantum channel coding [Theorem 5.24].
• We obtain second order asymptotic expansions for the optimal rates of the above tasks in
the i.i.d. setting in Theorems 5.8, 5.11, 5.16, 5.19 and Proposition 5.25 respectively.
In particular, Theorem 5.8(i) gives the second order expansion for fixed-length visible
quantum source coding. We also obtain asymptotic upper and lower bounds on the
minimal compression length in the blind setting, stated in Theorem 5.8(ii). The distinction
between visible and the blind source coding is elaborated in Section 5.1.1.
• Even though the leading order terms for the optimal rates for entanglement concentration
and dilution are identical (and given by the entropy of entanglement), there is a difference
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in their second order terms. Explicit evaluation of these terms lead to a refinement
of the inefficiency of these protocols. In the case of entanglement dilution, the latter
quantity (studied by Harrow and Lo [17]) was introduced as a measure of the amount of
entanglement wasted (or lost) in the dilution process. More precisely, in [17] it was proved
that the number of ebits needed to create n copies of a desired bipartite pure state ψAB
with entropy of entanglement E was of the form En+ Ω(
√
n). We prove that the number
of ebits can, in fact, be expressed in the form En+ b
√
n+O(log n), and we evaluate the
coefficient b explicitly.
We also show how the irreversibility of entanglement concentration, established by Ku-
magai and Hayashi [30], can be proved using the discrepancy between the asymptotic
expansions for distillable entanglement and entanglement cost in the second order (
√
n).
• Finally, in Proposition 6.2, we recover the known expressions for optimal rates in the case
of arbitrary resources as obtained by the Information Spectrum Approach.
The paper is organized as follows. In the next section, we introduce necessary notation and
definitions. The rest of the paper proceeds in the order of the results mentioned above. We end
with a conclusion that summarizes our results and points to open questions for future research.
3 Mathematical preliminaries
For a Hilbert space H, let B(H) denote the algebra of linear operators acting on H, and let
P(H) denote the set of positive semi-definite operators on H. Further, let D(H) := {ρ ∈ P(H) |
Tr ρ = 1} and D≤(H) := {ρ ∈ P(H) | Tr ρ ≤ 1} denote the set of states (density matrices) and
subnormalized states on H respectively. For a state ρ ∈ D(H), the von Neumann entropy S(ρ)
is defined as S(ρ) = −Tr ρ log ρ. Here and henceforth, all logarithms are taken to base 2. Unless
otherwise stated, we assume all Hilbert spaces to be finite-dimensional. Let 1 ∈ P(H) denote
the identity operator on H, and id: B(H) → B(H) the identity map on operators on H. For a
pure state |ψ〉, we denote the corresponding projector by ψ ≡ |ψ〉〈ψ|. For a completely positive,
trace-preserving (CPTP) map Λ: D(HA)→ D(HA′), we also use the shorthand notation ΛA→A′ .
For self-adjoint operators A,B ∈ B(H), let {A ≥ B} denote the spectral projection of
the difference operator A − B corresponding to the interval [0,+∞); the spectral projections
{A > B}, {A ≤ B} and {A < B} are defined in a similar way. We also define A+ = PAP
where P := {A ≥ 0} for any self-adjoint operator A ∈ B(H). The following lemmas are used in
our proofs:
Lemma 3.1. [37] Let A,B ≥ 0 and 0 ≤ P ≤ 1 be an arbitrary operator, then
Tr[{A ≥ B}(A−B)] ≥ Tr[P (A−B)],
and the same assertion holds for {A > B}.
Lemma 3.2. [7] Let A,B ≥ 0 and Λ be a CPTP map. Then
Tr[(Λ(A)− Λ(B)){Λ(A) > Λ(B)}] ≤ Tr[(A−B){A > B}].
Lemma 3.3. [7] Let ρ ∈ D≤(H) and σ ∈ P(H). Then for any γ ∈ R,
Tr[{ρ ≥ 2−γσ}σ] ≤ 2γ .
For the convenience of the reader, we recall the definitions of the most important distance
measures and state their relations [47]:
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Definition 3.4. Let ρ, σ ∈ D≤(H) be subnormalized states, then:
(i) The generalized fidelity F (ρ, σ) of ρ and σ is defined by
F (ρ, σ) := ‖√ρ√σ‖1 +
√
(1− Tr ρ)(1− Trσ).
(ii) The purified distance P (ρ, σ) is defined by
P (ρ, σ) :=
√
1− F (ρ, σ)2
and constitutes a metric on D≤(H), i.e. it satisfies the triangle inequality.
(iii) The generalized trace distance d(ρ, σ) is defined by
d(ρ, σ) :=
1
2
‖ρ− σ‖1 + 1
2
|Tr ρ− Trσ|
and constitutes a metric on D≤(H).
If at least one of the subnormalized states ρ and σ is normalized, the generalized fidelity reduces
to the usual fidelity, i.e. F (ρ, σ) = ‖√ρ√σ‖1 = Tr(√ρ σ√ρ) 12 . If both ρ and σ are normalized,
the generalized trace distance also reduces to the usual trace distance, d(ρ, σ) = 12‖ρ− σ‖1.
Lemma 3.5. [46] For ρ, σ ∈ D≤(H) we have the following bounds:
d(ρ, σ) ≤ P (ρ, σ) ≤
√
2d(ρ, σ)
The following entropic quantities play a key role in second order asymptotic expansions:
Definition 3.6. For ρ ∈ D(H) and σ ∈ P(H), the quantum relative entropy D(ρ‖σ) is defined
as
D(ρ‖σ) :=
{
Tr[ρ(log ρ− log σ)] supp ρ ⊆ suppσ
∞ else.
The quantum information variance V (ρ‖σ) is defined as
V (ρ‖σ) := Tr [ρ(log ρ− log σ)2]−D(ρ‖σ)2,
and we set
s(ρ‖σ) :=
√
V (ρ‖σ). (3)
The inverse of the cumulative distribution function (cdf) of a standard normal random
variable is defined by
Φ−1(ε) := sup{z ∈ R | Φ(z) ≤ ε},
where Φ(z) = 1√
2pi
∫ z
−∞ e
−t2/2dt. We frequently make use of the following lemma:
Lemma 3.7. Let ε > 0, then
√
nΦ−1
(
ε± 1√
n
)
=
√
nΦ−1(ε)± (Φ−1)′ (ξ)
for some ξ with |ξ − ε| ≤ 1√
n
.
Proof. We make the following general observation: Let f : R → R be a continuously differen-
tiable function. Then by Taylor’s theorem we can write
f
(
x± 1√
n
)
= f(x)± 1√
n
f ′(ξ) (4)
for some ξ ∈
[
x− 1√
n
, x
]
in the case ‘−’ and ξ ∈
[
x, x+ 1√
n
]
in the case ‘+’. Applying (4) to
√
nΦ−1
(
ε± 1√
n
)
yields the claim.
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4 Information spectrum relative entropies
4.1 Definitions and mathematical properties
The central quantities of this paper are the information spectrum relative entropies Dεs(ρ‖σ)
and D
ε
s(ρ‖σ), which we now define.
Definition 4.1. For ρ ∈ D(H), σ ∈ P(H) and ε ∈ (0, 1), the information spectrum relative
entropies are defined as
Dεs(ρ‖σ) := sup{γ | Tr [(ρ− 2γσ){ρ > 2γσ}] ≥ 1− ε}
D
ε
s(ρ‖σ) := inf{γ | Tr[(ρ− 2γσ){ρ > 2γσ}] ≤ ε}.
These relative entropies are one-shot generalizations of the spectral divergences used in the
ISA to quantum information theory. In Section 4.4 these generalizations are discussed in detail.
Note furthermore, that the information spectrum relative entropies as defined in Defini-
tion 4.1 are variants of the definition introduced by Tomamichel and Hayashi [48]:
Dεs(ρ‖σ) := sup{γ | Tr[ρ{ρ ≤ 2γσ}] ≤ ε}. (5)
Our definitions have the advantage of satisfying the data processing inequality, as shown in
Proposition 4.3(iii). First, we prove the following lemma which implies that the supremum and
infimum in Definition 4.1 are attained.
Lemma 4.2.
(i) For γ ∈ R let A(γ) ∈ B(H) be a one-parameter family of Hermitian operators such that
γ 7→ ‖A(γ)‖ is continuous. Then the function γ 7→ Tr(A(γ))+ is continuous.
(ii) For ρ, σ ∈ P(H), the function γ 7→ Tr(ρ−2γσ)+ is continuous and monotonically decreas-
ing, and strictly so if supp ρ ⊆ suppσ.
(iii) The supremum and infimum in Definition 4.1 are attained, and unique if supp ρ ⊆ suppσ.
Proof. (i) First, we observe that the trace of the positive part of a Hermitian operator is the sum
of its non-negative eigenvalues, the eigenvalues being the roots of the characteristic polynomial.
Since the determinant is a continuous function with respect to the operator norm on B(H), the
coefficients of the characteristic polynomial of A(γ) continuously depend on γ, and by factorizing
the polynomial into linear factors we see that this carries over to the roots. Composing the sum
over the roots with the continuous maximum function max(., 0), we obtain that the function
γ 7→ Tr(A(γ))+ is a composition of continuous functions and thus continuous itself.
(ii) Since γ 7→ ρ − 2γσ is continuous with respect to the operator norm, the function γ 7→
Tr(ρ − 2γσ)+ is continuous by (i). To prove that γ 7→ Tr (ρ− 2γσ)+ is decreasing, let γ ≤ γ′
and observe that
ρ− 2γσ = ρ− 2γ′σ + (2γ′ − 2γ)σ,
where (2γ
′ − 2γ)σ ≥ 0. Hence, Weyl’s Monotonicity Theorem (see e.g. Section III in [5]) implies
that
λj (ρ− 2γσ) ≥ λj(ρ− 2γ′σ) for all j, (6)
where for a Hermitian operator A we write λj(A) to denote the j-th largest eigenvalue of A. It
then follows from (6) that Tr (ρ− 2γσ)+ ≥ Tr(ρ− 2γ
′
σ)+.
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To prove strict monotonicity, let γ < γ′. Without loss of generality, we restrict H to the
support of σ (which is possible due to the assumption supp ρ ⊆ suppσ), such that σ has strictly
positive eigenvalues. Consequently, (2γ
′ − 2γ)σ > 0, and the inequality in (6) is a strict one for
all j, from which we obtain that Tr (ρ− 2γσ)+ > Tr(ρ− 2γ
′
σ)+.
(iii) Since limγ→−∞Tr(ρ − 2γσ)+ = Tr(ρ) = 1 and limγ→∞Tr(ρ − 2γσ)+ = 0, we infer by
(ii) and the Intermediate Value Theorem that the supremum in the definition of Dεs(ρ‖σ) as
well as the infimum in the definition of D
ε
s(ρ‖σ) are attained. If supp ρ ⊆ suppσ, then they are
moreover unique by the strict monotonicity of γ 7→ Tr (ρ− 2γσ)+.
We are now ready to record a series of properties of the information spectrum relative
entropies:
Proposition 4.3. Let ε ∈ (0, 1), ρ ∈ D(H) and σ ∈ P(H). Then the following properties hold:
(i) Dεs(ρ‖σ) ≤ Dεs(ρ‖σ)
(ii) Dεs(ρ‖σ) = D1−εs (ρ‖σ)
(iii) Data processing inequality: For any CPTP map Λ, we have
Dεs(ρ‖σ) ≥ Dεs(Λ(ρ)‖Λ(σ))
D
ε
s(ρ‖σ) ≥ Dεs(Λ(ρ)‖Λ(σ)).
(iv) Monotonicity in ε: Let ε′ ≥ ε, then
Dεs(ρ‖σ) ≤ Dε
′
s (ρ‖σ)
D
ε′
s (ρ‖σ) ≤ Dεs(ρ‖σ).
(v) Let σ′ ≥ 0 with σ ≤ σ′, then Dεs(ρ‖σ) ≥ Dεs(ρ‖σ′).
(vi) Let c > 0, then Dεs(ρ‖cσ) = Dεs(ρ‖σ)− log c.
(vii) Let δ > 0 and ρ′ ∈ D(H) with d(ρ, ρ′) ≤ δ, then Dεs(ρ′‖σ) ≤ Dε+δs (ρ‖σ).
Proof. (i) Let γ = Dεs(ρ‖σ). Then by the definition of Dεs(ρ‖σ) we have
1− ε = Tr[(ρ− 2γσ){ρ > 2γσ}]
≤ Tr[ρ{ρ > 2γσ}].
Hence,
Tr[ρ{ρ ≤ 2γσ}] = Tr ρ− Tr[ρ{ρ > 2γσ}]
≤ Tr ρ− (1− ε)
= ε,
since Tr ρ = 1 by assumption. Therefore, γ is feasible for Dεs(ρ‖σ) and consequently, from (5)
it follows that
Dεs(ρ‖σ) ≥ γ = Dεs(ρ‖σ),
which yields the claim.
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(ii) Let γ = D
1−ε
s (ρ‖σ). Then by the definition of D1−εs (ρ‖σ), we have
Tr(ρ− 2γσ)+ = 1− ε.
Hence, γ is feasible for Dεs(ρ‖σ), and we obtain
Dεs(ρ‖σ) ≥ γ = D1−εs (ρ‖σ).
Assume now that
γ = D
1−ε
s (ρ‖σ) = Dεs(ρ‖σ)− δ
for some δ > 0, i.e. D
1−ε
s (ρ‖σ) < Dεs(ρ‖σ). By the monotonicity of α 7→ Tr(ρ− 2ασ)+, we have
Tr(ρ− 2γσ)+ > 1− ε.
On the other hand, Tr(ρ − 2γσ)+ = 1 − ε by definition of D1−εs (ρ‖σ). This leads to a contra-
diction, yielding Dεs(ρ‖σ) = D1−εs (ρ‖σ).
(iii) Let γ = Dεs(Λ(ρ)‖Λ(σ)). Then Lemma 3.2 implies that
Tr(ρ− 2γσ)+ ≥ Tr(Λ(ρ)− 2γΛ(σ))+ = 1− ε.
Hence, γ is feasible for Dεs(ρ‖σ), and we obtain
Dεs(ρ‖σ) ≥ γ = Dεs(Λ(ρ)‖Λ(σ)).
Similarly, let γ = D
ε
s(ρ‖σ). Then
ε = Tr(ρ− 2γσ)+ ≥ Tr(Λ(ρ)− 2γΛ(σ))+
by Lemma 3.2. Hence, γ is feasible for D
ε
s(Λ(ρ)‖Λ(σ)), and we obtain
D
ε
s(Λ(ρ)‖Λ(σ)) ≤ γ = Dεs(ρ‖σ).
(iv) Let γ = Dεs(ρ‖σ), then
Tr[{ρ > 2γσ}(ρ− 2γσ)] = 1− ε ≥ 1− ε′.
Hence, γ is feasible for Dε
′
s (ρ‖σ), and consequently, Dε
′
s (ρ‖σ) ≥ γ = Dεs(ρ‖σ).
Similarly, let γ = D
ε
s(ρ‖σ). Then
Tr(ρ− 2γσ)+ = ε ≤ ε′,
and hence, γ is feasible for D
ε′
s (ρ‖σ), and we obtain Dε
′
s (ρ‖σ) ≤ γ = Dεs(ρ‖σ).
(v) Let γ = Dεs(ρ‖σ′) and Q = {ρ > 2γσ′}, then we compute:
1− ε = Tr[Q(ρ− 2γσ′)]
= TrQρ− 2γ TrQσ′
≤ TrQρ− 2γ TrQσ
≤ Tr(ρ− 2γσ)+
where the first inequality follows from σ ≤ σ′ and the second inequality follows from Lemma 3.1.
Hence, γ is feasible for Dεs(ρ‖σ) and we obtain Dεs(ρ‖σ) ≥ Dεs(ρ‖σ′).
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(vi) Let γ = Dεs(ρ‖cσ) for c > 0, then
1− ε = Tr(ρ− 2γcσ)+ = Tr(ρ− 2γ+log cσ)+
and hence,
Dεs(ρ‖σ) ≥ γ + log c = Dεs(ρ‖cσ) + log c.
Conversely, let γ = Dεs(ρ‖σ). Then
1− ε = Tr(ρ− 2γσ)+ = Tr(ρ− 2γ−log ccσ)+,
and hence,
Dεs(ρ‖cσ) ≥ γ − log c = Dεs(ρ‖σ)− log c,
which proves the claim.
(vii) Let γ = Dεs(ρ
′‖σ) and Q = {ρ′ ≥ 2γσ}. Then
1− ε = Tr[(ρ′ − 2γσ)Q]
= Tr[(ρ′ − ρ)Q] + Tr[(ρ− 2γσ)Q]
≤ Tr(ρ′ − ρ)+ + Tr(ρ− 2γσ)+
≤ δ + Tr(ρ− 2γσ)+,
where the first inequality follows from Lemma 3.1 and the second inequality follows from the
fact [46] that
d(ρ, ρ′) = Tr(ρ− ρ′)+ ≤ δ
by assumption. This proves the claim.
Remark. Proposition 4.3(ii) shows that we only need to focus on one of the information spec-
trum relative entropies (we choose Dεs(ρ‖σ) without loss of generality). However, given their
close relationship to the quantum spectral inf- and sup divergence (Section 4.4), we note that
it is useful to keep the two alternative definitions in Definition 4.1.
Children entropies of the information spectrum relative entropies
The quantum relative entropy acts as a parent quantity for other entropic quantities:
• the von Neumann entropy S(ρ) = −D(ρ‖1)
• the quantum conditional entropy S(A|B)ρ = −D(ρAB‖1A ⊗ ρB)
• the quantum mutual information I(A : B)ρ = minσB D(ρAB‖ρA ⊗ σB)
This motivates us to define the following information spectrum entropies:
Definition 4.4. Let ε ∈ (0, 1) and ω ∈ D(H), σB ∈ D(HB), ρAB ∈ D(HAB) be states. Then
we define:
(i) the information spectrum entropies
Hεs(ω) := −Dεs(ω‖1)
H
ε
s(ω) := −Dεs(ω‖1)
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(ii) the information spectrum conditional entropies
Hεs(A|B)ρ := −Dεs(ρAB‖1A ⊗ ρB)
H
ε
s(A|B)ρ := −Dεs(ρAB‖1A ⊗ ρB)
(iii) the information spectrum mutual informations
Iεs(A : B)ρ := minσB
Dεs(ρAB‖ρA ⊗ σB)
I
ε
s(A : B)ρ = minσB
D
ε
s(ρAB‖ρA ⊗ σB)
Note that in Definition 4.4, (i) and (ii) the occurrence of the minus sign is the reason for
changing the upper bar to a lower bar and vice versa. In Section 5 these quantities arise in
one-shot bounds for operational tasks.
The information spectrum conditional entropies satisfy the following interesting property
under local operations and classical communication (LOCC) taking pure states to pure states:
Lemma 4.5. Let φAB := Λ(ψAB) where Λ denotes any LOCC operation which takes pure states
to pure states, and ψAB ∈ D(HAB) is a bipartite pure state. Then the following inequality holds:
H
ε
s(A|B)ψ ≤ Hεs(A|B)φ
Proof. By definition, we have −Hεs(A|B)ψ = Dεs(ψAB||1A ⊗ ψB), and furthermore,
−Hεs(A|B)φ = Dεs(φAB||1A ⊗ φB)
= Dεs(Λ(ψAB)||1A ⊗ φB).
However, by a result of Lo and Popescu [32], the action of the LOCC map Λ on the pure state
ψAB can be expressed as follows:
φAB = Λ(ψAB) =
∑
j
(Uj ⊗Kj)ψAB(U †j ⊗K†j ), (7)
where the Uj are unitary operators and Kj are operators such that
∑
jK
†
jKj = 1B. Conse-
quently, using the cyclicity of the trace we obtain
φB = TrA φAB =
∑
j
KjψBK
†
j . (8)
Further, for ψB = TrA ψAB, we have
Λ(1A ⊗ ψB) = 1A ⊗ φB,
which can be seen as follows:
Λ(1A ⊗ ψB) =
∑
j
UjU
†
j ⊗KjψBK†j
= 1A ⊗
∑
j
KjψBK
†
j
= 1A ⊗ φB,
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where the second identity follows from the unitarity of the operators Uj , and the last identity
follows from (8). Hence,
−Hεs(A|B)φ = Dεs(Λ(ψAB)||1A ⊗ φB)
= Dεs(Λ(ψAB)||Λ(1A ⊗ ψB))
≤ Dεs(ψAB||1A ⊗ ψB)
= −Hεs(A|B)ψ,
where the inequality follows from Proposition 4.3, (iii).
4.2 Relation to other relative entropies
In this section we prove that the information spectrum relative entropies are equivalent to the
hypothesis testing relative entropies and the smooth max-relative entropy, which arise in one-
shot information theory. This equivalence is in the sense that upper and lower bounds to any
one of them can be obtained in terms of any one of the others, modulo terms which depend
only on the (smoothing) parameter ε. Let us first recall the definitions of the hypothesis testing
relative entropies and the smooth max-relative entropy:
Definition 4.6.
(i) For 0 < ε < 1 and ρ, σ ∈ D(H), the hypothesis testing relative entropy DεH(ρ‖σ) is defined
as
DεH(ρ‖σ) := − log inf
0≤Q≤1
{TrQσ | TrQρ ≥ 1− ε}.
(ii) For ε > 0, ρ ∈ D≤(H) and σ ≥ 0, the smooth max-relative entropy Dεmax(ρ‖σ) is defined
as
Dεmax(ρ‖σ) := min
ρ¯∈Bε(ρ)
inf{γ | ρ¯ ≤ 2γσ},
where Bε(ρ) := {ρ¯ ∈ D≤(H) | F (ρ¯, ρ)2 ≥ 1− ε2} is the ε-ball with respect to the purified
distance P (ρ, σ).
We prove the following relations between these relative entropies:
Proposition 4.7. Let 0 < ε < 1, δ, η > 0, and ρ, σ > 0 with Tr ρ ≤ 1. Then we obtain the
following bounds:
(i) Dε−δH (ρ‖σ) + log δ ≤ Dεs(ρ‖σ) ≤ DεH(ρ‖σ)
(ii) Dε−ηH (ρ‖σ) + log η ≤ D
1−ε
s (ρ‖σ) ≤ DεH(ρ‖σ) + δ
(iii) D
√
8ε
max(ρ‖σ) ≤ Dεs(ρ‖σ) ≤ Dεmax(ρ‖σ)
Proof. (i) To prove the upper bound, let Q := {ρ > 2γσ} where γ = Dεs(ρ‖σ) − ξ for some
ξ > 0. Since
Tr ρQ ≥ Tr[(ρ− 2γσ)Q] ≥ 1− ε,
we see that Q is feasible for DεH(ρ‖σ). Hence,
TrσQ = Tr[σ{ρ > 2γσ}]
≤ 2−γ Tr[ρ{ρ > 2γσ}]
≤ 2−γ
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since Tr ρ ≤ 1. By the definition of DεH(ρ‖σ), we obtain
DεH(ρ‖σ) ≥ γ = Dεs(ρ‖σ)− ξ,
and hence the upper bound.
Conversely, let 0 ≤ Q ≤ 1 be optimal for DεH(ρ‖σ) and set µ = log δ +DεH(ρ‖σ). Then
Tr(ρ− 2µσ)+ ≥ Tr[Q(ρ− 2µσ)]
= TrQρ− 2µ TrQσ
≥ 1− (ε+ δ),
where the first inequality follows from Lemma 3.1. Hence, µ is feasible for Dε+δs (ρ‖σ) and we
obtain
Dε+δs (ρ‖σ) ≥ DεH(ρ‖σ) + log δ.
(ii) We start with the upper bound. Let γ = D
1−ε
s (ρ‖σ) − δ for some arbitrary δ > 0 and
set Q := {ρ ≥ 2γσ}. We have Tr[Q(ρ− 2γσ)] > 1− ε by definition of D1−εs (ρ‖σ), and hence,
TrQρ ≥ Tr[Q(ρ− 2γσ)] > 1− ε.
Thus, Q is feasible for DεH(ρ‖σ). Furthermore,
TrQσ = Tr[{ρ ≥ 2γσ}σ] ≤ 2−γ Tr ρ ≤ 2−γ ,
implying that
DεH(ρ‖σ) ≥ − log TrQσ ≥ γ = D1−εs (ρ‖σ)− δ.
Conversely, assume that DεH(ρ‖σ) < ∞ and let 0 ≤ Q ≤ 1 be optimal for DεH(ρ‖σ), such
that
TrQσ = 2−D
ε
H(ρ‖σ). (9)
For arbitrary κ we have
1− ε ≤ TrQρ
= Tr[Q(ρ− 2κσ)] + 2κ TrQσ
≤ Tr[{ρ ≥ 2κσ}(ρ− 2κσ)] + 2κ−DεH(ρ‖σ), (10)
where we used Lemma 3.1 and (9) for the first and second terms in the last inequality. Choosing
κ = D
1−(ε+η)
s (ρ‖σ) + δ for an arbitrary δ > 0 implies that
Tr(ρ− 2κσ)+ ≤ 1− (ε+ η). (11)
From (10) and (11) we have 1− ε ≤ 1− (ε+ η) + 2κ−DεH(ρ‖σ) and hence
κ = D
1−(ε+η)
s (ρ‖σ) + δ ≥ DεH(ρ‖σ) + log η,
which results in the lower bound, since δ is arbitrary.
(iii) To prove the lower bound, we set γ = D
ε
s(ρ‖σ) + δ for some arbitrary δ > 0. Then we
obtain the bounds
(ρ− 2γσ)+ ≥ ρ− 2γσ and
√
8 Tr(ρ− 2γσ)+ ≤
√
8ε,
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where the second bound follows from the definition of γ. Hence, we can apply Lemma 14 in
[10], which yields
D
√
8ε
max(ρ‖σ) ≤ γ = Dεs(ρ‖σ) + δ
and therefore implies the result.
Conversely, let ρ˜ achieve the maximum in the definition of Dεmax(ρ‖σ), i.e. P (ρ, ρ˜) ≤ ε and
ρ˜ ≤ 2γσ with γ = Dεmax(ρ‖σ) + δ for some arbitrary δ > 0. Note that this implies
Tr(ρ˜− 2γσ)+ = 0. (12)
We proceed by employing the trace distance d(ρ, σ), making use of the fact [46] that the trace
distance of two subnormalized states ρ and σ can be expressed as
d(ρ, σ) = Tr(ρ− σ)+, (13)
which is exactly of the form of the trace quantity in the definition of the information spectrum
relative entropies. We compute:
Tr(ρ− 2γσ)+ ≤ Tr[{ρ > 2γσ}(ρ− 2γσ)]
= Tr[{ρ > 2γσ}(ρ− ρ˜+ ρ˜− 2γσ)]
≤ Tr[{ρ > ρ˜}(ρ− ρ˜)] + Tr[{ρ˜ > 2γσ}(ρ˜− 2γσ)]
= d(ρ, ρ˜)
≤ ε,
where we used Lemma 3.1 in the second inequality and equations (12), (13) and Lemma 3.5 in
the following lines. We infer that γ is feasible for D
ε
s(ρ‖σ), and hence, we obtain
D
ε
s(ρ‖σ) ≤ γ = Dεmax(ρ‖σ) + δ,
which yields the claim.
4.3 Second order asymptotics of the information spectrum relative entropies
In the last section we established bounds for the information spectrum relative entropiesDεs(ρ‖σ)
and D
ε
s(ρ‖σ) in terms of the hypothesis relative testing entropy DεH(ρ‖σ). This implies that the
second order asymptotic expansion of DεH(ρ‖σ) readily carries over to Dεs(ρ‖σ) and D
ε
s(ρ‖σ).
Before we prove this result, for the sake of completeness we briefly outline the procedure used
by Tomamichel and Hayashi [48] to obtain the second order asymptotic expansion of DεH(ρ‖σ):
For a given state ρ and a positive operator σ with spectral decompositions
ρ =
∑
x
rx|vx〉〈vx| and σ =
∑
y
sy|uy〉〈uy|,
consider first the Nussbaum-Szko la probability distributions defined by
Pρ,σ(x, y) := rx|〈vx|uy〉|2 and Qρ,σ(x, y) := sy|〈vx|uy〉|2.
The usefulness of these distributions lies in the following fact: the first two moments of the log
likelihood ratio of Pρ,σ and Qρ,σ, i.e. the random variable Z = logPρ,σ(X,Y ) − logQρ,σ(X,Y )
distributed according to the distribution Pρ,σ(x, y), agree with the quantum relative entropy
and the quantum information variance (given in Definition 3.6), that is,
D(Pρ,σ‖Qρ,σ) = D(ρ‖σ) and V (Pρ,σ‖Qρ,σ) = V (ρ‖σ). (14)
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Furthermore, for i.i.d. states ρn ≡ ρ⊗n and σn ≡ σ⊗n the Nussbaum-Szko la distributions take
on the product form Pρn,σn = P
n
ρ,σ and Qρn,σn = Q
n
ρ,σ.
Consider the classical entropic quantity
Dεs(P ||Q) := sup{R | P(logP − logQ ≤ R) ≤ ε}.
It can be recognized to be the inverse of the cumulative distribution function of the log likelihood
ratio Z. The Berry-Esseen theorem [14] states that the random variable Y =
√
nZ−µs converges
to the standard normal distribution and provides a bound on the rate of this convergence. Here,
µ and s are the mean and standard deviation of Z respectively. Carrying over the Berry-Esseen
bound to the inverse cumulative distribution functions of Y and Z, we obtain an asymptotic
expansion for the quantity Dεs(P
n‖Qn) in the form of
Dεs(P
n‖Qn) = nµ+√n sΦ−1 (ε) +O(1), (15)
where Φ−1 (ε) is the inverse of the cdf of the standard normal distribution. Choosing P = Pρ,σ
and Q = Qρ,σ in (15) now connects this asymptotic expansion to ρ and σ, since we have
µ = D(ρ‖σ) and s2 = V (ρ‖σ) for Z = logPρ,σ − logQρ,σ according to (14).
The last step consists in finding upper and lower bounds for the relative entropy in question
in terms of Dεs(P
n
ρ,σ‖Qnρ,σ), which then yields the asymptotic expansion of the former, stated
precisely in the following proposition proved in [48].
Proposition 4.8. Given the i.i.d. states ρ⊗n and σ⊗n, the hypothesis testing relative entropy
DεH(ρ‖σ) has the following second order asymptotic expansion:
DεH(ρ
⊗n‖σ⊗n) = nD(ρ‖σ) +√n s(ρ‖σ)Φ−1(ε) +O(log n),
where s(ρ‖σ) is defined as in (3) and Φ−1(ε) := sup{z ∈ R | Φ(z) ≤ ε} is the inverse of the
cumulative normal distribution Φ.
This yields the second order asymptotics of the information spectrum relative entropies:
Proposition 4.9. Given i.i.d. states ρ⊗n and σ⊗n, the second order asymptotic expansions of
Dεs(ρ‖σ) and Dεs(ρ‖σ) are given by:
(i) Dεs(ρ
⊗n‖σ⊗n) = nD(ρ‖σ) +√n s(ρ‖σ)Φ−1(ε) +O(log n)
(ii) D
ε
s(ρ
⊗n‖σ⊗n) = nD(ρ‖σ)−√n s(ρ‖σ)Φ−1(ε) +O(log n)
where s(ρ‖σ) is defined as in (3) and Φ−1(ε) := sup{z ∈ R | Φ(z) ≤ ε} is the inverse of the cdf
of the standard normal distribution.
Proof. We abbreviate ρn ≡ ρ⊗n and σn ≡ σ⊗n.
(i) By Proposition 4.7, (i) we have the following bounds on Dεs(ρ
n‖σn) for any δ > 0:
Dε−δH (ρ
n‖σn) + log δ ≤ Dεs(ρn‖σn) ≤ DεH(ρn‖σn) (16)
Setting δ = 1√
n
and applying Proposition 4.8 to the lower bound yields
Dε−δH (ρ
n‖σn) + log δ = Dε−
1√
n
H (ρ
n‖σn)− 1
2
log n
= nD(ρ‖σ) +√n s(ρ‖σ)Φ−1
(
ε− 1√
n
)
+O(log n). (17)
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Lemma 3.7 applied to the second term yields
√
nΦ−1
(
ε− 1√
n
)
=
√
nΦ−1(ε) +O(log n),
and substituting this in (17) results in
Dε−δH (ρ
n‖σn) + log δ = nD(ρ‖σ) +√n s(ρ‖σ)Φ−1(ε) +O(log n).
Using the above in the lower bound of (16) and Proposition 4.8 for the upper bound in (16)
finally proves the claim.
(ii) Proposition 4.7, (ii) yields the following bounds on D
ε
s(ρ
n‖σn) for any δ > 0:
D1−ε−ηH (ρ
n‖σn) + log η ≤ Dεs(ρn‖σn) ≤ D1−εH (ρn‖σn) + δ (18)
Setting η = 1√
n
, we use Proposition 4.8 in (18), again applying Lemma 3.7 to the lower bound,
to obtain
D
ε
s(ρ
n‖σn) = nD(ρ‖σ) +√n s(ρ‖σ)Φ−1(1− ε) +O(log n).
Observing that Φ−1(1− ε) = −Φ−1(ε) now yields the result.
The above results readily imply the asymptotic equipartition property (AEP) for the infor-
mation spectrum relative entropies:
Proposition 4.10. Given i.i.d. states ρ⊗n and σ⊗n, then for any ε ∈ (0, 1) we have
lim
n→∞
1
n
Dεs(ρ
⊗n‖σ⊗n) = D(ρ‖σ) = lim
n→∞
1
n
D
ε
s(ρ
⊗n‖σ⊗n).
4.4 Relation to the information spectrum method
In the description of information-processing tasks, one usually assumes identical and indepen-
dently distributed (i.i.d.) input states ρ⊗n, where ρ is a state, if the given protocol is repeated n
times. In order to describe more general settings, two different approaches have been proposed.
The first one is the smooth entropy framework of one-shot quantum information theory, initi-
ated by Renner [39, 40, 41] and then considerably extended by himself and others, e.g. Datta
[10]. This non-asymptotic approach uses the smooth entropies Dεmin(ρ‖σ), Dεmax(ρ‖σ) and
DεH(ρ‖σ) to obtain results about information-processing tasks with respect to some error ε.
On the other hand, Hayashi et al. [19, 22, 34, 37] adapted the classical information spectrum
method, introduced by Han and Verdu [16], to the quantum setting. In [7] the quantum infor-
mation spectrum method was further developed, and [13] eventually demonstrated that both
approaches are equivalent in the sense that the spectral divergences used in the information
spectrum method can be obtained as limits of the smooth entropies.
In this section, we derive the analogous results to [13] for the information spectrum relative
entropies. Let us first recall the definitions of the spectral divergence rates:
Definition 4.11. Let ρˆ = {ρn}n∈N be an arbitrary sequence of states with ρn ∈ D(H⊗n) and
ωˆ = {ωn}n∈N be an arbitrary sequence of positive semi-definite operators with ωn ∈ P(H⊗n).
Then we define:
(i) the quantum spectral inf-divergence rate
D(ρˆ‖ωˆ) := sup{γ | lim inf
n→∞ Tr[{ρn > 2
nγωn}(ρn − 2nγωn)] = 1}. (19)
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(ii) the quantum spectral sup-divergence rate
D(ρˆ‖ωˆ) := inf{γ | lim sup
n→∞
Tr[{ρn > 2nγωn}(ρn − 2nγωn)] = 0}. (20)
Remark. Note that the above quantities differ from the spectral divergence rates originally
defined in [22]. However, as proved in [7], they are equivalent.
The quantum spectral divergence rates D(ρˆ‖ωˆ) and D(ρˆ‖ωˆ) can be recovered from the
information spectrum relative entropies Dεs(ρ‖σ) and Dεs(ρ‖σ) respectively in the following
way:
Proposition 4.12. Let ρˆ = {ρn}n∈N be an arbitrary sequence of states with ρn ∈ D(H⊗n) and
let ωˆ = {ωn}n∈N be an arbitrary sequence of positive operators with ωn ∈ P(H⊗n). Then the
following relations hold:
(i) lim
ε→0
lim inf
n→∞
1
n
Dεs(ρn‖ωn) = D(ρˆ‖ωˆ) (ii) lim
ε→0
lim sup
n→∞
1
n
D
ε
s(ρn‖ωn) = D(ρˆ‖ωˆ)
Proof. (i) We first show
lim
ε→0
lim inf
n→∞
1
n
Dεs(ρn‖ωn) ≤ D(ρˆ‖ωˆ). (21)
To this end, let γn = D
ε
s(ρn‖ωn) for n ∈ N, and set c(ε) := lim infn→∞ γnn . By Proposition 4.3(iv)
the function c(ε) is monotonically increasing in ε, and hence the limit c := limε→0 c(ε) exists in
R ∪ {−∞}. Let us assume first that |c| < ∞. It then follows from the definition of the limit
that for all η > 0 there exists an ε0 such that |c− c(ε)| ≤ η holds for all ε ≤ ε0. Moreover, by
definition of the limit inferior, for all δ > 0 there exists an N ∈ N such that γnn > c(ε) − δ for
all n > N , or equivalently,
γn > n(c(ε)− δ) ≥ n(c− η − δ)
for ε ≤ ε0. Hence, by definition of Dεs(ρn‖ωn), we have
Tr
(
ρn − 2n(c−η−δ)ωn
)
+
≥ 1− ε (22)
for all n > N . Since (22) holds for arbitrarily small ε ≤ ε0,
lim inf
n→∞ Tr
(
ρn − 2n(c−η−δ)ωn
)
+
= 1,
which implies
D(ρˆ‖ωˆ) ≥ c− η − δ
by the definition of D(ρˆ‖ωˆ). As η and δ were arbitrary, we obtain (21).
Conversely, let γ = D(ρˆ‖ωˆ). By the definition of the limit inferior, for all ε > 0 there exists
an N ∈ N such that for all n > N we have
Tr (ρn − 2nγωn)+ ≥ 1− ε.
Hence, nγ ≤ Dεs(ρn‖ωn) for all n > N by the definition of the information spectrum relative
entropy, and consequently,
γ ≤ lim
ε→0
lim inf
n→∞
1
n
Dεs(ρn‖ωn), (23)
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which yields the lower bound in the proposition.
Finally, in the case c = −∞, the bound (23) shows that we also have γ = D(ρˆ‖ωˆ) = −∞,
and hence the assertion of the proposition is trivially true.
(ii) To prove the upper bound, let γ = D(ρˆ‖ωˆ). By definition of D(ρˆ‖ωˆ) it holds that
lim sup
n→∞
Tr(ρn − 2nγωn)+ = 0,
that is, for every ε > 0 there exists an N ∈ N such that for all n > N we have
Tr(ρn − 2nγωn)+ < ε.
By definition of the information spectrum relative entropy, this implies that D
ε
s(ρn‖σn) ≤ nγ
for all n > N , and hence,
lim
ε→0
lim sup
n→∞
1
n
D
ε
s(ρn‖ωn) ≤ γ = D(ρˆ‖ωˆ), (24)
which proves the upper bound.
Conversely, let γn = D
ε
s(ρn‖ωn) and set c(ε) := lim supn→∞ γnn and c := limε→0 c(ε), which
exists in R ∪ {∞} due to Proposition 4.3(iv). If |c| < ∞, then by definition of the limit for
all η > 0 there exists an ε0 such that |c − c(ε)| ≤ η holds for all ε ≤ ε0. Moreover, by the
characterization of the limit superior, for all δ > 0 there exists an N such that γnn < c(ε) + δ
for all n > N , or equivalently,
γn < n(c(ε) + δ) < n(c+ η + δ)
for all ε ≤ ε0. This implies
Tr(ρn − 2n(c+η+δ)ωn)+ ≤ ε
for all n > N , and hence, lim supn→∞Tr(ρn − 2n(c+η+δ)ωn)+ = 0 as ε is arbitrarily small.
Therefore, D(ρˆ‖ωˆ) ≤ c+ η + δ, which yields the result, since δ and η were arbitrary. If c =∞,
then (24) shows that also γ = D(ρˆ‖ωˆ) = ∞, in which case the assertion of the proposition is
trivially true.
5 Information-processing tasks: One-shot bounds and second
order asymptotics
After having discussed the information spectrum relative entropies and their second order
asymptotics in the previous section, we now focus on their application in the following tasks in
quantum information theory:
• fixed-length quantum source compression
• noisy dense coding
• entanglement concentration
• pure-state entanglement dilution
• capacity of classical-quantum (cq) channels
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For the characteristic quantities in the above tasks, we obtain one-shot bounds in terms of the
relative entropies Dεs(ρ‖σ) and Dεs(ρ‖σ). Furthermore, using Proposition 4.9 we determine the
second order asymptotics of the mentioned tasks, obtaining new results as well as reproducing
the second order asymptotics for the capacity of cq-channels from [49].
We employ the following useful lemma due to Hayashi and Nagaoka [22]:
Lemma 5.1. Let X denote a finite alphabet and consider a classical-quantum channel W : X 7→
D(H), i.e., Wx ∈ D(H) is the output of the channel when the input is x ∈ X . Then for all
n ∈ N, γ ∈ R, M ∈ N, a probability distribution {p(x)}x∈X on X and c > 0 there exists a code
C such that |C| = M , and
pe(C) ≤ (1 + c)
∑
x∈X
p(x) Tr
[
Wx{Wx < 2γW}
]
+ (2 + c+ c−1)2−γM, (25)
where W =
∑
x∈X p(x)Wx.
We also use the following notation:
Definition 5.2. Let Θ(1),ε(Ω) be a quantity characterizing an information-processing task using
a resource Ω in the one-shot setting for an error threshold ε. For n ∈ N, we write
Θn,ε(Ω) := Θ(1),ε(Ω⊗n).
Here, Ω is a placeholder for the resource of the protocol, e.g. a source state ρ ∈ D(H) (source
coding), a channel Λ, or an entangled pure state ψAB ∈ D(HAB) (entanglement conversion).
5.1 Fixed-length quantum source coding
5.1.1 Blind vs. visible coding
Consider a quantum information source characterized by an ensemble of pure states E = {pi, ψi}
where |ψi〉 ∈ H and {pi} being a probability distribution. Note that the pure states ψi are not
mutually orthogonal in general. Henceforth we shall refer to such an ensemble as the source
ensemble and the associated density matrix ρ =
∑
i piψi ∈ D(H) as the source state. The pure
states ψi are the signals emitted by the source with corresponding probabilities pi.
In fixed-length quantum source coding the aim is to store the information emitted by the
source in a compressed state ρc ∈ D(Hc) with dimHc < dimH, such that it can be later
decompressed to yield a state which is sufficiently close to the source state ρ, with respect to
some chosen distance measure. In the one-shot setting, in which one considers a single use of
the source, it is natural to allow a non-zero error in the compression-decompression scheme.
Hence, a one-shot source-coding protocol is characterized by a parameter ε which denotes the
maximum allowed value of the distance between the source state and the state which is obtained
after decompression.
There are two different scenarios [18, 1, 53] for the compression part of the protocol outlined
above: In the first scenario, which is called the blind setting, the encoder (Alice) knows the
source state ρ but has no knowledge about the individual signals ψi. Hence, in this case the
compression map is necessarily a quantum operation E : D(H) → D(Hc) on the source state.
This is called blind source coding.
In contrast, in the second scenario, Alice has complete knowledge about the signals ψi as
well as their corresponding probabilities pi. This is the visible setting. In fact, Alice essentially
has classical information about the pure-state ensemble E = {pi, ψi} in the form of a list
of the probabilities pi and corresponding pure states ψi. She then uses an arbitrary map
19
V : {i}i → D(Hc) to encode the ψi in a state V(i) ∈ D(Hc) and forming the average ensemble
state ρc =
∑
i piV(i). Note that the encoding map V is not necessarily a quantum operation,
since Alice simply prepares a collection of quantum states V(i) based on her knowledge of the
signal states ψi. In particular, V can be a non-linear map. This is called visible source coding.
In the decompression phase of the protocol, the compressed state ρc = E(ρ) (blind setting)
respectively ρc =
∑
i piV(i) (visible setting) is subjected to a quantum operation D : D(Hc)→
D(H).
Interestingly, the optimal rates of both visible and blind source-coding are identical, given by
the von Neumann entropy S(ρ) of the ensemble state ρ =
∑
i piψi [42, 2, 25]. In the following,
we give a complete description of the second order behaviour of visible source-coding and derive
bounds on the second order asymptotic expansion in the blind case. In both settings, the
optimal rate S(ρ) is retrieved. We derive one-shot bounds on the minimal compression length,
which is the characteristic quantity of fixed-length quantum source coding and is defined below.
These bounds are given in terms of the information spectrum entropy. We then derive second
order expansions of these one-shot bounds for sufficiently large n.
5.1.2 One-shot bounds
Let us first define the figures of merit that we use to determine the distance between the input
state and the target state of the source-coding protocol:
Definition 5.3.
(i) For an arbitrary CPTP map Λ: D(H) → D(H) and a state ρ ∈ D(H) with purification
ψρ ∈ D(H⊗H′), the entanglement fidelity Fe(ρ,Λ) is defined by
Fe(ρ,Λ) := 〈ψρ|(idH′ ⊗Λ)(ψρ)|ψρ〉.
(ii) Let E = {pi, ψi} with ψi ∈ D(H) be a pure-state ensemble and consider an arbitrary map
V : {i}i → D(H′) and a CPTP map D : D(H′) → D(H). The ensemble average fidelity
F¯ (E,D ◦ V) is defined by
F¯ (E,D ◦ V) :=
∑
i
pi Tr((D ◦ V)(i)ψi).
We employ the entanglement fidelity and the ensemble average fidelity to define ε-admissible
codes in the blind and visible settings respectively. The minimal compression length for a code
is then obtained by optimizing over all such codes:
Definition 5.4. Consider a quantum information source with source ensemble E = {pi, ψi},
and source state ρ =
∑
i piψi ∈ D(H). Let Hc be a Hilbert space with M = dimHc < dimH.
(i) For any ε ∈ (0, 1), a visible encoder V : {i}i → D(Hc) and a CPTP decoder D : D(Hc)→
D(H), the triple Cv = (V,D,M) is called an ε-admissible (visible) code if
F¯ (E,D ◦ V) ≥ 1− ε.
(ii) For any ε ∈ (0, 1), a CPTP encoder E : D(H)→ D(Hc) and a CPTP decoder D : D(Hc)→
D(H), the triple Cb = (E ,D,M) is called an ε-admissible (blind) code if
Fe(ρ,D ◦ E) ≥ 1− ε.
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(iii) The ε-error one-shot compression length m
(1),ε
v/b (ρ) is defined by
m
(1),ε
v/b (ρ) := inf{logM | ∃ an ε-admissible code Cv/b with M = dimHc},
where the subscripts v and b are used for the visible and blind setting respectively.
In the following, we derive one-shot bounds for the minimal compression length.
Theorem 5.5. Consider a quantum information source with source ensemble E = {pi, ψi}, and
source state ρ =
∑
i piψi ∈ D(H). Then for any η > 0 and ε ∈ (0, 1), the ε-error one-shot
compression length m
(1),ε
v/b satisfies the following bounds:
(i) Visible case: H
ε+η
s (ρ) + log η ≤ m(1),εv (ρ) ≤ Hεs(ρ)
(ii) Blind case: H
ε+η
s (ρ) + log η ≤ m(1),εb (ρ) ≤ H
ε/2
s (ρ)
Interestingly, the lower bounds are identical in the two settings. However, the upper bounds
are given in terms of the information spectrum entropies with different error parameters. This
has consequences on the second order behaviour of m
(1),ε
b (ρ), which we discuss in Section 5.1.5.
5.1.3 Proof of one-shot bounds: Visible setting
Proof of the upper bound in Theorem 5.5(i) (Achievability). Assume that
γ = H
ε
s(ρ). (26)
We set P = {ρ ≥ 2−γ1} and define the compressed Hilbert space as the image of this projection,
i.e. Hc := ImP . The dimension of Hc in this case is given by
M = TrP ≤ 2γ , (27)
where the inequality follows from Lemma 3.3. Consider now the visible encoding map
V : i 7→ PψiP
TrPψi
.
For the decoding map D we choose the trivial embedding of the compressed state ρc =
∑
i piV(i)
into the original Hilbert space H. We can verify that this choice of Hc, V and D constitutes an
ε-admissible code Cv as follows:
F¯ (E,D ◦ V) =
∑
i
pi Tr((D ◦ V)(i)ψi)
=
∑
i
pi Tr
PψiPψi
TrPψi
=
∑
i
pi
〈ψi|P |ψi〉2
〈ψi|P |ψi〉
=
∑
i
pi〈ψi|P |ψi〉
= TrPρ
≥ Tr[P (ρ− 2−γ1)]
≥ 1− ε,
where the last inequality follows from the definitions of P and H
ε
s(ρ), and the choice of γ given
in (26). Thus, (V,D,M) is an ε-admissible code and we obtain m(1),εv (ρ) ≤ γ = Hεs(ρ) by (27)
and Definition 5.4(iii) of the minimal compression length m
(1),ε
v (ρ).
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In order to prove the lower (converse) bound of Theorem 5.5(i), we employ the following
lemma [36, 18]:
Lemma 5.6. Let ρAB ∈ D(HAB) be separable. Then
max{TrPρA | P is a projection on HA with TrP = k}
≥ max{TrPρAB | P is a projection on HAB with TrP = k}.
The following crucial proposition is due to Hayashi [18]. We reproduce a proof in our
notation for the convenience of the reader.
Proposition 5.7. Consider a quantum information source with source ensemble E = {pi, ψi},
and source state ρ =
∑
i piψi ∈ D(H). Let V : {i}i → Hc be a visible encoding map into a
compressed Hilbert space Hc, and D : Hc → H be the decompression map. Set ρ =
∑
i piψi and
denote by M = dimHc the dimension of the compressed Hilbert space Hc. Then
F¯ (E,D ◦ V) ≤ max{TrPρ | P is a projection on H with TrP = M}.
Proof. By considering eigenvalue decompositions V(i) = ∑j µ(i)j ϕ(i)j of the encoded signals, it
suffices to show that∑
i
pi Tr(D(χ)ψi) ≤ max{TrPρ | P is a projection on H with TrP = M} (28)
holds for any pure state |χ〉 ∈ Hc.
To show (28), let U : Hc → H⊗H′ be a Stinespring isometry of the CPTP map D, i.e.
D(σ) = TrH′(UσU†)
for σ ∈ D(Hc). Then UU† is the projection onto the image of U in H ⊗H′. Consider now the
pure state
ψ′i :=
(ψi ⊗ 1H′)UχU†(ψi ⊗ 1H′)
Tr(UχU†(ψi ⊗ 1H′)) ∈ D(H⊗H
′), (29)
which satisfies
Tr(UχU†)ψ′i =
Tr(UχU†(ψi ⊗ 1H′)UχU†(ψi ⊗ 1H′))
Tr(UχU†(ψi ⊗ 1H′))
=
〈χ|U†(ψi ⊗ 1H′)U|χ〉2
〈χ|U†(ψi ⊗ 1H′)U|χ〉
= 〈χ|U†(ψi ⊗ 1H′)U|χ〉
= Tr(UχU†(ψi ⊗ 1H′))
= TrD(χ)ψi. (30)
We claim that
TrH′ ψ′i = ψi. (31)
This can be seen as follows. Firstly, for the denominator of (29) we have
Tr(UχU†(ψi ⊗ 1H′)) = Tr(D(χ)ψi) = 〈ψi|D(χ)|ψi〉. (32)
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Secondly, the numerator of (29) can be rewritten as
(ψi ⊗ 1H′)UχU†(ψi ⊗ 1H′) =
(
|ψi〉〈ψi| ⊗
∑
j
|j〉〈j|
)
)UχU†
(
|ψi〉〈ψi| ⊗
∑
k
|k〉〈k|
)
=
∑
j,k
[
(〈ψi| ⊗ 〈j|)UχU†(|ψi〉 ⊗ |k〉)
]
|ψi〉〈ψi| ⊗ |j〉〈k|
where {|j〉} constitutes an orthonormal basis for H′. Hence,
TrH′
(
(ψi ⊗ 1H′)UχU†(ψi ⊗ 1H′)
)
= TrH′
(∑
j,k
[
(〈ψi| ⊗ 〈j|)UχU†(|ψi〉 ⊗ |k〉)
]
× |ψi〉〈ψi| ⊗ |j〉〈k|
)
=
∑
j
[
(〈ψi| ⊗ 〈j|)UχU†(|ψi〉 ⊗ |j〉)
]
|ψi〉〈ψi|
= 〈ψi|D(χ)|ψi〉ψi, (33)
where the last equality follows from the definition of the partial trace. Using (32) and (33) in
(29) yields (31).
We now want to relate the state ψ′i to the source state ρ :=
∑
i piψi associated to E. Since
ψ′i is a purification of the pure state ψi by (31), there exists a pure state φi ∈ D(H′) such that
ψ′i = ψi ⊗ φi. Consequently, the state
ρ′ :=
∑
i
piψ
′
i =
∑
i
piψi ⊗ φi
is separable and satisfies TrH′ ρ′ = ρ. Thus, we can apply Lemma 5.6 to infer that
max{TrPρ′ | P is a projection on H⊗H′ with TrP = M}
≤ max{TrPρ | P is a projection on H with TrP = M}, (34)
and we observe that the projector UU† with
TrUU† = TrU†U = Tr1Hc = M
is feasible for the left-hand side of (34). Noting that
χ ≤ 1Hc and thus UχU† ≤ UU†, (35)
we finally arrive at∑
i
pi Tr(D(χ)ψi) =
∑
i
pi Tr((UχU†)ψ′i)
≤
∑
i
pi Tr(UU†ψ′i)
= Tr(UU†ρ′)
≤ max{TrPρ′ | P is a projection on H⊗H′ with TrP = M}
≤ max{TrPρ | P is a projection on H with TrP = M}
where the first line follows from (30), the second line uses (35) and the last line is obtained by
applying (34).
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Proof of the lower bound in Theorem 5.5(i) (Converse). Let V : {i}i → Hc be a visible encod-
ing of the source ensemble E into the compressed Hilbert space Hc with dimHc = M , and let
D : Hc → H be an arbitrary CPTP map used in the decoding operation. Assuming that
F¯ (E,D ◦ V) ≥ 1− ε,
we have to show that
logM ≥ Hε+ηs (ρ) + log η.
To this end, we compute:
1− ε ≤ F¯ (E,D ◦ V)
≤ max{TrPρ | P is a projection on H with TrP = M}
= TrQρ
= TrQ(ρ− 2− logM+log η1) + 2− logM+log η TrQ
≤ Tr(ρ− 2− logM+log η1)+ + η
where the second inequality follows from Proposition 5.7, with the maximizing projection de-
noted by Q satisfying TrQ = M , and the last inequality uses Lemma 3.1. We have thus shown
that, for arbitrary η > 0
1− (ε+ η) ≤ Tr(ρ− 2− logM+log η1)+,
and hence H
ε+η
s (ρ) ≤ logM − log η, which proves the claim.
5.1.4 Proof of one-shot bounds: Blind setting
Proof of the upper bound in Theorem 5.5(ii) (Achievability). Assume that
γ = H
ε
s(ρ). (36)
We set P = {ρ ≥ 2−γ1} and consider the compression map
E : ρ 7→ PρP + Tr[ρ(1− P )]|ϕ〉〈ϕ|, (37)
where |ϕ〉 is an arbitrary pure state in the compressed Hilbert space H˜c ≡ ImP with dimension
M = TrP ≤ 2γ . Here, the inequality follows from Lemma 3.3. For the decoding map D we
consider the trivial embedding of the compressed state E(ρ) into the original Hilbert space HA.
It is known [43] that for a CPTP map Λ with Kraus operators {Ai} the entanglement fidelity
is given by the expression
Fe(ρ,Λ) =
∑
i
|TrAiρ|2.
The Kraus form of the compression map E as in (37) is given by
E(ρ) = PρP +
∑
i
AiρA
†
i ,
where Ai = |φ〉〈i| and {|i〉} is an orthonormal basis for (ImP )⊥. We therefore have
Fe(ρ,Λ) = |TrPρ|2 +
∑
i
|Tr(|0〉〈i|ρ)|2
≥ (TrPρ)2
≥ (Tr[P (ρ− 2−γ1)])2
= (1− ε)2
≥ 1− 2ε,
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where the last equality follows from the definitions of P and H
ε
s(ρ), and the choice of γ given in
(36). Thus, (E ,D,M) is an 2ε-admissible code, and by replacing ε with ε2 we obtain m
(1),ε
b (ρ) ≤
γ = H
ε/2
s (ρ) by Definition 5.4(iii) of the compression length m
(1),ε
b .
For the proof of the lower bound (converse) in Theorem 5.5(ii), we employ the Kraus repre-
sentation of the CPTP encoding map E as follows:
Proof of the lower bound in Theorem 5.5(ii) (Converse). We need to prove that for every ε-
admissible (blind) coding scheme Cb = (E ,D,M) with Fe(ρ,D ◦ E) ≥ 1 − ε, the code size M
satisfies
logM ≥ Hε+ηs (ρ) + log η.
To this end, let Hc ⊂ H be the compressed Hilbert space with dimension M = dimHc,
let E : D(H) → D(Hc) be a CPTP map, and let P be the projector onto Hc, i.e. TrP = M .
Furthermore, let D : D(Hc)→ D(H) be an arbitrary CPTP map. If {Ej} and {Dk} are sets of
Kraus operators for E and D respectively, then {DkEj} is a set of Kraus operators for the map
Λ = D ◦ E . We also define Qk as the projector onto the image of Dk, i.e. Qk = ΠIm(DkP ), and
note that
DkEj = QkDkEj . (38)
For all k we have
TrQk = dim Im(DkP ) = dim ImDk|ImP ≤ dim DomDk|ImP = dim ImP = TrP. (39)
Let us first derive an upper bound for the entanglement fidelity:
Fe(ρ,Λ) =
∑
j,k
|Tr(DkEjρ)|2
=
∑
j,k
|Tr(QkDkEjρ)|2
=
∑
j,k
|Tr(√ρQkDkEj√ρ)|2
≤
∑
j,k
Tr(QkρQk) Tr(
√
ρE†jD
†
kDkEj
√
ρ)
=
∑
j,k
Tr(QkρQk) Tr(DkEjρE
†
jD
†
k)
where we used (38) in the second equality and the Cauchy-Schwarz inequality for the Hilbert-
Schmidt inner product to obtain the inequality. Now let Q˜ = arg maxQk Tr(QkρQk) and η > 0
arbitrary, then we can further bound the entanglement fidelity by
Fe(ρ,Λ) ≤ Tr(Q˜ρQ˜)
∑
j,k
Tr(DkEjρE
†
jD
†
k)
= Tr Q˜ρTr
(∑
k
Dk
(∑
j
EjρE
†
j
)
D†k
)
︸ ︷︷ ︸
=Tr(Λ(ρ))=1
= Tr[Q˜(ρ− 2− logM+log η1)] + 2− logM+log η Tr Q˜
≤ Tr(ρ− 2− logM+log η1)+ + 2− logM+log η TrP
= Tr(ρ− 2− logM+log η1)+ + η (40)
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where we used Lemma 3.1 and (39) in the second inequality. Hence, (40) together with the
assumption Fe(ρ,D ◦ E) ≥ 1− ε imply that
1− (ε+ η) ≤ Tr(ρ− 2− logM+log η1)+.
By definition of the information spectrum entropy, we infer that H
ε+η
s ≤ logM − log η.
5.1.5 Second order asymptotics of source coding
The one-shot bounds for the optimal source compression length in terms of the information
spectrum entropy in Theorem 5.5 together with the asymptotic expansion of the latter in Propo-
sition 4.9 readily yield the second order asymptotic expansion of the visible coding compression
length mn,εv (ρ), which is related to the one-shot compression length via Definition 5.2. In the
blind setting, Proposition 4.9 provides second order asymptotic bounds for mn,εb (ρ).
Theorem 5.8. Consider a memoryless quantum source characterized by the pure-state ensemble
E = {pi, ψi} with ψi ∈ D(H) and the associated average ensemble state ρ =
∑
i piψi. For any
ε ∈ (0, 1), the following holds for mn,εv/b(ρ):
(i) In the visible setting, the second order asymptotic expansion of mn,εv (ρ) is given by
mn,εv (ρ) = nS(ρ)−
√
n (Tr[ρ(log ρ)2]− S(ρ)2) Φ−1(ε) +O(log n). (41)
(ii) In the blind setting, we obtain the following asymptotic bounds:
mn,εb (ρ) ≥ nS(ρ)−
√
n (Tr[ρ(log ρ)2]− S(ρ)2) Φ−1(ε) +O(log n)
mn,εb (ρ) ≤ nS(ρ)−
√
n (Tr[ρ(log ρ)2]− S(ρ)2) Φ−1
(ε
2
)
+O(log n). (42)
Proof. We abbreviate ρn ≡ ρ⊗n. By Theorem 5.5(i) we obtain the following bounds for the
compression length in the visible setting with block length n:
−Dε+ηs (ρn‖1n) + log η ≤ mn,εv (ρ) ≤ −Dεs(ρn‖1n).
Setting η = 1√
n
, Proposition 4.9 implies
mn,εv (ρ) ≥ −nD(ρ‖1)−
√
n s(ρ‖1)Φ−1
(
ε+
1√
n
)
+O(log n)
mn,εv (ρ) ≤ −nD(ρ‖1)−
√
n s(ρ‖1)Φ−1(ε) +O(log n).
We apply Lemma 3.7 to the lower bound and use S(ρ) = −D(ρ‖1) to obtain
mn,εv (ρ) = nS(ρ)−
√
n s(ρ‖1)Φ−1(ε) +O(log n).
Expanding the term s(ρ‖1) gives
s(ρ‖1) =
√
Tr[ρA(log ρ− log1)2]−D(ρ‖1)2
=
√
Tr[ρ(log ρ)2]− S(ρ)2,
which yields the result. The bounds for the blind setting follow analogously.
Remark.
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(i) We note that the ‘gap’ in the second order asymptotic bounds (42) for m
(1),ε
b (ρ) is due to
the different error parameters ε and ε2 in Theorem 5.5(ii). Hence, our method only yields
non-matching asymptotic bounds in the blind setting. Closing this gap and deriving
a closed form of the second order asymptotic expansion as in the visible setting, (41),
remains an open question.
(ii) Using the result in Theorem 5.8, we are able to recover the second order asymptotics of
classical fixed-length source coding derived by Hayashi (see Theorems 3 and 9 of [21]).
(iii) Note that Φ−1 (ε) > 0 for ε > 12 , and therefore, the second order term in (41) is strictly
negative. In this case, the compression rate to second order drops below the von Neumann
entropy S(ρ), as illustrated in Figure 2, since the former is given by an+b
√
n
n where a = S(ρ)
and b = −√(Tr[ρ(log ρ)2]− S(ρ)2) Φ−1(ε).
1 10 20 30
S(ρ)
n
an+b
√
n
n
ε1 = 0.25
ε2 = 0.75
Figure 2: Plot of an+b
√
n
n for the source state ρ =
1
2 |0〉〈0|+ 12 |+〉〈+|.
5.2 Noisy dense coding
Dense coding is the protocol by which prior shared entanglement between a sender (Alice)
and a receiver (Bob) is exploited for sending classical messages through a noiseless quantum
channel. If the entanglement shared between Alice and Bob is in the form of a mixed state
ρAB ∈ D(HA ⊗ HB) (instead of a maximally entangled pure state), then the entanglement is
said to be noisy.
Our aim is to derive second order asymptotics for the optimal rate of reliable transmission
of classical information through a noiseless quantum channel, assisted by prior shared noisy
entanglement. If the noisy entanglement is in the form of multiple, identical copies of a bipartite
state ρAB, then the optimal rate in the asymptotic limit is referred to as the dense coding capacity
of the state ρAB and denoted by Cdc(ρAB).
In [26], it was shown that
Cdc(ρAB) = log d+ S(ρB)− inf
n
inf
Λ(n)
1
n
S((Λ(n) ⊗ idBn)ρ⊗nAB),
where Λ(n) is a CPTP map acting on states on H⊗nA and d = dimHA. If only product encodings
of the form Λ⊗n are allowed, the above expression reduces to
Cdc(ρAB) = log d+ S(ρB)− inf
Λ: CPTP
S((Λ⊗ idB)ρAB),
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which was derived independently by Winter in [54].
In the present work, we restrict ourselves to the latter case. As a first step, we derive
upper and lower bounds on the maximum number of bits of a classical message which can be
transmitted through a single use of the channel, with a probability of error at most ε, for a
given 0 < ε < 1. We then discuss the i.i.d. case under the assumption of a product encoding.
In the following, we briefly summarize the coding procedure:
Let ρAB be the noisy entangled state that Alice shares with Bob, the system A being with
Alice and B being with Bob. Suppose Alice has a set of classical messages labelled by the
elements of the set M := {1, 2, . . . ,M}, which she wishes to send to Bob through a noiseless
quantum channel. The most general protocol for this consists of an encoding map by Alice on
her system A, transmission of the encoded state through the noiseless channel to Bob, followed
by a decoding operation by Bob on the joint state of the system that he receives and the system
B.
The codewords are given by
ϕ(m) = (EmA ⊗ idB) ρAB = σmAB, m ∈M.
Here, ϕ denotes the encoding map for a code of size M , as defined in terms of the CPTP maps
EmA for m ∈ M. Since the system A is sent through a noiseless channel, the final state in
Bob’s posession (when Alice sends the message m) is σmAB. Let Bob’s decoding map be given
by the POVM Y = {Y mAB}m∈M. The triple (ϕ, Y,M) defines a code C of size M , with average
probability of error given by
pe(C) := 1
M
M∑
m=1
(1− Tr (σmABY mAB)) .
Definition 5.9. For ε > 0, the ε-error one-shot dense coding capacity of the state ρAB is
defined as
C
(1),ε
dc (ρAB) := sup{logM | ∃ a code C = (ϕ, Y,M) such that pe(C) ≤ ε}.
5.2.1 One-shot bounds for noisy dense coding
We obtain the following bounds on the ε-error one-shot dense coding capacity of a bipartite
state ρAB:
Theorem 5.10. Fix ε > 0. Let c, η, η′ > 0 with η > c1+cε and δ > 0. The one-shot ε-error
dense coding capacity of a state ρAB ∈ D(HA ⊗HB) satisfies the following bounds:
C
(1),ε
dc (ρAB) ≥ log dA − min
ΛA→A
H
ε−η
s (A|B)σ + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
C
(1),ε
dc (ρAB) ≤ log dA − min
ΛA→A
H
ε+η′
s (A|B)σ + δ − log η′,
where dA = dimHA and σAB := (Λ⊗ idB)ρAB for any CPTP map ΛA→A.
Proof of the upper bound in Theorem 5.10 (Converse). To establish the converse bound, it suf-
fices to prove that for any code C of M codewords with
logM > log dA − min
ΛA→A
H
ε
s(A|B)σ + δ − log η′, (43)
where dA = dimHA, and σAB := (Λ ⊗ idB)ρAB for any CPTP map ΛA→A, we must have
pe(C) > ε.
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If a code C of size M has codewords σmAB = (EmA ⊗ idB) ρAB, and measurement operators
Y mAB for m ∈M, then for any γ > 0 we have
pe(C) = 1− 1
M
M∑
m=1
Tr
[
Y mAB
(
σmAB − 2−γ(1A ⊗ ρB)
)]− 2−γ
M
M∑
m=1
Tr [Y mAB(1A ⊗ ρB)]
≥ 1− 1
M
M∑
m=1
Tr
[{σmAB ≥ 2−γ1A ⊗ ρB} (σmAB − 2−γ1A ⊗ ρB)]− 2−γM Tr1A
≥ 1− max
m∈M
Tr
[{σmAB ≥ 2−γ1A ⊗ ρB} (σmAB − 2−γ1A ⊗ ρB)]− 2log dA−γM , (44)
where we used Lemma 3.1 and the fact that
∑
m∈M Y
m
AB = 1AB in the first inequality and
Tr1A = dA in the second inequality.
For some arbitrary η′, δ > 0, choose
γ = min
ΛA→A
H
ε+η′
s (A|B)σ − δ ≤ Hε+η
′
s (A|B)σm − δ (45)
≤ Hε+η′s (A|B)σm − δ
where σAB := (Λ ⊗ idB)ρAB and σmAB is any codeword. The inequality holds because σmAB =
(EmA ⊗ idB) ρAB with EmA ⊗ idB being a CPTP map, and hence
H
ε+η′
s (A|B)σm ≥ min
ΛA→A
H
ε+η′
s (A|B)σ.
The choice of γ in (45) yields
Tr
[{σmAB ≥ 2−γ1A ⊗ ρB} (σmAB − 2−γ1A ⊗ ρB)] < 1− (ε+ η′), (46)
and by (43), (44) and (46), we obtain
pe(C) > ε+ η′ − 2log d−γ−logM
> ε+ η′ − 2log η′
= ε.
Proof of the lower bound in Theorem 5.10 (Achievability). To establish the lower bound, we use
Lemma 5.1. For our purpose, we define X := {(p, q) | 0 ≤ p, q ≤ dA − 1} (such that |X | = d2A)
and consider the classical-quantum (c-q) channel
W : x ∈ X 7→Wx ≡W xAB := (Ux ⊗ idB)σAB. (47)
Here, σAB := (Λ⊗ idB)ρAB where ΛA→A denotes the minimizing CPTP map in
min
ΛA→A
H
ε+η
s (A|B)σ,
and ρAB is the initial entangled state shared between Alice and Bob. For x = (p, q) ∈ X ,
the unitary encoding Ux is defined by Ux(ρ) := Up,qρU †p,q. The Weyl operators [23] Up,q with
p, q ∈ {0, 1, . . . , (dA − 1)} are defined by Up,q = XqZp where for any orthonormal basis {|j〉 :
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j ∈ {0, 1, . . . , (d − 1)} in a d-dimensional Hilbert space H the action of X and Z is given by
X|j〉 = |(j + 1) mod d)〉 and Z|j〉 = e 2piijd |j〉. Hence,
Up,q = e
2piipj
d |(j + q) mod d)〉.
Furthermore, it is known that ∑
x∈X
Ux(ω) ≡
∑
p,q
Up,qωU
†
p,q = d1 (48)
for any ω ∈ D(H), with d = dim(H).
Now let {p(x)}x∈X denote the uniform distribution on X , i.e. p(x) = 1/d2A for all x ∈ X .
For the ensemble {p(x),W xAB}, where the states W xAB are defined by (47), we have by (48) that
WAB :=
∑
x∈X
p(x)W xAB =
1
d2A
∑
x∈X
(Ux ⊗ idB)σAB
=
1A
dA
⊗ ρB,
with ρB = σB = TrA σAB. Setting α :=
∑
x∈X p(x) Tr
[
W xAB{W xAB ≥ 2γWAB}
]
, we obtain
α ≥ 1
d2A
∑
x∈X
Tr
[{W xAB ≥ 2γWAB}(W xAB − 2γWAB)]
=
1
d2A
∑
x∈X
Tr
[
{W xAB ≥ 2−(log dA−γ)(1A ⊗ ρB)}(W xAB − 2−(log dA−γ)(1A ⊗ ρB))
]
=
1
d2A
∑
x∈X
Tr
[
{σAB ≥ 2−(log dA−γ)(1A ⊗ ρB)}(σAB − 2−(log dA−γ)(1A ⊗ ρB))
]
.
In the above we have made use of the fact that
{W xAB ≥ 2γWAB} =
{
(Ux ⊗ idB)σAB ≥ 2γ(Ux ⊗ idB)
(
1A
dA
⊗ ρB
)}
= {σAB ≥ 2−(log dA−γ)(1A ⊗ ρB)},
and the fact that the trace remains invariant under a unitary transformation.
Choose
γ = log dA −Hε−ηs (A|B)σ = log dA − min
ΛA→A
H
ε−η
s (A|B)σ, (49)
for some arbitrary η > 0. The second identity in (49) follows from the fact that σAB is the
minimizing state in (47). For this choice of γ, α ≥ 1− (ε− η). Using this in (25) of Lemma 5.1
we infer that, for the c-q channel W defined by (47), there exists a code C of size M such that
pe(C) ≤ (1 + c)(ε− η) + (2 + c+ c−1)2−γM.
Thus, pe(C) ≤ ε for the choice
(1 + c)(ε− η) + (2 + c+ c−1)2−γM = ε,
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and hence,
(1 + c)2
c
2−γM = (1 + c)η − cε.
We obtain
logM = γ + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
= log dA − min
ΛA→A
H
ε−η
s (A|B)σ + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
.
Note that the argument of the logarithm in the right-most term yields the condition η > c1+cε.
The above implies that for the dense coding protocol employing the entangled state ρAB, we
have the following bound:
C
(1),ε
dc (ρAB) ≥ log dA − min
ΛA→A
H
ε−η
s (A|B)σ + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
This inference follows from the fact that in the dense coding protocol, after her encoding, Alice
can post-process her system A by Ux◦Λ (where Λ is some CPTP map) before sending it through
the noiseless channel to Bob.
5.2.2 Second order asymptotics of noisy dense coding
In order to obtain the second order asymptotics of the ε-error one-shot dense coding capacity
C
(1),ε
dc , we restrict our analysis to the case where Alice is only allowed to use product encodings.
More precisely, given an initial state ρAB, Alice chooses an encoding map Λ
A→A. Her encoding
map on ρ⊗nAB results in the state ((Λ⊗ idB)(ρAB))⊗n, which is transmitted to Bob through the
noiseless channel. This is in contrast to the general setting, where Alice selects an encoding
map Λ(n) : An → An for each n and transmits the state (Λ(n) ⊗ idBn)(ρ⊗nAB) [26].
Using the results from Section 4.3, we obtain the following second order expansion for
Cn,εdc (ρAB), which is related to the one-shot dense coding capacity via Definition 5.2.
Theorem 5.11. Consider an arbitrary bipartite state ρAB ∈ D(HAB). For any ε ∈ (0, 1), the
second order asymptotic expansion of Cn,εdc (ρAB) is given by
Cn,εdc (ρAB) = n
(
log dA + S(ρB)− min
ΛA→A
S((Λ⊗ id)(ρAB))
)
+
√
n max
ΛA→A
s((Λ⊗ id)(ρAB)‖1A ⊗ ρB)Φ−1(ε) +O(log n).
Proof. For arbitrary δ > 0 we have the following one-shot bounds by Theorem 5.10:
Cn,εdc (ρAB) ≥ n log dA − min
ΛA→A
H
ε−η
s (A
n|Bn)σn + log c
1 + c
+ log
(
η − c
1 + c
ε
)
(50)
for η > c1+cε and
Cn,εdc (ρAB) ≤ n log dA − min
ΛA→A
H
ε+η′
s (A
n|Bn)σn + δ − log η′ (51)
for η′ > 0. In (50) and (51) we set σn ≡ σ⊗nAB where σAB := (Λ⊗ idB)(ρAB) .
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We would like to set η = η′ = 1√
n
in the above bounds, as in the proof of Proposition 4.9.
To this end, let us choose c = 1n for the constant from Lemma 5.1, which then guarantees the
existence of a code Cn of size Mn such that
logMn = γ + log
(
1 + n
n
η − 1
n
ε
)
− log n+ 2 log(1 + n),
subject to the condition
η >
1
1 + n
ε.
This in turn implies a lower bound on the ε-error capacity Cdc(n, ε) given by
Cn,εdc (ρAB) ≥ n log dA − min
ΛA→A
H
ε−η
s (A
n|Bn)σn
+ log
(
1 + n
n
η − 1
n
ε
)
− log n+ 2 log(1 + n).
(52)
We observe that for 0 < ε < 1 we have
1√
n
>
1
1 + n
>
1
1 + n
ε,
and thus, the choice η = 1√
n
is valid in (52).
We can therefore choose η = η′ = 1√
n
and apply Proposition 4.9 to H
ε±η
s (A
n|Bn)σn in (51)
and (52) in the following way:
−Hε±ηs (An|Bn)σn = Dε±ηs (σnAB‖1An ⊗ ρnB)
= nD(σAB‖1A ⊗ ρB) +
√
n s(σAB‖1A ⊗ ρB)Φ−1(ε± η) +O(log n)
= −nS(σAB) + nS(ρB) +
√
n s(σAB‖1A ⊗ ρB)Φ−1(ε) +O(log n) (53)
where the last equality follows from Lemma 3.7 and the fact that TrA σAB = ρB. Substituting
(53) in (51) and (52) yields the result.
Theorem 5.11 immediately implies the first order asymptotics of noisy dense coding as in
[54]:
Corollary 5.12. In the asymptotic limit, the noisy dense coding capacity of a bipartite state
ρAB ∈ D(HA ⊗HB) reads
Cdc(ρAB) = log dA + S(ρB)− inf
Λ: CPTP
S((Λ⊗ idB)ρAB),
where dA = dimHA.
5.3 Entanglement concentration
Entanglement concentration is the protocol in which two parties, Alice and Bob, share a partially
entangled state |ψAB〉 ∈ HA⊗HB, and they wish to convert it into a maximally entangled state
|Φ+M 〉 (of Schmidt rank M) by local operations and classical communication (LOCC) alone. If
Λ denotes the LOCC map used by Alice and Bob, then the fidelity of the protocol is given by
F (Λ(ψAB),Φ
+
M ) := 〈Φ+M |Λ (ψAB) |Φ+M 〉.
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Note that the above definition of fidelity (which is also used in Sections 5.4 and 5.5) is the square
of the one defined previously. For given orthonormal bases {|k˜A〉}dAk=1 and {|k˜B〉}dBk=1 in Hilbert
spaces HA and HB of dimensions dA and dB respectively, we define the canonical maximally
entangled state of Schmidt rank M = min{dA, dB} as
|Φ+M 〉 =
1√
M
M∑
k=1
|k˜A〉|k˜B〉. (54)
In fact, in the following we consider HA ' HB, for simplicity, so that dA = dB = d (say).
Definition 5.13. For any ε > 0 the one-shot ε-error distillable entanglement of the pure state
ψAB is defined as
E
(1),ε
D (ψAB) := sup{logM | ∃ an LOCC map Λ such that F (Λ(ψAB),Φ+M ) ≥ 1− ε}.
Bennett et al. [4] established that in the asymptotic limit requiring perfect concentration
(i.e. ε → 0) yields the optimal rate of entanglement concentration to be the entropy of entan-
glement, i.e. the von Neumann entropy S(ρA) of the reduced state ρA = TrB ψAB:
lim
ε→0
lim
n→∞
1
n
En,εD (ψAB) = S(ρA)
In this section we determine the asymptotic behaviour to second order of the ε-error distillable
entanglement. In the converse proof of Theorem 5.15 (as well as Theorem 5.18 in Section 5.4)
we employ the following result, which follows directly from Lemma 2 in [50]:
Lemma 5.14. Let ψAB and φAB be bipartite pure states, and let Λ be an arbitrary LOCC
operation. Then there exists an LOCC operation Λ¯ such that Λ¯(φAB) is pure, and
F (ψAB,Λ(φAB)) ≤ F (ψAB, Λ¯(φAB)),
where we use the notation F (ρ, σ) := ‖√ρ√σ‖21.
5.3.1 One-shot bounds for entanglement concentration
We obtain the following bounds on the distillable entanglement:
Theorem 5.15. Fix ε > 0 and let δ, η > 0. Then the one-shot ε-error distillable entanglement
of a pure state ψAB satisfies the bounds
Hε−ηs (ρA) + log η + log(1− ε)−∆ ≤ E(1),εD (ψAB) ≤ −H
ε+η
s (A|B)ψ + δ − log η, (55)
where ∆ is a number included to ensure that the left-hand side is the logarithm of an integer.
Proof of the lower bound in Theorem 5.15 (Achievability). Let the bipartite state |ψAB〉 have
the Schmidt decomposition
|ψAB〉 =
∑
k
√
λk|eAk 〉|eBk 〉,
and let ρA = TrB ψAB and define projection operators Q = {ρA < 2−γ1A} and Q = 1A − Q,
for some γ > 0.
The first step of the protocol is for one of the parties (say, Alice) to do a von Neumann
measurement, described by the projection operators Q and Q, on her part of the shared bipartite
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state ψAB. If the outcome of the measurement corresponds to Q, then the protocol is aborted
as unsuccessful. This occurs with probability
Pfail = TrQρA.
If the outcome of the measurement corresponds to Q, then the post-measurement state is given
by
|ψ′AB〉 :=
1√
TrQρA
∑
λk<2−γ
√
λk|eAk 〉|eBk 〉,
and each of the eigenvalues of the reduced density matrix of this state is bounded from above
by
2−γ
TrQρA
.
Nielsen’s majorization theorem [35] states that a bipartite pure state Ψ with subsystem state
σ may be converted by LOCC into the pure state Φ with subsystem state ω, if and only if the
ordered eigenvalues of σ are majorized by those of ω. Specifically,
k∑
m=1
νm ≤
k∑
m=1
µm (56)
for all 1 ≤ k ≤ d, with equality holding for k = d. Here {νm} and {µm} denote the sets
of eigenvalues of Ψ and Φ respectively, labelled in a manner such that ν1 ≥ ν2 ≥ . . ., and
µ1 ≥ µ2 ≥ . . ., and d = dimHA = dimHB. It follows from Nielsen’s theorem that the state
|ψ′AB〉 may be transformed by LOCC into the maximally entangled state |Φ+M 〉 of Schmidt rank
M = b2γ TrQρAc, (57)
as the eigenvalues all obey the inequality in (56). This concludes the protocol.
For some γ′ > 0 we can therefore bound the probability of failure of the protocol as follows:
Pfail = TrQρA = Tr
[
Q
(
ρA − 2−γ′1A
)]
+ 2−γ
′
TrQ1A
≤ Tr
(
ρA − 2−γ′1A
)
+
+ 2−(γ
′−γ),
where the inequality follows from the fact that TrQ ≤ 2γ (see Lemma 3.3). Choosing γ =
γ′ + log η for some arbitrary η > 0, and
γ′ = Hε−ηs (ρA),
we obtain
Pfail = TrQρA ≤ ε− η + η = ε. (58)
Moreover, it follows from (57) that for this choice of γ we have
logM = γ + log(TrQρA)−∆
≥ Hε−ηs (ρA) + log η + log(1− ε)−∆,
where ∆ is a constant included to ensure that logM is the logarithm of an integer, and the
inequality follows from the fact that
TrQρA = 1− TrQρA ≥ 1− ε,
since we have from (58) that TrQρA ≤ ε.
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Proof of the upper bound in Theorem 5.15 (Converse). To prove the upper bound, we need to
establish that if Λ is any LOCC operation such that F (Λ(ψAB),Φ
+
M ) ≥ 1−ε for a given ε ∈ (0, 1),
then
logM ≤ −Hε+ηs (A|B)ψ + δ − log η. (59)
We prove this by contradiction. Hence, let us assume that
logM > −Hε+ηs (A|B)ψ + δ − log η. (60)
By Lemma 5.14, there is an LOCC operation Λ¯ such that φAB := Λ¯(ψAB) is pure and
F
(
Λ(ψAB),Φ
+
M
) ≤ F (Λ¯(ψAB),Φ+M) .
Hence, for an arbitrary constant γ > 0, we have
1− ε ≤ F (Λ(ψAB),Φ+M )
≤ F (Λ¯(ψAB),Φ+M)
= 〈Φ+M |Λ¯(ψAB)|Φ+M 〉
= Tr
[
Φ+M
(
φAB − 2−γ(1A ⊗ φB)
)]
+ 2−γ Tr
[
Φ+M (1A ⊗ φB)
]
≤ Tr [{φAB ≥ 2−γ(1A ⊗ φB)} (φAB − 2−γ(1A ⊗ φB))]+ Tr [Φ+M2−γ(1A ⊗ φB)]
≤ Tr [{φAB ≥ 2−γ(1A ⊗ φB)} (φAB − 2−γ(1A ⊗ φB))]+ 2−γ
M
, (61)
where the second inequality follows from Lemma 3.1 and the last identity holds because
TrA Φ
+
M =
1A
M
and φB is a normalized state.
Choose
γ = H
ε+η
s (A|B)φ − δ (62)
for some arbitrary δ > 0. Then we have
−γ = −Hε+ηs (A|B)φ + δ ≤ −Hε+ηs (A|B)ψ + δ (63)
by Lemma 4.5. Substituting (60), (62), and (63) in (61) yields
1− ε < 1− (ε+ η) + 2−γ−logM
< 1− (ε+ η) + 2log η
= 1− ε,
which is clearly a contradiction. Hence, it follows that (59) must hold for any LOCC operation
Λ for which F
(
Λ(ψAB),Φ
+
M
) ≥ 1− ε for some given ε ∈ (0, 1).
5.3.2 Second order asymptotics of entanglement concentration
The second order asymptotics of entanglement concentration are recorded in the following the-
orem, where En,εD (ψAB) is related to the one-shot distillable entanglement via Definition 5.2.
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Theorem 5.16. The second order asymptotic expansion of the distillable entanglement of a
pure state ψAB with error ε ∈ (0, 1) is given by
En,εD (ψAB) = nS(ρA) +
√
n (Tr[ρA(log ρA)2]− S(ρA)2) Φ−1(ε) +O(log n),
where ρA = TrB ψAB.
Proof. We abbreviate ρn ≡ ρ⊗n. From Theorem 5.15 we obtain the following bounds:
Hε−ηs (ρ
n
A) + log η + log(1− ε)−∆ ≤ En,εD (ψAB) ≤ −H
ε+η
s (A
n|Bn)ψn + δ − log η (64)
Noting that log(1− ε)−∆ = O(1), setting η = 1√
n
and applying Proposition 4.9 to Hε−ηs (ρnA),
we get
Hε−ηs (ρ
n
A) = −Dε−ηs (ρnA‖1An)
= −nD(ρA‖1A) +
√
n s(ρA‖1A)Φ−1 (ε− η) +O(log n)
= nS(ρA) +
√
n (Tr[ρA(log ρA − log1A)2]−D(ρA‖1A)2) Φ−1 (ε) +O(log n)
= nS(ρA) +
√
n (Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (ε) +O(log n) (65)
where we used Lemma 3.7 in the third equality. For the upper bound in (64) we set η = 1√
n
and apply Proposition 4.9 and Lemma 3.7 to obtain
−Hε+ηs (An|Bn)ψn = Dε+ηs (ψAB‖1A ⊗ ρB)
= nD(ψAB‖1A ⊗ ρB) +
√
n s(ψAB‖1A ⊗ ρB)Φ−1 (ε) +O(log n) (66)
= nS(ρA) +
√
n s(ψAB‖1A ⊗ ρB)Φ−1 (ε) +O(log n). (67)
Moreover,
s(ψAB‖1A ⊗ ρB)2 = Tr[ψAB(logψAB − log(1A ⊗ ρB))2]−D(ψAB‖1A ⊗ ρB)2
= Tr[ρB(log ρB)
2]− S(ρA)2
= Tr[ρA(log ρA)
2]− S(ρA)2, (68)
since the first term in the last line only depends on the eigenvalues of ρA, which are identical
to the eigenvalues of ρB. Substituting (68) in (67), we obtain
−Hε+ηs (An|Bn)ψn = nS(ρA) +
√
n (Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (ε) +O(log n),
which, when substituted in (64) together with the lower bound (65), yields the result.
5.4 Pure-state entanglement dilution
Pure-state entanglement dilution is the protocol which is essentially opposite to entanglement
concentration. Here, the two parties Alice and Bob share a maximally entangled state and wish
to convert it into a particular non-maximally entangled state |ψAB〉 by LOCC alone.
Suppose Alice and Bob initially share a maximally entangled state |Φ+M 〉 of Schmidt rank M
given by (54). Let ρA = TrB ψAB, and suppose the Schmidt decomposition of |ψAB〉 be given
by
|ψAB〉 =
N∑
k=1
√
λk|ek〉 ⊗ |ek〉, (69)
where the Schmidt coefficients λk are arranged in non-increasing order, i.e., λ1 ≥ λ2 ≥ . . . ≥ λN .
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Definition 5.17. For any ε > 0, the one-shot ε-error entanglement cost of the pure state ψAB
is defined as
E
(1),ε
C (ψAB) := inf{logM | ∃ an LOCC map Λ such that F
(
ψAB,Λ(Φ
+
M )
) ≥ 1− ε}.
The entanglement cost in the case of asymptotically perfect dilution is known [4] to be given
by the entropy of entanglement.
5.4.1 One-shot bounds for pure-state entanglement dilution
We obtain the following one-shot bounds for pure-state entanglement dilution:
Theorem 5.18. Fix ε > 0 and let δ, η > 0. Then the one-shot ε-error entanglement cost of a
bipartite pure state ψAB satisfies the following bounds:
H
ε+η
s (ρA)− δ + log η ≤ E(1),εC (ψAB) ≤ H
ε
s(ρA)
Proof of the upper bound in Theorem 5.18 (Achievability). Suppose that Alice and Bob share a
maximally entangled state of Schmidt rank M given by (54). Alice locally prepares the desired
state (69). If M ≥ N , then the part B of the above state can be teleported to Bob perfectly.
However, if M < N then the part B of only the following truncated state can be perfectly
teleported:
|ψ′AB〉 :=
1
Tr(PMψAB)
(PM ⊗ 1B)|ψAB〉, where (PM ⊗ 1B)|ψAB〉 =
M∑
k=1
√
λk|ek〉 ⊗ |ek〉,
that is, PM denotes the orthogonal projection onto the eigenspace of ρA spanned by its M largest
eigenvalues. In this case the final state shared between Alice and Bob after the teleportation is
given by |ψ′AB〉. The fidelity of the entanglement dilution protocol in this case is given by
〈ψAB|ψ′AB|ψAB〉 =
M∑
k=1
λk.
This simple protocol turns out to be sufficient for proving the upper bound in Theorem 5.18.
In particular, suppose that the final state shared between Alice and Bob after teleportation
is given by
|φAB〉 := 1
Tr[(Q⊗ 1B)ψAB]Q|ψAB〉,
where Q ≡ Q(γ) is the projection operator given by
Q := {ρA ≥ 2−γ1A},
where γ > 0 and ρA = TrB ψAB. Further, note that in order to constitute the final state, we
necessarily have
logM = γ. (70)
This is because the operator Q projects onto the subspace spanned by eigenvectors of ρA corre-
sponding to eigenvalues which are less than or equal to 2−γ , and the number of such eigenvalues
is at most 2γ . As the initial maximally entangled state (54) is of Schmidt rank M , perfect
teleportation can be achieved if M = 2γ , which in turn implies (70).
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Choosing γ = H
ε
s(ρA), it follows from Definition 4.4 of H
ε
s(ρA) that we have
Tr(QρA) ≥ Tr
[{ρA ≥ 2−γ1A}(ρA − 2−γ1A)] = 1− ε.
Hence, denoting the teleportation by Λ, the fidelity of the entanglement dilution protocol can
be bounded as follows:
F
(
ψAB,Λ(Φ
+
M )
)
=
1
Tr [(Q⊗ 1B)ψAB] |〈ψAB|(Q⊗ 1B)|ψAB〉|
2
= TrQρA
≥ 1− ε
Further, from (70) we infer that
logM = H
ε
s(ρA) + δ,
which along with Definition 5.17 of the one-shot ε-error entanglement cost implies the upper
bound of Theorem 5.18.
Proof of the lower bound in Theorem 5.18 (Converse). In order to establish the converse, we
need to prove that for any LOCC operation Λ for which F
(
ψAB,Λ(Φ
+
M )
) ≥ 1−ε for some given
ε ∈ (0, 1), we must have
logM ≥ Hε+ηs (ρA)− δ + log η. (71)
We prove this by contradiction, assuming that
logM < H
ε+η
s (ρA)− δ + log η. (72)
As in Section 5.3, by Lemma 5.14 there is an LOCC operation Λ¯ such that Λ¯(Φ+M ) is pure
and F (ψAB,Λ(Φ
+
M )) ≤ F (ψAB, Λ¯(Φ+M )). We then have
1− ε ≤ F (ψAB,Λ(Φ+M ))
≤ F (ψAB, Λ¯(Φ+M ))
= 〈ψAB|
∑
j
(Uj ⊗Kj)|Φ+M 〉〈Φ+M |(U †j ⊗K†j )|ψAB〉,
=
∑
j
|〈ψAB|(Uj ⊗Kj)|Φ+M 〉|2,
where we made use of the Lo-Popescu characterization eq. (7) of LOCC operations which take
pure states to pure states.
Let W be a unitary operator such that W |ek〉 = |k˜〉 for each k = 1, 2, . . . , d. Recall that
{|ek〉} denotes the Schmidt basis of |ψAB〉, whereas {|k˜〉} denotes the given orthonormal basis
in HA(' HB) in terms of which the maximally entangled state |Φ+M 〉 has been defined in (54).
Further, N is the number of non-zero Schmidt coefficients of |ψAB〉. Then, defining the projector
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PM =
∑M
k=1 |k˜A〉〈k˜A|, we have
(Uj ⊗ 1B)|Φ+M 〉 =
1√
M
M∑
k=1
Uj |k˜A〉 ⊗ |k˜B〉
=
1√
M
(1A ⊗ PM )
N∑
k=1
UjW |kA〉 ⊗W |kB〉
=
1√
M
(1A ⊗ PB)
N∑
k=1
|kA〉 ⊗ (UjW )TW |kB〉,
=
1√
M
(1A ⊗ PB)
N∑
k=1
|kA〉 ⊗ Vj |kB〉,
where we have defined Vj = (UjW )
TW and used the fact that∑
k
U |k〉 ⊗ |k〉 =
∑
k
|k〉 ⊗ UT |k〉.
Then, using the the Schmidt decomposition (69) of |ψAB〉, we obtain
〈ψAB|(Uj ⊗Kj)|Φ+M 〉 =
∑
k
√
λk
M
〈ek|KjPMVj |ek〉
= Tr
(
1√
M
√
ρAKjPMVj
)
.
Using the Cauchy-Schwarz inequality, we further obtain
F
(
ψAB, Λ¯(Φ
+
M )
)
=
∑
k
∣∣∣∣Tr( 1√M√ρAKjPMVj
)∣∣∣∣2
=
∑
k
∣∣∣∣Tr( 1√M√ρAKjPM · PMVj
)∣∣∣∣2
≤ 1
M
Tr(PM ) max
j
Tr(V †j PMVjρA)
=
1
M
Tr(PM ) max
j
Tr(PjρA),
= max
j
Tr(PjρA), (73)
where we have defined Pj = V
†
j PMVj and used the fact that TrPM = M .
Using Lemma 3.1 we have, for any γ > 0 that
TrPjρA = Tr
[
Pj(ρA − 2−γ1A)
]
+ 2−γ TrPj ,
≤ Tr [{(ρA ≥ 2−γ1A}(ρA − 2−γ1A)]+ 2−γ TrPj ,
= Tr
[{(ρA ≥ 2−γ1A}(ρA − 2−γ1A)]+ 2−γM, (74)
since by the cyclicity of the trace and the unitarity of the operators Vj we have
TrPj = TrV
†
j PMVj = TrPM = M.
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Choose
γ = H
ε+η
s (ρA)− δ (75)
for some arbitrary δ, η > 0. Then substituting (74) and (75) in (73), and using (72), we obtain
1− ε < 1− (ε+ η) + 2−γ+logM
< 1− (ε+ η) + 2log η
= 1− ε,
which is clearly a contradiction. Hence, we proved that (71) must hold for any LOCC operation
Λ such that F
(
ψAB,Φ
+
M
) ≥ 1− ε for some given ε ∈ (0, 1).
5.4.2 Second order asymptotics for pure-state entanglement dilution
We obtain the following second order asymptotic expansion for entanglement dilution, where
En,εC (ψAB) is related to the one-shot entanglement cost via Definition 5.2.
Theorem 5.19. Let ψAB be a pure bipartite state. For any ε ∈ (0, 1), the second order asymp-
totic expansion of En,εC (ψAB) is given by
En,εC (ψAB) = nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (ε) +O(log n),
where ρA = TrB ψAB.
Proof. We abbreviate ρnA ≡ ρ⊗nA . By Theorem 5.18 we have the following one-shot bounds for
finite block length size:
H
ε+η
s (ρ
n
A)− δ + log η ≤ En,εC (ψAB) ≤ H
ε
s(ρ
n
A) (76)
We apply Proposition 4.9 to H
ε
s(ρ
n
A) to obtain
H
ε
s(ρ
n
A) = −nD(ρA‖1A)−
√
n s(ρA‖1A)Φ−1 (ε) +O(log n)
= nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (ε) +O(log n) (77)
For the lower bound in (76) we set η = 1√
n
and apply (77) and Lemma 3.7, which finally yields
the claim.
The converse bound in Theorem 5.18 together with the asymptotic expansion for entan-
glement dilution in Theorem 5.19 implies the following result, which we employ in the next
section:
Corollary 5.20. Let δ > 0 and n be sufficiently large. For any LOCC map Dn used in an
entanglement dilution protocol, for which
F
(
ψ⊗nAB,Dn
(
Φ+Mn
)) ≥ 1− δ,
the Schmidt rank Mn of the MES Φ
+
Mn
must satisfy
logMn ≥ nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (δ) +O(log n).
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5.5 Irreversibility of entanglement concentration
In the asymptotic limit, the distillable entanglement for any given bipartite pure state ψAB
is equal to its entanglement cost, and is given by the entropy of entanglement S(ρA) (where
ρA = TrB ψAB). This equality between the optimal rates of asymptotically perfect entangle-
ment concentration and entanglement dilution has led to the popular belief that entanglement
conversions of pure bipartite states are asymptotically reversible. The reversibility is in the sense
that, in the asymptotic limit, the ebits extracted from multiple copies of ψAB via entanglement
concentration can subsequently be used to recover the original number of copies of the state ψAB
via entanglement dilution. However, recently Kumagai and Hayashi [30] proved that the error
incurred in the composite process (i.e. concentration followed by dilution) is necessarily non-
zero, even in the asymptotic limit. This implies that, contrary to popular belief, entanglement
concentration is in fact irreversible.
Second order asymptotic expansions for the distillable entanglement and the entanglement
cost (as given by Theorem 5.16 and Theorem 5.19 respectively) show that even though to
leading order the number of ebits which can be distilled from ψ⊗nAB is equal to the number of
ebits needed to create ψ⊗nAB, there is a discrepancy between these two quantities in the second
order (
√
n). In this section we show how the irreversibility of entanglement concentration can
be easily proved using this discrepancy. We formalize the concept of (ir-)reversibility in the
following way:
Definition 5.21.
(i) Set Mn = bexp(nS(ρA))c. A sequence {Cn}n∈N of LOCC maps, where Cn : D(H⊗nAB) →
D(H⊗nAB), is called an asymptotically perfect concentration protocol (APCP), if it converts
the sequence of pure states {ψ⊗nAB}n∈N to the sequence of MES {Φ+Mn}n∈N with asymptot-
ically vanishing error, that is, for any ε > 0 there exists an N ∈ N such that for all n > N
we have
F
(Cn(ψ⊗nAB),Φ+Mn) ≥ 1− ε.
This is equivalent to limn→∞ F
(Cn(ψ⊗nAB),Φ+Mn) = 1.
(ii) We say that entanglement concentration is reversible if
lim
n→∞maxDn
F
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
= 1
where {Cn}n∈N is a sequence of APCPs and the minimization is over all sequences of
LOCC maps {Dn}n∈N, with Dn : D(H⊗nAB) → D(H⊗nAB), used in the entanglement dilution
protocol.
Theorem 5.22. Entanglement concentration of any given bipartite pure state ψAB is irre-
versible, i.e. for any sequence {Cn}n∈N of APCPs we have
lim
n→∞ maxDn:LOCC
F
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
< 1.
Proof. Let {Cn}n∈N be a sequence of APCPs as in Definition 5.21 and fix ε ∈ (0, 12). By our
result on the second order asymptotics for entanglement concentration (Theorem 5.15), for
sufficiently large n we have
logMn = nS(ρA) +
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1(ε) +O(log n)
≡ nS(ρA) +
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1(ε) + f(n) (78)
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where in the second line f is a function satisfying limn→∞(f(n)/
√
n) = 0, which can be chosen
since O(log n) ⊂ o(√n). Contrarily, Corollary 5.20 implies that for every dilution protocol Dn
with
F
(
ψ⊗nAB,Dn
(
Φ+M ′n
))
≥ 1− δ,
where δ > 0 and n is sufficiently large, the Schmidt rank M ′n of the initially shared MES Φ
+
M ′n
must satisfy
logM ′n ≥ nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (δ) +O(log n)
≡ nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (δ) + g(n). (79)
Here, g is chosen such that limn→∞(g(n)/
√
n) = 0. We show in the following that (78) does
not satisfy this bound. For δ, ε > (0, 12) we have that Φ
−1 (ε) and Φ−1 (δ) are strictly negative.
Note that the restriction of both ε and δ to the interval (0, 12) arises from the requirement that
the overall error of the recovery process can be at most 1.
Subtracting the expression for logMn given by (78) from the RHS of (79) yields
√
n
(
−
√
Tr[ρA(log ρA)2]− S(ρA)2 (Φ−1 (δ) + Φ−1 (ε)) + g(n)− f(n)√
n
)
. (80)
Since limn→∞
g(n)−f(n)√
n
= 0, we can make this term arbitrarily small for sufficiently large n,
that is, ∣∣∣∣g(n)− f(n)√n
∣∣∣∣ < −√Tr[ρA(log ρA)2]− S(ρA)2 (Φ−1 (δ) + Φ−1 (ε)),
and hence the difference in (80) is strictly positive, yielding
logMn < nS(ρA)−
√
n(Tr[ρA(log ρA)2]− S(ρA)2) Φ−1 (δ) + g(n)
for sufficiently large n. Therefore, F
(
ψ⊗nAB,Dn
(
Φ+Mn
))
< 1 − δ, and, using the inequality√
1− x ≤ 1− x2 , this implies √
F
(
ψ⊗nAB,Dn
(
Φ+Mn
))
< 1− δ
2
. (81)
Using the trace distance d(., .) we now compute:
δ
2
< 1−
√
F
(
ψ⊗nAB,Dn
(
Φ+Mn
))
≤ d (ψ⊗nAB,Dn (Φ+Mn))
≤ d (ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB))+ d ((Dn ◦ Cn)(ψ⊗nAB),Dn (Φ+Mn))
≤ d (ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB))+ d (Cn(ψ⊗nAB),Φ+Mn) , (82)
where the first inequality follows from (81), the second inequality is the Fuchs-van-de-Graaf
inequality [15], the third inequality is the triangle inequality for the trace distance and the fourth
inequality follows from the monotonicity of the trace distance under CPTP maps. Applying
the Fuchs-van-de-Graaf-inequality to the term d
(Cn(ψ⊗nAB),Φ+Mn), we obtain
1−
√
F
(Cn(ψ⊗nAB),Φ+Mn) ≤ d (Cn(ψ⊗nAB),Φ+Mn) ≤√1− F (Cn(ψ⊗nAB),Φ+Mn)
and consequently,
lim
n→∞ d
(Cn(ψ⊗nAB),Φ+Mn) = 0 (83)
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since limn→∞ F (Cn(ψ⊗nAB),Φ+Mn) = 1 by Definition 5.21 of the APCP {Cn}n∈N. Therefore, for
any sequence of LOCC maps {Dn}n∈N, we have by (82) and (83) that
lim
n→∞ d
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
>
δ
2
.
Choose the sequence {D˜n}n∈N such that
max
Dn
F
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
= F
(
ψ⊗nAB, (D˜n ◦ Cn)(ψ⊗nAB)
)
.
Then, by another application of the Fuchs-van-de-Graaf inequality, we obtain
δ
2
< lim
n→∞ d
(
ψ⊗nAB, (D˜n ◦ Cn)(ψ⊗nAB)
)
≤ lim
n→∞
√
1− F
(
ψ⊗nAB, (D˜n ◦ Cn)(ψ⊗nAB)
)
=
√
1− lim
n→∞F
(
ψ⊗nAB, (D˜n ◦ Cn)(ψ⊗nAB)
)
=
√
1− lim
n→∞maxDn
F
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
,
which yields
lim
n→∞maxDn
F
(
ψ⊗nAB, (Dn ◦ Cn)(ψ⊗nAB)
)
< 1− δ
2
4
< 1,
since δ is strictly positive. This proves the claim.
5.6 Classical-quantum channels
The transmission of information through classical-quantum (c-q) channels has been studied by
various authors. Wang and Renner [51] obtained bounds on the one-shot capacity in terms of
the hypothesis testing relative entropy, whereas in [12] the bounds were expressed in terms of the
smooth max-relative entropy. Both these sets of bounds converged to the Holevo capacity [24,
44] in the asymptotic i.i.d. limit. However, [12] had the advantage of also yielding the strong
converse property of the Holevo capacity. The latter ensures that for transmission rates above
the Holevo capacity, information transmission fails with certainty. This was originally proved
by Ogawa and Nagaoka [38], and independently by Winter [52].
More recently, in [49], Tomamichel and Tan derived the second order asymptotics of the
capacity of a c-q channel, starting from one-shot bounds expressed in terms of the hypothesis
testing relative entropy. Here we obtain one-shot bounds in terms of an information spectrum
relative entropy, and then use its second order asymptotic expansion to recover the result of
Tomamichel and Tan [49]. Like [12] and [48], our result too has the advantage of yielding the
strong converse property of the Holevo capacity, in addition to the direct and weak converse
parts of the HSW theorem [24, 44].
Consider a classical-quantum channel W : X → D(HB), where HB is a finite-dimensional
Hilbert space, and X denotes the (finite) input alphabet. Suppose that Alice (the sender)
wants to communicate with Bob (the receiver) using the channel W . To do this, they agree on
a finite set of possible messages, labelled by natural numbers from 1 to M . To send the message
labelled by m ∈ {1, . . . ,M}, Alice has to encode her message into an input signal of the channel,
ϕ(m) ∈ X , and send it through the channel W , resulting in the quantum state W (ϕ(m)) at
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Bob’s side. Bob then performs a POVM (positive operator-valued measure) Π := {Πi}Mi=1, and
if the outcome corresponding to Πk happens, he concludes that the message with label k was
sent. The probability of this event is Tr [W (ϕ(m))Πk]. A triple C = (M,ϕ,Π) defines a code,
where:
• M ∈ N is the number of possible messages.
• ϕ : {1, 2, · · · ,M} → X is Alice’s encoding of possible messages into input signals of the
channel.
• Π := {Πm}Mm=1 (with Πm ≥ 0 ∀m = 1, 2, . . .M , and
∑M
m=1 Πm = I) is a POVM on HB,
performed by Bob to identify the message (decoding).
The average error probability pe(C,W ) of a code C = (M,ϕ,Π) is defined as
pe(C,W ) := 1
M
M∑
i=1
(1− Tr [W (ϕ(i))Πi]) . (84)
Definition 5.23. For a given ε > 0, the one-shot ε-error capacity C
(1)
ε (W ) of a channel W is
defined as
C(1)ε (W ) := sup{logM | ∃ a code C = (M,ϕ,Π) such that pe(C,W ) ≤ ε}.
Note that it quantifies the maximum number of bits that can be transmitted through a
single use of the channel with an average error probability of at most ε.
5.6.1 One-shot bounds for c-q channels
Our aim is to give bounds on C
(1)
ε (W ) in terms of the information spectrum mutual information.
For the input alphabet X , let P(X ) denote the set of probability distributions on X . Further,
let HX be a Hilbert space with dimHX = |X | and an orthonormal basis {|x〉}x∈X . For any
probability distribution p = {p(x)}x∈X ∈ P(X ), consider the classical-quantum (c-q) state
ρXB(p) :=
∑
x∈X
p(x)|x〉〈x| ⊗W (x) with p ∈ P(X ). (85)
Its reduced states are given by ρB =
∑
x∈X p(x)W (x) and
ρX(p) := TrB ρXB(p) =
∑
x∈X
p(x)|x〉〈x|.
Theorem 5.24. Fix ε > 0, δ, c > 0 and let η > cc+1ε. Then the one-shot ε-error capacity of a
c-q channel W : X → D(HB) satisfies the following bounds:
C(1)ε (W ) ≥ max
p∈P(X )
Dε−ηs (ρXB‖ρX ⊗ ρB) + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
(86)
C(1)ε (W ) ≤ max
p∈P(X )
min
σB
Dε+ηs (ρXB‖ρX ⊗ σB) + δ − log η, (87)
where ρXB = ρXB(p) with p ∈ P(X ) as defined in (85).
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Proof of the lower bound in Theorem 5.24 (Achievability). To establish the lower bound in (86)
of Theorem 5.24, we again make use of Lemma 5.1 by Hayashi and Nagaoka. First, let p =
{p(x)}x∈X ∈ P(X ) denote the probability distribution for which the maximum in the lower
bound of (86) holds, and let ρXB ≡ ρXB(p). For any γ > 0, define the difference operator
Π(γ) = ρXB − 2γρX ⊗ ρB
=
∑
x∈X
p(x)|x〉〈x| ⊗ (W (x)− 2γW ) ,
where W =
∑
x∈X p(x)W (x). Then
α := Tr [{Π(γ) ≥ 0}Π(γ)]
=
∑
x∈X
p(x) Tr
[{W (x) ≥ 2γW} (W (x)− 2γW )] .
Fix c > 0 and η > c1+cε. Choose
γ = Dε−ηs (ρXB‖ρX ⊗ ρB),
with ρXB ≡ ρXB(p) for the optimizing distribution p ∈ P(X ) chosen above. For this choice of
γ we have α ≥ 1 − (ε − η). Then Lemma 5.1 implies the existence of a code C of size M such
that for any c > 0,
pe(C) ≤ (1 + c)(1− α) + (2 + c+ c−1)2−γM
≤ (1 + c)(ε− η) + (2 + c+ c−1)2−γM.
Thus pe(C) ≤ ε for the choice of M such that
(1 + c)(ε− η) + (1 + c)
2
c
2−γM = ε,
that is, for
logM = γ + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
= Dε−ηs (ρXB‖ρX ⊗ ρB) + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
. (88)
Note that the argument of the right-most logarithm yields the condition η > cc+1ε. Defi-
nition 5.23 of the one-shot ε-error capacity along with (88) implies the lower (achievability)
bound (86).
Proof of the upper bound in Theorem 5.24 (Converse). To establish the upper bound in (87) in
Theorem 5.24, it suffices to prove that for any code C of M codewords with
logM > max
p∈P(X )
min
σB
Dε+ηs (ρXB‖ρX ⊗ σB) + δ − log η (89)
we must have pe(C) > ε.
We make the following definitions: Let C = (M,ϕ,Π) be a code such that (89) holds and
xm = ϕ(m), m = 1, . . . ,M be the codewords. Let ρm = W (xm) be the output states of the
channel and let p ∈ P(X ) be the uniform distribution on the codewords, i.e., p(x) = 1/M if
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x = xm for some m = 1, . . . ,M , and p(x) = 0 otherwise. Further, let ρ :=
1
M
∑M
m=1 ρm. For
the chosen p, we define
ρ˜XB := ρXB(p) =
1
M
M∑
m=1
|xm〉〈xm| ⊗ ρm. (90)
Let σB be the state for which
Dε+ηs (ρ˜XB‖ρ˜X ⊗ σB) = min
σ′B
Dε+ηs (ρ˜XB‖ρ˜X ⊗ σ′B);
then we obtain
pe(C) := 1− 1
M
M∑
m=1
Tr Πmρm
= 1− 1
M
M∑
m=1
Tr [Πm (ρm − 2γσB)]− 2
γ
M
M∑
m=1
Tr ΠmσB
≥ 1− 1
M
M∑
m=1
Tr [{ρm ≥ 2γσB} (ρm − 2γσB)]− 2
γ
M
, (91)
where we used Lemma 3.1 in the last inequality. Choose
γ = max
p∈P(X )
min
σB
Dε+ηs (ρXB‖ρX ⊗ σB) + δ
= max
p∈P(X )
Iε+ηs (X : B)ρ + δ (92)
≥ Iε+ηs (X : B)ρ˜ + δ (93)
for some arbitrary δ > 0. Here, ρ˜ is the c-q state corresponding to the uniform distribution,
defined through (90). Hence,
Iε+ηs (X : B)ρ˜ = sup
{
γ :
1
M
∑M
m=1
Tr (ρm − 2γσB)+ ≥ 1− (ε+ η)
}
. (94)
Using (93) in (91) yields
pe(C) > ε+ η − 2γ−logM
> ε+ η − 2log η
= ε,
where we used (89) and (92) in the second inequality.
5.6.2 Second order asymptotics of c-q channels
In this section we show that our one-shot bounds for the ε-error capacity of a cq-channel from
Theorem 5.24 reproduce its second order asymptotics proved in [49, Theorem 10]. Before we
state this result precisely, we make the following definitions:
The capacity C(W ) of a c-q channel is defined as
C(W ) = max
p∈P(X )
I(X : B)ρ
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with ρXB as in (85). Furthermore, let Π be the set of probability distributions achieving the
maximum in C(W ), and define
Vmin := min
p∈Π
V (ρXB‖ρX ⊗ ρB) and Vmax := max
p∈Π
V (ρXB‖ρX ⊗ ρB).
Then Vε is defined by
Vε =
{
Vmin if ε ∈ (0, 12)
Vmax if ε ∈ [12 , 1).
Proposition 5.25. Let ε ∈ (0, 1) and assume Vmin > 0. Then the second order expansion of
the ε-error capacity C(n, ε) of a cq-channel W is given by
C(n, ε) = nC(W ) +
√
nVεΦ
−1(ε) + o(
√
n).
Proof. Note that the condition Vmin > 0 implies Vε > 0. We first prove the bound
C(n, ε) ≥ nC(W ) +
√
nVεΦ
−1(ε) + o(
√
n). (95)
To this end, we write ρXnBn =
∑
x∈Xn p(x)|x〉〈x| ⊗ W (n)(x) where W (n) : X n → HBn and
x := x1 . . . xn with xi ∈ X , and employ the one-shot lower bound from Theorem 5.24 after n
rounds, which reads:
C(n, ε) ≥ max
p∈P (Xn)
Dε−ηs (ρXnBn‖ρXn ⊗ ρBn) + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
≥ max
p∈P (X )
Dε−ηs (ρ
⊗n
XB‖ρ⊗nX ⊗ ρ⊗nB ) + log
c
1 + c
+ log
(
η − c
1 + c
ε
)
Setting c = 1n and choosing η =
1√
n
, we apply Proposition 4.9 to obtain
C(n, ε) ≥ n max
p∈P (X )
D(ρXB‖ρX ⊗ ρB) +
√
n max
p∈P (X )
s(ρXB‖ρX ⊗ ρB)Φ−1(ε) +O(log n)
= nC(W ) +
√
n max
p∈P (X )
V (ρXB‖ρX ⊗ ρB)Φ−1(ε) +O(log n).
According to the proof of Proposition 11 in [49], we can choose a maximizing distribution
p¯ ∈ P (X ) such that V (ρXB‖ρX ⊗ ρB) = Vε. Since O(log n) ⊆ o(
√
n), this yields the lower
bound (95).
In order to prove
C(n, ε) ≤ nC(W ) +
√
nVεΦ
−1(ε) + o(
√
n), (96)
we first rewrite the one-shot upper bound
C(1)ε (W ) ≤ max
p∈P(X )
Iε+ηs (X : B)ρ + δ − log η (97)
from Theorem 5.24. To this end, let ρ¯x¯B maximize maxx∈X D
ε+η
s (ρ
x
B‖σB). It follows that
1− (ε+ η) ≤
∑
x∈X
p(x) Tr(ρxB − 2γσB)+
≤ Tr(ρ¯x¯B − 2γσB)+
∑
x∈X
p(x)
= Tr(ρ¯x¯B − 2γσB)+,
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and hence,
max
x∈X
Dε+ηs (ρ
x
B‖σB) ≥ Dε+ηs (ρXB‖ρX ⊗ σB). (98)
We therefore have
max
p∈P(X )
Iε+ηs (X : B)ρ = max
p∈P(X )
min
σB
Dε+ηs (ρXB‖ρX ⊗ σB)
≤ min
σB
max
p∈P(X )
Dε+ηs (ρXB‖ρX ⊗ σB)
≤ min
σB
max
x∈X
Dε+ηs (ρ
x
B‖σB), (99)
where we used (98) in the last inequality. Inserting (99) into (97) yields
C(n, ε) ≤ min
σBn
max
x∈Xn
Dε+ηs (ρ
x
B‖σBn) + δ − log η
≤ min
σBn
max
x∈Xn
Dε+ηH (ρ
x
B‖σBn) + δ − log η.
with the second inequality following from the bound Dεs(ρ‖σ) ≤ DεH(ρ‖σ) in Proposition 4.7(i).
We finally apply the reasoning in the proof of Proposition 13 in [49] to the term
min
σBn
max
x∈Xn
Dε+ηH (ρ
x
B‖σBn)
and set η = 1√
n
to arrive at (96).
6 Optimal rates for the case of arbitrary resources
The information spectrum approach (ISA) allows us to obtain expressions for optimal rates of
information-processing tasks involving arbitrary sources, channels and entanglement resources..
That is, the assumption for the resources employed in the protocols being memoryless (or
i.i.d.) is not imposed. As mentioned earlier, the central quantities in the ISA are the spectral
divergence rates D(ρˆ‖ωˆ) and D(ρˆ‖ωˆ) defined in eqs.(19) and (20) respectively. Here, ρˆ =
{ρn}n∈N denotes an arbitrary sequence of states and ωˆ = {ωn}n∈N denotes an arbitrary sequence
of positive semi-definite operators, with ρn, ωn ∈ B(H⊗n). Further, the following entropic
quantities are derived from them:
(i) The quantum inf- and sup-spectral entropy rates
S(ρˆ) := −D(ρˆ||Iˆ) and S(ρˆ) := −D(ρˆ||Iˆ),
where Iˆ = {In}n∈N denotes a sequence of identity operators, with In ∈ B(H⊗n).
(ii) The inf- and sup-spectral conditional entropy rates for an arbitrary sequence of bipartite
states ρˆAB := {ρnAB}n∈N:
S(A|B)ρˆ := −D(ρˆAB||1ˆA ⊗ ρˆB) and S(A|B)ρˆ := −D(ρˆAB||1ˆA ⊗ ρˆB),
where ρˆB = {ρnB}n∈N, with ρnB denoting the reduced state of the state ρnAB.
(iii) The inf- and sup-spectral mutual information rates for sequences of bipartite states ρˆAB :=
{ρnAB}n∈N:
I(A : B)ρˆ := D(ρˆAB||ρˆA ⊗ ρˆB) and I(A : B)ρˆ := D(ρˆAB||ρˆA ⊗ ρˆB).
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Starting from our one-shot bounds for the various tasks studied in this paper, we can di-
rectly recover the known expressions for corresponding optimal rates for the case of arbitrary
resources, as obtained in the ISA. This is done by employing the relations between the informa-
tion spectrum relative entropies and the spectral divergence rates proved in Proposition 4.12.
For the tasks considered in this paper, the rates in the ISA are defined as follows:
Definition 6.1.
(i) For a general quantum information source characterized by an arbitrary sequence of states
ρˆ = {ρn}n∈N acting on a corresponding sequence of Hilbert spaces Ĥ = {Hn}n∈N, the
optimal rate of fixed-length source-coding is given by:
Rsc(ρˆ) := lim
ε→0
lim inf
n→∞
1
n
m(1),ε(ρn).
(ii) The noisy dense coding capacity for an arbitrary sequence of bipartite states ρˆAB :=
{ρnAB}n∈N is given by:
Cdc(ρˆAB) := lim
ε→0
lim sup
n→∞
1
n
C
(1),ε
dc (ρ
n
AB).
(iii) The distillable entanglement for an arbitrary sequence of bipartite pure states ψˆAB :=
{ψnAB}n∈N is given by:
ED(ψˆAB) := lim
ε→0
lim sup
n→∞
1
n
E
(1),ε
D (ψ
n
AB).
(iv) The entanglement cost of an arbitrary sequence of bipartite pure states ψˆAB := {ψnAB}n∈N
is given by:
EC(ψˆAB) := lim
ε→0
lim inf
n→∞
1
n
E
(1),ε
C (ψ
n
AB).
Theorems 5.5, 5.10, 5.15, 5.18 and 5.24, lead to the following results, which were originally
derived in [34, 22, 9, 6, 8]):
Proposition 6.2. For the sequences ρˆ, ρˆAB and ψˆAB given as in Definition 6.1, the following
results hold:
(i) Rsc(ρˆ) = S(ρˆ)
(ii) Let Λˆ = {Λn}n∈N denote a sequence of CPTP maps Λn : D(H⊗nA ) → D(H⊗nA ), σˆ =
{σnAB}n∈N a sequence of states with σnAB := (Λn ⊗ idBn) ρnAB, and d = dimHA. Then,
Cdc(ρˆAB) = log d−min
Λˆ
S(A|B)σˆ.
(iii) Let ρˆA = {ρnA}n∈N be a sequence of states with ρnA = TrBn ψnAB, the partial trace being over
the Hilbert spaces H⊗nB . Then,
ED(ψˆAB) = S(ρˆA) and EC(ψˆAB) = S(ρˆA).
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Conclusion
We obtain second order asymptotic expansions for optimal rates of information-processing tasks
in the i.i.d. setting, including fixed-length quantum source coding, noisy dense coding, and pure-
state entanglement conversions. To do this, we first obtain one-shot bounds for these protocols
in terms of quantities derived from the information spectrum relative entropies. These are two
variants of the quantity (of the same name) defined in [48], which have the particular advantage
of satisfying the data-processing inequality. We obtain second order asymptotic expansions for
these quantities via the bounds relating them to the hypothesis testing relative entropy, and
the second order asymptotic expansion of the latter derived in [48].
We recover the known second order asymptotics of classical fixed-length source coding (ob-
tained by Hayashi [21]) from our corresponding quantum results. Our results for the entangle-
ment conversions provide a refinement of the inefficiency of these protocols. We also prove that
the difference in the second order asymptotics of distillable entanglement and entanglement cost
results in irreversibility of entanglement concentration proved in [30].
Furthermore, we recover the known results for the optimal rates for these protocols in the
more general setting of the Information Spectrum Approach (ISA) from our one-shot results.
This is facilitated by the fact that the spectral divergence rates (which are the central quantities
of the ISA) can be readily obtained from our information spectrum relative entropies in the
asymptotic limit, when the parameter 0 < ε < 1 (on which they depend) is taken to zero.
The information spectrum relative entropies can be used for obtaining one-shot bounds and
second order asymptotics for various other tasks, but we leave the analysis of these for future
research.
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