We study a statistical decomposition of full time earnings that includes correlated 
I. Introduction
Although labor economists have seen the benefits of microeconomic data relating characteristics of individuals to the characteristics of their employers for many years (see, for example, Rosen (1986) and Willis (1986) ), recent progress using research data created from comprehensive administrative reports of earnings has made such analyses feasible. Most work has been done on European data, French in particular (see for a comprehensive review). Because such data permit researchers to begin to disentangle the effects of employer decisions from the effects of choices made by workers, interest has focused on models in which individual and employer effects are separately identifiable. This means that the data must have a longitudinal dimension for both the individuals and employers. In one of the first analyses of earnings based upon such data, Abowd, Kramarz and Margolis (1999) presented an extensive statistical study of simultaneous individual-and employer-level heterogeneity in the determination of compensation for French private-sector employees.
1 Until recently, comparable American data were not available. In the present paper we continue that line of research by 1 Other data with which one can identify correlated person and individual effects for either wages or employment spells now exist for Belgium Van Audenrode, 1995, 1996) , Denmark (Belzil, 1997, and Bingley and Westergård-Nielsen, 1996) , France (Entorf and Kramarz, 1997 and Entorf, Gollac and Kramarz, 1999 , and Margolis, 1996 in addition to Abowd, Kramarz and Margolis, 1999) . See the review in . heterogeneity. Unobserved personal and employer heterogeneity are equally important factorseach explaining about 24% of the variation in log real full time hourly wage rates. The two unobserved heterogeneity factors are not correlated (although the estimation procedure permitted such correlation) and, together with observed personal heterogeneity, explain 89% of the variation in full-time hourly wages. An important feature of our model, which is different from other component of variance approaches, is that we allow the unobserved heterogeneity (individual and employer) to be correlated with the observed personal heterogeneity. These results are similar to French analyses that have been performed on models with comparable statistical structure except that the employer heterogeneity is much more important in the Washington State data.
2 Other research teams have used state unemployment insurance data for similar purposes.
See Lane, Burgess and Theeuwes (1997) , and Lane et al. (1998) , for examples.
The second question we consider is the extent to which inter-industry wage differentials can be explained by personal or employer unobserved heterogeneity. Our analysis is in the spirit of Krueger and Summers (1988) but we use the formal relations among the various statistical effects derived in Abowd, Kramarz and Margolis (1999) . Our statistical model is the formal decomposition of the industry (firm-size) effect, conditional on observable personal heterogeneity, into the weighted average unobserved personal heterogeneity plus the weighted average unobserved employer heterogeneity (conditional on the same observables). We estimate these decompositions using the effects generated by our correlated unobserved heterogeneity model.
Unobserved personal heterogeneity is slightly more important than unobserved employer heterogeneity in explaining the Washington State industry effects, explaining as much of the interindustry wage differences as was found for France. In the Washington State data, however, unobserved employer heterogeneity plays a significant role in explaining the industry effects, in marked contrast to the French case where only unobserved personal heterogeneity was important.
The paper is organized as follows. Section II reviews our statistical techniques, relying heavily on Abowd, Kramarz and Margolis (1999) . Section III discusses the Washington State UI data. Section IV discusses our results and Section V concludes.
II. Statistical Theory for Matched Employer-Employee Data
The underlying statistical model is:
where y it is the dependent outcome for individual i in period t, stated as a deviation from its grand mean µ y , θ i is the person effect-the effect of unmeasured personal characteristics, ψ J( , ) i t is the firm effect-the effect of unmeasured employer characteristics, 3 x it is a (1 × P ) vector of time-varying personal characteristics stated in deviations from their grand means µ x , β the effect of measured time-varying characteristics of the individual, ε it is a statistical error with properties given below, and the function J( , ) i t associates an employer, indexed by j, with individual i at time 3 We deliberately abstract from measured, non time-varying personal and firm characteristics because they are easy to incorporate in the statistical analysis. A time-varying firm effect is also easy to incorporate, see Abowd, Kramarz and Margolis (1999) . 4 The methods discussed here can easily accommodate unbalanced data with holes but the notation becomes more cumbersome, so we have omitted that possibility from the theoretical discussion but not from the actual analysis formulas.
When we require only the moments of ε they are specified as
and .
(SM3)
When a distribution is required, we assume i.i.d. normal errors, but for most methods this is not essential.
II.a. Estimation Biases in Models that Ignore Correlated Person and Firm Heterogeneity
The most common forms of statistical analyses of models like (SM2) involve aggregation of the person effects into occupational indicators, the firm effects into industry indicators, or both. 6 Since the statistical properties of these aggregations are all identical, we illustrate the problems using an aggregation of the firm effects into industry effects. Let the matrix A, J K × , define an aggregation of J firms into K industries so that the element a jk is equal to 1 if firm j is 5 The homoscedastic and serially uncorrelated error assumptions are made for convenience only. The consistent method in Abowd, Kramarz and Margolis (1999) , and discussed below, requires neither. Random effects and semi-parametric methods are somewhat complicated by the relaxation of this assumption. 6 For analyses of wage rates using models like (SM2) with aggregation of firm effects into industry effects see Dickens and Katz (1987) , Summers (1987, 1988) , Murphy and Topel (1987) , and Gibbons and Katz (1992) . For analyses of wage rates using models like (SM2) with aggregation of firm effects into firm-size effects, see Brown and Medoff (1989) and the references therein. For analyses of wage rates using these models with aggregation of person effects into occupational indicators see Groshen (1991 Groshen ( , 1996 and especially the references in the latter.
in industry k. Define a pure industry effect, κ k as the employment-duration weighted average of the firm effects within industry k: 
7 Although it appears awkward, the definition of the pure industry effect in equation (EB1) is exact for a simple random sample of N individuals and requires only sample weights for other sampling schemes. All the authors cited in the note above, except for Groshen, use this definition of a pure industry effect when they estimate models using representative samples of individuals. Using French data, Abowd, Kramarz and Margolis (1999) found that the bias shown in equation (EB3) is serious and that the French data support the interpretation that the pure industry effects are much less important than aggregated person effects in explaining interindustry wage differentials in France. The simplest way to understand this result is to consider the estimation of equation (EB2) 
which simplifies to
Equation (EB5) says that raw industry effects κ ** , estimated conditional on observable personal characteristics X, can be decomposed into the sum of the (properly-weighted, conditional) average firm effect and average person effect within the industry. The French result means that the component related to the average person effect explains 92% of the variability in raw industry effects by itself, the component related to the average firm effect explains 24% of the variability in raw industry effects by itself, and together they explain 95% of the variability in raw industry effects. 8 The data analyses we perform in this paper will allow examination of these issues using
American data from the State of Washington, which has not previously been possible.
8 If the properly-weighted, conditional average person and firm effects within the industry had been estimated without error, the two effects would have explained 100% of the variability in
II.b. Identification and Estimation by Consistent, Fixed-Effect Methods
The most familiar statistical method that may be used to estimate the coefficients of all time-varying effects (including time-varying firm effects when they are part of the model) is a particular form of fixed-effect estimation.
9
After a redefinition of the non-time-varying firm effect, this method can also be used to recover estimates of the fixed firm and person effects.
Assumption (SM3) is not required for this method and is replaced by .
The estimating formulas for this method can be found in Abowd, Kramarz and Margolis (1999) .
II.c. Identification and Estimation by Conditional Methods
The technique we have used in other work on French data produces consistent estimates of the time-varying personal characteristics, firm effects and functions of person effects when a set of Q variables, called Z, can be found such that the conditional covariance between X, D, and F is zero, given Z. The complete results can found in Abowd, Kramarz and Margolis (1999) but we summarize them here. The model is restated as
the raw industry effect, as shown in equation (EB5). The correlation between the two industry averages explains why the sum of the two percentages explained individually is not 95%. 9 The technique described in the section has been used by Abowd and Kramarz (1996) and by Allain (1996) on the French and Washington State UI data. Allain studied layoff rates and not compensation.
with the auxiliary Q × 1 parameter vector λ ψ
The statistical properties of ε are unchanged. Estimation is based on the maintained hypothesis
and the least squares estimators are 
II.d. Identification and Estimation by other Fixed-Effect Least Squares Methods
We expand on the Abowd, Kramarz, Margolis (1999) conditional methods by describing a technique, which we apply in this paper, that allows for the estimation of a large number of firm effects along with all of the person effects. The conditioning effects, Z, apply only to the remaining, firm effects. Those remaining firm effects are estimated using the conditional method described in section II.c. The model is restated as
where the partitioning of F and ψ is based on keeping the firm effects associated with the firms in 
and the least squares estimators are
where the notation {j} means all the observations that occur in firm j for all i and t. We call this method "least squares persons and large firms," below.
III. Washington State Unemployment Insurance System Data
The State of Washington maintains a very complete data for all unemployment insurance recipients and a random sample of 10% of the unemployment insurance eligible work force.
These data have been used by Anderson and Meyer (1994) and by Allain (1996) to study characteristics of the unemployment insurance system. The data used in this paper come from two types of administrative records, collected in the context of the Continuous Wage and Benefit History (CWBH) project over the 1984-1993 period. The first type are quarterly wages records for a 10% sample of Washington State's UI-eligible workers. Since coverage of workers is nearly universal except for the self-employed, our sample is close to a representative random sample of all employees in Washington State. Our wage file covers the years 1984 through 1993. In addition to the quarterly wage data, the data also include a firm identifier, as well as the firm's 4-digit Standard Industrial Classification code, the firm's average monthly employment, total wages, taxable wages and tax rate. The second type of data are UI claims records for any worker who filed for UI over the [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] period. This data set contains, for each claim filed, the worker's identifier, the date the claim was filed, the first pay date and the exhaustion date, the total amount of benefits paid, the reason for work separation, as well as the usual personal characteristics (age, sex, race, schooling). Our analysis sample is restricted to quarters in which respondents worked more than 400 hours. There are roughly 400,000 quarterly observations for each data year in the wage files, corresponding to 296,801 unique individuals and 89,397 unique firms in our analysis sample over the 10 year period. A little over 300,000 valid UI claims were filed in Washington State over our sampling period, originating from approximately 150,000 individuals. We are able to match these two types of record, in order to form quarterly job-match histories. Table 1 shows summary statistics from these data.
The Washington State data contain both employer and employee identifiers (the latter in scrambled form), thus permitting direct estimation of models with correlated person and firm heterogeneity. Allain (1996) has used these data to decompose UI-eligible layoffs into components related to person effects, firm effects and time-varying personal characteristics as shown in equation (SM1) with y it defined as the quarterly individual layoff rate.
One important limitation of the Washington UI data is that, while the employer-reported earnings, the employer ID, and the employer's industry are observed for all persons in the 10% sample, other personal characteristics, such as sex, race, age, schooling and initial seniority, are observed only when a person has filed for unemployment insurance benefits. Allain (1996) imputed the missing personal characteristics using a two-sample multiple imputation algorithm (Rubin 1976 (Rubin , 1987 (Rubin , 1996 . We followed a similar procedure in this paper.
The Expectation Step
Our ancillary data consisted of a 1.8 million observation sample of employed persons from the outgoing rotation group files of the Current Population Survey for the months January 1984 to December 1993. For the "expectation" step of our imputation strategy, we computed, for each individual, the expected value of our four missing variables (sex, race, schooling and potential labor market experience), conditioning on the set of variables which we completely observe in both samples, namely industry and wage. In order to compute the conditional expectation of our two categorical variables (sex and race), we estimated a logistic regression model that predicts four sex-race categories (white male, non-white male, white female, non-white female) on the basis of an indicator for Washington State, indicators for the five wage quintiles (based on the distribution of the wage data in the CPS sample), indicators for 10 1-digit industry classifications, and the interaction of the wages and industry effects. We chose to estimate the sex and race variables simultaneously in order to preserve the possible correlation between these two variables in samples of employed persons. Our potential labor force experience and schooling variables were predicted in a multivariate least-square regression framework, using the same independent variables. Let x it represent the vector of individual characteristics, including time-invariant observable characteristics in this section-namely, sex, race, schooling and potential labor market experience), l it the unemployment insurance status of individual i at period t. In the Washington State data, we observe:
Let z it be the vector of variables that is always observed (namely wage and industry).
Using our ancillary sample, we estimated the following regression by ordinary least squares (for the continuous x variables schooling and experience) or by logistic regression (for the sex/race pairs):
where variables indexed with a star denote that only the individuals in our ancillary sample who were never laid off are used in the regression (i.e. l is s = ∀ 0, ) and ν is the error from the appropriate statistical model. Equation (IM2) provides us with a consistent estimator of ξ ξ * * , $ , which in turn enables us to compute the conditional expectation of x it . We assume that sex, race and schooling do not vary for a given individual within our sample period, and that the value of the potential experience variable in the first period that an individual is observed in the sample is sufficient to provide values for every additional quarter an individual is observed in the sample.
Therefore, we only need to compute the conditional expectation of our missing variables for the first period an individual is observed in the sample. A consistent estimator of this conditional expectation is:
The Imputation Step
The second step of the imputation procedure is add to our predicted values random noise drawn from the appropriate distribution (i.e. the empirical distribution of the CPS data), in order to reflect sampling variability, and to repeat this procedure m times (five, in our case) in order to further account for the uncertainty inherent to process generating the missing values. To impute missing sex and race information, we computed the predicted probabilities from the logistic regression model given an individual's information in the Washington UI data for the first year in which that individual appears. We then drew a random number from the uniform distribution over the [0,1] interval, and imputed each individual's sex/race category based on a comparison between this random number and the four predicted conditional probabilities. The procedure was performed five times (with independent draws of the random component in each case) for each individual.
In a given imputation file, a person's imputed sex/race cell is a constant over all observations; however, there is, generally, variability in this imputed value across imputation files.
We adopted a slightly different procedure to impute an individual's schooling/potential experience pair. For the first quarter observed for an individual who never filed for unemployment, we imputed the predicted mean of the schooling and potential labor market experience variables from the multivariate regression (given the individual's wage/industry information) plus a randomly chosen residual pair drawn from the same wage decile/2-digit industry/half cell as the individual.
The imputed schooling is not changed for subsequent quarterly observations on the individual.
The imputed potential experience is updated for each additional quarter that the individual appears in the sample. This imputation procedure is performed, with independent imputation of the residual component, across all five imputation files. Thus, Table 1 shows summary data for men and women, separately.
The imputation procedure that we used has been widely studied in statistics (see Rubin 1976 Rubin , 1987 Rubin , 1996 and the references therein). Since the missing data occur for individuals who never experienced a spell of insured unemployment over the sample period, it is clear that any procedure for imputing the missing data must use an ancillary sample-one that contains information for individuals with infrequent spells of unemployment. Nevertheless, there is some concern that such extensive imputation of missing data might lead to econometrically invalid results. While there is no close substitute for having sample information on sex, race, schooling and age for most of the individuals, we must stress that the critical data items-wage rates, person IDs and employer IDs-are never missing in our data. The use of the imputed data is limited to the decomposition of the personal heterogeneity into a part explained by sex, schooling and race and an unexplained part. All of the results that we present are substantively unaffected by whether we consider the person effect inclusive of measured non-time-varying characteristics (θ), or the person effect excluding the part due to measured non-time-varying characteristics (α).
Results based on θ do not use any imputed data, except for the role of schooling in computing the initial value of labor force experience. Subsequent values of labor force experience are accumulated from the observed employment spells. In specifications that include person effects, an error in the imputation of the initial period value of labor force experience could affect the decomposition of log wage rates into parts due to personal heterogeneity and observed timevarying personal characteristics. Table 2 shows the results of estimating the coefficients of the time-varying variables by he consistent method, the conditional method with persons first and the least squares method with persons and large firms. 10 The estimates are quite similar across techniques except for the time trend implied by the consistent method as compared to the other two methods. This result is probably due to the heavy reliance of the consistent method on the designation of experience and seniority as time varying effects. Table 3 gives the standard deviations and correlations of a decomposition of the dependent variable (log hourly wage rates, y) into the components related to observable timevarying personal characteristics (xβ), personal heterogeneity that is not time-varying (θ), observed non time-varying heterogeneity (η), unobserved non time-varying heterogeneity (α), unobserved employer heterogeneity (φ), unobserved employer seniority effects (γ ). The results are based on the column labeled "Least Squares Persons and Large Firms" in Table 2 using the formulas in section II.d, above. The unobserved firm heterogeneity was estimated using the firm effects based upon the methods discussed above and equations (ZM8) and (ZM10). The decomposition into the unobserved component φ and the firm-specific seniority component, s γ follows Abowd, Kramarz and Margolis (1999) . The non time-varying personal heterogeneity (θ) was was decomposed into an observable part (based on sex, race and schooling) using least squares applied to the equation 10 Standard errors presented in Table 2 have not been corrected for the multiple imputation of missing personal characteristics. In our experience this correction rarely affects any of the significant digits in the standard errors because none of the critical data, log wage rates, person identifiers and firm identifiers, is missing.
IV. Results
(ZM9) and the non time-varying unobserved heterogeneity (α) is the residual from that equation.
11 Table 3 demonstrates that unobservable individual and firm heterogeneity are the most important components of log real hourly wage rates, correlation with y = 0.475 for the person effect (α ) and 0.494 for the firm effect (φ ). The two components are not highly correlated (correlation of α and φ = -0.005). Observed individual heterogeneity is the least important component (correlation with y=0.323).
These results are similar to French results in Abowd, Kramarz and Margolis (1999) except that the employer heterogeneity is much more important in the Washington State than in France.
This is a surprising result given the differences in the labor markets between the two labor markets, particularly the French use of industry level bargaining and nearly universal coverage by collective bargaining agreements. These results are also similar to Danish results in Bingley and Westergård-Nielsen (1996) ; however, those authors did not allow correlation between the unobserved personal heterogeneity and the observable personal characteristics. The small amount of correlation between individual and firm effects is a surprising, but consistent, finding in these models as well.
We next consider the ability of our individual and employer effects to explain interindustry wage differentials. We computed a raw industry effect for 2-digit industries, conditional on the variables shown in Table 2 and the individual characteristics shown in Table 1 , which corresponds to the effect κ ** in equation (EB4). We next computed the two components of the exact decomposition shown in equation (EB5) by substituting our estimated firm effects for ψ and our estimated individual effects (α) for θ. 12 The R 2 of the decomposition is 0.99, indicating that the formula, which is exact when the parameters are not estimated, is also quite good given our parameter estimates. Figure 1 shows that the industry effect in the State of Washington is very closely related to the industry average person effects. For comparison Figure 2 shows the same relation in France. In both figures, we have inserted the predicted industry effect using only the industry average person effect as an explanatory variable. This line provides a reference against which to judge the degree of explanatory power of the variable that is equivalent to using the R 2 from the single variable regression. Figure 3 shows that there is a less tight, but still quite important, relation between the industry average firm effect and the raw industry effect in the State of Washington. This stands in marked contrast to the results one gets for France, shown in Figure 4 , where there is almost no relation between the industry average firm effect and the raw industry effect.
V. Conclusion
We study a statistical decomposition of full time earnings that includes correlated components related to observable individual characteristics, unobservable individual characteristics and unobservable employer characteristics. Using data from the State of Washington Unemployment Insurance System, we estimate the components of this model and the associated correlations among those components. Unobservable individual and firm heterogeneity 12 Because the difference between α and θ is just the part predicted by the non timevarying effects shown in Table 2 , which are also included in the regressors used to compute the industry-average person effect, given X, we get exactly the same results whether we use α or θ.
are the most important of the components of wages, each accounting for about 24% of the variance in log real hourly wage rates. The two components are not correlated. We also decompose the industry effects in log hourly wage rates into the components due to the average unobservable individual heterogeneity and the average unobservable employer heterogeneity. 
