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Abstract
Let f ¼ ð f1;y; fmÞ be a holomorphic mapping in a neighborhood of the origin in Cn: We
ﬁnd sufﬁcient condition, in terms of residue currents, for a smooth function to belong to the
ideal in CN (or Ck) generated by f : If f is a complete intersection the condition is necessary.
More generally we give a sufﬁcient condition for an element of class CN (or Ck) in the Koszul
complex induced by f to be exact. For the proofs we introduce explicit homotopy formulas for
the Koszul complex induced by f :
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1. Introduction
Let f ¼ ð f1;y; fmÞ be a nontrivial holomorphic mapping at 0ACn: It is well
known, [7,10], that if f is a complete intersection, then a holomorphic function f
belongs to the ideal ð f Þ ¼ ð f1;y; fmÞ if and only if fTf ¼ 0; where Tf is the Coleff-
Herrera current
Tf ¼ %@ 1
fm
4?4 %@ 1
f1
 
:
Consider now the ideal ð f ÞE of smooth functions generated by f : If f ¼
P
j cj fj; and
@a%z ¼ @a=@ %za; then
@a%zf ¼
X
j
ð@a%zcj Þfj;
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so if f is a complete intersection it follows that
ð@a%zfÞTf ¼ 0 ð1:1Þ
for all multiindices a: One of our main results is that the converse also holds.
Theorem 1.1. Let f be a complete intersection. A function fAE is in the ideal ð f ÞE at
0ACn if and only if (1.1) holds for all a:
Theorem 1.1 immediately implies the fundamental result of Malgrange, [9],
stating that the ideal ð f ÞE is closed in E: We have the following result for lower
regularity.
Theorem 1.2. Let f be a complete intersection and let M be the order of the current Tf :
There is a number cn; only depending on n; such that if fACcnþ2Mþk and (1.1) holds for
jajpcn þ M þ k; then there are ujACk such that
P
fjuj ¼ f:
The crucial point is the number of conditions (1.1); the extra differentiability
assumption on f is to ensure that (1.1) makes sense. Assume that M is the order of
the current Tf ; and that f ¼Pfjuj for some ujACkþM : Then fACkþM and (1.1)
holds for all jajpk: Thus, asymptotically in k; Theorem 1.2 is sharp. As a corollary
we get the following variant of Malgrange’s theorem.
Corollary 1.3. Let f be a complete intersection. There is a number M such that if
fjAð f ÞCkþM and fj-f in CkþM ; then fAð f ÞCk :
When m ¼ 1 these results are well known but nontrivial. In this case the mapping
c/cf is injective on Ck so Malgrange’s theorem, i.e., the closedness of ð f ÞE; as
well as Corollary 1.3, is a consequence of the well-known estimate
jjcjjCkpCkjjcf jjCkþM ; cAE; ð1:2Þ
which in turn immediately follows from Theorem 1.2.
For the reader’s convenience let us sketch a direct proof of Theorem 1.2 when
m ¼ 1: Then Tf ¼ %@½1=f ; where ½1=f  is the well-known principal value current, see,
e.g., [6], and moreover, f ½1=f  ¼ 1 and f %@½1=f  ¼ 0: If u ¼ f½1=f ; then uf ¼ f and
the hypothesis about (1.1) implies that
@a%z u ¼ ð@a%zfÞ
1
f
 
; jajpcn þ k þ M: ð1:3Þ
Since %@½1=f  has order M it belongs to some Sobolev space WMc0n : Moreover, if
%@cAW r then cAW rþ1: From (1.3) we obtain that uAW kþc
00
n ; which implies that
uACk:
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In [1] we introduced, for any nontrivial mapping f ; a current Rf which coincides
with the Coleff–Herrera current in the complete intersection case, and such that f
belongs to the ideal if f annihilates Rf : To describe this current, let X be a
neighborhood of 0ACn and let E-X be a trivial vector bundle with (holomorphic)
frame e1;y; em and let E
 be its dual bundle and e
1;y; e


m the dual frame. We
consider f as the section f ¼Pfje
j to E
 and let df denote interior multiplication
with f so that df : EðX ;Lkþ1EÞ-EðX ;LkEÞ; and d2f ¼ 0: The more general problem
can be formulated: Given fAOðX ;LkEÞ such that dff ¼ 0; ﬁnd cAOðX ;Lkþ1EÞ
such that dfc ¼ f: In case k ¼ 0 this just means to solve
P
cj fj ¼ f:
Let s ¼Pm1 %fjej=jf j2 outside
Y ¼ fzAX ; f ðzÞ ¼ 0g;
so that df s ¼ 1 there. We consider the exterior algebra of E"T
ðXÞ; and therefore
df and %@ anticommute, and if
rf ¼ df  %@
it follows that r2f ¼ 0: If
u ¼ srf s ¼
s
1 %@s ¼ sþ s4ð
%@sÞ þ s4ð %@sÞ2 þ?þ s4ð %@sÞm1;
then rf u ¼ 1 in X \Y ; since r2f ¼ 0: A main result in [1] is
Theorem 1.4. There is a current extension U of u across Y such that
rf U ¼ 1 Rf ; ð1:4Þ
where
Rf ¼ Rfp;p þ?þ Rfm;m;
R
f
k;k is a ð0; kÞ-current with values in LkE; and p is the codimension of Y.
Thus Rf ¼ Rfm;m if Y is a complete intersection.
Theorem 1.5. If f is a complete intersection, then
Rf ¼ Tf4e14?4em:
This was ﬁrst proved in [11]; a simpliﬁed proof appeared in [1]. For a general
holomorphic mapping f we proved in [1]:
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Theorem 1.6. Let f be holomorphic in LE and dff ¼ 0: If f4Rf ¼ 0; then (locally) f
is df -exact.
Remark 1. The condition f4Rf ¼ 0 is not necessary. More precisely it is shown in
[1] that f is df -exact if and only if there is a smooth form w in a neighborhood of Y
such that rf ðw4Rf Þ ¼ f4Rf :
For smooth functions we prove the following analog in this paper.
Theorem 1.7. Let f be any holomorphic mapping. Suppose that fAEðX ;LrEÞ and that
dff ¼ 0: If
ð@a%zfÞ4Rf ¼ 0 ð1:5Þ
for all a; then f ¼ dfc for some cAEðX ;Lrþ1EÞ:
Let M be the order of Rf and U : There is an integer cn only depending on n such that
if fACcnþ2MþkðX ;LrEÞ; dff ¼ 0; and (1.5) holds for jajpcn þ M þ k; then f ¼ dfc
for some cACkðX ;Lrþ1EÞ:
If the degree r of f is larger than m  codimðYÞ; then (1.5) is empty. In the other
cases it is possible to be more precise and sharpen the statements by taking into
account the degree of f and the various orders of the components of U and Rf but
we leave it to the interested reader.
In view of Theorem 1.5 it is clear that Theorem 1.7 implies (the if-part of )
Theorem 1.1, since the order of U does not exceed the order of Rf (at least when f is
a complete intersection). The proof of Theorem 1.7 is based on an integral formula
that represents the desired solution c: In [1] we deﬁned explicit integral operators T
and S such that any holomorphic f with values in LE can be written
f ¼ df Tfþ TðdffÞ þ Sf; ð1:6Þ
where Tf and Sf are holomorphic in a neighborhood of 0AX ; and Sf only depends
on Rf4f: From this representation Theorem 1.6 immediately follows. In this paper
we elaborate the construction to provide a proof of Theorem 1.7. The idea is to
consider a neighborhood X˜ of XBfðz; %zÞg in C2n and apply the formulas in X˜ to an
almost holomorphic extension of f to X˜:
In Section 2 we recall from [2] the construction of the homotopy formulas for
holomorphic forms and make some remarks, and in Section 3 we extend to smooth
forms and prove Theorem 1.7.
The distribution coefﬁcients of the residue currents in this paper are regular
holonomic; by deﬁnition a distribution m is regular holonomic if DX=I is a regular
holonomic DX -module, where I is the annihilator ideal I ¼ fPADX ; Pm ¼ 0g: Here
DX is the sheaf of holomorphic differential operators on the complex manifold X :
The work by Kashiwara [8] contains some general results about regular holonomic
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distributions. One result asserts that if m is regular holonomic, then also D %X=J is
regular holonomic, where %X is the conjugate manifold and J is the annihilator ideal
in D %X: Moreover the following comparison theorem is proved in [8]:
HomDX ðDX=I ;E=aÞ ¼ 0;
where a and E are the sheaves of real-analytic and smooth functions on X ;
respectively. This means that a smooth function which is annihilated by I is
necessarily real-analytic. See also [6] for an account about Kashiwara’s original work
[8] and further material about regular holonomic distributions and currents.
In this paper we consider functions that annihilates residue currents, thus regular
holonomic distributions, which is related to Kashiwara’s work, but it is unclear to us
to what extent it covers our results. In any case, [8] and the pioneering work by
Malgrange in [9] have inspired this paper.
I am grateful to Jan-Erik Bjo¨rk for valuable discussions on this subject and several
important remarks.
2. Explicit homotopy operators for the df -complex
We ﬁrst have to recall the construction of weighted representation formulas for
holomorphic functions from [1]. Let X be an open set in Cn; and let
LrðX Þ ¼ M
k
Ek;kþrðX Þ:
Moreover, let dzz denote interior multiplication with the vector ﬁeld
2pi
X
ðzj  zj Þ
@
@zj
;
and let rzz ¼ dzz  %@z: Then rzz maps LrðX Þ into Lrþ1ðX Þ and r2zz ¼ 0:
Moreover, the usual wedge product induces mappings
LrðX Þ Lr0 ðXÞ-Lrþr0 ðX Þ;
and rzz is an antiderivation with respect to this product. We will use the following
representation formula from [2].
Proposition 2.1. Assume that g ¼ g0;0 þ?þ gn;nAL0ðX Þ is smooth and with
compact support, z is a fixed point, rzzg ¼ 0; and g0;0ðzÞ ¼ 1: Then
fðzÞ ¼
Z
gf ¼
Z
gn;nf
for each function f that is holomorphic in X :
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It is possible to ﬁnd such a g that depends holomorphically on z; locally. In fact,
let w be a cutoff function in X which is 1 in a neighborhood of 0; and let s be any
smooth ð1; 0Þ-form such that dzsa0 on the support of %@w: Then also dzzsa0 for z
in a small neighborhood of 0 and therefore v ¼ s=rzzs will be holomorphic in z
in this neighborhood. Moreover, rzzv ¼ 1 on the support of %@w; so we can take
g ¼ w %@w4v:
A more fancy choice ( for z in the unit ball) is
g ¼ 1rzz
%z  dz
1 %z  z
 cþn
¼ 1 jzj
2
1 %z  z þ
%@
%z  dz
1 %z  z
 !cþn
for integers c: It is Oðj1 jzj2ÞcÞ near the boundary and therefore at least of class
Cc1; this will do in this paper if c is large enough.
Let f be a holomorphic mapping in X and consider f as a section to the dual
bundle E
 of the (trivial) bundle E-X : Moreover, let E˜ and E˜
 denote copies of E
and E
; respectively, and let f˜ denote the corresponding section to E˜
: Let Fðz; zÞ ¼
f ðzÞ þ f˜ðzÞ; thinking of z as a parameter and z as a variable. Then dF ¼ df þ df˜ is
interior multiplication with F on LðE"E˜Þ: One can ﬁnd forms hjðz; zÞ in L0ðXÞ
(Hefer forms) such that
rzzhj ¼ fjðzÞ  fjðzÞ;
where rzz ¼ dzz  %@: If X is Stein we can even ﬁnd holomorphic such hj: We let
H ¼
Xm
1
hj4e
j :
We consider the exterior algebra over the direct sum of every bundle in sight, i.e., E;
E˜; T
ðX Þ etc. For any form a we introduce the integralZ
e
a;
which is deﬁned as the unique form a0 such that a04ðPj e
j4ej Þm=m! is the term of a
which has full degree in both ej and e


j : The integral is invariant, i.e., independent of
the choice of frame ej; linear and it acts ﬁber-wise. Let
t ¼
X
1
e
j4ðej  e˜j Þ:
Lemma 2.2. If a is any form with values in LE (i.e., no e˜j only ej), thenZ
e
tm4a ¼ *a; ð2:1Þ
where tm ¼ tm=m! and *a is the corresponding form where ej is replaced by e˜j :
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For the proof, see [1]. We also let
r ¼ rF þ dzz ¼ rzz þ dF ¼ dzz þ df þ df˜  %@z:
Notice that
rðtþ HÞ ¼ 0: ð2:2Þ
In fact,
dFt ¼
X
ð fjðzÞ  f ðzÞÞe
j ¼ dzzH; ð2:3Þ
from which (2.2) follows.
Our main result in this section is
Theorem 2.3. Let f be any holomorphic mapping and let U and Rf be as in Theorem 1.4
above. Moreover, let g be a smooth weight with compact support as in Proposition 2.1,
with respect to the point z. For any holomorphic f with values in LE we have
*fðzÞ ¼ df˜
Z
e
Z
X
etþH4U4g4f
þ
Z
e
Z
X
etþH4U4g4dffþ
Z
e
Z
X
etþH4Rf4g4f: ð2:4Þ
It is natural to deﬁne
TfðzÞ ¼
Z
e
Z
X
etþH4U4g4f; ð2:5Þ
and
SfðzÞ ¼
Z
e
Z
X
etþH4Rf4g4f; ð2:6Þ
and we then have that
f ¼ df Tfþ Tdffþ Sf: ð2:7Þ
If H and g depend holomorphically on z locally it follows that Tf and Sf are
holomorphic there.
Corollary 2.4. If dff ¼ 0 and f4Rf ¼ 0; then df Tf ¼ f:
Proof of Theorem 2.3. From (2.2) it follows that
ðrzz þ dF ÞðetþH4UÞ ¼ etþH4ð1 Rf Þ: ð2:8Þ
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We can rewrite this as
dF ðetþH4UÞ þ etþH4Rf ¼ etþH rzzðetþH4UÞ:
Now,Z
e
Z
z
etþH4g4f
Z
e
Z
z
rzzðetþH4UÞ4g4f
¼
Z
e
Z
z
tm4g4f
Z
e
Z
z
rzzðetþH4U4g4fÞ ¼
Z
e
tm4f 0 ¼ *fðzÞ;
where we have used Proposition 2.1, Lemma 2.2, and Stokes’ theorem. On the other
hand it is easy to verify thatZ
e
Z
z
ðdF ðetþH4UÞ þ etþH4Rf Þ4g4f
is equal to the right-hand side of (2.4), and thus the theorem is proved. &
If f is a section to LpE it follows from degree considerations that Tf is a section
to Lpþ1E˜; whereas Sf is a section to LpE˜: In fact, to begin with we need full degree in
e
j so we must have from e
tþH a factor like tmk4Hk: To match the differentials in g
we must then combine with Ukþ1;k: If f has degree p this gives us a total degree n þ 1
in e; e˜: After integration we are left with degree p þ 1 in e˜: The argument for Sf goes
along the same lines. It follows that
Tf ¼
Z
e
Z
X
O4g4f
and
Sf ¼
Z
e
Z
X
W4g4f;
where
O ¼
X
k¼0
tmk4Hk4Ukþ1;k ð2:9Þ
and
W ¼
X
k¼1
tmk4Hk4Rfk;k: ð2:10Þ
The ﬁrst explicit solution formula for division problems appeared in [3] in the case
when f has no zeros, or a regular zero set. Formulas with f being a complete
intersection have been used by several authors starting with [4,10]; see [5] for more
references.
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Remark 2. One can derive our division formula in an alternative way when f is
nonvanishing. If
G ¼ ðtrzzðH4sÞÞm=m!;
then G0;0ðzÞ ¼ tm; and by Lemma 2.2 therefore
*fðzÞ ¼
Z
e
Z
z
G4g4f: ð2:11Þ
Now,
trzzðH4sÞ ¼ tþ dFt4sþ H4 %@s
¼ dF ðt4sþ H4s4 %@sÞ ¼ dF ðs4ðtþ H4 %@sÞÞ:
and since s4s ¼ 0 therefore
G ¼ dF ðs4ðtþ H4 %@sÞÞm=m!Þ ¼ dFO;
where O is the form in (2.9). It now follows from (2.11) that
*fðzÞ ¼ df˜
Z
e
Z
z
O4g4fþ
Z
e
Z
z
O4g4dff
which is the same as (2.4) since Rf ¼ 0:
If f has zeros, then G has no obvious meaning, whereas in the proof of Theorem
2.3 only the well-deﬁned expressions U and Rf appear. &
Remark 3 (The case when k ¼ 0). If f is a function, i.e., k ¼ 0; and again for
simplicity f is nonvanishing, then we claim that (2.4) becomes
fðzÞ ¼
Z
z
G4g4f; ð2:12Þ
where
G ¼ 1rzz H  s
1þ H  %@s;
if we use  for the natural pairing of E
 with E (and E˜). It is maybe worthwhile to
point out that this is not the same formula as in [3]; in fact it could not be since in [3]
only weights of the form (expressed in the notation from [2]) 1þrzzq; where q is a
ð1; 0Þ-form, occur. The formula in [3] is deﬁned by
G ¼ ð1rzzH  sÞa
for an appropriate integer a; and this gives ‘‘unnecessary’’ factors f ðzÞ:
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We omit the tedious computation needed to verify the claim. Let us just indicate
directly that (2.12) provides a division formula. To this end ﬁrst notice that the very
equality (2.12) holds in view of Proposition 2.1 (since H  %@s has even degree the
quotient makes sense). A simple computation shows that
G ¼ f ðzÞ  s
1þ H  %@sþ f ðzÞ 
%@s4 H  sð1þ H  %@sÞ2;
and thus ‘‘divisible’’ by f ðzÞ:
3. Homotopy formulas for smooth functions
Deﬁnitions (2.5) and (2.6) make sense even if F is a smooth form in L0ðX Þ with
values in LE; and if rzzF ¼ 0 for some z; then
F0;0ðzÞ ¼ df ðTFÞ þ TðdfFÞ þ SF: ð3:1Þ
This follows from precisely the same argument as in the holomorphic case.
Therefore, if dfF ¼ 0 and F4Rf ¼ 0; then F0;0ðzÞ ¼ df ðzÞðTFÞ:
A ﬁrst attempt to ﬁnd such a Fz for the point z would be to take
Fz ¼ f vz4 %@f;
where vzðzÞ is a (scalar-valued) current such that rzzvz ¼ 1 ½z for each z; e.g., the
Bochner–Martinelli form
vz ¼ brzzb ¼ b þ b4
%@zb þ?þ b4ð %@zbÞn1;
where b ¼ @zjz zj2=2pijz zj2; cf., [2]. Then rzzFz ¼ 0; but unfortunately Fz is
not smooth. Therefore, although (3.1) holds for each z outside Y it will not hold
across Y :
Remark 4. If we could ﬁnd, given a smooth function f; with dff ¼ 0; (with values in
LE), a smooth form Fz for each z; depending smoothly on z; such that rzzFz ¼ 0
and Fz0;0 ¼ f; then it would follow from (3.1) of course that f is smoothly df -exact.
On the other hand, then %@fðzÞ ¼ %@zFz0;0ðzÞ ¼ dzzFz1;1ðz; zÞ; and taking z ¼ z we ﬁnd
that %@fðzÞ ¼ 0: Since z is arbitrary it follows that in fact f is holomorphic then.
Instead we identify X with the set fðz; %zÞAC2n; zAXg and let X˜ be an open
neighborhood of X in C2n: If f is a smooth function (with values in LE) on X ; then
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we consider the following almost holomorphic extension to X˜:
*fðz;oÞ ¼
X
a
ð@a%z fÞðzÞ
ðo %zÞa
a!
wðljajðo %zÞÞ; ð3:2Þ
where w is a cutoff function in Cn which is 1 in a neighborhood of 0, and lk are
positive numbers. If lk-N fast enough, the series converges to a smooth function
in X˜ such that
*fðz; %zÞ ¼ fðzÞ;
and
%@ *fðz;oÞ ¼ Oðjo %zjNÞ:
If f is realanalytic one can take lk ¼ 1 for all k and then *f is the holomorphic
extension of f: If f is in Ccnþ2Mþk as in the second half of Theorem 1.7, then we take
instead just
*fðz;oÞ ¼
X
jajpcnþMþk
ð@a%zfÞðzÞ
ðo %zÞa
a!
; ð3:3Þ
which is then of class CM in X˜; again *fðz; %zÞ ¼ fðzÞ; and at least
%@ *fðz;oÞ ¼ Oðjo %zjcnþMþkÞ: ð3:4Þ
Proposition 3.1. Let f be a form in X ; let vz denote the Bochner–Martinelli form in X˜
with respect to the point ðz; %zÞ; and let
Fzðz;oÞ ¼ *fðz;oÞ  %@ *f4vz:
If f is smooth (and *f as in (3.2)) then Fz is smooth in z;o; z: If f is in CcnþMþk (and *f
as in (3.3)), then Fz is of class CM in z;o even after taking up to k derivatives with
respect to z.
In any case rðz;oÞðz;%zÞFz ¼ 0:
Moreover, if dff ¼ 0; then dfFz ¼ 0 and if (1.5) holds (for all a in the smooth case,
for all jajpcn þ M þ k in the differentiable case), then Fz4ðRf#1Þ ¼ 0:
Proof. Since
vz ¼ brðz;oÞðz;%zÞb
;
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where b ¼Pn1 ðzj  zj Þdzj þPn1 ðoj  %zj Þdoj; we have that
Fzðz;oÞ ¼ *fðz;oÞ þ
X2n
c¼1
Oðjo %zjNÞ
ðjz zj2 þ jo %zj2Þc1=2
;
if f is smooth, and thus Fz is smooth. In the differentiable case, (3.4) ensures that
one can take up to k derivatives with respect to z and still remain in CMðX˜Þ:
If df ðzÞfðzÞ ¼ 0; we have that df ðzÞð@a%z fÞðzÞ ¼ 0 for all a (all jajpM þ cn þ k in the
differentiable case) and therefore df ðzÞ *fðz;oÞ ¼ 0: In the same way, df ðzÞð %@ *fÞðz;oÞ ¼
0: Finally, if ð@a%zfÞ4Rf ¼ 0 for all a ( for jajpcn þ M þ k), then also ð@a%z %@fÞ4Rf ¼
0 for all a ( for jajpcn þ M þ k  1Bcn þ M þ k; with a small redeﬁnition of cn) and
therefore *f4Rf and %@ *f4Rf ¼ 0: &
Proof of Theorem 1.7. Consider f˜ðzÞ in X˜; and notice that the corresponding current
Rf˜ in X˜ is just the tensor product Rf#1: If now T and S denote the operators from
the previous section but in X˜ instead of X ; we have that
F0;0 ¼ df TFþ TðdfFÞ þ SF
if F is any smooth form such that rðz;oÞðz;%zÞ ¼ 0; in fact since U and Rf have order
M it is enough that F is in CM : We can thus apply to the forms Fz from the
proposition and get
fðzÞ ¼ *fðz; %zÞ ¼ df TFz þ TðdfFzÞ þ SFz: ð3:5Þ
If also the other assumptions on f are fulﬁlled, it follows from the proposition that
fðzÞ ¼ df ðzÞTFz;
thus cðzÞ ¼ TFzðzÞ is a smooth solution to dfc ¼ f if f is smooth, and a solution in
Ck if fACcnþMþk: Thus the proof is complete. &
Notice that the ﬁnal division formula depends on the almost holomorphic
extension *f and it is thus not linear. However, for f in some given differentiable or
ultradifferentiable class one can use the same lk; and therefore get a linear formula.
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