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A great deal of interest revolves around the possibility of using Internet Protocol
based networks to provide multiple classes of service to various types of traffic such as
voice, data and video[3]. A key protocol that is expected to make possible tbis capability
is Multiprotocol Label Switching (MPLS).
Multiprotocol Label Switching (MPLS) is a technique that brings most of the
qualities and attributes of switched networks to Internet Protocol (IF) networks. MPLS is
a flexible solution that addresses the problems faced by the IP networks of today - speed,
scalability, Quality of Service (QoS) management and traffic engineering. MPLS can
exist over existing asynchronous transfer mode (ATM) and frame-relay networks[3]. It is
an well-designed solution to meet the bandwidth-management and service requirements
of next generation IF based backbone networks.
In this thesis we examme the jitter performance of differentiated servIces III
MPLS networks. In order to derive the effects of interarrival packet jitter in MPLS
networks applying differentiated services, the derivation of the Jitter probability becomes
the essential building block. In this thesis we define how to derive this jitter probability.
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1.1 A Bri,ef Overview of MPLS
As recent history tells us , bandwidth doubles and sometimes quadruples every
nine to twelve months[ l]. Within the next three to five years Ju]tra-high bandwidth
networks willibe provided and matching data transferring topologiles as well as improve<JJ
system reliability will become a necessity[ 1]. MPLS hac;; been emerging as the protocol of
the future because of its multiprotocol architecture. MPLS utilizes a simple label
switching mechanism where it's versatility in application exits. Through utilizing
classification, queue and scheduling (CQS) tr.affic Engineering topologies MPLS is
capable of providing controllable quality of service (QoS) features. MPLS provides a
solution to scalability and enables significant flexibility in routing. The connection
oriented architecture and QoS reJiability features easily enable high quality end-ta-end
service features that are nec~.ssary in applications such as virtual private networks
(VPN).[4]
MPLS is designed to meet a]) the mandatory characteristics of large scale carrier
class networks. It is evolutionary in the sense that it uses existing layer 3 routing protocol
as well as aU the widely available layer 2 transport mechanism and protocols • such as
ATM , frame relay, leased lineslPPP and Ethernet. MPLS solves the problem of how to
integrate the best attributes of traditional layer 2 and layer 3 technologies[3].
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1.2 A Brief Overview of Sigo"aJing Mechanism
1.2.1 RSVP Signalio.g
RSVP is a soft state protocol which uses PATH AND RESV commands to
establish a LSP. In RSVP, based on the destination IP address and protocol ID, packets
are transferred based on raw IP datagram routing[Il[3]. The ingress LSR uses a PATH
message to inform every router along the selected LSP to acknowledge that this is a
desired LSP to be established[l] [3]. Following this, the receiving LSR will use the RESV
message with traffic and QoS parameters travetsing upstream to reserve the resources on
each node along the desired LSP[1][3]. The node along the LSP will install the
reservation for the related state by creating an entry on the label forwarding table. At
every node along the path , the PATH and RESV messages are used periodically to
referesh the path and reservation states[ 1] [3].
Extensions to RSVP( E-RSVP) have been made and proposed to support ER-LSP
as well as provide additional features to RSVP. E-RSVP has been proposed to support
both strict and loose explicit routed LSPs (ER-LSP). For the loose segment in the ER-
LSP , the hop-by-hop routing can be employed to detennine where to send the PATH
message[ 1](3].
1.2.1 CR-LDP Signaling
CR-LDP standards attempt to enable the LSP protocol to work over an explicit
route, transporting various traffic parameters for resource reservation as well as options
for CR-LSP robustness features[1][3]. Both LOP and CR-LDP are bard state protocols,
2
where signaling messages are transmitted once without any refreShing -information
requirements. The transport mechanism for peer discovery is UDP, while TCP is used for
session, advertisement, notification, and LDP messages. To setup an explicit route, a
LABEL REQUEST message containing a list of nodes along the constraint-based route
to be traversed is sent. The signaling message will be sent to the destination following the
selected path and if the the requested path is able to satisfy tbe requirements, labels are
allocated and distributed by means of LABEL MAPPING message starting with the
destination and propagating in the reverse direction back to the source.CR·LDP is
capable of establishing both strict and loose path setups with setup and bolding priority ,
path preemption, and path re-optimization[l].
1.3 Motivation For the Research
A vast amount of research exists regarding estimating packet delivery delay, but
there seems to be a paucity of infonnation in the literature regarding packet jitter[3]. For
many of the proposed high quality internet service such as interactive voice, or video
streaming, control ofjitter can be just as important as control of network delivery delay.
This thesis will seek to identify the inter-arrival packet jitter for homogenous
CBR traffic in MPLS networks for differentiated services. A solid understanding will be
gained on the probability of jitter within MPLS networks for differentiated services of
constant bit rate traffic.
1.3 Thesis Outline
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In this thesis , Chapter 2 provides a literature review on MPLS . Chapter 3
provides a literature review on RSVP and Extensions to RSVP. Chapter 4 provides a
literature review on CR-LDP. Chapter 5 discusses about jitter and how the analysis can
be done in a MPLS network for homogeneous CBR data traffic. Chapter 6 gives the
observation and results for the analysis done. Chapter 7 provides the conclusion of the





Multiprotocol label switching (MPLS) is a versatile solution to address the
problems faced by present-day networks-speed, scalability, quality-of-service (QoS)
management, and traffic engineering[5][8]. MPLS has eme~ged as an elegant solution to
meet the bandwidth-management and service requirements for next-generation Internet
protocol (IP)-based backbone networks. MPLS addresses issues related to scalability and
routing (based on QoS and service quality metrics) and can exist over existing
asynchronous transfer mode (ATM) and frame-relay networks[4].
2.2 Components Of MPLS
MPLS is an Internet Engineering Task Force (LETF)-specified framework that
provides for the efficient designation, routing, forwarding, and switching of traffic flows
through the network.
MPLS performs the following functions[8]:
• specifies mechanisms to manage traffic flows of various granularities, such as
flows between different hardware, machines, or even flows between different
applications
• remains independent ofthe Layer-2 and Layer-3 protocols
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• provides a means to map IP addresses to simple, fixed-length Labels used by
different packet-fonvarding and packet-switching technologies
• interfaces to existing routing protocols such as resource reservation protocol
(RSVP) and open shortest path first (OSPF)
• supports the IP, ATM, and frame-relay Layer-2 protocols
In MPLS, data transmission occurs on label-switched paths (LSPs). LSPs are a
sequence of labels at each and every node along the path from the source to the
destination. LSPs are established either prior to data transmission (control-driven) or
upon detection of a certain flow of data (data-driven). The labels, which are underlying
protocol-specific identifiers, are distributed using label distribution protocol (LDP) or
RSVP or piggybacked on routing protocols like border gateway protocol (BOP) and
OSPF. Each data packet encapsulates and carries the labels during their journey from
source to destination. High-speed switching of data is possible because the fixed-length
labels are inserted at the very beginning of the packet or cell and can be used by hardware
to switch packets quickly between links[5][8].
2.2.1 Label Switched routers and Label Edge Routers [5][8]
The devices that participate in the MPLS protocol mechanisms can be classified
into label edge routers (LERs) and label switching routers (LSRs). An LSR is a high-
speed router device in the core of an MPLS network that participates in the establishment
of LSPs using the appropriate label signaling protocol and high~speed switching of the
data traffic based on the established paths.
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An LER is a device that operates at the edge of the access network and MPLS
network. LERs support mUltiple ports connected to dissimilar networks (suoh as frame
relay, ATM, and Ethernet) and forwards this traffic on to tbe MPLS network after
establishing LSPs, using the label signaling protocol at the ingress and dislributing the
traffic back to the access networks at tbe egress. The LER plays a very important role in
the assignment and removal of labels, as traffic enters or exits an MPLS network.
2.2.2 Forward Equivalence Class [5][8]
The forward equivalence class (FEC) is a representation of a group of packets that
share the same requirements for their transport. All packets in such a group are provided
the same treatment en route to the destination. As opposed to conventional IP forwarding,
in MPLS, the assignment of a particular packet to a particular FEC is done just once, as
the packet enters the network. FEes are based on service requirements for a given set of
packets or simply for an address prefix. Each LSR builds a table to specify how a packet
must be forwarded. This table, called a label infonnation base (LIB), is comprised of
FEC-ta-Iabel bindings.
2.2.3 Labels and Label Bindings [5][8]
A label, in its simplest form, identifies the path a packet should traverse. A label
is carried or encapsulated in a Layer-2 header along with tbe packet. The receiving router
examines the packet for its label content to determine the next hop. Once a packet has
been labeled, the rest of the journey of the packet through the backbone is based on label
switching. The label values are of local significance only, meaning that they pertain only
to hops between LSRs.
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Once a packet has been classified as a new or existing FEC, a label is assigned to
the packet. The label values are derived from the underlying data link layer. For data link
layers (such as frame relay or ATM), Layer-2 identifiers, such as data link connection
identifiers (DLCIs) in the case of frame-relay networks or virtual path identifiers
(VPIs)/virtual channel identifiers (VCIs) in case of ATM networks, can be used directly
as labels. The packets are then forwarded based on their label value.
Labels are bound to an FEC as a result of some event or policy that indicates a
need for such binding. These events can be either data-driven bindings or control-driven
bindings. The latter is preferable because of its advanced scaling properties that can be
used in MPLS.
Label assignment decisions may be based on forwarding criteria such as the
following[5]:
• destination unicast routing
• traffic engineering
• multicast
• virtual private network (VPN)
• QoS
The generic label format is illustrated in Figure 2-1.
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Figure 2-1. MPLS Generic Label Format
2.2.4 Label Creation
There are several methods used in label creation[8]:
• topology-based method-uses normal processing of routing protocols (such as
OSPF and BGP)
• request-based method-uses processing of request-based control traffic (such as
RSVP)
• traffic-based method-uses the reception of a packet to trigger the assignment
and distribution of a label
The topology- and request-based methods are examples of control-driven label
bindings, while the traffic-based method is an example of data-driven bindings.
2.2.5 Label Distribution [5][8]
MPLS architecture does not mandate a single method of signaling for label
distribution. Existing routing protocols, such as the border gateway protocol (BGP), have
been enhanced to piggyback the label infonnation within the contents of the protocol.
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The RSVP has also been extended to support piggybacked exchange of labels. The
Internet Engineering Task Force (IETF) has also defined a new protocol known as- the
label distribution protocol (LDP) for explicit signaling and management of the Label
space. Extensions to the base LDP protocol have also been defined to support explicit
routing based on QoS and CoS requirements. These extensions are captured in the
constraint-based routing (CR)-LDP protocol definition.
A summary of the various schemes for label exchange is as follows:
• LDP-maps unicast IP destinations into labels
• RSVP, CR-LDP-used for traffic engineering and resource reservation
• protocol-independent multicast (PIM)-used for multicast states label mapping
• BGP-extemal labels (VPN)
2.2.6 Label-Switched Paths (LSPs) [5][8]
Within an MPLS domain, a path is set up for a given packet to travel based on an
FEe. The LSP is set up prior to data transmission. MPLS provides the following two
options to set up an LSP.
• hop-by-hop routing-Each LSR independently selects the next hop for a given
FEe. This methodology is similar to that currently used in IP networks. The LSR
uses any available routing protocols, such as OSPF, ATM private network-to-
network interface (PNNI), etc.
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• explicit rooting-Explicit routing is similar to source routing. The ingress LSR
(i.e., the LSR where the data flow to the network first starts) specifies the list of
nodes through which the ER-LSP traverses. The path specified could be
nonoptimal, as well. Along the path, the resources may be reserved to ensure QoS
to the data traffic. This eases traffic engineering throughout the network, and
differentiated services can be provided using flows based on policies or network
management methods.
The LSP setup for an FEC is W1idirectional in nature. The return traffic must take
another LSP.
2.2.7 Label Spaces [5][8]
The labels used by an LSR for FEC-Iabel bindings are categorized as follows[5][8]:
• per platform-The label values are unique across the whole LSR. The labels are
allocated from a common pool. No two labels distributed on different interfaces
have the same value.
• per interface-The label ranges are associated with interfaces. Multiple label
pools are defined for interfaces, and the labels provided on those interfaces are
allocated from the separate pools. The label values provided on different
interfaces could be the same.
2.2.8 Label Merging [5][8]
The incoming streams of traffic from different interfaces can be merged together
and switched using a common label if they are traversing the network towards the same
final destination. This is known as stream merging or aggregation of flows.
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If the underlying transport network is an ATM network, LSRs could employ virtual path
(VP) or virtual channel (VC) merging. In this scenario, cell interleaving problems, which
arise when multiple streams of traffic are merged in the ATM network, need to be
avoided.
2.2.9 Label Retention [5][8]
MPLS defmes the treatment for label bindings received from LSRs that are not the
next hop for a given FEC. Two modes are defined[5][8].
• conservative-In this mode, the bindings between a label and an FEC received
from LSRs that are not the next hop for a given FEC are discarded. This mode
requires an LSR to maintain fewer labels. This is the recommended mode for
ATM-LSRs.
• liberal-In this mode, the bindings between a label and an FEC received from
LSRs that are not the next hop for a given FEe are retained. This mode allows for
quicker adaptation to topology changes and allows for the switching of traffic to
other LSPs in case of changes.
2.2.10 Label Control [5][8]
MPLS defines modes for distribution of labels to neighboring LSRs.
• independent-In this mode, an LSR recognizes a particular FEC and makes the
decision to bind a label to the FEC independently to distribute the binding to its
peers. The new FECs are recognized whenever new routes become visible to the
router.
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• ordered-In this mode, an LSR binds a label to a particular FEe if and only if it
is the egress router or it has received a label binding for the FEC from its next hop
LSR. This mode is recommended for ATM-LSRs.
2.2.11 Signaling Mechanisms [5][8]
• label request-Using this mechanism, an LSR requests a label from its
downstream neighbor so that it can bind to a specific FEC. This mechanism can
be employed down the chain of LSRs up until the egress LER (i.e., the point at
which the packet exits the MPLS domain).
• label mapping-In response to a label request, a downstream LSR will send a
label to the upstream initiator using the label mapping mechanism.


















Figure 2-2. Signaling Mechanisms
2.2.12 Label Distribution Protocol (LDP) [5][8]
The LDP is a new protocol for the distribution of label binding information to LSRs
in an MPLS network. It is used to map FECs to labels, which, in tum, create LSPs. LOP
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sessIons are established between LDP peers in the MPLS network (not necessarily
adjacent). The peers exchange the following types ofLDP messages[5][8]:
• discovery messages-announce and maintain the presence of an LSR lD a
network
• session messages-establish, maintain, and terminate seSSions between LDP
peers
• advertisement messages--<:reate, change, and delete label mappings for FEes
• notification messages-provide advisory information and signal error
infonnation
2.2.13 Traffic Engineering [5][8]
Traffic engineering is a process that enhances overall network utilization by
attempting to create a uniform or differentiated distribution of traffic throughout tbe
network. An important result of tbis process is the avoidance of congestion on any ODe
path. It is important to note that traffic engineering does not necessarily select the shortest
path between two devices. It is possible that, for two packet data flows, the packets may
traverse completely different paths even tbough their originating node and the final
destination node are the same. This way, the less-exposed or less-used network segments
can be used and differentiated services can be provided.
In MPLS, traffic engineering is inherently provided using explicitly routed paths.
The LSPs are created independently, specifying different paths that are based on user-
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defmed policies. However, this may require extensive operator intervention. RSVP and
CR-LDP are two possible approaches to supply dynamic traffic engineering and QoS in
MPLS.
2.3 MPLS Operation [5][8]
The following steps must be taken for a data packet to travel through an MPLS
domain.
• label creation and distribution
• table creation at each router
• label-switched path creation
• label insertion/table lookup
• packet forwarding
The source sends its data to the destination. In an MPLS domain, not all of the source
traffic is necessarily transported through the same path. Depending on the traffic
characteristics, different LSPs could be created for packets with different CoS
requirements.
2.3.1 MPLS Actions [5][8]
1. Label Creation and Distribution: The routers make decision to bind a label
to a specific FEC before the flow of any traffic begins and they build their
tables. Downstream routers in LDP initiate the distribution of labels and
labellFEC binding. The traffic-related characteristics and MPLS capabilities














Figure 2-3 LSP Creation and Packet Forwarding through a MPLS Domain
2. Table creation: When an LSR receives label bindings, it creates label
information base (LIB). The contents of this table specify the mapping
between a label and an FEe.
3. Label switched path creation: The mid thick lines in figure 4-2 show the
creation of LSPs. The LSPs are created in a direction reverse to the creation of
entries in the LIBs.
4. Label insertion/table lookup: The first router (LERI in figure 4-2) uses the
LIB table to find the next hop and request a label for a specific FEe.
Subsequent routers just use the label to find the next hop. Once the packet
reaches the egress LSR (LER4), the label is removed and the packet is
supplied to the destination.
5. Packet Forwarding: The path of a packet is examined with reference to
figure2. The path is from the ingress LSR, LERl, to the egress LSR, LER4.
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1. LERI may not have any labels for this packet, as it is the first
occurrence of this request. In an IP network, it will find the longest
address match to fmd the next hop. Let LSR I be the next hop.
2. LERI will initiate a label request to LSRI.
3. The request will be propagated through the network as indicated by
the least thick lines.
4. Each intermediary router receives a label from its downstream
router starting from LER2 and going upstream until LER 1. The mid
thick lines using any signaling protocol like, for example, LDP
indicate the LSP setup.
5. LERI inserts the label and forwards the packet to LSR I.
6. Each subsequent LSR examines the label in the received packet
and replaces it with the outgoing label and forwards it.
7. When the packet reaches LER4, it removes the label as the packet
is departing from an MPLS domain and delivers it to the destination.
8. The thickest lines indicate the actual data path.
2.3.2 Tunneling in MPLS [5][8]
A unique feature of MPLS is that it can control the entire path of a packet without
explicitly specifying the intennediate routers. It does this by creating tunnels through the

























Computer LSP3 consists cI LSR4,LSR5 and LSR6
Figure 2-4. Tunneling in MPLS
Consider the figure above. LERs (LERl, LER2, LER3 and LER4) use BOP and
create an LSP between them, which is LSPl as shown in figurel· 4. These LERs use
LDP to receive and store labels from the egress LER (LER4) all the way to the ingress
router (LERl).
Nevertheless, for LERI to send its data to LER2, it must go through 3 LERs.
Therefore, a separate LSP (LSP2 in figure 4-3) is created between LERI and LER2 and
this spans LSRI, LSR2 and LSRJ. This represents a tunnel between the two LSRs. The
labels used in this path are different from the labels that the LERs created for LSP I. This
is also true for LERJ and LER4 and for LSRs in between them. LSP3 is created for this
particular segment. Label stack is used when transporting the packet through two network
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segments. As a packet travels through LSP1, LSP2 and LSP3 it carries two complete
labels at a time.
As the packet exists the fIrst network and is received by LER3, it removes the
label for LSP2 and replaces it with LSP3 label, also swapping LSP 1 label within the
packet with the next hop label. LER4 removes both labels before it sends the packet to
the destination.
2.4 MPLS Applications [5][8]
MPLS addresses today's network backbone requirements effectively by providing
a standards-based solution that accomplishes the following[3][5][8]:
1. Improves packet-forwarding performance in the network
• MPLS enhances and simplifIes packet forwarding through routers using Layer-2
switching paradigms.
• MPLS is simple, which allows for easy implementation.
• MPLS increases network performance because it enables routing by switching at
wireline speeds.
2. Supports QoS and CoS for service differentiation
• MPLS uses traffic-engineered path setup and helps achieve service-level
guarantees.
• MPLS incorporates provisions for constraint-based and explicit path setup.
3. Supports network scalability
4. Integrates IF and ATM in the network
19
• MPLS provides a bridge between access LP and core ATM.
• MPLS can reuse existing router/A11M switch hardware, effectively joining the
two disparate networks.
5. MPLS interoperable networks
• It achieves synergy between IP and ATM networks.
• It facilitates IP-<>ver-synchronous optical network (SONET) integration in optical
switching.





The RSVP protocol is used by a host to request specific qualities of service from
the network for particular application data streams or flows[3]. RSVP is also used by
routers to deliver quality-of-service (QoS) requests to aU nodes along the path(s) of the
flows and to establish and maintain state to provide the requested service. RSVP requests
will generally result in resources being reserved in each node along the data path.
RSVP requests resources for simplex flows, i.e., it requests resources in only one
direction. Therefore, RSVP treats a sender as logically distinct from a receiver, although
the same application process may act as both a sender and a receiver at the same time.
RSVP operates on top of IPv4 or IPv6, occupying the place of a transport protocol in the
protocol stack. However, RSVP does not transport application data but is rather an
Internet control protocol, like ICMP, IGMP, or routing protocols[3].
RSVP is not itself a routing protocol; RSVP is designed to operate with current
and future unicast and multicast routing protocols. An RSVP process consults the local
routing database(s) to obtain routes. In the multicast case, for example, a host sends
IGMP messages to join a multicast group and then sends RSVP messages to reserve
resources along the delivery path(s) of that group. Routing protocols detennine where
packets get forwarded; RSVP is only concerned with the QoS of those packets that are
forwarded in accordance with routing[3].
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In order to efficiently accommodate large groups, dynamic, group memberrshi;p,
and heterogeneous receiver requirements, RSVP makes receivers responsible for
requesting a specific QoS. A QoS request from a receiver host application is passed to
the local RSVP process. The RSVP protocol then carries the request to all the nodes
(routers and hosts) along the reverse data patb(s) to the data source(s), but only as far as
the router where the receiver's data path joins the multicast distribution tree. As a result,
RSVP's reservation overhead is in general logarithmic rather than linear in the nwnber of
receivers.
3.2 Extensions to RSVP for LSP Tunnels
Extensions to RSVP has been proposed for establishing label switched paths
(LSPs) in Multi-protocol Label Switching (MPLS) networks.
Extended RSVP protocol supports [6]
• Implementation of explicitly routed LSP
• Smooth rerouting of LSPs
• Preemption
• Loop detection
Labels are associated with RSVP flows for Hosts and routers that support both RSVP
and Multi-Protocol Label Switching. Once a label switched path (LSP) is established, the
traffic through the path is defined by the label applied at the ingress node of the LSP.
Extended RSVP signaling protocol uses downstream-an-demand label distribution.
An ingress node requests to bind labels to a specific LSP tunnel in the RSVP Path
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message. LABEL_REQUEST object in the RSVP Path message is used for this purpose.
Labels are allocated downstream and distributed (propagated upstream) by means of the
RSVP Resv message. The LABEL object in the RSVP Resv message is used for this
purpose[6].
Extended RSVP signaling protocol model also supports explicit routing capability.
EXPLICIT_ROUTE object in the RSVP Path messages is used to accomplish this. The
EXPLICIT_ROUTE object encapsulates a set of hops which constitutes the explicitly
routed path. The EXPLICIT_ROUTE object defines the paths taken by label-switched
RSVP-MPLS flows, there by making it independent of conventional IF routing.
3.3 LSP Tunnels
Once a label is assigned to a set of packets, the label defines the "flow" through
the LSP. Such an LSP is called a ItLSP tunnel" because the traffic through it is opaque
to intennediate nodes along the label switched path.
LSP tunnels allows network perfonnance optimization. LSP tunnels can be automatically
or manually routed away from network failures, congestion, and bottlenecks.
LSP_TUNNEL_IPv4 and LSP_TUNNEL_IPv6 have been defined to support the LSP
tunnel feature.
3.3.1 Traffic Engineered Tunnels
Sets of LSP tunnels are called traffic-engineered tunnels (TE tunnels). This can be
useful during reroute operations or to spread a traffic trunk over multiple paths[6].
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Tunnel ill which is part of the SESSION object, SENDER_TEMPLATE and
FILTER_SPEC objects have been defmed to support traffic engineered tunnel features.
3.4 LSP Tunnel Related Message Formats




RECORD ROUTE Path, Resv
SESSION ATTRlBUTE Path
Table 3-1: LSP Tunnel related message formats
3.4.1 Path Message - E-RSVP












Table 3-2: Fonnat of the PATH message E-RSVP
The sender descriptor has objects like Sender _Template, Sender - Tspec, Adspec
(optional) and Record Route (optional). All these objects give infonnation about the
sender.
3.4.2 Resv Message - E-RSVP











Table 3-3 : Fonnat for RESV message -E-RSVP
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The flow descriptor list has objects like Flowspec, Filter spec ,Label and Record
Route (optional).
3.5 Operation Of Lsp Tunnels
Features supported by extended RSVP related to the operation of LSP tunnels include:
• the ability to establish LSP tunnels with or without QoS requirements
• the ability to dynamically reroute an established LSP tunnel
• the ability to observe the actual route traversed by an established LSP tunnel
• the ability to identify and diagnose LSP tunnels
• the ability to preempt an established LSP tunnel




Figure 3-1: Path Message and Resv Message across a MPLS network
To create an LSP tunnel, the first MPLS node on the path that is, the sender node
(Router A) with respect to the path creates an RSVP Path message with a session type of
LSP_TUNNEL_IPv4 or LSP_TUNNEL_IPv6 and inserts a LABEL_REQUEST object
into the Path message. The LABEL_REQUEST object indicates that a label binding for
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this path is requested . If a node is incapable of providing a label binding, it sends a
PathErr message.
The sender node (Router A) adds an EXPLICIT_ROUTE object to tbe RSVP Path
message. The EXPLICIT_ROUTE object specifies tbe route as a sequence of abstract
nodes. If the sender node discovers a better route after a session bas been successful1y
established , the sender can dynamically reroute the session by simply changing the
EXPLICIT_ROUTE object.
The RECORD_ROUTE object in the Path message, gIves the sender node
information about the actual route that the LSP tunnel traverses. The sender node can also
use this object to request notification from the network concerning cbanges to the routing
path.
The SESSION_AITRIBUTE object can be added to Path messages to aid in
session identification and diagnostics .Control infonnation, such as setup and hold
priorities, resource affinities and local-protection, are also included in tbis object.
The destination node of a label-switched path responds to a LABEL_REQUEST
by including a LABEL object in its response RSVP Resv message. The LABEL object is
inserted in the filter spec list immediately following the filter spec to which it pertains.
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The Resv message (from Router D to Router A) is sent back upstream towards the
sender in reverse order. When the Resv message propagates upstream to the sender node,
a label-switched path is successfully established.
3.5.1 Rerouting Traffic Engineered Tunnels
One of the requirements for Traffic Engineering is the capability to reroute an
established TE tunnel .Smooth rerouting requires establishing a new LSP tunnel and
transferring traffic from the old LSP tunnel onto it before tearing down the old LSP
tunnel. This concept is called "make-before-break." In order to support make-before-
break, it is necessary that on links that are common to the old and new LSPs, resources
used by the old LSP tunnel should not be released before traffic is transitioned to the new
LSP tunnel, and reservations should not be counted twice because this might cause
Admission Control to reject the new LSP tunnel[6].
To achieve a reroute, the ingress node picks a new LSP ID and forms a new
SENDER TEMPLATE. The ingress node then creates a new EXPLICIT ROUTE
Object (ERO) to define the new path. Thereafter the node sends a new Path Message
using the original SESSION object and the new SENDER_TEMPLATE and ERa. It
continues to use the old LSP and refresh the old Path message. On links that are not held
in common, the new Path message is treated as a new LSP tunnel setup. On links held in
common, the shared SESSION object and Shared Explicit Style (SE) style allow the LSP
to be established sharing resources with the old LSP. Once the ingress node receives a
Resv message for the new LSP, it can change traffic to it and tear down the old LSP[6].
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3.6 LSP Tunnel Related Objects
3.6.1 Label Object
Labels may be carried in Resv messages. A label is associated with each sender
for the Fixed filter (FF) and Shared Explicit (SE) styles. The label for a sender MUST
immediately follow the Fll..,TER_SPEC in the Resv message.
The LABEL object has the following format[6] :
LABEL class = 16, C_Type = 1
o 32
Top Label
Table 3-3 : Format of a label object
The contents of a LABEL is a single label, encoded in 4 octets. Each generic
MPLS label is an unsigned integer in the range 0 through 1048575
3.6.2 LABEL REQUEST OBJECT
The Label Request Class is 19.There are three possible C_Types[6] .
Type 1 is a Label Request without label range.
Type 2 is a label request with an ATM label range.
Type 3 is a label request with a Frame Relay label range.
The LABEL_REQUEST object formats are shown below.
3.6.2.1 Label Request without Label Range [6]
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Table 3-4 : Fonnat of label request without label range
Reserved: This field is reserved. On transmission it MUST be set to zero and MUST be
ignored on receipt.
L3PID: An identifier of the layer 3 protocol using this path.
3.6.2.2 Label Request with ATM Label Range [6]
Class = 19, C_Type = 2
o 16 32
Reserved L3PID
M I Res I Minimum Minimum VCI
VPI
Res I Maximum VPI Minimum VPI
Table 3-5 : Format of label request with ATM label range
Reserved (Res): This field is reserved. It MUST be set to zero on transmission and
MUST be ignored on receipt.
L3PID: An identifier of the layer 3 protocol using this path.
M : Setting this bit to one indicates that the node is capable of merging in the data plane.
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Minimum VPI (12 bits) : This 12 bit field specifies the lower bound of a block of Virtual
Path Identifiers
Minimum VCI (16 bits): This 16 bit field specifies the lower bound of a block ofVirtual
Connection Identifiers
Maximum VPI (12 bits) : This 12 bit field specifies the upper bound of a block of Virtual
Path Identifiers
Maximum VCI (16 bits): This 16 bit field specifies the upper bound of a block of
Virtual Connection Identifiers
3.6.2.3 Label Request with Frame Relay Label Range [6]
Class = 19, C_Type = 3
o 16 32
Reserved L3PID
Reserved I DLI Minimum DLCI
Reserved Maximum DLCI
Table 3-6: Fonnat of label request with frame relay label range.
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Reserved: This field is reserved. It MUST be set to zero on transmission and ignored
on receipt.
L3PID: An identifier of the layer 3 protocol using this path.
DLl : OLCI Length Indicator. The number of bits in the OLCI.




Minimum DLCI: This 23-bit field specifies the lower bound of a block of Data Link
Connection Identifiers (OLCIs)
Maximum OLCI: This 23-bit field specifies the upper bound of a block of Data Link
COIUlection Identifiers (OLCls)
3.7 Explicit Route Object [6]
Explicit routes are specified by the EXPLICIT_ROUTE object (ERO). The
Explicit Route Class is 20. The EXPLICIT_ROUTE object has the following fonnat:





Table 3-7 : Fonnat of Explicit route object
Subobjects: Subobjects are a series of variable-length data items.
The explicit route is encoded as a senes of subobjects contained in an
EXPLICIT_ROUTE object. Each subobject identifies a group of nodes in the explicit
route. An explicit route is thus a specification of groups of nodes to be traversed.
3.8 Record Route Object [6]
Routes can be recorded via the RECORD ROUTE object (RRO).
The Record Route Class is 21.
The RECORD_ROUTE object has the following fonnat:




Table 3-8: Fonnat of Record route ogject
Subobjects : The contents of a RECORD_ROUTE object are a senes of variable-
length data items called subobjects.
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3.9 Session Object
3.9.1 LSP_TUNNEL_IPv4 Session Object [6]
Class = SESSION, LSP_TUNNEL_IPv4 C-Type = 7
o 16
IPV4 tunnel endpoint address
Must be Zero I Tunnel fD
Extented Tunnel ID
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Table 3-9: Format ofLSP_Tunnel_fPv4 Session Object
IPv4 turmel end point address: IPv4 address of the egress node for the tunnel.
Tunnel ID: A 16-bit identifier used in the SESSION that remains constant over the life
of the tunnel.
Extended Tunnel ID: A 32-bit identifier used in the SESSION that remains constant
over the life of the tunnel
3.9.2 LSP_TUNNEL_IPv6 Session Object [6]
Class = SESSION, LSP_TUNNEL_fPv6 C_Type = 8
Same as LSP_TUNNEL_IPV4 except for 16 byte identifier
3.10 Sender Template Object
3.10.1 LSP_TUNNEL_IPv4 Sender Template Object [6]
Class =SENDER_TEMPLATE, LSP_TUNNEL_IPv4 C-Type = 7
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o 16
IPV4 tunnel sender address
32
Must be Zero I LSP ill
Table 3-10 : Fonnat of LSP_Tunnel_IPv4 sender template object
lPv4 tunnel sender address: IPv4 address for a sender node
LSP ill: A 16-bit identifier used in the SENDER TEMPLATE and the
Fll..TER_SPEC that can be changed to allow a sender to share resources with itself.
3.10.2 LSP_TUNNEL_IPv6 Sender Template Object
Class =SENDER_TEMPLATE, LSP_TUNNEL_IPv6 C_Type =8 [6]
Same as for LSP_TUNNEL_Ipv4
3.11 Filter Specification Object
3.11.1 LSP_TUNNEL_IPv4 Filter Specification Object
Class = Fll..TER SPECIFICATION, LSP_TUNNEL_IPv4 C-Type = 7 [6]
The fonnat of the LSP_TUNNEL_IPv4 FILTER_SPEC object is identical to the
LSP_TUNNEL_IPv4 SENDER_TEMPLATE object.
3.11.2LSP_TUNNEL_IPv6 Filter Specification Object[6]
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Class = FILTER SPECIFICAnON, LSP_TUNNEL_IPv6 C_Type = 8
The fOImat of the LSP_TUNNEL_IPv6 FILTER_SPEC object is identical to the
LSP_TUNNEL_IPv6 SENDER_TEMPLATE object.
3.12 HELLO EXTENSION
Hello Extension provides node to node failure detection. It enables RSVP nodes
to detect when a neighboring node is not reachable [6].
The Hello extension is composed of a Hello message, a HELLO REQUEST
object and a HELLO ACK object. Hello processing between two neighbors supports
independent selection of, typically configured, failure detection intervals. Each neighbor
can separately issue HELLO REQUEST objects. Each request is answered by an
acknowledgment. Hello Messages also contain enough infonnation so that one neighbor
can suppress issuing hello requests and still perfonn neighbor failure detection.
Neighbor failure detection is accomplished by collecting and storing a neighbor's
"instance" value. If a change in value is seen or if the neighbor is not properly reporting





4.1 Constraint-Based LSP Setup using LDP
Constraint-based routing is a mechanism that supports the TrafficEngineering
requirements. Explicit Routing is a subset of the more general constraint-based routing
where the constraint is the explicit route (ER). Like any other LSP a CR-LSP is a patb
through an MPLS network[1][3]. The difference is that while other paths are setup solely
based on infonnation in routing tables or from a management system, the constraint-
based route is calculated at one point at the edge of network based on criteria, including
but not limited to routing infonnation. The intention is tbat this functionality shall give
desired special characteristics to the LSP in order to better support the traffic sent over
the LSP. The reason for setting up CR-LSPs might be that one wants to assign certain
bandwidth or other Service Class characteristics to the LSP, or that one wants to make
sure that alternative routes use physically separate paths through the network[1:1 [3].
4.1.1 Strict and Loose Explicit Routes
An explicit route is represented in a Label Request Message as a list of nodes or
groups of nodes along the constraint-based route. When the CR-LSP is established, all or
a subset of the nodes in a group may be traversed by the LSP. The capability to specify,
in addition to specified nodes, groups of nodes, of which a subset will be traversed by the
CR-LSP, allows the system a significant amount of local flexibility in fulfilling a request
for a constraint-based route. This allows the generator of the constraint-based route to
have some degree of imperfect infonnation about the details of the path[7].
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The constraint-based route is encoded as a senes of ER-Hops contained in a
constraint-based route TLV. Each ER-Hop may identify a group of nodes In the
constraint-based route. A constraint-based route is then a path including all of the
identified groups of nodes in the order in which they appear in the TLV.
4.1.2 Traffic Characteristics
The traffic characteristics of a path are described in the Traffic Parameters TLV in
tenns of a peak rate, committed rate, and service granularity. The peak and committed
rates describe the bandwidth constraints of a path wbile the service granularity can be
used to specify a constraint on the delay variation that the CR-LDP MPLS domain may
introduce to a path traffic [7].
4.1.3 Pre-emption
CR-LDP signals the resources required by a path on each hop of the route. If a
route with sufficient resources can not be found, existing paths may be rerouted to
reallocate resources to the new path. This is the process of path pre-emption. Setup and
holding priorities are used to rank existing paths (holding priority) and the new path
(setup priority) to detennine if the new path can pre-empt an existing path. The
allocation of setup and holding priority values to paths is an aspect of network policy (9].
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4.1.4 Route Pinning
Route pinning is applicable to segments of an LSP that are loosely routed - i.e.
those segments which are specified with a next hop with the "L" bit set or where the next
hop is an abstract node. A CR-LSP may be setup using route pinning if it is undesirable
to change the path used by an LSP even when a better next hop becomes available at
some LSR along the loosely routed portion of the LSP [9].
4.2 Label Request Message
An LSR sends the Label Request Message to an LDP peer to request a binding
(mapping) for a FEC with the following modifications[9]:
- The Label Request Message MUST include a single FEC-TLV element.
The CR-LSP FEC TLV element SHOULD be used. However, the other FEC-
TLVs defined in [1 ] MAY be used instead for certain applications.
- The Optional Parameters TLV includes the definition of any of
the Constraint-based TLVs .
- The Procedures to handle the Label Request Message are augmented
by the procedures for processing of the CR-TLVs
The encoding for the CR-LDP Label Request Message is as follows:
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o 32





Traffic TLV (CR-LDP, optional)
Pinning TLV(CR-LDP, optional)
Resource Class TLV (CR-LDP, optional)
Pre-emption TLV (CR-LDP, optional)
Table 4-1: Encoding for CR-LDP Label Request Message
4.3 Label Mapping Message
A Mapping message is transmitted by a downstream LSR to an upstream
LSR under one of the following conditions [7]:
1. The LSR is the egress end of the CR-LSP and an upstream mapping has been
requested.
2. 2. The LSR received a mapping from its downstream next hop LSR for an CR-
LSP for which an upstream request is still pending.
The encoding for the CR-LDP Label Mapping Message is as follows:
40
o 32




Label Request Message ill TLV
LSPID TLV (CR-LOP,Optional)
Traffic TLY (CR-LOP.Optional)
Table 4-2: Encoding for CR-LOP Label Mapping Message
4.4 Notification Message
An LSR sends a Notification message to inform an LOP peer of a significant
event. A notification message signals a fatal error or provides advisory information such
as the outcome of processing an LOP message or the state of the LDP session[7].
Establishment of an CR-LSP may fail for a variety of reasons. All such failures are
considered advisory conditions and they are signaled by the Notification Message.
Notification Messages carry Status TLVs to specify events being signaled.The
Notification Message MAY carry the LSPID TLV of the corresponding CR-LSP.
Notification Messages MUST be forwarded toward the LSR originating the Label
Request at each hop.
The encoding of the notification message is as follows[7]:
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Table 4-3: Encoding for CR-LDP Notification Message
4.5 Release, Withdraw, and Abort Messages (7]
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These messages may also carry the LSPID TLV. LSPID is a unique tunnel
identifier within an MPLS network.An upstream LSR may send a Label Abort Request
message to abort an outstanding label request message for FEC sent to downstream LSR.
An LSR sends a Label Release message to an LDP peer to signal the peer that the LSR no
longer needs specific FEC-Iabel mappings previously requested of and/or advertised by
the peer. An LSR sends a Label Withdraw message to an LDP peer to signal the peer that
the peer may not continue to use specific FEC-Iabel mappings the LSR had previously
advertised. This breaks the mapping between the FECs and the labels.
4.6 Protocol Specification
The Label Request Message in the LDP protocol MUST carry the LSPID TLV
and MAY carry one or more of the optional Constraint-based Routing TLVs (CR-TLVs)
defmed below.
4.6.1 Explicit Route TLV (ER-TLV) [7]
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The ER-TLV is an object that specifies the path to be taken by the LSP being
established. It is composed of one or more Explicit Route
o 32








Table 4-4: Explicit Route TLV
Type: A fourteen-bit field carrying the value of the ER-TLV Type = Ox0800.
Length: Specifies the length of the value field in bytes.
ER-Hop TLVs : One or more ER-Hop TLVs defined in Section 4.2.
4.6.2 Explicit Route Hop TLV (ER-Hop TLV) [7]
The contents of an ER-TLV are a series of variable length ER-Hop TLVs.
A node receiving a label request message including an ER-Hop type that is not supported
MUST not progress the label request message to the downstream LSR and MUST send
back a "No Route" Notification Message.




Table 4-5: Explicit Route Hop TLV
ER-Hop Type: A fourteen-bit field carrying the type of the ER-Hop contents.
Length: Specifies the length of the value field in bytes.
L bit :The L bit in the ER-Hop is a one-bit attribute. If the L bit is set, then the value of
the attribute is "loose". Otherwise, the value of the attribute is "striCt. Loose and strict
nodes are always interpreted relative to their prior abstract nodes. The path between a
strict node and its prior node MUST include only network nodes from the strict node and
its prior abstract node.The path between a loose node and its prior node MAY include
other network nodes, which are not part of the strict node or its prior abstract node.
Contents :A variable length field containing a node or abstract node which is one of the
consecutive nodes that make up the explicitly routed LSP.
4.6.3 Traffic Parameters TLV [7]
A Traffic Parameters TLV, is used to signal the Traffic Parameter values.
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o 32
o I 0 I Type = Ox081O
I
Length =24
Flags I Frequency I Reserved I Weight
Peak Data Rate (PDR)
Peak Burst Size (PBS)
Committed Data Rate (CDR)
Committed Burst Size (CBS)
Excess Burst size (EBS)
Table 4-6: Traffic parameters TLV
Type : A fourteen-bit field carrying the value of the Traffic Parameters TLV Type =
Ox0810.
Length :Specifies the length of the value field in bytes = 24.
Flags: The Flags field is shown below:
Res F6
Table 4-7: Flag Fields ofTraffic parameters TLV




F1 - Corresponds to the PDR.
F2 - Corresponds to the PBS.
F3 - Corresponds to the CDR.
F4 - Corresponds to the CBS.
F5 - Corresponds to the EBS.
F6 - Corresponds to the Weight.
Each flag Fi is a Negotiable Flag corresponding to a Traffic Parameter. The
Negotiable Flag value zero denotes NotNegotiable and value one denotes Negotiable.






Reserved - Zero on transmission. Ignored on receipt.
Weight: An 8 bit unsigned integer indicating the weight of the CR-LSP. Valid weight
values are from I to 255. The value 0 means that weight is not applicable for the CR-
LSP.
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Traffic Parameters: Each Traffic Parameter is encoded as a 32-bit IEEE single- precision
floating-point number.
4.6.3.1 Frequency [7]
The Frequency specifies at what granularity the CDR allocated to the CR-LSP is
made available. The value Very Frequent means that the available rate should average at
least the CDR when measured over any time interval equal to or longer than the shortest
packet time at the CDR. The value Frequent means that the available rate should average
at least the CDR when measured over any time interval equal to or longer than a small
number of shortest packet times at the CDR. The value Unspecified means that the CDR
MAY be provided at any granularity.
4.6.3.2 Peak Rate [7]
The Peak Rate defines the maximum rate at which traffic SHOULD be sent to the
CR-LSP. The Peak Rate is useful for the purpose of resource allocation. If resource
allocation within the MPLS domain depends on the Peak Rate value then it should be
enforced at the ingress to the MPLS domain. The Peak Rate is defined in terms of the two
Traffic Parameters PDR and PBS.
4.6.3.3 Committed Rate [7]
The Committed Rate defines the rate that the MPLS domain commits to be
available to the CR-LSP. The Committed Rate is defined in terms of the two Traffic
Parameters CDR and CBS.
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4.6.3.4 Excess Burst Size [7]
The Excess Burst Size may be used at the edge of an MPLS domain for the
purpose of traffic conditioning. The EBS MAYbe used to measure the extent by which
the traffic sent on a CR-LSP exceeds the committed rate. The possible traffic
conditioning actions, such as passing, marking or dropping, are specific to the MPLS
domain.
4.6.3.5 Peak Rate Token Bucket [7]
The Peak Rate of a CR-LSP is specified in tenns of a token bucket P with token
rate PDR and maximum token bucket size PBS.
The token bucket P is initially (at time 0) full, i.e., the token count Tp(O) = PBS.
Thereafter, the token count Tp, if less than PBS, is incremented by one PDR times per
second. When a packet of size B bytes arrives at time t, the following happens:
- IfTp(t)-B >= 0, the packet is not in excess of the peak rate
and Tp is decremented by B down to the minimum value of 0, else
- the packet is in excess of the peak rate and Tp is not
decremented.
4.6.3.6 Committed Data Rate Token Bucket [7]
The committed rate of a CR-LSP is specified in tenns of a token bucket C with
rate CDR. The extent by which the offered rate exceeds the committed rate MAYbe
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measured in tenns of another token bucket E, which also operates at rate CDR. The
maximum size of the token bucket C is CBS and the maximum size of the token bucket E
is EBS.
Thereafter, the token counts Tc and Te are updated CDR times per second as follows:
- IfTc is less than CBS, Tc is incremented by one, else
- if Te is less then EBS, Te is incremented by one, else
neither Tc nor Te is incremented.
4.6.3.7 Weight (7]
The weight detennines the CR-LSP's relative share of the possible excess
bandwidth above its committed rate. The definition of "relative share" is MPLS domain
specific.
4.6.4 Procedures
4.6.4.1 Label Request Message [7]
If an LSR receives an incorrectly encoded Traffic Parameters TLV in which the
value of PDR is less than the value of CDR then it MUST send a Notification Message
including the Status code IITraffic Parameters Unavailable" to the upstream LSR from
which it received the erroneous message.
If a Traffic Parameter is indicated as Negotiable in the Label Request Message by
the corresponding Negotiable Flag then an LSR MAY replace the Traffic Parameter
value with a smaller value.
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If the Weight is indicated as Negotiable in the Label Request Message by the
corresponding Negotiable Flag then an LSR may replace the Weight value with a lower
value (down to 0). If, after possible Traffic Parameter negotiation, an LSR can support
the CR-LSP Traffic Parameters then the LSR MUST reserve the corresponding resources
for the CR-LSP. If, after possible Traffic Parameter negotiation, an LSR cannot support
the CR-LSP Traffic Parameters then the LSR MUST send a Notification Message that
contains the tlResource Unavailable" status code.
4.6.4.2 Label Mapping Message [7]
If an LSR receives an incorrectly encoded Traffic Parameters TLV in which the
value of PDR is less than the value of CDR then it MUST send a Label Release message
containing the Status code "Traffic Parameters Unavailableo to the LSR from which it
received the erroneous message. In addition, the LSP should send a Notification Message
upstream with the status code "Label Request Aborted".
If the negotiation flag was set in the label request message, the egress LSR MUST
include the (possibly negotiated) Traffic Parameters and Weight in the Label Mapping
message.
The Traffic Parameters and the Weight in a Label Mapping message MUST be
forwarded unchanged. An LSR SHOULD adjust the resources that it reserved for a CR-
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LSP when it receives a Label Mapping Message if the Traffic Parameters differ from
those in the corresponding Label Request Message.
4.6.4.3 Notification Message [7]
If an LSR receives a Notification Message for a CR~LSP, it SHOULD release any
resources that it possibly had reserved for the CR-LSP. In addition, on receiving a
Notification Message from a Downstream LSR that is associated with a Label Request
from an upstream LSR, the local LSR MUST propagate the Notification message.
4.7 Preemption TLV (7]
The defualt value of the setup and holding priorities should be in the middle of the
range so that this feature can be turned on gradually in an operational network by
increasing or decreasing the priority starting at the middle of the range.
Since the Preemption TLV is an optional TLV, LSPs that are setup without an
explicitly signaled preemption TLV SHOULD be treated as LSPs with the default setup
and holding priorities (e.g., 4). When an established LSP is preempted, the LSR that
initiates the preemption sends a Withdraw Message upstream and a Release Message
downstream.
When an LSP in the process of being established (outstanding Label Request
without getting a Label Mapping back) is preempted, the LSR that initiates the
preemption, sends a Notification Message upstream and an Abort Message downstream.
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----- --------
4.8 LSPID TLV [7]
LSPID is a unique identifier of a CR-LSP within an MPLS network. The LSPID
is composed of the ingress LSR Router ill (or any of its own Ipv4 addresses) and a
Locally unique CR-LSP ill to that LSR.
The LSPID is useful in network management, in CR-LSP repair, and in using an
already established CR-LSP as a hop in an ER-TLV. An "action indicator flag" is carried
in the LSPID TLV. This "action indicator flag" indicates explicitly the action that should
be taken if the LSP already exists on the LSR receiving the message.
After a CR-LSP is set up, its bandwidth reservation may need to be changed by
the network operator, due to the new requirements for the traffic carried on that CR-LSP.
The tlaction indicator flag" is used indicate the need to modify the bandwidth and
possibly other parameters of an established CR-LSP without service interruption. This
feature has application in dynamic network resources management where traffic of
different priorities and service classes is involved.
4.9 Resource Class TLV [7]









Table 4-8: Resource Class TLV
Type: A fourteen-bit field carrying the value of the ResCls-TLV Type =Ox0822.
Length: Specifies the length of the value field in bytes = 4.
RsCls : The Resource Class bit mask indicating which of the 32 "administrative groupso
or "colors" of links the CR-LSP can traverse.
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CHAPTER V
INTERARRIVAL PACKET JITTER IN MPLS NETWORKS
The success of MPLS networks will be dependent upon its ability to provide the
required QoS to the classes of traffic supported by the network. An important class of
traffic to be supported by the MPLS networks are those for which a timing relation
should be maintained between the source and the destination.
Constant Bit rate (CBR) traffic sources, e.g. CBR audio and video sources will be
supported by MPLS networks and it is expected to be a major portion of the traffic in the
networks. An important performance measure for CBR traffic, is the jitter which is
defined as the alteration of the periodic nature of the cell arrival process at multiplexing
(queuing) stages of the network.
In this thesis, we consider homogeneous CBR traffic/ MPLS / Time Division
Multiple Access (TDMA). It is assumed that the all individual traffic streams are
periodic and the analysis is provided for the jitter incurred to individual periodic streams
going through an LSR in the MPLS network. We only consider the top priority traffic
in our analysis. The CBR traffic will only compete with other CBR traffic in the network.
If multiple packets arrive from different streams in the same time slot , they enter the
buffer randomly. For mathematical tractability we always assume that the buffer is fully
utilized, i.e., the queue utilization is 100 percent.
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5.1 SYSTEM MODEL
We assume in the MPLS environment, time is slotted and takes non-negative
integer value t = {O,I,2 ..... }. The time interval [t-I,t) is referred to as time slot t. We
assume that the sources produce fixed length MPLS packets independently of each other.
In the case of VBR packets as in voice the packets are fonnatted into CBR platfonn, i.e.,
the packets are either truncated or padded to fit in to the eBR format.




Figure: 5-1 The Queuing Model
The packets are stored in a loss-free buffer. It is assumed that the departure from
the cell buffer takes place at the beginning of slots, and the arrivals during a slot. We
define
qt = queue length ( in number of packets) at the end of the In slot
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At = number of arrivals from all sources in the th slot
So that we have the following evolution equation[9]
qt+1 = max(ql - 1,0) + At (1)
The tagged stream refers to the traffic stream of interest and it is assumed to be
periodic when entering the first node in the network. The background traffic refers to the
traffic, which competes for MPLS time slots in anode.
In what foHows, we describe the arrival process of individual streams. The
individual traffic source of interest CBR ( tagged stream) is assumed to be periodic with
period T and cells arrive in slots[9]
tn = (n-I)T + 1, n ~ I , so that the nth tagged cell arrives in slot tn (2)
Other periodical streams i.e., background traffic in this case is also considered to
be periodic. A stream i is fully is described by the doublet {I" 1'; }where I, denotes the
offset random variable denoting the slot number of the first cell arriving from source I,
and Ti denotes the source period[9]. It is assumed that I, is an integer-valued random
variable uniformly distributed in [1, r: ].The offset random variable of all sources are
assumed to be rnutally independent[9].
The packet transmission is assumed to be First Come First Serve (FCFS) and one
packet per slot is transmitted as long as the buffer is not empty. The packet arriving in the
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(3)
same time slot enter the buffer randomly[9]. Let Q(t,J denote the number of packets seen
in the buffer by the nIh tagged packet arriving at time in [9] We note that in the event of
multiple arrivals at time tn, Q(t,J includes those cells entering the buffer ahead of the
tagged cell[9].
We define the random variable I n as the inter-departures of nih and (n +It cells. We have
[9]
I n = Q(tn +1) - Q(tn) + T




The analysis of jitter perfonnance of differentiated services in MPLS networks
relies on the case study of assignment methods of the tagged packet of interest in
comparison to the background traffic packets. In order to derive the effects of interarrival
packet jitter in MPLS networks applying differentiated services, the derivations of the
jitter probability (i.e., P {In = j hbecomes the essential building block. In this section, we
derive the jitter probability of one tagged steam among multiplexed with homogenous
CBR data streams, and provide explanations to it characteristics.
Proposition 1: Assuming the initial queue length is zero (qo = 0), t ~ T, and q, is periodic
with period T and for n > I, the probability of J. = j is given as
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(5)
The nth interval Different possibilities of the (n+ I)th interval of T slots with
of Tslots. jitter position j indicated.
b,~2) = N b/~~~ = b,~:~ = b(2) - b~:~ = bel) - 0n+1 - ... -
backgro N -j N-j -1 N-j - 2 N-j -3 backgro
und backgro backgro backgro backgro und
und und und
An+I-l=
A••• -I"}+2 • • • N
A...-I-j+l
J. =T+ j J. = T+ j J. =T+ j J. =T+ ) J. =T+J
A... -l-j
J Tagged
Figure:5-2 Time slot assignment diagram of the tagged frame in the nth and (n+I)th time slot group.
5.3 PROOF & EXPLANATIONS
The probability of jitter based on the homogeneous CBR traffic case can be
derived from the conditional probability rule of
PYn = j} = f p{7" = j I A,,.I - I =k}. P{A"., - I =k} .
I=[jl
(6)
The P{A n..1 - 1= k} tenn is based on the consideration that the probability of each
time slot assignment becomes different based on the number of frames that arrive within
a given time slot group. We subtract 1 from the total number of frames that arrive in time
slot group (n+ 1) (i .e., A".. I ) due to the fact that the tagged frame is a fixed arrival into
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jitter position ]n = j . The binomial distribution Bk (N,p) can be used to provide this
probability computation, where the total number of cells that can arrive is upper limited
by N+1, for the case of full utilization. The density Bk(N,p) provides the probability of
An -1 = k frames arriving among the N+ I frames time slots available, given that the
tagged frame is considered a fixed arrival into jitter position ]" = j. Thus we obtain,
{ } (N) k N-kP An+i -1 = k = K P (I -p) . (7)
The probability of having a jitter amount of j depends on the relative time slot
assignment of the tagged stream within the nth slots group compared to the new to time
slot position taken in the (n+ 1)th slot group. The position difference can be written as
J =(T - b(l» +b(I)
n IJ n+1
= I +b(2) + b(l)
n n+1 , (8)
where the centralized jitter sequence can be written as I n = (b~~, - b~I» which can be
either positive or negative. Here we apply the triangle distribution, which is given by
{
I 1)1





The triangle distribution is a symmetric distribution which represents the
probability that the time slot position of two sequential arriving frames from a CBR
source will be offset by a jitter amount of +j or -j. As can be observed from the triangular
density (in Fig.5-3), for the probability of arriving in the same slot of the next slot group
has the highest probability, and that the probability of position assignment becomes
smaller on a linear scale as the time slots are farther away from the center time slot
position. Based on this, we can derive
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PV. =j I A.+\ -1 = k}= fi(j),















-6 -4 -2 0
1(len<S)
1
Figure 5- 3. Discrete triangular density shown for k = 5.
For the example in Fig. 5-2, the tagged frame for the nth slots group will be fixed
to the 1sl time slot position of [(n-l)11 S; t S; [(n-l)T+(l/1)]. For the (n+l)th slot group the
position of the tagged frame is ordered into position j+ 1, which creates a jitter value of
I n =(T+ j), or equivalently, I n = j. The assignment of the tagged frame into the 1st slot
of the nth slot group can be easily generalized based on the fact that the derivations stay
valid for a positive or negative I n = j value (which is noted by the absolute value sign
on the j value), and the jitter value is only dependent to the two sequential time slot
assignments of the subsequent time slot groups.
Based on (6), (7), and (l0), we can conclude that (5) is a valid expression for the
jitter probability under the given assumptions. Thus we obtain the jitter Probability as ,
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= f p{J. = j I A.+1 -1 =k}. P{A.+, -1 =k}
*9.11
(11 )
Thus the probability of jitter can be defmed as the product of the binomial
distribution and triangular distribution summed from k to N, the number of background
traffic streams. It is considered that k equals to the absolute value of jitter j , in order to
indicate the symmetric feature of the triangular distribution.
By estimating the probability of jitter within MPLS networks for homogeneous
CBR data traffic the receiver buffer size can be estimated so that we can reconstruct the




In my thesis I have only done the analysis for the top priority class of traffic with
in MPLS networks for homogenous CBR data traffic. The following graphs are plotted
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Figu re 6-1 : Jitter Variance for various values of T and N.
In fig 6-1, Jitter variance for T = 5,10,15,20,25,32 and N = 1,3,6,9,15 has be
plotted. From the graph two things can be observed.
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• As the number of background streams N increases the jitter variance
Increases.
• As T, the period of time slot increases the jitter variance decreases.
Observation 2:
Jitter Variance for fully utilized system (T=N+1)
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Figure 6-2 Jitter Variance for a fully utilized system.
In figure 6-2, we plot the jitter variance for various values of N the background traffic
stream for a fully utilized system. A fully utilized system is one for which the time period
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Fig 6-3 Jitter Histogram for T=32 and various values of N
In figure 6-3, Jitter histogram for T=32, and values ofN =1,6,11,16,2 I,26,31 are
plotted. The axis representation are as follows on the Z axis the probability of centered
jitter p {:7n = }} is plotted, on x axis different values of} are plotted and on y axis values
ofN are plotted. From the graph the following is observed
• For each value ofN the probability of zero (centered) jitter is maximum
for a utilization and any probability of non-zero jitter is minimum for the
same utilization.
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• It is also been observed that for a fixed value ofT as N increases \, the
system utilization also increases, but the probability ofjitter decreases.
P Yn =.j}
j
N=! N=6 N;I[ N=16 N=21 N=26 N~31
P =0.0625 P =0.21S7 P =0.375 P =0.5312 P =0.6875 P =0.843 p=1
0 9.6ge-01 8.27e-01 7.05e-01 6.02e-01 5.13e-01 4.38e-01 3.74e-01
+1 7.81e-03 4.00e-02 6.26e-02 7.76e-02 8.6ge-02 9.18e-02 9.34e-02
±2 0 1.43e-03 4.48e-03 8.35e-03 1.25e-02 1.65e-02 2.01e-02
+3 0 3.47e-05 2.44e-04 7.07e-04 1.43e-03 2.3ge-03 3.52e-03
±4 0 5.37e-07 1.01e-05 4.74e-05 1.33e-04 2.84e-04 5.09e-04
±5 0 4.81e-09 3.16e-07 2.55e-06 1.01e-05 2.80e-05 6.16e-05
±6 0 1.90e-11 7.4ge-09 1.11 e-07 6.41e-07 2.32e-06 6.33e-06
±7 0 0 1.32e-10 3.91 e-09 3.3ge-08 1.64e-07 5.58e-07
±8 0 0 1.68e-12 1.12e-10 1.51e-09 9.91e-09 4.27e-08
±9 0 0 1.47e-14 2.60e-12 5.71e-11 5.18e-10 2.85e-09
±10 0 0 7.82e-17 4.86e-14 1.83e-12 2.35e-11 1.67e-10
±11 0 0 1.93e-19 7.18e-16 4.95e-14 9.25e-13 8.65e-12
±12 0 0 0 8.23e-18 1.13e-15 3.188-14 3.96e-13
±13 0 0 0 7.04e-20 2.18e-17 9.52e-16 1.61e-14
±14 0 0 0 4.24e-22 3.51e-19 2.48e-17 5.82e-16
±15 0 0 0 1.60e-24 4.64e-21 5.63e-19 1.87e-17.._.
±16 0 0 0 2.86e-27 4.97e-23 1.11e-20 5.34e-19
+17 0 0 0 0 4.21e-25 1.87e-22 1.368-20
+18 0 0 0 0 2.71e-27 2.71e-24 3.05e-22
±19 0 0 0 0 1.24e-29 3.32e-26 6.08e-24
+20 0 0 0 0 3.64e-32 3.40e-28 1.07e-25
±21 0 0 0 0 5.0ge-35 2.86e-30 1.64e-27
+22 0 0 0 0 0 1.92e-32 2.21 e-29
±23 0 0 0 0 0 9.88e-35 2.56e-31
+24 0 0 0 0 0 3.67e-37 2.53e-33
+25 0 0 0 0 0 8.76e-40 2.12e-35
+26 0 0 0 0 0 1.01e-42 1.46e-37
+27 0 0 0 0 0 0 8.12e-40
+28 0 0 0 0 0 0 3.4ge-42
±29 0 0 0 0 0 0 1.0ge-44
±30 0 0 0 0 0 0 2.1ge-47
+31 0 0 a 0 0 0 2.14e-50
Total
probability 1 1 1 1 1 1 1
Table 6-1 The distribution of centered jitter for homogenous CBR traffic
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From table 6-1 it can be observed that the system utilization p =1, i.e. the maximum for
the case of N=31, for T=32. It can also be observed that the system utilization increases
as the number of N increases. The system utilization can be defined as p = N + I [9]. It
T
is observed from the table that, the probability of zero (centered) jitter is minimum when
N=31 and p = 1 and the probability of non zero jitter is maximum at this utilization for
the time period of T=32. It is observed that as N increases the probability of zero jitter
decreases and the probability of non zero jitter increases.
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CHAPTER V
CONCLUSION & FUTURE WORK
Jitter is an important QoS parameter for real time services, such as voice traffic
and video. A sequence of negative jitter (clustering) can result in downstream nodel
congestion and consecutive packet loss; a sequence of positive jitter (dispersion) can
result in consecutive packet ex.periencing ex.cessive delays. Both these events results in
the worsening in the quality of service for real time traffic.
This thesis is a foundational research done for the interarrival packet jitter in
MPLS networks. The jitter probability which is an essential building block within the
MPLS network has been investigated and derived. Here we have taken into account only
constant bit rate packets and we have derived the jitter probability of one tagged stream
multiplexed with homogeneous CBR data streams.
In chapter II , a literature review has been provided for MPLS. In chapter III and
IV the literature review for the signaling protocols namely E-RSVP and CR-LDP used
for the implementation of label switching in the MPLS network has been provided. In
chapter V we discuss the jitter probability with in the MPLS networks and in chapter VI
the observation and results are discussed.
The future work for jitter with in MPLS network include, the variance of jitter
within MPLS networks for CBR traffic ,the probability of jitter and variance of jitter
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within MPLS networks for both eBR and VBR traffic and the End-to-end jitter analysis
in the network for periodic flows. As my thesis is the first of its kind to analyze the jitter
within MPLS networks a lot of challenging work is expected in the near future.
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