[1] The strengths of future carbon dioxide (CO 2 ) sinks are highly uncertain. A sound methodology to characterize current and predictive uncertainties in carbon cycle models is crucial for the design of efficient carbon management strategies. We demonstrate such a methodology, Markov Chain Monte Carlo (MCMC), by performing a Bayesian calibration of a simple global-scale carbon cycle model with historical carbon cycle observations to (1) estimate probability density functions (PDFs) of key carbon cycle parameters, (2) derive statistically sound probabilistic predictions of future CO 2 sinks, and (3) assess the utility of hypothetical observation systems to reduce prediction uncertainties. We find that the PDFs of model parameter estimates are not normally distributed, and the residuals show statistically significant temporal autocorrelation. The assumption of normally distributed PDFs likely causes biased results, and the neglect of autocorrelation in the residual of the annual CO 2 time series causes overconfidence in parameter estimates and predictions. Using interannually varying global temperature observations as forcing provides important information: terrestrial parameter PDFs are shifted and are more sharply constrained when compared to PDFs estimated when forcing the carbon cycle with a simple energy-balance model. Although CO 2 observations provide a strong constraint on the total carbon sink, adding independent observations of terrestrial and oceanic fluxes has the potential to reduce uncertainty in predictions of this total sink more rapidly. Assimilating hypothetical annual observations of terrestrial and oceanic CO 2 fluxes with realistic uncertainties reduces predictive uncertainties about CO 2 sinks in the year 2050 by as much as a factor of 2 compared to assimilating CO 2 concentrations alone. 
Introduction
[2] Approximately half of anthropogenic CO 2 emissions are currently absorbed by the oceans and the terrestrial biosphere. Predictions about the future fate of these carbon sinks are at this time highly uncertain. The question of reducing this uncertainty has considerable policy relevance. One common approach to address this question is to employ atmosphere and ocean general circulation models (AOGCMs) that are fully coupled with prognostic terrestrial carbon models (TCMs). Although these state-of-the-art models contain the best available mechanistic understanding of climate and the carbon cycle, subtle differences in model parameters and structures translate to large ranges in the predicted strengths of the terrestrial and ocean carbon sinks in the 21st century. For example, the Hadley Centre model predicts a strong positive feedback between climate and the carbon cycle with the terrestrial carbon sink switching to a source in about 2050 [Cox et al., 2000] . In contrast, the IPSL model predicts that the terrestrial carbon pool will continue to be an atmospheric carbon sink [Dufresne et al., 2002] . An analysis of feedbacks demonstrates that this discrepancy between the models is largely caused by differences in the representation of the terrestrial carbon cycle; the temperature sensitivity of terrestrial flux of the Hadley model exceeds the sensitivity of the IPSL model [Friedlingstein et al., 2003] . A recent intercomparison of eleven fully coupled models in the Coupled Carbon Cycle Climate Model Intercomparison Project (C 4 MIP) reveals a wide range of carbonclimate feedback strengths with deep uncertainty about the strengths of both the ocean and terrestrial carbon sinks by the year 2100 [Friedlingstein et al., 2006] .
[3] A proper assessment of uncertainty about the carbon sink is necessary for the design of sound, economically efficient carbon management and observation strategies. Although the range of predicted carbon fluxes in the C 4 MIP intercomparison is a rough measure of model structural uncertainty, individual models have not been constrained by the large body of existing observations of CO 2 concentrations and fluxes in a formal statistical sense. Model parameters are often derived from lab-scale studies and may not be applicable to processes at regional to global scales [Oreskes et al., 1994] . Estimates of predictive uncertainty in individual models are generally restricted to sensitivity analyses of few parameters because of the large computation burdens of these complex models.
[4] One promising approach to constrain parameters and to produce statistically sound estimates of uncertainty about the carbon sink is to calibrate carbon cycle models using observations. Most formal calibration techniques require a large number of model evaluations, the number of which grows exponentially as a function of the number of estimated model parameters. Such large-scale studies are computationally infeasible for most fully coupled GCM/carbon cycle models. One groundbreaking study addressing this challenge is that of Kheshgi et al. [1999] , where a Bayesian technique is applied to estimate 26 global-scale parameters. They used observational constraints including globally averaged temperature, cumulative atmospheric CO 2 accumulation and carbon isotope data to yield important insights about the behavior of carbon cycle parameters. However, the study is subject to several methodological caveats. For example, they assume normally distributed PDFs and do not consider the potentially valuable annual time series of CO 2 as an observational constraint. Vukicevic et al. [2001] used global observations of CO 2 concentrations to optimize 16 global terrestrial ecosystem parameters with a variational parameter estimation technique, but did not estimate parametric uncertainty. This pioneering study demonstrated the usefulness of adjoint methods but also showed that these methods can fail in the case of nonconvex (global) optimization problems.
[5] Other studies have taken advantage of the NOAA CMDL flask network of CO 2 measurements to constrain global or biome-specific ecosystem model parameters. Kaminski et al. [2002] used data from individual CO 2 flask stations in order to constrain a small number of parameters in the simple diagnostic Biosphere Model (SDBM) with a Bayesian inversion technique. The fast adjoint version TM2 transport model enabled the mapping of fluxes to flask concentrations in a computationally feasible timeframe. More recently, the Carbon Cycle Data Assimilation System (CCDAS) began as an expansion of this study by using CO 2 concentration data and satellite radiation data to optimize 57 biome-specific or global parameters in the Biosphere Energy Transfer Hydrology Scheme (BETHY) terrestrial ecosystem model, also using the adjoint version of the TM2 transport model [Rayner et al., 2005] . Both of these studies estimate parametric uncertainty.
[6] These studies break important ground in constraining process-based models, but they are silent on the effects of autocorrelation in residual (observed-modeled) time series. The Bayesian studies assume that both the prior and posterior parameter PDFs are normally distributed. Neglecting autocorrelation has been shown to cause biased and overconfident parameter estimates in some problems [Zellner and Tiao, 1964] . The highly nonlinear nature of carbon cycle models is likely to result in non-Gaussian parameter distributions, as evidenced in the cost function of a respiration-temperature sensitivity (Q 10 ) parameter from Kaminski et al. [2002] . Parameter distributions in some of these models also display nonconvexity, or multiple optima in the cost function [Rayner et al., 2005; Vukicevic et al., 2001] . Assuming that parameters are normally distributed often forces the consideration of nonphysical values (e.g., negative diffusivities) because the Gaussian distribution is symmetric and the probability of every point is nonzero. In nonconvex problems, using gradient-based optimization methods can cause misconvergence to local rather than global optima, leading to biased solutions.
[7] The Markov Chain Monte Carlo approach (MCMC) is an alternative method to calibrate carbon cycle models using CO 2 concentration and flux data. A major advantage of MCMC is that it is able to recover joint parameter probability density functions (PDFs) without parametric PDF assumptions (e.g., normally distributed). The effects of autocorrelation can be examined in a straightforward manner using this technique. MCMC is computationally expensive compared to the methods used above and generally requires a number of model evaluations that is several orders of magnitude greater, limiting the complexity of models that can be used with this technique.
[8] Here, we apply MCMC to a global carbon cycle model to calibrate carbon cycle parameters that govern the strength of the terrestrial and ocean carbon sinks. We use a simple but mechanistic and computationally efficient carbon cycle model to calculate PDFs of three carbon cycle parameters by assimilating historical observations. This zero-dimensional model maps global anthropogenic carbon emissions to global CO 2 concentrations and fluxes. It can be forced with historical global-average temperature data or can be coupled with a simple energy balance model to predict temperature as a function of CO 2 concentration. This method is used to explore the effects of neglecting autocorrelation in observations of CO 2 and to illustrate the utility of estimating parameter PDFs with observed interannually varying temperature. Additionally, we use the parameter PDFs to make probabilistic predictions of the strength of the carbon sink in the future given emissions scenarios.
[9] In the future, uncertainty about the strength of the carbon sink may be reduced through additional observations. The power of these observations to reduce uncertainty depends upon the observation type, timing and error. We estimate the utility of additional carbon cycle observations to reduce future carbon sink uncertainty by assimilating hypothetical observations of global terrestrial and oceanic carbon fluxes in the model.
[10] The objective of this study is to present a statistically sound methodology to characterize uncertainty in carbon cycle parameters and future predictions and to present a framework to assess the value of future observations in reducing this uncertainty. The zero-order model used here is subject to numerous limitations and is unable to resolve many important processes in the carbon-climate system. Given the caveat that results are dependent on the structure of our simple model, we test three major hypotheses.
(1) Neglecting autocorrelation in the Mauna Loa CO 2 concentration time series results in biased and overconfident parameter PDFs. (2) Forcing the model with interannually varying, observed temperature results in better-constrained carbon cycle parameters when compared to forcing with temperature generated from a simple energy-balance model. (3) Independent observations of annual terrestrial and oceanic CO 2 fluxes constrain future predictions of the total carbon sink significantly more than CO 2 concentrations alone.
Methods and Data

Carbon Cycle Model
[11] The model consists of a simple climate module and a carbon cycle module, which is subdivided into terrestrial and ocean carbon cycle models (Figure 1 ). It is a zerodimensional model that estimates global CO 2 concentrations and fluxes as functions of anthropogenic emissions. The climate module and ocean carbon cycle model are taken from the nonlinear impulse-response model of the coupled carbon cycle-climate system (NICCS), as described by Hooss et al. [2001] . The climate module is a simple pulse-response energy balance model calibrated against the Hamburg AOGCM, using only CO 2 as a forcing variable with a logarithmic dependence on concentration to estimate globally averaged temperature. The climate sensitivity, or the hypothetical equilibrium temperature change for a doubling of CO 2 , is set to 3.4°C, which is the expected value estimated by Andronova and Schlesinger [2001] . The model can be run in coupled mode (using the climate module), or the temperatures can be specified externally using the historical record.
[12] The ocean model is the four-box diffusion model described by Hooss et al. [2001] . The first box consists of both the atmosphere and the surface layer of the ocean, which are equilibrated at every time step. Layer depths and diffusion coefficients were calibrated against the inorganic version of the Hamburg Ocean Carbon Cycle model (HAMOCC) . Equilibration between the surface layer and the atmosphere requires balancing oceanic p CO2 with globally averaged atmospheric CO 2 concentrations. For relatively small changes in dissolved inorganic carbon (DIC), the change in p CO2 can be estimated using the following relationship [Revelle and Suess, 1957] :
We use a globally averaged value of the buffer (Revelle) factor z, which is calculated as a function of DIC using the method described by Yi et al. [2001] . For the purpose of this study, ocean temperature is assumed to be constant. Because the relationship between p CO2 , z, and DIC is nonlinear, we must use an iterative method to solve for p CO2 from DIC. The model neglects the effects of changes in ocean circulation and biota on carbon uptake. We optimize thermocline transfer velocity h using the MCMC data assimilation process, but do not vary the other ocean model parameters. This is in accordance with Sarmiento et al. [1992] , who show that thermocline diffusivity is key in controlling the magnitude of oceanic uptake of anthropogenic carbon on annual timescales.
[13] The terrestrial model is adapted from work by Siegenthaler and Oeschger [1987] , which forms the basis of the BERN carbon cycle model [Joos et al., 1996] . It consists of 4 global carbon pools: leafy vegetation, living wood, detritus, and soil carbon. Net primary productivity (NPP) is partitioned at every time step into the leaf and wood carbon pools. Preindustrial NPP (NPP 0 ) is 60 GtC a
À1
, and this is modified by carbon fertilization using a logarithmic relationship [Joos et al., 1996] ,
where b is the carbon fertilization parameter (dimensionless), [CO 2 ] t is the globally averaged CO 2 concentration at time t in parts per million (ppm), and [CO 2 ] 0 is the preindustrial CO 2 concentration (280 ppm). For the purpose of this study, we neglect the possible effects of changing moisture, temperature and radiation on NPP; although these factors are important, there is likely to be strong regional variation [Nemani et al., 2003] , and there are no obvious parameters to describe these effects in a globally aggregated predictive model.
[14] Given preindustrial conditions, the modeled terrestrial carbon cycle is in equilibrium; heterotrophic respiration balances NPP 0 , and the net flux from terrestrial ecosystems to the atmosphere is zero. A portion of the leaf and wood pools are converted to detritus and soil carbon at each time step, and a portion of detritus is converted to soil carbon. Heterotrophic respiration of CO 2 to the atmosphere occurs from the detritus and soil carbon pools, represented by a loss of a fraction of each pool every time step. Heterotrophic respiration rates (R H ) are modified from preindustrial values using the Q 10 relationship,
where S 1 is the size of the detritus pool in GtC, S 2 is the size of the soil carbon pool in GtC, a 1 and a 2 are factors relating the size of the pool to the annual carbon flux, DT is the global temperature deviation from the preindustrial mean (°C), and Q 10 is a dimensionless parameter controlling the sensitivity of respiration to temperature. A Q 10 of 2, for example, implies a doubling of global respiration rates for a 10°C increase in temperature given a constant carbon pool size. Note that respiration rates depend not only on Q 10 and temperature at time t, but also on the sizes of the respiring carbon pools. This results in an increase in respiration through the indirect effects of CO 2 fertilization, which causes the carbon pools to grow larger as a function of increasing CO 2 concentrations. For simplicity, we assume that the same Q 10 values apply to both the detrital and soil carbon pools. We also assume that changing values of CO 2 and temperature affect neither the partitioning of NPP between the leaf and wood pools, nor the partitioning of carbon within pools.
Model Forcing Data
[15] The calibration period of the model is 1850 -2004. Future predictions are made using specified emissions or stabilization scenarios from 2005 to 2100. In 1850, terrestrial NPP and pool sizes are set to their preindustrial values [Siegenthaler and Oeschger, 1987] , the global temperature anomaly DT is set to zero, and the atmospheric concentration is set to 280 ppm. The model is then in equilibrium with no net ocean-atmosphere or net terrestrial-atmosphere carbon fluxes. The model is forced with anthropogenic emissions, including emissions from fossil fuel burning, cement production and land-use change. Global estimates of carbon emissions from fossil fuel burning and cement production from 1850 to 2002 are from Marland et al. from the previous 10-year period. These emissions are external to the terrestrial carbon cycle model and do not affect the terrestrial pool sizes in our simulation. Additionally, the model may be forced with a historical temperature record when it is not coupled with the energy balance model. In these cases, we use the globally averaged temperature data set covering the period from 1856 to 2004 from Jones et al. [2005] . We subtract the mean of the period over the first 30 years of the record, so that the average temperature over this period is assumed to equal the preindustrial mean (where Dt = 0). We also set DT to zero during the period 1850 -1855, when global temperature data were not available. We neglect uncertainties in the temperature and emissions data.
Observational Constraints
[16] The model is constrained by observations of CO 2 concentrations and estimates of global ocean fluxes. CO 2 concentration constraints include data from the Law Dome ice core between 1850 and 1959 [Etheridge et al., 1996; MacFarling-Meure et al., 2006] , and from the Mauna Loa Observatory from 1960 to 2004 [Keeling and Whorf, 2005] . Both sites were chosen as proxies for the global average. The Law Dome data set is an irregular time series in which data points represent different samples of air in the ice core with different ages. We assume that the uncertainty of each estimate is independent and normally distributed. This uncertainty contains both observational error and process error due to the model structure. The mean air age of the sample was taken as the year of observation for the purpose of model evaluation. The annual Mauna Loa CO 2 contains 45 annual data points . Because the process error is not known, we solve for the total uncertainty s m (observational and process error) of these CO 2 observations by including it as a parameter in the data assimilation. In the Manua Loa time series, we also account for autocorrelation using an additional model parameter r. This is discussed further below.
[17] A number of independent estimates of oceanic sink strength can be used to constrain our model. The World Ocean Circulation Experiment (WOCE) in the 1990s included an extensive survey of DIC and related tracers. On the basis of these observations, Sabine et al. [2004] , estimate a cumulative oceanic sink for anthropogenic CO 2 of 118 ± 19 GtC from 1800 to 1994. Our model assumes that before 1850, the oceans were in preindustrial equilibrium; therefore, we take this estimate as a constraint on the cumulative ocean sink from 1850 to 1994. This may be a slight overestimation of uptake because of possible anthropogenic emissions that were absorbed before 1850. A second constraint on the strength of the oceanic carbon sink arises from the chlorofluorocarbon (CFC) data set, which was combined with measured DIC to estimate average annual uptake over the decades of the 1980s and the 1990s. McNeil et al. [2003] estimate an average annual oceanwide uptake of 1.6 ± 0.4 GtC a À1 over the 1980s, and 2.0 ± 0.4 GtC a À1 over the 1990s. To compare the model output to these estimates, modeled annual ocean fluxes were averaged over each decade. Because of the limited number of data points, we do not solve for process error or autocorrelation in the oceanic sink observations. The total error of these observations is considered to be normally distributed with a standard deviation equal to the reported observational error.
Data Assimilation Technique
[18] Markov Chain Monte Carlo (MCMC) is a powerful method to assimilate observations into nonlinear models that are relatively fast and have a modest number of parameters. MCMC simulates direct draws from a joint probability density function, making no assumptions about the shape of this distribution. We apply MCMC in a Bayesian framework by using prior information about parameters. We employ the Metropolis-Hastings algorithm [Hastings, 1970; Metropolis et al., 1953] .
[19] The posterior probability p post of a sample k from the joint parameter distributionk is a function of the prior probability p prior and the observations x, and is calculated as follows:
The denominator on the right-hand side of this equation is a normalization factor such that the sum of posterior probabilities over N possible sets of parameters is equal to one. The construction of the Markov chain only requires knowledge of probability and likelihood ratios, so that we may ignore this normalization factor during this step. The function L is the likelihood of observing all of the observations x given the set of parameters q k . If all observations are independently and identically distributed (IID) and follow a normal distribution, then the likelihood is
where f(q k , t i ) is the model prediction of observation x i given the set of parameters q k . The likelihood of a set of n independent observations is the product over the likelihoods of individual observations x 0 , x 1 , . . ., x nÀ1 at times t 0 , t 1 , . . ., t nÀ1 . We assume that each observation is sampled independently from a normal distribution with a mean x i and standard deviation s i representing the variability due to observation noise and internal variability that is not captured by the model.
[20] This formulation of the likelihood function follows previous studies using MCMC that assume IID and normally distributed variability [Braswell et al., 2005; Hargreaves and Annan, 2002] . This can be a useful and reasonable approximation if the observation errors are large and if the process noise is indeed IID. However, many environmental time series show statistically significant autocorrelation. In this case, a more refined likelihood function has to be used. This can be illustrated specifically for the annual CO 2 concentrations as observed at Mauna Loa from 1960 to 2004, which display significant autocorrelation as a result of internal variability that cannot be reproduced by our simple model. A different form of the likelihood function is used to test the hypothesis that neglecting autocorrelation in the residuals (modeled À observed) of annual CO 2 concentration causes biased and overconfident parameter estimates. This form does not assume that the residuals are independent, but instead that they display significant lag-1 autocorrelation. In this case, the model prediction y is given by
The variable x t representing observed CO 2 concentrations is assumed to be equal to the model prediction y i with a superimposed error term u i , which is composed of a random component and a component that depends upon the previous time step,
The e t term represents the total error term, which is assumed to be independent and normally distributed with a mean of zero and a standard deviation s. The term u t is assumed to be generated by a first-order autoregressive process. Given these assumptions, the likelihood function is given by Zellner and Tiao [1964] ,
This represents the likelihood of observing x, which is a vector of observations with n time steps, given a set of parameters q k . r is the lag-1 autocorrelation parameter, for which we estimate the PDF in the same manner as the carbon cycle parameters. These assumptions also require that the uncertainty in the mean of the observation for the first time step (t = 0) be specified as an unknown parameter M. Because the effect of this parameter is small, we neglect it in this analysis to improve computational efficiency. Neglecting this parameter is equivalent to considering the conditional likelihood. Unlike equation (5), this form of the likelihood function assumes that all observations have the same standard deviation of total error s.
[21] To construct the joint parameter PDF, we must sample many sets of parameters q. In a Bayesian framework, prior information is combined with the likelihood to produce a posterior probability using equation (4). The simplest way to do this would be to compute likelihoods at random points over the range of the prior distribution and combine this information to produce a PDF. However, most of the posterior probability mass may be concentrated in a small area of the prior range, making this sampling method inefficient. MCMC makes use of information about the shape of the likelihood function in order to preferentially sample in regions where the posterior probability is high. This technique is best suited for convex problems with a single maximum of the likelihood function.
[22] After a sufficiently long iteration (referred to as the ''burn-in'' period), the Markov chain reaches a stationary distribution that converges to the joint parameter posterior PDF. A length of 10 6 model evaluations with a burn-in period of 10 5 evaluations results in numerically stable results for the considered problem. We choose proposal step sizes that result in acceptance rates between 25 and 50%, which is generally the most efficient range for the MCMC algorithm [Harmon and Challenor, 1997] . After burn-in values are removed, this yields a Markov chain length of at least 2 Â 10 5 parameter sets that are used to construct parameter estimates and uncertainties. This value is considerably lower than the total number of model evaluations because many proposal steps are not accepted. A comparison among multiple chains with different starting points indicates that a length of 2 Â 10 5 is sufficient to converge to the joint posterior PDFs at the resolution that they are presented.
[23] Initial carbon cycle parameters are chosen from the best estimates in the literature, and the value of the lag-1 autocorrelation r is set to 0 in accordance with the null hypothesis that there is no autocorrelation in the residuals of annual CO 2 concentration data (Table 1) . Parameter prior distributions are nearly uninformative (uniformly distributed over a large range) where possible, but nonphysical values of parameters are excluded. The thermocline transfer velocity h prior ranges from 0 to 1000 m a À1 to exclude negative values, which are nonphysical. The carbon fertilization parameter b ranges from 0 to 1000; the exclusion of negative values in this case means that increased atmospheric CO 2 concentrations cannot decrease NPP. Similarly, Q 10 ranges from 1 to 1000 so that increased temperature must have the effect of increasing respiration. The upper limit of 1000 for all three of these parameters is an arbitrary value chosen to be large enough that our finite Markov chains are never actually constrained by these bounds. The lag 1 autocorrelation parameter r is a correlation coefficient and ranges between À1 and 1. The parameter s m , the standard deviation of the Manua Loa CO 2 residuals, ranges from 0.1 (the estimated observation error) to 10.0 ppm.
Experimental Design
[24] To test the first two hypotheses outlined above, three separate model calibrations are performed: (case a) base case, with observed interannually varying temperature and accounting for autocorrelation in the likelihood function as in equation (8); (case b) neglecting autocorrelation, with observed temperature and neglecting autocorrelation in the likelihood function as in equation (5); and (case c) smooth temperature, with modeled (smooth) temperature and accounting for autocorrelation in the likelihood function. All assimilations use the same number of model evaluations, initial guesses, step sizes and prior distributions for model parameters except that in the second experiment, the autocorrelation parameter r is held constant at zero. Three sets of joint parameter PDFs are then obtained. A comparison between calibrations a and b is used to test the first hypothesis that neglecting autocorrelation results in biased and overconfident parameter estimates. A comparison between calibrations a and c is used to test the second hypothesis that forcing the model with observed temperature is a valuable constraint on the terrestrial carbon cycle parameters.
[25] The Markov chain generated from base case is used for predictions and additional analysis. We predict the magnitude of the allowable CO 2 emissions through the year 2100 under the S550 ppm IPCC stabilization scenario from the years 2005-2100. Using a fixed concentration rather than anthropogenic emissions as input requires a slightly different model construction. For each year, the temperature deviation DT is calculated given the specified CO 2 concentration, and the strength of the carbon sink is then estimated given the model parameters, CO 2 concentration, DT, and an initial estimate of allowable emissions. The quantity ''allowable emissions'' is defined as the amount of anthropogenic emissions (land use + fossil fuel) necessary to stay on the stabilization scenario concentration trajectory, given the strength of the carbon sink. Because anthropogenic emissions are a model input and CO 2 concentrations are a model output, we use an iterative process to equilibrate prescribed CO 2 concentrations with allowable emissions.
[26] Finally, we test the hypothesis that observations of annual terrestrial and oceanic CO 2 fluxes reduce total predicted sink uncertainty, which is equivalent to the uncertainty in allowable emissions in the stabilization scenario. These flux ''observations'' are generated from the base-case maximum likelihood solution, and observation error is superimposed on these values. We neglect possible process error, which is unknown because actual observations do not exist. Future ''observations'' of CO 2 are also generated from the base-case maximum likelihood solution. We simulate the effects of observation and process error seen in the Mauna Loa observations by superimposing an AR1 process on these observations. The AR1 process is generated using the maximum likelihood value of the lag-1 autocorrelation parameter r and the standard deviation of the total error s. In addition, we generate a temperature time series for use in the model. The long-term trend is predicted using the simple energy-balance model, and an AR1 process is superimposed on this time series with the same statistical properties as the 1856 -2004 observations. To reduce noise in predictions of allowable emissions uncertainty, we generate ten AR1 time series with the same statistical properties to produce different realizations of the predicted temperature and CO 2 time series; results are averaged.
[27] Specifically, we test four cases: (1) no observations of terrestrial or oceanic fluxes, and annual observations of terrestrial and oceanic fluxes with uncertainties of (2) 1.00 GtC a À1 , (3) 0.50 GtC a À1 and (4) 0.25 GtC a À1 . In all four cases, we assume that CO 2 concentrations are still observed annually at Mauna Loa. We then examine the 95% range of allowable emissions in the year 2050 as a function of number of annual observations beginning in 2005 and as a function of observational uncertainty.
Results and Discussion
Base-Case Parameter Distributions
[28] Observations of CO 2 concentrations and fluxes were assimilated into our simple model to construct posterior PDFs of 4 parameters for three experimental cases (Figure 2) . The base-case posterior PDFs for the respiration temperature sensitivity Q 10 , the thermocline diffusivity h, and the lag-1 autocorrelation parameter r are not normally distributed (p < 0.05, Lilliefors hypothesis test). Methods that make the assumption of normality would have forced the consideration of physically unreasonable values of the respiration temperature sensitivity Q 10 and the autocorrelation parameter r. The thermocline diffusivity h is reasonably well-described by a lognormal distribution.
[29] The posterior Q 10 distribution encompasses most results from global models and laboratory and field experiments, although most of the probability mass is concentrated at the low end of previous estimates. Raich and Schlesinger [1992] compiled estimates of Q 10 from individual study sites in the literature and reported a median value of 2.4 with a range from 1.3 to 3.3. Our PDF is sharper and is concentrated in the lower half of this range with a maximum likelihood estimate of 1.5. This discrepancy may be related to the difference in scale, or the fact that our model uses air temperature instead of soil temperature in Q 10 calculations. This data-based estimate is lower than the value adopted in many coupled climate-carbon models [Cox et al., 2000; Zeng et al., 2004] . Using a global Q 10 relationship to model the response of heterotrophic respiration to climate change is a parsimonious approach that neglects both regional effects and other climate variables that may be important. The effects of precipitation have not been considered, although precipitation and soil moisture have been incorporated into other regional-scale models of respiration [Raich et al., 2002; Reichstein et al., 2003] .
[30] The PDF of the carbon fertilization parameter b is concentrated on a relatively high value of 0.7, implying a large response of NPP to increasing CO 2 concentrations in this model. This conclusion is contingent on the model structure and the adopted estimate of land-use carbon emissions. Choosing an alternative land-use emissions estimate other than the adopted Houghton [2003] would alter the PDF of b. Jain and Yang [2005] , for example, Figure 2 . Probability density functions (PDFs) of (a) respiration temperature sensitivity Q 10 , (b) carbon fertilization parameter b, (c) thermocline diffusivity h, and (d) autocorrelation parameter q shown for three cases: with autocorrelation and driven by (1) historical temperature (black solid line), (2) without autocorrelation and driven by historical temperature (black dashed line), and (3) with autocorrelation but driven by modeled temperature (gray solid line). Comparing cases 1 and 2 indicates that ignoring autocorrelation in the Mauna Loa CO 2 results in highly biased results. The sharper PDFs in case 1 versus case 3 imply that the interannual variability in the observed temperature record is a useful source of information about carbon cycle parameters.
conclude that land-use emissions estimates derived from Houghton [2003] are considerably larger than their modeled estimate based on the land-use data set of Ramankutty and Foley [1999] . Different ecosystem models produce a significant spread in estimates of land-use emissions even when forced with the same land-use change data set [McGuire et al., 2001] . Because the oceanic sink is constrained, a land-use emission uncertainty would translate into increased uncertainty about the terrestrial carbon cycle parameters, especially b.
[31] In the Bern carbon cycle model, which forms the basis for our terrestrial model and uses the same formulation for carbon fertilization, a value of b = 0.287 was used to balance an estimated deforestation source of 1.1 GtC a À1 in the 1980s. [Joos et al., 1996] . The maximum likelihood estimate of b (Figure 2 ) is more than twice this value, but within the upper range of values in other models [Kicklighter et al., 1999] . This difference from the Bern model is primarily driven by the fact that Houghton [2003] estimates a larger anthropogenic land-use emission flux of nearly 2.0 GtC a À1 in the 1980s. In addition, our model requires a larger value of b to balance the respiration increase resulting from increased temperature, which is not considered in the Bern model [Joos et al., 1996] . Our value of b = 0.7 implies that NPP has increased by 12 GtC a À1 (20%) since preindustrial times. Despite the discrepancy between this and other models, the estimated PDF of b is consistent with free-air carbon enrichment (FACE) experimental data, which indicate a value of b = 0.6 across a range of diverse sites [Norby et al., 2005] .
[32] The global aggregate modeling approach allows for a rigorous statistical analysis with small computational demands but limits the number of considered processes. Changes in regional temperatures, precipitation patterns and nitrogen fertilization may be important drivers of the terrestrial carbon sink. For example, Bruno and Joos [1997] conclude that carbon fertilization is insufficient to explain the biospheric sink. Caspersen et al. [2000] estimate that growth enhancement due to carbon fertilization is negligible in the upper Midwest region of the United States, and that forest regrowth is the primary reason for the carbon sink in this region. However, this may not be true of all regions, and the forest inventory data used in this analysis may lack the precision necessary to make the conclusion that carbon fertilization is negligible [Joos et al., 2002] .
[33] The mode of the estimated thermocline transfer velocity h is approximately 16.8 m a
À1
, nearly identical to the 16.9 m a À1 used in the original version of NICCS that was calibrated against the Hamburg Ocean Carbon Cycle model [Hooss et al., 2001] . There is a wide distribution of values, as the 95% confidence interval ranges from 11.25 m a À1 to 38.3 m a
. This implies a large uncertainty in the strength of the ocean carbon sink despite the observational constraints. Note that within the adopted model structure, the observational constraints of Sabine et al. [2004] and McNeil et al. [2003] slightly contradict each other, which magnifies the uncertainty associated with the ocean carbon sink (discussed below).
[34] The assimilation produces significant correlations (p < 0.05) in two pairs of model parameters (Figure 3 ).
There is a significant positive correlation between (1) the respiration temperature sensitivity (Q 10 ) and the carbon fertilization parameter (b) and (2) the carbon fertilization parameter (b) and the thermocline transfer velocity (h). As discussed above, the atmospheric CO 2 budget provides a strong constraint on the total sink strength but a poor constraint on the partitioning between the terrestrial and ocean sinks. The considered ocean sink observations constrain the terrestrial sink, because the total sink is given by the atmospheric CO 2 budget. Uncertainty in the observational constraints on the ocean sink hence directly translates into uncertainty in the partitioning of the terrestrial and ocean carbon sinks. As a result, the carbon fertilization factor (b) is positively correlated with the strength of the terrestrial sink, and the thermocline transfer velocity (h) is positively correlated with the strength of the ocean carbon sink. The inverse correlation between the carbon fertilization factor b and the thermocline diffusivity h results because high values of the carbon fertilization factor and low values of thermocline diffusivity match the observational constraints in a similar way as low values of the carbon fertilization factor and high values of thermocline transfer velocity.
[35] Our analysis does not consider constraints on terrestrial gross fluxes (NPP and respiration) as the only observationally based candidates are the results of inversions of CO 2 concentrations or derived from other tracers that we have not included in our model for simplicity. Because we use global CO 2 as a constraint, synthesis inversions using CO 2 concentrations are not independent sources of information unless trend information is removed, which is not typically done and removes most of the information from the inversion [Enting, 2002] . A calibration including global terrestrial carbon uptake (similar to the oceanic constraints) would likely result in a stronger constraint on carbon flux partitioning. The observed positive correlation between respiration temperature sensitivity (Q 10 ) and the carbon fertilization factor (b) is expected because the carbon fertilization factor controls the magnitude of NPP and the respiration temperature sensitivity Q 10 controls the magnitude of respiration. High values of respiration and high values of NPP produce a similar net terrestrial sink as low values of respiration and low values of NPP. Our analysis suggests no significant correlation (p < 0.05) between respiration temperature sensitivity (Q 10 ) and thermocline transfer velocity (h), or between the lag-1 autocorrelation parameter (r) and any of the other three parameters.
Effects of Neglecting Autocorrelation
[36] Neglecting autocorrelation in the likelihood function changes the character of parameter PDFs (Figure 1) . Neglecting autocorrelation biases the mode of the posterior Q 10 value by about 30% and results in an arepsicial tightening of the 95% confidence limit by about 50%. Similarly, the carbon fertilization factor b is shifted toward lower values with a maximum likelihood estimate that is 10% lower and a 95% confidence interval that is 15% tighter when neglecting autocorrelation. The estimate of h is less affected. Neglecting autocorrelation violates an important assumption used in constructing the likelihood function and leads to strongly overconfident and biased parameter estimates.
[37] We can evaluate the maximum likelihood estimates of r and s m by calculating the lag-1 autocorrelation coefficient of the Mauna Loa CO 2 residuals, and then using an AR1 model to whiten them (Figure 4 ). Before whitening, the lag-1 partial autocorrelation coefficient r of the residuals (model minus observations) is significant at the 95% level; higher-order autocorrelations coefficients are not statistically significant (p < 0.05). The lag-1 partial autocorrelation coefficient of 0.85 agrees with our maximum likelihood estimate of r (Table 1) . We obtain the whitened residuals by solving equation (7) for the total error term e t ,
where y t is the modeled CO 2 concentration at time t, x t is the observed CO 2 concentration at time t, and e t is an independent and normally distributed random variable. The partial autocorrelation function shows no evidence of remaining autocorrelation. The estimated standard deviation s m of these whitened residuals is 0.42 ppm, which is consistent with the base-case maximum likelihood estimate of s m . The maximum likelihood estimate of s m in case b, in which we neglected autocorrelation, is 0.77. This is equal to the standard deviation of the unwhitened residuals.
[38] Although the specific results are highly dependent on our simplistic model structure, it is important to note that the interannual variability in the Mauna Loa CO 2 observations is autocorrelated. Therefore, any optimization using a model that does not capture the timing and magnitude of the observed variability in this time series will have the problem of autocorrelated residuals and will violate the standard assumption of IID errors.
Effects of Interannually Varying Temperature
[39] Using smooth model-estimated temperature data to optimize model parameters (case c) results in similar maximum likelihood values to the base case (Table 1) , but parameters are much more weakly constrained (Figure 1) . Because the temperature sensitivity of respiration is the only mechanism in the model capable of responding at interannual timescales, the interannually varying observed temperature constrains the Q 10 parameter more than the other parameters. The Q 10 parameter estimated on the basis of smoothed temperature forcing is much more diffuse with a 95% confidence range 5 times as wide as in the base case. Because Q 10 and b are strongly correlated, this constraint on Q 10 is also effectively a constraint on b. The 95% confidence range of b is more than twice as wide when using smooth temperature; using interannually varying temperature constrains b to the lower half of this range. There is almost no difference in h between the base case and the smooth temperature case because the ocean sink does not respond at interannual timescales in our model, and this sink is already constrained by observations.
[40] Although the general result that parameters are better constrained with interannually varying temperature is not surprising, we note that including this interannual variability constrains the parameters to values consistent with previously published values as discussed above; unrealistic values of b and Q 10 are eliminated from the parameter PDFs. In addition, the PDFs indicate that the observed temperature variability is at least as important as the longterm trend in constraining terrestrial parameters. Parameters in models that do not predict this short-term climate variability correctly will be significantly more uncertain, even when the carbon processes are modeled accurately.
Model Performance
[41] Modeled CO 2 concentrations and fluxes agree reasonably well with observational constraints (Figure 5 ). The largest deviations between modeled and observed CO 2 concentrations occur between the period from 1900 to 1950, during which Law Dome CO 2 measurements are used as constraints. CO 2 concentration growth rates are underestimated during the period 1900 -1930, while these growth rates are overestimated during the period from 1930 to 1950. Etheridge et al. [1996] note that during the 1930-1950 period, there is an apparent decline in the CO 2 growth rate to near zero that cannot be explained by the fossil fuel or land-use emissions alone. They hypothesize that an increased biospheric sink, either through reduced respiration or increased uptake, is responsible for this prolonged growth rate anomaly. This possible enhanced biospheric uptake is missing in our model. Because of the poor model performance during this period, an total error (observational error + structural model error) of 8 ppm is assumed for the error in the Law Dome ice core constraint, which is several times larger than the uncertainty estimated by Etheridge et al. [1996] .
[42] The model reproduces the long-term trend of the Mauna Loa data remarkably well (Figure 5a) . Residuals between the base-case model and observations are seen more easily in Figure 4 . The unwhitened residual is mostly negative before 1991 and mostly positive thereafter. The low growth rate anomalies between the years of 1991 -1992 and 1992-1993 are not captured by the model. These low CO 2 growth rates, which followed the Pinatubo eruption in 1991, occurred despite a reduction in high-latitude NPP, and are therefore likely to be the result of a reduction of heterotrophic respiration in boreal regions that is even larger than the reduction in NPP [Lucht et al., 2002] . Although there was a low global temperature anomaly associated with the Pinatubo eruption, our model was not successful in reproducing the CO 2 growth rate anomaly through the global Q 10 mechanism. Most of the other interannual variability between the years 1960 and 2004 is also not captured by our model. One reason for this may be that our simple model has no explicit representation of the El-Niño-Southern Oscillation (ENSO). ENSO is hypothesized to be one of the primary drivers of interannual carbon sink variability; model analyses that can resolve spatial variability in fluxes suggest that adding this driver would likely improve our model [Zeng et al., 2005] .
[43] Although there is little uncertainty associated with modeled CO 2 concentrations, there is considerably more uncertainty associated with the modeled terrestrial and ocean carbon sinks (Figures 5c and 5d) . As a result of simplifying assumptions in our simple ocean model, interannual variability is minimal in ocean fluxes. Interannual variability in modeled terrestrial fluxes is larger and is caused primarily by interannual variations in temperature that affect respiration through the Q 10 mechanism. These variations correlate moderately well with CO 2 growth rate anomalies, but are too small in magnitude by about a factor of 3 to explain them entirely.
[44] Between 1850 and 2004, the estimated cumulative ocean sink is 117 GtC with a 95% confidence range between 98 and 155 GtC. The average modeled ocean sink for the 1980s is 1.8 GtC a
À1
, and the average ocean sink for the 1990s is 2.1 GtC a À1 . These values are somewhat higher than the estimates by McNeil et al. [2003] , although the McNeil values are well within the 95% confidence interval. The cumulative oceanic carbon uptake from 1850 to 1994 is 95.2 GtC, which is roughly one standard deviation smaller than the estimate by Sabine et al. [2004] . In this simulation, the two observational constraints on ocean carbon uptake conflict with each other. The cumulative flux estimate [Sabine et al., 2004] is above the maximum likelihood model fit while the decadal-scale flux estimate [McNeil et al., 2003] . It is possible that adding a more realistic description of oceanic carbon uptake (e.g., spatial variability or changes in oceanic deep water formation rates) would act to resolve this apparent discrepancy between the two oceanic constraints.
Probabilistic Predictions
[45] Despite the simplicity of our model, we believe that it has some utility in making future predictions, and more importantly, demonstrating the uncertainty of these predictions. We demonstrate this predictive uncertainty using the IPCC S550 emissions scenario, in which CO 2 concentrations are stabilized at 550 ppm or roughly twice that of preindustrial levels ( Figure 6 ). Because CO 2 concentrations are specified in the S550 scenario, allowable emissions are known perfectly if the strength of the carbon sink is known. Therefore, the uncertainty in allowable emissions is equivalent to the uncertainty in the carbon sink. The allowable emissions predicted by the model in 2005 are 8.5 GtC with a 95% confidence interval of 0.5 GtC. The strength of the total sink in the same year is predicted to be about 5.5 GtC with the same uncertainty range. The strength of the ocean sink in 2005 is about 2.4 GtC with a 95% uncertainty range of 1.1 GtC, and the strength of the terrestrial sink in 2005 is 3.1 GtC with a 95% uncertainty range of 1.2 GtC, demonstrating that the sum of the fluxes is better constrained than the individual fluxes. In this emissions scenario, predicted allowable emissions peak around 2050, then drop as CO 2 concentrations begin to level off. The predicted total sink strength peaks somewhat later around 2065, after which the oceanic sink levels off and the respiration-temperature feedback begins to overtake the carbon fertilization effect. Uncertainty of all variables except oceanic flux increases with time; by the year 2100, the 95% uncertainty range of terrestrial flux is twice that of oceanic flux.
[46] How much would independent annual observations of terrestrial and oceanic fluxes reduce predictive uncertainty about the total carbon sink? Reducing uncertainty about carbon cycle parameters and predictions is important for policymakers; better information allows for more optimal carbon mitigation policies and therefore has economic value [Nordhaus and Popp, 1997] . We address this question by assimilating future annual hypothetical observations of CO 2 concentrations, terrestrial flux and oceanic flux into our model to estimate predictive uncertainty in the year 2050 (Figure 7 ). In the starting year 2005, no additional observations have yet occurred and all four observations systems report the same uncertainty in 2050 of about 1.25 GtC a
À1
. As we would expect, annual flux observations with the least uncertainty (0.25 GtC a
, or roughly 10% of the average terrestrial and oceanic sink magnitudes) reduce uncertainty the most. Five years of observations with this uncertainty reduces the 95% confidence interval of allowable emissions (equivalent to the 95% confidence interval of the total sink) in 2050 by nearly a factor of two. An observation system only measuring CO 2 at Mauna Loa reduces uncertainty the least; in this case, five years of observations reduces the 95% confidence interval of allowable emissions in 2050 by about 10%. Five years of flux observations at 0.50 GtC a À1 uncertainty reduces the 95% confidence interval in 2050 by about one quarter, and observations at 1.00 GtC a À1 by nearly 20%. Additional observations reduce uncertainty further: after 25 years of observations, all observation systems indicate less than 0.7 GtC a À1 in 2050 sink strength, or just over 50% of the 2005 uncertainty.
[47] Observations of terrestrial fluxes tend to constrain the total sink more than observations of ocean fluxes (not shown). However, the simplicity of or model structure may cause misleading conclusions. The annual terrestrial flux observations provide an important constraint on the respiration temperature sensitivity feedback. In our model, there is no corresponding representation of interannual variability in ocean carbon fluxes, which is unrealistic. According to most global inversion studies and more complex ocean models, oceanic fluxes show interannual variability around 0.5 GtC a À1 [McKinley et al., 2004] . This oceanic flux variability is smaller than the estimated interannual variability of the terrestrial net carbon fluxes [Le Quere et al., 2003; Rodenbeck et al., 2003] . Uncertainties in terrestrial carbon cycle feedbacks lead to greater prediction uncertainties in land carbon fluxes than ocean carbon fluxes, both in this experiment and other model studies [e.g., Friedlingstein et al., 2006] .
[48] Several observation systems could be utilized in order to produce global estimates of net or gross terrestrial fluxes. Satellite data, in combination with simple models and reanalyzed climate data, has been used to estimate annual global NPP [Nemani et al., 2003] . Similarly, soil respiration chamber data has been scaled up to global estimates using satellite and climate data [Raich et al., 2002; Reichstein et al., 2003] . FLUXNET, a network of over 200 eddy covariance towers, provides continuous direct measurements of net terrestrial fluxes [Baldocchi et al., 2001] . Although these measurements have small flux footprints, or representative areas, they respond coherently to large-scale climate anomalies [Ciais et al., 2005] . The potential exists to upscale these measurements in order to produce a global terrestrial flux estimate, although such an estimate would have to consider uncertainties related to both measurement and representativeness errors. Alternatively, other tracers such as O 2 /N 2 may also be used to provide estimates of the partitioning between the terrestrial and ocean carbon sinks [Battle et al., 2000; Manning and Keeling, 2006] .
Conclusions
[49] We use a Bayesian calibration of a simple globalscale carbon cycle model with observations to demonstrate a statistically sound methodology to estimate key parametric and predictive uncertainties. The resulting parameter PDFs are not normally distributed, and the residuals display significant temporal autocorrelation. Neglecting this autocorrelation in the annual Mauna Loa CO 2 causes significant biases and overconfidence in model parameters and predictions. This autocorrelation is inherent in the observations, and bias and overconfidence can be expected in any model that does not accurately reproduce the CO 2 time series at Mauna Loa. Neglecting interannual variability in global temperatures results in less well-constrained carbon cycle parameters. When the model is forced with observed, interannually varying temperature, the corresponding observed CO 2 growth rate anomalies help to better constrain the respiration temperature sensitivity (Q 10 ), which in turn constrains the carbon fertilization (b) because of the correlation between these two parameters. Although it is overly simplistic to assume that CO 2 growth rate anomalies are driven by interannual variability of global average temperature, it is reasonable to assume that in more complex model optimizations, correctly resolving climate variability will result in better constrained model parameters.
[50] When following a CO 2 stabilization scenario, the uncertainty in sink strength causes uncertainty in the allowable emissions. Independent observations of the terrestrial and oceanic sink components have the potential to reduce predictive uncertainty of allowable emissions substantially depending on observation uncertainty. We also note that the estimated strength of the carbon sink is highly dependent on the estimate of anthropogenic emissions used as forcing in this analysis; higher estimates of land-use fluxes, for example, require a larger sink to fit observed CO 2 concentrations. Future work will consider the effects of uncertainty about this important input variable. Continued monitoring of the carbon cycle will enable the design of better carbon cycle models and will assist in the design of possible carbon management strategies by reducing uncertainty about the strength of the future carbon sink. Figure 7 . The 95% confidence range of the in allowable CO 2 emissions (or total CO 2 sink strength) in 2050 as a function of time and observational uncertainty given hypothetical annual terrestrial and oceanic flux observations. Terrestrial and oceanic fluxes are assumed to be observed with the same observational uncertainty, and continuing CO 2 concentration measurements are assumed at Manua Loa.
