A new solution for nonlinear Dual Phase Lagging heat conduction problem  by Noroozi, Mohammad Javad et al.
Alexandria Engineering Journal (2016) 55, 1745–1752HO ST E D  BY
Alexandria University
Alexandria Engineering Journal
www.elsevier.com/locate/aej
www.sciencedirect.comORIGINAL ARTICLEA new solution for nonlinear Dual Phase Lagging
heat conduction problem* Corresponding author.
E-mail addresses: Mo.j.noroozi@gmail.com (M.J. Noroozi), s_sadodin
@semnan.ac.ir (S. Saedodin), mirgang@nit.ac.ir (D. Domiri Ganji).
Peer review under responsibility of Faculty of Engineering, Alexandria
University.
http://dx.doi.org/10.1016/j.aej.2016.03.022
1110-0168  2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Mohammad Javad Noroozi a,*, Seyfolah Saedodin b, Davood Domiri Ganji caYoung Researchers and Elite Club, Malayer Branch, Islamic Azad University, Malayer, Iran
bFaculty of Mechanical Engineering, Semnan University, Semnan, Iran
cDepartment of Mechanical Engineering, Babol University of Technology, P.O.B. 484, Babol, IranReceived 9 September 2015; revised 13 March 2016; accepted 20 March 2016
Available online 12 April 2016KEYWORDS
Non-Fourier;
Nonlinear analysis;
DPL model;
ADM;
Laser heatingAbstract The application of new methods to solution of non-Fourier heat transfer problems has
always been one of the interesting topics among thermal science researchers. In this paper, the effect
of laser, as a heat source, on a thin film was studied. The Dual Phase Lagging (DPL) non-Fourier
heat conduction model was used for thermal analysis. The thermal conductivity was assumed
temperature-dependent which resulted in a nonlinear equation. The obtained equations were solved
using the approximate-analytical Adomian Decomposition Method (ADM). It was concluded that
the nonlinear analysis is important in non-Fourier heat conduction problems. Significant differences
were observed between the Fourier and non-Fourier solutions which stress the importance of non-
Fourier solutions in the similar problems.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Heat conduction is a mechanism of heat transfer during which
thermal energy is transferred from an area with higher temper-
ature to an area with lower temperature. A fundamental equa-
tion that can describe the mentioned mechanism well was first
introduced in 1822 by a French physicist called Joseph Fourier
in a thesis entitled ‘‘analytical theory of heat” [1]. Parabolic
classic equation of Fourier heat conduction was used until
1950 in all analyses at that time, while all scientists accepted
that hypothesis of this equation based on infinite motion speedof thermal energy inside matter was a non-physical hypothesis.
Of course, this hypothesis is valid in many conventional appli-
cations but Fourier law was not able to predict correctly ther-
mal behavior of the matter in some cases such as heat transfer
at very low temperatures [2], heat transfer in very small sizes [3]
or heat transfer with very high rate in short times [4].
Cattaneo [5] and Vernotte [6] presented a modified model
for heat conduction in independent studies. The model was
named after these two scientists as the Cattaneo–Vernotte
(C–V) model. Their model accounts for the inertia caused by
the acceleration of heat flux and, thus, resolves the paradox
present in the Fourier model. Fourier model, due to its para-
bolic nature, states that thermal disturbances propagate in
the body with an infinite velocity. This problem was resolved
in the C–V non-Fourier model, where a specific velocity was
considered for the propagation of thermal disturbances. The
C–V model states that in the case of occurrence of a tempera-
Nomenclature
c0 reference speed of thermal wave (m s
1)
cp specific heat (J kg
1 K1)
FO Fourier number
g heat source (W m3)
~g dimensionless heat source
gl dimensionless energy magnitude factor at the left
boundary
gr dimensionless energy magnitude factor at the right
boundary
k thermal conductivity (W m1 K1)
k0 reference thermal conductivity (W m
1 K1)
L characteristic length (m)
q heat flux (W m2)
~q dimensionless heat flux
T temperature (K)
T0 reference temperature (K)
~T dimensionless temperature
t time (s)
tp dimensionless energy pulse time
Ve Vernotte number
x space direction (m)
~x dimensionless space direction
Greek symbols
a0 reference thermal diffusivity (m
2 s)
b the ratio of relaxation times
c dimensionless coefficient for taking into account
of temperature-dependent conductivity
l dimensionless absorption coefficient
q density (kg m3)
sq heat flux relaxation time (s)
sT temperature relaxation time (s)
1746 M.J. Noroozi et al.ture gradient, a certain duration of time (heat flux relaxation
time, sq) takes before the heat flux is established.
The development of non-Fourier models did not stop at the
C–V model. In 1995, Tzou [7] introduced another macroscopic
model known as the Dual Phase Lagging (DPL) model. The
reason for the name was that it was suggested that a tempera-
ture gradient relaxation time (sT) also exists in addition to heat
flux relaxation time (sq). This means that when a heat flux is
established, duration of time is needed before it can create a
temperature gradient. Some empirical studies have confirmed
the validity of the model [8,9]. A number of well-established
review studies have also addressed the development of non-
Fourier models [10,11].
In most studies that have employed non-Fourier models for
analyzing the conduction heat transfer, the assumption of con-
stant thermal properties has yielded linear equations, and solv-
ing nonlinear equations has been less studied in the field’s
literature. Nonlinear studies have utilized numerical methods,
while challenges such as convergence and computational cost
make the use of numerical methods difficult. New techniques
have been recently proposed to solve nonlinear problems. They
are known as semi-analytical or approximate-analytical meth-
ods. Some of the most common analytical-approximate meth-
ods include the following: Adomian Decomposition Method
(ADM) [12], Homotopy Perturbation Method (HPM)
[13,14], Homotopy Analysis Method (HAM) [15], Differential
Transform Method (DTM) [16], and Variational Iteration
Method (VIM) [17].
Semi-analytical methods have been widely used in solving
various heat transfer problems in the past years. Ganji and
Rajabi [18] used HPM to solve an unsteady nonlinear convec-
tive–radiative equation. Ganji [19] applied HPM to nonlinear
equations arising in heat transfer and compared it with the per-
turbation and numerical methods. Ganji and Sadighi [20]
investigated nonlinear heat transfer and porous media equa-
tions by HPM and VIM. Chakraverty and Behera [21] investi-
gated the numerical solution of a fractionally damped dynamic
system by HPM. HPM was used to present a mathematicalmodel for biofilm inhibition for steady-state conditions by
Meena et al. [22]. Gupta et al. [23] studied about the solution
of various linear and nonlinear convection–diffusion problems
arising in physical phenomena by HPM. Nadeem et al. [24]
studied about the effects of nanoparticles on the peristaltic
flow of tangent hyperbolic fluid in an annulus which were
solved by ADM.
The application of semi-analytical methods to solve the
nonlinear problems of non-Fourier heat conduction problems
has been reported just in few studies. Torabi et al. [25] applied
the homotopy perturbation method (HPM) to solve a nonlin-
ear convective–radiative non-Fourier conduction heat transfer
equation with variable specific heat coefficient. Saedodin et al.
[26] used the variational iteration method (VIM) to solve the
same problem. Differential transformation method (DTM)
was applied for analysis of nonlinear convective–radiative
hyperbolic lumped systems with simultaneous variation of
temperature-dependent specific heat and surface emissivity
by Torabi et al. [27]. In all of three mentioned references, the
governing equations have been only dependent of time and
in fact, ordinary differential equations (ODE) have been solved
by semi-analytical methods and to the best knowledge of the
authors, nonlinear partial differential equation (PDE) of
non-Fourier heat conduction equation has not been solved
yet by semi-analytical methods.
In the present paper, the heat transfer phenomenon within
a one-dimensional slab subjected to an internal heat source
was investigated. The DPL non-Fourier heat conduction
model was employed for thermal analysis. A nonlinear equa-
tion was obtained since the thermal conductivity was assumed
temperature-dependent. The obtained equations were solved
by ADM. The main advantage of the ADM is the fact that
it provides its user with an analytical approximation, in many
cases an exact solution, in a rapidly convergent sequence with
elegantly computed terms. Moreover, ADM approximates the
nonlinear terms without linearization, perturbation, closure
approximations, or discretization methods which can result
in massive numerical computations. The application of a
Nonlinear Dual Phase Lagging heat conduction problem 1747semi-analytical method such as ADM to solve a system of non-
linear PDEs of non-Fourier heat conduction problem is the
novelty and originality of this study.
2. Physical modeling
A simple schematic of the problem geometry is shown in
Fig. 1. A 1-D thin film with the thickness of 2L and the initial
temperature Tðx; 0Þ ¼ 0:01 sinðpx=4LÞ is insulated on its both
sides and is subjected to a laser heat source. The energy conser-
vation equation is as follows:
qcp
@Tðx; tÞ
@t
þ @qðx; tÞ
@x
 g ¼ 0 ð1Þ
where q is the density of the body, cp is the specific heat of the
body, T(x, t) is temperature function and q(x, t) is the function
of heat flux, g is internal heat source, and x and t are spatial
and temporal variables, respectively. The constitutive equation
governing on the problem is based on the DPL model [7]:
sq
@qðx; tÞ
@t
þ qðx; tÞ þ k @Tðx; tÞ
@x
þ sT @
2Tðx; tÞ
@t@x
 
¼ 0 ð2Þ
where sq and sT are the heat flux and the temperature relax-
ation times, respectively and k is thermal conductivity of the
body. Thermal conductivity is assumed a linear function of
temperature [28]:
k ¼ k0½1þ kTðx; tÞ ð3Þ
where k0 is a reference value of thermal conductivity and k is
the coefficient of linear-dependency of thermal conductivity
to temperature. The initial and boundary conditions are also
as follows:
Tðx; 0Þ ¼ sinðpx=4LÞ; qðx; 0Þ ¼ 0; qð0; tÞ
¼ 0; qð2L; tÞ ¼ 0: ð4Þ
Eqs. (1) and (2) are non-dimensionalized by introducing the
following parameters:
~x ¼ x
2L
; eTð~x;FOÞ ¼ Tðx;tÞ
T0
; a0 ¼ k0qCp ; c20 ¼
a0
sq
; Ve2 ¼ a0sq
L2
;
FO ¼ a0t
2L2
; ~qð~x;FOÞ ¼ a0qðx;tÞ
T0k0c0
; c ¼ kT0; ~g ¼ 4LgqCpT0c0 ; b ¼
sT
sq
:
ð5Þ
The dimensionless form of Eqs. (1) and (2) is as follows:Figure 1 The schematic geometry of the problem.Ve
@ eTð~x;FOÞ
@FO
þ @~qð~x;FOÞ
@~x
 ~g
2
¼ 0 ð6Þ
Ve
@~qð~x;FOÞ
@FO
þ 2
Ve
~qð~x;FOÞ
þ 1þ c eTð~x;FOÞh i @ eTð~x;FOÞ
@~x
þ bVe
2
2
@2 eTð~x;FOÞ
@FO@~x
" #
¼ 0 ð7Þ
The dimensionless boundary and initial conditions are also
as follows:
eTð~x; 0Þ ¼ 0:01 sin p~x
2
 
; ~qð~x; 0Þ ¼ 0; ~qð0;FOÞ ¼ 0;
~qð1;FOÞ ¼ 0: ð8Þ
The laser heat flux is considered as a heat source and it can
be modeled as follows [29]:
~gð~x;FOÞ ¼ glel~x þ grelð1~xÞ
  FO
t2p
 !
e
FOtp ð9Þ
where gl is dimensionless energy strength at the left boundary
and gr is dimensionless energy strength at the right boundary,
l is absorption coefficient and tp is dimensionless energy pulse
time.
3. The basic idea of ADM
Consider a general nonlinear differential equation in the fol-
lowing form:
Luþ RuþNu ¼ g ð10Þ
where L is the highest-order invertible derivative. R is a linear
differential operator with an order less than L, Nu includes the
nonlinear terms, and g is the nonhomogeneous term. By apply-
ing the inverse operator L1 to both sides of Eq. (10) and using
the given conditions, we have the following:
u ¼ L1ðRuÞ  L1ðNuÞ þ L1ðgÞ ð11Þ
For nonlinear differential equations, the nonlinear operator
Nu = F(u) is expressed by an infinite series called the Adomian
polynomials:
FðuÞ ¼
X1
m¼0
Am ð12Þ
For Am polynomials, A0 depends only on u0, A1 depends
only on u0 and u1, A2 depends only on u0, u1, and u2 and so
on. ADM provides the solution as follows:
u ¼
X1
m¼0
um ð13Þ
For F(u), the infinite series is a Taylor series about u0 as
follows:
FðuÞ ¼ Fðu0Þ þ F0ðu0Þðu u0Þ þ F00ðu0Þ ðu u0Þ
2!
þ F000ðu0Þ ðu u0Þ
2
3!
þ    ð14Þ
By rewriting Eq. (13) in the form of
u u0 ¼ u1 þ u2 þ u3 þ   , and substituting in Eq. (14) and
equating the two terms for F(u) in Eqs. (12) and (14), the
1748 M.J. Noroozi et al.relations for the Adomian polynomials are obtained in the fol-
lowing form:
FðuÞ ¼ A1 þ A2 þ   
¼ Fðu0Þ þ F0ðu0Þðu1 þ u2 þ   Þ
þ F00ðu0Þ ðu1 þ u2 þ   Þ
2
2!
þ    ð15Þ
By equating the terms of the above equation, the initial
polynomials of the Adomian polynomials are obtained as
follows:
A0 ¼ Fðu0Þ ð16Þ
A1 ¼ u1F0ðu0Þ ð17Þ
A2 ¼ u2F0ðu0Þ þ 1
2!
u21F
00ðu0Þ ð18Þ
A3 ¼ u3F0ðu0Þ þ u1u2F00ðu0Þ þ 1
3!
u31F
000ðu0Þ ð19Þ
A4 ¼ u4F0ðu0Þ þ 1
2!
u22 þ u1u3
 
F00ðu0Þ þ 1
2!
u21u2F
000ðu0Þ
þ 1
4!
u41F
ðivÞðu0Þ ð20Þ
Now that the (Am) are obtained, the terms of Eq. (13) (i.e.,
the solution to the problem) are determined by inserting Eq.
(12) into Eq. (11).
4. Application and modification of ADM
One of the shortcomings of semi-analytical methods, including
ADM, in solving PDE is that they are unable to considering
the boundary conditions in the solution process [30]. There-
fore, ADM has to be improved so that it can include the
boundary conditions, and consequently, obtain the correct
solution. The method proposed by Garcı´a-Olivares [31] for
ADM improvement was used here. According to Eq. (10),
Eqs. (6) and (7) can be rewritten as follows:
L1 ¼ R1 þ g ð21Þ
L2 ¼ R2 N ð22Þ
Then, the operators introduced in Eqs. (21) and (22) are as
follows:
L1 ¼ @
eTð~x;FOÞ
@FO
;R1 ¼ 1
Ve
@~qð~x;FOÞ
@~x
;
g ¼ 1
2Ve
gle
l~x þ grelð1~xÞ
  FO
t2p
 !
e
FOtp ;
L2 ¼ @~qð~x;FOÞ
@FO
;
R2 ¼ 2
Ve2
~qð~x;FOÞ þ 1
Ve
@ eTð~x;FOÞ
@~x
þ bVe
2
@2 eTð~x;FOÞ
@FO@~x
;
N ¼ c
Ve
eTð~x;FOÞ @ eTð~x;FOÞ
@~x
þ bVe
2
2
@2 eTð~x;FOÞ
@FO@~x
" #
:
ð23Þ
Once the given operators are determined, the values ofeTð~x;FOÞ and ~qð~x;FOÞ can be obtained according to Eq.
(11). However, since the integration is performed in the FO
direction, the boundary conditions are taken into account at
any stage of the solution process which causes the solution
to have errors compared to the accurate solution [30]. There-fore, the method proposed by Garcı´a-Olivares [31] was then
used to provide the solution.
Two perturbation functions were added to the initial
conditions:
~qð~x; 0Þ ¼ p1ð~xÞ ð24ÞeTð~x; 0Þ ¼ 0:01 sin p~x
2
 
þ p2ð~xÞ ð25Þ
Let the solution be in the form of eT ¼ eT0 þ eT1 þ eT2 þ   
and ~q ¼ ~q0 þ ~q1 þ ~q2 þ   . Then, the functions eT0 and ~q0 will
be in the form of ~q0 ¼ p1ð~xÞ and eT0 ¼ 0:01 sinðp~x=2Þ þ p2ð~xÞ.
The values of other terms are obtained successively using these
two functions. Finally, the solution to the problem is obtained
by summing up all the terms.
After obtaining the solution, the values of the function at
the boundary are determined, e.g., ~qð0;FOÞ and eTð1;FOÞ.
These values are certainly different from the boundary condi-
tions of Eq. (8). The distance between the initial values and the
new values has to be minimized at this stage. For this purpose,
the distance between the new values and the values in Eq. (8) is
defined as follows:
d ~qð0;FOÞ; ~qð0;FOÞ½  ¼
Z 1
0
ð~qð0;FOÞ  ~qð0;FOÞÞ2dFO
d ~qð1;FOÞ; ~qð1;FOÞ½  ¼
Z 1
0
ð~qð1;FOÞ  ~qð1;FOÞÞ2dFO
d ~qð~x; 0Þ; ~qð~x; 0Þ½  ¼
Z 1
0
p1ð~xÞ2d~x
d eTð~x; 0Þ; eTð~x; 0Þh i ¼ Z 1
0
p2ð~xÞ2d~x
ð26Þ
For the minimization problem, the bulk distance is now
expressed as follows:
d ¼ d ~qð0;FOÞ; ~qð0;FOÞ½  þ d ~qð1;FOÞ; ~qð1;FOÞ½ 
þ d ~qð~x; 0Þ; ~qð~x; 0Þ½  þ d eTð~x; 0Þ; eTð~x; 0Þh i: ð27Þ
To minimize the above expression, the forms of the pertur-
bation functions p1ð~xÞ and p2ð~xÞ have to be known. The most
common option is to select a polynomial form:
p1ð~xÞ ¼ a0 þ a1~xþ a2~x2 þ    ;
p2ð~xÞ ¼ b0 þ b1~xþ b2~x2 þ    ð28Þ
Once the forms of the perturbation functions p1ð~xÞ and
p2ð~xÞ are known, the coefficients a0; a1; a2; . . . ; b0; b1; b2; . . .
can be obtained through minimizing Eq. (27). Consequently,
the values of perturbation functions p1ð~xÞ and p2ð~xÞ are
obtained thereby yielding the problem solution, i.e. eTð~x;FOÞ
and ~qð~x;FOÞ. All computations of mentioned process were cal-
culated by Maple 15 package.
5. Results and discussion
To evaluate the accuracy of the obtained solution, the results
were compared with the results of Lam [29], which is a linear
analytical study (Fig. 2). Fig. 2 shows the temperature profile
for two cases. Based on the conditions and parameters values
of case 1, the bulk distance and the perturbation function
Figure 2 Validation of ADM with a linear analytical study [29].
Case 1: gl = 10, gr = 10, tp = 0.001, l= 10, b= 0.004, c= 0,
Ve= 1, FO= 0.3. Case 2: gl = 10, gr = 0, tp = 0.001, l= 10,
b= 0.004, c= 0, Ve= 1, FO= 0.4.
Figure 3 The effect of Vernotte number on temperature profiles.
(gl = 10, gr = 10, tp = 0.01, l= 10, b= 0.004, c= 0.1,
FO= 0.3).
Nonlinear Dual Phase Lagging heat conduction problem 1749coefficients and the dimensionless temperature function are as
follows:d ¼ 0:00000244898149231; a0 ¼ 0:001542779335579; a1 ¼ 0:02020571041553;
a2 ¼ 0:0252921158649449; a3 ¼ 0:275753535197911; a4 ¼ 0:35863040092761;
a5 ¼ 0:117845221675933; b0 ¼ 0:0008926043623460; b1 ¼ 0:009334213988682;
b2 ¼ 0:005051864326525; b3 ¼ 0:012580633028671; b4 ¼ 0:131409780625046;
b5 ¼ 0:063327870215932:
eTð~x;FOÞ ¼ ð500 expð10þ 10~x 100FOÞ  0:0001852317134 expð10~x 100FOÞ
 504:08 expð10~x 100FOÞÞFOþ 2 10ð14Þ expð10þ 10~x 100FOÞð2:5 1016 expð10þ 20~xÞ
 9:079985950 109 expð20~xÞ  2:52 1016ÞFOþ 0:01 sinðp~x=2Þ  20:10323640 expð10þ 10~x 100FOÞ
 0:000007513361496 expð10~x 100FOÞ þ ð0:003079929687 0:003771047093~x2
þ 1:25 10ð7Þ sinð0:5p~xÞp4 þ 0:003070600247~x 5:208333328 10ð9Þ sinð0:5p~xÞp6ÞFO5
þ ð0:01515384609þ 0:01284233263~x 0:0388019220~x2 þ 0:8012429018~x3  0:00125 sinð0:5p~xÞp2
 0:5892261085~x4ÞFO2 þ ð1:122163031~x 1:191386191~x2 þ 0:2670809671~x3  0:1964087028~x4
þ 0:00002604166665 sinð0:5p~xÞp4  0:0004166666665 sinð0:5p~xÞp2  0:1392924726ÞFO4
þ ð0:1381420813 2:170138887 10ð7Þ sinð0:5p~xÞp6 þ 0:00001041666666 sinð0:5p~xÞp4
 0:00005555555553 sinð0:5p~xÞp2 þ 0:2564541244~x :3159784543~x2 þ 0:03561079560~x3
 0:02618782703~x4ÞFO6 þ    ðmany other termsÞAs can be seen in the figures, there is a good agreement
between the results of the analytical solution and the results
obtained from ADM. Quantitatively, ADM has a 0.23% aver-
age error in case 1 and 0.2% average error in case 2 compared
to the analytical solution. In both graphs, the behavior of
ADM is consistent with the analytic solution.
It should be noted that because of symmetry, only half of
temperature profiles will be shown in next figures. Fig. 3 shows
the effect of variations in the Vernotte number on the temper-
ature profile. At the beginning of the body, variations in the
Vernotte number did not significantly affect the temperature,
but as ~x increased, an increased Vernotte number increased
the temperature, and the diagrams moved apart. This behaviorwas reversed when the diagrams reached their peak. A
deceased Vernotte number extended the temperature variation
range and increased the amplitude, width, and velocity of the
heat wave. A reduced Vernotte number formed stronger andfaster wave; consequently, more parts of the body were
affected by the wave. This behavior is due to the nature of
the Vernotte number Ve ¼ a0
Lc0
 	
, where the thermal wave
velocity is inversely related to the Vernotte number.
Fig. 4 shows the effect of variations in thermal conductivity
coefficient (c) on the temperature profiles. In the early parts of
the body, an increased c increased the temperature. The trend
was reversed when temperature reached its peak. On the other
hand, an increased c increased both thermal wave velocity and
the slope of the wave front. In fact, unlike Fig. 3, where the
waveform did not change at different Vernotte numbers, in
Fig. 4, an increase in c caused the wave take a more aggressive
form. In addition, the diagram showed lower maximum
Figure 4 The effect of c on temperature profiles. (gl = 10,
gr = 10, tp = 0.01, l= 10, b= 0.004, Ve= 1, FO= 0.3).
Figure 6 The comparison between different models of heat
transfer for linear (c= 0) and nonlinear (c= 0.25) cases.
(gl = 10, gr = 10, tp = 0.01, l= 10, Ve= 1, FO= 0.3, Fourier:
b= 1, C–V: b= 0, DPL: b= 0.1).
1750 M.J. Noroozi et al.temperatures in the negative values of c. Fig. 4 generally shows
that to what extent the variations in the thermal conductivity
with the temperature can affect the temperature profile.
The effects of variations in the Fourier number on the tem-
perature profile are shown in Fig. 5. As can be seen, tempera-
ture completely depended on the Fourier number. Since the
Fourier number represents the dimensionless time, with
increase in time (or the Fourier number), the heat wave contin-
uously moved forward and reversed upon reaching the end
point of the body and being reflected.
In fact, Fig. 5 shows the position of a heat wave at different
times. As time increased, the wave amplitude decreased, the
peak point took lesser values, and the wave was gradually
damped. The temperature throughout the body increased at
the same time that the wave was being damped.
A comparison between different heat transfer models is
made in Fig. 6, where the effects of variations in c in the models
are shown. Two values were considered for c (linear case, i.e.,0
0.5
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Figure 5 The effect of Fourier number on temperature profiles. (gc= 0, and the nonlinear case, i.e., c= 0.25). Different values
of b yield different heat transfer models. For b= 0, we have
the C–V non-Fourier heat transfer model; for b= 1, we
have the Fourier heat transfer model; and for 0 < b< 1 we
have the DPL model. As can be seen in Fig. 6, the effects of a
non-constant thermal conductivity are more prominent in the
non-Fourier models. As previously mentioned, non-Fourier
models better predict the temperature distribution compared
to the Fourier model in real-world applications. Therefore,
when it is intended to use such models in order to obtain a more
accurate temperature distribution, consideration of a variable
thermal conductivity is essential, and a constant thermal con-
ductivity coefficient creates significant errors.
In this section, the sensitivity of the midpoint temperature
(~x= 0.5) to the variations in different parameters in the0
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Figure 7 Sensitivity analysis of the dimensionless temperature with respect to different parameters. The reference values of parameters:
(gl = 10, gr = 10, tp = 0.01, l= 10, b= 0.004, Ve= 1, c= 0.1, FO= 0.3).
Nonlinear Dual Phase Lagging heat conduction problem 1751problem was analyzed. Fig. 7 shows the percentage changes in
temperature versus the percentage changes in different param-
eters. In fact, it indicates that how and to what extent (in per-
cent) the dimensionless midpoint temperature changed when
the value of a parameter was changed from its reference value.
Variations in the Fourier number had the greatest effect on the
temperature, with its effectiveness being much higher than
other parameters. After the Fourier number, variations in
the Vernotte number had greatest effect on the temperature,
followed by the parameters related to the heat source. Finally,
c and b had the least effect. It is noteworthy that only the
midpoint of the body was considered here, while, as seen in
Fig. 4, variations in c significantly affected the temperature
throughout the body.
6. Conclusion
The present study investigated heat transfer problem in a thin
film. The Dual Phase Lagging (DPL) heat conduction model
was employed for this purpose. Thermal conductivity was
assumed temperature-dependent which resulted in a nonlinear
equation. The modified semi-analytical Adomian Decomposi-
tion Method was used for solving the equations. Results are
summarized as follows:
1. It was concluded that the modified ADM used in this paper
had a suitable accuracy in solving nonlinear PDE problems
considering non-Fourier heat transfer.
2. It was observed that a reduced Vernotte number increased
the velocity, amplitude, and width of the heat wave.
3. The assumption of temperature-dependent thermal conduc-
tivity caused significant differences in temperature profiles
which makes nonlinear analysis important. Particularly, the
difference was muchmore evident in the non-Fourier models.
4. The Fourier and Vernotte numbers had the greatest effect
on the temperature variations; therefore, dimensionless
numbers significantly affected the analysis of non-Fourier
heat transfer problems.References
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