We revisit an investment experiment that compares the performance of an investor using Bayesian methods for determining portfolio weights with an investor that uses the Monte Carlo based resampling approach advocated in Michaud (1998) . Markowitz and Usmen (2003) showed that the Michaud investor always won. However, in the original experiment, the Bayes investor was handicapped because the algorithm that was used to evaluate the predictive distribution of the portfolio provided only a rough approximation. We level the playing field by allowing the Bayes investor to use a more standard algorithm. Our results sharply contrast with those of the original experiment. The final part of our paper proposes a new investment experiment that is much more relevant for the average investor -a one-period ahead asset allocation. We examine in detail why this is the best comparison to make, and why the Bayes investor always wins. 
The Setting
In the traditional mean-variance asset allocation problem, the investor is presumed to have complete knowledge of the inputs, i.e. exact knowledge of expected returns, variances, and covariances. Most often this assumption is considered innocuous, ignored, or perhaps not fully understood by asset managers. There have been many advances in dealing with parameter uncertainty. 1 In an important recent article, Markowitz and Usmen (2003) report the results of an experiment which compares the performance of two competing methods for determining optimal portfolio weights, where each method explicitly accommodates the uncertainty in the parameter estimates. We revisit this comparison.
In the first approach, portfolio weights are found by integrating out these uncertainties using Bayesian methods. In the second approach, a competing set of weights are obtained using the Resampled Efficient Frontiers T M method found in Michaud (1998) 2 . Markowitz and Usmen (2003) conduct an experiment using synthetic data and find that the resampled weights perform better than the weights implied by a Bayesian method.
We revisit the same investment experiment, with two main differences from the way the experiment was conducted by Markowitz and Usmen (2003) . First, while they use uniform prior distributions for the mean and covariance, we use a hierarchical Bayesian model with diffuse, conjugate prior distributions that mimic uniform prior distributions.
This facilitates the second and more important difference, i.e., the use of a Markov Chain
Monte Carlo (MCMC) algorithm, as opposed to an Importance Sampling algorithm. While both approaches are used in the literature, the MCMC algorithm is almost always preferred in part because of well documented problems that can arise with regards to the variance of Importance Sampling approximations, see Robert and Casella (1998) and Bernardo and Smith (1994) . In addition, Markowitz and Usmen (2003) probably used too few samples to approximate these high dimensional integrals.
Under the MCMC inference method, we find that the results from the investment experiment sharply differ from the original experiment. In our rematch, there are many cases where weights from the Bayesian method perform better than weights from the resampling method, using the same performance criteria as the initial experiment. In this rematch, we found that the Bayesian method does better at low levels of risk aversion and the resampling method does better at high levels of risk aversion. We provide the economic intuition for the role of risk aversion.
We also consider a second asset allocation setting, a one-step ahead version of the investment problem, which is more relevant from the investor's perspective. In this competition, additional returns are generated and one-step ahead portfolio returns are calculated for all of the different historical data sets. We find that the Bayes approach dominates the resampled efficient frontier approach when the data are drawn from a distribution that is consistent with the data in each history, i.e. drawn from the predictive distribution conditional on each history. Our results lead us to conjecture that the resampled frontier approach has practical merit when the future returns are not consistent with the historical returns (e.g.,
when the underlying statistical model has been misspecified or the data is drawn from a distribution other than the predictive distribution) or when the investor has a very long investment horizon, as implied by the criteria used in the initial experiment, and is not very risk averse. Later we explore why risk aversion impacts the success of these approaches for both competitions.
The paper is organized as follows. In Section I, we review the simulation competition and the set of utility functions that are considered. We briefly review the equivalent Resampled Efficient Frontier T M approach that we use in Section II, and we discuss our modification of the specification of the Bayesian investor in Section III. In Section IV , we explore the onestep ahead investment problem and conclude with a discussion of the results and potential reasons for the differences between the original experiment and the new experiment. We also discuss settings where the resampled frontier approach may offer a more robust solution to the portfolio allocation problem. Some concluding remarks are offered in Section V I.
I The Investment Experiment
We conduct a simulated asset allocation with two investors and a referee, following Markowitz and Usmen (2003). The referee generates 10 'true' parameter sets for a multivariate normal density. Each 'true' parameter set summarizes the behavior for a group of eight asset returns in the sense that for each 'truth' the monthly percent returns for these eight assets are assumed to be i.i.d. normal with means, variances and covariance given by the corresponding 'true' set of parameters. As in the original experiment, we mimic the asset allocation task discussed in Michaud (1998) , where the assets that are being considered are a collection of six equity indices (Canada, France, Germany, Japan, United Kingdom and United States) and two bond indices (United States Treasury bond and a Eurodollar bond).
The referee starts with an original set of parameters, which are the Maximum Likelihood
Estimates (MLE) of the mean and covariance for these eight assets based on their monthly percent returns over the 216 months from January 1978 to December 1995; see Chapter 2
of Michaud (1998) for the exact values. The referee then generates 10 sets of perturbed parameters, or "truths," by generating 216 draws from a multivariate normal density using the original parameters and a new random seed; the perturbed or 'true' parameters are the MLE estimates from each corresponding sets of draws. Using each of the 10 truths, the referee then generates 100 histories (each with 216 simulated observations), which form the basis of the experiments, see Figure 1 for a summary. To be more explicit, let μ OP and Σ OP be the mean and covariance matrix representing the original parameters. The referee creates the i th set of 'true' parameters (μ T i , Σ T i ), by generating
and letting
For each (μ T i , Σ T i ), the referee generates 100 histories, where the k th history for the i th set of 'true' parameters is as follows:
[Insert Figure 1 About Here]
The asset allocation experiment is played as follows. The referee gives each investor a simulated history and the investors tell the referee the portfolio weights that they believe will maximize the expected utility under three different utility functions; the utility functions are
given by:
where E [r n+1 |H] is the predictive mean given history H, ω are the portfolio weights, r n+1
are the predictive returns (e.g. the distribution of returns for the next month, month 217, conditional on the observed returns, months 1 to 216) and λ reflects risk aversion and takes three different values. In addition to returning the optimal portfolio weights, the investors also tell the referee their own estimate of the expected utility using their optimal weights.
The referee compares each investors' weights by calculating the investors' expected utility using the true parameter values in place of the predictive mean and covariance. For each of the 100 histories, the investor with the weights that result in a higher expected utility, using the true parameter values, is determined to have won.
As shown in Markowitz and Usmen (2003) and Harvey et al. (2006) , the expected utility of (4), given a specific history H is a function of predictive moments (mean and covariance).
The predictive mean is equal to the posterior mean, which will be very close to the MLE estimate of μ (the historical average returns). The predictive covariance matrix, however, is composed of two different summaries of uncertainty: (1) the posterior mean of Σ, which will be very close to the MLE estimate of Σ (the historical covariance matrix of the returns) and (2) the posterior mean of the covariance of μ, which reflects our uncertainty with respect to the mean returns μ given the data that has been observed. So Σ captures both the covariance of the return as well as summarizing the inherent uncertainty in estimating the average return or the uncertainty with respect to μ. (See Appendix A.1 for more details).
The Bayes investor finds the weights, ω B , which maximize the expected utility with respect to the predictive moments for each history, while the Michaud investor finds the weights, ω M , using the resampling scheme. The referee compares both sets of weights assuming the true parameters used to generate the history, μ T , Σ T , are the predictive mean and covariance, or
Before describing the details of how the Michaud and Bayes investor obtain their portfolio weights, it is worth observing that the referee and two investors are not using consistent frameworks. The Bayes investor uses a utility function based on predictive returns and the Michaud investor uses a utility function based on parameter estimates. The referee evaluates performance based on the 'true' parameters, which ignores the contribution to Σ that comes from the inherent uncertainty regarding the 'true' average return. If this extra variance is missing, the estimate for the portfolio variance will be lower than they should be, which will lead to suboptimal portfolio allocation.
II The Resampling Investor
As in the original experiment, we consider the basic version of the resampled frontier approach. Markowitz 
Then the 'resampled' weights, ω λik , reported by the Michaud investor for the k th history associated with the i th 'truth', are the average optimal weights over the corresponding resampled histories, or
Alternatively, the maximized weights for each μ R ikm and Σ R ik and for each λ can be obtained directly by solving the standard quadratic programming problem of
Finding the optimal weights for each λ in this fashion has two advantages, first it requires fewer optimizations (3 compared to 101) and it obtains a set of weights for each resampled history which is at least as good as the weights using the original experiment.
III The Bayes Investor
In our new setting, the Bayes investor will use a different approach for calculating the expected utility. In both the original and current experiment, the Bayes investor assumes that asset returns are i.i.d. and follow a normal distribution with mean μ and covariance matrix Σ; see Appendix A.2 for an exact specification of the model.
We modify the Bayes investor in two ways: we alter the prior distribution and we use the MCMC algorithm. In the original experiment, the Bayes investor assumes a uniform prior distribution on μ and Σ; where the distributions are truncated to include all 'reasonable' parameter values. This allows equal probability, a priori, over the range of possible parameters, reflecting a diffuse prior distribution. In our current experiment, we assume diffuse conjugate prior distributions for μ and Σ or
and
where μ = 0, τ 2 = 100, SS = I, ν = 5,and I is an identity matrix. The intuition is as follows.
The prior distribution for a model parameter, such as μ, is considered to be conjugate, if the resulting distribution, conditional on the data and the remaining parameters is the same type of distribution as the prior distribution, (e.g. if the prior for μ is a Normal distribution, then the distribution for μ, conditional on Σ and the data is also a Normal distribution). By picking appropriate values for τ 2 , ν and SS, these distributions can be such that they are diffuse, and have no impact on the final parameter estimates. Both the uniform prior and the diffuse conjugate prior are equivalent with regards to the information they bring to the analysis. However, the conjugate prior makes it easier to do the MCMC calculations. While the calculations could still be done with a uniform prior, they would be more cumbersome.
Hence the reason for choosing the conjugate prior is purely computational. See Bernardo and Smith (1994) for a more complete discussion of prior distributions. See Appendix A.2 for a discussion of how both model specifications are similarly diffuse.
The most important difference between the original experiment and our experiment is the use of the Markov Chain Monte Carlo (MCMC) algorithm to estimate the expected utility; see Gilks et al. (1998) for a discussion of the MCMC algorithm. In the original experiment, the Bayes investor used an Importance Sampling scheme, based on 500 draws from a proposal distribution to approximate the expected value of (4) (see Appendix A.1 for more details); while the Importance Sampler has attractive computational properties, it can result in integral estimates with unbounded or extremely large variances, which is problematic because the weights for points with high posterior probability can be large, leading to infrequent selection from the proposal distribution; see Robert and Casella (1998) and Bernardo and Smith (1994) .
To contrast the two inference approaches, the MCMC algorithm generates samples from the predictive density and use these draws to approximate the expected utility integral, where the Importance Sampling scheme generates draws from an alternative density and reweights these draws in order to approximate the integral with respect to the predictive density. In other words this MCMC algorithm samples directly from the predictive density, where as the Importance Sampler obtains samples from the predictive density in a round about way. An important difference between our implementation of the MCMC algorithm and Markowitz and Usmen's (2003) implementation of the Importance Sampler has to do with the number of samples that were used. In the original experiment, they used only 500 samples, where as we use 25,000 draws from the predictive density. The relatively small number of draws, with respect to the dimension of the space being integrated over (44 dimensions), is one potential reason for the differences in the two experiments.
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IV Results of the New Setting
The results using the MCMC algorithm for inference and using the original performance criteria (i.e. evaluating each weight using the proposed 'true' parameter values as the predictive mean and covariance as detailed in (5)), are markedly different from the results reported from the original experiment. In the original experiment, the Michaud investor won for every 'truth' and for every value of λ in that the portfolio weights reported by the Michaud investor gave a larger average utility over the 100 histories as evaluated by the referee. In the new experiment, the Bayes investor wins for 7 out of the 10 histories when λ = 0.5, and the Michaud investor wins for 8 out of 10 histories and for 6 out of 10 histories when λ = 1 and 2 respectively; see Table 1 for a summary of the results.
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The main difference between the original experiment and the current experiment comes from the choice of inference used by the Bayes investor (i.e., the difference between using the Importance Sampling and the MCMC algorithms to approximate the expected utility). As a result, investors should use caution when determining which approach to use for selecting an optimal portfolio in practice.
In the original experiment, the referee chooses a criteria that handicaps the Bayes investor and that reflects an investment strategy that is much different from the investment strategies pursued in practice. Specifically, the investors select an optimal set of weights based on a history and then the referee uses a criteria that is not consistent with that history (he/she evaluates the weights using the 'true' mean and covariance, which are different from the predictive mean and covariance associated with the history). This would be reasonable, if the investor does not expect future returns to match historical returns. Since this is not the case in the original experiment, the Bayes investor is handicapped as he/she is operating under the assumption that the future returns distribution will match the past returns distribution, and it is interesting that even with this handicap the Bayes investor performs at a comparable level to the Michaud investor.
From an investment perspective, the referee's criteria implicitly assumes that each investor is going to take their derived weights and hold a portfolio based on these weights until all uncertainty from the parameter estimates is gone. Stated differently, the referee is determining the performance of a set of portfolio weights by assuming that each investor will hold their respective portfolio forever (or at a minimum for the rest of the investor's life). It is inconceivable that a real world investor will never adjust their portfolio.
IV.i One Period Ahead Asset Allocation
In order to explore the performance of these two approaches in a setting that is more relevant to an investor with a shorter investment horizon and where the Bayes investor is not handicapped, we conducted a new experiment. In this out of sample asset allocation, the referee assumes that the investor will only hold the portfolio for one period and where the referee draws returns that are consistent with the history that has been presented to the investor (i.e. the return is drawn from the predictive density, given the history).
To be more precise, for each history H ik , both investors calculate weights as described in Sections II and III. The referee draws 100 asset returns for the next period (t = 217) from the predictive distribution
and using the Michaud investors weights, ω MH ik , and Bayes investors weights, ω BH ik , the referee calculates the portfolio return for each draw
The referee calculates the investors utility for each 'truth' (for each i), by calculating the mean and variance of the one-step ahead portfolio returns and putting that into the quadratic utility function, or given a λ and estimates of the portfolio mean and variance calculated in the usual way
Each investor's utility is given by
In the one-step ahead asset allocation experiment, using the draws from the 'predictive' density, the Bayes investor wins for all of the 'truths'; the Bayes investor has a higher expected utility for 10 out of 10 'truths' for all of the utility functions, see Table 2 for a summary.
[Insert Table 2 About Here]
The results the experiment show that the Bayesian approach will outperform and potentially dominate the resampling approach, depending on the perspective that the investor wants to adopt. If the investor assumes that the distribution of future returns will match the distribution of past returns and the investor has a short investment time horizon, then they should avoid the resampling approach; alternatively, if there is some ambiguity about the distribution of past returns and the investor has a very long time horizon, the resampling approach has some advantages.
IV.ii Interpreting the relative performances: Bayes vs. Resampling
In replaying the original experiment, it appears that there may be a pattern in the performance of the two approaches. The difference in the average expected utility between the two approaches across all of the histories is influenced by the investor's risk aversion (or λ). In the original experiment, as the investor's risk aversion increases (λ gets bigger), the resampling approach performs better on average, see Figure 2 .
[ Insert Figure 2 About Here]
In contrast, although the Bayes approach dominates in the new experiment, the level of dominance increases as the investor becomes more risk averse.
The influence of risk aversion on the difference in performances is much larger for the new experiment than for the original experiment and it is in the opposite direction. The economic reason for these differences can be understood by investigating how the average portfolio mean and the average portfolio variance (the two components of the quadratic utility function) change as a function of λ. As the investor becomes more risk averse, the average portfolio mean and variance, for both approaches across both experiments, decreases as we would expect. However, the decrease in the average variance and the average mean for the Bayes approach is larger (particularly the decrease in the average variance) when compared with the resampling approach, see Table 3 . This gives us the key insight that while the resampling approach tends to result in a larger average portfolio mean, this comes at the expense of a larger average portfolio variance, and this difference in the average variance increases dramatically as an investor's risk aversion increases.
[Insert Table 3 About Here]
The two can be framed in terms of the investment time-frame: a long-term investor in the original experiment and a short-term investor in the new or one-step ahead experiment.
While investors in both experiments use the same amount of information (216 data points)
to find their weights, the referee uses very different criteria for each experiment. In the original experiment the referee evaluates weights using the 'true' parameters, which implies that the investor is holding the portfolio for a very long time. By using the 'true' parameters, the referee is ignoring the extra variance that comes from the uncertainly about the estimates of the average return. As a result the average portfolio variance for the original or long-term experiment are smaller than the average portfolio variance from the second or one-step ahead experiment, again see Table 3 . The most striking difference between the two experiments is in terms of the average portfolio variance. All investors will have to deal with making asset allocation decisions in the face of both the unexplained uncertainty and uncertainty about the mean. In addition, the dramatic difference in the average portfolio variance obtained by using the Bayes approach demonstrates the value of the Bayes approach as the uncertainty facing the investor increases and/or as the investor becomes more averse to risk.
V A Deeper Look
We further explore the differences between Bayes and Resampling at a very simple level.
While we agree that there are some overlapping elements to our Bayesian approach and the Resampling approach, there are some substantial differences that merit closer attention. The main difference is that the Resampling approach breaks from the traditional optimization framework of maximizing an expected utility and instead takes the expectation of weights that maximize a utility; stated simply the Resampling approach maximizes and then averages instead of maximizing an average (or an expected return). This is a fundamental departure from the seminal framework proposed originally by Markowitz (1959) .
We wish to focus our discussion on the differences in optimization approaches and within that framework discuss the role of various investment scenarios (referees) that could be used to assess the performance of an asset allocation strategy.
There are three components to both of the approaches being considered: 1) generation of random parameters, 2) the optimization framework used to determine an optimal set of investment weights and 3) the investment scenario used to determine how well the resulting weights perform. The first issue is important, but not of real interest as the Monte Carlo approach used in the Resampling methodology can be viewed as an approximation to the MCMC sampler used to generate posterior draws of the mean and covariance matrix.
V.i The Resampled Optimization Approach
The second point is of substantial interest as this point represents a major break from the traditional (or more accurately characterized, the dominate) approach to optimal decision making. Part of the challenge with past discussions of the Resampled optimization approach, is that these discussions have been restricted to finding weights for long only portfolios (i.e. the weights are constrained to be positive). If we lift this restriction, then we can derive analytic results which help clarify the differences between the Resampled optimization approach and the Traditional optimization approach. To illustrate, in a way that is directly comparable with the Resampling approach, we will show differences using the assumption that investors utilities are a function of parameter values.
Traditionally, an investor will choose weights, ω, that maximize their expected utility u(ω, μ, Σ), or assuming quadratic utility they would solve the following problem:
where the subscript 'T ' denotes the traditional approach and 'R' denotes the Resampled is the variance-covariance matrix, and λ is the risk aversion of the investor; using simple calculus we can obtain the standard set of optimal weights
2λ .
An investor, who is following the Resampling approach, inverts the traditional order and they use the following weights
where
where f (μ, Σ|H O ) represents the parameter uncertainty given the history H O . A direct comparison of the weights that result from the two approaches is instructive:
where Σ −1 μ is product of the averages, and Σ −1 μ is the average of the products.
To help understand the differences consider the single asset case where an investor can either invest in a single risky asset or in the risk free asset. In this case, the Resampled investor weight will always be larger, in absolute value, than the traditional investor, or Hence, averaging over (1/Σ) will result in a larger value than taking one over the average of 
V.ii Selecting the Referee
Using simple algebra, we can explicitly determine when the traditional approach will have a higher expected utility; EU T > EU R when
, and as noted above,
There are three referees that we would like to consider, the Predictive (or One Step Ahead) Referee, the Truth Referee, and the Random Referee. The Predictive Referee uses the observed history, H REF = H O , or the predictive distribution based on the observed history (which is the only history available to the investor), hence
Based on (19) , the traditional approach will always win, with probability 1. We are willing to concede that the Predictive Referee is backwards looking, in that he/she uses just the observed history to assess performance, but we are not willing to concede that this is a circular argument. It simply points out that the traditional approach always beats the Resampled approach, when the objective function being maximized is used to assess performance.
The Truth Referee uses the parameters, μ T rue , Σ T rue , that were used to generate the history, which is equivalent to using an infinite history, or
Hence, the resulting moments are the true parameters,or E[μ|H ∞ ] = μ T rue and E[Σ|H] =
Σ T rue . While the Truth Referee is often assumed to be the best referee, he/she has the fatal flaw that the investor must hold the portfolio forever; only at that point will there be no variability in the parameter estimates and only then will the investor's utility agree with the utility used by the Truth Referee. We do not find this infinite time horizon scenario to be a creditable scenario, even if other feels this is viable.
The Random Referee acknowledges the shortcoming of the Predictive and Truth Referee and assumes that the investor will hold the portfolio for a finite amount of time, e.g., the amount of time equal to the original history. Over this future time a new history based on the true parameters μ T rue , Σ T rue , will be generated, or 
This means that the Traditional approach will do better than the Resampled approach more than 50% of the time. To see this recall that EU T > EU R when
and realize that both Σ
−1
Rand μ Rand and Σ −1 μ have the same distribution. A simple symmetry argument requires that if Δ > 0, then
Finally, because P r(Δ > 0) = 1, due to Jensen's Inequality, the Random Referee will more times than not, declare the Traditional optimization approach to be better than the Resampling optimization approach; which is not surprising given the overwhelming acceptance of the traditional decision science definition that an optimal decision is one that maximizes expected utility.
V.iii Minor points
There are a few other minor points of criticism that might be relevant to the study we have undertaken with this rematch.
We readily acknowledge that we use a variation of the Resampled approach emphasized by Markowitz and Usmen (MU) (2003) , but in doing so we followed recommendations explicitly given by the proponents of the Resampled approach. For example, we used the λ−associated Resampling algorithm instead of the rank-ordered algorithm. When the λ−associated method is put forth in Michaud (1998). They say, "As a practical matter, the choice between the two approaches may simply be a matter of convenience." (See appendix of chapter six, from Michaud 1998, page 67).
Another important issue to consider is that of sample size. We (as well as Markowitz and Usmen, 2003) follow the recommendations given by Michaud (1998) for the Resampled method which says that 500 Monte Carlo samples should be used to find the Resampled Efficiency portfolio. We think that this value is much too small, but the reader should recall that this is the particular recommendation that was given previously by Michaud for this specific set of data. For a proper Bayesian analysis, 500 samples are much too restrictive.
Therefore, we use the recommended number of samples from each discipline, 500 for the Resampled method and (something much bigger) 25,000 for the Bayesian method. We would like to note that it is not our recommendation to integrate over 44 dimensions with a sample size of 500. Finally, we would like to remind the reader that our primary purpose was not to determine whether the guidelines put forward for the Resampled approach were optimal.
VI Conclusion
Our paper reexamines the asset allocation simulation that pits a Bayesian investor against an investor that uses the resampling approach advocated by Michaud (1998) . In the original experiment, Markowitz and Usmen (2003) find that the resampling investor always wins.
We level the playing field by allowing the Bayes investor to use a more standard technique to approximate the moments of the predictive distribution. With this minor change, it ends up essentially even.
We also offer an investment setting that more closely approximates the practical situation that investors face -a one-step ahead portfolio allocation. Here our results depend on the distributional assumptions. If the future distribution is just like the past, the Bayes investor always outperforms. However, if there is a change in the distribution (i.e. the predictive distribution is different from the historical distribution), the resampling investor shows advantages.
The dominate performance of the Bayes investor, for the one-step ahead experiment, comes about because the investor faces more uncertainty (they have uncertainty about both the variability of the returns and about their ability to predict the mean) and because the Bayes approach results in a smaller average portfolio variance as the investor's risk aversion increases.
The Bayesian and resampling literature consider a broader interpretation of risk by focusing on parameter uncertainty. The Bayesian handles parameter uncertainty by averaging over parameter values in a way that is consistent with the data, the assumed distribution, and the prior beliefs, whereas the resampler resorts to a Monte Carlo simulation to deal with the uncertainty.
There is another type of risk sometimes referred to as ambiguity. One can think of this as uncertainty about the distribution or uncertainty about the basic model. That is, while we might have a prior for a particular distribution, there are many possible distributions.
Our results show that the resampling approach shows some robustness to distributional uncertainty. Our future research will focus on a Bayesian implementation to handled this type of certainty.
then the difference between these two prior specifications, for the 'reasonable' values for μ disappears as τ 2 increases, see Figure 3 for an illustration. Similar prior specifications can be choose for the covariance matrix Σ.
[Insert Figure 3 About Here]
A.3 Approximating Expected Utility
In order to approximate the expected utility, with respect to the predictive distribution, the Bayes investor generate samples from the posterior distribution
and in turn generate samples from the predictive distribution for each draw from the posterior distribution,
In the implementation for the new experiment, the Bayes investor ran the MCMC algorithm for a burn-in of 10,000 iterations (to allow the MCMC algorithm converge in distribution) and then generated 25,000 draws from the posterior and predictive densities (i.e. one sample from the predictive density for each posterior draw). The approximation of the expected utility for the Bayes investor is calculated as follows, Mostovoy and Satchell (2006) , and Scherer (2002 Scherer ( ,2006 . 3 This approach is guaranteed to produce weights that result in an expected utility that is less than the maximum expected utility because the resampled weights will be different than the Bayes weights (see 
Glossary
Conjugate prior -a prior distribution for a parameter, where the resulting fullconditional distribution (the distribution conditional on the remaining parameters and he data) is from the same family of distributions as the prior distribution. For example, for the models considered in this paper, if we assume μ follows a Normal distribution, before observing any data, then the distribution of μ conditional on Σ and the data is a Normal distribution.
Diffuse Bayesian analysis -Summary of parameter distributions, assuming a Bayesian model, where the prior distributions are chosen to be vague or non-informative.
Diffuse prior -a prior distribution that is vague or non-informative, where the information provided by the data dominates the information provided in the prior.
Hierarchical Bayesian model -a statistical model that is specified in a hierarchical fashion; typically the distribution of the observed data is given conditional on a set of parameters(random variables) and the (prior) distribution of these parameters is given conditional on another set (or hierarchy) of parameters.
Importance Sampling -A Monte Carlo technique for sampling, where samples are drawn from a proposed distribution and then are re-weighted according to a target distribution in order to obtain a sample from the target distribution.
Inverse Wishart distribution -a family of distributions for covariance matrices. Table 2 : EU calculated using one-step ahead draws from predictive distributions. This table shows averages of expected utility calculated from one-step ahead draws from predictive distributions for each investor. Specifically, for risk aversion λ = 0.5, 1.0, and 2.0, as indicated by the row labeled "Lambda", and for each investor, and as indicated by the row labeled "Investor". The striking difference between the two experiments is the difference in the average portfolio variance. For both Bayes and resampling approach, the average portfolio variance is roughly twice as large for the new experiment (one-step ahead) when compared with the original experiment, again see Table 1 . In the original experiment, the smaller variances from the Bayes strategy does not compensate for the relative change in mean, which results in the resampling strategy performing better. However, for the new experiment, the average portfolio variances are roughly doubled while the average portfolio means are only marginally better (on the order of 1.2 times larger). As a result the naturally smaller portfolio variance of the Bayes strategy becomes increasingly important. We feel that the new experiment is the proper way to asses the performance of both of these methods as both strategies are calibrated conditional on the historical data and they have to account for both uncertainly due to unexplained randomness and uncertainty due to our inability to predict the mean. 
