The interference response function fLT (RLT ) of the D(e,e ′ p)n reaction has been determined at squared four-momentum transfer Q 2 = 0.33 (GeV/c) 2 and for missing momenta up to pm = 0.29 GeV/c. The results have been compared to calculations that reproduce fLT quite well but overestimate the cross sections by 10 -20 % for missing momenta between 0.1 GeV/c and 0.2 GeV/c. PACS numbers: 25.30.Fj, 25.10+v, 25.60.Gc 
I. INTRODUCTION
The deuteron is an ideal system to investigate fundamental problems in nuclear physics such as the ground state and continuum wave functions and the structure of the electromagnetic current operator. In addition, interaction effects such as meson exchange currents (MEC), and isobar configurations (IC) can be studied.
The deuteron structure can be calculated with very high accuracy therefore providing a testing ground for various models of the nucleon-nucleon force and subnuclear degrees of freedom. The exclusive deuteron electro-disintegration cross section has been measured at several laboratories during the past 25 years (References to these experiments can be found in the text below.). However there are only a few experiments where the individual response functions have been separated. In this paper we report a measurement of the f LT (R LT ) response function, extending the kinematical area where experimental data are available.
The D(e,e ′ p)n reaction can be most easily interpreted within the framework of the plane wave impulse approximation (PWIA). In this approximation the cross section is written as follows:
Here, σ ep describes the elementary electron proton (offshell) cross section for scattering an electron off a moving bound proton [1] . The factor κ is a kinematical factor, and S(p i ) is the spectral function which describes the probability of finding a proton with an initial momentum p i . In this approximation, the initial momentum of the proton is opposite and equal in magnitude to the missing momentum p m , the momentum of the recoiling, non-observed neutron. Several experiments explored the D(e,e ′ p)n cross section over a wide range of missing momenta at small to medium momentum transfers [2, 3, 4, 5] . The focus of these measurements was the exploration of the momentum distribution within the plane wave impulse approximation (for a theoretical analysis of the Saclay experiment [2] see [6] ). It has been found, however, that with increasing recoil momentum FSI and, related to the corresponding energy transfer, MEC and IC contributions increase dramatically. Figure 1 shows the D(e,e ′ p)n cross section measured at MAMI [4] together with a calculation that include FSI, MEC, and IC [7] . One can see that the cross section is well reproduced up to p m = 350 MeV/c by a calculation that includes FSI. At higher p m there are significant discrepancies between experiment and the FSI calculation. If additionally MEC and IC are included the agreement improves considerably but significant discrepancies remain. The largest deviations occur at energy transfers where large virtual delta excitation contributions are expected.
When these additional contributions are taken into account the cross section cannot be factorized in this simple way anymore and one has to use the full one photon exchange approximation. Within this limit, the (e,e ′ p) cross section can be written as follows:
The functions R x (x ∈ {L, T, LT, T T }) are response functions. They consist of combinations of transition matrix elements of the components of the electromagnetic current operator and contain the structure information; the incident and the scattered electrons are described as plane waves. The angle φ is the angle between the electron scattering plane and the reaction plane, defined by the momentum of the ejected nucleon and the momentum transfer.
In view of the fact that the theoretical calculation [7] is based on an evaluation of the responses in the final npc.m. system using the following form of the differential cross section (note that φ = φ c.m.
we now switch to the response functions f x with x ∈ {L, T, LT, T T }. Using the relations
The experimental D(e,e ′ p)n cross section as a function of missing momentum measured at MAMI for Q 2 = 0.33 (GeV/c) 2 [4] compared to calculations [7] with (solid curve) and without (dashed curve) MEC and IC. Both calculations include FSI. The low pm data have been re-analyzed and used in this work to determine fLT (color online).
where α denotes the fine structure constant and η = tan 2 (θ e /2), and
whereβ = q lab q c.m. epresses the boost from the lab to the c.m. system, one obtains the relations between the response functions R x and the f x as follows:
with J = |∂Ω c.m.
np /∂Ω lab p | as Jacobian. A full separation of all four response functions requires at least one cross section to be measured with the proton detected out of the electron scattering plane. This has been achieved at MIT-Bates using the Out-Of-Plane spectrometer (OOPS) system [8] and at NIKHEF [9] using the HADRON detectors. For an overview of results see [10] .
Simpler in-plane measurements allow one to separate, f L , f T and f LT . The response function which is easiest to determine is f LT since in this case the electron momentum can remain constant, and one only has to scan the proton momentum such that the (e,e ′ p) cross sections can be measured at φ = 0
• and at φ = 180
• . In-plane separations have been carried out at recoil momenta between 0 and 220 MeV/c and at lower Q 2 values at several laboratories and the published results can be found in references [11, 12, 13, 14] . The momentum transfer dependence of f L , f T and f LT has been measured at Saclay for recoil momenta between 0 and 150 MeV/c [15] . At SLAC, cross sections and f LT have been determined at large momentum transfers for recoil momenta up to 200 MeV/c [16] .
In this paper we report on the determination of f LT close to the quasi-free peak (for Bjorken variable 0.84 < x < 1), at an average Q 2 of 0.33 (GeV/c) 2 for missing momenta up to 290 MeV/c.
II. EXPERIMENTAL DETAILS
The experiment has been carried out at the threespectrometer facility [17] at the Mainz microtron MAMI using spectrometer B to detect electrons and spectrometer A to measure protons. The incident beam energy was E inc = 855.11 MeV, and the electron scattering angle was kept constant at θ e = 45
• . The momentum acceptance of the electron spectrometer was ∆p/p = ±7.4 % and the one of the proton spectrometer ∆p/p = −5, +15 % with respect to the corresponding reference momenta. The rectangular entrance slit of the electron spectrometer defined an angular acceptance of ∆θ e = ±20 mr in the scattering (horizontal) plane, and ∆φ e = ±70 mr in the vertical plane. The proton spectrometer had an acceptance of ∆θ p = ±75 mr (horizontal) and ∆φ p = ±70 mr (vertical). The momenta of the outgoing protons varied between 531 MeV/c and 627 MeV/c.
For the determination of f LT , three spectrometer settings were selected for each central value of φ = 0
• and φ = 180
• and one setting where the proton spectrometer was centered around the direction of q. These proton spectrometer settings corresponded to the center of mass angles θ The relation between missing momentum and the angle between the ejected proton and the momentum transfer in the center of mass. The red circles correspond to the spectrometer settings centered around φ = 0 • and the blue diamonds correspond to φ = 180
• (color online).
smallest angle with respect to the beam, that the outgoing protons could be detected for the given electron kinematics. A detailed list of kinematics can be found in the appendix in tables III -X. We used a liquid-deuterium target consisting of a cylindrical target cell with a diameter of 2 cm made of HAVAR and a wall thickness of 6.5 µm or 10 mg/cm 2 . The deuterium target thickness was 310 mg/cm 2 . The liquid deuterium was continuously circulated by means of an immersed fan, thus preventing the liquid at the intersection with the electron beam from boiling. Since the beam diameter was typically of the order of 0.2 mm, the beam was rastered horizontally by ±3.5 mm and vertically by ±2.5 mm with a frequency of 3.5 kHz horizontally and 2.5 kHz vertically to further reduce the risk of boiling. The current in the raster coil was measured on an event by event basis which allowed us to reconstruct the beam position for each event in order to correct for energy losses
The ratio between the D(e,e')D cross section from this experiment and the interpolated elastic cross sections, measured at ALS in Saclay [18, 19] . This ratio has been used to normalize all coincidence cross sections (color online).
in the target. After applying the necessary kinematical corrections we obtained at low missing momenta a missing energy resolution of 0.45 MeV (FWHM) which degraded to 2 MeV with increasing recoil momentum, as one has to include increasingly large recoil energies in the calculation of the missing energy. With this target system, beam currents between 2 µA and 40 µA could be used.
The effective target thickness has been determined using elastic scattering via D(e,e ′ D) measurements and normalizing to the data of Platchkov et al. [18] and Auffret et al. [19] . These normalization measurements were performed in regular intervals during the experiment. From fitting a line to the ratio of the measured cross section in this experiment to the Saclay data, we found a current dependence of the target thickness of 0.1 %/µA (figure 3).
The normalization factor varied between 1.082 at 5 µA and 1.12 at 40 µA. Contributions to this factor are the change of the effective target thickness due to the horizontal rastering of the beam position (4 %), the 3 % hydrogen admixture to the deuterium gas, and losses of recoil deuterons due to nuclear reactions, estimated to be less than 3 %.
The systematic error of the measured cross sections has been determined to be about 6.2 %. It contains contributions from the uncertainty in the elastic deuteron cross section (2 %), estimated deuteron losses (2.5 %) and the uncertainty of the normalization factor due to the statistical error in the D(e,e ′ D) cross section (1.7 %). The error due to the uncertainties in the kinematic variables such as beam energy, beam direction, electron momentum and direction and proton direction was esti- • settings (color online).
for the rest of the data. We have added these errors in quadrature to the statistical ones.
III. DETERMINATION OF fLT
In order to extract the cross sections, the data have been binned in two dimensions, missing energy and missing momentum. The spectra have subsequently been radiatively unfolded and corrected for the coincidence phase space acceptance. For each bin in missing momentum, we obtained the cross section by integrating over missing energy, where the D(e,e ′ p)n reaction produces a peak at 2.25 MeV.
The large acceptances of the spectrometers lead to large regions in the kinematic variables that have been sampled at each spectrometer setting. Cuts in q, ω, θ pq (the angle between the ejected proton and the momentum transfer), and φ have been applied (figure 4 and table II) in order to have well defined the kinematical regions sampled in each spectrometer setting. In spite of these cuts different missing energy and missing momentum bins average the cross section over smaller, different -60  60  1  10  rlt020  -35  35  5  15  rlt040  -15  15  15  25  rlt048  -15  15  20  30  rlt1800  120  240  1  10  rlt18020  145  215  5  15  rlt18040  165  195  15  25  rlt18048  165  195  20  30 kinematic areas. In order to take this into account we used a MonteCarlo calculation, including the full theoretical model, to determine the average of the relevant kinematical variables for each missing energy/missing momentum bin. The average variables evaluated this way were the electron scattering angle (θ e ), the momentum and energy transfers (ω lab , q lab ) and the final proton momentum p f . From these averaged quantities and the missing momentum we subsequently calculated the average angle between the outgoing proton and the momentum transfer θ pq . This quantity could also have been obtained directly from the Monte-Carlo calculation; however, the D(e,e ′ p)n kinematics would then have been over-determined and the averaging process would lead to inconsistent kinematic results. We therefore selected to calculate the average value of θ pq from the averaged values for p f , q lab and p m . The average kinematic variables as a function of missing momentum are shown in figure 5 .
From the same calculation we also obtained the averaged values for the Mott cross section, the recoil factor, the kinematical factors for the response functions (i.e. the density matrix for the virtual photon polarization ρ x , in eq. (3)) and averages of cos φ and cos 2φ. ρ x can also be calculated from the averaged kinematical values associated with each data bin.
From the general D(e,e ′ p)n cross section in (3) one sees that the interference response functions can be extracted from the φ dependence of the cross section. Most of the data taken in this experiment are in or close to the electron scattering plane, with φ angles distributed around φ = 0
• . We have decided to extract f LT from the cross section difference:
Here cos(φ 0 ) and cos(φ 1 ) are averages for the settings centered around φ = 0 • and φ = 180
• respectively, C contains all normalization factors and σ Mott is the averaged Mott cross section for the bin considered. This separation required that all kinematical variables except φ are identical. This is in general not the case as can be • and the blue diamonds correspond to φ = 180
seen from figure 5. Only the central bin approximately satisfies this condition. In addition to the small overlap between the two φ settings, the cross section determined for each missing momentum bin differs slightly from the cross section corresponding to the averaged kinematics associated with this bin. This difference will also introduce a systematic error in the extracted response function and needs to be corrected.
To correct for these effects we have calculated the averaged cross section for each missing momentum bin. For one set of calculations we used PWIA and the momentum distribution calculated with the Paris potential, for the other set of calculations we interpolated the theoretical response functions that include FSI, MEC and IC. These two calculations allow one also to estimate the model dependence for correction factors derived for the effects above.
The ratio between the cross section calculated for the averaged kinematics (σ calc kinav ) and the averaged cross section (σ calc ) for each bin can be used to correct the experimental cross section for bin centering (σ exp bc )
Bin centering corrections (9) are typically of the order of a few percent and are larger at the edge of the acceptance compared to its center ( figure 6 ). The largest shifts occur for the θ c.m.
• data set. The ratios calculated using
Ratio between the averaged D(e,e ′ p)n cross section for each missing momentum bin and the cross section calculated using the corresponding averaged kinematics. Top: ratios for φ = 0
• . Bottom: ratios for φ = 180
• . The full lines joining the solid symbols are calculated using the full theory while the dashed lines are calculated using PWIA. The ratios f bc calculated with the full calculation are used to correct the experimental cross sections as described in the text (color online).
PWIA are considerably smaller and are also shown in figure 6 .
The bin-centered, 'experimental' cross sections σ exp bc (9) have now well defined kinematic variables that can be used for comparison with theory without the need to perform a Monte-Carlo averaging of the theoretical cross sections. The drawback of bin center corrections is that one introduces a certain amount of model-dependence. Comparing the bin-centering corrections between the full calculation and PWIA gives an estimate of the model dependence of this approach ( figure 6,7) .
When we used the theoretical cross sections for the extraction of f LT to test the extraction method we found deviations of up to 15 % between the obtained value for f LT and the theoretical one. This was due to the mismatch in the kinematical variables between the φ = 0
• and the φ = 180
• kinematic settings for each corresponding missing momentum bin. These differences affect especially the photon density matrix ρ ij and the Mott cross section which should be independent of φ.
The same model used to determine the bin centering correction has therefore been applied in a second step to correct for these kinematical differences for each p m bin as follows: we calculated the cross sections for exactly the same kinematics as the φ = 0
• data with φ changed to the appropriate values of the φ = 180
• data leading to σ 
The experimental results for f LT using the procedure described above are shown in figure 9 and the one for A LT are shown in figure 10 .
To estimate the effect of the model dependence of the entire procedure on the extraction of f LT we have performed the same analysis using PWIA in order to calculate the theoretical cross sections. The ratio between f LT obtained using the full calculation which includes FSI, MEC, IC and RC and f LT obtained using PWIA is shown in figure 7 . In general the observed deviations are considerably smaller than the error of f LT and except for the edges of the acceptance smaller than 10 %. For the comparisons with the calculations we always used those experimental values that have been extracted using the full calculation for the correction factors.
IV. RESULTS AND DISCUSSION
A comparison of the calculated cross sections to the experimental ones as a function of missing momentum is presented in figure 8 . The red circles correspond to kinematic settings centered around φ = 0
• and the blue triangles correspond to kinematic settings centered around φ = 180
• . In order to better compare the experimental • kinematics. The lines represent theoretical calculations; coupled channel calculation (CC, solid), PWBA (dotted), FSI and relativistic corrections (N+R, dash-dot) and FSI, MEC, IC and relativistic corrections (N+MEC+IC+R, dashed). Middle: ratio between experimental cross sections and calculation for φ = 0
• . Bottom: ratio between experimental cross sections and calculation for φ = 180
• . The labeling of the calculations is the same as for the top panel (color online).
cross sections to the calculated ones the ratio between experiment and calculation is shown in the lower two graphs in figure 8 . While the general behavior of the cross sections as a function of missing momentum is well reproduced by the calculation, one finds that the experimental cross sections are generally of the order of 10 to 20 % below the calculation especially for the φ = 0
• kinematics. This behavior is similar to what has been observed in other experiments as well and needs further study [2, 4, 5] .
The coupled channel calculation, including explicit pionic degrees of freedom and using the Bonn-OBEPR potential seems to agree best with the experimental data (solid lines). This is the same calculation that was compared to experimental results in a determination of the interference response function f T T in the delta region by Pellegrino et al. [9] . Among the impulse approximation based calculations the best agreement is obtained by the calculation including FSI and RC (N+R), while the one including all contributions (N+MEC+IC+R), systematically over-predicts the cross sections for φ = 0
• as well as for φ = 180
• . In figure 10 the extracted asymmetry A LT (11) is compared to the one determined from the coupled channel model (CC, solid curve). The calculation systematically deviates from the experiment in the same region where the cross sections deviate. This indicates that this discrepancy is not due to an overall normalization factor in the cross sections since an overall factor would cancel in A LT . The observed deviation could be due to a discrepancy in the interference response function or the longitudinal (f L ) and/or the transverse (f T ) responses. We compared the extracted response function f LT to the one calculated from the coupled channel calculation ( figure 9 ) and found that the calculation agrees well with the experiment within the experimental error bars. This suggests that the observed differences in the cross section is not due to a difference in f LT but due to a discrepancy in the longitudinal/transverse responses. This is in agreement with the experiments mentioned in the introduction that extracted f L and f T and found that the experimental value of f L is systematically smaller than the calculated f L [13, 15] .
V. SUMMARY AND CONCLUSION
In summary, we have measured the D(e,e ′ p)n cross section for missing momenta up to 290 MeV/c at φ = 0
• and extracted the interference response function f LT . This response is well reproduced by the coupled channel calculation using the Bonn potential. The measured cross sections are systematically below the calculations by 10 -20 % for missing momenta between 100 MeV/c and 200 MeV/c. This same behavior can also be observed in other experiments [2, 4, 5] . The fact that the extracted experimental values for f LT agree well with the calculation leads to the conclusion that the cross section deviations at lower missing momenta are due to differences in the longitudinal and/or the transverse responses. To further investigate this issue would require an L/T separation which has not been carried out for this kinematics to date. Tables III -X contain the average kinematic setting for each bin in missing momentum together with the experimental cross section, the bin corrected cross section and the statistical and systematic errors. Tables XI -XIV contain the extracted response function f LT including statistical and systematic errors, the asymmetry A LT including all its errors and the corrected experimental cross section for the φ = 180
• setting matched to the kinematics at φ = 0
• as described in the text above. 
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