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Abstract
This paper studies a systemic risk control problem by the central bank, which dynamically
plans monetary supply for the interbank system with borrowing and lending activities. Facing
both heterogeneity among banks and the common noise, the central bank aims to find an
optimal strategy to minimize the average distance between log-monetary reserves and some
prescribed capital levels for all banks. A relaxed control approach is adopted, and an optimal
randomized control can be obtained in the system with finite banks by applying Ekeland’s
variational principle. As the number of banks grows large, we further prove the convergence of
optimal strategies using the Gamma-convergence arguments, which yields an optimal relaxed
control in the mean field model. It is shown that the limiting optimal relaxed control is linked
to a solution of a stochastic Fokker-Planck-Kolmogorov (FPK) equation. The uniqueness of the
solution to the stochastic FPK equation is also established under some mild conditions.
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1 Introduction
Systemic risk has been an important topic in quantitative finance and financial economics, which
measures the chance that a large-scale of the interconnected system fails entirely or in a sequen-
tial manner. It has attracted more attention after the outbreak of the global financial crisis of
2008, and abundant research works can be found in various market models by proposing different
types of systemic risk measures and addressing the assessment methods, stability analysis and reg-
ulations. A comprehensive introduction to recent developments in systemic risk can be found in
Fouque and Langsam (2013). Due to the complex risk exposures in the interacting bank network,
the study of systemic risk in the interbank system has become one leading focus in academic re-
search. To describe the interacting bank system, Fouque and Sun (2013) propose a log-monetary
reverse model for each bank, in which the interactions among banks occur in a way that each pre-
serve process mean-reverts to the average of the entire system with the same borrowing and lending
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rate. Later, Garnier et al. (2013) extend this model by allowing each bank (or agent) to have two
stable states, namely one normal state and one failed state. It is shown in Garnier et al. (2013)
that the stronger cooperation increases the stability of the individual banks as well as the overall
systemic risk. Bo and Capponi (2015) study the systemic risk for multiple banks when monetary re-
serves are governed by a jump-diffusion system. The interactions among banks in Bo and Capponi
(2015) come from both the mean field interaction and the sensitivity of each entity via the bank-
ing sector indicator. Recently, Capponi et al. (2020) further propose a refined model when banks
are organized into clusters to dynamically adjust their monetary reserves to meet some prescribed
capital requirements. In particular, to understand the systemic risk in a large interbank network,
Capponi et al. (2020) characterize the asymptotic behaviour of the empirical measures of monetary
reserve processes when the number of banks tends to infinity.
On the other hand, in addition to purely investigating proper systemic risk measures for the in-
terbank system, it is also of great importance to maintain the dynamic system in some steady states
by managing the systemic risk actively. In practice, some financial activities such as adjustments in
borrowing and lending may help to reduce the ripple effect of massive failures. Along this direction,
some existing works have formulated and studied the dynamic borrowing and lending control by
each component bank to minimize the systemic risk on overall log-monetary reserves. For example,
Carmona et al. (2015) derive the explicit open-loop and closed-loop Nash equilibrium for the mean
field game (MFG) in the context of a large interbank system, based on the methodology developed
in the seminal works of Lasry and Lions (2007) and Huang et al. (2006). In a similar fashion, Sun
(2018) obtains a closed-form Markov Nash equilibrium in a mean field coupled Feller’s monetary
reserves model with a unique idiosyncratic noise.
As opposed to the aforementioned research, the present paper aims to formulate a type of
systemic risk control problem from the perspective of the central bank. That is, we are interested
in the model when the central bank dynamically plans the unified monetary supply, such as the rate
of money creation and the supply of liquidity, to stabilize the operation of the entire system. To
this end, we first adopt a common mechanism from the literature that the central bank mandates
each commercial bank to keep a certain amount of capital in its reserve against the future risk. The
interactions between banks are captured by the fixed borrowing and lending activities as well as the
common noise that disturbs the system. The systemic risk is characterized by the average distance
between the log-monetary reserves and some prescribed capital requirements from all component
banks, and the task of the central bank is to adjust the unified monetary supply, subjecting to
heterogeneous weightings to different banks, such that the systemic risk objective functional can
be minimized.
The resulting mathematical problem becomes a centralized stochastic control problem in the
system with N banks. Moreover, motivated by the large population of commercial banks in the
real life interbank network, we are particularly interested in the mean field model when there
are infinitely many banks. However, the common noise term and the centralized control feature
complicate the analysis of the associated McKean-Vlasov control problem; see some related work
in Carmona et al. (2013) and Motte and Pham (2019). Furthermore, it is very challenging to prove
the strong convergence of optimal control processes from the system with N banks to its mean
field counterpart. As a remedy to overcome these mathematical obstacles, we choose to work in the
relaxed control framework; see El Karoui et al. (1987), Bahlali (2008), Ahmed and Charalambous
(2013), Lacker (2016) and Barbu et al. (2018). Our mathematical contribution is twofold. Firstly,
we establish the equivalence between the strict control problem (see problem (2.5)) and the relaxed
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control problem (see problem (2.9)) in the system with N banks and a common noise and deduce
the existence of an optimal solution to the relaxed control problem using the Ekeland’s variational
principle; see Proposition 3.3 and Theorem 3.5. Secondly, to examine the mean field model with
infinite banks, we employ and modify the Gamma-convergence arguments to fit into our framework
and conclude the convergence of optimizers in the Wasserstein metric (Villani (2003)) from the
model with N banks as N grows to infinity. The limiting relaxed control is shown to be the optimal
solution in the mean field model that is related to the solution of a stochastic FPK equation; see
Theorem 4.10. We also highlight a technical auxiliary result on the uniqueness of the solution to
the stochastic FPK equation, see Proposition 4.6, which in turn guarantees the uniqueness of the
limiting value functional in the mean field model.
The rest of the paper is organized as follows. In Section 2, we introduce the model of the
inter-bank system and formulate the relaxed control problem in the canonical space. Section 3
focuses on the system with N banks and establishes the existence of an optimal relaxed control
using the Ekeland’s variational principle. In Section 4, we investigate the sizable interbank system
with infinitely many banks and show the convergence of minizers as N tends to infinity by means
of the Gamma-convergence arguments, and the limiting point is shown to be an optimal solution
in the mean field model. The proofs of some auxiliary results are collected in Appendix A.
2 Model Setup and Problem Formulation
2.1 The financial model
Let (Ω,F ,P) be a complete probability space with the filtration F = (Ft)t∈[0,T ] satisfying the
usual conditions, where T > 0 refers to the finite time horizon. We consider an interbank system
consisting of N banks with lending and borrowing interactions. The log-monetary reserves of bank




















where W j = (W jt )t∈[0,T ], j = 0, 1, . . . , N , are N +1 independent F-Brownian motions and W
0 is to
account for the common noise affecting the interbank system. Moreover, we have:
• ai > 0 is the heterogenous constant rate of borrowing and lending of bank i;
• σi > 0 is the volatility of the idiosyncratic noise of bank i;
• σ0 ≥ 0 is the volatility of the common noise of the interbank system;
• (θt)t∈[0,T ] is an F-adapted process that captures the normalized rate of the log-monetary
supply to the interbank system controlled by the central bank.
• ui > 0 denotes the heterogenous constant weight of monetary supply to bank i.
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To depict a large population of banks arising from the real life applications, we are particularly
interested in the sizable interbank system when the number N grows large, which naturally leads
to a mean field type of control problem by the central bank. The type vector of the interbank
system (2.1) is defined by
ξi := (ai, ui, σi)
⊤ ∈ O := R3+. (2.2)
Moreover, to specify the goal of the centralized control problem, it is assumed that the central bank
initially sets up a target log-monetary reserve level for bank i, denoted by the random variable Y i,
and the goal is to minimize the average distance between the prescribed levels and the controlled
log-monetary reserves. To be precise, under each dynamic control θ = (θt)t∈[0,T ], the objective
functional is defined by














where Xθ,Nt := (X
θ,1
t , . . . ,X
θ,N
t )
⊤, t ∈ [0, T ], and YN := (Y 1, . . . , Y N )⊤ is an RN -valued square
integrable random variable. Here, the terminal loss function LN : R
N ×RN → R and the running
cost function RN : R











L(xi, yi) + λθ
2, (2.4)
where α, β, λ > 0 are given parameters, and x := (x1, . . . , xN )
⊤ ∈ RN , y := (y1, . . . , yN )⊤ ∈ RN
and the function L(xi, yi) := |xi − yi|
2.
Let Θ ⊂ R be the given policy space. We denote H2 the space of all F-adapted and real-valued
processes θ = (θt)t∈[0,T ] satisfying E[
∫ T
0 |θt|
2dt] < ∞. The set of admissible controls, denoted by
UP,F, contains all processes θ ∈ H2 such that θt ∈ Θ, P(dω) ⊗ dt-a.s.. We also endow the set U
P,F





2dt]. Given the admissible control set UP,F, the centralized




We refer (2.5) as a strict control problem. Within the framework of the strict control problem, the
common noise and the centralized control formulation make it difficult to solve the McKean-Vlasov
control problem when the number of banks tends to infinity. Moreover, it is usually a challenging
task to build the rigorous connection between the problem with N banks and the mean field control
problem by proving the strong convergence of the optimal control processes from the system with
N banks to the mean field counterpart.
As a detour, instead of studying the strict control problem (2.5) directly, we focus on an equiv-
alent formulation in the present paper by looking for a relaxed control in an appropriate space
that attains the same value function. Some notable advantages of the relaxed control formulation
(see Section 2.2) reside in that: (i) the convenient compactness property and weak convergence
arguments that can significantly simplify the proof of the existence of an optimal solution in the
system with N -banks; (ii) the appropriate theoretical setting to align with the Gamma-convergence
arguments (see, e.g. Braides (2014)), in which we are allowed to rigorously show the convergence of
the optimizers under the Wasserstein metric as N tends to infinity, and the limit point corresponds
to an optimal solution in the model with infinitely many banks.
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2.2 The relaxed control formulation
We start from the canonical space representation. Let ΞK := [−K,K]
2 with K > 0 and CT :=
C([0, T ];R). The canonical space is defined by an infinite product space that
Ω∞ := Ξ
N




T , F∞ := B(Ω∞), (2.6)
where L2T := L
2([0, T ];R), and B(Ω∞) is the Borel sigma-algebra generated by open sets in Ω∞.
The product space Ω∞ is endowed with the metric that
d((γ, ς, w, κ), (γ̂ , ς̂ , ŵ, κ̂)) := d1(γ, γ̂) + d2(ς, ς̂) + d3(w, ŵ) + d4(κ, κ̂), (2.7)






1 + |γi − γ̂i|
, γ = (γi)
∞





d2(ς, ς̂) := ‖ς − ς̂‖T = sup
t∈[0,T ]






1 + ‖wi − ŵi‖T
, w = (wi)
∞














, κ, κ̂ ∈ L2T .
We also define ζ := (ζ1, ζ2, . . .)⊤ with ζ i := (Xi0, Y
i) ∈ ΞK and W := (W
1,W 2, . . .)⊤. As a result,
for any θ ∈ UP,F, (ζ, (W 0,W), θ) is an Ω∞-valued random variable under (Ω,F ,P). Moreover, we
use the notation X̂ := (ζ̂, (Ŵ 0,Ŵ), θ̂) as the coordinate process on Ω∞, i.e., X̂ (ω) = ω for all
ω ∈ Ω∞. Let F̂ = (F X̂t )t∈[0,T ] be the natural filtration generated by the coordinate process X̂ .
Given the coordinate process X̂ = (ζ̂, (Ŵ 0,Ŵ), θ̂), we are ready to give the definition of relaxed
controls in our framework.
Definition 2.1. For ν ∈ P(ΞNK), we call Q(ν) the set of relaxed controls as a set of probability
measures Q on (Ω∞,F∞) satisfying
(i) Q ◦ ζ̂−1 = ν;
(ii) (Ŵ 0,Ŵ) is a sequence of independent Wiener processes on (Ω∞, F̂∞, F̂, Q);
(iii) θ̂ ∈ UQ,F̂.
In view of Definition 2.1, we have that for any Q ∈ Q(ν), there exists a coordinate process
(ζ̂, (Ŵ 0,Ŵ), θ̂) under (Ω∞, F̂∞, F̂, Q) satisfying (i)-(iii) in Definition 2.1. For ν ∈ P(ΞNK), the
targeted relaxed control problem associated to the problem (2.5) is formulated by
V RN (ν) = inf
Q∈Q(ν)

















where EQ is the expectation operator under Q ∈ Q(ν). For i ≥ 1, the state process X̂θ,i fol-
lows the SDE (2.1) driven by the coordinate process (ζ̂, (Ŵ 0,Ŵ), θ̂) with the initial date ζ̂ i =
(X̂i0, Ŷ
i) ∈ ΞK . Note that the relaxed control strategy actually corresponds to the mixed (or
randomized) strategy in the context of Markov decision process (see, e.g. Bertsekas (2005) and
Hernández-Lerma and Lasserre (1996)).
We shall impose the following assumptions throughout this paper:












. There exist Borel probability measures ν1 ∈ P(O ∩ [−K,K]
3) and
ν2 ∈ P(ΞK) such that ν
N
1 ⇒ ν1 and ν
N
2 ⇒ ν2 as N → ∞, where “⇒” denotes the weak
convergence of probability measures.
(AΘ) The policy space of Θ ⊂ R is a (nonempty) compact and convex set.
3 Relaxed Control Problem with Finite Banks
In this section, we focus on the existence of an optimal relaxed control when there are finite N
banks in the system and examine the equivalence between the strict control problem (2.5) and the
relaxed control problem (2.9).





t , t ∈ [0, T ], (3.1)
where Xθt = (X
θ,1
t , . . . ,X
θ,N
t )




t , . . . ,W
N
t )
⊤, and the controlled drift term is given
by
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with u := (u1, . . . , uN )




σ0 σ1 0 · · · 0











For ease of presentation, we have omitted the dependence of A,b,u,Σ,Xθ ,W0 on the number N .
We first present some technical results on estimations and its proof is given in Appendix A.
Lemma 3.1. Let assumptions (As1) and (AΘ) hold. For any p > 0 and δ > 0, there exist constants





























As a preparation, let us introduce a parameterized HJB equation with an unknown solution










V (t,x;y);y) = 0,
V (T,x;y) = LN (x,y),
(3.4)
where the parameterized Hamiltonian is defined by, for (t,x) ∈ [0, T ] ×RN , p ∈ RN , M ∈ RN×N
and the parameter y ∈ RN ,






tr(ΣΣ⊤M) +RN (x,y; θ)
}
.
The next auxiliary result gives the well-posedness of the HJB equation, and its proof is deferred to
Appendix A.
Lemma 3.2. Let assumptions (As1) and (AΘ) hold. For any y ∈ [−K,K]
N , the parameterized
HJB equation (3.4) has a unique classical solution V (·, ·;y) ∈ C1,2([0, T ) ×RN ) ∩ C([0, T ]×RN ).
Moreover, it also satisfies the polynomial growth condition |V (t,x;y)| ≤ Cp(1+ |x|
p) for some p ≥ 0
and Cp > 0.
We now present the next important result on the existence of the optimal relaxed control and
the equivalence between two problem formulations.
Proposition 3.3. Under assumptions (As1) and (AΘ), there exists a relaxed control Q̂
∗ ∈ Q(ν)
attaining the value function that
V RN (ν) = inf
Q∈Q(ν)




Moreover, the value function in the strict control problem (2.5) coincides with the value function
in the relaxed control problem (2.9) that
inf
Q∈Q(ν)
JRN (Q) = E[V (0,X0;Y)] = inf
θ∈UP,F
JN (θ). (3.6)
Proof. We first show that E[V (0,X0;Y)] ≤ JN (θ), for any θ ∈ U
P,F. Recall that Xθ is the solution
to (3.1) associated with θ for fixed N on the original probability space (Ω,F ,P). For y ∈ [−K,K]N ,
let V (t,x;y) be the unique classical solution of Eq. (3.4) and
τm := inf
{








, m > 0
with the convention that inf ∅ = T . Itô’s formula gives that
V (τm,X
θ



























Taking the expectation on both sides, we deduce from (3.4) that
E[V (τm,X
θ















where the last inequality holds as RN (x,y; θ) defined in (2.4) is nonnegative. By the polynomial
growth condition satisfied by V in Lemma 3.2, we have that
E[V (τm,X
θ







, m > 0.
By Lemma 3.1 and the dominate convergence theorem, it holds that
E[LN (X
θ
T ,Y)] = E[V (T,X
θ














This yields the inequality that
E[V (0,X0;Y)] ≤ JN (θ), ∀ θ ∈ U
P,F. (3.7)
On the other hand, by the assumption (AΘ) with (2.4), we have that, for the parameter





















 , (t,x) ∈ [0, T ]×RN , (3.8)
where ΠΘ is the projection mapping on Θ. Consider the following N -dimensional SDE that






t , t ∈ [0, T ]. (3.9)
It follows from (3.8) and Lemma 3.2 that SDE (3.9) admits a unique strong solution (see Theorem
3.4 in Mao (2008)). For any t ∈ [0, T ], let θ∗t := f
∗(t,X∗t ;Y), then it is clear that θ
∗ = (θ∗t )t∈[0,T ] ∈












, m > 0,




































As RN (x,y; θ) is nonnegative, and there exists a constant C
′


















Lemma 3.1 and the dominate convergence theorem imply that










which verifies that E[V (0,X0;Y)] = JN (θ
∗). Combining with (3.7), we have that
JN (θ
∗) = E[V (0,X0;Y)] = inf
θ∈UP,F
JN (θ). (3.10)
Recall that ζ = (ζ i)∞i=1 is a Ξ
N
K-valued r.v. with the law P ◦ ζ
−1 = ν, and (W 0,W) is a
sequence of independent Brownian motions under the original probability space (Ω,F ,P). We
then define Q̂∗ := P ◦ (ζ, (W 0,W), θ∗)−1. We first check that Q̂∗ ∈ Q(ν). To do it, let X̂ ∗ :=
(ζ̂∗, (Ŵ ∗,0,Ŵ∗), θ̂∗) with ζ̂∗ = (ζ̂∗,1, ζ̂∗,2, . . .)⊤ and ζ̂∗,i := (X̂∗,i0 , Ŷ
∗,i) be the coordinate process
on Ω∞, i.e., X̂ ∗(ω) = ω for all ω ∈ Ω∞. Moreover, let F̂∗ := (F X̂
∗
t )t∈[0,T ] be the natural filtration
generated by this coordinate process. From the fact θ∗ ∈ UP,F, it can be easily checked that
(i) Q̂∗ ◦ (ζ̂∗)−1 = P ◦ (ζ)−1 = ν.
(ii) (Ŵ ∗,0,Ŵ∗) are independent Brownian motions on (Ω∞, F̂∗∞, F̂
∗, Q̂∗).
(iii) θ̂∗ ∈ UQ̂
∗,F̂.
Furthermore, let X̂∗ be the solution to the SDE (3.1) under (Ω∞, F̂∞, F̂∗, Q̂∗) w.r.t. the coordinate
process (ζ̂∗, (Ŵ ∗,0,Ŵ∗), θ̂∗). By the same arguments above, we can show that
EQ̂
∗
[V (T, X̂∗T ; Ŷ
∗)] = EQ̂
∗











By the definition of Q(ν), we get that P ◦ (X0,Y)
−1 = Q̂∗ ◦ (X̂∗0, Ŷ
∗)−1, thus
E[V (0,X0;Y)] = E
Q̂∗[V (0, X̂∗0; Ŷ
∗)] = JRN (Q̂
∗).
Similarly, for any Q ∈ Q(ν), let X̂θ be the process satisfying the SDE (3.1) under (Ω∞, F̂∞, F̂, Q)
with respect to the coordinate process X̂ = (ζ̂, (Ŵ 0,Ŵ), θ̂), where F̂ := (F X̂t )t∈[0,T ]. It can be
deduced from (3.4) and the definition of Q(ν) that
JRN (Q̂
∗) = E[V (0,X0;Y)] = E




where the above inequality EQ[V (0, X̂0; Ŷ)] ≤ J
R
N (Q) can be derived by the similar argument used
in the proof of (3.7). Thus, we have the desired equivalence that
JRN (Q̂
∗) = V RN (ν) = inf
Q∈Q(ν)
JRN (Q) = E[V (0,X0;Y)] = inf
θ∈UP,F
JN (θ),
which completes the proof.
Up to here, for the inter-bank system with N banks, we have already established the existence
of the optimal relaxed control in Proposition 3.3 that attains the value functions defined in both
problem (2.5) and problem (2.9). However, in the next section, we will turn to study the relaxed
control problem in a sizable interbank system when N goes to infinity. To this end, some conver-
gence results from N banks model will be critical. However, based on Proposition 3.3 for each N ,
it is difficult to check the relative compactness of the sequence of relaxed controls directly. There-
fore, in what follows, we will provide an alternative way to construct an optimal relaxed control
to problem (2.9) using Ekeland’s variational principle, which also relies on the equivalence result
(3.6) established in Proposition 3.3.
Let us define the Hamiltonian T : RN ×Θ×RN ×RN×(N+1) → R that
T (x, θ,p,q) = b(x, θ)⊤p+ tr(Σ⊤q) +RN (x,y; θ).
Then, for each θ ∈ UP,F, we have that (pθt ,q
θ
t ) ∈ R
N ×RN×(N+1) satisfies the BSDE that















dt+ qθtdWt, t ∈ [0, T ],






where Xθ = (Xθt )t∈[0,T ] is the state process given by (3.1). The standard result (see, e.g. Theorem
6.2.1 in Pham (2009)) shows that the BSDE (3.11) has a unique solution (pθt ,q
θ
t )t∈[0,T ] and there















Next, we introduce the Gâteaux derivative of the cost functional, which is a direct consequence
of Corollary 4.11 of Carmona (2016).
Lemma 3.4. Let assumptions (As1) and (AΘ) hold. Denote θ
ε := θ + ε(θ̂ − θ), ∀ θ, θ̂ ∈ UP,F and



































t , t ∈ [0, T ], (3.13)
and (pθ,qθ) = (pθt ,q
θ
t )t∈[0,T ] is the unique solution to the BSDE (3.11).
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The next result provides the construction of an optimal relaxed control using a different approach
from Proposition 3.3.
Theorem 3.5. Under assumptions (As1) and (AΘ), there exists an optimal relaxed control Q
∗ ∈












 , t ∈ [0, T ], (3.14)
where ΠΘ is the projection on Θ, and (p̂
∗, q̂∗) = (p̂∗t , q̂
∗
t )t∈[0,T ] is the solution to the adjoint BSDE
(3.11) with (ζ, (W 0,W), θ) replaced with X̂ on (Ω∞, F̂∞, F̂, Q∗).
In preparation for the proof of Theorem 3.5, we first establish a minimizing sequence by us-
ing Ekeland’s variational principle. Similar to the proof of Theorem 2.6 in Barbu et al. (2018),
we characterize the minimizing sequence by the associated adjoint processes and the projection
mapping.
Lemma 3.6. Under the assumptions (As1) and (AΘ), the objective functional JN (θ) : U
P,F → R
is continuous with respect to the metric induced by the H2-norm.
The proof is delegated in Appendix A. According to Ekeland’s variational principle (see, e.g.
Theorem 1.45 in Bauschke and Combettes (2011)), there exists a sequence {θk}k≥1 ⊂ UP,F, s.t.
JN (θ
k) ≤ JN (θ) +
1
k
‖θk − θ‖H2 , ∀ θ ∈ U
P,F. (3.15)
Moreover, we can characterise θk by the associated adjoint process in the next result. The proof of
the next lemma is reported in Appendix A.
Lemma 3.7. For the sequence {θk}k≥1 given by Ekeland’s variational principle that satisfies (3.15),
let Xk be the associated controlled diffusion with θk and (pk,qk) be the solution to the associated

















where ϕ̃kt ∈ NΘ(θ
k
t ) and NΘ(θ
k
t ) stands for the normal cone to Θ at θ
k


















With the representation (3.16) of the minimizing sequence, we can finally prove Theorem 3.5.
In particular, we show that the sequence of laws of the minimizing sequence {θk}k≥1 is tight and
its limiting process induces one optimal relaxed control to the problem (2.9). As a consequence,
we can obtain more properties on the optimal relaxed control, which will play important roles in
the next section when we study some convergence results in a sizable interbank system.
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Proof of Theorem 3.5. Let {θk}k≥1 be the sequence derived from the Ekeland’s variational principle
satisfying (3.15) with the representation (3.16) in Lemma 3.7. Recall that ζ = (ζ i)∞i=1 be a Ξ
N
K-
valued r.v. with the law P◦ζ−1 = ν, andW 0,W = (W i)i≥1 be a sequence of independent Brownian
motions under the original probability space (Ω,F ,P). Let Qk := P ◦ (ζ, (W 0,W), θk)−1, which is
a probability measure on Ω∞, and X̂ k := (ζ̂k, (Ŵ 0,Ŵ)k, θ̂k) be its coordinate process on Ω∞, i.e.,
X̂ k(ω) = ω for all ω ∈ Ω. Define F̂k = (F X̂
k
t )t∈[0,T ] the natural filtration generated by X̂
k. By the
definition of Qk, it is easy to check that Qk ∈ Q(ν) because: (i) Qk ◦ (ζ̂k)−1 = P ◦ (ζ)−1 = ν; (ii)
(Ŵ 0,Ŵ)k is independent Wiener process on (Ω∞, F̂k∞, F̂
k, Qk); (iii) θ̂k ∈ UQ
k,F̂k .
We first show that the sequence {Qk}k≥1 ⊂ Q(ν) is tight. Note that (Ω∞, d) is Polish and
the marginal distributions on ΞNK × CT × C
N
T equal to P ◦ (ζ, (W
0,W))−1, we only need to show
{Qk ◦ (θ̂
k)−1}k≥1 = {P ◦ (θk)−1}k≥1 is tight. In light of Lemma A.2 of Barbu et al. (2018), it’s





























Actually, the compact containment condition (3.17) is clearly satisfied by the compactness of































































where C > 0 is a generic positive constant independent of k and δ that may change from place to



















































































































Plugging this back into (3.20), we get the desired result (3.19) and hence {Qk}k≥1 is tight.
Thanks to the Prokhorov’s theorem, every subsequence {Qk}k≥1 admits a further subsequence
converging weakly to some Q∗ ∈ Q(ν). For notational convenience, let us denote the convergent
subsequence still by {Qk}k≥1 and it then follows that Qk ⇒ Q∗. By virtue of the Skorokhod’s
representation theorem, there exists a probability space (Ω̃, F̃ , P̃), on which we can define the
processes (ζ̃k, (W̃ 0,W̃)k, θ̃k) with Qk, k = 1, 2, . . ., and (ζ̃∗, (W̃ 0,W̃)∗, θ̃∗) with Q∗ such that
θ̃k → θ̃∗ a.s. Therefore, there exists (ζ̂, (Ŵ 0,Ŵ), θ̂∗) on (Ω∞,F∞) satisfyingQ∗◦(θ̂∗)−1 = P̃◦(θ̃∗)−1.
It then follows from Lemma 3.6 that
JRN (Q














JN (θ) = V
R
N (ν) = inf
Q∈Q(ν)
JRN (Q),
which shows that Q∗ is indeed an optimal relaxed control.
4 Relaxed Control Problem in the Mean Field Model
This section further examines the relaxed control problem (2.9) in a mean field interbank system
with infinitely many banks. We will first establish, respectively, the convergence results of the
empirical processes, the cost functionals as well as the optimal relaxed controls from the system
with finite banks to the mean field model when the number of banks tends to infinity.
4.1 Convergence of the empirical processes
To characterize the limiting behavior of the objective functional JRN (see (2.9)) in the mean field
sense, we first show the convergence of the sequence of empirical processes. Let QN ∈ Q(ν) and
(ζ̂N , (ŴN,0,ŴN ), θ̂N ) be the corresponding coordinate process to QN as in Definition 2.1. Also,
























0, i = 1, . . . , N.
(4.1)
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Here, for ease of notation, we used the notation X̂N and omit the dependence on θ̂N . For a metric
space (X , d) and p ≥ 0, let Pp(X ) be the set of probability measures with finite moments of order
p > 0, i.e.,
Pp(X ) :=
{





, for some x0 ∈ X .
Correspondingly, we denote by WX ,p(·, ·) the p-th order Wasserstein metric on X . Let E :=










, t ∈ [0, T ]. (4.2)
We shall see that, for N ≥ 1, µN = (µNt )t∈[0,T ] is a sequence in S := C([0, T ];P2(E)), which is the
space of continuous P2(E)-valued functions on [0, T ]. We equip this space with the uniform metric
dS defined by
dS(ρ, ρ̂) := sup
t∈[0,T ]
WE,2(ρt, ρ̂t), ρ, ρ̂ ∈ S. (4.3)
We also consider the joint distribution that
QN := QN ◦ (µ
N
0 , θ̂
N , µN )−1. (4.4)
The first result of this section is to characterise the limit of QN under assumptions (As1) and
(AΘ), which is related to the solution of the stochastic FPK equation. To begin with, for any φ in
C2b (R), we introduce the infinitesimal generator that
Am,θφ(x) := gm,θ(x)φ′(x) +
σ2 + σ20
2





zm(dξ, dy, dz) − x
)
+ uθ.
Moreover, let Ŝ := P2(E)× L
2
T × S. We endow the space Ŝ with the following metric that
d
Ŝ
((ν, θ, ρ), (ν̂ , θ̂, ρ̂)) := WE,2(ν, ν̂) + ‖θ − θ̂‖L2
T
+ dS(ρ, ρ̂), (4.6)
for (ν, θ, ρ) and (ν̂, θ̂, ρ̂) ∈ Ŝ. We then have




N )−1 ⇒ ν0, (4.7)
as N → ∞, for some ν0 ∈ P(P2(E) × L
2). Then {QN}N≥1 is relatively compact in P2(Ŝ).
Furthermore, if the law of an Ŝ-valued r.v. (µ̃0, θ̃, µ̃) defined on some probability space (Ω̃, F̃ , P̃) is
the limit of a convergent subsequence of {QN}N≥1, then µ̃ = (µ̃t)t∈[0,T ] satisfies the stochastic FPK
equation that








′〉dW̃ 0s , ∀ φ ∈ C
2
b (R), (4.8)
where W̃ 0 = (W̃ 0t )t∈[0,T ] is a standard Brownian motion under (Ω̃, F̃ , P̃).
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Remark 4.2. In the special case when σ0 = 0, the system only has idiosyncratic noises that is
similar to the model in Bo et al. (2020). The resulting FPK equation is deterministic and easy to
handle. However, with the presence of the common noise, the equation becomes a more challenging
nonlinear stochastic PDE. One main contribution of the present paper is to show that the solution
of (4.8) is unique under some mild conditions and hence {QN}N≥1 converges in P2(Ŝ).
The proof of Theorem 4.1 will be split into two steps: (i) we first verify the relative compactness
of {QNµ }
∞
N=1 ⊂ P2(S), where Q
N
µ := QN ◦ (µ
N )−1; (ii) we then prove that for any limit of a
convergent subsequence of {QN}∞N=1, there exists an Ŝ-valued r.v. (µ̃0, θ̃, µ̃) defined on some
probability space (Ω̃, F̃ , P̃) satisfying the stochastic FPK equation (4.8). The next result, whose
proof is reported in Appendix A, completes the aformentioned first step.




N=1 is relatively compact in P2(S).
By the Prokhorov’s theorem, {QN}N≥1 is relatively compact, and we have the next result.
Lemma 4.4. Under the assumptions in Theorem 4.1, if the law of an Ŝ-valued r.v. (µ̃0, θ̃, µ̃),
defined on some probability space (Ω̃, F̃ , P̃), is the limit of a convergent subsequence of {QN}N≥1,
then µ̃ satisfies the stochastic FPK equation (4.8).
Proof. As P̃ ◦ (µ̃0, θ̃, µ̃)
−1 is the weak limit of a convergent subsequence of {QN}N≥1, still denoted
by {QN}N≥1 for simplicity, it follows from the Skorokhod representation theorem that there exist
Ŝ-valued random variables (µ̄N0 , θ̄
N , µ̄N ), (µ̄0, θ̄, µ̄) and the processW
0
defined on some probability
space (Ω,F ,P), such that P ◦ (µ̄N0 , θ̄
N , µ̄N )−1 = QN , P ◦ (µ̄0, θ̄, µ̄)−1 = P̃ ◦ (µ̃0, θ̃, µ̃)−1, W
0
is a




N , µ̄N ), (µ̄0, θ̄, µ̄)) → 0, N → ∞, P̂-a.s. (4.9)
Let E and Ẽ be the expectation under probability measures P and P̃ respectively. Also, let Cφ > 0




























































































































Recall (4.5) and µ̄ ∈ S, we have |Aµ̄s,θ̄sφ(x)| ≤ Cφ(1 + |e|
2) for all (s, e) ∈ [0, T ] × E, where
e = (a, u, σ, y, x). Then, by (4.9) and Theorem 7.12 of Villani (2003), 〈µ̄Ns ,A
µ̄s,θ̄s〉 converges to
〈µ̄s,A




























∣∣∣∣→ 0, N → ∞, P-a.s..
and thus (4.10) tends to 0 when N → ∞, P-a.s..
For the stochastic integral term, it’s easy to verify that |〈µ̄Ns , φ
′〉−〈µ̄s, φ′〉|2 → 0, N → ∞, P̂-a.s..

















































































As a result, (4.8) holds P̃-a.s. as desired.
The proof of the main result in this subsection readily follows.
Proof of Theorem 4.1. By Lemma 4.4, we have shown that any convergent subsequence of {QN}N≥1,
still denoted by {QN}N≥1, converges weakly to some Q ∈ P(Ŝ). Note that QN ◦ (µN0 )
−1, N =
1, 2, . . . are supported in a compact set and Θ ⊂ R is also compact. By Lemma 4.3, QNµ =
QN ◦ (µ
N )−1 ∈ P2(S) and hence (A.7) holds. Thanks to Theorem 7.12 of Villani (2003), we have
that W
Ŝ,2(Q
N ,Q) → 0 as N → ∞.
Inspired by Kurtz and Xiong (1999), we can further prove that the stochastic FPK (4.8) has
a unique solution under some additional conditions, and thus {QN}N≥1 has a unique weak limit.
Note that it is assumed that the coefficients of the FPK equation in Kurtz and Xiong (1999) are
deterministic, uniformly bounded and Lipschitz continuous, which is not satisfied in our framework.
Some distinct arguments are required to conclude the uniqueness of the solution to (4.8). For the
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reader’s convenience, we recall the stochastic FPK equation (4.8) under the probability space
(Ω̃, F̃ , P̃) in Theorem 4.1 that








′〉dW̃ 0s , ∀ φ ∈ C
2
b (R),
with the Ŝ-valued r.v. (µ̃0, θ̃, µ̃) and Brownian motion W̃
0. We then introduce an auxiliary linear
SPDE that, for a given ν ∈ S,








′〉dW̃ 0s , ∀ φ ∈ C
2
b (R), (4.11)
Using the methods similar to Kotelenez (1995) and Kurtz and Xiong (1999), we can obtain the
next result, and its proof is reported in Appendix A.
Lemma 4.5. If µ̃0 has a square-integrable density w.r.t. Lebesgue measure, the linear SPDE (4.11)
admits at most one solution.
With the aid of Lemma 4.5, we can prove the desired result based on a conditional Mckean-
Vlasov equation instead of a particle system proposed in Kurtz and Xiong (1999). We have the next
result on the uniqueness of solution to the stochastic FPK (4.8) under some additional assumptions.
Proposition 4.6. Let assumptions (As1) and (AΘ) hold. If µ̃0 has a square-integrable density
w.r.t. Lebesgue measure, then the stochastic FPK equation (4.8) has a unique solution.
Proof. We first introduce a Brownian motion W̃ = (W̃t)t∈[0,T ] under (Ω̃, F̃ , P̃), which is assumed
to be independent of W̃ 0 and θ̃. Moreover, let ζ̃ = (ã, ũ, σ̃, Ỹ ,X0) be an E-valued r.v. such that
P̃ ◦ ζ̃−1 = µ̃0. We then define the natural filtrations by:
F̃t := σ(ζ̃) ∨ σ(W̃s, W̃
0
s , θ̃s; s ≤ t), G̃t := σ(ζ̃) ∨ σ(W̃
0
s , θ̃s; s ≤ t). (4.12)
Then, the filtration G̃ is immersed in the filtration F̃, i.e., every bounded G̃-martingale is an F̃-
martingale (by applying Theorem 3.2 in Aksamit and Jeanblanc (2017)). We next consider the









x νt(dξ, dy, dx)
)
dt+ ũθ̃tdt+ σ̃dW̃t + σ0dW̃
0
t ,
νt = P̃t ◦ (ã, ũ, σ̃, Ỹ ,Xt)
−1.
(4.13)
Here, P̃t ◦ (ã, ũ, σ̃, Ỹ ,Xt)
−1 denotes the law of (ã, ũ, σ̃, Ỹ ,Xt) under P̃ given G̃t. In what follows, we
will apply the contraction mapping theorem to show that (4.13) has a unique solution.
We use Ẽ as the notation of the expectation under probability P̃. Moreover, let us define
Hr :=
{








It is straightforward to check that (Hr, ‖ · ‖r) is a Banach space. For any X
(i) ∈ Hr, i = 1, 2, we
define the operator
Zt(X




















































where K is the constant in the assumption (As1). The second inequality is a direct consequence of
the Kantorovich-Rubinstein duality formula (see, e.g. Theorem 5.10 in Villani (2009)). Moreover,













































s | | G̃s],
where Lip1(R) is the set of Lipschitz continuous functions on R with Lipschitz constants being less

































Thus, if r > 2K, the operator in (4.15) is a strict contraction mapping and (4.13) has a unique
solution.
Note that G̃ is immersed in F̃. It can be easily deduced from Itô’s formula that if (X, ν) is the
solution to (4.13), then ν is a solution to (4.8), i.e., for any φ ∈ C2(R) and t ∈ [0, T ], νt satisfies






















t (dξ, dy, dx)
)




0 = X0, (4.16)
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where (ã, ũ, σ̃, Ỹ ,X0) and (W̃ , W̃
0) are defined the same as in (4.13). Some standard arguments
yield that (4.16) has a unique F̃-adapted strong solution. Again, by Itô’s formula and the immersion
property, it holds that ϑ
(1)

















However, it is assumed that ν(1) is a solution to (4.8), i.e.,
〈ν
(1)











In view of Lemma 4.5, we obtain that ν(1) = ϑ(1) a.s. That is, (X(1), ν(1)) is a solution to the
conditional Mckean-Vlasov equation (4.13). Similarly, (X(2), ν(2)) is also a solution to (4.13). The
established uniqueness of the solution to (4.13) then yields the desired result that ν(1) = ν(2).
Proposition 4.6 guarantees that the stochastic FPK equation (4.8) has a unique solution under
some mild conditions. As a result, the relatively compact sequence {QN}N≥1 in Theorem 4.1 has
a unique weak limit under the same conditions.
Corollary 4.7. Under assumptions in Proposition 4.6, the relatively compact sequence {QN}N≥1
has a unique weak limit.
4.2 Convergence of cost functionals
We next proceed to show the convergence of objective functionals. That is, for a fixed Q ∈ Q(ν),
we prove the convergence of JRN (Q) defined in (2.9) as N → ∞.
Let X̂ = (ζ̂, (Ŵ 0,Ŵ), θ̂) be the corresponding coordinate process to the relaxed control Q, and









, t ∈ [0, T ]. (4.17)
We can view µ̂N = (µ̂Nt )t∈[0,T ] as the counterpart of µ
N in (4.2) that is driven by (ζ̂N , (ŴN,0,ŴN ), θ̂N ).
The law of µ̂N under the relaxed control Q is defined as
Q̂Nµ := Q ◦ (µ̂
N )−1. (4.18)
Recall that L(x, y) = |x−y|2 is the quadratic cost function, the objective functional JRN (Q) defined
in (2.9) can be reformulated by
JRN (Q) = αE


































To characterize the limiting objective function, we first impose the following assumption given by
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(As2) For any γ = (x




i=1 δ(ξi,yi,xi) ∈ P2(E) for N ≥ 1. Then,
there exists a measurable mapping I∗ : ΞNK → P2(E) such that
ν
({
γ ∈ ΞNK : lim
N→∞
WE,2(IN (γ), I∗(γ)) = 0
})
= 1. (4.20)
It is not difficult to see that the assumption (As2) implies the validity of the condition (4.7)
in Theorem 4.1. In fact, for any Q ∈ Q(ν), it follows from (4.20) that Q ◦ (µ̂N0 , θ̂)
−1 = Q ◦
(IN (ζ̂), θ̂)
−1 ⇒ Q ◦ (I∗(ζ̂), θ̂)−1, as N → ∞. Then, it is straightforward to derive the next result.
Lemma 4.8. Let assumptions (As1), (As2) and (AΘ) hold. If I∗(ζ̂) has a square integrable density
(under Q) w.r.t. Lebesgue measure, then the relatively compact sequence {Q̂Nµ }N≥1 ⊂ P2(S) has a
unique limit Q̂µ ∈ P2(S) satisfying limN→∞WS,2(Q̂Nµ , Q̂µ) = 0.


















Thanks to (3.3), it can be deduced that supN JN (Q) <∞ for any Q ∈ Q(ν). The next theorem is
the main result of this section.
Theorem 4.9. Let assumptions in Lemma 4.8 hold with ν ∈ P(ΞNK).Then, we have that
lim
N→∞
JRN (Q) = J
R(Q), ∀ Q ∈ Q(ν), (4.22)
where JRN (Q) and J
R(Q) are defined in (4.19) and (4.21) respectively.
Proof. Recall that S = C([0, T ];P2(E)), where E consist of elements e = (a, u, σ, y, x) ∈ O × ΞK .




L(x, y)ρt(de) ≤ 2
∫
E
|e|2ρt(de) ≤ 2 sup
t∈[0,T ]
W2E,2(ρt, ρ̂t) = 2d
2
S(ρ, ρ̂),
where dS is defined by (4.3). That is, 〈ρt, L〉 has a quadratic growth as a function on (S, dS). We
then claim that 〈ρt, L〉 is also continuous on (S, dS). Indeed, if {ρ
m}m≥1 and ρ∞ belong to S and
dS(ρ




t ) → 0, as m → ∞, then for the continuous
function L satisfying the quadratic growth condition, it holds from Theorem 7.12 of Villani (2003)
that 〈ρmt , L〉 → 〈ρ
∞
t , L〉 as m→ ∞. Moreover, by Lemma 4.8, we have limN→∞WS,2(Q̂
N
µ , Q̂µ) = 0.









〈ρt, L〉Q̂µ(dρ), ∀ t ∈ [0, T ], N → ∞. (4.23)
On the other hand, Lemma 3.1 and Jensen’s inequality imply the existence of a constant C > 0


























































From the result above and (4.23), the desired convergence result follows.
4.3 Convergence of minimizers
Finally, this subsection is devoted to some convergence results of value functionals and the asso-
ciated minimizers in the system with finite banks to their counterpart in the limiting model as
N → ∞.
We first metrize the space Q(ν) ⊂ P2(Ω∞) by taking the quadratic Wasserstein distance WΩ∞,2
on Q(ν). The main result of the paper on the convergence of minimizers is stated as below.
Theorem 4.10. Let assumptions (As1), (As2) and (AΘ) hold. If I∗(γ) has a square-integrable
density w.r.t. Lebesgue measure, ν(dγ)-a.e., then we have that
inf
Q∈Q(ν)
JRN (Q) → inf
Q∈Q(ν)
JR(Q), N → ∞, (4.24)
where the infimum of JR(Q) can be attained by some Q ∈ Q(ν). Furthermore, the minimizing
sequence {QN}
∞
N=1 ⊂ Q(ν) (up to a subsequence) converges to some Q
∗ ∈ Q(ν) in WΩ∞,2, then Q
∗
is a minimizer of JR(Q) over Q ∈ Q(ν).
To prove the above theorem, the key tool is the Gamma-convergence from JRN to J
R on
(Q(ν),WΩ∞ ,2) (see, e.g. Braides (2014)). We give its definition as below.
Definition 4.1. JR : Q(ν) → R is the Γ-limit of JRN : Q(ν) → R, denoted by J
R = Γ- limN→∞ JRN ,
if the following two conditions hold:
(i) (liminf inequality): for any Q ∈ Q(ν) and any sequence {QN}
∞
N=1 converging to Q in
(Q(ν),WΩ∞,2), i.e. WΩ∞,2(QN , Q) → 0 as N → ∞, we have
JR(Q) ≤ lim inf
N→∞
JRN (QN );
(ii) (limsup inequality): for any Q ∈ Q(ν), there exists a sequence of (Q̄N )
∞
N=1 converging to Q
in (Q(ν),WΩ∞,2) such that
JR(Q) ≥ lim sup
N→∞
JRN (Q̄N ).
The next result implies the Gamma-convergence, which serves as an important step before we
prove Theorem 4.10.
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Proposition 4.11. Let assumptions (As1), (As2) and (AΘ) hold. For any {QN}N≥1, Q ⊂ Q(ν)
satisfying limN→∞WΩ∞,2(QN , Q) = 0, let (ζ̂
N , (ŴN,0,ŴN ), θ̂N ) (resp. (ζ̂, (Ŵ 0,Ŵ), θ̂)) be the
corresponding coordinate process to QN (resp. Q). If I∗(ζ̂) has a square-integrable density (under
Q) w.r.t. Lebesgue measure, then we have
lim
N→∞
JRN (QN ) = J
R(Q).
Proof. For any point γ = (xi, yi)i≥1 ∈ ΞNK , let us define the mappings:
ÎN : γ 7→ (γ, IN (γ)) ∈ Ξ
N
K × P2(E), Î∗ : γ 7→ (γ, I∗(γ)) ∈ Ξ
N
K × P2(E),
where IN and I∗ are defined in the assumption (As2). Note that by Definition 2.1 on Q(ν), we
have QN ◦ ÎN (ζ̂
N )−1 = {QN ◦ (ζ̂N )−1} ◦ Î
−1
N = ν ◦ Î
−1
N , and Q ◦ Î∗(ζ̂)
−1 = ν ◦ Î−1∗ . Moreover, the
assumption (As2) yileds that ν ◦ Î
−1
N ⇒ ν ◦ Î
−1
∗ as N → ∞. Therefore, it holds that
QN ◦ ÎN (ζ̂
N )−1 = ν ◦ Î−1N ⇒ ν ◦ Î
−1
∗ = Q ◦ Î∗(ζ̂)
−1, N → ∞. (4.25)
As a direct consequence of limN→∞WΩ∞,2(QN , Q) = 0, we note that QN ◦(ζ̂
N , θ̂N)−1 ⇒ Q◦(ζ̂, θ̂)−1
as N → ∞. It follows that {QN ◦ (ζ̂
N , IN (ζ̂
N ), θ̂N )−1}N≥1 ⊂ P(ΞNK × P2(E)× L
2
T ) is tight.
Next, we prove that QN ◦ (ζ̂
N , IN (ζ̂
N ), θ̂N )−1 converges weakly as N → ∞. Without loss of










k)−1 converges weakly to
Pi ◦ (ζi, J i, θi)−1 respectively, where (ζi, J i, θi) is ΞNK ×P2(E)×L
2
T -valued random variable defined
on some probability space (Ωi,F i,Pi) respectively. Note that P1 ◦ (ζ1, θ1)−1 = P2 ◦ (ζ2, θ2)−1, then
by the Gluing Lemma (see, e.g. Lemma 7.6 in Villani (2009)), there is a probability space (Ω,F ,P)
on which (ζ̄, J̄1, J̄2, θ̄) is defined such that P ◦ (ζ̄, J̄i, θ̄)
−1 = Pi ◦ (ζi, J i, θi)−1 for i = 1, 2. Moreover,
it follows from (4.25) that Pi ◦ (ζi, J i)−1 = ν ◦ Î−1∗ , and hence
Pi
(





γ ∈ ΞNK ; Î∗(γ) = (γ, I∗(γ))
})
= 1,
which means that J̄1 = J̄2 = I∗(ζ̄), P-a.s. Therefore (ζ̄, J̄1, θ̄) = (ζ̄, J̄2, θ̄), P-a.s.. This yields that
P1 ◦ (ζ1, J1, θ1)−1 = P2 ◦ (ζ2, J2, θ2)−1. Thus, the limit is unique, i.e., QN ◦ (ζ̂N , IN (ζ̂N ), θ̂N )−1 ⇒
Q ◦ (ζ̂, I∗(ζ̂), θ̂) as N → ∞.




Q ◦ (I∗(ζ̂), θ̂)−1 as N → ∞. Since I∗(ζ̂) has a square-integrable density (under Q) w.r.t. Lebesgue
measure, by Theorem 4.1 and Corollary 4.7, QNµ = QN ◦ (µ
N )−1 converges to Qµ = Q ◦ µ−1 in





























Moreover, it follows from QN ◦ (θ̂


















JRN (QN ) = J
R(Q), when lim
N→∞
WΩ∞,2(QN , Q) = 0.
It yields that JR is both a liminf bound and a limsup bound of (JRN )
∞
N=1 and the desired Gamma-
convergence holds.
Proof of Theorem 4.10. Let QN be an optimal relaxed control in Theorem 3.5 for each N ≥ 1 and
(ζ̂N , (ŴN,0,ŴN ), θ̂N ) be the corresponding coordinate process. With the help of (3.12), we can
show that QN ◦ (θ̂
N )−1 is tight similarly to the proof of Theorem 3.5. It follows from Definition 2.1
of Q(ν) that QN ◦(ζ̂
N )−1 = P◦ζ̂−1 = ν and QN ◦(ŴN,0,ŴN )−1 = P◦(Ŵ 0,Ŵ)−1. Then {QN}N≥1
is tight if and only if QN ◦ (θ̂
N )−1 is tight. Thus, it follows from the Prokhorov’s theorem that
{QN}N≥1 is relatively compact in P(Ω∞). Moreover, in view of the definition of the metric defined
in (2.7), we have that d1 and d2 are uniformly bounded. On the other hand, QN ◦ (Ŵ
N,0)−1 equals










d21(ζ̂N , 0) + d
2
2(Ŵ
N , 0) + d23(Ŵ









































where C > 0 is a generic positive constant independent of N . Therefore, again by Theorem
7.12 of Villani (2003), it follows that {QN}N≥1 is relatively compact in (P2(Ω∞),WΩ∞,2). As
a consequence, there exists Q∗ ∈ Q(ν) such that WΩ∞,2(QNk , Q
∗) → 0, where {QNk}Nk≥1 is a
convergent subsequence of {QN}N≥1. Let (ζ̂∗, (Ŵ ∗,0,Ŵ∗), θ̂∗) be the corresponding coordinate
process to Q∗. Note that
Q∗ ◦ I∗(ζ̂
∗)−1 = (Q∗ ◦ (ζ̂∗)−1) ◦ I−1∗ = ν ◦ I
−1
∗ . (4.26)
Since I∗(γ) has a square-integrable density w.r.t. Lebesgue measure, ν(dγ)-a.e., we have from
(4.26) that I∗(ζ̂∗) also has a square-integrable density (under Q∗) w.r.t. Lebesgue measure. Then,
we can apply Proposition 4.11 to conclude that JRNk(QNk) → J
R(Q∗) as k → ∞. Furthermore,
from Theorem 2.1 of Braides (2014), it follows that Q∗ is a minimizer of JR(Q) over Q ∈ Q(ν) as
desired.
Remark 4.12. With the help of Theorem 4.9 and Thereom 4.10, we actually have established
an approximate optimal relaxed control to the strict control problem (2.5) when N is sufficiently
23
large. More precisely, let Q∗ ∈ Q(ν) be the minimizer of JR(Q) over Q ∈ Q(ν), i.e., JR(Q∗) =
infQ∈Q(ν) J






∣∣∣∣ = 0. (4.27)

















∣∣∣∣→ 0, N → ∞,
where the last line converges to 0 thanks to (4.22) and (4.24).
It is worth noting that Theorem 4.1 only gives the weak convergence of (µN )N≥1, and we can
not use the weak limit to construct the mean field strict control problem directly. Moreover, it is
difficult to establish the strong convergence result in H2 for the sequence of strict optimal controls
based on Proposition 3.3 when N → ∞. This is one main reason that we resort to the relaxed
control approach in the present paper.
5 Conclusion and Future Directions
Motivated by the role of the central bank as the regulatory authority in stabilizing the interbank
network, this paper studies its centralized monetary supply control in systems with N banks and
infinitely many banks by employing the relaxed control approach. First, in the system with fi-
nite heterogenous banks affected by a common noise, the existence of the optimal relaxed control
can be derived by using the Ekeland’s variational principle. As the number N grows large, we
further establish the convergence of optimizers from the model with N banks by exercising some
non-standard Gamma-convergence arguments in our framework and show that the limiting point
corresponds to an optimal relaxed control in the mean field model. The optimal value functional
is also shown to be related to the unique solution of a stochastic FPK equation.
Several future extensions can be conducted based on the theoretical results in our current study.
First, it is interesting to consider the monetary reserve dynamics of N banks modelled by jump-
diffusion processes similar to Bo and Capponi (2015) and generalize the relaxed control approach
and the Gamma-convergence arguments in the Skorokhod space. Moreover, the general tractability
of the relaxed control formulation allows us to consider the interbank network with a possible
clusters-hierarchy similar to Capponi et al. (2020). It will also be appealing to investigate the
relaxed control and the Gamma-convergence arguments in the Skorokhod space for some centralized
singular control problems. For example, one may consider the objective functional similar to
Bo et al. (2021) to minimize the discounted accumulative monetary supply of the central bank
subjecting to the dynamic floor constraints that the log-monetary reserve in each bank needs to
stay above a prescribed capital level at all times. Beyond the interbank application, one may also
modify the singular control problem in Jin et al. (2021) as a centralized optimal dividend control
by a sizable insurance group in models with N and infinitely many subsidiaries when subsidiaries
interact with others by default contagion and some fixed reinsurance rate.
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A Proofs of Auxiliary Results
Proof of Lemma 3.1. Let C > 0 be a generic positive constant depending only on K and Θ, which
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Then, by Grownwall’s inequality again, there exists a constant D1 > 0, independent of N, i and



































≤ D2(δ + δ
p
2 ),
where D2 > 0 is a positive constant only depending on K, Θ and p.
Proof of Lemma 3.2. In view of the assumption
∏N
i=1 σi 6= 0, the rank of Σ is N . Moreover, the
constant matrix ΣΣ⊤ is strictly positive, and thus there exists an invertible matrix D such that
ΣΣ⊤ = DD⊤. As a result, for fixed y ∈ [−K,K]N , the parameterized Hamiltonian can be written
by














tr(DD⊤M) +RN (x,y; θ)
}
.
We then have that
(i) The action space Θ ⊂ R is compact.
(ii) b(x, θ) = Ax+D(D−1θu) =: b̃(x) +Dκ(θ).
(iii) b̃(x) ∈ C2(RN ) and ∇xb̃ is bounded; uniformly bounded D and κ are independent of x;
(iv) RN (x,y; θ) and LN (x,y; θ) are quadratic functions with respect to x.
Therefore, by Theorem IV.6.2 of Fleming and Rishel (1975), the HJB equation (3.4) has a unique
classical solution for the parameter y ∈ RN , which satisfies the polynomial growth condition.
Proof of Lemma 3.6. For θ1, θ2 ∈ UP,F, denote by X1, X2 the associated solutions to (3.1) respec-
tively. Let C > 0 be a generic positive constant depending only on K and Θ that may change from






















≤ C‖θ1 − θ2‖H2 ,
where the last inequality is due to the Grownwall’s inequality. Recalling the definition of JN given
















≤ C‖θ1 − θ2‖H2 .
This shows that the objective functional JN is continuous on U
P,F with respect to H2 norm.
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Proof of Lemma 3.7. We first transform the constrained optimization problem into an uncon-
strained one. Let 1UP,F(θ) : H
2 → [0,+∞] be the indicator function of UP,F, namely
1UP,F(θ) :=
{
0, if θ ∈ UP,F;
+∞, otherwise.
Define ĴN,k : H
2 → [0,+∞] by
ĴN,k(θ) := JN (θ) +
1
k
‖θk − θ‖H2 + 1UP,F(θ). (A.2)
Then for each k ≥ 1, θk is the global minimizer of ĴN,k, hence it is a substationary point of
ĴN,k(θ). Accordingly, ∂ĴN,k(θ
k), the subdifferential of ĴN,k(θ) at θ
k, includes zero element, i.e.
0 ∈ ∂ĴN,k(θ






∂‖θk − θ‖H2 , (A.3)
where ηθ is defined as (3.13) and NUP,F(θ) is the normal cone to U
P,F at θ, i.e.
NUP,F(θ) = {y ∈ H
2 : 〈y, θ̂ − θ〉 ≤ 0, ∀ θ̂ ∈ UP,F}. (A.4)
Define J̃N (θ) := JN (θ) + 1UP,F(θ). For θ ∈ U
P,F, we have
∂J̃N (θ) = {z ∈ H
2 : J̃↑N (θ; y) ≥ 〈y, z〉, ∀ y ∈ H
2},
where J̃↑N (θ, y) is the upper subderivative at θ with respect to y:

















and N (y) is the set of all neighborhood of y. It follows that
J̃↑N (θ; y) = limt→0












0, if y ∈ TUP,F(θ);
∞, if y /∈ TUP,F(θ),
and TUP,F(θ) is the (Clarke) tangent cone to U
P,F at θ (see Rockafellar (1979)). Recall the definition
of ∂J̃N (θ) and Lemma 3.4, for any z ∈ ∂J̃N (θ), we have 〈η
θ, y〉 ≥ 〈y, z〉, for y = θ̂ − θ, θ̂ ∈ UP,F.
It follows from (A.4) that z ∈ ηθ + NUP,F(θ), i.e. ∂J̃N (θ) ⊂ η
θ + NUP,F(θ). Moreover, thanks to













which verifies the claim (A.3).
In view that 0 ∈ ∂ĴN,k(θ
k), we have




∂(‖θk − θ‖H2)|θ=θk ,
where we have used ηk instead of ηθ
k
for short. It follows that there exists ϕk ∈ NUP,F(θ
k) and
‖χk‖H2 ≤ 1 that
ηk + ϕk +
1
k
χk = 0, ∀ k ∈ N. (A.5)
To characterize ϕk more precisely, we claim that
NUP,F(θ
k) = {y ∈ H2 : yt ∈ NΘ(θ
k
t ), dt⊗ dP a.e.}, (A.6)
where NΘ(θ
k
t ) is the normal cone to Θ at θ
k
t .




t ) implies that yt(z − θ
k
t ) ≤ 0, for ∀z ∈ Θ a.e. on (0, T ) × Ω. On the other hand, for
any y ∈ NUP,F(θ
k), zt = ΠΘ(θ
k
t + yt) is well-defined by the compactness and convexity of Θ, which




t + yt. Note that z = (zt)t∈[0,T ] defined
above is an element of UP,F, and consequently











=‖z − θk‖H2 + E
[∫ T
0




≥ ‖z − θk‖H2 .
It follows that z = θk a.e. on (0, T ) × Ω, which gives that wz = y, i.e. yt ∈ NΘ(θ
k
t ), dt× dP a.e.
Let Xk be the controlled diffusion with θk and (pk,qk) as the solution to the associated BSDE















As ϕ̃kt ∈ NΘ(θ
k
t ), the desired result (3.16) is verified.
Proof of Lemma 4.3. Similar to the arguments in Bo et al. (2020), we first check the tightness
of {QNµ }
∞
N=1. To this end, we show that for any ε > 0, there exists a relatively compact set





Recall that a subset M ⊂ S is relatively compact iff the following two conditions hold: (i) the
compact containment, i.e., for any ρ ∈ S and t ∈ [0, T ], ρt is contained in a relatively compact of








WE,2(ρt, ρs) = 0,
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where WE,2 denotes the quadratic Wasserstein metric on P2(E). For any M, δ, ε > 0, we define
M1(M) :=
{






, M2(δ, ε) :=
{
ρ ∈ S; sup
|t−s|≤δ
WE,2(ρt, ρs) ≤ ε
}
.













→ 0, R→ ∞,
















→ 0, R→ ∞.
Therefore, by Theorem 7.12 of Villani (2003), M1(M) is indeed relatively compact in P2(E). In









































→ 0, M → ∞.




1(M0)) < ε̂/2. Moreover, by





2(δ, ε)) = sup
N≥1
QN (µ

































δ → 0, as δ → 0.









Define M := M1(M)
⋂





It follows that {QNµ }N≥1 is tight. Furthermore, it can be deduced from the Prokhorov’s theorem
that {QNµ }N≥1 is relatively compact in P(S).
To show {QNµ }N≥1 is relatively compact in P2(S), we need to verify that {Q
N
µ }N≥1 ⊂ P2(S).
Recall the metric dS defined by (4.3) and define δ0 ∈ P2(E) as the constant process ρ̂ = (ρ̂t)t∈[0,T ] ≡






















































µ (dρ) = 0. (A.7)





















which yields the desired result (A.7), and the proof is complete.
Proof of Lemma 4.5. Let us give some notations first. Let M(E) be the subset of all finite signed
Borel measures on E = O × R2, whose first three marginal distributions equal to ν0 defined in
Theorem 4.1. That is, if ϑ ∈ M(E), then
ϑ(A1 ×A2 ×A3 ×A4 ×R) = ν0(A1 ×A2 ×A3 ×A4 ×R), ∀A1, A2, A3, A4 ∈ B(R).
In order to show the uniqueness of the solution to (4.11), we adopt and modify some arguments in
Kotelenez (1995) and Kurtz and Xiong (1999), in which the key idea is to transform the M(E)-
valued process to a L2(R)-valued process. To this end, for any measure ϑ ∈ M(E) and the function




Gδ(x− z)ϑ(da, du, dσ, dy, dz), Tδψ(x) :=
∫
R












2ϑ(da, du, dσ, dy, dz).
Recall the definition of Am,θ in (4.5), it follows from (4.11) that















































where 〈f, g〉L2 denotes the inner product in L
2(R), i.e. 〈f, g〉L2 =
∫
R





































































Let |ϑ| be the total variation measure of ϑ ∈ M(E). Similar to the proof of Lemma 3.1 and Lemma























Note that if ϑt ∈ P(E) and (ϑt)t∈[0,T ] satisfies (4.11), then Tδ(|ϑt|) = Tδϑt for any t ∈ [0, T ]. Thus,














For any ϑ ∈ M(E), let us use ‖ϑ‖L2 to denote the L
2-norm for its density function. Moreover,
we say ϑ ∈ L2 if ‖ϑ‖L2 < ∞. Recall that µ̃0 has an L
2-density with respect to Lebesgue measure.
Then, for any complete and orthonormal basis (ψj)j≥1, we can deduce from the Fatou’s lemma and




































i.e., ϑt ∈ L
2 for any t ∈ [0, T ].
































































































where the constant C > 0 is the same to the one in (A.8). Accordingly, it follows from the
Gronwall’s inequality that (4.11) has a unique solution.
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