This paper concerns the homogenization of a one-dimensional elliptic equation with oscillatory random coefficients. It is well-known that the random solution to the elliptic equation converges to the solution of an effective medium elliptic equation in the limit of a vanishing correlation length in the random medium. It is also well-known that the corrector to homogenization, i.e., the difference between the random solution and the homogenized solution, converges in distribution to a Gaussian process when the correlations in the random medium are sufficiently short-range. Moreover, the limiting process may be written as a stochastic integral with respect to standard Brownian motion. We generalize the result to a large class of processes with long-range correlations. In this setting, the corrector also converges to a Gaussian random process, which has an interpretation as a stochastic integral with respect to fractional Brownian motion. Moreover, we show that the longer the range of the correlations, the larger is the amplitude of the corrector. Derivations are based on a careful analysis of random oscillatory integrals of processes with long-range correlations. We also make use of the explicit expressions for the solutions to the one-dimensional elliptic equation.
Introduction
Homogenization theory for second-order elliptic equations with highly oscillatory coefficients is well developed, both for periodic and random coefficients; see e.g. [2, 6] . The analysis of correctors, which measure the difference between the heterogeneous solution and the homogenized solution, is more limited.
In the periodic setting, the solution of so-called cell problems allow us to obtain explicit expressions for the correctors. Denoting by ε the size of the cell of periodicity of the oscillatory coefficients, the amplitude of the corrector for a second-order equation is typically of order ε [2, 6] .
In the random setting, the situation is complicated by the fact that the local problems are no longer defined on compact cells. And as it turns out, the amplitude of the correctors is no longer of size ε in general, where ε now measures the correlation length of the random heterogeneities. Relatively few general estimates are available in the literature on the size of the correctors; see [13] . For the one-dimensional second-order elliptic equation (see (1) below), much more is known because of the availability of explicit expressions for the solutions (see (3) below). The analysis of correctors was taken up in [4] , where it is shown that the correctors' amplitude is of order √ ε provided that the random coefficients have sufficiently short-range correlations so that, among other properties, their correlation function is integrable. Moreover, the corrector may be shown to converge in distribution in the space of continuous paths to a Gaussian process, which may be written as a stochastic integral with respect to Brownian motion. This result is recalled in Theorem 2.6 below. The work [4] also proposes error estimates for the corrector in the case of longer-range correlations, when the correlation function of the random coefficients is no longer integrable. The limiting behavior of the corrector is however not characterized. This paper reconsiders the analysis of correctors for the one-dimensional equation when the correlation function of the random coefficients is no longer integrable, and more precisely takes the form R(τ ) ∼ τ −α as τ → ∞ for some 0 < α < 1. Longer-range correlations are modeled by smaller values of α. A prototypical example of a continuous, stationary process with long-range correlation is a normalized Gaussian process g x with a correlation function R g (τ ) = E{g x g x+τ } that decays as τ −α . The random coefficients for the elliptic equation we consider in this paper are mean zero stationary processes that can be written as ϕ(x) = Φ(g x ), where Φ is a bounded function. Under appropriate assumptions on Φ, the correlation function of ϕ also decays as τ −α as τ → ∞. For the random coefficients described above, we show that the corrector to homogenization has an amplitude of order ε α and converges in distribution to a Gaussian process that may be represented as a stochastic integral with respect to a fractional Brownian motion W H t with Hurst index H = 1 − α 2
. The limit α → 1 thus converges to the case of integrable correlation function. Note however that in the limit of very long-range correlations as α → 0, the influence of the corrector becomes more and more important. The main tool in our derivation is a careful convergence analysis in distribution of oscillatory integrals of the form )dt to a stochastic integral with respect to fractional Brownian motion, where K(x, t) is a known kernel and ϕ(t) is a random process with long-range correlations. This analysis extends weak convergence results obtained for sums of random variables or for integrals of random processes with long-range correlations in [12, 9] .
The paper is structured as follows. Section 2 presents the heterogeneous and homogeneous one-dimensional elliptic equations and describes our hypotheses on the random coefficients. The section concludes by a statement of Theorem 2.5, which is our main result. The analysis of random oscillatory integrals of the form 1 0
)dt is carried out in section 3. Theorem 3.1 shows their convergence to stochastic integrals with respect to fractional Brownian motion W H t . Section 4 shows how the results of section 3 extend to the analysis of the processes of the form
)dt that arise in the analysis of the correctors to homogenization. The convergence in distribution in the space of continuous paths of such processes to a Gaussian processes is summarized in theorem 4.1. The theoretical results are backed up by numerical simulations in section 5. After a detailed description of the construction of random processes with given long-range correlations, we demonstrate the convergence of random oscillatory integrals and of homogenization correctors to their appropriate limits as stochastic integrals with respect to fractional Brownian motion. Some concluding remarks are given in section 7.
2 One-dimensional homogenization
Homogenization problem
We are interested in the solution to the following elliptic equation with random coefficients
Here a(x, ω) is a stationary ergodic random process such that 0
a.e. for (x, ω) ∈ (0, 1) × Ω, where (Ω, F, P) is an abstract probability space. The source term f ∈ W −1,∞ (0, 1) and q ∈ R. Classical theories for elliptic equations then show the existence of a unique solution u(·, ω) ∈ H 1 (0, 1) P−a.s. As the scale of the micro-structure ε converges to 0, the solution u ε (x, ω) converges P-a.s. weakly in H 1 (0, 1) to the deterministic solutionū of the homogenized equation
The effective diffusion coefficient is given by a
, where E is mathematical expectation with respect to P. See e.g. [6, 7, 10] . The above one-dimensional boundary value problems admit explicit solutions. Introducing a ε (x) = a(
) and F (x) = x 0 f (y)dy, we have:
Our aim is to characterize the behavior of u ε −ū as ε → 0.
Hypothesis on the random process a
In order to characterize the behavior of the corrector u ε −ū as ε → 0, we need additional assumptions on the random process a(x, ω). Let us define the mean zero stationary random process
Hypothesis [H] . We assume that ϕ is of the form
where Φ is a bounded function such that
and g x is a stationary Gaussian process with mean zero and variance one. The autocorrelation function of g:
is assumed to have a heavy tail of the form
where κ g > 0 and α ∈ (0, 1).
Remark 2.1. This hypothesis is satisfied by a large class of random coefficients. For instance, if we take Φ = sgn, then ϕ models a two-component medium. If we take Φ = tanh or arctan, then ϕ models a continuous medium with bounded variations.
The autocorrelation function of the random process a has a heavy tail, as stated in the following proposition. Proposition 2.2. The process ϕ defined by (6) is a stationary random process with mean zero and variance V 2 . Its autocorrelation function
has a heavy tail of the form
,
Proof. The fact that ϕ is a stationary random process with mean zero and variance V 2 is straightforward in view of the definition of ϕ. In particular, Eq. (7) implies that ϕ has mean zero. For any x, τ , the vector (g x , g x+τ )
T is a Gaussian random vector with mean (0, 0) T and 2 × 2 covariance matrix:
1 .
Therefore the autocorrelation function of the process ϕ is
For large τ , the coefficient R g (τ ) is small and we can expand the value of the double integral in powers of R g (τ ), which gives the autocorrelation function of ϕ.
To simplify notation, we no longer write the ω-dependence explicitly and we define
).
Analysis of the corrector
The purpose of this section is to show that the error term u ε −ū has two different contributions: integrals of random processes with long term memory effects and lowerorder terms. The analysis of integrals of the random processes with long term memory effects is carried out in the next sections. The following lemma, whose proof can be found in Section 4.2, provides an estimate for the magnitude of these integrals. Lemma 2.3. Let ϕ(x) be a mean zero stationary random process of the form (6) . There exists K > 0 such that, for any F ∈ L ∞ (0, 1), we have
As a corollary, we obtain the following:
Corollary 2.4. Let ϕ(x) be a mean zero stationary random process of the form (6) and let f ∈ W −1,∞ (0, 1). The solutions u ε of (3) andū of (4) verify that:
where sup
for some K > 0. Similarly, we have that
where
for some K > 0.
Proof. We first establish the estimate for c ε − c. We write
which gives (16) with
dy is bounded from below a.e. by a positive constant a 0 , we deduce from Lemma 2.3 and the Cauchy-Schwarz estimate that E{|ρ ε |} ≤ Kε α . The analysis of u ε −ū follows along the same lines. We write
which gives (14) with
where we have defined
The Cauchy-Schwarz estimate and Lemma 2.3 give that E{|r
α . The previous corollary shows that the error term u ε (x) −ū(x) involves integrals of random coefficients of order ε α/2 up to lower-order terms of order ε α .
Homogenization theorem
The results we obtain in the following sections allow for the following characterization of the correctors.
Theorem 2.5. Let u ε andū be the solutions in (3) and (4), respectively, and let ϕ(x) be a mean zero stationary random process of the form (6) . Then u ε −ū is a random process in C(0, 1), the space of continuous functions on [0, 1]. We have the following convergence in distribution in the space of continuous functions C(0, 1):
Here 1 
In particular, the variance of W 
andŴ is the Fourier transform of a standard Brownian motion W , that is, a complex Gaussian measure such that:
Note that the constant C(H) is defined such that E{(W H 1 ) 2 } = 1 because we have that
The integral with respect to the fractional Brownian motion is defined for a large class of deterministic functions F (see [11] for an extensive review). Functions in 
where the Fourier transformF (ξ) of a function F (t) is defined bŷ
is a mean zero Gaussian vector with covariance
As a consequence, in Theorem 2.5, the limit process U H (x) is a mean zero Gaussian process with autocorrelation function given by
whereK(x, ξ) is the Fourier transform with respect to t of K(x, t). Finally, using the notation
the limit process U H (x) defined by (19) can also be written as
The result of Theorem 2.5 should be contrasted with the convergence result for processes with short term memory: Theorem 2.6. Let u ε andū be as in Theorem 2.5 and let ϕ(x) be a mean zero stationary random process of the form (6) . If the correlation function R g of g is integrable (instead of being equivalent to τ −α at infinity), then R is also integrable. The corrector u ε −ū is a random process in C[0, 1] and we have the following convergence in C(0, 1)
K(x, t) is given by (20), and W t is standard Brownian motion.
The limit process U(x) can also be written in the form
Such a result is based on standard techniques of approximation of oscillatory integrals [8] and was first derived in [4] . In the next sections, we focus our attention to the analysis of random variables or random processes defined in terms of integrals of random processes with long-term memory.
Convergence of random integrals
In this section, we aim at proving the following theorem.
Theorem 3.1. Let ϕ be of the form (6) and let
Then the random variable M ε F converges in distribution as ε → 0 to the mean zero Gaussian random variable M 0 F defined by
where W H t is a fractional Brownian motion with Hurst index
The limit random variable M 0 F is a Gaussian random variable with mean zero and variance
In order to prove Theorem 3.1, we show in Subsection 3.1 that the variance of M ε F converges to the variance of M 0 F as ε → 0. In Subsection 3.2, we prove convergence in distribution by using the Gaussian property of the underlying process g x .
Convergence of the variances
We begin with a key technical lemma.
Lemma 3.2. 1. There exist T, K > 0 such that the autocorrelation function R(τ ) of the process ϕ satisfies
2 , for all |τ | ≥ T.
2. There exist T, K such that
Proof. The first point is a refinement of what we proved in Proposition 2.2: we found that the autocorrelation function of the process ϕ is
For large τ , the coefficient R g (τ ) is small and we can expand the value of the double integral in powers of R g (τ ), which gives the result of the first item. The proof of the second item follows along the same lines. We first write
and we expand the value of the double integral in powers of
The purpose of this subsection is to determine the limits of the variances of the variables
and let g x be the Gaussian random process described in Hypothesis [H] . Then
Proof. We write the square of the integral as a double integral, which gives
This implies the estimate
By (8) , for any δ > 0, there exists T δ such that, for all |τ | ≥ T δ ,
We decompose the integration domain into three subdomains D 1 , D 2 , and D 3 :
First,
where we have used the fact that R g (τ ) is maximal at τ = 0, and the value of the maximum is equal to the variance of g. Second,
and finally
Therefore, there exists K > 0 such that
Since this holds true for any δ > 0, we get
We recall that the Fourier transform of the function |x| −α is
Using the Parseval equality, we find that
The right-hand side is finite,
, and (iii) α ∈ (0, 1).
and let the process ϕ(x) be of the form (6). Then we have:
lim
Proof. We write the square of the integral as a double integral:
We get the estimates
which gives the desired result:
The following proposition is now a straightforward corollary of Lemmas 3.3 and 3.4 and the fact that κ = κ g V 2 1 .
and let the process ϕ(x) be of the form (6). Then we find that:
Remark 3.6. The limit of the variance of M ε F is (34) and the variance of M 0 is (30). These two expressions are reconciled by using the identity 1 − α = 2H − 1 and standard properties of the Γ function, namely Γ(H)Γ(H +
By (23) this shows that lim
Convergence in distribution
We can now give the proof of Theorem 3.1.
Step 1. The sequence of random variables M ε,g F defined by (31) converges in distribution as ε → 0 to
Since the random variable M ε,g F is a linear transform of a Gaussian process, it has Gaussian distribution. Moreover, its mean is zero. The same statements hold true for M 0,g F . Therefore, the characteristic functions of M ε,g
where λ ∈ R. Convergence of the characteristic functions implies that of the distributions [5] . Therefore, it is sufficient to show that the variance of M ε,g F converges to the variance of M 0,g F as ε → 0. This follows from Lemma 3.3.
Step 2:
Since |e ix − 1| ≤ |x| we can write
which goes to zero by the result of Lemma 3.4. This shows that the first term of the right-hand side of (35) converges to 0 as ε → 0. The second term of the right-hand side of (35) also converges to zero by the result of Step 1. This completes the proof of Theorem 3.1.
Convergence of random processes
Let F 1 , F 2 be two functions in L ∞ (0, 1). We consider the random process M ε (x) defined for any x ∈ [0, 1] by
With the notation (28) of the previous section, we have
is indeed a function in
Theorem 4.1. Let ϕ be a random process of the form (6) and let F 1 , F 2 ∈ L ∞ (0, 1). Then the random process M ε (x) defined by (36) converges in distribution as ε → 0 in the space of the continuous functions C(0, 1) to the continuous Gaussian process
where F x is defined by (37) and W
H t is a fractional Brownian motion with Hurst index
The limit random process M 0 is a Gaussian process with mean zero and autocorrelation function given by
The proof of Theorem 4.1 is based on a classical result on the weak convergence of continuous random processes [3] : 
(ii) (M ε ) ε∈(0,1) is a tight sequence of random processes in C(0, 1). A sufficient condition for tightness of (M ε ) ε∈(0,1) is the Kolmogorov criterion: ∃δ, β, C > 0 such that
uniformly in ε, t, s ∈ (0, 1).
We split the proof of Theorem 4.1 into two parts: in the next subsection, we prove the point (i), and next, we prove (ii).
Convergence of the finite-dimensional distributions
For the proof of convergence of the finite-dimensional distributions, we want to show that for each set of points 0 ≤ x 1 ≤ · · · ≤ x k ≤ 1 and each Λ = (λ 1 , . . . , λ k ) ∈ R k , we have the following convergence result for the characteristic functions:
Convergence of the characteristic functions implies that of the joint distributions [5] . Now the above characteristic function may be recast as
, we can apply Theorem 3.1 to obtain that:
which in turn establishes (41).
Tightness
It is possible to control the increments of the process M ε , as shown by the following proposition. 
where M ε is defined by (36).
Proof. The proof is a refinement of the ones of Lemmas 3.3 and 3.4. We can split the random process M ε into two components:
We have
The second moment of the increment of M ε,2 is given by
Since there exists K > 0 such that |R(τ )| ≤ Kτ −α for all τ , we have
which gives the following estimate
The second moment of the increment of M ε,1 for x < y is given by
We distinguish the cases |y − x| ≤ ε and |y − x| ≥ ε. First case. Let us assume that |y − x| ≤ ε. Since R is bounded by V 2 , we have
Since |y − x| ≤ ε, this implies
Second case. Let us assume that |y −x| ≥ ε. Since R can be bounded by a power-law function |R(τ )| ≤ Kτ −α we have 
Proof of Theorem 2.5
We can now give the proof of Theorem 2.5. The error term can be written in the form
The first term of the right-hand side is of the form (36). Therefore, by applying Theorem 4.1, we get that this process converges in distribution in C(0, 1) to the limit process (19). It remains to show that the random process r ε (x) converges as ε → 0 to zero in C(0, 1) in probability.
From the expression (18) of r ε , and the fact that c ε can be bounded uniformly in ε by a constant c 0 , we get
Upon applying Proposition 4.3, we obtain that there exists K > 0 such that
Besides, since ρ ε can be bounded uniformly in ε by a constant ρ 0 , we have E{|ρ ε | 2 } ≤ ρ 0 E{|ρ ε |} ≤ Kε α for some K > 0. Therefore, we have established that there exists
uniformly in ε, x, y. This shows that r ε (x) is a tight sequence in the space C(0, 1) by the Kolmogorov criterion (40). Furthermore, the finite-dimensional distributions of r ε (x) converges to zero because sup
by (15) and (17). Proposition 4.2 then shows that r ε (x) converges to zero in distribution in C(0, 1). Since the limit is deterministic, the convergence actually holds true in probability.
Numerical results for Theorem 2.6
In this section, we numerically study the convergence of the error term in the case where F = 0, q = 1, and the driving process ϕ(x) has an integrable autocorrelation function. The solutions of the random elliptic equation (1) and of the homogenized equation (2) are given by
Using the decomposition ϕ ε = 1 aε − 1 a * and assuming that a * = 1, we have
We study the the convergence of the process at the point x = 1 2
, where we have
Generation of the driving process
We carry out numerical simulations in the case where the random process ϕ(x) is of the form Φ(g x ) with g x a stationary Ornstein-Uhlenbeck process and Φ(x) = 1 2
sgn(x) (see Figure 1 ). This is a simple model for a two-component random medium.
The Ornstein-Uhlenbeck process is the solution of the stochastic differential equation [5] dg
where W x is a standard Brownian motion. If we suppose that g 0 is a Gaussian random variable with mean 0 and variance 1 independent of the driving Brownian motion, then (g x ) x≥0 is a stationary, mean zero, Gaussian process with the autocorrelation function E{g x g x+τ } = exp(−|τ |). Moreover, it is a Markovian process, which makes it easy to simulate a realization of the Ornstein-Uhlenbeck process (g k∆x ) k≥0 sampled at times (k∆x) k≥0 by the following recursive procedure:
is a sequence of independent and identically distributed Gaussian random variables with mean 0 and variance 1. Note that the simulation is exact independently of the value of the grid step ∆x.
Lemma 5.1. If g x is the stationary Ornstein-Uhlenbeck process and ϕ(x) = 1 2 sgn(g x ), then ϕ(x) is a stationary, mean zero, random process with the autocorrelation function
Proof. Since g → sgn(g) is an odd function, it is obvious that ϕ(x) has mean zero. Denoting a τ = e −|τ | and b τ = √ 1 − e −2|τ | , the autocorrelation function of ϕ(x) can be computed as follows: 
Convergence of the corrector
We now study the convergence of u ε (
). The value of the integral 1 0 F (s)ϕ ε (s) ds is approximated by the standard quadrature formula
with n = [1/(ε∆x)] and ∆x = 0.1 in our simulations.
We first estimate the convergence order of the variance of (u ε −ū)( ) as a function of ε, in log-log scale. The convergence rate of the variance in log log scale has a slope equal to one, which proves that the convergence is proportional to ε. Picture (b): Normal QQ plot for the distribution of ε
with ε = 0.0001, which confirms the Gaussian behavior of the error.
For each ε, we perform 10 4 simulations and compute the empirical variance. The results are shown in Figure 2a . The asymptotic theory predicts that the convergence is linear in ε:
The computation of a linear regression of the empirical variance with respect to ε, with the two, three, etc.. first points give 0.0865, 0.0875, 0.0870, which is different from the theoretical prediction by less than 1%. We now check the convergence in law of
with U(x) = a * W x − a * xW 1 , so that in our case
where G is a Gaussian random variable with mean zero and variance
In Figure 2b , we compare the distribution of
)) for ε = 10 −4 with the one of G by plotting the normal QQ plot which shows perfect agreement (a normal QQ plot is a scatter-plot with the quantiles of the sample on the horizontal axis and the expected normal quantiles on the vertical axis).
6 Numerical results for Theorem 2.5
Generation of the driving process
To test the result of Theorem 2.5, we need to generate a Gaussian process with a heavy tail. We choose to generate the increments of a fractional Brownian motion:
Since fractional Brownian motion is not a Markovian process, it cannot be generated iteratively. Many different methods have been developed to simulate fractional Brownian motions based on integral representations in terms of standard Brownian motions, spectral representations, or wavelet decompositions (see the review [1] ). In this paper we use the Choleski method because it is the simplest method to implement. It is based on the following facts: 1) the fractional Brownian motion W H x and the process g x are Gaussian processes, 2) the autocorrelation function of the fractional Brownian motion is known (see (21)), so that it is possible to calculate the covariance matrix C of the Gaussian vector (g k∆x ) k=0,...,N , 3) if X is a vector of independent and identically distributed random variables with Gaussian distribution, mean 0, and variance 1, then M X is a mean zero Gaussian vector with covariance matrix M M T . The Choleski method consists in 1) computing a square root √ C of the covariance matrix C of the Gaussian vector (g k∆x ) k=0,...,N , 2) generating a vector X of N + 1 independent and identically distributed Gaussian random variables with mean 0 and variance 1, 3) computing the vector √ CX. This method is exact, in the sense that the simulated vector √ CX has the distribution of (g k∆x ) k=0,...,N , whatever the grid step ∆x may be. The method is, however, computationally expensive. In fact, only the computation of the square root of the matrix C is costly. Once this computation has been carried out, it is straightforward to generate a sequence of independent and identically distributed random vectors with the distribution of (g k∆x ) k=0,...,N .
We apply the Choleski method to generate 10 5 realizations of the vector (g k∆x ) k=0,...,N with ∆x = 1 and N = 2000. The Hurst parameter is equal to 0.8. The empirical autocorrelation function is shown in Figure 3 and compared with its theoretical asymptotic
. When τ becomes large, the fluctuations become large compared to R(τ ) because R(τ ) → 0. A linear regression made on the interval [10, 100] gives the power law fit Kt β , with K = 0.4901 and β = 0.3964, which is in agreement with the theoretical values K = 0.48 and β = 0.4.
We suppose that the random medium is described by the stationary random process
The asymptotic behavior of its autocorrelation function is theoretically given by (11) with
2 dx ≈ 1.6694. The empirical autocorrelation function of the process determined by a series of 10 5 experiments is shown in Figure 3 , where we observe that the theoretical and empirical curves agree very well.
Convergence of the corrector
We now study the convergence of the solution of the homogenization problem (1) as ε → 0. We choose F (x) = x 2 and q = 1. For a(x) given by (44), we find that a ⋆ = 2 9 . A solution obtained with a particular realization of the random process with ε = 0.0033 is shown in Figure 4 and compared with the theoretical solution of the homogenized problem.
We estimate the order of convergence of the variance of the corrector (u ε − u)( ) as a function of ε, in loglog scale (circles), compared with the asymptotic theoretical variance (46) predicted by Theorem 2.5. Picture (b): Normal QQ plot for (u ε −ū) 1 2 with ε = 0.0004, which confirms the Gaussian behavior of the corrector term.
to log ε gives:
which agrees very well with (46). Finally, we can check that the distribution of the limit process is Gaussian by observing that the normal QQ plot in Figure 5b is indeed a straight line.
Conclusions
We have shown that the corrector to homogenization, i.e., the difference between the random solution to an elliptic equation with random coefficients and the deterministic solution to the appropriately homogenized elliptic equation, strongly depends on the statistics of the random medium. When the correlation function of the random diffusion coefficient is integrable, such a corrector is of order √ ε, where ε measures the correlation length of the random medium. When the correlation function behaves like τ −α , which measures long-memory effects, then the difference becomes of order ε α 2 for 0 < α < 1. The corrector to the homogenized solution may thus be arbitrarily large asymptotically for very small values of α, which corresponds to pronounced long-memory effects.
Moreover, up to smaller terms of order ε α , the corrector to homogenization is a centered Gaussian process, which may conveniently and explicitly be written as a stochastic integral with respect to fractional Brownian motion. Such a random behavior of the corrector may provide an accurate quantitative model for the statistical instability (i.e., the dependency with respect to the specific realization of the random medium) of practical and experimental measurements. This central-limit-type behavior may be extremely difficult and costly to adequately capture by numerical simulations of the elliptic equation with random coefficients because of the very large number of random variables involved in the modeling of a random medium with a small correlation length (ε ≪ 1).
The results presented in this paper are based on the explicit integral representation (3) of the solution to the one-dimensional elliptic equation (1) . Such formulas are not available in higher space dimensions. Although we are tempted to believe that similar behaviors will remain valid in higher space dimensions, namely that long-memory effects will trigger large random corrections to homogenization, this remains a conjecture at present.
