We prove the following generalization of the Entropy Power Inequality: h(Ax) h (Ax) where h( ) denotes (joint-) di erential-entropy, x = x 1 : : : x n is a random vector with independent components,x =x 1 : : :x n is a Gaussian vector with independent components such that h(x i ) = h(x i ), i = 1 : : : n, and A is any matrix. This generalization of the entropy-power inequality is applied to show that a non-Gaussian vector with independent components becomes \closer" to Gaussianity after a linear transformation, where the distance to Gaussianity is measured by the information divergence. Another application is a lower bound, greater than zero, for the mutual-information between non overlapping spectral components of a non-Gaussian white process. Finally, we describe a dual generalization of the Fisher Information Inequality. 
The Generalization of the Entropy Power Inequality
Consider the (joint-) di erential-entropy h(Ax), of a linear transformation y = Ax, where x = x 1 : : : x n is a vector and h(y) = Ef? log f(y)g (1) where we assume that y has a density f( ). Throughout the manuscript log x = log 2 x and the entropy is measured in bits. Assume that dim A = m 0 n and RankA = m. In some cases, this entropy is easily calculated or bounded:
1. A is an invertible matrix (i.e., m 0 = m = n). In this case the lineartransformation just scales and shu es x, thus the entropy is only shifted, h(Ax) = h(x) + log jAj (2) where j j denotes (absolute value of) determinant.
2. A does not have a full row-rank (i.e., m 0 > m). In this case there is a deterministic relation between the components of y and thus h(Ax) = ?1 :
3. x = x is a Gaussian vector. The linear transformation A preserves the normality and so h(Ax ) = m 2 log(2 ejAR x A t j 1 m ) (4) where R x is the covariance matrix of x and AR x A t is the covariance matrix of y = Ax .
Since for a given covariance, the Gaussian distribution maximizes the entropy, the expression in (4) upper bounds the entropy of y = Ax in the general case, i.e., h(Ax) h(Ax )
where x is now a Gaussian vector with the same covariance matrix as x. 4 . In the above three cases x was an arbitrary random vector. In what follows we restrict x to have independent components. If in addition y is scalar, i.e., y = a 1 x 1 + : : : + a n x n , then the entropy-power inequality (EPI) can be used to lower bound its entropy. Speci cally, by the EPI (see e.g. 1], pp. 287), P(y) P(a 1 x 1 ) + : : : + P(a n x n ) (6) where P(y) = 1 2 e 2 2h(y) is the entropy-power of y. An equivalent form of the EPI 2] expresses (6) directly in terms of the entropy as h(a t x) h(a tx )
wherex is a Gaussian vector with independent components such that h(x i ) = h(x i ), i = 1 : : : n and a t = (a 1 ; : : : a n ). An explicit calculation of the entropy in the RHS of (7) yields h(a tx ) = 1 2 log 2 e(a t Pa) = 1 2 log 2 e( n X i=1 a 2 i p i ) (8) where P is the covariance matrix ofx, i.e., it is a diagonal matrix whose i-th diagonal element is p i = 1 2 e 2 2h(x i ) = V arfx i g, and h(x i ) is the entropy of x i . The inequalities (6) and (7) become equalities i x is Gaussian.
We generalize the lower bound (7) to the case where y may be a vector, and show below that h(Ax) h(Ax) for any A. Unlike what one may have expected, this inequality does not follow by just using in (7) the vector form of the EPI instead of the regular EPI. To see that, recall the vector form of the EPI (see e.g. 2]) h(u 1 + : : : + u n ) h(ũ 1 + : : : +ũ n ) = m 2 log 2 e
where u i 2 R m ; i = 1 : : : n are independent random vectors andũ i 2 R m are independent Gaussian vectors with (proportional) covariances R i = P(u i ) K, where K is any covariance matrix with a unity determinant (e.g. K = I) and (the scalar) P(u i ) is the entropy-power of the random vector u i , P(u) At that point, one would like to proceed by replacing the RHS of (11) with h(x 1 b 1 + : : : +x n b n ) = h(Ax). However, this transition fails since for m 2, h(x i b i ) = ?1, or P(x i b i ) = 0 (due to the deterministic relation between the components). Thus, a straight-forward application of the vector form of the EPI leads to the trivial lower bound h(Ax) ?1.
Other simple attempts to get the desired generalization from the vector form of the EPI fail as well. Nevertheless, using a di erent approach, based on a double induction over the matrix dimensions, we prove:
The detailed proof is provided in Appendix A. Note that the RHS of (12) can be speci ed explicitly as h(Ax) = m 2 log(2 ejAPA t j 1 m ) where, as above, P is the covariance matrix ofx which is a diagonal matrix whose i-th diagonal element is p i = 1 2 e 2 2h(x i ) , and m = RankA.
Equality in (12) holds in one of the following cases, which correspond to the three cases mentioned in the introduction:
1. x is Gaussian (x =x).
2.
A is a non-singular square matrix (see (2) ). More generally, we get equality in (12) if A contains all-zero columns, corresponding to components of x that do not in uence y, but after these columns are removed A becomes a non-singular square matrix.
3. A does not have a full row-rank and so both sides of (12) equal ?1 (see (3)).
In the i.i. 
When jAA t j = 1, e.g., in the case of orthonormal transformation, (13) is reduced to
As the dimension of x becomes large it may represent samples of a white stochastic process. In this case the matrix A represents linear transformation of that process. When A represents a ltering operation, some projections of x are transferred with unity gain and the rest are ltered away, and so jAA t j = 1. Thus an interpretation of (14) is that after linear ltering the entropy (per degree-of-freedom) of a white process is increased.
The new inequality (12) results, in general, tighter bounds than the standard vector form EPI.
Consider for example a vector z = Ax + By where both x; y are independent vectors with n independent components, and A; B are nonsingular n n matrices. It is interesting to assess the value of h(z) for evaluating the capacity of some additive noise channels. In this case the standard EPI is applicable, leading to the bound P(z) P(Ax) + P(By) = jAP x A t j 1=n + jBP y B t j 1=n (15) where P( ) is the entropy power of a vector de ned in (10) and P x ; P y are diagonal matrices whose elements are the entropy powers of the components of x and y respectively. It is well known that a Gaussian vector stays normal after linear transformations. It has also been observed that a non-Gaussian vector with independent components becomes \closer" to normality after passing through a linear transformation. The case of a non-Gaussian stochastic process whose samples are statistically independent (e.g. a non-Gaussian white noise) that passes through a linear system has drawn a special interest in the recent years in deconvolution problems. The closeness to normality of the output in this case has been characterized elegantly in 3], and has been used to derive techniques for deconvolving the e ect of the linear system. In this section we use the generalization of the EPI to show that indeed a non-Gaussian vector with independent components becomes closer to normality, after a linear transformation, in a very speci c sense where closeness is measured by the divergence (or \relative entropy", or \Kullback-Leibler distance") from Gaussianity.
We recall the de nition of the divergence. Let y be an n-dimensional random vector, and let y be another vector. The divergence between these vectors is de ned, (see e.g. 4] pp. 231)
where f y ( ), f y ( ) are the corresponding probability density functions, and the divergence is measured in bits. For any two p.d.f's, the divergence is non-negative. The divergence from Gaussianity,
i.e. the case where y is Gaussian with the same rst and second order moments as y, can be ex- where F and F are the distributions of y and y , dF dF is the Radon-Nikodym derivative of the corresponding distributions, and the expectation is taken with respect to y.
Using the generalization to the Entropy Power Inequality, derived in the previous section, we provide below an upper bound for the divergence from Gaussianity of a linear transformation of a vector x = x 1 : : : x n with independent components. In stating this result we denote by x a Gaussian vector with independent components, such that Varfx i g =Varfx i g. Unlike the previous lower bound for the entropy, this upper bound is not trivial even when the transformation does not have a full rank. (after all its zero columns, if any, are removed). This theorem follows straight-forwardly from Theorem 1, and its detailed proof is given in Appendix B. Theorem 2 can be used to show that an i.i.d. process becomes closer to normality, in information divergence sense, after passing through a linear-time-invariant system. For this we consider the limit, as n goes to in nity, of the normalized divergence per degree-of-freedom of n samples of the output process. The inequality (21) is satis ed by the normalized divergence for any n and so it is satis ed in the limit. The interpretation of inequality (21) in this case is that a white process becomes \more Gaussian" after ltering, in the sense that its normalized divergence from Gaussianity, per degree-of-freedom, decreases. Note that if the lter is invertible, the normalized divergence of the entire output process does not change. Yet, the divergence from Gaussianity of a nite number of samples becomes smaller, since these samples are obtained from the entire input process by a non-invertible transformation.
Finally, it is interesting to note that Theorem 2 yields a stronger result than a straight-forward application of the data processing theorem for the divergence. 
Since n m = RankA, the bound (21) is tighter.
Mutual-Information between Orthogonal Projections of an Independent Vector
A pair of orthogonal projections of uncorrelated Gaussian vector are independent and therefore the mutual-information between them is zero. This may not be true, however, for non-Gaussian noise.
In this section we show that the projection of a non-Gaussian vector with independent components into two subspaces that span the entire space, results in two vectors whose mutual information is lower bounded away from zero. Note that since the mutual-information is invariant to the representation, it is only a function of the pair of linear sub-spaces spanned by the projections.
Let x be a random variable, and let x be an n-dimensional vector of i.i.d. samples, distributed as x. Let A l and A h be two matrices, each with n columns, where RankA l = r (r < n), RankA h = n?r, and the space spanned by the rows of A l is orthogonal to the space spanned by the rows of A h . The rows of A l and A h thus span the entire space. The projections are denoted y l = A l x and y h = A h x.
One motivation to consider the mutual information I(y l ; y h ) comes from the following example. Let X = X 0 ; : : : ; X n?1 ] t be the DFT of x = x 0 ; : : : ; x n?1 ] t i.e. 
The theorem is proved in Appendix C. Note that by Theorem 2 the RHS of (24) is positive, bounded away from zero, unless x is Gaussian. Also, if A l is an asymptotically Gaussian projection, the lower bound becomes the divergence from Gaussianity of x.
Returning to the example that motivated this problem, we have calculated explicitly the mutual information between the DC-component and the rest of the spectral components for a uniformly In both cases the mutual information is greater than D(x i ; x i ) = 0:254, the divergence between a uniform distribution and a Gaussian distribution having the same variance. Notice that Theorem 3 above provides a lower bound on the mutual information, whose main properties are that it is greater than zero, and it depends on the divergence from Gaussianity of the distribution of each sample, and on the dimension of A l , but it does not depend explicitly on the projections themselves. However, the general problem of estimating the mutual-information between orthogonal projections of a white vector (or process) is still open, especially, since from the example above, the lower bound seems to be untight. A somewhat related subject is to nd the mutual-information between a subset and its complement in a given set of elements, treated in 2]. J(x i ), i = 1 : : : n.
Note that the matrix inequality (27) is in the sense that the di erence matrix is positive semide nite. The detailed proof of this theorem is given in a TAU technical report, and here we sketch its structure. Similarly to the derivation in 8] 
Using Cauchy-Schwarz inequality EWW t EWEW t , it follows from (29) that A t rf(y)
Averaging (30) ?1 , and taking the inverse we get (27). Note that the Fisher information matrix of the Gaussian vector Ax in (27) is given directly by its inverse covariance matrix. As in Theorem 1, equality in (27) holds if x is Gaussian or if A is invertible. Note that in the i.i.d. case K = J(x) I, and if we further assume that A is orthonormal (i.e., AA t = I), we can rewrite inequality (27) in a scalar form as J(Ax) J(x).
As in the standard EPI, one may hope that we can use the generalized FII to prove the gen- 
where the second equality follows by applying (32) to the random variable x. Inequality (33) is equivalent to (13) and (21), i.e., to the generalization of the EPI in the i.i.d. case. It seems plausible that the derivation above can be extended to the general case. We study this approach but at this point the proof of Theorem 1 via the double induction is still needed.
Appendix A: Proof of Theorem 1
We prove (12) for a matrix A, whose number of rows is m = Rank A. The case where the number of rows m 0 > RankA, i.e., A does not have a full row-rank, is trivial since both sides of (12) are ?1 (see (3)).
The proof is by double induction over m and n. The induction boundary conditions are the line m = 1 (any n) and the line m = n in the plain (m; n) 2 N 2 . In the case m = 1 the inequality holds by the regular EPI since A is a row matrix. In the case m = n the matrix is invertible and so (12) holds with equality. We show below that if (12) holds for any (m ? 1) (n ? 1) and m (n ? 1) matrices, then it also holds for any m n matrix. This is the induction step. Figure 1 shows a path in the plain N 2 from the boundary lines to an arbitrary point (m; n), which is followed by the induction steps to prove the theorem for any m n matrix. Since m and n are arbitrary, the theorem holds for any matrix, provided that the induction step is proved.
To prove the induction step, some matrix manipulations used in Gaussian elimination, are 
Notice that a m;n x n in the RHS of (37) is independent of bothâ t m x ? and the condition A ? x ? .
Suppose rst that the last row of the matrix B linearly depends on the other rows. In this case the termâ t m x ? in (37) linearly depends on A ? x ? and does not a ect the entropy. Thus, h(Âx) = h(A ? x ? ) + h(a m;n x n ) = h(A ? x ? ) + h(x n ) + log ja m;n j : (38) Utilizing the induction assumption, asserting h(A ? x ? ) h(A ?x? ), and by (35) h(Ax) h(A ?x? ) + h(x n ) + log ja m;n j = h(Ax) (39) where the second equality follows by applying (38) to h(Ax) and since h(x n ) = h(x n ). The induction step for this case is proved.
Consider now the second case where B has a full row-rank. Proceeding from (37), we use a conditional version of the EPI (originally presented in 9], see also 1] pp. 289) to lower bound the entropy of the sum of independent terms in the RHS of (37) h (Âx) 
The RHS of (41) is clearly monotonically increasing with h(Bx ? ). Similarly, the function (t) = t + 1 a log(b2 ?at + c), a; b; c > 0, has a positive derivative for all t, and so the RHS of (41) 
To complete the induction step, observe that the conditional version of the EPI used in the transition from (37) to (40) holds with equality for the Gaussian vectorx and thus the RHS of (42) In the proof we have used the following lemma:
Lemma 1 Let and P be n n positive, diagonal matrices, with diagonal elements 1 : : : n and p 1 : : : p n respectively, i ; p i > 0 8i. Then for any m n matrix A, jA A t j 
The inequality (52) implies a similar inequality for determinants (since jK 1 +K 2 j is greater or equal both jK 1 j and jK 2 j, K 1 ; K 2 semi-de nite matrices) jA A t j jr m APA t j = (r m ) m jAPA t j (53) and (50) 
