Abstract. Some Hardy-type integral inequalities in general measure spaces, where the corresponding Hardy operator is replaced by a more general Volterra type integral operator with kernel k(x, y), are considered. The equivalence of such inequalities on the cones of non-negative respective non-increasing functions are established and applied.
Introduction
Let λ and µ be regular Borel measures on R + : = [0, ∞) such that λ[0, x] < ∞ for all x ∈ R + , K is a positive operator, that is, Kf(x) ≥ 0 for any function f (y) ≥ 0. A considerable number of works are devoted to the study of inequalities of the type
where f runs over a cone of non-negative functions (see, for instance, [1] and the literature given there). Let E : = {f (x) ≥ 0, x ∈ R + } , E ↓ : = {f (x) ≥ 0, f(x) is non-increasing for x ∈ R + } be two standard cones in the space of all λ-measurable functions. It is well known that inequality (1.1) for all f ∈ E and the same inequality for all f ∈ E ↓ are not equivalent in general [2] . However, as was recently discovered by G. Sinnamon [3] , for the Hardy operator of the type Hf(x): = x 0 fdλ the equivalence takes place. We generalize this and the other results of [3] to Volterra integral operators Throughout the paper a relation A B means an inequality A ≤ cB with a constant c, depending on the parameters of summation p and q. We note that p : = p/(p − 1) for 0 < p < ∞, p = 1. If A B A or A = cB, we write A ≈ B. The constants C in the inequalities like (1.1) are supposed to be taken as the least possible. We assume b a : = [a,b] . Uncertainties of the form 0 · ∞ are taken to be zeros. The sign : = is used to determine new quantities.
Main results
We use the notation
, and we need the following statement.
• is called a level function. The proof of Proposition 2.1 can be found in [4] .
for every x and let K be defined by (1.2) . Then the inequalities
are equivalent and
Proof. The implication (2.1)⇒(2.2) and the inequality
We show the inverse. If supp µ = {0}, then the assertion of the theorem is obvious. Therefore, let supp µ = {0}. By monotonicity of the kernel k(x, y) we have in a sense of Stieltjes' integral that for all 0
By (i) of Proposition 2.1 it implies for all bounded f ∈ E with compact support supp f ⊂ R + that
Applying (ii) of Proposition 2.1, we find for 1 < p < ∞ that
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For arbitrary f ∈ E the required assertion follows by Fatou's theorem. The case p = 1 also follows by a limiting process with p → 1.
Hf(x).
The following statement is essentially proved in [3] .
are equivalent. Moreover, for p > 1 (2.3) and (2.4) are equivalent to
and
Proof. The proof follows from Theorem 2.3, the inequality f (x) ≤ P λ f (x) for any f ∈ E ↓ and Hardy's inequality [3] (2.6)
From this we obtain a sharp form of the well-known Sawyer's theorem [6, Theorem 1].
where
Moreover, the relation (2.7) is unimprovable in general.
Proof. It is well known [5, Chapter XI, § 1.5, Theorem 4] that for 1 < p < ∞, q = 1 the best constant in the inequality (2.3) has the form C 1 (p, 1) = B p . From this and Corollary 2.4 it follows the estimate (2.7). Let us show that it is optimal.
, where δ 0 (x) denotes the Dirac delta function at the point 0, then it is not difficult to see that
in this case. Therefore the inequality S p ≤ B p is sharp. Now, let
Here the upper bound follows from the Hölder inequality, and the lower bound is achieved for the function f (x) = x −α/(p−1) . We also have
Applying the elementary inequality
we find
Theorem 2.6. Let 1 < p < ∞, 0 < q < ∞ and let m, n be any non-negative integers. Then the inequalities (2.1), (2.2)
are mutually equivalent.
In the theory of the weighted Hardy-type inequalities the following is well known. 
Therefore, Theorem 2.6 is valid for integral operators K of the form (1.2) with a
Observe that the class D λ consists of non-negative kernels k(x, y) such that for all t > 0 1
is non-increasing in x when x ≥ t. Necessity follows from the inequality
Now we intend to obtain the equivalence like (2.3)⇔(2.5) for the more general inequality (2.1) instead of (2.3). To this end we need an analog of the Hardy inequality (2.6) for the operator P K (see [8, § 2.3] ).
Proposition 2.10. Let 1 < p < ∞ and k(x, y) ∈ O. Then
if and only if
Proof. Necessity. For any t > 0 put f t (y) = [k(t, y)]
Hence, D p /p C 6 ≥ A 0 . For the sufficiency we observe that (2.13) is equivalent to
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Now, applying [8, Lemma 2], whose proof can be duplicated for a general measure, we find that
Assume that g is bounded with compact support and 0 < P * K g L p (λ) < ∞. By Hölder's inequality we have
Again by Hölder's inequality we find
Now, once more applying the measure version of [8, Lemma 2] we obtain
. Thus,
, and the required upper bound follows.
Proof. First we show that (2.14)
and by the inequality (2.13)
In view of Remark 2.8 this implies (2.1) and, moreover,
y)dλ(y).
Therefore,
Thus, if (2.1) is true, then for f ∈ E ↓ we have
Consequently, C 7 ≤ DC 1 .
Combining Theorems 2.6 and 2.11, we obtain the following Corollary 2.12. Let 1 < p < ∞, 0 < q < ∞ and let a kernel k ∈ O ∩ D λ be such that A 0 < ∞. Then (2.14) is equivalent to (2.8) and to (2.9).
Remark 2.13. The condition k ∈ D λ was not used in the proof of (2.1)⇒(2.14), and therefore (2.14) follows either from (2.1), (2.2), (2.8) or (2.9), whenever k ∈ O and A 0 < ∞.
be such a monotone function so that there exists the reverse function ϕ −1 and either (a) ϕ is concave and increasing or (b) ϕ is convex and decreasing. Put and ϕ satisfy condition (a). Then ϕ(f ) is non-increasing. This easily implies that ϕ(f )(x) ≤ P K (ϕ(f ))(x). Applying ϕ −1 to the both parts of this inequality, we conclude that f (x) ≤ Φ K f (x) and therefore, (2.19)⇒(2.15); moreover,
. Again applying ϕ −1 to the both parts of this inequality, we obtain that f (x) ≤ Φ K f (x) and therefore (2.19)⇒(2.15) and C 8 ≤ C 12 .
Remark 2.15. Until now we have mainly studied only the equivalence of the inequalities, and it may seem that their own characterization is still open. However, this is not so, because the characterization of the inequality (2.15) is well known (see [9, Proposition 1] for weighted inequalities and [3] for inequalities with general measures). Namely, for 0 < p ≤ q < ∞ (2.20)
, and for 0 < q < p < ∞, 1/r :
Observe that (2.21) follows by the change f q → f in the middle term (2.20) and applying (2.7). Thus, the borders for the constant C 8 (p, q) in (2.21) are sharp and the inequalities (2.16)-(2.19) are characterized by finiteness of the right-hand side of (2.20) for 1 < p ≤ q < ∞ and by finiteness of the right-hand side of (2.22) for 0 < q < p < ∞, p > 1.
Also note that under some additional restriction on the measure λ there is an alternative two-sided estimate of the constant C 8 (p, q) for 0 < q < p < ∞, also useful in applications. This restriction on the measure λ was studied in [3] and always holds, for example, if the measure λ is non-atomic. For the absolutely continuous measures λ and µ this alternative estimate was pointed out in [10, formula (1.6)].
Finally, we will point out two applications of Theorem 2.14, found for k(x, y)≡ 1 and f ∈ E in [3] . Proposition 2.16. Let 0 < p, q < ∞, k ∈ O∩D λ and A 0 < ∞. Then the inequality
for all f ∈ E is also equivalent to the same inequality for all f ∈ E ↓ and equivalent to the inequality (2.15). Moreover,
Proof. If 0 < q < ∞, p > 1, then applying Theorem 2.14 with ϕ(x) = 1/x, we obtain the required assertion and for all f ∈ E or for all f ∈ E ↓ . Performing in (2.25) the reverse change g −2/p = f, we arrive at the inequality (2.23).
By a similar method we obtain the following. either for all f ∈ E or for all f ∈ E ↓ are equivalent to each other and also equivalent to the inequality (2.15). Moreover, C 14 ≈ C 15 ≈ C 8 .
Proof. The inequalities (2.26) and (2.27) for 0 < q < ∞, p > 1 follow from Theorem 2.14 with ϕ(x) = log x, and ϕ(x) = log x −1 , respectively. For 0 < p ≤ 1 we use the arguments from the proof of Proposition 2.16 with the functions ϕ(x) = log x 2/p and ϕ(x) = log x −2/p .
Remark 2.18. Proposition 2.16 supplements the results of the Prokhorov recent paper [11] , and Proposition 2.17 supplements the results of the papers [12] , [13] .
