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SUMMARY
Machine vision has gained in popularity for use as a main sensor modality in
navigation research because of its relatively low cost compared to other sensors. Fur-
thermore, vision provides enormous information about an environment. We develop
a vision-based navigation system that is inspired by the capability of humans to use
eyes (vision) to navigate in daily lives.
The contributions of the Ph.D. work are as follows:
• Direct image processing of a (circular) image from a catadioptric (omnidirec-
tional) camera system.
• Localization using vision and robot odometry with a hybrid representation of
the world using topological/metric map.
• Integration of feature map building and localization to incrementally build a
map and solve the “loop closing” problem, make the system applicable in un-
known, dynamically changing environments with good performance in large
indoor areas.
• Integration of appearance-based simultaneous localization and map-building
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The ability of human beings to use vision to navigate in daily lives has inspired us
to investigate vision to be used as a primary external sensor for robot localization and
simultaneous localization and map-building (SLAM). We can remember and relate
places without explicitly knowing their exact locations. This motivates us to develop a
vision-based navigation algorithm, where a robot recognizes landmarks and uses them
to navigate to the goal. Such approaches have been referred as appearance-based
navigation [1]. Our system combines visual information with metrical information
resulting in a hybrid map, which consists of a topology of landmarks (visual images)
and their relative location and orientation (relative odometry).
Recently, appearance-based localization has gained more popularity among mobile
robotics researchers, perhaps due to the approach is still under explored and recent
technological advances in computer and vision hardware. The main diﬀerence between
appearance-based and other approaches is the method to represent the environment.
The appearance-based approach relies on remembering features of the environment
rather than explicitly modeling it. Many work in this ﬁeld such as [2, 3] were inspired
by biological counterparts.
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Early implementations of appearance-based localization [2] and [4] involved quite
complicated image processing and matching techniques. The ultimate aims of those
methods are to obtain the location of a robot by ﬁnding an image stored in the map
that matches best with a query image. Their work were either tested in a static
environment or a specially structured one. More recently, many implementations
attempted to deal with realistic environments. These algorithms incorporated prob-
abilistic techniques with relatively simpler image processing algorithms. We follow
the latter approach to implement our robot navigation. Recent work by Gross et
al. [5], Menegatti et al. [6] and Andreasson et al. [7] demonstrated the success of
incorporating vision in appearance-based localization. Nevertheless, there are still
many challenges before appearance-based localization becomes pervasive.
An image contains rich information of the environment compared with other sensor
data. However, high computational requirement to interpret the image prohibits it to
be used directly in the robot localization algorithm. As a result, many appearance-
based localization researchers focus their eﬀorts to develop methods of extracting
robust features from an image. For example, the Fourier coeﬃcients are used in [6],
and the scale invariant feature transform (SIFT) are adopted in [7]. Such features
extracted are normally not spread over the entire environment and/or associate some
geometric meaning to the object in the environment. In our work [8, 9], however we
develop techniques to extract features directly from original (circular) omnidirectional
images without projecting them to any other surfaces. This results in a marginal
increase in computational speed, and locations of the features in the image are always
spread over the entire image. Hence, our algorithm is naturally robust to occlusions
which may hide geometric features.
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The bottle neck of the appearance-based approach is the time spent in the im-
age matching process in spite of the availability of low dimensional image features.
This limits many approaches, and makes them impractical in very large scale envi-
ronments. Consequently, we try to ease the limitation by developing the localization
technique to be able to work in a map that has relatively few reference images of an
environment. Although our technique sacriﬁces accuracy of the localization system
for the applicability to a large scale map, we can still maintain overall robustness of
the system.
In this thesis, we present details of the theoretical developments and the practical
implementations of our navigation. The methodology presented in this thesis achieves
the following goals:
• To provide eﬃcient method in processing an image that is directly obtained
from the catadioptric vision system.
• To explore fast image matching mechanism that enables the real-time imple-
mentation of robot navigation in large scale indoor environment.
• To develop an algorithm that performs localization and/or simultaneous local-
ization and map-building in realistic indoor environment (SLAM).
• To initiate a framework for integrating (SLAM) with other navigation tasks.
1.1 State-of-the-Art Localization and SLAM algorithm
The SLAM algorithm deals with uncertainties of a model of an environment (map)
and a drobot location from the same external sensor source(s). Although initial re-
ports on the state-of-the-art algorithm utilized only the geometric information of
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environment, they laid a crucial insight into the problem. The SLAM problem be-
came very active since mid 1980s. Among various algorithms, the probabilistic-based
approaches are reported to have superior performance over other methods. In partic-
ular, the problem is solved using a family of recursive Bayesian ﬁlters.
Smith and Cheeseman [10] is one pioneering work that is able to operate online to
acquire the map information from a sensor. Another work of Dissanayake et al.[11]
presented the extended Kalman ﬁlter to solve a robot location in two-dimensional
space (x, y, θ) and a coordinate point landmark. The weakness of the algorithm is that
the complexity of the algorithm is quadratic to the number of landmark in the map
as the ﬁlter maintains a full correlation between robot and all landmarks. To reduce
complexity, Thrun et al. [12] proposed the sparse extended information ﬁlter (SEIF)
that only preserves the relationship among landmarks locally. The diﬀerence between
the Kalman ﬁlter and the information ﬁlter is that the Kalman ﬁlter maintains a
covariance matrix whereas the information ﬁlter maintains the inverse of covariance
matrix, which is also known as information matrix.
Although the performances of those algorithms discussed earlier are well accepted
in terms of computational speed and accuracy, they share the same disadvantages.
That is, they rely on a “good” correspondence between sensor data and landmark(s)
to ensure the ﬁlters convergence toward a true solution. Furthermore, due to the
complexity of matching, the sensor data is pre-processed to extract some features.
Therefore, much useful information of environment is discarded.
Thrun et al. [13] oﬀered another solution to deal with the correspondence issue
and also enable the operation of SLAM to much larger environment. The algorithm is
known as “FastSLAM”, which is based on a Rao-Blackwellised particle ﬁlter (RBPF)
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fusing with tree structure algorithm. The FastSLAM is able to tolerate false corre-
spondences since any particles with wrong data association tend to be depleted in
next few time steps.
1.2 Vision-Based Navigation
Vision has several attractive properties such as it is a passive device that requires
less power consumption. Moreover, the information from vision is very rich. It is able
to provide color, texture and/or geometry of environment. The vision hardware in
navigation can be classiﬁed into two main groups: perspective and omnidirectional.
The perspective camera is a typical camera setup; the setup may utilize more than
one camera to obtain depth information from image disparities. Whereas, the om-
nidirectional camera provides the full horizontal view of surrounding space in single
snapshot. Therefore, a robot can view a surrounding environment regardless of its
heading direction. The popular choice of omnidirectional camera system is known as
a catadioptric camera system. The system normally comprises of a curvature mir-
ror, e.g. parabolic or hyperbolic mirror, and a normal perspective camera. The raw
image from the catadioptric camera system is highly distorted. Therefore, it is often
mapped into some other surfaces to correct the distortion. The resulting image can
be either in panoramic or normal perspective view.
Utilizing information directly from raw image can lead to slow computing. Early
implementation [14] of vision navigation usually involved compressing image to much
lower resolution. However, some useful cue may be lost during the compression pro-
cess. As a result, many researchers try to develop other methods to reduce the
dimension of an image with minimal loss of information. Gross et al. [5] divided a
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panoramic image (obtained from a catadioptric vision system) into smaller segments.
Subsequently, the averaged red, green and blue color components of each segment are
computed, and then stacked up to form a feature vector representing the whole image.
Menegatti et al. [15] formed a “Fourier signature” of a panoramic image. The size of
a ﬁnal feature is tremendously reduced from an original image. Winters and Santos-
Victor [16] utilized the information sampling technique to determine most distinctive
area of a particular image from other images in previous time steps. More recently,
Lowe [17] proposed the solution to extract and assign some features of an image. The
algorithm is known as the scale invariant feature transform (SIFT). The algorithm
is widely adopted by many researchers such as [18, 19, 7, 20]. Kasparzak et al. [21]
compared several image features for their localization system. The perspective image
is divided into small sub-images, and then features such as FFT, color moment and
average color components were applied to those small sub-images.
Results of image processing can be either used directly in the estimation or in-
ferred further to obtain a metrical information of an environment. The extended
Kalman ﬁlter (EKF) was used in [22, 23, 24, 25, 26, 20]. Their methods require
the availability of explicit sensor model of an environment. Consequently, the metric
information (e.g. position of a landmark) is normally extracted from an image. Be-
cause the Kalman ﬁlter maintains only a single Gaussian probability distribution, it
cannot handle multiple hypotheses situation, e.g. global localization. Therefore, all
implementations above does not discuss methods to solve kidnapping and map-loop
closing problem. These are the problems that cause a Kalman ﬁlter to often yield
poor performance. The ﬁrst problem, robot kidnapping, is the problem where a robot
is relocated suddenly without resetting the location of a robot. The map-loop closing
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problem often occurs when building a map of a large space. The estimation error
is accumulated until a robot cannot recognize the place that it has already visited.
That is, the robot cannot localize itself in the already built map.
The estimation algorithms such as a particle ﬁlter or a mixture of Gaussians
(MOG) are known to be able to handle various form of probability distributions
besides the Gaussian distribution. Furthermore, they are able to handle multiple
hypotheses scenario. The particle ﬁlter, also known as the Monte Carlo Localiza-
tion (MCL), is widely adopted in the appearance-based navigation. The scalability
and ability to handle non-parametric form of probabilistic model further enhance the
applicability of MCL. Work reported in [27, 7, 15, 21, 28, 27, 29] shared similar ap-
proaches to utilize image information. Their concepts can be summarized as depicted
in Figure 1.1. The feature map is constructed from a set of images obtained from an
environment. The query image is examined its similarity to reference images of the
map, and the location of a robot is inferred from the degree of similarity.
Two research groups report the use of the MOG in appearance-based concurrent
localization and map-building. Porta and Kro¨se [30] reported that their SLAM algo-
rithm was able to detect the loop but no speciﬁc detail was given. The implementation
has been tested on a 25-meter corridor. Koenig et al. [31] presented the improved
version of Porta and Kro¨se’s work. They added an ability to the SLAM algorithm to
actively remove (forget) some reference images that were not very prominent in an
environment. However, both work does not discuss any method to select an image
to represent an environment. The algorithms seem to append image once the robot









Figure 1.1: Main concept of appearance-based navigation
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1.3 Summary of Contributions
This thesis focuses on localization and map-building in an unknown indoor envi-
ronment. Our approach aims to solve the problem of localization and/or simultaneous
localization and map-building (SLAM) in large indoor area. Our work has been re-
ported in [8, 9, 32, 33].
The contributions of our work can be summarized as follows:
1. An algorithm to process and utilize an image directly from a catadioptric vision
system (circular image).
2. An appearance-based localization system using particle ﬁlter that is able to
operate on a sparse map (map with less number of reference images).
3. A complete appearance-based simultaneous localization and map-building (SLAM)
system that is able to detect the map-loop, update and maintain the quality
of a map. The SLAM system allows user to specify inter-node distance that
directly aﬀects the number of reference images given the desired accuracy.
4. An implementation of the integration of the appearance-based SLAM with other
navigation tasks such as navigation to a goal location.
The details of key contributions of our work are elaborated as follows:
1. Fast image feature extraction and matching
This work achieves a computationally eﬃcient method that utilizes the infor-
mation from an omnidirectional camera system. The proposed method is able
to reduce complexity of image data but still retains meaningful information of
the environment. Furthermore, it adds some degrees of robustness to camera
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occlusion. The number of feature points can be adjusted to accommodate the
image complexity of an environment and the availability of computational re-
sources, i.e. speed and storage capacity. Two levels of image matching enable
the development of appearance-based localization and map-building for large
scale indoor environments. Although the image matching does not produce a
perfect result, it is reliable enough to be used together with probabilistic tech-
niques. Thus, it is a crucial component that makes the localization system
repeatable and robust.
2. Complete solution for appearance-based SLAM
An important contribution of this thesis is the development of appearance-based
SLAM that is able to operate in real-time. The algorithm provides the method
to utilize results from two levels of image matching with a Bayesian ﬁlter, i.e.,
a particle ﬁlter. A distinctive element of this work compared to others is that it
provides the integrated system that is able to build a map, detect and close the
map loop, and maintain quality of a map through a map management. This is a
novel approach to tackle two “hard” problems using a single estimation system,
i.e. building a map from scratch, and detecting the loop in a map.
The thesis is organized as follows. The second chapter reviews related algorithms
generally accepted for appearance-based localization and map-building. The third
chapter discusses our image matching algorithm that is a key component of our navi-
gation system. Chapter four explains a localization system that integrates our image
matching with the particle ﬁlter. Chapter ﬁve elaborates the extension of localization
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to operate in an unknown environment. This approach is generally known as con-
current map-building and localization (CML) or simultaneous localization and map-
building (SLAM). Furthermore, we demonstrate the integration of our appearance-
based SLAM with other navigation tasks. We design a navigation system that has
our SLAM algorithm running in the background. Finally, chapter six draws conclu-
sions of our work, and also proposes directions for future work in order to bring an
autonomous mobile robot into our daily lives.
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CHAPTER 2
PROBABILISTIC ALGORITHMS IN VISION-BASED
ROBOT NAVIGATION
Three questions arise in the general problems of mobile robot navigation are
“Where am I?”, “Where am I going?”, and “How should I get there?” [34]. This
chapter provides a review on algorithms in vision-based robot navigation especially
localization and simultaneous localization and map-building (SLAM) algorithms.
In mobile robot localization, the state of interest is usually the pose of a robot
(position and orientation) with respect to the world. The measurement may include
surrounding environment data and the robot status such as range measurements,
camera images, and odometry. The Bayesian ﬁltering determines the posterior prob-
ability of the states of a robot conditionally on the measurement data. This posterior
is normally called the Belief. Let the sensor information of environment (perceptual
data) be denoted as y, and the odometry (control data) to a robot be denoted as
u. Typically, the perceptual and control data are received in an alternating manner.
The belief of the state of a robot, denoted as ξ , at time t can be written as
Bel(ξ t) = p(ξ t|yt,ut−1,yt−1,ut−2, . . . ,u0,y0) (2.1)
The most recent perception is yt, whereas the most recent control/odometry is ut−1.
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Using the Bayes rule, the belief can be recursively computed from the initial belief
of a robot based on knowledge of the system. The decomposition of Equation (2.1)
is given as
Bel(ξ t) =
p(yt|ξ t,ut, . . . ,y0)p(ξ t|ut−1, . . . ,y0)
p(yt|ut−1, . . . ,y0)
To simplify the equation further, the system is assumed to have a Markov prop-
erty, in which the most recent measurement yt is conditionally independent of past
measurements and control of the robot. Therefore, the probability of a robot’s state
can be simpliﬁed to
Bel(ξ t) =
p(yt|ξ t)p(ξ t|ut−1, . . . ,y0)
p(yt|ut−1, . . . ,y0)
As a result, the belief can be recursively computed by integrating over the state ξ t−1,
which can be written as:
Bel(ξ t) =
p(yt|ξ t)
p(yt|ut−1, . . . ,y0)
∫
p(ξ t|ξ t−1,ut−1, . . . ,y0)p(ξ t−1|yt−1,ut−2, . . . ,y0)dξ t−1
=
p(yt|ξ t)
p(yt|ut−1, . . . ,y0)
∫
p(ξ t|ξ t−1,ut−1, . . . ,y0)Bel(ξ t−1)dξ t−1
The conditional probability p(ξ t|ξ t−1,ut−1, . . . ,y0) can be simpliﬁed with Markov
assumption that the current state of a robot is only depended on the previous state,
i.e.,
p(ξ t|ξ t−1,ut−1, . . . ,y0) = p(ξ t|ξ t−1,ut−1)
The belief can be therefore written as a recursive estimator, which is the funda-
mental form of the Bayesian ﬁlter:
Bel(ξ t) = η p(yt|ξ t)
∫
p(ξ t|ξ t−1,ut−1)Bel(ξ t−1)dξ t−1 (2.2)
where η = 1/p(yt|ut−1, . . . ,y0). The second term p(yt|ξ t) is called the percep-
tion/measurement model, and p(ξ t|ξ t−1,ut−1) is called motion/control model.
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The fundamental form of the Bayesian ﬁlter provides the mathematical solution
to the problem of robot localization however, it is computationally intractable. Con-
sequently, many algorithms are proposed to solve the Bayesian ﬁlter numerically.
The famous algorithms used in localization context include Kalman ﬁlter [11], sum
of Gaussian (SOG) [35], mixture of Gaissian (MOG) [30, 31], and particle ﬁlter [13].
2.1 Kalman Filter
The Kalman ﬁlter is widely employed in signal processing and control applica-
tion [36]. It assumes that noise (errors) of a system and a sensor measurement are
Gaussian with zero mean. Typically, the ﬁlter can only be applied to a linear sys-
tem. However, the navigation system is often nonlinear. Therefore, the extended
Kalman ﬁlter (EKF) is applied to accommodate non-linear systems or sensor models
by applying ﬁrst order Taylor series expansion. The non-linear system and sensor are
normally represented as
ξ t = f(ξ t−1,ut−1,vt−1)
zt = h(ξ t,wt)
(2.3)
where zt is the computed sensor output, f(.) is the motion model and h(.) is the
sensor model. v and w are random process and measurement noise. Both noise are
assumed to have a normal distribution with zero mean. As a result, the Kalman ﬁlter
estimates Bel(ξ t) from a gaussian distribution N(.) as
Bel(ξ t) = N(E[ξ t], E[(ξ t − ξˆ t)(ξ t − ξˆ t)T ])
= N(ξˆ t,Pt)
(2.4)
where ξˆ t is the estimated stated of ξ t, and Pt is estimate error covariance.
The motion and sensor model are linearized at the mean value to incorporate
into the ﬁlter algorithm. The extended Kalman ﬁlter estimates the state of a robot
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recursively in two steps: prediction and update. In the prediction step, the predicted
state of a robot ξˆ
−
t is determined from the previous estimated state using motion
model in Equation (2.3) and a priori estimate covariant matrix P−t :
ξˆ
−






Q is the control/system error covariance. The update step calculates the estimation
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The Jacobian matrices of the system model and system noise from Equation (2.3)





















In SLAM application, the robot and the map state become dependent on each




x y θ m1 · · · mN
]T
(2.7)
where mi is a landmark in the map. Since the Kalman ﬁlter calculates covariance
matrix of a system, it can be seen that the size of the covariance matrix is quadratic
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to number of landmarks in the map. Hence, the computational requirement becomes
a burden in large map sizes. Furthermore, the Kalman ﬁlter implementation requires
that the sensor model must be able to be expressed as an explicit function of a state
of a robot. This requirement is diﬃcult to obtain for a vision sensor.
2.2 Mixture of Gaussian (MOG)
The mixture of Gaussian approach has been used in appearance-based concurrent
map-building and localization (CML) as reported in two research groups [30] and [31].
Although their work were reported independently, they shared similar fundamental
idea. The prominent advantage of the MOG approach over the Kalman ﬁlter is the
ability of the MOG to track multiple hypotheses. As a result, the MOG is able to
cope with the kidnapping problem, i.e. the problem when a robot is transported to
other places after the robot is able to localize itself in the map.
The MOG formulates the localization problem using two sets of Gaussian dis-
tributions. The ﬁrst set expresses the probability of a robot state given the control
signal: p(ξ t|ξ t−1,ut−1). The second set evaluates the sensor given the state of a robot:
p(yt|ξ t). Those two set are fused together to form the Belief of a robot Bel(ξ t) using
covariance intersection [37].
2.3 Particle Filter
The particle ﬁlter approximates the Bayesian ﬁlter by a set of samples called par-
ticles. Each particle consists of state of a robot and the importance weight indicating
the likelihood of a robot being at a particular state. The summation of all particle
weights is unity in order to obey the probability properties. The ﬁlter is naturally able
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to handle non-Gaussian distribution. Furthermore, it is scalable through adjusting
a number of particles according to the computational resources available. The typ-
ical algorithm [38] involves calculation in three steps: sampling, importance weight
updating, and re-sampling.
The sampling normally generates a new set of particles through the motion model
as
[X]t ∼ p(ξ t|ξ t−1,ut−1) (2.8)
where [X] is a set of particles. The weight of a particle is usually updated by the
observation model as
wit = p(yt|ξ t) (2.9)
After updating a particle weight, the re-sampling step duplicates particles with
higher weights and eliminate particles with lower weights. The distribution of par-
ticles at current time step is the seed for determining the distribution in next the
time step. Summary of the particle ﬁlter algorithm is illustrated in Figure 2.1. The
particles are sampled from previous time steps using Equation (2.8). Each particle is
subjected to observation model in Equation (2.9) to determine its importance weight.
All particles are then undergone re-sampling process to duplicate particle with higher
weights and eliminate ones that have smaller weights.
The weakness of particle ﬁlter in localizaton/SLAM implementations is that par-
ticles may converge to a wrong location and it cannot recover from that failure. Thus,
an add-on algorithm to help re-initializing particle is needed to insure that particles




ξp(y(t)|   (t))
Re-sample
Sample
at next time step
p(   (t) |    (t-1), u(t-1))ξ ξ
Figure 2.1: Overview of particle ﬁlter algorithm
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2.4 Summary
This chapter reviews the Bayesian ﬁlter algorithm that is a fundamental concept
of other probabilistic algorithms. Furthermore, we discuss details of three estimation
algorithms often found in the vision-based localization and SLAM.
In the following chapters, we present our algorithms for localization and SLAM
using particle ﬁlter that address the weakness of a particle ﬁlter. The algorithm to re-
initalize/re-locate a portion of particle is developed. This algorithm is able to handle
robot kidnapping problem in localization, and map-loop closing in SLAM.
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CHAPTER 3
IMAGE PROCESSING FOR VISION-BASED
NAVIGATION
Image contains rich information of an environment. However, high dimensionality
of image prohibits it to be used directly in the robot navigation tasks. In this chapter,
we discuss an image processing that performs on the image captured from a catadiop-
tric (omnidirectional) vision sensor. The image processing reduces dimensionality of
image information while preserving useful information of an environment. The beneﬁt
of our image processing is the practical implementation of on-line localization.
The coordinate system of an image in our application is depicted in Figure 3. The
origin of the image is at the bottom-left corner of the image. The ﬁrst pixel is located
at the coordinate (0, 0).
3.1 Feature Extraction
We present the method to utilize images from an omnidirectional vision system
that demands low computational resources. The omnidirectional image gives 360◦
horizontal ﬁeld of view. This very large ﬁeld of view assists a robot to capture a
full view of an environment regardless of the heading direction of a robot. Typical
usages of the omnidirectional view image involves projecting the raw image to normal








Figure 3.1: The coordinate system of an image in our application. The origin of the
image at the bottom-left corner. In this example, the image is 4× 4 pixels.
projection algorithm does not require intensive computational power, it is still not
eﬃcient method to implement in robot navigation because the calibration of a camera
system is required beforehand. Our algorithm inherits the beneﬁt of having a large
ﬁeld of view from an omnidirectional vision system by utilizing a raw image directly
without projecting it to other surfaces. The algorithm has three major steps:
1. Local feature points extraction
2. Descriptor assignment to the feature points
3. Matching the feature points between the query and the database
In the ﬁrst step, some pixels in the image is identiﬁed based on some peculiar
properties. The extraction methods such as the Harris’s corner detection [39], the









Figure 3.2: An overview of feature extraction on an omnidirectional image.
and the wavelet-based salient point detection [41], have been incorporated in many
image retrieval systems. The second step assigns local properties to those extracted
pixels from the ﬁrst step. The local properties, for example image texture or color, are
widely used. Figure 3.2 shows the overview of feature extraction on an omnidirectional
image.
3.1.1 Salient Location Identiﬁcation
We modify the algorithm from [41] to suit our application. The algorithm adopts
wavelet decomposition to identify salient locations in an image. In our modiﬁed
version [9], the Haar wavelet decomposition is particularly used because of its com-
putational simplicity while maintaining good performance in natural image. The de-
composition algorithm is obtained from the non-standard decomposition procedure
reported in [42]. The decomposition determines three coeﬃcient matrices from an
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(grey scale) input image, and also produces the compressed image. The component
of each coeﬃcient and the output image can be obtained as:
Horj(x, y) =
−Ij−1(2x, 2y) +Ij−1(2x+ 1, 2y)
−Ij−1(2x, 2y + 1) +Ij−1(2x+ 1, 2y)
V erj(x, y) =
−Ij−1(2x, 2y) −Ij−1(2x+ 1, 2y)
+Ij−1(2x, 2y + 1) +Ij−1(2x + 1, 2y)
Diaj(x, y) =
+Ij−1(2x, 2y) −Ij−1(2x+ 1, 2y)
−Ij−1(2x, 2y + 1) +Ij−1(2x+ 1, 2y)
Ij(x, y) =
[Ij−1(2x, 2y) +Ij−1(2x + 1, 2y)
+Ij−1(2x, 2y + 1) +Ij−1(2x + 1, 2y)]/4
(3.1)
where Ij−1(.) is the component of the input image that has the size of W ×H pixels.
x = 0 · · ·W/2 − 1 and y = 0 · · ·H/2 − 1. Horj(.), V erj(.), and Diaj(.) are the
components of the horizontal, vertical, and diagonal coeﬃcients, respectively. Ij(.) is
the output image. Each output matrix (Horj,Verj,Diaj, Ij) will have the size equal
to a quarter of the original size of the input image, i.e. W/2×H/2 pixels. The output
image can be recursively decomposed further. The decomposition at each level yields
the coeﬃcient size of W/2j × H/2j pixels where j ≥ 1. Figure 3.3 shows results of
four levels of wavelet decomposition of the original image 224 × 224 pixels. At the
last decomposition level (4th), each wavelet component has the size 14× 14 pixels.
After performing wavelet decomposition, we combine three wavelet coeﬃcient ma-
trices of each decomposition level into one signal matrix St. The signal matrix is
calculated by
Stj(x, y) = |Hj(x, y)|+ |Vj(x, y)|+ |Dj(x, y)| (3.2)
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Figure 3.3: Example of wavelet decomposition on the original image 224×224 pixels.
Wavelet decomposition are performed four times recursively. Each matrix in the last
level of decomposition has size 14× 14 pixels
The salient location-candidates are identiﬁed by “tracking” all pixels of the last
signal matrix to the original input image (Figure 3.4). The signal pixel from the
j-th level can be viewed as it has four children of signal pixels in the (j-1)-th level.
Hence, we only select one pixel among four children that has highest signal value. The
process is repeated until the tracking reaches the ﬁrst signal matrix. The signal values
along each signal track are also accumulated to indicate a strength of the candidate.
Finally, the exact location of each candidate is identiﬁed from the original image. The
location of a candidate in the original image is at a pixel (among four children) that
has highest intensity gradient magnitude.
3.1.2 Neighborhood Pixel Extraction
The salient locations extracted from the the method explained above requires
some unique properties to describe them. Unfortunately, there is no suitable feature












































Figure 3.4: Tracking salient location from the second level of signal matrix to original
image. The ﬁrst location-candidate starts from the top-right of the second signal
matrix which has signal value a. This signal point can be viewed as it has 4 children
in the ﬁrst signal matrix. Hence, the child (with signal value b) that has maximum
signal value is selected. The exact location-candidate is identiﬁed from the pixel of
4 child-pixels in the original image that has highest gradient magnitude. The signal
strength of this particular candidate is equal to a+ b
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some pixels around each salient point in which we can easily ﬁnd some properties to
describe those pixels.
In our navigation framework, a robot recognizes the environment when it enters
the landmark area that is previously stored in the map. Omnidirectional images taken
at the same location may appear diﬀerently when viewed at diﬀerent angles from a
robot. Therefore, we develop the method to extract neighborhood pixels around a
salient location that is invariant to the viewing angle of the robot. The neighborhood
pixels are gathered to form a sub-image as:
xn = xf + (u−M/2) cos(αf)
yn = yf + (v −N/2) sin(αf )
In(u, v) = [I(xn, yn) + I(xn + 1, yn) + I(xn, yn + 1) + I(xn + 1, yn + 1)]/4
(3.3)
where (xf , yf) is the coordinates of the salient location in the original image. αf =
tan−1( yp−yf
xp−xf ), (xp, yp) is the coordinates of the mirror apex in the image frame. The
sub-image has the size of M ×N pixels. (xn, yn) is the untransformed coordinates in
the original image. (u, v) is the coordinates of the sub-image.
Figure 3.5 illustrates 10 salient locations identiﬁed from an image. The extraction
process of neighborhood pixels from the original image is depicted in Figure 3.5 (a)-
(c). The size of a sub-image is 30×30 pixels. In Figure 3.5 (d)-(f), the original image
is rotated 90◦ before starting the process of salient point identiﬁcation. The output
sub-images from both images (original and rotated images) have the same appearance.
This shows the robustness of our algorithm to robot’s heading direction/viewing angle.
3.1.3 Feature Description
We adopted the idea from [17] that used the histogram of intensity gradient mag-




Figure 3.5: The process of salient point identiﬁcation and neighborhood pixel extrac-
tion. In (a) - (c), the identiﬁcation is performed on the original image. Whereas
(d)-(f), the identiﬁcation is performed on a the rotated (by 90 degrees counterclock-
wise) image.
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components of the image [9]. In particular, we calculate the gradient from YUV color
components. The descriptor that is obtained from these color components yields bet-
ter tolerance to illumination-variations of an image.
The feature descriptor is constructed for each salient point. Figure 3.6 illustrates
the procedure to form a feature descriptor from a sub-image obtained from the pre-
vious section. After the neighborhood area is extracted, gradients of all color (YUV)
components are computed. The histogram of each gradient is obtained by quantizing
the gradient magnitude of a neighborhood pixel to eight direction-bins covering all
gradient direction (in 360◦). That is, each bins has 45 degrees interval. Each his-
togram is normalized separately, and then concatenated to form a descriptor vector.
As a result, the ﬁnal feature descriptor vector has the components size three times
the number of the histogram directions, i.e. 24 components.
3.2 Image Matching
The map database D for our vision-based localization consists of a collection of
feature points from all reference images. The size of this set of feature points is
potentially large. Therefore, the image indexing technique [43] that is called Best
Bin First search (BBF) is incorporated to minimize the time required for image
matching process. The algorithm is a variant of k-d tree search algorithm that is
capable of searching high dimensional space feature. It is, however, the approximate
search algorithm that determines possible nearest neighborhood candidates from large
database size. Therefore, it yields fast searching results in the expense of accuracy.
The k-d tree is constructed from all feature points in the database. The algorithm































Figure 3.6: The overview procedure to form the descriptor of a sub-image.
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We desire to assess the degree of similarity between the query image and each
database image. In addition, we prefer a metric that can be used to indicate the
degree of similarity. We develop an the algorithm that matches feature descriptors
between the query image and the database. The similarity score is computed by
simply counting the number of matched feature points between the query image Q
and the database images.
We implement two levels of image matchings [9, 32]: Global image matching
and Local image matching. The global matching Dc = G(Q,D) picks some image
candidates from a database Dc ⊂ D that resemble the query image Q. Moreover, it
also gives a conﬁdence score Sc that indicates the likelihood that the query image is
being matched with one of the candidates. This global matching is very useful when
matching the query image against large number of database images.
The local matching L(Q,Dn) determines a similarity score Sn and a rotation
angle φn between the query image and database image Dn. The pair of feature points
that has smallest Euclidean distance is considered as an initial match pair. After all
feature points of the query image are matched, outliers are eliminated through the
rotation constraint. The number of ﬁnal match pairs is the similarity score for the
query image and the particular database image.
3.2.1 Global Matching
The map database is a collection of feature points obtained from reference im-
ages. This database generally contains large number of feature points, so matching
the query image (feature points) exhaustively with the database is computationally
demanding. Therefore, we embrace the searching algorithm from [43] to speed the
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global matching process. The algorithm requires a construction of the k-d tree from
feature descriptors of reference images in the database. The algorithm approximates
the nearest neighborhood area from a large portion of the tree, and then perform
ﬁner searching for (feature points) candidates in the database that are closer to the
query feature descriptor on a smaller portion. The search duration is speciﬁed by
the number of maximum candidates to be retrieved. This number can be adjusted
according to a compromise between matching speed and accuracy.
The k-d tree is constructed to partition high dimensional feature. The construction
algorithm is similar to binary tree construction. At each partitioning, elements of
all features at the same index are compared to determine a span (diﬀerence between
maximum and minimum value of the vectors at the same element index). The element
index that has highest span is selected for partitioning. Figure 3.7 demonstrates the
ﬁrst partitioning of ﬁve features; each features has three elements. The element index
that has maximum span for the ﬁrst partitioning is at index 1. The median value
of all values at the particular index is then determined, e.g. the median is 2 in the
ﬁrst partitioning of features in Figure 3.7. The feature is then segmented into two
groups; the left group is the feature that has its value at the index less than or equal
the median and the right side is the feature that has the value more than the median.
The process is repeated for each group until the feature cannot be partitioned, i.e.
each partition has only one feature. Normally, the node of k-d tree contains element
index and median value. The ﬁnal tree of the example in Figure 3.7 is shown in



























Index   = 1
Median= 2








Figure 3.7: Construction of the ﬁrst k-d tree.
1, 2
0, 1 1, 5
D EC2, 3.5
A B
Figure 3.8: The ﬁnal k-d tree of 5 features in Figure 3.7.
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The search algorithm starts identifying neighborhood candidates from the top
node as shown in Figure 3.9. Corresponding element of a query feature is compared
with the median value at the node. If the element value is less than the median,
the traversing path is to the left side of the node. The other direction is kept as
an alternative path in the sorted queue, in which the weight of a particular queue-
element is equal to the magnitude of the diﬀerence between median and element
value. In addition, the queue-element with smallest weight will be put at the ﬁrst in
the queue. This procedure is continued until reaching the leaf (one of neighborhood
candidates). The search process is then repeated with the starting node taken from
the ﬁrst element of the sorted queue. Note that, the remaining elements in the queue
are carried over for the next iteration. This searching can be set to stop by limiting
a number of desired neighborhood candidates.
A ﬁxed number (user deﬁned) of feature-descriptor-candidates are obtained after
submitting each descriptor of a query image to the global matching. The Euclidean
distances between the query feature descriptor and each corresponding candidate is
computed; the smallest distance among all pairs is identiﬁed. Matched candidates
that have distances smaller than 1.25 times the smallest distance (empirical value) are
marked, and their distances are also recorded. The process is repeated with diﬀerent
query descriptor until all query descriptors are matched. If there is a candidate
feature point that matches with more than one query point, only the pair that has
smallest distance is kept while other pairs are dismissed. After submitting all query
descriptor, reference images are sorted according to their number of matched pair,























Figure 3.9: The ﬁrst iteration of the Best Bin First search (BBF) algorithm.
matched pairs are selected. The result from the initial matching consists of a reduced
set of reference images and their matched pairs.
Each reference image (in the set) is further examined to remove the matched pairs
that are outliers. The pair of feature points in the query and reference images are
taken from the same location but may be viewed at diﬀerent angle from the camera.




xdxq − yqyd ) (3.4)
where (xq, yq) and (xd, yd) are the coordinates of the feature points in the query and
the reference images, respectively. If the matching is perfect, the angles computed
for all matched paired should be equal. However, in practice, the angles are varying.
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Consequently, we classify the angles into the bins of 45◦ intervals (8 bins covering 0◦
to 360◦ of rotation angle), and then count the number of matched pair in each bin.
The bin with maximum number of matched pairs is identiﬁed, and the pairs inside
the bin are retained. Each reference image is then having a score which is the number
of the remaining pairs. All scores of the reference images are compared to ﬁnd the
maximum. The maximum is used as the global score Sc for the particular query
image. Outputs of the global matching are the global score and the set of reference
images that resemble the query image
Figure 3.10 (Bottom) shows the result of global matching between the query im-
age in (Top) with the database of 120 images. Each reference image was taken at
approximately 100 cm apart from each other.
3.2.2 Local Matching
The local matching L(Q,Dn) compares the query image with a single reference
image Dn. Each descriptor of the query image is matched with all feature descriptors
from the reference image. The pair that has minimum Euclidean distance is recorded
as the initial matched pair, and its angle is computed according to Equation 3.4.
After all descriptors of the query image are matched, the outliers are regulated by
the similar method as described in previous section. The bin with maximum number
of matched pairs is identiﬁed. The similarity score Sn between the query image and
the corresponding reference image is computed. The rotation angle φn is determined
by averaging the rotational angles of those pairs in the maximum bin.
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Query image
Candidate results from global matching
Figure 3.10: (Top) Query image submitted to the global matching. (Bottom) The
candidate results from global matching, The conﬁdence score Sc = 5.5.
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3.3 Experimental Results
An experiment was conducted to verify the performance of the global matching.
The robot was controlled to travel along the corridor of our laboratory-building;
the length of the corridor is approximately 100 meters. A total of 304 images were
collected to create the database, and 80 feature points were extracted from each data
image.
Another set of images were taken by controlling the robot to move along the same
corridor but in the opposite direction. Forty-one images were used as query images
to the global matching function. The accuracy of the matching function was veriﬁed
by comparing the location of output database images to the location of the query
images. Each trial was regarded as a successful matching when the location of the
query image was within 1 meter from one of the output candidates.
The accuracy of the global matching when varying the number of maximum search
feature-point-candidates is depicted in Figure 3.11. Moreover, the time spent in
matching process is illustrated in Figure 3.12. The result in Figure 3.11 suggests that
the global matching accuracy is above 50% even when a small number of maximum
search candidates are applied. Increasing the number of maximum search candidates
improves the matching accuracy. However, we do not ﬁnd any signiﬁcant improve-
ments when using the maximum search candidates more than 10% of the total feature
points in the database.
In Figure 3.12, the time spent in the global matching is increasing with the num-
ber of maximum search candidates. Nonetheless, large number of maximum search
candidates reduces the maximum number of matched reference images; hence, the lo-
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Figure 3.11: Global matching accuracy vs. maximum search candidates. The total
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Figure 3.12: Matching time vs. maximum search candidates (Pentium-M 1.6 GHz
notebook computer).
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percentage of the maximum search candidates to the total database feature points is
approximately 10% of total feature points in the tree (database). With this propor-
tion of candidates to be searched, the accuracy of ﬁnding a true nearest neighbor is
above 55% while total time requires for matching is suﬃciently low enough to use the
algorithm for online computing. Consequently, we continued using this ratio in the
subsequent localization and SLAM implementations.
3.4 Summary
We present the image matching algorithm based on our modiﬁed version of the
wavelet-based salient point detection. The matching algorithm has two levels. The
global image matching selects the image candidates from database that are similar
to the query image and a global score is computed. The local matching determines
the similarity score and the rotation angle between an arbitrary database image and
the query image. Both matching will be used independently in the our localization
algorithm (Chapter 4) and SLAM algorithm (Chapter 5). The algorithms for our
image processing and matching are described in Appendix A.
39
CHAPTER 4
APPEARANCE-BASED LOCALIZATION IN AN
INDOOR ENVIRONMENT
Localization is the prerequisite to many robot navigation tasks. A robot’s behav-
iors may depend on its location. In this chapter, we present the appearance-based
localization that is inspired by the natural ability of human beings to navigate using
vision (eyes) in our daily lives. Our localization system incorporates an omnidirec-
tional vision sensor to give a panoramic view of an environment. The beneﬁt of having
this type of vision sensor is that it increases the ﬁeld of view so that a robot can sense
an environment regardless of its heading direction. Because of uncertainties of robot
motion and perception, deducing the robot location (in the map) directly from sensor
data often yields poor performance. Therefore, we incorporate probabilistic approach
to reduce uncertainties and produce more reliable results.
The Monte Carlo localization (particle ﬁlter) is speciﬁcally studied to integrate
with our image matching algorithms (described in Chapter 3). The particle ﬁlter
is one variation to approximate the Bayesian ﬁlter. It represents the true posterior
probability Bel(ξ t) by a set of samples. Each sample (or particle) i is associated with
an importance weight wi that represents the probability of a robot being at the state
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ξ i. The standard algorithm1 to update a particle ﬁlter can be summarized into three
steps [45]:
1. Sample particle according to the robot motion model p(ξ t|ξ t−1,ut−1).
2. Importance weight updating according to the perception (measurement) model
p(yt|ξ t).
3. Re-sampling the particle to prevent particle-degeneracy problem.
Our localize algorithm handles the kidnapping problem by re-locating (re-initializing)
a portion of particles to new locations, i.e proximity locations around candidate map
nodes from global matching. We refer to this as Disbelief algorithm. The candidate
map nodes are determined from the results of global image matching. The implemen-
tation of this algorithm closely resembles re-initialization algorithm reported in [6]
but our algorithm does not perform re-initialization every time-step. In particular,
our Disbelief algorithm performs re-location of particles only when conﬁdent score
from global image matching is higher than a deﬁned threshold, i.e. Disbelief thresh-
old. This is because the node candidates given by a global image matching is not
very reliable when a conﬁdent score is lower than the Disbelief threshold.
4.1 System Modeling
4.1.1 State Model of a Robot
We model the environment using a hybrid map between topological and metrical
map. The map is represented by the graph in which nodes are encoded with the
image feature information, and edges are encoded with the relative position to/from
1The algorithm is usually called sampling importance resampling (SIR)
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adjacent nodes. The map can be learned quickly using only information from the
odometry and the omnidirectional image. The objective of our localization system is
to determine a location of a robot, i.e. the nearest node (reference node). Therefore,
the state model of a robot in the hybrid map is modeled as:
ξ(t) =
[
n xn yn θn
]T
(4.1)
where n is the ID (identiﬁcation number) of a reference node, and (xn, yn, θn) is the
position of a robot with respect to the reference node.
4.1.2 Measurement (Observation) Model
We observe characteristics of the similarity score of the local matching. The
prominent characteristic is that more than 80% of query images taken within 20
cm proximity of the corresponding reference node have similarity scores (local score)
above 15, whereas the similarity scores of the query images taken farther from this
area vary over a wide range. As a result, we develop the technique to update the
importance weight of a sample with real observation (via local matching) only when
the individual sample is within the 20 cm range from its reference node.
When any particle is in the sensitive area (within 20 cm radius of its reference
node), the weight of a particular particle is updated using a local matching between
the current query image and the image of the reference node. The weight updating
is derived as
wi = exp
[−a(Sn − S¯)− b|h(φn)− θn|] (4.2)
where a, b are the positive arbitrary constants, S¯ is derived empirically (in our case
is 15), and θn is from the state of a particle (orientation). Sn and φn are the lo-
cal similarity score and the rotational angle, respectively, between the query image
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and the reference image of the map node. h(φn) is the function to map the image
reference frame to the robot reference frame. In addition, the similarity score Sn is
clipped at S¯ if it is larger than S¯. The particle outside this sensitive area will have a
weight computed from the last (actual) updated weight with linear discounting factor
proportional to distance from the reference node.
4.2 Disbelief Algorithm
We investigate the reliability of the global matching and its applicability in our
disbelief algorithm. We conduct a test from a collection of images in our laboratory
area. We construct various map sizes in which the distant from one map-node to
another node is at least 100 cm. A second set of images is collected as a query
set to verify the conﬁdence score (from global matching). The query images can
be classiﬁed into two groups: the images that are within 20 cm radius from their
correspondence map-node and the images that are outside the 20 cm radius. We then
execute our global matching to verify if the set of nodes/reference images given by
the algorithm contains the correct map node, i.e. the nearest node to a robot. We
run the algorithm with a map database of size varied from 5 to 50 map nodes, with
many runs for each map size. In addition, the number of test-runs is proportional to
the map size. The global matching produces correct results more than 84% of the
times. Figure 4.1 shows the averaged conﬁdence score of query images submitted to
the global matching versus a number of images in the map database. The sensitive
area is set to be the area within 20 cm radius from the map node.
As shown in Figure 4.1, the averaged conﬁdence score of the query images inside
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Figure 4.1: The average conﬁdence score of the query images inside and outside the
sensitive area of the map nodes (20 cm radius from the corresponding map node).
images outside the sensitive area. Hence, we empirically derive the disbelief threshold
(minimum conﬁdence score) to indicate that a robot is in one of the map nodes (in
one of the output map nodes from the global matching) as:
Td = 5 + 10exp(−0.05N) (4.3)
where N is the total number of reference images in the database.
Consequently, the disbelief algorithm is set to re-initialize the particle ﬁlter when
the global score of the query image is higher than the disbelief threshold deﬁned in
Equation (4.3). Moreover, the disbelief algorithm is being activated when there is
only one node that has number of particles signiﬁcantly (e.g., more than 20%) higher
than the other nodes. The disbelief algorithm randomly removes up to 40% of the
particles from the prominent node, and then uniformly places the removed particles
over each output nodes from the global matching.
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4.3 Self-Localization Experiment
The robot in our experiments was equipped with the omnidirectional camera sys-
tem as depicted in Figure 4.2 (Top). The on-board computer was a notebook PC
(Pentium M processor 1.73 GHz). The computer performed all required tasks such as
image processing, robot control, and localization. The map database was constructed
from the reference images that were captured at approximately 100 cm interval while
the robot was manually controlled along the route shown in Figure 4.2 (Bottom);
a total of 72 reference images were taken. Moreover, the number of particles in all
experiments was ﬁxed at 720 particles. During localization phase, the query image
was captured when either the robot had moved by 10 cm or turned by 30 degrees.
The ﬁrst experiment was conducted to observe the convergence speed of the par-
ticle ﬁlter between two diﬀerent schemes of particle ﬁlter initialization: uniformly
distributing particles over all map nodes, and using global matching to select starting
nodes. The number of time steps spent from the start of localization process until the
particle converged was compared. The convergence of particles was indicated when
one of the map node has more than 30% of total particles regardless whether it is a
correct node (the nearest node to a robot). Eleven sets of (oﬀ-line) series of snap-
shots taken from diﬀerent starting points were used to compare performance of both
initialization schemes. The results are shown in Table 4.1. The results in Table 4.1
suggest that using global matching to assist initializing the particle ﬁlter yields better
time steps spent before the particle converged. Moreover, the overall computational
time when using the global matching to initialize is signiﬁcantly less than the uniform
distribution method. This is because the global matching constraints the number of























Figure 4.2: (Top) the robot for the experiments was equipped with the omnidirec-
tional camera. (Bottom) the ﬂoor plan of the laboratory, and the traveling route of
the robot during map learning phase.
Table 4.1: Time steps before particles converged.
Initialization Method Time steps
Min Max Avg
Uniform 31 63 45
Global Matching 1 54 22
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Next experiment was conducted to evaluate the overall performance of our local-
ization. Two scenarios were tested by manually controlling a robot to travel along the
route that the map was built. The robot was moving from the node number 1 to 72
in the ﬁrst test, whereas the robot was moving in the reverse order during the second
test. At the start of localization process, the robot did not have the information of its
true position. The particles initialization was done by using the global matching to
select starting nodes. The video clips of the user interface program of this experiment
can be found at the url: http://guppy.mpe.nus.edu.sg/∼manna/localization. The big
green dot in the user interface indicates the estimated reference node, and the blue
dot indicates true location of the robot.
Table 4.2 presents the performance after completing both tests. The “false local-
ization” was counted if the estimated reference node is farther than 200 cm from the
true position of the robot. The threshold of 200 cm is set by observing the norm of
our localization error in several test runs. The “loss period” was counted when the
estimated reference node has number of particles less than 30% of the total particles.
The results in Table 4.2 show that our localization algorithm is able to localize the
robot within the position error range of 200 cm. However, both scenarios show some
false localization (the estimated robot location is farther than 200 cm from the true
location). This is because our method to select a reference node is based solely on
identifying the node with maximum number of particles. Therefore, there are some
occasions that the correct reference node has lower number of particles than other
nodes.
The kidnapping situation was tested in the second experiment. After the particles
has converged to correct location, the robot was manually lifted and then placed
47
Table 4.2: Performance of our localization algorithm
Localization Outcome
Trial Correct False Loss
1 79.9 16.2 3.9
2 66.9 28.3 4.8
somewhere in the map without informing the robot. Four kidnapping attempts were
conducted to verify whether the robot was able to recover from localization errors.
The average time steps spent before the robot discovered the correct reference node
was equal to 125 time-steps. The robot was able to recover its correct reference node
for all trials. However, there were some kidnapping trials the localization system took
longer time to discover the robot’s true position. The snapshots of the distribution
of particles during the ﬁrst kidnapping trial were depicted in Figures 4.3 - 4.5. In
the ﬁgures, the square with cross mark indicates the estimated reference node, and
the star shows the true location of the robot. The small dots are the particles where
more particles near each other are seen as blobs. Note that some particles appear in
infeasible areas such as being inside table areas or outside the lab. This is because
our map does not contain any information regarding these infeasible areas. The
localization system was activated at time step 1 where particles were initialized at
diﬀerent locations as shown in Figure 4.3 (Top). Immediately after initialization,
the particle ﬁlter estimated the distribution of particles. The node indicated by the
square with cross mark happened to have the most number of particle. After the robot
moved for sometime (until time step 40), particles started to converge to the correct
location while there are still a fraction of particles grouped at diﬀerent locations as
indicated in the ﬁgure.
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A robot was transported to the location indicated by the cross as illustrated in
Figure 4.4 immediately after time step 80. At time step 81 - 199, a localization
system estimated the location of a robot far away from the true location. This was
because the localization system did not realize whether the robot had been kidnapped.
Nonetheless, particles gradually converged toward the true location as depicted in the
Figures 4.4 and 4.5. This was due to the help of our disbelief algorithm that re-located
particles to candidate nodes when the conﬁdent score Sc was higher than disbelief
threshold Td. Finally, most particles (more that 40%) converged around true location
of a robot at time step 200 as shown in Figure 4.5 (Bottom).
4.4 Summary
We presented our appearance-based localization technique that utilizes omnidirec-
tional image and robot’s odometry information. The technique requires less reference
nodes to localize a robot with maximum error less than 200 cm. Programming algo-











Figure 4.3: Snapshots of particle distribution during the ﬁrst kidnapping trials. The
robot was kidnapped immediately after time step 80th. The star indicates the true















LOCALIZATION AND MAP-BUILDING (SLAM)
The localization system in the previous chapter heavily relies on the assumption
that the (accurate) map is available before operating a mobile robot. However, this
assumption is not valid when a robot operates outside a deﬁned map area or the
environment has been altered signiﬁcantly. Furthermore, it may be cumbersome
for human operator to manually collect a new data to modify or build/add a map.
Therefore, a robot must be able to decide autonomously when it needs to update or
build a map from the information of equipped sensors.
More recently, research on enhancing localization to operate in an unknown envi-
ronment has been conducted. A solution to the problem is known as simultaneously
localization and map-building (SLAM) or concurrent map-building and localization
(CML). When a robot is in an unknown environment, it builds a map and local-
izes itself in the partially built map. The accuracy of a map can be improved by
re-observing some parts of the map. Many state-of-the-art algorithms have been es-
tablished for both indoor and outdoor, such as the work reported in [46], [47], and
[48]. However, those algorithms utilize range sensor modalities.
This chapter presents an autonomous map-building and localization where a robot
is able to build a map when it travels to a new area, and localize itself in the an
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existing map. Our appearance-based simultaneously localization and map-building
(SLAM) system can be divided into two portions: localization with an existing map,
and adding a new map-node after a robot has gone out of the existing map area. The
localization algorithm in previous chapter is modiﬁed to ﬁt into the SLAM framework.
Moreover, the work on map management that maintains the quality of the map is
also discussed.
5.1 Appearance-Based SLAM
The simultaneous localization and map-building (SLAM) problem is a problem
in which one must determine the location of the robot and build a map of the envi-
ronment using the same information from on-board sensor(s). It can be viewed in a
probabilistic sense as
Bel(Xt) = p(ξ0:t,M0:t|y1:t,u1:t) (5.1)
where Xt is the state of interest consisting of robot state ξ t and map Mt. ξ0:t is the
trajectory of a robot. M0:t is the map. y1:t is a series of measurements/observations.
u1:t is a series of actions/controls.
Generally, Equation (5.1) is computationally intractable. Therefore, one need
to introduce a numerical solution to the problem. More details of well-accepted
algorithms are discussed in Chapter 2. In this chapter, we are interested to extend our
localization algorithm (discussed in Chapter 4) to operate in the case when no map is
given beforehand. However, the states of interest in the SLAM problem is generally
very high dimensional. Using a typical particle ﬁlter algorithm, i.e. SIR particle
ﬁlter, may not be computationally eﬃcient or scalable in a large scale environment
since more particles (samples) is needed to correctly estimate the state (robot and
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map). We incorporate the Rao-Blackwellised particle ﬁlter (RBPF) [49] in our SLAM
system.
The RBPF partitions the state of interest into two groups. The general form of
the probabilistic model in Equation (5.1) can be re-written as
Bel(Xt) = p(ξ0:t, |y1:t,u1:t)p(M0:t|ξ0:t,y1:t) (5.2)
The ﬁrst term on the right hand side of Equation (5.2) describes the probabilistic
distribution of the robot state given a series of observations and actions. The second
term describes the probabilistic distribution of the map state that is conditionally
independent given the knowledge of the robot state and observations. We omit the
series of actions u1:t since we assume the map is a set of static states. If one can ﬁnd
an analytical solution to the second term, the RBPF needs only to sample the state of
a robot, since the robot state is not very high dimensional. For example in the planar
the state of a robot can be described as ξ = [ x y θ ]T . Usually, a Kalman ﬁlter
is applied to solve p(M0:t|ξ0:t,y1:t) [50]. In our approach, we do not need to estimate
p(M0:t|ξ0:t,y1:t) because our robot state ξ includes the nearest map node (n).
We keep the map structure for our SLAM the same as in localization system in
Chapter 4. The map is a hybrid form of topological and metrical map representation.
Each map node contains information of a reference image and relative position and
orientation information to its neighboring nodes (through edges), which are extracted
from odometry data of the robot. Our map does not require the map at a global level
(with respect to one absolute origin) to be accurate, since the robot only localizes
itself with respect to one of the nodes in the map at one time. Therefore, we develop
the SLAM algorithm such that the map states are not concurrently updated together
with the robot state since it is diﬃcult to infer metrical information from our vision
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system. In particular, our vision system provides only similarity score and image
rotation angle. However, we are still able to update the relationship (edges) of the
map in batches once a robot revisits a previously visited map (node).
The robot state can be written as
ξ = [ n xn yn θn ]
T (5.3)
where (xn, yn, θn) is a relative position and a heading direction with respect to map
node mn, which is always the nearest node to a robot. Each map node mn contains
information of edges En and reference image feature points Dn. Since the robot state
is explicitly expressed relative to a map node, our SLAM algorithm does not require
a correspondence between the observation data and a map element. Details of our
particle ﬁlter algorithm are discussed in the following sub-sections.
5.1.1 Map Representation and Particle Sampling
We use the graph to represent our map, i.e. the map is a collection of nodes
and edges. Each node (mn) consists of reference image (Dn) and edge information
(En), i.e. mn = {Dn,En}. The absolute location of a map node (in a global map)
is computed from odometry and the pose of previous reference nodes. The global
map may have several fragments in which they do not have an edge connected to
other fragments as illustrated in Figure 5.1, where there are two fragments. The new
map fragment can occur when the robot “jumps” from the most recent (acquired)
node to any existing node, and then goes to the new area, i.e. the area that meets
criteria explained in Section 5.2 later. The situation when a new map fragment will





1 2 3 4
Fragment 1
Fragment 2
Figure 5.1: Global map structure stored in memory.
node 3. After the robot is traveling for a while, it moves out of the deﬁned map area.
The new node is added and the new map fragment is created.
To minimize errors from inaccurate absolute locations of map nodes, a local (sub)
map is constructed every time step for particle sampling. The example of a method
to construct a local map is illustrated in Figure 5.3. In the ﬁgure, the local map is
constructed from nearby nodes of the reference node (node ID = 5). The size of a
local map is predeﬁned beforehand (dashed lines in Figure 5.3). Node 5 then serves
as a reference frame of the local map. The nodes that are from the same fragment
as the origin (node 5) will be put in the local map. In our implementation, the local
map node size is normally ten-times the magnitude of the robot motion in one time
step and it should contain at least two map nodes to form a local map unless the
particular fragment has map nodes less than two.
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1 2 3 4
(A) A robot was localized with most recent acquired node.
1 2 43
(B) The robot moves to one of existing nodes.
1 2 3 4
(C) The robot is now outside the mapping area.
1 2 3 4
5
(D) New node is created with a new fragment (without an edge link to existing
fragment).
Figure 5.2: Events in time sequences prior creating a new map fragment. Mapping
area is deﬁned by a white area. The shaded node is the reference node of a robot.
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The particle is sampled (predicting the state) based on its previous location and
motion extracted from odometry reading of the robot. After the local map for the
particular particle has been created, the new position of a particle in the next time-
step is computed from the current position of the particle in the local map and the
extracted odometry data as shown in the bottom of Figure 5.3. Furthermore, the
reference node at the next time step may change if the nearest node is not the same
as the previous time step. As illustrated in Figure 5.3, the nearest node of the
particular particle change to node 6 after the motion is applied.
5.1.2 Particle Weight Update
After the sampling of positions of particles, the weight of a particle is evaluated
according to the distance of a particle from its reference node. We conduct experi-
ments to determine a variation of local matching results based on images collected
from various places or the same place but diﬀerent time of the day. The distribution
of the similarity score at equivalent distance from the reference nodes (images) can
be modeled as a Gaussian distribution. When the images was taken further away
from the reference nodes, the expected similarity score is reduced but the variance
of the score is increased. However, after the we try to match images that were cap-
tured more than two meters away from their corresponding reference images, the
distribution of the score can not be modeled by the Gaussian distribution. This is
because the appearances of a query image and its reference image are signiﬁcantly
diﬀerent. Consequently, the detection of feature points between two images are not
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Figure 5.3: Local map construction during particle sampling process.
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both images is very low. Therefore, the similarity scores of those query images taken
farther than two meters away from their reference images become meaningless.
Since we can model the distribution of the local matching results given the location
of a particle from its reference node, the particle weight updating function can be
expressed to evaluate the errors between the actual similarity score and the expected
similarity score, and image rotation angle and particle orientation. Consequently, the















n. The expected similarity score S is dependent of the distance
of a particle from its reference node n. h(φn) is the function to transform image rota-
tion angle to the measured heading direction (orientation) of the particular particle.
σ2S(dn) and σ
2
θ are the variance of the similarity score and the robot heading direction
respectively. They are obtained experimentally.
5.1.3 Tracking Window to Estimate Robot Position
To obtain better estimation of the robot pose, we construct a circular tracking
window to follow a major group of particles. The estimated pose of a robot is deter-
mined from the average pose of particles inside the window while any particle outside
this window is excluded. Motion of the window is set according to the control signal






WTj ξ j (5.5)
where Nw is the total number of particles inside the tracking window.
WTj is the
linear transformation to transform the reference frame of a particle to be the same as
the window reference frame.
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The window radius is adaptable within a certain range (e.g. 25 to 100 cm in our
implementation) to maintain a number of particles inside the window to be more than
50% of total particles. At any instance, the number of particles in the window falls
below 40% of total particles, the new location of a window is determined from the
average pose of particles that belong to the node with highest number of particles.
Figure 5.4 shows the map of the corridor of our laboratory ﬂoor and a snapshot of
actual particles distribution. The solid circles are locations of map nodes, and the
big circle indicates the location of the tracking window. The small ﬁgure on the right
side shows the tracking window in a local map. The particles were distributed over






Figure 5.4: The circular tracking window estimates the current robot pose. Size of
the window is adjusted until a number of particles inside the window is more than
50% of total number of particles.
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5.2 Appearance-Based Map-building
When a robot is operating in an environment, it must be able to distinguish
whether it is in the mapped area or has already gone out of the deﬁned map boundary.
The indicators to realize this situation are:
1. Conﬁdence score (global similarity score) is lower than a map area threshold
Sc < TMap.




n > RMap, where (xˆn, yˆn)
is the estimated position of a robot and RMap is the user’s deﬁned map inter-
node distance. In our implementation RMap can be varied up to two meters
depending on the desired accuracy of the map.
When both criteria above are fulﬁlled, a new node is established. The absolute
location of the new node is computed from odometry and the pose of previous refer-
ence nodes. The current query image is taken as a reference image of the new node.
Furthermore, the edge between the new node and the previous reference node is es-
tablished if the previous reference node is the most recent node of a map fragment.
Otherwise, a new map fragment is formed, i.e. no edge connecting to the previous
reference node.
The weakness of this implementation is that the error of the estimation of a robot
pose is accumulated over a traveling distance. As a result, the localization step cannot
recognize a visited map node when a robot travels back to the already visited area.
This is known as the “map loop-closing problem”. The problem is more obvious when
building a map of a large area. To solve this problem, we develop a method to relocate
a portion of particles from the particle ﬁlter. We investigate the relationship between
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the conﬁdence score and the frequency our global matching algorithm returns the
true node (the closet node to a robot). When the conﬁdence score is higher, the
frequency that one of the candidate nodes is the true node is proportionately higher.
Consequently, we develop a model to relocate some particles after applying the particle
ﬁlter to estimate the robot location. This model can be viewed as having someone
to advise the robot’s whereabouts with some degree of certainty. We refer to our
relocation model as the Oracle model Oracle(ξ t) = p(ξ t|G(Q,D)).
5.2.1 Oracle Model
A robot must be able to recover from the erroneous state, e.g. localize at a wrong
place or being kidnapped, by deducing its own location from sensor data. Unfor-
tunately, it is diﬃcult to infer the state of a robot directly from the sensor model.
Therefore, many appearance-based localization systems [5, 7] with particle ﬁlter de-
termine a potential new location of a robot by re-initializing a portion of particles to
all possible states, i.e. throughout a whole map space. The particles, after sometime,
will converge to a correct place. However, this practice is not computationally eﬃ-
cient in the appearance-based approach since the localize system must match a query
image to every database image again.
We generalize our Disbelief algorithm proposed in Chapter 4 to handle more pos-
sible particle re-initialization scenarios. In particular, we integrate our disbelief al-
gorithm into the oracle model to re-initialize a portion of particles in two scenarios:
when a conﬁdence score Sc is higher than the disbelief threshold, or when a new node
is added. The distributions of the oracle probability in those two cases are illustrated
in Figures 5.5 and 5.6. When a conﬁdence score from global image matching reaches
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Map Node
Global Matching Candidates: 2, 4
1 2 3 4 5
Oracle(   (t))ξ
Figure 5.5: The distribution of Oracle(ξ t) when a conﬁdence score from global image
matching reaches disbelief threshold.
Map Node
Add New Node: 6
1 2 3 4 5
Oracle(   (t))ξ
6
Figure 5.6: The distribution of Oracle(ξ t) when new node is added to a map.
the disbelief threshold Td, it is likely that a robot is near one of the candidate nodes
given by the global image matching. Therefore, a portion of particles is relocated to
a locations nearby those candidate nodes. When a new map node is added to a map,
the current query image is appended as a reference image of a new node. Thus, the
conﬁdence score of matching query image to an updated database is going to produce
only one candidate, i.e. the new node. As a result, large portion of particles can be
assigned to a new node.
Figure 5.7 summarizes our SLAM system, which includes our oracle model to
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Figure 5.7: Overview of SLAM algorithm
a tracking window, and location of a robot is estimated from the particles inside
the window. If the (estimated) distance of a robot far enough from the reference
(nearest) node and the conﬁdence score is lower than map area threshold, a new node
is formed. Either a new node is created or the conﬁdence score is higher than the
disbelief threshold, the oracle is activated and a portion of particles is relocated.
The map-loop closing problem is naturally handled by our Oracle model. After a
robot traverses back into a visited area, the oracle will relocate a portion of particles
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to the correct map-node. Consequently, more particles at the correct reference node
will start to “grow” until (after sometime) the tracking window is shifted back to the
existing map-node (instead of indicating the new area). We demonstrate the ability
of our SLAM system to detect the loop in two test sites as explained in Section 5.4.
Our particle re-initialization algorithm through the oracle model has one major
weakness in which the robot must traverse through series of map nodes in order to
make the relocation eﬀective. In other words, the oracle model is only able to assign
particles to an area in close proximity to the candidate node(s). Once a robot never
passes through any node, localization error may not be reduced and may lead a robot
to an erroneous state. The scenario in Figure 5.8, for example, demonstrates a possible
situation where the oracle model is not very eﬀective. Our global matching identiﬁes
node 3 as the nearest node, and particles are relocate around the node. However,
robot moves in a direction such that node 3 is never revisited or moves far from node
3 and its neighboring nodes. This weakness can be overcome by incorporating a range
sensor to assist our SLAM system to re-initialize particles in wider area away from a
node and nearer to the robot. We propose a method to solve this problem in future
work at Chapter 6.
5.3 Map Management
Although the SLAM algorithm above is able to detect the loop, it does not have a
capability to correct the absolute positions of the map nodes. Therefore, an external
map management agent is required to integrate into the SLAM system to perform
various “housekeeping” tasks in order to maintain the quality of the map.
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Figure 5.8: When a robot traverses farther than a relocation area of a particle, the
relocated particles do not represent the true state of a robot. In this scenario, particles
may never converge at the true robot location.
The localization data is logged every time when a reference node of the tracking
window switches from one node to the other except when a new node is created. The
recorded data are: previous reference node, location of a robot with respect to the
previous reference node, current reference node, location of a robot with respect to
the current reference node, and the relative motion from previous time step to current
time step; all of these constitute one record. The map management is activated after
the number of records reaches a threshold, e.g. three records are used in our imple-
mentation to trigger the map management. Once triggered, the map management
must do the following:
1. Closing map loop: If previous and current reference nodes are in the same
map fragment and they have no former connection (edge), the locations of map
nodes along the route from previous reference node to current reference node are
updated by a method adopted from [51] (Section 5.3.1 below). To prevent the
false detection of map loop, the route from previous reference node to current
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reference node must pass through at least ﬁve map nodes. Finally, the new edge
between previous and current reference nodes is created to link those two nodes
after updating the locations.
2. Merging map fragments: If previous and current reference nodes are from dif-
ferent map fragments, the new edge is established between the two nodes. Two
map fragments are merged into one fragment. The absolute positions of the
later map fragments are updated based on odometry data.
3. Updating absolute pose of a map node: If previous and current reference nodes
are connected, the pose of a current map node is updated according to the new
information from the localize record. Then the absolute position is propagated
to the rest of the node in that map fragment.
After each map updating, nodes where distance between each other are less than
50% of RMap will be merged together. The older map node, i.e. node with smaller ID,
is deleted. All edges that link to the older node are removed and then reconnected
to the newer node. By this method, the number of reference images in the database
can be maintained. Hence, the complexity of algorithm does not increase if the robot
is operating within the mapping area.
5.3.1 Update Absolute Positions of Map Nodes
The accumulation of estimation errors causes the discrepancies of absolute loca-
tions of the same map-node before and after loop-closing. Let the absolute location
of map-node i before loop detection be denoted as pi(t − 1). Before the map-loop
is detected, as illustrated in Figure 5.9(a), the location of map-node i (pi(t − 1)) is
















(a) Map before loop detection (b) Map after loop detection
Figure 5.9: A robot revisits node i after it came from node N . Hence, the map-loop
is detected. The left ﬁgure shows the robot location before the map-loop is detected,
and the right ﬁgure shows the robot location after the loop is detected. As shown in
the right ﬁgure, the locations of node i before and after loop detection are diﬀerent.
of map-node i after loop detection be denoted as pi(t). However, the location of
map-node i (pi(t)) after loop detection can be computed from the propagation from
node 1 → 2 · · · · · ·N , where N is last node before the map-loop is detected. It is
obvious that pi(t− 1) = pi(t).
We adopt the trajectory reconstruction reported in [51]. The simple weighted
averaging between “backward-forward” paths is found to be suﬃcient in our imple-
mentation. When the map-loop is detected, it indicates that a robot is back to the
existing map-area. However, the absolute location of a robot suggests that a robot is
still at a new area as illustrated in Figure 5.9 (Right). Therefore, the map correction
is performed to make the map globally consistent.Figure 5.10 shows the construction
of forward path and backward path from the map on the top. Note that the map only
contains relative positions between nodes. In this case, node 1 is revisited. Therefore,
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we assign the origin of the path construction at node 1. The forward construction
determines absolute locations of all nodes along the path from the origin (node 1)
to the last node before the loop is detected (node 8), i.e. the order of the node is
i → 1 → 2 → 3 → . . . → 8. The backward path construction determines absolute
location in reverse order, i.e. the order of the node is i→ 1→ 8 → 7 → . . .→ 2. Let
the forward path be denoted as pf and the backward path be denoted as pb.
The corrected absolute locations of map-nodes can be determined from the weighted
average as
pi = (1− α)pfi + αpbi (5.6)
where pi is the corrected location of a node. i is the ID of the node in the path, α is





where Nni is a number of nodes counting from the origin of the forward path to node
ni, and N is total number of nodes in forward path. Weights decreases as a node is
farther from the beginning node. Note that, the number of nodes in the forward and
backward paths is the same.
5.4 Experimental Setup and Results
We tested our SLAM system at the sixth ﬂoor of our lab building (EA-block) and
at the Singapore Science Center2. At the sixth ﬂoor of the EA-block, the environment
has less people visiting or walking. However, many areas inside are similar to each






































































p    = p  + p
b7 b8 8,7
p    = p  + p
b3 b4 4,3
p    = p  + p
b2 b3 3,2
Backward path construction.
Figure 5.10: Path reconstruction from the map when node 1 is revisited. The forward
path extracts locations of nodes from the current locations of nodes in the map. pf
and pb are the position of node i in the forward and backward direction, respectively.
The backward path is constructed from the node in reverse order. The constraint on
both path construction is pf1 = pb1. 72
Table 5.1: Parameters for image processing
Parameter Type Value
Image size 224 × 224 pixels
Number of wavelet decomposition level 4 levels
Number of feature point 40 points
Number of element in each feature vector 24 elements
Maximum search feature points in global
matching
10% of total number of
feature points
During oﬃce hours (the time we conducted the experiment), many visitors are coming
in and going out of the place. The ﬂoor plan of both places are depicted in Figure 5.11
and 5.12, respectively. The robot shown in Figure 5.13 was used to collect images and
data from the SICK laser range ﬁnder at every 20 cm while the robot was moving. We
did not use range information from SICK sensor in our SLAM algorithm. The data
from SICK sensor was used for displaying the geometry of a building, and for visually
comparing the accuracy of the map built from our SLAM system with odometry.
Over thousand of images were collected by manually controlling (by remote control)
the robot to move along a corridor or a path. Plotting of odometry and range data
of both places are shown in Figure 5.14 and 5.15, respectively. The image processing
parameters in all experiments are indicated in Table 5.1. The number of particles in
all experiments is ﬁxed at 1000 particles.
The parameters in the weight updating function were identiﬁed from a set of
images taken from various places or at diﬀerent times to learn the dynamic range of
environments as wide as possible. Furthermore, distance dn was discretized from 0
to 200 cm into 10 intervals. At each interval, the expected similarity score S(dn) and
the variances σ2S(dn), and σ
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Figure 5.12: The ﬂoor plan and travel route of the SSC.
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Figure 5.13: The diﬀerential-wheel robot used in the experiments equipped with the
SICK laser and the omnidirectional camera system.
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Figure 5.14: The plot of odometry and laser scan data from level sixth of EA-building.
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Figure 5.15: The plot of odometry and laser scan data from the SSC.
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determine the accuracy of the map after the robot came back to the area where it had
started. The preferred inter-node distance RMap was set at 100 cm, and the mapping
threshold TMap of the conﬁdence score from global image matching to indicate a new
area was empirically identiﬁed as
TMap = exp(−0.015dn)[3 + 10exp(−0.025N)] (5.8)
where dn is always bigger than or equal 100 cm. N is the total number of existing map
nodes. The ﬁrst term on the right side of Equation (5.8) forces the SLAM systems
to add a new node when the robot travels too far from its reference node. This is
particularly useful when operating a robot in monotonic or feature-poor environment
, e.g. the environment similar to the sixth ﬂoor of Block EA.
When the global score returns the conﬁdence score higher than the disbelief thresh-
old Td, up to 10% of particles from the node that has highest number of particles were
randomly removed. The removed particles were equally divided and relocated uni-
formly around 25 cm radius of each candidate node. The disbelief threshold was
identiﬁed as
Td = 5 + 10exp(−0.05N) (5.9)
After the new nodes is added, any particle that has distance from its localize node
further than 70 cm was relocated to the location of the new map node. The mapping
results are depicted in Figures 5.16 and 5.17. Figure 5.16(a), (b) show the map
before and after loop-closing of the sixth ﬂoor of the EA-block, respectively. Figure
5.17(a), (b) show the map before and after loop-closing of the Singapore science
center, respectively. The mapping results from both places show the capability of our
SLAM algorithm to detect the loop and update it once detected. Note that the cloud
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points in light grey were super-imposed from data of the SICK laser to demonstrate
the geometry of the building, and to visually indicate the accuracy of the derived
map using our SLAM algorithm. We did not use any information of the SICK laser
to localize or build the map (nodes).
Our SLAM system is also robust in dynamic environment where scenes are chang-
ing rapidly. For example, the mapping results from the Singapore Science Center
showed that even at populated area (people moving around) the SLAM system is
able to map the environment and to close the loop.
The local accuracy of localization was evaluated with the map of block EA that was
built from the ﬁrst experiment. After the the loop closing was detected, we continued
to control the robot to move in the mapped area, i.e. through the existing nodes. The
accuracy of the localization was veriﬁed by determining the error after performing the
correlation of the current laser scan with the laser scan at the reference node (from
the ﬁrst experiment). The result is depicted in Figure 5.18. The localization error
shows that the accuracy of the localization (compared with the map) is within 120
cm. There are some occasions that the SLAM creates a new map fragment although
the robot is still in the mapped area, i.e. time step 79 - 109.
Eﬀect of Map Inter-node distance
The number of the map nodes in the map directly aﬀects the computation and
memory requirements of our SLAM algorithm. Therefore, we compare the the accu-
racy of the map with diﬀerent inter-node distance setting. However, this inter-node
distance is subjected to the characteristics of the omnidirectional camera and appear-
ance of the environment. Typically, the omnidirectional camera must move for some
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Figure 5.16: The map result before and after loop closing at level sixth of EA-block.
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Figure 5.17: The map result before and after loop closing at the Singapore Science
Center.
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Figure 5.18: Localization error after closing loop. At time step 79 - 109, the new map
fragment was created before it was merged with the existing map fragment.
distance before an image in the camera is signiﬁcantly diﬀerent from each other. In
our implementation, we can vary the map inter-node distance up to the maximum of
200 cm.
The results in Figures 5.19 - 5.21 compare the accuracy of the map with diﬀerent
map inter-node distance. The cross-marks in the ﬁgure indicates the position of each
map node obtained using odometry reading. A map with large inter-node distance
yields faster computation but the accuracy of the absolute map may decrease, i.e.
the dimension of a map is distorted from the physical environment. Nonetheless, all
inter-node distance settings exhibit better map accuracy compared to using odometry
alone to construct a map.
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Figure 5.19: Mapping result with the inter-node distance RMap = 100 cm. The
cross-marks are the location of each map node obtaining from robot odometry.
Figure 5.20: Mapping result with the inter-node distance RMap = 150 cm. The
cross-marks are the location of each map node obtaining from robot odometry.
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Figure 5.21: Mapping result with the inter-node distance RMap = 200 cm. The
cross-marks are the location of each map node obtaining from robot odometry.
5.5 Integration of SLAM and Navigation to a Goal Tasks
We integrate our SLAM with the navigation to a goal location task. The aim of
this implementation is to initiate a framework for an appearance-based autonomous
robot navigation. In this scenario, the result of robot location from a SLAM process
aﬀects the behavior of a robot in order to reach the goal. The overall algorithm is
described in Figure 5.22.
The user speciﬁes the goal node and our algorithm plans the route from the current
location obtained from SLAM. The Dijkstra algorithm [52] is used to determine the
shortest path from a current robot location to a goal node. The algorithm ﬁnds a










































































Figure 5.22: Overview of the appearance-based autonomous robot navigation system.
that each time the next node (leads to a goal node) has minimum distance from the
previous node.
The immediate destination node after the current node that leads a robot to
a goal is selected. The desired position for a robot to move is calculated as shown
Figure 5.23. After the immediate destination that a robot must reach is identiﬁed, the
relative pose between the current reference node and the immediate destination node
is extracted. Our algorithm calculate the desired path from the current location of a
robot to particular destination node. The desired pose of a robot at the destination
node is to coincide with the node. Once reaching the node, the next immediate node
is determined. The process is repeated until the robot reaches the goal node.
We tested the autonomous navigation to a goal in the laboratory environment. In












Figure 5.23: Determine the desired path after obtain the immediate destination node
form Dijkstra algorithm.
Therefore, the SLAM algorithm must be able to adapt to those changes. We initial-
ized a robot and particles to one particular location, i.e. location of node ID=1, as
shown in Figure 5.24. The map contained twenty-four map nodes, and each node is
approximately one meter apart from each other. The map is constructed to ensure
that the path between node is feasible, that is, there is no obstacle in between the
connecting nodes. The conﬁguration of the map requires a robot to turn a few times
to reach the goal location, i.e. the goal location is set at the location of node ID=24.
We tested robot navigation using only odometry information comparing with the
SLAM. The starting node was set at node ID=1, and the goal was set at node ID=24.
Both tests were conducted ﬁve trial runs each. The robot failure was identiﬁed when



























































































































Figure 5.24: Map of the lab during the experiment of autonomous navigation to a
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Figure 5.25: Failure location of a robot from both tests.
room. Figure 5.25 shows the failure location of both tests. All trials with using
odometry information alone failed to reach the goal node. The location that each
failure occurred was almost at the same place (as shown in Figure 5.25). As contrast
to the ﬁrst test, a robot successfully achieved the goal location two runs out of ﬁve
with SLAM running in the background.
We conducted another test to compare the localization error between navigation
based on odometry alone and with SLAM by setting a goal node increasing by one
node each time until a robot reached node ID=21. The reason we stopped at node
ID=21 because a navigation trial based on odometry alone was not able to carry on,
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Figure 5.26: Comparison of localization errors between navigation with odometry
alone and with SLAM. The robot started from Node ID=1 and traveled to Node ID
=21.
i.e. a robot crashed to the trolley placed in the lab. The comparison of localization
errors from both navigation tests (with odometry alone and with SLAM) is shown in
Figure 5.26.
The distance error of navigation based on odometry was generally smaller than
the navigation with SLAM before it became larger toward the end of the path. This
is because the error shown in Figure 5.26 does not illustrate the actual path of a
robot. In fact, the trajectory of a robot during navigation based on odometry alone
was similar to the trajectory depicted in Figure 5.27. Whereas, the trajectory of a










































































































































































































































































Figure 5.28: Example of successful trajectory of a robot during navigation with
SLAM.
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As we can see, using odometry alone to navigate (to a goal location) yielded poor
performance. This is due to the accumulation error of odometry data. However,
the reason for failure in autonomous navigation to a goal with SLAM is that the
maximum error of our localization system is approximately 1 meter. Therefore, there
are some cases that the true position of a robot is quite far away from the estimated
location, and this leads a robot to the place that is not feasible for a robot to move
either to the destination node or the goal node. Note that, our map does not have a
geometric information of a surrounding environment. Furthermore, we do not have
algorithm to re-initialize particle when a robot travels far from areas of map nodes.
As a result, there is an occasion that a robot “thinks” it is still inside a map (near
one of the node) whereas it is physically far from the map (node).
5.6 Summary
The appearance-based concurrent map-building and localization system is pre-
sented in this chapter. The system is able to incrementally build the map, detect the
loop of a cyclic environment, and correct the absolute location of the map node. The
distance between map nodes (reference images) in our implementation is adjustable
to accommodate large scale environments. Hence, the implementation of real-time
appearance-based SLAM is feasible. Furthermore, we initiated the integration of our
SLAM with navigation to a goal task. While performing other navigation tasks,
the SLAM is running in the background but the results from SLAM may aﬀect the
outcome of navigation tasks.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
This thesis has addressed the problem of appearance-based localization and map-
building in unknown indoor environments. The contributions of our work can be
summarized as follows:
1. The algorithm to process and utilize an image directly from a catadioptric vision
system (circular image).
2. The appearance-based localization system using a particle ﬁlter that is able to
operate in sparse map-nodes.
3. The complete appearance-based simultaneous localization and map-building
(SLAM) system that is able to detect and close the map-loop, update and
maintain the quality of a map.
4. The initial framework to implement the appearance-based autonomous robot
navigation.
6.1 Future Work
Although we have shown the capabilities of our work in realistic environment, more
work and improvements are still necessary in order to make the mobile robot operates
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safely in human environment. The localization accuracy is the main weakness of the
appearance-based navigation system. Furthermore, coverage area of the map nodes
signiﬁcantly contribute to the reliability of a navigation system. The area of future
work can be organized as follows.
6.1.1 Optimum Area Coverage of Map Nodes
The distribution pattern of map nodes directly aﬀects the reliability of localization
system. Especially, our proposed oracle model reliably re-locates particles when an
estimation system produces wrong reference node but a robot is still inside the map
area. This is specially crucial when operate a robot autonomously. In autonomous
navigation, a robot has a chance that it moves out of the map area but it does not
realize until it is too far from any map node. In this scenario, the oracle model will
fail to recover the true location of a robot.
6.1.2 Appearance Parameters Adjusting and Learning
Appearance parameters such as number of feature points, expected similarity
score, inter-node distance, map-building and disbelief thresholds are strongly de-
pendent on the environment. Those values may not be the same for diﬀerent indoor
environments or even at diﬀerent times of the day for the same environment. Further-
more, the parameters that accommodate wide dynamic range of environments often
gives poor performance when a robot operates only at a single place. Therefore, re-
search on online parameters learning is essential for long-term operation of navigation
system.
94
6.1.3 Fusion with Range Sensors
To solve kidnapping problem, the oracle model is implemented after applying
standard SIR particle ﬁlter to relocate portions of particles. If particles have been
placed at true location of robot, the population will start to grow (more particles will
be formed after few time steps). However, the current implementation of the oracle
model is able to only relocate particles to proximity areas around candidate nodes.
Once a robot never travel near any node, the oracle model may not be activated or
the particles may never converge to a correct location. Hence, the localization system
fail to recover the true location of a robot. Therefore, further research to incorporate
range sensors to enhance an applicability of the oracle model to relocate particles to
any possible location will deliver much reliable appearance-based navigation system.
6.1.4 Combination with Metrical Map
It is known that appearance-based approach has major weakness on the accuracy
of the system. However, the strength of the approach also attract attention of mo-
bile robot researchers. Combining the appearance-based with metric-based map will
positively raise the capability of navigation system.
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APPENDIX A
ALGORITHMS FOR APPEARANCE-BASED ROBOT
NAVIGATION
Algorithms presented in this Chapter are used in Chapters 3, 4 and 5. Each
algorithm shares the same format and convention. All global variables are declared
with preﬁx “g-”, e.g. gV ariable. Double array variables (matrices) are declared using
a bold font and all capital letters, e.g. ARRAY. The single array (vector) variables
are declared using a bold font and all small letters, e.g. array. The constants are
declare with preﬁx “c-”, e.g. cConstant.
The lists of common variables are declared as follows:
go0 The odometry reading at previous time step.
go1 The odometry reading at current time step.
gT imeStep The system time step.
gIq A query image size M ×M pixels.
Is A sub-image size Ms ×Ms pixel, Ms M .
gPs A set of salient points.
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ps One salient point. Each salient point consist of coordinate in image space (x, y),
ps ∈ gPs.
gPf A set of feature points.
pf One feature point. Each feature point consists of position (x, y) and a descriptor
vector (24 element), pf ∈ gPf
gQ A set of feature points of a query image.
qf One feature point from gQ
gD The feature points database of NR reference images.
gDi Array of feature points of one reference image, gDi ⊂ gD.
df One feature point in an array of feature points gDi, df ∈ gDi.
gDc A set of candidate nodes (images) from global matching.
gT A k-d tree of feature points in database gD.
gM A map structure. Each map element mi ∈ gM consists of an array of refer-
ence features gDi, absolute position ap = [ x y θ ]
T , and edge(s) indicate
relationship with other map node(s).
gLMi A local map of a map node mi for particle sampling process. The local map
is constructed based on the absolute positions and relationship of nodes in the
(global) map.
gP(.) A set of particles (samples) in a particle ﬁlter. Each particle par represents
the possible state of a robot ξ i associated with an importance weight wi.
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gξW0 The previous locatio of a tracking window, gξW0 = [ nW0 xW0 yW0 θW0 ]
T .
gξW1 The current location of a tracking window, gξW1 = [ nW1 xW1 yW1 θW1 ]
T .
gNw The number of particles inside the tracking window.
gNumberOfRecords The number of localization records when the tracking window
switching its reference node.
gRecord The localization record contains information to be used in map management.
gTMap The map-building threshold.
gTd The disbelief threshold.
The list of common constant are declared as follows:
cR The radius of a hyperbolic mirror in the image space (pixel).
cxp The x-coordinate of the center of a mirror (pixel).
cyp The y-coordinate of the center of a mirror (pixel).
cTw The number of levels of wavelet decomposition.
cNn The size of sub-image (the sub-image is a square image).
cF The maximum number of feature points extracted from an input image.
cS The maximum number of search
cP The number of particles.
cL The local map radius from a center node.
cRM The minimum inter-node distance.
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A.1 Algorithms for Image Matching (Chapter 3)
The algorithm for image processing has 2 sub procedures. The ﬁrst procedure
(Algorithm 1) identiﬁes salient locations in an input image. The second procedure
(Algorithm 2) extracts a sub-image from neighborhood pixels of each salient point,
and then assign a descriptor to each sub image. The output of image processing is
a set of feature points, which consist of positions of the salient points in the input
image and descriptors describe appearance of the input image.
The global image matching in Algorithms 4 - 5 matches a query image with all
reference images in database. Results of a global image matching are Conﬁdence score
Sc, and a set of matched reference images Dc that is a subset of database D.
The local image matching in Algorithm 6 matches a query image to a single
reference image. The results of local image are similarity score Sn and rotating angle
between a query image and a particular reference image φn.
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/* Convert a color image to a grey scale image */
Ig = GreyScale(gIq);
/* Smoothen a grey scale image to remove ‘‘sharp’’ pixels, i.e.
noise. */
Smoothen(Ig);
/* Perform a recursive wavelet decomposition and obtain signal
strength for each level. The output is an array of signal
strength matrices */
St = WaveletDecomposition(Ig , cTw);
/* Determine intensity gradient of the grey scale image */
[Mag,Dir] = IntensityGradient(Ig);
/* Track each element of the last signal matrix to the gradient
magnitude matrix. Obtain the coordinates of a pixel at the
end of each track and its signal strength */
[P,S] = TrackSignal(St,Mag);
/* Remove the candidate pixels that are outside the mirror */
[P,S] = RemoveCandidate(Pos,Strength, cxp, cyp, cR);
/* Sort the candidate pixels according to their strength. */
Psort = DescendingSort(P,S);
/* Select candidates until the required number of features is
fulfilled */




for f ← 1 to cF do
ps ∈ Ps;
/* Extract neighborhood pixels of each feature point from
color image */
Isub = NeighborhoodExtract(gIq,ps, cNn);
/* Transform color space of a neighborhood area from RGB to
YUV */
Iyuv = ConvertY UV (I)sub);
j = 0;
foreach Color component do
/* Determine color gradient of each color component, i.e.
Y, U and V */
[Mag,Dir] = Gradient(Iyuv);
/* Determine gradient histogram. Accumulate gradient
magnitude according to the direction using 8 direction
bins cover 360 degrees */
H = GradientHistogram(Mag,Dir);
/* Normalize the histogram to 1000 to minimize numerical
loss */
descriptor[8× j] = Normalize(H);
j = j + 1;
end
/* Obtain position from salient point */
pf = ps;
Add descriptor to pf ;
Add pf to gPf ;
end
Algorithm 2: FeaturePoint(gIq, gPs)
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queue = Empty;
/* Add the first node of the k-d tree to the queue */
AddQueue(queue, F istNode(T), 1);
NumberOfCandidates = 0;
Candidate = Null;
while NumberOfCandidates < MaxSearch do
StartNode = RemoveF irstElement(queue);
RestartTree(T, StartNode);
while Not reaching leaf of tree do
Direction = GetTraverseDirection(T,q);
/* Obtain the other direction that not traverse */




NumberOfCandidates = NumberOfCandidates+ 1;
end
return Candidate;
Algorithm 3: BestBinF irstSearch(T,q,MaxSearch)
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gT = ConstructKDtree(gD);
l = Null ;
gDc = Null;
/* Submit each query feature to the search system */
for f ← 1 to cF do
/* Find candidate feature points that close to qf */
C = BestBinF irstSearch(gT,qf , cS);
for j ← 1 to cS do
lj = |qf − cj |;
Add lj to l;
end
lmin = Min(l);
CF inal = Null;
Sfinal = 0;
for j ← 1 to cS do
if lj < 1.25 lmin then
cj ∈ C;
Add cj to CF inal;
Sfinal = Sfinal + 1;
end
end
for j ← 1 to Sfinal do










/* To be continued next page ⇀↽ */
Algorithm 4: Global Matching - G(gQ, gD)
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/* ⇀↽ Continued from previous page */
gSc = 0 ;
for i← 1 to NR do
/* Count number matched pairs of each reference image after
applying rotation constraint */
s = RotationConstraint(AllPairs(Di));




foreach Database image i do
if RemainingPairs(Di) > 0.8 gSc then
Add Di to gDc;
end
end
Algorithm 5: G(gIq, gD)-Continued
C = Null;
CF inal = Null;
l = 0;
for f ← 1 to F do
cf = NearestNeighborhoodSearch(gDi,qf );
l = |cf − qf |;
/* Pairing query and database feature points */
Pair(cf ,qf , l);
Add cf to C;
end
CF inal = RotationConstraint(C);
gSn = RemainingPair(CF inal);
gφn = Average(RotationAngle(CF inal));
Algorithm 6: Local Matching - L(gQ, gDi)
104
A.2 Algorithms for Localization (Chapter 4)
The algorithms in this section utilizes two levels of image matching in Section
A.1. The localization infers a location of a robot from similarities between a query
and reference images in database (map).
The ﬁrst algorithm, Algorithm 7, generates a local map that is used in particle
sampling. The particle sampling in Algorithm 10 generates a new set of particles
based on particles from previous time step. The motion command of a robot is
extracted from an odometry reading. Algorithm 9 initializes particles to candidate
nodes produced by the global matching. Algorithm 14 performs localization using





/* Transform the absolute location of mi to local map location */
Transform mi to gLMi;
V isit mi;
Add mi to slist;
while l < cL do
foreach map node in slist do
ml = ExtractOneNodeFromSList();
foreach mn that connects to ml do
if mn is not visited then
Transform mn to gLMi;
V isit mn;
/* Compute distance from node mi to mn */
d = GetDistance(mi,mn);
if l < d then
l = d;
if l < cL then











for i← 1 to NumberOfParticles do
/* Generate distance randomly from 0 to 0.2 */
ρ = Random(0, 0.2);
/* Generate random angle from 0 to 2π */
α = Rand(0, 2π);
ni = ExtractNode(mi);
xi = ρCos(α);
yi = ρ Sin(α);
θi = Rand(0, 2π);
ξ i = [ ni xi yi θi ]
T ;
Add ξ i to pari;
Add pari to P;
end
return P
Algorithm 8: GenerateRandomParticle(mi, NumberOfParticles)
G(gIq, gD;
/* Determine number of particles in each node */
n = cP/TotalCandidates(gDc);
gP(0) = Null;






/* Calculate the relative motion from current and previous
odometry reading */
Δo = go(gT imeStep)− go(gT imeStep− 1);
gP(gT imeStep) = Null;
for i← 1 to cP do




/* Determine location of a particle after motion command */
ξNew = ξ i + Δo+ noise;
nNew = NearestNode(ξNew, gLMi);
if nNew = ni then
Determine location of particle with respect to node nNew;
ni = nNew;
end
Add ξNew to pari;
Add pari to gP(gT imeStep);
end
Algorithm 10: ParticlesSampling()
for i← 1 to cP do
pari ∈ gP(gT imeStep);
ni = ExtractNode(pari);
if ni is not matched then
L(gQ, gDi);




/* Compute weight of a particle. The small constant is added
to make a particle resisting to ‘‘bad’’ matching. */
wi = 0.25 + exp
[−a(Sn − S¯)− b|φn − θn|];
end





par1 ∈ gP(gT imeStep);
CumSum1 = par1.weight;
u1 = Rand(0, 1);
for i← 2 to cP do
pari ∈ gP(gT imeStep);
CumSumi = pari.weight;






while i <= cP do
parj ∈ gP(gT imeStep);
if ui < CumSumi then
Add parj to PNew;
i = i + 1;
else
j = j + 1;
end
end




if gSc > Td then
TotalRelocatePar = 0;
foreach map node in gM do
ParticlesAtNode = GetNumberParticles(n);
if ParticlesAtNode > 0.3 cP then
/* Determine number of particle to relocate */
RelocateParticles = 0.4ParticlesAtNode;
TotalRelocatePar = TotalRelocatePar +RelocateParticles;
/* Randomly generate index of particles to be removed */
Index = GenerateRandomIndex(RelocateParticles);
/* Remove particle from the current set of particle */
foreach Index do




/* Generate new particles to each candidate node */
ParticlesAtNode = TotalRelocatePar/TotalCandidates;
foreach Candidate node in gDc do
node = ExtractNode(gDc);
PNew = GenerateRandomParticle(node, ParticlesAtNode);
Add PNew to gP(gT imeStep);
end
end
Algorithm 13: Disbelief algorithm - Disbelief()
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gT imeStep = 0;
/* Algorithm 9 */
PaticlesIntialization();
while Run Robot do
gT imeStep = gT imeStep+ 1;
gQ = FeatureExtration(gIq
/* Algorithm 10 */
ParticlesSampling();
/* Algorithm 11 */
ParticlesWeightUpdate();
ParticlesReSampling();
/* Algorithm 13 */
Disblief();




A.3 Algorithms for SLAM (Chapter 5)
The SLAM system is described in Algorithm 15. It utilizes map building in
Algorithm 16 to add new node to the map, and to determine an absolute location
of the new node from previous localize node. The window tracking in Algorithm
18 tracks major group of particles. The estimated robot location is obtain from the
averaging of pose of particles inside the windows. The oracle model is implemented
as shown in Algorithm 21. The map management in Algorithm 22 maintains quality
of the map.
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gT imeStep = 0;
cP = 1000;
while Robot is running do
gT imeStep = gT imeStep+ 1;
gQ = FeatureExtraction(gIq);
if No map then
BuildMap();
Get first node m1;
gP(gTimeStep) = GenerateRandomParticle(m1(gT imeStep), cP );


































if PrevNodeID = Null then
apos = CalculateAbsolutePos(FindMap(PrevNodeID), gξW1);
SetAbsolutePos(NewNodeID, apos);











/* Make sure no node switching occurs when adding new node */
gξW0 = gξW1; N = Number of map node;
gTd = 5 + 10exp(−0.05N);
TMap = 3 + 10exp(−0.025N);
Algorithm 16: BuildMap()
for i← 1 to cP do














/* Compute weight of a particle. The small constant is added
to make the weight of a particle resisting to ‘‘bad’’
matching. */

















while WindowSize < 1 do
gNw = 0 sx = 0; sy = 0; sθ = 0;
for i← 1 to cP do
pari ∈ gP(gT imeStep) ;
if pari is in window then
Transform particle reference frame to window frame;
sx = sx+ xi;
sy = sy + yi;
sθ = sθ + θi;
gNw = gNw + 1;
end
end
if gNw < 0.4 cP then


















foreach mi ∈ gM do
NodeID = ExtractNodeID(mi)
NumParticles = CountParticle(gP, NodeID);




i = i + 1 ;
end
gNw = MaxParticles;
sx = 0; sy = 0; sθ = 0;
i = 1;
foreach pari ∈ gP do
NodeID = ExtractNodeID(pari);
if NodeID = MaxNodeID then
sx = sx + xi;
sy = sy + yi;
sθ = sθ + θi;
end
end









gNumberOfRecords = gNumberOfRecords+ 1;
gRecord.PrevWindow = gξW0;
gRecord.CurrentWindow = gξW1;
gRecord.Motion = (Odometry − PrevOdometry);
gRecord.T ime = T imeStep;
Algorithm 20: Record localization
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if Build new node then
for i← 1 to cP do












if gSc > gTd then
for i← 1 to 0.15 gNw do
pari = RandomRemoveParticlesInWindow();
Remove pari from gP(gT imeStep);
end
n = 0.15 gNw
NumberOfCandidates
;
foreach CandidateNode ∈ gDc do
m = GetMapNode(CandidateNodeID);
for i← 1 to n do
par = GenerateRandomParticle(m, 1);
















PrevNodeID = ExtractNodeID(record.P revWindow);
/* Determine relative location of previous node and current
node from localization record */
rp = DetermineRelativeLocation(record);
switch NodesRelationship(record) do
case Nodes are in diﬀerent map fragments
UpdateMapFragment(PrevNodeID,CurrentNodeID, rp);
end
case Nodes are connected
UpdateLocation(PrevNodeID,CurrentNodeID, rp);
end
case Nodes are not connected but in the same map fragment
if ShortestPath(PrevNodeID,CurrentNodeID) > 5 nodes
then
















Algorithm 23: UpdateFragment(NodeID1, NodeID2, rp)
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/* Remove edge before updating */
RemoveEdge(BaseNodeID, UpdatedNodeID);
/* Update all map nodes in the route between base node to update
node */
UpdateAbsoluteLocation(BaseNodeID, UpdatedNodeID, rp);
Algorithm 24: UpdateLocation(BaseNodeID, UpdatedNodeID, rp)
BPath = Null;
FPath = ShortestPath(ReObserveNodeID,EndNodeID);
N = number of node in the path;
FPath.Node1.P ose = GetAbsolutePose(ReObserveNodeID);
BPath.Node1 = FPath.Node1;
for i← 2 to N do
BPath.Nodei = FPath.Nodei;
/* Obtain the relative pose from node i− 1 to node i */
pp = GetRelativePose(FPath.Nodei−1, FPath.Nodei);
FPath.Nodei.P ose = FPath.Nodei−1.P ose+ pp;
end
/* Set the position of the last node in the backward path. */
BPath.NodeN .P ose = GetAbsolutePose(ReObserveNodeID)− rp;
for i← N − 1 to 1 do
/* Obtain the relative pose from node i to node i+ 1 */
pp = GetRelativePose(BPath.Nodei+1, BPath.Nodei);
BPath.Nodei.P ose = BPath.Nodei+1.P ose+ pp;
end
for i = 1 to N do
ap = [(N − i + 1)FPath.Nodei.P ose+ (i− 1)BPath.Nodei.P ose]/N ;
NodeID = ExtractNodeID(FPath.Nodei);
UpdateAbsolutePose(NodeID, ap);
foreach NeighborhoodNode of FPath.Nodei do
NNodeID = ExtractNodeID(NeighborhoodNode);
pp = GetRelativePose(NodeID,NNodeID);





Algorithm 25: UpdateAbsoluteLocation(EndNodeID,ReObserveNodeID, rp)
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