HCI research has for long been dedicated to better and more naturally facilitating information transfer between humans and machines. Unfortunately, humans' most natural form of communication, speech, is also one of the most difficult modalities to be understood by machines -despite, and perhaps, because it is the highest-bandwidth communication channel we possess. While significant research efforts, from engineering, to linguistic, and to cognitive sciences, have been spent on improving machines' ability to understand speech, the HCI community has been relatively timid in embracing this modality as a central focus of research. This can be attributed in part to the relatively discouraging levels of accuracy in understanding speech, in contrast with often-unfounded claims of success from industry, but also to the intrinsic difficulty of designing and especially evaluating speech and natural language interfaces.
The goal of this course is to inform the IUI community of the current state of speech and natural language research, to dispel some of the myths surrounding speech-based interaction, as well as to provide an opportunity for researchers and practitioners to learn more about how speech recognition and speech synthesis work, what are their limitations, and how they could be used to enhance current interaction paradigms. Through this, we hope that IUI researchers and general HCI, UI, and UX practitioners will learn how to combine recent advances in speech processing with user-centred principles in designing more usable and useful speech-based interactive systems.
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MOTIVATION
The challenges in enabling speech-based interactions have often led to this modality being considered, at best, an error-prone alternative to "traditional" input or output mechanisms. However, this should not be a reason to abandon speech interaction -in fact, people are now exposed to many more situations in which they need to interact hands-and eyes-free with a computing device. Furthermore, achieving perfectly accurate speech processing is a lofty goal that is often nothing short of a fairy tale -a system that scores 100% in accuracy against an arbitrary standard such as a manual transcript is not guaranteed to be useful or usable for its users. There is significant research evidence pointing to the fact that proper interaction design can complement speech processing in ways that compensate for its less-than-perfect accuracy [4, 7] , or that in many tasks where users interact with spoken information, verbatim transcription of speech is not relevant at all [2] .
Recent commercial applications (e.g. personal digital assistants) have brought renewed attention to speech-based interaction. However, as illustrated by the reviews and opinion pieces in popular media [2] , such technologies are receiving mixed reviews, often due to unexpected low or inconsistent accuracy for some tasks -"voice recognition isn't that good", or due to perceived lack of usefulness -"more of a gimmick than a useful tool" [1] . This can be in part attributed to speech being marketed as an input/output modality, while in fact speech can assist with a wider range of tasks that are not limited to direct interactions.
If we are to pick just one example where such research is desperately needed, it would be the area of access to multimedia repositories. 72 hours of video are uploaded to Youtube each minute [9] . It is humanly impossible to consume the amount of data being generated, and it is increasingly difficult to search for information or navigate through such large and often multilingual collections. However, speech processing and human computer interaction have already been successfully combined in Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s). order to better address users' needs, as illustrated by the research conducted by this tutorial's presenters, such as speech and gestures to support realistic interactions with an immersive serious game environment [3] , speech-enabled mobile language learning support [6] , or human-in-the-loop approaches to reducing transcription error rates [5] . interactivity by enabling speech?
AUDIENCE, FORMAT, AND PROCEEDINGS
This interactive tutorial will be beneficial to all researchers or practitioners without a strong expertise in ASR or TTS, who still believe in fulfilling HCI's goal of developing methods and systems that allow humans to naturally interact with the increasingly ubiquitous mobile technology, but are disappointed with the lack of success in using speech and natural language to achieve this goal. This three-hour tutorial includes opportunities for classroom participation, discussion of recent uses of ASR and TTS in commercial hands-free products, and two interactive activities. The first activity will engage participants in proposing design alternatives for the error-handling interaction of a smartphone's voice-based intelligent search assistant, based on an empirical assessment of the type of ASR errors exhibited (e.g. acoustic, language, semantic). For the second activity, participants will conduct an evaluation of the quality of the synthetic speech output typically employed in mobile-based speech interfaces, and propose alternate evaluation methods that better reflect the mobile user experience. 
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