This paper presents an experimental study carried out on Nimonic 263 alloy sheets to determine the optimal combination of laser cutting control factors (assisted gas pressure, beam focus position, laser power, and cutting speed), with respect to multiple characteristics of the cut area. With the aim of designing laser cutting parameters that satisfy the specifications of multiple responses, an advanced multiresponse optimization methodology was used. After the processing of experimental data to develop the process measure using statistical methods, the functional relationship between cutting parameters and the process measure was determined by artificial neural networks (ANNs).
Introduction
Nickel-based superalloys consist of over 50% nickel and 8-12 alloying elements added to improve their characteristics. Due to their very good performance at high temperatures and pressures, there is great demand for them in the aerospace, processing, and manufacturing industries [1] . The Nimonic 263 alloy belongs to the nickel-based superalloy group. Owing to very good mechanical properties, good corrosion resistance and oxidation resistance, the workpieces made of Nimonic 263 superalloy are able to endure very demanding operating conditions, including high temperature and pressure [2] . Further improvement of the characteristics of Nimonic 263 parts is often a very demanding task. The laser cutting quality when processing Nimonic 263 parts depends on the laser cutting parameter selection and material properties. The important output characteristics are the surface roughness, material removal rate (MRR), kerf width and taper, and the absence of a grate. The kerf width and taper indicate the processing accuracy; the rate and economics of production are expressed via MRR [3] ; the surface roughness determines the local stress concentration.
Literature Review
Laser cutting processing has been employed for different materials, such as steel [7] , aluminum-copper alloys [8] , the 2024 aluminum alloy [9] , phosphorous bronze [10] , etc. Yilbas et al. [11] reported the laser cutting of titanium alloy, 304 steel, nickel-based superalloy Inconel 625, and an aluminum alloy, as well as the effect of laser power and cutting speed on the kerf width size. According to these authors, an increment in laser power and decrement in cutting speed generate an increased percentage of the kerf width size.
Kim et al. [12] presented the numerical model of laser cutting and showed that the setting of cutting parameters influences the cut quality of stainless steel. Hascalik and Ay [13] experimentally investigated the laser cut quality for the nickel superalloy, using a CO 2 laser. Tadavani et al. [14] reported that the laser cutting of the Inconel 718b superalloy improved the surface quality by 22%, in comparison to conventional machining. The interdependences between the Nd:YAG laser cutting control factors and the surface roughness and kerf geometry were investigated for the alloy Al 6061T6 [15] . The same responses were also analyzed for the pulsed CO 2 laser cutting in processing the composite material Al6061/Al2O3 [16] . Sharma and Yadava [17] showed that the use of oxygen as the assisting gas in the laser cutting of a nickel alloy could promote a smooth cut surface. Tamilarasan and Rajamani [18] optimized the cutting parameters of Ti alloy samples and achieved a relative error of less than 2%. Pandey and Dubey [19] used pulsed Nd:YAG laser to cut the titanium alloy and showed that lower pulse width and pulse frequency and higher cutting speed result in a better cut. Texidor et al. [20] investigated the laser microcutting, and Savriama et al. [21] explained the novel pattering effects during the high-frequency laser microcutting of hard ceramics. Jarosz et al. [22] presented effect of the cutting speed on the surface roughness and HAZ of stainless steel, while the other control factors were kept constant. The effect of process factors on the kerf width and HAZ formation was analyzed for ultrahigh-strength steel by Tahir and Aqida [23] . Anicic et al. [24] demonstrated the ELM approach to predicting HAZ, taking into account the laser power, cutting speed, and pressure of the assisting gas.
Prashant et al. [25] presented an experimental study of Inconel 718 laser cutting. They investigated the parameter effects on the kerf deviation, and showed an improvement of 50% as a result of the optimized parameters in comparison to the initial parameters. Riviero et al. [26] investigated the optimal CO 2 laser cutting settings for an aluminum-copper alloy (2024-T3).
Several studies have been conducted on the identification of laser cutting parameters that meet the requirements for multiple responses, but they mainly considered a very small number of responses (typically, only two). Tahir and Aqida [23] optimized the three laser cutting parameters (laser power, duty cycle, and cutting speed) aiming to decrease the HAZ and kerf width, using the response surface methodology (RSM). Although RSM is still one of the most frequently used approaches, it has several shortcomings: it does not address the response variability; the interdependences between responses are not addressed; and for nonlinear processes with multiple control factors and responses, it can converge to a local optimum, as mentioned by various authors [6] . A combination of Taguchi design and fuzzy logic in designing the laser cutting parameters for Duralumin sheets [27] was proposed, concerning the kerf width and deviation. In processing a Ni-based superalloy, the combination of Taguchi method and principal component analysis (PCA) was utilized to design the Nd:YAG laser cutting factors with respect to kerf width, deviation, and taper [28] . For the same material, laser, objectives, and process parameters, optimization of the laser cutting was performed using the conventional Taguchi method, i.e., the signal to noise ratio (SNR), and trade-offs were resolved by finding an accommodating solution [29] . Alizadeh and Omrani [30] optimized the CO 2 laser cutting parameters using a combination of Taguchi method, back-propagation neural networks, and robust data envelopment analysis, aiming to decrease the kerf width and taper. For thermoplastics, Tamrin et al. [31] designed the major CO 2 laser cutting parameters, employing a gray relational analysis (GRA) and aiming to reduce HAZ and improve the cut precision. In the Al alloy cutting, the control factors of the pulsed Nd:YAG laser-based process were designed with respect to the kerf taper and deviation. The process was mapped using the combination of Taguchi method and RSM and then optimized employing an integrated GRA-entropy measurement method [32] .
However, in the above six studies, only the discrete individual values used in the experiment were considered, so these approaches are not suitable for a global optimization that implies an investigation of the continuous space. Adalarasan [33] designed the parameters of a noncontact pulsed CO 2 laser cutting in processing metal matrix composites, aiming to achieve the required values for the cut edge slope and surface finish. A combination of the Taguchi method, GRA, RSM, and desirability function analysis (DFA) was proposed to optimize the parameters of the process. Venkatesan and Ramanujam [34] investigated the control factors of laser-assisted machining in Inconel 718 processing. ANOVA results and regression modeling presented an input for DFA, aiming to minimize the cutting forces and achieve the desired value for workpiece temperature. However, in the case of correlated responses, both approaches are unsuitable due to a major drawback of the DFA-based methods: they neither address the response correlation problem nor exploit the response correlation information [35] . In one of the recent investigations of pulsed Nd:YAG laser cutting, the cutting speed, pulse energy, and pulse width were studied in order to increase MRR and reduce the surface roughness [36] . The development of the process model was done by ANNs, and the process parameters were optimized by a nondominated sorting GA (NSGAII). Similarly, Pandey and Kumar Dubey [19] optimized the laser cutting parameters (assisted gas pressure, pulse duration, pulse frequency, and cutting speed) to reduce the kerf taper and surface roughness. The response regression models served as objective functions for the Pareto front-based GA. Both methods are based on the Pareto front; therefore, they are not appropriate for problems with a large number of responses (more than three), since that would require trade-offs.
Therefore, the existing studies on laser cutting addressed only some of the major technological aspects, considering only a smaller part of the cut characteristics. Moreover, the optimization approaches used in these studies have certain shortcomings, as explained above, that could affect the efficiency of the obtained solutions.
There are various approaches for multiresponse optimization from the literature. Many of the statistical approaches are based on the Taguchi robust design and its combination with other statistical or artificial intelligence techniques. A detailed analysis of multiresponse optimization methods is presented in Sibalija and Majstorovic [6] . In general, the major shortcomings of many statistical methods in solving multiresponse problems are the subjectivity in assigning the relative response weights, and the inability to perform global optimization in a continual solution space.
As commented on by several authors, evolutionary optimization techniques present a very good alternative to statistical methods in optimizing machining processes. The genetic algorithm (GA) is the most frequently used metaheuristic in process optimizations. For instance, a combination of artificial neural networks (ANNs) and GA was applied to design the parameters of the profile extrusion process, considering a single response [37] .
The PSO algorithm has recently been used for process optimization. There are a few PSO-based approaches developed to optimize single-response processes-e.g., Singh et al. [38] optimized a multimodal laser shock peening process considering a single response and multiple constraints. The other applications refer to problems where the analytical process model is known, such as PSO implementation for face milling optimization based on the known objective function [39] . Therefore, these approaches are limited in terms of their applicability in the optimization of diverse processes with unknown analytical models.
In some instances, PSO was combined with ANNs and the other optimization techniques. Katherasan et al. [40] modeled and optimized arc welding considering three objectives and using ANNs and PSO. In optimizing the ball-end milling parameters for two responses, GRA was applied to integrate responses, ANN performed process modeling, and PSO found the optimal process parameter settings [41] . In the above studies, some of the PSO specific parameters were reported, but the effect of their tuning on the PSO result was not studied. Moreover, the correlations among responses were not explicitly addressed.
The multi-objective PSO (MOPSO), based on Pareto front optimization, has also been applied to optimize processes with fewer responses. Mohanty et al. [42] used MOPSO to optimize the electrical discharge machining, where the Pareto solutions are presented for two responses. Based on the ANN response model, MOPSO was employed for high-speed milling optimization, considering two responses with equal weights [43] . However, the assignment of the weights was completely subjective, which could affect the overall analysis. Moreover, although Pareto front-based optimization has been successfully applied in optimizing problems with two objectives, its application is unsuitable for more than three responses due to the dimensional, dependent nature of this method and the need for trade-offs.
A detailed review and critical analysis of the PSO application in optimizing manufacturing processes, including laser-based processes, is presented in [44] .
Previous studies showed that metaheuristic algorithm-specific parameters should be accurately set to ensure a fast convergence to the actual global optimum [6, 44] , but this issue has rarely been studied. Moreover, most of the methods mentioned are problem-dependent, so their applicability for optimizing other processes cannot be guaranteed.
Aiming to address the deficiencies of the above methods, an advanced PSO-based approach is employed to optimize the laser cutting parameters to fulfill the demands for multiple correlated responses of the Nimonic 263 cut.
Experiments
Superalloy Nimonic 263 sheets, 2 mm in thickness, were cut by a Bystronic laser, (2000), BYSTAR 3015 CNC Laser cutting machine (Bystronic Laser AG, Niederönz, Switzerland) ( Figure 1 ). Table 1 gives the material chemical composition and Table 2 presents the laser specification. 
Superalloy Nimonic 263 sheets, 2 mm in thickness, were cut by a Bystronic laser, (2000), BYSTAR 3015 CNC Laser cutting machine (Bystronic Laser AG, Niederönz, Switzerland) ( Figure 1 ). Table 1 gives the material chemical composition and Table 2 presents the laser specification. Nitrogen (purity 99.998%) is used as the assisting gas, with nozzle diameter of 2 mm, nozzle type HK 20, and a focus distance of 190.5 mm.
The process parameters considered as control factors are the laser power, the pressure of the assisting gas (nitrogen), the focus position, and the cutting speed.
The resulting structural changes of a treated material are investigated by light microscopy. A detailed analysis is performed by scanning electron microscopy JEOL JSM-5800, (JEOL Ltd., Tokyo, Japan). Energy-dispersive spectroscopy (EDS) is used for the surface elemental analysis. A noncontact optical profiler Zygo NewView 7100 (Lambda Photometric Ltd, Hertfordshire, United Kingdom) is utilized for the determination of the surface characteristics and topography.
The number of responses is identified for the optimization: kerf taper (Kt), kerf deviation (Kd), microhardness (HV), the existence of solidified drops, i.e., grate (G), the surface roughness (Ra) and its root mean square value (Rms), and peak-to-valley values (PV). Microhardness measurements are performed by Vickers under a load of 9.81 N and a contact time of 10 s; tests are performed at three points and the average value is taken. Table 3 lists the response specifications in terms of the signal to noise ratio (SNR) analysis: for all responses, except HV, it is desirable to achieve a minimal value (the smaller the better); for the response HV, large values are desired (the larger the better). Nitrogen (purity 99.998%) is used as the assisting gas, with nozzle diameter of 2 mm, nozzle type HK 20, and a focus distance of 190.5 mm.
The resulting structural changes of a treated material are investigated by light microscopy. A detailed analysis is performed by scanning electron microscopy JEOL JSM-5800, (JEOL Ltd., Tokyo, Japan). Energy-dispersive spectroscopy (EDS) is used for the surface elemental analysis. A noncontact optical profiler Zygo NewView 7100 (Lambda Photometric Ltd., Hertfordshire, United Kingdom) is utilized for the determination of the surface characteristics and topography.
The number of responses is identified for the optimization: kerf taper (Kt), kerf deviation (Kd), microhardness (HV), the existence of solidified drops, i.e., grate (G), the surface roughness (Ra) and its root mean square value (Rms), and peak-to-valley values (PV). Microhardness measurements are Metals 2019, 9, 1147 6 of 20 performed by Vickers under a load of 9.81 N and a contact time of 10 s; tests are performed at three points and the average value is taken. Table 3 lists the response specifications in terms of the signal to noise ratio (SNR) analysis: for all responses, except HV, it is desirable to achieve a minimal value (the smaller the better); for the response HV, large values are desired (the larger the better). Table 4 lists the specifications for the process control factors and values used in the experiment. The experimental plan is based on the L9 matrix. To collect enough data for accurate process modeling, nine trials are repeated, so 18 trials are conducted in total (Table 5 ). For each of the 18 trials, three runs are performed, i.e., three workpieces are cut, and the response values are measured. Based on these measurements, the response mean is calculated (presented in Table 5 ), along with the standard deviation and quality loss (QL) function. 
Methodology for the Process Parameters' Design

Analysis of Experimental Results
Analysis of variance (ANOVA) was conducted to determine the statistical significance of the cutting parameters for the observed responses, with a 0.05 significance level. It gave the following results. The summary of ANOVA results with respect to the process parameters is as follows:
-Parameter f is significant for all responses except for Kd; -Parameter P is significant for all responses except for HV; -Parameter Np is significant for all response except for Kt and HV; -
Parameter v is significant for all responses except for HV and G.
Since all four cutting parameters (considered as process control factors) are significant for the majority of the responses, all of them are taken into account in the data processing, modeling, and optimization that follow.
Taguchi's quality loss (QL) function is used to address the responses' significance, in terms of the user dissatisfaction due to a response deviation from the requirement. It simultaneously takes into account both the response average and variability, as follows:
where s 2 and y are the variation and mean of the n sample size, respectively. QL values are calculated for the sample of three measurements, and then normalized
PCA is applied over NQL to obtain the uncorrelated components (PCs) from the correlated data:
The calculation of Yj (k) values (Table 4 ) included all PCs, in order to capture the total response variability.
GRA is applied over Yj (k) to integrate the independent PCs. The computation of the gray relational grade uses the normalized Yj (k) values, i.e., Zi (k), and the weights ω j (the percentage of variance of PCj):
Hence, a single process measure (γ k [0; 1]) is developed in a fully objective manner since responses are expressed using QL, and it encompasses the total variability of the measured responses [6] . 
Process Modeling
The back-propagation (BP) ANNs with the Levenberg-Marquardt algorithm are used to map the input-output process dependencies. The ANN with one hidden layer is adopted and the number of neurons (z) is varied, so the general ANN topology is 4-z-1. Relying on the proven effectiveness in modeling various processes, feed-forward ANNs with the tangent sigmoid and linear function, for the hidden and output layer, respectively, are utilized.
During the training process, first the training pattern is fed forward, the error is calculated and back-propagated, and then the weights are regulated. The randomly generated sets from the input-output pairs are used for the gradient calculation as well as for weights and biases renewal. The overfitting avoidance is checked, and the network generalization is verified. The terminating criterion is to obtain a mean square error (MSE) lower than 0.001 or to complete 1000 iterations, whichever happens first. Table 6 presents the training results of ANNs with different topologies, where MSE and the correlation coefficient (R) are used to evaluate and select the model. In total, 54 input-output data pairs are used to develop ANNs, since the experiment included 18 trials and each trial included three workpiece measurements. As seen from Table 6 , the obtained MSE values are on the order of 10 −5 -10 −6 , which is highly satisfactorily. Furthermore, the R values are in the range 0.99-1.0 for all data and 0.97-0.99 for the training dataset, which demonstrates a high correlation between the original data and the network output data. Therefore, ANNs accurately map the relationship between the process parameters and the process measure in the presented optimization methodology. This is mainly due to the adequate data preprocessing, since ANNs are trained using a process measure that is based on the set of normalized and standardized sequences integrated in a fully objective manner, rather than using noisy, row response data from the experiment. In addition, the network training parameters were carefully tuned: a low learning rate (0.01) and a high momentum (factor 0.9) were adopted to minimize the probability that the weights will be selected according to a local minimum, as proven effective in similar optimization problems [6] .
The network 4-17-1 was adopted as the best one, since it obtained the smallest MSE of 1.5 × 10 −6 and the highest R value: R = 1 for the training pairs; R = 0.99 for all input-output pairs (Figure 2 ). Along with a low MSE for the training dataset, it is evident that the validation and test graphs follow the train graph pattern, reaching a highly satisfactory MSE on the order of 10 −5 and demonstrating the very good generalization capability of the network. 
Process Optimization
In our previous research, GA and SA were used as the optimization algorithms. Their comparison showed a favorable performance of SA in a vast majority of studies. Therefore, in our next work the SA-based approach was efficiently applied to optimize the laser shot peening process [45] . To further improve the methodology, in this study PSO is selected and compared to SA.
PSO-Based Process Optimization
PSO is an evolutionary algorithm that imitates insects' swarming behavior, mimicking the movement of a set of particles (swarm) through a multidimensional space to attain the most desirable position. The particle movement is based on the best position reached so far, but also on the best position that any particle in a swarm reached so far.
The following lines depict the PSO procedure: 1. Create an initial swarm of P particles whose positions are xi (i = 1, …. P), and assign initial velocities vi. 
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PSO-Based Process Optimization
The following lines depict the PSO procedure: 1. Create an initial swarm of P particles whose positions are x i (i = 1, . . . . P), and assign initial velocities v i .
2. Determine the objective function at each particle position x i in the swarm, in order to find: (i) the best particle position so far pbest (i.e., particle best), and the corresponding objective f (pbest); (ii) the best swarm position gbest (i.e., global best), and the corresponding objective f (gbest).
3. Update the velocities using: (i) the previous velocity v i , (ii) the particle cognition expressed via difference between the best and the current particle position (pbest − x i ), and (iii) the social component expressed via difference between the swarm best position and the particle current position (gbest − x i ):
where w is the inertia weight, c 1 and c 2 are the self-adjustment and social adjustment learning factors, respectively, and u 1 and u 2 are random vectors (with lengths that coincide with the variable number). 4. Update the positions of particles, where the new location depends on the old one and on the velocity:
and, if needed, enforce the limits to keep particles within the specified area.
Evaluate the objective function at all particles:
If f (x i ) < f (pbest), set pbest = x i , to assure the particle best position; If f (x i ) < f (gbest), set f (gbest) = f (x i ) and gbest = x i , to assure the best swarm position. 6. Update the swarm and go to step 2. 7. Repeat steps 2 to 6 until the algorithm arrives at the termination criterion.
It is important to note that, in Matlab (The MathWorks, Inc., Natick, MA, USA), during the evaluation of the objective function, the best function value refers to the lowest function value found in a swarm, and its location is adopted as the best location.
In contrast to other population-based algorithms, PSO relays on both local and global searching based on the best particle position (pbest) and the best swarm position (gbest). The particles fly with random velocities until all of them change positions once to complete one iteration, which is repeated until a stopping criterion is met.
As reported by several authors [44, 46] , the PSO parameters must be properly tuned to retain an equilibrium between global and local exploration and to find the actual optimum.
-
The initial swarm: While a majority of studies use a random initial swarm, it has been proven that the benefits of initializing particles to good positions could be significant [46] . However, some authors claim that, in contrast to the other metaheuristic methods, the initial swarm does not significantly affect the PSO accuracy. In this study, two options are tested: (a) a randomly generated initial swarm; (b) an initial swarm seeded in the vicinity of the solution that yielded the highest process measure in the experiment (Table 4 ).
The swarm size can take different values from 20 to 40, or up to 100 for very complex problems with a large number of variables. The proposed swarm size is 2n to 5n [47] ; n is the number of process parameters in this case. It has been noted that a large swarm size significantly improves the success rate of the algorithm [44] . Since there are four cutting parameters analyzed in this study, the following swarm sizes are tested: 8, 20, and 50. -Inertia weight is used to restrict the particle velocity, since a particle could miss out on a good solution due to an excessively large velocity. This parameter has rarely been discussed in the literature. Pant [47] suggested the range [0.4; 0.9] for moderately sized problems with a number of variables from 2 to 20. The following inertia weight ranges are tested: For moderately sized problems, it has been suggested to use c 1 = c 2 = 2.0 [47] . Since premature convergence is a major weakness of PSO, velocity reduction is recommended to improve the probability of obtaining a global optimum [44] . Therefore, the following values are tested: c 1 = c 2 = 0.1; c 1 = c 2 = 0.5; c 1 = c 2 = 2.0; c 1 = c 2 = 5, and c 1 = 0.7, c 2 = 1.5.
The algorithm termination usually refers to the specified number of iterations, which typically varies from a few hundred up to a few thousand. In this study, the algorithm terminates when it accomplishes 5000 iterations or when the objective function change over the last 100 iterations is less than 10 −9 , whichever is earlier.
accomplishes 5000 iterations or when the objective function change over the last 100 iterations is less than 10 −9 , whichever is earlier.
Based on the results from Table 4 , the maximal value for the parameter Np is increased to a small extent, so the observed problem is formulated as follows:
Maximize γ (Np; f; P; v) Subject to 4 ≤ Np≤ 14
The values of the PSO parameters are varied to estimate their influence on the optimal solution. Therefore, 60 PSO algorithms are developed: 30 PSOs with a random initial swarm, and 30 PSOs with the defined initial swarm, as presented in Figure 3 . Based on the results from Table 4 , the maximal value for the parameter Np is increased to a small extent, so the observed problem is formulated as follows:
The values of the PSO parameters are varied to estimate their influence on the optimal solution. Therefore, 60 PSO algorithms are developed: 30 PSOs with a random initial swarm, and 30 PSOs with the defined initial swarm, as presented in Figure 3 . Table 7 lists the summary of the PSO results. PSO algorithms with a random initial swarm obtained γ values in the range 0.894012-0.900825; 28 algorithms obtained a γ value of 0.900825, and two algorithms returned a lower value. The iteration number at which the best γ is reached is in the 30th-70th iteration range. From 30 algorithms with the defined initial swarm, 29 algorithms obtained a γ value of 0.900825; the best γ was reached within 6-30 iterations. Since almost all the algorithms found the same optimal solution, the algorithm with the fastest convergence was adopted as the best one. The best PSO algorithm converged to the optimum in the 6th iteration, using the following settings: swarm size = 8, inertia weight range = [0.1; 1.1], learning factors c1 = c2 = 5. In general, PSO showed remarkable robustness as well as convergence speed. As was expected, algorithms with the defined initial swarm showed faster convergence than algorithms with a random initial swarm.
SA-Based Process Optimization
SA is a metaheuristic algorithm that imitates the metal heating process, where the temperature is increased to the melting condition and then gradually decreased to accomplish thermal stability. The annealing procedure commences at the starting point with a starting temperature supposed to be sufficiently high. Depending on the annealing function, a new point is selected close to the current one. If the new objective is inferior to the current one, the new point is taken to reduce the objective. The superior point could also be adopted, to enlarge the search and move away from a local solution. Then, the temperature is decreased.
In order to provide randomness within a search and avoid a local solution, especially in a high-temperature region, an appropriate temperature function should be chosen. In the last stage, the temperature is very low and there is little chance of adopting an inferior point, so the procedure is likely to reach an optimum [48] .
Previous studies showed that the SA algorithm must be adequately tuned to generate the actual global optimum. The following recommendations, drawn from a previous analysis [6] , are adopted:
-
The starting, i.e., initial point is placed near the best solution from the experiment. The same termination condition as for PSO is used.
Using the same objective function as for PSO, 16 SA algorithms are run in Matlab ( Table 6 ).
The γ values obtained by SA algorithms are in the range 0.890861-0.900762, which is wider than the range obtained by PSOs, both with a random and with the defined initial swarm. The best γ obtained by SA is lower than the one obtained by PSO. The iteration number at which the best γ is found is in the range of 40-1520 iterations, showing significantly slower convergence than PSO. This could be explained by the fact that SA performs a point-to-point search, while PSO searches the regions using a swarm.
The results of the PSO and SA applications in this study are summarized in Table 6 . The best process measure γ obtained by PSOs is slightly higher than that obtained by SAs. The range of γ values obtained by SAs is larger than the range obtained by PSOs, indicating that PSO is more robust than SA. PSOs also had faster convergence than SAs. In summary, PSO outperformed SA in optimizing the laser cutting parameters, owing to its population-based nature and a combination of global and local searching. It is worth mentioning that PSOs with a defined initial swarm showed faster convergence than algorithms with a random initial swarm. However, PSOs with a random initial swarm also showed very fast convergence and excellent robustness.
Experimental Validation and Discussion
The first part of this section examines the experimental data, i.e., the interdependences between process parameters and responses based on the row measured data. In the second part, the results of the implementation of the optimal parameter values obtained by PSO are scrutinized. Figure 4 presents the nitrogen pressure effects on Kt (Figure 4a ), Kd (Figure 4b ), Ra (Figure 4c ), and HV (Figure 4d ) for three different focus positions. The laser power and cutting speed were kept constant: P = 2100 W; v = 4500 mm/min. According to the ANOVA results presented in Section 4.1, the parameter Np was not significant for the response Kt, for a significance level of 0.05. Figure 4a shows that there was no clear relationship between Kt and Np that would be valid for all three focus positions. Figure 4b shows that Kd increased with the nitrogen pressure increment. From Figure 4c it can be seen that Ra was reduced by increasing the value of Np, while there was no clear effect of the cutting parameters, except for focus position, on HV, which is in accordance with the ANOVA results (Figure 4d ). Figure 5 presents the laser power influence on Kt (Figure 5a ), Kd (Figure 5b) , Ra (Figure 5c ), and HV (Figure 5d ), considering three different focus positions. A lower laser power contributes to more regular striation patterns. This phenomenon is attributed to the lower amount of thermal energy delivered to the sheet per unit time during the cutting process. Additionally, the cut surfaces were more irregular, with higher Ra values due to the instability of the molten material along the cut front. There was no clear relationship between laser power and HV (Figure 5d ), as confirmed by ANOVA.
HV (Figure 5d ), considering three different focus positions. A lower laser power contributes to more regular striation patterns. This phenomenon is attributed to the lower amount of thermal energy delivered to the sheet per unit time during the cutting process. Additionally, the cut surfaces were more irregular, with higher Ra values due to the instability of the molten material along the cut front. There was no clear relationship between laser power and HV (Figure 5d ), as confirmed by ANOVA. Figure 6 presents the influence of the cutting speed on Kt (Figure 6a ), Kd (Figure 6b ), Ra ( Figure  6c ), and HV (Figure 6d ), concerning three focus positions. It is clear that a higher cutting speed raised the total height of the roughness profile. A higher cutting speed caused the increased thickness of the molten material at the cut front area. The cut front geometry became corrugated, the resulting topography of the treated area was characterized by prominent peak and valleys. At lower cutting speed values, the striation patterns appeared more regular. Figure 6 presents the influence of the cutting speed on Kt (Figure 6a ), Kd (Figure 6b ), Ra (Figure 6c ), and HV (Figure 6d ), concerning three focus positions. It is clear that a higher cutting speed raised the total height of the roughness profile. A higher cutting speed caused the increased thickness of the molten material at the cut front area. The cut front geometry became corrugated, the resulting topography of the treated area was characterized by prominent peak and valleys. At lower cutting speed values, the striation patterns appeared more regular. Figure 6 presents the influence of the cutting speed on Kt (Figure 6a ), Kd (Figure 6b ), Ra ( Figure  6c ), and HV (Figure 6d ), concerning three focus positions. It is clear that a higher cutting speed raised the total height of the roughness profile. A higher cutting speed caused the increased thickness of the molten material at the cut front area. The cut front geometry became corrugated, the resulting topography of the treated area was characterized by prominent peak and valleys. At lower cutting speed values, the striation patterns appeared more regular. The solution found by the best PSO was adopted as the optimal laser cutting parameters in processing Nimonic 263 sheets, 2 mm thickness: Np = 14 bar; f = 0.5 mm in front of the material; P = 2034 kW; v = 4000 mm/min, since the obtained process measure value is highly satisfactory (γ = 0.900825). The experimental validation was performed using the above adopted setting; the microstructural characterization of the cut was studied and compared with a nonoptimized cut.
The cut appearance before and after optimization is given in Figure 7a and 7b, respectively. The solution found by the best PSO was adopted as the optimal laser cutting parameters in processing Nimonic 263 sheets, 2 mm thickness: Np = 14 bar; f = 0.5 mm in front of the material; P = 2034 kW; v = 4000 mm/min, since the obtained process measure value is highly satisfactory (γ = 0.900825). The experimental validation was performed using the above adopted setting; the microstructural characterization of the cut was studied and compared with a nonoptimized cut.
The cut appearance before and after optimization is given in Figure 7a ,b, respectively. Figure 7a shows the microstructure obtained by nonoptimized parameters: Np = 8 bar; f = on the bottom of a material; P = 2100 kW; v = 4000 mm/min. Areas with different topography characteristics can be distinguished on the treated surface. It is clear that a flow pattern of striations has two zones. Zone I (1.6 mm depth from the cut edge top) is smoother, with regular and parallel striations and an average width of 130 µm, and covers roughly 55 percent of the treated surface area. However, the striations become irregular and nonparallel, with no clear direction in zone II, taking up approximately 25 percent of the treated surface area. The formation of a cast layer at the cut surface arises due to a fast solidification of the melted metal, which occurs due to the effect of convection cooling produced by the high pressure of the nitrogen gas. Figure 7b shows the surface structure after optimization, where striations (width 14-28 µm) are almost parallel and straight along the whole cutting area. Almost no grate or adhered material is observed, and a uniformly treated surface area was obtained.
Metals 2019, 9, 1147 15 of 20 Figure 7a shows the microstructure obtained by nonoptimized parameters: Np = 8 bar; f = on the bottom of a material; P = 2100 kW; v = 4000 mm/min. Areas with different topography characteristics can be distinguished on the treated surface. It is clear that a flow pattern of striations has two zones. Zone I (1.6 mm depth from the cut edge top) is smoother, with regular and parallel striations and an average width of 130 µm, and covers roughly 55 percent of the treated surface area. However, the striations become irregular and nonparallel, with no clear direction in zone II, taking up approximately 25 percent of the treated surface area. The formation of a cast layer at the cut surface arises due to a fast solidification of the melted metal, which occurs due to the effect of convection cooling produced by the high pressure of the nitrogen gas. Figure 7b shows the surface structure after optimization, where striations (width 14-28 µm) are almost parallel and straight along the whole cutting area. Almost no grate or adhered material is observed, and a uniformly treated surface area was obtained. The cut responses Kd and Kt generated by the optimized parameters were 0.057 mm and 0.9 mm, respectively, and by a nonoptimized process they were 0.123 mm and 1.15 mm. The microhardness (HV) obtained by the optimized process was 235 HV1, presenting a clear advantage for the structure since the HV of a nonoptimized cut area is 219 HV1. The optimized parameters The cut responses Kd and Kt generated by the optimized parameters were 0.057 mm and 0.9 mm, respectively, and by a nonoptimized process they were 0.123 mm and 1.15 mm. The microhardness (HV) obtained by the optimized process was 235 HV1, presenting a clear advantage for the structure since the HV of a nonoptimized cut area is 219 HV1. The optimized parameters provide orderly structure, small kerf with parallel edges, high quality of the cut surface, and a minimum grate.
It is clear that Kd and Kt are reduced when there is an increase in the laser power, which is due to the mechanical force growth. Higher energy and mechanical force contribute to the elimination of deep grooves, which results in a better surface roughness.
For the parts requiring wear resistance, the removal of a roughened surface is mandatory to ensure better performance. A roughened peak could initiate a microcrack formation or a microcrack propagation due to the local stress generated on this part of a surface. The cut profiles were inspected by a noncontact profilometer. Figure 8 presents 2D and 3D images of the cutting zones before and after optimization. The optimized laser cutting resulted in a more regular surface and more consistent structure than a nonoptimized process. The Ra values of the optimized and nonoptimized cuts were 5.2 µm and 10.5 µm, respectively. The roughness root mean squares (Rms) of the optimized and nonoptimized cuts were 6.3 µm and 11.7 µm, respectively. The PV ratio of the optimized cut was 106.6 µm, while that of a nonoptimized cut was 159.9 µm. The grate (G) phenomenon did not occur, neither beneath the treated area nor anywhere around the area. Hence, the observed responses were significantly improved by using the optimized laser cutting parameters; in particular, the kerf deviation improved by almost 200% in comparison with the experimental data. The surface microstructure achieved by a nonoptimized process is characterized by a few microcracks and the beginning of the grain boundaries' segregation ( Figure 9a ). The presented microstructure is susceptible to microcrack formation due to the concentrated local stress. A high thermal strain leads to microcracks at the kerf surface; they can proliferate if a high laser power or low cutting velocity is applied. Figure 9b shows the homogeneous cut surface after optimization; there are no microcracks and the cut face is smooth. The laser interaction on the material caused the formation of twinned grains, visible in both images. The twinned grains are considered to support the microstructure as they increase the fatigue strength, hardness, and yield [49] . The surface microstructure achieved by a nonoptimized process is characterized by a few microcracks and the beginning of the grain boundaries' segregation ( Figure 9a ). The presented microstructure is susceptible to microcrack formation due to the concentrated local stress. A high thermal strain leads to microcracks at the kerf surface; they can proliferate if a high laser power or low cutting velocity is applied. Figure 9b shows the homogeneous cut surface after optimization; there are no microcracks and the cut face is smooth. The laser interaction on the material caused the formation of twinned grains, visible in both images. The twinned grains are considered to support the microstructure as they increase the fatigue strength, hardness, and yield [49] .
thermal strain leads to microcracks at the kerf surface; they can proliferate if a high laser power or low cutting velocity is applied. Figure 9b shows the homogeneous cut surface after optimization; there are no microcracks and the cut face is smooth. The laser interaction on the material caused the formation of twinned grains, visible in both images. The twinned grains are considered to support the microstructure as they increase the fatigue strength, hardness, and yield [49] . The laser cutting study of Nimonic 263 was successfully implemented in the metalworking factory in Bor, Serbia, as presented above. According to the chemical composition of a material, the obtained results can also be applied to the laser cutting of nickel-based superalloys and alloys with similar mechanical and metallurgical characteristics. The results of this study could serve as the basis for cutting process optimization in processing similar alloys with a similar thickness of workpiece.
The present study focused on process quality improvement in terms of the technological characteristics of the cut material. Future work could include also techno-economic optimization, The laser cutting study of Nimonic 263 was successfully implemented in the metalworking factory in Bor, Serbia, as presented above. According to the chemical composition of a material, the obtained results can also be applied to the laser cutting of nickel-based superalloys and alloys with similar mechanical and metallurgical characteristics. The results of this study could serve as the basis for cutting process optimization in processing similar alloys with a similar thickness of workpiece.
The present study focused on process quality improvement in terms of the technological characteristics of the cut material. Future work could include also techno-economic optimization, involving the responses that address productivity and economic aspects such as the material removal rate. The application of the proposed optimization methodology can be extended to design cutting process parameters for different thicknesses of workpiece, more complex shapes, and different alloys.
Conclusions
Since a Nimonic 263 superalloy is classified as difficult to cut, laser cutting has emerged as a promising tool for processing. In this study, the laser cutting parameters optimized by the PSO-based approach significantly improved the quality of the Nimonic 263 cut area and the microstructure.
The main novelty of this study is the comprehensive and systematic experimental analysis of the major laser cutting parameters in processing a Ni-based superalloy; we simultaneously address four major technological aspects: the kerf geometry, the surface roughness aspect, the existence of solidified drops (grate), and the microhardness. This presents a clear advance in comparison to existing optimization studies on the laser cutting of similar materials, since they included only a small number of cut characteristics (mainly, kerf geometry and surface roughness), hence addressing only some of the technological aspects.
After the experimental data processing, a well-trained neural process model (R = 1; MSE = 1.5 10 −6 ) was developed and fed into PSO to predict the optimal laser cutting parameters based on the requirements for seven responses. PSO showed a remarkable robustness and very fast convergence. The predicted performance of the optimal laser cutting by PSO was verified in the verification run, obtaining the following response values: Kd = 0.057 mm, Kt = 0.9 mm; HV = 235 HV1; G = 0 (grate did not occur); Ra = 5.2 µm; Rms = 6.3 µm; PV = 106.6 µm; the actual obtained performance value was γ = 0.899612, which is very close to the value predicted by PSO γ = 0.900825. This confirms the effectiveness of the proposed PSO-based method in optimizing laser cutting parameters. Therefore, the obtained results are implemented in the laser cutting of demanding functional parts made of Nimonic 263, which operates in harsh conditions.
The optimized microstructure was more uniform. The cut surface was smooth and microcrack-free; the roughness and peak to valley ratio was reduced, as well as the kerf deviation and kerf taper. The grate phenomenon did not occur and the microhardness was increased. These findings could be useful in several industrial sectors, such as gas and steam turbines, heat exchangers, power plant production, and, in particular, aircraft engine production since this sector requires high-quality responses and very tight tolerances.
The proposed PSO-based approach was successful in optimizing a complex process with multiple process parameters and multiple correlated responses, showing its appropriateness for use in industrial practice. The improvement and advances of the optimization methodology were clearly demonstrated, in terms of PSO usage instead of SA. Moreover, the shortcomings of the existing approaches used to optimize laser-based processes were overcome, since the proposed approach successfully deals with a large number of responses, addressing their correlations and multiple conflicting objectives without any trade-offs, and performing a global optimization in a continual space.
Future research will include the processing of thicker materials, different alloys, and shapes that are more complex.
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