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This thesis is an investigation of negative concord with application to Romanian. Negative concord
(NC) languages like Romanian pose an important challenge toour common linguistic practice of com-
posing meaning: they use several negative constituents in one sentence with an overall interpretation
of single negation. The negative sentence (1a) with one negativ expression (nobody) in a non-NC
language like standard English has the Romanian counterparin (1b), a sentence with two negative
expressions:nimeni ‘nobody’ andnu ‘not’. In English employing both negative expressionsnobody
andnot results in an affirmative interpretation (1c), which is unavailable for the Romanian (1b):
(1) a. Nobodycame.










i. ¬∃x [person′(x) ∧ come′(x)]
ii. # ¬∃x [person′(x) ∧ ¬come′(x)]
c. Nobodydid not come.
¬∃x [person′(x) ∧ ¬come′(x)]
The fact that bothnimeniandnu have negative semantics is confirmed by (2a) and (2b), where




















I use the term ‘negative marker’ (NM) to refer to the verbal negation in NC languages, likenu
in Romanian. The term ‘n-word’ introduced by Laka (1990) is employed to designate nominal and
adverbial negative constituents likenimeniandnobodyin both NC and non-NC languages.
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This thesis aims at an analysis of NC in Romanian that accounts for the negative semantics of
n-words and the NM and provides a semantic mechanism by whichwe can interpret two or more such
negative expressions as contributing one sentential negation.
1.2 The theoretical problem and two possible solutions
The linguistic interest in NC has a rich tradition starting at least with Jespersen (1917), but the term
was introduced in Labov (1972). More recently, NC has been discussed both from a crosslinguistic
perspective (Ladusaw (1992), Haegeman (1995), Corblin andTovena (2001), Zeijlstra (2004), Gian-
nakidou (2006), Richter and Sailer (2006), Penka (2007), Tubau (2008)) and in relation to individual
languages (for Spanish: Laka (1990), Suñer (1995), Herburger (2001), Catalan: Espinal (2000), Por-
tuguese: Peres (1997), French: Déprez (1997), Mathieu (2001), de Swart and Sag (2002), Italian:
Zanuttini (1991), Acquaviva (1997), Przepiórkowski (1999a), Tovena (2003), Romanian: Isac (1998,
2004), Ionescu (1999, 2004), Greek: Giannakidou (1998), Serbo-Croatian: Progovac (1994), Polish:
Przepiórkowski and Kupść (1997, 1999), Błaszczak (1999), Richter and Sailer (1999b, 2004), to name
just a few).
The problem that NC raises for linguistic theory, informally described above, can be formulated
in more precise terms if we consider NC in relation to the principle of compositionality, which is
fundamental in linguistics nowadays.
Compositionality and negation The principle of compositionality (3) states that the meaning of a
complex linguistic expression must be composed from the individual meanings of its syntactic parts
by means of a function that is consistent with their syntax. This function is usually referred to as the
‘mode of composition’.
(3) The principle of compositionality(Partee (1984, p. 281))
The meaning of an expression is a function of the meanings of it parts and of the way they
are syntactically combined.
To check if the principle of compositionality is respected in the interpretation of the sentences in
(1), we should first identify their parts with the corresponding meanings. Let us start with (1c). This
sentence has two syntactic parts: the NPnobodyand the VPdidn’t come. If we represent the meaning
of linguistic expressions in terms of a higher-order logical language (Gamut (1991)), the English n-
word nobodycorresponds to the negative quantifier in (4a) anddidn’t cometo the negative property
in (4b):1
(4) a. nobody λP.¬∃x [person′(x) ∧ P (x)]
b. didn’t come λv.¬come(v)
Combining the two parts by functional application, the typical mode of composition, gives us the
derivation inFIGURE 1.1. Furtherβ-reduction and functional application at the S level ultimately
lead to the predicate logic formula that was given in (1c) as the meaning of the English sentence:
¬∃x [person′(x) ∧ ¬come′(x)]. This shows that the interpretation of the English sentence(1 ) re-
spects the principle of compositionality with functional application as the mode of composition.
1I ignore here the tense and auxiliary semantics as well as thedetailed syntactic information of the verb, as they are not
relevant for the present purposes.
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S
Nobody didn’t come
¬∃x [person′(x) ∧ ¬come′(x)]
↑
¬∃x [person′(x) ∧ [λv.¬come′(v)](x)]
↑
λP.¬∃x [person′(x) ∧ P (x)](λv.¬come′(v))
NP
Nobody




Figure 1.1: Syntactic derivation and interpretation forNobody didn’t come
Double negation (DN) The cooccurrence of two negations in the predicate logic formula obtained
in FIGURE 1.1 makes it truth-conditionally equivalent to a positive formula, if we consider the logical
law of double negation in (LEMMA 1.1), by which two logical negations cancel each other.
Lemma 1.1 The law of double negation
For every formulap, the following holds:
¬¬p⇔ p
To apply the law of double negation to the formula inFIGURE1.1 we have to make the two negative
operators adjacent by use of logical inference rules. This is done in (5a). We first replace the existential
quantifier outscoped by negation with a universal quantifieroutscoping negation (LEMMA 1.2). The
result contains the negation of a conjunction which can be sustit ted by an implication with a positive
antecedent and a negative consequent (LEMMA 1.3). We thus obtain the desired adjacent negative
operators that cancel each other (see the third line in (5a)). The result is the positive formula in (5a),
which corresponds to our intuition concerning the English sentence (1c): see (5b).
Lemma 1.2 The law of quantifier negation
For every variablex, for every formulaψ, the following holds:
¬∃x ψ ⇔ ∀x ¬ψ
Lemma 1.3 For all formulasφ andψ, the following holds:2
¬(φ ∧ ψ)⇔ (φ→ ¬ψ)
(5) a. ¬∃x [person′(x) ∧ ¬come′(x)]
L:1.2
⇐⇒ ∀x¬[person′(x) ∧ ¬come′(x)]
L:1.3
⇐⇒ ∀x [person′(x)→ ¬¬come′(x)]
L:1.1
⇐⇒ ∀x [person′(x)→ come′(x)]
2This rule is derived on the basis of the DeMorgan law¬(φ ∧ ψ) ⇔ (¬φ ∨ ¬ψ) and the conditional law(¬φ ∨ ψ) ⇔
(φ→ ψ) (see Partee et al. (1990, Sec. 6.4)).
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S
Nobody came
¬∃x [person′(x) ∧ come′(x)]
↑
¬∃x [person′(x) ∧ [λv.come′(v)](x)]
↑
λP.¬∃x [person′(x) ∧ P (x)](λv.come′(v))
NP
Nobody




Figure 1.2: Syntactic derivation and interpretation forNobody came
b. Nobodydid not come. = Everybody came.
The fact that the cooccurrence of two negative expressions in a entence triggers a double negation
interpretation makes standard English a so-called DN languge. This contrasts with NC languages like
Romanian, where two negative expressions yield a NC interpretation.
The NC challenge Let us now return to the Romanian sentence in (1) to see what the principle
of compositionality predicts. (1b) is made up of syntactic parts similar to those in (1c): the n-word
nimeni ‘nobody’ and the negated verbnu a venit‘didn’t come’. Assuming, as for English and as
indicated by the data in (2), that the meaning of the former cor esponds to the negative quantifier
and the latter to the negative property in (4), the principleof compositionality allows us to derive the
formula inFIGURE 1.1 as the meaning of (1b). The translation and the predicatelogic formula in (1b),
however, indicate that the Romanian sentence has a different int rpretation, with only one negation.
(1b) is synonymous with the English sentence (1a) ‘Nobody came’. If we interpret (1a) we easily get
the derivation inFIGURE 1.2 and the right interpretation with one negative operator.
The interpretation inFIGURE 1.2 is the one that we need for the Romanian sentence (1b) as well.
The problem is that the Romanian sentence contains two negativ expressions instead of one. To
make it match the structure inFIGURE 1.2 we have to hypothesize that one of the two expressions
is not negative, which is contrary to what the data in (2) suggest. Alternatively, we have to find a
different mode of composition which yields the interpretation in FIGURE 1.2 from input expressions
similar to those inFIGURE 1.1. As we will see in this thesis, this is not a trivial matter.
This conflict between the compositionally derived meaning (FIGURE 1.1) and the actual interpre-
tation (FIGURE 1.2) of a NC sentence like (1b) illustrates the challenge that NC constructions pose to
linguistic theory.
Two solutions: NPI vs. NQ approaches Comparing the Romanian and the English data in (1b)
and (1c) with respect to the principle of compositionality,there are two points where the analysis for
Romanian could differ from that for English: (1) the initialssignment of a negative meaning to the
parts or (2) the function by which the two negative parts are composed. Let us consider each option
in turn.
In the first case, a thorough empirical investigation is needed to determine if the n-word and the
negative marker are indeed negative, that is, if they both contribute semantic negation in the contexts
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where they occur. If we can conclude that only one of them is truly negative, the compositionality
problem is solved, as we can derive the interpretation by a mechanism similar to that inFIGURE 1.2.


















‘John didn’t come.’ (Romanian)
This does not hold of n-words, which at least in some environme ts require the occurrence of the NM




























‘John didn’t say anything (to anybody).’ (Romanian)
The data in (6) clearly indicate that the NM bears semantic negation independently of n-words. Thus
it is reasonable to assume a uniform negative semantics for the NM in all the contexts, including (7).
It remains to be determined whether n-words in (1b) and (7) are indeed negative.
A simple way to put NC constructions in accord with the principle of compositionality is to start
with the hypothesis that n-words are non-negative. The approaches that adopt this idea usually assume
that n-words are negative polarity items (NPIs) likeanythingin the English translations in (7).4 With
this assumption the NM remains the only negative component i(1b) and (7), and no compositionality
problem arises. Laka (1990) is the first to take up this optionin an extensive study. Ladusaw’s (1992)
more fine-grained approach sets the basis for a rich tradition of linguistic studies that account for NC
as an instance of negative polarity.
If the empirical investigation leads to the conclusion thatn-words are semantically negative just
like the NM, the solution is to replace the functional applicat on mechanism inFIGURE 1.1 by one
that derives only one negation when composing two negative expressions. This direction of analysis
is introduced in Zanuttini’s (1991) approach to Italian, continues in Haegeman (1995), Haegeman and
Zanuttini (1996), and more recently also in de Swart and Sag (2002) and Richter and Sailer (2004).
The two options described above have developed into the two main directions in the literature on
NC. I will refer to the studies that take the first line of analysis as the “NPI approaches”, and to the
ones following the second as the “negative quantifier (NQ) approaches”. For Romanian, I will argue
in Chapter 3 that the NQ analysis is empirically more adequate.
3Parentheses express optionality, and the star outside themindicates that optionality is ungrammatical, so what is be-
tween the parentheses is obligatory.
4Ladusaw (1980) and Linebarger (1980) use the term NPI extensively. It is employed here for (non-negative) indefinites
restricted to appear within the scope of a negative (or negative-like) operator.
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1.3 The contribution of this thesis
This thesis is an NQ approach to NC and has both empirical and theoretical contributions. From an
empirical point of view, it enriches the linguistic literature with an extensive investigation of Romanian
n-words and NC constructions, on the one hand, and offers a more refined explanation for the dual
behavior of n-words with crosslinguistic implications, onthe other hand. I reject the analysis of n-
words as NPIs on the basis of the fact that Romanian n-words anNC constructions lack the crucial
characteristics of NPIs and their relation to the semantic licenser. Even in contexts where they occur
without a NM, Romanian n-words exhibit anti-additive properties which qualify them as semantically
negative. Moreover, the NM does not show anti-additivity over n-words, while it does over NPIs.
This indicates that it semantically licenses NPIs, but not n-words. The availability of a DN reading
with two cooccurring n-words and the similarity between their scope properties and those of true
quantifiers are taken as further evidence for their negativequantifier status. A close investigation of
other empirical tests provided by NPI approaches against the NQ status of n-words indicates that they
are actually compatible with the claim in this thesis, if we regard negative quantifiers as a subclass of
weak quantifiers (Milsark (1974)).
The theoretical contribution of this thesis is the elaborati n of a systematic syntax-semantics in-
terface for the core properties of Romanian n-words and NC. This is also an example of how we
can account for NC in natural language in general if we maintain the assumption that n-words are
negative quantifiers. I follow de Swart and Sag’s (2002) proposal for French to analyze NC as a
resumptive negative quantifierin an Extended Generalized Quantifier Theory (van Benthem (1989),
Hamm (1989), May (1989), Keenan (1992), Keenan and Westerståhl (1997), Peters and Westerståhl
(2006)). N-words and the NM are assumed to contribute a generaliz d negative quantifierNO of
Lindström type〈1, 1〉 and〈0〉, respectively (Lindström (1966)). As they all contributequantifiers with
the same operatorNO, a sequence ofk n-words and one NM (the typical NC pattern) together can
build a resumptive polyadic quantifierNOk of type 〈1k, k〉, which bindsk variables. The negative
semantics is thus contributed only once, independently of how many n-words are involved, and we
obtain the NC interpretation of sentences like (1b) and (7b). Alternatively, the monadic quantifiers
NO can be combined byiteration, which gives us the same result as functional application.
While de Swart and Sag (2002) remains mainly programmatic with respect to the compositional-
ity problem, I further investigate the feasibility of theirsuggestion to define a mode of composition
calledresumption, an alternative to functional application, that constructs resumptive polyadic quanti-
fiers from monadic ones. I show that this operation contravenes the traditional combinatorics provided
by a functional type theory withλ-calculus exemplified inFIGURE 1.1 and 1.2. Therefore, resumption
cannot be formulated as a mode of composition. To offer a syntax-semantics interface for resump-
tive negative quantifiers, I give a logical syncategorematic definition ofNOk. Instead of defining a
resumption operation, I make direct use of ak- ry resumptive (negative) quantifier. This quantifier
is further integrated in Lexical Resource Semantics (LRS, Richter and Sailer (2004)), an underspec-
ified semantics theory for the constraint-based framework of Head-driven Phrase Structure Grammar
(HPSG, Pollard and Sag (1994)). LRS replaces the traditional techniques of combining syntactic ex-
pressions with a constraint-based combinatorics that observe the surface constituent structure and the
well-typing of logical formulae. This allows a straightforward integration of a resumptive quantifier
NO of an underspecified complexity (type) without major adjustments to the grammar. We can thus
account for a core sample of Romanian NC constructions, the locality conditions on the scope of
n-words, their interaction with non-negative quantifiers,a well as for the semantic and information
structure conditions on DN readings.
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1.4 Overview
The thesis is organized in five thematic chapters and conclusions as follows.
Chapter 2,Theoretical background, is a preliminary presentation of the theoretical frameworks
and the empirical domain of the thesis. In Section 2.1 I describe the main assumptions of the Ex-
tended Generalized Quantifier Theory that will be used in theanalysis. I introduce the so-called
polyadic lifts iteration, resumption, cumulationanddifferent/ samequantifiers as distinct semantic
mechanisms to interpret a sequence of monadic quantifiers insentences with two or more quantifica-
tional NPs. Section 2.2 contains a general characterization of Romanian to familiarize the reader with
the empirical domain. I address those properties of Romanian th t concern inflection, agreement and
word order. Section 2.3 is a description of HPSG, the grammatical framework in which I develop the
syntax-semantics interface for NC constructions. I give a sm ll HPSG grammar for Romanian that
will later be enriched with the analysis of NC.
Chapter 3,The semantic status of Romanian n-words, escribes the empirical phenomena that
motivate the choice for an NQ approach to n-words and NC in Romanian. I first show that the semantic
behavior of n-words evidences their negative content whichmakes an NPI approach undesirable for
NC. Moreover, n-words have scope properties that closely resemble those of true quantifiers and
thus further support their negative quantifier status. I also investigate the scope interaction between
two negative quantifiers and a non-negative one and its effects on the NC/ DN interpretation. The
conclusion is that negative quantifiers in NC have idiosyncrati scope properties similar to cumulative
polyadic quantifiers. This motivates a treatment of NC in terms of a polyadic quantifier as proposed
in the following chapter.
Chapter 4,Romanian NQs and NC. Towards a syntax-semantics, ha two parts: 1) a semantic
analysis of Romanian NC and DN readings with polyadic quantifiers and 2) an investigation of the
status of polyadic lifts in a compositional grammar. I first show that the DN reading of two cooccur-
ring n-words can be obtained if we apply iteration to the two mnadic negative quantifiers, and NC
if we apply resumption instead. In further support of a polyadic approach to Romanian negation, the
scope properties of the negative quantifiers in DN and NC readings are shown to match the general
scope behavior of the monadic parts in polyadic quantifiers dived by iteration and resumption, re-
spectively. Second, I investigate the possibility of defining resumption as a mode of composition. I
develop a small compositional fragment for Romanian in which I show that resumption and polyadic
lifts in general cannot be defined as modes of composition. This is because the traditional notion of
compositionality assumes a functional type theory withλ-calculus which is used to imitate the con-
stituent structure of natural language, and polyadic lifts, formulated in a relational type theory, cannot
be captured with this combinatorics. The question that arises how to develop a syntax-semantics
interface for NC as a resumptive negative quantifier, if resumption cannot be compositional.
Chapter 5,The HPSG analysis of Romanian NC: An LRS account, offers a solution and proposes a
syntax-semantics interface for Romanian NC in HPSG. I use anxtensional higher-order representa-
tion languageTy1 in which I define ak-ary resumptive negative quantifier. LRS is an underspecified
semantics framework and allows a direct integration of thisresumptive quantifier in the grammar by
formulating the right constraints consistent with its logical representation. I account for NC con-
structions by allowingk negative quantifiers contributed by n-words to identify their list of variables,
restrictions and the nuclear scope. This means that all the negative quantifiers end up as one and the
samek-ary resumptive negative quantifier. Alternatively, two negative quantifiers can stay separate,
one taking scope over the other, and yield the DN reading. Thenext step of the analysis concerns
the NM which is shown to always contribute negative semantics and to fix the scope of the negative
quantifiers in NC. I thus offer an account of the locality conditions on the interpretation of n-words
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that occur in embedded subjunctive clauses. While this analysis is not meant to exhaustively describe
n-words and NC in Romanian, it proposes a systematic syntax-semantics that accounts for basic NC
constructions, the NM as sentential negation and its relation to n-words, as well as the essential prop-
erties of DN readings with n-words.
Chapter 6,Comparison to previous approaches, i a survey of other approaches to NC in compar-
ison to the one in this thesis. I first consider some NPI approaches and then alternative NQ analyses.
I show that my claim that n-words are negative quantifiers is consistent with several other empirical
tests that the NPI approaches employ in support of theirnon-negativesemantics. Furthermore, I argue
that the systematicity of the present analysis makes it preferable to other non-compositional accounts
for NC as for instance those making use of negation factorization. Cooper storage, a semantic mecha-
nism usually employed to underspecify quantifier scope interac ion, is shown to be unable to integrate
resumption compositionally for the same reasons as the compositional grammar in Chapter 4. This
makes LRS the only semantic framework of the ones consideredhere that can integrate resumptive
quantifiers in a systematic syntax-semantics interface.
Chapter 7,Conclusion and perspectives, ummarizes the results in this thesis and presents sug-
gestions for future research. In particular, it calls attention to the primary reasons why we need
compositionality. We generally need a compositional mechanism that allows us to account for the
systematicity of meaning composition in natural language.The principle of compositionality is our
mechanism at the moment and it has been successful in numerous applications. But if natural language
challenges it, we should not force the empirical facts to fit our theoretical concept. We should rather
reformulate the mechanism to correctly characterize the natural language, at the same time keeping
the previous results. NC and other natural language polyadic quantifiers challenge our traditional
principle of compositionality which is most likely in need of adjustment. LRS is a framework that
allows us to account for the phenomena analyzed in compositional grammars and to also integrate NC




The aim of this chapter is to set the theoretical background for the account of NC that will be developed
in the subsequent chapters. Three main aspects are taken into co sideration here: 1) the semantic
framework within which NC can be accounted for, 2) the empirical domain: Romanian, and 3) the
linguistic theory which can integrate the semantics in a syntactic framework. The first component is
provided by the theory ofPolyadic Quantifiersdeveloped among others in Keenan and Westerståhl
(1997). This is presented in Section 2.1. Section 2.2 is a short description of Romanian and Section 2.3
introduces Head-driven Phrase Structure Grammar (HPSG) ofPollard and Sag (1994) as the syntax-
semantics framework.
2.1 Polyadic quantifiers
My account of Romanian NC continues the linguistic tradition of the “NQ approaches” mentioned in
Section 1.2, more precisely, the line in de Swart and Sag (2002). The semantic apparatus is an exten-
sion of theGeneralized Quantifier Theoryusually referred to as theExtended Generalized Quantifier
Theoryor Polyadic Quantifiers(Keenan and Westerståhl (1997), Peters and Westerståhl (2006), a.o.).
In this section, I present the background assumptions of theGeneralized Quantifier Theory and
the way they are extended to polyadic quantifiers. For now, I am only concerned with the semantics
of generalized quantifiers, so I do not provide a full logicallanguage with a syntax. This will be done
at a further stage, when I integrate polyadic quantifiers in alogical language that will be needed for
the analysis of Romanian negative concord (Chapters 4 and 5).
Section 2.1.1 is a presentation of polyadic quantifiers as a complex extension of generalized quan-
tifiers. In Sections 2.1.2 and 2.1.3, I introduce the operations iteration, cumulation, resumption, also
called polyadic lifts, anddifferent/ samequantifiers as polyadic quantifiers derived from monadic
generalized quantifiers. In Section 2.1.4 I discuss the expressive power of these operations and their
potential to be “reduced” to iteration.
2.1.1 Preliminaries
The main concern of theGeneralized Quantifier Theory(GQT) – first formulated in Barwise and
Cooper (1981) – is the semantic interpretation of NPs like the ones italicized in (8):
(8) a. Everybody/ Johncame/ worked hard.
b. Every student/ No doctor/ Three studentscame/ worked hard.
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All these NPs combine withone-place predicatesexpressed by intransitive verbs likecameand
worked hardto form sentences. One-place predicates denote propertiesof individuals. So, given
a domainE of individuals, one-place predicates denote subsets ofE, i.e. sets of individuals carrying
the same property (e.g. the property of coming or that of working hard). Sentences denote truth values:
either1 (true), or 0 (false).
If John is among the individuals who have the property of coming, the sentenceJohn cameis true;
otherwise, it is false. This is the way a sentence is interpreted in first-order predicate logic, where
John is represented as an individual constantj and the property is predicated of this constant: see
(9a), where[x] stands for the denotation of x.1 But in a higher-order logic, John may be represented
as a second-order function (i.e. a set of properties) which takes the property as an argument. In this
case, the sentence is true if coming is one of the properties that John has (see (9b)). This latter view,
first introduced in Montague (1973), is the one adopted in theGeneralized Quantifier Theory and the
one I will follow in this thesis:
(9) John came.
a. First-order predicate logic
COME(j)
[COME(j)]= 1 iff [j] ∈ [COME]
b. Generalized quantifier theory
JOHN(COME)
[JOHN(COME)]= 1 iff [COME] ∈ [JOHN]
Thus in GQT terms, NPs like the ones in (8) denote second-order functions over the domain of indi-
vidualsE: they map properties (subsets ofE) onto truth values. This translation of an NP corresponds
to the mathematical notion of ageneralized quantifier, so Barwise and Cooper (1981) refer to NPs as
denoting generalized quantifiers.
The NPs in (8a) are usually analyzed as wholes, but within theones in (8b), the determiners
every, no, threecombine with the common nounsstudentanddoctor to form NPs. Common nouns,
like intransitive verbs, denote properties, so determiners denote functions that map properties onto
generalized quantifiers of the kind denoted by NPs. Determiners are thus interpreted as functions
from properties to sets of properties: a sentence likeEv ry student cameis represented as in (10) and
is true if coming is a property of every student:
(10) Every student came.
(EVERY(STUDENT))(COME)
[(EVERY(STUDENT))(COME)]= 1 iff [COME] ∈ [(EVERY(STUDENT))]
In Montague’s tradition Barwise and Cooper (1981) use the term generalized quantifier exclu-
sively for the denotation of NPs. However, following the mathematical tradition based on Lindström
(1966), the subsequent linguistic literature refers to both NPs and determiners as denoting generalized
quantifiers of different complexity. For this presentation, I adopt this latter position. To distinguish
between the two types, I use the terms “NP quantifier” and “Detquantifier”. Later in this section,
this informal terminology will be replaced by a more preciseon following Lindström’s mathematical
classification of generalized quantifiers.
TABLE 2.1 summarizes the correspondence between linguistic expressions and GQT notions and
the notational conventions that will be assumed throughoutthis presentation. For NP quantifiers,
1I follow the common assumption that the language of generalized quantifiers is interpreted in a model M which assigns
an interpretation to expressions of the language with respect to a domainE of individuals. M is viewed as the ordered pair
〈E, [ ] 〉, such that it assigns to each expression x an interpretation[x] .
2.1. POLYADIC QUANTIFIERS 11
which are obtained by the application of a Det quantifier to a property, I adoptCONVENTION 2.1 and
simplify the notation by leaving out the brackets:
Convention 2.1 For Deta Det quantifier andN a common noun, the following holds:
Det(N) = Det N
Example: EVERY(STUDENT) = EVERY STUDENT
Linguistic Syntactic Syntactic Denotation
expression category representation
come VP COME set of individuals (property)
student N STUDENT set of individuals (property)
John NP JOHN set of properties
every student NP EVERY STUDENT set of properties
every Det EVERY function from properties
to sets of properties
Table 2.1: Basic assumptions in GQT
Semantics Barwise and Cooper (1981) start with the idea that a sentenceof the form[S NP VP ] is
true iff the denotation of the VP is a member of the generalized quantifier (see also (10) above). In
DEFINITION 2.1, I give the truth conditions for various NP quantifiers. The notation|A| stands for the
cardinality of the setA. I use small caps for subsets of the domainE or other functions onE:
Definition 2.1 Semantics for NP generalized quantifiers
For a domainE, for everyA ⊆ E:
a. [EVERY] (A) = { X ⊆ E | A ⊆ X}
b. [SOME] (A) = { X ⊆ E | A ∩ X 6= ∅}
c. [NO] (A)= { X ⊆ E | A ∩ X= ∅}
d. For every cardinal numbern and a corresponding Det quantifierN,
[N] (A)= { X ⊆ E | |A ∩ X| = n}
Given the semantics of NP quantifiers and their relation to the corresponding Det quantifiers within
their structure, we can also determine the semantic contribution of the latter. Recall that Det quantifiers
map properties (common nouns) onto NP quantifiers, which in tur ake a property (the VP) to a
truth value (the sentence). This perspective on generalized quantifiers is calledfunctional, because it
reflects the syntactic structure of the sentence: seeFIGURE 2.1. Given the semantics of NP quantifiers
containing the determinereveryand assuming that[STUDENT] and [COME] are subsets of the
domainE, the sentence in (10) is interpreted as in (11): it is true iffthe property of coming contains
all the individuals that have the student property:
(11) Every student came.
(EVERY(STUDENT))(COME)
[(EVERY(STUDENT))(COME)]= 1











Figure 2.1: Functional perspective on generalized quantifiers
⇐⇒ [COME] ∈ [(EVERY(STUDENT))]
D:2.1
⇐⇒ [COME] ∈ { X ⊆ E | [STUDENT] ⊆ X}
⇐⇒ [STUDENT] ⊆ [COME]
Leaving aside the hierachical structure and concentratingon a purely set-theoretic perspective,
we can view the denotation of a determiner as a function taking two properties to a truth value (see
van Benthem (1986a,b)). Thus a Det quantifier can be regarded as a binary second-order relation.
It is binary because it takes two arguments, similarly to a binary relation denoted by a transitive
verb like love. It is second-order because it does not apply to individuals, but to sets of individuals,
i.e. properties. This is therelational perspective on generalized quantifiers. The two perspectives
(functional and relational) are not in conflict with each other. For instance, the syntactic asymmetry
between the object and the subject of the verblove is not in conflict with the fact that the verb denotes
a binary relation between individuals. In the same way, a determiner denotes a binary relation between
properties, independently of the syntactic difference betwe n the common noun and the VP.
In my discussion on generalized quantifiers, I follow Zwarts(1983), van Benthem (1986a, 1989),
Westerståhl (1989), Keenan (1987, 1992), Keenan and Westerståhl (1997), Peters and Westerståhl
(2006) in adopting therelationalview. In this perspective, determiners denote various binary relations
between sets of individuals:everydenotes the subset relation,somethe non-empty intersection,o
the empty intersection and so on, as given inDEFINITION 2.2:
Definition 2.2 Semantics for Det generalized quantifiers
For a domainE, for everyA , B ⊆ E:
a. [EVERY] (A ,B)= 1 iff A ⊆ B
b. [SOME] (A ,B)= 1 iff A ∩ B 6= ∅
c. [NO] (A ,B)= 1 iff A ∩ B= ∅
d. For every cardinal numbern and a corresponding Det quantifierN,
[N] (A ,B)= 1 iff |A ∩ B| = n
Within the relational view, the sentence in (10) is represented and interpreted as in (12). The functional
(11) and the relational (12) representation of the sentencehav the same truth-conditions:
(12) Every student came.
EVERY(STUDENT, COME)
[EVERY(STUDENT, COME)]= 1 iff [STUDENT]⊆ [COME]
The truth-conditional equivalence between the functionaland the relational perspective has been
formalized in the work of the mathematicians Moses Schönfinkel (see Schönfinkel (1924)) and Haskell
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B. Curry (see Curry (1930)).2 There are two operations by which one can turn a relational repres n-
tation of a function into a functional representation, and vice versa. These operations are commonly
referred to ascurryinganduncurrying, respectively. They are given inDEFINITION 2.3 below, adapted
from Carpenter (1997, pp. 68–69) to match the set-theoretical notation used here. Here I give the def-
inition with application to Det quantifier functions:
Definition 2.3 curry/ uncurry
For everyQf and Qr, the functional, respectively, the relational representation of a Det
quantifier, for everyA , B⊆ E, the following hold:
curry(Qr(A ,B))= (Qf (A))(B)
uncurry((Qf (A))(B))= Qr(A ,B)
For every functional expressionα, and every relational expressionβ, the following hold:
curry(uncurry(α)) = α
uncurry(curry(β)) = β
Thecurry/ uncurryfunctions defined above allow us to freely switch between thefunctional and
the relational representation of a Det quantifier. As indicated by the different subscripts inDEFINI-
TION 2.3,Qf andQr are not exactly the same, since they have different domains and co-domains:Qf
takes one property and returns a set of properties, whileQr takes two properties and returns a truth
value. However, there is a one-to-one correspondence between th m in terms of truth conditions, since
Qr is the set of pairs (A , B), such that (Qf (A))(B) = 1, and conversely, (Qf (A))(B) = 1 iff (A , B) ∈ Qr
(see also Gamut (1991, Vol. 2, pp. 85, 228)). In view of this correspondence between the relational
and the functional representation, already apparent fromDEFINITION 2.1 andDEFINITION 2.2, I use
the same notation for both the relational and the functionalquantifier. This means that in general
instead ofQr or Qf I will simply use Q, for any quantifierQ defined on the domainE. Whether it is
the relational or the functional one can be determined by examining the arguments it takes.
With respect to the quantifiers inDEFINITION 2.1 andDEFINITION 2.2, thecurry/ uncurry func-
tions in DEFINITION 2.3 allow us to formulate the correspondence between the relational and the
functional representation as inLEMMA 2.1:
Lemma 2.1 Semantic correspondence between functional and relational Det quantifiers
For a domainE, for everyA , B ⊆ E:
a. ([EVERY] (A))(B) = 1 iff B∈ { X ⊆ E | A ⊆ X} ⇔ [EVERY] (A , B) = 1 iff A ⊆ B
b. ([SOME] (A))(B) = 1 iff B∈ { X ⊆ E | A ∩ X 6= ∅} ⇔ [SOME] (A , B) = 1 iff
A∩B 6= ∅
c. ([NO] (A))(B)= 1 iff B∈ { X ⊆ E | A ∩ X= ∅} ⇔ [NO] (A , B) = 1 iff A ∩ B= ∅
d. For every cardinal numbern and a corresponding Det quantifier N,
([N] (A))(B)= 1 iff B∈ { X ⊆ E | |A ∩ X|= n} ⇔ [N] (A , B) = 1 iff |A ∩ B| = n
e. For every Det quantifierQ,
((Q(A))B) = 1⇔ Q(A , B) = 1
2According to Hindley and Seldin (2008), this idea was already present in Frege (1893, Vol 1, Sec. 4). Thanks to Janina
Radó and Frank Richter for mentioning this to me.
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Most of the discussion on generalized quantifiers in this theis will be formulated within the
relational perspective. However, the representation of generalized quantifiers within a model-theoretic
semantics based on lambda-calculus with functional types will require that I switch to a functional
representation in Section 4.3 and Chapter 5.
2.1.1.1 Monadic vs. polyadic quantifiers
Our discussion so far has concernedmonadic(or unary) quantifierswhose arguments areproperties
that can be viewed asunary relationsover the domain of individuals. Unary relations are denotedby
linguistic expressions corresponding to common nouns (student) or intransitive verbs (came, worked
hard). The NPs in (8) appear as subjects of intransitive verbs, sothey denote monadic quantifiers
taking unary relations to truth values. But NPs can also apper as direct and indirect objects of
transitive and ditransitive verbs like in (13):
(13) a. Every studentreadsome book.
b. Three teachersgaveevery student some book.
Unlike cameandworked hardin (8), read andgavedenote a binary and a ternary relation, re-
spectively. The standard way (in the tradition of Montague (1973)) to interpret these sentences is a
functional one in which the relation denoted by the verb applies to each NP quantifier in turn to derive
the truth conditions of the proposition.3 By contrast, in the GQT literature the relational view is used
for these sentences as well. Thus we can think of all the NPs ineach sentence in (13) as denoting
one complex quantifier which maps the binary/ ternary relation onto a truth value. In GQT syntax, we
represent the two sentences as in (14), where I again employCONVENTION 2.1 with NP quantifiers:
(14) a. Every student read some book.
(EVERY STUDENT, SOME BOOK)(READ)
b. Three teachers gave every student some book.
(THREE TEACHER, EVERY STUDENT, SOME BOOK)(GIVE)
Generalized quantifiers like those in (14), which apply to arguments more complex than unary
relations, are calledpolyadic quantifiers. In particular, (EVERY STUDENT, SOME BOOK) is a
binary quantifier because it maps binary relations to truth values. (THREE TEACHER, EVERY
STUDENT, SOME BOOK) is a ternary quantifier.
Relations Before going into the discussion on polyadic quantifiers andtheir relation to monadic
quantifiers, we need to clarify the status of their arguments. We represented unary relations/ properties
as sets of individuals from the domainE, in short, as subsets ofE. Binary and ternary relations are sets
of pairs (3-tuples) of individuals from the domainE. This is to say that a binary relation is a subset of
theCartesian productE× E and a ternary relation is a subset of the Cartesian productE × E × E.
Definition 2.4 n-ary Cartesian product
For a domainE, X1, X2, ..., Xn ⊆ E, n ∈ N, the Cartesian product ofX1, X2, ..., Xn is:
X1× X2× ...× Xn= {(x1, x2, ..., xn)| x1 ∈ X1 andx2 ∈ X2 and ... andxn ∈ Xn}
The notion of a Cartesian product allows us to define relations as sets of ordered tuples of individ-
uals from the domainE. TABLE 2.2 shows the correspondence between linguistic expressions, their
syntactic category, and their denotation as relations.
3This is possible provided a type-shifting mechanism is applied to the translation of the verb, so that it can take the NP
quantifier as its argument. See Section 4.3.2.4, for an example.
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Linguistic expression Syntactic category Denotation Subset of
John/ Every student camesentence 0-ary relation (proposition) E0
come, work intransitive verb unary relation (property) E= E1
student common noun unary relation (property) E= E1
read, love transitive verb binary relation E × E= E2
give ditransitive verb ternary relation E × E× E= E3





Given that relations of arityn are subsets of then-ary Cartesian product of the domainE, we can
think of unary relations as subsets of the unary Cartesian product of the domain, which isE itself. This
coincides with our initial representation of a property butit has the advantage that it can be integrated
in the general picture ofn-ary relations and their status with respect to the domainE.
Another way of viewing relations is by making appeal to the set of all subsets ofE as thepower
setof E, written as P(E) and defined below:
Definition 2.5 Power set
Given a setA, the power set ofA is the set of all subsets ofA: P(A)= {X| X ⊆ A}
Lemma 2.2 For every setA, n ∈ N such that|A|= n, |P(A)|= 2n.
Example:
For a setA= {a, b}, P(A)= {{a, b}, {a}, {b}, { }};
|E|= 2, son = 2 and|P(E)|= 22 = 4.
The power set of a non-empty setA contains at least the setA and the empty set. With the notion of
the power set of a set, we can define relations as elements of the power set of a Cartesian product ofE.
For instance, unary relations are elements of P(E1), binary relations are elements of P(E2) andn-ary
relations are elements of P(En). In this thesis, I will occasionally make use of both ways ofviewing
relations.
In the table above, note that the general representation ofn-ary relations allows us to view propo-
sitions (i.e. the denotation of sentences) as0-ary relations and thus subsets of the empty Cartesian
productE0. The setE0contains only one element, the empty tuple: i.e.E0= {()}. As a subset ofE0,
a proposition can be either the set{()}, or {}, given that P(E0)= {{()}, {}}. In the former case the
proposition is true, in the latter, it is false. In the linguistic literature, a true proposition is usually
represented as equal to1 and a false one as equal to0, so the following convention is usually adopted
(see for instance Keenan (1992)):
Convention 2.2 For any domainE, the power set of the setE0= {()} is the set of truth
values, i.e. we have the following convention:
P(E0) = {{()}, {}} = {1, 0}, and thus{()} = 1 and{} = 0.
Here, I will use the latter notation which is more common in the literature and thus we will view a
proposition as an element of the set{1, 0}.
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2.1.1.2 Classification of generalized quantifiers
Extending the domain of generalized quantifiers with polyadic quantifiers requires a rigorous system
within which one may characterize the properties and the complexity of each kind of quantifier. In
this respect, the linguistic framework of polyadic quantifiers follows the mathematical tradition of
Mostowski (1957) and Lindström (1966).
Within Lindström’s classification, monadic NP quantifiers(e.g. EVERY STUDENT in (10)) are
categorized as type〈1〉 generalized quantifiers, binary NP quantifiers (e.g. (EVERYSTUDENT,
SOME BOOK) in (14a)), as type〈2〉, ternary NP quantifiers (e.g. (THREE TEACHER, EVERY
STUDENT, SOME BOOK) in (14b)), as type〈3〉 andn-ary NP quantifiers in general, as type〈n〉.
This classification is meant to indicate that these quantifiers are functions that map one relation of
arity one, two, three, andn, respectively, to a truth value. In more precise terms, their domain is
P(E1), P(E2), P(E3), or P(En), respectively, and their co-domain is P(E0).
NP quantifiers (monadic or polyadic) take one argument relation to a truth value, so their type
contains only one digit. This is in contrast with Det quantifiers which take at least two arguments,
as we saw for instance in the case of EVERY in (12) which maps two arguments (STUDENT and
COME) onto a truth value. This means that in Lindström’s classification, the type of EVERY has two
digits. Since both arguments are unary relations, it is〈1, 1〉.
As shown above with respect to (14), polyadic NP quantifiers are made up of several monadic
NP quantifiers viewed as building a complex quantifier together. The binary quantifier (EVERY
STUDENT, SOME BOOK) is made up of the monadic EVERY STUDENT and SOME BOOK
and (THREE TEACHER, EVERY STUDENT, SOME BOOK) contains the monadic NP quantifiers
THREE TEACHER, EVERY STUDENT, and SOME BOOK. If we write the monadic NP quantifiers
as Det quantifiers applying to a unary relation, we can represnt the type〈2〉 quantifier (EVERY STU-
DENT, SOME BOOK) as (EVERY, SOME)(STUDENT, BOOK) and the type〈3〉 quantifier (THREE
TEACHER, EVERY STUDENT, SOME BOOK) as (THREE, EVERY, SOME)(TEACHER, STU-
DENT, BOOK). The binary Det quantifier (EVERY, SOME) that we obtain is a function that takes
three arguments to a truth value: the first two arguments are unary relations (i.e. STUDENT and
BOOK), the third argument is the binary relation READ. Its type is〈1, 1, 2〉. The ternary Det quan-
tifier (THREE, EVERY, SOME) is a function that takes four arguments to a truth value: three unary
relations (i.e. TEACHER, STUDENT, BOOK) and one ternary relation (GIVE). Its type is〈1, 1, 1, 3〉.
In Lindström’s general typing system, the type of a polyadic quantifier is given by a sequence of
natural numbers. The number of arguments of the quantifier isthe ame as the length of this sequence.
The last argument is expressed by a verb, the other ones are common nouns. Lindström’s classification
thus provides a uniform treatment of all natural language quantifiers as functions, regardless of their
syntactic position. In order to distinguish the restrictions of a polyadic quantifier from its nuclear
scope, sometimes angle brackets are used. Instead of〈1, 1, 2〉 or 〈1, 1, 1, 3〉, one may write〈〈1, 1〉, 2〉
and 〈〈1, 1, 1〉, 3〉. If all the restrictions of the monadic Det quantifiers are ofthe same arity like in
the two cases above, we write the number of restrictions as a super cript of the arity of the relations
involved: e.g.〈12, 2〉 and〈13, 3〉.
We call binary/ ternary/ n-ary a quantifier which takes a binary/ ternary/ n-ary relation as an
argument, independently of how many other arguments of a lower arity the quantifier takes. Thus a
type 〈1, 1, 2〉 and a type〈2〉 quantifier are both binary, since the most complex relation they take as
an argument is a binary one. The same holds of ternary and n-ary qu ntifiers in general. So, unlike in
the case of relations, whose arity is given by the number of arguments they take (seeTABLE 2.2), the
complexity of a polyadic quantifier is not given by the numberof the arguments, but by the greatest
arity of their arguments.
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Quantifier (Q) Component Qs (CQ) Type Type Domain
of CQ of Q of Q
propositional operators (negation)– – 〈0〉 P(E0)
EVERY STUDENT – – 〈1〉 P(E1)
(EVERY STUDENT, SOME EVERY STUDENT 〈1〉 〈2〉 P(E2)
BOOK) SOME BOOK 〈1〉
(THREE TEACHER, EVERY THREE TEACHER 〈1〉 〈3〉 P(E3)
STUDENT, SOME BOOK) EVERY STUDENT 〈1〉
SOME BOOK 〈1〉
(EVERY, SOME) EVERY 〈1, 1〉 〈12, 2〉 P(E1) × P(E1)
SOME 〈1, 1〉 × P(E2)
(THREE, EVERY, SOME) THREE 〈1, 1〉 〈13, 3〉 P(E1) × P(E1)
EVERY 〈1, 1〉 × P(E1) × P(E3)
SOME 〈1, 1〉
(NP1, NP2, ..., NPn) NP1 〈1〉
NP2 ... 〈1〉 ... 〈n〉 P(En)
... NPn ... 〈1〉
(Det1, Det2, ..., Detn) Det1 〈1, 1〉 P(E1)1 × P(E1)2
Det2 ... 〈1, 1〉 ... 〈1n, n〉 × ...× P(E1)n−1
... Detn ... 〈1, 1〉 × P(En)n
Table 2.3: Types of generalized quantifiers
In TABLE 2.3, I summarize the classification of the quantifiers that wediscussed. I give the natural
language quantifiers with their monadic components, their type, and the domain of definition. The
co-domain for each of them is the power set P(E0), i.e. {0, 1}, the set of truth values. The type of a
polyadic quantifier is obtained by adding up the complexity of its quantifier components. The type〈2〉
quantifier (EVERY STUDENT, SOME BOOK) is made up of two quantifiers of type〈1〉: EVERY
STUDENT and SOME BOOK. Similarly, the complexity of the type〈12, 2〉 quantifier (EVERY,
SOME) reflects the fact that it contains two type〈1, 1〉 quantifiers: EVERY and SOME. In this thesis,
we will only discuss polyadic quantifiers that are derived from monadic quantifiers, so we may extend
this classification to cover type〈n〉 and type〈1n, n〉 quantifiers.4
Lindström uses this system to also characterize propositional operators, as for instance proposi-
tional negation. He considers them generalized quantifierswithout a restriction, so they take only one
argument, and since the argument is a proposition, i.e. a relation of arity0 (see tableTABLE 2.2),
propositional operators are quantifiers of type〈0〉. This means that both their domain and their co-
domain is P(E0)= {0, 1}, the set of truth values. In Section 5.5, I will offer an analysis of the Romanian
negative marker as a type〈0〉 quantifier.
4But see Keenan and Westerståhl (1997) for more complex examples.
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2.1.1.3 Syntactic representations with polyadic quantifiers
In view of the relation between polyadic NP quantifiers and the Det quantifiers within their structure,
we may syntactically represent the two sentences in (13) in two different ways: with NP polyadic
quantifiers and Det polyadic quantifiers. This is illustrated in (15), where I make use of one further
notational convention usually adopted in the literature, that of indicating the restriction of a Det quan-
tifier as a superscript. This means that besidesCONVENTION 2.1, we have another notation for NP
quantifiers to indicate their relation to the Det quantifier.This is given inCONVENTION 2.3 below. The
superscript notation of the restriction also appears with polyadic Det quantifiers and is described by
CONVENTION 2.4. These conventions will be used here both in syntactic and semantic representations
of quantifiers.
Convention 2.3 For a domainE, Q a type 〈1, 1〉 quantifier andA ⊆ E, we have the
following convention:
Q(A) = Q A = QA
Example: EVERY(STUDENT) = EVERY STUDENT = EVERYSTUDENT
Convention 2.4 For a domainE, Q a type〈1n, n〉 quantifier andA1, A2, ..., An ⊆ E, we
have the following convention:
Q(A1 ,A2,...,An) = QA1,A2,...,An
Example: (EVERY, SOME)(STUDENT, BOOK) = (EVERY, SOME)STUDENT, BOOK
(15) a. Every studentreadsome book.
i. Representations with a type〈2〉 quantifier:
(EVERY STUDENT, SOME BOOK)(READ)
(EVERYSTUDENT, SOMEBOOK)(READ)
ii. Representations with a type〈12, 2〉 quantifier:
(EVERY, SOME)(STUDENT, BOOK, READ)
((EVERY, SOME)(STUDENT, BOOK))(READ)
(EVERY, SOME)STUDENT, BOOK(READ)
b. Three teachersgaveevery student some book.
i. Representations with a type〈3〉 quantifier:
(THREE TEACHER, EVERY STUDENT, SOME BOOK)(GIVE)
(THREETEACHER, EVERYSTUDENT, SOMEBOOK)(GIVE)
ii. Representations with a type〈13, 3〉 quantifier:
(THREE, EVERY, SOME)(TEACHER, STUDENT, BOOK, GIVE)
((THREE, EVERY, SOME)(TEACHER, STUDENT, BOOK))(GIVE)
(EVERY, SOME, THREE)TEACHER, STUDENT, BOOK(GIVE)
So far we discussed the classification of generalized quantifiers as well as their syntactic repre-
sentation and the relation to their monadic components. Thenext issue that we are interested in is
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finding a way to interpret them. As in the structure of polyadic quantifiers one can easily distinguish
monadic quantifiers, the main goal of the literature on polyadic quantification (see for instance van
Benthem (1986a, 1989), Keenan (1987, 1992), Hamm (1989), Westerståhl (1994), Keenan and West-
erståhl (1997), and Peters and Westerståhl (2006) a.o.) has been to describe the semantics of polyadic
quantifiers on the basis of the semantics of their components. It is usually assumed that the monadic
parts undergo somepolyadic operationor polyadic lift which eventually gives the interpretation of
the polyadic quantifier. Several such operations and quantifier combinations have been defined in
the literature. In the subsequent sections I will concentrate on iteration, different/ samequantifiers,
cumulation, andresumption. The last one will be used in Chapters 4 and 5 to account for Romanian
negative concord.
2.1.2 Iteration
Iteration is the most common operation by which polyadic quantifiers can be derived from monadic
ones. For instance, in order to derive the meaning of the polyadic quantifier (EVERY, SOME) in
(15a), the two monadic quantifiers EVERY and SOME are composed by means of iteration. In this
section, I show how this can be done.
To define iteration, the concept of a monadic quantifier must be slightly extended. Recall from the
previous section that a quantifierQ of type〈1〉maps properties to truth values. ThusQ may be viewed
as reducing the arity of a relation by1: it reduces a unary relation to a0-ary relation and, in general,
it reduces an + 1-ary relation to ann-ary relation as inDEFINITION 2.6. Instead of definingQ asQ:
P(E1)→ P(E0) like in TABLE 2.3, we can extend this definition toQ: P(En+1)→ P(En):
Definition 2.6 Monadic quantifiers as 1-arity reducers
Given a universeE, for R ⊆ En+1, n ∈ N, Q a type〈1〉 quantifier, the following holds:
Q(R)= {(a1, ..., an) ∈ En|Q({b ∈ E|(a1, ..., an, b) ∈ R}) = 1}
If a quantifierQ of type〈1〉 combines with a relationR of arity n+ 1, the result is a relation of arity
n (a set of (a1, ..., an) tuples), with the property thatQ yields truth when applied to each elementb,
the (n + 1)-th member of the (n + 1)-tuples (a1, ..., an, b) in the relationR. The relationR is thus
decomposed into two relations: one of arityn (the set ofn-tuples (a1, ..., an)) and one of arity1
(the set ofb individuals). MonadicQ reduces the unary relation to a truth value (in a way similar to
EVERY STUDENT in (10)). Then-ary relation contains all the tuples ofn-elements which result
from Q being applied to the (n+ 1)-ary relationR.
Let us illustrateDEFINITION 2.6 with a few particular cases. Ifn= 0, thenR is a unary relation
and we obtainQ(R)= {() ∈ E0|Q({b ∈ E| b ∈ R}) = 1}. In words, the value ofQ(R) is the set of
empty tuples inE0, such thatQ yields truth if applied to the set of elementsb in R. Note that there is
a single empty tuple “()” and the set made up of this element is1 (seeCONVENTION 2.2). Moreover,
the set of elementsb in R is the unary relationR, itself. Thus the definition simply says thatQ(R)= 1
iff Q({b| b ∈ R})= 1, which is a tautology. If we now taken = 1, R is a binary relation and we obtain
Q(R)= {a1 ∈ E1|Q({b ∈ E| (a1, b) ∈ R}) = 1}. The value ofQ(R) is a unary relation made up of all
the elementsa1, such thatQ({b ∈ E| (a1, b) ∈ R}) = 1. An example in whichn = 1 will be given in
(16).
As previously shown, a generalized quantifierQ of type〈k〉 reduces a relation of arityk to a0-ary
relation: i.e.Q: P(Ek)→ P(E0). But following the model of monadic quantifiers inDEFINITION 2.6,Q
can also be regarded as reducing (+ k)-ary relations ton-ary relations, soQ: P(En+k)→ P(Ek), as
below:
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Definition 2.7 K-ary quantifiers ask-arity reducers
Given a universeE, for R ⊆ En+k, n ∈ N, k ≥ 1, Q a type〈k〉 quantifier, the following
holds: Q(R) = {(a1, ..., an) ∈ En|Q({(b1, ..., bk) ∈ Ek|(a1, ..., an, b1, ..., bk) ∈ R}) = 1}
If Q applies to an (n+k)-ary relation, the result is ann-ary relation (a set of (a1, ..., an) tuples), with the
property thatQ yields truth of all thek-tuples (b1, ..., bk), such that thek+n-tuples (a1, ..., an, b1, ..., bk)
are members ofR.
Note thatDEFINITION 2.6 actually represents the particular case ofDEFINITION 2.7 wherek = 1,
so that the generalized type〈k〉 quantifier is actually a monadic one. But let us concentrate on the
value ofn. For n = 0 in DEFINITION 2.7, the relationR is of arity k so R ⊆ Ek and Q(R) =
{() ∈ E0|Q({(b1, ..., bk) ∈ E
k|(b1, ..., bk) ∈ R} = 1)}. Given that{() ∈ E0} = {()} = 1, we
again obtain a tautology, namely,Q(R)= 1 iff Q({(b1, ..., bk)|(b1, ..., bk) ∈ R}) = 1. So we are
dealing with the situation we already described inTABLE 2.3, where a type〈k〉 quantifier reduces
a relation of arityk to a truth value. Forn = 1, R is a k + 1-ary relation, andQ(R) = {a1 ∈
E1|Q({(b1, ..., bk) ∈ E
k|(a1, b1, ..., bk) ∈ R}) = 1}. So the value ofQ(R) is the set of elementsa1,
such thatQ({(b1, ..., bk) ∈ Ek|(a1, b1, ..., bk) ∈ R}) = 1.
As an illustration of the base case (i.e.n = 0) in DEFINITION 2.7, the type〈2〉 quantifier (EVERY
STUDENT, SOMEBOOK) in (15a) takes the binary relation READ to a truth value and the type
〈3〉 quantifier (EVERYSTUDENT, SOMECOLLEAGUE, THREEBOOK) in (15b) takes the ternary
relation GIVE to a truth value. In these two examples,Q of typek (k = 2 andk = 3, respectively)
applies to ak-ary relation, so the result is always a truth value.
Interpreting polyadic quantifiers Our concern is to interpret sentences like (13) above, to which
we associated the polyadic quantifiers in (14)/ (15). But at this point we have no mechanism to
interpret polyadic quantifiers, we only have the semantics of m nadic quantifiers summarized in
LEMMA 2.1. We have seen that polyadic quantifiers are built on the basis of several monadic quanti-
fiers. DEFINITION 2.6 helps us to interpret the sentences in (13) by only makinguse of the semantics
of monadic quantifiers: it allows us to consider in turn each monadic quantifier within a polyadic one.
DEFINITION 2.7 is helpful for generalizations with polyadic quantifiers.
For n = 1 in DEFINITION 2.6, in (13a) repeated below we can view the monadic quantifier
SOMEBOOK as reducing the binary relation READ to a unary relation as in(16a). This relation is
then reduced to a truth value via the application of the monadic quantifier EVERYSTUDENT, as in
(16b), so we can interpret the sentence on the basis of the semantics of the two monadic quantifiers:
(16) Every studentreadsome book.
a. [SOMEBOOK] ([READ] )
D:2.6
== {a1 ∈ E
1|[SOMEBOOK] ({b ∈ E1|(a1, b) ∈[READ]}) = 1}
b. [EVERYSTUDENT] ([SOMEBOOK ] ([READ] ))
D:2.6,16a
== {() ∈ E0|[EVERYSTUDENT] ({a1 ∈ E1|[SOMEBOOK] ({b ∈ E1|
(a1, b) ∈[READ]}) = 1}) = 1}
C:2.2
⇐⇒
[EVERYSTUDENT] ([SOMEBOOK] ([READ] ))
= 1 iff [EVERYSTUDENT] ({a1 ∈ E1|[SOMEBOOK] ({b ∈ E1|
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(a1, b) ∈ [READ]}) = 1}) = 1
In a similar way, for the sentence in (13b) we can obtain a truth value that depends on the semantics
of the three monadic quantifiers it contains. ByDEFINITION 2.6, SOMEBOOK reduces the ternary
relation GIVE to a binary relation as in (17a), EVERYSTUDENTfurther reduces the binary relation
to the unary relation in (17b), and this latter relation is mapped onto a truth value, once it becomes the
argument of the monadic quantifier THREETEACHERas in (17c):
(17) Three teachersgaveevery student some book.
a. [SOMEBOOK] ([GIVE] )
D:2.6
== {(a1, a2) ∈ E
2| [SOMEBOOK] ({b ∈ E1|(a1, a2, b) ∈[GIVE]}) = 1}
b. [EVERYSTUDENT] ([SOMEBOOK] ([GIVE] ))
D:2.6,17a
== {a1 ∈ E
1|[EVERYSTUDENT] ({a2 ∈ E1|[SOMEBOOK] ({b ∈ E1|
(a1, a2, b) ∈[GIVE]}) = 1}) = 1}
c. [THREETEACHER] ([EVERYSTUDENT] ([SOMEBOOK] ([GIVE] )))
= 1 iff [THREETEACHER] ({a1 ∈ E1|[EVERYSTUDENT] ({a2 ∈ E1|
[SOMEBOOK] ({b ∈ E1|(a1, a2, b) ∈[GIVE]}) = 1}) = 1}) = 1
In conclusion, we can interpret sentences with two or three monadic quantifiers by successively
applying the semantics of each quantifier to the argument rela ion, as suggested by the syntax in
DEFINITION 2.6. As indicated in (14) and (15), in GQT these sentences areusually associated with
polyadic quantifiers: a binary and a ternary one, respectively. We cannot interpret such polyadic
quantifiers as wholes, butDEFINITION 2.6 provides us with a syntax that allows us to interpret them
by only making use of the semantics of monadic quantifiers. This gives us a first mechanism to derive
the semantics of polyadic quantifiers from that of their compnent monadic quantifiers. So for the
polyadic quantifiers in (15a) and (15b), we have the following i terpretation:5
(18) a. (EVERYSTUDENT, SOMEBOOK)(READ)
may be interpreted as
[EVERYSTUDENT] ([SOMEBOOK] ([READ] ))
b. (THREETEACHER, EVERYSTUDENT, SOMEBOOK)(GIVE)
may be interpreted as
[THREETEACHER] ([EVERYSTUDENT] ([SOMEBOOK] ([GIVE] )))
This way of combining the semantics of the monadic parts to obain the semantics of a polyadic
quantifier is known in the literature asiteration. In general, following Keenan and Westerståhl (1997),
it is said that the monadic quantifiers have been “lifted” by iteration to a polyadic quantifier. That
is, in (18a) and (18b), two/ three quantifiers of type〈1〉 are lifted to a complex quantifier of type
〈2〉/ 〈3〉, such that the resulting quantifer can take the binary/ ternary relations READ/ GIVE directly
to a truth value. Iteration is defined inDEFINITION 2.8 for two monadic quantifiers and a binary
relation. The function composition operator “◦” is used to indicate that two quantifiers are “composed
by iteration”, since iteration is function composition with generalized quantifiers (see Keenan and
Westerståhl (1997, pp. 871–873) for further discussion):
5In the subsequent sections we will see that this is not the only way to interpret a polyadic quantifier.
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Definition 2.8 Iteration of two type〈1〉 quantifiers
For Q1, Q2, quantifiers of type〈1〉, It(Q1, Q2) is the type〈2〉 quantifier defined, for any
domainE, anyx, y ∈ E, and anyR ⊆ E2, as:
It(Q1, Q2)(R) = (Q1◦ Q2)(R) = Q1({x ∈ E1| Q2({y ∈ E1| (x, y) ∈ R}) = 1})
This definition can be extended to two quantifiers of type〈n〉 and〈k〉 and a relationR of (n+ k)-
arity as inDEFINITION 2.9:
Definition 2.9 Iteration
For anyn, k ∈ N, for two quantifiersQ1 of type〈n〉, Q2 of type〈k〉, It(Q1,Q2) is the type
〈n+k〉 quantifier defined, for any domainE, any (a1, ..., an)∈ En, any (b1, ..., bk)∈ Ek, and
anyR ⊆ En+k, as:
It(Q1,Q2)(R) = (Q1◦ Q2)(R)
= Q1({(a1, ..., an) ∈ En| Q2({(b1, ..., bk) ∈ Ek|
(a1, ..., an, b1, ..., bk) ∈ R}) = 1})
The definitions above give us a direct interpretation for a polyadic quantifier. Take one of the
quantifiers to be of type〈0〉, sayn = 0 andk ≥ 1. In this case,R∈ Ek and we getIt(Q1,Q2)(R) = (Q1◦
Q2)(R) =Q1({() ∈ E0| Q2({(b1, ..., bk) ∈ Ek|(b1, ..., bk) ∈ R}) = 1}). If Q1 is the negative operator,
Q1({() ∈ E
0| Q2({(b1, ..., bk) ∈ E
k|(b1, ..., bk) ∈ R}) = 1}) = 1 iff {() ∈ E0| Q2({(b1, ..., bk) ∈
Ek|(b1, ..., bk) ∈ R}) = 1} = {} = 0 (it is only true of a false0-ary relation). This latter formula holds
if and only if Q2({(b1, ..., bk) ∈ Ek|(b1, ..., bk) ∈ R}) = 0 which is equivalent toQ2(R)= 0. Thus
if one of the two quantifiers inDEFINITION 2.9 is of type〈0〉, the type of its iteration with another
quantifier will have the same type as the latter quantifier. However, the type〈0〉 quantifier brings its
own contribution to the semantics of the iteration. ThusIt(Q1,Q2)(R) 6= Q2(R). In our case, given that
we tookQ1 to bear the semantics of the negative operator,It(Q1,Q2)(R) = 1 iff Q2(R) = 0.
If we take both quantifiers inDEFINITION 2.9 to be of type〈0〉, i.e. k = n = 0, then R is a
proposition, i.e.R ⊆ E0, and we obtain the following:It(Q1,Q2)(R) = (Q1◦ Q2)(R) = Q1({() ∈ E0|
Q2({() ∈ E
0|() ∈ R}) = 1}). To better understand how the semantics works, letQ1 be an affirmative
operator, andQ2 the negative operator: that is, for everyP∈ E0, Q1(P) = 1 iff P = 1, andQ2(P) = 1 iff
P = 0. By applying the semantics ofQ1, we obtain:Q1({() ∈ E0| Q2({() ∈ E0|() ∈ R}) = 1}) = 1 iff
{()| Q2({() ∈ E
0|() ∈ R}) = 1} = {()} = 1. But the latter formula holds if only ifQ2({() ∈ E0|() ∈
R}) = 1 which can be simplified toQ2(R) = 1. Thus forQ1 an affirmative operator, we arrive at
It(Q1,Q2)(R) = 1 iff Q2(R) = 1. If we further apply the negative semantics ofQ2, thenIt(Q1,Q2)(R) =
1 iff R = 0.
Let us now take an example with two type〈1〉 quantifiers. ByDEFINITION 2.8, the binary quanti-
fier (EVERYSTUDENT, SOMEBOOK) in (15a) can be interpreted as an iteration of the two monadic
quantifiers EVERYSTUDENTand SOMEBOOK as given in (19b):
(19) a. Every student read some book.
(EVERYSTUDENT, SOMEBOOK)(READ)
b. It([EVERYSTUDENT] , [SOMEBOOK] )([READ] ) = 1
D:2.8
⇐⇒ ([EVERYSTUDENT]◦ [SOMEBOOK] )([READ] ) = 1
D:2.8
⇐⇒ [EVERYSTUDENT] ({x ∈ E| [SOMEBOOK] ({y ∈ E|
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(x, y) ∈ [READ]}) = 1}) = 1
L:2.1b
⇐⇒ [EVERYSTUDENT] ({x ∈ E| [BOOK]∩{y ∈ E|
(x, y) ∈ [READ]} 6= ∅}) = 1
L:2.1a
⇐⇒ [STUDENT] ⊆ {x ∈ E| [BOOK] ∩{y ∈ E| (x, y) ∈ [READ]} 6= ∅}
If we replaceQ1, Q2 andR in DEFINITION 2.8 with [EVERYSTUDENT] (the set of properties every
student has),[SOMEBOOK] (the set of properties some book has) and[READ] (the set of pairs
of elements that are in the read relation), respectively, weobtain the first two equivalences in (19b).
The interpretation of the two iterated quantifiers is obtained from the semantics of the two monadic
quantifiers SOME and EVERY given in a convenient form inLEMMA 2.1.6 The interpretation of the
sentenceEvery student read some bookis that the set of students is a subset of the set of book-readers.
The meaning of the ternary quantifier in (15b) can be derived by iteration in a similar way: we first
applyDEFINITION 2.9 to the meaning of the monadic quantifier THREETEACHERand the meaning
of the binary one (EVERYSTUDENT, SOMEBOOK). We also interpret the latter via iteration as in
(19b) above, so we obtain the meaning of the ternary quantifier by applying iteration twice. As will
become clear in Section 2.1.3, iteration is only one of the possible interpretations that can be given for
a polyadic quantifier. It is a choice that we make to interpretth quantifiers in (15) by iteration and in
the case of the ternary quantifier in (15b) we make this choicetwice. At each step, we could choose
not to use iteration. But for illustration, we now interpret(15b) only with iteration. The interpretation
we obtain for the sentenceThree teachers gave every student some bookis that the cardinality of the
set intersection between the set of teachers and the set of students who were given some book is3:
(20) a. Three teachers gave every student some book.
(THREETEACHER, EVERYSTUDENT, SOMEBOOK)(GIVE)
b. It([THREETEACHER] , It([EVERYSTUDENT] , [SOMEBOOK] ))([GIVE] ) = 1
D:2.9
⇐⇒ ([THREETEACHER]◦ It([EVERYSTUDENT] , [SOMEBOOK] ))
([GIVE] ) = 1
D:2.9
⇐⇒ [THREETEACHER] ({z ∈ E | It([EVERYSTUDENT] , [SOMEBOOK] )
({(x, y) ∈ E2|(z, x, y) ∈ [GIVE]}) = 1}) = 1
D:2.8
⇐⇒ [THREETEACHER] ({z ∈ E | ([EVERYSTUDENT] ◦[SOMEBOOK] )
({(x, y) ∈ E2|(z, x, y) ∈[GIVE]}) = 1}) = 1
D:2.8
⇐⇒ [THREETEACHER] ({z ∈ E | [EVERYSTUDENT] ({x ∈E |
[SOMEBOOK] ({y ∈ E |(z, x, y) ∈[GIVE]}) = 1}) = 1}) = 1
L:2.1
⇐⇒ |[TEACHER] ∩{z ∈ E | [STUDENT] ⊆ {x ∈ E | [BOOK] ∩
{y ∈E |(z, x, y) ∈ [GIVE] } 6= ∅}}| = 3
A further noteworthy point is that for (20) we obtain the sametruth conditions if we compose
(THREETEACHER, EVERYSTUDENT) with SOMEBOOK. This is because iteration operates like
function composition, and it is thusassociative(cf. Keenan and Westerståhl (1997, p. 871), Peters and
6In discussing the semantics of generalized quantifiers, I will often make reference toLEMMA 2.1, rather than toDEFINI-
TION 2.1 orDEFINITION 2.2, since the lemma shows the relational/ functional representation of the quantifier to be neutral
with respect to its interpretation.
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Westerståhl (2006, pp. 349–351)). This is to say thatf ◦ (g ◦h) = (f ◦ g) ◦h, for all functionsf, g, h.
However, function composition and, implicitly, iterationare notcommutativeoperations, which means
that the order in which the functions are composed influencesthe result. Thus typicallyf ◦ g 6= g ◦ f .
This brings us to the next topic concerning iteration, whichis t e scope of the quantifiers as determined
by the order in which they are composed. For simplicity, the following theoretical discussion is limited
to examples with binary quantifiers.
2.1.2.1 Scope of quantifiers
With iterations the order in which the monadic quantifiers are combined with the relation determines
the scope interaction between them: the rightmost quantifier combines first with the relation, so what
comes to its left takes wide scope. In (19b) above, only one interpretation is given for (19a), the one
in which EVERY outscopes SOME. But the other order is also possible and yields another reading,
that in which there is a (specific) book which was read by everystudent. This is obtained by first
applying EVERYSTUDENTto READ to obtain a unary relation which then becomes the argument
of SOMEBOOK:7
(21) a. Every student read some book.
(EVERYSTUDENT, SOMEBOOK)(READ)
b. It([SOMEBOOK] , [EVERYSTUDENT] ) ([READ]−1) = 1
D:2.8
⇐⇒ ([SOMEBOOK] ◦ [EVERYSTUDENT] ) ([READ]−1 )) = 1
D:2.8
⇐⇒ [SOMEBOOK] ({x ∈ E| [EVERYSTUDENT] ({y ∈ E|
(x, y) ∈ [READ]−1 }) = 1}) = 1
L:2.1
⇐⇒ [BOOK] ∩{x ∈ E| [STUDENT] ⊆ {y ∈ E| (x, y) ∈ [READ]−1 }}6= ∅
As can be seen from the interpretations in (19b) and (21b),It([EVERYSTUDENT] , [SOMEBOOK] )
([READ] ) 6= It([SOMEBOOK] , [EVERYSTUDENT] ) ([READ]−1). While the former means that
the set of students is a subset of the set of book-readers, thelat er means that the intersection between
the set of books and the set of things that were read by every student is non-empty. In a situation
where every student read a different book the former is true but the latter is false.
Since iteration is not commutative, changing the order in which the quantifiers are composed may
create different interpretations, depending on the quantifiers that are involved. There are two possibil-
ities, given inLEMMA 2.3. In LEMMA 2.3a, we have order dependence, that is, the interpretationof
the complex quantifier is dependent on the order of the simpler quantifiers. In this case we have scope
interaction: on the left-hand side,Q1 outscopesQ2 (like in (19b)), on the right-hand sideQ2 outscopes
Q1 (like in (21b)):
Lemma 2.3 The Quantifier Scope Lemma
For a domainE, Q1, Q2 type〈 1〉 quantifiers onE, andR ∈ E2, the following possibilities
are available:
a. Q1(Q2(R)) 6= Q2(Q1(R)) (order dependence: scope interaction)
b. Q1(Q2(R)) = Q2(Q1(R)) (order independence: scope neutrality)
7[READ]−1 is the inverse relation of[READ] which is now needed, since the order in which the relation applies to the
two arguments is reversed.
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But there are also iterations of quantifiers for which changing the order does not create a different
interpretation. Peters and Westerståhl (2006, p. 349) show t at for Q1 = Q2 = SOME andQ1 = Q2 =
EVERY, the equality inLEMMA 2.3b holds. However, this should not lead us to expect that weauto-
matically get order independence and scope neutrality withidentical quantifiers, since in Section 4.1
we will see that this does not hold forQ1= Q2= NO.
Conclusion I conclude at this point that iteration is one operation by which polyadic quantifiers
may be interpreted merely based on the semantics of their monadic parts. As can be seen from the
discussion in this section and the reasoning by which we arrived at defining iteration as a polyadic
lift, this way of defining the semantics of a polyadic quantifier does not go beyond the semantics of
monadic quantifiers.DEFINITION 2.6 provides us with a syntactic mechanism by which we can in-
terpret a sentence with several monadic quantifiers that we would normally represent with a polyadic
quantifier. Iteration expresses precisely this syntactic me hanism of interpreting the monadic quanti-
fiers one by one. As a polyadic lift, iteration is a composition of monadic quantifiers in which each
monadic part can be dealt with separately, bringing its own contribution to the meaning of the whole
independently of the contributions of the other parts. ByDEFINITION 2.8 andDEFINITION 2.9, even
the most complex polyadic quantifier may eventually be reducto several iterations of monadic ones
(see for instance (20)). Iteration itself does not contribue anything additional to the semantics of the
monadic quantifiers.
As we will see in the next section, other polyadic lifts, which are inherently polyadic, behave
differently from iteration to the extent that either the monadic quantifiers are interpreted as dependent
on each other, or the polyadic lift itself contributes some additional semantics to the interpretation of
the polyadic quantifier, besides the semantics of the monadic components.
2.1.3 Other polyadic quantifiers and polyadic lifts
There are several cases of natural language polyadic quantific tion in the linguistic literature where
iteration does not yield the correct results (see Higginbotham and May (1981), Clark and Keenan
(1987), Keenan (1987, 1992), van Benthem (1989), May (1989), Keenan and Westerståhl (1997), a.o.).
In such cases, other operations have to be defined in order to dive the right truth conditions. A few
such examples are presented below: quantifiers withdifferent/ same, cumulations, andresumptions.
2.1.3.1 “Different”/ “same”
Different/ samequantifiers are often cited in the GQT literature (especially in Keenan (1987, 1992),
Keenan and Westerståhl (1997)) as a case of polyadic quantific tion that goes beyond the limits of
iteration. Treating the second reading of each of the sentences in (22) below as a polyadic quantifier
offers a straightforward account for the fact that the interpr tation ofdifferentandsameis dependent
on the previous quantifier.
Let us take a look at the sentences in (22) which are ambiguous:
(22) a. Two boysin my class datedifferent girls.
1. Two boys in my class date different girls from the ones we know.
2. The girls that one of the two boys dates are all different from the girls that the
other boy dates.
3. Two boys in my class date various/ many girls.
b. Two studentsansweredthe same questions.
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1. Two students answered the questions that we are discussing now.
2. Whatever questions one of the two students answered were also answered by the
second student.
The source of the ambiguity in the two sentences resides in the in erpretation that the NPsdifferent
girls and the same questionsreceive. The first and the third reading in (22a) and the first reading
in (22b) presuppose the same interpretation for the two NPs as in (23a) and (23b), respectively. In
(23a), the NPdifferent girlsis still ambiguous: the sentence may suggest that John datesgirls who are
different from the ones known in the context, e.g. differentfrom “the ones we know” (reading 1.), or
it may suggest that John dates at least two girls (reading 2.). ( 3b) indicates that John answered the
same questions as the ones specified in the context, for instance “the questions that we are discussing
now” as described in the second reading for (22b):
(23) a. John dates different girls.
1. John dates different girls from the ones we know.
2. John dates various/ many girls.
b. John answered the same questions.
The readings that concern polyadic quantification are the ones given as the second reading for
each sentence in (22). For (22a), reading 2. entails that thechoice of a girl who is dated is constrained
to co-vary with the choice of the boy who is involved in the dating activity. In this interpretation, the
sentence is false if there is a girl who has been dated by both boys. Note however that this scenario
does not yield falsity for readings 1. and 3.: two boys may have dated the same girl, as long as the
girl is different from “the ones we know” (for reading 1.) or as long as the two boys dated many/ at
least two girls. For (22b), the corresponding interpretation (given in reading 2.) is that the choice of
the answered question is constrained to be the same for both students who do the answering.
The fact that the readings 1. and 3. in (22a) and the reading 1.in (22b) are also available in the
absence of the quantifier TWO (see (23a) and (23b) whereJohnreplacestwo boysandtwo students)
suggests that the interpretation ofdi ferentandsamein these readings is independent of the presence
of a quantifier. But reading 2. in (22a) and (22b) is directly related to the presence of another quantifier
and as we will see below, the treatment in terms of polyadic quantification takes this fact into account.
Independently of what syntactic status one may assign todifferent and same, we are interested in
providing the right semantics for reading 2. In GQT this can be done by assuming thatdifferent/
samedenote quantifiers, as determiners likeevery, two, sometc. do. Thus in order to interpret the
sentences in (22) under their second reading, we represent them with the two binary quantifiers below:
(24) a. Two boysdatedifferent girls.
(TWOBOY, DIFFERENTGIRL)(DATE)
(TWO, DIFFERENT)BOY, GIRL(DATE)
b. Two studentsansweredthe same question.
(TWOSTUDENT, SAMEQUESTION)(ANSWER)
(TWO, SAME)STUDENT, QUESTION(ANSWER)
I mentioned before that the polyadic quantifiers based onifferentandsame(i.e. the ones in (24))
are taken as cases of polyadic quantification that iterationcannot account for. Let us see why the
meaning of the binary quantifiers in (22) cannot be obtained by iteration. The answer lies in the very
definition of iteration inDEFINITION 2.8. If two unary relationsA , B are added as the restrictions
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of the two monadic quantifiers, the value of a binary quantifier It(Q1,Q2) with Q1, Q2 (each of type
〈1, 1〉) at the triple (A , B, R) is given byDEFINITION 2.10:
Definition 2.10 Iteration of two type〈1,1〉 quantifiers
For Q1, Q2, quantifiers of type〈1,1〉, It(Q1,Q2) is the type〈12,2〉 quantifier defined, for
any domainE, anyA , B ⊆ E, anyR⊆ E2, as:
It(Q1,Q2)(A , B, R)= Q1(A, {x ∈ E| Q2(B, {y ∈ E| (x, y) ∈ R})})
Given A, the value ofIt(Q1,Q2) depends on what individualsx are in the set{x| Q2(B, {y| (x, y) ∈
R})} (the domain ofR). And givenB, whether an individualx1 is in this set is determined by{y|
(x1, y) ∈ R}, the set of thingsx1 bearsR to (i.e. the co-domain ofR). This means that givenB, Q2
decides whether to put an individualx1 in the set{x|Q2(B, {y| (x, y) ∈R})} only by checking the set
of thingsx1 is related to; in deciding aboutx1, Q2 does not have at hand the set{y| (x2, y) ∈ R} of
things somex2 is related to, and thus cannot make its decision aboutx1 contingent, for example, on
whether{y| (x1, y) ∈ R} 6= {y| (x2, y) ∈ R} or {y| (x1, y) ∈ R} = {y| (x2, y) ∈ R}.
However, the functions that are needed in order to interpret(22a) and (22b) must be sensitive to
whether or not different individuals in the domain of the relation are related to the same elements in
the co-domain. In (22a),A= [BOY] , B= [GIRL] , R= [DATE] , and according to iteration, if a boyx1
is in the set{x|Q2([GIRL] , {y| (x, y) ∈ [DATE]})} is determined directly by{y|(x1, y) ∈ [DATE]}.
(We will follow CONVENTION 2.5 and refer to this latter set by the short notation[DATE] x1, i.e.
the set of girlsx1 dates.) Thus the condition that[DATE] x1 6= [DATE] x2 for x1 6= x2 cannot be
specified. But this is exactly the way (22a) should be interpreted. Similarly, in (22b) the condition
[READ] x1 =[READ] x2 fails to be expressed by iteration, for everyx1, x2 ∈ [STUDENT] and
x1 = x2.
Convention 2.5 For R⊆ E2, x ∈E, Rx is the set of objectsx bearsR to, namely, we have
the following convention:Rx = {y| (x, y) ∈R }
The operations by which the interpretations of (22a) and (22b) can be obtained are given inDEFI-
NITION 2.11 andDEFINITION 2.12, adapted from Keenan and Westerståhl (1997):
Definition 2.11 The semantics of polyadic quantifiers containing DIFFERENT
For Q, a polyadic quantifier of type〈12, 2〉 containingDIFFERENT, A , B ⊆ E, R ⊆ E2,
andH a quantifier of type〈1, 1〉, the interpretation ofQ is given by:
QA ,B(R) = 1 iff there isA⊆ ⊆ A [HA (A⊆) = 1 and
for all x, y ∈ A⊆ (x 6= y ⇒ B ∩ Rx 6= B ∩ Ry)]
Definition 2.12 The semantics of polyadic quantifiers containing SAME
For Q, a polyadic quantifier of type〈12, 2〉, containingSAME, A , B ⊆ E, R ⊆ E2, andH
a quantifier of type〈1, 1〉, the interpretation ofQ is given by:
QA ,B(R) = 1 iff there isA⊆ ⊆ A [HA (A⊆) = 1 and
for all x, y ∈ A⊆(x 6= y ⇒ B ∩ Rx = B ∩ Ry)]
The semantics of DIFFERENT/ SAME establishes a close relation to the previous quantifier, so the
polyadic quantifier has to be interpreted as a whole. This is exactly what the definitions inDEFINI-
TION 2.11 andDEFINITION 2.12 do:H is the quantifier with respect to which the semantics of DIF-
FERENT and SAME is expressed. For the examples in (24),H = TWO. More intuitively, in (24a),
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DIFFERENT brings its semantic contribution only in relation to two elements of the co-domain of
the relation[DATE] , fixed with respect to two elements in the set[BOY] . By substituting the variables
in DEFINITION 2.11, we getQ = [(TWO, DIFFERENT)] , H = [TWO ] , A = [BOY] , B = [GIRL] and
the semantics of (22a) as (25) below:
(25) [(TWO, DIFFERENT)BOY, GIRL(DATE)]= 1 iff
there is[BOY]⊆ ⊆ [BOY]
[ [TWO BOY(BOY⊆)]= 1 and for allx, y ∈ [BOY]⊆ (x 6= y ⇒
[GIRL] ∩ [DATE]x 6= [GIRL] ∩ [DATE]y)]
L:2.1
⇐⇒ [(TWO, DIFFERENT)BOY, GIRL(DATE)]= 1 iff
there is[BOY]⊆ ⊆ [BOY]
[ |[BOY]∩[BOY]⊆)|= 2 and for allx, y ∈ [BOY]⊆ (x 6= y ⇒
[GIRL] ∩ [DATE]x 6= [GIRL] ∩ [DATE]y)]
⇐⇒ [(TWO, DIFFERENT)BOY, GIRL(DATE)]= 1 iff
there is[BOY]⊆ ⊆ [BOY]
[ | [BOY]⊆|= 2 and for allx, y ∈ [BOY]⊆ (x 6= y ⇒
[GIRL] ∩ [DATE]x 6= [GIRL] ∩ [DATE]y)]
A similar mechanism can be applied to derive the semantics of(24b), containing SAME. In this
case,Q = [(TWO, SAME)] , H = [TWO] , A = [STUDENT] , B = [QUESTION] . H is the same as in
(24a), i.e.[TWO] , so we again obtain|[STUDENT]⊆| = 2. The semantics of (24b) is given by (26):
(26) [(TWO, SAME)BOY, GIRL(ANSWER)]= 1 iff
there is[STUDENT]⊆ ⊆[STUDENT]
[ |[STUDENT]⊆|= 2 and for allx, y ∈ [STUDENT]⊆ (x 6= y ⇒
[QUESTION] ∩ [ANSWER]x = [QUESTION] ∩ [ANSWER]y) ]
In conclusion, the polyadic quantifiers inDEFINITION 2.11 and 2.12 allow us to interpret the
sentences in (24) where the DIFFERENT and SAME quantifiers mut be dependent on the previous
quantifier. As we saw above, iteration cannot express this dependence between the monadic parts
of a polyadic quantifier, because it interprets them independently of one another. Thus the polyadic
lifts in DEFINITION 2.11 and 2.12 can distinguish between relations in a way thatis not available for
iteration. In Section 2.1.4, this intuition will be expressd in a more precise way, by proving that these
polyadic quantifiers are not “reducible” to iteration.
2.1.3.2 Cumulation
Cumulative quantification is discussed in Keenan (1987), Keenan (1992), Westerståhl (1994), Keenan
and Westerståhl (1997), and Peters and Westerståhl (2006), a.o. One example is the sentence below:
(27) Forty contributorswrotethirty-two papersfor the Handbook.
(FORTYCONTRIBUTOR, THIRTY-TWOPAPER)(WRITE)
(FORTY, THIRTY-TWO)CONTRIBUTOR, PAPER(WRITE)
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If one interprets the polyadic quantifier in (27) by iteration, two readings can be obtained, depending
on the order of the two monadic quantifiers (see the first proposition of LEMMA 2.3):
(28) a. It([FORTYCONTRIBUTOR] , [THIRTY-TWOPAPER] )([WRITE] ) = 1
D:2.8
⇐⇒ ([FORTYCONTRIBUTOR] ◦ [THIRTY-TWOPAPER] )([WRITE] ) = 1
D:2.8
⇐⇒ ([FORTYCONTRIBUTOR] )({x|[THIRTY-TWOPAPER] ({y|
(x, y) ∈[WRITE]}) = 1}) = 1
L:2.1
⇐⇒ |[CONTRIBUTOR] ∩ {x| |[PAPER] ∩{y|
(x, y) ∈ [WRITE]}| = 32}| = 40
b. It([THIRTY-TWOPAPER] , [FORTYCONTRIBUTOR] )([WRITE]−1) = 1
D:2.8
⇐⇒ ([THIRTY-TWOPAPER] ◦ [FORTYCONTRIBUTOR])([WRITE]−1) = 1
D:2.8
⇐⇒ ([THIRTY-TWOPAPER] )({x| [FORTYCONTRIBUTOR] ({y|
(x, y) ∈[WRITE]−1}) = 1}) = 1
L:2.1
⇐⇒ |[PAPER] ∩ {x| |[CONTRIBUTOR] ∩{y|
(x, y) ∈ [WRITE]−1}| = 40}| = 32
These interpretations are obtained by composing the semantics of the two cardinal quantifiers. In
(28a), the quantifier FORTY is the leftmost one, so it outscopes THIRTY-TWO. The interpretation is
that every of the forty contributors wrote thirty-two papers, so the total number of papers that were
written is1280. The other interpretation (in (28b)), with THIRTY-TWO taking scope over FORTY,
says that each of the thirty-two papers was written in a collab r tion between forty contributors. Thus
the number of contributors is1280.
However, neither of the two readings in (28) is the first one conveyed by the sentence in (27). It is
rather an interpretation in which there is a total of forty contributors and a total of thirty-two papers,
such that each of the contributors wrote some paper (perhapsmore than one, perhaps jointly with other
contributors) and each of the papers was authored by some of th se contributors. In this case, the two
quantifiers are interpreted “cumulatively”. This reading can be obtained via a polyadic quantifier that
is derived by means ofcumulation, another polyadic lift defined in Westerståhl (1994), Keenan and
Westerståhl (1997), and Peters and Westerståhl (2006):8
Definition 2.13 k-ary Cumulation of type〈1, 1〉 quantifiers
For any k ≥ 1, for Q1, ..., Qk quantifiers of type〈1, 1〉, for A1,A2,...,Ak⊆ E, a1 ∈
A1, a2 ∈ A2, ..., ak−1 ∈ Ak−1, ak ∈ Ak, and R⊆ Ek, the polyadic cumulative quantifier
Cum(Q1, ..., Qk) of type〈1k, k〉 is defined as:
Cum(Q1, ..., Qk)A1,...,Ak(R) = Q
A1
1 ({a1|(a1, a2, ..., ak) ∈ R}) ∧ Q
A2
2 ({a2|(a1, a2,
..., ak) ∈ R}) ∧ ... ∧ Q
Ak−1
k−1 ({ak−1|(a1, a2, ..., ak) ∈ R})
∧QAkk ({ak|(a1, a2, ..., ak) ∈ R}).
DEFINITION 2.13 describes a cumulative quantifier of type〈1k, k〉 as the conjunction of the com-
ponent monadic quantifiers, each applied to its restrictionand the corresponding set of all the elements
8DEFINITION 2.13 is a modified version of Westerståhl (1994).
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that occupy a certain position (1, or2, or ..., ork) in thek-tuples that belong to the relationR. Here we
will only discuss cases of binary polyadic quantifiers, so wewill not make use of the complex quan-
tifiers in DEFINITION 2.13, but only of the simpler version given inDEFINITION 2.14 which defines
cumulative quantifiers of type〈12, 2〉.
Definition 2.14 Binary cumulation of type〈1, 1〉 quantifiers
For Q1, Q2 quantifiers of type〈1, 1〉, A1, A2 ⊆ E, x ∈ A1, y ∈ A2, R ⊆ E2, Cum(Q1, Q2),
the polyadic quantifier of type〈12, 2〉 is defined as:
Cum(Q1, Q2)A1,A2(R) = Q
A1
1 ({x|(x, y) ∈ R}) ∧ Q
A2
2 ({y|(x, y) ∈ R}).
With the help ofDEFINITION 2.14, we can derive the cumulative interpretation for the sentence in
(27). If we replaceQ1 with [FORTY] , Q2 with [THIRTY-TWO] , R with [WRITE] , A1 with
[CONTRIBUTOR] andA2 with [PAPER] in DEFINITION 2.14, we obtain (29):
(29) (FORTY, THIRTY-TWO)CONTRIBUTOR, PAPER(WRITE)
Cum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] , [PAPER] ([WRITE] )
D:2.14
== for everyx ∈ [CONTRIBUTOR] , y ∈ [PAPER] ,
[FORTY] ([CONTRIBUTOR] , {x| (x, y) ∈ [WRITE]})
∧ [THIRTY-TWO] ([PAPER] , {y| (x, y) ∈ [WRITE]})
Given the semantics of cardinal quantifiers inDEFINITION 2.2, the truth conditions of the cumulative
quantifier in (27) can be derived as in (30b):
(30) a. For a domainE, A , B ⊆ E, the following hold:
[FORTY] (A , R) = 1 iff |A ∩ R| = 40
[THIRTY-TWO] (B, R) = 1 iff |B ∩ R| = 32
b. Forty contributorswrotethirty-two papersfor the Handbook.
(FORTY, THIRTY-TWO)CONTRIBUTOR, PAPER(WRITE)
Cum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] , [PAPER] ([WRITE] )
D:2.14
== for everyx ∈ [CONTRIBUTOR] , y ∈ [PAPER] ,
[FORTY] ([CONTRIBUTOR] , {x| (x, y) ∈ [WRITE]})
∧ [THIRTY-TWO] ([PAPER] , {y| (x, y) ∈ [WRITE]}) = 1
D:2.1,30a
⇐⇒ |[CONTRIBUTOR] ∩{x| (x, y) ∈ [WRITE] }| = 40
∧ |[PAPER]∩{y| (x, y) ∈ [WRITE]}| = 32
This interpretation captures the reading usually associated with (27): there is a total of forty contribu-
tors and a total of thirty-two papers, such that the former wrote the latter.
Scope neutrality While within iteration the order from left to right dictatesthe scope interaction
between the component quantifiers (see also (28) above), thesituation with cumulation is different.
Since a cumulative quantifier is a conjunction of the monadicquantifiers, and conjunction is commu-
tative in general, the order has no influence on interpretation: the meaning of (31) below is identical
to the one in (30b):
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(31) Cum([THIRTY-TWO] , [FORTY] )[PAPER] , [CONTRIBUTOR] ([WRITE]−1) = 1
D:2.14
⇐⇒ for everyx ∈ [PAPER] , y ∈ [CONTRIBUTOR]
[THIRTY-TWO] ([PAPER] , {x| (x, y) ∈ [WRITE]−1})
∧ [FORTY] ([CONTRIBUTOR] , {y|(x, y) ∈ [WRITE]−1}) = 1
L:2.1,30a
⇐⇒ |[PAPER]∩{x| (x, y) ∈ [WRITE]−1}| = 32
∧ |[CONTRIBUTOR ]∩{y| (x, y) ∈ [WRITE]−1}| = 40
To generalize, for cumulation we have the following lemma:
Lemma 2.4 Cum(Q1,Q2)(R)= Cum(Q2,Q1)(R−1)
This means that cumulation is order-independent and thus netral to scope, so it generally obeys the
second proposition inLEMMA 2.3.
2.1.3.3 Resumption
Multiple wh-questions represent another construction that has been characterized by means of polyadic
quantifiers (see Higginbotham and May (1981), May (1989), Keenan (1992, 1996), Keenan and West-
erståhl (1997)). The debate on the appropriate mechanism to account for the semantics of multiple
wh-questions is far from settled, but in what follows, I am only concerned with the way polyadic quan-
tifiers have been used in this respect, and the reader is referred to Higginbotham (1995), Groenendijk
and Stokhof (1997), Ginzburg and Sag (2000) for other approaches.
For questions like (32), the polyadic quantifier literaturea gues that the wh-quantifier quantifies
over pairs that satisfy the relation CHASE (see for instanceKe nan (1996)):
(32) Which dog chased which cat?
(WHDOG, WHCAT)(CHASE)
(WH, WH)DOG, CAT(CHASE)
Keenan argues that if the question in (32) is assumed to be a binary iteration of the unary interrogative
operator, it should be successfully answerable with a single NP, sayFido, filling the value of the first
wh-quantifier in that iteration. The interpretation of thisanswer should be the unary interrogation
Fido chased which cat?However, the NPFido is not an appropriate answer for (32), although the pair
(Fido, Tom) is:
(33) Which dog chased which cat?
a. # Fido.
b. Fido (chased) Tom.
Replacing one quantifier with an NP in an iteration usually does not affect the possibility to interpret
the sentence, as can be seen for (19), given here as (34):
(34) Every student read some book.
a. John read some book.
b. Every student readA Natural History of Negation.
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First, the contrast between (33a) and (34a)/ (34b) shows that composing the two wh-quantifiers in (32)
by iteration is problematic. Second, (33b) indicates that (32) asks for pairs of a dog and a cat, which
in GQT terms can be naturally represented by the wh-quantifier taking the properties DOG and CAT
as arguments.
This operation is usually referred to asresumptionand together withcumulationis used as an
alternative polyadic lift to iteration. Resumption express the interpretation ofn identical unary
quantifiers as an instance of one-ary quantifier yielding a truth value of then-ary relation. It is
commonly assumed that given a domainE, we can define a unary quantifierQE (seeCONVENTION 2.6)
as a relation between subsets ofE, but as a general case, we may define ak-ary quantifierQEk as a
relation between subsets ofEk. This latter quantifier corresponds to the idea of resumption as a
polyadic lift. Resumptive polyadic quantifiers are defined as in DEFINITION 2.15 below, along the
lines of Keenan and Westerståhl (1997).
Convention 2.6 For a domainE, we have the following convention:
QE: (P(E1)× P(E1))→ P(E0) (type〈1, 1〉)
QEk : (P(E
1) × P(E1) × ...× P(E1)
︸ ︷︷ ︸
k-times
× P(Ek ))→ P(E0) (type〈1k, k〉)
Definition 2.15 K-ary resumption of type〈1, 1〉 quantifiers
For a quantifierQ of type〈1, 1〉, givenE the domain, for anyk ≥ 1, A1, A2, ..., Ak ⊆
E, R ⊆ Ek, the polyadic quantifierResk(Q) of type〈1k, k〉 derived fromQ is defined as:




DEFINITION 2.15 gives us the general case with ak-number of monadic type〈1, 1〉 quantifiers
applying to ak-ary relation. Thus a unary quantifier alone can be viewed as aunary resumption of
itself, for k = 1.
In order to account for the resumptive quantifier in (32), we define binary resumption:
Definition 2.16 Binary resumption of type〈1, 1〉 quantifiers
For a quantifierQ of type〈1, 1〉, givenE the domain,A , B ⊆ E, R ⊆ E 2, the polyadic
quantifierRes2(Q) of type〈12,2〉 derived fromQ is defined as:




In view of DEFINITION 2.16, we can represent the wh-question in (32) as below:











The representation in (35) tacitly assumes that the meaningof a question is the set of its answers (as
in Groenendijk and Stokhof (1997)). Thus the interpretation of (35) is given by the set of (DOG,
CAT) pairs which take the CHASE relation to truth. The interpr tation of the quantifier (WHDOG,
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WHCAT) can be derived from that of the corresponding monadic quantifier, by DEFINITION 2.16. The
semantics of the monadic WH inDEFINITION 2.17a9 may be generalized tok-ary WH-quantifiers as
in DEFINITION 2.17a, and by that, we can interpret (35) as in (36):
Definition 2.17 The semantics of WH-quantifiers
a. For a domainE, A, R ⊆ E,
[WH] E(A, R)= 1 iff A ∩ R 6= ∅
b. For a domainE, A1, A2,..., Ak,⊆ E, R ⊆ Ek,




([CHASE] ) = 1
D.2.17
⇐⇒ ([DOG] × [CAT] ) ∩ [CHASE] 6= ∅
Scope neutrality With iteration, the order of the monadic quantifiers determines the scope interac-
tion between the monadic quantifiers (see (19) vs. (21) and (28a) vs. (28b)). In the case of cumulation,
the interpretation is independent of the order of the quantifiers (31). With resumption, the question of
order doesn’t arise at all, since there is formally only one occurrence of the monadic quantifier, even
if the linguistic construction includes two quantifiers. Changing the order of the two NP quantifiers in
the linguistic example (35) has no effect on the interpretation:
(37) Which dog chased which cat?
⇔Which cat was chased by which dog?
2.1.3.4 Conclusion
Among the four polyadic quantifiers that we have looked at, two classes can be differentiated: itera-
tions and “non-iterations”. The former are essentially monadic, the latter are derived by polyadic lifts
and are inherently polyadic.
What distinguishes the two classes is first of all the way theybuild their semantics. As the def-
inition of iteration and previous examples suggest, each monadic quantifier within an iteration con-
tributes its own semantics, independently of the other quantifier(s). “Different”/“same” quantifiers,
cumulations, and resumptions cannot be accounted for by iteration precisely for this reason. The
meaning of these polyadic quantifiers is derived in such a wayth t each monadic quantifier contributes
its meaning only in relation to the other one(s). This dependency relation between the semantics of
the monadic quantifiers must be specified for each polyadic quantifier (seeDEFINITION 2.11, vs.DEF-
INITION 2.12 vs.DEFINITION 2.13 vs.DEFINITION 2.15). The meaning of non-iterations can only be
derived as a whole.
This characteristic is also reflected in the syntax by which the polyadic quantifiers are derived.
Unlike iterations, polyadic lifts and inherently polyadicquantifiers are neutral to scope and order
independent (see for instance the results inLEMMA 2.4 and (37)). For some of them, the issue doesn’t
9One may notice that the semantics of WH inDEFINITION 2.17 is identical to that of SOME inDEFINITION 2.2. This
idea has its origin in Karttunen (1977) and is well expected un er the assumption that a question is true iff the set of its
answers is non-empty: a wh-question is true iff there is at least one individual that can successfully replace the wh-pronoun
to yield a true proposition.
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arise at all, as is the case with “different” and “same”, or resumption. In Section 3.5.5, I will show
that the difference between the two classes of polyadic quantifiers is also visible when they interact
with other operators which are not part of their structure.
2.1.4 Reducibility
An important concern of the research on polyadic quantifiersis to answer the question whether a
polyadic quantifierQ is definable from the monadicQ1, ...,Qn. This notion of definability is relative
to the context in which one looks for an answer. From a logicalpoint of view, Westerståhl (1989)
investigates whetherQ can be defined in a logic withn quantifiers. van Benthem (1989) addresses the
question whetherQ may be defined as a Boolean combination of iterations amongQ1, ...,Qn. In lin-
guistics, researchers are interested in determining whether Q may be defined in terms ofIt(Q1, ...,Qn).
Here, we concentrate on the linguistic perspective. Polyadic quantifiers are complex higher order
functions and linguists are usually reluctant to use them for the description of natural language. The
concern is to keep this description simple. However, a polyadic quantifier becomes theoretically
motivated once one can show that its particular interpretation, attested in the natural language, cannot
be obtained by means of an iteration of monadic quantifiers. This then amounts to establishing that
natural language quantification goes beyond monadicity. The analysis in Chapters 4 and 5 is built
on the idea that a negative resumptive quantifier is a suitable semantic mechanism to account for
the properties of negative concord in Romanian. In Section 4.2 I will address the issue of whether
resumptive negative quantifiers are theoretically motivated. In this section I start with investigating
the theoretical status of the polyadic quantifiers defined inSection 2.1.3.
Another important concern in the linguistic literature is interpreting complex constructions with
several quantifiers in a way that corresponds to the principle of compositionality ((3) p. 2). In the
tradition of Montague (1973), monadic quantifiers have beensuccessfully accommodated within a
compositional grammar. And since with iteration, the syntax-semantics of each monadic quantifier
is taken into account independently of the other quantifiers, the general assumption within the theory
of Polyadic Quantification is that iteration respects the principle of compositionality. Consequently,
from a linguistic point of view, the definability question above is reformulated in terms ofreducibility
of the polyadic quantifierQ to the iteration of the monadicQ1, ...,Qn. An important technical result in
this respect is Keenan (1992), which formulates a theorem that makes it possible to determine whether
a polyadic quantifier can be reduced to an iteration of monadic quantifiers.
In this section, I briefly outline the advantages of iteration as a polyadic lift for linguistic theories
(Section 2.1.4.1). Then I present the way the theorem in Keenan (1992) can be used to prove that
the quantifiers in Section 2.1.3 cannot be reduced to iteration. The latter point will be important in
Section 4.2 where I address the question whether negative resumptive quantifiers are reducible to
iteration.
2.1.4.1 Monadicity
There are two reasons why iteration as a lift is preferable tothe other polyadic operations: (1) its
monadic character which ensures simplicity for the theory,(2) the assumed faithfulness to the principle
of compositionality. In fact, the two aspects go hand in hand, but the former reflects the view from the
Generalized Quantifier Theory, while the latter is relevantfor linguistic theory in general.
The Generalized Quantifier Theory of Barwise and Cooper (1981) and the subsequent related lit-
erature offer a theory of monadic quantifiers that describesth ir formal properties and interpretation.
If one distinguishes monadic quantifiers in the structure ofa polyadic quantifier like the ones in Sec-
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tion 2.1.3 (see (24), (27) and (32)), a direct way to derive its meaning is by composing the meanings
of its monadic components as they are defined in GQT. Iteration is the appropriate operation in this
respect, since it does not introduce anything beyond the already defined monadic interpretations. This
is transparent fromDEFINITION 2.9 repeated below:
Definition 2.9 (p. 22) Iteration
For two quantifiersQ1 of type〈n〉, Q2 of type〈k〉, for anyn, k ∈ N, It(Q1,Q2) is the type
〈n+k〉 quantifier defined, for any domainE, any (a1, ..., an)∈ En, any (b1, ..., bk)∈ Ek, and
anyR ⊆ En+k, as:
It(Q1,Q2)(R) = (Q1◦ Q2)(R)
= Q1({(a1, ..., an)| Q2({(b1, ..., bk)|(a1, ..., an, b1, ..., bk) ∈ R}) = 1})
If the two quantifiers are not monadic but are themselves polyadic iterations (son, k > 1), they
may in turn be regarded as iterations of two simpler quantifiers, until in the end the (n + k) iteration
reduces to several binary iterations of monadic quantifiers(such an example was given in (20) for the
ternary quantifier (THREETEACHER, EVERYSTUDENT, SOMEBOOK)). Thus the meaning of an
iteration is directly derived from the individual semantics of the monadic quantifiers and interpretation
takes place within GQT.
Regarding the principle of compositionality, it is again the monadic character of iteration that
makes it preferable to other polyadic lifts. Beginning withMontague’s treatment of quantifica-
tion in English, the linguistic literature has provided various examples of compositional accounts of
(monadic) generalized quantifiers (see among others Partee(1987), Gamut (1991), Bach et al. (1995)).
In these approaches the operation by which complex meaningsare derived is functional application,
since it is compositional.10 As we will see in Section 4.3.3, composing two monadic quantifiers by
iteration yields the same semantics as functional application. For this reason, iteration is considered
the counterpart of functional application within PolyadicQuantification and thus a compositional op-
eration for deriving polyadic quantifiers.11
In the next section I present the Theorem of Reducibility given in Keenan (1992), by which one
can determine whether a polyadic quantifier may be reduced toan iteration.
2.1.4.2 Reducibility to iteration
The simplicity that comes with the monadic character of iteration makes it desirable for linguistic
theory to reduce all natural language quantification to iteration. The question is whether we can restate
the so-called inherently polyadic quantifiers in Section 2.1.3 exclusively in terms of iteration. To be
precise, we need to determine whether ann-ary polyadic quantifierQ is reducibleto It(Q1, ...,Qn).
For a positive answer to this question, it is sufficient to findthe monadic quantifiers which by iteration
yield the same result as the polyadic one. But a negative answer, as Keenan (1987), Keenan (1992),
Keenan and Westerståhl (1997) indicate, needs a proof thatthere is no sequence of monadic quantifiers
whose iteration could yield the same semantic interpretation as the corresponding polyadic lift.
In Section 2.1.3, intuitive arguments were brought to show that non-iterations are needed in the
description of natural language quantification. Keenan (1987), van Benthem (1989), and Keenan
10A description of a compositional grammar is given in Section4.3.2.4.
11In Section 4.3.3, I will show that this is not entirely correct. Although iteration yields the same semantics as functional
application in a typical compositional grammar, its logical syntax does not match a surface-oriented syntax for natural
language.
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(1992) provide mechanisms for proving that a non-iterativepolyadic quantifier is necessary and thus
theoretically motivated. Here, I use the one in Keenan (1992) by which a polyadic quantifier is
motivated as long as it can be proved to be unreducible to iteration. The attention is limited to polyadic
quantifiers of type〈2〉. Note, however, the further development in Dekker (2003) who formulates a
theorem by which unreducibility can be proved forn-ary polyadic quantifiers.
Let us first define the notion of reducibility. InDEFINITION 2.18, I adapt the general definition in
Dekker (2003, p. 551) to binary quantifiers. Recall from Section 2.1.2 that the function composition
symbol “◦” stands for iteration:
Definition 2.18 Reducibility
A type〈2〉 quantifierQ is (2)-reducible iff there are 2 type〈1〉 quantifiersQ1 andQ2,
such thatQ = Q1 ◦ Q2.
Keenan (1992) formulates two tests to check reducibility ofp lyadic quantifiers:Reducibility
EquivalenceandReducibility Characterization. The former one is the simpler version and it is suffi-
cient12 for the polyadic quantifiers we have to test, so the attentionwill be limited to the theorem of
Reducibility Equivalence as given below:13
Theorem 2.1 Reducibility Equivalence (RE):
For every domainE andQ1, Q2, reducible functions of type〈2〉,
Q1 = Q2 iff for all A , B ⊆ E, Q1(A×B) = Q2(A×B)
THEOREM 2.1 states that two reducible functions which yield the samevalues on all Cartesian
product relations within a domain are identical.14 Their value with respect to other binary relations
need not be checked further. Let us take an example.
For the binary quantifiers defined in Section 2.1.3 we need a domain with at least 2 elements.
Assume a domainE = {a, b}. The set of all its subsets is P(E) = {{ }, {a}, {b}, {a,b}} and the set of
pairs of its elements isE2 = {(a,a), (a,b), (b,a), (b,b)}. We need to determine all the binary Cartesian
product relations defined onE. For this, we first determine P(E)×P(E), the set of all the possible pairs
of subsets ofE. By calculating the Cartesian product between the two subsets of E in each pair, we
then obtain all the Cartesian product relations defined on the domainE, and thus all the relations with
respect to which we have to check the truth conditions of the two binary quantifiersQ1, Q2.
The set P(E)×P(E)= {({}, {}), ({}, {a}), ({}, {b}), ({}, {a,b}), ({a},{}), ({a},{a}), ({a},{b}),
({a}, {a,b}), ({b},{}), ({b}, {a}), ({b}, {b}), ({b}, {a,b}), ({a,b},{}, ({a,b}, {a}), ({a,b}, {b}),
({a,b}, {a,b})}. Calculating the Cartesian product between the two sets in each pair gives us the set
CP of all Cartesian product relations defined onE. The set CP is{({}×{}), ({}×{a}), ({}×{b}),
({}×{a,b}), ({a}×{}), ({a}×{a}), ({a}×{b}), ({a}×{a,b}), ({b}×{}), ({b}×{a}), ({b}×{b}),
({b}×{a,b}), ({a,b}×{}, ({a,b}×{a}), ({a,b}×{b}), ({a,b}×{a,b})} = {{}, {(a,a)}, {(a,b)}, {(a,a),
(a,b)}, {(b,a)}, {(b,b)}, {(b,a), (b,b)}, {(a,a), (b,a)}, {(a,b), (b,b)}, {(a,a), (a,b), (b,a), (b,b)}}.
CP is a set of binary relations and thus a subset of P(E2) = {{}, {(a,a)}, {(a,b)}, {(b,a)}, {(b,b)},
{(a,a), (a,b)}, {(a,a), (b,a)}, {(a,a), (b,b)}, {(a,b),(b,a)}, {(a,b), (b,b)}, {(b,a), (b,b)}, {(a,a), (a,b),
(b,a)}, {(a,a), (a,b), (b,b)}, {(a,a), (b,a), (b,b)}, {(a,b), (b,a), (b,b)}, {(a,a), (a,b), (b,a), (b,b)}}. But
note that P(E2) is richer than CP, since it also contains binary relations that are not Cartesian products,
12See Keenan (1992) for examples of binary quantifiers whose unred cibility may only be proved by means of Reducibil-
ity Characterization.
13See Ben-Shalom (1994), Dekker (2003), and van Eijck (2005) for subsequent developments of Keenan’s theorem.
14See Keenan (1992), pp. 218–219 for a detailed proof of this theorem.
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as for instance{(a,a), (b,b)}, {(a,b), (b,a)}, {(a,a), (a,b), (b,a)}.15 Solely by means of the Cartesian
product onE we cannot obtain a relation like{(a,b), (b,a)}, for instance, because the Cartesian product
requires that each element of the first set make up a pair with eac lement of the second set, while
appearing first in the pair. If we have two pairs (a,b) and (b,a), both sets must contain the elements
a and b. Thus the Cartesian product between these two sets musalso contain the pairs (a,a) and
(b,b). Iterations of monadic quantifiers can only distinguish between Cartesian product relations.
Inherently polyadic quantifiers can also express truth conditi s that are only met by relations that are
not Cartesian products (e.g.{(a,b), (b,a)}). This is where the difference between iterations and non-
interations becomes relevant for natural language and RE helps us to determine when a non-iteration
cannot be restated as an iteration.
The way RE is used in proving the unreducibility of a quantifier Q1 is to find an iterationQ2 with
a different semantics from that ofQ1, but which takes the same values on product relations. Showing
that Q2 is actually different fromQ1 is enough to contradict the initial assumption thatQ1 is also
reducible. In order to show thatQ2 is different fromQ1, one has to find a binary relation which is not
a Cartesian product and for whichQ2 andQ1 yield different truth values.
We now apply this procedure to the binary quantifiers discussed in Section 2.1.3 in order to show
that they are unreducible. Consider the[(TWO, DIFFERENT)] quantifier in (24a), repeated below:
(38) Two boys in my class date different girls.
[(TWO, DIFFERENT)] [BOY] , [GIRL] ([DATE] )
There are circumstances in which[(TWO, DIFFERENT)] [BOY] , [GIRL] yields the same truth
value as the reducible iteration0◦0 composed of the unary constant functions that are false of all un ry
relations. The iteration0 ◦ 0 is thus false of all binary relations. Take the universeE to contain two
boys[BOY] = {b1, b2} and two girls[GIRL] = {g1, g2}, andA × B as a Cartesian product relation.
If the arbitrary setA contains no boys then the quantifier[(TWO, DIFFERENT)] [BOY] , [GIRL]
yields the value 0 forA × B, since according toDEFINITION 2.11, the domain of the binary relationA
× B (i.e. the setA) must contain at least two boys. The same value is obtained byappl ing0 ◦ 0 to A
× B. So in this case ([ TWO, DIFFERENT)] [BOY] , [GIRL] (A × B) = (0 ◦ 0)(A × B).
The minimal condition for a situation where it is possible toget a true value of the quantifier
[(TWO, DIFFERENT)] [BOY] , [GIRL] applied to the relationA × B is that of the setA containing
two boys and the setB containing at least two girls. For any setsA andB containing less than 2 boys
and 2 girls, respectively,[(TWO, DIFFERENT)] [BOY] , [GIRL] (A × B) is always 0, so it takes the
same value as0 ◦ 0. So let us assume thatA = [BOY] and B = [GIRL] . ThenA × B = {(b1, g1),
(b1, g2), (b2, g1), (b2, g2)}. But note that[(TWO, DIFFERENT)] [BOY] , [GIRL] (A × B)= 0, since the
girls that are dated by different boys are the same: each boy dates both girls. We can thus conclude
that [(TWO, DIFFERENT)] [BOY] , [GIRL] (A × B)= (0 ◦ 0)(A × B)= 0, for all the subsetsA , B of E.
At this point, if both quantifiers were reducible, accordingto THEOREM 2.1, we would conclude
that they are equal. But we only know for sure that0 ◦ 0 is reducible, we do not know if[(TWO,
DIFFERENT)] [BOY] , [GIRL] is reducible as well. And it turns out that the two quantifiersa e
not identical, since there is a relation inE2 for which they do not yield the same value.[(TWO,
DIFFERENT)] [BOY] , [GIRL] ({(b1, g1),(b2, g2)})= 1, whereas (0 ◦ 0)({(b1, g1),(b2, g2)})= 0. This
means that the assumed identity between the two binary quantifiers is wrong, which entails that the
15See Section 4.3.3 for a related discussion on the cardinality of P(E2) as being in general greater than that of P(E)× P(E)
for |E| > 2.
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assumption that both quantifiers are reducible must be false, too. Since we know that (0 ◦ 0) is
reducible, it follows that[(TWO, DIFFERENT)] [BOY] , [GIRL] is not reducible.
By means of RE, we can also prove that a binary cumulative quantifier is unreducible to an itera-
tion of two unary quantifiers. Note that the cumulation[(FORTY, THIRTY-TWO)] interpreted in (30)
may take a relation to the same truth value as the iteration[EACH OF THE FORTY] ◦ [EXACTLY
THIRTY-TWO] :
(39) a. Forty contributors wrote thirty-two papers for the Handbook.
Cum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] , [PAPER] ([WRITE] )
b. Each of the forty contributors wrote exactly thirty-two articles for the Handbook.
([EACH OF THE FORTYCONTRIBUTOR]◦[EXACTLY THIRTY-TWOPAPER] )
([WRITE] )
The universeE should contain at least forty contributors and thirty-two papers for the two quanti-
fiers above to be able to yield truth. So assume the two subsetsof E [CONTRIBUTOR]={c1, c2, ..., c40}
and[PAPER] = {p1, p2, ..., p32}.
If we take the setA to contain less than forty contributors, for instance, onlythirty-nine, and
B to contain thirty-two papers, both the cumulative quantifier Cum([FORTY] , [THIRTY-TWO] )
[CONTRIBUTOR] ,[PAPER] and the iteration[(EACH OF THE FORTYCONTRIBUTOR)] ◦
[(EXACTLY THIRTY-TWOPAPER)] are false ofA×B, because there are not forty contributors in-
volved, which is a requirement both binary quantifiers have with respect to the monadic
FORTYCONTRIBUTORand EACH OF THE FORTYCONTRIBUTOR. The same truth value is
obtained if the setB contains any less than thirty-two papers. In this case, the monadic THIRTY-
TWOPAPERand EXACTLY THIRTY-TWOPAPERmake the two binary ones false, because there
are not thirty-two papers in the co-domain of the relationA×B.
The only case where the two binary quantifiers may yield truthis the one in which the setsA
andB are identical to[CONTRIBUTOR] and[PAPER] , respectively, soA×B = {(c1, p1), (c1, p2), ...,
(c1, p32), (c2, p1), (c2, p2), ..., (c2, p32), ..., (c40, p1), (c40, p2), ..., (c40, p32)}. In this case,
Cum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] ,[PAPER] (A×B) = 1, because there is a to-
tal of forty contributors and a total of thirty-two papers inthe Cartesian product. For the iteration,
[(EACH OF THE FORTYCONTRIBUTOR)] ◦[(EXACTLY THIRTY-TWOPAPER)] (A×B) = 1 as
well, because each of the forty contributors appears in thirty-two pairs in the Cartesian product.
Like in the previous example with DIFFERENT, if we knew that bo hCum([FORTY] , [THIRTY-
TWO])[CONTRIBUTOR] ,[PAPER] and[(EACH OF THE FORTYCONTRIBUTOR)] ◦[(EXACTLY
THIRTY-TWOPAPER)] are reducible quantifiers, with the equality on Cartesian products,THEO-
REM 2.1 would lead us to conclude that the two quantifiers are equal on ll binary relations. But we
do not know ifCum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] ,[PAPER] is reducible, so we
cannot conclude this yet. And we can see that despite the identity o products, the two quantifiers are
not identical, since there are binary relations on which they yi ld different truth values. For exam-
ple, if we consider the relation[WRITE] = {(c1, p1), (c1, p2), ..., (c1, p32), (c2, p1), (c2, p2), ..., (c2,
p32), ..., (c40 , p1), (c40, p2)}, thenCum([FORTY] , [THIRTY-TWO] )[CONTRIBUTOR] ,[PAPER]
([WRITE] )= 1, since there are forty contributors and thirty-two papers in the[WRITE] relation. But
[(EACH OF THE FORTYCONTRIBUTOR)]◦ [(EXACTLY THIRTY-TWOPAPER)]([WRITE])= 0,
because contributorc40 wrote only two papers, and not thirty-two as the truth conditions for the iter-
ation [(EACH OF THE FORTYCONTRIBUTOR)] ◦ [(EXACTLY THIRTY-TWOPAPER)] require.
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We can apply the same reasoning as for the example with DIFFERENT quantifiers and conclude that
the cumulative quantifier[(FORTY, THIRTY-TWO)] is unreducible as well.
We saw that the difference between the polyadic quantifiers in Section 2.1.3 and iteration can
be stated in terms of the relation between the semantics of the monadic quantifiers. In iteration, the
monadic parts are independent of one another and the polyadic quantifier is a simple composition of
them, so it does not bring anything besides their individualsemantics. In Section 2.1.2, we arrived at
iteration as a polyadic lift by a simple generalization of the notion of a monadic quantifier. By contrast,
with non-iterations there is always a new relation that has to be established between the monadic
parts. DIFFERENT/ SAME quantifiers, for instance, introduce a relation of non-equality/ equality
between the elements of the co-domain from the perspective of a n n-identity relation between the
corresponding elements in the domain. In cumulations, the polyadic quantifier is a conjunction of the
monadic parts.
It is precisely this difference in terms of the (in)dependence between the monadic parts that
is exploited byTHEOREM 2.1 in order to distinguish iterations from non-iterations, i.e. reducible
quantifiers from unreducible ones. In the theorem, this distinction is formulated with respect to the
(in)dependence between the domain and the co-domain of the binary relation to which a quantifier
applies. In Cartesian product relations one may view the domain set and the co-domain set as in-
dependent unary relations. If the binary quantifier is an iteration, the monadic parts are interpreted
with respect to each of the two sets, so two iterations yielding the same truth values on a Cartesian
product must contain (semantically) equivalent monadic parts to be equal. But if the quantifier is a
non-iteration, the value it takes on a Cartesian product does n t fully describe its semantic behavior.
A non-iteration characterizes binary relations in which the domain is independent from the co-domain
(see the examples above). Given the dependence between the monadic parts of a non-iteration, the
fact that a non-iteration and an iteration yield the same truth value on products does not entail that
they are equal. In conclusion, it is the dependence between the monadic parts that distinguishes the
semantics of non-iterations from that of iterations.
Conclusion In Section 2.1.3, I showed that quantifiers containing “different”/ “same”, cumulation,
and resumption are needed in order to analyze several instances of natural language quantification
which cannot be accounted for by iteration. In this section,I proved that binary quantifiers containing
“different” and binary cumulations are unreducible according to Keenan’s theorem of Reducibility
Equivalence. These cases indicate that natural language does employ unreducible polyadic quantifiers,
so despite their complexity, linguistic theories should beop n to the idea of using them. In Chapter
4 I will argue for an analysis of Romanian negative concord asan instance of resumption, and on
that occasion I will return to the discussion of reducibility with respect to resumptions. Regarding
compositionality, we will see later that polyadic quantifiers cannot be described compositionally in
the traditional understanding of this notion as in Montague’s Universal Grammar. This matter and its
implications for the semantics of natural language quantifica ion will be addressed in Section 4.3.3.
2.2 Romanian
In this section I offer a short theoretical background of Romanian which should facilitate the under-
standing of the empirical domain of this thesis. Romanian isan Eastern Romance language which,
besides general characteristics shared with Western Romance l guages, also displays similarities
with Slavic and especially with Balkan languages. The most ntable influence from Slavic is that
of lexical borrowings. The Romance and the Balkan characteristics will be indicated below when I
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address inflection, agreement and word order.
2.2.1 Inflection
Like other Romance languages, Romanian has two grammaticalnumbers (i.e. singular and plural,
but no dual), but unlike them, Romanian makes a three-way gender distinction between masculine,
feminine and neuter.16 Romanian distinguishes five case paradigms: nominative, accus tive, dative,
genitive, and vocative. The case paradigms display dative-genitive syncretism, a Balkan characteristic.
In addition, Romanian also displays nominative-accusative syncretism and this brings it closer to the
other Romance languages which make no case distinction. Distinct case inflections for nominative/
accusative and dative/ genitive appear only in (personal) pronominal declension.
Let us look at a few examples of nominal inflection: femininecarte (‘book’), masculinebăiat
(‘boy’), neutertablou (‘painting’). In (40) I give both the bare form of the noun (onthe left) and the
one containing the definite article (on the right). Romanianresembles Balkan languages in placing
the definite article in post-nominal position:



























The vocative case inflection is solely used with animate nouns. Moreover, it has only two specific
endings: -o for feminine, and-e for masculine. The remaining vocative forms are borrowed from
other cases: nominative-accusative or dative-genitive.
Unlike nominal inflection, verbal inflection in Romanian is very rich, just like in other Romance
languages and Latin. Verbs are classified according to four cnjugations and inflect for mood and
tense. Aspectual differences are not grammaticalized in Romanian. There are five personal (finite)
16Based on the lack of semantic individuality of neuter nouns,and the fact that they display morphological syncretism
with masculine singular and feminine plural forms, neuter has been argued not to be a gender class. A recent approach is
that of Bateman and Polinsky (2006), but here I follow the tradi ional view in GA (1966) which treats neuter as a gender.
17The vowelu is a phonological connector for the two consonantst andl.
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moods (indicative, subjunctive, conditional-optative, imperative and presumptive), four non-finite
moods (infinitive, past participle, present participle18 and supine), and three diatheses (active, pas-
sive, reflexive).
Simple verb forms in Romanian include only the lexical root,suffixes and endings corresponding
to persons. I give an example for the verb(a) chema(‘to call’) with its simple inflection forms in (42a)
below. Complex verb forms are made up of auxiliary verbs which are added to some simple form of
the base verb (seea chemain (42b)). The subjunctive mood in Romanian contains the conjunction










‘John wants to read.’
Romanian abandons the typical Romance use of the infinitive form, and follows the Balkan tendency
of employing the subjunctive instead.
(42) Inflection ofa chema(’to call’), 2nd person, singular, active diathesis
a. Simple verb forms





subjunctive present să chem-i
imperative cheam̆a




b. Complex verb forms
MOOD TENSE VERBAL FORM
indicative present perfect ai chemat
future vei chema
future perfect vei fi chemat
subjunctive perfect să fi chemat
conditional present ai chema
perfect ai fi chemat
presumptive present vei fi chem̂ınd
să fi chem̂ınd
ai fi chem̂ınd
perfect vei fi chemat
infinitive perfect a fi chemat
18In the Romanian linguistic literature, this form is also referred to as “gerund” (from Romaniangerunziu), although the
functionality of this non-finite verb form is more similar tothe English present participle than to the gerund.
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Romanian has three auxiliary verbs that are used in buildingcomplex verb forms:a avea, a fi, and
a vrea. The auxiliarya avea(‘to have’, 2nd person singularai) takes part in forming indicative
present perfect and conditional mood. The verba fi (‘to be’) contributes two auxiliary forms: the
short infinitivefi takes part in the formation of all perfect forms except for present perfect and in the
formation of presumptive mood; the present indicative formof a fi is used in building the passive
diathesis (e.g.eşti chemat- ‘(you) are called (for)’). The auxiliarya vrea (‘to want’, 2nd person
singularvei) is part of both future forms, of perfect presumptive, and italso appears in one of the
present presumptive forms.
Simple verbal forms which are used in deriving the complex ones are: past participle (chematin
(42b)) which appears in all the (complex) perfect forms; short infinitive which is part of the present
future and the present conditional; and present participle(se chem̂ındabove) which appears in present
presumptive verb forms (see (42)).
2.2.2 Agreement
There are three types of agreement in Romanian: noun - specifier, noun - adjective, and subject -
verb. Noun - specifier agreement means that determiners agree in case, number and gender with the
noun they specify. This can already be seen in the nominal pardigms with the definite article (a
post nominal specifier) in (40). The definite article-a combines with nominal forms which carry
nominative case, singular number and feminine gender. It forms a minimal pair with (feminine)-i
with respect to case, with-le with respect to number, and with-(u)l with respect to gender. Similarly,
the article-l which carries nominative case, singular number and masculine gender forms a minimal
pair with -i in terms of number, and with-lui in terms of case. The noun such determiners combine
with tells us the gender: e.g. the article- has neuter gender with the neuter nountablouand masculine
with băiat.
Noun - adjective agreement also concerns all three nominal inflection paradigms: case, number
and gender. (43) is an example of noun modification by the adjective frumos(‘beautiful’), applied to
all three categories of nouns in (40)19:
(43) Noun - adjective agreement
a. Feminine
CASE SINGULAR PLURAL
NOM-ACC fat-ă frumoas-ă fet-e frumoas-e
DAT-GEN fet-e frumoas-e fet-e frumoas-e
b. Masculine
CASE SINGULAR PLURAL
NOM-ACC băiat frumos băieţ-i frumoş-i
DAT-GEN băiat frumos băieţ-i frumoş-i
19Adjectives do not exhibit a special ending for vocative case, nd nouns in vocative form cannot be modified by adjec-




NOM-ACC tablou frumos tablo-uri frumoas-e
DAT-GEN tablou frumos tablo-uri frumoas-e
Note that adjectives in Romanian usually follow the noun they modify (like in Romance languages in
general). Some adjectives can be preposed, but the construction is highly marked.
(43) shows that adjectives have two inflectional endings:-ă vs. -e for feminine, and∅ vs. -i for
masculine. Like with specifiers, the agreement features canbe determined on the basis of the noun:
frumoasein fete frumoasehas feminine gender, but it is neuter intablouri frumoase.
Subject and verb agree in person and number. See for instancethe present indicative forms of the
verba chemafor all three person specifications and singular/ plural number:
(44) Complete verbal inflection for present indicative ofa chema(‘to call’)
NUMBER 1ST PERSON 2ND PERSON 3RD PERSON
SINGULAR eu chem ( I call) tu chem-i (you call) el/ ea cheam-ă (he/ she calls)
PLURAL noi chem-ă-m (we call) voi chem-a-ţi (you call) ei/ ele cheam-ă (theym/f call)
The person and number of a verb form are indicated by the agreement with the subject: thus,cheam̆a
in ea cheam̆a is singular, and inele cheam̆a is plural.
2.2.3 Word order
Romanian is a free word order language, although like in other Romance languages, the order is much
less flexible than in Latin. In principle, syntactic constituents exhibit free order in the sentence, but
they cannot be split (with the exception of the VP). Thus a sentence with a subject, a transitive verb,
a direct object and an adverb allows 24 permutations of the four c nstituents and they are all gram-
matical. Most of them have slightly different interpretations triggered by a change in the information













‘John broke a window yesterday.’
b. A spart Ion un geam ieri.
c. Ieri Ion un geam a spart.
d. Un geam ieri a spart Ion.
e. ...
(45a) is the most common word order in a sentence, which meansth t Romanian tends to be an SVO20
language. The sentence in (45b) is also neutral with respectto information structure, but in (45c), the
20In the GB/ Minimalist tradition, Cornilescu (1997) argued that Romanian is a VSO language, and the subject in pre-
verbal position is a case of topicalization in the sense of Rizzi (1997). This claim is also confirmed by the fact that a
neutral answer to a question like ‘What happened?’ is the onein (45b) which displays a VSO order. We will not attempt to
determine whether Romanian is an SVO or a VSO language, sincethis has no influence on the analysis in this thesis.
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adverb is understood as a topic, while in (45d) the direct object is understood as topicalized and the
adverb as focused.
The flexible word order and the case syncretism between nominative and accusative would nor-
mally lead to ambiguity between the subject and the direct object if both of them can be interpreted as
agents (see also Niculescu (1965), Cornilescu (2000b), Ionescu (2001)). In Romanian, this is avoided
by a special marking of the direct object with the preposition pe ‘on’ which loses its original predica-
tive status. Thus the sentence in (46a), which is ambiguous with respect to whetherfata (‘the girl’) or






























‘The boy scolded the girl.’
Besidespemarking, Romanian makes heavy use of clitic doubling which can be observed in (46b) -
(46c) and which goes beyond verb - direct object constructions.21
In the following section I sketch a grammar for the basic sentence structure of Romanian in the
framework of HPSG which will be later used in my account of negative concord.
2.3 HPSG
Having looked at the semantic framework and a few general observations about Romanian, let us
now concentrate on HPSG, the linguistic theory that will be employed to provide a syntax-semantics
interface for Romanian negative concord in Chapter 5.
HPSG is a generative linguistic theory that evolved in the tradi ion of Generalized Phrase Structure
Grammar (GPSG, Gazdar et al. (1985)), and was mostly influenced by Lexical Functional Grammar
(LFG, Bresnan (1982)), Government and Binding (GB, Chomsky(1981)) and Categorial Grammar
(CG, Ajdukiewicz (1935)). Unlike GB, HPSG is a non-derivational framework, that is, linguistic
principles do not apply in a successive order. Furthermore,HPSG is a monostratal theory in which
various linguistic aspects interact simultaneously.
In this section I briefly present the basic ideas and mechanisms of HPSG as described in Pol-
lard and Sag (1994) for which I employ RSRL (Relational Speciate Re-entrant Language) of Richter
(2004b) as the logical formalism. I start with a short informal description of the logical foundations of
HPSG as a model-theoretic grammar framework in Section 2.3.1 and then I develop an HPSG gram-
mar of a fragment of Romanian in Section 2.3.2. This grammar will be extended to include an account
of negative concord in Chapter 5.
2.3.1 HPSG as a model-theoretic grammar
Grammars describe fragments of natural language. In the model-theoretic view, we write a grammar
as a logical theory and define models of it. A certain model, inour case, the exhaustive model, will
21See Dobrovie-Sorin (1994) for an extended discussion of Romanian clitic doubling.
2.3. HPSG 45
give us the natural language fragment that we want to describe w th the grammar: the objects in the
exhaustive model are the objects of the natural language.
HPSG is a model-theoretic grammar framework in which a grammrΓ is constructed as a pair of a
signatureΣ and a theoryΘ: Γ = 〈Σ,Θ〉 (Richter (2004b)). The signature is the alphabet: it specifies
the potential linguistic objects. The theory determines which of these objects are actual linguistic
objects in the denotation of the grammar.
The signatureΣ The signature declares a set ofs rts(the non-logical symbols) organized in asort
hierarchy, the set ofattributesand theappropriateness conditionsbetween sorts and corresponding
attributes, as well as a set ofrelationswith their arity specification. Let us take the sort hierarchy in
(47) as an example.
























u-word u-phrase e-word e-phrase
All the sorts aresubsumedby one most general sort, in our caseobject. The more general sorts
are calledsupersorts, the ones that they subsume aresubsorts. If a sort A subsumes a sort B and there
is no other sort C that subsumes B while being subsumed by A, wesay that Aimmediately subsumes
B. Thusobjectsubsumes all the sorts in the signature, but immediately subsumes only the sortssign,
mod-synsem, phon-string, head-struc, and list. When a subsort is immediately subsumed by two
sorts, we havemultiple inheritance. This is the case for instance withu(nembedded)-wordwhich is
subsumed by bothwordandu(nembedded)-sign.22 The sorts that do not subsume any further sorts are
called maximally specific sorts, orspecies. The set of species in (47) contains the following elements:
u-word, u-phrase, e-word, e-phrase, synsem, none, phon-string, head-struc, elist, andnelist.
Besides the subsumption relation between sorts, the sort hierarchy also specifies the appropriate
attributesfor each sort. Attributes are usually written in capital letters and receive a value of a certain
sort. For instance, the sortsign has two attributes PHON and SYNSEM which specify the sign’s
“phonological” structure and its “syntax-semantics”, resp ctively. The value for the former must be a
list of phon-strings (phonological strings). The value of the latter is of sortsynsem, a subsort of the
more general sortmod-synsemwhich will be explained in relation to (56) below.
22In Chapter 5 we will use the sortu-signto formulate constraints on utterances (see Richter (2007)for the importance of
unembedded signs). For more background and a detailed discuss on of how to distinguishu-signsfrom e(mbedded)-signs,
see also Richter (1997, pp. 135–136).
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The descriptions of linguistic objects which contain the information about their attributes with
appropriate values are calledattribute-value matrices(AVMs). In the sort hierarchy above, the sorts
sign, word, phrase, andnelist introduce new attributes which are given within AVMs. Attributes are
inheritedby the more specific sorts from the sort that subsumes them. Thus, besides their attribute
DTRS (“daughters”),phrasesinherit the attributes PHON-STR and SYNSEM fromsign. The same
holds forwordswhich also introduce an attribute ARG-ST (“argument structure”).
The sortlist is partitioned intoelist (denoting empty lists) andnelist (denoting non-empty lists).
While the former has no attributes, the latter has internal structure organized through the attributes
FIRST with value of sortobject and REST with value of sortlist. So non-empty lists can contain
elements of any sort subsumed byobject in the hierarchy. The parametric sortsli t(phon-string)/
list(synsem)of the attributes PHON/ ARG-ST are used as a short notation for a list that contains only
elements of sortphon-string/ synsem. For a technical discussion, see Penn (1998, 2000).
In the practice of HPSG grammar writing, sort hierarchies become very complex and less trans-
parent, so linguists usually present only those parts of thehierarchy which are directly relevant for the
discussion. At the same time, extensive use is made of abbreviations, especially within AVMs, and
this practice will be adopted here as well.
Besides the sort hierarchy, the attributes, and the appropriateness conditions, the signature also
declares therelations that are employed in the grammar. Relations are used to formulate the princi-
ples in the theory of the grammar. The meaning of relation symbols is fixed together with the other
principles in the theory, so the definitions of the relationsare principles themselves. One frequently
used relation in HPSG grammars isappend . The notationappend/3 gives us the name of the
relation and its arity.
Relations are not sorts in the signature, so they cannot be placed in the sort hierarchy in (47).
There is, however, another notational variant of an HPSG signature, usually employed in grammar
implementation, where we also declare the relations with their arity. This is given in (48). The
hierarchical structure of the sorts in this notation of a signature is represented as indentation. This
notation will be used in Chapter 5.




























The theoryΘ The theory is a set of descriptions that employ non-logical symbols from the signature
and logical operators like conjunction ‘∧’, disjunction ‘∨’, implication ‘→’, double implication ‘↔’,
universal ‘∀’ and existential ‘∃’ quantification. It should be noted that ‘∀’ and ‘∃’ are not the first
order logic quantifiers, although they have a similar behavior (see Richter (2004b, Sec. 4.1)).
There are two kinds of principles in the grammar: those that define the meaning of relation sym-
bols (formulated as double implications) and those that constrain the objects in the grammar (usually
formulated as implications). The constraints introduced by principles apply to all the objects in the
denotation of the grammar.
Let us take a look at THE append PRINCIPLE:
(49) THE append PRINCIPLE
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(49) defines the meaning of the relationappend . To the left of the double implication we have the
relation with its three arguments and to the right we specifythe conditions that have to be fullfilled
for the relation to hold. In our case, any three lists1 , 2 , and 3 are in theappend relation if and only
if one of the two conditions holds: 1)1 is an empty list and2 = 3 , or 2) the first element on the list
1 appears as the first element on the list3 and theappend relation holds of the rest5 of list 1 , the
list 2 and the rest6 of the list 3 . In HPSG, theappend relation is often written as an infix operation
by means of the symbol ‘⊕’. In the functional notation, we represent the value of3 as 1 ⊕ 2 , which
means thatappend ( 1, 2 , 3) holds.
Principles that do not define relations are usually formulated as implications. For instance THE
IMMEDIATE DOMINANCE (ID) PRINCIPLE says that each object of sortphrasemust obey one of a
numbern of ID schemata formulated in the grammar. The ID schemata aredescriptions that constrain
the kinds of phrases that can be part of the grammar. The ID schemata for the present grammar will
be formulated in (67).
(50) THE ID PRINCIPLE
phrase→ (SCHEMA-1 ∨ SCHEMA-2 ∨ ... ∨ SCHEMA-n)
The denotation of an HPSG grammar In HPSG there is a correspondence between the grammar
and the natural language such that the latter can be viewed asa p rticular model of the former.
To determine the models of an HPSG grammar we first need to assume a universeU that contains
all the objects denoted by the grammar. We then define a functionS that assigns a denotation (objects
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from U ) to each sort in the signature, via the species that it subsume . Each object in the denotation
of the grammar instantiates a particular species, so supersorts are collections of objects of various
species.
The attribute interpretation functionA provides a denotation for the attribute symbols. This func-
tion respects all the appropriateness conditions inΣ: if an attribute is appropriate for a species it will
also be interpreted for all the objects of that species (i.e.objects in the denotation of the grammar must
be complete) and its value will be a collection of objects in the denotation of the grammar.
The functionR interpretsn-ary relations by assigning them the corresponding sets ofn-tuples of
objects in the universeU . On the basis of the domainU and the functionsS, A andR, we can now
define the notion of an interpretation of a signatureΣ:23
Definition 2.19 For each signatureΣ, I is aΣ interpretation iff:
I is a quadruple〈U,S,A,R〉,
U is a set that contains all the objects of the domain,
S is a total function fromU to the set of species inΣ,
A is a total function from the set of attributes inΣ to the set of partial functions fromU
toU ,24
R is a total function from the set ofn-ary relations inΣ to the set ofn-tuples inUn.
In grammar writing the signature generates descriptions like (51). We interpret (51) as a collection
of non-empty list objects inU whose single element is an object of sortsynsem. We represent these
objects (i.e. the interpretation of (51)) by means of a graphs in (52). The nodes symbolize objects in
U and are labeled by their sorts. The arrows stand for the interpretation of attributes and are labeled
by their attribute names. The origin of the arrow is an objectin the domain of the partial function
that the attribute denotes and its endpoint is an object in the range of that function. In (52) we have a
non-emtpy list object whose first element is a synsem object and whose rest is an empty list.25 The
















23DEFINITION 2.19 is only an informal version of the precise definition in Rchter (2004b, pp. 77–78) and Richter (2004a,
pp. 21–22). In particular, the definition of the functionR is more complex in a way that is not relevant for the present
discussion.
24Each attribute denotes a partial function from entities to entiti s (Richter (2004b)).
25The sortsynsemhas no attributes in our signature (47), so it doesn’t receive any attributes in the interpretation (52)
either. Later in this section we will also consider attributes of synsem objects, but for now we keep this example simple.
2.3. HPSG 49
We usually say that the non-empty lists with a unique elementof sort synsemin (52) satisfythe
description in (51). The objects of sortsynsemandelist in (52), however, do not satisfy (51), because
they are not non-empty lists. A configuration islicensedby a description if every node (i.e. every
object in it) satisfies the description. Thus (51) does not license (52), because the objects synsem and
elist in the latter do not satisfy the description in (51). Principles in the theory of the grammar are also
descriptions. Every object in the intended interpretationof our grammar must be licensed by all the
principles in the grammar.
We define amodelof an HPSG grammar as an interpretation of the signature in which every object
is licensed by each description in the theoryΘ. Let us check whether the interpretation in (52), call it
I52, is a model of the grammar developed so far.
Our grammar consists of the signatureΣ and the theoryΘ. As shown above, I52 is an interpre-
tation ofΣ. The theoryΘ contains two principles: theappend PRINCIPLE and the ID PRINCIPLE.
The ID PRINCIPLE constrains objects of sortphrase.26 In I52 there are no objects of sortphrase,
so the ID PRINCIPLE principle is vacuously satisfied by I52. Consider now theappend PRINCIPLE.
Theappend relation has an empty denotation in I52. However, I52 contains objects of sortlist and the
append PRINCIPLE enforces that they are in an appropriate relationship with respect to the relation
append . If we label the non-empty list noden1 and the empty list noden2, the denotation of the
append relation will contain three tuples:(n2, n2, n2), (n2, n1, n1), and(n1, n2, n1). In conclusion,
I52 is not a model of our grammar, because theappend PRINCIPLE is not satisfied. We can give an-
other interpretation similar to I52, call it I53, which in addition contains the full denotation ofappend
(see (53)). I53 is licensed by both our principles, so it is a model of our grammar:









append = {(n2, n2, n2), (n2, n1, n1), (n1, n2, n1)}
We can find an infinite number of models of a consistent grammar. Obviously not all the models
of an HPSG grammar can be identified with the natural languagefr ment that we want to be denoted
by our grammar. For instance, the above exemplified model is too poor. A model for an HPSG gram-
mar should also contain unembedded/ embedded phrases (of sort u-phrase/ e-phrase), unembedded/
embedded words (of sortu-word/ e-word) etc. For the denotation of an HPSG grammar we need a
so-calledexhaustive model. Informally, an exhaustive model contains instances of allthe potential
configurations of objects that are well-formed with respectto the signature and are licensed by the
principles of the grammar. Thus we can identify the intendedexhaustive model of an HPSG grammar
with the natural language fragment that the grammar is written o denote.
26The ID PRINCIPLE formulated in (50) uses a disjunction of ID Schemata which wehave not defined for our grammar
yet (they are given in (67)). To keep the grammar simple, consider for the moment that these schemata are just a finite
number of different phrases: phrase-1, phrase-2, .., phrase-n.
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2.3.2 An HPSG grammar of a fragment of Romanian
In this section I will go into the details of HPSG grammar writing with a direct application to a small
fragment of Romanian. This grammar will later be taken as thes arting point for the HPSG analysis
of Romanian negative concord.
2.3.2.1 Words and phrases
The lexicon In HPSG, the lexicon is defined as a finite set of lexical entries (L-1, L-2, ..., L-n)
which denote the words admitted by the grammar and a setLR of words that are licensed as the
output of lexical rules (Höhle (1999), Meurers (1999)). Technically, the lexicon is part of the theory
of an HPSG grammar and is specified as a constraint on words:
(54) THE word PRINCIPLE
word→
(
L-1 ∨ L-2 ∨ ... ∨ L-n ∨ LR
)
Given the disjunction in the consequent of THE word PRINCIPLE, every object of sortword in the
grammar has to satisfy one of the given lexical entries or be the output of a lexical rule.
Lexical entries are partial descriptions of words and specify all the particular information about a
word that is not provided by the signature or the principles in the grammar. The inflectional variants
of a word are usually obtained by means of a lexical rule.27 Thus various verb forms likeread, reads,
reading receive a single lexical entry which contains the least marked form and the other forms are
derived by lexical rules. The word that undergoes a lexical rule is calledinput and the result is the
outputof the lexical rule.
Before we exemplify lexical entries, let us take a look at objects of sortsynsem, as they are the



















































Objects of sortsynsemcome with two attributes: LOC (“local”) with value of sortlocal and NLOC
(“nonlocal”) with value of sortnonlocal. The latter is useful in the analysis of unbounded dependency
constructions and will not be addressed here.28 Objects of sortlocal carry the local information about
the syntax-semantics of an object and have at least the following two attributes: CAT (“category”)
with value of sortcategoryand CONT (“content”) with value of sortcontent. The CAT attribute
specifies the (morpho-)syntactic information of a sign, except for its constituent structure which is
given under DTRS for phrases. CONT hosts the semantic information of a sign. The information
under CAT is distributed over the HEAD, VAL (“valence”), andMARKING attributes with values of
sorthead, valence, andmarking, respectively.
27I assume the view on lexical rules in Meurers (1999, Ch. 5) in aformalization that can be integrated in RSRL (Richter
(2004b, pp. 318–319)).
28The reader is referred to Pollard and Sag (1994, Ch. 4), Ginzburg and Sag (2000, Ch. 5), and Bouma et al. (2001) for
the value of the NLOC attribute.
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Note that with the description of synsems, we introduce new sorts and thus enrich our signature.
The newly introduced sorts that do not have a supersort will be immediately subsumed byobject in
(47). This is the case oflocal, nonlocal, head, valence, marking, andcontentin (55).
Words of different syntactic categories are distinguishedon the basis of the HEAD value which




















Headhas two immediate subsorts corresponding tosubstantiveand functional categories. The sort
functional usually includesdeterminers andmarkers (i.e. complementizers). Functional categories
have an attribute SPEC, whose value is the synsem object within the sign that they “specify”.
Substantive categories (including nouns, verbs, adverbs,and prepositions) may modify (MOD)
other synsems. The value for MOD can benoneor synsem(see (47)). If a sign modifies another sign,
the value for MOD issynsemand is identified with the SYNSEM value of the sign that is modifie .
If a sign does not modify other signs, its MOD value is of sortnone. Among substantive categories,
nouns specify their CASE value ascase(e.g.nominative, accusative, genitive, dative, for Romanian).
The case information of a noun is not important for our study,so I will not pay particular attention to it
and I will assume that we have a theory of case that gives us therig t results. Similarly, no particular
position is taken with respect to agreement. Any kind of analysis integrating agreement should in
principle be compatible with our grammar. Verbs specify their tense/ mood form under VFORM with
value of sortvform. For the sortvformwe assume the subsorts in (57).
(57)





The attribute VAL in (55) describes the subcategorization properties of a sign. The sortvalence
has three attributes: SUBJ (“subject”), SPR (“specifier”) and COMPS (“complements”). The values
of these attributes give us the subject, specifier or complements that the sign subcategorizes for. The
value for the three valence attributes in (58) is a list of synsems. This means that heads subcategorize
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The attribute MARKING indicates whether a linguistic object is marked by a marker or not: see







Now we have enough information about synsems to give an example of a lexical entry. Take the
















































































































































This lexical entry says that the wordciti has a phonology list made up of one phon-stringciti and a
HEAD value of sortverbwith a base verbal form, and that it subcategorizes for a listof one subject
(an NP) and a list of one (NP) complement. We represent lists by means of angle brackets.
The information that is not given in the lexical entry comes from the signature and the principles
of the grammar. The signature provides us with the information that the CONT value is of sortcontent
and that the MOD value is of sortmod-synsem. Other pieces of information come from principles.
For instance, all the words in the grammar that are not markers (i. . their HEAD value is notmarker)










Similarly, we know that verbs always receive an empty list for the SPR attribute: only subjects are
subcategorized for by verbs, while specifiers appear in the nomi al domain. The principle in (63)
allows us to specify this generalization for all the verbs:













‘John asked Mary to come.’




















from the two principles above.
From the lexical entry ofciti we can derive another inflectional form of the verb by means ofa
lexical rule. The lexical rule in (64) derives the past participle from a base verbal form:




















PHON PastPart( 1 )








The input description in the lexical rule (to the left) refers to a verb in its base form and the output
description (to the right) to the same verb in the past participle form. The functionPastPart specifies
how the phonological string of the input is modified in the output. The past participle of the wordciti
is citit, so in this casePastPart would stipulate that if the input phon-string1 ends in-i , the output
phon-string will be added-t .
In lexical rules, we only specify that piece of information about a word which undergoes a change
via the lexical rule. All other information is transmitted unchanged to the output. If the verbciti

















































































































































For the account of negative concord in this thesis we are not directly interested in the derivational
history of verb forms or other expressions. Thus I will only describe the necessary inflectional form
of a linguistic expression and refer to it as a lexical entry,even though in a carefully written grammar
that inflectional form would be licensed as the output of a lexical rule and not by a lexical entry. I
will call a particular description the output of a lexical rue only in those cases when I make use of a
lexical rule written in this grammar.
With lexical entries and lexical rules we describe words. Wenow concentrate on phrases. Unlike
words, phrases are objects with constituent structure which is arried by thehead-strucvalue of the
attribute DTRS. Headed structures are constituent combinations that are licensed as (headed) phrases
in the grammar. The sorthead-struchas the following subsorts:






















The sort hierarchy above presents five constituent structures that can be values for the attribute DTRS
of a phrase. All headed structures have an attribute HEAD-DTR which specifies the head of the
phrase. Besides this attribute, individual headed structues introduce their specific attribute that spec-
ifies the non-head daughter in the phrase. Thusead-subj-strs (“head-subject structure”) have an
attribute SUBJ-DTR,head-spr-strs (“head-specifier structure”) a SPR-DTR attribute,h ad-comp-strs
(“head-complement structure”) a COMP-DTR attribute. These structures are all related to the valence
requirements of a head. Besides them, we also licensehead-adj-strs (“head-adjunct structure”) with
an attribute ADJ-DTR andhead-mrk-strs (“head-marker-structure”) with an attribute MRK-DTR.
Importantly, thesignvalue of the attributes in a headed structure is to be contrasted with the value
of the valence attributes SUBJ, SPR, COMP, and the head attributes MOD, SPEC, where we have lists
of synsem objects. This is because phrases are made up of fullsigns, including phonology etc, while
a sign subcategorizes for/ modifies/ specifies a syntax-semantics specification, independently of the
phonology that it is associated with.
To license only the kinds of phrases that describe linguistic complex objects, our grammar must
constrain the way signs are put together in phrases. At this point we turn to the grammar principles
that make up the theory of the HPSG grammar.
2.3.2.2 Important grammar principles
ID Schemata The IMMEDIATE DOMINANCE (ID) SCHEMATA in (67) give us the kinds of phrases
that our grammar allows. The ID PRINCIPLE in (50) excludes from the grammar any phrase that does

























































































































































































































































































The ID Schema in (67a) enforces head-subject phrases to haveall valence requirements satisfied:
SUBJ, SPR and COMP lists must be empty. Given the signature, these phrases will also have a subject
daughter. Head-specifier phrases (67b) are also required tohave a satisfied subcategorization frame.
Moreover, their specifier daughter must identify its SPEC value with the SYNSEM value of the head
daughter. The use of the tag0 for both the value of the attribute SPEC in the specifier daughter and
the value of SYNSEM (SS) in the head daughter indicates that the two values are the same.
Head-complement phrases (67c) have a possibly non-empty list as the COMP value. According to
the signature, they also have a complement daughter. Given that head-complement phrases have only
one COMP-DTR (see (66)), only binary branching structures alicensed in the grammar: in case a
head requires more complements, they combine with the head one by one.30
SCHEMA-4 licenses head-adjunct phrases and is intended to accountfor modifiers of verbal pro-
jections.31 It enforces the MOD value of the adjunct daughter to be identifi d with the synsem of the
head daughter via the tag10. By not stating any particular requirements on the valence lists of the
phrase, we allow adjuncts to modify any projection level: the lexical head, a phrase containing some
or all the complements required by the head, or even full phrases with subjects.
SCHEMA-5 constrains head-marker phrases to inherit the MARKING specification 2 from the
marker daughter and their marker daughter to identify its SPEC value1 with the synsem of the head-
daughter. In this grammar I only consider markers for verbalprojections (see (60)), so the SPR
list of the head-marker phrase will be empty (cf. (63)). SCHEMA-5 also constrains head-marker
phrases to have an empty COMPS list. This means that a phrase cannot further combine with a
complement if it has been marked. The SUBJ list can be empty ornot. It will always be empty for
thecă complementizer which marks full clauses, but it may be emptyor non-empty forsă, which can
30Pollard and Sag (1994) make use of multiple branching structu es, thus the subcategorization requirements for comple-
ments are saturated all at once (see SCHEMA 2 in Pollard and Sag (1994, p. 38)). In this thesis I assume a binary branching
structure which is easier to extend to the semantic representatio s with quantifiers in Chapter 4.
31Our grammar in Section 5.4.3 will only contain one such modifier.
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mark both VPs and full clauses.32 Related to markers, I also assume a principle that enforces aphrase
to inherit the MARKING specification of the head-daughter ifit is not a head-marker phrase. This
marking specification would usually beunmarked.33
The constraints on the MOD value of adjunct daughters and theSPEC value of specifier and
marker daughters can be formulated independently of the ID Schemata, as two principles. Pollard and
Sag (1994) for instance give a Spec Principle. To keep our theory simple, we enforce these conditions
within the ID Schemata.
Valence Principle Another constraint necessary for a theory of constituent structure is the VA-
LENCE PRINCIPLE. Its role is to relate the SUBJ-/ SPR-/ COMP-DTR to the subcategorization re-
quirements of the head daughter. Together with the ID Schemata above, it licenses the phrases in the
grammar.
(68) THE VALENCE PRINCIPLE
a. The value of the SUBJ attribute of the head daughter in a head-subject phrase is a
list whose first element is the SYNSEM value of its subject daughter and whose rest
is the phrase’s SUBJ value. The SPR and COMPS values of the phrase a e identical































































b. The value of the SPR attribute of the head daughter in a head-specifier phrase is a list
whose first element is the SYNSEM value of its specifier daughter and whose rest is
the phrase’s SPR value. The SUBJ and COMPS values of the phrase are identical to































































c. The value of the COMPS attribute of the head daughter in a head-complement phrase
is a list whose first element is the SYNSEM value of its complement daughter and
whose rest is the phrase’s COMPS value. The SPR and SUBJ values of the phrase
32In Section 5.7 we will have an example with a matrix control verb, sosăwill mark an embedded VP with a non-empty
SUBJ value.
33See (Pollard and Sag, 1994, fn. 51, p. 45) for a formulation ofthis principle.
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d. The SPR, SUBJ and COMPS values of a head-adjunct phrase areidentical to those
















































e. The SPR, SUBJ and COMPS values of a head-marker phrase are identical to those
















































The VALENCE PRINCIPLE must be understood as a conjunction of the five constraints in(68a) to
(68e). Phrases usually inherit the valence values of the head daughter, unless the non-head daughter
saturates (part of) one such value of the head daughter. Head-adjunct phrases and head-marker phrases
inherit all the valence specifications of the head daughter,since their non-head daughters are not
subcategorized for by the head daughter.
For the phrases in which the non-head daughter reduces some valence list of the head daughter
(in (68a), (68b), and (68c)), the valence principle constrains the relationship between the valence
values of the head daughter and the SYNSEM value of the non-head daughter. Note that the valence
requirements are saturated in the order in which they appearon the valence lists of the head daughter.
For instance, in (68c) thephraseinherits the REST value (1 ) of the COMPS list of the head daughter.
The first element2 on the COMPS list of the head daughter is identified with the SYN EM value of




stands for a list with the FIRST value2 and the REST value1 .
We also need to make sure that the SUBJ and SPR attributes are li ts of length at most one.34 This
can be done by the two principles below which enforce the SUBJ/ SPR value in valence objects to be
either the empty list or a list made up of only one synsem element:
34Note that in the case of specifiers, this constraint may be toorestrictive, since it would rule out structures likeall the
studentsin English if bothall andtheare considered specifiers.
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Argument structure In Pollard and Sag (1994, Ch. 1–8) all the valence requirements are placed on
a SUBCAT (“subcategorization”) list. Given the subsequentconvention of keeping valence properties
separated from one another (Pollard and Sag (1994, Ch. 9), Sag (1997) and others, all following
Borsley (1987)), the attribute ARG-ST (“argument structure”) is introduced on words to collect all
the valence specifications on a single list ofsynsemobjects. In Sag et al. (2003), the realization of
ARG-ST is formulated as a principle which I import into our grammar:





















The Head Feature Principle One more constraint to be mentioned here is the HEAD FEATURE
PRINCIPLE (HFP). It is given below:






The HFP ensures that phrases inherit the morphosyntactic (HEAD) specification of their head daugh-
ters. It thus rules out a phrase like (72) which would be allowed by the signature in combination with
the other principles that we mentioned:









As mentioned before, HPSG grammar writing often employs abbreviations of AVMs for readability.
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2.3.2.4 The syntactic structure of a Romanian sentence
We now have the main ingredients of an HPSG grammar to analyzesentence of Romanian. Let us










’John is reading a book.’
We start by specifying the contribution of the lexical itemsin the sentence:Ion, citeşte, o, andcarte.
Given the lexical entry forciti in (61), the specification in (75b) below describes objects that are
licensed as the output of a lexical rule giving us the presenttense (third person singular) form of the
verb.



















































































































































































































































































































































To keep the lexical entries simple, we introduce another principle (similar to (62) and (63) above)










Thus all the lexical items in (75), except forciteşte, receive a SUBJ empty list value.
Although the tags with only one occurrence in (75) (e.g.0 , 1 , 4 , 5) do not play any particular role
they indicate token-identity in the complex structure inFIGURE 2.2, where these lexical descriptions
and their pieces are present at different places within the description of the whole sentence.
Now we can license phrases by means of the lexical descriptions, the IDSCHEMATA in (67) and
the VALENCE PRINCIPLE in (68). SCHEMA-2 and the principle in (68b) license the phraseo carte(“a
book”) in (77). SCHEMA-3 and principle (68c) license the phraseciteşte o carte(“is reading a book”),
and by means of SCHEMA-1 and principle (68a), we can license the whole sentenceIon citeşte o carte
(“John is reading a book”). For readability, I leave unmarked the token-identity between the valence
lists of a phrase and those of its head daughter. For instancein (77), we should label the COMPS and
the SUBJ values of the phrase with the same tags as the COMPS and UBJ values of the wordcarte
in (75d). See a full specification of these token-identitiesin the tree structure inFIGURE 2.3.
Regarding the PHON value of phrases, I tacitly assume a princi le in the grammar that restricts
this value in a sensible way so that it contains all and only the PHON values of the daughters in the
intended linear order.35















































































































in (77). For simplicity I leave out the commas and only use a blank to delimit the individual phono-
logical strings.
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A detailed AVM description of the phrase in (79) is given inFIGURE 2.2, p. 63. A tree structure nota-
tion is given inFIGURE 2.3, p. 64, where the branches under each phrase correspond to the attributes
of the head-structure object that is the value of DTRS in the phrase. For the upmost phrase in the tree
the left branch stands for the SUBJ-DTR attribute and the right branch for the HEAD-DTR attribute.
The reader may verify inFIGURE 2.3 the correct application of the constraints given in Sec-
tion 2.3.2.2. The HFP is respected since the phraseo carte inherits the HEAD value5 of its head
daughtercarte, and the phrasesciteşte o carteand Ion citeste o carteinherit the HEAD value0 of
their head daughters. The ID PRINCIPLE is respected since we only have phrases with a DTRS value
of sortshead-subj-str, head-spr-str, andhead-comp-strlicensed by the schemata in (67). The correct
application of the VALENCE PRINCIPLE can be verified by observing that non-head daughters sat-
urate the corresponding valence requirements of the head daughters, while the other valence values
are inherited by a phrase from its head daughter. The wordcartegets its SPR value saturated by the
specifier8 , so the phraseo cartehas the empty list value for SPR. The same procedure applies for the
word citeşteand the phraseciteşte o cartewhose COMPS and SUBJ values are saturated by10 and
12, respectively, so the phrasesciteşte o carteandIon citeşte o cartehave empty COMPS and SUBJ
values. Apart from the saturated valence values,o carteinherits the SUBJ and COMPS values13/ 14
from the head daughtercarte, citeşte o carteinherits the SUBJ and SPR values15/ 16 from the head










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.2:Ion citeşte o carte

















































































































































































































































































































































































































































































































































































































































































































































Figure 2.3: Tree representation forI n citeşte o carte
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2.3.2.5 Further issues: Semantics
So far, we have discussed the organization of an HPSG grammarfrom a syntactic point of view. That
is, we paid attention to objects of sortcategory, the value of the attribute CAT. In this section I briefly
address the semantics in HPSG, i.e. objects of sortcon ent, as the value of the attribute CONT.
Semantics in the HPSG tradition of Sag and Pollard (1987) andPollard and Sag (1994) is based
on theSituation Semanticsframework of Barwise and Perry (1983), but it also makes use of other
semantic mechanisms imported for instance from Cooper (1983) (‘Cooper storage’). The values of
the attributes forcontentobjects characterize a semantic ontology specific to HPSG and not shared
by other frameworks. In Chapter 5, I will replace this kind ofontology with another one, based on
model-theoretic semantic representations generally assumed in semantic theories. For this reason,
at this point I only give an informal description of the values for the CONT attribute. This short
presentation is necessary to understand a proposal in de Swart and Sag (2002) which will be addressed
in Section 4.3.1.































































QUANTS “list of scopal elements”
NUCL “main predication”




















































The structure in (80) is the result of several empirically motivated changes proposed in Pollard
and Yoo (1998) and Przepiórkowski (1998), which modified the original semantic representation of
signs as viewed in Pollard and Sag (1994).
The CONT value of a verb contains the attributes NUCL (“nucles”), QUANTS (“quantifiers”)
and STORE. NUCL hosts the semantic relation expressed by theverb. The value of QUANTS is a
list of quantifiers (scopal operators) which take scope in the order dictated by the list: the leftmost
quantifier has widest scope. They all take scope over the nucleus of the verb. The interpretation
of quantifiers on the QUANTS list is mediated by a Cooper storage mechanism encoded under the
attribute STORE. The value of STORE is a set of quantificationl perators. It is non-empty for quan-
tificational determiners, NPs that contain a quantifier, andverbs that have quantificational arguments.
The STORE value is inherited by NPs from their determiners, so a quantifier NP likefiecare student






. Verbs inherit the
STORE specification of their arguments. The verbciteştein (81) has two quantificational arguments
fiecare student‘every student’ ando carte‘some book’ with a non-empty STORE set, so its STORE











36Note that in (82) I employ the notation in de Swart and Sag (2002) for the NUCL value of the verb: the relation READ
is different from the notation in Pollard and Sag (1994).
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i. ‘Every student is such that s/he reads a book.’






















































































































































































































∧ retrieve ( 3, 4)
We represent sets with curly brackets to distinguish them fro the angle brackets for lists. Ele-
ments in a set are not ordered, so the set3 does not say anything about the scope interaction between
the two quantifiers. This is fixed on the QUANTS list of the verbby means of a relationretrieve .
The relationretrieve takes a set3 and returns a (ordered) list4 of the elements of that set. Thus
in (82) the variable4 may take two different list values:〈EVERYSTUDENT, SOMEBOOK〉 and
〈SOMEBOOK, EVERYSTUDENT〉. The former gives us the first interpretation in (81) and the latter
the second one.
Chapter 3
The semantic status of Romanian
n-words
This chapter addresses the main empirical facts concerningRomanian NC. The aim is to determine
the semantic status of n-words and their role in NC constructions.1 I argue that Romanian n-words are
negative quantifiers, and that their behavior within NC resembl s that of inherently polyadic quanti-
fiers discussed in Section 2.1.3.
The chapter begins with a general presentation of NC languages (Section 3.1), and of the basic
NC data in Romanian (Section 3.2). The NPI and the NQ approaches to NC mentioned in Section 1.2
are considered here in relation to Romanian. Section 3.3 provides several arguments against an NPI
approach, and for an NQ analysis. In Section 3.4 more empirical support is brought for the negative
semantics of Romanian n-words. In the last part, Section 3.5, the scope interaction between NQs and
other operators is investigated. The similarity between NCand cumulative polyadic quantifiers leads
to a proposal to treat NC as an inherently polyadic quantifier.
3.1 N-words and NC languages
The termn-word, originary from Laka (1990), has become very popular in the literature on negation
and is used for nominal and adverbial negative constituents(like the Spanishnadie, ‘nobody’ nada,
‘nothing’, ningun, ‘no’ , nunca, ‘never’), as opposed to the negative sentential operator,usually an
adverb or an adverbial particle attached to the verb and referred to as the Negative Marker (NM).
3.1.1 DN vs. NC Languages
A central distinction that crosslinguistic studies on negation make is that between Double Negation
(DN) and Negative Concord (NC) languages.2 In DN languages the cooccurrence of a negative con-
stituent with the NM or another negative constituent results in a DN effect, i.e. the sentence is under-
stood as affirmative. In NC languages such a cooccurrence receives a NC reading, i.e. the sentence
1The discussion here is not intended to be exhaustive in charaterizing negation or even negative concord in Romanian.
For related issues not addressed here the reader is referredto the overview on Romanian negation in Barbu Mititelu and
Maftei Ciolăneanu (2004).
2The termnegative concordcomes from Labov (1972) and is equivalent to Jespersen’s (1917) double attractionand
Klima’s (1964)neg-incorporation.
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is understood as negative. The class of DN languages includes most Germanic languages, while Ro-
mance and Slavic are standardly taken to belong to the class of NC languages. Let us take a few
examples from both classes:
(83) DN languages
a. Standard English
i. John didn’t say that.









































‘It is not the case that Frank didn’t see anybody.’ (DN)























































‘John doesn’t like Mary.’











‘Mary didn’t give anything to Peter.’ (NC)
(Przepiórkowski and Kupść (1999, pp. 212–213))
The interpretation of sentences (83a-ii), (83b-ii), (83c-ii) qualifies standard English, German, and
Dutch as DN languages, while (84a-ii), (84b-ii), and (84c-ii) indicate that Italian, Spanish, and Polish
are NC languages. As will be shown in Section 3.2.2, Romanianbelongs to the second class.
Besides the DN effect, in DN languages negative constituents like nothing, nichts, niemandalso
yield sentential negation alone, whilen ssuno, nadie, niczegodo not. Compare the negative meaning
of (85) below to the obligatoriness of the NM in (84a-ii), (84b-ii), and (84c-ii):3
(85) Negative quantifiers in DN languages


















‘Frank didn’t see anybody.’ (Dutch)
Negative constituents in DN languages are usually calledn gative quantifiers, while the notion
n-word is used for negative constituents in NC languages. In this the is I will use the termn-word for
negative constituents in both NC and DN languages. A definingproperty of n-words is their ability to
appear in contexts where they independently contribute negative meaning, so we can formulate this as
a condition for qualifying a constituent as an n-word (86):4
(86) An expression is an-wordif there are contexts where it independently contributes negative
meaning.
Fragmentary answers are one context that satisfies the condition (86) in all NC languages, just like
in DN languages. Thus a question like the English (87) can be answered with an n-word in each of






3.1.2 Strict vs. non-strict NC
Within the class of NC languages, Giannakidou (2006) distinguishes strict NC from non-strict NC.
The former refers to languages where the presence of an n-word in a sentence always requires the
cooccurrence of the NM on the verb, regardless of the syntactic position that the n-word occupies.
3Italian nessunoand Spanishnadiecan yield sentential negation in some special cases describd in Section 3.1.2, but
the contrast above still holds, since in (84a-ii) and (84b-ii) they wouldn’t be able to.
4See also Giannakidou (2006) for a more restricted definitionby which n-words only appear in NC languages.
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In non-strict NC languages, an n-word preceding the verb is incompatible with the NM and is able
to license NC with other n-words. The NC constructions of thekind in (88a-ii) are usually called
‘negative spread’ (den Besten (1986)).
Slavic languages typically belong to the former class, mostRomance languages to the latter. The
examples in (88a) and (88b) illustrate the contrast betweenth two NC classes:









































‘Nobody hit anybody.’ (Przepiórkowski and Kupść (1999,p. 213))
The asymmetric conditions imposed on the presence of the NM by preverbal and postverbal n-
words indicate that Italian displays the non-strict variety of NC ((88a) vs. (84a-ii)).5 The Polish
examples in (88b) repeat the situation already observed with postverbal n-words in (84c-ii), and thus
establish that Polish is a strict NC language. In Section 3.2.2 it will be shown that, unlike other
Romance languages, Romanian is typically a strict NC language.
3.2 Negation and NC in Romanian
3.2.1 General facts about negation in Romanian
GA (1966) and Avram (1986) describe the use of the NMnu (with the phonological variantn-)6 before
the main verb as the common way to negate a sentence in Romanian. The sentence in (89b) is the




















‘The students didn’t read the novel.’
5The presence of the NM with a preverbal n-word is not completely ungrammatical, as (88a) may suggest. Under special
intonational conditions, the two sentences may receive a DNinterpretation (see Zanuttini (1991)). But for a NC reading,
the presence of the NM is excluded.
6The reduced formn- is optionally used under certain phonological conditions de cribed in Section 5.5.6.
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Besides negating the main verb of a sentence,nu is also able to negate a constituent, like in
(90). In this case, the sentence is affirmative, because the verb is not negated. This role ofnu is
usually referred to as “constituent negation” and is syntactic lly distinguished from the one in (89),



























‘The students read not the novel, but the preface.’
The NM nu appears with all the finite verb forms (including the subjunctive), and with the infini-
tive. The other non-finite forms, i.e. present/ past participle and supine, become negative by means of

































Although negated non-finite verb forms cannot contribute negation to the main clause, they do express






































‘This article, which wasn’t cited by critics, is actually very interesting.’
Another means of negating a constituent within a sentence isth prepositionfără ‘without’, which

























‘Maria solved the problem without help/ asking for help.’
3.2.2 N-words and NC
Besides the NM contributing negation to the verb, GA (1966) and Avram (1986) mention n-words as













‘The students read no novel.’
7GA (1966) and Avram (1986) use the terms “double negation” (for NC with one n-word) and “multiple negation” (for
NC with two or more n-words).











































‘No student read any novel.’
Romanian, like other languages, has both bare n-words and what could be called ‘n-determiners’:
(95) Romanian n-words
• Nouns (pronouns):
– nimeni (‘nobody’), with dative-genitivenimănui
– nimic (‘nothing’)




– nicăieri/ niciunde (‘nowhere’)
– nici(de)cum(‘nohow’, ‘nowise’), deloc(‘at all’)
• Determiners:
– niciun/ nicio (masculine/ feminine singular of ‘no’) with dative-genitiveniciunui /
niciunei
(94) shows that the presence of an n-word always requires theNM on the verb. With respect to
Giannakidou’s distinction in Section 3.1.2, Romanian qualifies as a strict NC language: the preverbal
n-word in (94c) and (94d) doesn’t make the presence of the NM on the verb any more optional than
the postverbal n-words in (94a) and (94b).8







































‘This article, which wasn’t cited by any critic, is actuallyvery interesting.’
8Ionescu (1999) and Iordăchioaia (2004) show that strict NCdoes not hold for all instances of negation involving n-words









‘article which hasn’t been cited by anybody’
These constructions are quite rare and usually stylistically marked. Our discussion at this point only takes typical strict NC
constructions into account.































‘Maria solved the problem without any help/ asking anybody for help.’
In the sentences above,ne-andfără exhibit strict NC the same way asnu does in (94). This pattern











































‘Anne has left without saying anything.’ (de Swart and Sag (2002), p. 411)
In conclusion, Romanian n-words can be licensed within strict NC constructions by the NMnu
(94), the prefixne-, and the negative prepositionfără ‘without’ (97). In what follows, the discussion
will concern contexts like (94), but the conclusions will beformulated in a way that will allow an
extension to cover the cases in (97).
3.2.3 NPIs
In addition to n-words, Romanian has a class of indefinites sen itive to negation, which best resemble
English negative polarity items likeany. They are ungrammatical in positive contexts, and are licensed
only under various forms of negative(-like) licensers:
(99) a. * Mary boughtanybook.
b. Fewstudents boughtanybook.






















‘Few students bought any book.’
(101) Romanian NPIs
• Nouns (pronouns):
– cineva(‘some-/ anybody’) with dative-genitivecuiva
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– ceva(‘some-/ anything’)





– vreun/ vreo (masculine/ feminine singular of ‘any’) with dative-genitive vreunui/
vreunei
As the English translation already indicates, the bare nouns cinevaandcevaare ambiguous between a
specific and a non-specific interpretation. Just like English some-indefinites in (102b), they outscope


















i. ∃ > ¬: ‘There is somebody who Maria didn’t mention to have seen.’
ii. ¬ > ∃: ‘Maria didn’t say that she had seen anybody.’
b. Maria didn’t say that she sawsomebody.
i. ∃ > ¬ ii. # ¬ > ∃
c. Maria didn’t say that she sawanybody.
i. # ∃ > ¬ ii. ¬ > ∃
This ambiguity disappears in the case of indefinites containi g vre-, which are unambiguously inter-



















i. # ∃ > ¬
ii. ¬ > ∃: ‘Maria didn’t say that she had seen any thief.’
3.3 N-words between NPIs and NQs
In order to determine which of the two analyses in Section 1.2is appropriate for Romanian, we first
have to establish the semantic status of n-words, that is, whether they are NPIs or negative quantifiers.
This section brings arguments against the NPI hypothesis for Romanian n-words.
After a general presentation of the NPI licensing conditions (Section 3.3.1), in Section 3.3.2 I
present the reasons why an NPI analysis is not desirable for Romanian. The subsequent sections bring
additional arguments for the negative character of n-words.
3.3.1 NPIs
Ladusaw (1980) addresses two main problems concerning negative polarity items likeany: 1) NPIs
are licensed by some operators but not by others, 2) the operat r h s to precede the NPI in the syntax:
(104) a. Few/*Many people sawanybody.
b. He did*(n’t ) seeanybody.
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c. * Anybodydidn’t see him.
(104a) and (104b) indicate that Englishanybodycan be interpreted in the scope offew andnot, but
not in the scope ofmanyor that of an affirmative verb. The ungrammaticality of (104c) adds to this
condition a syntactic observation: it is not enough to interpr t an NPI within the semantic scope of a
licenser, it also has to be preceded by that licenser in the syntax. The former constraint is referred to
as the ‘semantic licensing’ of NPIs, and the latter as the ‘syntactic licensing’.
With respect to ‘semantic licensing’, the idea put forward by Ladusaw is that NPIany is an exis-
tential quantifier which must be licensed in the scope of a negative operator that is at leastdownward
entailing.
3.3.1.1 A hierarchy of negative licensers
van der Wouden (1997) and Zwarts (1998) give a semantic charaterization of negative contexts which
sheds more light on the semantic licensing differences among NPI classes. They distinguish between
downward entailing (DE), anti-additive, and antimorphic operators:
Definition 3.1 GivenX andY , a functionF is
a. downward entailingiff:
X ⊆ Y → F (Y ) ⊆ F (X)
b. anti-additiveiff:
F (X or Y ) = F (X) andF (Y )
c. antimorphiciff:
F (X or Y ) = F (X) andF (Y )
F (X andY ) = F (X) or F (Y )
DE operators are the largest class of the three, and are characterized by the least negative seman-
tics satisfying the condition inDEFINITION 3.1a, which is the weakest. Anti-additive operators are a
subclass of DE operators, characterized by a stronger negativity constraint. The most negative opera-
tors are the antimorphic ones, constituting a further restricted subclass of the anti-additive operators.
Thus there is an inclusion relation between the three classes of negative operators, in the order in
which they are presented inDEFINITION 3.1. This relation is directly reflected in the examples below.
In (105) there are three DE operators: the quantifierfew, the prepositionwithout, and the NMnot.
Many, a positive operator, does not obey the DE condition inDEFINITION 3.1, which explains the
ungrammatical version of the sentence in (104a).
(105) ForX= [spinach]andY = [vegetable] , [spinach]⊆ [vegetable] :
a. Many people eat vegetables.6→Many people eat spinach.
b. Fewpeople eat vegetables.→ Fewpeople eat spinach.
c. John ate his sandwichwithout vegetables.→ John ate his sandwichwithout spinach.
d. John doesn’t eat vegetables.→ John doesn’t eat spinach.
If we takeX to stand for “flower” andY for “book” in (106), we can check the three expressions
above for anti-additivity:
(106) a. Few people brought flowersor books. 6= Few people brought flowersand few peo-
ple brought books.
b. John camewithout flowersor books. = John camewithout flowersandJohn came
without books.
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c. John didn’t bring flowersor books. = John didn’t bring flowersand John didn’t
bring books.
Without and not in (106b) and (106c) meet the condition inDEFINITION 3.1b and thus qualify as
anti-additive. The lack of equivalence in (106a) indicatesthat few people, although DE (105b), is not
anti-additive. Negative indefinites (n-words) containingno, like nobody, nothing, no studentare also
anti-additive (see van der Wouden (1994)).
In (107), it can be seen that the class of antimorphic expression is even more restricted than that
of anti-additive expressions:withoutdoes not pass the second antimorphicity test in (107b):
(107) a. John camewithout flowersandbooks. 6= John camewithout flowersor John came
without books.
b. John didn’t bring flowersand books. = John didn’t bring flowersor John didn’t
bring books.
In conclusion,not is the strongest negative expression of the three considered here, since it is the
only one that fulfills the antimorphicity conditions.
3.3.1.2 Licensing of NPIs
Given the hierarchy of negative functions inDEFINITION 3.1 and the proposal in Ladusaw (1980) that
NPIs are licensed by DE operators, it follows that Englishany-NPIs should be grammatical in the
scope offew, without, andnot, but not in the scope ofmany. This is confirmed by the data in (104a)
and (104b), and (108) below:
(108) He managedwithout anyhelp.
Furthermore, (104c) shows that the NPI has to be preceded by the licensing operator in the syntax.
To account for this, Ladusaw proposes that NPIs must bec-commandedby a DE operator. A common
definition of c-command is the one below:
(109) In a tree, a node Ac-commandsnode B iff
• neither dominates the other, and
• every (branching) node dominating A also dominates B.
The tree in (110) represents the structure of sentence (104c) repeated as (111a). Note thatanybody
c-commandsdidn’t, but not vice versa, because the first branching node (YP) dominatingdidn’t does








(111) a. *Anybodydidn’t see him.
b. He didn’t seeanybody.
In (110),didn’t c-commands the direct object position, which explains why (104b)/ (111b), with the
NPI anybodyin the object position, is grammatical.
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3.3.1.3 Classes of NPIs
van der Wouden (1994, 1997) and Zwarts (1998) show that therear three classes of NPIs, which are
semantically licensed by the three classes of negative operators. Within van der Wouden’s (1994) ter-
minology, DE operators licenseweakNPIs, anti-additive operators license NPIs ofmediumstrength,
while antimorphic operators licensetrongNPIs.
Considering the hierarchy of negative operators presentedabove, weak NPIs should be success-
fully licensed by each of the three kinds of operators, a facttha is confirmed in (104a) and (104b),
and (108) byanywhich is grammatical with DEfew, anti-additivewithout, and antimorphicnot. In
(112),any is also licensed by the DEat most, and the anti-additivenobody:
(112) a. At most three people broughtanyflowers.
b. Nobodybroughtanyflowers.
NPIs of medium strength likeyetare licensed by anti-additive operators, but not by DE ones:
(113) a. *At most three people brought flowersyet.
b. Nobodyhas brought the flowersyet.
c. John hasn’t brought the flowersyet.
Finally, the strong NPIa bit can only be licensed by the antimorphic operatorn t:
(114) a. *At most three linguists werea bit happy about these facts.
b. * No onewasa bit happy about these facts.
c. Chomsky wasn’t a bit happy about these facts. (van der Wouden (1994), p. 19)
Some medium and strong NPIs have been noticed to display collocational properties: they can also
appear in positive contexts, but they are interpreted as NPIonly under appropriate negative licensers.
For instance,yet is synonymous withstill in positive contexts (115a), but not in negative ones, where
it gets an NPI reading (115b):
(115) a. Yet, John is a nice guy. =Still, John is a nice guy.
b. Nobodywas thereyet. 6= Nobodywasstill there.
The same contrast appears witha bit, which as a non-NPI is synonymous witha little (116a), a fact
that does not hold for NPIa bit (116b):
(116) a. John isa bit upset. = John isa little upset.
b. John isnot a bit happy. 6= John isnot a little happy.
Ladusaw’s analysis of NPIs concentrates on the properties of any, i.e. ‘weak’ NPIs. The other
two classes of NPIs are semantically more restricted thanany, so they satisfy the licensing conditions
imposed onany, plus their specific restrictions. Thusyet anda bit – in their NPI form – cannot be
licensed by the non-DE quantifiermany, as (117a) and (117b) indicate: the former is totally ungram-
matical, while the latter can only receive the non-NPI reading.
(117) a. *Many students were thereyet.
b. Many students werea bit/ a little upset.
Moreover, they must be c-commanded by their negative licenser. Otherwise, they again lose the NPI
reading (see (118a) and (118b)).
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(118) a. There wasyet/ still nobody to answer.
b. ?? They werea bit/ a little not happy.
In conclusion, the observations in Ladusaw (1980) concerning both the semantic and the syntactic
licensing ofanycarry over to stronger NPIs, which are semantically more constrained.
3.3.1.4 Roofing
In Ladusaw (1980), NPIany is assumed to contribute an existential quantifier. But thisquantifier does
not behave like a typical existential quantifier contributed by an indefinite, since no other operator is
allowed to intervene between it and its licenser. (119a) hasa reading in which the universal quantifier
intervenes between the negative operatorn t and the existential quantifier carried by the indefinite
a student. In (119b) this reading is not available anymore, because the existential quantifier is con-
tributed by the NPIany. The only reading is the one in which no operator intervenes between the
negation and the existential quantifier (119bii):
(119) a. Meg didn’t readeverybook toa student.
¬∀x[book(x)→ ∃y(student(y) ∧ read(Meg, x, y))]
b. Meg didn’t readeverybook toany student.
i. # ¬∀x[book(x)→ ∃y(student(y) ∧ read(Meg, x, y))]
ii. ¬∃y[student(y) ∧ ∀x(book(x)→ read(Meg, x, y))]
In view of this observation, an extra stipulation has to be made bout the semantic licensing of
any.9 Ladusaw (1992) gives up the assumption that NPIany contributes an existential quantifier,
in favor of a general definition of NPIs in terms of Heimian ‘indefinites’ (cf. Heim (1982)). Thus
NPIs are considered to be variables with descriptive content and no inherent quantificational force,
which become existentially bound at some point in the interpretation. The existential binding is only
available when the indefinite falls in the restriction or thenuclear scope of an operator. This binding
operator is called ‘theroof of the indefinite’. With the notion of a ‘roof’ the immediatenss between
the licenser and the NPI comes for free and no additional stipulation is necessary.
In conclusion, the semantic licensing of NPIs is formulatedas a generalroofingcondition: the roof
must be an appropriately negative operator.Any-NPIs, as a subclass, must be semantically roofed by
a DE operator, and c-commanded by it in the syntax. In Section3.3.2.1 below I compare the licensing
of NPIs with that of n-words.
3.3.2 N-words as NPIs
In what follows, it will be shown that the assumption that Romanian n-words are NPIs encounters three
major problems concerning: 1) the status of the licenser, 2)locality conditions, and 3) modification
by almost. They are addressed in this order in Sections 3.3.2.2, 3.3.3, and 3.3.4, after a presentation
of the main claims of the NPI approaches with respect to n-words (Section 3.3.2.1).
3.3.2.1 Ladusaw (1992)
The first influential NPI analysis is given in Ladusaw (1992) which mainly addresses non-strict NC
Romance languages and English NC varieties. This proposal has been implemented in various se-
mantic and/ or syntactic-semantic frameworks (see for instance Richter and Sailer (1999b)’s HPSG
9See for instance the Immediate Scope Constraint in Linebargr (1980).
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analysis with Ty2 expressions, Przepiórkowski and Kupś´c’s (1999) HPSG analysis within Situation
Semantics, and Zeijlstra’s (2004) Minimalist account). Given the great impact that Ladusaw (1992)
had on NPI approaches, I take this proposal as most representativ for the NPI analysis of n-words.
As briefly described in the previous section, Ladusaw (1992)redefines NPI licensing in terms of
semantic roofing by a negative operator. This is the most general condition on NPIs, and Ladusaw
argues that a language can display various classes of NPIs, which are licensed via a particularization
of the general semantic roofing condition. These classes also include n-words.
We now consider the operator that roofs n-words as a kind of NPIs. The class of NPIs of the
any type is broader than that ofnobody, since they accept roofing under any DE operator, so they are
more permissive. Ladusaw (1992) argues that n-words imposea stronger restriction on their roof, that
of anti-additivity (DEFINITION 3.1b). This is confirmed by (120), where the Italian n-wordnienteis
grammatical in the scope ofsenza(‘without’), but not in the scope ofpochi (‘few’), an appropriate
context for the NPIalcunch́e (‘anything’):
(120) a. Pochicapisconoalcunch́e/ *niente di logica.
‘Few people understand anything about logic.’ (Italian, Zanuttini (1991))
b. ...senzacapirenientedi logica
‘without understanding anything about logic.’
Ladusaw’s theory also predicts the grammaticality of (121a) and (121b) below. The sentential
negationn’t and the n-wordnobodycount each as anti-additive operators. But the ungrammaticality
of (121c) comes unexpected if we consider thatnothing is anti-additive, just likenobodyin (121b).
Thus (121c) must violate a syntactic condition. This is not c-command, sincenobodyis c-commanded
by nothing. Moreoveor,anyoneis grammatical in (121d):
(121) a. She didn’t give nothing to nobody.
b. Nobodysaidnothing.
c. * She gavenothing to nobody.
d. She gavenothing to anyone.
(Ladusaw (1992), pp. 249–250)
The kind of contrast between (121a) – (121b) and (121c) is attested in English NC varieties and
in non-strict NC languages like Italian and Spanish. The gramm ticality of (121a) suggests that the
expressor of negation must be associated with the head of thesent nce (i.e. the verb). At the same
time, the sentence in (121b) is fine, which indicates that an n-word preceding the head of the clause
can license another n-word. For Italian, Zanuttini (1991) formulates the constraint that negation must
have sentential scope, which only happens if the negative operator c-commands the verb. In this way,
one can explain how the NM in (121a) and the n-word in (121b) license the postverbal n-words.
Ladusaw offers a more elegant solution: he starts from the idea that n-words in NC are NPIs that
have to be roofed by an anti-additive operator. But this operator doesn’t need to be part of a lexical
meaning, it can also be constructional, in the sense that it is related to a structural feature that is not
visible in the clause. Thus the operator is simply added in atsome point in the interpretation of a
sentence, and n-words are taken to act as licensers for its insertion.
Ladusaw (1992) gives the outlines of a syntax-semantics both in GPSG (Generalized Phrase Struc-
ture Grammar) and in GB (Government and Binding). In GPSG he proposes that there is a [neg] fea-
ture inherently specified for all negative phrases. This featur must be part of the lexical specification
of the head of a clause in order to trigger sentential negation, and this only happens when the feature
is already on the verb (122a) or it gets there by percolation fr m an n-word specifier (122b) or an
adjoined sister node (122c):
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(122) a. John didn’t speak.
b. Nobodyspoke.
c. Johnnever spoke.
The transmission of the [neg] feature from the n-word to the verbal head in (122b) and (122c) is made
possible by the principle in (123):
(123) (Ladusaw (1992), p. 254)
A category inherits the feature [neg] from a specifier sisteror an adjoined sister.
The sentences in (122) are all correctly interpreted as negativ within such an analysis, and the NC
instances in (121) can be explained if one understands n-words as roughlyself-licensing NPIs.
In conclusion, the core idea of the NPI analysis in Ladusaw (1992) is that n-words as NPIs have to
be semantically licensed in the scope of an anti-additive operator which must be syntactically licensed
either by a head already marked as negative or by an n-word appearing in a special configuration
(specifier-head or adjunct-head phrase) with the head.
3.3.2.2 A semantic licenser for Romanian n-words?
The central claim of the NPI analysis that n-words need to be semantically licensed by an operator is
refuted here on the basis of the semantic independence of Romanian n-words.10
Romanian negative licensers The classification of negative operators given inDEFINITION 3.1 can
also be applied to Romanian. The three negative contexts discussed above correspond to the Romanian





































































The sentences in (124) are parallel to the English ones in (105), and they show thatpuţini, fără, and
nu are DE, whilemulţi is not.
The examples in (125), the Romanian counterpart to (106), indicate thatfără and nu are also




































10Variants of an NPI analysis for NC in Romanian, which assume as mantic licensing mechanism for n-words, have
been proposed in Ionescu (1999, 2004) and Barbu Mititelu andMaftei Ciolăneanu (2004). A close consideration of the
motivation behind these approaches in comparison to the present analysis is postponed for Chapter 6. In this section, I
concentrate on the empirical evidence that supports the present NQ analysis.


















































































































































The syntactic condition on Romanian n-words The syntactic licensing contrast illustrated in
(121), which shows up in non-strict NC languages, does not arise in Romanian, a strict NC lan-
guage. The ungrammaticality of the Romanian counterpart of(121c), given in (127c), must be due to
the general constraint on NC that the NM be present on the verb, which we saw in (94c) and (94d),







































‘S/he gave nobody anything.’
Thus the principle in (123) is not necessary in Romanian.
The semantic status of the licenser If Romanian n-words are treated as NPIs, the NM11 is a rea-
sonable choice for a licenser: its obligatory presence withn-words is similar to that of a DE operator
with NPIs.12 But with the NM as a licenser, there is a puzzling asymmetry inthe licensing conditions
of n-words and NPIs: n-words are syntactically more independent, and semantically more restricted
than NPIs. This casts serious doubt on the claim that n-wordsare a class of NPIs.
11I will assume here thatfără ‘without’ andne- ‘un-’ in NC structures count as NMs, too.
12Przepiórkowski and Kupść’s (1999) analysis of Polish NChas the same starting point: the NM is the NPI-licenser.
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First, Romanian n-words do not need to be c-commanded by the NM, as the contrast in (128)






















Let us consider Ladusaw’s approach in relation to (128) stepby step. Ladusaw (1992, fn. 12,
p. 251) states that n-words do not need to be licensed at surface structure (i.e. the c-command condition
does not apply) when they license the negative operator, i.e. in (121d), (122b), (122c), where principle
(123) applies. This would explain the grammaticality of (128a), if the n-word licensed the negative
operator in that position. But we saw above that this principle s unmotivated for Romanian: n-
words never need to license a [neg] feature on the verb, becaus this feature is always there in NC,
it is carried by the obligatory NM. If Ladusaw’s principle does not apply to Romanian n-words, the
grammaticality of (128a) remains unexplained in comparison to the NPI in (128b). The only answer
is that the c-command condition does not apply to Romanian n-words in general.
Thus n-words are syntactically less restricted than NPIs. However, they are more restricted in
what concerns the semantic value of the licenser: they are excluded in a DE context like the nuclear

















‘Few people know any details about him.’
Ladusaw (1992) claims that anti-additive operators are appropriate licensers for n-words. This
explains the ungrammaticality of the n-word in (129), sincepuţini is DE, but not anti-additive (cf.
(125a)). The Romanian NMsnu ‘not’ and fără ‘without’ are anti-additive (125), so they are correctly
predicted to license n-words in sentences like (94) and (97c), pp. 71–73.
According to our discussion in Section 3.3.1.3, all the NPIsthat need a stronger licenser thanany
also need to be c-commanded by their licenser (just likeany). The semantic licensing cannot take
place if the syntactic restrictions are not met. From this point f view, n-words exhibit a contradic-
tory behavior for NPIs: they require a semantically stronger lic nser, but they are more independent
syntactically. Their syntactic independence, unavailable for typical NPIs, indicates that the semantic
licensing does not take place with n-words.
In addition to this, there are two more reasons why the idea that n-words are NPIs licensed by an
anti-additive operator cannot be right: 1) the semantics ofn-words is negative independently of the
NM and 2) in NC the NM does not semantically license the n-words.
First of all, in contexts where the presence of the NM is not required Romanian n-words display





























13It should be noted that with Ladusaw’s (1992) assumption that n-words are licensed by an abstract operator, one could
argue for the existence of such an operator in a syntactic postion from where it c-commands the n-wordniciun in (128). In
this thesis I use a surface-oriented syntax which disallowscovert operators, so I will not pursue this kind of approach.But
see Zeijlstra (2004) for an alternate account.
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‘article which hasn’t been cited or praised by anybody’ = ‘article which hasn’t been
cited and which hasn’t been praised by anybody’



















This property obviously differentiates n-words from NPIs,since the latter cannot be interpreted at
all in the absence of a licenser. Moreover, if n-words neededto be semantically licensed by an anti-
additive operator (Ladusaw (1992)) it would remain unexplained why they cannot license one another

















‘article that hasn’t been cited at any conference’
Second, if we test the anti-additivity of the NM when n-wordsare involved (132), the interpretation










































































‘John read no book or John read no article.’
The most natural interpretation of (132) is the one in (132b), where the NM does not take scope over
the disjunction between the two n-words. The sentence is understood as elliptical, i.e. as a disjunction
between two negative clauses. The situation is different inthe case ofvreunNPIs (133), where the first
available reading is the one in which the NM takes scope over the disjunction of the two NPIs (133a),
so the final interpretation is a conjunction of two negative sentences. This indicates that, unlike with










































































‘John hasn’t read any book or John hasn’t read any article’
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The interpretation (133b) with ellipsis is also possible for the NPI, as it is with any other item. What
is important is that there is a contrast between (132) and (133) which casts serious doubt on the
assumption that n-words are NPIs.
The data in (132) and (133) raise an additional question: howis it possible for a negative operator
to be anti-additive with respect to some items (NPIs) and notanti-additive with respect to others
(n-words)? The unavailability of the anti-additive reading i (132) is most likely the effect of the
syntactic conditions that govern NC in Romanian (see Section 3.3.3). Importantly, anti-additivity is
possible for a marginal sentence like (134a). If one forces14 nu to take scope over the disjunction of
the two n-words, the effect is an interpretation containinga conjunction of two sentences, as predicted
by anti-additivity. But in this case both sentences are interpreted as affirmative, which means that a
DN effect occurs betweenuand each of the two n-words. Note here that I speak ofnuand not of the
NM. In Section 5.5.2, I will show that thisnu is syntactically different from the NMnu (cf. Barbu
(2004)). This difference will also explain the marginalityof the sentence in (134a): there is no NM to
(syntactically) license the two n-words, although the intend d semantic effect can be obtained if we
disregard the syntax.














































































‘It is not true that John read no book and it is not true that John read no article.’ =
‘John did read books and John did read articles.’
The equivalence in (134) suggests that it is not onlynu that is negative in (134a), but also each of the
two n-words. Given these observations, it is impossible to maintain the assumption that n-words are
semantically licensed by the negative marker.
NC constructions withfără ‘without’ or with ne- ‘un-’ display a behavior similar to that of the
NM nu when it comes to anti-additivity. They exhibit anti-additivity over NPIs (135a)/ (135b), but































































‘Mary walked on not paying attention to any colleague or student.’
14This usually involves a special emphasis onnu (marked in (134) by capital letters) immediately followed by an intona-
tional break.











































































































































































‘Mary walked on not paying attention to any colleague or not paying attention to
any student.’
The NMnu, fără andne-are all obligatory in the respective NC constructions, so theyare licensers
for the presence of n-words. But given that n-words are anti-dditive themselves and their licensers
do not exhibit anti-additivity over them, the licensing cannot be semantic like in the case of NPIs. In
the next section I will propose that this licensing issyntactic.15
In conclusion, this section has shown that assuming that Romanian n-words are NPIs leads to
both syntactic and semantic problems. First, they are syntactically less restricted than other classes of
NPIs which is contradictory for the notion of semantic licensing that we know from NPIs. Second,
their interpretation is not dependent on the presence of thelicenser, since they are anti-additive. The
semantic independence and the syntactic flexibility make the NPI hypothesis undesired for the analysis
of n-words. In the next two sections I address two more issuesthat support this conclusion: the locality
conditions on NC and modification byalmost.
15We will see that thissyntacticlicensing of n-words is of a different nature from the ‘syntactic licensing’ of NPIs, which
is c-command.
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3.3.3 Locality
If the negative marker is not the semantic licenser of n-words, there are two more questions that need
an answer: what is the role of the NM with respect to n-words and what does this tell us about the
status of n-words?
The role of the NM A function that the NM obviously plays is that of fixing the sent tial scope of
the negative quantifier (NQ). The NM is required on the verb with respect to which the negation of
the NQ is interpreted. For instance, in a complex sentence containing a subjunctive clause that hosts
an n-word the NM can be placed either on the main verb (138a)16 or on the embedded one (138b). As



































‘I would ask her not to marry anybody./ I would ask her to stay unmarried.’
By comparing the sentence in (138) with a similar one in English, t can be observed that the n-
word no oneexhibits the ambiguity that would arise in Romanian, too, ifthe NM weren’t a condition
for the presence of the n-word:
(139) (Klima (1964), p. 285)
I will force you to marryno one.
a. ‘I won’t force you to marry anyone.’
b. ‘I would force younot to marry anyone.’
Thus the English interpretations in (139a) and (139b) can beregarded as the counterparts of the Ro-
manian sentences in (138a) and (138b) with the NM resolving the scope ambiguity of the n-word.
Locality conditions on NC The idea that in NC the NM marks the scope of the NQ leads to another
test (first proposed by Giannakidou) for determining if n-words are empirically closer to NQs or to
NPIs. In what follows, it will be shown that the licensing of n-words is subject to the same locality
conditions as the scope of bona fide quantifiers. This counts as evidence for the quantificational status
of n-words. The licensing of NPIs is less constrained with respect to locality, which differentiates
them from n-words.
Subjunctive in Romanian is not a barrier for NC (138a), and apparently neither is it for the scope
of a quantifier likefiecare(‘every’). In (140) below, althoughfiecareappears in the embedded sub-
junctive clause, there is a reading (140b), where it outscopes the main clause existential:
16Note that scrambling the n-word in the embedded clause of (138a) may have effects on the grammaticality of the
construction, but this will not concern us here.
17CL stands for “clitic”, and RF for “reflexive pronoun”.
18Neg-Raising verbs (Horn (1989), Sailer (2006)) will not be considered here, because they have an exceptional behavior.
But given the assumed lexical nature of Neg-Raising, leaving it aside does not compromise the present conclusions.

















‘A student tried to read every book.’
a. ∃ > ∀: A (certain) student tried to read every book.
b. ∀ > ∃: For every book there is a student who tried to read it.
But fiecarecannot take scope out of an indicative complement clause over the complementizercă



















‘A student said that he read every book.’
i. ∃ > ∀: A (certain) student said that he read every book.

















The data in (140) and (141) suggest a close similarity between Romanian n-words and quantifiers,
since the restrictions on their scope are parallel. In addition, English n-words, commonly assumed to
be negative quantifiers, display the same scope limitation that we observed for Romanian n-words in
(141b). In (142) below,no bookcan take sentential scope within the embedded clause, but not within
the matrix clause:
(142) John said that he readno book.
a. ‘John said that he didn’t read any book.’
b. # ‘John didn’t say that he read any book.’
These facts do not only support the NQ analysis, they also make it unlikely for n-words to be



















b. John didn’t say that he readanybook.
Syntactic islands provide further supportive evidence: adjunct and relative clauses constitute bar-














































‘I didn’t say that because any friend had asked me to (but because I wanted to.)’
In (144a), the n-wordniciun ‘no’ embedded in a relative clause cannot be licensed by the NM placed
on the matrix verb. In the same context, the NPIvreun ‘any’ is unproblematic. A similar situation
holds of (144b), where the n-word and the NPI appear within anadjunct clause. English NPIs in the
corresponding translations are also unproblematic when embedded in relative and adjunct clauses.
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Finally, it should be noted that the quantificational statusof n-words has also been observed in
NPI analyses of Romanian NC like Ionescu (1999, 2004). In particular, the 1999 analysis recognizes
the scope marking role of the NM with respect to n-words as genuin quantifiers. However, these
accounts differ from the present one, to the extent that theyden the negative contribution of n-words
in favor of the NM as the sole carrier of negation19, which fails to explain the facts in Section 3.3.2.2
and in Section 3.4 below.
3.3.4 Thealmost-test
An empirical test widely used in order to establish the semantic status of n-words is modification by
almost(see Zanuttini (1991), Déprez (1997), Richter and Sailer (1999b), among others). The basic
generalization is thatalmostcan modify universal, but not existential quantifiers:
(145) a. Almosteverybody came.
b. * Almostsomebody came.
Zanuttini (1991), a proponent of the NQ analysis for n-words, u es modification byalmost to
support the idea that n-words are universal and not existental negative quantifiers. Representing a
negative quantifier in standard predicate logic, presupposes a choice between an existential and a
universal quantifier as interacting with negation, as suggested by the truth-conditional equivalence in
(146):
(146) ¬∃x[P (x) ∧Q(x)] = ∀x[P (x)→ ¬Q(x)]
Existential quantifiers cannot be modified byalmost(145b), but n-words can (147), so Zanuttini con-











‘He said almost nothing.’ (Zanuttini (1991), p. 117)
NPIs, which are commonly assumed to be existential quantifiers, cannot be modified byalmost
either and this distinguishes them from n-words. For this rea on, Zanuttini (1991) usesalmostalso as
a test against an NPI analysis for n-words:
(148) a. Almostnobodycame.
b. * I couldn’t seealmostanything.
Zanuttini’s conclusion is that NPIs and n-words are two distinct paradigms: the former are exis-
tential quantifiers, and the latter universal (negative) quantifiers, a claim that is consistent with their
(in)compatibility withalmost.
The asymmetry between n-words and NPIs with respect toalm stcarries over to Romanian, which







































19For a comparison between these accounts and the one developed in this thesis, see Chapter 6.
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Penka (2006) There has been much controversy on how reliablelmost-modification is as a test for
the status of n-words (see Richter and Sailer (1999b) and Giannakidou (2006)). Penka (2006) has
recently argued against its validity in this respect. She proposes a unitary semantic analysis foralmost
as evaluating alternatives on an ordered Horn scale which has existential quantifiers at the bottom,
and universal quantifiers at the top. This account predicts the incompatibility betweenalmostand
existential quantifiers in positive contexts like (145b) tothe extent that existentials being at the bottom
of the ordered scale, there is no lower value below them that could be evaluated as an alternative (150).
(150) Quantifier scale in positive contexts
−−−−−−−−−−−−−−−−−−−−−−−→
∃ ∀
Penka (2006) argues that the scale is reversed in the scope ofn gation, such that existentials
are at the top, so lower alternatives can be considered in this case (151). In her terms, this means
that representing an n-word as an existential quantifier outsc ped by negation does not interfere with
its possibility of being modified byalmost. The incompatibility of NPIs withalmost in (148b) is
explained in Penka (2006) by means of apparent interventioneffects between two operators evaluating
alternatives.Almostis such an operator and so iseven. Evenis taken to be obligatorily associated
with the presence of an NPI. Thus the impossibility ofalmostto modify NPIs is determined by the
intervention effects triggered by the cooccurrence ofvenandalmost.
(151) Reversed quantifier scale in negative contexts (Penka(2006))
←−−−−−−−−−−−−−−−−−−−−−−−
∃ ∀
There are several issues about this analysis ofalmostwhich taken together show that it neither
contradicts the assumption that n-words are negative quantifiers, nor does it support the idea that they
are existential and not universal quantifiers.
First of all, while this analysis bringsalmost-modification in accord with representing n-words
as existential quantifiers, it does not exclude the other option, hat n-words are universal quantifiers.
In (146) the universal quantifier outscopes the negative operator. If the n-word is represented as a
universal negative quantifier, it is still at the top of the scale since the scale is not reversed and Penka’s
analysis predictsalmost-modification to be available.
Second, Penka’s account permits an existential analysis ofn-words only under the assumption
that the scale is reversed under negation. This means thatalmostactually modifies the whole negative
quantifier: the existential quantifier outscoped by the negative operator (see (146)). So one cannot say
that it is only the existential that is modified byalmost.
This is an issue that Penka (2007) takes into account. She argu s thatalmostmust always take
scope over the negation, because it is a positive polarity item (PPI). She gives the following examples
to illustrate the supposed incompatibility betweenalmostand negative contexts:
(152) (Penka (2007, p. 213))
a. Antimorphic context:
?? I haven’t readalmostevery book by Chomsky.
b. Anti-additive context:
??Noneof the guests stayedalmostuntil midnight.
c. Downward entailing context:
?? Johnrarely sleepsalmosteight hours.
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The claim thatalmostis a PPI is meant to explain the fact thatalmostmust modify the whole neg-
ative proposition and cannot modify only the existential quantifier in the scope of negation. However,
there are two problems with this claim as well. First, it seems to me that the examples in (152) are not
as bad in Romanian, while slightly modified versions are perfectly fine:20











































‘No student read almost the entire book. (= No student is close t finishing the
book.)’















‘Few students read almost the entire book. (= Few students are close to finishing the
book.)’
Second, the idea thatlmostis a PPI cannot explain its incompatibility with the negateduniversal















‘(*Almost) Not all the students brought books.’
I think that this can be explained in Penka’s (2006) analysisof almost, if we reformulate the scale
in (151) as the one in (156) with negation and quantifiers. This scale confirms the predictions of the
analysis:¬∀ is at the bottom, so there are no alternatives available andalmostis ungrammatical in
(155).¬∃ is at the top, so alternatives are available andlmostis grammatical.
(156) Quantifier scale in negative contexts
←−−−−−−−−−−−−−−−−−−−−−−−
¬∃ ¬∀
In conclusion, assuming thatlmostevaluates alternatives, it can modify either a negative quanti-
fier (the top in (156)) or a universal quantifier (with or without negation in its scope: the top in (150)),
but not the existential quantifier alone (the bottom in (150)) or the universal outscoped by negation
(the bottom in (156)). So the fact that n-words can be modifiedby almostis only compatible with this
analysis if n-words are negative quantifiers.
Further research is needed to determine whetheralmost is a PPI at all as Penka suggests and
whether this could be the case in some languages and not in others. (154) suggests that it is not a PPI
20Note that the continuation in (154a) indicates that this is not an instance of metalinguistic negation like the one below
given in Penka (2007, p. 213):
(153) I haven’t read ALMOST every book by Chomsky – I have readvery single one.
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in Romanian. Ifalmostcan be conclusively argued to be a PPI, this test is at best irrlevant for the
status of n-words. As we will see below, the arguments for thenegative quantifier status of Romanian
n-words are independent ofalmost-modification.
3.3.5 Conclusion for the choice of the analysis
In the last three sections, various empirical and theoretical arguments have been brought mainly
against the NPI hypothesis, and partly in favor of an NQ analysis for Romanian n-words. It has
been shown that, with respect to n-words, the NM fails to playthe role that is expected of a typical
NPI licenser: it does not need to c-command them in the syntaxand it does not act like a semantic
licenser for them. However, the NM is a syntactic licenser for n-words to the extent that it regulates
their scope possibilities, which resemble the ones of uncontroversial quantifiers, and those of nega-
tive quantifiers in English. This indicates that n-words also have quantificational force, besides the
negative semantics shown by their anti-additive properties.
The contrast between the behavior of n-words and that of NPIswith respect to the NM, locality
conditions, andalmost-modification make the NPI analysis untenable for Romanian n-words. In the
next two sections, further arguments will be brought in support of the negative contribution of n-words
and their behavior as negative quantifiers.
3.4 The negative status of n-words and double negation
Having shown that n-words do behave like quantifiers, at least with respect to locality conditions on
scope, in this section I present arguments in favor of their ngative content. In Section 3.4.1 I discuss
empirical contexts where n-words express negation on theirown and in Section 3.4.2, I argue for their
negative semantics on the basis of the observation that two co-oc urring n-words can yield double
negation readings.
3.4.1 Negative contribution in non-NC contexts
Fragmentary answers Although the typical context where n-words show up is that ofNC with a
NM, in some constructions they can appear alone and express negation. Fragmentary answers are
such a case: in (157a), the n-wordnimic ‘nothing’ has a negative interpretation:




Fragmentary answers have also been used as an argument against the NPI analysis, since an NPI like
the Englishanythingis excluded in such a context (157b).
NPI analyses reject the idea that n-words contribute negation in fragmentary answers. Giannaki-
dou (1998, 2000, 2006) argues that these contexts are elliptica , and negation is actually contributed
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First of all, such an explanation does not provide an answer as to why the NPIanything is not
grammatical in the same context. If the negation in (158b) iscontributed by the negative marker, and
the n-word is an NPI, (159) should also be grammatical as an answer to (158a):
(159) * [Hedidn’t buy] anything.
Second, on the basis of Merchant’s (2001) analysis of ellipsis, Watanabe (2004) argues that the
negative interpretation of constructions like (157a) and (158b) can only come from the n-word. Mer-
chant shows that ellipsis resolution presupposessemantic identitybetween the elided material and its
antecedent.























There are two possible constructions for which (160b) can std, containing negative (160b-i) or pos-
itive (160b-ii) elided material. However, only the positive one is available in response to the question
in (160a), because only this one is semantically equivalentto the positive antecedenta cump̆arat pro-
vided by the question. If the question provides a negative ant cedent (nu a cump̆arat), the negative

























In view of the semantic identity between the elided materialand the antecedent, it is obvious now
that in (158), the n-wordnimic is the one contributing negation. The question in (158a) provides
the positive antecedenta cump̆arat, which is semantically identical to the elided partnu a cump̆arat.
Thus the negative marker in (158b) does not contribute semantic negation, unlike in (160b-i), where
the negation it carries makes the elided material incompatible with the positive antecedent. Notice that
the difference is made by the n-word: it is only its presence that prevents the NM from contributing
negation in (158b).21
As a confirmation that the n-word is indeed the negative component in (158b), consider also the
negative question with an n-word elliptical answer below:
21In Section 5.5, I will argue that the NM is a syntactic licenser in NC and does not contribute its negation independently
of the n-word(s). This is in accord with the observation above about ellipsis.

















i. There is nothing he didn’t buy. (He bought everything.) (DN)
ii. # He didn’t buy anything. (#NC)
The question above provides a negative antecedent for the elided material in the answer, so what is
elided is negative. Since the n-word is also negative, the answer in (162b) can only be interpreted with
two negations leading to a DN reading.
Thus we may conclude with Watanabe (2004) that n-words in fragmentary answers are negative.
This holds at least for the Romanian data discussed above.
There are other contexts where n-words appear without a NM and receive a negative interpretation.
In what follows I exemplify gapping, comparative, and past participial constructions.
Gapping constructions Bı̂lbı̂ie (2008) points out that n-words contribute negation n gapping con-
structions where they establish a contrast with the affirmative verb and a PPI likecam ‘pretty’, tot















































‘Maria still reads a book from time to time, but John doesn’t read anything/ any.’
As there is no negation in these constructions apart from that contributed by the n-words, there is no
way to argue that the negative meaning of the second conjunctin (163a) – (163c) comes from some
source other than the n-word.
Comparative constructions Another context where n-words contribute negation independently of
the NM is that of comparative constructions and disjunctiveori ... ori ‘either ... or’ structures like in







































‘I’ll either go to the seaside or nowhere.
22Farkas (2002) shows thatcı̂te in contexts like (163c) is a dependent indefinite with a co-varying interpretation. It can
be translated as ‘each’ with a co-varying interpretation (e.g. The boys received one book each).
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Some n-words are often used in relatively idiomatic expression , where they also contribute nega-































‘We belong to nobody.’
Past participial constructions An even more straightforward context that indicates the negative
contribution of an n-word is that of past participial construc ions. An n-word preceding the affirmative

















‘This article, which has never been cited/ which hasn’t beencited by anybody, has been
forgotten.’
A NC construction with the preposed n-word and the negative marker on the participle is excluded. If
the NM appears on the participle, the only possibility to interpret the construction is double negation.



















‘This article, which is always cited/ which is cited by everybody, has become very well-
known.’ (DN/ #NC)
3.4.2 Double negation and denial
The previous section provided arguments for the negative semantics of n-words on the basis of their
ability to yield negation in the absence of a NM. Here, we focus on DN readings with n-words.
Although Romanian is a NC language, there are particular contexts were a DN reading can be
obtained. So far we have seen that this is possible in those contexts where an n-word contributes
negation on its own, as in question-answer pairs (162) and past participial constructions (167). In
Fălăuş (2007), DN readings are shown to occur in Romanianfinite sentences as well. Thus sentence
(168) allows both a NC and a DN reading, while (169) favors a DNreading, since pragmatic reasons











a. Nobody comes from anywhere. (NC)









a. # Nobody ever dies. (#NC)
b. Nobody never dies. (Everybody dies one day.) (DN)
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Denial Abstracting away from pragmatic considerations, DN usually occurs in a finite sentence if
this is interpreted as thedenial of a negative statement already provided by the context. Theterm
denialcomes from Van der Sandt (1991) and Geurts (1998) who use it similarly to the termsradical
negation(Seuren (1988)), andmetalinguistic negation(Horn (1985, 1989)). Here it will stand for
the role played by negation in a well-defined discourse that presupposes two distinct consecutive
sequences of which the second one is negative and objects to astatement made in the first one.23 The
data in (170) are a case of denial: the affirmative statement in (170a) is denied by the negative one in
(170b):
(170) a. Speaker A: The cook killed her.
b. Speaker B: The cook didNOT kill her. (He has an alibi.)
All the references above note that denial is intonationallymarked, which I will indicate by means of
capital letters.
If the statement made by Speaker A is negative, Speaker B can employ an n-word to deny it, and
thus DN occurs:











































i. ‘Nobody loves nobody. (Everybody loves somebody.)’ (DN)
ii. # ‘Nobody loves anybody.’ (#NC)
Unlike (162) and (167), (171b) is crucially a full finite sentce with a NM: it is neither a short
answer without a verb, nor a past participial construction.So the n-word brings its negative contribu-
tion although it would be expected to build NC together with the NM and the other n-word. The DN
reading in (171b) is a clear confirmation of the negative meaning of the n-word.
N-words, DN and the NM A denial context like (171b) only yields a DN reading if two n-words
are involved. That is, the sentence that is denied must already contain an n-word (171a). If it doesn’t,
the DN effect does not obtain between an n-word and the NM:



































i. # ‘Nobody doesn’t like John. (Everybody likes John.)’ (#DN)
ii. ‘Nobody likes John.’ (NC)
In (172) the first utterance provides a negative statement, but the n-wordnimeni in the second one
does not yield a DN reading: see the unnaturalness of the continuation with ‘Everybody likes John’
in (172b). By comparison to (171), this means that an n-word and a NM that are clausemates cannot
contribute their negations independently of one another, but only in a concord reading.
23In Van der Sandt (1991), affirmative sentences used to contradic previous negative statement are also instances of
denial. Although we concentrate our attention on negative sentences, such an example is given in (178).
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The difference between (171) and (172) has implications both for n-words and for the NM. For n-
words, it supports the claim that they are negative quantifiers to the extent that two of them can yield a
DN interpretation. The fact that the same does not hold of a single n-word with the NM indicates that
the negation of the NM must always concord with the negation introduced by the n-word. This means
that in (171b), where DN arises, the NM only (syntactically)icenses the presence of the n-words24,
but its semantic negation does not play any role with respectto interpretation. For this reason, in the
rest of this chapter I will focus on n-words as NQs. The NM willbe addressed in Section 5.5.
3.5 Scope properties of n-words as negative quantifiers
We provided arguments for the empirical and theoretical inadequacy of an NPI-analysis, and for the
quantificational behavior and the negative content of Romanian -words. Since n-words are able to
express negation on their own (Section 3.4.1), and to yield DN (Section 3.4.2), the theoretical premise
here is that they are negative quantifiers.
If Romanian n-words are NQs, the NC reading of two n-words remains a dilemma. The aim of
this section is to further investigate the way n-words behavas NQs, in order to identify those specific
properties that may lead us to an appropriate analysis of NC.I will examine the scope properties of
n-words in NC constructions.
After some general considerations on the scope interactionbetween non-negative and negative
quantifiers (Sections 3.5.1 and 3.5.2), I will focus on the scope conditions under which NC readings
occur when NQs interact with non-negative quantifiers (Section 3.5.3). In Section 3.5.4 I investigate
the scope conditions on the DN reading and in Section 3.5.5 I show that some complex quantificational
constructions discussed in Section 2.1 display similar prope ties to those of NC when they interact
with external quantifiers. Since such quantificational complexes have been successfully accounted for
as inherently polyadic quantifiers, this similarity will betaken as supportive evidence for a treatment
of NC as a polyadic quantifier.
3.5.1 General considerations
An objective investigation of the scope properties of n-words as NQs with respect to other quantifiers
must rely on data that do not involve existential or universal quantifiers. These quantifiers display
special scope interaction with negative quantifiers: universal quantifiers usually take narrow scope















i. # ∀ > NO: ‘For each book it is the case that no student read it.’















i. ∃ > NO: ‘There is a book such that no student read it.’
ii. # NO> ∃: ‘No student read any book.’
The linear order of quantifiers in (173b-ii) may be available, ut with two readings that are different
from the typical existential quantifier reading. In one the indefinite determiner is interpreted as a
24In view of the general observations in section Section 3.2.
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minimizer. In this case, special intonation is required foro carteand the translation of (173b) would
be ‘None of the students read one single book’. The second possible reading is one where each of
the students read anyn number of books, except forn = 1. In this case, the indefinite determiner
is understood as the cardinal quantifieronewhich in Romanian is homophonous with the indefinite
determiner. These two readings are special and would not be repr sented like in (173b-ii), where a
plain existential quantifier likesomeis intended.
Reversing the linear order of the negative and the universal/ existential quantifiers slightly modifies
the availability of the disfavored readings, but the general picture remains the same. The wide scope
reading of the universal over the negative quantifier is not completely excluded, but it is highly marked
(174a-i). The two auxiliary interpretations available when the existential takes narrow scope with
respect to negation are slightly harder to obtain in (174a-ii), but still possible. The typical existential















i. ??∀ > NO: ‘For each student it is the case that he read no book.’















i. ∃ > NO: ‘There is a student such that he read no book.’
ii. # NO> ∃: ‘No book was read by any student.’
The unavailability of wide scope for universal quantifiers and narrow scope for existentials with
respect to negative quantifiers can be explained by the competition between the constructions in (173a-
i), (174a-i), (173b-ii), and (174b-ii) and one in which another n-word replaces the universal/ existential















‘No student read any book.’/ ‘No book was read by any student.’
Note that the interpretation of (175) is truth-conditionally equivalent to the unavailable interpretations
in (173) and (174), if we take into account the three-way logical equivalence25 between a negative
quantifier, an existential quantifier outscoped by negationand a universal quantifier outscoping nega-
tion. This equivalence is formulated below:
(176) Logical representations of a negative statement:
a. NOx[P (x) ∧Q(x)] Generalized negative quantifier
b. ¬∃x[P (x) ∧Q(x)] Existential quantifier
c. ∀x[P (x)→ ¬Q(x)] Universal quantifier
The choice between the logical representations in (176) corresponds to the claim that n-words
are existential ((176b) in Giannakidou (2006), Zeijlstra (2004), Penka (2007)) or universal ((176c)
in Giannakidou (1998)) negative polarity items.26 Since in this thesis I treat n-words as negative
25Giannakidou (1998, 2006) makes extensive use of this logical equivalence to explain the crosslinguistic ambiguity of
n-words (see Section 6.1.1).
26A variant of the term ‘existential NPI’ is that of ‘Heimian indefinite’, after Ladusaw (1992), which suggests that the
n-word is a free variable bound by existential closure. Thisis the terminology that Zeijlstra (2004) and Penka (2007) use.
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quantifiers (and thus not NPIs), I will only make use of the representation in (176a), where NO stands
for thegeneralized negative quantifiergiven inDEFINITION 2.2c, p. 12.
3.5.2 Two quantifiers
To investigate the scope properties of NQs in interaction with non-negative quantifiers, I restrict the
discussion to MANY and FREQUENTLY, for which no special behavior has been noted in negative
contexts. To distinguish the characteristic properties ofNQs in NC, I will compare them with cardinal
quantifiers which I likewise consider in their interaction with MANY and FREQUENTLY.
To my knowledge, quantifier scope in Romanian has not been studied in detail yet. In this section
I will use strictly parallel constructions to compare NQs with cardinal quantifiers. This way any
differences between the two classes of quantifiers must be only due to their scope properties. I thus
keep away from any debate on general quantifier scope behavior in Romanian.
Although Romanian quantifiers exhibit relatively free scope interactions, preference is usually
given to linear order.27 Thus for (177) speakers first obtain the reading in (177a), which is the linear













‘Two students read many books.’
a. 2 > MANY: ‘Two students are such that they each read many books.’
b. MANY > 2: ‘There are many books such that for each of them it is the casethat
there are (at least) two students who read it.’
An appropriate context for the interpretation in (177b) is the following:









































MANY > 2: ‘There are (actually) many books which have been read by (atleas )
two students.’
In Van der Sandt’s (1991) broad understanding of denial, (178b) is an (affirmative) denial of the
statement made by (178a). Thus the quantifier MANY ‘denies’ FEW, and the intonational emphasis
is used to indicate this. In this presentation it will usually be the case that the inverse scope reading
requires an emphasis on the lower quantifier and possibly also a contrastive context similar to (178).30
27The linear order preference may be due to the already indicated free word order character of Romanian (cf. Section 2.2).
The speaker’s choice of a particular linear order usually also indicates his/ her choice with respect to quantifier scope.
28We will leave aside possible cumulative readings for the moment, since they will be addressed later.
29The symbols “??”, “?” mark the degree of (un)grammaticalityof a sentence, or the (un)availability of an interpretation
for a given sentence: “??” stands for “rather unacceptable,but not excluded”, “?” for “pretty acceptable in an appropriate
context”. For an ungrammatical sentence we use “*”, and for at t lly unavailable reading “#”.
30In Section 5.4.2 I will associate this emphasis in denial/ contrastive contexts with ‘contrastive focus’.
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The linear scope of quantifiers becomes more important in scope interactions between NQs and
non-negative quantifiers. In (179) and (180) below, the inverse scope readings in (b.) are less available













‘No student read many books.’
a. NO> MANY: ‘No student is such that s/he read many books.’













‘Many students read no book.’
a. MANY > NO:‘ Many students are such that they didn’t read any book.’
b. ?? NO> MANY: ‘For no book is it the case that many students read it.’
3.5.3 Two NQs and a non-negative quantifier
I now consider the scope interaction between two negative quantifiers and an intervening non-negative
quantifier (MANY and FREQUENTLY), since they make visible the properties of n-words as NQs,
and the particularities of the NC interpretation. This brings us closer to an explanation for the nature
of NC as a semantic effect in the interpretation of two NQs. Aswe will see in Section 3.5.5, neg-
ative quantifiers are not unique in creating such readings: previously discussed polyadic quantifiers
(Section 2.1.3) exhibit similar properties.
3.5.3.1 Scope interaction withMANY


















a. ? NO (writer)> MANY > NO (book): ‘No writer recommended books to many
students.’
b. NO (writer)− NO (book)> MANY: ‘There is no writer and no book such that the
writer recommended the book to many students.’
c. MANY > NO (writer) − NO (book): ‘Many students are such that they weren’t
recommended any book by any writer.’
Since NC is the most natural reading for a sentence with two n-words in Romanian, negation
is logically expressed only once, and the scope interactionbetween the two n-words is irrelevant.
Thus the sentence in (181) accepts three different readings, given in (a), (b), and (c). Contrary to the
expectations based on the linear order, the scope order in (181a) is not the most natural one. This
is due to the fact that the intervention of a non-negative quantifier between two negative quantifiers
forces both negative quantifiers to contribute their negation, and the resulting interpretation is DN, as
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we will see in Section 3.5.4. Here I only take into account theNC reading, since the denial context is
not provided for DN to be possible.31
The preferred scope is (181b), where both n-words take scopetogether over MANY. It says that
there is no (writer, student) pair, such that there have beenma y book recommendations from the
former towards the latter. Apparently, given the n-wordniciun as the linearly first quantifier in the
sentence, the other n-word takes scope over the preceding MANY more easily than in a construction
where there is no other n-word: see the asymmetry between (180b) and (181b). Note, though, that
the contrast is not so sharp as it may appear by directly comparing the two sentences. The fact that
the linearly first quantifier is a subject in (180b) makes it more difficult for the direct object negative
quantifier to take wide scope. In (182) the direct object negative quantifier can more easily outscope

















’I recommended no book to many students.’
a. MANY > NO: ‘There are many students to whom I didn’t recommend any book.’
b. ? NO> MANY: ‘There is no book such that I recommended it to many students.’
(181b) and (182b) are similar with respect to the syntactic role of the two quantifiers (carried bymany
studentsandno book), but we can still notice that it is easier for the negative quantifier to take wide
scope over preceding MANY if another negative quantifier preced s MANY.
Similarly, in (181c) the first negative quantifier in linear order takes narrow scope with respect
to MANY due to the presence of another negative quantifier that follows MANY. Compare the
availability of (181c) with that of (179b). The syntactic position (manyin (179) as a direct object vs.
an indirect object in (181)) does not make a difference, since the same scope behavior can be found















’No writer recommended the book “Nostalgia” to many students.’
a. NO> MANY: ‘No writer is such that he recommended “Nostalgia” to many stu-
dents.’
b. ? MANY> NO: ‘Many students are such that they weren’t recommened “Nostalgia”
by any writer.’
The readings in (181b) and (181c) are more natural than thosein (182b) and (183b), which indi-
cates that the preference for the two n-words to be interpreted as scope-adjacent is stronger than the
linear order of the quantifiers.
This conclusion is further supported by the observation that two non-negative quantifiers instead


















31 This scope order is not excluded with a NC reading, because speakers tend to interpret it cumulatively (see the examples
with cumulative readings in Section 2.1.3.2). MANY is a nominal quantifier that expresses cardinality, NQs can also be
interpreted as expressing the cardinality0 of a set intersection, and thus the most salient interpretation of (181a) is that
there are zero writers who recommended books to many students, and there are zero books that were recommended to many
students by writers.
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a. 2 > MANY > 3: ‘Two writers have each recommened to each of many students (at
least) three books.’
b. ??2 > 3 > MANY: ‘Two writers have each recommended each of (at least) three
books to many students.’
c. ? MANY> 2 > 3: ‘For each of many students there are (at least) two writers such
that each of the writers recommended (at least) three books tthe student.’
In (184), we leave aside the inverse scope readings between th two cardinal quantifiers2 and3, as
we did for NQs in (181). The scope order in (184b) is only available with a cumulative reading (see
Section 3.5.5 below).
I conclude that a NC interpretation requires the scope-adjacency of the negative quantifiers.
3.5.3.2 Scope interaction withFREQUENTLY
This conclusion is further supported by the even stronger eff cts that can be observed when two NQs
interact with an adverbial quantifier like FREQUENTLY. In this case, the linear scope interpretation

















a. ?? NO (student)> FREQUENTLY> NO (book): ‘None of the students were frequent
book-readers.’
b. NO (student)− NO (book)> FREQUENTLY: ‘There is no student and no book
such that the student read the book frequently.’
c. ? FREQUENTLY> NO (student)− NO (book): ‘It was frequently the case that no
student read any book.’
Like in the case of MANY (184), if we replace the two NQs with non-negative quantifiers, we
obtain opposite scope tendencies. The linear scope readingis the most natural (186a); the other two















‘Two students frequently recited three poems.’
a. 2 > FREQUENTLY> 3: ‘For two students it was frequently the case that they
each recited (at least) three poems.’
b. ??2 > 3 > FREQUENTLY: ‘Two students each recited each of (at least) three poems
frequently.’
c. ? FREQUENTLY> 2 > 3: ‘It was frequently the case that there were (at least) two
students such that each of them recited (at least) three poems.’
Similarly to (184b), the lower cardinal quantifier3 can outscope FREQUENTLY only if it forms a
cumulative quantifier with2 (see also Section 3.5.5).
32This is most likely due to the fact that a cumulative reading is harder to obtain between an adverbial and a nominal
quantifier: cf. footnote 31.
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3.5.4 DN readings with an intervening quantifier
The scope interaction between NQs and MANY/ FREQUENTLY in (181) and (185) indicates that
whatever semantic mechanism we choose to derive the NC reading in Romanian, it should take into
account the scope-adjacency condition on NQs.
Moreover, a DN reading is only available for the quantifier scope in which the non-negative quan-
tifier intervenes between the two negative ones. DN can be obtained for (181) only in the scope order
in (181a), and for (185), only in (185a). In (187) and (188) below, the two sentences are integrated in
a context that favors denial, and thus yield a DN reading:33






















i. MANY> NO: ‘I’ve heard that there are many students to whom M. C. didn’t
recommend any book.’
ii. # NO>MANY: ‘I’ve heard that there is no book such that M.C. recommend d

















NO (writer)>MANY >NO (book): ‘No writer is such that there are many students
to whom s/he didn’t recommend any book.’
(‘If there is a writer such that there are students to whom s/he didn’t recommend any
book, then there were only a few (not many) such students.’)
In a context where somebody utters (187a) with the interpretation in (187a-i), another person can
deny this statement by (187b). That is, if Speaker A complains that there are many students to whom
Mircea Cărtărescu didn’t recommend any book, Speaker B, having more knowledge about the book
recommendations, objects to that and says that for none of the writers were there many students to
whom s/he didn’t recommend any book: if there were students such that a writer didn’t recommend
any book to them, then there must have been only a few (not many) such students. The interpretation
in (187b) is an instance of both n-words contributing their ngative quantifier. The situation is similar
in (188b), where the only difference is that MANY is replacedby FREQUENTLY:


















i. FREQUENTLY> NO: ‘I’ve heard that it was frequently the case that John
didn’t recite any poem.’


















NO (student)> FREQUENTLY> NO (poem): ‘No student is such that s/he fre-
quently didn’t recite any poem.’
(‘If there was a student who happened to not recite any poem, then this happened
seldom (not frequently).’
33Small capitals indicate an intonational emphasis on the quantifier which is repeated from the previous statement. The
new emphasis contributed by the sentence is marked with large capital letters.
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In conclusion, the NC interpretation is idiosyncratic regarding the linear order between the (neg-
ative) quantifier components: they have to be immediately adjacent to one another. If this adjacency
condition is not met, the availability of NC is remarkably reduced, since this reading then competes
with a scope interaction between the negative quantifiers, which yields DN.
3.5.5 Scope properties of cumulative quantifiers
In this section I show that, like NQs in NC, Romanian cardinalquantifiers also display scope idiosyn-
cracy when they interact with external quantifiers in their cumulative reading. Although I focus on
cumulative readings here, the same properties can easily beshown to also hold ofdifferent/ same
and resumptive quantifiers, which were discussed in Section2.1.3 as instances of inherently polyadic
quantifiers.
Depending on the scope interaction between the two cardinalqu ntifiers, the sentence in (189)





















‘Forty contributors wrote thirty-two articles for the volume.’
a. 40 > 32: ‘Forty contributors wrote each thirty-two articles.’
b. 32 > 40: ‘Thirty-two articles were each written by forty contributors.’
c. 40−32: ‘There is a total of forty contributors who wrote and a number of thirty-two
articles that were written for the volume.’
The first reading is the one in which40 has wide scope over32, so there is a total of twelve
hundred eighty articles. In the second one,32 takes scope over40, and there are twelve hundred
eighty contributors. But the most natural interpretation is the one in (189c), in which neither of the two
cardinal quantifiers takes scope over the other, and40 and32 specify the total number of contributors
and articles, respectively, such that the former wrote the latt r for the volume. As already discussed
in Section 2.1.3.2, this interpretation is known as the ‘cumulative’ reading, and it only occurs in
constructions with at least two cardinal quantifiers. For our discussion, the cumulative reading is
special as for (189c) to be available, the two quantifiers must have a different scope behavior from
that in (189a) and (189b) (see also Section 2.1.3.2): they are scope neutral with respect to each other.
I use the notation (40 − 32), to indicate that there is no scope interaction between thetwo cardinal
quantifiers.
In constructions where two quantifiers are cumulatively interpreted, if another quantifier inter-























‘Forty contributors frequently wrote thirty-two articlesfor the volume.’
a. 40 >FREQUENTLY> 32: ‘For forty contributors it was frequently the case that
they wrote thirty-two articles for the volume.’
b. FREQUENTLY> 40− 32: ‘It was frequently the case that a total of forty contrib-
utors wrote thirty-two articles for the volume.’
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In (190), the quantifier FREQUENTLY intervenes in linear order between40 and32, which in (189c)
were part of the polyadic quantifier (40, 32). If we interpret the sentence with the scope order in which
adjacency between40 and32 is not maintained, the only possible reading is one in which40 takes
scope over FREQUENTLY, and the latter takes scope over32 (190a). In this case, for every one of
the forty contributors it was frequently the case that s/he wrote thirty-two articles for the volume. The
number of articles that were written for the volume is a multiple of 1280.
The cumulative reading in (189c) can only be obtained in (190) if 40 and32 are scope-adjacent.
The most natural order is the one in (190b), where FREQUENTLYoutscopes everything else. This
allows40 and32 to build the polyadic quantifier (40 − 32), over which FREQUENTLY takes scope.
The reading is: it happened frequently that there was a totalof forty contributors who wrote a total
of thirty-two articles. Theoretically, the scope order40 − 32 >FREQUENTLY is also possible, but
the interpretation is pragmatically strange, since it means that there are forty contributors and thirty-
two articles, such that the former wrote the latter frequently. It is somewhat unnatural to think of
somebody writing the same thing frequently, unless one thinks of “writing” as “rewriting”.
The cumulative reading of cardinal quantifiers resembles NCto the extent that they both build a
quantificational complex with idiosyncratic scope properties: the monadic quantifiers in cumulative
readings do not scopally interact with each other, just likenegative quantifiers in NC. In particular,
the data on the scope intervention of FREQUENTLY indicate the similarity between the cumulative
reading and NC with respect to the examples in (190b)/ (190a), and the ones in (185)/ (188). On the
one hand, the cumulative interpretation is possible once two cardinal quantifiers are scope-adjacent
(190b); the NC reading of two NQs is most natural under the same circumstances, as (185b) and (185c)
show. On the other hand, the intervention of FREQUENTLY between the two cardinal quantifiers
imposes a scopal interpretation on them (cf. (190a)). Such an intervention between two n-words
derives a DN reading in (188), i.e. the scopal interpretation of the two negative quantifiers.
The difference between NC and cumulative readings concernstheir occurrence frequency in com-
parison to that of the corresponding scopal reading. On the one hand, NC is the default interpretation
of two NQs in a NC language like Romanian, so it usually wins the competition with the DN reading.
For DN special contextual conditions are necessary. On the other hand, the cumulative and the scopal
reading of two numeral quantifiers freely occur in parallel.There is only a slight preference to as-
sociate a cumulative interpretation with quantifiers that expr ss a large cardinality ((189) and (190)),
and a scopal interpretation with quantifiers of a small cardinality (186).
Thus NC functions more like a general principle for the scopeint rpretation of two negative
quantifiers, which is not the case for the cumulative readingof cardinal quantifiers. This contrast,
however, is a matter of language use, and does not contradictthe scope similarity attested here between
the two quantificational complexes.
3.6 Conclusion
To summarize this chapter, we have reached three important results concerning the semantic status of
Romanian n-words: 1) the inadequacy of the NPI analysis to acc unt for their semantic properties, 2)
the negative content and the quantificational properties which indicate their negative quantifier status,
and 3) their particular scope properties in NC, which resembl those of inherently polyadic quantifiers.
First, I showed that the NPI assumption is not motivated for Rmanian n-words for several reasons
concerning the empirical differences between NPIs and n-words. Most importantly, unlike NPIs, n-
words do not need a semantic licenser: their negative content, indicated by their anti-additive property,
is apparent in the absence of the NM as well. The locality conditions between n-words and the NM
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suggested that the latter marks the scope of the negative quantifier carried by the n-word. This will
be made explicit in Section 5.5. Moreover, locality tests indicated that n-words have scope properties
similar to those of typical quantifiers in Romanian and NQs inDN languages like English.
Besides the evidence for their quantificational properties, I argued that n-words have a negative
semantic contribution, attested by their negative interpretation when they precede the past participle,
in fragmentary answers, gapping and comparative constructions, where the NM is absent. Contrary
to the claims made by the NPI approaches, I showed that analyzi g fragmentary answers as elliptical
supports the idea that n-words contribute negation alone. Denial contexts provide a further argument
for the negative semantics of n-words, since they create thepragmatic conditions for a DN interpreta-
tion of two n-words.
Finally, I discussed the scope properties of n-words in NC. The scope interaction with non-
negative quantifiers showed that n-words in NC interpretations must be scope-adjacent, so they do
not permit the intervention of another quantifier. If a quantifier does intervene, the NC reading is se-
riously degraded due to the competition with a DN reading. This means that an intervening quantifier
creates the right conditions for the scopal/ DN interpretation of the two n-words. The same scopal
behavior was shown to characterize cumulative readings of cardinal quantifiers which in Section 2.1.3
were argued to belong to the class of inherently polyadic quantifiers, together withdifferent/ same
and resumptive quantifiers. In particular, I showed that the(scope-neutral) cumulative reading of two
cardinal quantifiers can be obtained if the two quantifiers are scope-adjacent. If another quantifier in-
tervenes, a scope interaction appears between the two cardinal quantifiers and the cumulative reading
is excluded.
The claim that n-words are negative quantifiers provides no explanation as to why two cooccur-
ring negative quantifiers should give rise to NC readings, rather than to DN. N-words were shown
to behave like typical quantifiers and to be negative independently of the NM. So the explanation
for the NC reading must be found within their semantics as negative quantifiers. The idiosyncratic
scope properties of NQs in NC provide us with an indication ofh w this happens: the NC reading
of two negative quantifiers in Romanian is most likely the effect of their scope-adjacency. This is
supported by the contrast between the scope interactions available in a sentence with two n-words and
a MANY/ FREQUENTLY quantifier, on the one hand, and the scope possibilities that arise between
two non-negative quantifiers and a MANY/ FREQUENTLY quantifier, on the other hand (see (181)
vs. (184), and (185) vs. (186)). Moreover, the fact that cumulative quantifiers present this kind of
scope idiosyncracy as well suggests that it is not NC that hasan exceptional nature alone. It seems
to be often the case that some quantifier complexes may receive special interpretations that cannot be
accounted for by a direct scope interaction between the monadic quantifiers.
Given the similarity to cumulative polyadic quantifiers, wecan relate NC to the semantic frame-
work of Polyadic Quantifiers where we can provide an answer for the NC effect. Natural language
presents various cases of quantification that go beyond our theo etical expectations, restricted by the
idea that a complex of two (or more) monadic quantifiers must be interpreted by means of iteration/
scope interaction (Section 2.1.3). Several other operations must be used instead to properly derive
the semantic contribution of these complex quantifiers.Different/ samequantifiers, cumulative and
resumptive polyadic quantifiers were shown to need such operations. Within this picture, the NC
reading of negative quantifiers represents another such polyadic quantifier. In the following chapter, I
will use Polyadic Quantifiers to account for the DN and the NC reading of two negative qauntifiers in
Romanian. I will show that DN can be easily obtained by means of iteration, and I will analyze NC
as a resumptive interpretation of negative quantifiers.
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Chapter 4
Romanian NQs and NC. Towards a
syntax-semantics
In Chapter 3 I concluded that Romanian n-words are negative quantifiers. In this chapter I develop
the semantic basis for a syntax-semantics analysis of negativ concord. In Section 3.4.2, the negative
marker was shown to have no semantic contribution to the double negation interpretation of a sentence
that contains two n-words. For this reason, the discussion in this chapter exclusively concerns n-words
(as negative quantifiers) and the negative marker will be addressed in Chapter 5.















i. ‘No student read any book.’ (NC)
ii. ‘No student read no book. (Every student read some book.)’ (DN)
An analysis of the syntax-semantics of n-words in Romanian should account for both interpretations.
In this chapter I will show that this can be done in the framework of polyadic quantifiers which allows
the two negative quantifiers to be interpreted either by resumption or by iteration.
In Section 4.1, I describe DN readings in Romanian as derivedby interpreting two monadic nega-
tive quantifiers as a binary iteration. NC is shown in Section4.2 to be properly analyzed by means of
resumption. Since resumptive quantifiers are non-iterations, in view of our discussion in Section 2.1.4,
I also investigate whether resumption of negative quantifiers is reducible to iteration. As we will see,
a resumptive negative quantifier is reducible to an iteration of a negative and an existential quanti-
fier. But despite reducibility, I will argue that resumptionf negative quantifiers best accounts for the
special properties of Romanian NC and the negative semantics of n-words.
The second part of this chapter is an investigation of the statu of resumption with respect to
compositionality. Compositionality is an essential requirement for linguistic analyses, but it is often
understood to be restricted to functional application as a mode of composing meaning. de Swart and
Sag (2002) argue that resumption is important enough for natural language quantification to be taken
as an alternative mode of composition to functional application. The attempt to define resumption
as a mode of composition in the algebraic system of Montague (1970) turns out to be impossible
(Section 4.3). This result leads to several methodologicalquestions concerning, on the one hand, the
significance of resumption and polyadic lifts in general fornatural language semantics and, on the
1Note that the DN reading appears provided that the contextual conditions presented in Section 3.4.2 are met.
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other hand, the adequacy of the current notion of compositionality for natural language and linguistic
theory. This discussion is presented in Section 4.4, where Ialso motivate my decision to integrate
resumption in Lexical Resource Semantics, a task that will be pursued in Chapter 5.
4.1 Iteration and negation
In this section, I present a GQT account of the DN reading of sentences like (191), as obtained by
iteration of two negative quantifiers. I adopt the GQT representation of a negative quantifier, so an
n-word will be represented as the generalized quantifier NO,with the semantics inDEFINITION 2.2c
andDEFINITION 2.1c and repeated below in the more convenient form ofLEMMA 2.1c.
Lemma 2.1c(p. 13)
For a domainE, for everyA , B ⊆ E:
([NO] (A))(B) = 1 iff B ∈ {X⊆ E| A ∩ X 6= ∅} ⇔ [NO] (A , B) = 1 iff A ∩ B = ∅
In GQT, we represent the sentence in (191) by means of a binaryquantifier taking the relation

















To interpret the type〈2〉 quantifier (NOSTUDENT, NOBOOK), we may apply one of the polyadic
lifts presented in Section 2.1. If we apply iteration as inDEFINITION 2.8, we obtain the truth condi-
tions in (193):
Definition 2.8 (p. 22) Iteration of two type〈1〉 quantifiers
For Q1, Q2, quantifiers of type〈1〉, It(Q1, Q2) is the type〈2〉 quantifier defined, for any
domainE, anyx, y ∈ E, and anyR ⊆ E2, as:
It(Q1, Q2)(R) = (Q1◦ Q2)(R) = Q1({x ∈ E1| Q2({y ∈ E1| (x, y) ∈ R}) = 1})
(193) It([NOSTUDENT] , [NOBOOK] )([READ] ) = 1
D:2.8
⇐⇒ ([NOSTUDENT] ◦ [NOBOOK] )([READ] ) = 1
D:2.8
⇐⇒ [NOSTUDENT] ({x|[NOBOOK] ({y|(x, y) ∈ [READ]})}) = 1
L:2.1
⇐⇒ [STUDENT] ∩{x|[BOOK]∩ {y|(x, y) ∈ [READ]}= ∅}= ∅
The truth conditions in (193) suggest a DN interpretation: the intersection between the set of
students and the set of people who didn’t read any book is empty. DN is the consequence of both
NO’s contributing their negative semantics to the meaning of the binary quantifier. Thus iteration of
two negative quantifiers accounts for the DN interpretationin (191).
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Scope of NQs within DN A negative quantifier is logically equivalent to a universalquantifier
outscoping negation or an existential outscoped by negation.2 Taking into account the semantics of
NO, EVERY, and SOME inDEFINITION 2.2, p. 12, this equivalence can be established in GQT terms
as in (194). The symbol “¬” is used as inDEFINITION 4.1 taken from Peters and Westerståhl (2006,
p. 92):
(194) a. [NO] (A ,B) = 1 iff A ∩ B = ∅
b. [EVERY] (A , B) = 1 iff A ⊆ B
⇔ [EVERY] (A , B) = 1 iff A ∩ B = A
⇔ [EVERY] (A , B) = 1 iff A∩¬B = ∅
(194a)
=⇒ [NO] (A , B) = [EVERY] (A, ¬B)
c. [SOME] (A , B) = 1 iff A ∩ B 6= ∅
(194a)
=⇒ [NO] (A , B) = ¬[SOME] (A , B)
Definition 4.1 For Q a quantifier of type〈1〉, a domainE, and A⊆ E, we define the
following negative operations on quantifiers:
Q(¬A) =Q(E – A) (inner negation/ postcomplement)
(¬Q)(A) = ¬(Q(A)) (outer negation/ complement)
Considering the interaction between iteration and inner/ outer negation inLEMMA 4.1 below3,
the iteration of two negative quantifiers is equivalent to the iteration of a universal and an existential
quantifier (195), which explains the resulting positive interpretation of a DN reading.
Lemma 4.1 Iteration and inner/ outer negation:
(Q1 ¬)(¬ Q2) = Q1◦ Q2 (Peters and Westerståhl (2006, p. 348))
(195) [NO STUDENT] ◦ [NO BOOK]
(194)
== ([EVERY STUDENT]¬) ◦ (¬[SOME BOOK] )
L:4.1
== [EVERY STUDENT] ◦ [SOME BOOK]
Note that to be able to applyLEMMA 4.1 in (195), we must represent the first negative quantifier
with a universal outscoping negation and the second negative quantifier as an existental outscoped by
negation. In Section 2.1.2 we saw that iteration of a universal and an existential quantifier displays
order dependence and implicitly, scope interaction. Thus te order of the negative quantifiers plays
an important role, since it determines whether the universal qu ntifier is restricted by STUDENT or
by BOOK. The order in (195) yields the reading in (191), “every student read some book” (see also
(196a)). The other order gives the interpretation “every book was read by a student”, expressed by
(196b).
(196) a. ([NO STUDENT] ◦ [NO BOOK] )([READ] )
(195)
== ([EVERY STUDENT] ◦ [SOME BOOK] )([READ] )
2See also (176), p. 97.
3Note thatLEMMA 4.1 is the GQT version of the logical law of DN given in Section1.2.
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b. ([NO BOOK] ◦ [NO STUDENT] )([READ]−1)
(194)
== (([EVERY BOOK]¬) ◦ (¬[SOME STUDENT] ))([READ]−1)
L:4.1
== ([EVERY BOOK] ◦ [SOME STUDENT] )([READ]−1)
The two readings in (196) are not equivalent, so if two monadic negative quantifiers are composed by
iteration, their linear order determines their scope, and thus has effects on interpretation.4
Despite the equivalence between the NO◦NO binary quantifier and the positive EVERY◦ SOME,
not all instances of DN can be directly reduced to iterationsf positive quantifiers. It is the case for
(191), because there is no other operator intervening between the two monadic quantifiers. The two
negations can be represented as adjacent to one another, andthus make possible the application of
LEMMA 4.1. However, the intervention of another operator betweenth two negative quantifiers
prevents this, and then no equivalence arises between the two negations and a positive iteration. This
is the case with the scopal readings of the two NO’s in Section3.5.3 (see (187b), (188b)), where the
intervening quantifiers MANY and FREQUENTLY make a direct equivalence between the two NO’s
and the positive binary quantifier EVERY◦ SOME unavailable. I generally use the term “double
negation” for both cases.
In conclusion, we associate a DN interpretation with the binary quantifier obtained via iteration
of two negative quantifiers which contribute their semantics independently of each other. DN is also
the “scopal reading” of a sentence with two negative quantifiers, since there is a scope interaction
between the two quantifiers: the leftmost quantifier takes scope over the rightmost one. As will
become obvious in Section 4.2.2, these two properties (the ind pendent semantic contribution of the
monadic quantifiers and the possible scope interaction between them) characterize iteration, but not
resumption of negative quantifiers.
4.2 Romanian NC as resumption
Resumption as a polyadic lift, defined in Section 2.1.3 has been suggested to account for instances of
NC in dialects of English, where the interpretation of (197)is that there is no (MAN, WOMAN) pair
in the LOVE relation (see van Benthem (1989), May (1989), Keenan (1992), Keenan and Westerståhl
(1997)):
(197) No man lovesno woman.
The same idea will be used here for Romanian NC, and I will showthat lifting several negative
quantifiers to a resumptive polyadic quantifier correctly accounts for the characteristics of the NC
interpretation in Romanian.
4.2.1 NC as NOk
In Section 4.1 it was shown that iteration unambiguously yields a DN reading in a sentence with
two n-words (192), so NC remains unaccounted for. In Section3.5.5, I showed that there are im-
portant similarities between NC and unreducible polyadic quantifiers with respect to interpretation
4There are two explanations for why linear order fixes the scope of two negative quantifiers. One has to do with the
general characteristics of quantifier scope in Romanian, asillustrated in Section 3.5.2. The other concerns the condition on
DN that it occur in denial contexts. Since the left peripheryof a sentence is most active in relation to the discourse, the
n-word that brings about denial has to appear in this area andwill thus usually precede the other n-word in linear order.
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and scope.5 This observation suggests that NC may be accounted for by oneof the (polyadic) lifts
alternative to iteration. Since in NC the negative semantics carried by two n-words is interpreted only
once, the representation of NC resembles that of multiple wh-questions (see (32) repeated below as
(198)) which were analyzed in Section 2.1.3 by means of the resumptive quantifier WHE2 :







For the NC reading in (191), I suggest an account in terms of a resumptive quantifier NOE2 , which
we also write as NO2, according to the convention below:
Convention 4.1 For a domainE and a quantifierQEk , we have the following convention:
QEk = Q
k
If we apply binary resumption (DEFINITION 2.16) in order to interpret the polyadic quantifier in (192),
we obtain the type〈1, 1, 2〉 quantifier in (199b).
Definition 2.16 (p. 32) Binary resumption of type〈1, 1〉 quantifiers
For a quantifierQ of type〈1, 1〉, givenE the domain,A , B ⊆ E, R ⊆ E 2, the polyadic
quantifierRes2(Q) of type〈12,2〉 derived fromQ is defined as:




























Given the semantics of NO (i.e. NO1) in DEFINITION 2.2c, we define the meaning of NOk as in
DEFINITION 4.2 and we interpret the binary quantifier in (199b) as in (200). In its NC interpretation,
the sentence in (199) means that there are no (STUDENT, BOOK)pairs in the READ relation: the
intersection between the set of (STUDENT, BOOK) pairs and the set of pairs of objects in the READ
relation is empty.
Definition 2.2c (p. 12) The semantics of NO
For a domainE, for everyA , B ⊆ E:
c. [NO] (A , B) = 1 iff A ∩ B= ∅
5This matter will be addressed in more detail in Section 4.2.4.2, where I argue for the general incompatibility between
NC and the mechanism of iteration.
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Definition 4.2 The semantics of NOk
For a domainE, for everyk ∈ N0, for everyA1, A2, ..., Ak ⊆ E, R⊆ Ek:




([READ] ) = 1
D:4.2
⇐⇒ ([STUDENT] × [BOOK] ) ∩ [READ] = ∅
Crucially, the polyadic quantifier NO2 in (200) expresses only one negation, just like a monadic
one, and this yields the NC interpretation of (199a).
The same result may be obtained for more complex NC constructions with three or more n-words
by following the general definition ofk-ary resumption inDEFINITION 2.15. An example is given in
(201), where ternary resumption applies to NO:
Definition 2.15 (p. 32)K-ary resumption of type〈1, 1〉 quantifiers
For a quantifierQ of type〈1, 1〉, givenE the domain, for anyk ≥ 1, A1, A2, ..., Ak ⊆
E, R ⊆ Ek, the polyadic quantifierResk(Q) of type〈1k, k〉 derived fromQ is defined as:

























([GIVE] ) = 1
D:4.2
⇐⇒ ([PERSON] × [PERSON] × [THING] ) ∩ [GIVE] = ∅
In conclusion, by means ofk-ary resumption, we may account for NC readings of sentenceswith
any number of n-words. In what follows we will be concerned with binary resumptions in particular,
but at times, we may consider ternary examples as well.
4.2.2 DN vs. NC
I have just shown how iteration and resumption of two negative quantifiers can account for the DN
and the NC reading, respectively, of a sentence with two n-words. In this section I briefly address the
question of how the different properties of iterations vs. inherently polyadic lifts (or “non-iterations”)
are reflected in the properties of the constructions that they account for (i.e. DN and NC). I discuss two
issues: 1) the impact that the order of the monadic quantifiers has on the interpretation of the whole
(i.e. scope interaction vs. scope neutrality), and 2) the way in which the semantics of the monadic
quantifiers is contributed to the semantics of the whole.
I showed that in non-iterations the order in which the monadic quantifiers are composed has no
effect on the interpretation of the polyadic one (Section 2.1.3.4). This is either because the order is
pre-established in the semantics of the polyadic quantifier(for instance DIFFERENT/ SAME quanti-
fiers) or because the semantics of the polyadic quantifier makes the order irrelevant (cumulation and
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resumption). For iterations, the order in which the monadicquantifiers are composed was shown
to influence the final interpretation. The few apparent exceptions have to do with the semantics of
particular monadic quantifiers, which yields equivalent tru h conditions even if the order is changed.
This difference between iterations and non-iterations carries over to the DN readings as iterations
and NC readings as resumptions. For DN, the order in which thetwo monadic quantifiers are com-
posed indicates the scope of the quantifiers (see Section 4.1). If we consider resumption in (200) and
(201b), the order question does not arise, because there is only one operator (see also Section 2.1.3.3).
With respect to the way the individual semantics of the two quantifiers is contributed to the whole,
in iterations each of the monadic quantifiers contributes its own semantics independently of the others
(Section 2.1.2). The same mechanism is at work with DN: the semantics in (193) indicates that
both negative quantifiers contribute their semantic negation which can be truth-conditionally checked,
independently of the other quantifier(s).
The situation is different with resumption and NC. Althoughin (199a) and (201) there are two/
three monadic negative quantifiers, the interpretation of the two sentences contains only one (binary/
ternary) negative quantifier (see (200) and (201b), respectively). This is the effect of the resumption
operation which applies only to quantifiers that bear the same operator, and ensures that the semantics
of the operator is contributed to the polyadic quantifier only once. This is how NC arises. With
resumption, the meaning of each monadic quantifier is contributed to that of the polyadic quantifier
only by making sure that the same meaning is contributed by the o er quantifier(s), too. So, truth
conditions are verified for the whole polyadic quantifier at once.
The contrast between the ways in which the semantics for DN and NC is built confirms the gen-
eralization in Section 2.1.3.4 concerning iterations and non-iterations, if we view the two readings as
particular instantiations of the two kinds of polyadic lifts.
4.2.3 Reducibility of NO2
In Section 2.1.3 inherently polyadic lifts were proposed insituations where iteration could not derive
the right interpretation of particular polyadic quantifiers which appear in natural language. With
respect to negation, it was shown above that iteration only derives the DN reading, but not the NC
one. This gives us a first motivation for employing resumption.
In Section 2.1.4 I showed how we can test if a non-iteration istheoretically necessary for a se-
mantic description. This is the case if there is no iterationhat yields the same interpretation. The Re-
ducibility Equivalence theorem of Keenan (1992) (THEOREM 2.1) helps us to determine if a polyadic
quantifier is reducible to an iteration of monadic quantifiers. We saw that non-iterations containing
DIFFERENT and cumulations are indeed unreducible. In what follows I investigate the status of the
resumptive quantifier NO2 with respect to reducibility.
Theorem 2.1(p. 36) Reducibility Equivalence (RE):
For every domainE andQ1, Q2, reducible functions of type〈2〉,
Q1 = Q2 iff for all A , B ⊆ E, Q1(A×B) = Q2(A×B)
Let us consider the constructions below, with the resumptive NO2 and the iteration NO◦ SOME:6
6Note that checking whether NO2 is reducible to NO◦ SOME is reminiscent of the NPI analyses of NC which interpret
a sentence like (202a) by an iteration of one negative quantifier followed by an existential quantifier, or truth-conditionally
equivalent variations thereof.


































‘No student read a book.’
([NO] [STUDENT] ◦ SOME[BOOK] )([READ] )
We test if the two quantifiers are identical. Assume a domainE containing the subsets[STUDENT] =
{s1, s2}, [BOOK] = {b1, b2}. If A andB simultaneously contain at least one student and one book,
respectively, both[NO2] and the iteration[NO] ◦ [SOME] yield falsity, since the Cartesian product
A×B does contain one (or more) (STUDENT, BOOK) pair(s).
If A = ∅ or B= ∅, thenA×B= ∅. Applying [NO2] to A×B, an empty set, we obtain truth, since
([STUDENT]×[BOOK] )∩ ∅ = ∅, as required by the truth conditions of[NO2] . If we apply[NO] ◦
[SOME] to A×B in these conditions, we again obtain truth, because[STUDENT] ∩ ([BOOK] ∩ ∅)=
[STUDENT] ∩ ∅= ∅.
In conclusion, the resumption[NO2] and the iteration[NO]◦ [SOME] have the same truth condi-
tions on cross-product relations. If we knew that[NO2] is a reducible function, by RE we would now
conclude that the two are identical. However, this is something we do not know. In previous examples
(with DIFFERENT quantifiers and with cumulation) in Section2.1.4, each time we found a binary
relation for which the non-iteration and the iteration did not yield the same value. This was enough to
conclude that the non-iteration is unreducible. For[NO2] and[NO] ◦ [SOME] it is hard to find such
a relation, since as we will see, the two functions are identical, so the former is reducible to the latter.
In order to show that the two functions are identical, we assume that they yield different values
on the same relations and this will lead to a contradiction which will indicate the falsity of the initial
assumption. Consider our domainE, A , B ⊆ E, x, y ∈ E, andR ⊆ E2. Take now[NO2] (A , B, R)= 0
and[NO]◦ [SOME] (A , B, R)= 1. Let us follow the implications of these two statements:7
(203) a. [NO2] (A , B, R)= 0
D:4.2
⇐⇒ (A×B)∩R 6= ∅
=⇒ A ∩ Ry 6= ∅ andB ∩ Rx 6= ∅
b. [NO]◦ [SOME] (A , B, R)= 1
D:2.10
⇐⇒ [NO] (A, {x| [SOME] (B, {y|(x, y) ∈ R}) = 1}) = 1
D:2.2
⇐⇒ A ∩ {x| B ∩ {y|(x, y) ∈ R} 6= ∅} = ∅
=⇒ A ∩ Ry = ∅ andB ∩ Rx 6= ∅
The two conjunctions in the last lines of (203a) and (203b) cannot be true at the same time, and this
entails that the initial assumption that[NO2] (A , B, R)= 0 and[NO] ◦ [SOME] (A , B, R)= 1 is false.
This proves that[NO2] (A , B, R) = [NO] ◦ [SOME] (A , B, R). In conclusion, the resumption NO2 is
reducible to the iteration NO◦ SOME.
7Recall thatRx = {y | (x, y) ∈ R} andRy = {x | (x, y) ∈ R} (CONVENTION 2.5, p. 2.5).
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4.2.4 Consequences of the reducibility of NO2
If NO2 is reducible to NO◦ SOME, the immediate question to ask is whether analyzing NC readings
with resumption is necessary. I will show below that considering the properties of n-words and NC in
Romanian, the resumptive quantifier is more adequate than the logically equivalent iteration.
4.2.4.1 The monadic quantifiers
The resumptive quantifier is built of two negative quantifiers. As indicated in Section 4.1, the iteration
of the two negative components does not derive NC, the reading obtained by resumption. The itera-
tion NO ◦ SOME contains only one negative quantifier which (necessarily) outscopes an existential
quantifier. An analysis of NC as the iteration NO◦ SOME makes several predictions with respect to
the properties of NC.
First of all, it predicts that in (202a) above, the n-wordniciun studentcorresponds to a negative
quantifier NO STUDENT, whilenicio cartecorresponds to an existential quantifier SOME BOOK.
This suggests that the determinericiun (femininenicio in (202a)), and determiner n-words in general,
are lexically ambiguous between negative and existential qu ntifiers. However, Romanian n-words
have a systematic behavior from a syntax-semantics point ofview and nothing indicates that some
n-words may be lexically negative, others existential (i.e. non-negative) and yet others ambiguous
between the two.8 Any n-word can fill the first argument slot of a relation and thus express a negative





























‘Nothing has been read by anybody.’
([NO] [THING] ◦ [SOME] [PERSON] )([READ]−1)
In Section 3.3.2.2, I showed that Romanian n-words have anti-additive properties. The examples





























‘article which hasn’t been cited or praised by anybody’ = ‘article which hasn’t been
cited and which hasn’t been praised by anybody’



















8See Richter and Sailer (1999a) for an account of various French negative (polarity) elements assuming lexical ambigu-
ity. French n-words seem to exhibit a high degree of flexibility with respect to their negative contribution, which is notthe
case in Romanian.
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If in a sentence with two n-words, the first one were negative and the other one non-negative –
as the iteration NO◦ SOME suggests – we would expect the second n-word to not exhibit t e anti-
additive property anymore. As the example below indicates,thi is not the case: both the first and the


















































Thus the test indicates that the second n-word in linear order carries negative semantics just like the
first one.
For some Romance languages, it has been proposed that in somecontexts n-words are nega-
tive, but in some others they are not (see Zanuttini (1991) and Giannakidou (2006)). For Italian,
Zanuttini (1991) argues that n-words are negative quantifiers in declarative sentences (see (207a) and
(207b)), but they are non-negative NPIs in questions (see (207c) below). She uses thealmost-test
(Section 3.3.4) as indicative of this contrast. The incompatibility betweennessunoandquasi in the




























*‘Has almost anybody called?’
(Zanuttini (1991, pp. 116–117))
If in a sentence with two n-words in Romanian, the first n-wordwere negative and the second an
NPI, we would expect the same contrast as in Italian with respect toalmost-modification, but this is



















































‘Almost no student read any book.’
I conclude here that the lexical ambiguity assumption suggested by an analysis of NC as the
iteration NO◦ SOME contravenes the empirical evidence for Romanian NC, and it should be avoided.
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One way to account for NC in terms of iteration but without assuming lexical ambiguity for n-
words is to represent NC in (202a) and (204) as the iteration¬([SOME] ◦[SOME] ), i.e. the negation
of an iteration of two existential quantifiers. This suggests that negation comes from somewhere
outside the semantics of n-words, and n-words are all existent al quantifiers. Negation can be argued
to be contributed by the NM, since the latter is always present in NC and it must be semantically




















‘The students didn’t read the novel.’
But such an assumption is also problematic. This account is similar to an NPI analysis of NC in
which the NM is the only carrier of negation and n-words are semantically licensed by it. This was
argued in Section 3.3 to be inappropriate for Romanian NC. There are two basic reasons why such an
approach fails: one concerns the relationship between the NM and n-words, the other the semantics
of n-words. First, we saw that the NM does not qualify as a semantic licenser for n-words (Section
3.3.2.2), since it fails anti-additivity with respect to n-words, which means that the negation of the










































































‘John read no book or John read no article.’
Secondly, assuming, contrary to the conclusion in Chapter 3, that n-words are not negative, one
cannot account for the anti-additivity in (205) and (206), or the DN contexts in Sections 3.4 and 3.5.4.
4.2.4.2 Scope dissimilarities between NC and iteration
The special properties of NC in (scope) interaction with other operators also indicate that iteration is
not the right mechanism to account for NC.
We saw that NC readings require that the negative quantifiers(expressed by n-words) be scope-
adjacent (Section 3.5). Once another operator intervenes between them, the NC reading is replaced

















a. NO (STUDENT) > FREQUENTLY> NO (BOOK) ??NC/ DN
b. NO (STUDENT) > NO (BOOK) > FREQUENTLY NC/ *DN
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c. FREQUENTLY> NO (STUDENT) > NO (BOOK) ?NC/ *DN
As can be noticed in (211a), the intervention of a non-negative quantifier between the two negative
ones makes DN the preferred interpretation; the NC reading is barely available in this case.
As its semantics is built step by step (Section 2.1.2), iteration can freely apply to non-similar
monadic quantifiers regardless of the order. This is what happens with NO and FREQUENTLY in the
DN reading above. The same is possible with the iteration NO◦ SOME in (212) whose interpretation

















NO > FREQUENTLY> SOME: For no student is it the case that s/he was frequently
involved in reading books.
Since in (212),o (“a”) is a typical existential quantifier (unlike the n-wordnicio in (211)), the scope
reading with the quantifier FREQUENTLY intervening betweenNO and SOME is fully available.
For NC, the corresponding intervention in (211a) is not allowed. Analyzing NC as an instance of the
iteration NO◦ SOME would predict that the two constructions have similar scope properties, and thus
that (212) receive the interpretation (211a), which is not the case.
This observation leads to the conclusion that the iterationNO ◦ SOME fails to explain the (id-
iosyncratic) properties displayed by NC with respect to thescope interaction between the monadic
parts and external non-negative quantifiers. Resumption, on the other hand, establishes a close con-
nection between the monadic parts with no scope interactionbetween them, and thus resembles NC.
It also accounts for the opacity of NC constructions to scopeint raction with external quantifiers.
Resumption only applies to monadic quantifiers with the sameoperator, so it cannot incorporate any
other operator. As observed in (211), the same property chara terizes NC, which suggests an account
in terms of resumption.
4.2.4.3 Reducibility of WH2
If we test reducibility of WH2 ((35), repeated below as (213)) in terms of the iteration WH◦ SOME
in (214), we reach the conclusion that resumptive WH2, like NO2, is reducible.






(214) Which dog chased a cat?
(WHDOG, SOMECAT)(CHASE)
= ([WH] [DOG] ◦ [SOME] [CAT] )([CHASE] )
Consider a domain containing two sets[DOG] = {d1, d2}, [CAT] = {c1, c2, c3}, andA , B arbitrary
subsets of the domain. IfA contains at least one dog andB at least one cat,[WH] 2(A × B)= 1, since
there is at least one (DOG, CAT) pair that gives a true answer to the question in (213).9 [WH] ◦
[SOME] (A × B) = 1 as well, since there is at least one cat that was chased by aog, and at least one
dog that chased a cat.
9See the semantics of[WH] in DEFINITION 2.17, p. 33.
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If A= ∅ or B = ∅, thenA × B = ∅, and both[WH]2 and[WH]◦ [SOME] are false ofA × B, because
there is no (DOG, CAT) pair inA × B (for [WH2] ), and there is no dog such that it chased a cat (for
[WH]◦ [SOME] ).
At this point, if we knew that[WH2] is reducible, we would conclude by RE that[WH2] is
identical to the iteration[WH] ◦ [SOME] . But we do not know if[WH2] is reducible and we cannot
find a binary relation on which it yields a different truth value from that of[WH] ◦ [SOME] , so the
intuition is that the two binary quantifiers are identical.
In order to show that this is the case, we assume like for[NO2] above that the two quantifiers
yield different values on the same relations. Since by this assumption we arrive at a contradiction (i.e.
the two conjunctions in (215a) and (215b) cannot hold at the same time), we may conclude that the
assumption is false, so the two binary quantifiers are identical. See the reasoning below for[WH2] and
[WH]◦ [SOME] which resembles the one for[NO2] and[NO]◦ [SOME] in (203):
(215) a. [WH2] (A , B, R)= 0
D:2.17
⇐⇒ (A×B)∩R = ∅
=⇒ A ∩ Ry = ∅ or B ∩ Rx = ∅
b. [WH]◦ [SOME] (A , B, R)= 1
D:2.10
⇐⇒ [WH] (A, {x| [SOME] (B, {y|(x, y) ∈ R}) = 1}) = 1
D:2.17
⇐⇒ A ∩ {x| B ∩ {y|(x, y) ∈ R} 6= ∅} 6= ∅
=⇒ A ∩ Ry 6= ∅ andB ∩ Rx 6= ∅
The fact that both NO2 and WH2 are reducible to iterations may indicate that resumption asa
polyadic lift in general is theoretically superfluous for describing natural language quantification. But
Peters and Westerståhl (2002, pp. 192–194) show that resumptive MOST2 is unreducible.10 So not all
resumptive quantifiers are reducible to iterations.
Moreover, Moltmann (1995, 1996) argues that resumption is determinant in accounting for excep-






















‘No student read any book, except Maria “Syntactic Structures”.’
So resumption in general is theoretically motivated and necessary for natural language description.
10See also the additional remarks in Section 7.2
11Zeijlstra (2004) rejects Moltmann’s analysis on the claim that resumption is unable to account for the de dicto reading





















‘Nobody wants to talk to anybody, except John to the devil.’ (Zeijlstra (2004, p. 205))
Although the interaction between intensional verbs and polyadic quantification is a complex issue, note that accordingto























‘Nobody wants to talk to anybody, except John to the devil.’
120 CHAPTER 4. ROMANIAN NQS AND NC. TOWARDS A SYNTAX-SEMANTICS
4.2.5 Conclusion
In conclusion, I argued that resumption provides an appropriate account for NC in Romanian. More-
over, resumption as a polyadic lift can account for several particularities of natural language quantifi-
cation which cannot be successfully analyzed by means of iteration. For Romanian NC, I gave two
important reasons why an analysis in terms of resumption is superior to one based on iteration. First,
it is consistent with the negative semantics of n-words, andsecond, it explains the special scope be-
havior of NC, by building the semantics of the polyadic quantifier on the basis of the same conditions
as those that are required by NC readings. Thus, despite the rducibility of NO2 to the iteration NO◦
SOME, the former mechanism is more appropriate for the analysis of NC.
In a framework with polyadic quantifiers, the interplay betwen the NC and the DN interpretations
of two Romanian n-words may be uniformly explained via lifting monadic quantifiers with resumption
or with iteration.
The rest of this chapter is a close investigation of resumption in its relation to compositionality,
traditionally considered an essential property of linguistic theories and of linguistic mechanisms used
to describe natural language.
4.3 Resumption and compositionality
The main problem that negative concord raises for linguistic theories is that the presence of several
negative constituents in a sentence with a unique sentential neg tion meaning disobeys the principle
of compositionality in its standard understanding (see also Section 1.2). Resumption, as presented in
Section 4.2, offers a semantic mechanism to derive NC readings, but we still need to see whether it
respects compositionality.
de Swart and Sag (2002) is the first to bring into discussion the compositional status of resumption
in a syntax-semantics interface (but see also May (1989)). In their HPSG-based analysis of NC and
DN de Swart and Sag argue that resumption is just as motivatedas a mode of composition as functional
application, viewed as iteration, is. In Section 4.3.1 I give a summary of their account which will
show that it does not clarify the status of resumption, because the analysis does not directly address
compositionality.
This issue will be discussed in the rest of this chapter. I start by presenting the main assumptions
of a compositional interpretation following Hendriks (1993) (Section 4.3.2). In Section 4.3.3, I de-
scribe the problems that one encounters in the attempt to define a mode of composition that derives
polyadic quantifiers. We will see that both resumption and iteration fail to be compositional because
their syntax as polyadic lifts violates the phrase structure syntax of natural language. Moreover, the
semantics of resumption cannot be expressed compositionally, because it disregards the semantics of
the monadic parts.
4.3.1 de Swart and Sag (2002)
Resumption has been employed to account for NC in de Swart (1999), de Swart and Sag (2002),
Corblin et al. (2004), de Swart (2010). de Swart and Sag (2002) is the first attempt to develop a syntax-
semantics interface for NC as resumption. The account is fleshed out within the HPSG framework.
de Swart and Sag (2002) focus on French negative sentences with two n-words like (219). This
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a. Nobody loves nobody. (Everybody loves somebody.) (DN)
b. Nobody loves anybody. (NC)
Within polyadic quantification, de Swart and Sag (2002) derive DN by composing the two negative
quantifiers with iteration, and NC by applying resumption. Ishort, the two interpretations of (219)







a. It([NO] [PERSON] , [NO] [PERSON] )([LOVE] ) = 1
D:2.8
⇐⇒ [NO] [PERSON] ◦ [NO] [PERSON] = 1
L:2.1
⇐⇒ [PERSON] ∩ {x ∈ E|[PERSON] ∩ {y ∈ E|(x, y) ∈ [LOVE]}= ∅}= ∅ (DN)
b. Res2([NO] )
[PERSON] , [PERSON]





([LOVE] ) = 1
D:4.2
⇐⇒ ([PERSON]× [PERSON] ) ∩ [LOVE]= ∅ (NC)
The polyadic quantifiers sketched in (220) are integrated ina syntax-semantics interface based
on Situation Semantics (see Barwise and Perry (1983)), in the HPSG tradition of Pollard and Sag
(1994). de Swart and Sag (2002) make use of the Lexical Quantifier Retrieval mechanism proposed
in Przepiórkowski (1998) and Manning et al. (1999), roughly defined below:13,14



























By lexical retrieval, the quantifiers that the verb collectsfrom its arguments on its own STORE value
get to be interpreted (i.e. retrieved) on the verb’s QUANTS list (see also Section 2.3.2.5). The inter-
pretation of quantifiers in a sentence appears directly on the verb, at theword-level, hence “lexical”
retrieval. For (219), the two interpretations of the sequence of two negative quantifiers are given be-
low: (222a) and (222b) are the syntax-semantics representations of the iteration in (220a) and the
resumption in (220b), respectively, as interpreted on the verb under QUANTS:




















































12For clarity, I continue using the notational conventions inthis thesis when presenting the analysis in de Swart and Sag
(2002).
13Note that the principle in (221) is simplified. de Swart and Sag (2002) generalize lexical retrieval so that not only verbs
can retrieve quantifiers but also a preposition likesans‘without’ which can retrieve negative quantifiers.
14The symbol̇- designates a relation of contained set difference which isidentical to the familiar set difference with the
condition thatΣ1 -̇ Σ2 is defined only ifΣ2 is a subset ofΣ1.



















































Applying resumption and iteration under the value of QUANTSis possible by defining the two
operations within the relationretrievein (221). de Swart and Sag (2002) define retrieval as below:
(223) Retrieve
Given a setΣ of generalized quantifiers defined on a domainE and a partition ofΣ into
two setsΣ1 and Σ2, whereΣ2 is either empty or else for anyR1, ..., Rn ⊆ E, Σ2 =
{NOR1 , ...,NORn}, then
retrieve(Σ) = iteration(Σ1 ∪ resumption(Σ2)) (de Swart and Sag (2002, p. 394))
Retrieval of a setΣ of quantifiers usually means composing them by iteration. Ifthere are nega-
tive quantifiers, they can either be iterated together with the non-negative ones, in which caseΣ2 is
empty, or they can be composed by resumption, and the polyadic quantifier they form undergoes iter-
ation together with the non-negative quantifiers (the setΣ1). GivenΣ= {NOPERSONE ,NO
PERSON
E }
in (220), in order to obtain DN, the setΣ2 was considered empty. For the NC reading,Σ2= Σ=
{NOPERSONE ,NO
PERSON
E }, andΣ1 is empty. By applying resumption toΣ2, we obtain a singleton
set containing the binary resumptive quantifier NOPERSON,PERSON
E2
.
de Swart and Sag (2002) argue that natural language quantifiction is more complex than iteration
predicts, and that for instance resumption should be an altern tive to iteration. Their motivation relies
heavily on the observations made by the proponents of the Polyadic Quantification framework, already
discussed in Section 2.1. They argue that their HPSG-account has the advantage of offering a flexible
syntax-semantics interface which can accommodate both iteration and resumption.
However, this account is merely programmatic, and de Swart and Sag do not discuss how their
mechanism of quantifier retrieval relates to the traditional m tter of compositionality, and where it
belongs within the algebraic system developed in Montague (1970) (“Universal Grammar”). Besides
this, it is unclear how the two operationsiteration andresumptionare to be formulated in the syntax
of a logical language for which compositionality can be shown to hold. This will be investigated in
the subsequent sections.
4.3.2 Compositionality
To get a better understanding of resumption (and polyadic quantifiers in general) within a composi-
tional grammar, we first need to understand what compositionality is and what levels of the grammar
it involves. After an informal presentation of the principle of compositionality, in Section 4.3.2.1 I
define a logical languageL (similar to that in Hendriks (1993, Ch. 2)) on the basis of which we can
compositionally interpret a natural language fragment forR manian in Section 4.3.2.2. In Section
4.3.2.3, I give a precise description of how the Romanian fragment can be compositionally interpreted
in L. I close this section with an example of a Romanian sentence derive and interpreted in accord
with the principle of compositionality.
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The most general formulation of the principle of compositionality illustrating Montague’s under-
standing of compositionality in his paper “Universal Grammar” (Montague (1970)) is the one in (224)
below, previously given in (3), Section 1.2:
(224) The principle of compositionality(Partee (1984, p. 281))
The meaning of an expression is a function of the meanings of it parts and of the way they
are syntactically combined.
There are three aspects of the principle concerning how the meaning of a complex expression is
compositionally built: 1) thesyntaxby which its parts are combined, 2) themeaningsthat the parts
carry and 3) thefunctionbetween the two, i.e. the semantic interpretation.
The syntax consists of a collection of basic (lexical) expressions and a set of syntactic operations
that recursively derive new syntactic expressions on the basis of other (basic or derived) expressions.
The syntax is viewed as an algebra〈A,Fγ〉γ∈Γ whereA is the set of all expressions (basic and de-
rived),Fγ is a set of syntactic operations,Γ is a set of indices that identify the syntactic operations,
andA is closed under(Fγ)γ∈Γ. In principle, no restriction is imposed on the nature or form of the ex-
pressions, but in linguistics it is usually assumed that they ar strings over some alphabet. Apart from
that, they may be empty, overlap, include one another etc. Similarly, no restrictions are imposed on
the way the syntactic operations combine the expressions: fr instance, they may concatenate them,
insert, permute or delete material in them and so on.
Parallel to the syntactic algebra, there must be a structurally similar algebra of meanings〈B,Gγ〉γ∈Γ,
whereB is the set of basic and derived meanings and(Gγ)γ∈Γ is a set of operations that build complex
meanings from simpler ones. As in the case of the syntax, no restrictions are imposed on the ways in
which the meanings can be affected by the operations.
The principle of compositionality requires that for everyn-place syntactic operationFi there be
ann-place semantic operationGj . That is,Gj interprets semantically whatFi forms syntactically. A
semantic interpretation for a language is defined as ahomomorphismfrom 〈A,Fγ〉γ∈Γ to 〈B,Gγ〉γ∈Γ.
This means that the semantic interpretation of a language isvi wed as a functionh such that for each
n-place syntactic operationFi and its correspondingn-place semantic operationGj , for each sequence
of expressionsα1, ..., αn, the following holds:
(225) h(Fi(α1, ..., αn)) = Gj(h(α1), ..., h(αn))
(226) is a simple example in which a binary syntactic operationsyntactic-combination-of ,
a binary semantic operationsemantic-function-of , and the semantic interpretation function
meaning-ofcombine, so that the interpretation ofJohn cameis compositionally derived:
(226) meaning-of(syntactic-combination-of (John, came))
= semantic-function-of (meaning-of(John),meaning-of(came))
4.3.2.1 The logical language
It is common practice in the linguistic literature, especially the literature addressing compositionality
(see Montague (1970), Halvorsen and Ladusaw (1979), Dowty et al. (1981), Janssen (1986, 1997),
Gamut (1991), Hendriks (1993)) to assign meaning to naturallanguage expressions via an intermedi-
ate logical language.
In a simplified formulation, this procedure involves three basic components where the relationship
between them is observed by homomorphic functions. The syntax of a logical language is defined as
a syntactic algebra to which meaning is assigned via a homomorphism with a semantic algebra, the
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semantics of the logical language. The syntactic algebra ofthe natural language is related to the
logical syntax by a translation function which must also be homomorphic. The composition of the
homomorphism between the logical and the semantic algebra with the translation homomorphism
between the natural language syntax and the logical algebrais also a homomorphism and thus ensures
that the natural language expressions in the syntactic algebra are compositionally assigned meaning
in the (logical) semantic algebra.
Let us define the syntax and semantics of the languageL, a language of extensional typed logic.
The presentation here closely follows in structure and conventions that in Hendriks (1993, Ch. 2).
The syntax ofL We first define the set of semantic types with the two basic types e for individuals
andt for truth values:
Definition 4.3 Type
LetType be the smallest set such that
e, t ∈ Type,
for eachτ, τ ′ ∈ Type, ττ ′ ∈ Type.
For every typeτ ∈ Type, there are two sets of basic expressions: a setV arτ consisting of the
variablesof typeτ and a setConstτ consisting of theconstantsof typeτ :
Definition 4.4 V ar
LetV arτ be the smallest family of sets such that for eachτ ∈ Type and for eachi ∈ N,
vi,τ ∈ V arτ .
Definition 4.5 Const






Constτ = ∅ for τ /∈ {e, (et), (e(et))}.
The logical languageL is the indexed family of sets (Lτ )τ∈Type of well-formed expressions which
are defined below:
Definition 4.6 Terms inLτ
For every typeτ ∈ Type, the setLτ of well-formed expressionsof typeτ is the smallest
set such that:
1. V arτ ⊂ Lτ ,
2. Constτ ⊂ Lτ ,
3. for eachα ∈ Lt, F1(α) ∈ Lt,
4. for eachα, β ∈ Lt, F2(α, β) ∈ Lt,
5. for eachα, β ∈ Let, F3(α, β) ∈ Lt,
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6. for eachτ ′ ∈ Type, for eachα ∈ Lτ ′τ , β ∈ Lτ ′ , F4:τ ′:τ (α, β) ∈ Lτ ,
7. for eachτ ′ ∈ Type, for eachα ∈ Lτ , F5:τ ′:τ :i(α) ∈ Lτ ′τ ,
8. for eachα, β ∈ Lτ , F6:τ (α, β) ∈ Lt.
In our compositional grammar I introduce the negative quantifier by means of the functionF3 taking
two expressions of typet to a truth value. In this section, we limit our attention to the monadic
negative quantifier. The more complex quantifiers will be introduced in Section 4.3.3.
The functions involved in deriving complex expressions inLτ are given inDEFINITION 4.7, where
τ, τ ′ ∈ Type andi ∈ N. Note that in a language that makes exclusive use of functional types (see
DEFINITION 4.3)NO in DEFINITION 4.7.3 corresponds to the GQT functional representation of the
negative quantifier NO (Section 2.1). Its syncategorematicrepresentation should be read as application
from left to right, i.e. as(NO(α))(β).
Definition 4.7 Syntactic operations
1. F1 : Lt → Lt, whereF1(α) = ¬α,
2. F2 : Lt × Lt → Lt, whereF2(α, β) = [α ∧ β],
3. F3 : Let × Let → Lt, whereF3(α, β) = NO(α)(β),
4. F4:τ ′:τ : Lτ ′τ × Lτ ′ → Lτ , whereF4:τ ′:τ (α, β) = [[α](β)],
5. F5:τ ′:τ :i : Lτ → Lτ ′τ , whereF5:τ ′:τ :i(α) = λvi,τ ′ .α,
6. F6:τ : Lτ × Lτ → Lt, whereF6:τ (α, β) = [α = β].
The logical languageL includes the set of expressions in the syntactic algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉
with Fγ as inDEFINITION 4.7, where for everyτ, τ ′ ∈ Type andi ∈ N, Γ = {1, 2, 3, 4:τ ′:τ , 5:τ ′:τ :i,
6:τ}. We now turn to the semantic algebra in which we interpret thesyntactic expressions ofL.
The interpretation of L An interpretationof the languageL is based on some non-empty setE,
thedomain of individuals. We define the following domains of objects:
Definition 4.8 Domains of objects
1. DE,e = E,
2. DE,t = {0, 1}, and
3. DE,τ ′τ = D
DE,τ ′
E,τ .
DE,τ ′τ is thus the set of functions fromDE,τ ′ toDE,τ .
Definition 4.9 Frame
For a domain of individualsE, for everyτ ∈ Type, we define a frameF as the family of
domainsDE,τ indexed by the types:
F= (DE,τ )τ∈Type.
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Definition 4.10 Model
Given a set of constantsConst and a set of individualsE,
a model is a pairM = 〈F , Int〉, such that
F is a frame, and
Int is a function fromConst toF such that
for eachcτ ∈ Const, Int(c) ∈ DE,τ .
Constants will be interpreted by means of the functionInt in DEFINITION 4.10 and variables will be
assigned values in the domain by means of the assignment function a defined below:
Definition 4.11 Variable assignment
A variable assignment is a functiona : V arτ → DE,τ , such that
for eachvi,τ , a(vi,τ ) ∈ DE,τ .
Ass is the set of all variable assignments:
Ass = {a| for eachi ∈ N, for eachτ ∈ Type, a(vi,τ ) ∈ DE,τ}.
Now we can define the way we interpret the terms inL:
Definition 4.12 Interpretation ofL in M
The interpretation of an expressionατ in a modelM is given by the functioninM (α)15
from variable assignments into the setDE,τ , as follows:
1. for eachα ∈ V arτ , inM (α) = {〈a, d〉|a ∈ Ass andd = a(α)},
2. for eachα ∈ Constτ , inM(α) = {〈a, d〉|a ∈ Ass andd = Int(α)},
3. inM (F1(α)) = GM,1(inM (α)),
4. inM (F2(α, β)) = GM,2(inM (α), inM (β))
5. inM (F3(α, β)) = GM,3(inM (α), inM (β)),
6. inM (F4:τ ′:τ (α, β)) = GM,4:τ ′:τ (inM (α), inM (β)),
7. inM (F5:τ ′:τ :i(α)) = GM,5:τ ′:τ :i(inM (α)),
8. inM (F6:τ (α, β)) = GM,6:τ (inM (α), inM (β)).
The functionsG introduced inDEFINITION 4.12 are given inDEFINITION 4.13:16
Definition 4.13 Semantic operations
1. GM,1 : DAssE,t → D
Ass
E,t , whereGM,1(φ) =
{〈a, 1〉|〈a, 0〉 ∈ φ} ∪
{〈a, 0〉|〈a, 1〉 ∈ φ},
15Note that the functioninM corresponds to the interpretation function[ ] which we used in the GQT presentation in
Section 2.1.
16For τ ∈ Type,DAssE,τ is the set of functions fromAss (the set of variable assignments) to the domainDE,τ .
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E,t , whereGM,2(φ,ψ) =
{〈a, 1〉|〈a, 1〉 ∈ φ and〈a, 1〉 ∈ ψ} ∪
{〈a, 0〉|〈a, 0〉 ∈ φ or 〈a, 0〉 ∈ ψ}




E,t , whereGM,3(φ,ψ) =
{〈a, 1〉| for everyd ∈ DE,e : 〈a, 0〉 ∈ φ(d) or 〈a, 0〉 ∈ ψ(d)} ∪
{〈a, 0〉| for somed ∈ DE,e : 〈a, 1〉 ∈ φ(d) and〈a, 1〉 ∈ ψ(d)}
4. GM,4:τ ′:τ : DAssE,τ ′τ ×D
Ass
E,τ ′ → D
Ass
E,τ , whereGM,4:τ ′:τ (φ,ψ) =
{〈a, f(d)〉|〈a, f〉 ∈ φ and〈a, d〉 ∈ ψ}
5. GM,5:τ ′:τ :i : DAssE,τ → D
Ass
E,τ ′τ , whereGM,5:τ ′:τ :i(φ) =
{〈a, f〉| for everyd ∈ DE,τ ′ : 〈a[vi,τ ′/d], f(d)〉 ∈ φ}17




E,t , whereGM,6:τ (φ,ψ) =
{〈a, 1〉|〈a, d〉 ∈ φ and〈a, d′〉 ∈ ψ andd = d′} ∪
{〈a, 0〉|〈a, d〉 ∈ φ and〈a, d′〉 ∈ ψ andd 6= d′}
Compositionality In order to interpret the languageL, DEFINITION 4.8 toDEFINITION 4.13 build
the semantic algebra in which the syntactic algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉 can be interpreted. Let us
call the semantic algebra〈(Sτ )τ∈Type, (GM,γ)γ∈Γ〉. The set of semantic objectsSτ is identical to our
domain of objectsDE,τ given inDEFINITION 4.8. They are derived as inDEFINITION 4.12, where the
functionsInt anda assigning meaning to constants and variables derive the basic semantic objects,
and the semantic operationsGM,i derive the complex semantic objects. The functionnM which
assigns meaning to the expressions inL is given byDEFINITION 4.12 as a homomorphism between the
syntactic algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉 and the semantic algebra〈(Sτ )τ∈Type, (Gγ)M,γ∈Γ〉, since
as required by the principle of compositionality in (224) for everyn-place syntactic operationFi
there is ann-place semantic operationGM,i, such that for everyn-sequence of syntactic expressions
α1, ..., αn, inM (Fi(α1, ..., αn)) = GM,i(inM (α1), ..., inM (αn)). In our case,n ∈ {1, 2}, so we
only have unary and binary syntactic and semantic operations. Thus the interpretation of the logical
languageL is done compositionally.
4.3.2.2 The natural language
In order to interpret a natural language fragment we musttranslateit into the logical language. That
is, the natural language fragment must be defined as a syntactic algebra〈(Rc)c∈C , (Hδ)δ∈∆〉 which
can then be rewritten in the logical algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉 by means of a homomorphic func-
tion tr(anslation). On the basis of the homomorphisminM between the syntactic and the semantic
logical algebras, the natural language algebra can be compositionally interpreted in the logical seman-
tic algebra〈(Sτ )τ∈Type, (Gγ)M,γ∈Γ〉. This is because the composition of the two homomorphisms
inM ◦ tr is also a homomorphism from the natural language algebra to the logical semantic algebra.
Let us first describe the fragment of Romanian that we want to interpret. The Romanian expres-
sions in the setR belong tosyntactic categoriesc ∈ C and eachc is associated with a type ofL via
the functionσ(c):
17The expressiona[vi,τ/d] stands for the variable assignmenta′ such that: 1)a′(vi,τ ) = d and 2)a′(vi′,τ ′) = a(vi′,τ ′)
if i′ 6= i or τ ′ 6= τ .




NP noun phrase (et)t
CN common noun et
IV intransitive verb et
TV transitive verb e(et)
Det determiner (et)((et)t)
As we will see below, to combine two linguistic expressions using logical operations, we sometimes
need to enable a syntactic categoryc to correspond to more than one logical type. For instance, I
will show that the typee(et) of a transitive verb must be “shifted” or “raised” to the type(( t)t)(et)
so that it can combine with an NP of type( t)t by functional application (see the discussion after
DEFINITION 4.17).
Every lexical expressionα of categoryc is assigned onelexical translationlextr(α), an expres-
sion of typeσ(c) in L. See the lexical expressions of our fragment in (228):
(228) Lexical translations




citi TV λx2λx1.read′(x1, x2)
niciun Det λPλQ.NO(λx1.P (x1))(λx2.Q(x2))
nicio Det λPλQ.NO(λx1.P (x1))(λx2.Q(x2))
The syntax of the fragment is made up of two sets: the set of syntactic terms of categoryc (Sc)c∈C
and the set of Romanian expressions of categoryc (Rc)c∈C , as defined below forC = {S, NP, CN,
IV, TV, Det}. The difference between the two sets will be addressed below.
Definition 4.14 The syntax of the fragment
For eachc ∈ C, Sc andRc are the smallest sets such that:
1. a. ifα of categoryc appears in (228), then⌊αc⌋ ∈ Sc
b. if α ∈ SNP andβ ∈ SIV , then⌊H1αβ⌋ ∈ SS ,
c. if α ∈ SDet andβ ∈ SCN , then⌊H2αβ⌋ ∈ SNP ,
d. if α ∈ STV andβ ∈ SNP , then⌊H3αβ⌋ ∈ SIV .
2. a. ifα of categoryc appears in (228), thenαc ∈ Rc
b. if α ∈ RNP andβ ∈ RIV , thenH1(α, β) ∈ RS ,
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c. if α ∈ RDet andβ ∈ RCN , thenH2(α, β) ∈ RNP ,
d. if α ∈ RTV andβ ∈ RNP , thenH3(α, β) ∈ RIV .
In DEFINITION 4.14.1,H i only stands for symbols. It refers to complex syntactic terms viewed at
an abstract level as syntactic units available in natural langu ges in general. By contrast, the functions
Hi are defined as operations on strings within a particular natural language, so they build the complex
Romanian expressions in our algebra:
Definition 4.15 Operations on strings
1. H1 : RNP ×RIV → RS , whereH1(α, β) = αβ,
2. H2 : RDet ×RCN → RNP , whereH2(α, β) = αβ,
3. H3 : RTV ×RNP → RIV , whereH3(α, β) = αβ.
To better understand the difference betweenH i andHi, take for instance the functionH2 which
combines aDetwith aCN into anNP . In Romanian, it would derive the syntactic term⌊H2⌊niciun⌋
⌊student⌋⌋ and in English, the same function would derive⌊H2⌊no⌋⌊student⌋⌋. However, only
the former will be correlated with a Romanian expression (niciun student) derived by means of the
function H2 which is defined on(Rc)c∈C , the set of Romanian expressions. The syntactic term
⌊H2⌊no⌋⌊student⌋⌋ will have to be correlated to a functionHi different fromH2, since it will be
defined on the set of English expressions. This correlation between syntactic terms and natural lan-
guage expressions is done by a function calledevaluationwhich is given inDEFINITION 4.16 for
our Romanian fragment. It evaluates a given syntactic term in (Sc)c∈C as a Romanian expression in
(Rc)c∈C :
Definition 4.16 The evaluation functionev
The functionev: (Sc)c∈C → (Rc)c∈C evaluates each syntactic term inSc as a Romanian
expression inRc:
1. ev(⌊αc⌋) = α,
2. ev(⌊H1αβ⌋) = H1(ev(α), ev(β)),
3. ev(⌊H2αβ⌋) = H2(ev(α), ev(β)),
4. ev(⌊H3αβ⌋) = H3(ev(α), ev(β)).
We now define the translation function between the Romanian algebra and the logical syntactic
algebra:
Definition 4.17 Translation
Each syntactic termα ∈ Sc is assigned a translationtr(α) ∈ Lσ(c):
1. tr(⌊αc⌋) = lextr(α) for α of categoryc in (228)
2. tr(⌊H1αβ⌋) = F4:et:t(tr(α), tr(β)),
3. tr(⌊H2αβ⌋) = F4:et:(et)t(tr(α), tr(β)),
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4. tr(⌊H3αβ⌋) = F4:((et)t):et(tr(α), tr(β)).
For the translation of the Romanian expressions in this fragment we only need the functionF4 in DEF-
INITION 4.7.18 I repeat below the three instantiations of the functionF4 as used inDEFINITION 4.17:
(229) a. F4:et:t : L(et)t × Let → Lt, whereF4:et:t(α, β) = [[α](β)],
b. F4:et:(et)t : L(et)((et)t) × Let → L(et)t, whereF4:et:(et)t(α, β) = [[α](β)],
c. F4:((et)t):et : L((et)t)(et) × L(et)t → Let, whereF4(α, β) = [[α](β)].
A remark is in order here with respect toDEFINITION 4.17.4 and (229c). According toDEFINI-
TION 4.16.4,H3 is evaluated in terms of the syntactic operationH3. H3 combines two Romanian
expressions of categories TV and NP into an expression of category IV. The translation function as-
sociated withH3 and thus indirectly withH3 isF4:((et)t):et. This translation function should combine
an expression of type(et) (the TV) with one of type(et)t (the NP) into one of typet (the IV). But
the former two logical types do not match, so none of the syntactic functions inDEFINITION 4.7 can
apply to the two expressions. To cope with this problem, the typ e(et) of the TV must be “raised”
to the type((et)t)(et), so that its argument matches the type(et)t of the NP. Given the new type
((et)t)(et) of the TV, the syntactic functionF4:((et)t):et may be applied and the two logical expres-
sions representing the TV and the NP are combined into an expression of typeet as in (229c). The
raising mechanism frome(et) to ((et)t)(et) is provided byArgument Raising(AR), a type shifting
rule. In DEFINITION 4.18, I give AR and highlight in bold the type that undergoes rai ing and the
corresponding variable.
Definition 4.18 Argument Raising (AR)
For eachi ∈ N,ARi is a relation between two termsα andβ such that:
if α is of some type(a1(...(ai(...(anb)))))
thenβ is some term
λx1,a1 ...λXi,(aib)b...λxn,an .X(λxi,ai .α(x1)...(xi)...(xn))
Hendriks (1993) makes type shifting rules available for thetranslation mechanism by allowing a
syntactic categoryc to be assigned not only one logical type but a set of types.19 This procedure is
calledflexible type assignment. In our grammar fragment, it is important for the category TVto be
assigned a set of two logical types:e(et) (i.e.σ(TV)) and((et)t)(et), which is obtained by applying
AR to the first argument ofσ(TV).20 Thus words of certain categories are assigned multiple logical
types. In Hendriks’s system,AR is represented as a new syntactic operation on strings, sayHAR,
whose role is to only change the type of the natural language expression. Thus in our fragment an
operationHAR:1 would apply tociti ∈ Re(et) and produceciti ∈ R(e(et))(et).
As a consequence of the flexible type assignment to syntacticcategories, every Romanian expres-
sionα is associated with a set of translationsTr(α). This set consists of the syntactic terms whose
evaluation coincides withα:
Definition 4.19 Translations set
If α ∈ Rc, thenTr(α) = {tr(γ)|γ ∈ Sc andev(γ) = α}
18But see Hendriks (1993) for a fragment of English which is syntactically more complex and makes use of more logical
operations than the ones given inDEFINITION 4.7.
19For more details, the reader is referred to Hendriks (1993, Ch. 2, Sec. 5).
20However, in principle a type shifting rule can be applied more than once.
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Given thatAR does not change the expression at all, the argument raised translation of an expression
will also be included in the set of its translations. To illustrate this with an example, the transitive verb
citi given in (228) will receive the following two translations in our fragment:21
(230) The translations set forciti
Tr(citi) = {tr(⌊citiTV ⌋), tr(⌊HAR:1⌊citiTV ⌋⌋)}
= {λx2,eλx1,e.read′(x1, x2), λX2,(et)tλx1,e.X2(λx2,e.read
′(x1, x2))}
In order to interpret the Romanian expressions, we compose the two functionstr andinM , the
former relating the Romanian expression to a logical formula and the latter assigning an interpretation
to the logical formula. Syntactic terms inSc and Romanian expressions inRc are assigned meaning
according to the definition below:
Definition 4.20 Interpretation of natural language expressions
For eachα ∈ Sc, the interpretation ofα is given by
inM (tr(α))
An expressionα ∈ Rc can be associated with a set of interpretations in the modelM :
{inM (β)|β ∈ Tr(α)}
4.3.2.3 Compositional interpretation
Let us summarize the algebras involved in a compositional interpretation of our natural language
fragment in order to understand the entire procedure. We defined a logical languageLwhich we inter-
preted compositionally, as a homomorphisminM between the syntactic algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉
and the semantic one〈(Sτ )τ∈Type, (GM,γ)γ∈Γ〉 (Section 4.3.2.1). We described a fragment of Ro-
manian as another syntactic algebra〈(Rc)c∈C , (Hδ)δ∈∆〉 which we want to interpret via the logical
languageL. To do that it is enough to reformulate the Romanian algebra in terms of the syntactic al-
gebra, that is, to define a translation functiontr between them as a homomorphism, and the Romanian
algebra will be indirectly assigned an interpretation in the semantic algebra interpretingL.
Let us concentrate on the homomorphismtr between the Romanian algebra and the logical one.
In DEFINITION 4.14 we defined two sets that form the syntax of the natural langu ge fragment:Sc,
the set of syntactic terms of categoryc, andRc, the set of Romanian expressions of categoryc. The
relation between the two sets and their corresponding sets of operations is regulated by the evaluation
function ev given in DEFINITION 4.16. When we speak of interpreting the Romanian algebra, we
speak of the algebra based on the setRc of Romanian expressions (i.e.〈(Rc)c∈C , (Hδ)δ∈∆〉). How-
ever, the translation functiontr in DEFINITION 4.17 which establishes a homomorphism between the
Romanian and the logical algebras is defined on the setSc of syntactic terms. This allows us to define
the translation function at the abstract level of syntacticterms and not for each particular Romanian
expression. Thus a translation functiontr(⌊H i(αβ)⌋) = Fj(tr(⌊α⌋), tr(⌊β⌋)) for two given opera-
tionsHi andFj may be employed in the translation of several natural languages, but there will be a
differentHi for each language. This is becauseHi is defined on the set of the expressions of each
language (see also the discussion underDEFINITION 4.14 andDEFINITION 4.15 above).
There is an important difference between logical and natural language algebras. While the terms
in the former can be analyzed in a unique way, this does not hold of the expressions in the latter. This
21This example will be used in Section 4.3.2.4.
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is true of natural language in general, although our small Romanian fragment does not contain ambi-
guity. Ambiguity appears very often in English, where an expr ssion liketalk is ambiguous between
the categories IV and CN (it can be both an intransitive verb and noun). This ambiguity should
appear in the lexicon already. The expressionMary walks and talks fastis syntactically ambiguous
between[Mary [[walks and talks] fast]] and[Mary [walks and[talks fast]]]. The difference between the
two would be expressed in the order in which the corresponding fu ctionsHi are applied (see Hen-
driks (1993, p. 140) for a full explanation within an Englishfragment). So natural language algebras
aresyntactically ambiguous, while logical algebras areunambiguousbecause they are defined that
way.22 As a consequence of the syntactic ambiguity, when translatig natural language algebra into
a logical algebra, one cannot speak of the interpretation ofan expression, but only of the interpretation
of that expression with respect to itscategoryand itsderivational history.
To refer to the category and the derivational history of an expr ssion, Hendriks introduces the
notion of a syntactically unambiguousterm algebra. To simplify the discussion, I will not go into
details on term algebras but the reader is referred to Hendriks (1993, p. 141) for definitions and a
detailed explanation. If we name the Romanian algebraA = 〈(Rc)c∈C , (Hδ)δ∈∆〉, its corresponding
term algebra isTA,K = 〈(TA,K,c)c∈C , (HTδ )δ∈∆〉. K is the set of the lexical expressions in (228),
as given in (231). The operations(HTδ )δ∈∆ on (TA,K,c)c∈C are defined in terms of(Hδ)δ∈∆ in
DEFINITION 4.14.1 (see (232)):
(231) The setK of lexical expressions
K = {KS ,KNP ,KCN ,KIV ,KTV ,KDet},
KS = KNP = ∅, KCN = {student, book},
KIV = {vorbi}, KTV = {citi},
KDet = {niciun, nicio}.
(232) a. HT1 : TA,K,NP × TA,K,IV → TA,K,S, whereH
T
1 (α, β) = ⌊H1αβ⌋,
b. HT2 : TA,K,Det × TA,K,CN → TA,K,NP , whereH
T
2 (α, β) = ⌊H2αβ⌋,
c. HT3 : TA,K,TV × TA,K,NP → TA,K,IV , whereH
T
3 (α, β) = ⌊H3αβ⌋.
To assign meaning to the expressions in the Romanian algebraA = 〈(Rc)c∈C , (Hδ)δ∈∆〉, we have to
assign meaning to the expressions in the Romanian term algebr TA,K = 〈(TA,K,c)c∈C , (HTδ )δ∈∆〉
which is syntactically unambiguous and keeps track of the cat gory and the derivational history of the
Romanian expressions inR.
Now the translation procedure is straightforward. The homomorphismtr defined inDEFINI-
TION 4.17 associates a logical expression in(Lτ )τ∈Type to every Romanian syntactic term (lexical or
derived). Each operationH i is translated into a logical operationFj and once we have the translation
of H i, we can get the translation of its corresponding operationH
T
i in the term algebra. This way, the
elements of the term algebraTA,K receive a logical translation in the algebra〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉,
where they can be assigned meaning. The elements of the term algebr are evaluated as elements
of the Romanian algebraA = 〈(Rc)c∈C , (Hδ)δ∈∆〉 via the evaluation functionev defined inDEF-
INITION 4.16. So the logical translations and their corresponding meanings can be related to the
Romanian expressions.
A schema of the three algebras that we described here and their interaction towards a composi-
tional interpretation of a natural language fragment is given inFIGURE 4.1. Since the composition of
two homomorphisms is also a homomorphism (see Hendriks (1993, p. 145) for a proof),tr ◦ inM
22See Hendriks (1993, p. 140) for the definition of afree algebra, in our terms anunambiguousalgebra.
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B = 〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉
↓ inM
S = 〈(Sτ )τ∈Type, (Gγ)γ∈Γ〉
Figure 4.1: The algebras involved in a compositional interpr tation (simplified)




B = 〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉 Π(B)
↓ I ↓ IMP
S = 〈(Iτ )τ∈Type, (Gγ)γ∈Γ〉 Π(S
MP )
Figure 4.2: The algebras involved in a compositional interpr tation (Hendriks (1993, p.176))
is a homomorphism, so the interpretation of the Romanian term algebra in the semantic algebra
〈(Sτ )τ∈Type, (Gγ)γ∈Γ〉 is compositional.
Before closing this section, let me raise one further point which is fundamental for the correct
understanding of the principle of compositionality, although it is of minor importance for our present
purposes. It relates to the schema inFIGURE 4.1 which is only an informal simplified version of the
exhaustive schema inFIGURE 4.2. There are only two algebras that the two schemas have in common:
the syntactic algebra (TA,K) and the logical algebra (B = 〈(Lτ )τ∈Type, (Fγ)γ∈Γ〉).
One difference betweenFIGURE 4.1 andFIGURE 4.2 concerns the logical algebraB which is
interpreted in the semantic algebraS, a restriction of the algebraS in FIGURE 4.1. Both Janssen
(1986) and Hendriks (1993) agree that the semantic algebra must contain only the meanings and
the operations necessary in assigning meaning to the logicaexpressions in the algebraB, so other
meanings that may be generated inS are eliminated and thus, the result is an algebraS. The fact
thatS assigns meaning to all and only the logical expressions inB is ensured by the condition of
epimorphicity23 on theinterpretationfunctionI betweenB andS. The epimorphismI is a function
from models to interpretations in models such thatI(α)(M) = inM (α) for all modelsM .
The second difference concerns the translation procedure for the syntactic algebraTA,K which,
according to Janssen (1986) and Hendriks (1993), is not doneirectly as inFIGURE 4.1, but via
another algebra derived from the logical algebraB. In Hendriks’ formalization this new algebra is
Π(B), the polynomial closureof the algebraB (see Hendriks (1993, Ch. 2, Sec. 3.1)). Moreover,
the compositional interpretation of a syntactic algebra must accommodate a set ofmeaning postulates
MP which are often necessary to formulate semantic relations between linguistic lexical expressions
(see Montague (1970)). ThusIMP , a restriction ofI, is an epimorphism from the logical algebraB
to the semantic algebraSMP in which the meaning postulates are true.
23An epimorphism is a surjective homomorphism.
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The translation of a term algebra often requires additionalsyntactic operations in the defined
logical algebra. The algebraΠ(B) in FIGURE 4.2 is an extension of the algebraB which includes all
the operations unavailable inB, but necessary for the translation ofTA,K . This extension is formulated
in such a way that the epimorphismIMP still holds betweenΠ(B) andΠ(SMP ). ThusΠ(SMP ) is the
extension of the algebraSMP which additionally provides all and only those meanings andsemantic
operations that correspond to the logical expressions and operations introduced inΠ(B) besides the
ones inB. With these revisions, the compositiontr◦IMP of the translation homomorphismtr and the
interpretation epimorphismIMP is a homomorphism from the syntactic algebraTA,K to the semantic
algebraΠ(SMP ) (Hendriks (1993, pp. 169–171)).
As one may have already noticed, the translation of the Romanian fragment described in Sec-
tion 4.3.2.2 does not require the formulation of meaning postulates and does not necessitate addi-
tional operations to those inB. The syntactic operations(Hδ)δ∈∆ (and the corresponding(H
T
δ)δ∈∆
in TA,K) are translated by three variations of the functionF4 defined inDEFINITION 4.7 (cf. DEFINI-
TION 4.17). For this reason, for the present Romanian fragment, it is enough to refer to the schema in
FIGURE 4.1 as reflecting the compositional mechanism of assigning iterpretation.
4.3.2.4 An example
Having shown how the mechanism of compositional interpretation functions theoretically, let us take
the natural language example below for illustration. I willshow how the meaning of the complex
Romanian expression in (233) is derived compositionally. As expected, we will see that the only















‘No student read no book.’ (‘Every student read some book.’)
Let us start with the lexical expressions that appear in thissentence:niciun, student, nu a citit,
nicio, carte, all elements of the set(Rc)c∈C . I further ignore the syntax and the semantics of the NM
nu for this fragment, so I will takenu a citit to be a derivational version ofciti, just asa citit is a
derivational version ofciti. All the lexical expressions are associated with a categoryand a lexical
translation in (228) which I repeat below in a more convenient notation of the variables:





nu a cititTV  λx8,eλx7,e.read′(x7, x8)
To derive the sentenceNiciun student nu a citit nicio carteand its interpretation, I use a syntac-
tic tree which is closer to common linguistic representations and thus makes it easier to follow the
mechanism of compositional interpretation. InFIGURE 4.3 the Romanian expression appears on top,
the corresponding syntactic term underneath, and the logical translation at the bottom. The former
two expressions are connected via the evaluation functionev, the latter two by the translation function
tr. Each function is labeled with the corresponding definition. The last line represents the logical
expression in(Lτ )τ∈Type which is the reduced translation of the linguistic expression.
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niciun student nu a citit nicio carte
↑ ev (D:4.16.2)
⌊H1⌊H2⌊niciunDet⌋⌊studentCN⌋⌋⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋⌋
↓ tr (D:4.17.2)
F4:et:t(F4:et:(et)t(tr(⌊niciunDet⌋), tr(⌊studentCN⌋)),














nu a citit nicio carte
↑ ev (D:4.16.4)
⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋
↓ tr (D:4.17.4)








⌊nu a cititTV ⌋






















↓ tr (228; 234)
λx6,e.book
′(x6)
Figure 4.3: The translation tree forNiciun student nu a citit nicio carte
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Let us describe the tree inFIGURE 4.3. As can be noticed from the tree and from our previous
discussion in Section 4.3.2.3, the syntactic terms built asin DEFINITION 4.14.1 on the basis of the
functionsH i mediate the translation between Romanian expressions and logical terms, so they will
be considered in parallel with the other two kinds of objects. I start with the complex expressionnicio
carte derived from the two lexical onesnicio andcarte. The corresponding lexical syntactic terms
obtained viaDEFINITION 4.14.1a are⌊nicioDet⌋ and⌊carteCN⌋. In (228),nicio andcarteappear as
lexical expressions, so according to the definition of translation (DEFINITION 4.17.1) they get their
translation (via their corresponding syntactic terms) from (228), reformulated in (234). Given the
two syntactic categories Det and CN, the functionH2 in DEFINITION 4.14.1c tells us that they build
a syntactic term of category NP. The operation applied to thetwo expressions is the operationH2
related toH2 via the functionev (DEFINITION 4.16.3). SinceH2 concatenates two expressions of
category Det and CN, we obtain the expressionnicio carte of category NP. This gets its logical
translation via the operationH2 which is assigned a logical translation by the functiontr as specified
in DEFINITION 4.17.3. The procedure can be represented as in (235). The NPnicio carteis assigned
a set containing one translation:
(235) Translation fornicio carte
Tr(nicio carte) = {tr(⌊H2⌊nicioDet⌋⌊carteCN⌋⌋)} (D:4.19)
tr(⌊H2⌊nicioDet⌋⌊carteCN⌋⌋)






Tr(nicio carte) = {λDet.NO(λx4,e.book′(x4))(λx5,e.D(x5))}
In a similar way, we derive the Romanian expressionnu a citit nicio carteand its translation. This
is given in (236). Note that we do not use the basic translation of the transitive verbnu a citit, we need
to employ one derived byArgument Raisingas explained after (236):
(236) Translation fornu a citit nicio carte
Tr(nu a citit nicio carte) = {tr(⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋)} (D:4.19)
tr(⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋)
= F4:((et)t):et(tr(⌊nu a cititTV ⌋), tr(⌊H2⌊nicioDet⌋⌊carteCN⌋⌋)) (D:4.17.4)












= λx7,e.NO(λx4,e.book′(x4))(λx5,e.[λx8,e.read′(x7, x8)](x5)) (β-reduction)
= λx7,e.NO(λx4,e.book′(x4))(λx5,e.read′(x7, x5)) (β-reduction)
Tr(nu a citit nicio carte) = {λx7,e.NO(λx4,e.book′(x4))(λx5,e.read′(x7, x5))}
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The basic translation of the verbnu a citit in (228) and (234) isλx8,eλx7,e.read′(x7, x8). But
in the tree (governed by the Romanian syntactic terms formation in DEFINITION 4.14.1), it has to
combine with the expressionicio cartewhich is of type(et)t, so we have a type mismatch since
no logical syntactic operation inDEFINITION 4.7 can apply to combine the two expressions. As
a solution, we may use the type shifting operationArgument Raisingin DEFINITION 4.18. AR is
lexically available for every translation of the expression in our fragment and allows deriving other
possible translations. Fornu a citit, AR1 yields the result in (237) which was used inFIGURE 4.3 and
in (236) in order to derive the translation of the complex expr ssionnu a citit nicio carte. Given the
translationλX8,(et)tλx7,e.X8(λx8,e.read
′(x7, x8)) of nu a citit, the syntactic operationF4 can now
apply it to the translationλDet.NO(λx4,e.book′(x4))(λx5,e.D(x5)) of the NP.






In FIGURE 4.3, the NPniciun studentis derived similarly to the NPnicio cartein (235), so I skip
to the final expression, the sentenceniciun student nu a citit nicio carte. Since there is nothing new
about its derivation and translation compared to (235) and (236), I give the procedure directly in (238):
(238) Translation forniciun student nu a citit nicio carte
Tr(niciun student nu a citit nicio carte)
= {tr(⌊H1⌊H2⌊niciunDet⌋⌊studentCN⌋⌋⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋⌋)}
tr(⌊H1⌊H2⌊niciunDet⌋⌊studentCN⌋⌋⌊H3⌊nu a cititTV ⌋⌊H2⌊nicioDet⌋⌊carteCN⌋⌋⌋⌋)
= F4:et:t(F4:et:(et)t(tr(⌊niciunDet⌋), tr(⌊studentCN⌋)), F4:((et)t):et(tr(⌊nu a cititTV ⌋),

















Tr(niciun student nu a citit nicio carte)
= {NO(λx1,e.student′(x1))(λx2,e.NO(λx4,e.book′(x4))(λx5,e.read′(x2, x5)))}
We thus obtain the translation of the sentence (233) as givenin FIGURE 4.3.
In order to assign meaning to this sentence, one assigns an interpretation to its logical translation,
and thus everything is a matter of interpretation of the logical languageL. The translation set of the
natural language expressionniciun student nu a citit nicio carteS is made up of one element, given
in (238). According toDEFINITION 4.20, p. 131, this means that it receives a single interpretation
given by the functioninM (tr(niciun student nu a citit nicio carteS)). The value of this function can
be calculated in at least two ways. One may applyinM to the complex translation including all the
syntactic functions(Fγ)γ∈Γ as given by the translation from functions(Hδ)δ∈∆. This procedure is
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shown in (239), where the lexical translations will have to be written in terms of functions(Fγ)γ∈Γ
which will then be turned into interpretation functions(Gγ)γ∈Γ. Alternatively, one may applyinM
directly to the reduced translation which can be restated interms of the functions(Fγ)γ∈Γ (see (240)).
Both procedures yield the same interpretation, but the lattr is simpler, since the translation contains
fewer operations.
(239) The interpretation ofniciun student nu a citit nicio carte
inM (tr(⌊niciun student nu a citit nicio carteS⌋))
= inM (F4:et:t(F4:et:(et)t(tr(⌊niciunDet⌋), tr(⌊studentCN⌋)),
F4:((et)t):et(tr(⌊nu a cititTV ⌋), F4:et:(et)t(tr(⌊nicioDet⌋), tr(⌊carteCN⌋))))) (238)
= GM,4:et:t(GM,4:et:(et)t(inM (tr(⌊niciunDet⌋)), inM (tr(⌊studentCN⌋))),
GM,4:((et)t):et(inM (tr(⌊nu a cititTV ⌋)),
GM,4:et:(et)t(inM (tr(⌊nicioDet⌋)), inM (tr(⌊carteCN⌋))))) (D:4.12.6)
where
inM (tr(⌊niciunDet⌋)) = inM (λAetλBet.NO(λx1,e.A(x1))(λx2,e.B(x2))) = ... etc.
inM (tr(⌊studentCN⌋)) = inM(λx3,e.student′(x3)) = ... etc.
inM (tr(⌊nu a cititTV ⌋)) = inM (λX8,(et)tλx7,e.X8(λx8,e.read
′(x7, x8))) = ... etc.
inM (tr(⌊nicioDet⌋)) = inM (λCetλDet.NO(λx4,e.C(x4))(λx5,e.D(x5))) = ... etc.
inM (tr(⌊carteCN⌋)) = inM (λx6,e.book′(x6)) = ... etc.
(240) The interpretation ofniciun student nu a citit nicio carte
inM (tr(⌊niciun student nu a citit nicio carteS⌋))
= inM (NO(λx1,e.student′(x1))(λx2,e.NO(λx4,e.book′(x4))(λx5,e.read′(x2, x5))))
= inM (F3(F5:e:t:1(F4:e:t(student′, x1)), F5:e:t:2(F3(F5:e:t:4(F4:e:t(book′, x4)),
F5:e:t:5(F4:e:t(F4:e:et(read
′, x5), x2)))))) (D:4.7)




′), inM (x5)), inM (x2)))))) (D:4.12.5)
In (240), the value for the(Gγ)γ∈Γ operations will be inserted fromDEFINITION 4.13, p. 126.
According toDEFINITION 4.12, the functiona (DEFINITION 4.11) will assign an interpretation to the
variablesx1, x2, x4, x5 and the functionInt (in DEFINITION 4.10) will assign an interpretation to
the constants tudent′, read′, book′. The last expression in (240) contains two semantic functios
G3 which are negative, so the interpretation of the sentence in(233) in this compositional fragment is
double negation. In the next section, I will address the possibility of integrating polyadic quantifiers in
this fragment, so that we may derive both the double negationnd the negative concord reading of this
sentence by making use of the flexibility of interpretation that iteration and resumption as polyadic
quantifiers can offer.
4.3.3 Iteration and resumption as modes of composition?
Having shown how the principle of compositionality appliesin the interpretation of a natural language
fragment, in this section I investigate the status of polyadic quantifiers with respect to composition-
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ality. The ultimate goal is to test the feasibility of the suggestion in de Swart and Sag (2002) to give
resumption a compositional status similar to that of functional application.
As we will see, this attempt turns out to be impossible for tworelated reasons concerning: 1) the
syntax of polyadic lifts and 2) their high expressive power.First, the syntax of polyadic lifts in
general cannot be made compositional with a surface-oriented atural language syntax. From this
point of view, iteration is just as non-compositional as resumption. Second, I will show that binary
non-iterations, including resumption, have a higher expressiv power than any combinations of two
monadic quantifiers. This means that their semantics cannotbe restated in terms of the semantics of
their (monadic) parts, as a compositional interpretation with λ-calculus and functional types requires.
In Section 4.3.3.1, I introduce some modifications of the logical languageL to integrate polyadic
quantifiers and I show that only iteration can be defined as a compositional function inL. In Sec-
tion 4.3.3.2, I present the problems that one encounters when trying to make iteration a mode of
composition (between the logical and the natural language). In Section 4.3.3.3, I present the gen-
eral problem that the expressive power of polyadic quantifiers raises with respect to a compositional
interpretation entirely based on a functional type theory with λ-calculus.
4.3.3.1 Polyadic quantifiers inL
We saw that iteration can account for double negation readings i Romanian (Section 4.1) and re-
sumption for negative concord (Section 4.2). In this section I propose a precise formulation of itera-
tion and resumption in the logical languageL. I focus on the simplest cases with binary quantifiers,
so I repeat belowDEFINITION 2.10 andDEFINITION 2.16 for binary iteration and binary resumption,
respectively:
Definition 2.10 (p. 27) Iteration of two type〈1,1〉 quantifiers
For Q1, Q2, quantifiers of type〈1,1〉, It(Q1,Q2) is the type〈12,2〉 quantifier defined, for
any domainE, anyA , B ⊆ E, anyR⊆ E2, as:
It(Q1,Q2)A ,B(R)= Q1(A, {x ∈ E| Q2(B, {y ∈ E| (x, y) ∈ R})})
Definition 2.16 (p. 32) Binary resumption of type〈1, 1〉 quantifiers
For a quantifierQ of type〈1, 1〉, givenE the domain,A , B ⊆ E, R ⊆ E 2, the polyadic
quantifierRes2(Q) of type〈12,2〉 derived fromQ is defined as:




As quantifiers of Lindström type〈12,2〉 (241), iteration and resumption receive the logical types
in (242). The same type is assigned to the binary quantifierQA×BE2 which is the value ofRes
2(Q)A ,BE
defined above.24 Since in our grammar fragment we only make use of the quantificational operator
NO, I will limit my attention toNO2. To makeRes a mode of composition, we must write the
functionRes as applying to two distinct quantifiers, just likeIt (see also the discussion underDEF-
INITION 4.22). But note that the functionRes in (242) is different fromRes2 above, although they
both receive a resumptive interpretation of the monadic quantifier(s) to which they apply.
(241) Correspondence between Lindström types andType
24Note the slight modifications of the GQT notation from our previous discussion (small caps now turned into italic big
caps), meant to better suit the notation in this fragment andto distinguish the generalized quantifiers as part of the logical
fragment from the pure GQT notions.
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〈1〉 corresponds to(et)t;
〈1, 1〉 corresponds to(et)((et)t)
〈2〉 corresponds to(e(et))t;













Polyadic quantifier Lindström typeType
It(Q1)(Q2) 〈12, 2〉 (et)((et)((e(et))t))
Res(Q1)(Q2) 〈12, 2〉 (et)((et)((e(et))t))
QA×BE2 ; NO
2 〈12, 2〉 (et)((et)((e(et))t))
Modifications of the languageL Keenan and Westerståhl (1997) speak of iteration and resumption
as polyadic lifts, that is, as higher-order functions taking, in our case, twomonadic quantifiers as
arguments and yielding the binary quantifiersIt(Q1)(Q2) andRes(Q1)(Q2). In the logical language
L, I defined the negative quantifier as the syntactic operationF3 (seeDEFINITION 4.7). Since this
definition is syncategorematic, the quantifierNO alone cannot be selected byIt or Res. We need
to redefineNO as a logical constant of type(et)((et)t), i.e. to give it a categorematic status (see
also Gamut (1991, vol. II, pp. 114–115)). Recall from Section 4.3.2.3 that we have to keep our
logical algebra unambiguous. So we eliminate the syntacticoperationF3 and we define the constant
NO as in DEFINITION 4.21, where I also redefine the set of constantsConst previously given in
DEFINITION 4.5. Similarly,NO2 is defined as a constant of type( t)((et)((e(et))t)):
Definition 4.21 Const









Constτ = ∅ for τ /∈ {e, (et), (e(et)), ((et)((et)t)), ((et)((et)((e(et))t)))}.
Unlike other constants which may get a different interpretation with respect to each model, the logical
constantsNO andNO2 receive the same semanticsInt(NO) and Int(NO2), respectively, in all
models, as given inDEFINITION 4.22:
Definition 4.22 The semantics ofNO andNO2
1. inM (NO) = {〈a, d〉|a ∈ Ass andd = Int(NO)}




E,t , such that forf1, f2 ∈ Det,
(f(f1))(f2) = 1, iff for everyd1 ∈ DE,e,
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f1(d1) = 0, or f2(d1) = 0.
2. inM (NO2) = {〈a, d〉|a ∈ Ass andd = Int(NO2)}






E,t , such that forf1, f2 ∈ Det, g ∈ De(et),
((f(f2))(f1))(g) = 1, iff for everyd1, d2 ∈ DE,e,
f1(d1) = 0, or f2(d2) = 0, or g(d1, d2) = 0.
Iteration and resumption Similarly to the way we definedNO andNO2, we could also defineIt
andRes as logical constants of type((et)((et)t))(((et)((et)t))((et)((et)((e(et))t)))). But since we
are only interested in obtainingIt(Q1)(Q2)(et)((et)((e(et))t)) andRes(Q1)(Q2)(et)((et)((e(et))t)) , and
we do not need to makeIt andRes available for selection by even higher-order functions, wemay
also define them syncategorematically. Moreover, a syncategorematic definition is in the spirit of de
Swart and Sag (2002), who regarditeration andresumptionas two different “modes of composition”.
In our terms, this means that they should be represented as syntactic operations(Fγ)γ∈Γ (with cor-
responding semantic operations(Gγ)γ∈Γ) in the languageL, which would translate corresponding
syntactic operations(Hδ)δ∈∆ given in the Romanian fragment above.
Let us considerF7:It andF8:Res, the two syntactic operations inL that deriveIt(Q1)(Q2) and
Res(Q1)(Q2). At this point, the set of indices for logical operations inL isΓ = {1, 2, 4:τ ′ :τ , 5:τ ′:τ :i,
6:τ , 7:It, 8:Res}, since we eliminatedF3:
Definition 4.23 Terms inL with iteration and resumption
1. for eachα, β ∈ L(et)((et)t), F7:It(α, β) ∈ L(et)((et)((e(et))t))
2. for eachα, β ∈ L(et)((et)t), F8:Res(α, β) ∈ L(et)((et)((e(et))t))
Definition 4.24 The syntactic operations for iteration and resumption
1. F7:It : L(et)((et)t)×L(et)((et)t) → L(et)((et)((e(et))t)) , whereF7:It(α, β) = It(α)(β)
2. F8:Res : L(et)((et)t) × L(et)((et)t) → L(et)((et)((e(et))t)) , whereF8:Res(α, β) =
Res(α)(β)
As binary quantifiers built on the basis of polyadic lifts,It(α)(β) andRes(α)(β) are derived by
similar syntactic operations inL (seeDEFINITION 4.24), but the corresponding semantic operations
must yield the interpretations given byDEFINITION 2.10 andDEFINITION 2.16. Considering that in
our fragment there is one constant of type(et)((et)t) which isNO, we can only buildIt(NO)(NO)
andRes(NO)(NO).
DEFINITION 2.16 predicts that the semantics ofRes(NO)(NO) is the same as the semantics
of NO2, which was given inDEFINITION 4.22.2. This semantic correlation creates an unsolvable
problem in defining resumption as a mode of composition: it doesn’t allow us to define the semantic
operationGM,8:Res such that the interpretation functioni M is a homomorphism betweenF8:Res and
GM,8:Res as required by the principle of compositionality and given in DEFINITION 4.25:
Definition 4.25 inM for iteration and resumption
1. inM (F7:It(α, β)) = GM,7:It(inM (α), inM (β))
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2. inM (F8:Res(α, β)) = GM,8:Res(inM (α), inM (β))
GM,8:Res must be defined in such way that it combines the interpretations of the two constantsα and
β. Since with resumption,α = β = NO, considerinM (NO) = 〈a, p〉 andGM,8:Res(inM (NO),






E,t must be defined on the basis ofp. According toDEFINI-
TION 2.16,GM,8:Res(inM (NO), inM (NO)) = 〈a, q〉 has the same value asinM (NO2) = 〈a, f〉,
with f as in DEFINITION 4.22.2. The value of depends on the interpretation functionsf1, f2, g
for the restrictions and the nuclear scope of the quantifierNO2, but it does not use an interpretation




E,t of the monadic quantifierNO as equivalent to the functionf in DEFINI-
TION 4.22.1. Thus the value ofGM,8:Res depends on the interpretation functionsf1, f2, g of the two
restrictions and the nuclear scope of the quantifierR s(α)(β), but not on the functionsinM (α) and
inM (β) asDEFINITION 4.25 requires.
Why should meaning assignment be problematic forRes(NO)(NO) and not forNO2? It is
precisely becauseRes(NO)(NO) is derived by a syntactic operation (F8:Res) which combines two
partsNO andNO, whileNO2 is a constant (i.e. a syntactic term in itself within which weneed not
distinguish subparts) and the interpretation function assign meaning to the whole.25 For the former,
compositionality requires thatinM be a homormophism betweenF8:Res andGM,8:Res, while for the
latter,inM is given directly by the functionInt, according toDEFINITION 4.12.2, p. 126.
I conclude at this point that resumption cannot get a compositional status in the logical languageL,
since its semantics as formulated inDEFINITION 2.16 fails to meet compositionality. In Section 4.3.3.2
we will see that the syntax of iteration is problematic for the ranslation of the natural language into
the logical language, so iteration is not compositional, either. Moreover, in Section 4.3.3.3, I will show
that the expressive power of polyadic lifts in general raises an important problem for aλ-calculus with
functional types, the basic combinatoric system of compositional grammars in linguistics.
4.3.3.2 Iteration as a mode of composition?
Let us define the semantic functionGM,7:It in DEFINITION 4.25 which assigns meaning to iterations.
Since the semantics of iteration is defined on the basis of themonadic quantifiers (DEFINITION 2.10),
GM,7:It in DEFINITION 4.26 can be specified in terms of the two parts, such thatinM is a homomor-
phism betweenF7:It andGM,7:It:









{〈a, f(f1)(f2)〉|〈a, f1〉 ∈ φ and〈a, f2〉 ∈ ψ,
and for everyh1, h2 ∈ DAssE,(et), g ∈ D
Ass
E,e(et), gAR:1 ∈ D
Ass
E,(e(et))(et),
wheregAR:1 is the result of applyingAR1 to g,
((((f(f1))(f2))(h1))(h2))(g) = (f1(h1))(gAR:1(f2(h2)))}
25Of course, one may defineRes(NO)(NO) as a constant of type(et)((et)((e(et))t)) like NO2, but then resumption
cannot be used as a mode of composition.




















Figure 4.4: Compositional derivation ofIt(NO)(NO)(student′)(book′)(read′)t
Given the two functionsF7:It andGM,7:It and the homomorphisminM , iteration is now de-
fined as a “mode of composition” inL. Thus we can compositionally derive the logical expression
((((It(NO)(NO))(student′))(book′))(read′)) ∈ Lt, as inFIGURE 4.4. Note that for simplicity I
derive this logical expression on the basis of constants in the setConstτ (instead of the equivalent
λ-abstracted expressions) and the functions(Fγ)γ∈Γ, whereΓ = {1, 2, 4:τ ′:τ , 5:τ ′:τ :i, 6:τ , 7:It}.
It will be interpreted on the basis of the functionsInt and(Gγ)γ∈Γ. In FIGURE 4.4, I indicate the
syntactic operation which is applied at each step in the tree.
Iteration and the natural language syntax In terms of polyadic quantifiers, the logical expression
(It(NO)(NO)(student′)(book′)(read′))t in FIGURE 4.4 should translate the Romanian sentence in
(233) (Niciun student nu a citit nicio carte.‘No student read no book.’) in its double negation reading.
But we will see below that this idea turns out to be problematic for the surface-oriented syntax that is
assumed here.
Although iteration may be viewed as a mode of composition in the logical languageL, the syntax
of Romanian given in Section 4.3.2.2 and exemplified inFIGURE 4.3, p. 135 is different from the one
in FIGURE4.4. Most importantly, there is no syntactic ruleHIt which combines two determiners into a
complex syntactic term. Assuming that we translate both Romanian determinersniciunandnicio with
the constantNO(et)((et)t), F7:It(NO,NO) in FIGURE 4.4 should translate a complex syntactic term
⌊HIt⌊niciunDet⌋⌊nicioDet⌋⌋ which does not exist in Romanian or in any other natural languge.
The typical syntax for natural language is the one given inFIGURE 4.5, where I write only the logical
translations of the Romanian expressions and maintain the lexical translations given in (234). Note
that unlike inFIGURE 4.4 here I use theλ-abstracted expressions in (234), since we want to derive the
translation of a complex natural language expression.





















































Figure 4.6: The syntax of a compositional function
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The tree inFIGURE 4.5 differs from the one inFIGURE 4.3 in one important respect: the deriva-
tion of the logical expression representing theIV node. It concerns the way the logical expression
λx8,eλx7,e.read
′(x7, x8) (standing for the transitive verb) combines with the quantificational one
λDet.NO(λx4,e.book
′(x4))(λx5,e.D(x5)) (standing for theNP ). In FIGURE 4.3, Argument Raising
applied to the first argument of the transitive verb (byAR1), to make it match the type of theNP . In
FIGURE 4.5, we raise the argumentλDet of theNP so that it matches the typee(et) of the transitive
verb.26 This is done by means of a lifting operation defined in van Eijck (2005) for polyadic quantifiers
and given below inDEFINITION 4.27. The expressionλDet.NO(λx4,e.book′(x4))(λx5,e.D(x5))27 is
lifted to λRe(et)λx9,e.NO(λx4,e.book
′(x4))(λx5,e.R(x9, x5)), as described in (243)28, where it re-
places the variableQ(et)t. This mechanism of lifting the type of the NP, instead of thatof the TV like
in FIGURE 4.3, brings us closer to the GQT idea that quantifiers take therelation of the verb as their
argument and not the other way around. Still, the result at the IV -level is the same.
Definition 4.27 Lifting of type 〈1〉 quantifiers
A type〈1〉 function Q on the universe E can be lifted to a function (L (n+1),nQ) from
(n+ 1)-ary relations ton-ary relations as follows:
(L(n+1),nQ) = λQ(et)tλRen+1tλ(x1,e, ..., xn,e).Q(λze.R(x1, ..., xn, z))
(van Eijck (2005, p. 88))









At theS-level, we have to combine two expressions of the same types as the ones inFIGURE 4.3.
But this time, we would like to use a syntactic operation thatwould give us an expression that contains
the polyadic quantifierIt(NO)(NO). If we just use functional application (i.e. the operationF4:et:t)
like in FIGURE 4.3, we do not integrate the polyadic quantifier. If we make usof the polyadic




The first thing to notice is that the functionF7:It compositionally defined inL is not useful here,
since underNP andIV there are two expressions of type(et)t andet, respectively, soF7:It does not
apply. We could instead define a new functionFx which applies to such expressions, but this would not
solve the problem. This is because this functionFx would have to look inside the two expressions and
rearrange their parts. It should collect the quantificational operators (NO andNO) and the restriction
of the quantifier within each expression (λx1,e.student′ andλx4,e.book′, respectively) and rearrange
them within the structure of the polyadic quantifierIt(NO)(NO).
26In order to combine the two expressions, we need a new syntactic operation similar toF4, but which reverses the order
of the functor and the argument: in our languageL the former precedes the latter, and here, we need the latter to precede
the former. I will not go into details, since they would take us too far from the focus of the argumentation, but I assume for
this the operationFa (which is similar to the operationFy compositionally defined in Hendriks (1993, p. 135)) such that:
1. Fa : Le(et) × L(e(et))(et) → Let, whereFa(α, β) = [[β](α)]
27According to Hendriks’s flexible type assignment, this lifting operation should be performed at theDet-level (in the
lexicon), where we liftDet toRe(et) as in (243) andCet stays the same.
28In (243), I use the variablex9 instead ofx1 to avoid confusion with the variablex1 already used in our grammar.
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A compositional function cannot be defined to operate this way. It only has access to the whole
expression and its type. To illustrate this, take a look at the tree inFIGURE 4.6, where the function
Fx applies to the two expressionsα(et)t andβet. As an alternative to functional application,Fx can
combine the two expressions such thatFx(α, β) = λWetλue.α(W ) ∗ β(u), for instance, where “∗”
stands for any binary operator defined in the logical language (conjunction, disjunction etc). This is
possible because the type of the two expressions allowsFx to see what argumentsα andβ require.Fx
can also combine the two typet expressionsX andY by some binary operator, but it has no access to
their components, i.e. the quantificational operatorNO and the two relevant restrictions.29
Iteration vs. functional application In conclusion, the syntax inFIGURE 4.5 does not allow us to
formulate a compositional function that would provide the polyadic quantifierIt(NO)(NO). Recall
that iteration was claimed in de Swart and Sag (2002) to have acompositional status similar (if not
identical) to that of functional application. Moreover, the GQT literature (Keenan and Westerståhl
(1997), Peters and Westerståhl (2006), a.o.) often pointsu the similarity between iteration and
functional application. As a consequence of our discussion, it should be clear that this ‘similarity’ is
limited to the level of the logical interpretation, but it does not hold for the natural language syntax.
As we have seen above, iteration as a polyadic lift cannot be formulated as a compositional function
that obeys the syntax of the natural language.
The similarity between the semantics of iteration and that of functional application raises a fur-
ther question: how is it possible that iteration can be formulated compositionally within the logical
languageL (via the functionF7:It) but not in the syntax of the natural language? Functional app i-
cation and iteration are both compositional inL, they combine the same syntactic pieces and yield
the same semantics, but still only the syntax of the former iscompositional in relation to the natural
language. The final expression in the tree inFIGURE 4.4 is interpreted by the functionGM,7:it in DEFI-
NITION 4.26. Givenf the semantics ofIt(NO)(NO), f1, f2 for the semantics of the first and second
NO, respectively,h1, h2 for the semantics ofλx1,e.student′(x1) andλx4,e.book′(x4), andg for
the semantics ofλx2,eλx5,e.read′(x2, x5), the definition says that((((f(f1))(f2))(h1))(h2))(g) =
(f1(h1))(gAR:1(f2(h2))). In FIGURE 4.5, if we apply functional application at theS-level, we obtain
the expressionNO(λx1,e.student′(x1))(λx2,e.NO(λx4,e.book′(x4)) (λx5,e.read′(x2, x5))) which
is interpreted by the same semantic object(f1(h1))(gAR:1(f2(h2))). Both semantic interpretations
are homomorphic to the logical syntax: for iteration, it is the functionF7:It, for functional ap-
plication it is the functionF4. But while in the case of functional application, the interpr tation
(f1(h1))(gAR:1(f2(h2))) is the one established by the homomorphism with the logical syntax (which
also corresponds to the natural language syntax), in the case of iteration, it is the expression((((f(f1))
(f2))(h1))(h2))(g) that is established by the homomorphism with the logical syntax and this differs
from the natural language (surface-oriented) syntax. So the equivalence between the two syntactic
expressions is the effect of the way the semantic functionGM,7:It is formulated: despite the ho-
momorphism withF7:It (seeDEFINITION 4.25), the interpretation assigned byGM,7:It introduces a
syntax which is different from the syntax ofF7:It and the homomorphism with the natural language
syntax cannot be established.
In conclusion, iteration and functional application as modes of composition get the same truth
conditions, but the way they put the parts together differs.In particular, the syntax of iteration as
a polyadic quantifier is not taken into account by the semantic function interpreting iteration, and
for this reason it is impossible to formulate the polyadic lift iteration as a mode of composition like
functional application.
29For more discussion, see also Zimmermann (1990, Sec. 4.6), in particular, pp. 108–109.









Figure 4.7: Compositional syntactic tree with generalizedquantifiers (Keenan (1992, p. 201))
4.3.3.3 Polyadic quantifiers andλ-calculus with functional types
In this section I propose an explanation for why we cannot define resumption (and possibly other
binary quantifiers) compositionally in a logical language with lambda-calculus and functional types.
In Section 4.3.3.1 we only saw the intuitive problem: the semantics of resumption does not make direct
use of the semantics of the syntactic parts, i.e. the monadicquantifiers. Here I will show that there are
binary relations which cannot be expressed as a combinationof two unary relations and accordingly,
there are binary quantifiers that can distinguish between thse relations in a way that combinations of
two monadic quantifiers cannot. This discussion comes as a continuation of Section 2.1.4.
I start with a brief summary of the general claims concerningthe syntax of polyadic quantifiers
and the conclusions we reached here with respect to the status of iteration and resumption in a com-
positional grammar. Then I focus on why some binary quantifiers like resumption cannot be defined
compositionally in the logical language.
Keenan (1992) talks about the assumptions that are made withrespect to the syntax of polyadic
quantifiers. He starts with the compositional syntactic structure of a sentence with two quantifiers like
our example inFIGURE 4.5, which he describes by means of generalized quantifiers.In FIGURE 4.7, I
give the tree presented by Keenan, as the similarity toFIGURE 4.5 is straightforward.
With respect toFIGURE 4.7, Keenan (1992, p. 201) writes:
“Observe now that it makes sense to compose type〈1〉 functions. Thus the last line in (2)
[i.e. FIGURE 4.7] equals
[(NO STUDENT)◦ (EVERY TEACHER)](CRITICIZE)
where[(NO STUDENT)◦ (EVERY TEACHER)] maps binary relations to truth values
and is thus a function of type〈2〉.”
Keenan (1992), and the literature on polyadic quantifiers inge eral, is interested in accounting for
those binary quantifiers which are not ‘reducible’ to the comp sition (i.e. iteration) of two monadic
quantifiers. But nothing more is said about the ‘new syntax’ introduced with the function[(NO STU-
DENT) ◦ (EVERY TEACHER)] above. For this reason, the reader is left with the impression that
this function should be compositional (together with its syntax), since its origin is the compositional
structure inFIGURE 4.7. As we just saw, this is an erroneous assumption, since functional application
and iteration do not have the same syntax. Composing the two unary quantifiers inFIGURE 4.7 into a
binary quantifier as suggested by Keenan forces us to adopt the syntax inFIGURE 4.8 if we want such
a function to obey compositionality in a logical language. This syntax does not match the syntax of
the natural language, which is why we cannot have a mode of composition iteration (Section 4.3.3.2).
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[(NO STUDENT)◦ (EVERY TEACHER)](CRITICIZE)
[(NO STUDENT)◦ (EVERY TEACHER)]
NO STUDENT EVERY TEACHER
CRITICIZE
Figure 4.8: Syntactic tree with a binary iteration
We saw that, unlike iteration, resumption cannot be made compositional even in the logical lan-
guage (Section 4.3.3.1). For the syntax of binary quantifiers in FIGURE 4.8, this means that we cannot
find two monadic quantifiers that could give us the binary resumptive quantifierQ2 in a compositional
way. The question is why this is the case.
Let us call the two monadic quantifiers that we need to determine Q1 and Q2.30 I assume that in
the logical languageL they are represented as the constantsQ1/ Q2 of type(et)((et)t). CRITICIZE
is the constantcriticize′ of type e(et), and TEACHER the constantteacher′ of type et. Thus the












Figure 4.9: Syntactic tree with binary resumption/ non-itera ion
With iteration we know the two monadic quantifiersα andβ and compose them to obtainδ, the
binary one. The same procedure applies both in the syntax andthe semantics and thus iteration is
compositional in the logical language. With resumption we have the two syntactic partsα andβ
which undergo the syntactic operationFy to build the binary quantifierδ. But in Section 4.3.3.1 we
defined the semantics of the binary quantifier in a way that didnot make use of the semantics of the
two syntactic parts. The question now is whether there is a way to express the semantics ofδ as the
semantics ofFy(α, β).
The binary quantifierδ(e(et))t is a function with the domainP (E
2) and the co-domainP (E0). The
binary quantifierFy(α, β), which is a combination of the two monadic quantifiersα(et)t andβ(et)t,
has the domainP (E) × P (E) and the co-domainP (E0). We need to determineα(et)t andβ(et)t,
such thatFy(α, β) andδ(e(et))t are identical, i.e. they return the same truth value with respect to all
binary relations in the domain.
30We ignore for now the fact that the two quantifiers should havethe same operator in resumption. I will return to this
issue at the end of the section.
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In the general case, to be able to reformulate every binary quantifierδ as a combinationFy(α, β) of
two monadic ones, all the binary relations that the former distinguishes between should be similarly
told apart by the latter. We should first be able to restate allthe binary relations inP (E2) as also
elements ofP (E) × P (E).31 The domainP (E) × P (E) may contain more binary relations than
P (E2), but not the other way around. We further need an operation that gives us for each relation
in P (E2) a direct correspondent inP (E) × P (E). Once we have that, every binary relationV3 in
P (E2) can be restated as some logical operation “⊗” between two unary relations, i.e.V3 = V1⊗ V2.
In this case, the distinctions that the binary quantifierδ can make for the elements of a relationV3 can
also be made by an appropriate operation “•” on two monadic quantifiers, each applying to one of the
two unary relationsV1 andV2, such thatδ = α • β.
However, Henk Barendregt (p. c.) points out to me that this correspondence cannot be established
in general because the cardinality ofP (E2) is usually higher than that ofP (E)×P (E). If the domain
E containsn elements, such thatn > 2, the cardinality ofP (E2) is always higher than the cardinality
of P (E)× P (E). The cardinality ofP (E2) is 2(n
2) and that ofP (E)× P (E) is 22n (as indicated in
(244)), and for instance forn = 3, the former equals29, while the latter is26:
Lemma 2.2(p. 15)For every setA, n ∈ N such that|A|= n, |P(A)|= 2n.
(244) |E| = n⇒ |E2| = n2 L:2.2⇐⇒ |P (E2)| = 2(n
2)
|P (E)× P (E)| = 2n × 2n = 22n
Forn = 1, we have the only case in which|P (E) × P (E)| > |P (E2)|, since22 > 2(1
2). Forn = 2
andn = 0 we have the identity|P (E) × P (E)| = |P (E2)|, since24 = 2(2
2) and20 = 20. Apart
from these three cases, that is, forn > 2, |P (E2)| > |P (E)× P (E)|.
A way to put the two unary relations together and get a binary relation is by means of the Cartesian
product. We can define the binary relationV3 as equal toV1 × V2 = λv1,eλv2,e.V1(v1) ∧ V2(v2). In
this case, our logical operator⊗ is the Cartesian product, i.e.⊗ =×, and the corresponding operation
“•” between the monadic quantifiers is functional composition/ teration, i.e.• = ◦. But, as pointed
out in Keenan (1992), we can only obtain binary iterations inth s way (see Section 2.1.4.2). So all
those binary quantifiersδ = α ◦ β are iterations. As shown above, they are also compositionaln the
languageL.
Some non-iterations can be restated asBoolean combinationsof iterations (van Benthem (1989)).
Peters and Westerståhl (2006, p. 351) views a binary cumulative quantifier as a conjunction of two
iterations. It remains to be shown how and if Boolean combinatio s of iterations can also be made
compositional in a logical language.
Given the cardinality difference between the domainP (E2) of binary relations andP (E)×P (E),
the domain of binary combinations of unary relations, thereare binary quantifiers that express the truth
conditions of some binary relations in the set differenceP (E2)−P (E)×P (E) which cannot be ex-
pressed by combinations of monadic quantifiers and are thus non-compositional. For the Generalized
Quantifier Theory, this cardinality difference predicts that the expressive power of a binary quanti-
fier is higher than that of the composition of two monadic quantifiers. This is exactly the idea that
the literature on polyadic quantifiers exploits: there are binary quantifiers which can be reduced to
a composition (i.e. iteration) of two monadic ones, but natural language also employs other binary
quantifiers which cannot. Keenan (1992), Keenan and Westerståhl (1997), Peters and Westerståhl
(2006) and others concentrate on these ‘unreducible’ binary quantifiers, for which they abandon the
idea of compositionality.
31I leave aside the matter of how we could make the pieces in the syntax ofα andβ fit the syntax ofδ, namely, how we
could put the (unary) operators and restrictions together in δ (see also the discussion afterFIGURE 4.6).
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Let us consider what this result tells us about resumptive quantifiers, argued here to account for
NC. We saw that the resumptiveNO2 is reducible to the iterationNO ◦ SOME (Section 4.2.3).
This means thatNO2 does not express the truth conditions of a binary relation inthe set difference
P (E2)− P (E)× P (E). However, the two monadic quantifiers that are composed to give us this se-
mantics are not the same two quantifiers that undergo the syntactic operation resumption. If we have
a syntactic operation resumption between two monadic quantifiersNO and we interpret it by com-
posing the semantics of two quantifiersNO andSOME our operation is again non-compositional.
We saw before that the semantic status of n-words in NC requirs that we treat all their occurrences
as negative quantifiers, which makes a treatment of NC in terms of the iterationNO ◦ SOME in-
adequate. Moreover, not all resumptive quantifiers are reducible to iteration. As mentioned before,
Peters and Westerståhl (2002) argues thatMOST 2 is unreducible. For our discussion, this means that
MOST 2 characterizes binary relations in the set differenceP (E2)− P (E) × P (E).
Thus resumptive quantifiers allow us to express special truth conditions that cannot be obtained in
any other way (e.g.MOST 2) and to provide a systematic account for our empirical observations (e.g.
NO2). For Romanian NC, I showed that resumptive negative quantifiers best capture the semantic
status of n-words and their scope behavior (Section 4.2). The non-compositional status of resumptive
quantifiers indicates that a logic with lambda calculus and functional types is not powerful enough to
accommodate them.
4.4 Conclusion and discussion
In this chapter I first showed that iteration and resumption of tw negative quantifiers are well-suited
to account for the DN and NC readings of sentences with two n-words in Romanian. Specifically,
I argued that a resumptive quantifier NO2 can account for the idiosyncratic scope properties of NC
and the negative quantifier status of n-words, while the semantically equivalent iteration NO◦ SOME
cannot.
I then investigated the possibility to define the polyadic lifts resumption and iteration in a composi-
tional syntax-semantics of a Romanian fragment. I showed that the way the semantics of resumption
is defined does not allow a direct access to the semantic contribution of the monadic parts. This
means that resumption cannot be defined as a mode of composition. I further showed that the syntax
of polyadic quantifiers prevents us from formulating even itra ion as a mode of composition. While
iteration can be defined compositionally in the logical langua eL, its syntax does not match that
of natural language, so iteration fails to be compositionalat the interface with the natural language
algebra. Finally, I gave an explanation for why we cannot directly integrate polyadic quantifiers in
a compositional fragment. This has to do with the expressivepower of binary quantifiers, which
is higher than that of a combination of two monadic ones. The domain of the former (P (E2)) is
usually richer than the domain of the latter (P (E) × P (E)). So no structural correspondence can
be established between the two domains to allow us to expressevery binary quantifier in terms of a
combination of two monadic ones, as required by compositional ty.
The source of the incompatibility between polyadic quantifiers and the principle of composition-
ality in linguistics is the way compositionality is traditionally defined in linguistics: 1) in a functional
type theory and 2) by using functional application (or otherlambda-calculus techniques with func-
tional types) to imitate natural language syntax. To be moreprecise about the latter procedure, note
that type shifting mechanisms like argument raising are employed to allow a full match between the
constituent structure of natural language and a combinatorics with λ-calculus and functional types
(see Section 4.3.2.4).
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It is difficult to envisage a reformulation of the principle of compositionality to allow the inte-
gration of polyadic quantifiers. We can start by eliminatingthe limitative properties of compositional
grammars that prevent us from defining polyadic quantifiers,at the same time trying to keep the pre-
vious results that the principle provides for linguistic theory. Given the two issues mentioned above,
we have two options: 1) to replace the functional type theory(employed in Montague (1970) follow-
ing Church (1940) and assumed in compositional grammars) with a more powerful type theory or
2) to replace the compositional combinatorics based onλ-calculus and functional types with a natural
language surface-oriented syntax.
The first option was brought to my attention by Fritz Hamm (p. c.) who mentions that one may
be able to define polyadic quantifiers compositionally if onestarts with an intuitionistic type theory
(Martin-Löf (1984)) instead of a simple type theory usually assumed with the principle of composi-
tionality in linguistics. The intuitionistic type theory is largely used in computer science, but it has
occasionally been employed for linguistics as well (e.g. Sundholm (1989), Ranta (1991, 1994)), and
it crucially has more expressive power than the simple type theory which it yields as a special case.
It thus presents itself as an option in defining polyadic quantifiers so they match a more flexible no-
tion of compositionality that is to be formulated in this general setting. However, compositionality
with a simple type theory has a long history in linguistics and covers a wide spectrum of phenomena
which must be accounted for with the new notion of compositionality not yet available, before we
may pursue an extension to polyadic quantifiers. Such an attemp is too complex to be made here.
The other option is to compose complex expressions by strictly following the constraints of the
natural language constituent structure instead of the lambd calculus techniques employed by com-
positional grammars. This is the path I follow in Chapter 5, where I present a systematic syntax-
semantics for resumptive quantifiers by making use of underspecified representations in the semantic
framework Lexical Resource Semantics (LRS) (Richter and Sailer (2004)). LRS keeps the tradi-
tional practice of a functional type theory as the representation language, but gives up the traditional
combinatorics based on lambda-calculus, when deriving complex expressions. It uses the constituent
structure provided by a surface-oriented syntax instead. This innovation allows a direct and precise
implementation of resumptivek-ary quantifiers and thus a systematic account of Romanian NCas a
resumptive quantifier.
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Chapter 5
The HPSG analysis of Romanian NC: An
LRS account
The aim in this chapter is to propose a systematic syntax-semantics for Romanian NC as resumptive
quantification. The limitative effects that the principle of compositionality has on the description
of natural language quantification has led the Polyadic Quantifiers literature to disregard it. This is
possible within the Generalized Quantifier Theory where thefocus is on the semantics of quantifiers
and the natural language syntax is left aside. But to offer anadequate theoretical description of the
linguistic phenomenon of negative concord we need to account f r both its syntax and its semantics.
In this chapter I show that recent developments regarding semantic description undertaken within
the tradition of constraint-based formalisms, in particular HPSG, enable us to articulate the syntax-
semantics of negative concord that we need: one that takes into account both the resumptive semantics
of NC and a natural constituent structure for the Romanian sentence. The syntax employed here
follows the general lines of the HPSG fragment developed in Section 2.3. The semantic representation
language is a simplified type theory without possible worldsTy1 (cf. Ty2 of Gallin (1975)).
Two semantic frameworks have been proposed for HPSG which make use ofTy2 semantic repre-
sentations:Lexicalized Flexible Ty2(LF-Ty2) in Sailer (2003) andLexical Resource Semantics(LRS)
in Richter and Sailer (2004) and Richter (2004a). LF-Ty2 is a direct encoding ofTy2 in the grammar
formalism of HPSG that uses the classical combinatorial system with lambda-calculus and functional
application. LRS is a meta-theory of semantic representation which combinesTy2 semantic rep-
resentations with constraint-based techniques of linguistic description, in particular underspecified
representations. As shown in the previous chapter, polyadic quantifiers cannot be given a syntax-
semantics in a combinatorial system with lambda calculus and fu ctional types, because they are not
compositional. For this reason, in this chapter I take up thesemantic framework of LRS rather than
LF-Ty2. We will see that the constraint-based mechanisms dealing with underspecification in LRS
can successfully account for Romanian negative concord as aresumptive quantifier.
The chapter begins with the description of the logical languageTy1 (Section 5.1) in which I
represent resumptive quantifiers in such a way that they can be used in LRS. In Section 5.2, I present
the RSRL grammar ofTy1 (ΓTy1) which allows us to useTy1 expressions as semantic representations
in HPSG. I continue in Section 5.3 with a general presentation of the LRS framework, the theoretical
background for the subsequent analysis of NC (Section 5.4.1) and DN (Section 5.4.2). In Section 5.5
I address the semantic and syntactic properties of the Romanian negative marker and I integrate them
in the overall analysis of NC. After a few technical considerations in Section 5.6, in Section 5.7 I
illustrate how the present analysis can account for the locality conditions on NC.
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5.1 The representation language: Polyadic quantifiers inTy1
In this section I describe the representation language thatwill be used in the rest of the chapter. There
are no major differences between this language and the languageL in Chapter 4. But the different
goals of the two chapters require different ways of presenting the logical language. To investigate the
compositional status of polyadic quantifiers, the presentation in the previous chapter had to follow
particular conventions from Hendriks (1993) which in the context of this chapter would impede un-
derstanding. Moreover, in this chapter I will often rely on previous work whose aim was to integrate
logical representations in HPSG (especially Sailer (2003)). To allow an immediate understanding of
this material within that context, I adopt the conventions of the presentation in Sailer (2003).
Sailer (2003) uses Two-sorted Type Theory (Ty2 of Gallin (1975)) as the representation language
for semantic descriptions in HPSG. But as we have seen in the previous chapter, the discussion on
polyadic quantifiers does not involve theworld types, which is the second basic type besidese in
Ty2. So I will exclusively use aOne-sorted Type TheoryTy1. This does not mean that theTy1
definitions below cannot be extended to the world types, and thus toTy2.
5.1.1 The syntax ofTy1
The syntax of the languageTy1 is defined below:
Definition 5.1 Type
Let Type be the smallest set such that
e, t ∈ Type,
for eachτ, τ ′ ∈ Type, τ → τ ′ ∈ Type.
Each element of the setTypeis called a(semantic) type. The basic typese, t stand for individuals and
truth values, respectively.
Convention 5.1 Type Notation
1. We writeτ → τ ′ asττ ′.
2. We write(τ → (...→ (τ
︸ ︷︷ ︸
n-times
→ τ ′)...)) asτnτ ′.
3. We make use of parentheses( ) only when disambiguation is necessary.
Definition 5.2 Var
LetV ar be the smallest set such that
for eachτ ∈ Type and for eachi ∈ N+, vi,τ ∈ V ar.
Each element of the setVar is called avariable. Note that I do not use the variablev0,τ , soi must be
a positive number.
Definition 5.3 Const
LetConst be the smallest set such that
for eachτ ∈ Type and for eachi ∈ N+, ci,τ ∈ Const.
Each element of the setConstis called aconstant.
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Definition 5.4 Ty1 Terms
Ty1 is the smallest set such that:
V ar ⊂ Ty1,
Const ⊂ Ty1,
for eachτ, τ ′ ∈ Type, for eachαττ ′ , βτ ∈ Ty1,
(αττ ′βτ )τ ′ ∈ Ty1,
for eachτ, τ ′ ∈ Type, for eachvi,τ ∈ V ar, and for eachατ ′ ∈ Ty1,
(λvi,τ .ατ ′)(ττ ′) ∈ Ty1,
for eachτ ∈ Type, and for eachατ , βτ ∈ Ty1,
(ατ = βτ )t ∈ Ty1
for eachαt ∈ Ty1,
(¬αt)t ∈ Ty1,
for eachαt, βt ∈ Ty1,
(αt ∧ βt)t ∈ Ty1, (analogously for∨,→,↔)
for eachτ ∈ Type, for eachn ∈ N0, for eachi1, i2, ..., in ∈ N+, for eachvi1,τ , vi2,τ , ..., vin,τ ∈
V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
(NO(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))t ∈ Ty1,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+, for eachvi1,τ , vi2,τ , ..., vin,τ ∈
V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
(SOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))t ∈ Ty1,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+, for eachvi1,τ , vi2,τ , ..., vin,τ ∈
V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
(EV ERY (vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))t ∈ Ty1.
Ty2 standard results about higher-order languages have shown that the first three functions in
DEFINITION 5.4 (application, abstraction, and equality) are sufficient to add quantifiers and the other
logical operators (Gallin (1975)). In addition to the termsabove, we can thus use the universal and
the existential quantifier as syntactic sugar in our languageTy1 :
(245) a. true: [λxt.xt = λxt.xt]
b. ∀xτσt : [λxτ .σt = λxτ true]
c. ∃xτσt : ¬∀xτ¬σ
(Sailer (2003, p. 40))
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Generalized quantifiers in Ty1 In the logical languageL in the previous chapter, we initially
represented the monadic quantifierNO syncategorematically (see the functionF3 in DEFINITION 4.7,
p. 125). To investigate the compositional status of polyadic quantifiers, in Section 4.3.3 we had to re-
define it categorematically, so that it could be the argumentof a polyadic lift likeRes. We then
definedRes syncategorematically (as applying to two monadic quantifiers) and the quantifierNO2
categorematically to represent binary resumptive quantifiers. We saw thatRes could not be defined
compositionally because a corresponding semantic operation could not be constructed. ForNO2,
treated as a constant, we defined the semantics under the interpretation function for constantsInt.
In the languageTy1 I adopt another way of representing resumptive quantifiers.I give a syncate-
gorematic representation of the monadic quantifierNO and I generalize it to stand for a quantifierNO
of any complexity: monadic or polyadic. This matches Lindström’s view of a generalized quantifier
as a class of quantifiers ofn complexity. All Romanian n-words can be represented as contributing
negative quantifiers of Lindström type〈1, 1〉, so any resumptive quantifier representing negative con-
cord will be of type〈1n, n〉. Thus I define the generalized quantifierNO in Ty1 as corresponding to
the Lindström type〈1n, n〉. Similarly for other generalized quantifiers likeSOME andEV ERY .
The generalized quantifiers inTy1 take the following arguments:n variables of typeτ (possibly
the same variable more than once if for instanceik = ik+j , for everyk, j ∈ N+, such thatk+ j ≤ n),
a correspondingn number of typet expressions which act as the restriction of the quantifier and one
type t expression which is the nuclear scope, and return a truth value. So generalized quantifiers are
expressions of typeτn(tn(tt)).
For the quantifierNO we allown = 0, since in Section 5.5 we will need this to represent the
Romanian negative markernu as a type〈0〉1 quantifier which inTy1 corresponds to an expression of
type tt. For the other quantifiers (SOME andEV ERY ), n ≥ 1. In the next section I present the
semantics ofTy1.
5.1.2 The semantics ofTy1
Definition 5.5 Frame
LetE be a set of individuals, thenF =
⋃
τ∈TypeDE,τ is a frame where,
DE,t = {1, 0},
DE,e = E,
for eachτ, τ ′ ∈ Type,




Given a set of constantsConst, a set of individualsE,
a Ty1 model is a pairM = 〈F, Int〉, such that
F is a frame, and
Int is a function fromConst to F such that
for eachcτ ∈ Const,
Int(c) ∈ DE,τ .
1See de Swart and Sag (2002) for a similar approach.
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Definition 5.7 Variable Assignment
Ass is the set of functionsF V ar (fromV ar to F ) such that,
Ass= {a ∈ F V ar| for eachi ∈ N+, for eachτ ∈ Type, a(vi,τ ) ∈ DE,τ}.
Definition 5.8 The Semantics ofTy1 Terms
For each termατ ∈ Ty1, for each modelM and for each variable assignmenta ∈ Ass,
[ατ ]
M,a, the extension ofατ in a modelM = 〈F, Int〉 under a variable assignment
a ∈ Ass, is defined as follows:
[constants]




for eachτ ∈ Type, for eachi ∈ N+, for eachvi,τ ∈ V ar,
[vi,τ ]
M,a = a(vi,τ ),
[application]
for eachτ, τ ′ ∈ Type, for eachαττ ′ ∈ Ty1, for eachβτ ∈ Ty1,
[(αττ ′βτ )τ ′ ]




for eachτ, τ ′ ∈ Type, for eachvi,τ ∈ V ar, for eachατ ′ ∈ Ty1,
[(λvi,τ .ατ ′)ττ ′ ]
M,a = f ∈ D
DE,τ
E,τ ′ such that
for eachd ∈ DE,τ : f(d) =[ατ ′ ]M,a[vi,τ/d],
[equation]
for eachτ ∈ Type, for eachατ , βτ ∈ Ty1,
[(ατ = βτ )t]
M,a = 1 if [ατ ]M,a =[βτ ]M,a, else0,
[logical operators]
for eachαt ∈ Ty1,
[(¬αt)t]
M,a= 1 if [αt]M,a= 0, else0,
for eachαt, βt ∈ Ty1,
[(αt ∧ βt)t]
M,a = 1 if [αt]M,a = 1 and [βt]M,a = 1, else0,
for eachαt, βt ∈ Ty1,
[(αt ∨ βt)t]
M,a= 1 if [αt]M,a= 1 or [βt]M,a= 1, else0,
for eachαt, βt ∈ Ty1,
[(αt → βt)t]
M,a= 1 if [αt]M,a= 0 or [βt]M,a= 1, else0,
for eachαt, βt ∈ Ty1,




M,a= 1 and [βt]M,a= 1 or
[αt]
M,a= 0 and [βt]M,a= 0, else0,
[quantifiers]
for eachτ ∈ Type, for eachn ∈ N0, for eachi1, i2, ..., in ∈ N+, for each
vi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
[NO(vi1,τ , ..., vin,τ )(αt1, ..., αtn)(βt)]
M,a= 1
iff for everydi1 , di2 , ..., din ∈ DE,τ ,
[αt1]
M,a[vi1,τ/di1 ] = 0 or [αt2]M,a[vi2,τ/di2 ] = 0 or . . .
or [αtn]M,a[vin,τ/din ] = 0 or [βt]M,a[(vi1 ,...,vin)/(di1 ,...,din)] = 0,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+, for each
vi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
[SOME(vi1 , ..., vin)(αt1, ..., αtn)(βt)]
M,a= 1
iff there existdi1 , di2 , ..., din ∈ DE,τ such that
[αt1]
M,a[vi1,τ/di1 ] = 1 and [αt2]M,a[vi2,τ/di2 ] = 1 and . . .
and [αtn]M,a[vin,τ/din ] = 1 and [βt]M,a[(vi1 ,...,vin)/(di1 ,...,din)] = 1,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+, for each
vi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
[EV ERY (vi1 , ..., vin)(αt1, ..., αtn)(βt)]
M,a= 1
iff for everydi1 , di2 , ..., din ∈ DE,τ ,
if [αt1]M,a[vi1/di1 ] = 1 and [αt2]M,a[vi2/di2 ] = 1 and . . .
and [αtn]M,a[vin/din ] = 1, then[βt]M,a[(vi1 ,...,vin)/(di1 ,...,din)] = 1.
Let us take some examples of generalized quantifiers to illustrate how they are interpreted. For
n = 0, we can only have the quantifierNO which applies to an expression of typet, saycome′(j),
wherej, come′ ∈ Const, see (246a). This quantifier will be used in Section 5.5 to represent the
negative markernu in Romanian. Forn = 3, we can build ternary quantifiers withNO, SOME
andEV ERY . Considering that we have three distinct variables of typee as is usually the case in
natural language (i.e.i1 6= i2 6= i3), we simplify the notation and use the variablesx, y, z to stand
for vi1 , vi2 , vi3 , respectively. Let us takeαt1 = teacher
′(x), αt2 = book′(y), αt3 = student′(z) and
βt = give
′(x, y, z). With these specifications, we can build the following quantifiers in (246):
(246) Examples of generalized quantifiers in natural language:
a. Forn = 0, [NO()()(come′(j))]M,a = 1 iff [come′(j)]M,a = 0
b. For n = 3, vi1 = x, vi2 = y, vi3 = z, αt1 = teacher
′(x), αt2 = book′(y),
αt3 = student
′(z) andβt = give′(x, y, z),
[NO(x, y, z)(teacher′(x), book′(y), student′(z))(give′(x, y, z))]M,a = 1 iff
for everyd1, d2, d3 ∈ DE,e,
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[teacher′(x)]M,a[x/d1] = 0 or [book′(y)]M,a[y/d2] = 0 or
[student′(z)]M,a[z/d3] = 0 or [give′(x, y, z)]M,a[(x,y,z)/(d1,d2,d3)] = 0
c. For n = 3, vi1 = x, vi2 = y, vi3 = z, αt1 = teacher
′(x), αt2 = book′(y),
αt3 = student
′(z) andβt = give′(x, y, z),
[SOME(x, y, z)(teacher′(x), book′(y), student′(z))(give′(x, y, z))]M,a = 1 iff
there existd1, d2, d3 ∈ DE,e,
[teacher′(x)]M,a[x/d1] = 1 and[book′(y)]M,a[y/d2] = 1 and
[student′(z)]M,a[z/d3] = 1 and[give′(x, y, z)]M,a[(x,y,z)/(d1 ,d2,d3)] = 1
d. For n = 3, vi1 = x, vi2 = y, vi3 = z, αt1 = teacher
′(x), αt2 = book′(y),
αt3 = student
′(z) andβt = give′(x, y, z),
[EV ERY (x, y, z)(teacher′(x), book′(y), student′(z))(give′(x, y, z))]M,a = 1 iff
for everyd1, d2, d3 ∈ DE,e,
if [teacher′(x)]M,a[x/d1] = 1 and[book′(y)]M,a[y/d2] = 1 and
[student′(z)]M,a[z/d3] = 1, then[give′(x, y, z)]M,a[(x,y,z)/(d1 ,d2,d3)] = 1
The semantics of the generalized quantifiers given inDEFINITION 5.8 can also be expressed in
terms of the minimum of theTy1 syntax (application, abstraction, equation) with the syntactic sugar
in (245). (247) illustrates how this can be done. Thus defining generalized quantifiers does not involve
any extensions of the languageTy1 :
(247) Generalized Quantifiers
a. for eachτ ∈ Type, for eachn ∈ N0, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
NO(vi1 , ..., vin)(αt1, ..., αtn)(βt) :=
∃Ai1,τ t...∃Ain,τ t∃Bτnt
((Ai1 = λvi1 .αt1 ∧ ... ∧Ain = λvin .αtn ∧B = λvi1 ...λvin .β)
∧ ∀vi1...∀vin [(Ai1(vi1) ∧ ... ∧Ain(vin))→ ¬B(vi1 , ..., vin)]).
b. for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
SOME(vi1 , ..., vin)(αt1, ..., αtn)(βt) :=
∃Ai1,τ t...∃Ain,τ t∃Bτnt
((Ai1 = λvi1 .αt1 ∧ ... ∧Ain = λvin .αtn ∧B = λvi1 ...λvin .β)
∧ ∃vi1...∃vin [Ai1(vi1) ∧ ... ∧Ain(vin) ∧B(vi1 , ..., vin)]).
c. for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
EV ERY (vi1 , ..., vin)(αt1, ..., αtn)(βt) :=
∃Ai1,τ t...∃Ain,τ t∃Bτnt
((Ai1 = λvi1 .αt1 ∧ ... ∧Ain = λvin .αtn ∧B = λvi1 ...λvin .β)
∧ ∀vi1...∀vin [(Ai1(vi1) ∧ ... ∧Ain(vin))→ B(vi1 , ..., vin)]).
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5.2 Ty1 in RSRL
In order to make use ofTy1 terms as semantic representations in the constraint-basedframework of





, and prove that it describes exactly the languageTy1. The signature
ΣTy1 must specify the sorts and the attributes for describingTy1 expressions, and the theoryΘTy1
must ensure that all and only the well-formed expressions ofTy1 are in the denotation of the new
sorts. Then it must be proved thatTy1 is an exhaustive model ofΓTy1 (see also Section 2.3.1).
This kind of encoding and the corresponding proofs have beendone for the languageTy2 in Sailer
(2003) and both LF-Ty2 and LRS use it. Since the languageTy1 is a restricted version (lacking the
world type) of the languageTy2 plus the (Lindström) generalized quantifiers, I take the work done by
Sailer for the grammar ofTy2 to also cover the grammarΓTy1, with the exception of the generalized
quantifiers inTy1 for which I add the necessary extensions.
In what follows, I give the description of the grammar ofTy1 (ΓTy1). For a more detailed discus-
sion, the reader is referred to (Sailer, 2003, Ch. 3).
The Signature ΣTy1 FIGURE 5.1 below presents the signature for a grammar ofTy1. It follows
the general assumptions in Sailer (2003), Penn and Richter (2004), Richter (2004a) and Richter and
Kallmeyer (2007), but introduces a few modifications meant to deal with the extensions ofTy1 intro-
duced in Section 5.1.1.
All the objects inΓTy1 are subsumed by the sortty1 which, together with the sortlist, will be
an immediate subsort of the sortobject in the HPSG sort hierarchy given in (47), Section 2.3.1.
The meaningful expressionsof Ty1 are subsumed by the sortme. They have an attribute TYPE
whose value specifies their semantic type. Simple expressions (variables andconstants) also get a
positive natural number index (non-zero), the value of the attribute NUM-INDEX. This sort - attribute
specification is generally assumed in the LF-Ty2 and LRS tradition.
The signature contains an extended structure of quantifiers, where the RESTR(iction) is separated
from SCOPE, so all quantifiers are treated as generalized quantifiers (gen-quantifier), as in Richter
and Kallmeyer (2007). To accommodate resumptive quantifiers, the value of the attributes VAR and
RESTR is of sortlist. These additions are meant to match the syntax of generalized quantifiers inTy1,
as presented inDEFINITION 5.4 above. The signature also contains some additional relations which
are needed for the formulation of the constraints in the theory of Ty1 and which will be described as
part of the theory ofTy1 in the next section.
The Theory ΘTy1 The theory of the grammar ofTy1 consists of a set of constraints on thety1
(sub)sorts which guarantee that these sorts correspond to the natural numbers (forintegers), the se-
mantic types (fortypes), and the well-formed expressions ofTy1 (for mes). All the constraints are
given below:
(248) THE THEORY ΘTy1
1. THE NATURAL NUMBERS PRINCIPLE:
integer→ ∃x x[zero]
2. THE COMPLEX TERM PRINCIPLES:














































Figure 5.1: The signatureΣTy1


















































































∧ variable-list ( 1) ∧ same-type-list ( 3 , 1 )
∧ truth-list ( 2) ∧ same-length ( 1 , 2 )







| α ∈ ATy1
})
→ ¬ ty1-component (:, 1 )
)
4. THE Ty1 FINITENESS PRINCIPLE:
ty1→ ∃ 1 ∀ 2
(
ty1-component ( 2 , :) → member( 2 , 1 [chain])
)
5. THE Ty1 IDENTITY PRINCIPLE:






→ 1 = 2
)
6. THE ty1-component PRINCIPLE:






















































7. THE copy PRINCIPLE:














































































8. THE subterm PRINCIPLE:
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10. THE member PRINCIPLE:


















































































































































































13. THE same-type-var PRINCIPLE:























































































Regarding the principles in (248), note that quantificationin RSRL always applies to components
of the described object (Richter (2004b), p. 152). A component is by definition an object that can be
reached via a path of attributes.
The NATURAL NUMBERS PRINCIPLE ensures the correspondence between the objects in the
grammar ofTy1 denoted byintegerand natural numbers. For anon-zerointeger, the number of PRE
attributes that it has corresponds to the natural number that it represents. The principle in (248.1)
specifies that everyintegerobject should contain azerovalue of the attribute PRE. Thus infinite and
cyclic numbers are excluded.
The COMPLEX TERM PRINCIPLES in (248.2) guarantee the proper typing ofTy1 complex terms
according to the conditions specified in theTy1 syntax (terms):applicationof a functor to an argu-
ment (αττ ′βτ )τ ′), lambdaabstraction((λvi,τ .ατ ′)ττ ′), equation((ατ = βτ )t), negation((¬αt)t),
complex expressions made up of two expressions of typetruth which are connected by a logical con-
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stant (∧, ∨, →, ↔) and denoted here byl-const, and generalized quantifiers (gen-quantifier) (e.g.
(NO(vi1,τ , ..., vin, τ )(αt1, ..., αtn)(βt))t). The constraint on generalized quantifiers ensures that the
members of the value list for VAR are variables and have the same type, that the ones in the value list
for RESTR have the typetruth, that the value of SCOPE is also of typetruth, and that the two lists
that stand for the values of VAR and RESTR have the same length, i.e. the number of expressions in
the restriction of the quantifier is the same as the number of the variables bound by the quantifier.
The next three principles (248.3-5) guarantee that the objects denoted byty1 correspond to the
expressions of the languageTy1. TheTy1 NON-CYCLICITY PRINCIPLE in (248.3) excludes cyclic
objects from the grammar. The symbol “:” is a reserved variable of RSRL expressing the identity
function on objects. Here it is used to say that a path can never l ad back to the same object. In
the RSRL specification of the grammar ofTy1, ATy1 is the set of attributes in the signature of the
grammar ofTy1. TheTy1 FINITENESS PRINCIPLE enforces that every component of aty1object be
part of achain. Given that achain(cf. Richter (2004b, p. 158)) is finite,ty1objects must have a finite
structure. TheTy1 IDENTITY PRINCIPLE enforces token-identity as often as possible on components
of ty1 objects.
The rest of the principles determine the meaning of the relation symbols which have been or
will be used in the other principles:ty1-component (248.6),copy (248.7),subterm (248.8),
variable-list (248.9),member (248.10),truth-list (248.11),same-length (248.12),
andsame-type-list (248.13). The first argument1 of the ty1-component relation is a com-
ponent of the second argument2 , if and only if the two arguments are identical, or1 is a component
of the value3 of any of the attributes in the finite set of attributesA specified for2 . The relation
copy holds of twoty1 objects iff they have the same attributes with values of the same sort. In the
RSRL formalization of the grammar ofTy1, STy1 is the set of most specific sorts in the signature of
the grammar ofTy1. Two meaningful expressions1 and 2 are in thesubterm relation iff 1 is a
ty1-component of2 . This relation will be further used in its infix notation, i.e. 1 ⊳ 2 as equivalent to
subterm ( 1, 2).
The variable-list relation guarantees that an object of sortlist only contains elements of
sort variable. Thus the relation holds of1 iff 1 is of sortelist or the value of its attribute FIRST is
of sort variable andvariable-list holds of the value of the attribute REST. An object1 is a
member of a list 2 iff 1 is the first element on the list2 , or it is amember of the rest of2 . Like
append (see (49) p. 47), themember relation is quite often used in HPSG grammars in general.
Here it is defined for lists made up of meaningful expressions, but later on it will be used as referring
to lists made up ofobjectelements (i.e. the most general sort in the sort hierarchy inSection 2.3.1).
The truth-list relation functions similarly to thevariable-list relation and constrains
the elements of a list to have the typetruth. The relationsame-length enforces the same length on
two lists: it is true of two empty lists, or of two lists which have the first element of sortmeand whose
REST values3 and 4 are in thesame-length relation. Finally, thesame-type-list relation
enforces the elements of a list to have the same type. It holdsof any type1 and a list2 which is either
empty or contains only meaningful expressions of type1 . This relation ensures that the variables in a
VAR list have the same type (see THE COMPLEX TERM PRINCIPLE for generalized quantifiers).
As an example of howTy1 expressions can be described in an AVM syntax within the gramm r
ΓTy1, see the description of theTy1 expressionλve,0.constantet,1(ve,0) below, slightly modified
from Richter (2004a, p. 172):
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The token-identity between the various attribute values in(249) is enforced by the principles in
ΘTy1. According to the COMPLEX TERM PRINCIPLE for abstractionin (248.2), the value of the path
TYPE|IN is identical to that of the path VAR|TYPE (i.e. 1), and the value of the path TYPE|OUT
to that of BODY|TYPE (i.e. 2 ). The token-identities labeled3 , 4 and 5 are a consequence of the
Ty1 IDENTITY PRINCIPLE in (248.5). The constantconstantet stands for predicate constants of
type et: e.g. walk′, student′, book′. When added to the signature as subsumed byconstant, these
predicate constants have different values for the attribute NUM-INDEX. For instance,walk′ could be
constantet,201, student′ constantet,130, andbook′ constantet,40.
Ty1 as a model ofΓTy1 An RSRL grammar is used to describe a certain empirical domain and it
can be said to have attained its goal if the empirical domain is proved to be an exhaustive model of
the grammar.ΓTy1 has been developed to describe theTy1 expressions defined in Section 5.1.1, so
now it has to be shown thatTy1 is an exhaustive model ofΓTy1. Sailer (2003) proves the same with
respect to the languageTy2 of Gallin (1975). SinceTy1 is a simplified version ofTy2 I take the
results in Sailer (2003) to hold forTy1 as well. The grammar that Sailer develops has been extended
to also include generalized quantifiers and lists made up of meaningful expressions. In order to prove
thatTy1 is a model of the grammarΓTy1, we have to prove the proposition below:
Proposition 5.1 There is an exhaustive modelITy1=
〈
UTy1, STy1, ATy1, RTy1
〉
such that
UTy1 = N ∪ Type ∪ Ty1 ∪ L.
(modified from Sailer (2003, p. 117))
In PROPOSITION5.1,UTy1 is the universe ofTy1 objects, i.e. the union between the set of natural
numbers, the set of types, the set ofTy1 expressions, and the setL of lists of meaningful expressions,
as given in the signatureΣTy1. STy1 andATy1 have already been introduced as the set of maximally
specific sorts and of attributes in the signature, respectively. RTy1 is the set of relations in the signature
(recall our discussion from Section 2.3.1).
PROPOSITION5.1 can be proved by constructing a model ofΓTy1, theintended modelITy1, which
must then be proved to be an exhaustive model ofΓTy1. Sailer (2003) constructs such a model for
most of the terms inTy1, except for the quantifiers. In Appendix A under (440), I giveth necessary
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extensions to Sailer’s definitions to includeg n-quantifiers. InΓTy1 I make use of lists of meaningful
expressions as auxiliary symbols to define polyadic quantifiers so I also includelists in the extensions
in (440).
We can further show that there is a systematic semantic correspondence between the objects in any
exhaustive model ofΓTy1 and the terms ofTy1. To prove this, a functionSR must be defined, which
assigns a termα of Ty1 an equivalence class[u] of meobjects inΓTy1. Then it must be proved that
[u] andα have the same extension. This ensures that for any arbitraryexhaustive model ofΓTy1, the
meobjects in its universe can be assigned a model-theoretic interpretation just as if they were terms of
Ty1. Thus everyΓTy1 exhaustive model functions as a model ofTy1. Sailer (2003, Sec. 3.3) has done
the same forTy2 and in order to extend this result to polyadic quantifiers, I give the interpretation of
thegen-quantifierand I extend the definition ofSR in Appendix A under (441) and (442).
To be able to useTy1 representations instead of AVMs inΓTy1, we have to show that the objects
in the denotation of the grammarΓTy1 behave like the natural numbers, the semantic types, the terms,
and the sequences (i.e.lists) of terms inTy1 (cf. Sailer (2003, Sec. 3.4)). Sailer (2003) defines a
function “*” which produces an AVM description for every number, type, expression, and sequence
of expressions of the representation language, such that the description denotes that natural number,
type, expression or sequence of expressions of the language(in our case,Ty1) in the exhaustive
model of its corresponding grammar (ΓTy1). As a result, when working withΓTy1 the standard
notation for aTy1 expression, natural number, type or sequence/ list can be used freely in place of the
more complicated AVM formula describing it. In grammar writing this has a considerable practical
advantage if we compare the two notations, exemplified in (249): theTy1 symbols are much simpler
and more straightforward than the AVM descriptions. The additional specification of the function
“*” in Appendix A (443) ensures that generalized quantifiersand sequences/ lists in theTy1 notation
receive an appropriate AVM description when used in the gramm rΓTy1.
In this section I presented a way to encode the language ofTy1 (defined in Section 5.1.1) in RSRL
as the grammarΓTy1. In a way similar to the system in Sailer (2003)Ty1 is an exhaustive model of
ΓTy1 andTy1 symbols can be used instead of AVM descriptions in grammar writing. This provides
us with the possibility of using the language ofTy1 as the semantic representation language within
HPSG. We can now go on with our HPSG semantic account within LRS.
5.3 LRS
Unlike LF-Ty2 of Sailer (2003), which was developed to import standard model-theoretic semantics
in HPSG,Lexical Resource Semantics(Richter and Sailer (2004), Richter (2004a)) was designed to
allow underspecification in HPSG semantics. It maintains the language ofTy2 for semantic repre-
sentations, but unlike LF-Ty2, LRS gives up the restrictiveradition of using lambda-calculus with
functional application to imitate the natural language syntax. It uses constraints that are linked to a
surface-oriented syntax instead. In addition to this, the typ heory ensures the type matching between
objects that combine with each other and the well-typing of the derived objects. The combinatorics is
regulated via LRS-specific constraints formulated in the logic of HPSG.
I will show that with its constituent structure-based combinatorics, LRS can easily incorporate
polyadic quantification, in particular resumptive negative quantifiers, proposed here to account for
Romanian NC. After a short presentation of the basic principles of LRS in Section 5.3.1, I will briefly
present an LRS account of NC without resumptive quantifiers,as done by Richter and Sailer (2004)
for Polish (Section 5.3.2). In Section 5.4, I will develop anLRS analysis of NC with resumptive
quantifiers for Romanian.
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5.3.1 The basic principles of LRS
LRS makes a distinction between lexical/ local and compositional semantics (see Sailer (2004)).2 Lo-
cal semantics is specified as the valuecontentof the CONT attribute and is relevant for argument
linking, semantic selection of heads, and binding phenomena. The value of CONT hosts an INDEX
and a MAIN attribute, the latter specifying themeaningful expressionthat the sign contributes. The
INDEX value is split between VAR, the variable associated with thesign, and PHI giving the corre-
sponding phi-features3 The noungirl in (250) is third person, singular number and feminine gender,
and its MAIN semantic contribution is the constantgirl′:



































































Compositional semantics is described under the value of a new sign-level attribute LF (Logical
Form) and is thus independent of the semantic and syntactic sele tion by heads. Since NC is a matter
of compositional semantics, we will be concerned with the LFvalue of signs. The value of LF is a





Objects of sortlrs have three attributes: INCONT, EXCONT and PARTS. The internal content of
a sign is the scopally lowest meaningful expression that thesemantic head of the sign contributes
within its syntactic projection. The external content of a sign is usually the meaning contribution
of its maximal syntactic projection to the meaning of the overall expression. The attribute PARTS
contains all the meaningful pieces that a sign contributes to the meaning of a linguistic expression.
The values of the three attributes are specified in terms of meaningful expressions (mes) defined in the
Ty1 signature inFIGURE 5.1.
The theory of the LRS grammar contains the INCONT PRINCIPLE, the EXCONT PRINCIPLE, the
LRS PROJECTIONPRINCIPLE, and the SEMANTICS PRINCIPLE. Each of them is addressed below:
2“Compositional” semantics refers to how the semantic representation of a phrase results from the semantics represen-
tations of the daughters independently of the principle of compositionality.
3The reader familiar with the grammar in Pollard and Sag (1994) should note that the valueindexof the PHI attribute
in (250) is the same as the value of INDEX in Pollard and Sag (1994). This allows the lexical semantics phenomena
accounted for in that formalism to be easily imported in an LRS grammar. For instance, the binding theory and the agreement
mechanisms in Pollard and Sag can be maintained.
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(252) LRS PRINCIPLES
a. THE INCONT PRINCIPLE























b. THE EXCONT PRINCIPLE
1. In everyphrase, the EXCONT value of the non-head daughter is an element of the














) ∧ 1 ∈ 2


2. In every utterance, every subexpression of the EXCONT value of the utterance
is an element of its PARTS list, and every element of the utterance’s PARTS list is a
subexpression of the EXCONT value.

























c. THE LRS PROJECTIONPRINCIPLE
In eachphrase,
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(253) THE non-hd-dtr PRINCIPLE:






































































The theory of LRS makes use of the relationsappend (already discussed in Section 2.3.1, p. 49),
subterm , member, andnon-hd-dtr . The relationssubterm andmember were introduced in
the signature of theTy1 grammar and described in (248.8) and (248.10). They are usedher in their
infix notation symbolized by “⊳” and “∈”, respectively. Thenon-hd-dtr relation is introduced in
(253). It delivers the non-head daughter of a phrase, be it a subject, specifier, complement, adjunct, or
marker as the value of the attributes SUBJ-DTR, SPR-DTR, COMP-DTR, ADJ-DTR and MRK-DTR
of head-strucobjects (see Section 2.3).
The INCONT PRINCIPLE enforces the presence of the INCONT value of a sign among the el-
ements of its PARTS value, and as a component of the EXCONT value. By the first clause of the
EXCONT PRINCIPLE, the EXCONT value of a non-head daughter appears on its PARTSlist. The
second clause establishes a close relation between the EXCONT and the PARTS value of an utterance,
such that every subexpression of its external content is an element of its PARTS list, and every ele-
ment on the PARTS list is a subexpression of its external content. The LRS PROJECTIONPRINCIPLE
specifies the LF value of a phrase. Thus the mother node inherits the EXCONT and the INCONT
value of the head daughter (clauses 1. and 2.) and its PARTS value is the list obtained by appending
the PARTS value of the head daughter and that of the non-head daughter (clause 3.).
The SEMANTICS PRINCIPLE in LRS specifies restrictions on combining the meaning of different
kinds of syntactic and semantic daughters. In (254) below I give the relevant clauses for quantifica-
tional expressions and for head-marker phrases, as they will be used later in this chapter:
(254) THE SEMANTICS PRINCIPLE
1. if the specifier daughter is a quantifier, then its INCONT value is of the formQ(v, φ, ψ),
the INCONT value of the head is a component of a member4 of the listφ, and the INCONT
value of the non-head daughter is identical to the EXCONT value of the head daughter:


























































































2. if the non-head is a quantified NP with an EXCONT value of theformQ(v, φ, ψ), then the
INCONT value of the head is a component ofψ:
∀ 1∀ 3∀ 4
4The symbol “⊳∈” is the infix notation of the relationsubterm-of-member defined in (255).










































DTRS| H-DTR |LF |INCONT 2
]

































(255) THE subterm-of-member PRINCIPLE
∀ 1 ∀ 2


subterm-of-member ( 1 , 2 ) ↔
∃ 3
(




In (254),Q(v, φ, ψ) is the shorthand notation for the description of a generalized quantifier with














The first clause of the SEMANTICS PRINCIPLE concerns phrases in which there is a quantifica-
tional determiner. It guarantees that the INCONT value of the noun head is a component of one of the
elements on the restriction list of the generalized quantifier, and that the EXCONT value of the head
is the generalized quantifier itself. By the first clause of the PROJECTIONPRINCIPLE in (252c), the
generalized quantifier will then become the EXCONT value of the mother NP. The second clause of
the SEMANTICS PRINCIPLE refers to phrases in which the non-head daughter is a quantified NP, and
ensures that the INCONT value of the head daughter is a component f the scope of the generalized
quantifier carried by the NP. This clause generally applies to phrases with a verbal head daughter.
The third clause of the principle concerns head-marker phrases. For the grammar fragment here
I assume that markers have no semantic contribution. Thus the SEMANTICS PRINCIPLE enforces
markers to identify their INCONT value with the INCONT valueof the head. This clause will be
made use of in Section 5.7.
5.3.1.1 An LRS example
Let us use the example below to illustrate how the LRS principles interact in deriving the interpretation
of a sentence:
(257) a. A student came.
b. some(x, student′(x), come′(x))
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We concentrate here on the attribute specifications relevant for the semantics. For more details on
syntactic descriptions, the reader is referred back to the examples in Section 2.3.2.4. The sentence in
(257a) is associated with the logical interpretation in (257b).
In this example and the one in Section 5.3.2, we do not need polyadic quantifiers yet, so all
quantifiers are monadic. This means that the value of VAR is a singleton list ofvariables, and the
value of RESTR is a singleton list ofmes for these quantifiers. In order to simplify the notation in these
examples, we useCONVENTION 5.2 and represent the values for VAR and RESTR directly as objects
of sortvariableandme. That is, we dispense with the list notation. This way our repesentations will
be similar to the ones in the LRS literature where only monadic quantifiers are considered (see for
instance Richter and Sailer (2004) and Richter and Kallmeyer (2007)). Polyadic quantifiers will be
used in the account of Romanian NC starting with Section 5.4.
Convention 5.2 For a monadic quantifierQ((x), (α), β), we write directlyQ(x, α, β).












































































































































INDEX| VAR 1a x






















































∧ x ⊳ α ∧ x ⊳ β
5The subscript tags in (258) indicate the LOC| CONT| INDEX| VAR value of thesynsems.
6For simplicity, we ignore the tense property of the verbcame.





































































































INCONT 2 student′( 1a)
PARTS
〈






















































































































































The semantic contribution of a determiner usually consistsof a generalized quantifier and the
variable that the quantifier binds. Thus the internal content of a in (258a) is the existential quantifier
some(x, α, β). The EXCONT value is not lexically determined, so it can be any meaningful expres-
sion. On the PARTS list of the determiner, we include the INCONT value 1 and the variablex. Two
subterm constraints ensure that the variablex is a component of both the restriction (α) and the scope
of the quantifier (β).
The lexical entry of a bare noun likestudentspecifies that the noun inherits the variable1a of the
determiner it subcategorizes for, and that the EXCONT valueis a generalized quantifier that binds
this variable. The semantic contribution of the nounstudentis the predicatestudent′ as the value of
MAIN, and the internal content is the predicationstudent′( 1a).
The verbcamein (258c) semantically contributes the predicatecome′, but its internal content is
the predicationcome′( 1a), where 1a is the variable of the subject the verb subcategorizes for. The
EXCONT value is lexically undetermined. On the PARTS list weinclude the MAIN value (3a) and
the INCONT value (3 ).
On the basis of the lexical items above, we derive the tree structure inFIGURE5.2. The application
of the LRS principles allows us to specify the lexically undetermined values in (258), and thus to
interpret the sentence in (257a).
The structure of the NPa studentin FIGURE 5.2 is obtained by applying the first clause of the
SEMANTICS PRINCIPLE. Thus the EXCONT value of N is identical to the INCONT value1 of Det.
The subterm constraint2 ⊳ α specifies the INCONT value of N as a subterm of the RESTR valueα of
the generalized quantifier carried by the Det. By the LRS PROJECTIONPRINCIPLE, the NP mother






INCONT 1 some(x, α, β)
PARTS
〈






















1 , 1a, 2 , 2a
〉




















1 , 1a, 2 , 2a, 3 , 3a
〉

 ∧ 3 ⊳ β ∧ 1 ⊳ 4
Figure 5.2: LRS analysis of (257a)A student came
the PARTS elements of the daughters.
The semantic specification of the S node is determined by the second clause of the SEMANTICS
PRINCIPLE, which enforces the INCONT value of V to be a subterm of the SCOPE value of the
quantifier carried by the NP (i.e.3 ⊳ β). The values for the EXCONT, INCONT and PARTS attributes
of the S node are given by the LRS PROJECTIONPRINCIPLE. The second subterm constraint on the
node S (1 ⊳ 4 ) comes from the second clause of the EXCONT PRINCIPLE which requires that all
the elements on the PARTS list of an utterance also be subexpressions of the EXCONT value. In our
case,1 = 4 , because there is only one operator (the quantifier1), so there is no scope ambiguity and
the sentence receives only one interpretation.
Note that in this section we again usedlistsmade up ofsynsemobjects, although in writing theTy1
grammar we considered only lists made up ofmes. In Section 2.3, lists were specified as containing
objects, so we are free to use any sorts of elements subsumed byobjecton a list.
5.3.2 Polish NC in LRS: Richter and Sailer (2004)
Having illustrated how LRS principles interact to derive the interpretation of an utterance with a
monadic generalized quantifier, we can now take a look at how te NC phenomenon can be analyzed
in LRS with monadic quantifiers. In particular, I will discuss the approach taken in Richter and
Sailer (2004) and Richter and Kallmeyer (2007) to NC in Polish. The data discussion here follows
Richter and Sailer (2004), but I adopt the technical adjustments in Richter and Kallmeyer (2007)
where quantifiers are represented as generalized quantifiers, so they can easily be used in our grammar
fragment.
Polish is usually described as a strict NC language (259b) (see Błaszczak (1999), Przepiórkowski
and Kupść (1997), Przepiórkowski and Kupść (1999), Richter and Sailer (1999b), Przepiórkowski
(1999b)). Both the NM and the n-word express negation alone (259a, 259c), like in Romanian. But
unlike in Romanian, the presence of two n-words never trigges a DN reading in Polish. The only
reading for (259d) is NC:
































‘I didn’t tell anybody anything.’ (Richter and Sailer (2004), pp. 107-112)
The LRS structure of sentence (259b) is given inFIGURE 5.3. Following Kupść (2000), Richter
and Sailer (2004) assume that the NMnie is a prefix, that is, it forms a morphological unit with
the verb. The lexical entry for the n-wordnikt contains a generalized quantifier, thus its LF value
resembles the LF value of the NPa studentin FIGURE 5.2:
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EXCONT 3 some(x, α, β)
INCONT 1 person′( 1bx)
PARTS
〈





















∧ 3 ⊳ γ ∧ 1 ⊳ α∧ x ⊳ α ∧ x ⊳ β





































INCONT 4 come′( 1b)
PARTS
〈






















∧ 4 ⊳ η ∧ 5 ⊳ 0
Richter and Sailer (2004) and Richter and Kallmeyer (2007) do not make direct use of negative
generalized quantifiers: they represent a negative quantifier as an existential generalized quantifier
preceded by logical negation, as in (260a). The external content of the n-word only contains the
existential quantifier, although logical negation is also an element on the PARTS list of the n-word
and it must outscope the EXCONT value (3 ⊳ γ). This ensures that the existential quantifier is always
outscoped by negation.
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In the lexical specification of the verbnie przyszedłthe logical negation on the PARTS list repre-
sents the semantic contribution of the prefixnie. The first constraint (4 ⊳ η) states that the semantics
of the verb is in the scope of the negative operator. Unlike inthe case ofnikt, the negative operator
has to be a subexpression of the EXCONT value of the negated verb (5 ⊳ 0 ). This way, the scope
of negation is restricted to the clause headed by the verb. Apart from negation and the subterm con-
straints associated with it, the semantic specification of the verb (i.e.come′(x)) is similar to that of
the affirmative verbprzyszedłgiven in (258c) for the English counterpartcame.
FIGURE 5.3 gives the semantic structure of the sentenceNikt nie przyszedł. Just like in the case of
A student came(FIGURE 5.2), the second clause of the SEMANTICS PRINCIPLE adds the constraint
by which the INCONT value of the verb must be a subpart of the scope of the quantifier contributed
by the NP (4 ⊳ β). The second clause of the EXCONT PRINCIPLE requires all the PARTS elements




EXC 3 some(x, α, β)
INC 1 person′( 1bx)
PARTS
〈
1 , 1a person′, 1b , 2 ¬γ , 3
〉






INC 4 come′( 1b)
PARTS
〈
4 , 4a come′, 5 ¬η
〉









1 , 1a, 1b , 2 , 3 , 4 , 4a, 5
〉

∧ 4 ⊳ β∧ 2 ⊳ 0
Figure 5.3: LRS analysis of (259b)Nikt nie przyszedł
For the structure above, our LRS theory allows three possibilities to disambiguate the EXCONT
value 0 , listed below:
(261) a. ¬¬ some(x, person′(x), come′(x)) = some(x, person′(x), come′(x)) (DN)
i. 5 = 0 ∧ 2 = η ∧ 3 = γ or
ii. 2 = 0 ∧ 3 = η ∧ 5 = γ
b. ¬ some(x, person′(x),¬ come′(x)) (DN)
2 = 0 ∧ 3 = γ ∧ 5 = β
c. ¬some(x, person′(x), come′(x)) (NC)
5 = 2 = 0 ∧ 3 = γ = η
The EXCONT value0 in FIGURE 5.3 depends on the scope interaction between the two negativ
expressions2 and 5 . The one that contains/ outscopes the other gets identified with 0 . The inter-
pretation in (261a) is obtained by interpreting the negative quantifier2 in the scope of the negative
expression5 ( 2 = η). This way the verbal negation has widest scope. The same interpre ation can be
obtained if5 is in the scope of2 ( 5 = γ), but outscopes the existential quantifier (3 = η). In this case,
the negation contributed by the quantifier has widest scope,but the existential quantifier is outscoped
by the verbal negation. In the second interpretation (261b)the verbal negation gets narrowest scope
since it appears in the scope of the existential quantifier (5 = β). The interpretation in (261c) comes
from imposing token-identity between2 and 5 , and thus making the two negations identical. This
last reading is actually the only one available for our sentence.
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In order to exclude the two unavailable readings in (261a) and (261b), Richter and Sailer (2004)
posit the constraint below:
(262) THE NEGATION COMPLEXITY CONSTRAINT
For eachsign, there may be at most one negation that is a component of the EXCONT
value and has the MAIN value as its component.
The NEGATION COMPLEXITY CONSTRAINT is language-specific. Since Polish does not allow
double negation readings, there may be at most one sentential neg tion. Richter and Sailer formulate
this constraint in the spirit of various linguistic generaliz tions, according to which languages of the
world present a general strategy to minimize the number of semantic negations in a clause and this
strategy gets grammaticalized at a certain threshold (see for instance Corblin (1995) for French and
Corblin and Tovena (2001) for other Romance languages). While for French this threshold is set to be
two negations, for Polish it is only one negation.
An important characteristic of NC in Polish is the obligatory presence of the NM. This was
indicated in (259b) where the absence of the NM would yield ungrammaticality. Richter and Sailer
(2004) account for this fact by positing a principle that resembles the NEG CRITERION introduced in
Zanuttini (1991) and Haegeman and Zanuttini (1991):
(263) THE NEG CRITERION
For every finite verb, if there is a negation in the external content of the verb that has scope
over the verb’s MAIN value, then the negation must be an element of the verb’s PARTS
list.
While the NEG CRITERION of Haegeman and Zanuttini is syntactic in nature, Richter and Sailer
formulate it as a constraint on semantic representations. To understand how it works, let us go back
to our example. InFIGURE 5.3, a wide scope negation under the EXCONT value of the node Scould
also come from the quantifier alone and by the PROJECTION PRINCIPLE, it would appear on the
EXCONT value of the verbal head. This negation would have scope over the verb’s MAIN value
come′. However, it would not appear on the PARTS list of the verb if the verb were not negative.
Sentences in which a negation outscopes a lexically affirmative verb are ungrammatical in Polish.
The NEG CRITERION regulates this by only allowing negation to outscope the MAIN value of a verb
if the verb itself is negative (i.e. it has negation on its PARTS list).
Conclusion The analysis of Polish NC in Richter and Sailer (2004) and Richter and Kallmeyer
(2007) heavily relies on the underspecification strategieswithin LRS and the HPSG-specific mech-
anism of token-identity. The interaction between token-identity and the NEGATION COMPLEXITY
CONSTRAINT for Polish ensure that only a NC reading is available for a Polish sentence with at least
two negative expressions.
5.4 NC as resumption in LRS
We have seen how the LRS principles interact to account for a phenomenon like NC with underspec-
ification means. In this section I present a way to use resumptive quantifiers in the analysis of NC.
More precisely, I integrate the semantic analysis of NC in Section 4.2 within LRS.
In the first part of Chapter 4, I showed how the polyadic liftsre umptionanditeration can account
for NC and DN readings in Romanian within the Generalized Quantifiers Theory. We concluded that
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these polyadic lifts as defined in GQT cannot be integrated ina compositional grammar. But the
interpretations that we derive with iteration and resumption can be obtained even if we do not make
explicit use of the corresponding polyadic lifts. The interpr tation derived by means of iteration can
easily be obtained in LRS by allowing one of the two monadic quantifiers take scope over the other
(e.g. (261a), (261b)). The interpretation ofn-ary resumption of a quantifierQ is the interpretation of
Qn, which is provided by the languageTy1 and the corresponding grammarΓTy1. Now we are going
to use these two alternatives in analyzing the iterative andthe resumptive interpretations of Romanian
negative quantifiers within LRS.
















i. ‘No student read any book.’ (NC)

















i. ‘There is no student and no book, such that the former read the latter frequently.’
(NC)
ii. ‘It was frequently the case that no student read any book.’ (NC)
iii. ‘For no student was it frequently the case that s/he readno book.’ (DN)
With the analysis of the sentence in (264b), I propose a way tocc unt for the scope properties of
Romanian negative quantifiers interacting with non-negative quantifiers described in Section 3.5.3. In
Section 5.4.1 I analyze the NC readings of the sentences in (264) and in Section 5.4.2 I address the DN
readings. For now, I take only n-words into consideration. The NM will be addressed in Section 5.5.
5.4.1 The NC reading
We start with the lexical information on the words in (264a):niciun, student, nu a citit, nicio, carte. In
(265) below, I concentrate on the lexical information that is relevant for our semantic analysis, i.e. the
one under the attributes SS|LOC|CONT and LF. The syntactic information (under SS|LOC|CAT and
DTRS) is similar to that in Section 2.3.2.4, p. 60. The determinersniciun andnicio only differ with
respect to gender, which Sailer (2004, p. 208) places under SS|LOC|CONT|INDEX|PHI|GENDER in
the local semantics and which has no influence on the compositional semantics that we are interested
in, so I give only the lexical entry forniciun. Similarly, the lexical entry of the nouncarte carries
similar semantic information tostudent, so I provide it directly in the tree inFIGURE 5.5.
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∧ 3 ⊳ 0
Note that for now we treatnu a citit ‘not has read’ as an affirmative verb, so we ignore the semantic
contribution of the NM, which is addressed in Section 5.5. Both the auxiliary verba ‘has’ and the
NM nu have affixal status, so the verb formnu a citit is aword, the output of a lexical rule, and not a
phrase. The affixal status of auxiliary verbs in Romanian is argued for in Barbu (1999). For the affixal
status of the NM, motivation will be provided in Section 5.5.2.
The negative determinerniciun has the semantics of a negative generalized quantifier whichap-
pears as the internal content value. Its lexical entry is similar to that of the determinera in (258a).
But recall that (258a) was simplified, because we only dealt with monadic quantifiers and we used the
meaningful expression value instead of the singleton list (variable for a list of variables under VAR
andmefor a list of meaningful expressions under RESTR). If we use re umptive quantifiers, we allow
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a generalized quantifier to bind more than just one variable so we have to represent the value for the
attributes VAR and RESTR as lists ofvariables andmes, as specified in theTy1 grammar.
In (265a), we have to distinguish between the one variable which t e determiner contributes itself
(i.e. the variable1a x) and the listv of variables – possibly including variables contributed byother
determiners – that the quantifier operator may bind. This distinction correlates with the one between
the local and the compositional semantics (cf. Sailer (2004)). The determiner alone contributes the
variablex under its local semantics, i.e. SS| LOC| CONT| INDEX| VAR, and this is the value that
gets identified with the variable of which the common nounstudentpredicates the student property
(see also the value of SS| LOC| CAT| HEAD| SPEC in (265a), the place where the two variables get
identified). It is the variablex that the agreement information concerning number, person and gender
under SS| LOC|CONT| INDEX| PHI is posited of. Butv, the list of variables that the quantificational
operator binds, has to do with the compositional semantics,he way the quantifier interacts with
the other quantifiers within an utterance possibly buildinga polyadic quantifier together. This list
of variables appears under LF| INC| VAR. To ensure that the local variablex introduced by the
determiner gets bound by the quantifier contributed by the same determiner, we add the constraint
thatx is a member of the listv: x ∈ v. The local variablex is also the one that appears on the PARTS
list of the determiner. The other two constraints in the lexical entry ofniciun (x ⊳∈ α, x ⊳ β) ensure
that the restriction and the nuclear scope of the polyadic quantifier also contain the variablex.
Given the lexical entries for the determiner and the noun, wecan derive the LF value of the NP
niciun studentin FIGURE5.4. In view of the first clause of the EXCONT PRINCIPLE, the EXC(ONT)
value of the determiner is identified with its INC(ONT) value: the EXC value must be an element of
the PARTS list and since by the INCONT PRINCIPLE the INC value is a component of the EXC
value, the two become equal in an NP. The first clause of the SEMANTICS PRINCIPLE enforces the
identity between the EXC value of the noun and the INC value ofthe determiner and the fact that the
INC value of the noun must be a subterm of a member of the RESTR list of the polyadic quantifier
( 2 ⊳∈ α). The LRS PROJECTION PRINCIPLE determines the EXC and INC values of the NP as
identical to the EXC and INC values of the noun (the head-daughter) and the PARTS list of the NP
as collecting all the parts of the daughters. The NPnicio carte is derived in a similar way toniciun





INC 1 no(v, α, β)
PARTS
〈







EXC 1 no(v, α, β)
INC 2 student′( 1a x)
PARTS
〈











1 , 1a, 2 , 2a
〉

 ∧ 2 ⊳∈ α
Figure 5.4: LRS analysis ofniciun student
On the basis of the lexical items above and the model of deriving NPs, we can now represent the
combinatorics of the sentence (264a) inFIGURE 5.5.
In this tree, at the VP level the second clause of the SEMANTICS PRINCIPLE imposes the con-
straint that the INC value of the verb be a subterm of the nuclear scope of the NP, i.e.3 ⊳ ψ. Due to
the LRS PROJECTIONPRINCIPLE, the EXC and the INC values of the VP are identical to those of




EXC 1 no(v, α, β)
INC 2 student′( 1ax)
PARTS
〈
1 , 1a x, 2 , 2a student′
〉






INC 3 read′( 1a, 6a)
PARTS
〈







EXC 6 no(w, φ, ψ)
INC 5 book′( 6ay)
PARTS
〈
5 , 5a book′, 6 , 6a y
〉









3 , 3a, 5 , 5a, 6 , 6a
〉









1 , 1a, 2 , 2a, 3 , 3a, 5 , 5a, 6 , 6a
〉

 ∧ 3 ⊳ β ∧ 1 ⊳ 0 ∧ 6 ⊳ 0
Figure 5.5: LRS analysis ofNiciun student nu a citit nicio carte(without the NM)
the V and the PARTS list collects all the PARTS elements of thetwo daughters. At the S level, the
same principles apply with parallel effects. Moreover, thesecond clause of the EXCONT PRINCIPLE
requires that the EXC values of the two quantifiers, as members of the PARTS list, be subterms of the
EXC value of the sentence (see1 ⊳ 0 , 6 ⊳ 0 ).
Interpretations The possible interpretations for the sentence inFIGURE 5.5 depend on the value
0 of the EXC attribute on the S node. In order to determine0 , we have to take into account the
scope interaction between the two negative quantifiers1 and 6 contributed by the NPs. The subterm
constraints inFIGURE 5.5 in combination with the grammar ofTy1 expressions in Section 5.2 lead to
the following possible values of0 :
(266) a. no(x, student(x), no(y, book(y), read(x, y))) (DN)
0 = 1 ∧ 6 ⊳ β
b. no((x, y), (student(x), book(y)), read(x, y)) (NC)
0 = 1 = 6
Given the two subterm conditions on1 and 6 as subterms of0 , the decisive factor for the inter-
pretation of the sentence is the relation between the EXC values of the two quantifiers, i.e. the scope
interaction between them. There are two possibilities: either one of the quantifiers is a subterm of the
nuclear scope of the other, or their EXC values are identified(i. . we have token-identity between1
and 6), so they are equal. In the first case two negations are contributed to the interpretation, so we
get a DN reading like in (266a). In the second case the underspecified values of the two quantifiers
become identical, so they contribute one resumptive negative quantifier and a NC reading obtains.
The reader may note that in (266) I only considered the case when the quantifier contributed by
the subject NP has wide scope (in DN) or its variable appears first (in the resumptive quantifier). For
NC, the order of the variables does not trigger a difference iinterpretation.7 The other possibility of
7For more discussion on the order of the variables in a resumptive quantifier and on the status of variables in LRS see
Section 5.6.
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ordering the variablesx, y in (266b) yields a NC interpretation which is truth-conditionally equivalent
to this one (see our earlier discussion on the scope neutrality of the negative quantifiers in a NC
reading, Section 4.2). For the DN readin the variation in thescope order of the negative quantifiers
leads to different interpretations (Section 4.1), so0 may take one more value, different from (266a),
which also yields a DN reading. But as we know from Chapter 3, the DN interpretation only appears
under special contextual conditions. These conditions will be addressed in Section 5.4.2 and that
analysis will also cast light on the question whether the uttrance may be ambiguous between two
different DN readings.
For now we retain the fact that the NC reading of a sentence with t o n-words may be obtained
by enforcing token-identity between the negative quantifiers, which thus contribute one resumptive
negative quantifier together. As illustrated in Section 5.3.2, the same mechanism is used in Richter
and Sailer (2004) and Richter and Kallmeyer (2007) to account for Polish NC. The difference is that
for Polish they use a higher-order logic with monadic quantifiers, while the analysis here employs
polyadic quantifiers.
5.4.2 The DN reading
Let us now concentrate on the DN readings available for sentence (264a) represented inFIGURE 5.5.
Depending on which quantifier has wide scope, we obtain the following two values for0 :
(267) a. no(x, student(x), no(y, book(y), read(x, y))) (DN)
0 = 1 ∧ 6 ⊳ 1
b. no(y, book(y), no(x, student(x), read(x, y))) (DN)
0 = 6 ∧ 1 ⊳ 6
The first value is the one in (266a), where the quantifier contributed by the subject has wide scope.
The second one appears if the quantifier contributed by the direct object has wide scope.
As discussed in Section 3.4.2, a DN reading is available for this sentence only in a denial context
where one n-word is used to deny a previous utterance that contains the other n-word. Such a context
is provided in (268) for the interpretation in (267a) and in (269) for (267b):












‘One/a student read no book.’










‘No student read no book. (= Every student read some book.)’










‘No student read “Nostalgia”.’










‘No book was read by no student. (= Every book was read by some stud nt.)’
Theoretically both readings in (267) should be equally avail ble, but in practice the second one is
more difficult to obtain. This has to do with the general conditions on quantifier scope in Romanian,
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already discussed in Section 3.5: the leftmost quantifier takes wide scope. The inverse scope is
available under special information structural conditions which can be provided for DN (see (269)).
But given the limited availability of DN in a NC language, thes ntence in (269b) is less natural
than the one in (268b). For the rest of this discussion I concentrate on (268b) and the corresponding
interpretation in (267a).
In information structure terms, the n-wordniciun in (268b) carries contrastive focus (cf. also
Göbbel (1995)) and the second n-word is part of the background that is negated.Niciun has a high
pitch accent followed by a low accent and the rest of the sentence is deaccented (Göbbel (2003), p.c.).
Note however that an n-word with informational focus can also trigger DN readings, if the background























‘Nobody read no book.’ (DN)
c. Nimeni. (DN)
Nobody.
Although the answer in (270c) also receives a DN interpretation, I will not address it in this
analysis. This DN interpretation is obtained only in relation to the preceding question: if the question
werewho read the book?, the answer would be interpreted as simply negative. Thus the in erpretation
of an n-word in a fragmentary answer is determined in the discourse and not within one utterance
alone. In (270b) the preceding question motivates the information structural status of the two n-
words, but the DN interpretation is only dependent on this statu and not on the previous question: if
the two n-words receive the appropriate accent, the DN reading is available. This is also the case in
denial contexts like (268).
While an exhaustive characterization of the information structural and phonological particularities
of DN readings is not the principal aim here, it is important for the present analysis to correctly
describe the situations in which a sentence like (264a) receiv s a NC reading and those where it
receives a DN one. The two readings exclude each other on information structural grounds. In what
follows I propose a sketch of these conditions.
Information structure in HPSG To incorporate the above information structural conditions i to
our HPSG analysis of NC and DN readings in Romanian, I concentrate on the HPSG architecture of
information structure developed in Engdahl and Vallduvı́ (1996), De Kuthy (2002), and De Kuthy and
Meurers (2006).
Engdahl and Vallduvı́ (1996) propose an attribute INF(ORMATION)-STR(UCTURE) to integrate
the information structure specification of a sign. The location of this attribute has been subject to dis-
pute: while Engdahl and Vallduvı́ (1996) assume that it is appro riate forcontextobjects as values
of a local attribute SS| LOC| CTXT, De Kuthy (2002) places it at thesign-level. Otherwise, the in-
formation structure specification as a local attribute would be shared between fillers and gaps in a
trace-based analysis of unbounded dependencies (see for instance, Pollard and Sag (1994), Sag et al.
(2003)). This would predict that gaps carry information struc ure specification, which is theoretically
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dubious and impossible to test. In the present analysis we are not concerned with unbounded depen-
dency phenomena, so no appeal to gaps needs to be made. But we should not exclude the possibility
of introducing gaps if needed, so I follow De Kuthy (2002) andplace the attribute INF-STR at the




























I assume three attributes to characterizeinf-str objects: FOC(US), TOP(IC) and B(AC)KGR(OUND).
Under FOC I include both contrastive focus (as in denial contexts) and informational focus (as in
answers to wh-questions), since they have parallel effectswith respect to the DN reading.8 The sepa-
ration between TOP and BKGR allows us to distinguish betweentopicalized constituents likecartea
asta ‘this book’ in (272) and the non-topicalized old information carried by the NPnicio carte ‘no
book’ in (268b), for instance. This difference minimally accounts for the phonological contrast be-
tween the two: while a topic carries a rising accent (i.e. a low accent immediately followed by a high
one), the NPnicio cartein (268b) is deaccented. In HPSG termscartea astain (272) has a non-empty











‘Nobody read this book.’
The value of FOC, TOP, BKGR As indicated in (271), I take the values of the information structure
features to be lists of objects (cf. De Kuthy (2002) and De Kuthy and Meurers (2006)). This way one
can account for multiple foci as in answers to multiple wh-questions, for instance:
(273) A: Who bought what?
B: JOHN bought a BOOK.
The kind of objects that appear on these lists represent another subject of debate. There have been
two proposals: Engdahl and Vallduvı́ (1996) take them to besigns, while De Kuthy (2002) and De
Kuthy and Meurers (2006) consider them to be logical objects. Against the former proposal, doubts
have been raised concerning the relevance of the syntactic specification of asign for information
structure. De Kuthy (2002) follows Kuhn (1995) and assumes that he objects forming the value
of the information structure attributes are of a semantic nature. For De Kuthy, they aremeaningful
expressionscompositionally derived in the LF-Ty2 representations of Sailer (2003).
In this chapter we use LRS as a semantic formalism, so I assumethat the lists in (271) are made up
of lrs objects. Note that having only EXC or INC values as members ofthese lists would not allow us
to distinguish between a focused V, a focused VP and a focusedS as exemplified in (274), since they
would have the same EXC/ INC value (as required by the SEMANTICS PRINCIPLE, cf. the V, VP and
S nodes inFIGURE 5.5). Sincelrs objects also include the PARTS list which disambiguates betwe n
words and phrases, the LF values of the V, VP and S in (274) willbe different and will correctly
identify the focused material.9
8In a closer investigation (even with respect to n-words), a distinction between the two may however turn out to be
important (see for instance Göbbel (1995) and references therein).
9Another option would be to assume that the objects on the information structure lists are of sortcontent, so they
coincide with the local semantics of a sign. But it is not clear how this semantic specification is built for phrases. The
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(274) a. A: What is new?
B: [John read the BOOK]F .
b. A: What did John do?
B: John[read the BOOK]F .
c. A: What did John do with the book?
B: John[READ]F the book.
To ensure that the objects on the list values of the information structure attributes in (271) are of





















































The projection of information structure In determining the INF-STR of phrases, I assume a prin-
ciple according to which a mother node collects all the FOC/TOP/BKGR values of its daughters.
Recall that our HPSG phrase structure rules (ID-Schemata) in Section 2.3 are formulated with bi-
nary branching, so phrases have only one non-head daughter (SUBJ-DTR, SPR-DTR, COMP-DTR,
ADJ-DTR or MRK-DTR).10








































FOC 1 ⊕ 2
TOP 3 ⊕ 4


























































































The principle in (277) suffices to describe the information structural conditions on the two n-words
in a sentence that receives a DN interpretation, but the reade is referred to Engdahl and Vallduvı́
usual assumption is that it is inherited from the head daughter. This specification would then raise similar problems as the
ones indicated for the EXC/ INC values with respect to (274).In any case, a different assumption here would not affect the
present analysis of DN.
10See De Kuthy (2002) for a similar principle for flat structures with several non-head daughters.
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(1996), De Kuthy (2002), De Kuthy and Meurers (2006) and references therein, for a discussion of
various complications that arise with focus/ topic projections, including the differentiation between
the various constructions in (274), for instance.
The DN principle Having provided this apparatus to describe information structure in HPSG, we
can now formulate the information structure constraint on DN readings in Romanian. The DN reading
only occurs when one n-word carries focus and has a falling accent, while the other n-word belongs to
the background and is deaccented. I will not address the accents h re, since there is a clear association
between the falling accent and focus, as well as between deaccentuation and background.11 So the
kind of information structure that the n-word bears is enough to indicate its accent.12
In FIGURE 5.6, I represent the INF-STR information of the sentence in (264a) under its most
natural DN reading (i.e. with the first n-word in linear ordertaking wide scope: (267a)). The NP
quantifier in the object position has a BKGR contribution (7 ), while the one in the subject position
has a FOC contribution (6 ). Note that in (268) only the determinerniciun is in focus, but the whole



















































































































































Figure 5.6: INF-STR analysis ofNiciun student nu a citit nicio carte(DN reading)
Given the INF-STR specification of the sentence in its DN reading, we can now formulate the
11But see Göbbel (2003) for a discussion on accents in Romanian, De Kuthy (2002) and De Kuthy and Meurers (2006)
for how accents can be integrated in HPSG grammars.
12See Maekawa (2004) for a more complex account on the interaction between focus and word order by means of lin-
earization principles.
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DN PRINCIPLE in (278). The antecedent of the DN PRINCIPLE introduces the two signs (Dets, NPs
or PPs) contributing the quantifiers as having empty SPR and COMPS values and each carrying a
negative quantifier. It also specifies the DN interpretationof an utterance, i.e. there are two negative
quantifiers3 and 4 , such that the latter is a subterm of the nuclear scope of the other (4 ⊳ β). Since our
observations only concern DN in full utterances, we limit this constraint to (u(nembedded)-signs).13,14
(278) THE DN PRINCIPLE






















































































































































































The principle says that if an utterance contains two negative quantifiers15 3 and 4 such that one of
them outscopes the other (4 ⊳ β), then the former is the EXC value of somelrs 8 which is a member
of the utterance’s FOC list6 , while the latter is the EXC value of somelrs 5 which is an element on
the utterance’s BKGR list7 .
The empty SPR list of1 and 2 guarantees that the two signs are maximal projections if ther
head is a noun. According to the first clause of the SEMANTICS PRINCIPLE, a noun which selects a
quantifier as a specifier identifies its EXC value with the INC value of the quantifier. So the nouns
studentand carte in FIGURE 5.6 have negative quantifiers as their EXC values (seeFIGURE 5.4).
But the information structure conditions on the DN reading have to do with the determiners and not
with the nouns, so we have to ensure that the objects on which we impose the INF-STR conditions
are either determiners (e.g.nicio, niciun), or NP-quantifiers (e.g.nimeni ‘nobody’). The restriction
on the SPR list to be empty gives us the correct result, since neither determiners nor NPs select for
specifiers.
The empty COMPS list of1 and 2 ensures that neither of the two signs be an argument-marking
preposition alone. Argument-marking prepositions identify their EXC value with that of their NP
complement (see Sag et al. (2003, Ch. 7)). Thus a P could have anegative quantifier as EXC value, if
it takes an NP complement with this EXC value. But like a simple N, the information structure con-
tribution of the P alone has no effect on the interpretation of tw negative quantifiers in an utterance.
What we are interested in is the whole PP including the negative determiner. Given the condition
[COMPS〈〉], P alone will not meet the conditions in the antecedent of the DN PRINCIPLE in (278).
13See the sort hierarchy in Section 2.3.1.
14This principle is formulated to account for DN readings in simple sentences, so no functor (i.e. propositional attitude
verb) should intervene between the two negative quantifiers. See Section 5.7 for a discussion of complex sentences.
15Note that the EXCONT PRINCIPLE will ensure that the two negative quantifiers contributed by1 and 2 be subterms
of the EXC value of the utterance, so we don’t need to specify th s once again in the principle in (278).
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In conclusion, the two signs1 and 2 can only be Dets, NPs and PPs containing a negative de-
terminer. Note that the formulation of the DN PRINCIPLE is flexible enough to allow any projection
above the two negative quantifiers (simple Det, NP, or PP) to contribute itslrs to the FOC/ BKGR
value of the utterance. The only condition is for thoselr ’s to contain the respective negative quanti-









DN readings in LRS Now that we formulated the DN PRINCIPLE, let us go back to the two DN
readings in (267) and see how they interact with the principle. For the reading in (267a) to be available,
the quantifierniciun student‘no student’ must take wide scope with respect tonicio carte‘no book’.
In view of the DN PRINCIPLE this means thatniciunmust bear a non-empty FOC value andnicio carte
must carry BKGR information. This coincides with the INF-STR described in the tree inFIGURE 5.6
representing the sentence in (268b). So we can conclude thatthe reading in (267a) is compatible with
the DN PRINCIPLE. Note that the principle also allows the whole NPniciun studentto be in focus
and/ or the determinernicio alone to carry background information. This depends on the linguistic
context. In (279) the whole NPniciun studentcounts as focus and only the negative determinernicio
as background.














‘John didn’t read any novel on the list.’














‘No student read no book on the list.’
The DN reading in (267b) presents the second scope order of the two negative quantifiers: the
direct object quantifier takes wide scope over the subject quantifier. According to the DN PRINCIPLE,
this means that the determinernicio or the NPnicio cartemust bear focus and the determinericiun
or the NPniciun studentmust be background information. This accounts for (269), where the NP
niciun studentis background and the NPnicio carteis focus.
In conclusion, both DN readings can be obtained in the combinatorics ofFIGURE 5.5 depending
on the way the information structure conditions are distribu ed between the two negative quantifiers.
At this point, our LRS analysis provides us with both a DN and aNC interpretation for sentence
(264a).
As a final remark, the availability of DN readings in Romanianndicates that the NEGATION
COMPLEXITY CONSTRAINT of Richter and Sailer (2004) should be reformulated for Romanian to
allow two negations to occur as components of the EXCONT of a sign:
(280) THE NEGATION COMPLEXITY CONSTRAINT (for Romanian)
For eachsign, there may be at most two negations that are components of theEXCONT
value and have the MAIN value as a component of their nuclear scope.
The INF-STR conditions on NC Let us now consider the effects of the DN PRINCIPLE on the
information structure of the NC reading. The formulation in(278) does not exclude the possibility of
a NC interpretation meeting the INF-STR conditions of a DN reading as described in the consequent
of (278). The entailment there applies if the utterance getsa DN interpretation. But if the antecedent
is false (in our case, the utterance is interpreted as NC and not DN), the consequent may still be
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true (according to the truth conditions of logical implication). This means that our principle allows
the possibility of a NC interpretation even if one n-word is in focus and the other one represents
background information. We have to exclude this possibility from our grammar.
What we have to ensure for NC readings is that they do not occurin st uctures where the INF-STR
conditions that favor DN are available. This is obtained by means of the constraint below:
(281) THE INF-STR CONSTRAINT ON NC







































































































































































The antecedent of the constraint in (281) introduces the utterance and the two different signs con-
tributing negative quantifiers, and describes the information structure conditions for a DN interpreta-
tion: one sign contributes its LF value on the FOC list of the utt rance (3 ∈ 6 ), the other contributes
its LF value on the BKGR list of the utterance (4 ∈ 7 ). The consequent of the constraint specifies that
the two negative quantifiers must be different from each other ( 5 6= 8 ). Since the NC reading can only
be obtained if the two negative quantifiers get identified, the constraint ensures that the information
structure conditions for DN do not occur with a NC interpretation.
Like in (278), the specifications SPR〈〉 and COMPS〈〉 for both 1 and 2 make sure that the
two objects are either the maximal projections NP or PP or simple Dets, so they always include the
negative determiner.
Note that 1 and 2 could be different projections containing the same negative quantifier: if the
former is a negative determiner and the latter the NP containi g it, 1 6= 2 as required by the an-
tecedent in (281), but the negative quantifier under the two EXC values is the same, i.e.5 = 8 (contra
the consequent of (281)). This case seems to indicate that our constraint is too strong. Note, however,
that the antecedent in (281) also requires that1 contribute itslrs 3 to the FOC list6 of the utter-
ance and2 contribute itslrs 4 to the BKGR list 7 . In our example, this means that the determiner
1 contributes focus, while the NP projection2 above it contributes background information to the
utterance. This is impossible, if we consider that focus andbackground information exclude each
other: it cannot be the case that a node in a tree is in focus, while a igher projection containing it is
in the background, or the other way around. This fact is not accounted for by the present simplified
analysis, but a complete theory of information structure would ensure this. Given such a theory, the
situation described above, where1 is a Det and2 is the NP projection above it, would not be subject
to the INF-STR CONSTRAINT ON NC in (281), as it could not satisfy the INF-STR condition in the
antecedent (3 ∈ 6 ∧ 4 ∈ 7).
Thus the two signs1 and 2 have to be distinct NP/ PP arguments of a verb or simply Dets of
such distinct arguments. If one of them contributes focus and the other background information, the
constraint in (281) rules out the NC interpretation for the two negative quantifiers they carry.
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5.4.3 Interaction with non-negative quantifiers
In Section 3.5, we discussed the scope properties of Romanian negative quantifiers when they interact
with non-negative quantifiers. In this section I show how these properties can be accounted for in
LRS. In particular, I will account for the contrast between the NC reading and the DN reading in
sentence (282a). As I will show, the unavailability of the DNreading in (282b) and (282c) does not
have to do with the semantics and the combinatorics of the negativ quantifiers, but rather with the

















a. NO (student)> FREQUENTLY> NO (book) #NC / DN
b. NO (student)− NO (book)> FREQUENTLY NC / #DN
c. FREQUENTLY> NO (student)− NO (book) NC / #DN





























































































∧ 3a ⊳ 8
As an adverb,frecventmust modify a verb with a specified semantic MAIN value which in our case is
the MAIN valueread′ of the verbnu a citit tagged3a in FIGURE 5.5. Its local semantic contribution
is the constantfreq′ and the INCONT value in the non-local semantics isfreq′( 8). The lexical entry
of the adverb also enforces that the MAIN value of the modifiedv rb be a subterm of the argument of
freq′ (i.e. 3a ⊳ 8 ).
Given the other lexical specifications in (265), we can now derive the LRS-structure of the sen-
tence (282) as inFIGURE 5.7. For interpretation we consider only the case when the subject negative
quantifier takes scope over the object negative quantifier. For the adverbfrecventwe consider all three
scope possibilities: widest scope, intervention between th negative quantifiers and lowest scope. This
gives us the three scope combinations in (284) with their respective interpretations in LRS.
(284) a. 0 = 1 = no(v, α, β) ∧ 8 = 6 = no(w,φ, ψ)
i. DN reading for (282a):
no(x, student′(x), freq′(no(y, book′(y), read′(x, y))))
16The semantics I give forfrequentlyis informal and is based on the example for the quantificationl adverbalwaysin
Richter and Kallmeyer (2007).




EXC 1 no(v, α, β)
INC 2 student′( 1ax)
PARTS
〈
1 , 1a x, 2 , 2a student′
〉






INC 3 read′( 1a, 6a)
PARTS
〈








INC 7 freq′( 8 )
PARTS
〈
7 , 7a freq′
〉






INC 3 read′( 1a, 6a)
PARTS
〈







EXC 6 no(w, φ, ψ)
INC 5 book′( 6ay)
PARTS
〈
5 , 5a book′, 6 , 6a y
〉









3 , 3a, 5 , 5a, 6 , 6a, 7 , 7a
〉









1 , 1a, 2 , 2a, 3 , 3a, 5 , 5a, 6 , 6a, 7 , 7a
〉

∧ 3 ⊳ β ∧ 1 ⊳ 0 ∧ 6 ⊳ 0 ∧ 7 ⊳ 0
Figure 5.7: LRS analysis ofNiciun student nu a citit frecvent nicio carte(without the NM)
ii. NC reading for (282a):
#
b. 0 = 1 = no(v, α, β) ∧ 8 = 3 = read(x, y)
i. DN reading for (282b):
6 = β: no(x, student′(x), no(y, book′(y), freq′(read′(x, y))))
ii. NC reading for (282b):
6 = 1 = 0 : no((x, y), (student′(x), book(y)), freq′(read(x, y)))
c. 0 = 7 = freq′( 8)
i. DN reading for (282c):
8 = 1 ∧ 6 ⊳ β: freq′(no(x, student′(x), no(y, book(y), read(x, y))))
ii. NC reading for (282c):
8 = 1 = 6 : freq′(no((x, y), (student′(x), book(y)), read(x, y)))
The scope interaction in (284a) represents the reading in (282a): the operatorfreq′ intervenes
between the two negative quantifiers. In the LRS tree this means that the subject negative quantifier
takes widest scope (i.e.0 = 1 ), while the object negative quantifier takes narrow scope with respect
to the adverb (i.e.8 = 6 ). The LRS constraints inFIGURE 5.7 make only the DN reading available for
this scope interaction. Given the two identities0 = 1 and 8 = 6 , the NC reading cannot be obtained,
since the two negative quantifiers cannot be identified:1 6= 6 . If we enforce this identity, we obtain
0 = 1 = 8 = 6 which entails that the EXCONT value of the sentence is in the scope offreq′ (i.e. 7
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= freq′( 0 )). This violates the constraint7 ⊳ 0 imposed by the second clause of the LRS EXCONT
PRINCIPLE on the utterance inFIGURE 5.7. In conclusion, the present LRS analysis correctly predicts
that the NC reading is unavailable for two negative quantifiers if a non-negative operator intervenes
between them (see (282a)).
The scope interaction in (284b) is the representation of (282b): the operatorfreq′ takes lowest
scope. In LRS this interaction is obtained iffreq′ only takes scope over the INC value of the verb (i.e.
8 = 3 , so 7 = freq′(read(x, y))). Two interpretations are associated with this order of theop rators,
depending on the interaction between the two negative quantifiers: DN and NC. The DN reading
obtains if the object negative quantifier appears as the nuclear scope of the subject negative quantifier
( 6 = β). The NC reading occurs if we identify the two negative quantifiers and thus obtain:6 = 1 =
0 . Both readings are predicted to occur in the LRS analysis.
Similar predictions are made with respect to the scope interac ion in (282c), given for LRS in
(284c). Here the operatorf eq′ takes widest scope, so0 = 7 = freq′( 8). The value of8 is determined
by the scope interaction between the two negative quantifiers: the subject can outscope the object and
thus give a DN reading (see 284ci), or the two can get identified giving rise to the NC reading (284cii).
As can be observed in (284b) and (284c), the LRS analysis predicts that if the non-negative op-
erator does not intervene between the two negative quantifiers, then they should have the same scope
interpretations as in sentence (264a), where there is no other perator besides the negative quantifiers.
However, the data in (282b) and (282c) seem to indicate that the present analysis overgenerates, since
the DN reading is not available in either of the two orders of the three operators. Restricting the in-
terpretation of such structures is possible in LRS. Nevertheless, I will show below that this should not
be done in the LRS analysis, since the unavailability of the DN reading in these cases does not have
to do with the semantics of the quantifiers and their scope interac ion. Rather it can be explained by
the interplay between the linear order of the quantifiers andthe information structure of the sentence
in determining the relative scope of the operators.
Let us concentrate on the DN interpretation in (284bi). If weconstrain its unavailability in the
LRS analysis, this interpretation will be ruled out for every sentence in which two negative quantifiers
and a non-negative operator exhibit this scope interaction. This result contravenes the fact that such a
reading is possible in the contexts in (285) and (286):



























NO > NO > FREQUENTLY: ‘For no student is it the case that he has no col-
league whom he visits frequently. = Every student has a colleagu whom he visits
frequently.’



































NO> NO> MANY: ‘For no writer is it the case that there is no student to whom
he recommended many books. = For every writer there is a student to whom he
recommended many books.’
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Given the primarily NC nature of Romanian and the complexityof the scope interaction between
three operators, the sentences in (285b) and (286b) are difficult to interpret. But the DN reading is
available and this contrasts with (282b). The only difference between (285b)/ (286b) and (282b) is the
linear order of the operators in the sentence: the non-negativ operator does not intervene between the
negative ones in the former, but it does in the latter.
In view of the discussion in Section 3.5 we can explain these effects by appealing to the influence
of the surface linear order on the scope of quantifiers in Romanian. In (285b)/ (286b), the operators
are interpreted in their surface linear order, so what makesthe interpretation difficult is the interaction
between the special information structure requirements ofthe DN reading and the difficulty to process
the scope interaction between three independent operators. In (282b) we have an additional compli-
cation: the surface linear order is different from the orderof the scope interaction. In particular, the
object negative quantifier follows the adverbf ecvent. As discussed in Section 3.5, for the negative
quantifier to take scope over the other operator in this case,it has to be emphasized which means that
it will bear focus. But a DN reading requires the low scope negative quantifier to carry background
information which correlates with its being deaccented. These two conditions obviously exclude each
other, which explains why DN is unavailable in (282b).
A similar explanation can be offered for the unavailabilityof the DN reading in (282c). For the
subject negative quantifier precedingfrecventto be able to take narrow scope, it must be deaccented.
But this contravenes the information structure condition fr DN readings which requires that the wide
scope negative quantifier carry focus information and thus be accented (see the discussion in the
previous section).
An exhaustive theory of quantifier scope in Romanian would have to take into account this inter-
play between the surface linear order, the scope interaction between the operators, and the information
structure. Together with the LRS analysis here, this would account for the interpretations available for
sentence (282). The present LRS account allows us to derive the NC reading and to rule out the DN
reading in (282a) and predicts that the semantics of the operators involved is compatible with both a
NC and a DN reading in (282b) and (282c).
5.5 The analysis of the NM
In the first part of this chapter the analysis of NC in Romanianwas limited to the interpretation of
n-words. In what follows, I concentrate on the syntax-semantics of the NMnu and its role in NC.
There are three issues that need to be clarified with respect to the NM: 1) its negative semantics
outside NC (287a); 2) its lack of negation in the presence of n-words (287b) and 3) its obligatoriness
in NC constructions (287c). These three properties are illustrated by the data below:











‘Some student didn’t come.’











i. ‘No student came.’ (NC)
ii. # ‘No student didn’t come.’ (#DN)
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‘No student read the book.’
In Section 5.5.1 I summarize the semantic behavior ofnuas discussed in Chapter 3 and I draw the
conclusion that it contributes negation in the absence of n-words, but not when n-words are present.
The syntactic ambiguity ofnubetweennuNM andnuAdv – pointed out by Barbu (2004) and presented
here in Section 5.5.2 – leads to the question whether we can posit lexical ambiguity ofnu between
nuNM , specific to NC and always non-negative and the negativenuAdv . This would mean that (287a)
containsnuAdv , different from the non-negativenuNM in (287b). But in Section 5.5.3 data concerning
the licensing of NPIs and PPIs indicate thatnuNM is also possible in contexts like (287a), so it can
contribute sentential negation, and thus the generalization that the NM contributes negation outside
NC but not with n-words must be maintained and accounted for.
In Section 5.5.4, I propose a generalized quantifier analysis ofnuNM as NO0 and I provide a way
to integrate it in the resumption analysis of NC. The LRS analysis in Section 5.5.5 accounts for the
lack of DN readings withnuNM and n-words. In Section 5.5.6, I account for the obligatoriness of the
NM in NC by means of a NC constraint which enforces the presence of the NM on the verbal head of
an utterance whose semantics contains a negative quantifier.
5.5.1 The semantic behavior ofnu
In this section I review the semantic behavior ofnu both outside NC and within NC contexts. As
we will see,nu is clearly negative outside NC. With n-words it usually doesnot visibly contribute
negation, since, as indicated before, it does not trigger DNwith an n-word. Sonu’s negation always
concords with that of n-words in NC constructions.
A discussion on marginal sentences where forcing the andi-additivity of nuover n-words results in
a DN reading leads to the conclusion that in this case, it is not the NMnu, but a homonymous modifier
nu that triggers DN with n-words. We thus have to distinguish betwe n two syntactic instances ofnu:
nuNM andnuAdv . This will be addressed in the next section.
Outside NC Nu is the common marker for negation in Romanian. Its presence turns an affirmative




















‘The students did not read the novel.’
The negative properties ofnu are verified by the antimorphicity test presented under (104c) in
Chapter 3, p. 75. As can be seen in (289) and (290), the interpretation ofnu taking scope over a dis-
junction is equivalent to the conjunction of the negated disjuncts (indicating anti-additivity and thus,
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meeting the first condition of antimorphicity), andu taking scope over a conjunction is equivalent to














































































= ‘The students haven’t read novels or the students haven’t rad poems.’
Within NC Considering the two facts above, the negative semantics ofnu is obvious outside NC.
But when n-words are involved, the situation becomes less clear. We saw in Section 3.4.2 that in
denial contexts two n-words get a DN interpretation. In the same kind of context,nu was unable to
yield DN in combination with an n-word (see (171) vs. (172), p. 95). (291) and (292) below illustrate
the same contrast between the n-words (repeating the example in (268)) andnu:












‘One/A student read no book.’










‘No student read no book. (= Every student read some book.)’ (DN/ # NC)












‘One/A student didn’t read the book.’










i. # ‘No student didn’t read the book. (Every student read thebook.)’ (# DN)
ii. ‘No student read the book.’ (NC)
The interpretation of (292b) contrasts with that of (291b) because DN is not available, although the
sentence contains two negative elements:nu and niciun student, and a previous negative context
favorable to DN.
17Recall that there is one more reading available for (289a) and (290a), where the disjunction/ conjunction occurs between
two sentences, of which the latter is elliptical. This reading was the only possible one in case the disjunction involvestwo
n-words: see (132), p. 83.
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At the same time, as indicated in Chapter 3, p. 83, the anti-additive properties ofnu – illustrated
for instance in (289) above – are not available once n-words are involved. If in (289) the bare nouns
are replaced by n-words, the semantic identity between the negated disjunction in (289a) and the
conjunction of negated disjuncts in (289b) does not hold anymore. The only natural interpretation of











































































= ‘The students read no novel or the students read no poem.’
In Chapter 3, I referred to the reading in (293c) as elliptical, because the disjunction seems to co-
ordinate two negative propositions, and thus outscopes theNM. At the same time, I noted that an
anti-additive interpretation of the sentence in (293a) is marginally possible, but in this casenu bears
stress and denies the disjunction between the two n-words, so the interpretation ends up being affir-
mative (i.e. DN):
















































































‘It is not true that the students read no novel and it is not true hat the students read
no poem. (= The students read novels and the students read poems.)’
(294a) is only marginally grammatical, for reasons that have to do with the licensing of the two n-
words. As we will see in Section 5.5.2,nu in (294a) is syntactically different from the NMnu (cf.
Barbu (2004)): it is an adverb. This explains the reduced gramm ticality of (294a) in comparison to
(293a). In the latter we have the NM licensing the n-words, sothe sentence is grammatical. In the
former, the n-words are not licensed by a NM, becausenu is an adverb. Since the anti-additivity test
196 CHAPTER 5. THE HPSG ANALYSIS OF ROMANIAN NC: AN LRS ACCOUNT
in (293a) shows the NMnu not to be anti-additive, it means that its negative semantics is not attested
in NC contexts.
The data in (292) and (293), compared (291) and (289), respectively, indicate that the NM does not
contribute negation in the presence of n-words: it does not yield DN in combination with a negative
quantifier, and it does not have anti-additive properties inNC. But the NM does not always lack
negative content, given the properties illustrated in (288) and (289)-(290). Alternatively, we could
claim thatnu is lexically ambiguous: negative when it appears alone, andnon-negative in NC. As
already mentioned and as we will see in Section 5.5.2, there is evidence for a syntactic ambiguity of
nu between the NM status and adverbial status. Barbu (2004) argues that the former is a verbal affix,
while the latter is an adverb and functions as a modifier. If one could show that the contexts in (288)
and (289)-(290) contain the adverbnu and not the NMnu, then lexical ambiguity would be a path
to follow. But as we will see below, the NMnu is not excluded in (288) and (289)-(290), so it does
contribute negative semantics in these contexts. Let us first address the syntactic properties and the
ambiguity ofnu.
5.5.2 The syntactic status of the NM
The discussion on the semantic contribution ofu led to the hypothesis that it may be lexically ambigu-
ous. This would explain its contradictory semantic behavior, expressing negation in some contexts but
not in others. In this section I address the syntactic ambiguity of nu, as noted in Barbu (2004), and I
investigate the possibility of relating this to its semantic ambiguity documented above. In the end, we
will see that the two ambiguities do not fully overlap, so we cannot conclude that the syntactic item
nu which acts as a NM is always non-negative, as the NC constructions seem to suggest.
The second aim of this section is to determine the syntactic status of the NMnu, an important
piece for the HPSG analysis of the NM in NC constructions which will be developed in Section 5.5.6.
The conclusion will be that the NM is a verbal affix, so in HPSG terms, it attaches to the verb by a
lexical rule.
The ambiguity of nu In reply to Monachesi (2000)’s analysis of the Romanian negation nuas a full
lexical item playing the role of a VP modifier, Barbu (2004) argues for the ambiguity ofnu between
a modifier and a verbal affix. Her distinction correlates withthe difference between an adverbnu and
the negative markernu. The formernu will be marked in the following examples as “nuAdv” and the
latter as “nuNM ”.
The important difference between the two items is the ability to license n-words which charac-
terizes onlynuNM (see (296) vs. (295)). This correlates withnuNM ’s occurrence exclusively within
the “verbal complex”18, while modifiernuAdv easily modifies constituents of any category (e.g. NPs,




































‘John is not the guilty one here.’
18For Romance languages including Romanian, the term has beenmostly employed in Barbu (1999), Monachesi (2000),
Abeillé and Godard (2000), Abeillé and Godard (2003), among thers. Here it will be used to cover all the elements (lexical
and grammatical affixes) which function as a single lexical unit together with the verb.





































The syntactic distinction between the two homonymousn ’ is further supported bynuAdv replac-
ing negative adverbs likenicidecum(‘not at all’) or ı̂n niciun caz(‘by no means’) in (297a), which is





































The ungrammaticality of (297b) casts doubt on the idea thatnuNM may be a VP modifier likenuAdv .
In addition to this,nuNM is in complementary distribution with the prefixne-in non-finite verb forms:
































The data in (297) and (298) indicate that a syntactic distinctio needs to be made betweennuAdv , a full
lexical item syntactically acting as a modifier, anduNM , an affixal item, part of the verbal complex.
Following Barbu (2004), further arguments can be brought tosupport this generalization: as an
affix, nuNM in (299a) and (300a) follows the infinitive markera and the supine markersă, while
nuAdv , as a modifier, precedes them in (299b) and (300b):
19The n-wordnimeni in (297a) may be grammatical, but with an interpretation different from the NC reading triggered
by nuNM in (297b). In (297a) the effect would be DN betweennuAdv andde la nimeni. So the n-word cannot be licensed
by nuAdv the way it is typically licensed by the NM in (297b).




































































‘I asked you not to tell lies, but to tell the truth.’
While nuAdv modifies the whole VP and thus precedes it,nuNM intermingles with other components
of the verbal form (like the infinitive and the subjunctive marker), thus emerging as a morpho-syntactic
part of the verbal complex.
A further difference between the twonu’s concerns the ability to act as a pro-form in ellipsis.
This characterizesnuAdv , but notnuNM . In (301), the second disjunct can be completely replaced by
nuAdv or the negative adverbnicidecum. In the same contextnuNM is ungrammatical, because as an















































Finally, this distinction correlates with morpho-phonological differences. In most of the examples
above (e.g. (295), (297a), (298b), (299b)),nuAdv is employed with a contrastive role: to emphasize
that something is not the case, and that something else holdsinstead. As a consequence,nuAdv always
bears stress, and it never reduces phonologically ton-. By contrast,nuNM does reduce ton- when it




























‘John didn’t chase any mosquito away.’
This discussion on the ambiguity ofnuallows a better description of the properties of the NM, the
unambiguousnu involved in NC constructions: it only appears within the verbal complex, and there
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are well-defined constraints on its exact position20 (see for instance (299a) and (300a)). It cannot be
substituted by lexical adverbs (297b), on the contrary, it is n complementary distribution with the
prefix ne- (298). Finally, it cannot appear without its verbal host (301b), and it reduces ton- if the
following phonological context favors it (302b). As a consequ nce of these properties, I conclude
with Barbu (2004) that the NM is an affix. In the HPSG account inSection 5.5.5, the NM will be
attached to the verb by means of a lexical rule.
DIGRESSIONTerminological clarifications Given the diverse literature discussing various kinds of
negation (see Klima (1964), Horn (1989), McCawley (1991), Kim and Sag (2002), to mention only
a few for English), some terminological clarifications are in order. It is necessary to determine to
what extent the distinction made here with respect to Romaniannu may relate to some of the notions
already proposed in the literature.
The discussion on (302) concerninguAdv ’s usual contrastive role is reminiscent of McCawley’s
(1991) notion ofcontrastive negation, standing fornot X but Yconstructions. But although at first
sight modifiernu could be thought of ascontrastive negation, this does not completely hold. One
reason is that the notion of contrastive negation in McCawley’s view refers to the whole construction,
not only to not [X], and thus presupposes the existence of two constituents that fill one syntactic
position. Even if this is most often the case with modifiernu in Romanian, the second part (but Y) is
not obligatory (see (295b) and (299b)). Another argument against the correlation betweennuAdv and
contrastive negation is that the latter also covers Englishca es like (303a) (McCawley (1991), p. 190)
which in Romanian may be expressed by means ofnuNM , as (303b) indicates:













‘You shouldn’t drink coffee, but milk.’
In conclusion, contrastive negation in English does not fully correspond to modifiernuAdv in Roma-
nian, and syntactically it involves a more complex structure.
The data in (295) and (297) concerning the syntax ofnuAdv may lead to associating it with what
Kim and Sag (2002) describe asconstituent negation notin English, andne-pasin French. Although
such a generalization is not groundless, given the diversity of he constituents thatnuAdv can modify,
it should be noted that Kim and Sag’s distinction is basically established betweenfiniteandconstituent
negation and this does not correlate with the distinction betwe nnuNM andnuAdv in Romanian. First
of all, sentential negation in English/ French, unlike the Romanian NMnuNM , is a full lexical item21,
optionally selected by the verb as a complement.22 But most importantly,constituent negationin
Kim and Sag (2002) is used to cover modification of non-finite constructions, like in (304a), which in
Romanian can easily employ thenuNM as well as the modifiernuAdv , but with different interpretations
(see (304b) and (304c)):



















‘Not speaking any foreign language is a disadvantage.’
20More on the position of the NM will be given in Section 5.5.6, when formulating the NM Lexical Rule.
21See Kim and Sag (2002)’s arguments (p. 24) against positing amorphological unit between the verb andot/ pas.
22For more details, see also Abeillé and Godard (1997) and Sag(to appear).





































‘Not speaking a foreign language, but speaking the languageof the country where
you are is the biggest advantage.’
In conclusion,constituent negationof Kim and Sag (2002) for English and French cuts across both
cases of the Romaniannu: modifiernuAdv and NMnuNM . Still, the syntactic analysis of modifiernu
should be similar to that of constituent negationnot.
5.5.3 IsnuNM non-negative?
In Section 5.5.1 we concluded that the NMnu does not contribute negation in the NC context (e.g.
(287b) repeated below as (305)). Butnu is undoubtedly negative in non-NC contexts like that of
sentential negation (e.g. (287a) repeated below as (306)).In view of the syntactic ambiguity ofnu
described in the previous section, the question now is whether the syntactic ambiguity ofnucorrelates
with its semantic ambiguity illustrated in (305) and (306).











i. ‘No student came.’ (NC)












‘John didn’t read the book.’
Given that the licensing of n-words is an important criterion f r the syntactic distinction between
nuNM andnuAdv , in (305) we can only havenuNM . But nu in (306) could be bothnuNM andnuAdv .
The latter would bear stress and would modify the VP constituent, the former could be phonologically
reduced ton-.
If we can determine that actually onlynuAdv is possible in (306) and thatnuNM is excluded, we
can argue for a lexical ambiguity ofnu that has both syntactic and semantic effects. This would mean
that onlynuAdv is semantically negative and plays the role of sentential negation and thatnuNM is
restricted to NC contexts and is non-negative.
The semantics ofnuAdv The negative semantics ofnuAdv cannot be doubted, since it is the only
negative element in the contexts where it appears: unlikenuNM , it does not license n-words. In
some special contexts wherenuAdv modifies an n-word, it creates a contrast, so it triggers a DN

























‘John did not do nothing for this party, he did quite a lot.’
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Coming back to the anti-additivity ofnuwith respect to n-words in (294) repeated below as (308),
we may now conclude that it isnuAdv that triggers anti-additivity and DN with respect to the disjunc-
tion of the two n-words:















































































‘It is not true that the students read no novel and it is not true hat the students read
no poem. (= The students read novels and the students read poems.)’
In (308a),nuAdv modifies the whole VPau citit niciun roman sau nicio poeziencluding the disjunc-
tion of the two n-words. This way we can also explain the marginality of the sentence which is due to
the absence of a NM licensing the two n-words.
In conclusion, for the sentence in (293a) discussed above, if nu is the syntactic itemnuNM , then
anti-additivity with respect to n-words is never availableand the only interpretation is the one with
ellipsis (293c). This fact apparently brings support for ouassumption thatnuNM may never con-
tribute negation, so it would be excluded in (306). However,as we will see below, evidence from NPI
licensing indicates thatnuNM is not excluded in those contexts where we have sentential negation,
sonuNM is allowed in (306) and it can contribute negation. Consequently, it is only the presence of
n-words that preventsnuNM from contributing negation in NC.
The negative semantics ofnuNM In order to check ifnuNM can appear in contexts without n-words
and contribute negation at the same time, we have to find something that disambiguates betweennuAdv
andnuNM in the absence of n-words. In the previous section we saw thatw ennu appears after the
subjunctive/ infinitive particle it isnuNM (see (299a) and (300a)). In such contexts,nuNM can also




























‘I asked you not to tell the truth.’
Another test that confirms the negative semantics ofnuNM in the absence of n-words is NPI
licensing. An NPI of medium strength likeprea ‘NPI really’ (cf. van der Wouden (1997), Zwarts
(1998)) can only be licensed by sentential negation with or without n-words.23 In all the other contexts
it is used as an intensifier corresponding to the English ‘too’. As an NPI, it appears within the verbal
complex, qualifying as a ‘semi-adverb’ in Ciompec’s (1985)terms. Otherwise, it usually precedes
adjectives or adverbs:
23See also the description of the licensing conditions forprea in CoDII (2008).













































‘This campaign has been too aggressive.’
The NPIpreaalso has a PPI equivalent,cam‘somewhat, pretty’ (see also Avram (1986, pp. 205–
206)). Cam is grammatical in positive contexts, but it is excluded withn-words, sentential negation








































NuAdv apparently cannot license a strong NPI likepr aoccurring in the constituent that it modi-
fies, and it is grammatical with the PPIcam, so it does not interact with the licensing conditions for
NPIs and PPIs (see (312a)). By contrast,nuNM licenses the NPIpreaand is ungrammatical with the
















































‘He started not to really skip classes (anymore).’
Another NPI - PPI pair, also mentioned by Avram (1986), is that of deĉıt ‘but’ vs. numai ‘only’.
Like preavs. cam, nuAdv is compatible with the PPInumai, but cannot license the NPIdeĉıt, while



























‘He has not started to eat only dairy products, but to avoid fat.’



















‘He started not to eat anything else but dairy products.’
In view of the data in (312) and (313),nu in (310a) and (311a) can only benuNM . This means
that, despite the syntactic ambiguity ofnu, sentential negation contexts most often involvenuNM , so
there is no doubt that the latter has negative semantics.
In conclusion, we cannot argue for a lexical ambiguity ofnu between non-negativenuNM and
negativenuAdv . NuNM is negative in contexts where no n-words are present.
5.5.4 The semantic analysis of the NM
We now have to explain why the negation of the NM is lost when n-words are present. We need
account for the lack of DN readings between the NM and n-words(305) and the lack of anti-additivity
over n-words (293).
First of all, note that DN readings are not always excluded betwe n the NM and an n-word. If the
NM appears in a negative question and the answer is an n-word,the interpretation of the answer is DN
and not NC: see (314). Thus it is only in NC constructions thate NM does not yield DN readings.


















i. ‘Nobody should not come. (= Everybody should come.)’ (DN)
ii. # ‘Nobody should come.’ (NC)












































































= ‘The students read no novel or the students read no poem.’
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The NM does exhibit anti-additivity in the absence of n-words. The fact that the subjunctive marker

































































= ‘You should not read these magazines or you should not read those newspapers.’
As we see in (316c), the elliptical reading for the disjunction s always available, so it does not only
occur with n-words like in (315c). With the n-words in (315),the anti-additive reading is blocked by
the presence of the n-word.
In conclusion, the NM carries negation, but within NC its semantics obligatorily concords with
that of the n-word.
The NM within polyadic quantification To express the negative semantics of the NM, I follow
de Swart and Sag (2002) and represent it as a generalized negative quantifier NO, similar to the one
carried by n-words. The difference is that the quantifier expr ssed by the NM is a propositional
operator, so it does not bind any variable, has no restriction, and takes a proposition (i.e. a truth
value) to a truth value. In Lindström’s classification summarized in Section 2.1,TABLE 2.3, p. 17 it
takes a0-ary relation to a truth value, so it is a type〈0〉 quantifier. FollowingCONVENTION 4.1, we
abbreviate it as NO0. The semantics of NO0 can be derived from the general semantics of NOk given
in DEFINITION 4.2, repeated below:
Definition 4.2 (p. 112) The semantics of NOk
For a domainE, for everyA1, A2, ..., Ak ⊆ E, R⊆ Ek:
[NOk] (A1×A2×...×Ak , R)= 1 iff ( A1×A2×...×Ak) ∩ R= ∅
The polyadic quantifier NOk denotes the empty intersection between thek-ary Cartesian product on
the domainE and anotherk-ary relationR. This means that the quantifier NO0 denotes the empty
intersection between the0-ary Cartesian product on the domainE and another0-ary relationR. Since
the0-ary Cartesian product on the domainE is E0, the singleton set{()}, we can derive the semantics
of NO0 as below:24
Definition 5.9 The semantics of NO0
[NO0] (E0 , R)= 1 iff E0 ∩ R= ∅
⇔ [NO0] (E0 , R)= 1 iff {()} ∩ R= ∅
⇔ [NO0] (E0 , R)= 1 iff R= {}= ∅
24See also the discussion with respect toTABLE 2.2 in Section 2.1, p. 15.
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Given the fact that{} = 0/ false and{()}= 1/ true, the semantics of NO0 is the same as that of the
logical negation: it is true only of false propositions.
Consider the semantics of the NM together with that of the twon-words in sentence (199a),
p. 111, repeated in (317). There are three NO quantifiers thatundergo resumption: NOSTUDENTE
and NOBOOKE of type 〈1, 1〉, corresponding to the two n-words, and NOE0 of type 〈0〉, the NM.
The resumption mechanism available in Section 2.1 cannot account for resumption of quantifiers of
different types.DEFINITION 2.15 refers tok-ary resumption of type〈1, 1〉 quantifiers. To allow type
















‘No student read any book.’
Definition 5.10 Resumption of type〈1, 1〉 and type〈0〉 quantifiers
For a domainE, A1, A2, ..., Ak ⊆ E, R ⊆ Ek, resumption of a k-sequence of type〈1, 1〉
quantifiersQ and an l-sequence of type〈0〉 quantifiersQ is given by:
Resk(Q)
A1,A2,...,Ak




The formula by which resumption ofk type 〈1, 1〉 quantifiers andl type 〈0〉 quantifiers is derived is
identical to that ofk-ary resumption inDEFINITION 2.15, p. 32. So type〈0〉 quantifiers add nothing
to the complexity of a resumption of type〈1, 1〉 quantifiers. This is expected if we recall that the
restriction and the nuclear scope of〈0〉 quantifiers are subsets ofE0 (seeDEFINITION 5.9). Thel-
Cartesian product ofE0 is E0 and the Cartesian product ofEk and E0 is Ek (LEMMA 5.1), so the
presence of〈0〉 quantifiers in a resumption does not change the type of the polyadic quantifier.
Lemma 5.1
i. l-Cartesian product ofE0: E0 × E0 × ...× E0
︸ ︷︷ ︸
l-times
= E(0+0+...+0) = E0
ii. Cartesian product ofEk andE0: E× E× ...× E
︸ ︷︷ ︸
k-times
× E0 = E(k+0) = Ek
5.5.5 The LRS-analysis
We now express the semantics of the NM in LRS terms, so that we can integrate it in the LRS analysis
of Romanian NC developed in Section 5.4. We first have to enrich the lexical specification of negated
verbs with the negative quantifier NO0, contributed by the NM.26 Let us account for the sentential
negation context given in (287a) and repeated below as (318). The lexical specification for the verb
nu a venit(‘NM has come’) containing the negative quantifier is given in (319).27
(318) Sentential negation
25See de Swart and Sag (2002, p. 399) for a more general definition of resumption as applying to a sequence ofk type
〈n, n〉 quantifiers andl type〈m,m〉 quantifiers.
26The lexical rule by which a verb becomes negative will be discus ed in Section 5.5.6.
27As will become clear in Section 5.5.6, the lexical specification in (319) is not a lexical entry, but a description of the
output of the lexical rule in (327) that attaches the NM to a verb.











‘Some student didn’t come.’
























































INC 3 come′( 1a)
PARTS
〈































∧ 7 ⊳ 0 ∧ 3 ⊳ δ
The negative quantifier NO0 appears on the PARTS list of the verb. In order to ensure that the NM
negates the verb, we constrain the INC value of the verb to be asubterm of the nuclear scope of NO0,
i.e. 3 ⊳ δ. The negative quantifier contributed by the NM has an empty lis of variables, so I assume
that the local semantics of verbs does not contribute a variable (contra Sailer (2004)).28 Within the
present HPSG grammar, I extend the value of the attribute SS| LOC | CONT | INDEX | VAR from
variableto a more general sortvar(iable)-valuewith two subsorts:variablefor NPs andno-var(iable)




If we consider that the NPun student(‘a student’) is similar to the NPniciun student(‘no student’)
described inFIGURE 5.4 with the difference that it carries an existential quantifier and not a negative
one, we represent the sentence (318) as inFIGURE 5.8. There are two possible interpretations for this
sentence depending on the way we disambiguate the value of0 in FIGURE 5.8:
(321) a. some(x, student′(x), no((), (), come′(x)))
0 = 1 ∧ 3 = δ ∧ β = 7
b. no((), (), some(x, student′(x), come′(x)))
0 = 7 ∧ 3 = β ∧ δ = 1
28This choice is meant to fit the grammar we have defined so far, inwh ch quantifiers only bind individual variables of
typee. Introducing an event variable for verbs would modify the semantic type of the quantifiers. While this may turn out
to be useful especially for an exhaustive account of NC including adverbial n-words functioning as modifiers, I restrictthe
discussion here to nominal n-words functioning as arguments a d to generalized quantifiers binding variables of typee.
29A similar specification is suggested in Sailer (2004, p. 206)for the defective PHI value of verbs which is of sortno-phi.




EXCONT 1 some(v, α, β)
INCONT 2 student′( 1ax)
PARTS
〈
1 , 1a x, 2 , 2a student′
〉






INCONT 3 come′( 1a)
PARTS
〈











1 , 1a, 2 , 2a, 3 , 3a, 7
〉

 ∧ 3 ⊳ β ∧ 1 ⊳ 0 ∧ 7 ⊳ 0
Figure 5.8: LRS analysis of (318)Un student nu a venit
In the first reading the existential quantifier has wide scopever negation, in the second one the
order is reversed. This means that in the former case it is theno quantifier that appears in the nuclear
scope ofsome, in the latter,some is in the nuclear scope ofno. In Romanian, only the first reading is
available for a sentence like (318), i.e. existential quantifiers co-occurring with negation must outscope
it. This has to do with the interaction between existential quantifiers and negation, which we discussed
in Section 3.5.1. Thus the reading in (321b) should be excluded by language-specific principles which
determine the possible scope interpretations of two quantificational operators. But in principle the
reading is available inFIGURE 5.8.
Let us now consider the analysis of a NC sentence as the one in (287b), repeated below:











i. ‘No student came.’ (NC)




EXCONT 1 no(v, α, β)
INCONT 2 student′( 1ax)
PARTS
〈
1 , 1a x, 2 , 2a student′
〉






INCONT 3 come′( 1a)
PARTS
〈











1 , 1a, 2 , 2a, 3 , 3a, 7
〉

 ∧ 3 ⊳ β ∧ 1 ⊳ 0 ∧ 7 ⊳ 0
Figure 5.9: LRS analysis of (322)Niciun student nu a venit
The LRS representation of the sentence is given inFIGURE 5.9. It differs from the previous
representation in that the NP contributes a negative quantifier. Since now we have two generalized
quantifiers of the same sort (i.e.no), we can also identify them (like in the case of the two n-words in
FIGURE 5.5) and thus obtain the NC reading as the third possible interpretation (see (323c)).
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(323) a. no(x, student′(x), no((), (), come′(x)))
0 = 1 ∧ 3 = δ ∧ β = 7
b. no((), (), no(x, student′(x), come′(x)))
0 = 7 ∧ 3 = β ∧ δ = 1
c. no(x, student′(x), come′(x))
0 = 1 = 7
Next we have to ensure that the NM does not contribute its negation independently of other neg-
ative quantifiers in a sentence, so it cannot trigger DN. By accounting for this, we eliminate the
possibility for the sentence in (322) to get either of the twointerpretations in (323a) and (323b) which
are available in the LRS analysis at this point. As previously discussed, DN in Romanian appears with
two n-words but not between the NM and an n-word. The only difference between the NM and an
n-word in our analysis is the number of variables that are bound by the negative quantifier: while the
NM contributes no variable, an n-word contributes one. Thisdifference can be used to exclude DN
readings with the NM but not with n-words as in the principle below, which is a reformulation of the
NEG CRITERION of Richter and Sailer (2004) for Romanian:
(324) THE NEG CRITERION for Romanian
For every finite verb, if there is a NO0 in the external content of the verb that has scope over
the verb’s MAIN value, then any other negative quantifier in the verb’s external content that
also has scope over the verb’s MAIN value must be on the verb’sPARTS list.










































































The principle in (324) says that once a NO0 quantifier takes scope over the MAIN value of a verb,
any negative quantifier taking scope over the MAIN value of the verb must be on the verb’s PARTS
list. Since the PARTS list of the verb is lexically specified,only lexically contributed quantifiers can
appear on it. The effect of the principle is that the externalcontent of a verb which contains a NO0
cannot contain any other negative quantifier and this excludes DN interpretations with a NO0. The
only situation where an external content value can contain aNO0 is the one in which the negative
marker contributes the only negation in the sentence (e.g. (318)).
The NEG CRITERION for Romanian is weaker than the one for Polish in Richter and Sailer (2004),
because the presence of a NO0 is presupposed in the antecedent. For this reason, it does not acc unt
for the obligatoriness of the NM with n-words. That will be ensured in the syntactic analysis of the
NM in Section 5.5.6. In conclusion, by means of the NEG CRITERION for Romanian we can restrict
the interpretation of the sentence in (322) to the NC readingin (323c).
An important issue concerning the value of0 in FIGURE 5.8 and 5.9 has to do with the way
we determine the list of variables for each quantifier. Whileth constraint in the lexical entry of the
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determinerun/ niciun constrains its variablex to be part of the list of variablesv in the generalized
quantifiersome/no, nothing enforces the list of variables for the type〈0〉 quantifierno to be empty.
This is something that should be ensured by the general LRS theory which should provide an appro-
priate mechanism for handling the variables bound by quantifiers. For a discussion of this matter the
reader is referred to the digression in Section 5.6.
5.5.6 The syntactic analysis of the NM in NC
Our analysis of NC treats the NM as part of NC with no supplementary semantic contribution to
that conveyed by n-words. The assumption that the NM carriesa negative quantifier accounts for its
anti-additive and antimorphic properties and for the fact tha it triggers sentential negation.
But there are two important facts that the semantic theory developed here does not cover. It does
not prevent a second occurrence of the NM in sentence (326a)30,31 and it does not account for the
obligatoriness of the NM with n-words (326b):

















‘The students didn’t read any novel/ the novel.’












I will account for these two facts within an HPSG syntax-semantics interface for NC constructions.
First, a verb will be able to undergo the lexical rule for NM-attachment only once. This is possible
if lexical verbs come with a head feature [NEG –] which is turned into [NEG +] when they undergo
the lexical rule. Second, I will formulate a NC constraint which requires that the head of an utterance
whose EXCONT value contains a negative quantifier be marked as [NEG +]. This means that it must
have a NM.
The NM Lexical Rule Given the affixal status of the NM established in Section 5.5.2, the mecha-
nism by which a verb becomes negative should be part of the lexicon.32 In HPSG this can be done by
means of a lexical rule, in a way similar to the treatment of other verbal affixes like clitics (cf. Miller
30Note thatDEFINITION 5.10, p. 205, in particular, makes the prediction that further occurrences of the NM should not
change the interpretation of a sentence.
31Two occurrences ofnu may be allowed if the first one isnuAdv and only the second one isnuNM like in (325). The

























‘It is not the case that the students didn’t read any novel, tothe contrary they read them all.’
As already suggested by the fact that its negation does not concord with that of n-words (see Section 5.5.3), we have to
assume thatnuAdv ’s negative semantics cannot be expressed by a negative quantifier, but most likely by the logical operator
“¬”. This way its presence will not interfere with the conditions on n-words licensing. This is the desired result, given that
nuAdv has no role in NC.
32A similar conclusion was reached in Kupść and Przepiórkowski (2002) for the Polish NM.
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and Sag (1997), Abeillé et al. (1998) for French, Monachesi(1996), Monachesi (1999) for Italian,
Monachesi (1998) for Romanian).
There are three facts that have to be taken into account by thelexical rule which attaches the NM
to a verb: 1) the impossibility of the NM to attach twice to thesame verb (see (326a)); 2) the presence
of a negative quantifier NO0 contributed by the NM (see sentential negation); 3) the linear order of
the NM with respect to other components of the verbal complex.
We can account for the first property by introducing a head featur NEG(ation) on verbs. Its value
will be “+” for verbs which are marked with negation and “–” for verbs which are not marked. The
lexical entries of verbs are [NEG –], which means that verbs ae affirmative in form. It should be noted
that this feature refers only to syntactic negation, so semantically negative verbs likenega“deny” will
be also [NEG –] in their lexical entry. The NM LEXICAL RULE that attaches a NM to the verb will
turn the verb into [NEG +]. The attribute NEG is only used for ve bs, so it characterizesverbobjects
as the value of HEAD.
Taking all these facts into account, we formulate the NM LEXICAL RULE below:












































































PHON Neg( X )




LF |PARTS 2 ⊕
〈







∧ 1 ⊳ δ ∧ 3 ⊳ 0
In Section 5.5.2 we saw that the NMnu attaches both to finite verbs and to the infinitive, so the
specification [VFORMfin∨ inf] is meant to select only these verb forms as the input of the NMLR.
The negative quantifier contributed by the NM must appear on the PARTS list of the verb having
undergone the NM LEXICAL RULE, so that eventually, via the LRS PROJECTIONPRINCIPLE, it can
become a part of the semantics of the whole utterance. Moreove , this quantifier must be constrained to
be a subterm of the EXCONT value of the verb (3 ⊳ 0 ). This is needed for complex sentences where
the negative quantifier lexically contributed by the NM of the embedded verb should be prevented
from taking scope in the matrix clause (see Section 5.7 for discussion). The lexical rule also enforces
the INCONT value of the verb to be a subterm of the expression representing the scope of the negative
quantifier contributed by the NM (1 ⊳δ). This way the verb is always interpreted in the scope of the
negation contributed by the NM.
TheNeg function specified in (328) describes the phonology of the verb after the NM is attached
including the environment followingnu which favors its reduction ton-. This includes the clitico
“her”33 and auxiliary verbs starting with the vowelsa or o. All these items are collected in Ha/o, the
set of phonological hosts which start witha or o. TheNeg function attachesnu to a stem which does
33Since the NM precedes the clitics in the verbal complex, the lexical rule by which clitics attach to a verb should
be enforced to apply only to non-negated, i.e. [NEG –], verbs. This is compatible for instance with the “Complement
Cliticization Lexical Rule” in Monachesi (1998, p. 109).
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not start with any of the elements in Ha/o and attachesnu or n to a verb form which starts with one
of these elements:
(328) TheNeg Function




⊕ X in case X /∈ Ha/o and

























































The NC Constraint In Chapter 3 we concluded that the NM does not play a semantic role in the
licensing of n-words. Its obligatory co-occurrence with n-words was explained as a condition of
syntactic licensing: the presence of an n-word requires thepresence of the NM on the verb (see
(326b)).
Given the feature NEG, which indicates whether a verb has a NM, we can now enforce the pres-
ence of the NM on finite verbs taking n-words as arguments. An n-word contributes a negative quanti-
fier so the EXC value of the sentence in which the n-word appears will contain that negative quantifier
as well (see the EXCONT PRINCIPLE). As the verbal head of a sentence has an EXC value token-
identical with that of the sentence itself, the negative quantifier contributed by an n-word is also a
subexpression of the verb’s EXC value. Thus we can formulatethe NC licensing condition directly
on the verb at theword-level: if a verb’s EXC value contains a negative quantifier taking scope over
its MAIN value, that verb must be [NEG +]. The effect is that a finite verb is not allowed to have
a negative quantifier in its semantics, unless it also carries a feature [NEG +] on its head. All verbs
are lexically specified [NEG –], so an n-word can only co-occur with a verb that has undergone the
NMLR. We can formulate this restriction as the NC CONSTRAINT below. The possibility for an
embedded n-word to be syntactically licensed by the NM on thematrix verb will be addressed in
Section 5.7.
(329) THE NC CONSTRAINT (NCC)











































∧ 2 no(v, α, β) ⊳ 0 ∧ 1 ⊳ β
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Note that sentences with the NM contributing sentential negation obey the NCC, since their se-
mantics contains a negative quantifier NO0 and their heads are marked as [NEG +]. But utterances
that contain at least one n-word and no NM are [NEG –], so they ar ruled out by the NCC.
Two remarks are in order here. First, note that the NCC in (329) rules out sentence (307) repeated
below as (330), as the n-wordnimic occurs in the absence of the NM on the verb. This is due to the
presence of the modifiernuAdv which creates an island for the licensing of the n-word. Other syntactic
islands for NC are relative and adverbial clauses (see Section 3.3.3). But in those cases, I showed that
the n-word cannot be licensed by the main clause NM: the presenc of a finite verb in the relative/
adverbial clause imposes licensing of the n-word by a clausemat NM on that finite verb. Unlike
with relative and adverbial clauses, the n-word in (307) does not need to establish a NC relationship
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with the finite verb, as it is separated from the latter by the modifier nuAdv : the syntactic island in
which the n-word appears does not contain a finite verb and consequently, the n-word is free to occur
unlicensed. This example is comparable with other contextslacking a finite verb where n-words can

























‘John did not do nothing for this party, he did quite a lot.’
In this thesis, I have not investigated the n-word licensingconditions in details, so a full analysis
of the syntactic islands that prevent the typical licensingconditions for n-words is not aimed at here.
For (330) one would need to introduce a disjunction in the consequent of the constraint in (329) that
also allows an n-word to be modified bynuAdv instead of being licensed by a [NEG +] finite verb.
Further syntactic islands would need to be accommodated in the NC CONSTRAINT as well.
A second remark concerns the way the NCC is formulated. In (329) I relate the licensing of n-
words to the syntactic specification [NEG +], as we independently need this attribute to account for
the impossibility of a verb to acquire two NMs. But the NCC could also be formulated entirely in
the semantics without making use of [NEG +]. To do this, the consequent in (329) would have to
guarantee that the PARTS list of the finite verb contains a negtive quantifier. This negative quantifier
could only come from the verb so it would be an element of the PARTS list only with the condition
of the verb having undergone the NM LEXICAL RULE in (327). In this case the verb would also
be [NEG +], so the effects of the NCC are the same, independently of whether we formulate it with
[NEG +] or with a negative quantifier having to be available onthe PARTS list of the verb.
5.6 Digression. A discussion on variables
There is a technical issue that needs to be clarified in the present account. It concerns the way variables
can be handled in LRS and how this influences the analysis. It was in part raised in Section 5.4.1 with
respect to the order of the variables in a resumptive quantifier and also came up in relation to the
empty list of variables that are bound by the negative quantifier contributed by the NM inFIGURE 5.8,
p. 207.
Let us have a look at what the present LRS theory does with respect to variables. The logical
foundations of LRS tacitly assume quantifiers to be monadic,that is, they bind only one variable.
The literature (see for instance Richter and Sailer (2004) and Richter and Kallmeyer (2007)) only
addresses this kind of quantifiers. By introducing polyadicand type〈0〉 quantifiers, several technical
problems may occur, among which I note the following: 1) spurious ambiguities, 2) variables con-
tributed by different quantifiers getting identified or the same variable being bound by two operators
3) impossibility to determine the empty list of variables for 〈0〉 quantifiers. Some of these problems
are already taken care of, some others need to be solved in thelogical foundations of LRS.
Spurious ambiguities can easily occur due to the VAR and RESTR values of sortlist. Note that our
grammar does not fix the order of the variables and of the corresponding restrictions in a resumptive
quantifier. In (266b), p. 180, where two n-words occur, the resumptive quantifier could also ap-
pear in three other variants: “no((x, y), (book(y), student(x)), read(x, y))”, “ no((y, x), (book(y),
student(x)), read(x, y))” and “no((y, x), (student(x), book(y)), read(x, y))”. The variables may
in principle appear in any order, independently of the positi n/ syntactic role of the NP quantifier that
contributed them. Similarly, the order of the restrictionsis undetermined, and may even be different
from that of the corresponding variables. In a grammar impleentation this indeterminacy would trig-
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ger much undesired ambiguity. In our grammar, this should beharmless as long as the truth conditions
of the utterance are not affected.
The parallelism between the order of the variables and that of the corresponding restrictions could
easily be ensured either globally, in the SEMANTICS PRINCIPLE, or locally, in the lexical entries of
the determiners. But since this adjustment would have no effect on the interpretation of the LRS
structures and would complicate our grammar, we keep the ordr correspondence undetermined. The
important concern with respect to variables and their restrictions is that a variable contributed by one
determiner must be restricted by the predicate contributedby the corresponding N and not by some
other predicate. As apparent in the lexical entry (265a), p.177, our grammar does take care of this.
The order of the variables in a resumptive quantifier could beconstrained to correspond to the
linear order of the NPs or to the syntactic structure of the sentence. If it were related to the linear order,
this could be analyzed in a linearization account followingReape (1994) and Kathol (1995). If it were
related to the kind of syntactic structure (i.e. objects of sort head-struc), the variable contributed by
the subject daughter could, for instance, be taken to appearfirst on any VAR list of a resumptive
quantifier, the one contributed by the direct object as second and so on.
Concerning the second possible problem mentioned above, variables contributed by different
words are taken to be different in LRS, so every new quantifierbrings in a new variable. Thus it will
never be the case that by identifying two monadic quantifierswe end up with only one still monadic
quantifier or that two independent negative quantifiers end up binding the same variable.
The third problem is related to the previous one and concernsthe way we determine that the VAR/
RESTR value of the quantifier contributed by the NM innu a venitin FIGURE 5.8 is the empty list.
The lexical entry leaves the list unspecified and there is no variable that must be a member of this list.
Fixing the value of VAR toelist may not be very important for the structure inFIGURE 5.8. But it
is important inFIGURE 5.9, where in order to exclude the DN readings between an n-word and the
NM, we have to make use of the only difference between the quantifiers they contribute: the number
of variables they must bind. This difference is essential for the NEG CRITERION for Romanian given
in (324). So a mechanism is needed in LRS to ensure at the utteranc level that a quantifier can only
bind those variables that are contributed by the words involved in the structure and if no variable is
enforced to appear on one VAR list, this list must be empty.
5.7 Locality conditions on NC
In Chapter 3 I concluded, among others, that the role of the NMin NC is to mark the scope of
the negative quantifier contributed by an n-word. I showed that e scope of a negative quantifier
appearing in an embedded subjunctive clause is the matrix clause if the matrix verb has a NM (331a),






































‘John asked Mary not to read any book.’
So far I have only considered simple sentences in this chapter. In this section I will briefly show
how we can account for the scope properties of the negative quantifiers contributed by n-words with
respect to the position of the NM in complex sentences.
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Note that a fully developed analysis of contexts like (331) necessitates a logical language that deals
with intensionality. The representation languageTy1 that I defined in Section 5.1 for this grammar
can only describe extensional contexts, since it does not include a type for worlds. For the limited
purposes of this section, I will continue using our languagewithout worlds, since the goal here is not
to offer an account of intensionality, but to simply show howthe syntax-semantics of NC provided
here can account for the licensing conditions between n-words and the NM over subjunctive clause
boundaries.
5.7.1 Licensing of embedded n-words
Let us now have a look at how we can analyze the sentence (331a)with the present apparatus.34 I take
the lexical specifications in (332) forIon ‘John’, Mariei ‘Mary’, nu i-a cerut‘NM CL-has asked’35,
să (subjunctive marker) andciteasc̆a ‘read’. The lexical specification for proper names follow Richter
and Kallmeyer (2007), the one for verbs taking a sentential complement follows Sailer (2006), adapted
to the extensional fragment here. Fornicio carte‘no book’ I follow the example in (265), p. 177. The
lexical entry for the markersă follows Pollard and Sag (1994) to which I add the semantic speification
under LF. For Romanian, we will assume thats˘ is a subsort of the sortmarkedthat we discussed in
Section 2.3, repeated in (333) below. The LRS SEMANTICS PRINCIPLE enforces a marker to identify
its INC value with that of the head, in our case,3 . The INCONT PRINCIPLE enforces3 to be also
an element of the PARTS list and since there is no further semantic contribution from the marker, its
EXC value will be 3 as well. We thus obtain the structure inFIGURE 5.10, p. 217.



































































































b. Lexical entry forMariei:
34The analysis for (331b) does not raise any issues concerningthe licensing of the n-word, which is as in simple sentences.
35I consider the dative clitici ‘her’ to be part of the lexical specification of the verb as theoutput of a lexical rule (see
Monachesi (1998)) similarly to the NMnu. In this sentence the verb still combines with the indirect objectMariei ‘Mary’,
so the presence of the clitic does not affect the valence of the verb. See also footnote 33.







































































































































































































































































INCONT 2 ask′( 1 , 4 , η)
PARTS
〈






































∧ 3a ⊳ η ∧ 2 ⊳ β ∧ 7 ⊳ 10
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At the lowest level in the tree the quantifier NP carries the constraint that its INC value5 be a
component of a member of the restriction listφ of the negative quantifier. This is imposed by the
first clause of the SEMANTICS PRINCIPLE. Moreover, at the embedded VP level the second clause
of the same principle enforces the INC value3 of the verb to be a subterm of the nuclear scopeψ
of the quantifier. This VP will then be marked bysă and the marked VP will become a complement
to the matrix VPnu i-a cerut Mariei ‘NM CL-has asked Mary’. Since the embedded VP is now
a non-head daughter, the first clause of the EXCONT PRINCIPLE constrains its EXCONT value0
to be a member of its PARTS list13. Given the third clause of the LRS PROJECTION PRINCIPLE,
which constrains the PARTS list of a mother node to collect all the PARTS elements of the daughters,
it means that0 will be either identical to3 , the INCONT value of the verbciteasc̆a, or to 6 , the
EXCONT value of the quantifiernicio carte. So we will either have0 = 3 or 0 = 6 . At the S level the
second clause of the EXCONT PRINCIPLE enforces the EXCONT value6 of the negative quantifier
contributed by the n-word to be a subterm of the EXCONT value10 of the whole sentence.
Interpretation Given these constraints together with the ones carried by the lexical specifications
in (332), the value of10 can be determined by fixing the value of the metavariablesη, ψ, andβ which
depend on the scope interaction between the two negative quantifiers 6 and 7 .
We know from (332c) that the matrix verb’s MAIN value must be in the nuclear scopeβ of the
negative quantifier7 . So it is only the negative quantifier6 that can take narrow or wide scope with
respect toask′. If it has narrow scope, we get the interpretation in (334a) which is ruled out by the
NCC, becauseno(y, book′(y), read′(mary′, y)) does not outscope the MAIN valueask′ and the verb
citeasc̆a whose MAIN value it outscopes is not [NEG +].

































IN 2 ask′( 1 , 4 , η)
PS
〈









































INC 2 ask′( 1 , 4 , η)
PARTS
〈

















































































INC 3 read′( 4 , 6a)
PARTS
〈


















EXC 6 no(w, φ, ψ)
INC 5 book′( 6ay)
PS
〈



















































































































































∧ 6 ⊳ 10 ∧ 7 ⊳ 10
Figure 5.10: LRS analysis of (331a)Ion nu i-a cerut Mariei s̆a citeasc̆a nicio carte
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If the negative quantifier6 takes scope overask′, independently of whether it outscopes7 (334c)
or not (334b), the interpretation violates the NEG CRITERION for Romanian which disallows a〈0〉
quantifier to cooccur with another negative quantifier that takes scope over the same verb’s MAIN
value. The only possible interpretation is thus the one in which the two negative quantifiers concord
(334d) and this also gives us the right reading for (331a). This means that our analysis makes the right
predictions for the licensing of embedded n-words by a NM on the matrix verb.
(334) Interpretation for (331a) (the value of10 in FIGURE 5.10)
a. * no((), (), ask′(john′,mary′, no(y, book′(y), read′(mary′, y))))
for 10 = 7 , η = 6
b. * no((), (), no(y, book′(y), ask′(john′,mary′, read′(mary′, y))))
for 10 = 7 , β = 6
c. * no(y, book′(y), no((), (), ask′(john′,mary′, read′(mary′, y))))
for 10 = 6 , ψ = 6
d. no(y, book′(y), ask′(john′,mary′, read′(mary′, y)))
for 10 = 7 = 6 , η = 3 , β = ψ = 2
5.7.2 Scope ambiguity related to NC licensing
Another construction that is worth considering in this discussion is one where both verbs carry a NM.
If this is the case, the embedded negative quantifier may takescope in the matrix or in the embedded





















i. ‘There is no book that John asked Mary not to read.’
ii. ‘John didn’t ask Mary not to read any book.’
But let us first consider the simple case in (336) with both negat d verbs and no n-word to see




















John didn’t ask Mary not to readThe Nostalgia.’
If we take (337) as the lexical specification fornu citeasc̆a and consider the book titleNostalgiaa
proper name with a lexical entry similar to the one forIon, we obtain the tree structure inFIGURE5.11,
p. 220 for (336).
36If two n-words are present in the embedded clause, the prediction here is that we should get several readings: both n-
words interpreted in the main clause, or in the embedded clause, or one of them in the matrix and the other in the embedded
clause. It is unlikely that native speakers would be able to obtain all these readings, given the difficulty one usually has in
processing several negations in language. It would be an interesting issue for future research to see what constraints are at
play in such situations and which readings are preferred.
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INCONT 3 read′( 4 , 15)
PARTS
〈





































∧ 3 ⊳ 0 ∧ 3 ⊳ δ ∧ 11 ⊳ 0
In FIGURE 5.11 the embedded verb is negative so it carries a negative quantifier 11 on its PARTS
list. According to the EXCONT PRINCIPLE 11 must also be a subterm of the EXCONT value of
the whole sentence (11 ⊳ 10). The constraint0 ∈ 13 at the level of the marked embedded VP is now
equivalent to0 = 11, since11 is the expression with the widest scope among the ones on the PARTS
list 13 ( 3 is a subterm of the nuclear scope of11).
Interpretation We again have two operators, so the interpretation of the sentence depends on the
scope interaction between them. However, the situation is different from the one inFIGURE 5.10
where one operator was contributed by an NP. While empiricaltests indicate that such operators
can take scope in the matrix clause (see (331a) and (335)), this does not apply to the〈0〉 quantifier
contributed by the NM whose scope is limited to the embedded clause (see (336) and (338)). This
issue is partially taken care of by the NM LEXICAL RULE in (327) which constrains the〈0〉 negative
quantifier to be a subterm of the EXCONT value of the verb (11 ⊳ 0 ). But note that at this point
nothing prevents the EXCONT value0 of the embedded verb inFIGURE 5.11 to be identified with the
EXCONT value10 of the matrix clause. In this case, a NM on the embedded verb would also be able

















i. ‘John asked Mary not to readThe Nostalgia.’
ii. # ‘John didn’t ask Mary to readThe Nostalgia.’
This means that we should restrict the EXCONT value of an embedded verb to stay in the scope
of the matrix verb. So for propositional attitude verbs likeaskwe will introduce a fourth clause of the
LRS SEMANTICS PRINCIPLE that specifies this condition as in (339) below:37
(339) THE SEMANTICS PRINCIPLE
4. if the head-daughter of a phrase has a MAIN value which takes propositional argument
37Notice that (339) is only an informal description of this principle. A proper specification would require intensional
operators, which are not provided by our language.

































IN 2 ask′( 1 , 4 , η)
PS
〈









































INC 2 ask′( 1 , 4 , η)
PARTS
〈

















































































INC 3 read′( 4 , 15)
PS
〈








































































































































































∧ 7 ⊳ 10 ∧ 11 ⊳ 10
Figure 5.11: LRS analysis of (336)Ion nu i-a cerut Mariei s̆a nu citeasc̆a Nostalgia
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η and the non-head-daughter is a propositional complement, then the EXCONT value of the
complement must be a subterm ofη.
With this clause, at the highest matrix VP level inFIGURE 5.11 we have0 ⊳ η which now prevents
identifying 0 with 10. Note, however, that the lexical constraint on〈0〉 negative quantifiers to be
subterms of the EXCONT of the verb they negate (here,11 ⊳ 0) is still needed in order to rule out the
case where the negative quantifier11 takes scope in the matrix clause independently of the conditi
0 ⊳ η. As we will see below, a negative quantifier contributed by ann-word still has this possibility,
because it does not have to stay within the EXCONT of the verbal he d.
With all these specifications in our grammar, the only expression we obtain for the EXCONT
value 10 is the one in (340) which gives us the right interpretation for (336).
(340) Interpretation for (336) (the value of10 in FIGURE 5.11)
no((), (), ask′(john′,mary′, no((), (), read′(mary′, nostalgia′))))
We are now at the point where we can proceed with the analysis for the ambiguous sentence in
(335). The corresponding tree structure is given inFIGURE 5.12. It differs fromFIGURE 5.10 only
in the embedded verb which is [NEG +] and carries a negative quantifier 11 on its PARTS list. This
now introduces the possibility of interpreting the embedded n gative quantifier6 in the lower clause,
thus giving rise to the reading in (335ii). If we compare thisstructure to the one inFIGURE 5.11, the
difference is that we have the negative quantifier6 instead of the proper name15 as the direct object
of the embedded verb. At the S level, the EXCONT PRINCIPLE enforces this negative quantifier to
be a subterm of the EXCONT value10 of the matrix clause.
Interpretation The first reading of (335) is similar to the interpretation wederived inFIGURE 5.10.
That means we can obtain it if the negative quantifier6 concords with the negative quantifier7
contributed by the matrix NM. In this case, the embedded NM simply negates the embedded verb,
so the latter’s EXCONT value0 is identified with 11. This interpretation is given in (341a). To get
the second reading of (335), the negative quantifier6 must concord with the embedded NM11 ( 6
= 11). For this, the EXCONT value0 which is a member of the PARTS list13, gets identified with
the quantifier6 at the level of the marked embedded VP. We obtain the interpretation in (341b). Any
other possible scope interactions between the three negativ quantifiers6 , 7 and 11 are ruled out by
the analysis, as already shown with respect toFIGURE 5.10.
(341) Interpretation for (335) (the value of10 in FIGURE 5.12)
a. no(y, book′(y), ask′(john′,mary′, no((), (), read′(mary′, y))))
for 10 = 7 = 6 , 0 = 11 = η, ψ = β
b. no((), (), ask′(john′,mary′, no(y, book′(y), read′(mary′, y))))
for 10 = 7 , 0 = 6 = η = 11, ψ = δ
In conclusion, the negative quantifier contributed by the n-word must concord either with the
negative quantifier of the matrix NM (341a) or with that of theembedded NM (341b) and this gives
us the right readings for (335). Note that the NCC is satisfiedin (341), since both verbs are [NEG +]
and can thus license the n-word.
In this section, I showed how the locality of n-word licensing can be accounted for in the LRS-
analysis developed here. Other locality conditions concerning the scope of negative quantifiers which
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INC 3 read′( 4 , 6a)
PS
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EXC 6 no(w, φ,ψ)
INC 5 book′( 6ay)
PS
〈



















































































































































∧ 6 ⊳ 10 ∧ 7 ⊳ 10 ∧ 11 ⊳ 10
Figure 5.12: LRS analysis of (335)Ion nu i-a cerut Mariei s̆a nu citeasc̆a nicio carte
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coincide with the conditions on quantifier scope in general (see Section 3.3.3) can be accounted for in
a general theory of quantifier scope, which is not attempted in this thesis.
5.8 Conclusion
To summarize the results of this chapter, I proposed a core analysis of the syntax-semantics of NC
constructions in Romanian. This analysis takes into account the negative semantics of n-words and
the NM, and the scope properties of negative quantifiers in NCand DN readings, as documented in
Chapters 3 and 4. The syntax-semantics interface is provided by HPSG and the semantic platform
that allows the integration of polyadic quantifiers is LRS.
To express resumptive negative quantifiers in LRS, I first defined them in the representation lan-
guageTy1. For this language I then defined the RSRL grammarΓTy1 which allows the use ofTy1
expressions as semantic representations in HPSG. The LRS SEMANTICS PRINCIPLE had to be re-
formulated to cover resumptive quantifiers and a new clause was added that deals with propositional
attitude verbs. With these minimal extensions to LRS and a few constraints required in part by NC
constructions in general (NEG CRITERION, NM L EXICAL RULE, NEGATION COMPLEXITY CON-
STRAINT for Romanian), in part by language-specific properties of Romanian NC (DN PRINCIPLE,
INF-STR CONSTRAINT ON NC, NC CONSTRAINT) we can thus account for the core properties of
NC in Romanian.
I showed how the present analysis accounts for the following: 1) NC readings in simple sentences
with two or more n-words, 2) DN readings for sentences with two n-words, 3) the scope interaction
between two negative quantifiers and one non-negative quantifier and its effects on the interpretation
of the sentence as NC or DN, 4) the ability of the NM to negate a sntence on its own, 5) the lack of
a DN reading between a NM and an n-word, 6) the ungrammaticality of n-words in finite sentences
without a NM and 7) the obligatory disambiguation of the scope f an embedded n-word depending
on whether the NM is on the embedded or the matrix verb. This covers the main properties of NC
constructions in Romanian described in Chapter 3.
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Chapter 6
Comparison to other approaches
In this thesis I have argued for a treatment of n-words as negativ quantifiers and offered an account
of negative concord as a resumptive negative quantifier. In this chapter I will compare relevant aspects
of the analysis proposed here with other approaches in the literature. I will first discuss the so-called
‘NPI approaches’1, where n-words are considered non-negative, and then the ‘NQ approaches’, where
n-words are analyzed as negative.
NPI approaches attribute a non-negative semantics to n-words in order to avoid the composition-
ality problem that NC would otherwise raise (see Laka (1990), Ladusaw (1992), Progovac (1994),
Acquaviva (1997), Déprez (1997), Giannakidou (1998), Richter and Sailer (1999b), Przepiórkowski
and Kupść (1999), Zeijlstra (2004), Giannakidou (2006),Penka (2007), among many others). This
contrasts with the present analysis. Some of their arguments were rejected for Romanian n-words in
Chapter 3. In Section 6.1 I will discuss the other empirical tests used in this literature.
The NQ approaches claim that n-words are negative quantifiers, so they typically offer a solution
for the compositionality problem (see Zanuttini (1991), Haegeman and Zanuttini (1991), Haegeman
(1995), Haegeman and Zanuttini (1996), de Swart and Sag (2002), Richter and Sailer (2004)). In
Section 6.2 I will compare these approaches to the one I have dev loped in this thesis.
6.1 The NPI approaches to NC
The NPI approaches to NC use a wide variety of empirical testsintended to clarify the semantic sta-
tus of n-words. In this section I only mention those tests that were not used in Chapter 3 and may
challenge the present assumption that Romanian n-words arenegative quantifiers. I first address the
range of properties that Giannakidou (2006) uses to determin whether n-words are most like exis-
tential, universal, or negative quantifiers (Section 6.1.1) I then discuss some independent issues on
Romanian NC and n-words mentioned in Ionescu (2004) and Isac(2004). The former raises doubts
concerning the semantic status of the NM in an analysis of NC as resumption, the latter discusses the
effect of Focus on the quantificational behavior of n-words (Section 6.1.2). In the end I address the
split scope readings of n-words on the basis of which Penka (2007) argues that n-words are crosslin-
guistically indefinites (Section 6.1.3).
1Under ‘NPI approaches’, I subsume all analyses that consider n-words non-negative, independently of whether they are
argued to be NPIs, indefinites or non-negative quantifiers.
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6.1.1 General tests for n-words: Giannakidou (2006)
The crosslinguistic study in Giannakidou (2006) is intended to establish the semantic status of n-
words in NC languages as diverse as Romance, Slavic, Greek, and Hungarian. Most of the tests are
also discussed at length in Richter and Sailer (1999b) for Polish.
First, Giannakidou rejects both the indefinite and the unambiguous negative quantifier treatment
of n-words in NC languages. As we will see, this is due to a specific theoretical perspective on neg-
ative quantifiers and indefinites which we can easily reconcile w th the view in this thesis. Second,
she argues for a lexical ambiguity approach by showing that n-words in NC languages do not dis-
play a uniform semantic behavior. I will show that my treatment of Romanian n-words as negative
quantifiers is compatible with their apparently non-uniform behavior, if we take into account that neg-
ative quantifiers as ‘weak quantifiers’ (Milsark (1974)) exhibit both ‘strong’ and ‘weak’ quantifier
properties (see also Déprez (1997)).
Background assumptions in Giannakidou (2006) Giannakidou makes a clear distinction between
true negative quantifiers in DN languages (e.g. Germanic in (342)) and n-words in NC languages
(Romance, Slavic in (343), see also our discussion in Section 3.1.1). In her view, n-words in NC
languages cannot be pure negative quantifiers, given NC. However, in non-strict NC languages like
French, Italian, and Spanish, they may be ambiguous betweennegative quantifiers and a kind of NPIs.
The negative status of n-words in these languages is taken tobe motivated by the fact that preverbal
n-words can contribute negation alone and license other n-words (seenessunoandnadiein (344)).











‘It is not the case that Frank didn’t see anybody.’
# ‘Frank didn’t see anybody.’ (Dutch)
b. Frank didnot seenobody. (English)




















‘Milan cannot see anything.’ (Serbian/Croatian)






















‘Nobody said anything/ this.’ (Spanish)
Giannakidou (2006) rejects the indefinite hypothesis, because n-words lack the main property of
indefinites, namely, the quantificational variability exemplified in (345) (see also Lewis (1975), Heim
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(1982) and subsequent literature). Unlike indefinites, n-words cannot be bound by a quantificational
adverb, they remain existentially closed in the VP under theNM, as the Greek examples in (346)
show:
(345) Sometimes/ Usually, if a cat falls from the fifth floor, it survives.
‘Some/ Most cats that fall from the fifth floor survive.’
(346) a. Sixna/ Pu ke pu, otan o Janis ine thimomenos,dhenmilai me KANENAN2.
‘Usually/ Sometimes, when John is upset, he talks to nobody.’
b. Usually(s) [John is upset in s][¬∃x(person(x, s) ∧ talk(John, x, s))]
Sometimes(s) [John is upset in s][¬∃x(person(x, s) ∧ talk(John, x, s))]
In each of the two representations in (346b) given for (346a), the quantificational adverb binds the
situations, but not the n-word. If n-words are indefinites, then they must be of a special kind which
can only be existentially bound under negation. In this case, Giannakidou (2006) concludes, one
should consider them existential quantifiers.
In Chapter 3 we saw that the Ladusaw (1992) tradition of treating n-words as Heimian indefinites
relies precisely on the idea that they have to be existentially bound by negation. The distinction
that Giannakidou makes between existential quantifiers andindefinites is mostly terminological, so
the arguments she uses to indicate the existential quantifier status of n-words are also relevant for a
treatment as indefinites.
Given the two possible representations of a negative statement with quantifiers in (347), Giannaki-
dou proposes that n-words in NC should be either existentialor universal quantifier NPIs:
(347) Logical representations for negative statements:
a. ∀x [ P(x)→ ¬ Q(x) ] (Universal negation)
b. ¬∃x [ P(x)∧ Q(x) ] (Existential negation)
Sometimes n-words may exhibit properties of both types of quantifiers within one language: this is the
case in Greek where ‘emphatic’ n-words behave like universal and ‘non-emphatic’ ones like existential
quantifiers. She therefore builds an account of n-words as mainly mbiguous and she identifies the
properties that are typical of one behavior or the other.
Crosslinguistic tests Let us now have a look at the inventory of properties that Giannakidou uses
in order to determine the semantic status of n-words across languages. Giannakidou (2006) identifies
three semantic classes which n-words may belong to or be ambiguous between: existential quantifiers,
universal quantifiers, and negative quantifiers. The corresponding properties are enumerated in (348),
(349) and (350), respectively.
(348) Existential n-words
a. are licensed freely long distance in complement clauses;
b. can be licensed in syntactic islands, e.g. relative clauses and adjunct clauses;
c. cannot be modified byalmost;
2I follow Giannakidou (2006) in spelling the Greek ‘emphatic’ n-words in uppercase letters. ‘Emphatic’ n-words in
Greek are said to have a different behavior from non-emphatic ones, so they usually receive a separate account (see also
Giannakidou (1998)).
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d. need not express existential commitment, i.e. we can interpret them with an empty
restriction;
e. can bind donkey pronouns;
f. can be used as predicate nominals.
(349) Universal n-words
a. are licensed only by local negation; long distance licensing may be allowed only
through an infinitival or subjunctive clause;
b. can be modified byalmost;
c. can be used as topic in topicalization structures; in these ca es, they may be coin-
dexed with (clitic) pronouns;
d. express existential commitment, i.e. we tend to interpret th m with a non-empty
restriction;
e. cannot bind donkey pronouns;
f. cannot be used as predicate nominals.
(350) Negative n-words
a. receive negative meaning and exclude sentential negation in the preverbal position;
b. receive negative meaning and exclude sentential negation when they cooccur with
another n-word (negative spread); the first n-word is usually in preverbal position;
c. are licensed only by local negation; long distance licensing may be allowed only
through an infinitival or subjunctive clause;
d. can be modified byalmost;
e. can be used as topic in topicalization structures; in these ca es, they may be coin-
dexed with (clitic) pronouns;
f. cannot bind donkey pronouns;
g. usually cannot be used as predicate nominals.
Comparing the three classes, the properties of negative n-words are similar to those of universal
n-words, if we exclude (350a) and (350b), which make particular reference to their negative content.
I start by discussing the first two categories of n-words and show that Romanian n-words have more
in common with universals than with existentials, a conclusion that Giannakidou (2006) reaches as
well. This is clearly indicated by the tests involving locality and almost-modification. The tests for
existential commitment and dynamic binding are less clear in this respect, as n-words present an in-
consistent behavior. I will attribute this to the dual nature of negative quantifiers as ‘weak quantifiers’
in Milsark’s (1974) terminology. From this perspective, itis not surprising that they exhibit a vari-
able behavior in contexts that are compatible with both universal and existential quantifiers. This is
independent of their negative semantics, which I argued forin Section 3.4.
Locality We saw in Section 3.3.3 that in terms of locality the licensing of n-words resembles the
scope properties of universal quantifiers in Romanian. The relevant data are repeated below.3
3Note thata vrea ‘to want’ is not a Neg-Raising verb in Romanian, so the grammaticality of (352) is not due to Neg-
Raising. See also the other examples in Section 5.7 with n-word licensing across the subjunctive.

















‘A student tried to read every book.’
a. ∃ > ∀: A (certain) student tried to read every book.




































‘A student said that he read every book.’
i. ∃ > ∀: A (certain) student said that he read every book.

















(351) and (353a) show that an embedded universal quantifier can outscope an existential quantifier
from a subjunctive clause (reading (351b)), but not over a ‘th t’-clause (353a-ii). Similarly, an n-word
can be licensed by a matrix NM in a subjunctive (352), but not ia ‘that’-clause (353b). The data in
(353) contrast with the ones in (354) where an existential quntifier can easily outscope a universal



















‘Every student said that s/he read a book.’
a. ∀ > ∃: For every student there is a book such that the former said tht he read the
latter.
b. ∃ > ∀: There is a (certain) book such that every student said that he read it.
Relative and adjunct clauses are well-known barriers for quantifier scope, so they provide an-
other test for the status of n-words: if n-words can be licensed over such barriers, they are existential
quantifiers (see (348b)), if they cannot, then they are universal quantifiers (349a). In Greek, Giannaki-
dou (2006) shows that emphatic n-words behave like universal quantifiers, while non-emphatic ones




























‘I didn’t talk because I wanted to offend anybody (but because I had to).’
Romanian n-words pattern with Greek emphatic n-words and with universal quantifiers, since they
cannot be licensed in relative and adjunct clauses:


































‘I didn’t talk because anybody asked me to.’
As indicated by the data in (357), universal quantifiers embedded in relative (357a) and adjunct clauses























i. ∃ > ∀: A (certain) student disclosed secrets that discredited evry teacher.
ii. # ∀ > ∃: For every teacher there is some student, such that the latter disclosed



















i. ∃ > ∀: A (certain) student talked because every teacher asked himto.
ii. # ∀ > ∃: For every teacher there is some student, such that the latter t lk d
because the former asked him to.
Almost-modifiers Almost-modification given in (348c)/ (349b) and illustrated in (358) further indi-
cates the similarity between Romanian n-words and universal quantifiers and the contrast with exis-
tential quantifiers. Unlike existential NPIs, Romanian n-words can be modified byalmost(see (359)).
As I argued, contra Penka (2006), in Section 3.3.4, thealmost-modification test is relevant and clearly
indicates that n-words are not existential quantifiers at least in Romanian, wherealmostdoes not seem
to be a PPI as Penka (2007) suggests.
(358) a. Almosteverybody came.








































Topicalization Let us now concentrate on property (349c), that is, that universal n-words can be
used as topic in topicalization structures and be coindexedwith a clitic. Giannakidou (2006) relates
topicalization to Heim’s (1982) notion of ‘familiarity’ within file change semantics. If a quantifier
carries an index that has already been introduced in the filesof the previous discourse, then it is
familiar. Universal quantifiers relate to familiar discourse referents, so they are expected to appear as
topics and to be doubled by clitics, as confirmed by the Greek data below (see also Cinque (1990),
Rizzi (1997), Giannakidou (2000)). However, for this the universal quantifier must also have a rich
descriptive content: bare quantifiers are ungrammatical insuch contexts (360b).






















Universal n-words should exhibit a similar behavior and Giannakidou (2006) shows that Greek em-





















‘I saw no student arriving on time.’








Like Greek emphatics, Romanian n-words can undergo topicalization and clitic doubling if enough




























Existential commitment (348d)/ (349d) Horn (1997) argues that universal quantifiers bring about
an existence inference, so their restriction cannot be interpreted as empty. Giannakidou (2006) uses
this idea as a further test to distinguish between universaland existential n-words, since existential
quantifiers in general need not trigger an existence inferenc . She shows that Greek emphatic n-words
bear an existential commitment, while the non-emphatic ones do not:





























’Cleo didn’t see a/ any unicorn.’
In (363a), the universalkatheand the emphatic n-wordkanenamake the sentence sound odd, since
they suggest the existence of unicorns in the actual world. But the sentence in (363b) involving
an existential quantifier or a non-emphatic n-word is fine andcan be continued with something like
‘because unicorns don’t exist’.
Romanian n-words are ambiguous with respect to this test. They do not necessarily trigger exis-
tential commitment, so they seem to pattern with existential qu ntifiers. However, there are contexts
where an existential commitment is present. I will exemplify this with clitic doubling.
First, sentence (364) sounds fine in Romanian under the interpretation that John saw zero unicorns
because there are no unicorns:
4The same is argued for Italian n-words which are concluded tobe ambiguous between negative and existential quanti-
fiers.





















‘John didn’t see any unicorn (because there are no unicorns).’
Sentence (364) seems to indicate that Romanian n-words resemble xistential quantifiers, although
the previous tests pointed to a clear similarity with universal quantifiers. The context in (364) allows
a quantifier with or without an empty restriction and the continuation ‘because there are no unicorns’
cancels a possible existence inference. But in contexts where t existential commitment is forced,
n-words are still grammatical and sound odd with a continuation that cancels the existence inference.
We mentioned that clitic doubling is possible with an n-word. Clitics are known to require a
discourse-linked/ specific and/ or familiar reading of the NPs they double (see Dobrovie-Sorin (1994)).
Thus Romanian n-words in clitic doubling contexts do indeedtrigger an existential commitment like
the Greek emphatic n-words: the continuation ‘because he has no students in his class’ makes (365)






































‘John didn’t see any of the students coming on time (because he has no students in his
class).’
Opaque contexts also provide evidence for the presence of anexistential commitment with n-
words. An indefinite occuring as the direct object of verbs like ‘seek’ usually gives rise to two read-
ings: de re(366a) andde dicto(366b). In the former reading the existential quantifier is as umed to
take widest scope, in the latter it takes narrow scope with respect to the property that the opaque verb









a. There is a certain secretary and John seeks her. (de re)
b. John is involved in a search for a secretary. (de dicto)











a. There is no secretary such that John seeks her. (de re)
b. ? It is not the case that John is involved in a search for a secretary. (split scope)
c. # John is involved in a search for no secretary. (de dicto)
However, note that the availability of the de re reading is not an argument for the universal quan-
tifier status of n-words and against the existential one, since this reading can easily be expressed with
an existential quantifier, too, and existential quantifiersdo not exclude existential commitment. The
problem that the universal quantifier assumption raises foropaque contexts is that it cannot account
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for the other possible reading in (367b), as pointed out by Richter and Sailer (1999b).5 Universal









‘Every secretary is such that John seeks her’.
For now, I note that the reading (367b) is rather marked in Romanian, which I indicate with the ‘?’
symbol. The neutral construction expressing the same meaning would have a bare noun instead of the
n-word. I will come back to this issue in Section 6.1.3.
Thus we can conclude that Romanian n-words do not necessarily trigger existential commitment.
At the end of this section I will show that this is compatible with an analysis of n-words as negative
quantifiers.
Donkey pronouns and dynamic binding The test in (348e) and (349e) is used in Giannakidou
(1998, 2006) as a further criterion to determine the status of n-words and is also discussed and par-
tially refined in Richter and Sailer (1999b). Existential quantifiers usually bind donkey pronouns, but
universal quantifiers cannot, a contrast that occurs in Romanian as well (369). Thus the impossibility














































‘The students who didn’t buy [any book]i should bring iti with them.’
But Richter and Sailer (1999b) suggests that the ungrammaticality of sentences like (370) may
be due to the presence of negation which blocks anaphoric binding. This seems to be the case with
existential quantifiers as well:
























‘The students who didn’t buy some booki should bring iti with them.’
Instead Richter and Sailer provide another context with dynamic binding across negation (372) fol-
lowing an example in Roberts (1989) attributed to Barbara Patee. They show for Polish that universal
quantifiers still cannot bind the anaphora in that context, so he contrast seems to indicate that n-words
pattern with existential quantifiers. In (373) I give the relevant examples for Romanian.
(372) Either there’s no bathroom in this house or it’s in a funny place.
5Richter and Sailer (1999b) call this reading ‘de dicto’. Following the discussion on the readings that n-words get with
modal verbs (see Jacobs (1980, 1991), de Swart (2000), amongothers) I will call this reading ‘split scope’ and distinguish
it from the unavailable de dicto reading in (367c). See also the discussion in Section 6.1.3.




















































































‘Either every dog in this street doesn’t bark anymore, or thethunders scared it away.’
In (373a) the n-wordnicio baiecan bind the anaphoro just like the bare nounbaie in (373b). The
universal quantifierfiecare ĉıine cannot bind the pronounl in (373c). This seems to indicate that
Romanian n-words behave like existential quantifiers.
N-words as weak quantifiers Notice, however, that the context in (373a) is similar to existential
‘there’-contexts in English which only allow ‘weak’ readings of weak quantifiers. Unambigously
‘strong’ NPs like universal quantifiers and definite NPs are ungrammatical (see Milsark (1974)):
(374) a. There isa/ no/ *every/ *thebathroom in this house.
b. There aretwo/ many/ no/ *all/ *thebathrooms in this house.
The proposal advanced in this thesis is that n-words are negativ quantifiers, so in Milsark’s classi-
fication they pattern with weak quantifiers and are expected to be grammatical in existential sentences
under their weak reading (374). But weak quantifiers are alsoknown to exhibit a ‘strong’ reading with
individual-level predicates like in (375a), which allow universal quantifiers (Diesing (1992), Kratzer
(1995)). Romanian bare nouns, which always take narrow scope and never get a strong interpretation,





























































‘There is/ are [no bathroom/ many bathrooms/ three bathrooms/ a bathroom/ *the
bathroom/ *every bathroom] in this house.’
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As indicated by the data in (375), Romanian n-words can appear both in contexts that favor a
strong reading (375a) and in those that favor a weak reading (375b). In the first case they pattern with
universal quantifiers, in the second with existential quantifiers. Going back to the dynamic binding
data in (373) we can conclude that the n-word in (373a) can bind the anaphoro because it is in an
existential context and receives a weak reading. This suggests that in a context that requires a strong
NP an n-word should not be able to bind an anaphor. This prediction is borne out as indicated by
(376):




























































‘Either [no dog]i in this street barks anymore, or the thunders scared iti away.’
Romanian n-words as negative quantifiers If n-words as negative quantifiers are also weak quan-
tifiers, we can now explain their behavior with respect to dynamic binding. The dynamic binding
data are only compatible with n-words being negative quantifiers or ambiguous between universal and
existential quantifiers, as in the case of Greek emphatic andno -emphatic n-words. In Romanian no
independent distinction can be made that would correspond to the emphatic vs. non-emphatic contrast
in Greek, so their behavior can only be related to their negative quantifier status.
The tests we discussed before: locality,almost-modification and topicalization in (350c), (350d),
(350e) are compatible with an analysis of Romanian n-words as negative quantifiers. (350f) should be
modified, since even English n-words, which are negative quantifiers in Giannakidou’s view, can bind
pronouns in existential contexts (see (372) above) and failto do so in ‘strong’ contexts like (377):
(377) * Either [no dog]i in that street barks at all, oriti is very quiet.
Predicate nominals Let us now concentrate on the other tests in Giannakidou’s cla sification: the
usage as predicate nominals and negative content.
In principle, the occurrence of n-words in a predicative positi n indicates their existential quanti-
fier status. But Giannakidou shows that even n-words that clerly behave like existential quantifiers
are sometimes ungrammatical as predicate nominals. She concludes that this test has more to do with
the way predicate nominals can be expressed in a language than with the semantic status of n-words
in that language.
Giannakidou argues that n-words in some Romance languages must be ambiguous between exis-
tential quantifiers and negative quantifiers, since they occur in contexts without a negative marker and







‘Has anyone come?’ (Italian)













i. ‘Did you see anybody?’
ii. ‘Is it true that you saw nobody?’ (French)
The data above lead us to expect that Italian and French n-words should also be grammatical as
predicate nominals. But despite their ability to act as exist ntial quantifiers, they still are excluded in
predicative contexts ((379a), (379b)). In Romanian, they ar typically ungrammatical (379c), but see



























While the grammaticality of n-words as predicate nominals should indicate their existential quan-
tifier status, they may be ungrammatical even in languages where t ere is independent evidence for
n-words being existential quantifiers (378). Thus I conclude with Giannakidou that this test is irrele-
vant for the semantic status of n-words.
Negative content The properties in (350a) and (350b) repeated in (380) below are taken by Gian-
nakidou to indicate the negative quantifier status of n-words. They are formulated to describe the
negative spread data in non-strict NC languages (see also Secti n 3.1.2). The Italian and Spanish data
in (344) slightly modified in (381) below show that n-words inthese languages contribute negation
alone, exclude the presence of the NM when they appear in preverbal position6, and can license other
n-words.
(380) Negative n-words
a. receive negative meaning and exclude sentential negation in the preverbal position;
b. receive negative meaning and exclude sentential negation when they cooccur with


























‘Nobody said anything/ this.’ (Spanish)
French and Portuguese n-words behave similarly, so in Giannakidou’s classification they are nega-
tive quantifiers in these contexts. Italian, French and Spanish also use n-words in typical NPI contexts
of the kind in (378) and Giannakidou argues that they are existential quantifiers in these constructions.
By contrast, Portuguese uses a special paradigm of NPIs:
6Zanuttini (1991, Ch. 4.3.1 & p. 151) argues for Italian that the NM is not always excluded and may trigger a DN
reading, especially with topicalized n-words.
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(382) a. Telefonou [*ninguém/ alguém]?
‘Did you call anybody?’
b. Se vem [*ninguém/ alguém] estamos perdidos.
‘If anybody comes, we are lost.’
The data above lead Giannakidou to conclude that Portuguesen-words must be unambiguously
negative quantifiers, so the NC constructions in this language should be accounted for by a mechanism
similar to resumption.
Like Portuguese, Romanian also has a special paradigm of NPIs, so n-words cannot be used in






















‘If anybody comes, we are lost.’
Giannakidou suggests that Romanian n-words should be universal quantifiers because they seem
to behave like Greek emphatic n-words. As we saw, the dynamicbinding data indicate that they are
negative quantifiers, which is also compatible with the other ests we discussed. The only thing that
prevents us from classifying Romanian n-words as negative quantifiers within Giannakidou’s system
is their obligatory cooccurence with the NM in finite sentencs. Even in preverbal position, Romanian















‘No student read any book.’
But despite the strict-NC character of Romanian, I showed inSection 3.4.1 that there are contexts
where n-words appear alone and express negation: fragmentary answers, gapping, comparative, and
past participial constructions. The relevant examples arerep ated below:
(385) Fragmentary answers:



























‘Maria still reads, but John never does.’






















‘John is taller than everybody else in his class. (Nobody in John’s class is as tall as he is.)’

















‘This article, which hasn’t been cited by anybody, was forgotten.’
Moreoveor, in Section 3.4.2 I showed that two cooccurring n-words in Romanian can yield DN
readings in denial contexts (389) and in some constructionshat make the the NC reading pragmati-
cally strange ((390), Fălăuş (2007)). N-words in fragmentary answers to negative questions are inter-
preted as DN as well ((391), Section 3.4.1). The examples arerepeated below:
(389) Denial:












‘One/A student read no book.’










‘No student read no book. (= Every student read some book.)’









a. # Nobody ever dies. (NC)
b. Nobody never dies. (Everybody dies one day.) (DN)
(391) Fragmentary answers to negative questions:

















‘Nothing (he bought everything).’
True indicators of the negative content The data in (385) – (391) clearly show that Romanian
n-words carry negation. They do not match the description in(380a) and (380b), because it is formu-
lated to accommodate n-words in non-strict NC languages as negative quantifiers. In Giannakidou’s
view ‘sentential negation’ (the NM in our terms) is the only contributor of negative meaning in strict
NC languages like Romanian. However, we saw in Section 5.5.4that the Romanian NM does not
contribute negation in NC constructions. Besides, even proponents of NPI approaches to NC have
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argued that the NM in non-strict NC languages differs from the one in strict NC languages precisely
in contributing negation in NC constructions. In Zeijlstra(2004, Ch. 8), for instance, the NM in Ital-
ian is argued to have an ‘interpretable’ Neg feature, in contrast to the Romanian NM, which has an
‘uninterpretable’ Neg feature.
Thus the way Giannakidou (2006) describes the negative content of negative quantifiers is too
narrow and excludes the possibility of n-words being negative in some strict NC languages as well.
To overcome this drawback, I replace the two descriptions in(380) with the ones in (392). In contrast
to the original ones, they characterize the negative content of n-words independently of the language.
(392) a. can express negation alone;
b. can yield DN in the presence of another expressor of negation.
In conclusion, I have shown that the assumption in this thesis that n-words are negative quantifiers
is compatible with the inventory of properties listed in Giann kidou (2006), if we take into account
that n-words as negative quantifiers exhibit both ‘weak’ and‘strong’ quantifier properties (Milsark
(1974)), and if we consider the properties in (392) to appropriately describe the negative semantics of
n-words crosslinguistically.
6.1.2 NPI approaches to Romanian n-words
Earlier accounts of Romanian NC take it for granted that n-words are negative quantifiers (Isac (1998))
or existential quantifiers (Ionescu (1999)). The debate on the semantic status of n-words in Romanian
is recent (Barbu (2003), Ionescu (2004), and Isac (2004)). Barbu (2003) and Isac (2004) argue on
independent grounds that n-words are indefinites, while Ionscu (2004) claims that they are existential
quantifiers. Most of the tests that are used in these approaches follow the ones collected in Richter
and Sailer (1999b) and Giannakidou (2006) and have already been addressed her. I showed that they
are compatible with the treatment of n-words as negative quantifiers.
In this section I first discuss the doubts that Ionescu (2004)raises with respect to the semantic
status of the NM in an analysis of NC as resumption. Then, I address Isac’s (2004) arguments in
support of the claim that Romanian n-words lack quantificational force.
Ionescu (2004) follows the NC analysis for Polish in Przepiórkowski and Kupść (1999) and pro-
poses an account of Romanian NC where n-words are existential quantifiers. He admits that data like
(387) and (388) indicate that n-words can also be negative quantifiers, but chooses not to apply the NC
analysis in de Swart and Sag (2002) to Romanian NC for reasonsthat have to do with the semantic
contribution of the NM.
Let us first summarize the main points of the present analysisof the NM and then address the
comments in Ionescu (2004). In Section 5.5 I argued that the NM does not contribute negation in the
presence of n-words, as it does not trigger DN readings (393a). I also showed that the NM does carry
negation, since it contributes sentential negation in the absence of n-words (393b) and it also licenses
NPIs of medium strength (likeprea) and disallows PPIs (likecam) in (393c).











i. ‘No student came.’ (NC)
ii. # ‘No student didn’t come.’ (DN)












‘Some student didn’t come.’

















‘He started pretty much not to skip classes (anymore).’
To account for the negative content of the NM, I followed de Swart and Sag (2002) and assumed
that it is a type〈0〉 negative quantifier (the type of propositional operators inLi dström’s (1966)
classification). In NC constructions, this quantifier undergo s resumption with the other type〈1, 1〉
negative quantifiers, as they all carry the same operatorNO. To account for the lack of DN readings
with n-words, I introduced the NEG CRITERION for Romanian which excludes the cooccurrence of a
〈0〉 negative quantifier with another negative quantifier in the logical representation of an utterance.
This analysis suggests that the NM contributes nothing to the complexity of the resumptive quan-
tifier that is built by n-words: a sentence with two n-words and NM builds a type〈1, 1, 2〉 negative
quantifier, just like a sentence with two n-words and no NM. Our analysis, however, enforces the NM
to always cooccur with n-words for syntactic reasons, thus accounting for its obligatoriness in NC
constructions in Romanian, a strict NC language.
Ionescu (2004, pp. 92–93) argues that by considering n-words to be negative quantifiers one is
led to conclude that “in NC environments, the negative marker loses its semantic function and be-
comesexpletive”. This cannot be right, since clear instances of expletive negation in Romanian are
incompatible with n-words.
As we have seen above, the analysis I propose here does not require treating the NM as losing its
semantic negation. Expletive negation I assume is a different use ofnu (nuexpl below) that is most
likely triggered by the specific lexical items that requirenuexpl’s insertion: for instance verbs likea se


































‘Let’s go before somebody catches us.’
It is true that weak NPIs likevreunul‘anyone’ in (394) can be licensed in these contexts, but it isthe
lexical item requiring expletive negation that licenses these NPIs: note for instance that weak NPIs
are also licensed in parallel contexts without expletive negation (395). Moreover, stronger NPIs like
































‘Let’s go before somebody catches us.’


































‘Let’s go before somebody catches us.’
The data above clearly show that the NMnu is semantically different from expletivenu, as it has
negative content, unlike the latter. Thus the present analysis of NC does not predict that the NMnu is
semantically similar tonuexpl.
Isac (2004) We now turn to the NPI analysis of n-words in Isac (2004). Isac’s goal is to account for
the contrast between Romanian and other Romance languages that correlates with the strict NC vs.











































‘No student read any book/ the book.’ (Romanian)
Isac starts with the assumption that true negative quantifiers have both a [neg](ative) and a [qu](anti-
ficational) feature (so they are [+neg,+qu]), NPIs are [-neg,-qu], non-negative quantifiers are [-neg,+qu]
and n-words are indefinites specified as [+neg,-qu]. Only a [qu] feature can trigger (quantifier) raising
to a position from where [neg] can take sentential scope (thecas of negative quantifiers in DN lan-
guages). Since n-words in Romance lack a [qu] feature, they do not raise and the [neg] feature cannot
take sentential scope. Isac (2004) argues that the preverbal n-words in (397) are in a syntactic Focus
position where they also acquire the quantificational featur of Focus.
The difference between the two groups of languages is claimed to lie in the way the [qu] feature
of Focus and the [neg] feature are realized. In languages likSpanish and Italian, both features appear
on the head of FocusP as [pol](arity) and [foc](us) features. Importantly, the NM in these languages is
merged under Focus, checks the [pol] feature as negative andsometimes also the [foc] feature if this
is not checked by non-negative focused constituents which raise to Spec FocusP. When an n-word
raises to Spec FocusP, it obligatorily checks both the [pol]feature as negative and the [foc] feature,
so merging the NM with the [neg] feature becomes superfluous and yields ungrammaticality. For
Romanian Isac (2004) argues that the NM with the [neg] featuris ealized as the head of a PolarityP,
while the [foc] feature appears on the head of FocusP. Given th two independent projections, the
NM does not check the [foc] feature, which can thus be checkedby a preverbal n-word.
This approach relies heavily on theoretical claims independent of negation and negative concord,
so I will not go into a detailed discussion of its pros and cons. I concentrate on the claim it makes with
respect to what it means for an n-word to be a negative quantifier and why Romanian n-words cannot
be negative quantifiers. In what follows I will first show thatthe so-called quantificational feature
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attributed by focus cannot be made responsible for the negativ quantifier status of n-words. Then I
will show that the tests that Isac uses to argue for the lack ofa quantificational feature in n-words are
inconclusive, since other quantifiers in Romanian, and negative quantifiers in English exhibit a similar
behavior.
First, Isac assumes that what prevents n-words from behaving like negative quantifiers is the lack
of a [qu] feature. It then follows that two n-words that carrya [qu] feature (due to a particular context)
should trigger DN readings like true negative quantifiers. An argument in support of this is provided
in Isac (2004) on the basis of (398). This sentence is argued to receive a DN reading “only if both
n-words are under stress”. Whatever ‘stress’ is taken to be,it is unlikely to be the same as accent,
since I argued in Sections 3.4.2 and 5.4.2 that one of the two n- rds receiving a DN interpretation
is in Focus while the other counts as background and is deaccented. In Isac (2004) ‘stress’ is said to
attribute a quantificational status to n-words, so it includes Focus. However, it remains unclear how












‘Nobody loves anybody.’ (NC)
‘Nobody loves nobody. (Everybody loves somebody.)’ (DN)
Thus, this argument only goes through if one posits a [qu] featur of deaccented material provided
by the context. For now, we do not have any independent support for this.
Moreover, n-words carrying Focus are taken in Isac (2004) toimplicitly carry a [foc]/[qu] feature.
In her view, n-words in fragmentary answers are focused so they carry this feature. This leads us to
expect that two n-words in a fragmentary answer should have aDN reading, as both of them carry














‘Nobody read anything.’ (NC)
# ‘Nobody read nothing.’ (DN)
The data in (399) raise doubts as to the determinative role ofFocus in the quantificational behavior
of n-words, the thesis advanced in Isac (2004).
Another argument that Isac (2004) uses to support her claim concerns the apparent non-uniform
behavior of preverbal and postverbal n-words in comparisonto bona fide quantifiers. Isac argues that
preverbal n-words are quantificational because of their Focus position, while the postverbal ones are
non-quantificational. This is claimed to be indicated by thepossibility of the preverbal n-word to
take wide scope over the quantifiermai mult de doin (400a), and the impossibility of the postverbal













NO> MORE THAN TWO: ‘No child saw more than two thieves.’
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AT LEAST TWO> NO: ‘At least two children saw no thief.’
Isac (2004) argues that (400b) only has one scope interpretation, but remains silent about whether a
wide scope reading formai mult de dois available in (400a).
Recall that quantifier scope in Romanian is greatly influenced by the linear order of the quantifiers
(Section 3.5), so the scope preference in (400) is expected.In Isac’s reasoning,mai mult de doiis a
true quantifier so it should have quantificational force evenin the object position and thus easily take
wide scope over the preverbal n-word. According to my intuitions, a wide scope reading is slightly
easier to obtain formai mult de doiin (400a) than for the postverbal n-wordniciun in (400b).7 But
this does not indicate that the n-word in postverbal position is less quantificational than a non-negative
quantifier, as one would expect in Isac’s analysis, since thesame scope preference can be observed in
English, a DN language where n-words are assumed in Isac (2004) to always be negative quantifiers:
(401) a. No child sawmore than twothieves.
i. NO> MORE THAN TWO
ii. ? MORE THAN TWO> NO
b. At least twochildren sawno thief.
i. AT LEAST TWO> NO
ii. ?? NO> AT LEAST TWO
I conclude here that the evidence for an account in terms of a quantificational feature making
n-words behave like negative quantifiers is not decisive. Itwould be if there were an explanation for
the way the deaccented n-word in (398) can receive such a feature nd for the lack of DN in (399).
Moreover, the fact that wide scope readings for postverbal n-words are harder to obtain does not
indicate that Romanian n-words cannot be negative quantifiers; n gative quantifiers in English exhibit
a similar behavior.
6.1.3 Split scope readings of n-words
Next I address the split scope readings of n-words that Penka(2007) takes to be crucial evidence for
the indefinite status of n-words even in DN languages like German. Such readings are sometimes also
available for Romanian n-words. In this section we will see that in some contexts cardinal quantifiers
exhibit split readings as well. This suggests that the splitreadings of n-words are one instance of a
more general phenomenon. An account for this phenomenon would also cover negative quantifiers,
thus one wouldn’t need to assume that n-words are indefinites.
The German data Split scope readings of n-words have been discussed for German and Dutch
in Bech (1955/1957), Jacobs (1980, 1991), Geurts (1996), deSwart (2000) and Penka and Stechow

















a. ¬ > MUST> ∃: ‘It is not required that there be a professor present.’ (split cope)
b. ¬∃ > MUST: ‘There is no professor who is required to be present.’ (de re)
7See also the discussion in Section 3.5.2.
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c. ?? MUST> ¬∃: ‘It is required that there be no professor present.’ (de dicto)
The split scope interpretation is said to be the most naturalone of the three, while the de dicto reading
is the least available one.
For the following, we assume a representation of a negative quantifier as an existential outscoped
by the negative operator (¬∃) instead of the special operator NO employed in this thesis.This allows a
clearer representation for the split scope reading. The de rreading is normally obtained if the negative
quantifier takes scope over the modal operator, the de dicto one if the negative quantifier takes narrow
scope with respect to the modal. As Penka (2007, pp. 87–88) shows, under the assumption that the
negative operator and the existential quantifier make up a unit, there is no way to derive the split
scope reading where the negation takes wide scope over the modal, and the existential quantifier is
outscoped by the modal. For this reason, Penka argues that the meaning ofkeincannot always be that
of a negative quantifier.
The solution she proposes is to treatkeinas a ‘free variable’ (i.e. Heimian) indefinite that has to
be syntactically licensed by an abstract operator that contributes the semantic negation. This operator
can adjoin to the VP-level of the embedded verb allowing for the de dicto interpretation, or to the
VP-level of the modal for the de re and split readings. In the split cope reading the indefinitekein
is existentially bound by the modal which thus intervenes betwe n the negation and the existential
quantifier as required. The approach in Penka (2007) actually extends Zeijlstra’s (2004) analysis of
n-words in NC languages to n-words in DN languages. She claims that n-words are crosslinguistically
indefinites and natural language does not have any lexical items instantiating negative quantifiers.
Several other contexts have been shown to exhibit split scope readings: opaque verbs (403a), pred-









i. ¬ > SEEK> ∃: ‘Peter doesn’t try to find a unicorn.’ (split scope)































‘Peter doesn’t have a screw loose.’
For the following discussion I concentrate on contexts withmodals, opaque verbs and predicative
n-words. For the topic-focus accent constructions we need atheory of information structure which
would take us too far afield. The idiomatic expressions cannot make a case for the syntax-semantics
of n-words, as they might receive a special lexical entry as awhole.
Split scope readings with Romanian n-words Split readings of n-words are found not only in DN
languages, but also in NC languages like Romanian.8 I what follows I will show that Romanian
8Split scope readings of Polish n-words are discussed in Richter and Sailer (1999b).
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has other standard means to express the interpretations forwhich German uses split readings. As a
consequence, these readings are colloquial and contextually restricted.



















a. ¬∃ > MUST: ‘No (particular) professor must be present. (de re)
b. MUST> ¬∃: ‘It is required that no professor be present.’ (de dicto)











a. ¬∃ > SEEK: ‘No (particular) secretary is such that John seeks her.’ (de re)
b. # SEEK> ¬∃: ‘John is trying to not find a secretary.’ (de dicto)













‘John didn’t become a doctor.’
For the Romanian sentence in (404) the de re and de dicto readings are equally available10, while for
(405) the de dicto reading is excluded. In both cases the split scope reading is informal and usually
appears in colloquial speech.11
Split readings seem to involve a property interpretation required by the context in which they
appear (Penka (2007, Ch. 3)). Romanian n-words do not easilyexpress properties. Sentence (406)
with an n-word in predicative position is highly marked precis ly because this position requires a
property (Partee (1987)). The most natural context where split readings of Romanian n-words appear








































































9I represent negative quantifiers as existentials outscopedby the negative operator, to allow a clear notational distinctio
between the de re and the split scope reading.
10The modaltrebuie ‘must’ also acts like a Neg-raising verb in Romanian which explains why the de dicto reading is
fully natural.
11A slight dialectal difference may also be at play. Linguistsfrom the south tend to allow these readings more easily than
the ones from north-east. But colloquial speech uses them just as frequently.
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‘He hasn’t become a doctor (he’s a simple medical assistant).’
To express the denial of the de dicto reading of an indefinite ithe scope of a modal (407) or
an opaque verb (408), an n-word can replace the indefinite thus yielding the split scope reading. In
similar contexts, an n-word can also appear in a predicativeposition (409). However, the natural way

















































‘He hasn’t become a doctor (he’s a simple medical assistant).’
The sentences in (410) can also appear in denial contexts like (407) – (409), but unlike the latter,
they are not restricted to denial. They can also be used to neutrally convey the negation of a de dicto
reading.
The existence of split readings in Romanian, a strict NC langu ge, may be a good argument to
analyze n-words as indefinites and the NM as the only contributor of negation. However, as we saw
in Section 5.5.1, the NM does not contribute independent negation in NC. Moreover, if n-words were
pure indefinites in the split reading contexts, the sentences in (407) – (409) should be fully equivalent
to the ones in (410), which is not the case. By contrast, the use of plit scopekein is the only way
to express the negation of a de dicto reading under a modal in German: pure indefinites are usually
disallowed to cooccur with sentential negationnicht (see Kratzer (1995, pp. 144–147)). This is an
important factor in determining the split readings ofkein in German.
A related phenomenon In what follows I present some observations that cast doubt on taking split
scope readings of n-words as evidence for a general treatment of n-words as indefinites. I mentioned
before that the contexts where these readings occur in German require a property interpretation for the
NP. This suggests that other quantifiers may also exhibit split scope readings in such contexts, i.e. the
property would be interpreted in situ, while the quantificational operator would be interpreted across
an intervening operator. In this section I will show that theso-called ‘event readings’ of cardinal
quantifiers (Krifka (1990) and Doetjes and Honcoop (1997)) with modals also require a split scope
interpretation of the quantifier.
Krifka (1990) observes that cardinal quantifiers can someties quantify over the number of events
rather than the number of objects/ individuals involved in the event. He uses (411) to illustrate this:
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(411) Four thousandships passed through the lock last year.
a. 4000 ships are such that each of them passed through the lock. (object reading)
b. There were 4000 events in which a ship passed through the lock. (event reading)
If reading (411a) is true, (411b) is true as well. But the contexts in which (411b) is true are not always
contexts in which (411a) is true. For example, if a ship passed through the lock more than once last
year, it is still true that there were four thousand different vents (411b), but not that there were four
thousand different ships (411a).
The event reading of cardinal quantifiers can be observed in Romanian sentences as well. From



















a. 4000 ships are such that each of them passed through the lock. (object reading)
b. There were 4000 events in which a ship passed through the lock. (event reading)
In sentences with a modal verb, one can obtain an event reading with the modal where the cardinal
quantifier counts the number of situations in which the modality holds. In this case, we obtain a read-
ing similar to the split scope reading of negative quantifiers, as the cardinal quantifier is understood as
split between the cardinal operator and an indefinite.
Imagine the following scenario: John is a personnel recruite and interviews applicants for various
companies. He may interview one and the same applicant more than once (for different companies
or different jobs). He has a certain number of interviews he do s per day, but every now and then
an emergency occurs. He never does an emergency interview unl ss he really has to (e.g. something
about an obligatory interview requires doing an emergency iterview first). In this context, we can
understand sentence (413a) with a split scope reading wherethere are four hundred situations in which
John had to additionally interview somebody besides his normal amount of work. Similarly, we can

























400 > MUST> ∃: ‘There were 400 times when John had to additionally interview

















40 > SEEK> ∃: ‘There were forty times when John tried to find a secretary last
year.’
12The postverbal position of the cardinal quantifier makes theevent reading more natural than the object reading.
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The data in (413)13 indicate that we need a theory of quantifier scope that allowsthe operator to be
interpreted higher than the restriction of a quantifier.14 If we adopt the treatment of negative quantifiers
with split readings as indefinites licensed by an abstract negative operator (Penka (2007)), we have
to assume a similar mechanism for split readings of cardinalqu ntifiers as well. This may ultimately
require an infinite inventory of abstract quantificational operators, an undesirable consequence for
linguistic theory.
Split scope in LRS The split scope readings of negative quantifiers should be und rstood in the
larger context of what kinds of quantifiers can split their scope and when. Doetjes and Honcoop
(1997) argue that only weak quantifiers in their weak readingreceive the event reading discussed
above. Our assumption that n-words are negative quantifiersis fully compatible with this idea.
LRS is well-suited to account for split readings in general,as it employs discontinuous semantic
representations that allow flexibility in operator scope int raction. Richter and Sailer (2004) give an
account of split scope readings of n-words in Polish where a modal takes scope between the negative
operator and the existential quantifier that make up the negativ quantifier expressed by the n-word.
Similarly, Richter and Sailer (2008) offer an account of epistemic modals that take scope between
negation and universal quantifiers like ‘not every’.
The analysis of Romanian NC proposed in this thesis does not employ an intensional language,
so it is hard to envision a solution for the split scope readings. Moreover, I represented negative
quantifiers by the special operator NO which at first sight disallows a split between the negative
operator and an existential quantifier (or a property). But one could allow NO to be separated from
the property contributed by the common noun if, instead of enforcing the latter to be a subexpression
of the restriction of the quantifier (SEMANTICS PRINCIPLE, clause 1, p. 169), we also allow it to be a
subterm of the nuclear scope of the quantifier.15 This way the restriction list of a quantifier could be
empty and the NP quantifier could be identified with the type〈0〉 NO contributed by the NM. A new
representation of negative quantifiers in LRS would also be needed. They should not take a variable
argument anymore, but only a restriction and a nuclear scope. If we want to split the quantificational
operator from its restriction, the variable should appear with the restriction and not with the operator
which acts like a propositional operator. Thus instead ofen(tn(t(t))), quantifiers would be of type





































40 > SEEK> ∃: ‘There were forty times when John tried to find a secretary last year.’
14These readings could be viewed as the inverse of quantifier floating as Richard Larson (p.c.) remarks: the quantifier
‘floats’ in the semantics, but keeps its determiner positionin the syntax.
15A somewhat similar point is made in Ebert et al. (2007) where it is shown that in German the proportional reading of
some quantifiers maps a verb second restrictive relative clause in the nuclear scope instead of the restriction of the quantifier.
So what appears as the restriction of a quantifier in the syntax is interpreted in the nuclear scope. From this viewpoint, the
situation is similar to that of split readings, where the common noun of a quantificational NP is interpreted in the nuclear
scope. The case described in Ebert et al. (2007) is, however,a slightly different issue since the matrix clause, which should
be the nuclear scope, is interpreted as the restriction: that is, the nuclear scope and the restriction interchange. To acc unt
for split readings of n-words in our analysis, we need to freethe quantifier of its restriction entirely.
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(et)n((ent)t).16
In conclusion, an account for split readings of n-words is posible in the LRS analysis of Romanian
NC here, but we first need a better understanding of the contexts where these readings occur and the
implications they have for a theory of quantifier scope. Thiswill be needed for a general and accurate
formulation of the SEMANTICS PRINCIPLE in LRS.
6.1.4 Conclusion
In this section I discussed empirical issues that have been tak by NPI approaches as evidence against
the negative quantifier status of n-words and an NQ approach to NC. I showed that none of these
remains a challenge if one looks at the behavior of n-words from the wider perspective of how weak
quantifiers behave in general. At the theoretical level, LRSis powerful enough to account for the split
readings of n-words, which are hard to analyze in a compositional semantics.
6.2 The NQ approaches to NC
Having discussed the issues NPI approaches raise with respect to n-words and NC, we will now have
a look at how NQ approaches other than the one in this thesis account for them. The challenge is to
solve the compositionality problem that the negative quantifier status of n-words raises. This is not
a trivial matter, so the NQ approaches are by far not as numerous as the NPI approaches. Among
such accounts that also give a syntax-semantics for NC we candisti guish three groups: 1) those that
make use of the NEG-Criterion (Haegeman and Zanuttini (1991, 1 96), Zanuttini (1991), Haegeman
(1995)), 2) those based on polyadic quantification (de Swartand Sag (2002), de Swart (2010)), and
3) those employing underspecification mechanisms (Richterand Sailer (2004)).
There is little to say about a comparison between the analysis of NC in this thesis and the one in
Richter and Sailer (2004), which I presented in Section 5.3.2. Both make use of the possibility offered
by HPSG to identify several negations in order to obtain the NC reading. The difference lies in the
representation of negative quantifiers: while I use a polyadic NO quantifier, Richter and Sailer employ
the traditional representation with a negative operator outscoping an existential quantifier. Identifying
several negations results in identifying the entire NO quantifiers, or only the negative operators (cf.
Section 5.3.2). The advantage that my analysis brings is that of opening the possibility to integrate
polyadic quantifiers in LRS and thus accounting for other insta ces of polyadic quantification. For
the analysis of NC itself, the results are similar.
In this section I discuss the central ideas of the approachesin 1) and 2) concerning the solution
for the NC interpretation of a sentence. I first consider the NEG-Criterion approaches in Section 6.2.1
and then some issues related to de Swart and Sag (2002) in Secton 6.2.2.
6.2.1 The NEG-Criterion
Zanuttini (1991) offers an NQ analysis for n-words in Italian based on the data discussed in Sec-
tion 6.1.1. Following Pollock (1989), she assumes that sentential negation projects a NegP.17 In
negative sentences like (415) negative quantifiers raise toSpec NegP and enter a configuration of
Spec-Head agreement with Neg0 at LF. For non-negative contexts like (416), Zanuttini argues that it
is the C head that hosts negative features and the negative quantifier thus moves to Spec CP at LF to
enter a Spec-Head agreement relation with C0:
16This type was assumed for negative quantifiers in our discussion in Chapter 4.
17Zanuttini (1991) actually argues for two possible NegPs, but this is irrelevant for our discussion.















































‘I wonder whether anyone will come.’
The second clause of the NEG-Criterion in (417) (from (Haegeman and Zanuttini (1996))) ensures
that negative quantifiers (i.e. ‘Negative phrases’) move tonter a Spec-Head configuration with the
heads carrying negative features. This is the syntactic mechanism allowing for NC constructions.
(417) The NEG-Criterion
a. Each X0[NEG] must be in a Spec-head configuration with a Negative phrase.
b. Each Negative phrase must be in a Spec-head configuration with an X0[NEG].
On the basis of thealmost-modification test discussed in Section 3.3.4 and Section 6.1.1, Zanuttini
(1991) argues that negative quantifiers are universal quantifiers outscoping negation. The semantic
mechanism by which a NC interpretation is obtained involvestwo operations: a process ofAbsorption
and one ofNegation Factorization.
Absorption was defined in Higginbotham and May (1981) for multiple wh-questions. In the case
of negation, the universal quantifier component of two or more negative quantifiers undergoing Ab-
sorption result in one universal quantifier binding two or more variables.
The negative component of a negative quantifier goes througha process of Factorization, by which
consecutive instances of negation following the universalquantifiers are factored out to convey a
single negative operator (418a). More refined versions of the theory (Haegeman and Zanuttini (1996))
assume one more Factorization operation to also include theNM in combination with n-words ((418b):
(418) a. [∀x¬][∀y¬]→ [∀x, y]¬
b. [∀x¬][¬]→ [∀x]¬
Issues raised by NEG-Criterion proposals There are three claims made by these proposals that
have been subject to criticism in the literature: 1) the assumption that n-words are negative quan-
tifiers (see for instance Déprez (1997), Penka (2006)), 2) the parallelism between NC and multiple
Wh-questions supported by the similarity between the NEG-Criterion and the WH-Criterion of Rizzi
(1991) (see Acquaviva (1997) and Giannakidou (1998)), and 3) the (non)compositionality of the Fac-
torization operation (May (1989) and de Swart and Sag (2002)).
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I have argued in favor of 1) at various points in this thesis, so I will not address it again. The
NEG-Criterion is a theory-specific syntactic mechanism which is not relevant for a comparison to
the analysis in this thesis. In particular, the GB/ Minimalist idea that negative sentences have a Neg
functional projection is not adopted by constraint-based theories like HPSG. Recall that the NM in
Romanian cannot contribute negation independently of a cooccurring n-word, which I formulated as
the NEG-CRITERION for Romanian in (324), p. 208. This constraint, although surface-oriented, has
effects comparable to those of the NEG-Criterion of Haegeman and Zanuttini.
The third point of criticism concerns the solution for the compositionality problem that the NEG-
Criterion proposals offer. May (1989) argues that Factorization fails to respect compositionality, as
parts of the semantic contribution of the elements involvedin the operation are simply erased (see
(418)). To solve this, May (1989) proposes to replace Absorption and Factorization by the resumption
mechanism of polyadic quantifiers (van Benthem (1989), Keenan and Westerståhl (1997), Peters and
Westerståhl (2006)). As I showed in Chapter 4, resumption is ot compositional either, so it seems
that lack of compositionality is the price to pay if we start wi h the assumption that several negative
quantifiers can be interpreted as NC.
However, even though both the Absorption and Factorizationmechanism in Zanuttini (1991) and
Haegeman and Zanuttini (1991, 1996), and polyadic resumption assumed here are non-compositional,
it does make a difference for linguistic theory whether we usone or the other. To see this difference,
we have to consider why we need compositionality. Intuitively, the motivation for the principle of
compositionality in linguistics is the necessity to provide a systematic mapping between the syntax
and semantics of the parts of a complex expression in relation to the whole. We need an abstract
mechanism by which we can derive the meaning of any complex expression from the meanings of
its parts and in a way that is consistent with their syntax. For that, the mechanism must at least be
mathematically precise and not make wrong predictions about the language.
The Absorption and Factorization mechanism has hardly receiv d a precise formulation and has
consequently also been given up by one of its first advocates (Higginbotham and May (1981) vs.
May (1989)). By contrast, polyadic quantifiers are given a precise description in Lindström’s (1966)
mathematical classification of generalized quantifiers (see S ction 2.1). Moreover, Keenan (1992,
1996), Keenan and Westerståhl (1997), and Peters and Westerståhl (2006) discuss several cases of
natural language quantification which can only be accountedfor as polyadic quantification. Polyadic
quantifiers thus have the two minimal properties of the kind of mechanism that we need to describe
natural language; however, it is only a semantic mechanism where nothing is said about the syntax.
The advantage of LRS is that it provides us with a syntax-semantics interface where we can inte-
grate polyadic quantifiers. LRS uses underspecified representations in close correspondence with the
constituent structure of a surface-oriented syntax, by means of which we can identify the semantic
contribution of several syntactic units into a resumptive quantifier. This mechanism allows a system-
atic syntax-semantics for polyadic quantifiers like the oneprovided for Romanian NC in Chapter 5.
6.2.2 A resumption-based alternative to LRS?
The treatment of NC as resumption of negative quantifiers is integrated in a syntax-semantics in de
Swart and Sag (2002). Without going into details, let me briefly summarize their analysis of the
ambiguous French sentence in (419) (see also Section 4.3.1). Following Pollard and Sag (1994), de
Swart and Sag (2002) make use of Cooper storage (Cooper (1983)) to underspecify quantifier scope.
In the HPSG syntax-semantics the two interpretations of (419) are obtained by lexical retrieval in
the lexical entry of the verbn’aime. The DN reading is obtained by means of a quantifier retrieval
operation callediteration (419b), NC by an operation calledresumption(419d).







a. It([NO] [PERSON] , [NO] [PERSON] )([LOVE] ) = 1
D:2.8
⇐⇒ [NO] [PERSON] ◦ [NO] [PERSON] = 1
L:2.1
⇐⇒ [PERSON] ∩ {x ∈ E|[PERSON] ∩ {y ∈ E|(x, y) ∈ [LOVE]}= ∅}= ∅ (DN)



























































([LOVE] ) = 1
D:4.2
⇐⇒ ([PERSON]× [PERSON] ) ∩ [LOVE]= ∅ (NC)

















































In Section 4.3.3 I showed that resumption and iteration as polyadic lifts defined in Keenan and
Westerståhl (1997) cannot be given a compositional syntax-semantics with lambda-calculus and a
functional type theory, the combinatorics usually assumedin compositional grammars. There I used a
type shifting mechanism to derive the scope interaction betwe n quantifiers. de Swart and Sag (2002)
developed their analysis of NC as polyadic quantification bymeans of Cooper storage, which employs
an underspecified representation of quantifier scope. Cooper storage allows flexible quantifier scope
interaction, so one may now wonder whether a precise syntax-semantics with Cooper storage would
allow us to integrate polyadic quantifiers in a compositional gr mmar.
In this section I will investigate this possibility and I will show that this is not possible: Cooper
storage keeps the combinatorics with lambda calculus and fuctional types which, as I showed in
Section 4.3.3, prevents us from formulating a syntax-semantics for resumption.
Cooper storage The ‘storage’ mechanism proposed in Cooper (1983) is designd to deal with quan-
tifier scope ambiguities at the semantic level, independently of he syntax, and thus avoids supplemen-
tary grammar rules like ‘Quantifying-in’ necessary in Montague’s (1973) approach (see Blackburn and
Bos (2005, Ch. 3) for details).
Cooper associates each node of a syntactic tree with a ‘store’ c ntaining a core semantic repre-
sentation followed by all the quantifiers that appear on the lower nodes in the tree. At the sentence
level the store of quantifiers is used to generate all the possible interpretations for that sentence. The




′(x))(A(x)), 1), (λB.NO(y)(person′(y))(B(y)), 2)〉
NP
Personne
〈λP.P (z1), (λA.NO(x)(person′(x))(A(x)), 1)〉
IV
n’aime personne
〈λu.love′(u, z2), (λB.NO(y)(person′(y))(B(y)), 2)〉
TV
n’aime
〈λV λu.V (λv.love′(u, v))〉
NP
personne
〈λP.P (z2), (λB.NO(y)(person′(y))(B(y)), 2)〉
Figure 6.1: Syntactic tree with stores for sentence (419).
order in which the quantifiers are ‘retrieved’ from the storeand combined with the core representation
generates different scope possibilities between the quantifiers.
A store is ann-place sequence (within angle brackets) where the first itemis a lambda expression
giving the core semantic representation of a linguistic expr ssion. Subsequent elements (if any) are
pairs(β, i), whereβ is the semantic representation of a quantified NP andi is an index. The storage
mechanism allows a quantified NP to store its semantic represntationβ with an indexi and contribute
the expressionλPet.P (zi,e) for the combinatorics of the sentence (DEFINITION 6.1). For the VP and
the two NPs in sentence (419), we have the (storage) semanticrepresentations in (420). I keep the
discussion here within the limits of theTy1 logical language defined in Section 5.1.
Definition 6.1 Cooper storage
For everyP ∈ Ty1et, z ∈ Ty1e, φ, β, β′ ∈ Ty1(et)t, i, j, k ∈ N
+, if the store
〈φ, (β, j), (β′ , k))〉 is a semantic representation for a quantified NP, then the store
〈λP.P (zi), (φ, i), (β, j), (β
′ , k))〉 is also a representation for that NP.
(420) a. (subject)personneNP  λAet.NO(x)(person′(x))(A(x))
D:6.1
⇐⇒ (subject)personneNP  〈λPet.P (ze,1), (λAet.NO(x)(person′(x))(A(x)), 1)〉
b. (object)personneNP  λBet.NO(y)(person′(y))(B(y))
D:6.1
⇐⇒ (object)personneNP  〈λPet.P (ze,2), (λBet.NO(y)(person′(y))(B(y)), 2)〉
c. n’aimeTV  〈λX(et)tλue.X(λve.love
′(u, v))〉
The subjectpersonnestores its semantic representationλAet.NO(x)(person′(x))(A(x)) with the
index1 and contributes the expressionλPet.P (ze,1) to the combinatorics of the sentence. Similarly,
the objectpersonnestores its semantic representation under the index2. The sentence is generated as
in FIGURE 6.1.18
The interpretation of the sentence will be obtained by successiv ly retrievingeach of the quanti-
fiers in the store representation〈love′(z1, z2), (λA.NO(x)(person′(x))(A(x)), 1), (λB.NO(y)
18The core semantic representations at the IV and S level are obtained byλ-application andβ-reduction. See Sec-
tion 4.3.2.4 for a similar example with a detailed description of how this is done step by step.
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(person′(y))(B(y)), 2)〉 on the S node. To do this, weλ-abstract over each of the variablesz1 and
z2 within the core representation and apply the correspondingquantifier to the lambda expression that
we obtain (DEFINITION 6.2). The quantifier that is retrieved last will take wide scope. For instance,
if we choose to first retrieve the quantifier contributed by the objectpersonneand then the subject
quantifier, we obtain the expression in (421), where the subject personnehas wide scope. For the
other scope interaction, we first retrieve the subject quantifier and then the object.
Definition 6.2 Cooper retrieval
Letσ1 andσ2 be possibly empty sequences of quantifier-index pairs. For everyz ∈ Ty1e,
β ∈ Ty1(et)t, φ ∈ Ty1t, i ∈ N
+, if the store〈φ, σ1, (β, i), σ2)〉 is associated with an
expression of category S, then the store〈β(λzi.φ), σ1, σ2)〉 is also associated with this
expression.
(421) Quantifier retrieval for the S node inFIGURE 6.1:













⇐⇒ 〈NO(y)(person′(y))(love′(z1, y)), (λA.NO(x)(person
′(x))(A(x)), 1)〉











The result in (421) indicates that we can obtain the DN reading of (419) by means of Cooper stor-
age. The inverse scope DN reading is also possible and would nee to be ruled out by the grammar if it
is not available for the sentence. At any rate, the result is the same as in the example in Section 4.3.2.4
where we did not employ Cooper storage, but only type shifting mechanisms. The question to ask
now is: can Cooper storage help us to give a compositional syntax-semantics for polyadic quantifiers?
Polyadic quantifiers with Cooper storage? The HPSG analysis in de Swart and Sag (2002), where
quantifiers are retrieved by means of Cooper storage, suggests that we should be able to get both
the iteration and the resumption interpretations of the sentence in (419) by simply giving a refined
definition toretrieval. In their terms, retrieval could be done asiteration or resumption.
De Swart and Sag do not make this proposal precise, so it is hard to guess how exactly they
would do the retrieval. However, note that in order to get theresumptive reading for the expression
under S inFIGURE 6.1, we need to retrieve both negative quantifiers at once. For this, we would
need toλ-abstract both variables inlove′(z1, z2). Further we need to turn the two monadic quan-
tifiers λA.NO(x)(person′(x))(A(x)) andλB.NO(y)(person′(y))(B(y)) into a binary quantifier
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λVe(et).NO(x, y)(person
′(x), person′(y))(V (x, y)) that could be retrieved by applying to the bi-
nary relationλz2λz1.love′(z1, z2).
However, I showed in Section 4.3.3.3 that this cannot be done. Th re is no way to define an oper-
ation between any two unary relations in a domainE that would give us the desired correspondence
to all the binary relations inE2 (Henk Barendregt, p.c.). In Section 4.3.3.3, I showed that te car-
dinality of the domainE2 of binary relations is usually different from that of the Cartesian product
E × E. This prevents us from expressing a direct correspondence between two monadic quantifiers
and a binary one.19
In conclusion, Cooper storage cannot offer us a way to implement a syntax-semantics for resump-
tion. Although it is a means to underspecify quantifier scopewithout appeal to syntax, it does make
use of the typical compositional combinatorics which doesn’t allow us to express polyadic quanti-
fiers. The same problem would arise with other storage mechanisms that use lambda calculus in a
functional type theory, as for instance the Keller storage (K ller (1988), see also Blackburn and Bos
(2005, Ch. 3)). In Chapter 5 we were only able to formulate a syntax-semantics for NC as resump-
tion, because LRS, the semantic framework employed, uses underspecified representations that can
be identified and replaces the rigid compositional combinatorics with one based on the constituent
structure fed by a surface-oriented syntax.
6.3 Concluding remarks
In this chapter I compared the analysis of NC in this thesis with alternative accounts in the literature.
If one adheres to strict compositionality, one must take an NPI approach to NC. In this case one
must, however, consider the large amount of counterevidence to the assumption that n-words are non-
negative. In Section 6.1 I showed that the arguments broughta ainst the negative quantifier status of
n-words do not go through.
There are two observations about the NPI approaches that, tomy mind, make them undesirable
for the treatment of NC. First, they transfer the semantic problem raised by NC to the syntax, which
is empirically unmotivated and theoretically unsatisfactory. Second, these theories altogether fail to
provide us with a coherent story about n-words and the sourceof NC. This is because they sometimes
make contradictory claims, despite common traits that qualify them all as NPI approaches. The second
problem is a consequence of the first one: once one admits thatn-words are negative and it is the task
of the semantics to account for NC, we know exactly what we areafter and we can learn with each
analysis what step needs to be taken next. If one tries to argue that n-words are not negative, a whole
range of possibilities suddenly open. Every other approachtries a new option and it is hard to identify
its contribution to the original semantic problem, as the core solution is always a (new) syntactic one.
To understand the two problems, note first that NPI approaches try to build a one-to-one corre-
spondence between the syntax and the semantics, for the sakeof compositionality. This puts a great
amount of weight on certain issues which are irrelevant fromthe semantic perspective, as for instance
the question whether the negative quantifiers are universalquantifiers outscoping negation, or existen-
tial quantifiers outscoped by negation. From a semantic point of view, if the truth conditions are the
same, this debate is immaterial. We don’t have to represent negative quantifiers by an existential/ uni-
versal quantifier and a negative operator, we can assign themany symbol, as long as we associate the
right semantics with it. Related to this, note that the idea of universal negative quantifiers in Zanuttini
(1991) seems to have syntactic motivation as well: universal qu ntifiers are typically known to un-
19Note that this issue is independent of the compositionalityproblem raised by the incompatibility between the syntax of
polyadic lifts and that of natural language that I discussedin Section 4.3.3.2.
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dergo quantifier raising in generative grammar. Thus, by arguing that n-words are universal negative
quantifiers, Zanuttini gets quantifier raising for free.
Moreover, NPI approaches try to account for the difference between n-words and NPIs/ indefinites
on the basis of some syntactic mechanism that ensures that the right elements enter a NC constellation.
A syntactic feature, which supposedly has nothing to do withthe meaning of n-words, accounts for
exactly those properties of n-words that the NQ approaches take to be indicative of their negative
quantifier status. Thus negative concord as a semantic issueis turned into a purely syntactic issue. The
distinction between the syntax and the semantics of n-wordsan NC eventually becomes unclear even
for the proponents of NPI approaches, as claims in one approach sometimes contradict fundamental
claims in others.
Consider, for instance, the uninterpretable Neg feature that n-words carry in some NPI approaches.
Most of these approaches (e.g. Zeijlstra (2004), Penka (2007)) argue for this feature, although n-
words are said to be semantically non-negative and evidenceis brought for this idea. At the other
extreme, Watanabe (2004) provides empirical evidence for treating n-words in Japanese as negative
quantifiers, but accounts for NC readings in the syntax by means of an uninterpretable Neg feature.
So the semantic task of accounting for NC is again transferred to the syntax. Furthermore, Déprez
(1997) argues that French n-words are zero numerals. This means that they have the same semantics
as negative quantifiers, but they are still indefinites in Déprez (1997) (presuppositional indefinites in
Diesing (1992)). It is hard to see how one would work out the details of a syntax-semantics in this
approach. I assume it would ultimately be an NQ approach, given that the empirical claim has much
in common with the one in this thesis.
It seems to me that, beyond trying to argue against such analyses, we are in need of a common
ground for discussion, which they fail to provide at the moment.
NQ approaches, on the other hand, have one problem to deal with: compositionality. In this thesis,
I showed that resumptive quantifiers can straightforwardlyaccount for NC in Romanian and similar
proposals have been made for other languages as well (van Benthem (1989), May (1989), Keenan
and Westerståhl (1997), de Swart and Sag (2002)). In Chapter 4 we saw that there is no way to
define polyadic quantifiers in a compositional grammar. Thisis also the case for the Cooper storage
mechanism (Section 6.2.2). Moreover, I argued in Section 6.2.1 that not all ‘non-compositional’
analyses are theoretically equally motivated and precise.W are in search of a systematic syntax-
semantics for complex linguistic expressions. If the limits of compositionality, as understood at this
point, are too tight for us to express the syntax-semantics of natural language, we are most likely in
need of a reformulation of the notion of compositionality.
Chapter 7
Conclusion and perspectives
The contribution of this thesis can be regarded as both theoretical and applicative. First, it is a demon-
stration of how a syntax-semantics for negative concord canbe built in general if we start with the
assumption that n-words are negative quantifiers. Second, it applies this syntax-semantics to Roma-
nian, for which it thus offers an extensive analysis of the core behavior of n-words and the defining
properties of negative concord.
This enterprise has three main aspects that cut across the two (general vs. language-specific) di-
mensions: 1) an empirical one concerning the semantic status of n-words (Chapter 3 and Section 6.1),
2) the semantic mechanism for negative concord in relation to the principle of compositionality (Chap-
ter 4), and 3) a systematic syntax-semantics for negative concord (Chapter 5 and Section 6.2).
In Section 7.1 I summarize the results and in Section 7.2 I discus some general implications of
the present analysis for linguistic theory and issues that remain open for future research.
7.1 Summary of results
Considering the empirical aspect, it is argued in Chapter 3 that Romanian n-words carry semantic
negation so they should be treated as negative quantifiers. The claim that n-words are negative po-
larity items, put forth by NPI approaches to negative concord, is shown to be incompatible with the
properties of negative concord and to make wrong predictions about the behavior of n-words in Ro-
manian. In particular, I show that unlike NPIs, n-words do not eed a semantic licenser, as they have
anti-additive (negative) semantics themselves. Moreover, th negative marker, the only possible li-
censer for n-words, does not exhibit anti-additivity in combination with n-words, while it does with
NPIs. It is also argued thatlmost-modification and the locality conditions on negative concord li-
censing point to a similarity between n-words and true quantifiers. The empirical tests brought by NPI
approaches to determine the semantic status of n-words turnout to be compatible with the claim here
that n-words are negative quantifiers (Section 6.1).
Two further important arguments are brought to support the negative semantics of n-words: the
negative contribution in non-NC contexts (fragmentary answer , gapping, comparative, and past par-
ticipial constructions) and the availability of a double negation interpretation for two n-words (Sec-
tion 3.4). An NQ approach can straightforwardly account forthese semantic facts, while NPI ap-
proaches usually offer a syntactic solution by appealing tocovert negative licensers for which no
independent evidence is available.
An investigation of the scope properties of two n-words reveals a close resemblance between neg-
ative concord and cumulative readings of cardinal quantifiers (Section 3.5). As cumulative readings
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can easily be analyzed with polyadic quantification (Section 2.1), this similarity is taken as indicative
of the appropriateness of polyadic quantifiers in accounting for negative concord readings. This is
the line of reasoning that I pursue in proposing a semantic account for negative concord and double
negation with polyadic quantifiers.
The second aspect of this thesis concerns the semantic analysis of negative concord and double
negation with polyadic quantifiers, and the investigation of the compositional status of iteration and
resumption as polyadic lifts (Chapter 4). Double negation is accounted for as iteration and negative
concord as resumption of negative quantifiers. Despite the reducibility of the resumptive negative
quantifier NO2 to the iteration NO◦ SOME, it is shown that only the former can account for the
uniform semantics of n-words documented in Chapter 3 and forthei idiosyncratic scope properties
in negative concord.
The compositional status of polyadic lifts is investigatedin a small compositional fragment of Ro-
manian (Section 4.3). I show that the semantics of resumption disregards the syntactic parts involved
in the operation and for this reason it cannot be made compositional with the logical syntax. Iteration
can be given a compositional syntax-semantics in the logical language, but compositionality fails at
the interface with the natural language syntax: the logicalsyntax of iteration as a mode of composition
requires putting together two negative determiners in one step and natural language syntax does not
have a surface constituent structure equivalent to this operation. It is also shown that the reason why
polyadic lifts cannot be turned into modes of composition has to do with the expressive power of bi-
nary quantifiers which is higher than that of a combination oftwo monadic quantifiers in a functional
type theory withλ-calculus, the combinatorics assumed in compositional gramm rs.
To give a syntax-semantics for polyadic quantifiers one mustuse a different combinatorics to
build complex linguistic expressions from simple ones. Lexical Resource Semantics is a framework
that offers the appropriate combinatorics. For this reasonit is employed in Chapter 5 with the aim
of developing a syntax-semantics for Romanian negative concord as resumptive quantification. LRS
keeps the tradition of a logical representation language with functional types for semantics. But unlike
the compositional grammar in Chapter 4 LRS can also employ underspecified representations. This
is because LRS gives up the traditional techniques of combining the syntactic parts in a functional
type theory withλ-calculus and replaces them with a constraint-based combinator cs that respects
the surface constituent structure of the natural language.This shift allows an encoding of gener-
alized quantifiers in LRS as resumptive quantifiers of an underspecified complexity. In an HPSG
syntax-semantics interface this permits an account of Romanian negative concord in which two lex-
ical negative quantifiers identify their lists of variables, restrictions, and the nuclear scope and give
rise to one binary resumptive quantifier. By means of this resumptive negative quantifier, we obtain
the resumptive semantics without any appeal to a supplementary mode of composition.
Thus I present a syntax-semantics interface for the negative concord reading of two negative quan-
tifiers with possible extension ton quantifiers and for the locality conditions in the licensingrelation
between n-words and the negative marker. Double negation readings receive an analysis which inte-
grates the necessary information structure conditions. With these results, the present account makes
the right predictions about the availability of the negative concord and the double negation reading as
related to the scope interaction between negative and non-negative quantifiers.
In comparison to the NQ approaches using negation factorizaion, the present resumption-based
approach to negative concord is argued to be theoretically superior, as resumptive quantifiers can be
given a systematic syntax-semantics and have a precise mathe ical status in an extended theory of
generalized quantifiers (Section 6.2). Considering other options of integrating resumptive quantifiers
in a syntax-semantics, it is shown that employing Cooper storage to underspecify quantifier scope is
not helpful in overcoming the compositionality problem with resumptive quantifiers. Cooper storage
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keeps the traditional combinatorics with functional typesandλ-calculus, so it has the limitations of
any other compositional grammar, and lacks the flexibility that LRS obtains by giving up this tradition.
In conclusion, the LRS account of negative concord in this thesis is the only one to date I am
aware of that gives a systematic syntax-semantics for a linguistic phenomenon that has been argued
to require the expressive power of polyadic quantifiers.
7.2 Perspectives for future research
For an account of negative concord, in this thesis I make the unconventional choice of treating n-words
as negative quantifiers and offering a non-compositional, though systematic, syntax-semantics.
The starting point in this thesis is that n-words are negative quantifiers. This commits me to a
particular kind of analysis, usually avoided in the literatu e, which, however, allows me to investigate
the precise points where compositionality and the analysisof negative concord as a polyadic quantifier
come in conflict. This is a broad theoretical problem and for this reason, this thesis is quite program-
matic, so it cannot pretend to have exhausted all theoretical issues, or the entire empirical domain of
Romanian negative concord. There are several stimulating questions that arise for further research, of
which I mention a few below.
7.2.1 Empirical coverage
Adverbial n-words First, this thesis does not account for negative concord with modifiers. The
analysis has been developed to cover argument n-words. Adverbial and prepositional modifiers, how-
ever, also participate in negative concord constructions and should be taken into account by an ex-
tended analysis. Negative quantifier adverbs likeniciodat̆a ‘never’, nicăieri ‘nowhere’, nicidecum


































‘There is no way John will go anywhere alone.’
To integrate adverbial n-words in negative concord structures, the simplest assumption would be
that they are negative quantifiers that take a variable. These quantifiers usually have a restriction re-
ferring to the time/ location/ manner of an event. Given the on -to-one correspondence between the
number of variables and that of restriction predicates in the present grammar, the quantifiers should
have as many variables as they have restrictions. What kind of a variable this should be and how it
relates to the verb in their nuclear scope is to be determinedby independent study on event modifica-
tion. Our account would need to be extended to include such (event) variables of a possibly different
type frome, the common type of nominal variables.
A good starting point for an account of adverbial n-words is the extensive study of quantificational
adverbs likealways, oftenas generalized quantifiers in de Swart (1993). A few adjustmen s would
be necessary to deal with adverbs of manner and location besides the temporal ones and to make this
analysis fit into our LRS account.
A treatment of adverbial n-words in the present analysis is also interesting from the point of
view of polyadic quantifiers, where the literature usually focuses on NPs. For instance, it would be
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relevant for an account of resumptive quantification in English as in Peters and Westerståhl (2002).
Peters and Westerstahl claim that quantificational adverbsin English can trigger resumptive readings
in sentences like (423), but they do not give the quantifier rep esentation of the adverb itself, they
limit their attention to the two nominal restrictions contributed by the bare pluralscatsanddogsas the
restriction of the quantificational operator MOST.
(423) a. Catsusually dislike dogs.
b. MOST2(CAT × DOG, DISLIKE)
Although this is not made precise, Peters and Westerståhl (2002) suggests a binary resumptive
quantifier like in (423b) to account for the interpretation of (423a). That is, they do not take into
account the time restriction of the quantifierusually. While this is irrelevant for their purposes, in our
LRS grammar, the two nounscatsanddogswould not contribute the quantifier themselves, so they
wouldn’t be able to take part in the resumptive quantifier. Wewould need the adverbial quantifier to
be represented and get identified with a possibly underspecified quantifier contributed by the two bare
nouns to build the resumptive quantifier. Then the adverb would also contribute its time restriction to
the complex restriction of the resumptive quantifier. This also implies that in (423b) we would have
MOST3 instead of MOST2, as we would have three restrictions: CAT, DOG, and TIME.
Split readings A second question concerns the way the present analysis can integrate split readings
of n-words (see (408) repeated in (424)). In Section 6.1.3 I showed that cardinal quantifiers can also
get a split scope interpretation in their event readings (see 413b), repeated in (425)). Thus we are in
need of an appropriate mechanism to deal with split readingsof quantifiers independently of negative
concord and negative quantifiers. In Section 6.1.3 I suggested that discontinuous representations in
LRS should allow a natural treatment of these readings.


































40 > SEEK> ∃: ‘There were forty times when John tried to find a secretary last year.’
Accounting for split readings may, however, require assuming lexical ambiguity of n-words be-
tween a behavior like existential quantifiers (or simply, indefinites) in contexts with split readings and
as negative quantifiers everywhere else. This would, of course, be an undesired solution. N-words
have been argued to be indefinites licensed by an abstract nega ive operator (Penka (2007)), but this
option would result in positing infinitely many such operatos to account for the split readings of car-
dinal quantifiers. Before making generalizations about thesemantic nature of n-words and cardinal
quantifiers, I think a better understanding of the empiricalphenomenon is necessary.
A comparison to floating quantifier constructions like (426)may turn out useful in this respect. In
(426) the quantifier appears separated from its nominal restriction in the syntax (Dowty and Brodie
(1984), Sportiche (1988), Fukushima (1993), Nakanishi (2005) and many others). In split readings,
the split is not in the syntax, but in the semantics: the quantifier forms a DP with the noun, but the
latter is interpreted in the nuclear scope rather than in therestriction, due to an intervening operator
(see (424) and (425)).
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‘As for photos, there weren’t made any.’ (German)
Nakanishi argues that floating quantifiers measure in the verbal domain using arguments like the
fact that sentences like (426b) lack a collective reading, specific to quantifiers that measure in the
nominal domain. The collective reading is usually available for the non-splittrei studenţitogether
with the distributive one (427). In (426b) we only obtain a distributive reading fortrei, which indicates















‘Three students came to class yesterday.’
In Section 6.1.3 we saw that split readings of cardinal quantifiers appear in their event reading.
We thus expect the two phenomena to receive the same kind of semantics that accounts for their quan-
tification over the event variable. If we could relate split readings of n-words to the same semantics,
we would then be in the position to offer an account of split readings in general. Floating quantifiers
would differ from split readings only in that they also exhibit syntactic effects. The literature on float-
ing quantifiers offers various observations and tests that may shed some light on split readings, which
we know very little about at the moment.
Apart from the empirical issues, an account for split readings requires a logic with a world type
to deal with intensional constructions and this is an important next step for the research initiated in
this thesis. Intensionality should be technically easy to in egrate in the LRS analysis here, as previous
LRS literature makes full use of it.
Negation and the use of the subjunctive On the empirical side of intensionality, there is one further
issue that deserves special attention and is relevant at least for Romanian and Romance languages. It
concerns subjunctive relative clauses modifying n-words and relates to a discussion introduced in
Farkas (1985). According to Farkas, a subjunctive relativeclause modifying the indefinite object of

















a. ‘John is trying to find a secretary that knows Chinese.’ (dedicto)
b. # ‘There is a secretary that knows Chinese and John seeks her.’ (de re)
As noted in Ionescu (2004), Romanian n-words in intensionalcontexts can also be modified by sub-
junctive relative clauses, thus confirming their de dicto (or rather, split scope) reading:



















‘It is not the case that John is involved in a search for a secretary that knows Chinese.’
However, subjunctive relative clauses seem to successfully modify n-words even when they are





























































‘John met a secretary that knows Chinese.’
The n-word in (430a) can be replaced by the indefiniteo ‘a’ as long as the sentential negation is
present (430b). But the sentence becomes ungrammatical if there is no negation in the matrix clause
(430c). So the subjunctive relative clause modifying n-words doesn’t depend only on the intensional
context, but also on the negative context.
Given that both (429) and (430a) contain a subjunctive relativ clause, although the latter does not
provide an intensional context, the question that arises iswhether (429) also receives a de re reading.
In that case, the subjunctive relative clause would be allowed by the negative context, like in (430a).
But a de re reading does not seem to be available in (429), which confirms Farkas’s (1985) claim.
Now we have to ask what exactly it is that the negation in (430a) and an (even affirmative) intensional
context ((428), (429)) have in common that allows the occurrence of subjunctive relative clauses. The
answer will probably also have to do with the semantics of thesubjunctive.
Another place where negation enables the use of the subjunctive otherwise disallowed in the corre-
sponding affirmative context concerns propositional intensio al verbs likecrede‘believe’. Negating
credemay turn a ‘that’ complement clause (431a) into a subjunctive complement (431d) which is

















































‘John doesn’t believe to have the book.’
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Similar constructions seem to occur in other Romance languages nd a close investigation might
provide us with a better understanding of negation and its relation to the subjunctive and intensionality.
Non-finite and fără ‘without’ constructions Another empirical area that has not been addressed
in this thesis concerns non-finite constructions (432) and contexts where n-words cooccur withfără
‘without’ (433). Two issues have to be mentioned here: a general one on how we would include such
constructions in the grammar, and a more specific one regarding past participial constructions with
preverbal n-words.
Regarding the first issue, it should be easy to account for thetwo constructions, if we assume that
neandfără carry aNO0 quantifier. We would also modify the NEGATIVE CONCORDCONSTRAINT
in (329), p. 211 to enforce thene- prefix on the verb in non-finite clauses with n-words. At the
same time the presence offără should allow n-words to appear infără constructions. Other possible












































‘John solved the problem without any help/ asking anybody for help.’
The second issue is more intriguing, as it raises several empirical and theoretical questions for
which we don’t have an answer yet. As mentioned in Chapter 3, p. 94, a preverbal n-word can trigger
negation alone without the prefixne- on the verb (see (434a)). (434a) is to be compared to (434b)
which shows that even in participial constructions n-wordsin postverbal position always require the
































‘This article, which wasn’t cited by any critic, is actuallyvery interesting.’
To account for (434b) we need to assume a NEGATIVE CONCORD CONSTRAINT for non-finite
clauses that enforces the presence of the prefixn -on the verb if an n-word is present. This NEGATIVE
CONCORDCONSTRAINT would then rule out (434a), because the verb does not have theprefix ne-.
An account for (434a) in our analysis shouldn’t be too difficult from a technical point of view.
Once we have the properties of the construction, an HPSG grammar offers enough flexibility for us to
specify the NEGATIVE CONCORDCONSTRAINT in a weaker way as to correctly describe both (434b)
and (434a). A sketch of such an account is given in Iordăchioaia (2004), for instance. What seems
more intriguing about these constructions is identifying the source of the contrast between (434b) and
(434a) and seeing what in the nature of participial constructions allows this variation. In what follows
I give a few observations in this respect.
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Note that these constructions are special also independently of negation, as typical arguments are
usually disallowed to occur in preverbal position. Quantificational elements seem to be an exception:
in (435) the quantifiersadesea‘often’ andde toat̆a lumea‘by everybody’ can appear preverbally, but













‘an article which has (often) been cited by John/ by everybod’
These constructions have been related to the adjectival nature of past participles (Iordăchioaia (2004)),











‘a secretary who is never/ often available’
Concerning the past participle, Parsons (1991, pp. 234–235) distinguishes between the target state
and the resultant state of an event as expressed by the past participle: “If I throw a ball onto the roof,
the target state of this event is the ball’s being on the roof,a state that may or may not last for a long
time”; the resultant state is ”the state of my having thrown the ball onto the roof and (...) cannot cease
holding at some later time”. In the literature on the adjectival use of the past participle Kratzer (2000)
and Alexiadou and Anagnostopoulou (2008) identify severalsemantic and syntactic tests that support
this distinction.
The question that arises for us is whether the distinction betwe ntarget-stateandresultant-state
participle is relevant for the behavior of the past participle in (434a). Kratzer showed that the two
kinds of participles get a different interpretation with the negative prefix: target-state participles are
interpreted ascontrary negation(e.g.unhappy, wherenot (unhappy) 6= happy), and resultant-state
participles ascontradictory negation(e.g.non-black, wherenot (non-black)= black, cf. Horn (1989,
Ch. 5)). If this distinction plays a role in the past participal constructions with preverbal n-words, we
may also be able to determine the kind of negation that is involved in NC (see also (437)).
This brings us to another issue in the literature on negativeconcord introduced in Przepiórkowski
(1999b): the relevance of the distinction in Situation Semantics (Cooper (1997)) betweeneventuality
negationandpropositional negation. For a propositionp, the negation ofp is expressed as “It is the
case that not-p” in the eventuality negation reading and as “It is not the case thatp” in the propositional
negation reading. Przepiórkowski argues that negative concord (at least in Polish and Italian) occurs
only with eventuality negation. It remains to be seen how andwhether we can express this distinction
in model-theoretic semantics and, more importantly, if it has a crucial role to play in NC. An extensive
investigation of the constructions in (434a) might give an answer to this as well, since the preverbal
n-word does not seem to license other n-words (see (437), taken from Ionescu (1999)). If only one of











‘book that has never been read by anybody’
A further question is to what extent Romanian data like (434a) are related to those contexts in
non-strict NC languages where a preverbal n-word contributes negation alone:


























‘Nobody said anything/ this.’ (Spanish)
Note, however, that the parallelism betweennessunoandnadie in (438) andde nimeniin (434a)
is not complete, since the former can license other n-words,while the latter cannot (437).
From the point of view of the assumption here that n-words arenegative quantifiers neither (438),
nor (434a) are unexpected. Still, there seems to be something special about the preverbal position that
gives an n-word more independence than the postverbal position and we need to identify the source
of this contrast. Information structure seems to play an important role, as noted in Zanuttini (1991),
Isac (2004), and Watanabe (2004), but it is probably not the only factor that influences the behavior
of n-words in these two contexts.
7.2.2 Theoretical issues
Other polyadic quantifiers in LRS The LRS- and HPSG-based account of negative concord in
this thesis is, as far as I am aware, the first to integrate polyadic quantifiers in a coherent syntax-
semantics interface. This is achieved by underspecifying generalized quantifiers asn-ary resumptive
quantifiers. The quantificational operator, however, is always the same. In Section 2.1 I mentioned
several other instances of polyadic quantifiers where distinct quantificational operators together build
a polyadic quantifier: iteration, “different/ same”, and cumulative quantifiers. The semantic effects
of iteration can be accounted for in our grammar, independently of the polyadic lift iteration. But
there are natural language quantifiers like “different/ same” constructions and cumulative readings of
cardinal quantifiers for which iteration cannot derive the right semantics. The polyadic quantifiers that
correctly interpret them are also shown by Keenan to not be reducible to iteration.
Such quantifiers cannot receive a syntax-semantics in the grammar that I give in Chapter 5, as it
does not allow building a generalized quantifier with more than one quantificational operator. The
grammar can, however, be naturally extended to accommodatea new attribute OPERATOR that spec-
ifies the quantificational operator of a generalized quantifier. By further allowing the value of this
attribute to be a list of operators, just like in the case of the VARIABLE and RESTRICTION at-
tributes, we can derive any operator combinations for polyadic quantifiers. A precise formulation
of the possible operator combinations will have to be ensured by supplementary LRS constraints.
Though far from trivial, interpreting these quantifiers in our LRS account is only a matter of how we
represent them inTy1 ; their semantics is already provided by the polyadic quantifier literature.
Negative concord as a cumulative quantifier Another way to account for NC, one might think1,
is in terms of a cumulative quantifier, if we assume that n-words are zero cardinal quantifiers and
thus have the same truth conditions as negative quantifiers.Moreover, cumulative quantifiers might
pose fewer problems for compositionality than resumptive on s, given that their semantics takes into
account the contribution of each monadic quantifier. This approach seems quite appealing, especially
if we can make it compositional. It would also conform with the conclusion that we reached with
respect to the semantics of n-words, while the general claimis similar to Déprez (1997).
1This suggestion comes from an anonymous semantics workshopreviewer.
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There is, however, a piece of data that prevents us from taking up this option for now. If n-words
are zero cardinal quantifiers and negative concord is an instance of a cumulative quantifier, we expect



















i. ‘No student read zero books for the exam.’ (DN)



















i. ‘Forty students read each zero books for the exam.’ (iteration)
ii. ‘A total of forty students read a total of zero books for the exam.’ (cumulation)
The sentence in (439a) with an n-word and a zero quantifier cannot be interpreted as NC, it only
receives a DN reading. The lack of a NC reading indicates two things: 1) the two quantifiers do not
undergo resumption and 2) they cannot be interpreted cumulatively. The unavailability of resumption
is a sign thatniciun andzerocontribute distinct monadic quantifiers. Recall from Section 2.1 that
resumption requires that the monadic quantifiers carry the same operator. Cumulative readings of
cardinal quantifiers impose no particular constraint on theop rator of the monadic quantifiers (see
the interpretation ii. in (439b)).2 But this interpretation is not available for (439a) either.If it were
available we would have the semantics of a conjunction of twozer quantifiers which is interpreted
as negative (see Section 2.1), so we would have negative concord. By contrast, the DN reading of
(439a) indicates that we only get a scopal interpretation ofthe two quantifiers which are composed by
iteration.
In conclusion, negative concord cannot be accounted for as acumulation of zero quantifiers, unless
we introduce special conditions on n-words as cardinal quantifiers. For this, we do not have any
independent motivation at the moment.
Compositionality The last theoretical implication of this thesis that I want to mention here is most
likely also the most controversial and concerns compositional ty. I showed that polyadic quantifiers
as they are conceived of in the Extended Generalized Quantifier Theory cannot be reconciled with our
notion of compositionality. This is due to the fact that compositionality in linguistics is inseparable
from the technique of syntactically combining linguistic expressions by means ofλ-calculus with a
functional type theory. An HPSG syntax-semantics for resumptive quantifiers was possible in this
thesis, because LRS gives up this kind of combinatorics.
The present analysis of negative concord acknowledges the negative semantics of n-words and
their special behavior in concord constructions at the price of replacing the traditionally compositional
combinatorics of a functional type theory with a new one guided by constituent structure. My choice
raises the discussion of what compromise with respect to ourprevious understanding is more ade-
quate in order to maintaincompositional transparencyin representing the syntax-semantics of natural
language: is it preferable to give up the idea that n-words are negative, or the semantic combinatorics?
Dowty (2007) argues that to the extent that speakers utter and understand infinitely many sen-
tences, natural language must be compositional and the taskof the linguist is to define this property
2There is a clear difference in truth conditions between the readings i. and ii. in (439b). In a context where no student
read an entire book but each of them read some different pagesin one and the same book, such that when all the pages read
by the forty students are put together they make up the entirebook, the reading in i. is true, while the one in ii. is false. In
this case, the total of forty students read one book altogether.
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in a mathematically precise and empirically adequate way. In Dowty’s understanding of composi-
tionality, there cannot be counterexamples or challenges to compositionality itself, only to the way
linguists represent it. The issue is not whether language iscompositional, but wheretransparent com-
positionality stops and how compositionality functions from that point on. Dowty formulates three
inter-related properties on the basis of which we should evaluate our linguistic hypotheses about com-
positionality: compositional transparency, syntactic economyandstructural semantic economy. The
first concerns the degree to which the semantic interpretation is immediately computable from the
syntactic structure. The second requires the syntactic stru tures to be no more complicated than they
need to be to reflect the compositional semantics. The third applies to the semantic operations and
requires them to be no more complicated than they need to be inorder to derive all the complete
sentence meanings that natural language expresses. To put it briefly, given two ways of building a
complex semantics as compositional, we would prefer the oneon the basis of which natural language
is more compositionally transparent and more economical interms of syntax and combinatorics.
I have provided crucial evidence for the negative semanticsof n-words, which indicates that as-
suming that n-words are not negative reduces compositionaltransparency. Moreover, the approaches
that follow this assumption are forced to employ a non-economical syntax with abstract semantic op-
erators that are not syntactically justified. Covert categori s in general create opacity with respect to
compositionality.
In my analysis, I attribute n-words a negative quantifier statu , but I use a higher-level semantic
operation and non-standard semantic combinatorics to ensur compositional transparency. A surface-
oriented syntax as the one employed here is as economical as syntax can be and using a constituent
structure-based combinatorics is obviously not less economical, if we are to consider semantic com-
binatorics part of the structural semantics in Dowty’s view. The general rules for constituent structure
formation are used as semantic structural rules. We do not only have economical semantic combi-
natorics, we reduce it to syntactic structures. What we needis a higher-level notion of quantifica-
tion, where an operator can bind several variables. This addition, however, is also required by other
natural language phenomena as argued in the generalized quantifier literature. What about compo-
sitional transparency? In the analysis I have presented negativ concord is obtained by means of
standard HPSG mechanisms that allow token-identity between variables of the same sort: a lexically
contributed monadic quantifier can be identified with the polyadic quantifier contributed by several
n-words at the sentential level. This means that the complexity of a lexically contributed quantifier is
underspecified.
One might prefer a slightly less economical syntax with a more transparent semantic combina-
torics that does not use underspecification like LRS with HPSG does, and employs the traditional
semantic combinatorics instead. This would be a harmless compromise in favor of keeping our strong
semantic tradition. However, I have shown that a Cooper storage mechanism, the only syntactic mech-
anism that has been proposed to accommodate polyadic quantifiers is not flexible enough to allow a
systematic syntax-semantics for negative concord, for similar reasons as other accounts that use a
functional type theory with lambda calculus. The present analysis thus remains the only one that
accounts for negative concord in a way that is compatible with its syntactic and semantic conditions.
In conclusion, going back to Dowty’s view that natural langua e is compositional and linguists
must find the adequate way to define this property, it is important for linguistic theory that the mecha-
nism we traditionally use to define compositionality is not allowed to prevent us from accounting for
empirical phenomena that do not comply with the notion of comp sitionality that we have created. If
this kind of situation occurs, it may be an indicator that we ar in need of a refined mechanism, and
we should continue to consider alternatives to our definitioof compositionality.
I have brought evidence here that negative concord in Romanian i dicates a deficiency in our
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traditional understanding of compositionality. Given that negative concord is the rule rather than the
exception in the languages of the world (see Haspelmath (2005)), this shows that the mechanism we
have at the moment needs reconsideration of alternatives onof which is the analysis presented here
in Chapter 5.
Appendix A
Definitions for Section 5.2
(440) (Intended model ITy1)
Extensions to Definition 3.2 of Sailer (2003, pp. 117-118 andp. 395)
We enrich the set of species given in Sailer (2003) with the additional species inΓTy1:
elist, nelist, no, some, andevery, corresponding to (sequences of)Ty1 terms. Thus:
STy1(( )) = elist,
for eachτ ∈ Type, for eachn ∈ N+, for eachα1,τ , α2,τ , ..., αn,τ ∈ Ty1,
STy1(α1,τ , α2,τ , ..., αn,τ )= nelist,
for eachτ ∈ Type, for eachn ∈ N0, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
STy1((NO(vi1,τ , ..., vin ,τ )(αt1, ...αtn)(βt))t)= no,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
STy1((SOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))t)= some,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
STy1((EV ERY (vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))t)= every,
We enrich the set of attributes given in Sailer (2003) with those attributes introduced by
nelistandgen-quantifierin ΓTy1. Thus:
for eachτ ∈ Type, for eachn ∈ N+, for eachατ1, ατ2, ..., ατn ∈ Ty1,
ATy1(FIRST)((ατ1, ατ2, ..., ατn)) = ατ1,
ATy1(REST)(ατ1, ατ2, ..., ατn)) = (ατ2, ..., ατn),
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for eachτ ∈ Type, for eachn ∈ N0, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
for eachNO(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt) ∈ Ty1,
ATy1(VAR)(NO(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= (vi1,τ , ..., vin,τ ), and
ATy1(RESTR)(NO(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= (αt1, ..., αtn), and
ATy1(SCOPE)(NO(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= βt,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
for eachSOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt)) ∈ Ty1,
ATy1(VAR)(SOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= (vi1,τ , ..., vin ,τ ), and
ATy1(RESTR)(SOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= (αt1, ..., αtn), and
ATy1(SCOPE)(SOME(vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= βt,
for eachτ ∈ Type, for eachn ∈ N+, for eachi1, i2, ..., in ∈ N+,
for eachvi1,τ , vi2,τ , ..., vin,τ ∈ V ar, for eachαt1, αt2, ..., αtn, βt ∈ Ty1,
for eachEV ERY (vi1,τ , ..., vin ,τ )(αt1, ...αtn)(βt)) ∈ Ty1,
ATy1(VAR)(EV ERY (vi1,τ , ..., vin,τ )(αt1, ...αtn)(βt))= (vi1,τ , ..., vin,τ ), and
ATy1(RESTR)(EV ERY (vi1,τ , ..., vin ,τ )(αt1, ...αtn)(βt))= (αt1, ..., αtn), and
ATy1(SCOPE)(EV ERY (vi1,τ , ..., vin ,τ )(αt1, ...αtn)(βt))= βt.
(441) (Extension ofmeobjects)
Extensions to Definition 3.9 of Sailer (2003, pp. 123–124 andp. 396)
We specify the extension of the additionalTy1 terms (i.e. generalized quantifiers) that
do not appear in the grammar ofTy2 in Sailer (2003). Thus:
if S(u)⊑ no,
such that there are(v1, v2, ..., vn), (α1, α2, ..., αn), t ∈ UTy1, with
(v1, v2, ..., vn) = TI (:VAR)(u),
(α1, α2, ..., αn) = TI(:RESTR)(u),
t = TI(:VAR FIRST TYPE)(u)
{|[u]|}M,A= 1 if
for eachd1, d2, ..., dn ∈ DE,W,[t]
{|α1|}







such that there are(v1, v2, ..., vn), (α1, α2, ..., αn), t ∈ UTy1, with
(v1, v2, ..., vn) = TI (:VAR)(u),
(α1, α2, ..., αn) = TI(:RESTR)(u),
t = TI(:VAR FIRST TYPE)(u)
{|[u]|}M,A= 1 if
there existd1, d2, ..., dn ∈ DE,W,[t]
{|α1|}






such that there are(v1, v2, ..., vn), (α1, α2, ..., αn), t ∈ UTy1, with
(v1, v2, ..., vn) = TI (:VAR)(u),
(α1, α2, ..., αn) = TI(:RESTR)(u),
t = TI(:VAR FIRST TYPE)(u)
{|[u]|}M,A= 1 if
for eachd1, d2, ..., dn ∈ DE,W,[t]






Extensions to Definition 3.12 of Sailer (2003, pp. 125–126 and p. 396)
In the following we ensure that theTy1 objects introduced in addition to Sailer (2003)
and their equivalence classes[u] of objects inΓTy1 have the same extension. Thus:
for eachu ∈ UTy1, such that S(u) ⊑ list,
if S(u) ⊑ elist, then,
SR([u]) = ( ),
if S(u) ⊑ nelist, then,
SR([u]) = (SR([TI(:FIRST)(u)]), (SR([TI (:REST)(u)]))),
for eachu ∈ UTy1, such that S(u) ⊑me,
if S(u) ⊑ no, then,
SR([u]) = (NO(SR([TI(:VAR)(u)]))(SR([TI(:RESTR)(u)]))(SR([TI(:SCOPE)(u)]))),
if S(u) ⊑ some, then,
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SR([u]) =
(SOME(SR([TI(:VAR)(u)]))(SR([TI(:RESTR)(u)]))(SR([TI(:SCOPE)(u)]))),




Extensions to Definition 3.16 in Sailer (2003, pp. 127–128 and pp. 396–397)
We ensure that theTy1 notation of generalized quantifiers and sequences/ lists ofTy1
terms receive an appropriate AVM description when used in the grammarΓTy1. Thus:
for eachl ∈ L,
if l = ( ), then
l∗ = elist,











for eachα ∈ Ty1,
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Abeillé, Anne, Danièle Godard and Ivan A. Sag (1998), Two kinds of composition in French complex
predicates,in E.Hinrichs, A.Kathol and T.Nakazawa, eds, ‘Complex Predicates in Nonderivational
Syntax’, Academic Press, New York, pp. 1–41.
Acquaviva, Paolo (1997),The Logical Form of Negation: A Study of Operator-Variable Structures in
Syntax, Garland, New York and London. Revised Ph.D. Dissertation,Scuola Normale Superiore di
Pisa, 1993.
Ajdukiewicz, Kazimierz (1935), ‘Die syntaktische Konexität’, Studia Philosophica1, 1–27. Trans-
lated in S. McCall, ed. (1967),Polish Logic: 1920-1939, Oxford: Clarendon Press, pp. 207–231.
Alexiadou, Artemis and Elena Anagnostopoulou (2008), Structuring participles,in C.Chang and
H.Haynie, eds, ‘Proceedings of the 26th West Coast Conferenc o Formal Linguistics’, Cascadilla
Proceedings Project, Somerville, pp. 33–41.
Avram, Mioara (1986),Gramatica pentru toţi (The Grammar for Everybody), Editura Academiei
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of negation in Romanian,in E.Ionescu, ed., ‘Understanding Romanian Negation. Syntactic nd
Semantic Approaches in a Declarative Perspective’, Bucharest University Press, pp. 32–67.
Barbu, Verginica (2003), Some aspects of negation in Romanian. MA Thesis, University of Bucharest.
Barwise, Jon and John Perry (1983),Situations and Attitudes, MIT Press, Cambridge, Mass.
Barwise, Jon and Robin Cooper (1981), ‘Generalized quantifiers and natural language’,Linguistics
and Philosophy4, 159–219.
Bateman, Nicoleta and Maria Polinsky (2006), Romanian as a two-gender language. Manuscript,
University of California at San Diego; presented at the LSA meeting, Albuquerque, 2005.
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Clark, Robin and Edward L. Keenan (1987), ‘The absorption operator and universal grammar’,The
Linguistic Review5, 113–136.
CoDII (2008), ‘The collection of distributionally idiosyncratic items’, online database. Project A5,
Distributional Idiosyncrasies, Collaborative Research Centre SFB 441, University of Tübingen.
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as Rizzi (1996).
Rizzi, Luigi (1996), Residual verb second and the WH criterion, n A.Belletti and L.Rizzi, eds, ‘Pa-
rameters and Functional Heads: Essays in Comparative Syntax’, Oxford University Press, New
York and Oxford.
Rizzi, Luigi (1997), The fine structure of the left periphery, in L.Haegeman, ed., ‘Elements of Gram-
mar’, Kluwer, Dordrecht, pp. 281–337.
Roberts, Craige (1989), ‘Modal subordination and pronominal a aphora in discourse’,Linguistics and
Philosophy12, 683–721.
Sag, Ivan A. (1997), ‘English relative clause constructions’, Journal of Linguistics33, 431–483.
Sag, Ivan A. (to appear), Rules and exceptions in the Englishauxiliary system. To appear inJournal
of Linguistics.
Sag, Ivan A. and Carl Pollard (1987),Information-based syntax and semantics, CSLI Lecture Notes
13, Stanford.
Sag, Ivan A., Thomas Wasow and Emily M. Bender (2003),Syntactic Theory: A formal introduction,
Second Edition, CSLI Publications, Stanford.
Sailer, Manfred (2003),Combinatorial Semantics and Idiomatic Expressions in Head-Driven Phrase
Structure Grammar, Vol. 161, Arbeitspapiere des SFB 340, Universität Stuttgar and Universität
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