Let T be a bounded, open set in the real, w-dimensional x-space, where x = (xx, • • • , xn), and suppose that the boundary 5 of T has a continuous normal. Let there be given on T+S a continuous scalar f(x) and a positive-definite line-element (1) ga»(x)dxadxB with continuous coefficients g,-*(x) = g*,(x). The general form of a linear, elliptic, self-adjoint partial differential equation of second order on T is Correspondingly, it is not natural to speak of a solution u(x) of (2) only if its second derivatives, which occur in (3) but not in (2), exist.
A "solution" u(x) of (2) will therefore be meant in the following sense: grad u(x) is uniformly continuous on T (hence can be extended, by continuity, to T+S), and the n2 partial derivatives (r"(*K(x))fl exist, are continuous, and satisfy (2), at every point x of T (they need not exist on S).
Consider now, besides (2), another differential equation of the same form, say (4) (G°BUa)t>+FU = 0, where (G,*(x)) and F(x) satisfy on T+S the same conditions as (gik(x)) and/(x). Suppose that, on T+S, (6) (gn) =g (Gik), where (6) means that the matrix (G« -g«) is non-negative definite. Suppose that either the equality sign of (5) does not hold for some x or, if it holds for all x, that is, iif=F, then there exists some x =x<> at which the sign of equality does not hold in (6) (so that (G,* -gik) is positive definite at x0) and that, at the same Xo, the (common) value of F (and /) does not vanish. If these conditions are satisfied, then (4) will be called a strict Sturmian majorant of (2). This nomenclature is justified by the fact that, if n = 1 in x = (x1, • • • , xn), then the conditions specified reduce to the assumptions under which the strict form of Sturm's classical comparison theorem is true for the pair of ordinary differential equations to which the partial differential equations (2), (4) reduce when » = 1.
It will be shown that if (4) is a strict Sturmian majorant of (2) Remark. The wording of this theorem could be made simpler and sharper under the following assumption: Every solution of (2) which is 0 on some open subset of the (connected) open set T is 0 on T. This assumption is known to be satisfied if n = 2 and, in addition, the coefficients of (2) satisfy certain assumptions of smoothness. We do not know, however, either of a positive result or of a counterexample in the general case.
The proof of the theorem will depend on an elaboration of a device used by Picard [2, p. 151] in a similar context.
In order to prove the theorem, suppose that its assertion is false. Then there exists some U which does not vanish on 7"+5. Hence the Green identity, which leads from the boundary condition u | s = 0 to the divergence relation (Note that U$/ U= (log U)fi and that, correspondingly, (15) below then reduces to Riccati's differential equation.) Since u is a solution of (2) and.vanishes on S, another application of Green's identity shows that Then it is clear from (7) and (9) Since the first factor in (13) is positive, insertion of (11) into the second factor of (13) shows that (10) is positive definite or semidefinite (at a given x) according as (14) -h"a + gask°hf> + f £ 0.
Next, it is readily verified from (8) 
(Gat ~ g°e)h"hB + (F -/) ^ 0.
In view of (5) and (6), both terms on the left of (16) are non-negative. Hence (16) is satisfied throughout T. This means that the quadratic form <p is non-negative definite throughout. It follows therefore from (12) that (17) <b(ui(x), ■ ■ ■ , u"(x), u(x); x) = 0 holds at every point x of T. That this contains a contradiction will now be shown by using the alternative proviso specified after (5)-(6).
The first case of that alternative is that/<F holds at some point xo of T, hence at every point of some neighborhood R of x0. Thus, at every point x of R, the sign of equality fails to hold in (16). Hencê if it did, it would follow from (8) that every Ui=Ui(x), that is, grad U(x), must vanish on R identically; so that U(x) = const, on R.
On the other hand, U^O on T, by an assumption of the italicized theorem. Hence U is a nonvanishing constant on R. In view of (4), this implies that F = 0 on R. Since this contradicts the assumption, the proof is complete.
