Abstract
Introduction
We consider the classical structure-from-motion (Sfm) problem in this paper, where a calibrated camera took multiple snaps of a rigid scene at different location, and the task is to recover the 3D structure of the scene.
Sfm is one of the core problems in computer vision. A great deal of efforts have been devoted to it during the past 3 decades. So far, a great deal of theories, algorithms and techniques have been developed, along with numerous working systems applied to real-world applications (e.g. [22] [19] [21] ). Due to its remarkable successes, the area of Sfm has been considered to have reached some maturity.
Nevertheless, we notice that there is an unnoticed "void" in the general methodology of Sfm. That is, we realize that almost all traditional Sfm methods all start from a camera motion estimation step, and then followed by a 3D structure computation step afterward 1 , and virtually no method follows the reversed order, say, computing the 3D structure in the first place.
We call the traditional way the two-step scheme. In the first step, camera motions are firstly estimated, often by computing two-view epipolar geometry or multi-view tensors; In the second step, 3D scene structures are computed afterward, usually via triangulation or intersection.
The rationales behind such a two-step scheme are justifiable. For example, the theory of epipolar geometry (or tensors) is not only elegant but also effective in practice; the task of camera motion estimation per se is of practical importance; in many situations, the number of camera views is often much less than the number of 3D points, leading to higher computational efficiency, etc.
However, in this traditional setting, even if the sole goal is to reconstruct 3D scene (rather than camera tracking), camera motions must still be estimated first, and this seems unnecessary or at least undesirable. In fact, to estimate camera motion accurately and optimality is not a trivial task, due to the well-known inherent ambiguity or noise sensitivity in camera motion estimation. Researches on this topic are still active now (e.g. [11] [20] [5] [18] [14] ). This paper proposes a radically new approach to Sfm, which bypasses the motion-estimation step, and goes directly to the 3D structure computation stage. The new method does not require any explicit motion estimation, therefore we call it a fundamental-matrix-free or motionfree scheme.
This new "motion-free" scheme, besides being different, also offers some unique benefits not possessed by traditional approaches. Firstly, if the sole task is to recover 3D structure, our method is more "direct" and hence more "economic", for it has eliminated the need of estimating motion parameters. Secondly, the new method is of theoretical importance. It demonstrates a feasible way to obtain 3D without explicitly computing camera motions. While such a feasibility is known previously (see e.g. [30] [10]), mainly based on theoretical predictions, to actually implement the idea with efficient computational procedure, our method is the first. Thirdly, our method provides a new viewpoint of thinking Sfm, which frees the user from bothering local camera frames but focusing more on the 3D space. The particular way in which we construct our basic equations (c.f. section-3 and -4) makes it ideally suitable for sparse and large-scale Sfm settings.
Another particularly appealing feature of our method is that it is simple to use and does not require any understanding of the underlying projective geometry among multiple views; neither fundamental matrix nor trifocal tensor is necessary. The user can understand the method from only elementary solid geometry. Our final equation system is clean and convenient to get; for the most of it, very little geometric and algebraic intuition was required to reach the result.
Key strategy and related works
Our new method is based on graph rigidity theory. In particular, we cast the problem of reconstructing 3D point clouds from M-views as graph realization (aka graph embedding). Instead of directly computing the 3D coordinates of the point clouds, we compute a subset of inter-point Euclidean distances between some pairs of the 3D points. Recall that Euclidean distance is a natural geometric invariant irrespective of camera motion.
In order to efficiently compute these distances from image measurements, we make use of elementary Euclidean geometry, offered by the M calibrated camera views. The particular type of image measurements we are using in this paper is the relative viewing-angle between a pair of feature points; this viewing angle clearly is independent of camera's local frame orientation.
We also develop efficient approximation algorithm, based on convex relaxation with SDP (semi-definite programming), which solves the distance estimation problem efficiently.
Our method is largely inspired by intriguing idea of Tomasi [26] and Tomasi&Shi [27] . Yet, they applied different techniques are quite different. Our work is also influenced by some early efforts in motion vision like [28, 10, 17] , in which the inter-point distance was also chosen as the geometric entity to derive multi-view invariants. In terms of removing the step of motion estimation, our method shares the same goal with [2] . But their achieved geometric invariants are obtained from some formal method of moving-frame elimination, and they fell back to using nonlinear bundle adjustment as the computational device. In contrast, our formulation is geometrically intuitive, and convenient to establish.
We have validated the new method from both numerical tests under different realistic noise conditions, and real experiments on small-size real image data. We think our experiment validation is adequate to demonstrate the theory, and our results are convincing. To fully test the potentials of the new method on large-scale real-world Sfms is a future work.
Graph Rigidity Theory

Some preliminaries
Graph rigidity theory provides the theoretical ground for our new Sfm method. In this section we will give a very brief introduction to some of its basic definitions and key results. At first reading, the reader may wish to skip this subsection, and only use it later as a glossary. Interested reader may refer to [31] [6] and references therein.
Given a spatial framework comprising of a set of fixed length bars connected by joints, graph rigidity theory aims to answer whether a given partial set of distances d ij = p i − p j between N points uniquely determines the coordinates of the N points p 1 , · · · , p N in Euclidean space 2 , up to rigid motions (i.e., rotation, translation and reflection); if so, how many distances are necessary and how they must be distributed.
To be precise, the above description of rigidity generally refers to the concept of global rigidity. Formally, we define framework as a (G, P )-pair, where G = G(V, E) is a graph with vertex set V and edge set E, and P : V → R 3 is a map, known as configuration, which maps a vertex to a point in 3-space. A configuration is called generic, if all its coordinates are algebraically independent. A framework (G, P ) is globally rigid, provided that any other framework furnished with the same edge distances is identical to (G, P ), up to translation,rotation, and reflection.
Weaker than the above global rigidity concept is the socalled local rigidity. A framework is locally flexible if there exists a continuous deformation from the given configuration to a different one such that the edge lengths are preserved; otherwise, it is locally rigid. Clearly global rigidity implies local rigidity. Figure-1 shows some examples of different graph rigidity, in a 2D setting.
A central problem in rigidity theory is to determine whether a given framework is (locally or globally) rigid. To do this, it is necessary to ask: How many edges are minimally required for a graph of N vertices to be rigid ? This is in fact not hard to answer. To fix a graph (up to rigid motion) of N vertices (N ≥ 3), one needs to fix precisely (3N − 6) degrees of freedom. Each edge in the graph contributes one d-o-f, hence the conclusion is that: to make a graph rigid, minimally (3N − 6) edges are necessary.
However, this is not sufficient, because the lengths of these edges can be algebraically dependent. To make a graph locally rigid, it must have a subset of (≥ 3N − 6) properly-distributed edges. If the graph is in 2D, to check such a "properness" is easy, thanks to the famous Laman's Theorem [31] . Unfortunately, in 3D no similar result is known so far. Moreover, to decide the global rigidity of a given graph in dimension d ≥ 3 has proven to be strongly NP-hard. It is unlikely that one can find efficient algorithm to solve the problem exactly unless P=NP.
One way to get round this is through the study of infinitesimal rigidity (i.e.,first-order rigidity). A framework is infinitesimal rigid if it admits only trivial (all zero) smooth motion. Any smooth motion that instantaneously preserves the distance d ij at time t must satisfy
Expanding this gives rise to a linear system:
Collecting coefficients, one obtains an equivalent form: R[∂p] = 0, where R is by definition the rigidity matrix of graph G.
From this definition, it is easy to conclude that, a 3D framework is infinitesimal rigid if and only if the rank of its rigidity matrix is (3N − 6).
Note that a rigid framework can be infinitesimal flexible. However, if a framework's configuration is generic (non-degenerate), then, infinitesimal rigidity implies rigidity. Based on this result, Hendrickson proposed a randomized algorithm that tests the local rigidity of any graph in any dimension approximately. With probability one, this algorithm gives the correct rank of any generic rigidity matrix for the graph [13] . Recently, Gortler, Healy and Thurston prove that global rigidity is also a generic property, which can be tested as well, by using a randomized approximation algorithm (built upon Hendrickson's algorithm) in polynomial time [9] .
Practical implications to Sfm
The major role the graph rigidity theory plays in our new scheme is that it offers theoretical justification to many of the arguments used in our method. Here we give explanations to this.
Consider the Sfm task. Due to the well-known gauge freedom in multi-view geometry, any such reconstruction can only be done up to a similarity transformation [16] [12] . If we fix the global scale, then any two reconstructions are considered identical if their configurations (modulo rigid motion) are the same.
Based on rigidity theory, to fix the configuration of a rigid graph, one can alternatively use a set of (≥ 3N − 6) independent edges, as opposed to using every point's absolute coordinates. Conversely, from these edges and the connectivity of the rigid graph, one can also recover the coordinates at every vertex, up to rigid motion and reflection.
In the light of this, this paper aims at directly reconstructing edge lengths (i.e. inter-point distances) instead of point coordinates, without explicitly computing camera motions. In fact, in our case, cameras are reduced to unorientable points. Then, a general procedure for applying rigidity theory to Sfm problems is in order:
1. Treat N 3D points and M camera centers as vertices, try to link edges between vertices so that a rigid graph spanning all the vertices can be constructed.
2. Edges are found in the following way. Two 3D points may be linked by an edge if their imaged feature points are simultaneously seen by two or more camera centers. If this is the case, the corresponding edges between the camera centers and the point pair are also linked. In real Sfm scenarios, because often the available image measurements are strongly redundant, to construct such a rigid graph from images is plausible. The sparser the subgraph found in step-3 is, the more efficient the computation will be; this ideally suited for large-scale sparse Sfm applications (e.g. [1, 24] ).
The Basic Equation
For a given Sfm problem, one can construct a rigid graph using the procedure described above. Now the goal is to estimate all the edge lengths (up to a scale) from image measurements. Figure-2 illustrates the basic geometry of three calibrated cameras viewing two unknown space points. We link these two points by an edge (dash line in the figure) with unknown edge length l. Then from each camera center we can build a viewing-triangle, formed by two image rays and the edge. For ease notations, we call the image rays as legs with leglengths x i , and call the inter-point links as edges with edgelengths l k . We use a 3-tuple (x i , x j , l k ) (or (i, j, k) in short) to denote viewing-triangle, and θ ij is the viewing-angle between x i and x j which can be measured from the image.
An elementary geometric relationship can be readily read out:
We call this polynomial relationship the basic equation. A remark. In fact, this basic equation is also the basic relationship used by PnP (perspective n-point) camera pose problem (c.f. [7] [8] [4] ). Yet, there is one substantial difference: in our case, both the legs x i , x j and edges l are unknowns, whereas in the PnP case, only the legs are unknowns.
We use the symbol △ to denote the set of all available viewing-triangles in a given Sfm problem setup, i.e. △ = {(x i , x j , l k )}. Each triangle in this set will contribute one basic equation over three unknowns. If we collect enough of these basic equations into a polynomial system, then in theory it is possible to solve for all these unknown legs and unknown edges ( [23] )-the latter is what we intend to solve. Two examples. We use two simple Sfm scenarios, 2-view 5-point and 3-view 4-point, to demonstrate the solvability of such basic equation systems. We assume all the points are seen by all the views.
In the 2v5p case, among 5 points there are in total 3 · 5 − 6 = 9 independent edges, hence 2·9 = 18 viewing-triangles and thus 18 basic equations. All the unknowns include the 9 edges and 10 legs, minus a global scale, making a number of 18. So the problem is solvable.
In the 3v4p case, among 4 point there are 3 · 4 − 6 = 6 independent edges, hence 3 · 6 = 18 basic equations. The total number of unknowns is 17 (6 edges plus 12 legs minus a global scale). So, the system is slightly over-determined, which confirms a well-known result in multi-view geometry (see [20] [23]).
The above two examples belong to the so-called minimal cases (or near-minimal for the 3v4p case). In real applications, we can often get many more redundant measurements, so the resulted polynomial system is often highly over-determined.
Polynomial solvers.
In principle, to solve the above multivariate polynomial system, provided it is zero-dimension, one can use for example, continuation method, or hiddenvariable technique [15] 3 . However, none of them is efficient even for moderate size problem (see [23, 20] for discussions), due to their prohibitive complexity.
In the next section, we will propose a new procedure, based on the idea of convex relaxation using SDP, that solves the above system of equations efficiently.
Finding Edges
Directly solving the above system of basis equations is very challenging and not practical for most real problems.
Examining the basic equation again, we notice that: there are some special structures which can taking advantage of to derive an efficient convex relaxation scheme. We shall explain this now.
Specifically, we notice that, the basic equation induced by a given viewing-triangle (x i , x j , l k ) can be written as the following form
We define a vector
T which contains all the legs, and use the unit basis vector e i (i.e. all 0 but a 1 at the i-th entry). Define cosine-matrix C whose (i,j)-th entry is (− cos θ ij ). Then the above equation can be rewritten as a matrix trace form:
This is a homogeneous system of quadratic equations in the unknowns x i , x j and l k for ∀(i, j, k) ∈ △. Note that all the left coefficients can be pre-computed,i.e., a ij = (e i + e j ) T C (e i + e j ). Now, we explain step by step how we relax it to a convex programming. We introduce an auxiliary square matrix Y = xx T , then the above equation becomes a constrained optimization problem linear in Y and quadratic in x, and also subject to a rank constraint in Y. That is, Find l, such that :
where l is the vector formed by all l k . Note that the l k appears only in its squared version, we can treat l in l 2 k . The last 2-norm constraint is used to fix the overall scale, i.e., de-homogenization, and it is also linear in l 2 k . The quadratic equality constraint and the rank constraint are both non-convex, rendering the entire optimization problem non-convex. To "convexify" it, we use the following trick that replaces the matrix equality by an SDP (aka LMI): Y xx T . This trick is well known among mathematicians, and also adopted by vision researchers [29] .
In dealing with the rank-1 condition of Y, a common practice is to simply drop it; However, in our experiments we found this trick does not work well: the obtained solution is far from being rank-1. We then instead try to minimize rank(Y). To approximate rank, we use its nuclear norm, i.e. Y * , which in our case reduces to trace because Y is positive semi-definite.
Be aware there is a trap. We found that the above optimization often converges to a trivial all-zero solution x = 0. To prevent this from happening, we maximize the L 1 -norm of x, which forces the solution away form the trivial one. This works well in all our experiments.
Finally, the optimization for finding edges becomes:
The last two inequalities are element-wise, ensuring that Euclidean distances can only take non-negative values. Solving this SDP using any off-the-shelf solver one can efficiently find both the edge vector l and the leg vector x.
Reconstructing Point Coordinates
Having found all the edges between adjacent vertices in a rigid graph, to reconstruct this graph's configuration is relatively easier. In graph rigidity theory, this process (of reconstructing point coordinates from inter-point distances) is generally known as graph realization, graph embedding, or distance geometry problem. Instances of such problem frequently arise in different research fields, with two prominent examples being the molecular conformation and wireless sensor networks research-both fields require to determine the locations of nodes (atoms or sensors) from only a subset of inter-node distance measurements (via NMR or radio signal strength). Various algorithms and techniques have been developed in these fields and many of them can be applied here. Sometimes, even a simple variant of the classical MDS (multi-dimensional scaling) may be adequate for doing embedding.
In this work, we choose a method recently proposed by Biswas and Ye in the area of sensor networks. This method is also based on convex SDP relaxation, hence is computationally efficient-important for practical Sfm applications.
Theoretical analysis and numerical experiments show that it has other nice properties as well; details can be found in [3] .
Specifically, the graph realization problem considered here is: Given a partial set of known distances l between every adjacent vertices (say i and j) in a rigid graph G(V, E) 4 , we want to determine the coordinates of these vertices, denoted by two 3-vectors of p i and p j . That is,
To solve this problem, a similar relaxation is conducted. Define the unit basis vector e i again with proper dimension. Collect all p i into P. Note that the p is a 3 × |V | matrix. Now we have p i − p j 2 = (e i − e j ) T P T P(e i − e j ). Introduce Z = P T P and relax it, the problem can finally be cast an SDP:
Z 0.
Note that we also need to fix the gauge freedom in this case. Once Z is found, applying a rank-3 factorization using SVD will recover back P, i.e. the coordinates of the 3D point clouds, and we are done. If camera motion (location and orientations) is further needed, one can simply solve it from these solved 3D points using PnP or camera pose methods [7, 8, 5 ].
Experimental Validation
We conduct experiments on both synthetic data and real images. The focus is given to synthetic data, since the main purpose of our experiments is to validate the theory and evaluate the performance of the two SDP relaxation algorithms.
Some general information about the tests is: Intel Core Duo 2.2Ghz 1GB PC, Matlab-2008a, Sedumi-1.1; tolerance of Sedumi is set at 1e-6.
Synthetic data
We randomly generate N 3D points within a unit box [0, 1] 3 . For the sake of theoretical rigourousness, it is assumed that the 3D point clouds are generically-configured, otherwise one can always infinitesimally perturb the point clouds to make them generic. We then generate M synthetic calibrated cameras. Relative camera motions are randomly chosen but all cameras lie outside the unit box. The synthesized image size is set to be unit with focal length . We project all points onto all images-i.e. occlusion free. Zero-mean Gaussian noise with standard deviation of at least 0.001 was always added to the imaged points in all our synthetic data.
We test various combinations of number of views, number of 3D points, and levels of noise. The adopted performance indications are the root-mean-square (RMS) error of computed edge lengths compared with ground-truth, and the RMS error of 3D coordinates. To factor out nuisance similarity transformation we use a simple Procrustes matching routine (Matlab function procrustes).
It is worth noting that edge lengths are estimated via our first SDP relaxation only, and recovering 3D coordinates involves two consecutive SDP relaxations. All reported curves are the average of 50 independent tests.
Some representative results are reported below. We first test 2-view case with a very small amount of noise std at 0.001, where the number of scene points varies. A complete graph among 3D points are first constructed, then legs between points and cameras are linked. Establish the two SDPs according to Eq-4 and Eq-5, and solve them using Sedumi. Figure-3 is a plot of the RMS errors of the estimated edge length as a function of the number of 3D points. Note that even when there are only 5 points, i.e. the minimal case for 2-view, the estimation is still acceptable. With the number of points increases, the error drops monotonously. More points provide more basic equations, hence more accurate estimations. The results for 3-view case are similar.
To check whether from the estimated edges one can recover 3D, we plot in figure-4 the computed coordinates via our algorithm. In this figure, red 'o' indicates ground-truth, while blue 'x' denotes a reconstructed point. As show there, the reconstructions are very close to the original groundtruth. Figure-5 shows quantitative 3D RMS errors as a function of the number of points.
We then fix the number of points, and test the accuracy of using different number of views to measure it. Figure-6 gives the RMS error of edges versus the number of views. Again, as we expected, the error decreases monotonously as the number of views increases.
We conduct another experiment to test our algorithm's performance under noise. Figure-7 shows the results, from which we can see this method degrades quite gracefully as noise increase. Even when the absolute noise level is rather high, the final estimation is still acceptable.
We found both SDPs converge quickly, usually within 15-20 iterations and cost about from 0.1 seconds to 2 minutes depending on the size of SDP. A simple complexity analysis reveals that: the adopted SDP relaxation Y xx T roughly squares the number of variables, and the number of variables here is in linear order in the number of edges. So, the worst-case complexity (corresponding to a complete graph) is roughly in the order of O(M N 4 ). In the future we may explore the possibility of using more efficient SOCP relaxation. Figure-8 gives running time versus the number of 3D points for a 3-view case, which seems fit our above rough estimate of the worst-case complexity well.
From all the numerical tests, the following conclusions can be drawn: (1) our rigidity-based "direct" Sfm method does work for these simulated but realistic data; the theory is validated; (2) the proposed convex relaxation for edge works efficiently and accurately; (3) our method degrades gracefully as the noise level increases.
Real image experiments
We also test the new method on two small-size real image data (see figure-9 and figure-10): a box-book image pair from [16] , and the Oxford's Corridor sequence [12] .
The first image pair provides 13 hand-picked corner points over 2 views. The Corridor sequence contains 206 3D-points 5 extracted from 11 views. To construct the rigid graph used in our method, we collect all available edges. Therefore, in the 2-view box-book case a complete graph among 13 points is used. In the 11-view corridor case, we manually partition the 206 matches into 4 groups each with 50 or so points and run SDP separately to each of the subgroups.
The reason that we restrict our computation to smallsize problem (or to small sub-group) is mainly for Sedumi's sake. So far, Sedumi with 1GB memory can only solve problem of about 20k variables. This translates to only about 60 3D points in our case, which is quite limiting. However, such a computational limitation does not contradict to our previous claim that our new method is very suitable for large-scale Sfm problems, because that claim is mainly based on the sparseness of our rigid graph. In fact, if this new method is to be applied to real large-scale problems, partition idea as suggested in [25] is generally recommended.
Two 3D reconstruction results using the proposed SDP method are shown in figure-9 and -10, respectively. To quantify the error we reproject our 3D results onto images, using ground-truth projection matrices. For both cases we obtain maximum reprojection error of no more than 2 pixels. We claim this is accurate, considering that our results are obtained after two stages of SDP approximations.
While more experiments and thorough analysis on real images are clearly necessary, a good case however can be made for this paper. We consider our current tests and experiment sufficient for validating the method. One contribution of this work is that it provides a conceptually simple way to re-thinking of calibrated Sfm problems.
Closing Remarks
This paper presented a new scheme, as well as efficient computational procedures, for the recovery of 3D structure, without explicitly estimating camera motions. This removes the slack caused by the inherent poor uncertainty of camera motion estimation. The current paper is focused on theory and methodology aspect. It has not yet fully explored the practical aspect of the proposed idea (, such as accuracy comparison, outlier treatment etc.). But we believe this new method holds promise in developing more efficient future 3D city modeling systems, because the underlying operations of the method are local, making it particularly suited for largescale, sparse Sfm problems.
