Abstract.
This problem can be viewed as a model for the temporal evolution of the population density of n species which cooperate two against two, confined in a domain in which boundary they can not live and which spread slowly. Here, A; £ R are the birth rates (if positive) or the death rates (if negative) of each species, m > I is the parameter which entails the diffusion rate (the diffusion decreases when m increases) and a%j > 0 describe the interaction rates of the species.
In the particular case n = 2, in [2] the existence of positive global solution in time of
In this paper, we consider the following system: r\ n a l/m/\ 1/m . \ ^ 1 /m\ . 7-.
-Ui-Aui = u{' (Ai-utf + 2_^aijuj ) m Dt, j/i 1 < i < n.
Ui =0 in St, Ui(0,x) = u®(x) in f2.
Problems (1) and (2) are different but related systems; for instance, in [4] for n -2 it is proved that its linearizing at the steady-state are equivalent. The case of two species (i.e., n = 2) was approached in [6] when to = 1 and in [4] when to > 1 where we turn for more details about the genesis of the model. The results of the papers show the great difference between the two cases. The case n = 3 was studied in [5] . In the case n = 2 and to > 1 we obtained the following result: Theorem 1.1.
(1) Suppose 012021 < 1-If (Ai, A2) £ R+\{(0,0)}, then problem (2) has one unique positive global solution (ui(t,x),u2(t,x)) and the corresponding steady problem has at least one positive solution (uis(x),u2s(x)).
Moreover, if one of the following hypotheses is satisfied:
• 1 < to < 2 and 012 and <121 "sufficiently small" (cf. [4] for specific bounds), • m = 2,
• 2 < to, 1 -ai2d2i{m -l)2 > 0, A(1 -a12a2i(TO -1)) > ai2£t(m -2), y.{ 1 -ai2«2i(m -1)) > o2iA(to -2), then, the positive solution of the steady problem is unique. As a consequence, the behaviour of the solutions of the problem depends crucially on the product <212021 whose value > 1 or < 1 determines the so-called strong or weak interactions in the literature for the case to = 1 and n = 2 (cf., for instance, [8] and [3] ). In [5] we justified that if we introduce the third equation, the spectral radius of certain matrix is the parameter which determines the behaviour of the solutions. However, there we used specific arguments for matrix of order 3 which cannot be adapted to cover the general case. In this paper we will prove a result for a system of n equations where the importance of the cooperative character of the system will be very clear. We will limit our framework to the case Ai > 0, i -1, ...,n, although results can be given in other cases. To our knowledge, the results are new even in the linear case (m -1).
We will call the matrix of the system (2) 
This transformation also changes the birth rates, but this is not outstanding in the following. The outline of the paper is as follows. In Sec. 2, we recall some results from the theory of matrices that we will need. In Sec. 3 we extend the results about the subsupersolution method, the sweeping principle, and the uniqueness of positive solution of parabolic problem to systems with more than two equations. In Sec. 4 we carry out the estimates for the steady problem. In the following section we study the parabolic problem in the different cases. In the last section we will give a summary of results in the case m = 1.
2. Some results from the theory of matrices.
Consider a matrix M of nonnegative elements and dimension s; let p(M) denote its spectral radius. It is well known, by Perron-Probenius theorem (cf. [11] ), that M has a real positive eigenvalue, p, such that p(M) = p. We denote by
which is a polynomial with positive main coefficient. It is clear that if 0m(1) < 0, then there exists a real eigenvalue greater than 1. So
On the other hand, we recall that a principal minor of a matrix M is the determinant of a square submatrix of M obtained by crossing out any j rows and the corresponding j columns of M, where 1 < j < n. It is also well known (cf. [1] , pg. 150, for instance) that Finally, we turn to [11] for the definition of irreducible matrix. Note that a matrix as A is irreducible. We will use the following result (cf. [11] , Lemma 2.6). 3. Preliminaries. We will collect some results that will be used throughout this paper. Consider the matrix operator C = diag(-A,..., -A). We pose f(x,z) : x R™ I-> R™, / e T, f increasing in z,
where T := C^(Q x R™; R") n C2{fl x (0, oo)n; Rra ), P £ (0,1). / is called increasing in 2 if fi is increasing in Zj for all j ^ i.
Consider the following parabolic system
where zo G (C^(fl))n and satisfies the compatibility condition zo(x) = 0 on dfl. Definition 3.1. Suppose (HR). We will say that z,z£ H C2(£>r))ri is a sub-supersolution of (5) if z < z in Dt and:
We have (cf. [4] ) Theorem 3.2. Suppose (HR) and that there exists a sub-supersolution z,z of (5). Then there exist z* and z* G (C1+/3(Dt) n C2+^(Dx))™ which are minimal and maximal solutions of (5), respectively, in the sense that for every solution z G (C1+^(Dr) H C2+/3(Z?x))n of (5) with z < z < z, it is verified that zt < z < z*.
For the uniqueness of positive solution of (5), we need some notation. We denote by int(P) := {u G Co(fi) : u(x) > 0 in fl and du/dn < 0 on <9f2}, where n stands for the outward unit normal on
We say that a function u G Cg(f2) is positive if u G int(P). Let M(x) = (m,j(x)) be a matrix of order n x n whose elements rriij G C1(f2) verify ma >° * ^ J.
The following result was proved in [4] in the case n = 2 and the proof extends easily to the general case. Proposition 3.3. Suppose (HR) and that for every z G (int(P))n, the matrix
satisfies (HM). Then there exists at most one positive solution, i.e., z(t, x) G (int(P))n for any t > 0, of (5).
In order to obtain a priori bounds of the stationary solutions of (5) and some uniqueness results, we will use the following sweeping principle for systems (see Lemma 3 in [4] and Theorem 4 in [9] ). Proposition 3.4. Suppose (HR) and that / satisfies the hypotheses of Proposition 3.3.
Consider z a steady solution of (5) and zr with r G (ro, ri] a family of positive functions such that:
(1) Czr > f(x, zr) in f2 and zr > 0 on dfl, (2) zr depends on r continuously and is increasing on r for all x G fi, (3) z < zri and z / zr for all r, (4) Either zr is strictly increasing on r or dzr/dn depends continuously on r for
REMARK 3.5. The same result is true for a family of subsolutions, with the appropriate changes in the inequalities.
A priori estimates
for the solutions of the steady system. We consider in this section the steady system corresponding to (2), i.e.,
The following result holds:
Theorem 4.1. We define bu = 0, bij=alj for i^j, 1 <i,j<n and let A = (bij).
We denote a -mini<j<n A, and j3 = maxi<i<n A*. If p(A) < 1 and a > 0, then there exist n+ 1 positive constants P,, i = 1, ...,n and r0 such that any positive solution, Ui, of (6) (6), then it is a supersolution of (7) with 7 = a. On the other hand, there exists a positive subsolution u of (7) such that u<u. So, 0a <Ui, i = 1, ...,n by the uniqueness of positive solution of (7). Now, we consider the family uir = rmPidg, i = l, ...,n r G (r0,ri), with rj. > r0 > 1 for some parameters P, to be chosen. To verify the hypotheses of Proposition 3.4 , we need that 
has a unique solution whose components are greater than 1. Indeed, the iterative method tied to the former fixed point equation is convergent since p{A) < 1; and, since the matrix is nonnegative, the convergent sequence to the solution which emanates from the origin has each component of each term greater than 1. If we take these values as Observe that these n numbers are independent of to. q Denote 6 = inf which satisfies 0 < <5 < 1 (cf. [4] ). We have n 0g 
TO -1 then w,sl, i = 1, ...,n is the unique positive solution of (6).
Remark 5.2. Observe that, given m > 2, it can occur that no n-tuple of nonnegative numbers A», z = 1, ...,n verify (11). However, given an n-tuple of nonnegative numbers with some of them positive, we can find a value of m close to 2 for which (11) is true.
Proof. Assume that Aj > 0 for all i = 1,..., n. If \ > 0 for some i = 1,..., n, the proof follows analogously.
The argument of the proof is similar to Theorem 10 of [4] where the reader can find details. The possible solutions of steady system (6) are bounded; in fact, from the maximum principle, it follows that Ox, < USI < Mr-
The sub-supersolution method gives the existence of solution for the steady problem. The same sub-supersolution of the steady problem is also a sub-supersolution of the parabolic problem independent of the time; this shows the existence of global solution for this problem. Finally, the uniqueness of positive solution for the parabolic problem follows from Proposition 3.3.
The uniqueness of solutions of the elliptic problem follows from Proposition 3.4. In fact, the a priori bounds of positive solutions (see (12)) allow us to obtain always one minimal positive solution which we denote uti(x), i = 1 It will be enough that every solution uSi of this problem verifies Proof. We will build a pair of sub-supersolutions for (2) and (6) independent of the time. As subsolution we can pick for each i, Ui -a6a with a > 0 a constant to choose. for i = 2, It is easy to check that the compatibility condition of (14) is p(A) = 1. On the other hand, the system of the n -1 last equations of (14) (2) we fix i, we let aij = 0, j = 1, ...,n; i =/=■ j, and we leave equation i out. We start proving that if the resulting n -1-dimensional system has solutions that blow up in finite time, then the solutions of (2) also blow up in finite time. We will suppose without loss of generality that i = n. Theorem 5.4. Suppose that the solutions of the problem
blow up in finite time. Then the solutions of (2) blow up also in finite time whenever
Proof. It will be enough to check that (u, u) = (0,u) is a sub-supersolution of (15), where u -(ui, • • • , un-1) and (u\, ■ ■ ■ ,un) is one solution of the system (2). The uniqueness of positive solution of (15) where Ui is the solution of (15). The result follows. □ So, if a subsystem of dimension lower than n blows up in finite time, then the ndimensional system also blows up in finite time. So we can suppose the following hypothesis:
Given (2), the solutions of any system of dimension < n -1 . extracted from it, are global in time for any > 0 since otherwise the blow-up in finite time will be sure. Note that the matrix of a subsystem is a principal submatrix of A.
To justify the main result we consider the function ..,n such that for Ai > Aj, the solution of (2) blows up in finite time.
Proof. There is nothing to prove if (H) is not verified. So, suppose (H). We use the induction on dim (A) = n. The result is true for n = 2 (cf. [4] ). Suppose the result is also true until n -1; in other words, suppose that if the associated matrix to a system with dimension lower than n -1 has the spectral radius > 1, then its solutions blow up in finite time. (4) ensures that if for any principal submatrix Ai, det (/ -Ai) < 0, then p(Ai) > 1 and, for the induction hypothesis, (H) is not true; so, every principal submatrix of A, Ait must verify det (/ -Ai) > 0. And, by Lemma 2.1, it will be true also that det (I -A) < 0.
For the case n, the proof is carried out in two steps.
Step 1
Suppose that
A"=rm_1Ai; anj=rm~1alj, j = 2,n -1; u°n{x) = rmu\(x).
We search the conditions which ensure that the solution of (2) is of the form un = ku\ for some k > 0. It is not difficult to show that (2) becomes Then, through elementary transformations (we change the first row for the sum of such row and the product of the row n multiplied by -r1~m, we multiply the first row by l/(ain+^1~m) and the column n by r and we change column 1 by the sum of the columns 1 and n) and developing by the first row, we obtain det (/ -A) = = (r1_m + ai")(-l)n+2
Now we pass the last row to the first one, multiply the first row by pr1 m, p (1 -ainf)(1-m)/(m~2) and the first column by q := (1 -ai^r)1^"1-2', and we obtain
f1-ro+oiK pqr since (-a"i + r)r1~mpq = 1. It follows that det (/ -Ai) < 0, as we needed.
Step 2
For the general case, we introduce the following notations:
( If anj > rm_1aij, then d\j := a±j, dnj := rm~1aij .
\ If onj-< fm_1ay, then dij r1_manj, dnj anj J
We pose now the problem for i = 2-1, defining v° v® = u®, 1 = 2,...,n -1 and choosing v° e int (P) and such that v° < frnu\. This problem is in the framework of Step 1 and its solutions bound from below the ones of the original problem if Ai > from where the conclusion follows. A similar reasoning can be used when Ai < r1 mAn. □ However, we can obtain global solution when the parameters A, are small enough or when the diffusion is slow enough. 6. The case m = l. In the case m = 1, the above results can be clarified. In fact, we can prove the following result, which generalizes Theorems 3.1, 3.2, and 3.3 in [7] and Theorem 3.2 in [6] . We need the following notation. We define bu = 0, bij = dij for i^j, 1 <i,j<n and let A = (bij).
Let ci and (j>\ be the principal eigenvalue and the corresponding positive eigenfunction of the laplacian with homogeneous Dirichlet boundary conditions. We denote w7 the unique positive solution of (7) In this case, for any positive solution ut of (6) for to = 1, it holds:
Wa <Ui < QiW0, 7=1,..., 71. Now, on the contrary, suppose that there exists one positive solution Ui, i -1,..., n, of (6) with m = 1 and that p{A) > 1. Let a = {a.\,...,an) be the componentwise positive eigenvector of A associated to p(A), i.e., Aa = p{A)a.
Take Wr = (rai<j>i), i = 1,n with r £ [ro,ri) with ro sufficiently small such that roai < ui i = 1,... ,n.
Observe that Wr is a family of subsolutions. Indeed, for each i = 1,..., n we have -A(rai<j>i) -(ratifyi)(A; -ra^i + y^/aijraj(pi) 3 = 1 = rai<fii(<Ji -Ai + r<pia>i(l -p(A))) < 0.
So, Wr is subsolution for all r > rg. This shows the contradiction. Suppose p(A) = 1. Since a > <7i, it is easy to prove that {e<j>i,..., e0i) is a subsolution of (6) with m = 1, provided that e is sufficiently small. Hence, the positive solution, Ui(t, x) of (2) with m = 1 and u? = e<pi, is monotone nondecreasing in t (see Lemma 10.4.1 in [10] and Lemma 3.1 in [6] , for instance). If Ui is bounded in || • ||oo for all i = 1,..., n, then Ui converges to a positive solution of (6) with m -1, which is impossible by the first paragraph.
So that, Ui is unbounded for some i, and by Theorem 5.4, the result follows.
Suppose p(A) > 1. Firstly, observe that the function / defined in (16) possesses one unique positive solution given by _ 1 + an i r = .
1 + «1 n
In this case, we can repeat exactly the proof of Theorem 5.5, using in the induction process for n = 2 Theorem 3.2 of [6] . □
