Abstract. We present an algorithm for asymptotically efficient k-way merging. Given an array A containing sorted subsequences A1, . . . , A k of respective lengths n1, . . . , n k , where k i=1 ni = n, our algorithm merges A1, . . . , A k in-place, into a single sorted sequence, performing lg k ·n + o(n) element comparisons and 3· n + o(n) element moves. That is, our algorithm runs in linear time, with the number of moves independent of k, the number of input sequences.
Introduction
We study the computational complexity of the multiway in-place merging. Given an array A consisting of k sorted subsequences A 1 , . . . , A k of respective lengths n 1 , . . . , n k , where k i=1 n i = n, the multiway in-place merging problem is to rearrange the elements of A to a single sorted sequence. Here k denotes a fixed constant parameter. We assume that only one extra storage location (in addition to the array A) is available for storing elements aside. To store array indices, counters, etc., only O(1) integer variables, of O(lg n) bits each, are available.
1
So far, the problem has been studied for k = 2 only [3] . In the worst case, this algorithm uses n+o(n) comparisons, 3n+o(n) element moves and O(1) auxiliary locations. Thus, by repeated application of this algorithm, we could carry out multiway merging in linear time, for arbitrary k ≥ 2. However, implemented this way, the k-way merging would perform lg k ·n + o(n) element comparisons and 3· lg k ·n + o(n) element moves. We show that the number of moves does not depend on k. Namely, using the algorithm of [3] as our starting point, we show that multiway in-place merging is possible with lg k ·n
Thus, the number of moves does not grow in k, the number of merged sequences. This should be compared with the respective lower bounds: Any comparison based k-way in-place merging algorithm must perform at least lg k ·n − k·lg n − O(1) comparisons and 3/2·n moves. To explain how elements are compared, we first solve a simpler task. Assume that we are given an array A, consisting of k sorted subsequences A 1 , . . . , A k that are to be merged into a single sorted sequence. The lengths of these subsequences are n 1 , . . . , n k , respectively, with k i=1 n i = n. Assume also that we are given an extra array B of the same size n, which will be used as an output zone.
During the computation, we use auxiliary index variables i 1 , . . . , i k and o c , where i j points to the smallest element of A j not yet processed. This element will be called the current input element of the j-th sequence, or simply the j-th input element. The index o c points to the leftmost empty position in the array B.
Then the straightforward implementation of the merge routine proceeds as follows. Find the smallest element not yet processed, among elements at the positions i 1 , . . . , i k , and move this element to the output zone in B. After that, update the necessary index variables and repeat the process until all the elements have been merged. Implemented this way, we would use (k −1)·n comparisons and n element moves in total.
The number of comparisons can be reduced by implementing a selection tree of depth lg k above the k current input elements. Initially, to build a selection tree, k−1 comparisons are required. Then the smallest element can be moved to the output. After this, the following element in the same subsequence is inserted in the tree and the selection tree is updated, with only lg k comparisons. To avoid element moves, only pointers to elements are stored in the selection tree. (For more details concerning this data structure, see [4, 5] .) Now we have k −1 comparisons for the first element, but only lg k comparisons per each other element. This gives (k−1) + lg k ·(n−1) ≤ lg k ·n + O(1) comparisons.
Comparisons in a Blockwise Merging
Here we describe one of the cardinal tricks used in our algorithm. As an additional assumption, now A 1 , . . . , A k are divided into blocks of equal size s (this value will be determined later) and, before the merging starts, these blocks are mixed up quite arbitrarily. Because of this permutation, we no longer know the original membership of blocks in the sequences A 1 , . . . , A k . Still, the relative order of elements inside individual blocks is preserved. Moreover, we assume that n 1 , . . . , n k , the respective lengths of input sequences, are positive integer multiples of s, and hence, before mixing the blocks up, there was always a block boundary between the last element of A i and the first element of A i+1 , for each i.
Before passing further, we define the following relative order of blocks in the array A. Let X be a block with the leftmost and the rightmost elements denoted by x L and x R , respectively, which will be represented in the form X = x L , x R . Similarly, let Y = y L , y R be an another block. We say that the block X is smaller than or equal to Y , if x L < y L , or x L = y L and x R ≤ y R . Now the modified algorithm proceeds as follows. First, using the above block ordering, find the smallest k blocks in A. These blocks become the k current input
