Abstract-Massive multiple-input multiple-output (MIMO) techniques are regarded as a potential breakthrough in cellular network design, with transmit precoding to multiple downlink users playing a central role in the projected capacity gains. Most prior work assumes that the channel estimates required for precoder design are obtained by exploiting reciprocity in time division duplexed (TDD) systems. However, most cellular networks today are frequency division duplexed (FDD), for which reciprocity based channel side information (CSI) is not available, hence explicit channel feedback from mobiles to base station is required for downlink precoding. Conventional "limited feedback" approaches, based on quantizing the channel coefficients based on a predefined vector quantization codebook, do not scale to massive MIMO because of computational complexity and lack of flexibility. We propose a novel noncoherent trelliscoded quantization (NTCQ) which uses the duality between noncoherent sequence detection and vector quantization for maximizing beamforming gain. The advantages of NTCQ include linear complexity in the number of transmit antennas, with vector quantization accomplished using an off-the-shelf Viterbi algorithm, and flexibility in adjusting the feedback overhead to support a variable number of transmit antennas without changing the structure of the quantizer.
I. INTRODUCTION
The benefits of multiple-input multiple-output (MIMO) techniques have been thoroughly investigated over the last two decades. For point-to-point links, MIMO can provide gains from diversity, spatial multiplexing, beamforming, or combinations thereof. There has been significant recent interest, however, in a paradigm shift from single-user (SU) MIMO to multi-user (MU) MIMO systems [1] with aggressive use of space division multiple access to increase network sum throughput. In particular, "massive MIMO" for cellular networks, using a large number of transmit antennas at a base station (BS), has drawn considerable interest from both academia and industry over the past few years [2] - [13] . After the pioneering work in [2] , analysis of potential throughput [3] , [4] , transmit energy aspects [5] , [6] , precoding designs [7] , [8] , and receiver structures [9] , [10] , have been well studied. We refer to the tutorial exposition in [11] , and the references therein, for further details.
Transmit precoding from the base stations to the mobiles is a critical aspect of using massive MIMO to relieve bottlenecks on downlink cellular capacity. Most prior work on massive MIMO assumes that the channel side information (CSI) required for this purpose is obtained implicitly, using the reciprocity between the uplink and downlink channels in time division duplexed (TDD) systems. However, most deployed cellular networks are still frequency division duplexed (FDD), hence it is of great interest to extend massive MIMO techniques to FDD. A massive MIMO transmit precoding scheme that utilizes transmit correlation to reduce the total feedback overhead in FDD has been proposed in [14] without explicit feedback mechanism. In this paper, we address the key challenge in accomplishing massive MIMO systems with FDD, which is to obtain downlink CSI at the BS efficiently. Since we can no longer use reciprocity, we must devise methods for obtaining explicit feedback from mobiles to the BS which scale well as the number of base station antennas increases.
It is well known that feedback overhead must be increased proportional to the number of transmit antennas in FDD systems in order to i) maintain a certain level of beamforming loss in SU-MIMO [15] , [16] and ii) achieve the full multiplexing gain in MU-MIMO [17] , [18] . However, while increased feedback overhead is unavoidable in FDD-based massive MIMO systems, we would like to devise techniques which are efficient (in terms of the feedback rate required for a given quality of transmit precoding), flexible (in terms of easily accommodating a variable number of antennas), and low-complexity (in terms of implementing the channel quantizer). Conventional limited feedback schemes are based on a common, predefined codebook such as Grassmannian line packing (GLP) [19] , [20] or random vector quantization (RVQ) [15] , [16] . Such vector quantization strategies are efficient, but do not scale well to massive MIMO systems because of the computational complexity of codeword search (which must be implemented at the mobile), and their lack of flexibility (they are designed for a fixed number of antennas, hence multiple codebooks would be required for massive MIMO with a variable number of antennas).
In this paper, we propose noncoherent trellis-codedquantization (NTCQ), applying a well-known trellis-codedquantization (TCQ) scheme [21] to downlink channel quantization. However, unlike standard TCQ, the performance objective when using the quantized channel estimates for linear transmit precoding is not to minimize Euclidean distance, but to maximize the magnitude of the normalized inner product between the quantized channel vector and the original estimate. This channel quantization problem is therefore dual to the problem of noncoherent reception, hence we can employ a noncoherent block demodulator as our vector quantizer. Further, near-optimal implementations of noncoherent block demodulation can be obtained by running a small number of coherent demodulators in parallel, and choosing the "best" output [22] . Our NTCQ approach therefore has the following components: (a) a codebook based on classical trellis coded modulation (TCM) [23] ; (b) vector quantization implemented by running Viterbi algorithms optimizing standard Euclidean metrics in parallel. The computational complexity of quantization scales linearly with the number of antennas, since the number of trellis stages equals the number of antennas, while the performance is similar to standard limited feedback vector quantization which requires much higher complexity. Furthermore, NTCQ can accommodate an arbitrary number of transmit antennas simply by changing the number of trellis stages.
There has been prior work on trellis quantization schemes for beamformer design [24] - [27] . Euclidean distance trellis quantizers have been used to quantize large-dimensional signals in [24] . Further, the connection between beamformer quantization and noncoherent trellis codes was first pointed out in [25] and extended in [26] , [27] . But the path metric for the trellis search in [25] - [27] is ad hoc, resulting in a suboptimal use of the trellis quantizer. The duality between noncoherent detection and quantization for transmit precoding was pointed out in [28] , but the nontrivial trellis codes used in NTCQ outperform the uncoded constellations used in [28] .
The remainder of the paper is organized as follows. We describe our system model in Section II, review conventional channel quantization techniques in Section III, and provide a detailed description of the proposed NTCQ scheme in Section IV. Section V contains simulation results comparing NTCQ with conventional channel feedback schemes, followed by concluding discussions in Section V.
II. SYSTEM MODEL
We consider a beamforming scenario with n t transmit antennas at the BS and a single antenna at the user. The received signal y at the user is given as
where h ∈ C nt is the MISO channel with i.i.d. complex Gaussian entries, i.e., h ∼ CN (0, I), w is the beamforming vector with w = 1, s is the transmit data symbol with power constraint E |s| 2 ≤ P , and n ∼ CN (0, 1) is additive white Gaussian noise (AWGN).
We assume the user can estimate h perfectly through pilot signals sent from the BS; however, the BS can acquire partial information about h only from the user via a low-rate limited feedback channel. This is a typical scenario in FDD systems. Each realization of the channel is quantized using a B tot bit quantizer. As explained in Section I, the total feedback overhead B tot has to be increased to maintain a constant receive SNR loss as the number of transmit antennas scales. Therefore, we assume that
where B is the number of quantization bits per channel entry and 0 ≤ q < n t is the number of fixed auxiliary feedback bits which is precisely defined in Section IV-B. We further assume that feedback link from the user to the BS is perfect, i.e., the binary bits B tot can be fed back to the BS without any error.
III. CONVENTIONAL LIMITED FEEDBACK SCHEMES
We briefly explain the idea of codebook-based beamformer quantization. We also review phase shift keying (PSK) & quadrature amplitude modulation (QAM)-singular vector quantization (SVQ) in [28] and their complexities before describing the proposed NTCQ.
A. Codebook-based Limited Feedback
In the limited feedback approach using a vector quantized codebook at the BS and the user, the user quantizes h with a predefined codebook C VQ = c VQ,1 , . . . , c VQ,2 B tot as
where c VQ,i ∈ C nt with c VQ,i = 1 and feeds back the index i to the BS. With the information i, the BS constructs the beamforming vector and transmits s. The computational complexity of codeword search in (3) is O n t 2
Btot . If B tot is small as in current cellular systems, 4 bits for 3GPP LTE and up to 8 bits for LTE-Advanced [29] , users can easily select the codeword by (3) from a predefined codebook. However, if B tot is large, which would be true for massive MIMO systems, it is practically impossible for users to compute (3) in real time. Therefore, even though the exhaustive search in (3) is optimal in terms of quantization error, we need a practical approach to handle large B tot case. This trade-off, i.e., optimality vs. practicality, is similar to one arising in channel coding theory. In information theory, random codes or optimized unstructured codes are commonly used to prove achievability. However, these codes are impossible to implement in practice. This fact has motivated research over the last 65 years in channel coding. As we show later, beamforming quantizers can use high performance (but suboptimal) finite block length channel codes to obtain excellent SNR performance.
Another common problem in channel coding theory is the variability of block length. It is useful to have channel code designs that can scale to a wide range of block lengths. This same problem arises in beamforming vector quantization, only the scalability is necessary to support a wide range of antenna numbers. Therefore, we need a beamformer quantization scheme that can support different numbers of transmit antennas.
B. PSK/QAM-SVQ Limited Feedback
In [28] , a new channel quantization method, called PSK & QAM-SVQ, that also relies on the duality between noncoherent sequence detection and beamformer selection from a finite set. The duality is explained in Section IV-A. The proposed schemes directly apply maximum-likelihood decoding to the problem of finding a beamforming vector. The complexity of PSK-SVQ (with a PSK constellation) and QAM-SVQ (with a QAM constellation) are shown to be O(n t log n t ) and O(n 3 t ), respectively.
IV. NONCOHERENT TRELLIS-CODED QUANTIZATION
We first explain the general concept of NTCQ including the duality between the noncoherent sequence detection problem and the beamforming quantization problem in (3). Then we explain the implementation of NTCQ using an 8PSK constellation. We also briefly mention the difference of employing NTCQ with QAM constellation. The reader is referred to [30] for more explanation about NTCQ with QAM. Finally, we comment on the complexity of NTCQ.
A. General Concept of NTCQ
To illustrate the duality between the problem of finding a beamforming vector and noncoherent sequence detection, consider data transmission using a block length of N through the block noncoherent AWGN channel. The input-output relation can be written as
where y ∈ C N is the received signal, θ is unknown phase, x ∈ C N is the transmitted signal chosen from a codeword set X , and n ∈ C N is a complex Gaussian noise. Due to power normalization, the transmitted vector is always assumed to satisfy x 2 = 1. With the generalized likelihood ratio test (GLRT) as in [22] , [28] , the estimate of x that minimizes the Euclidean distance with y is given aŝ
using x 2 = 1 for all x ∈ X and the fact that to obtain (5). Note that (5) is the same cost function found in the as limited feedback problem in (3). Therefore, when c i 2 = 1 for all i's which is true when the codeword vectors have properly scaled PSK constellation points as entries, we can convert the problem (3) to solve for the pair (c opt , θ best ) that optimizes
whereh = h h and Θ = {θ 1 , θ 2 , . . . , θ K }. Note that, instead of searching over θ ∈ [0, 2π), we approximate the search space over a discrete set Θ in (a). Because we assume c i 2 = 1 for all i's, the beamforming vector w becomes w = c opt .
When we rely on a QAM constellation, the amplitude of the candidate codeword c i in (6) has to be taken into account because the codeword norm will vary throughout the set. Therefore, we have to optimize the tuple (c opt , θ best , α best ), and the problem in (6) becomes
where R + denotes the set of all positive real numbers. In this case, the beamforming vector w becomes w = copt copt . It is shown in [30] that with the 16QAM constellation, however, α can be fixed to 1 without any performance degradation because E c opt 2 = 1 once we have an appropriate normalization of the constellation points in the 16QAM.
As we show, the inner minimization of the Euclidean distance in (6) can be implemented using the Viterbi algorithm assuming a trellis-structured codeword set as in the original TCQ paper [21] given any fixed θ k . Thus, the codeword search in (6) can be implemented with K instances of the Viterbi algorithm. However, the number K can be small without any notable performance loss [30] . In each stage of the trellis, one entry ofh is quantized with B bits. It is important to point out that the quantizer can take advantage of an expanded constellation because of the structure of TCQ. For example, B = 1, 2, and 3 correspond to QPSK, 8PSK, and 16QAM, respectively. This issue is explained in Section IV-B in more detail. 
B. NTCQ with 8PSK (2 bits/entry)
To implement NTCQ with an 8PSK constellation, we use Ungerboeck's rate 2/3 convolutional code [23] as in Fig. 1 . In the figure, the smaller the index the less significant the bit, e.g., b in,1 and b in,2 are the least and the most significant input bit, respectively. The trellis with output sequences in decimal digits from the convolutional code is shown in Fig. 2 , and the 8PSK constellation is depicted in Fig. 3 .
Note that we need a path metric to run the Viterbi algorithm. We define p t as a partial path from stage 0 to t, in(p t ) as a function that gives the sequence of input binary bits, and out(p t ) as a function that gives the sequence of constellation points for p t . For example, the path p 2 = [1 4 6] which corresponds to output binary index [110 001] has been highlighted in Fig. 2 .
With the convolutional encoder in Fig. 1 describing the input/output relation and the 8PSK constellation in Fig. 3 , we have 
whereh t is the truncated vector ofh up to the first t entries, h t is the t-th entry ofh, p t is the t th entry of p t , and (a) is the recursive expression of the path metric. The second term of (8) is quantization of one channel entryh t and each state transition branch in Fig. 2 corresponds to a single constellation point of the 8PSK. Note that the QPSK sub-constellation with white (black) circles in Fig. 3 is used in the odd (even) states of the trellis in Fig. 2 . Therefore, even though we rely on the 8PSK constellation overall, we have 2 bits/entry quantization.
It is obvious that minimizing m(p t , θ k ) will minimize the Euclidean distance. The best path metric p best and θ best can be found as (p best , θ best ) that optimize
where Θ = {θ 1 , θ 2 , . . . , θ K } and P nt is the set of all possible paths up to stage n t . Once we find the best path, the beamforming vector w and its binary representation b w are given as
respectively. Note that w = 1 because all constellation points in the 8PSK are normalized with √ n t . The user feeds back b w and the BS reconstructs p best and w using a convolutional encoder as shown above. This process is illustrated in Fig. 4 . Although the BS does not need to know θ best for beamforming vector construction as in (10) , the BS has to know the starting state of p best . This extra feedback overhead corresponds to the auxiliary feedback bits q = log 2 S in (2) where S is the number of states in trellis.
C. Complexity of NTCQ
To calculate the computational complexity of NTCQ, we first have to derive the complexity of the Viterbi algorithm. Precisely, in each state transition, one channel entryh t is quantized with 2 B constellation points. Because there are S states and n t stages, the complexity of the Viterbi algorithm becomes O(2 B Sn t ). Since the Viterbi algorithm has to be executed K times for searching over θ k , the overall computational complexity of NTCQ is O(K2 B Sn t ) which is linear to the number of transmit antennas n t . Therefore, the benefit of NTCQ in terms of complexity compared to codebook-based approach becomes significant as n t becomes larger, which will be the case in massive MIMO systems.
V. SIMULATIONS In this section, we first compare NTCQ and RVQ in terms of average squared chordal distance between the normalized channel vectorh and the beamforming vector w given by
where expectation is overh. Note that E d(h, w) for RVQ is analytically derived in [16] as
where
Γ(x+y) is the Beta function and Γ(x) = ∞ 0 t x−1 e −t dt is the Gamma function. Note that RVQ is known to be optimal for the large n t and B tot regime with fixedB = Btot nt [15] . We fix B tot , shown in Table I , to be the same for NTCQ and RVQ to provide a fair comparison. We also set K = 4 for θ k for NTCQ.
As we can see in Fig. 5 , the difference of the average squared chordal distance between RVQ and NTCQ is approximately maintained for all values of n t . Moreover, the average squared chordal distance of both RVQ and NTCQ reduces significantly as we increase B.
In Fig. 6 , we compare average beamforming gain E |h H w| 2 of different limited feedback schemes according to B for different numbers of transmit antennas. The performances of RVQ, NTCQ, and PSK-QAM all increase as B increases. Moreover, RVQ and NTCQ with B = 3 show better performance than scalar quantization (SQ) with 6 bits/entry for n t = 60 and 100 with much less feedback overhead. Note that NTCQ outperforms PSK-QAM regardless of B and n t (although the total feedback overhead of PSK-QAM is Bn t ). Because PSK-QAM relies on uncoded maximum-likelihood detection, B = 1, 2, and 3 for PSK-QAM correspond to BPSK, QPSK, and 8PSK constellation, respectively. However, NTCQ can take advantage of high-order constellation with less feedback overhead by modulation and coding technique of [23] as explained in Section IV-A, which gives better performance than PSK-QAM. Even though there is no result for QAM-SVQ, since QAM-SVQ has the same structure as PSK-SVQ, we have found it will also perform worse than NTCQ. [28] . Note that B is fixed to 6 bits for scalar quantization (SQ) in all nt cases.
VI. CONCLUSIONS
Noncoherent trellis-coded quantization provides an efficient, scalable and flexible approach for channel quantization in massive MIMO systems. The computational complexity of NTCQ grows only linearly with the number of transmit antennas, while its performance is comparable to that of random vector quantization, which is known to be optimal when the number of transmit antennas and feedback overhead are both large. NTCQ can support a variable number of transmit antennas without changing the structure of the quantizer, simply by varying the number of trellis stages.
Prior work has shown that limited feedback schemes could potentially be enhanced by exploiting channel correlations in space (e.g., the spatially adaptive schemes in works such as [31] - [33] ) and time (e.g., the differential schemes in works such as [34] - [40] ). In ongoing research, we are exploring possible modifications of NTCQ to take advantage of such correlations.
