Abstract: We demonstrate that the amplitude and phase accuracy of a Fourier-domain optical processor (FDOP) can be improved by an iterative feedback technique. The spectral amplitude and phase of a periodic optical signal exiting the instrument is monitored using a linear self-referenced electric field measurement. Comparison of this measured output signal with the target waveform allows an iterative correction to be applied to the FDOP that is used to shape the amplitude and phase of the input signal. The feedback system used is capable of correcting many of the common imperfections found in these devices. Experimentally, we are able to demonstrate a factor of three improvements in both the spectral amplitude and phase accuracy of the output waveform.
Introduction
The ability to shape the spectral amplitude and phase of optical signals is a key requirement in the fields of optical pulse generation, optical and radio-frequency (RF) arbitrary waveform generation, ultrafast spectroscopy, and optical communications [1] . To this end, much effort has been directed toward developing programmable Fourier-domain optical processors (FDOPs) that are capable of adjusting the amplitude and phase of the spectrum of an optical signal [1] - [4] . The term FDOP is used here to describe a time-stationary component that performs pulse shaping on an optical waveform in the Fourier domain (such as an optical filter), which is distinct from pulse shaping in the time domain, which can be achieved through the use of a time-nonstationary component (such as optical gating). Modern FDOPs have sufficient resolution to address gigahertz repetition rate periodic optical signals at a true Bline-by-line[ level in the spectral domain [3] - [6] . This means that the complexity of the generated arbitrary (periodic) optical waveform is limited only by the number of optical lines available to be addressed by the optical processor. Line-by-line shaping of this kind is often referred to as optical arbitrary waveform generation (O-AWG) [4] , [5] .
To improve the accuracy of FDOPs, when processing periodic optical signals, several closedloop control systems have been proposed [7] - [17] . In general, this involves monitoring some parameter of the signal exiting the optical processor and then adjusting the applied amplitude and phase characteristics of the device iteratively in order to optimize the monitored parameter. For example, systems have been demonstrated which optimize the peak power (pulse width) of the output waveform by maximizing the amount of time-averaged second-harmonic generated by the signal after the optical processor [7] , [8] . Systems which optimize the performance of FDOPs based on the monitoring of the intensity cross-correlation function between the output pulse and the input pulse [9] , the spectral phase of the output signal using Frequency Resolved Optical Gating (FROG) measurements [10] , and the amount of fluorescence [11] or photodissociation [12] from a particular chemical reaction under study have also been demonstrated. Another important advance in the field of O-AWG has been to couple the spectral amplitude and phase shaping of the optical processor with a measurement of the output signal's electric field. This allows the spectral amplitude and phase of the signal exiting the device to be guaranteed to within the accuracy of the electric field measurement used. Instruments of this type have been demonstrated using both linear [5] , [6] , [13] , [15] - [17] and nonlinear [3] , [14] electric field measurement techniques. Typically, the linear techniques have the advantage of an improved sensitivity and dynamic range when compared with nonlinear techniques. Amplitude and phase feedback control in pulse shaping and O-AWG applications have been demonstrated previously [13] - [16] ; however, details regarding the implementation of the feedback mechanism are lacking (whether it be open or closed feedback loop, or if it is fully automated in real-time or whether a human decision is required). In [17] , it is not mentioned that their optical arbitrary waveform generator was operated in a precalibrated, computer-controlled feedback loop, and that with increasing feedback iterations, the energynormalized FROG error parameter decreases significantly. However, this work does not describe the feedback algorithm itself.
In this paper, we show how a linear measurement of the electric field of a periodic optical signal at the output of an FDOP can be fed back to the processor in such a way as to force the output waveform to iteratively converge toward a target waveform. As the electric field measurement gives us access to the full spectral amplitude and phase characteristics of the output signal, the feedback can be implemented by way of a very simple frequency-domain algorithm rather than the considerably more complicated genetic (evolutionary) algorithms used in [3] , [6] - [14] , and [17] . The technique is applicable both to Bline-by-line[ O-AWG and to optical processors with insufficient spectral resolution for true Bline-by-line[ shaping that instead address the spectral amplitude and phase of groups of optical modes. The algorithm used requires no a priori knowledge of the input signal other than that it contains sufficient bandwidth to be shaped into the target waveform. The electric field measurement we use is a linear self-referenced heterodyne measurement and has the important advantage that it does not require any external electronic clock synchronized to the input signal to operate [18] . This makes it ideally suited to such a system. The simple iterative feedback algorithm presented is shown to improve both the spectral amplitude and phase accuracy of the optical processor and can correct for many of the common imperfections found in these devices. Imperfections in the amplitude and phase transfer functions of an FDOP can result from a variety of sources, including imperfect amplitude or phase calibration, wavelength dependence of the optics used in the device, unwanted dispersion from the patch cords used on the input and output of the system, and even in some circumstances a coupling between the programmed phase and amplitude transfer functions [19] , [20] . In this paper, we demonstrate a simple feedback system that is capable of correcting for all the above impairments [21] . Using this system, we are able of experimentally observing an improvement in the accuracy of the amplitude and phase response of a commercial FDOP from AE30% (1.2 dB) root mean square (RMS) amplitude error to AE12% (0.5 dB) and from AE0.3 rad RMS phase error to AE0.1 rad. As a further example of the capabilities of the instrument, we also demonstrate the transformation of a highly chirped pulse generated by a gain-switched laser diode into a Gaussian pulse with only 0.1 rad of phase evolution across its temporal extent. The time bandwidth product of this output pulse is 0.45, which is only 2% above the theoretical limit.
Theory
A schematic diagram of our setup is shown in Fig. 1 . A periodic optical signal with a spectral amplitude (in decibels), i.e., S in ð!Þ, and a spectral phase in radians, i.e., in ð!Þ, is incident on an imperfect FDOP. Following the optical processor, we consider an intermediate optical system. The intermediate system can be as simple as an optical patch cord to pass the signal to the electric field measurement device or a more complicated arrangement of optical components. For example, if the electric field measurement used is a nonlinear one, it may be necessary for the intermediate system to include an optical amplifier and optical filter in order to obtain sufficient signal power for the measurement. The inclusion of this intermediate system results in an additional impairment to the spectral amplitude and phase characteristics of the signal. At the output of this intermediate stage, the spectral amplitude (in decibiels), S meas ð!Þ, and phase, meas ð!Þ of the signal are measured before exiting the system. We define the amplitude transfer function (in decibels) and phase transfer function (in radians) applied by the optical processor to be S and so that directly after the device, S ! S in þ S, and ! in þ . If the target spectral amplitude and phase of the output signal are S target ð!Þ and target ð!Þ, then new values of S and can be calculated at each frequency element ! k of the optical processor via
where is the feedback fraction (a positive number between 0 and 1), k is the iteration number (a positive integer), and the initial values of Sð! k À1 Þ and ð! k À1 Þ are both set to zero. For most applications, the absolute offset of the spectral phase of an optical signal is not important. Likewise, any linear slope present across the spectral phase results only in a temporal shift of the optical signal in the time domain. For this reason, when evaluating (2), we subtract the constant offset and the linear slope of the spectral phase from both the measured and target phases before calculating . We note that this simplification is not due to any limitation in the algorithm but, rather, to aid the experimental implementation of the system in the experimental section which follows. Numerical simulations show that this simple feedback system is capable of correcting for all of the impairments listed in the introduction, including a coupling between the amplitude and phase transfer functions of the device. We demonstrate this with the aid of Fig. 2 . We consider an input signal with spectrally flat amplitude and phase spanning 5 THz. The target optical waveform at the output of the system is chosen to have a Gaussian spectral intensity profile [full width half maximum (FWHM) 1.7 THz] and a sinusoidally varying spectral phase with an amplitude of 2.5 rad and a spectral period of 1.25 THz. The input signal is shown in Fig. 2 by dashed gray lines and the target optical waveform is plotted with solid black lines. The intermediate system is set to be an optical amplifier with a gain-slope of 4 dB/THz and a quadratic dispersion of 0.025 fs 2 . The FDOP itself is assumed to have a coupling between its spectral amplitude and phase response in the form of an additional spectral loss proportional to the absolute value of the slope of the applied spectral phase, as described in [20] . In Fig. 2 , we plot the target spectral amplitude and phase as solid black lines. The numerically simulated spectral amplitude and phase of the signal after the first pass through the system are plotted with blue diamond markers. The effect of the gain slope and chromatic dispersion of the intermediate system are clearly evident. These derived values of spectral amplitude and phase are then used to calculate new values for the applied amplitude and phase functions of the optical processor using (1) and (2) with a feedback fraction of ¼ 1. After this first iteration, the spectral amplitude and phase calculated at the output of the system are plotted in Fig. 2 with green square markers. The output spectral phase can be seen to exactly match the target spectral phase. However, there is still a disagreement between the derived and target spectral amplitudes due to the phase to amplitude coupling of the device. A second iteration of the system is then performed, and the resultant spectral amplitude and phase are plotted in Fig. 2 with red circular markers. After this second iteration, the agreement between both derived and target spectral amplitude and phase is perfect, and further iteration results in no change in the output. In the inset of Fig. 2 , we plot the final applied amplitude and phase transfer functions of the optical processor. The compensation required to correct for the imperfections of both the optical processor and the intermediate system is clearly evident. It is important to stress at this point which impairments the simple algorithm presented in (1) and (2) can, and cannot, compensate. First, the algorithm cannot correct for discrepancies between target and measured waveforms due to insufficient spectral resolution of the optical processor. This places a limit on the maximum spectral frequencies that can be present in the target waveform. The algorithm is, however, capable of correcting for any imperfections in the calibration of the amplitude response of the optical processor, provided its amplitude calibration function (which is defined as decibels of attenuation supplied as a function of decibels of attenuation requested) is continuous, monotonic, and covers a sufficient range of attenuations to allow the target waveform to be reached. The same constraints also hold for the device's spectral phase calibration function (defined as, radians of spectral phase supplied as a function of radians of spectral phase requested).
Experiment
We experimentally implement the proposed system using a commercial programmable FDOP (Finisar WaveShaper 1000S) and a stepped-heterodyne complex optical spectrum analyzer [18] . The first instrument is a spatial light mask-based FDOP which uses a programmable liquid crystal array as the phase mask. Spatial light mask-based FDOPs have been used extensively in pulse shaping and dispersion trimming applications [1] , [14] , [20] but do exhibit coupling between the programmed phase and amplitude transfer functions when the programmed phase change per liquid crystal pixel is large [19] , [20] .
The second instrument is a linear self-referenced device capable of accurately measuring the spectral amplitude and phase of periodic optical signals with both high sensitivity and dynamic range. In this technique, a coherent local oscillator is spectrally positioned asymmetrically between two adjacent spectral modes (k , k þ 1 modes) of the periodic optical signal. A fast photoreceiver is used to detect the heterodyne beat signals at the difference frequencies between the local oscillator and the two adjacent spectral modes of the periodic optical signal. Through digital signal processing of the detected signal, the spectral power of the k th mode and the phase difference between the two adjacent spectral modes can be established. Increasing the frequency of the coherent local oscillator by the fundamental frequency of the periodic optical signal will position it between the next two adjacent spectral modes ðk þ 1; k þ 2Þ, where detection and signal processing is repeated. Sequentially stepping the coherent local oscillator across all the spectral modes of the periodic optical signal and detecting and processing the beat signals will build up the entire complex spectral field of the periodic optical signal. Previous work has shown that the stepped-heterodyne technique has a dynamic range in excess of 40 dB and is capable of measuring signals down to a power level of 10 nW/spectral mode [18] . When working with an FDOP, it is desirable to employ an amplitude and phase measurement technique which analyzes in real-time and has excellent measurement sensitivity. The WaveShaper instrument we used in these experiments had an update time of two seconds, meaning real-time measurement was not a priority compared with measurement sensitivity. The very high sensitivity of the stepped-heterodyne complex optical spectrum analyzer technique coupled with the fact that, in contrast to many other linear techniques, the steppedheterodyne measurement requires no external clock synchronized to the signal under test makes it an ideal measurement technique for this type of system. Our input signal is a 1.5-nm (3 dB width) spectral comb, centered at 1550 nm, with 10 GHz mode spacing and a relatively flat spectral phase. We choose our target spectral amplitude to be a 125-GHz FWHM Gaussian (parabolic on a log scale) and our target spectral phase to be a sinusoid with an amplitude of 2.5 rad and a spectral Fig. 3 . Measured amplitude and phase of the spectral modes of the output signal after the first pass through the system (blue diamonds), after the first iteration of the feedback loop (green squares), and after the second iteration of the feedback loop (red circles). The solid black lines are the target spectral amplitude and phase.
period of 250 GHz. These target curves are plotted in Fig. 3 as solid lines. This target spectral phase was intentionally chosen to introduce moderate phase-to-amplitude coupling effects. To minimize these effects in normal operation, it is suggested that the phase change per pixel programmed with the FDOP satisfy d ( rad [19] . However, the intention here is to experimentally demonstrate the ability of the feedback loop to compensate for these effects when the above criterion is not satisfied (say, in the regime where d =4 rad). For the first pass through the system, the spectral amplitude and phase transfer functions of the optical processor are both set to zero, as described in the preceding theory section. The spectral amplitude and phase of each comb line measured at the output of the optical processor after this first pass through the system are plotted with blue diamond symbols in Fig. 3 . After this first measurement new values of S and are calculated using (1) and (2) with a feedback fraction ¼ 1. These values are then applied to the optical processor and the electric field of the output signal remeasured. The measured output spectral amplitude and phase of each comb line after this first iteration are plotted in Fig. 3 as green squares and show a reasonable agreement with the target curves. The procedure is then repeated with new values of S and again calculated using (1) and (2) . The spectral output of this second iteration is plotted as red circles and shows an improved agreement with the target spectral amplitude and phase when compared with the first iteration. Quantitatively, we find that the RMS difference between the measured and target spectral amplitude improves from AE30% (1.2 dB) to AE12% (0.5 dB) between the first and second iterations. Similarly, we find that the RMS difference between the measured and target spectral phase improves from AE0.3 to AE0.1 rad. This clearly demonstrates the utility of using a feedback system to improve the accuracy of the device. Further iteration is deemed unnecessary as the accuracy of the system after the second iteration is approaching the accuracy of the stepped-heterodyne measurement (AE0.3 dB, AE0.1 rad [18] ), which represents the ultimate limit to the accuracy of any such system. Here, the feedback algorithm has successfully corrected for the phase-to-amplitude coupling produced by a commercially available, programmable FDOP, where the maximum phase change per pixel was d max ¼ 0:62 rad (i.e., d was not considerably less than rad).
An alternative measure of the accuracy of the output waveform can be written in terms of the mismatch between the output and target fields in the time domain [22] :
where E out ðt Þ and E target ðt Þ are vectors of the time domain reconstructions of the output and target fields, N is the number of temporal points in the reconstructed field, j is the index of the summation, and " t is the error in the field. This definition has the advantage that it weights the importance of the phase measurement to the corresponding intensity of the signal at each point. We calculate the " 2 t values of the output waveform after the first and second iterations of the system to be 0.1 and 0.011, respectively. Again, this demonstrates a significant improvement in the temporal waveform accuracy between the first and second iterations. To illustrate the accuracy of the system after two iterations more clearly, we also compare the temporal intensity profile of the signal calculated from the measured spectral amplitude and phase via a Fourier transform with an independent measurement of the temporal intensity profile of the signal. This independent measurement is made using a high-speed (500-GHz bandwidth) optical sampling scope. The results are plotted in Fig. 4(a) . The solid blue curve shows the temporal intensity profile of the signal calculated from our spectral measurement, and the red circles show the independent measurement of the optical sampling scope. The agreement between the two curves is excellent. In order to further demonstrate the accuracy and repeatability of our optical processor with feedback, we repeat the experiment as described above under exactly the same conditions but with the target spectral phase the negative of the target phase shown in Fig. 3 . This means that the target spectral waveform is the complex conjugate of that shown in Fig. 3 . From simple Fourier theory, the conjugate of an optical signal in the frequency domain corresponds to a signal in the time domain that is not only conjugate but time reversed as well. In Fig. 4(b) we plot the measured temporal intensity profile of this signal, after two iterations of the feedback loop, reconstructed from its measured spectral amplitude and phase (solid blue line) and from the optical sampling scope (red circles). Not only is the agreement between these two curves also very good, it is clear that the intensity profiles measured in Fig. 4 (a) and (b) are also almost identical time-reversed images of each other, as required. For our final measurement, we consider a gain-switched distributed feedback laser with a spectral FWHM of 140 GHz, producing 12-ps pulses at a repetition rate of 10 GHz. This source is known to exhibit a large amount of spectral chirp [23] . Using our FDOP with feedback, we attempt to convert this pulse into a chirp-free Gaussian pulse with a FWHM of 100 GHz (temporal FWHM 4.4 ps). In Fig. 5 , we plot the spectral amplitude and phase of the individual comb lines of the signal after the first pass through the system (blue diamonds), the output of the system after the first iteration (green squares), and the output of the system after the second iteration (blue circles). The target amplitude and phase are plotted as solid lines. Again, considerable improvement in the amplitude and phase accuracy of the device is seen between the first and second iterations. Quantitatively, we find that the spectral amplitude accuracy has improved from AE0.8 dB to AE0.4 dB and that the spectral phase accuracy has improved from AE0.2 to AE0.1 rad. The " 2 t values of the output waveform in the time domain have likewise improved from 0.03 to 0.0025. Again, the accuracy of the system after the second iteration is approaching the accuracy of the stepped-heterodyne measurement; therefore, further iteration is not useful. The temporal amplitude and phase of the output pulse can be simply calculated from the Fourier transform of the measured spectral field. In Fig. 6 , we plot the temporal amplitude and phase of the signal after the first pass through the system (blue dotted line), after the first iteration (green dashed line), and after the second iteration (solid red line). The three pulses have been temporally offset from each other to aid the clarity of the figure. Again, we can see the temporal amplitude and phase of the pulse improve with each iteration. Quantitatively, we find that the pulse width is reduced from 4.8 ps to 4.5 ps between the first and second iterations, and the temporal phase across the pulse is reduced from 0.7 to 0.1 rad. This gives a time-bandwidth product for the output pulse after the second iteration of 0.45, compared with 0.44 for an ideal Gaussian pulse.
Conclusion
In this paper, we have demonstrated how, by monitoring the spectral amplitude and phase of a periodic optical signal exiting a programmable FDOP, a feedback loop can be implemented that considerably improves the amplitude and phase accuracy of the device. The simple frequency domain algorithm used allows the input signal to iteratively converge to the target waveform with no initial knowledge of input signal's spectral characteristics. This simple feedback system is capable of correcting for many of the common imperfections present in FDOPs, including coupling between their amplitude and phase transfer functions. It is also capable of correcting for signal impairments introduced by an intermediate system placed between the optical processor and the electric field measurement device. Experimentally, we are able to demonstrate the reduction of the RMS error in the spectral amplitude of the output signal to AE12% (0.5 dB) and the RMS error in the spectral phase of the output signal to AE0.1 rad. This represents a factor of three improvements in accuracy when compared with the same system operating without feedback. These errors could be improved still further by improving the accuracy of the spectral amplitude and phase measurement used. . Temporal intensity and phase profiles of output signal calculated from the spectral amplitude and phase measurement of the signal after the first pass through the system (blue dotted line), the first iteration of the system (green dashed line), and the second iteration of the system (solid red line).
