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Введение 
Практический интерес к интеллектуальным си-
стемам наблюдения, беспилотным средствам пере-
движения и робототехнике сформировал потреб-
ность в быстродействующих алгоритмах визуаль-
ного анализа сцены, способных работать в узких 
рамках технических характеристик мобильных вы-
числительных устройств.  
Семантическая сегментация является задачей 
кластеризации частей изображения в соответствии 
с принадлежностью к определенному классу объ-
ектов. Данные алгоритмы находят применение при 
решении задач обнаружения и распознавания до-
рожных знаков, распознавания нейронных струк-
тур на снимках с электронного микроскопа, а также 
управлении автономным транспортным средством 
[1,2]. 
Высокую точность в распознавании объектов 
показывают глубокие сверточные нейронные сети, 
демонстрируя лучшие результаты на различных за-
дачах распознавания образов, в сравнении с дру-
гими алгоритмами, такими как машины опорных 
векторов, условные случайные поля, случайные 
леса и пр. Тем не менее многие модели сетей содер-
жат большое количество настраиваемых парамет-
ров (106) что ограничивает их применимость 
только высокопроизводительном оборудовании. В 
случае, когда необходима работа алгоритма в ре-
жиме реального времени и низкое энергопотребле-
ние подобные модели не могут применяться. По-
этому ставиться задача разработки алгоритма, ос-
нованного на применении компактной архитек-
туры сети, позволяющей обеспечить работу в ре-
жиме реального времени, с малым количеством вы-
числяемых параметров. 
 
Наборы данных и метрики 
Для проведения численных экспериментов 
были использованы общедоступные наборы изоб-
ражений для семантической сегментации. Первый 
набор – Cityscapes [3]. Набор содержит 5000 анно-
тированных изображений, из которых доступно 
2975 в качестве обучающей выборки, 500 для вали-
дации, 1525 в качестве тестовой выборки, и 19 ка-
тегорий объектов. Cityscapes содержит   множество 
различных дорожных сценариев, часто показываю-
щие множество пешеходов и велосипедистов (рис. 
1). 
 
 
Рис. 1. Примеры изображений из набора 
Cityscapes вместе с их аннотированными вариан-
тами 
Второй набор PASCAL VOC 2012 [4] состоит из 
1464 аннотированных изображений для обучения, 
1449 для валидации и 1456 для теста, включает в 
себя 21 класс объектов среди которых – 20 соотно-
сятся с объектами переднего плана, и 1 – для мар-
кировки заднего плана как отдельного класса. 
 
Рис. 2. Примеры изображений из набора PASCAL 
VOC 2012 вместе с их аннотированными вариан-
тами 
 Для оценки корректности работы сети на пред-
ставленных наборах данных использовались следу-
ющие метрики: 
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3. Frequency weighted intersection over union 
(FWIoU): 
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Где k  - общее количество классов, 0ij
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Архитектура сети и обучение 
Архитектуры решающие задачи семантической 
сегментации основываются на применении архи-
тектуры, в которой полносвязные слои заменены 
слоями свертки. Примерами могут служить сети 
типа SegNet и FCN [1,5]. Несмотря на эффективное 
распознавание, архитектура этих сетей содержит 
большое число вычисляемых параметров, что огра-
ничивает их применение в системах реального вре-
мени. 
Отличительной особенностью этих сетей явля-
ется использование топологии «энкодер-декодер». 
Энкодер представляет собой обыкновенную свер-
точную сеть, обученную для классификации вход-
ного образа, тогда как декодер выполняет интерпо-
ляцию выхода энкодера. 
В качестве активационной функции использо-
вался PReLU (Parametric ReLU). Дополнительные 
численные эксперименты с еще одной разновидно-
стью функции активации ELU не показали увели-
чения точности:  
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где гиперпараметр 0  . 
Для формирования оптимальной архитектуры 
сети предложено использовать формат, энкодер-
декодера составленный из блоков (22 и 10 соответ-
ственно).  Размерность входного слоя 512 512 . 
Каждый блок состоит из трех слоев свертки:  
фильтр 1 1 , для сокращения размерности, и умень-
шения количества вычислений.  В этом случае 
фильтр свертки 1×1 заменяется на увеличенный 
2×2 с параметром смещения равным 2. Блок пред-
ставляет собой сверточный слой с фильтрами раз-
личного типа в зависимости от расположения: 
1. Обычная свертка; 
2. Дилатационная свертка; 
3. Ассимметричная свертка (представляет со-
бой последовательность фильтров с разме-
рами 1 n  и 1n  соответственно). 
Размерность выходного слоя 512 512С  , где С- 
количество классов. 
Обучение и тестирование разработанной архи-
тектуры осуществлялось при помощи открытой 
библиотеки Саffe и 2х NVIDIA 980. В качестве ал-
горитма оптимизации использовался SGD со сле-
дующими параметрами. Параметр скорости обуче-
ния вычислялся следующим образом: 
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где power = 0.9, iter, max_iter – текущее и макси-
мальное число итераций соответственно. Пара-
метры base_learning_rate 5*10-4, batchsize 10, регу-
ляризации весов (weight decay) 5*10-4. 
 
Рис. 3. Примеры результата сегментации изобра-
жений предложенной архитектурой 
В результате на наборе данных PASCAL VOC 2012 
по метрике MeanIoU  61.7, для Cityscapes 58.4 
(Class iIoU). Производительность разработанной 
сети по параметру скорости работы составила в 
среднем 150 fps при заданном разрешении (512 * 
512) изображений. Что более чем соответствует ра-
боте в режиме реального времени. Общее количе-
ство вычисляемых параметров сети составило 0.35 
106. 
 
Заключение  
В результате разработанный алгоритм, основан-
ный на применении сверточной сети, топологиче-
ски представленной в виде энкодер-декодера  поз-
воляет получить приемлемые результаты в задаче 
семантической сегментации на 2х наборах данных, 
при этом обладает небольшим количеством вычис-
ляемых параметров. В дальнейшем предполагается 
проведение численных экспериментов с использо-
ванием мобильных и встраиваемых платформ. 
Работа выполнена в рамках Программы повы-
шения конкурентоспособности ТПУ и при финан-
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