Abstract-In this paper we show that for autoregressive processes the estimatiors of mean are consistent if the component of the process is 'periodical' and it is not the case if the component is a damping one. In one dimensional AR(1) case the mean cannot be estimated well. In the complex AR(1), where the process behaves periodically, the mean can be estimated well. For AR(2) process the mean can be estimated well if the root of the characteristic equation are complex.
Introduction
Consider a stationary AR(1) process { X(t) : t ∈ R} which is the weakly stationary solution of d X(t) = −α X(t) dt + dW (t), t ∈ R, (1.1)
where {W (t) : t ∈ R} is a standard Wiener process (hence EW (t) = 0, EW (t) 2 = t ), and α > 0 is the damping parameter. Let Z(t) := X(t) + m, t ∈ R, where m ∈ R is an unknown parameter. Then, the maximum likelihood estimator (MLE) of m based on the observation of { Z(t) : t ∈ [T 1 , T 2 ]} is given by m = Z(T 1 ) + Z(T 2 ) + α hence m is asymptotically consistent as T 2 − T 1 → ∞, although not uniforlmy in α. Furthermore, Var m is unbounded as α ↓ 0.
Especially, lim
The number of parameters can be reduced in the following way. We may suppose T 1 = 0 and T 2 = T because of the stationarity. Moreover, let us consider the process { Z(t) 
Especially, lim κ→∞
Var a = 0, lim
hence a is asymptotically consistent as κ → ∞, but Var a is unbounded as κ ↓ 0.
The aim of the present paper is to investigate the problem of estimation of the mean for stationary and zero start multidimensional autoregressive processes.
Case of stationary AR process
Consider a d-dimensional stationary AR process { Y (t) : t ∈ R}, which is the weakly stationary solution of
where A and Σ are d × d matrices such that all eigenvalues of A have necessarily positive real part, and {W (t) : t ∈ R} is a d-dimensional standard Wiener process, i.e., {W (t) : t 0} and {W (−t) : t 0} are independent d-dimensional standard Wiener processes. In fact, {W (t) : t ∈ R} is a continuous zero mean Gaussian process with
or, equivalently, {W (t) : t ∈ R} is a continuous process with stationary independent increments such that for the increments we have
The process { Y (t) : t ∈ R} is a zero mean Gaussian process with
where the d × d matrix B(0) is the only solution of the matrix equation
We remark that B(0) is a symmetric, positive definite matrix and
Moreover,
Now, consider a shifted stationary AR process { Z(t) : t ∈ R}, given by
where H is a known d × d constraint matrix and m ∈ R d is an unknown parameter vector. 
5)
where
We need the following lemma. Proof. Denote by P W the measure generated on 
We have
hence dP
Proof of Theorem ?? Obviously, U is a symmetric, positive definite matrix. Denoting by √ U and √ U −1 the only symmetric, positive definite square root of U and U −1 , respectively, we obtain
Clearly, m is normally distributed with mean m. The aim of the following discussion is to show that
Thus, it is sufficient to prove that EV
Remark 2.4. Lemma ?? can be proved directly by the help of finite dimensional approximation as well. For T 1 = t 1 < t 2 < . . . < t n = T 2 , the random vectors
are uncorrelated and have a joint normal distribution, hence they are independent with zero mean, Var Y (t 1 ) = B(0) and
where ∆t j := t j − t j−1 . Thus, the joint density of the random vectors (
with a suitable normalizing constant c. Clearly, the joint density of the random vectors ( Z(t 1 ), . . . , Z(t n )) has the form
If P 
We have e −(∆t j )A ≈ I − (∆t j )A, hence
It can be easily shown that, as n → ∞ and max 
where {W(t) : t ∈ R} is a complex-valued standard Wiener process (i.e., 
hence {(Re X(t), Im X(t)) : t ∈ R} is a 2-dimensional stationary AR process with coefficient matrix
The only solution of the matrix equation
consequently,
Particularly, m 1 and m 2 are independent.
We have the following asymptotic behaviour Example 3.2. One-dimensional real-valued AR (2) . Consider a one-dimensional stationary AR(2) process { X(t) : t ∈ R} which is the weakly stationary solution of
Equation (??) has a (unique) weakly stationary solution if and only if for the damping parameters we have Reλ 1 > 0, Reλ 2 > 0. Let us use the notation X(t) = Y 1 (t),
hence {( X(t), X (t)) : t ∈ R} is a 2-dimensional stationary AR process with coefficient matrices
Obviously,
where P e Z denotes the measure generated on C([T 1 , T 2 ] → R 2 ) by the process ( Z, Z ), and u 1,1 , v 1 ( Z) denote the first entry of U and V e Z , respectively. Consequently, the maximum likelihood estimator of m is If the characteristic polynomial has conjugated complex roots λ 1 = λ + iω, λ 2 = λ − iω, where λ, ω ∈ R, λ > 0 is the damping parameter and ω = 0 is the periodical parameter, then lim
and we get that Var m remains bounded uniformly in λ.
Example 3.3. One-dimensional real-valued AR(p). Consider a one-dimensional stationary AR(p) process { X(t) : t ∈ R} which is the weakly stationary solution of
Let us write the characteristic polynomial of the process in the form
Equation (??) has a (unique) weakly stationary solution if and only if Reλ j > 0 for all j = 1, 2, . . . , p. If we use the notation
hence {( X(t), X (t), . . . , X (p−1) (t)) : t ∈ R} is a p-dimensional stationary AR process. We have B(0) 
Clearly ΣΣ = Σ, hence
. . .
where P e Z denotes the measure generated on C([T 1 , T 2 ] → R 2 ) by the process ( Z, Z , . . . , Z (p−1) ), and u 1,1 , v 1 ( Z) denote the first entry of U and V e Z , respectively. Consequently, the maximum likelihood estimator of m is
We have the following asymptotic behaviour:
hence m is asymptotically consistent as , and we get that Var m remains bounded as λ ↓ 0. In a similar way, if
, and we get that Var m remains bounded as λ , λ ↓ 0.
real-valued stationary AR process { Y (t) : t ∈ R} which is the weakly stationary solution I, hence
and
We have the following asymptotic behaviour
hence m is asymptotically consistent as T 2 − T 1 → ∞. Moreover, if Ω = 0 is fixed, then we get, in contrast to the one-dimensional real-valued case, that Var m 1 and Var m 2 remain bounded uniformly in λ, since
Case of zero start AR process
Consider a d-dimensional zero start AR process dY (t) = −AY (t) dt + Σ dW (t), t 0, We remark that B(0, s) is a symmetric, positive definite matrix and
Now, consider a shifted stationary AR process {Z(t) : t 0}, given by
where m ∈ R d is an unknown parameter vector. The following theorem can be proved as in the stationary case. 
gives the precise value of the parameter m.
Examples of zero start processes
Example 5.1. One-dimensional AR (1) . Consider a one-dimensional zero start AR(1) process dX(t) = −αX(t) dt + dW (t), t 0,
where α ∈ R. Then,
Let Z(t) := X(t) + m, t 0, where m ∈ R is an unknown parameter. Then,
(5.2) We have the following asymptotic behaviour:
and lim
Var m = lim
hence m is asymptotically consistent as
and we get, in contrast to the stationary case, that Var m 1 remains bounded as α ↓ 0.
Example 5.2. One-dimensional complex-valued AR(1). Consider a one-dimensional complex-valued zero start AR(1) process dX(t) = −αX(t) dt + dW(t), t 0,
where {W(t) : t ∈ R} is a complex-valued standard Wiener process and α = λ + iω with λ, ω ∈ R. Then, (Y 1 (t), Y 2 (t)) := (ReX(t), ImX(t)) , t 0, is a 2-dimensional zero start AR process with coefficient matrix 
