Introduction
Spatial dependence modeling in geostatistics is usually studied through the variogram or covariogram functions, choosing a valid parametric family and applying a fitting criterion in order to obtain the parameter estimates (see e.g. Cressie, 1993 , section 2.6). One of the most widely used methods for estimating a variogram consists in fitting a valid parametric model to a set of pilot estimations of the variogram, by Weighted Least Squares (WLS). One of the main advantages of this method is that it is not necessary to assume any distribution on the data. In addition, there are several simulation studies that confirm its good performance (e.g. Zimmerman and Zimmerman, 1991) . However, this method has been severely criticized, mainly because the dependence between the pilot estimates is not taken into account in the fitting algorithm (e.g. Stein, 1999, section 6.9 ). An alternative to this procedure is the use of maximum likelihood (ML) methods. Assuming a Gaussian distribution, ML parameter estimations are obtained maximizing the corresponding likelihood function. Nevertheless, in practice, the variance and dependence parameter estimates may present a non-negligible bias, especially in presence of a non-constant trend. A modification of the ML method that avoids the effect of the trend in the parameter estimation is the Restricted Maximum Likelihood (REML) approach. The idea of this method consists of applying a linear filter to the data such that the distribution of the result (generalized increments) does no longer depend on the trend parameters. Apart from the advantages of ML estimation, these methods allow for joint dependence and trend estimation. The main drawback is the normality assumption, which is not-easy to check and sometimes unsuitable condition. In addition, from a computational point of view, these methods are time consuming for large datasets. Another inconvenience is the possible multimodality of the likelihood surface (e.g. Mardia and Watkins, 1989) , which could be overcome using genetic optimization algorithms (see e.g. Goldberg, 1989) .
For all these reasons, ML estimation methods have been also questioned in the geostatistical literature (e.g. Ripley, 1988) .
Spectral methods provide a collection of useful tools for avoiding some of the problems of the spatial domain estimators. Spectral techniques have been widely used in time series (see e.g. Brillinger, 1981) and, more recently, for spatially dependent data analysis (Fuentes, 2002; Crujeiras et al., 2007) . From the spectral domain, the new target function is the spectral density (the Fourier Transform of the covariance function). In this context, the spatial periodogram is a nonparametric estimator of the spectral density and, although it is asymptotically unbiased, it does not present good consistency properties. Nevertheless, the periodogram has been used as a pilot for adjusting parametric models, for instance, in the Whittle estimation method (Whittle, 1954) for discrete processes. Since periodogram values for different frequencies are asymptotically uncorrelated, the dependence problem that arises when considering a spatial estimator for the variogram or the covariogram is overcome by the use of this spectral estimator. However, Whittle estimation has some problems for stochastic processes in dimension greater or equal to two. In this case (under increasing domain asymptotics), the parametric estimator has a bias of order N −1/d , where N denotes the number of data and d is the dimension of the space.
Therefore, using Whittle estimation in the spatial statistical context would not give good results. Some authors have proposed different modifications of Whittle's method, considering adapted versions of the periodogram (Guyon, 1982; Dahlhaus and Künsch, 1987; Robinson and Vidal Sanz, 2006) . Our approach does not try to modify the periodogram, but the target function against which it is compared.
We adapt Whittle estimation method in order to get consistent parametric estimators and also in order to mitigate the aliasing problem that occurs when working with discrete-sampled continuous processes in the spectrum. We compare the results of our estimator with the other spectral estimators and also with other methods, more frequently used in the spatial statistical literature, such as WLS, ML and REML methods. This paper is organized as follows. In section 2, we provide some basics on spectral methods and we also introduce spatial and spectral estimation methods for the covariogram and the spectral density, respectively. The new estimator based on the FFT of biased covariances is introduced in section 3. Section method with other spectral and spatial estimators, both for Gaussian and nonGaussian distributed data. In section 5, we include an application to real data, comparing the performance of our estimator, in terms of prediction errors, with other classical approaches. Some discussion is given in section 6.
Background
For simplicity, we will set our context in the bidimensional spatial case. Assume that Z(s) : s ∈ D ⊂ R 2 (D with fixed positive volume) is a second-order stationary geostatistical process:
Therefore, the process is also intrinsically stationary with variogram 2γ(h) = 2(C(0) − C(h)) (see e.g. Cressie, 1993) . Assuming that C ∈ L 1 (R 2 ), a continuous covariogram admits a spectral representation:
where
is a positive function, called the spectral density (being the reciprocal also true; see e.g. Yaglom, 1987 ).
We will restrict ourselves to the case where the process observations are collected at locations s j on a regular grid:
denoting N = n 1 n 2 and s j = (s j 1 , s j 2 ) T with s j l = ∆ l j l ; j l = 0, . . . , n l − 1, l = 1, 2. This sampling scheme D allows us to consider both continuous and discrete spatial processes. In the discrete case (e.g. in time series), ∆ 1 and ∆ 2 are set to 1, and the natural asymptotic framework is an increasing domain design. When dealing with continuous spatial processes, as long as the sample size grows, it is often assumed that the spacing between observations tends to zero. This mixture between increasing domain and infilling, called shrinking asymptotics (e.g. Fuentes, 2002) , is more natural for studying the asymptotic behaviour of a continuous spatial process. The spectrum of a discrete process can be defined just on the frequency set
instead of considering the whole space R 2 . However, when working with continuous processes in practice, the spectrum can be recovered only on the set
, which is known as the aliasing phenomena. For a certain frequency λ, the aliased version of the spectral density can be defined as:
It is important to note that, in the case of discrete processes, as in the time series context, the traditional definition of spectral density corresponds with (3) instead of (2).
In the modelling of the dependence structure of a spatial process, usually a parametric family of covariograms or variograms is chosen. One of most well-known covariogram families is the Matern class (see e.g. Stein, 1999, pp. 48-52):
where K is the modified Bessel function of the second type, σ 2 is the variance of the process (sill), a is a scale parameter (proportional to the autocorrelation range) and ν is a smoothness parameter (related to the differentiability of the process) which determines the shape of the covariogram at small lags. It is important to point out that, under infilling asymptotics, the behaviour of the covariogram near the origin plays a crucial role in spatial prediction (Stein, 1988 ). The covariogram model (4) corresponds with the following spectral density:
Note that the smoothness parameter ν controls the rate of decay of the spectral density at high frequencies. Note also that representation (4) is valid for continuous covariograms. In geostatistics, covariogram models that allow a lack of continuity at the origin (presence of nugget effect) are traditionally considered in practice assuming that:
where c 0 is the nugget effect, I {0} (·) is the indicator function at the origin and C 0 θ (·) is the continuous covariogram model. In this case, the variance of the process is given by (c 0 + σ 2 ) and σ 2 is known as the partial sill. This formulation is not that usual for discrete processes and traditional spectral estimation methods do not consider this aditional variability. In this case, the spectral density for covariance model (6) is given by:
In the next section we briefly revise the classical estimation methods, both from the spatial and the spectral domains. For more details, see Cressie (1993) for spatial estimation and Fuentes (2002) for spectral methods in spatial continuous processes.
Estimation in the spatial domain
One of the most widely used methods for dependence modeling in geostatistics consists in adjusting a parametric variogram model γ θ (·) to a set of pilot estimators {γ(u i ), i = 1, . . . , K}, using a Weighted Least Squares criterion (WLS):
As a pilot estimator, it is usual to consider the classical variogram estimator:
where N (u) = {(i, j) : s i − s j = u} and N (u) denote the number of contributing pairs at lag u. Following the advice of Journel and Huijbregts (1978, p.74) , the fit of a valid model is usually done up to half the maximum possible lag and considering only pilot estimations with at least 30 contributing pairs (i.e. N (u) ≥ 30). The weights ω i are usually chosen following the idea proposed by Cressie (1985) , i.e., ω i = N (u i ) /γ θ (u i ), and proceeding iteratively.
This criterion has some interesting properties: the larger N (u i ) , the higher weight for u i ; besides, the smaller variogram value, the higher weight for the corresponding residual, so a good fit of the variogram near the origin is usually obtained with this procedure. It is important to point out that the use of a nonparametric local estimator might improve significantly the efficiency of the estimates (see e.g. Fernández-Casal et al., 2003) .
Least squares methods only take into account the (asymptotic) second-order structure of the pilot estimator, and it does not require any additional distributional assumption about the data. This fact makes WLS more robust than ML methods when there is a misspecification in the model (e.g. Carroll and Ruppert, 1982) and they are suitable (although maybe not optimal) even for trans-normal data (see e.g. Cressie, 1993, p.98) . In fact, the asymptotic distribution and efficiency of least squares estimators have been studied by Lahiri et al. (2002) , considering a shrinking asymptotic framework, where consistency properties and asymptotic normality under quite general assumptions are also proved.
If we assume that the data distribution is normal: Z ∼ N (Xβ, Σ), where Z is the vector of observations, X is the design matrix, β is the unknown trend parameter vector and Σ denotes the covariance matrix; and we reparametrize the covariance matrix such that Σ = σ 2 V (θ), the Maximum Likelihood (ML) estimators are given by: Mardia and Marshall (1984) prove the asymptotic consistency of these estimators and their Gaussian limit.
A modification of the classical ML estimation, in order to avoid the effect of trend parameters on the estimation of dependence parameters, is the Restricted Maximum Likelihood method (REML). The idea is to apply a linear filter to the observed data obtaining a new data set with distribution independent of β.
In this case:σ
where M = N − p − 1 and p + 1 is the dimension of β (p = 0 for stationary processes). Estimations obtained by REML are expected to be more efficient when data distribution is close to normality, the parametric model for the covariance is well specified and the number of data is big enough. However, it is still unclear whether REML outperforms other simpler methods such as WLS.
Estimation in the spectral domain
The periodogram of a continuous spatial process (see Fuentes, 2002 ) is given by:
and it is usually computed at the Fourier frequencies λ k = (λ k 1 , λ k 2 ), where:
in order to avoid leakage problems (and to allow the calculation of the sample covariances inverting the periodogram). From a computational point of view, the advantage of this estimator is that it can be easily obtained using the FFT (by zero padding). In addition, from a statistical point of view, the main advantage
is that values at different Fourier frequencies are asymptotically uncorrelated (see Brillinger, 1981 , for discrete processes under increasing domain asymptotics This estimator can be also written in terms of the sample covariances:
where:
and the sample covariances, assuming for simplicity axial symmetry and zero mean, are given by:Ĉ
Sample covariances given by (9) are not unbiased estimators of the covariance C, and this bias will have a non-negligible effect on density estimators based on (8).
Whittle estimation method (introduced in Whittle, 1954 , for discrete processes) is based on the approximation to the Gaussian log-likelihood and it uses the periodogram as a pilot estimator of the spectral density. For a parametric spectral density function f θ ∈ F θ∈Θ , Whittle's estimator is obtained as:
where L(f θ , I) denotes Whittle's log-likelihood function:
This function can be interpreted as the Kullback-Leibler discrepancy between the periodogram I and the spectral density f θ . In practice, a discretized version of this distance is used, replacing the integral by a sum over the Fourier frequencies.
In the case of Gaussian processes, under general conditions, the periodogram can be written as:
with W k i.i.d. Exp(1) (standard exponential distribution) and R ∆ N being an asymptotically negligible term. Note that, in case of non-Gaussian processes, this representation holds asymptotically. Whittle estimator is obtained maximizing the likelihood associated with (11), ingnoring the residual part R ∆ N .
Note also that this is equivalent to the maximum likelihood estimator proposed by Fan and Zhang (2004) , in the time series context, based on the additive regression model obtained applying logarithms in (11).
As it has been already mentioned, Whittle estimator has a bias of order N −1/d , which is of the same order of the standard deviation in d = 2 and of a larger order for d > 2. In order to obtain a consistent estimator, Guyon (1982) replaces the periodogram in (10) by an unbiased version, considering unbiased sample covariances given by:
.
Although this approach provides asymptotically consistent estimators, it may present some undesirable features. One of the drawbacks is thatC may not be positive definite, which implies that the estimated spectral density may take negative values. Besides, the interpretability of Whittle's estimator as a minimum distance one, is also lost. Dahlhaus and Künsch (1987) prove that the inconsistency problem can be also solved tapering the data before constructing the periodogram. The tapered periodogram is then defined as:
where h is the taper function and H = s j h 2 (s j ). There are several proposals for tapers (see Priestley, 1981, pp. 561-562) in time series, and for higher dimensions, tapers are usually obtained as tensor products of one-dimensional functions. More recently, Robinson and Vidal Sanz (2006) proved that this edge-effect bias can be also corrected modifying the periodogram by introducing smooth sample covariances:
where K is a weight function, usually obtained as tensor product of one- • The m-cosine multiplicative taper, h(s j ) = h n 1 ,m 1 (j 1 )h n 2 ,m 2 (j 2 ) where: • The multiplicative Parzen kernel K(u j ) = k n 1 ,m 1 (j 1 )k n 2 ,m 2 (j 2 ) where:
The asymptotic properties of tapered and smooth estimators in the continuous case (under shrinking asymptotics) can be found in Crujeiras and Fernández-Casal (2008) (see also Robinson, 2007 , for discrete multidimensional processes). In practice, these estimators may present some problems. For instance, it is not clear how to chose the suitable tapering or the smoothing functions. In some case, even for large samples, we may find a noticeable bias in the estimation provided by (12) and (13) as it happens for spatial data with a long dependence range. Notice also that, when smoothing the covariances, the result may not be positive definite, providing negative estimations for the spectral density. 
FFT of biased covariances
As we have already seen, the periodogram (or any of the modified versions introduced) is not a efficient estimator of the spectral density. This lack of efficiency comes from two main sources: the use of biased covariance estimators and the truncation error in the approximation of the spectral density. Truncation may pose a problem if the autocorrelation range is large compared with the data range, that is, the covariogram takes values different from zero for lags larger than ∆ l (n l − 1). In this case, a non-negligible bias is expected in this type of estimators. In the continuous case, we have the additional problem of aliasing, which gets worse if the spacing between observations is not small enough.
In expression (8) we observe that the periodogram is the Discrete Fourier
Transform of the sample covariances (9), which are not unbiased estimators of the covariance function at lags u j . From this expression, it is easy to see that, the expected value of the periodogram at a certain frequency is given by:
which may differ notably from the true spectral density f (λ k ). The spectral density and biased covariances FFT surfaces (in logarithmic scale), for a Matern model with parameters σ 2 = 10, a = 10 and ν = 0.5 (which corresponds to an exponential covariance model) are shown in Figure 3 . We can observe important differences between both surfaces, more remarkable for high frequencies, corresponding to covariances at small distances. Bearing in mind the previous comments, instead of considering the spectral density as a target for the periodogram, it could be preferable to replace f θ in (10) by the expected value of the periodogram (14). Proceeding in this way, the new parametric estimator is obtained as:
wheref ∆,θ is the expected value of the periodogram in (14) considering a parametric covariance function C θ . If we denote by f θ 0 the true spectral density, the new estimator (15) is consistent under some regularity assumptions on the spectral density function and on the design parameters n l and ∆ l , l = 1, 2 (see discussion for further details).
In practice, the estimator (15) is obtained by minimizing a discrete version of L(f θ , I). Note that the periodogram can be written as:
with W k i.d. Exp(1) asymptotically independent. The Whittle-type estimator is also obtained maximizing the corresponding likelihood as:
. This estimator will be named FFTW along the paper. All bias sources that appear in the periodogram as an estimator of the spectral density, including the aliasing phenomena for continuous processes, are taking into account in this formulation.
Simulation results
In the numerical study the proposed estimator is compared with the methods traditionally used in the modeling of spatial dependency (see Section 2). First, spectral estimation methods are considered: Whittle estimation and modified versions by tapering and smoothing covariances methods (and combination of both approaches); secondly, the FFTW estimator is compared with the spatialscale estimators: WLS, ML and REML methods.
Comparison with spectral estimation methods
In this case stationary gaussian spatial processes were simulated on regular grids of sizes N = 8 × 8 and N = 15 × 15, with unit spacing (∆ 1 = ∆ 2 = 1). The
Matern covariance model (4) was used as underlying covariogram with parameters: c 0 = 0 (the nugget effect was fixed to cero), σ 2 = 1, smoothness parameter ν = 0.5 and scale parameters a = 3 and a = 5 corresponding to the diferent grid sizes in order to make results comparable. For each process, 1000 samples were generated. In each simulation, parameter estimates were obtained using the FFTW, classical Whittle estimation and the modified versions by tapering, smoothing and combinations of both. Multiplicative cosine tapers and Parzen kernels for covariance smoothing were used in the calculation of the modified periodograms (Section 2.2).
The boxplots of the parameter estimates for the case of N = 8 × 8, and the true parameter values, are shown in Figure 4 ; a summary of these values is shown in Table 1 (note that in this case the nugget effect was set to zero). We The results obtained for the case of a N = 15 × 15 regular grid are shown in Figure 5 and 
Comparison with spatial estimation methods
In order to compare the performance of FFTW with the traditional estimation methods in the spatial scale (WLS, ML and REML), stationary Gaussian spa- and σ 2 = 0.75, respectively), scale parameter a = 5 and smoothness parameter ν = 0.5. In each of the 1000 samples generated for each process, parameter estimates were obtained using the diferent methods. For the WLS fits, the procedure described in Section 2.1 was followed, using the classical variogram estimator to obtain pilot estimates at lags u = 1, ..., 10 and fitting the corresponding variogram model iteratively (combining weighted least squares linear regression with a modified Levenberg-Marquardt algorithm). In the computation of the ML and REML estimates, to avoid the problem of possible multimodality of the likelihood surface, a micro-genetic algorithm was used to minimize the negative log-likelihood (see e.g. Goldberg, 1989) . This optimization method was also used in the FFTW estimation.
Boxplots of the parameter estimates are shown in Figure 6 , for the case of Tables 3 and 4 , respectively. It is quite remarkable the great variability of the estimates obtained with the WLS criterion (though it should be expected a significant improvement if a nonparametric pilot estimator were used). Besides, the partial sill is underestimated with ML and REML when c 0 = 0, improving considerably with a 25% of nugget effect (it seems that an underestimation of the variance could be expected with these methods when the spatial dependence is strong; see also Zimmerman and Zimmerman, 1991, p.87) . In general, we could say that the FFTW method is the one that provide the best results in all cases.
Non-Gaussian data
In order to study the robustness of the proposed estimation method with respect to the deviations from normality, some simulations considering stationary spatial process with χ 2 and log N (log-normal) distributions were also generated. We can easily simulate χ 2 1 -distributed data with a given covariogram model from a Gaussian process. Given that if Z(s) = X 2 (s) is a stationary spatial process, where X(s) is Gaussian with covariogram C X (u), then, the covariogram of Z can be obtained as:
Following the previous observation, 1000 replicates of a χ 2 1 spatial process were generated on a 10 × 10 regular grid with unit spacing, considering a Matern covariogram model with parameters c 0 = 0.25, σ 2 = 0.75, a = 4 and ν = 0.5.
In each simulation, parameter estimates were obtained in an analogous way to that of the previous section. Results are shown in Figure 8 and some summary statistics are given in Table 5 . We can see that, compared with the Gaussian case, the distribution of the estimates is more skewed to the right, with some exceptionally large values especially in the nugget and partial sill estimations.
Furthermore, the smoothness parameter is overestimated by all methods. In general, we can say that the REML and FFTW estimators perform better than the others.
It is easy to see that if Z(s) = exp(X(s)), where X(s) is a stationary
Gaussian process with covariogram C X (u), then the corresponding covariogram of Z is given by:
where µ Z = exp(µ X + C X (0)/2). From this result, 1000 replicates of a lognormal (log N ) process Z were generated on a regular grid of size N = 10 × 10, Results of the estimations with the different methods are shown in Figure 9 and some summary statistics are given in Table 6 . Although the data distribution is less skewed than in the χ 2 1 case, the estimates of the dependence parameters are very similar. However, in this case, the REML estimates of the partial sill and the scale parameters are much high variable than the obtained with the FFTW estimator. 5 Application to real data.
In this section, an example of the application of the proposed method to a set of real data is given. The observations are measurements of the east-west component of wind speed on a grid of 17 ×17 spatial positions (regularly spaced, approx. 210 km) located in the tropical western Pacific Ocean (the same data set as that analyzed by Cressie and Huang, 1999) . Although the whole data set consists of spatio-temporal measuraments, in this case only the observations corresponding to the first time moment were considered. Following an exploratory analysis of the data, it could be seen (e.g. Huang, 1999, p.1336 ) that the stationarity assumption is reasonable. Table 5 and plots corresponding to classical variogram estimator and fitted models are shown in Figure 5 . We can observe that WLS and FFTW provide quite similar fits, specially at small lags. REML and ML results were also almost identical, with much smaller variance estimates compared with the other methods.
In order to assess if the fitted variogram models adequately described the dependence of the data, the cross-validation technique was used (see, for example, Cressie, 1993, pp. 101-104) . For each location s j , using the ordinary kriging method, a predictorẐ −j (s j ) and the corresponding mean-squared prediction error σ −j (s j ) were calculated from {Z(s 1 ), . . . , Z(s j−1 ), Z(s j+1 ), . . . , Z(s n ))}. Table 5 : Summary statistics of the parameter estimates, for a χ 2 1 −distributed process (N = 10 × 10), obtained with the different estimation methods.
The efficiency of the predictions was measured by the averaged squared prediction error (ASE):
and the agreement between the kriging and observed variances was measured by the dimensionless averaged squared error (DASE):
(this should be close to 1 if there is agreement).
In Table 5 , values of ASE and DASE for the different variogram estimators are given. We can observe that the lower ASE values are provided by the FFTW and WLS methods (much better than the given by the ML methods). Furthermore, the DASE values obtained by all methods are less than 1, reflecting excessively pessimistic estimates of the prediction variances, the FFTW method also got the best results.
Discussion
In this work, we propose a parametric estimation method for spatial dependence models that can be easily implemented in practice. As the estimation is done in the spectral domain, the inconveniences when applying spatial-domain methods due to the dependence between data are avoided. Our proposal presents a better finite sample behaviour than other spectral approaches, such as the tapered or smoothed periodogram alternatives, since the main bias sources in the spectral density estimation are eliminated. It is not difficult to see that the FFTW estimatorθ is a weakly consistent estimator of θ 0 , assuming that the spectral density is bounded and bounded away from zero and it has first and second order bounded derivatives (asymptotically, the increasing and spacing parameters must satisfy that n 1 , n 2 → ∞, ∆ 1 , ∆ 2 → 0, and ∆ l n l → ∞, for l = 1, 2). In terms of strong convergence, this estimator has also a Gaussian limit, with limit variance as the estimator proposed by Guyon (1982) . Nevertheless, the power of the new proposal is in its good performance for finite samples (as confirmed by the simulation study).
The comparisons made in the simulation study, reveal that the proposed method is competitive compared to the traditional estimation procedures in spatial statistics. In the simulations, FFTW clearly outperformed WLS estimation and had a similar or even better behaviour to ML procedures. It is important to point out that the FFTW estimation has a significantly lower computational cost than the ML methods, specially when the sample size is large (since FFT is used instead of covariance matrix factorization). For example, in the simulations with N = 15×15, the CPU time of the REML estimation
