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This dissertation introduces a novel sequential sampling methodology. The strategy
for termination associated with this methodology is called multiple crossing stopping
rule. Properties of the multiple crossing stopping rule are illustrated analytically as well
as by simulations. Comparisons are made between the multiple crossing methodology
and some of the existing methodologies, and relative merits are discussed.
First, the proposed methodology is discussed in the context of estimating the mean of
a normal population with a fixed-width confidence interval. Efficiency, and asymptotic
consistency of the multiple crossing methodology is proven. The coverage probabilities
are discussed by the means of extensive simulations. A truncation technique is proposed
to improve the implementation. A real data implementation of the proposed methodology
is discussed with respect to the gas mileage estimates of new vehicle models provided by
the Environment Protection Agency (EPA).
Next, the multiple crossing methodology is developed to estimate the mean vector of a
multivariate normal distribution. Motivation for the proposed methodology is presented
by extending a theoretical result by Simons (1968) to the multivariate normal context.
A fine-tuned adjustment along the lines of Mukhopadhyay and Datta (1995) is proposed
which improves practical implementation remarkably. A software benchmarking exer-
cise based on multiple crossing sequential sampling is illustrated under real-time data
gathering .
Finally, regression parameters are estimated by a fixed-size confidence region, wherein
sampling is based on the multiple crossing methodology. Important theoretical properties
are proven. Some characteristics are discussed with the use of simulations. A truncation
technique as well as a fine-tuned adjustment is proposed to improve practical usefulness.
We conclude by emphasizing that the multiple crossing methodology is a versatile
technique that may be easily applied to a variety of other outstanding problems in point
estimation, hypothesis testing, and selection and ranking. It may also be extended to
analogous problems arising from non-normal populations.
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Chapter 1
Preamble to Thesis
1.1 Statistical Inference
Making inferences about unknown population characteristics or parameters was the
prime motivation for the development of statistics as a science. More than 100 years after
the inception of modern statistics, this remains at the forefront of almost all statistical
applications and research. Needless to say, the range of problems for which existing
statistical methodologies are applied and new methodologies are developed have grown
exponentially. However, at the core of all problems, let it be identifying a genetic marker
for a certain disease or predicting the volatility of a certain stock, making inferences
about unknown population parameters remain paramount.
In statistical theory, all inferences are generally divided in two main categories,
namely, Estimation and Testing. In estimation, the objective is to estimate the mag-
nitude of the unknown parameter based on some observed data. In testing, an attempt
is made to validate or invalidate a hypothesis about the unknown parameter, again based
on observed data. The area of estimation may lend itself to two sub divisions: Point Es-
timation and Interval Estimation. We may, however, note that these inferences are not
made in isolation of one another. A simple example would be fitting a regression model.
Inferences on the causal-effect relationship may be made based on a hypothesis test while
the prediction is based on a point estimate.
In estimation or testing procedures, precision and accuracy is the main criteria of
evaluation. Hence, in statistical hypothesis testing, type I and type II errors (more
generally a power function) become a key criteria for evaluation. The behavior of a pre-
defined loss function is the key when it comes to point estimation. In interval estimation,
the width of the interval and the confidence coefficient jointly provide a sense of precision
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and accuracy. We may note that these seemingly different criteria may be unified under
appropriately defined loss functions.
Next, let us address some statistical inference problems on the most commonly en-
countered population parameter: the mean of a normal population. Then, we shall
evaluate the precision and accuracy of these inferences based on previously mentioned
criteria.
1.2 Inferences on Normal Mean
Suppose X1, ..., Xn are independently and identically distributed (i.i.d) random vari-
ables from a N(µ, σ2) distribution, where −∞ < µ < ∞ and 0 < σ2 < ∞. Let n, the
sample size, be fixed in advance. Let µ be unknown.
1.2.1 Hypothesis Test on Normal Mean
Consider the hypothesis H0 : µ = µo against Ha : µ = µ1(> µo). The most powerful
test, when σ2 is known, at significance level α (0 < α < 1) is given by:
Re ject H0 if
√
n(Xn−µo)
σ
> zα, (1.2.1)
where
zα = upper 100α
th percentile of a N(0, 1) distribution,
Xn = n
−1
n∑
i=1
Xi, the sample mean.
(1.2.2)
The type I error probability of the test (1.2.1) is clearly α. However the probability of
the type II error β(0 < β < 1) too needs to be of concern. It can be easily shown that
by defining the sample size:
n ≥
(
zα+zβ
µ1−µ0
)2
σ2 = n∗ with zβ = upper 100β
th percentile of a N(0, 1)
distribution,
(1.2.3)
the type II error probability can be kept below a predefined β. However would it still be
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possible to control both α and β at predefined levels if σ is unknown? In most practical
situations, since σ2 is unknown, this is a valid concern which needs to be addressed.
1.2.2 Point Estimation of Normal Mean
Suppose Xn is the point estimator of µ. In order to evaluate the estimator Xn let us
consider a loss function defined as
L(Xn, µ) = A(Xn − µ)2 + cn with known A(> 0) and c(> 0). (1.2.4)
Here, c is the cost per unit observation. A can be thought of as the loss due to squared
estimation error of magnitude 1. The risk function Rn associated with (1.2.4) is given
by:
Rn = Aσ
2n−1 + cn. (1.2.5)
It can be shown that when σ2 is known, Rn can be minimized by defining the sample
size:
n = (A/c)1/2 σ : Assuming it is an integer. (1.2.6)
Once again, we may ask ourselves whether the risk function can be minimized when σ is
unknown, since minimizing the risk is a genuine objective of a point estimation problem.
1.2.3 Confidence Interval for Normal Mean
Typically, a confidence interval for unknown µ with a confidence coefficient 1−α and
known σ2 is given by
Xn ± aασn−1/2 where aα ≡ a = Upper 50αth percentile of a N(0, 1)
distribution.
(1.2.7)
Customarily, the sample size n is predetermined and considered fixed in advance. It
is clear from (1.2.7) that the width of the confidence interval (= 2aασ/
√
n) depends upon
n and σ. However, in certain situations the confidence interval (1.2.7) could be just too
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wide to be of any practical use. Hence, it may be desirable to control the width of (1.2.7)
at a fixed value 2d, d > 0.
When σ is known, as in (1.2.7), this can be easily achieved by fixing n, the sample
size, ≥ C in advance where
C = a2σ2/d2. (1.2.8)
As we have already mentioned, for any interval to be practically useful, its width
needs to be sufficiently small. Hence, the ability to control it at a pre defined value
(= 2d) even when σ is unknown is of tremendous interest.
1.3 An Introduction toMulti-Stage and Sequential Sampling De-
signs
In Section 1.2 we have discussed three simple inferential problems on univariate nor-
mal mean µ when standard deviation σ is known. Then, we tried to evaluate the pro-
cedures based on standard yet highly desirable criteria. We mentioned, controlling both
type I and type II errors in Section 1.2.1, minimizing the risk function in Section 1.2.2,
and controlling the width at a predefined value in Section 1.2.3. Along the way we have
raised the question whether these objectives could be fulfilled when σ is unknown. It
turns out that none of these objectives can be fulfilled within the fixed sample frame work
if σ is unknown! The solutions come from multi-stage and sequential sampling designs.
1.3.1 Early Developments of Multi-Stage and Sequential Sampling Methods
Mahalanobis (1940) was the pioneer of using a pilot sample prior to large sample
surveys. However, he was mainly driven by practical considerations with respect to large
sample surveys. Lehmann (1951) proved a result which illustrated the non-existence of
fixed sample size solutions to the problems discussed in Section 1.2. One may refer to
Ghosh et al. (1997) for the result and its proof. Mukhopadhyay and De Silva (2009)
too provides a similar result. However, we may note that Dantzig (1940) was the first
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to prove the non-existence of a fixed sample size solution to the fixed-width confidence
interval problem discussed in Section 1.2.3.
For the hypothesis testing problem discussed in Section 1.2.1, Robbins and Starr
(1965) provided a solution where the sample size was based on a purely sequential stop-
ping rule. For the minimum risk point estimation problem discussed in Section 1.2.2,
Robbins (1959) provided an appropriate purely sequential solution. Starr (1966b) pro-
vided a detailed implementation of the Robbins (1959) procedure. Later, Ghosh and
Mukhopadhyay (1976) investigated a two-stage procedure. Mukhopadhyay (1976,1990)
provided a three-stage procedure while Mukhopadhyay et al. (1987) and Mukhopadhyay
(1996) discussed accelerated sequential procedures. For the fixed-size confidence inter-
val problem discussed in Section 1.2.3, Stein (1945) introduced the celebrated two-stage
procedure. Then, Ray (1957) and Chow and Robbins (1965) came up with the purely
sequential procedure. Several improvements to these methodologies in different direc-
tions were made by Hall (1981,1983), Mukhopadhyay (1980,1990,1996). A more detailed
review of the literature surrounding the fixed-size confidence interval problem will be
provided in chapter 2.
1.3.2 Other Applications of Multi-Stage and Sequential Methodologies
Applications of multi-stage and sequential sampling methods may arise in various
situations other than what we discussed in Section 1.2. Selecting the sample that cor-
responds to the largest population mean (best treatment) amongst several samples of
possibly distinct population means is an example. Here, the probability of correct selec-
tion needs to be at least a pre-defined fixed value. Then, the optimal sample size can be
determined under the indifference-zone formulation by Bechhofer (1954) if the standard
deviation σ is known. However, if σ is unknown, the solution lies in multi-stage and se-
quential sampling designs. For many details of selection and ranking methods, one may
refer to Bechhofer et al. ( 1968, 1995), Gibbons et al. (1977), Gupta and Panchapakesan
(1979), Mukhopadhyay (1993), and Mukhopadhyay and Solanky (1994).
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Wald (1947) proposed a sequential test, known as Wald’s Sequential Probability Ratio
Test (SPRT), to address the problem discussed in Section 1.2.1. The sample size in
SPRT turns out to be on average less than the optimal sample size n∗ from (1.2.3).
The optimality of SPRT was proved by Wald and Wolfowitz (1948). Wald’s SPRT is an
example where sequential sampling is used primarily to gain efficiency.
The literature surrounding the multi-stage and sequential sampling designs is sub-
stantial and rich. Wald (1947), Bechhofer et al. (1968), Mukhopadhyay and Solanky
(1994), Ghosh et al. (1997), Mukhopadhyay and De Silva (2009) are already mentioned.
One may also refer to Chernoff (1972), Ghosh and Sen (1991), Siegmund (1985), and
Mukhopadhyay et al. (2004) amongst other sources.
1.4 Outline of the Thesis
In this dissertation we are introducing a novel class of sequential stopping rules which
we refer to as multiple crossing stopping rules. The idea of a multiple crossing stopping
rule will be first introduced and explained in chapter 2 in the context of a fixed-width
confidence interval problem. This problem has already been briefly discussed in Section
1.2.3. In chapter 2, we prove the efficiency and asymptotic consistency of the proposed
multiple crossing stopping rule. The exact consistency property will be discussed via
large scale simulation exercises. Then we propose a truncation rule to the proposed
multiple crossing methodology to enhance the practical usability. Finally, in chapter 2
the implementation of the methodology is illustrated with real data. Most of the material
in chapter 2 can be found in a recent paper by Mukhopadhyay and Muthu Poruthotage
(2013).
In chapter 3, the multiple crossing stopping methodology is extended to the fixed-
size confidence region estimation problem for a multivariate normal mean vector. Once
again some important properties are analytically proven while some other features are
explained through simulations.
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The motivation for a multiple crossing methodology is provided by extending a result
given by Simons (1968) to the fixed-size confidence region estimation of a multivariate
normal mean. A truncation similar to what is used in chapter 2 is implemented. A
further improvement to the multiple crossing methodology is proposed along the lines
of the fine-tuned procedure proposed by Mukhopadhyay and Datta (1995) to enhance
the practical usability even further. Finally, two interesting real data illustrations are
provided and discussed in detail. One dataset was collected by ourselves according to
the multiple crossing stopping rule.
In chapter 4, we explore the use of a multiple crossing methodology in the context of
estimating the regression parameters by the fixed-sized confidence regions. Once again
the truncation method and the fine-tuned adjustment is implemented. We resort to
extensive simulations to discuss some crucial properties of the proposed methodology.
These simulations are carried out in the context of a realistic dataset.
Finally, in chapter 5, we discuss some future research and applications with respect
to the multiple crossing methodology.
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Chapter 2
Fixed-Width Confidence Intervals
for Normal Mean
In this chapter, the problem of constructing fixed-width confidence intervals for the
normal mean, which was briefly discussed in chapter 1, will be handled in detail. The
multiple crossing stopping rule will be introduced and investigated. Some adjustments
that will improve the usability will be proposed along the way. Finally, we will provide an
illustration on the implementation of the proposed methodology using real data. A large
part of this chapter come from the paper by Mukhopadhyay and Muthu Poruthotage
(2013).
2.1 Introduction
As previously mentioned in chapter 1, the idea of multi-stage sampling dates back to
Mahalanobis (1940) who ingeniously developed such survey sampling methods and im-
plemented them nationally within India. Early on, the purely sequential sampling proce-
dures to estimate the mean µ of a normal population with a fixed-width (= 2d) confidence
interval when the standard deviation σ is unknown were proposed by Anscombe (1952),
Ray (1957), and Chow and Robbins (1965). However, the use of multi-step sampling
procedures to estimate µ with a fixed-width confidence interval having the confidence
coefficient at least 1− α was developed by Stein (1945,1949) by means of his pioneering
two-stage procedure. Dantzig (1940) proved the non-existence of any fixed-sample-size
solution for this problem.
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Having recorded independent observations X1, ...,Xn, n ≥ 2, we denote:
Sample Mean: Xn = n
−1Σni=1Xi
Sample Variance: S2n = (n− 1)−1Σni=1(Xi −Xn)2.
In the two-stage procedure proposed by Stein (1945), the final sample size is determined
by the stopping rule:
N ≡ N(d) = max{m(≥ 2), ⌊a2m−1S2m/d2⌋+ 1} , (2.1.1)
with u standing for the largest integer < u where u > 0 and m is the pilot sample
size. This estimates C from (1.2.8). Let am−1 ≡ am−1,α be the upper 50αth percentile of
the Student’s t distribution with m − 1 degrees of freedom. Finally, based on the data
N,X1, ..., XN , combining data from both stages, the proposed confidence interval for µ
is given by:
JN =
[
XN ± d
]
. (2.1.2)
The performances of a sequential or multi-stage stopping rule with an associated
generic stopping time Q are customarily evaluated under three main criteria as follows:
(i) Pµ,σ {µ ∈ JQ} ≥ 1− α [Consistency or Exact
Consistency];
(ii) limd→0 Pµ,σ {µ ∈ JQ} = 1− α [Asymptotic Consistency] ;
(iii) limd→0Eµ,σ (Q/C) = 1 [Asymptotic Efficiency or Asymptotic
First-Order Efficiency];
(2.1.3)
where
C = a2σ2/d2 with a ≡ aα = the upper 50αth percentile of
a standard normal distribution.
(2.1.4)
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This C is referred to as the optimal fixed sample size required for the fixed-width
confidence interval problem on hand had σ been known.
Properties (i), (ii), and (iii) from (2.1.3) are referred to as consistency, asymptotic
consistency, and asymptotic efficiency according to Chow and Robbins (1965). Proper-
ties (i) and (iii) have been described as exact consistency in Mukhopadhyay (1982) and
asymptotic first-order efficiency in Ghosh and Mukhopadhyay (1981) respectively.
We should highlight the fundamental properties of Stein’s (1945) two-stage procedure
(2.1.1)-(2.1.2) as follows:
(i) Pµ,σ {µ ∈ JN} ≥ 1− α with d(> 0) fixed;
(ii) limd→0 Pµ,σ {µ ∈ JN} = 1− α;
(iii) limd→0Eµ,σ (N/C) = a2m−1,α/a
2
α(> 1).
(2.1.5)
Thus, the Stein two-stage procedure (2.1.1)-(2.1.2) satisfies both consistency and asymp-
totic consistency properties, but it is asymptotically inefficient. The two-stage procedure
clearly has this main drawback.
Thus, Anscombe (1952), Ray (1957), and Chow and Robbins (1965) proposed a purely
sequential procedure with successive estimation of C, by recording one observation at-a-
time as needed according to the following stopping time:
Q1 ≡ Q1(d) = inf
{
q1 ≥ m (≥ 2) : q1 ≥ a2S2q1/d2
}
, (2.1.6)
with a ≡ aα. Finally, based on the data Q1, X1, ...,XQ1, the proposed confidence interval
for µ is given by:
JQ1 =
[
XQ1 ± d
]
. (2.1.7)
We may summarize the fundamental first-order properties of the purely sequential
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procedure (2.1.6)-(2.1.7) as follows:
(i) limd→0 Pµ,σ {µ ∈ JQ1} = 1− α;
(ii) limd→0Eµ,σ (Q1/C) = 1.
(2.1.8)
Thus, the purely sequential procedure (2.1.6)-(2.1.7) has both asymptotic consistency and
asymptotic efficiency properties, but it fails to deliver the exact consistency property.
Mukhopadhyay (1980) came up with a surprising modification of the Stein two-stage
methodology that had all of the following first-order properties: consistency, asymptotic
consistency, and asymptotic first-order efficiency. This paper led Ghosh and Mukhopad-
hyay (1981) to formulate the notion of asymptotic second-order efficiency property.
Simons (1968) proved that there exists an integer r(≥ 0) not involving µ, σ, α, and
d such that, r additional observations upon termination based on (2.1.6) will ensure
exact consistency for the confidence interval. Simons’s (1968) stopping rule and the
corresponding confidence interval is given by (2.1.6) and (2.1.9) respectively:
JQ1+r =
[
XQ1+r ± d
]
. (2.1.9)
Even though Simons proved the existence of such suitable r, it remains indeterminate.
Therefore, the practical implications of Simon’s procedure is limited.
It needs to be noted that several alternative sequential procedures have been devel-
oped over the years to provide fixed-width confidence intervals for a normal mean. We
already mentioned that Mukhopadhyay (1980) came up with a modified two-stage pro-
cedure which had the exact consistency and asymptotic consistency properties as well as
the first-order efficiency property. Hall (1983), Mukhopadhyay and Solanky (1991), and
Mukhopadhyay (1996) provided accelerated versions of the purely sequential procedure
(2.1.6). Three-stage sampling procedures were introduced by Mukhopadhyay (1976) and
further developed in Hall (1981) and Mukhopadhyay (1990). A k-stage sampling pro-
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cedure followed by purely sequential sampling was introduced in Liu (1997a,b). For a
comprehensive treatment of various sequential procedures developed for the fixed-width
confidence interval problem and their relative merits and weaknesses, one may refer to
Mukhopadhyay and de Silva (2009, chapter 6).
The multiple crossing stopping rule that we are proposing belongs to a class of suc-
cessively defined sequential stopping rules that would fulfill criteria (2.1.3), especially
the criteria of exact consistency while being practically implementable. This class of
stopping rules may be generally called “multiple crossing” procedures for some simple
reasons discussed in Section 2.2. Further, we have analytically illustrated that once a
stopping rule adheres to some basic assumptions, it can fulfill two of the main criteria
from (2.1.3), namely the asymptotic consistency and asymptotic efficiency properties.
However, we also move to examine the status of the exact consistency and some
relevant second-order properties with the help of simulations. In Section 2.3, we introduce
an interesting truncation idea and modify the new procedure from Section 2.2 to further
enhance its practical implementation. In Section 2.4, second-order efficiency property is
explored with the help of extensive simulations. In Section 2.5 some real data illustrations
are provided. In Section 2.6, a supplement to chapter 2, the relevance and the validity
of our multiple crossing methodologies are emphasized, especially in comparison with
Simons’s (1968) procedure. Again, we accomplish this with the help of extensive sets
of simulations. Section 2.7 contains a brief summary and some concluding thoughts on
chapter 2.
2.2 Multiple Crossing Methods
The stopping rule associated with the purely sequential procedure (2.1.6)-(2.1.7) ter-
minates sampling when the sample size exceeds a certain random quantity, specifically
a2S2q1/d
2. That is, when the sample size crosses this boundary for the first time. The
term “multiple crossing” refers to the fact that the proposed stopping rules will not ter-
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minate when the sample size crosses the boundary a2S2q1/d
2 for the first time. In fact
we allow continuous sampling until we reach a sample size that would have crossed a
corresponding boundary multiple times.
2.2.1 Second Crossing
When the sample size satisfies (2.1.6), it is called first crossing. However, rather than
terminating the sampling process at this point, we let the sampling process continue.
We propose to record the total number of additional observations needed beyond first
crossing up to second crossing of the boundary. Soon, we explain the idea of second
crossing formally.
First, we mildly modify the notation of the sample mean and sample variance. Sup-
pose that we have k(≥ 2), fixed, independent groups of observations whereas the ith
group consists of i.i.d. observations Xi1, ...,Xiqi from a N(µ, σ
2) population, i = 1, ..., k.
Then, we denote:
Total Sample Size: q(k) = Σ
k
i=1qi,q = (q1, ..., qk);
Sample Mean: Xq,k = q
−1
(k)Σ
k
i=1Σ
qi
j=1Xij ;
Sample Variance: S2q,k = (q(k) − 1)−1Σki=1Σqij=1(Xij −Xq,k)2;
Confidence Interval: Jq,k =
[
Xq,k ± d
]
.
In order to fix ideas, we first consider k = 2. After the implementation of (2.1.6),
that is after first crossing, we denote the gathered data Q1 = q1, X11, ..., X1q1 on hand.
Then, we take one additional observation and check whether 1 + q1 ≥ a2S21+q1/d2. If
1+q1 ≥ a2S21+q1/d2, then the second crossing occurs at 1+q1. But, if 1+q1 < a2S21+q1/d2,
then we take another observation and check whether 2+ q1 ≥ a2S22+q1/d2. This algorithm
will continue and accordingly we propose the following stopping rule:
Q2 = inf
{
q2 ≥ 1 : q(2)(= Σ2i=1qi) ≥ a2S2q,2/d2
}
. (2.2.1)
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The total sample size at the point of second crossing is Q(2) = Σ
2
i=1Qi. Finally, based
on the combined set of gathered data Qi, Xi1, ...,XiQi, i = 1, 2 at second crossing, our
proposed fixed-width (= 2d) confidence interval for µ at the second crossing is constructed
as:
JQ,2 =
[
XQ,2 ± d
]
, (2.2.2)
with Q = (Q1, Q2).
2.2.2 Beyond Second Crossing
Now, that the idea of second crossing is in place, we may move forward more generally.
In the spirit of (2.2.1), suppose that we have crossed the intended boundary k − 1 times
in succession. That is, by this time, we have already gathered data Qi = qi, Xi1, ..., Xiqi
where i = 1, ..., k − 1. Next, we may define a stopping variable associated with crossing
the boundary kth time as follows:
Qk = inf
{
qk ≥ 1 : q(k)(= Σki=1qi) ≥ a2S2q,k/d2
}
, k ≥ 2, (2.2.3)
and the total sample size is then given by Q(k) = Σ
k
i=1Qi.
Finally, based on the combined set of gathered data Qi, Xi1, ..., XiQi , i = 1, ..., k from
all k crossings, our proposed fixed-width (= 2d) confidence interval for µ is constructed
as:
JQ,k =
[
XQ,k ± d
]
, (2.2.4)
with Q = (Q1, ..., Qk), k ≥ 2. Using this notation, with k = 1, the fixed-width (= 2d)
confidence interval for µ from (2.1.7) is equivalently expressed as JQ,1 ≡ JQ1 withQ = Q1.
We note that each successive crossing after the first crossing of the requisite boundary
adds at least one additional observation to the data set accrued up to and including the
immediately preceding crossing.
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Figure 2.2.1 illustrates the behavior of the stopping rule (2.2.3) with k = 5 for a set of
observations sequentially generated from a pseudo normal distribution with mean µ = 25
and standard deviation σ = 3. The initial sample size, that is, the pilot size, is set at
m = 5. We fixed α = 0.10 which results a = 1.645 from (2.1.4).
It is clear that fixing a value of C, the optimal fixed sample size had σ been known,
is equivalent to fixing a specific value for d due to (2.1.4). Hence, we fixed C = 25
which is equivalent to fixing d = 0.9869. Having generated a batch of 5 observations and
calculated the sample variance initially, we sequentially generated 1 observation at-a-time
while calculating the corresponding sample variance with each additional observation.
In Figure 2.2.1, we have plotted these sample variances against the corresponding
sample sizes. However, for clarity we have omitted the samples of size 5 to 16 from the
plot. It should be noted from (2.2.3) that the first boundary crossing (= Q1) occurs when
the sample size (say, n) exceeds 2.78 × sample variance for the first time, or in other
words, when the sample variance goes below 2.78−1× sample size. The straight line in
Figure 2.2.1 infact corresponds to 2.78−1 ∗ sample size.
Since the sample variance goes below the said line for the first time when the sample
size is 21, for this set of observations Q1 = 21. By following the same argument, it is
clear from Figure 2.2.1 that Q(2) = Q1 +Q2 = 22. However when then sample size is 23,
the corresponding sample variance moves upwards of the straight line and stays above
until the sample size is 25. Hence Q(3) = Q1 + Q2 + Q3 = 25. Finally it can be clearly
observed that Q(4) and Q(5) are 26 and 27 respectively.
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Figure 2.2.1. A graphical illustration of (2.2.3) with k = 5. Sampling from N(25, 32)
with fixed a = 1.645, d = 0.9869. Straight line (boundary) : y = (a2/d2)
−1
x
Variances corresponding to n from 5 to 16 are omitted from the plot
A main drawback of Simons’s (1968) methodology (2.1.9) is that the required number
of additional observations r remains unknown to a practitioner. In other words, one must
pick a number r arbitrarily, but there is no guarantee that such r would work satisfactorily
for all fixed µ, σ, α, d. One main advantage of the class of stopping rules defined in (2.2.3)
is that the required number of additional observations beyond first stopping (2.1.6) is
analytically and successively determined, hence eliminating any ambiguity unlike the
choice of r in (2.1.9).
However, as we will discuss later in this section, sometimes multiple crossings may lead
to significant waste of resources due to excessive oversampling, especially if k is chosen
large. But, if k is chosen very small, multiple crossings may not provide the requisite
additional observations beyond Q1 = q1,X11, ..., X1q1 in order to be able to comfortably
claim the desired exact consistency property.
That is, k should not be chosen too large or too small in practice. Through sim-
ulations, we have found that the choice k = 5 works well all across the board. We
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will illustrate that the multiple crossing procedure with k = 5 may achieve the exact
consistency criterion from (2.1.3) with substantial economy. Such desirable economy in
sampling becomes even more pronounced when an appropriately constructed truncated
version of (2.2.3) is developed and implemented in Section 2.3.
2.2.3 Some Technicalities
In this section, we lay down some technical details. First, we state and prove two
basic lemmas. These proofs are not explicitly available in Chow and Robbins (1965).
Subsequently, Lemmas 2.2.1 and 2.2.2 will be used to ascertain some desirable asymptotic
properties (Theorem 2.2.1) of the stopping rule and the fixed-width confidence interval
methodology (2.2.3)-(2.2.4) due to multiple crossing.
Lemma 2.2.1 In general, let Q(k) ≡ Q(k)(d) stand for the total sample size associated
with a stopping variable (2.2.3). Then, limQ(k)(d) =∞ a.s. as d ↓ 0.
Proof. First, we focus on (2.1.6). It is sufficient to prove that for any fixed integer
m∗(> m), we have:
Pµ,σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}→ 0 as d′ → 0. (2.2.5)
Obviously, Q1(d1) ≥ Q1(d2) a.s. whenever 0 < d1 ≤ d2. Thus, we can express:
Pµ,σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}
= Pµ,σ
{
Q1(d
′
) ≤ m∗}
= Pµ,σ
{
q1 ≥ a2S2q1/d
′2 for some q1, m ≤ q1 ≤ m∗
}
= Pµ,σ
{
q1(q1 − 1) ≥ a2
∑q1
i=1
(
Xi −Xq1
)2
/d
′2
for some q1, m ≤ q1 ≤ m∗
}
≤ Pµ,σ
{
d
′2m∗(m∗ − 1) ≥ a2∑mi=1 (Xi −Xm)2}
= Pµ,σ
{
χ2m−1 ≤ m∗(m∗ − 1)d′2/a2σ2
}
.
(2.2.6)
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But, the last expression in (2.2.6) → 0 as d′ → 0. Now, then, (2.2.5) obviously follows.
Next, if we consider (2.2.3) with k(≥ 2), we clearly have Q(k)(d) > Q1(d) a.s., and
hence the proof is complete. 
Lemma 2.2.2 In general, Q(k) ≡ Q(k)(d) stands for the total sample size associated with
a stopping variable (2.2.3). Then, S2Q(k)/σ
2 → 1 a.s. as d→ 0.
Proof. Again, for simplicity, we first focus on (2.1.6).
Observe that S2n/σ
2 → 1 a.s. as n→∞ so that given arbitrary ε > 0, we can claim:
Pµ,σ
{
supn≥m
∣∣∣S2nσ2 − 1∣∣∣ ≥ ε}→ 0 as m→∞.
Thus, given arbitrary η > 0, ε > 0, we can find a positive integer m0 such that
Pµ,σ
{
supn≥m
∣∣∣S2nσ2 − 1∣∣∣ ≥ ε} < η for all m ≥ m0. (2.2.7)
Next, using Lemma 2.2.1, we can write that given arbitrary η > 0 and m0 (a positive
integer), there exists d0(> 0) such that
Pµ,σ
{
inf0<d≤d′ Q1(d) ≤ m0
}
< η for 0 < d
′
< d0. (2.2.8)
Thus, for arbitrarily fixed ε > 0, η > 0, we may combine (2.2.7) and (2.2.8) to express:
Pµ,σ
{
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
}
= Pµ,σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) ≤ m0
}
+Pµ,σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) > m0
}
≤ Pµ,σ
{
inf
0<d≤d′
Q1(d) ≤ m0
}
+ Pµ,σ
{
sup
n≥m
∣∣∣S2nσ2 − 1∣∣∣ ≥ ε}
≤ 2η,
(2.2.9)
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for all m ≥ m0. From (2.2.9), Lemma 2.2.2 follows. 
Theorem 2.2.1 Let Q = (Q1, ..., Qk), Q(k) ≡ Q(k)(d), and JQ,k =
[
XQ,k ± d
]
be defined
as before associated with the stopping variable (2.2.3). Then, we have:
(i) limd→0Q(k)/C = 1 a.s.;
(ii) limd→0Eµ,σ
(
Q(k)/C
)
= 1;
(iii) limd→0 Pµ,σ {µ ∈ JQ,k} = 1− α.
(2.2.10)
Proof. Along the lines of Simons (1968), let us define a reverse stopping variable U
corresponding to (2.1.6). Suppose that we denote:
U ≡ U(d) =

last index t ≥ m for which t < a2S2t /d2 if such t exists
m− 1 if g ≥ a2S2g/d2 for all g ≥ m
∞ if m < a2S2m/d2 infinitely often.
Now, by the fact that U + 1 ≥ Q1 a.s. and Lemma 2.2.1, we claim:
limU =∞ a.s. as d→ 0. (2.2.11)
Also, from Lemma 2.2.2 we have:
S2U/σ
2 → 1 a.s. as d→ 0. (2.2.12)
Thus, we may write down the following basic inequality relevant for Q(k) ≡ Q(k)(d),
the total sample size associated with (2.2.3):
a2S2Q,k/d
2 ≤ Q(k) ≤ U + k a.s. which implies
S2Q,k/σ
2 ≤ Q(k)/C ≤ S2Uσ−2 + kC−1.
(2.2.13)
In view of Lemma 2.2.2, (2.2.12), and (2.2.13) we obtain:
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limQ(k)/C = 1 a.s. as d→ 0, (2.2.14)
which is part (i).
Next, we turn to part (ii). Combining Fatou’s lemma and (2.2.14), we claim:
lim inf
d→0
Eµ,σ
(
Q(k)/C
) ≥ Eµ,σ (lim inf
d→0
Q(k)/C
)
= 1. (2.2.15)
Now, for notational simplicity, we temporarily revert back to a single suffix by denoting
W = supn≥2 n
−1Σni=1(Xi − µ)2. Then, we may appeal to Wiener’s (1939) dominated
ergodic theorem to conclude that Eµ,σ (W
p) <∞ for all fixed p ≥ 2. But, by considering
the right-hand side of the basic inequality from (2.2.13), for sufficiently small d > 0, we
can claim:
Q(k)/C ≤ S2Uσ−2 + k ≤ 2Wσ−2 + k a.s., (2.2.16)
which shows that Q(k)/C is uniformly integrable. Combining (2.2.16) with (2.2.14), we
immediately obtain the following result:
lim sup
d→0
Eµ,σ
(
Q(k)/C
) ≤ 1. (2.2.17)
Combining (2.2.15) and (2.2.17), we have part (ii).
Next, we turn to part (iii). Let Φ(·) be the cumulative distribution function of a
standard normal random variable. Then, we observe:
Pµ,σ {µ ∈ JQ,k} = Eµ,σ
[
2Φ
(
Q1/2(k) dσ
−1
)
− 1
]
= Eµ,σ
[
2Φ
(
(Q(k)/C)
1/2a
)− 1] . (2.2.18)
Hence, a simple application of Lebesgue dominated convergence theorem combined with
part (ii) leads to part (iii). 
In Section 2.2.4, we will point out some key features of the class of stopping rules
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defined by (2.2.3). We will do so with the help of extensive sets of simulations
2.2.4 Simulations with Multiple Crossing Methods
We generated observations from a pseudo normal distribution with mean µ = 25 and
standard deviation σ = 3 throughout unless we explicitly mention otherwise. The initial
sample size, that is, the pilot size, is set at m = 5, 10. The confidence coefficient 1− α is
set at 0.90, 0.95, 0.99, that is we fixed α = 0.10, 0.05, 0.01. It is clear that fixing a value
of C, the optimal fixed sample size had σ been known, is equivalent to fixing a specific
value for d due to (2.1.4). We let C vary through 25(25)100(50)200(100)1000.
Let us begin the investigation by simulating the stopping rule (2.2.1). First, we fixed
k = 1, 2. The basic steps in each simulation are laid out as follows:
1. First, m pilot observations are generated from N(25, 32).
2. With each additional observation generated from same population one by one as
needed, we sequentially checked against the stopping rule (2.1.6). This data generating
process terminated at the point where the sample satisfied (2.1.6). At this instance we
recorded Q1 = q11 and the observed sample mean x
(1)
q,1.
3. After first crossing, we generated one new observation and we checked against the
stopping rule (2.2.1). This was supplemented by generating new observations, recorded
one at-a-time as needed according to the termination rule (2.2.1) culminating with Q2 =
q21. Then we recorded the total sample size q11+q21 as well as the observed sample mean
x
(1)
q,2
4. Then, the fixed-width confidence interval for mean, J
(1)
q,2 =
[
x
(1)
q,2 ± d
]
was obtained.
Finally, we recorded p11 = 1(or 0) if µ ≡ 25 ∈ (or /∈) to the interval J (1)q,1
(
=
[
x
(1)
q,1 ± d
])
,
and then recorded p21 = 1(0) if µ ≡ 25 ∈ (/∈) to the interval J (1)q,2.
5. The steps 1-4 were then repeated R(= 10, 000) times giving rise to the observed
values q1i, q2i, x
(i)
q,1, x
(i)
q,2, p1i and p2i, where i = 1, ..., R.
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We let
q(k) = R
−1ΣRi=1Σ
k
j=1qji;
s2q(k) = (R
2 − R)−1ΣRi=1(Σkj=1qji − q(k))2;
pk = R
−1ΣRi=1pki;
s2pk = R
−1pk(1− pk), k = 1, 2; and
95% CL Cov: L(or U) = pk − (or +)1.96spk .
(2.2.19)
Obviously, q(1) and q(2) would estimate Eµ,σ(Q1) and Eµ,σ(Q1 + Q2) with their re-
spective estimated standard errors sq(1), sq(2). Analogously, p1 and p2 would estimate
Pµ,σ {µ ∈ JQ1,1} and Pµ,σ {µ ∈ JQ,2}with their respective estimated standard errors sp1 , sp2 .
L(or U) will denote the lower (or upper) approximate 95% confidence limit for the target
coverage probability.
Table 2.2.1 illustrates some crucial results from these simulations when m = 5 and
α = 0.10. We note from Table 2.2.1 that p2 is greater than p1 for most of the C’s. That
is, by extending the sampling process up to second crossing, the number of confidence
intervals containing the population mean has increased. This increase is more pronounced
for smaller values of C. Since (2.1.6) is asymptotically consistent, a modification that
preserves its qualities for higher values of C while improving on the confidence coefficient
for smaller values of C appears satisfactory.
However, the confidence intervals from columns 7 and 8 in Table 2.2.1 indicate that
for smaller C values, in particular the ones under 100, the confidence coefficient may
not attain 0.90 at the second crossing (k = 2). Therefore, it seems logical to extend the
procedure for few more crossings beyond second crossing. Table 2.2.2 illustrates some
key features for third, fourth and the fifth crossings when m = 5 and α = 0.10.
Table 2.2.2 illustrates how the confidence coefficient gradually increases as the number
of crossings go up. It may be noted that by the fourth crossing, all confidence intervals
in columns 7 and 8 except when C = 25 include 0.90, the desired confidence coefficient.
By the fifth crossing (k = 5), all confidence intervals include 0.90.
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It may also be noted that pk, the estimate of the confidence coefficient, does not
exceed 0.90 by a large margin for any C under consideration. This is a desirable feature
particularly since Simon’s (1968) procedure may be prone to sizable oversampling and
hence it may produce confidence coefficients that are much higher than the target 1− α
(Section 2.6).
In Figure 2.2.2 we illustrate, how the multiple crossing methodology (2.2.3)− (2.2.4)
achieves the required coverage probability 1−α across different values of α. The vertical
lines in Figure 2.2.1a correspond to 95% confidence intervals for the coverage probabilities
associated with the stopping rule (2.2.3) − (2.2.4) with k = 5 and m = 5 when α =
0.01. The square markers represent the target coverage probability of 0.99. Nearly all
such confidence intervals contain 0.99. Upon careful examination of the 95% confidence
intervals for the coverage probability, we observe that, they remain within very close
range to the target coverage probability. This clearly illustrates the efficiency at which
the multiple crossing methodology achieves the desired coverage probability. Figures
2.2.2b-2.2.2c are similar to Figure 2.2.2a except that we have considered α = 0.05 in
Figure 2.2.2b and α = 0.10 in Figure 2.2.2c. They further illustrate the versatility of the
multiple crossing methodology across different values of α even though the number of
crossings k, is kept unchanged at 5.
We should add that the increment in the confidence coefficient comes at the cost
of additional observations beyond the first crossing (Qk, k = 2, ..., 5). Therefore, it is
crucial to investigate the distribution of Qk where k = 2, ..., 5. Table 2.2.3 illustrates the
empirical frequency distribution of Q2 (from (2.2.1)) obtained from 10, 000 simulations
conducted for each C, for m = 5 and α = 0.10. For example, out of 10, 000 simulations
when C = 25, the value of Q2 was 1 in 8539 simulations. The value of Q2 was 2, in 517
simulations. The maximum observed value for Q2 in 10, 000 simulations when C = 25
was 32. Based on Table 2.2.3, more than 85.39% (= 8539/10000) of the times the sample
size crossed the boundary for a second time essentially with one additional observation
23
beyond first crossing. We also note that the frequency of Q2 = 1 tends to increase as C
increases.
Table 2.2.4 illustrates the frequency distribution of Q3, Q4, Q5 from (2.2.3). It is clear
that for subsequent crossings (k = 3, 4, 5) the number of additional observations needed
beyond the preceding crossing became progressively smaller. This is validated by the
fact that the respective frequencies are increasingly concentrated around smaller values
as k became larger. This is a highly desired characteristic since extending the sampling
procedure beyond first crossing may be difficult and even logistically inconvenient in
practice unless Qk became smaller and hung more around 1 as k increased.
Another important observation that we can make from Table 2.2.4 is that as C in-
creased the additional number of observations needed to stop decreased substantially.
This is interesting too since the stopping rule (2.1.6), that is when k = 1, is already
asymptotically consistent and efficient. Hence, in some practical situations, requiring a
large set of additional observations beyond Q1 may not be very desirable.
Simply said, Tables 2.2.3-2.2.4 point out that while the probability distribution of
each Qk remains skewed to the right, we find empirically that the extent of this right
skewness becomes less prominent as k successively increased.
Remark 2.2.1 We have observed from Tables 2.2.1-2.2.2 that the multiple crossing
stopping rule (2.2.3) and the associated fixed-width confidence interval (2.2.4) achieving
the target coverage coverage probability 0.90 by the fifth crossing (k = 5), when m = 5.
We have also discussed many features of the multiple crossing stopping rule (2.2.3) with
respect to additional observations beyond the first crossing (= Qk) , in Tables 2.2.3-2.2.4.
Figure 2.2.2 illustrates the versatility of the proposed methodology across different values
of α.
Finally, we need to emphasize that these features of the multiple crossing methodology
are not limited to the choice of m = 5. Infact we have observed similar results in terms
of the sample size qk and coverage probability pk for m = 10 too. For an instance, from
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Table 2.2.2 we can see that q(5) = 27.83 for C = 25, α = 0.10, and m = 5. For the same
C and α we have observed from our simulations that q(5) = 28.18 when m = 10. This
is a difference of mere 1.26%. In fact this difference of 1.26% turns out to be the largest
across all values of C. For an example q(5) = 503.45 for C = 500, α = 0.10, and m = 5.
For m = 10, with same C and α, q(5) = 502.79, a difference of 0.13%.
For completeness, we have included Figure 2.2.3, even though it is very similar to
Figure 2.2.2, except that Figure 2.2.3 is for m = 10. It again illustrates that the per-
formances of the multiple crossing stopping rule hardly depends on the choice of m.
Nevertheless, this needs not surprise us since, a purely sequential stopping rule estimates
the optimal sample size iteratively, with each additional observation, unlike a two-stage
procedure. Hence, the impact of the pilot sample size m, on the eventual termination
point is considerably less.
2.3 Multiple Crossing with Truncation
We observed in Section 2.2 empirically that by the fifth crossing, that is with k = 5 in
(2.2.3), the desired results in terms of the coverage probability were achieved. However,
it appeared that the number of additional observations needed to reach fifth crossing was
sometimes large, though very rarely. That is,
∑k
j=2 qji became large for some i’s in our
simulations. In one extremely rare case, the additional number of observations needed to
achieve fifth crossing came out in the range of 100s.
This is a genuine concern that requires our attention, since it may restrict the imple-
mentability of our proposed multiple crossing methodology. However, instead of simply
restricting the maximum number additional observations (Σki=2Qi) at a predetermined
fixed level, our proposed truncation point is based on Q1 from (2.1.6). Our objective is
to bring down the required additional number of observations needed for multiple cross-
ings, that is to reduce the extent of right skewness of Σki=2Qi from (2.2.3), without overly
compromising the target coverage probability.
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2.3.1 Multiple Crossings with Arbitrary k
The main characteristic of our proposed truncation rule is that, we would not let
Σki=2Qi go beyond Q
γ
1 where 0 < γ < 1 is a predefined fixed constant. In other words,
we demand that Σki=2Qi stays rather “small” compared with Q1. After all, Q1 is al-
ready very close to C, even in the sense of second-order efficiency property (Ghosh and
Mukhopadhyay, 1981).
The exact form of the corresponding truncated stopping rule would be set in the light
of (2.2.3). Now, we formally denote the truncated stopping rules:
QT2 = min {Q2, Qγ1} , (2.3.1)
QTi =
 0 if Σ
i−1
j=2Q
T
j = Qγ1
min
{
Qi, Qγ1 − Σi−1j=2QTj
}
if Σi−1j=2Q
T
j < Qγ1 ,
(2.3.2)
with i = 3, ..., k as needed. Recall that u is the largest integer < u.
It should be observed from (2.3.1)-(2.3.2) that there is no guarantee that the sampling
process will reach a predefined kth, k ≥ 2, crossing as in (2.2.3). If we sample according
to the stopping rules (2.3.1)-(2.3.2) with a predetermined k, the furthest crossing that
we want to go up to, then the only guarantee is that the number of crossings before
termination is at least 1 and at most k. For practical implementation, we suggest that
one may fix k = 5.
Again we attempt to provide a graphical illustration of the truncated stopping rule
(2.3.1) − (2.3.2), by Figure 2.3.1. For figure 2.3.1a we have used exactly the same ob-
servations and the parameters that we used in Figure 2.2.1 with γ = 0.5. First let us
note that, for this set of observations, [Q0.51 ] = [21
0.5] = 4. It means the total number of
additional observations that we are going to allow beyond 21 is 4. From (2.3.1) it should
be clear that QT2 = Q2 = 1. Having observed Q
T
2 , now we can claim from (2.3.2) that
QT3 = Q3 = 3. Finally we observe that Q
T
4 and Q
T
5 are both 0 by the means of the first
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condition of equation (2.3.2). One may note that in this instance only three boundary
crossings took place before termination due to truncation at 25.
Figure 2.3.1b too provides graphical illustration of the truncated stopping rule (2.3.1)−
(2.3.2), however this time for a different set of observations generated under the same pa-
rameters described in Section 2.2.2. In this illustration the sample variance drops below
the straight line corresponding to 2.78−1×sample size for the first time at 29. Hence, the
total number of additional observations allowed beyond 29 will at most be 5. However
Figure 2.3.1b clearly illustrates that QT2 = Q
T
3 = Q
T
4 = Q
T
5 = 1. Hence after sequentially
observing 4 additional observations beyond 29, the process was terminated. In this in-
stance, however, five boundary crossings (k = 5) has occurred before termination despite
the truncation being in place.
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(a)
(b)
Figure 2.3.1. A graphical illustration of (2.3.1)− (2.3.2) with k = 5 and γ = 0.5,
while a = 1.645, d = 0.9869, C = 25 and sampling from N(25, 32).
Straight line (boundary) : y = (a2/d2)
−1
x;A = 21 + 210.5 = 25, B = 29+
290.5 = 34, P1 = Q1, P2 = Q1 +QT2 , P3 = Q1 +QT2 +QT3 ,
P4 = Q1 +Q
T
2 +Q
T
3 +Q
T
4 , P5 = Q1 +Q
T
2 +Q
T
3 +Q
T
4 +Q
T
5 . Variances corresponding
to n from 5 to 16 and 5 to 19 are omitted from plot (a) and plot (b) respectively.
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2.3.2 Simulations on Truncated Multiple Crossing Procedure
We restricted ourselves to k = 5 in our simulations of (2.3.1)-(2.3.2), mainly due to
the fact that it was at k = 5 that we had observed all confidence intervals in Table
2.2.2 (columns 7 and 8) include the target coverage probability 0.90. The basic steps in
each simulation would closely resemble the steps explained in Section 2.4, but with an
additional superscript T as needed to remind us about the truncation.
1. We fixed γ = 0.5, 0.8. Then, 5 pilot observations were generated from N(25, 32).
2. With each additional observation generated from the same population one by one
as needed, we sequentially checked against the stopping rule (2.1.6). This data generating
process terminated at the point where the sample satisfied (2.1.6). In this instance, we
recorded Q1 = q11. We let q
T
11 ≡ q11.
3. After first crossing, we generated one new observation and we checked against the
stopping rule (2.3.1). This is supplemented by generating additional new observations
as needed, recorded one at-a-time according to the termination rule (2.3.1). Once we
established QT2 = q
T
21, we continued generating new observations while checking against
the termination rule (2.3.2). We proceeded until QT3 = q
T
31, Q
T
4 = q
T
41, Q
T
5 = q
T
51 are
established Then, we recorded the total sample size Σ5j=1q
T
j1 as well as the observed
sample mean x
(1),T
q,5 .
4. Then, the fixed-width confidence interval for µ, namely J
(1),T
q,5 =
[
x
(1),T
q,5 ± d
]
is
obtained. Finally, we recorded pT51 = 1(0) if µ ≡ 25 ∈ (/∈) to the interval J (1),Tq,5 .
5. The steps 1-4 were then repeated, in that order, R(= 10, 000) times giving rise to
the observed values qT1i, q
T
5i, x
(i),T
q,5 ,and p
T
5i, i = 1, ..., R.
Accordingly we let:
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qT(k) = R
−1ΣRi=1Σ
k
j=1q
T
ji;(
sTq(k)
)2
= (R2 − R)−1ΣRi=1(Σkj=1qTji − qT(k))2;
pTk = R
−1ΣRi=1p
T
ki; and(
sTpk
)2
= R−1pTk (1− pTk ), k = 1, 2;
95% CL Cov: L(or U) = pTk − (or +)1.96sTpk .
(2.3.3)
Once again, we notice that, qT(1) and q
T
(5) would estimate Eµ,σ(Q1) and Eµ,σ(Q1+Q
T
2 +
QT3 + Q
T
4 + Q
T
5 ) respectively with estimated standard errors s
T
q(1)
, sTq(5). Analogously, p
T
1
and pT5 would estimate Pµ,σ {µ ∈ JQ1,1} and Pµ,σ
{
µ ∈ JTQ,5
}
respectively with estimated
standard errors sTp1 , s
T
p5
. As before, L( or U) is the lower (or upper) approximate 95%
confidence limit for the target coverage probability.
Table 2.3.1 illustrates that more or less the truncated stopping rule (2.3.2) conserves
the gain observed in terms of coverage probability from multiple crossing procedure
(2.2.3). It should also be noted that as γ increased, the multiple crossing rule (2.3.2)
with truncation would resemble the multiple crossing procedure (2.2.3) without trunca-
tion. Hence, the results in terms of the coverage probability (column 7) when γ = 0.8
look slightly better than that when γ = 0.5. This is more visible for smaller values of C.
However, the main motive behind the truncation was to control the additional number
of observations that were needed after the first crossing, namely Σki=2Qi from (2.2.3).
Table 2.3.2 illustrates the observed frequency distributions for Σ5j=2q
T
ji, the additional
observations taken after the first crossing over the 10, 000 simulations when γ = 0.5.
According to Table 2.3.2, the stopping rule (2.3.2) maintains the additional number
of observations beyond the first crossing, at a very reasonable level. However we observed
from Table 2.3.1, for γ = 0.5, there was room for improvement in terms of the coverage
probability. In particular for small C. Although a smaller γ such as γ = 0.5 will
ensure a shorter tail for the distribution of the total number of additional observations
beyond first crossing, it may be a hindrance to achieving the required coverage probability.
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However, by increasing γ to 0.8, the target coverage probability 0.90 is contained within
all confidence intervals across all C’s
Table 2.3.3 illustrates the frequency distribution for Σ5j=2q
T
ji, the additional observa-
tions taken after first crossing, over 10, 000 simulations when γ = 0.8. It can be seen
from Table 2.3.3 that even though Σ5j=2q
T
ji is generally higher than those we saw in Table
2.3.2 with γ = 0.5, the extent of right skewness appears to be within reason. The vast
contrast between our Tables 2.3.2-2.3.3 and Tables 2.2.3-2.2.4 is clearly noticeable.
2.3.3 Effect of Truncation on Multiple Crossing
If observations are gathered according to the stopping rule (2.3.1) − (2.3.2), termi-
nation would be triggered by either one of the following two events, whichever occurs
first:
Attaining (i) Predefined maximum number (= k) of successive boundary crossings
or (ii) allowable maximum number of additional observations (= [Qγ1 ]) beyond Q1.
That is the reason why we have already mentioned that, once the multiple crossing
stopping rule (2.2.3) is truncated, the stopping rule (2.3.1) − (2.3.2) will not ensure k
boundary crossings before termination. In fact the number of boundary crossings before
termination (= H) will vary between 1 and a predetermined value k. It is of interest
to see how often the procedure attains the predefined maximum number of crossings
(= k) at termination and, if it does not, then how many boundary crossings occur before
termination. In other words, what would be an empirical frequency distribution of H.
We have shed some light empirically by using the same simulations that we explained
in Section 2.3.2. However, first let us formally defineH, the number of boundary crossings
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before termination. Once again, we have fixed k = 5 as we have done throughout.
H =

1 if QT2 < Q2
2 if QT2 = Q2 and Q
T
3 < Q3
3 if QTi = Qi for i = 2, 3 and Q
T
4 < Q4
4 if QTi = Qi for i = 2, 3, 4 and Q
T
5 < Q5
5 if QTi = Qi for i = 2, 3, 4, 5
(2.3.4)
Now that H is properly defined, one should note when H = 5 is observed, the outcome
from the stopping rule (2.3.1)− (2.3.2) is exactly the same as the outcome of the original
non-truncated stopping rule (2.2.3). However, if we observe H ≤ 4 a truncation had
necessarily occurred.
We mentioned earlier that we carried out R (= 10, 000) replications based on (2.3.1)−
(2.3.2) for each C under consideration. Table 2.3.4 illustrates the effect of truncation on
those simulations. As an example, when γ = 0.5, out of 10, 000 replications carried out
with C = 25, the sampling process crossed the boundary once (H = 1) before termination
468 times. Likewise, out of 10, 000 replications with C = 25, γ = 0.5, the sampling
process crossed the boundary twice (H = 2) before termination 483 times. Moreover,
the sampling process crossed the boundary five times (H = 5) before termination 7759
times. That is, those 7759 replications remained unaffected by truncation since we fixed
k = 5.
As we would have expected, the effect of truncation lessened as C increases. This is
clearly illustrated by Table 2.3.4. For instance, out of 10, 000 replications with C = 1000,
γ = 0.5, the sampling process crossed the boundary five times (H = 5) before termination
9998 times. Also truncation takes a back seat as γ increases. This is clearly visible when
one compares the two panels corresponding to γ = 0.5 and γ = 0.8 shown in Table 2.3.4.
The last point should not surprise anyone since we mentioned earlier that the truncated
stopping rule (2.3.1) − (2.3.2) would conform to a non-truncated multiple crossing rule
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(2.2.3) when γ becomes large (> 0.8).
2.4 Second-Order Properties Under Multiple Crossing : Simula-
tions
Theorem 2.2.1 part (ii) stated that the stopping rule (2.2.3) associated with multiple
crossing was first-order efficient, a fact that was further illustrated by the output from
simulations presented in Section 2.2.4. However, it may be of major interest to investi-
gate the nature of Eµ,σ (Qk − C) , the average difference between the multiple crossing
stopping time (2.2.3) and the optimal fixed sample size sample size C from (2.1.4). Ghosh
and Mukhopadhyay (1981) investigated this characteristic in order to differentiate the
performances of the modified two-stage procedure of Mukhopadhyay (1980) from the
purely sequential procedure (2.1.6). This originated the notion of asymptotic second-
order efficiency property.
Woodroofe (1977,1982) and Lai and Siegmund (1977,1979) developed the much needed
machinery of nonlinear renewal theory in the context of a general class of boundary cross-
ing problems. Their setup would include numerous sequential stopping rules including
(2.1.6). Woodroofe (1977) had shown as d→ 0:
Eµ,σ {Q1 − C} = −1.1825 + o (1) if m ≥ 4
[asymptotic second-order efficiency]
(2.4.1)
One is also referred to Siegmund (1985), Mukhopadhyay (1988), Mukhopadhyay and
Solanky (1994, chapter 2), and Ghosh et al. (1997) for many essential details.
It may be noticed that the limiting value of Eµ,σ {Q1 − C} is a constant that does not
depend upon µ, σ, α. Hence, it is of interest to investigate whether such limiting value
exists for the multiple crossing stopping variable defined in (2.2.3). In order to gauge the
behavior of Eµ,σ
{
Q(2) − C
}
, a series of simulations were carried out. Each simulation
was run exactly the same way as those described in Section 2.2.4. In Table 2.4.1, we
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show the estimated values of Eµ,σ
{
Q(2) − C
}
from 20 separate replicates for each fixed
C. As before, each replicate was based on simulations with R = 10, 000.
From Table 2.4.1, it is empirically clear that Eµ,σ {Q1 − C} estimated by q1 − C
hovers around −1.28 and Eµ,σ
{
Q(2) − C
}
estimated by q(2) − C hovers around a small
fraction, especially for large values of C(≥ 500). By carefully examining the columns
under q(2)−C, especially for large values of C(≥ 500), we feel tempted to conjecture that
our multiple crossing stopping rules are asymptotically second-order efficient.
Admittedly we only have a limited empirical validation of this conjecture. We expect
to explore this conjecture in detail in the future.
2.5 A Real Data Illustration of the Multiple Crossing Methodol-
ogy
The gas millage estimation of motor vehicles provided by the Environment Protection
Agency (EPA) was originally used as an indicator of environmental friendliness of vehicles.
However with the sharp increase of the petroleum prices, gas millage has become one of
the key features that consumers are interested in when purchasing a vehicle. Hence,
vehicle manufacturers put considerable effort in to manufacturing vehicles with high gas
millage. A high EPA gas millage rating generally translates in to strong sales. Therefore,
much is at stake when a vehicle is tested by EPA for its gas millage rating. Using the
multiple crossing sequential sampling techniques discussed in Sections 2.2 and 2.3 one
can construct a confidence interval for the mean gas millage with a predefined width.
Narrow confidence intervals of the same width can differentiate vehicles from each other
better than the wide confidence intervals of different widths. Hence, both consumers and
manufacturers are bound to benefit from a sequential sampling method.
The results of 100 tests carried out by the EPA on a new car model are in Table
2.5.1. This data is found in McClave et al. (2005, pp 286). The variable of interest, miles
per gallon, is considered as normally distributed. This claim can be verified by a normal
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quantile plot as well as by the Shapiro -Wilks normality test.
2.5.1 Implementation of the Multiple Crossing Method
First we have set d = 1. This produces a confidence interval of length 2, an interval
which is fairly small given the range of gas millage values. However, due to the magnitude
of the financial impact, the rating agency may set d even smaller. The pilot sample size
m is set at 10 and α = 0.10. Hence, 10 observations were picked at random without
replacement and were checked against the purely sequential stopping rule (2.1.6). Since
it did not reach the required boundary, observations were selected at random one by
one without replacement. The sampling process crossed the required boundary for the
first time after 33 observations. Hence Q1 = 33. The Table 2.5.2 provides some key
information about the sampling process and corresponding boundaries from the 30th
observation onwards. It can be clearly seen from Table 2.5.2 that Q2 = Q3 = Q4 = Q5 =
1. Hence, the total sampling size at termination, Q(5) =
∑5
i=1Qi = 37. The gas millage
rating for the vehicle tested is (35.78, 37.78) miles per gallon at the termination.
2.5.2 Implementation of the Truncated Multiple Crossing Method
Once again we have set d = 1, α = 0.10 and m = 10. Let us fix γ = 0.8. Hence, 10
observations were picked at random without replacement and were checked against the
purely sequential stopping rule (2.1.6). Since it did not reach the required boundary,
more observations were taken at random one by one without replacement. Table 2.5.3
provides relevant information from the 12th observation onwards. It is clear that Q1 = 14
since the process crosses the boundary for the first time at the 14th observation. Since
Q0.81  = 8, we cannot sample more than 22 observations. Therefore, even though the
sampling process did not cross the boundary for any subsequent observation beyond the
14th observation, we terminate the sampling process at 22. The corresponding sample
mean at this point is 36.45. Hence the confidence interval is (35.45, 37.45) miles per
gallon under the truncated multiple crossing method.
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2.6 A Supplement: Simons’s (1968) Procedure
In this section, we provide a comparison of Simons’s (1968) procedure from (2.1.6)
and (2.1.9) with the multiple crossing procedure from (2.2.3). Recall from Section 2.2.4,
that we had generated observations from a pseudo normal distribution with µ = 25 and
σ = 3. We fixed m = 5, α = 0.10 and let C vary through 25(25)100(50)200(100)1000.
We fixed r = 3, 10, the number of additional observations recorded beyond the ter-
mination of (2.1.6). Now, in the implementation of Simons’s (1968) procedure, the basic
steps in each simulation were laid out as follows:
1. First, 5 pilot observations were generated from N(25, 32).
2. With each additional observation generated from the same population one by one
as needed, we sequentially checked against the stopping rule (2.1.6). At the point where
the sample size satisfied (2.1.6), we took note of Q1 = q11. Then, we proceeded to record r
additional observations in one single batch in order to augment the sequentially gathered
data. Finally, we recorded q11 + r = q
(r)
11 and the associated sample mean x
(1,r)
1 .
3. Then, the fixed-width confidence interval for mean, J
(1,r)
1 =
[
x
(1,r)
1 ± d
]
was ob-
tained and we recorded p
(r)
11 = 1(0) if µ ≡ 25 ∈ (/∈) to the interval J (1,r)1 .
4. The steps 1-3 were then repeated, in that order, R(= 10, 000) times giving rise to
the observed values q
(r)
1i , x
(i,r)
1 , and p
(r)
1i , i = 1, ..., R.
We let
q
(r)
1 = R
−1ΣRi=1q
(r)
1i ;
s2(r)qr1 = (R
2 − R)−1ΣRi=1
(
q(r)1i − q(r)1
)2
;
p
(r)
1 = R
−1ΣRi=1p
(r)
1i ; and
s
2(r)
p
(r)
1
= R−1p(r)1 (1− p(r)1 )
95% CL Cov: L(or U) = pr1 − (or +)1.96sp(r)1 .
(2.6.1)
Table 2.6.1 demonstrates that the achieved confidence coefficient, which is estimated
by p
(r)
1 , with r = 3, 10, may not reach the desired level 0.90 when the magnitude of r is
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not sufficiently large. This is most notable for smaller values of C when we fixed r = 3.
However, taking a larger value for r, as illustrated by r = 10, we note via simulations that
we may achieve a considerably larger confidence coefficient than the target. This clearly
is due to substantial oversampling. Hence, this presents the question of selecting an
optimal r. However, such a selection becomes impossible because in practice C remains
unknown.
Also, one may note that the choices r = 3 or 10 were arbitrarily made. Table 2.6.1
clearly illustrates the limitation of such arbitrary choices. Nevertheless, once the sam-
pling procedure satisfies (2.1.6), the sample size at that point surely provides a reasonable
estimate of C, the unknown optimal fixed-sample-size. The multiple crossing procedures
introduced took that information into account in order to achieve the desired and more
stable confidence coefficient near the set target. It did so with very few additional obser-
vations beyond (2.1.6).
2.7 A Brief Summary of Chapter 2
The Anscombe-Ray-Chow-Robbins (ARCR) purely sequential procedure (2.1.6) could
not deliver the exact consistency property. On the other hand, the Simons procedure
(2.1.6) and (2.1.9) would require one to record r(≥ 0) additional observations, inde-
pendent of µ, σ, α, and d, upon termination of the ARCR procedure. The resulting
fixed-width confidence interval procedure would have exact consistency, asymptotic con-
sistency, and asymptotic first-order efficiency properties. A major practical drawback
though is the indeterminate nature of the magnitude of r.
The multiple crossing stopping rule introduced in this chapter overcomes the arbitrary
choice of r by letting the sampling process itself determine the termination point. We have
analytically illustrated the asymptotic consistency, and asymptotic first-order efficiency
properties of the multiple crossing stopping rule while empirically illustrating its exact
consistency property. The main advantage of the multiple crossing methodology is its
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ability to achieve the required coverage probability without oversampling significantly.
A truncation procedure introduced eliminates the possibility of unreasonable over-
sampling beyond the first crossing.
The illustrative implementation of the multiple crossing methodology on real data
provides strong evidence on its usefulness for applications.
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Table 2.2.1 Performances of sequential methodology
(2.1.6) for k = 1 and multiple crossing methodology
(2.2.1) for k = 2 with α = 0.10 and m = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 22.42 0.08 0.8516 0.0035 0.8446 0.8586
2 24.12 0.08 0.8719 0.0033 0.8654 0.8784
50 1 47.41 0.13 0.8766 0.0033 0.8701 0.8830
2 49.22 0.12 0.8879 0.0031 0.8817 0.8941
75 1 72.93 0.14 0.8841 0.0032 0.8778 0.8904
2 74.48 0.13 0.8907 0.0031 0.8846 0.8968
100 1 98.31 0.16 0.8934 0.0031 0.8874 0.8994
2 99.81 0.15 0.8966 0.0030 0.8906 0.9028
150 1 148.78 0.19 0.8956 0.0031 0.8896 0.9016
2 150.15 0.18 0.8977 0.0030 0.8918 0.9036
200 1 198.64 0.21 0.8990 0.0030 0.8931 0.9049
2 199.96 0.20 0.8999 0.0030 0.8940 0.9058
300 1 298.57 0.25 0.8954 0.0031 0.8894 0.9014
2 299.95 0.25 0.8970 0.0030 0.8910 0.9030
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Table 2.2.1 Cont. Performances of sequential methodology
(2.1.6) for k = 1 and multiple crossing methodology (2.2.1)
for k = 2 with α = 0.10 and m = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
400 1 398.77 0.29 0.9009 0.0030 0.8950 0.9068
2 400.02 0.29 0.9015 0.0030 0.8957 0.9073
500 1 498.88 0.32 0.8985 0.0030 0.8926 0.9044
2 500.12 0.32 0.8977 0.0030 0.8918 0.9036
600 1 598.77 0.35 0.8969 0.0030 0.8909 0.9029
2 600.04 0.35 0.8959 0.0030 0.8899 0.9019
700 1 698.96 0.37 0.8976 0.0030 0.8917 0.9035
2 700.20 0.37 0.8965 0.0030 0.8905 0.9025
800 1 798.75 0.41 0.9000 0.0030 0.8941 0.9059
2 800.06 0.40 0.9005 0.0030 0.8946 0.9064
900 1 899.14 0.42 0.8983 0.0030 0.8924 0.9042
2 900.41 0.42 0.8984 0.0030 0.8925 0.9043
1000 1 998.97 0.46 0.8995 0.0030 0.8936 0.9054
2 1000.36 0.45 0.8999 0.0030 0.8940 0.9058
40
Table 2.2.2 Performances of the sequential methodology
(2.2.3) for k = 3, 4, 5 with α = 0.10 and m = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 3 25.48 0.08 0.8845 0.0032 0.8784 0.8908
4 26.71 0.08 0.8938 0.0031 0.8878 0.8998
5 27.83 0.08 0.9035 0.0029 0.8977 0.9093
50 3 50.62 0.11 0.8935 0.0031 0.8874 0.8995
4 51.82 0.11 0.8990 0.0030 0.8931 0.9049
5 52.96 0.11 0.9021 0.0030 0.8963 0.9079
75 3 75.74 0.13 0.8938 0.0031 0.8878 0.8998
4 76.88 0.13 0.8964 0.0030 0.8904 0.9024
5 77.96 0.13 0.8977 0.0030 0.8918 0.9036
100 3 101.11 0.15 0.8984 0.0030 0.8925 0.9043
4 102.22 0.15 0.9013 0.0030 0.8954 0.9071
5 103.30 0.15 0.9033 0.0030 0.8975 0.9091
150 3 151.36 0.18 0.8990 0.0030 0.8931 0.9049
4 152.47 0.18 0.9004 0.0030 0.8945 0.9063
5 153.54 0.18 0.9008 0.0030 0.8949 0.9067
200 3 201.13 0.20 0.9010 0.0030 0.8951 0.9068
4 202.22 0.20 0.9018 0.0030 0.8960 0.9076
5 203.28 0.20 0.9038 0.0029 0.8980 0.9096
300 3 301.09 0.25 0.8977 0.0030 0.8918 0.9036
4 302.19 0.25 0.8974 0.0030 0.8914 0.9033
5 303.24 0.25 0.8989 0.0030 0.8930 0.9048
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Table 2.2.2 Cont. Performances of the sequential methodology
(2.2.3) for k = 3, 4, 5 with α = 0.10 and m = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
400 3 401.21 0.28 0.9013 0.0030 0.8954 0.9071
4 402.29 0.28 0.9015 0.0030 0.8957 0.9073
5 403.35 0.28 0.9030 0.0030 0.8972 0.9088
500 3 501.26 0.32 0.8983 0.0030 0.8924 0.9042
4 502.40 0.32 0.8986 0.0030 0.8927 0.9045
5 503.45 0.32 0.9001 0.0030 0.8942 0.9060
600 3 601.18 0.35 0.8962 0.0030 0.8902 0.9022
4 602.26 0.35 0.8972 0.0030 0.8912 0.9031
5 603.32 0.35 0.8981 0.0030 0.8922 0.9040
700 3 701.32 0.37 0.8982 0.0030 0.8923 0.9041
4 702.40 0.37 0.8994 0.0030 0.8935 0.9053
5 703.45 0.37 0.8986 0.0030 0.8927 0.9045
800 3 801.19 0.40 0.9008 0.0030 0.8949 0.9067
4 802.29 0.40 0.9012 0.0030 0.8953 0.9070
5 803.34 0.40 0.9009 0.0030 0.8950 0.9068
900 3 901.53 0.42 0.8984 0.0030 0.8925 0.9043
4 902.62 0.42 0.8986 0.0030 0.8927 0.9045
5 903.67 0.42 0.8991 0.0030 0.8932 0.9050
1000 3 1001.49 0.45 0.9004 0.0030 0.8945 0.9063
4 1002.57 0.45 0.9007 0.0030 0.8948 0.9066
5 1003.63 0.45 0.9004 0.0030 0.8945 0.9063
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Table 2.2.3 Empirical frequency distribution of Q2
from (2.2.1) with α = 0.10 and m = 5
Q2
C 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 8539 517 230 151 177 156 111 72 47 32
50 8738 510 199 125 132 104 40 27 125 70
75 8850 519 209 135 115 80 33 12 47 82
100 8910 459 206 124 126 91 45 12 27 102
150 8981 501 191 111 98 78 19 7 14 147
200 8966 531 200 93 104 63 28 10 5 207
300 8981 470 215 115 99 80 20 11 9 335
400 9026 477 198 103 114 53 21 3 5 28
500 9036 492 194 96 96 58 21 4 3 28
600 8968 516 190 106 106 80 25 6 3 23
700 9018 438 245 119 101 55 15 6 3 24
800 9036 461 195 103 116 67 16 4 2 693
900 8959 507 216 102 111 74 19 11 1 31
1000 8950 512 193 112 116 81 26 6 4 28
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Table 2.2.4 Empirical frequency distributions of Q3, Q4, Q5
from (2.2.3) with α = 0.10 and m = 5
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 3 9161 329 137 71 76 107 74 31 14 29
4 9490 167 92 63 64 54 39 23 8 25
5 9654 144 55 28 48 40 20 9 2 31
50 3 9319 271 120 62 76 58 28 10 56 58
4 9576 166 80 45 54 33 14 7 25 52
5 9708 116 48 30 35 32 10 4 17 52
75 3 9427 246 120 58 50 46 28 5 20 77
4 9609 187 72 37 38 25 15 7 10 73
5 9750 117 44 27 28 18 11 1 4 52
100 3 9410 258 113 65 72 40 15 5 22 111
4 9643 164 60 43 47 21 14 5 3 77
5 9784 103 37 30 25 13 4 1 3 84
150 3 9547 253 103 59 57 44 11 6 10 138
4 9669 154 80 26 30 23 11 3 4 122
5 9785 96 42 27 25 15 6 2 2 105
200 3 9450 231 123 69 54 48 16 7 2 170
4 9676 152 63 27 46 24 9 2 1 24
5 9810 89 48 16 16 9 11 1 0 16
300 3 9482 250 101 58 49 41 14 1 4 34
4 9674 140 66 34 38 32 10 6 0 19
5 9796 94 44 22 23 11 6 2 2 24
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Table 2.2.4 Cont. Empirical frequency distributions of Q3, Q4, Q5
from (2.2.3) with α = 0.10 and m = 5
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
400 3 9461 261 110 52 49 42 14 4 7 378
4 9653 188 67 35 25 23 5 3 1 22
5 9795 85 47 24 16 25 6 1 1 22
500 3 9501 222 97 67 56 39 12 3 3 22
4 9666 165 59 37 33 23 11 4 2 486
5 9804 98 34 23 18 16 6 1 0 17
600 3 9491 233 110 48 67 34 13 3 1 21
4 9697 145 70 26 29 22 8 2 1 27
5 9795 82 41 26 31 19 4 1 1 25
700 3 9518 240 92 54 47 38 9 1 1 27
4 9709 132 69 31 32 16 9 1 1 23
5 9813 83 49 15 23 15 0 2 0 20
800 3 9484 251 106 52 67 27 8 3 2 25
4 9684 141 55 39 42 21 10 4 4 34
5 9789 108 40 28 21 8 6 0 0 13
900 3 9505 222 111 65 54 31 7 3 2 23
4 9685 143 61 43 33 25 7 2 1 25
5 9775 114 51 25 19 10 3 2 1 21
1000 3 9489 245 100 57 51 41 11 3 3 34
4 9687 154 63 28 40 21 6 0 1 31
5 9786 100 47 26 22 11 7 0 1 21
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Table 2.3.1 Performance of the truncated stopping rule
(2.3.2) with α = 0.10 and m = 5
γ = 0.5 γ = 0.8
95% CL 95% CL
C
qT(5)
sTq(5)
pT5
sTp5
L
U
qT(5)
sTq(5)
pT5
sTp5
L
U
25 26.61 0.8868 0.8805 27.15 0.8967 0.8906
0.006 0.0032 0.8931 0.006 0.0030 0.9028
50 51.62 0.8920 0.8858 52.17 0.8976 0.8915
0.004 0.0031 0.8982 0.004 0.0030 0.9037
75 77.43 0.8975 0.8914 77.57 0.8986 0.8926
0.004 0.0030 0.9036 0.003 0.0030 0.9046
100 102.63 0.9047 0.8989 102.70 0.8986 0.8926
0.003 0.0029 0.9106 0.003 0.0030 0.9046
150 152.89 0.9028 0.8969 153.21 0.9025 0.8966
0.002 0.0030 0.9087 0.002 0.0030 0.9084
200 203.36 0.9015 0.8955 203.11 0.8988 0.8928
0.002 0.0030 0.9075 0.002 0.0030 0.9048
300 303.63 0.9027 0.8968 303.58 0.8998 0.8938
0.002 0.0030 0.9086 0.002 0.0030 0.9058
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Table 2.3.1 Cont.Performances of the truncated
stopping rule (2.3.2) with α = 0.10 and m = 5
γ = 0.5 γ = 0.8
95% CL 95% CL
C
qT(5)
sTq(5)
pT5
sTp5
L
U
qT(5)
sTq(5)
pT5
sTp5
L
U
400 402.74 0.8992 0.8932 403.55 0.8996 0.8936
0.001 0.0030 0.9052 0.001 0.0030 0.9056
500 502.91 0.8966 0.8905 503.70 0.9053 0.8994
0.001 0.0030 0.9027 0.001 0.0029 0.9112
600 603.60 0.9042 0.8983 603.43 0.9055 0.8996
0.001 0.0029 0.9101 0.001 0.0029 0.9114
700 703.42 0.8993 0.8933 703.26 0.8942 0.8880
0.001 0.0030 0.9053 0.001 0.0031 0.9004
800 803.67 0.9012 0.8952 803.44 0.8984 0.8924
0.001 0.0030 0.9072 0.001 0.0030 0.9044
900 902.78 0.8959 0.8898 903.77 0.8983 0.8923
0.001 0.0031 0.9020 0.001 0.0030 0.9043
1000 1003.64 0.8967 0.8906 1003.62 0.8925 0.8863
0.001 0.0030 0.9028 0.001 0.0031 0.8987
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Table 2.3.2 Empirical frequency distribution of Σ5i=2Q
T
i from (2.3.2)
with α = 0.10 and m = 5 for γ = 0.5
Σ5i=2Q
T
i
C
1
2
3 4 5
6
7
8
10
11
15
16
20
>
20
Max
25 0 963 7766 1087 184 0 0 0 0 7
50 0 215 7838 818 1020 109 0 0 0 9
75 0 79 8044 747 693 436 1 0 0 11
100 0 37 8003 747 633 539 41 0 0 12
150 0 11 8186 751 580 275 197 0 0 14
200 0 4 8184 743 572 296 201 0 0 15
300 0 2 8148 737 612 294 145 62 0 19
400 0 3 8212 721 553 319 136 54 2 21
500 0 0 8174 734 626 288 118 44 16 24
600 0 0 8240 700 571 296 144 32 17 25
700 0 0 8227 759 573 242 134 42 23 26
800 0 0 8214 717 588 289 133 39 20 29
900 0 0 8236 745 571 275 128 32 13 30
1000 0 0 8226 742 561 284 133 31 23 32
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Table 2.3.3 Empirical frequency distribution of Σ5i=2Q
T
i from (2.3.2)
with α = 0.10 and m = 5 for γ = 0.8
Σ5i=2Q
T
i
C
1
2
3 4 5
6
7
8
10
11
15
16
20
>
20
Max
25 0 0 7278 1258 914 445 105 0 0 15
50 0 0 7737 876 665 403 250 68 1 21
75 0 0 8001 811 639 329 145 54 21 27
100 0 0 8029 796 578 327 191 53 26 33
150 0 0 8165 746 564 300 142 58 25 38
200 0 0 8214 754 557 270 155 39 11 31
300 0 0 8229 724 561 307 133 34 12 43
400 0 0 8207 723 564 306 150 31 19 44
500 0 0 8167 750 617 291 128 30 17 34
600 0 0 8161 733 592 330 136 28 20 41
700 0 0 8226 748 561 290 121 36 18 40
800 0 0 8202 734 574 291 141 41 17 36
900 0 0 8185 775 576 275 141 37 11 33
1000 0 0 8226 732 552 300 142 32 16 41
49
Table 2.3.4 Empirical frequency distribution of the number of
crossings before termination, H from (2.3.4), based on
(2.3.1)− (2.3.2) with k = 5
Possible H Values Possible H Values
C 1 2 3 4 5 1 2 3 4 5
γ = 0.5 γ = 0.8
25 468 483 470 820 7759 355 243 199 199 9004
50 265 215 212 243 9065 142 80 64 31 9683
75 122 96 126 131 9525 58 24 12 8 9898
100 86 70 70 95 9679 26 13 4 4 9953
150 39 26 36 35 9864 4 3 2 1 9990
200 23 12 26 22 9917 5 1 0 0 9994
300 10 7 15 9 9959 1 0 0 0 9999
400 5 5 4 2 9984 0 0 0 0 10000
500 3 0 3 4 9990 0 0 0 0 10000
600 0 2 2 4 9992 0 0 0 0 10000
700 0 1 3 3 9993 0 0 0 0 10000
800 2 2 0 2 9994 0 0 0 0 10000
900 0 0 1 0 9999 0 0 0 0 10000
1000 0 0 2 0 9998 0 0 0 0 10000
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Table 2.4.1 Second-order performance of sequential rule (2.1.6) where
k = 1 and multiple crossing rule (2.2.3) under k = 2. With α = 0.10 and m = 5
C = 25 C = 50 C = 75 C = 100
Run q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C
1 −2.57 −0.87 −2.38 −0.66 −1.99 −0.43 −1.58 −0.06
2 −2.58 −0.87 −2.41 −0.65 −2.13 −0.56 −1.59 −0.11
3 −2.67 −0.92 −2.50 −0.81 −1.75 −0.19 −1.60 −0.15
4 −2.60 −0.90 −2.40 −0.64 −1.91 −0.37 −1.36 0.17
5 −2.62 −0.89 −2.50 −0.78 −1.91 −0..32 −1.94 −0.42
6 −2.72 −0.96 −2.70 −0.90 −2.18 −0.55 −1.63 −0.07
7 −2.43 −0.74 −2.56 −0.80 −2.00 −0.34 −1.67 −0.17
8 −2.60 −0.93 −2.69 −0.91 −1.94 −0.30 −1.87 −0.38
9 −2.47 −0.75 −2.44 −0.74 −2.36 −0.71 −1.79 −0.29
10 −2.61 −0.86 −2.55 −0.79 −1.89 −0.33 −1.49 −0.04
11 −2.57 −0.85 −2.21 −0.49 −2.10 −0.49 −1.88 −0.31
12 −2.60 −0.79 −2.63 −0.84 −2.16 −0.55 −1.42 0.05
13 −2.53 −0.82 −2.51 −0.76 −2.16 −0.50 −1.51 −0.04
14 −2.40 −0.75 −2.34 −0.58 −1.82 −0.24 −1.76 −0.31
15 −2.65 −0.92 −2.55 −0.82 −1.89 −0.29 −1.52 −0.01
16 −2.56 −0.86 −2.75 −1.03 −1.93 −0.30 −1.72 −0.18
17 −2.46 −0.76 −2.58 −0.86 −2.28 −0.60 −1.87 −0.41
18 −2.53 −0.80 −2.52 −0.85 −2.28 −0.65 −1.46 0.08
19 −2.63 −0.93 −2.49 −0.74 −1.99 −0.40 −1.73 −0.22
20 −2.49 −0.78 −2.44 −0.73 −2.21 −0.60 −1.85 −0.32
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Table 2.4.1 Cont. Second-order performance of sequential rule (2.1.6) where
k = 1 and multiple crossing rule (2.2.3) under k = 2. With α = 0.10 and m = 5
C = 200 C = 300 C = 400 C = 500
Run q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C
1 −1.35 −0.01 −1.41 −0.02 −1.32 −0.02 −0.83 0.44
2 −1.05 0.28 −1.12 0.18 −1.40 −0.12 −1.21 0.11
3 −1.32 0.07 −1.44 −0.12 −1.44 −0.12 −1.03 0.24
4 −1.67 −0.23 −0.94 0.33 −1.38 −0.11 −1.33 −0.06
5 −1.67 0.32 −1.61 −0.28 −1.39 0.03 −1.00 0.34
6 −1.27 0.12 −1.47 −0.14 −1.40 −0.12 −1.15 0.13
7 −1.39 −0.07 −1.42 −0.06 −1.33 −0.06 −1.02 0.34
8 −1.46 −0.12 −1.02 0.30 −1.51 −0.14 −0.90 0.37
9 −1.20 0.21 −1.42 −0.10 −1.50 −0.25 −1.70 −0.42
10 −1.16 0.14 −1.24 0.13 −1.55 −0.29 −1.18 0.08
11 −1.25 0.13 −1.36 −0.04 −0.83 0.45 −1.35 −0.08
12 −1.67 −0.35 −1.19 0.17 −1.06 0.29 −1.03 0.25
13 −1.22 0.18 −0.87 0.47 −1.31 −0.06 −0.83 0.48
14 −1.21 0.22 −1.45 −0.17 −1.45 −0.12 −1.23 0.03
15 −1.61 −0.18 −1.33 0.00 −1.42 −0.13 −1.66 −0.40
16 −1.67 −0.34 −1.22 0.10 −1.43 −0.18 −0.48 0.77
17 −1.43 0.00 −0.97 0.28 −1.18 0.16 −1.05 0.31
18 −1.32 −0.01 −1.18 0.13 −0.97 0.29 −0.57 0.69
19 −1.53 −0.17 −1.28 0.07 −1.72 −0.42 −1.73 −0.38
20 −1.14 0.16 −1.56 −0.26 −1.26 0.06 −1.96 −0.61
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Table 2.4.1 Cont. Second-order performance of sequential rule (2.1.6) where
k = 1 and multiple crossing rule (2.2.3) under k = 2. With α = 0.10 and m = 5
C = 600 C = 700 C = 800 C = 1000
Run q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C q1 − C q(2) − C
1 −1.04 0.22 −1.85 −0.59 −1.05 0.20 −1.12 0.13
2 −0.82 0.44 −1.68 −0.43 −1.57 −0.30 −1.50 −0.24
3 −1.20 0.11 −1.25 −0.01 −1.16 0.08 −0.90 0.35
4 −1.36 −0.08 −1.85 −0.52 −0.66 0.60 −1.29 −0.02
5 −1.06 0.19 −0.81 0.53 −1.17 0.08 −1.59 −0.33
6 −1.03 0.24 −1.70 −0.45 −1.49 −0.23 −0.66 0.61
7 −1.32 −0.06 −1.91 −0.58 −1.66 −0.39 −1.22 0.14
8 −1.04 0.20 −2.02 −0.77 −1.07 0.17 −1.11 0.15
9 −1.67 −0.41 −0.98 0.29 −0.77 0.49 −1.47 −0.21
10 −1.74 −0.46 −1.75 −0.48 −0.90 0.41 −0.77 0.48
11 −0.94 0.33 −0.56 −0.69 −0.72 0.55 −1.56 −0.21
12 −0.92 0.40 −1.08 0.24 −0.75 0.51 −1.15 0.12
13 −1.44 −0.18 −1.20 0.05 −0.76 0.49 −1.63 −0.37
14 −1.48 −0.19 −0.92 0.34 −1.28 −0.02 −1.42 −0.15
15 −1.12 0.13 −1.80 −0.54 −0.44 0.84 −1.08 0.18
16 −1.57 −0.13 −2.13 −0.79 −0.80 0.45 −1.29 −0.01
17 −1.68 −0.41 −0.73 0.53 −1.53 −0.28 −1.18 0.16
18 −0.79 0.47 −1.49 −0.22 −1.31 −0.06 −0.84 0.41
19 −1.40 −0.14 −1.38 −0.04 −1.53 −0.28 −0.56 0.71
20 −0.97 0.32 −0.95 0.30 −0.85 0.40 −1.27 0.00
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Table 2.5.1 Results of 100 tests on gas millage of a new car
carried out by the EPA
Id miles/gal Id miles/gal Id miles/gal Id miles/gal
1 36.3 26 36.4 51 36.3 76 37.8
2 41.0 27 37.7 52 36.8 77 35.9
3 36.9 28 37.7 53 32.5 78 35.6
4 37.1 29 40.0 54 36.4 79 36.7
5 44.9 30 34.2 55 40.5 80 34.5
6 36.8 31 36.2 56 36.6 81 37.1
7 30.0 32 37.9 57 36.1 82 40.3
8 37.2 33 36.0 58 38.2 83 36.7
9 42.1 34 37.9 59 38.4 84 37.0
10 36.7 35 35.9 60 39.3 85 33.9
11 32.7 36 38.2 61 41.0 86 40.0
12 37.3 37 38.3 62 31.8 87 38.0
13 41.2 38 35.7 63 37.3 88 35.2
14 36.6 39 35.6 64 33.1 89 34.8
15 32.9 40 35.1 65 37.0 90 39.5
16 36.5 41 38.5 66 37.6 91 39.9
17 33.2 42 39.0 67 37.0 92 36.9
18 37.4 43 35.5 68 38.7 93 32.9
19 37.5 44 34.8 69 39.0 94 33.8
20 33.6 45 38.6 70 35.8 95 39.8
21 40.5 46 39.4 71 37.0 96 34.0
22 36.5 47 35.3 72 37.2 97 36.8
23 37.6 48 34.4 73 40.7 98 35.0
24 33.9 49 38.8 74 37.4 99 38.1
25 40.2 50 39.7 75 37.1 100 36.9
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Table 2.5.2 Key information on the multiple crossing sampling
process (2.2.3) with k = 5 from the 30th observation onwards
Id Observation# miles/Gal Boundary
37 30 38.3 33.33
29 31 40.0 33.58
90 32 39.5 33.38
51 33 36.3 32.37
42 34 39.0 31.91
33 35 36.0 31.06
53 36 32.5 32.24
67 37 37.0 31.35
Table 2.5.3 Key information on the Truncated Multiple crossing
sampling process (2.3.1)− (2.3.2) with k = 5 and γ = 0.8
from the 12th observation onwards
Id Observation# miles/Gal Boundary
53 12 32.5 15.13
54 13 36.4 14.20
88 14 35.2 13.12
55 15 40.5 18.82
82 16 40.3 22.55
73 17 40.7 26.06
22 18 36.5 24.54
61 19 41 27.61
23 20 37.6 26.36
38 21 35.7 25.20
85 22 33.9 25.25
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Table 2.6.1 Simons’s procedure (2.1.9)
with m = 5 and α = 0.10
r = 3 r = 10
95% CL 95% CL
C
q
(r)
1
s
q
(r)
1
p
(r)
1
s
p
(r)
1
L
U
q
(r)
1
s
q
(r)
1
p
(r)
1
s
p
(r)
1
L
U
25 25.45 0.8851 0.8787 32.45 0.9299 0.9248
0.09 0.0032 0.8915 0.09 0.0026 0.9350
50 50.47 0.8839 0.8775 57.47 0.9083 0.9025
0.12 0.0032 0.8903 0.12 0.0029 0.9141
75 75.95 0.8941 0.8879 82.95 0.9075 0.9017
0.14 0.0031 0.9003 0.14 0.0029 0.9133
100 101.20 0.8939 0.8877 108.20 0.9085 0.9027
0.16 0.0031 0.9001 0.16 0.0029 0.9143
150 151.68 0.8988 0.8928 158.68 0.9069 0.9011
0.18 0.0030 0.9048 0.18 0.0029 0.9127
200 201.50 0.9043 0.8984 208.50 0.9103 0.9046
0.21 0.0029 0.9102 0.21 0.0029 0.9160
300 301.55 0.8951 0.8890 308.55 0.8997 0.8937
0.25 0.0031 0.9012 0.25 0.0030 0.9057
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Table 2.6.1 Cont. Simons’s procedure (2.1.9)
with m = 5 and α = 0.10
r = 3 r = 10
95% CL 95% CL
C
q
(r)
1
s
q
(r)
1
p
(r)
1
s
p
(r)
1
L
U
q
(r)
1
s
q
(r)
1
p
(r)
1
s
p
(r)
1
L
U
400 401.65 0.9053 0.8994 408.65 0.9084 0.9026
0.29 0.0029 0.9112 0.29 0.0029 0.9142
500 501.27 0.8992 0.8932 508.27 0.9001 0.8941
0.32 0.0030 0.9052 0.32 0.0030 0.9061
600 601.56 0.8986 0.8926 608.56 0.9004 0.8944
0.35 0.0030 0.9046 0.35 0.0030 0.9064
700 700.94 0.9005 0.8945 707.94 0.9056 0.8998
0.39 0.0030 0.9065 0.39 0.0029 0.9114
800 801.71 0.8989 0.8929 808.71 0.8989 0.8929
0.41 0.0030 0.9049 0.41 0.0030 0.9049
900 901.84 0.9028 0.8969 908.84 0.9015 0.8955
0.42 0.0030 0.9087 0.42 0.0030 0.9075
1000 1001.18 0.9003 0.8943 1008.18 0.9021 0.8962
0.45 0.0030 0.9063 0.45 0.0030 0.9080
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 2.2.2 Performances of the Multiple Crossing Procedure (2.2.3)-(2.2.4)
with Regards to Coverage Probability: m = 5 and k = 5
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 2.2.3 Performances of the Multiple Crossing Procedure (2.2.3)-(2.2.4)
with Regards to Coverage Probability: m = 10 and k = 5
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Chapter 3
Fixed-Sized Confidence Regions
for Multivariate Normal Mean
The main objective of this chapter is to extend the multiple crossing methodology
to construct a fixed-sized confidence region for multivariate normal mean. We start by
providing a brief introduction to the existing methodologies in Section 3.1. In Section
3.2 we motivate the use of the proposed methodology by proving a result similar to
that of Simons (1968) for multivariate normal. In Section 3.3 we formally introduce the
multiple crossing stopping rule, discuss its properties both analytically and with the help
of simulations. In Section 3.4 a fine-tuned version of the multiple crossing stopping rule
is proposed. Some interesting real data illustrations of the methodology are provided
in Section 3.5. A summary and some concluding thoughts on chapter 3 are provided in
Section 3.6.
3.1 Introduction
Initial solutions to the problem of estimating the mean vector µ of a multivariate
normal density was inspired by its univariate counterparts primarily developed by Stein
(1945,1949) and Chow and Robbins (1965). Healy (1956) used a two-stage procedure to
estimate µ by an ellipsoidal confidence region where the maximum diameter was fixed.
Pioneering contributions were made by Chatterjee (1959a,b, 1962a,b). Khan (1968)
considered a multivariate normal density with a diagonal variance-covariance matrix and
implemented a purely sequential procedure to construct a fixed-size confidence region
for µ. Later, Mukhopadhyay (1975) and Sinha and Mukhopadhyay (1976) considered
minimum risk point estimation of a bivariate normal mean vector. This was followed by
Ghosh et al. (1976) who developed the minimum risk point estimation of any multivariate
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normal mean vector when the variance-covariance matrix was positive definite (p.d.) and
unknown.
Wang (1980) discussed the minimum risk point estimation of µ in a Np(µ,σ
2H)
distribution with unknown σ2 but known p.d. matrixH.Mukhopadhyay and Al-Mousawi
(1986) introduced a number of multi-stage and sequential procedures and investigated
their properties to estimate µ in Np(µ,σ
2H) with fixed-size ellipsoidal confidence regions.
It should be noted that all of the above procedures were based on conventional es-
timators such as a sample mean vector. However, Ghosh and Sen (1983) developed
James-Stein estimators dominating the sample mean vector under two-stage schemes
while Takada (1984) developed some sequential James-Stein versions. Ghosh et al.
(1987) produced first-order risk efficient James-Stein estimators of µ in Np(µ,σ
2H) un-
der purely sequential sampling. Mukhopadhyay (1985) and Nickerson (1987) introduced
James-Stein estimators under two-stage sampling in two-sample problems.
The recent literature surrounding multivariate normal mean vector and other multi-
parameter estimation problems is vast. One may refer to Aoshima et al. (1996), Aoshima
and Mukhopadhyay (1998), Mukhopadhyay (1981,1999), Sriram and Bose (1988), Mar-
tinsek (1990), Mukhopadhyay and Solanky (1992) for closely related developments. Ghosh
et al. (1997), Chatterjee (1991), Mukhopadhyay (1991), Sinha (1991), Mukhopadhyay
et al. (2004) as well as Mukhopadhyay and de Silva ( 2009, chapters 11 and 12) will be
helpful for reviewing this vast area.
3.2 Preliminaries
Suppose X1,X2, ... are i.i.d. observations from Np(µ,Σ) where Σ = σ
2Hp × p where
we assume that σ2 ∈ (0,∞) is unknown. Recall that Hp×p is a known p.d. matrix.
The size of the proposed confidence region, quantified by d(> 0), and the confidence
coefficient 1− α, 0 < α < 1, are both preassigned. As we have mentioned in Section 3.1
this problem has been discussed extensively by Mukhopadhyay and Al-Mousawi (1986).
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Their purely sequential stopping rule and the accompanying fixed-size ellipsoidal con-
fidence region for µ are summarized as follows:
Q1 = inf
{
q1(≥ n0) : q1 ≥ aS2q1/d2
}
where P (χ2p ≤ a) = 1− α, (3.2.1)
RQ1 =
{
ωp×1 ∈ Rp : (XQ1 −ω)
′
H−1(XQ1 −ω) ≤ d2
}
, (3.2.2)
with Xq1 = q
−1
1
∑q1
i=1Xi, S
2
q1
= (pq1−p)−1
∑q1
i=1(Xi−Xq1)
′
H−1(Xi−Xq1). Suppose that
we denote
C = aσ2d−2, the required optimal fixed sample
size had σ2 been known,
where a ≡ ap,α is the upper 100αth percentile of a chi-square distribution with p degrees
of freedom.
We have mentioned and defined the crucial properties, consistency, asymptotic con-
sistency, and asymptotic efficiency in Section 2.1. However for completeness, let Q be a
general stopping time, RQ be an associated fixed-size confidence region for µ, then:
(i) Pµ,σ {µ ∈ RQ} ≥ 1− α [Consistency or Exact consistency];
(ii) limd→0 Pµ,σ {µ ∈ RQ} = 1− α [Asymptotic consistency ]
(iii) limd→0Eµ,σ (Q/C) = 1 [Asymptotic efficiency or Asymptotic
first-order efficiency].
(3.2.3)
The purely sequential procedure defined by (3.2.1)-(3.2.2) has both the asymptotic
consistency and the asymptotic efficiency properties defined by (3.2.3). However, (3.2.1)-
(3.2.2) does not have the consistency or the exact consistency property.
We may add that Mukhopadhyay and Al-Mousawi (1986) had proposed a two-stage
procedures in the spirit of Stein (1945,1949) and a modified two-stage procedure in the
spirit of Mukhopadhyay (1980). Even though both these procedures has the consistency
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property, only the modified two-stage procedure was first-order efficient. However nei-
ther of these two-stage procedures are asymptotically second-order efficient, a notion
formulated by Ghosh and Mukhopadhyay (1981).
One may note that in order to establish a property such as second-order efficiency, the
machinery from non linear renewal theory, developed by Woodroofe (1977,1982) and Lai
and Siegmund (1977,1979), is essential. One is referred to Siegmund (1985), Mukhopad-
hyay (1988), Mukhopadhyay and Solanky (1994, chapter 2), Ghosh et al. (1997), and
other sources for details.
3.2.1 Additional Observations in a Single Group Beyond First Crossing
At this point, we may recall the interesting result due to Simons (1968) which we
have already mentioned in Section 2.1, specifically by (2.1.6) and (2.1.9). The existence
of a suitable universal integer r, delivering the exact consistency property, even though
the magnitude of r is unknown, was the motivation for the new class of multiple crossing
stopping rules (2.2.3). We would let the stopping rule itself estimate r adoptively, hence
eliminating the ambiguity of trying to guess the magnitude of r.
Interestingly, in the spirit of Simons (1968), we have shown that a similar result holds
under the stopping rule (3.2.1) and the confidence region (3.2.2). We formally state and
prove this result in Theorem 3.2.1.
Theorem 3.2.1 Let X1,X2, ... be i.i.d. observations from Np(µ,Σ) where Σ = σ
2Hp×p.
We assume that σ ∈ (0,∞) is unknown but H is a known p.d. matrix. The nominal
confidence coefficient 1−α and the maximum diameter (= a constant multiple of d) of the
confidence region are fixed in advance. Let the stopping rule and the fixed size confidence
region be given by (3.2.1 ) and (3.2.2 ) respectively. Then, there exists an integer r(≥ 0),
independent of µ,σ, α, d and H, such that
Pµ,σ {µ ∈ RQ1+r} ≥ 1− α. (3.2.4)
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Proof. First, note that from Theorem 3 of Mukhopadhyay and Al-Mousawi (1986), we
can write:
Pµ,σ {µ ∈ RQ1} = Eµ,σ [F (Q1d2/σ2)] , (3.2.5)
where F is the distribution function of χ2p. Hence
Pµ,σ {µ ∈ RQ1+r} = Eµ,σ [F {(Q1 + r)d2/σ2}] . (3.2.6)
By the Taylor expansion around a(= Cd2σ−2), with a second degree remainder term,
we have:
F {(Q1 + r)d2/σ2}
= F (a) +
d2
σ2
(Q1 + r − C) f(a) + ad
2
2σ2
(
Q1 + r − C
C1/2
)2
f
′
(W ),
(3.2.7)
where we denote f(x) =
(
Γ(p/2)2p/2
)−1
xp/2−1e−x/2 and W is a random variable that lies
between (Q1 + r)d
2/σ2 and a.
Note that
f
′
(x) =
(
Γ(p/2)2p/2+1
)−1
xp/2−2e−x/2(p− 2− x), x > 0,
is minimized when x = x∗ = p− 2 + 21/2(p− 2)1/2. Then, from (3.2.6) and (3.2.7), with
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arbitrary θ, 0 < θ < 1, we can write:
Pµ,σ {µ ∈ RQ1+r}
≥ Eµ,σ [F {(Q1 + r)d2/σ2} IQ1+r≥θC ]
≥ F (a)Eµ,σ (IQ1+r≥θC) + d
2
σ2
f(a)Eµ,σ [(Q1 + r − C) IQ1+r≥θC ]
+ ad
2
2σ2
f
′
(x∗)Eµ,σ
[(
Q1+r−C
C1/2
)2
IQ1+r≥θC
]
= F (a) + d
2
σ2
f(a)Eµ,σ (Q1 + r − C) + ad22σ2f
′
(x∗)Eµ,σ
(
Q1+r−C
C1/2
)2
−F (a)Pµ,σ (Q1 + r ≤ θC)− d2σ2f(a)Eµ,σ [(Q1 + r − C) IQ1+r≤θC ]
− ad2
2σ2
f
′
(x∗)Eµ,σ
[(
Q1+r−C
C1/2
)2
IQ1+r≤θC
]
≥ F (a) + d2
σ2
f(a)Eµ,σ (Q1 + r − C) + ad22σ2 f
′
(x∗)Eµ,σ
(
Q1+r−C
C1/2
)2
+
[
−F (a) + af(a)(1− θ)− a2
2
f
′
(x∗)(1− θ)2
]
Pµ,σ (Q1 + r ≤ θC) .
(3.2.8)
For small θ > 0, the coefficient of Pµ,σ (Q1 + r ≤ θC) in (3.2.8) is positive. Hence, we
have:
Pµ,σ {µ ∈ RQ1+r} − F (a)
≥ aC−1f(a) {r + Eµ,σ(Q1 − C)}
+ ad
2
2σ2
C−1f
′
(x∗) {r2 + 2rEµ,σ(Q1 − C) + Eµ,σ(Q1 − C)2}
= O(C−2)r2 + [aC−1f(a) +O(C−2)] r +O(C−1)
= [aC−1f(a) +O(C−2)] [O(C−1)r2 + r +O(1)] .
(3.2.9)
Our arguments leading up to (3.2.9) require that we must have Eµ,σ [Q1 − C] and
Eµ,σ [(Q1 − C)2] to be of orders of O(1) and O(C) respectively. These may be easily
verified by updating the steps given by Simons (1968) or Ghosh et al. (1976). It is clear
that for some large C (say, C ≥ Co), a large r can be found such that the last expression
in (3.2.9) is non-negative. Also, from (3.2.6), it is very clear that when C < C0 for
some large r, Pµ,σ {µ ∈ RQ1+r} ≥ F (a). Hence, there exists some r(> 0) such that
Pµ,σ {µ ∈ RQ1+r} − F (a) is nonnegative for all C. Thus the proof of Theorem 3.2.1 is
complete. 
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Remark 3.2.1We note that Srivastava and Bhargava (1979) have shown a similar result
in the context of Np(µ,Σ) with Σ p.d. and unknown. Some may feel tempted to argue
that our Theorem 3.2.1 follows from that result. But, that is clearly not the case.
3.3 Multiple Crossing Stopping Methodology
The basic idea behind multiple crossing has already been discussed in Section 2.2.
The stopping rule (3.2.1) dictates that the sampling must be terminated once the sample
size q1 crosses a random quantity, more specifically, aS
2
q1
/d2. Under multiple crossing
stopping rules, we allow sampling to continue even though q1 has crossed the boundary.
In the process, the sample size may cross the corresponding boundaries multiple times.
Hence, we call them multiple crossing stopping rules.
In order to define multiple crossing stopping rules formally, we slightly modify the
standard notation from Sections 3.1 and 3.2. Let us pretend that we have k(≥ 2), fixed,
independent groups of observations whereas the ith group consists of i.i.d. observations
Xi1, ...,Xiqi from a Np(µ, σ
2H) population, i = 1, ..., k. Then, we will denote:
Total Sample Size: q(k) = Σ
k
i=1qi,q = (q1, ..., qk);
Sample Mean: Xq,k = q
−1
(k)Σ
k
i=1Σ
qi
j=1Xij ;
Sample Variance: S2q,k = (pq(k) − p)−1Σki=1Σqij=1(Xij −Xq,k)
′×
H−1(Xij −Xq,k);
Conf. Region: Rq,k =
{
ωp×1 ∈ Rp : (Xq,k −ω)
′
H−1(Xq,k −ω) ≤ d2
}
.
(3.3.1)
Now, let us go back and assume that sampling was carried out according to (3.2.1) and
we have observedQ1 = q1 andX11, ...,X1q1 . However, instead of terminating the sampling
process at this point, we take additional observations one at-a-time until it crosses the
corresponding boundary a second time. The number of additional observations needed
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beyond Q1 up until the second crossing is denoted by Q2, and is defined by (3.3.2):
Q2 = inf
{
q2(≥ 1) : q(2)(= Σ2i=1qi) ≥ aS2q,2/d2
}
. (3.3.2)
At this juncture, we have recorded data Qi,Xi1, ...,XiQi, i = 1, 2. The corresponding
fixed-size confidence region for µ is defined by (3.3.3):
RQ,2 =
{
ωp×1 ∈ Rp : (XQ,2 −ω)
′
H−1(XQ,2 −ω) ≤ d2
}
. (3.3.3)
The total number of crossings is denoted by k. If we decide to terminate sampling at this
point, then our results would correspond to k = 2 with Q = (Q1, Q2).
3.3.1 Beyond Second Crossing
It is possible to continue sampling, one observation at-a-time beyond second crossing.
Suppose that we have crossed the intended boundary k− 1 times in succession. That is,
by this time, we have already gathered data Qi = qi,Xi1, ...,Xiqi where i = 1, ..., k − 1.
Next, we may define a stopping variable associated with crossing the boundary for the
kth time as follows:
Qk = inf
{
qk(≥ 1) : q(k)(= Σki=1qi) ≥ aS2q,k/d2
}
. (3.3.4)
Finally, based on the combined set of gathered data Qi,Xi1, ...,XiQi, i = 1, ..., k after all
k crossings, our proposed fixed-size confidence region for µ will be constructed as:
RQ,k =
{
ωp×1 ∈ Rp : (XQ,k − ω)
′
H−1(XQ,k −ω) ≤ d2
}
, (3.3.5)
with Q = (Q1, ..., Qk), k ≥ 2.
Theorem 3.3.1 states some of the key properties of the multiple crossing stopping rule
(3.3.4) and the associated confidence region (3.3.5).
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Theorem 3.3.1 Let Q = (Q1, ..., Qk), Q(k) ≡ Q(k)(d), and RQ,k be defined as in (3.3.4)
and (3.3.5). Then, we have:
(i) limd→0Q(k)/C = 1 a.s.;
(ii) limd→0Eµ,σ
(
Q(k)/C
)
= 1;
(iii) limd→0 Pµ,σ {µ ∈ RQ,k} = 1− α;
(3.3.6)
with a ≡ ap,α such that P (χ2p ≤ a) = 1− α and C = aσ2d−2.
Hence, the multiple crossing stopping procedure (3.3.4)-(3.3.5) is asymptotically first-
order efficient as well as asymptotically consistent.
In order to prove Theorem 3.3.1 we begin with two lemmas. Lemma 3.3.1 is needed
in the proof of Lemma 3.3.2.
Lemma 3.3.1 In general, let Q(k) ≡ Q(k)(d) stand for the total sample size associated
with a stopping variable (3.3.4 ). Then, limQ(k)(d) =∞ a.s. as d ↓ 0.
Proof. First, we focus on (3.2.1). It is sufficient to prove that for any fixed integer
m∗(> n0), we have:
Pµ,Σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}→ 0 as d′ → 0. (3.3.7)
Obviously, Q1(d1) ≥ Q1(d2) a.s. whenever 0 < d1 ≤ d2. Thus, we can express:
Pµ,Σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}
= Pµ,Σ
{
Q1(d
′
) ≤ m∗}
≤ Pµ,Σ
{
n ≥ aS2n/d′2 for some n, n0 ≤ n ≤ m∗
}
= Pµ,Σ
{
n(n− 1)p ≥ a∑ni=1 (Xi −Xn)′H−1 (Xi −Xn) /d′2
for some n, n0 ≤ n ≤ m∗
}
≤ Pµ,Σ
{
d
′2m∗(m∗ − 1)p ≥ a∑n0i=1 (Xi −Xn0)′H−1 (Xi −Xn0)}
= Pµ,Σ
{
χ2pn0−p ≤ m∗(m∗ − 1)pd
′2/aσ2
}
.
(3.3.8)
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The last expression in (3.3.8)→ 0 as d′ → 0. Now, then, (3.3.7) obviously follows. Next,
if we consider (3.3.4) with k(≥ 2), we clearly have Q(k)(d) > Q1(d) a.s., and hence the
proof is complete. 
Lemma 3.3.2 In general, Q(k) ≡ Q(k)(d) stands for the total sample size associated with
a stopping variable (3.3.4). Then, S2Q(k)/σ
2 → 1 a.s. as d→ 0.
Proof. For simplicity we first focus on (3.2.1). Given arbitrary η > 0, ε > 0, we can find
a positive integer m0 such that
Pµ,Σ
{
supn≥m |σ−2S2n − 1| ≥ ε
}
< η for all m ≥ m0. (3.3.9)
Next, using Lemma 3.3.1, we can write that given arbitrary η > 0 and m0 (a positive
integer), there exists d0(> 0) such that
Pµ,Σ
{
inf0<d≤d′ Q1(d) ≤ m0
}
< η for 0 < d
′
< d0. (3.3.10)
Thus, for arbitrarily fixed ε > 0, η > 0, we may combine (3.3.9) and (3.3.10) to
express:
Pµ,Σ
{
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
}
= Pµ,Σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) ≤ m0
}
+Pµ,Σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) > m0
}
≤ Pµ,Σ
{
inf
0<d≤d′
Q1(d) ≤ m0
}
+ P
{
sup
n≥m
∣∣∣S2nσ2 − 1∣∣∣ ≥ ε}
≤ 2η,
(3.3.11)
for all m ≥ m0. From (3.3.11), Lemma 3.3.2 follows. 
Proof of Theorem 3.3.1
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Along the lines of Simons (1968), we may define a reverse stopping variable M corre-
sponding to (3.2.1):
M ≡M(d) =

last index m for which m < aS2m/d
2 if such m exists
n0 − 1 if n ≥ aS2n/d2 for all n ≥ n0
∞ if n < aS2n/d2 infinitely often.
Now, by the fact that M + 1 ≥ Q1 a.s. and in view of Lemma 3.3.1, we claim:
limM =∞ a.s. as d→ 0. (3.3.12)
From Lemma 3.3.2, we have:
S2M/σ
2 → 1 a.s. as d→ 0. (3.3.13)
Next, we may utilize the following basic inequality relevant for Q(k) ≡ Q(k)(d), the
total sample size associated with (3.3.4):
aS2Q,k/d
2 ≤ Q(k) ≤M + k a.s. which implies
S2Q,k/σ
2 ≤ Q(k)/C ≤ S2Mσ−2 + kC−1 a.s.
(3.3.14)
Then, Lemma 3.3.2, and (3.3.13) implies that:
limQ(k)/C = 1 a.s as d→ 0, (3.3.15)
which is part (i).
Now, we turn to part (ii). Combining Fatou’s lemma and (3.3.15), we claim:
lim inf
d→0
Eµ,σ
(
Q(k)/C
) ≥ Eµ,σ (lim inf
d→0
Q(k)/C
)
= 1. (3.3.16)
Next, letW = supn≥2 n
−1∑n
i=1 (Xi − µ)
′
H−1 (Xi − µ) . Then, we may appeal toWiener’s
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(1939) dominated ergodic theorem to conclude that Eµ,σ (W
τ ) < ∞ for all fixed τ ≥ 2.
Hence, for sufficiently small d > 0, the right-hand side of (3.3.14) may be written as:
Q(k)/C ≤ S2Mσ−2 + k ≤ 2pWσ−2 + k a.s., (3.3.17)
which shows that Q(k)/C is uniformly integrable.
Combining (3.3.17) with (3.3.15), we immediately obtain the following result:
lim sup
d→0
Eµ,σ
(
Q(k)/C
) ≤ 1. (3.3.18)
Combining (3.3.16) and (3.3.18), we have part (ii).
Next, we turn to part (iii). Let F (·) be the cumulative distribution function of a χ2p
random variable. Then, we observe:
Pµ,Σ {µ ∈ RQ,k} = Eµ,Σ
[
F
(
Q(k)d
2σ−2
)]
= Eµ,σ
[
F
(
Q(k)C
−1a
)]
. (3.3.19)
Hence, a simple application of Lebesgue dominated convergence theorem combined with
part (ii) leads to part (iii). 
We have seen in Theorem 3.2.1 that there exists r(≥ 0) such that r additional obser-
vations beyond Q1 should deliver the exact-consistency property. However, as we have
pointed out earlier, the magnitude of r remains unknown. However, the multiple cross-
ing stopping procedure (3.3.4)-(3.3.5) can achieve the required coverage probability 1−α
with high efficiency under some appropriate choice of k. In the sequel, we have illustrated
this with the help of large-scale simulation exercises. We have proposed some practical
guidelines for the choice of k. Some key findings from these simulations are highlighted
in Section 3.3.2.
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3.3.2 Coverage Probabilities and Suggested Guidelines for k
We generated observations from p-dimensional pseudo normal distributions with mean
µ = 1p and a variance-covariance matrix Σ =4Ip×p so that σ2 = 4. We have considered
p = 2, 5 and 10 in these simulations. The initial sample size, that is, the pilot size, is
set at n0 = 5 and 10. However, the findings presented in Tables 3.3.1, 3.3.2 and 3.3.3
pertain to n0 = 5 due to the fact that the key features that are emphasized tend not to
differ significantly when the initial sample size was 10.
The target confidence coefficient 1−α was set at 0.99, 0.95, 0.90. It is clear that fixing
a magnitude for C, the optimal fixed sample size had σ been known, is equivalent to
fixing a specific value for d due to the explicit relationship C = aσ2/d2. Hence, we let C
vary through 25(25)100(50)200(100)1000, that is, indirectly select a decreasing sequence
of values for d.
We began by simulating the stopping rule (3.3.4). We let k = 1, ..., 5, that is we
investigated performances of the proposed methodology up to a fifth crossing. The basic
steps in our simulations are laid out as follows:
1. First, n0 = 5 pilot observations were generated from Np(µ, 4I).
2. With each additional observation generated one by one, as needed, we sequentially
checked against the stopping rule (3.2.1). This data generating process terminated at the
point where the sample satisfied (3.2.1), that is corresponding to k = 1. At this instance,
we recorded the observed sample size Q1 = q11 and the observed sample mean x
(1)
q,1.
3. After the first crossing, we generated one new observation and checked against the
stopping rule (3.3.2). This was supplemented by generating new observations, recorded
one at-a-time as needed according to the termination rule (3.3.4). At each subsequent
crossing, namely k = 2, 3, 4, 5, we recorded the observed sample size Qk = qk1 as well as
the observed sample mean x
(1)
q,k.
4. Then, we constructed the fixed-size confidence region for the mean vector, namely,
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R(1)q,k =
{
ωp×1 ∈ Rp : (x(1)q,k − ω)
′
H−1(x(1)q,k −ω) ≤ d2
}
successively with k = 1, ..., 5. Finally, we recorded the observed value pk1 = 1(or 0) if
µ(= 1p) ∈ (or /∈) to the region R(1)q,k.
5. The steps 1-4 were then repeated R(= 10, 000) times giving rise to the observed
entities qki, x
(i)
q,k,R(i)q,k, pki where i = 1, ..., R and k = 1, ..., 5.
Even though we ran simulations with the stated fixed values n0 and α, we report tables
corresponding to only n0 = 5 and α = 0.05. Also, in these tables, we emphasize results
corresponding C = 25, 50, 100, 200, 500, 700, 1000 for brevity. We express the relevant
simulated estimates as follows:
q(k) = R
−1ΣRi=1Σ
k
j=1qji;
s2q(k) = (R
2 − R)−1ΣRi=1(Σkj=1qji − q(k))2;
pk = R
−1ΣRi=1pki;
s2pk = R
−1pk(1− pk), k = 1, ..., 5; and
95% CL Cov: L(or U) = pk − (or +)1.96spk .
(3.3.20)
Table 3.3.1 compares and contrasts performances of the multiple crossing stopping
rule (3.3.4) to the original sequential stopping rule (3.2.1). The results in Table 3.3.1
pertains to a bivariate normal population (that is, p = 2) and α was set 0.05.
First, we may note that pk is an estimate of the coverage probability at the k
th
crossing. When k = 1, that is if sampling was terminated according to the stopping rule
(3.2.1), p1 fell well under the required coverage probability of 0.95. This is clearly visible
for smaller values of C such as 25, 50, 100.
However, this is expected since the stopping rule (3.2.1) does not provide exact con-
sistency. When sampling is extended until the second crossing (k = 2) according to the
stopping rule (3.3.2), we see an increment in the coverage probabilities which is esti-
mated by p2. Nevertheless, this increment appears to be not large enough to claim the
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attainment of the required coverage probability of 0.95. Since the multiple crossing pro-
cedure (3.3.4) is easily extended to subsequent crossings, we may compare p3, p4, p5, the
estimates of coverage probabilities corresponding to the third, fourth and fifth crossings,
with the required coverage probability of 0.95.
Columns 7 and 8 in Table 3.3.1 provide a 95% confidence interval for the coverage
probability associated with (3.3.4)-(3.3.5). We have observed that the target coverage
probability of 0.95 can be safely claimed by letting k = 4 in (3.3.4). But, it is also
important to notice that none of the pk values exceed the target coverage probability of
0.95 by a large margin.
This is a much desired characteristic of the multiple crossing procedures. After all, one
does not want to over achieve the required coverage probability as a result of oversampling
too much. The efficiency at which the multiple crossing procedure (3.3.4)-(3.3.5) achieves
the target coverage probability is further illustrated by q(k) in Table 3.3.1. Note that q(k)
is an estimate of E[Q(k)]. Even after four crossings q(4) remains in the close proximity of
C, the optimal fixed sample size.
The entries in Tables 3.3.2 and 3.3.3 are similar to Table 3.3.1 apart from the fact
that they correspond to 5-dimensional and 10-dimensional populations respectively. We
can clearly see the features noted with respect to the coverage probability in Table 3.3.1
hold in Tables 3.3.2 and 3.3.3 too. More specifically, the estimated coverage probabilities
pk came closer to the target of 0.95 as k increased. However, in the case of p = 5, 10, we
may not need to go up all the way to the fourth crossing (k = 4) as we did when p = 2.
In fact k = 3 appears to be sufficient to claim the target coverage probability of 0.95.
Once again by glancing at q(k) values, one can ascertain the efficiency of the multiple
crossing methodology. We note that q(k) is close to C across all values of C in Tables
3.3.1-3.3.3.
Figure 3.3.1a illustrates the performances of the stopping rule (3.3.4)-(3.3.5) corre-
sponding to C running through 25(25)100(50)200(100)1000 and the coverage probability
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0.99. The vertical lines in Figure 3.3.1a correspond to 95% confidence intervals for the
coverage probabilities associated with the stopping rule (3.3.4)-(3.3.5) when k = 3 and
p = 5. The square markers represent the target coverage probability of 0.99. Nearly all
such confidence intervals contain 0.99. Figures 3.3.1b-3.3.1c are similar to Figure 3.3.11a
except that we have considered α = 0.05 in Figure 3.3.1b and α = 0.10 in Figure 3.3.1c.
Finally, we may mention that we have observed results similar to those in Figure 3.3.1
when p = 2, k = 4 and p = 10, k = 2.
We reiterate that the empirical features exhibited in Tables 3.3.1-3.3.3 and Figure
3.3.1 are not limited to those values of α or C that are shown. In fact we have observed
comparable empirical features across the board.
3.3.3 Analysis of the Number of Additional Observations Beyond (3.2.1)
The gain in the achieved coverage probability that we have noted in Section 3.3.2
was clearly due to multiple crossing idea. We required continuous sampling beyond the
traditional purely sequential stopping rule (3.2.1). However, if the number of additional
observations needed beyond the first crossing is considerably high, the proposed multiple
crossing stopping rule (3.3.4) may not be an attractive option. Hence, we proceed to
investigate the distribution of Qk from (3.3.4), the number of additional observations
needed for the kth crossing beyond the (k − 1)th crossing.
Our q(k) values in Tables 3.3.1-3.3.3 indicate that the number of all additional obser-
vations beyond the 1st crossing may not be excessive. Table 3.3.4 provides the empirical
distribution of Qk for k = 2, 3, 4, 5. The entries in Table 3.3.4 were obtained from sim-
ulations when p = 5 and α = 0.05. In Table 3.3.4, for instance, when C = 25, our Q2
was 1 with frequency 9602 times out of 10, 000 simulations. That is, the 2nd crossing had
occurred after recording merely 1 additional observation beyond the 1st crossing 9602
times out of 10, 000 simulations. Similarly, Q2 was 2 with frequency 266 times out of
10, 000 simulations. That is, the 2nd crossing had occurred after recording merely 2 ad-
ditional observations beyond the 1st crossing 266 times out of 10, 000 simulations. The
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last column in Table 3.3.4, for example, when C = 25 and k = 2 shows the maximum
number of additional observations needed beyond the 1st crossing to the second crossing
was 15 out of 10, 000 simulations.
We note an interesting feature: When k becomes larger, the additional number of
observations needed for the subsequent crossing become successively smaller. This is
clear from Table 3.3.4 when we take a look at Q5 for C = 25 which was 1 with frequency
9988 times out of the 10, 000 simulations. An important implication is that when the
sampling process moves ahead to latter crossings, the likelihood of quicker termination
increases drastically, which is a highly desirable feature because it contributes to lowering
the right-skewness in the distribution of Q5.
Table 3.3.5 presents entities similar to those in Table 3.3.4, however, Table 3.3.5 now
corresponds to p = 2. The value of α = 0.05 is kept unchanged. We have observed that
the empirical distribution of Qk (k = 2, 3, 4, 5) does not change much for other α’s. Hence
the features we highlight remain valid regardless of α.
From Table 3.3.5 one may notice that even though the number of additional observa-
tions needed for higher levels of crossing is fairly within reason, that number tends to be
higher compared to that when we had p = 5 (Table 3.3.4). This phenomenon was also
discussed in Section 2.3 when p = 1, for which we proposed a truncation method. Hence,
we move ahead by proposing a similar truncation method on the stopping rule (3.3.4)
which essentially terminates further sampling when the number of additional observations
exceed a certain acceptable level.
3.3.4 Multiple Crossing with Truncation
The objective of truncation is simply to curb the right-hand tail of the distribution
of Qi (i = 2, ..., k) while preserving the gain derived in terms of pushing the increased
coverage probability closer to the target 1− α. The main characteristic of our proposed
truncation rule is that we would not let Σki=2Qi go beyond Q
γ
1 with Q1 from (3.2.1)
and 0 < γ < 1, a predefined fixed constant. In other words, we demand that Σki=2Qi
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stays rather “small” compared with Q1. After all, as illustrated in Mukhopadhyay and
Al-Mousawi (1986), Q1 is already very close to C, even in the sense of second-order
efficiency property (Ghosh and Mukhopadhyay, 1981).
This is how we may explain the role of 0 < γ < 1: In the worst possible scenario,
when Qγ1 observations are added to previously recorded Q1 observations sequentially, the
total number of observations, namely Q1+Q
γ
1 , would obviously exceed Q1. However, the
maximum total number of observationsQ1+Q
γ
1 would not ideally exceedQ1 substantially
in the senses that (Q1 +Q
γ
1) /C → 1 a.s. and Eµ,σ [(Q1 +Qγ1) /C]→ 1 as d → 0. After
all, Qγ1 stays “small” relative to C when 0 < γ < 1.
Let Q1 be defined by (3.2.1) and Qi (i = 2, ..., k) be defined by (3.3.4). Let u denote
the largest integer < u. Now, we formally define the truncated stopping rules:
QT2 = min {Q2, Qγ1} , (3.3.21)
QTi =
 0 if Σ
i−1
j=2Q
T
j = Qγ1
min
{
Qi, Qγ1 − Σi−1j=2QTj
}
if Σi−1j=2Q
T
j < Qγ1 ,
(3.3.22)
with i = 3, 4, ..., k as needed.
It should be observed from (3.3.21)-(3.3.22) that there is no guarantee that the sam-
pling process will reach a predefined kth, k ≥ 2, crossing as it did in (3.3.4). If sampling
was done according to the truncated stopping rules (3.3.21)-(3.3.22) with a predeter-
mined k, the only guarantee is that the number of crossings before termination is at least
1 and at most k. This is due to the fact that termination of the stopping rule would be
triggered by either one of the following two events, whichever one occurs first:
• attaining the pre-defined maximum number of boundary crossings (= k);
• or attaining the maximum number of additional observations allowable
beyond Q1 (namely, [Q
γ
1 ]) .
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3.3.5 Simulations on Truncated Multiple Crossing Methodology
The results in this section pertain to simulations on the stopping rule (3.3.21)-(3.3.22)
when p = 2 and α = 0.05.We fixed k = 5 since in Section 3.3.2 (Table 3.3.1) we saw that
the open-ended multiple crossing methodology (3.3.4) comfortably achieving the target
coverage probability 0.95 at k = 5 when p = 2. The basic steps in these simulations closely
follow the steps laid out in Section 3.3.2. However, we have to modify the notation slightly
with appropriately using a superscript T in order to remind ourselves of the truncation
in place.
1. We fixed γ = 0.5, 0.8. Then, 5 pilot observations were generated from N2(12, 4I).
2. With each additional observation generated from the same population one by
one as needed, we sequentially checked against the stopping rule (3.2.1). This data
generating process terminated at the point where the sample satisfied (3.2.1) first time.
At this instance we recorded Q1 = q11. We denote q
T
11 ≡ q11.
3. After the first crossing, we generated one new observation and we checked against
the stopping rules (3.3.4) and (3.3.21) simultaneously. This is supplemented by gener-
ating additional new observations as needed, recorded one at-a-time according to the
stopping rules (3.3.4) and (3.3.21). Once we established QT2 = q
T
21, we continued gener-
ating new observations while checking against the termination rules (3.3.4) and (3.3.22).
We proceeded until QT3 = q
T
31, Q
T
4 = q
T
41, Q
T
5 = q
T
51 are established Then, we recorded the
total sample size Σ5j=1q
T
j1 as well as the observed sample mean x
(1),T
q,5 .
4. Then, the fixed-size confidence region for µ, namely,
R(1),Tq,k =
{
ω2×1 ∈ R2 : (x(1),Tq,k −ω)
′
H−1(x(1),Tq,k −ω) ≤ d2
}
was obtained. Finally, we recorded pT51 = 1(0) if µ ≡ 12 ∈ (/∈) to the region R(1),Tq,k .
5. The steps 1-4 were then repeated, in that order, R(= 10, 000) times giving rise to
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the observed values qT1i, q
T
5i,x
(i),T
q,5 ,and p
T
5i, i = 1, ..., R.
Accordingly we let:
qT(k) = R
−1ΣRi=1Σ
k
j=1q
T
ji;
sTq(k) =
√
(R2 − R)−1ΣRi=1(Σkj=1qTji − qT(k))2;
pTk = R
−1ΣRi=1p
T
ki;
sTpk =
√
R−1pTk (1− pTk ); and
95% CL Cov: L(or U) = pTk − (or +)1.96sTpk .
(3.3.23)
Once again, we notice that, qT(1) and q
T
(5) would estimate Eµ,σ(Q1) and Eµ,σ(Q1 +
QT2 +Q
T
3 +Q
T
4 +Q
T
5 ) respectively with estimated standard errors s
T
q(1)
, sTq(5). Analogously,
pT5 would estimate Pµ,σ
{
µ ∈ RTQ,5
}
with estimated standard error sTp5 . As before, L(
or U) is the lower (or upper) approximate 95% confidence limit for the target coverage
probability.
Table 3.3.6 provides an illustration on the performances of the truncated stopping
rule (3.3.21)-(3.3.22) when p = 2 and α = 0.05 with k = 5. It can be seen that regardless
of the choice of γ, our 95% confidence intervals for the target coverage probability tend to
cover 0.95. Hence, the main objective of the multiple crossing methodology is preserved
despite truncation.
However, the prime motivation for truncation was to curb right-hand tail of Qi (i =
2, ..., k) distribution. Table 3.3.7 provides the empirical frequency distribution of QT(5)(=∑5
i=2Q
T
i ), the total number of additional observations beyond the first crossing up to
the termination for either choice of γ. It may be noted from Table 3.3.7 that the total
number of additional observations beyond 1st crossing hardly ever exceeded 10. Hence,
this modification provides practical assurance against excessive oversampling beyond 1st
crossing.
Again, even though we show these results with α = 0.05 only, we observed similar
results when α = 0.01, 0.10. Further, we recommend a conservative choice of γ = 0.8
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even though we have noted from Table 3.3.6 that γ = 0.5 works nearly as well. Finally,
we should add that the truncation may be incorporated when p is fairly small, such as
1, 2, or 3. One may recall from Table 3.3.4 that when p = 5, the right skewness in the
distribution of the total sample size happened to be a non-issue. For p = 10, for instance,
Qk hung even more tightly around 1, thus eliminating the need for truncation.
3.4 Fine-Tuned Multiple Crossing Methodology
In this section, we propose a modification to the multiple crossing stopping rule
(3.3.4) which we think would enhance its practical appeal further. If the total number
of crossings required until termination by (3.3.4) can be reduced, implementation of the
multiple crossing methodology will be easier. In particular, if p is as small as 1, 2, we know
that k may be as large as 5. The insistence on continuous sampling after several successive
boundary crossings may appear logistically burdensome in some situations. Hence, our
objective is to terminate the sampling process by curtailing additional crossings beyond
1st one.
3.4.1 Sequential Stopping Rule: First Crossing
The motivation and the methodology for fine-tuning a purely sequential stopping rule
were first introduced by Mukhopadhyay and Datta (1995). They considered the class of
purely sequential stopping rules of the form of (3.4.1):
N = inf {n ≥ u0 : n ≥ h0T sn} , (3.4.1)
where h0(> 0) and s(> 0) are known and fixed. Tn is a (a.s.) positive and continuously
distributed statistic. It may be noted that many standard stopping rules such as the
ones proposed by Ray (1957), Chow and Robbins (1965), Starr (1966a,b), Ghosh et al.
(1976), Mukhopadhyay and Al-Mousawi (1986) take the form of (3.4.1).
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The infinite dimensional distributions of
{Tn : n ≥ u0} and
{
(un− um)−1
n−m∑
i=1
Wi : n ≥ u0
}
are assumed identical for some continuous, positive (a.s), independent and identically
distributed random variables W1,W2, ... . Further, m(< u0) and u are assumed to be
fixed positive integers and all positive moments of W ’s are assumed finite. Also, we
suppose that the probability density function of W1 has the form θ
−1f0(w/θ)I(w > 0)
where f0(.) depends only on u. Then, we may write uθ = E(W1) which makes Tn an
unbiased estimator of θ and let τ 2θ2 = V (W1). The quantity τ
2 will depend upon u.
When confronted with a stopping rule (3.4.1), one typically investigates the behavior
of Eθ [g(N/n
∗
0)] asymptotically as h0 →∞. Under appropriate conditions, with n∗0 = h0θs
and some relevant function g : R+ → R+, one first verifies a first-order asymptotic result
such as:
limh0→∞Eθ [g(N/n
∗
0)] = g(1). (3.4.2)
However, using non-linear renewal theory of Woodroofe (1977,1982) and Lai and Sieg-
mund (1977, 1979), a second-order expansion of Eθ [g(N/n
∗
0)] may be obtained instead.
More details and applications are found in Mukhopadhyay (1988), Mukhopadhyay and
Solanky (1994, Chapter 2), Ghosh et al. (1997) among other sources. A second-order
expansion arising from the stopping rule (3.4.1) is often stated as:
Eθ [g(N/n
∗
0)] = g(1) + A
∗n∗
−1
0 + o(n
∗−1
0 ), (3.4.3)
with n∗0 = h0θ
s.We may add that the second-order expansion of the confidence coefficient
associated with the purely sequential stopping rule (3.2.1) has the said form. One may
look at Theorem 4, part (b) in Mukhopadhyay and Al-Mousawi (1986) for details.
An important catch is that the expansion (3.4.3) does not quite practically help in
assessing how “small” the differenceEθ [g(N/n
∗
0)]−g(1)may be since the termA∗n∗−10 cus-
81
tomarily depends upon unknown parameters. Hence, Mukhopadhyay and Datta (1995)
proposed a fine-tuned version of (3.4.1) which would have an associated second-order
expansion (3.4.4) in contrast with (3.4.3):
Eθ [g(N/n
∗
0)] = g(1) + o(n
∗−1
0 ). (3.4.4)
Such an expansion will be expected to deliver faster convergence of an entity such as
Eθ [g(N/n
∗
0)] to its limiting value g(1).
Mukhopadhyay and Datta (1995) proposed the following fine-tuned methodology:
N = inf {n ≥ u0 : n+ ε ≥ h0T sn} , (3.4.5)
where the fine-tuning factor ε(∈ R) was explicitly provided.
Mukhopadhyay and Datta (1995) first expressed the stopping rule (3.2.1) as in (3.4.1)
with
N = Q1, n = q1, h0 = ad
−2,m = 1,W1 = σ2χp, θ = σ
2,
τ 2 = 2p, s = 1 and Tn = S
2
n.
We note that the confidence coefficient associated with (3.2.1) can be written as:
Pµ,σ {µ ∈ RQ1} = Eµ,σ [F (Q1d2/σ2)] = Eµ,σ [F (aN/n∗0)]
= Eµ,σ [g(N/n
∗
0)] where g(x) = F (ax),
where F (.) is the distribution function of a χ2p random variable. Mukhopadhyay and
Datta (1995, Eq. (2.18)) gave:
ε = p−1(ν − 3− 1
2
a) + 1
2
where ν = 1
2
(p+ 2)
−∑∞n=1 n−1E {max(χ2np − 2np, 0)} . (3.4.6)
82
3.4.2 Fine-Tuned Multiple Crossing Methodology
Now, we incorporate the fine-tuning factor ε from (3.4.6) within the setup of our
multiple crossing methodology. The fine-tuned version of (3.2.1) is given by (3.4.7) which
dictates that the sampling process will initially look forward to 1st crossing according to
the stopping rule:
Q1,ε = inf
{
q1 ≥ n0 (≥ 2) : q1 + ε ≥ a2S2q1/d2
}
. (3.4.7)
After the first crossing, the general implementation of the multiple crossing methodology
described in Section 3.3 remains unchanged. However, for the subsequent crossing after
k − 1 crossings, with Qi,ε = qi, i = 1, ..., k − 1 already observed, we go by the following
fine-tuned stopping rule (3.4.8):
Qk,ε = inf
{
qk ≥ 1 : q(= Σki=1qi) + ε ≥ a2S2q,k/d2
}
, k ≥ 2. (3.4.8)
Finally, based on the combined set of gathered data Qi,ε,Xi1, ...,XiQi,ε, i = 1, ..., k
from all k crossings, our proposed fixed-size confidence region for µ is constructed as:
RQε,k =
{
ωp×1 ∈ Rp : (XQε,k −ω)
′
H−1(XQε,k −ω) ≤ d2
}
. (3.4.9)
In the next Section 3.4.3, we provide the findings from our simulation exercises carried
out to evaluate performances of the fine-tuned multiple crossing methodology (3.4.8)-
(3.4.9). As it was mentioned at the very beginning, via fine-tuning we expect to see the
desired target coverage probability with a lower k compared to what we saw under the
original multiple crossing methodology (3.3.4).
3.4.3 Coverage Probabilities and Suggestions for k
Again the observations are generated from a p-dimensional pseudo normal distribution
with mean µ = 1p and variance-covariance matrix Σ =4Ip×p. We have considered p =
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1, 2, 5, 10 for simulations. The initial sample size is set at n0 = 7 which allows the second-
order expansions in (3.4.3)-(3.4.4) valid when p = 1, but let n0 = 5 when p = 2, 5, 10.
The confidence coefficient 1− α is set at 0.99, 0.95, and 0.90, as in previous simulations.
The basic steps in these simulations are exactly the same as those explained in Section
3.3.2. The only difference being that we have now used fine-tuned stopping rules (3.4.7)
and (3.4.8) instead of (3.2.1) and (3.3.4). We let k = 1, ..., 5, that is, we again check out
the performances by including up to 5th crossing.
Table 3.4.1 summarizes the results when p = 1 and α = 0.05. Equation (3.4.6) gave
ε = −3.6035. The 95% confidence interval for the coverage probability of the fine-tuned
multiple crossing procedure is given in the last two columns. We might be tempted to
claim that k = 2 is sufficient since all confidence intervals include 0.95 by 2nd. We may
recall that Mukhopadhyay and Muthu Poruthotage (2013) had to go up to 5th crossing
to make a similar claim when p = 1. Hence, the fine-tuned adjustment seems to reduce
k effectively which is the main motivation laid out in the beginning of this section.
Tables 3.4.2, 3.4.3 and 3.4.4 provide entities similar to those found in Table 3.4.1
when p = 2, 5 and 10 respectively. The corresponding ε values obtained from (3.4.6)
turned out to be −1.7528,−0.5575,−0.1249. We would suggest k = 2 for all p when the
fine-tuned adjustment is incorporated. One will recall from Section 3.3.2 that prior to
the fine-tuning, we had suggested k = 4 when p = 2 and k = 3 when p = 5.
Finally, it should be noted that foregoing observations that we laid out in the context
of fine-tuned multiple crossing methodologies remain valid for a range of values of α
including 0.01, 0.05, and 0.10.We had also carried out simulations across a wider range of
values of C than those that one finds in our tables. We have also summarized comparable
sentiments in Figures 3.4.1 and 3.4.2 which were derived from simulations when p = 1
and p = 5.
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3.5 Real Data Illustrations
In this section we illustrate implementation and usefulness of the multiple crossing
methodology (3.3.4)-(3.3.5) with some real data. First, we highlight how sequential sam-
pling along with multiple crossing technique can be effective in software benchmarking.
The phrase “benchmarking” is commonly used when several competing computer soft-
ware (or hardware) are compared against each other. Typically, one identical task is
assigned to each competing system while controlling all extraneous factors. This exper-
iment is repeated a number of times and the processing time is recorded under each
system. In this illustration (Section 3.5.1), we had ourselves collected required data
sequentially according to the multiple crossing stopping rule (3.3.4). The full data set
collected is shown in Table 3.5.1.
The second illustration is based on a classic data set, commonly goes by the name Iris
data, from Fisher’s (1936) measurements of type, petal width (PW), petal length (PL),
sepal width (SW), and sepal length (SL) for 150 irises. The lengths were measured in
centimeters. Type 0 is Setosa; type 1 is Virginica; and type 2 is Versicolor. The full Iris
data set may be found easily from http://www.math.uah.edu/stat/data/Fisher.html.
3.5.1. Software Benchmarking
In customary benchmarking exercises, the precision of estimates are critical due to
enormous financial implications. In addition, the real time taken to carry out the ex-
periment is an important consideration. Hence, sequential sampling designs can be very
effectively implemented.
We set out to compare three previous releases, namely R 2.7.0, R 2.11.1 and R 2.15.1,
of statistical software R. In order to compare these releases, we executed the following
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simple computational task.
# The task is defined by the function convolution(a,b)
convolusion.R < −function(a, b){
z < −rep(0, length(a) ∗ length(b))
for(iin1 : length(a)){
for(jin1 : length(b)){
z[(i− 1) ∗ length(b) + j] < −a[i] ∗ b[j]
}}}
# The system time to complete the task is given by
time.run[i] < −system.time(convolusion.R(rnorm(1000), rnorm(1000)))
Then the system time (measured in seconds) required to complete the task was
recorded sequentially. Whenever we required a new observation, we would execute the
program from all three releases and recorded the respective system times. At the bottom
of Table 3.5.1, we have briefly provided results from a number of customary univariate
tests of normality on each series because any one series is independent of the other two
series. The P-values did not raise any serious doubt regarding normality assumption.
Our objective was limited to illustrative purposes only, and hence we had deliberately
avoided comparing all sorts of possible statistical software from different vendors. Yet
one is expected to get the flavor of how useful our proposed methodology can be when
it comes to comparing different computer systems.
Let us model the data by the simple one factor ANOVA model (3.5.1).
Y(i)j = θi + εij where i = 2.7.0, 2.11.1, 2.15.1 and
εij’s are independently distributed as N(0, σ
2).
(3.5.1)
Let X(2.11.1)j = Y(2.11.1)j − Y(2.7.0)j , and X(2.15.1)j = Y(2.15.1)j − Y(2.7.0)j . In other words, we
are comparing both software R 2.11.1 and R 2.15.1 with that of the software R 2.7.0.
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It is clear that:
(
X(2.11.1)j , X(2.15.1)j
)
had a bivariate normal distribution with mean
vector (θ2.11.1 − θ2.7.0, θ2.15.1 − θ2.7.0) and a variance covariance matrix σ2H where H
was a 2 × 2 matrix with both diagonal elements 2 and the off-diagonal elements 1.
Our objective was to construct a fixed-size confidence region for the mean vector, µ = θ2.11.1 − θ2.7.0
θ2.15.1 − θ2.7.0
. It is clear that this objective could not be achieved by a fixed-
sample-size sampling design.
In this illustration, we fixed d = 0.25 (seconds). The size (area) of the elliptic confi-
dence region is determined by d and a smaller value of d will make the confidence region
more concentrated around µ. Hence, an appropriate choice of d required careful con-
siderations. Given the magnitude of the observations and noting that we are providing
an illustration of the proposed methodology only, our choice of d(= 0.25) appears very
reasonable. However, in an experimental setting within a laboratory, one may decide to
fix a smaller value d. The confidence coefficient was fixed at customary 0.95. The basic
steps of the implementation were as follows:
1. Initially 10(= n0) observations , Y(2.7.0)j , Y(2.11.1)j , Y(2.15.1)j , where j = 1, ..., 10 were
collected.
2. Xj =
 X(2.11.1)j
X(2.15.1)j
 were calculated for each j = 1, 2..., n, where n corresponds to
the total sample size at hand.
3. Then, Xn = n
−1∑n
j=1Xj and S
2
n = (2n−2)−1
∑n
j=1(Xj−Xn)
′
H−1(Xj−Xn) were
calculated.
4. Next, the corresponding boundary aS2nd
−2 was calculated and noted whether the
boundary was crossed.
5. With each additional observation, collected in accordance with the stopping rule
(3.3.4), steps 2-4 were repeated in that order.
Table 3.5.2 provides some of the key results related to the current implementation
with k = 4. Since the initial boundary value (= 62.33) is larger than the pilot sample
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size 10, observations are recorded sequentially one at-a-time, while continually checking
with the corresponding updated boundary. The 1st boundary crossing occurred with
49 observations. That is, we had Q1 = 49 as per the stopping rule (3.2.1). Then, the
updated boundary was respectively crossed three successive times with just one additional
observation each. Hence, we had Q2 = Q3 = Q4 = 1. The sampling is terminated right
after the fourth crossing and the final recorded sample size was 52. Hence the total sample
size at the termination is 52 observations.
Finally, the, 95%, fixed-size ellipsoidal confidence region for the mean vector, µ = θ2.11.1 − θ2.7.0
θ2.15.1 − θ2.7.0
 , came out to be:
RQ,4 =
{
ω2×1 ∈ R2 : (u− ω)
′
H−1 (u− ω) ≤ 0.0625
}
where u
′
=(0.10,−1.86).
(3.5.2)
We have plotted the elliptic confidence region given by (3.5.2) in Figure 3.5.1. Upon
close inspection, it is clear to us that this confidence region is fairly tight. In fact the
area of this ellipse is approximately 0.34˙. In order to illustrate the merits of this proposed
methodology more, we constructed the Bonferroni-type joint rectangular confidence in-
tervals for θ2.11.1 − θ2.7.0 and θ2.15.1 − θ2.7.0 with family-wise error rate of 0.05 so that it
will be comparable to the proposed methodology.
We find that the joint 95% Bonferroni confidence intervals for θ2.11.1 − θ2.7.0 and
θ2.15.1 − θ2.7.0 turned out to be [−0.2087, 0.4079] and [−2.1687,−1.5521] respectively.
This rectangular confidence region is outlined in Figure 3.5.1 by dotted lines. The area
of this rectangular region turns out to be 0.38, a bit larger than the area of the proposed
elliptic confidence region. However, one notes that our sample size (= 52) was determined
sequentially to come up with very accurate (accuracy tied with the choice of d) estimator
of σ2. Any other arbitrarily chosen sample size could produce a Bonferroni rectangular
region with a significantly larger area.
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3.5.2 Iris Data
The data were collected from three varieties of Iris flowers, Setosa, Versicolor and
Virginica. Four measurements were taken from each flower: sepal length, sepal width,
petal length and petal width. The measurements were reported by Fisher (1936) on 50
flowers of each variety.
Let us assume that the objective is to construct a fixed-size confidence region for the
difference between the mean sepal lengths of (i) Versicolor and Setosa, and (ii) Virginica
and Setosa. Again the corresponding ANOVA model would be:
Y(i)j = θi + εij where i = Setosa, Versicolor, Virginica and
εij’s are independently distributed as N(0, σ
2).
(3.5.3)
Now let X(versicolor)j = Y(versicolor)j − Y(setosa)j and X(virginica)j = Y(virginica)j − Y(setosa)j .
It is clear that:
(
X(versicolor)j, X(virginica)j
)
has a bivariate normal distribution with mean
vector (θversicolor − θsetosa, θvirginica − θsetosa) and a variance covariance matrix σ2H where
H was a 2× 2 matrix with both diagonal elements of 2 and off-diagonal elements 1.
We fixed d = 0.2. Given the magnitude of observed data, our choice of d provides an
elliptic confidence region which is fairly tight so that it may have some practical value. In
this particular illustration, since the data were already recorded, we had to be mindful to
pick d large enough so that our sampling procedure would reasonably terminate hopefully
before exhausting the entire data set. The confidence coefficient was again set at 0.95.
We collected observations
(
X(versicolor)j, X(virginica)j
)
sequentially in accordance with
the stopping rule (3.3.4)-(3.3.5). We constructed an elliptic confidence region whose area
was determined by d and had a coverage probability of 0.95. Table 3.5.3 illustrates some
crucial results with respect to the proposed methodology, when the data were drawn from
Fisher’s (1936) original Iris data.
First 10(= n0) observations were recorded as the pilot sample. Since the boundary
value (= 71.22) exceeded 10, at successive steps more observations were recorded sequen-
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tially one at-a-time as needed, continually checking with the corresponding boundary
condition. We saw the boundary crossing for the 1st time with 45 observations. That is,
we had Q1 = 45 as per the stopping rule (3.2.1).
However, we continued with the sampling procedure until the 4th crossing (k = 4).We
did so because from Section 3 one will recall our prior discussion that exact-consistency
could be claimed reasonably accurately when k = 4. We observed Q2 = Q3 = Q4 = 1 as
per stopping rule (3.3.4). Hence we terminated the sampling process with 48 observations.
Finally, our 95%, fixed-size confidence region for µ =
 θversicolor − θsetosa
θvirginica − θsetosa
 , came
out to be:
RQ,4 =
{
ω2×1 ∈ R2 : (u− ω)′H−1(u−ω) ≤ 0.1
}
where u
′
=(0.96, 1.61).
(3.5.4)
Once again, we have shown the elliptic confidence region (3.5.4) in Figure 3.5.2. The
area of this ellipse is approximately 0.22. We also constructed Bonferroni-type joint con-
fidence intervals for θversicolor−θsetosa and θvirginica−θsetosa with family-wise error rate 0.05.
The 95% joint Bonferroni confidence intervals for θversicolor − θsetosa and θvirginica − θsetosa
turned out to be [0.7167, 0.1.2054] and [1.3646, 1.8554] respectively. This rectangular
confidence region is again outlined in Figure 3.5.2 by dotted lines. The area of this rec-
tangular region turns out to be approximately 0.24. Once again, we observe that it is
larger than the area of our proposed elliptic confidence region.
3.6 Summary of Chapter 3
We have illustrated by Theorem 3.2.1 that there exists an integer r(≥ 0) such that r
observations beyond the purely sequential stopping rule proposed by Mukhopadhyay and
Datta (3.2.1) shall ensure exact consistency. However, just as in Simons (1968) procedure,
the magnitude of r remains unknown. This provides the prime motivation for proposing
the multiple crossing methodology.
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In Section 3.3 we proved the efficiency and the asymptotic consistency of the multiple
crossing methodology. We also illustrated with some extensive simulations that the target
coverage probability can be efficiently achieved by choosing the number of crossings (= k)
appropriately. We have recommended k = 4 for p = 2, k = 3 for p = 5 and k = 2
for p = 10. The truncation technique proposed eliminates the possibility of prolonged
sampling beyond the first crossing, a situation that was rarely seen for small values of p.
In Section 3.4, the fine-tuned adjustment, first proposed by Mukhopadhyay and Datta
(1995), was applied to the multiple crossing stopping rule. This modification further
reduces the required number of crossings beyond the first crossing. Hence, it improves
up on practical implementation. We recommend k = 2 for p = 1, 2, 5, 10 when the
fine-tuned multiple crossing methodology is implemented.
Finally, the two real data examples illustrated the implementation of the proposed
methodology. In particular, the software benchmarking illustration provides a cue to the
usefulness of the procedure in situations that demand precise estimation techniques.
91
Table 3.3.1 Performances of sequential methodology (3.2.1)
with k = 1and multiple crossing methodology (3.3.4) with
k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 2
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 24.1407 0.0605 0.9228 0.0027 0.9175 0.9281
25 2 25.4854 0.0570 0.9350 0.0025 0.9301 0.9399
25 3 26.6189 0.0556 0.9459 0.0023 0.9414 0.9504
25 4 27.6796 0.0547 0.9532 0.0021 0.9490 0.9574
25 5 28.7185 0.0541 0.9586 0.0020 0.9546 0.9626
50 1 49.5546 0.0758 0.9403 0.0024 0.9356 0.9450
50 2 50.7832 0.0731 0.9469 0.0022 0.9424 0.9514
50 3 51.8644 0.0725 0.9502 0.0022 0.9458 0.9546
50 4 52.8976 0.0722 0.9537 0.0021 0.9495 0.9579
50 5 53.9204 0.0720 0.9568 0.0020 0.9527 0.9609
100 1 99.7738 0.1024 0.9464 0.0023 0.9419 0.9509
100 2 100.9323 0.1016 0.9511 0.0022 0.9468 0.9554
100 3 101.9906 0.1014 0.9520 0.0021 0.9477 0.9563
100 4 103.0203 0.1013 0.9531 0.0021 0.9489 0.9573
100 5 104.0338 0.1013 0.9550 0.0021 0.9509 0.9591
200 1 199.8101 0.1417 0.9504 0.0022 0.9461 0.9547
200 2 200.9532 0.1415 0.9512 0.0022 0.9469 0.9555
200 3 202.0133 0.1414 0.9509 0.0022 0.9466 0.9552
200 4 203.0449 0.1413 0.9525 0.0021 0.9482 0.9568
200 5 204.0598 0.1413 0.9541 0.0021 0.9499 0.9583
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Table 3.3.1 Cont. Performances of sequential methodology
(3.2.1) with k = 1 and multiple crossing methodology (3.3.4)
with k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 2
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 499.5220 0.2242 0.9501 0.0022 0.9457 0.9545
500 2 500.6731 0.2239 0.9499 0.0022 0.9455 0.9543
500 3 501.7260 0.2239 0.9510 0.0022 0.9467 0.9553
500 4 502.7593 0.2238 0.9503 0.0022 0.9460 0.9546
500 5 503.7740 0.2238 0.9504 0.0022 0.9461 0.9547
700 1 699.4777 0.2664 0.9527 0.0021 0.9485 0.9569
700 2 700.6179 0.2663 0.9528 0.0021 0.9486 0.9570
700 3 701.6817 0.2661 0.9543 0.0021 0.9501 0.9585
700 4 702.7136 0.2661 0.9548 0.0021 0.9506 0.9590
700 5 703.7320 0.2661 0.9557 0.0021 0.9516 0.9598
1000 1 1000.3856 0.3151 0.9490 0.0022 0.9446 0.9534
1000 2 1001.5133 0.3150 0.9495 0.0022 0.9451 0.9539
1000 3 1002.5653 0.3150 0.9497 0.0022 0.9453 0.9541
1000 4 1003.5909 0.3149 0.9501 0.0022 0.9457 0.9545
1000 5 1004.6022 0.3149 0.9505 0.0022 0.9462 0.9548
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Table 3.3.2 Performances of sequential methodology (3.2.1)
with k = 1 and multiple crossing methodology (3.3.4) with
k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 25.1383 0.0338 0.9425 0.0023 0.9378 0.9472
25 2 26.2007 0.0334 0.9529 0.0021 0.9487 0.9571
25 3 27.2181 0.0332 0.9619 0.0019 0.9581 0.9657
25 4 28.2221 0.0331 0.9689 0.0017 0.9654 0.9724
25 5 29.2240 0.0331 0.9748 0.0016 0.9717 0.9779
50 1 50.1997 0.0450 0.9460 0.0023 0.9415 0.9505
50 2 51.2458 0.0448 0.9514 0.0022 0.9471 0.9557
50 3 52.2565 0.0447 0.9554 0.0021 0.9513 0.9595
50 4 53.2592 0.0447 0.9585 0.0020 0.9545 0.9625
50 5 54.2603 0.0447 0.9634 0.0019 0.9596 0.9672
100 1 100.2878 0.0640 0.9440 0.0023 0.9394 0.9486
100 2 101.3270 0.0639 0.9476 0.0022 0.9431 0.9521
100 3 102.3342 0.0639 0.9501 0.0022 0.9457 0.9545
100 4 103.3373 0.0639 0.9527 0.0021 0.9485 0.9569
100 5 104.3377 0.0639 0.9534 0.0021 0.9492 0.9576
200 1 200.0970 0.0898 0.9444 0.0023 0.9398 0.9490
200 2 201.1357 0.0897 0.9449 0.0023 0.9403 0.9495
200 3 202.1446 0.0897 0.9480 0.0022 0.9436 0.9524
200 4 203.1481 0.0897 0.9502 0.0022 0.9458 0.9546
200 5 204.1491 0.0897 0.9513 0.0022 0.9470 0.9556
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Table 3.3.2 Cont. Performances of sequential methodology
(3.2.1) with k = 1 and multiple crossing methodology (3.3.4)
with k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 5
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 500.3374 0.1424 0.9489 0.0022 0.9445 0.9533
500 2 501.3755 0.1424 0.9498 0.0022 0.9454 0.9542
500 3 502.3863 0.1424 0.9496 0.0022 0.9452 0.9540
500 4 503.3883 0.1424 0.9497 0.0022 0.9453 0.9541
500 5 504.3895 0.1424 0.9510 0.0022 0.9467 0.9553
700 1 700.2886 0.1685 0.9510 0.0022 0.9467 0.9553
700 2 701.3235 0.1684 0.9511 0.0022 0.9468 0.9554
700 3 702.3343 0.1684 0.9517 0.0021 0.9474 0.9560
700 4 703.3368 0.1684 0.9517 0.0021 0.9474 0.9560
700 5 704.3372 0.1684 0.9521 0.0021 0.9478 0.9564
1000 1 1000.2670 0.2017 0.9512 0.0022 0.9469 0.9555
1000 2 1001.3036 0.2016 0.9518 0.0021 0.9475 0.9561
1000 3 1002.3107 0.2016 0.9531 0.0021 0.9489 0.9573
1000 4 1003.3123 0.2016 0.9520 0.0021 0.9477 0.9563
1000 5 1004.3137 0.2016 0.9523 0.0021 0.9480 0.9566
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Table 3.3.3 Performances of sequential methodology (3.2.1)
with k = 1 and multiple crossing methodology (3.3.4) with
k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 10
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 25.3795 0.0232 0.9478 0.0022 0.9434 0.9522
25 2 26.3893 0.0232 0.9587 0.0020 0.9547 0.9627
25 3 27.3908 0.0231 0.9671 0.0018 0.9635 0.9707
25 4 28.3908 0.0231 0.9733 0.0016 0.9701 0.9765
25 5 29.3908 0.0231 0.9785 0.0015 0.9756 0.9814
50 1 50.3665 0.0324 0.9505 0.0022 0.9462 0.9548
50 2 51.3781 0.0323 0.9538 0.0021 0.9496 0.9580
50 3 52.3788 0.0323 0.9587 0.0020 0.9547 0.9627
50 4 53.3788 0.0323 0.9613 0.0019 0.9574 0.9652
50 5 54.3788 0.0323 0.9655 0.0018 0.9618 0.9692
100 1 100.3337 0.0459 0.9479 0.0022 0.9435 0.9523
100 2 101.3458 0.0459 0.9521 0.0021 0.9478 0.9564
100 3 102.3471 0.0459 0.9543 0.0021 0.9501 0.9585
100 4 103.3473 0.0459 0.9562 0.0020 0.9521 0.9603
100 5 104.3473 0.0459 0.9591 0.0020 0.9551 0.9631
200 1 200.3630 0.0631 0.9533 0.0021 0.9491 0.9575
200 2 201.3707 0.0631 0.9554 0.0021 0.9513 0.9595
200 3 202.3716 0.0631 0.9561 0.0020 0.9520 0.9602
200 4 203.3716 0.0631 0.9587 0.0020 0.9547 0.9627
200 5 204.3716 0.0631 0.9593 0.0020 0.9553 0.9633
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Table 3.3.3 Cont. Performances of sequential methodology
(3.2.1) with k = 1and multiple crossing methodology
(3.3.4) with k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 10
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 500.4362 0.1011 0.9485 0.0022 0.9441 0.9529
500 2 501.4440 0.1010 0.9497 0.0022 0.9453 0.9541
500 3 502.4451 0.1010 0.9494 0.0022 0.9450 0.9538
500 4 503.4452 0.1010 0.9500 0.0022 0.9456 0.9544
500 5 504.4452 0.1010 0.9505 0.0022 0.9462 0.9548
700 1 700.5115 0.1191 0.9491 0.0022 0.9447 0.9535
700 2 701.5211 0.1191 0.9505 0.0022 0.9462 0.9548
700 3 702.5216 0.1191 0.9507 0.0022 0.9464 0.9550
700 4 703.5217 0.1191 0.9516 0.0021 0.9473 0.9559
700 5 704.5217 0.1191 0.9516 0.0021 0.9473 0.9559
1000 1 1000.4057 0.1416 0.9479 0.0022 0.9435 0.9523
1000 2 1001.4128 0.1416 0.9472 0.0022 0.9427 0.9517
1000 3 1002.4131 0.1416 0.9487 0.0022 0.9443 0.9531
1000 4 1003.4134 0.1416 0.9482 0.0022 0.9438 0.9526
1000 5 1004.4134 0.1416 0.9485 0.0022 0.9441 0.9529
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Table 3.3.4 Empirical frequency distributions of Q2, Q3, Q4, Q5
from (3.3.4): n0 = 5, α = 0.05, p = 5
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 2 9602 266 85 29 12 5 1 0 0 15
3 9896 69 24 6 3 1 0 1 0 19
4 9978 14 3 1 4 0 0 0 0 6
5 9988 8 3 0 1 0 0 0 0 6
50 2 9664 248 61 18 9 0 0 0 0 6
3 9928 53 10 6 1 2 0 0 0 7
4 9980 15 3 2 0 0 0 0 0 4
5 9991 7 2 0 0 0 0 0 0 3
100 2 9707 227 42 18 6 0 0 0 0 6
3 9945 45 7 2 0 1 0 0 0 8
4 9976 20 2 1 1 0 0 0 0 5
5 9996 4 0 0 0 0 0 0 0 2
200 2 9722 202 50 20 6 0 0 0 0 6
3 9931 54 11 3 1 0 0 0 0 5
4 9974 19 5 2 0 0 0 0 0 4
5 9994 4 0 2 0 0 0 0 0 4
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Table 3.3.4 Cont. Empirical frequency distributions of Q2, Q3, Q4, Q5
from (3.4): n0 = 5, α = 0.05, p = 5
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
500 2 9707 231 43 14 5 0 0 0 0 6
3 9923 58 11 5 3 0 0 0 0 6
4 9981 18 1 0 0 0 0 0 0 3
5 9990 8 2 0 1 0 0 0 0 3
700 2 9733 215 33 12 6 1 0 0 0 7
3 9921 62 10 3 4 0 0 0 0 6
4 9981 15 2 2 0 0 0 0 0 4
5 9997 2 1 0 1 0 0 0 0 3
1000 2 9720 227 34 10 8 1 0 0 0 8
3 9946 45 6 1 1 1 0 0 0 8
4 9987 10 3 0 0 0 0 0 0 3
5 9993 3 2 1 1 0 0 0 0 5
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Table 3.3.5 Empirical frequency distributions of Q2, Q3, Q4, Q5
from (3.3.4): n0 = 5, α = 0.05, p = 2
Qk
k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 2 8996 470 192 86 92 81 31 32 20 26
3 9562 211 80 39 45 37 13 12 1 21
4 9780 113 39 15 24 17 9 3 0 19
5 9860 65 29 17 10 11 7 1 0 18
50 2 9214 413 161 77 65 39 13 3 15 54
3 9628 205 79 34 30 16 8 0 0 14
4 9824 109 33 15 9 9 1 0 0 11
5 9895 57 25 9 8 4 1 1 0 17
100 2 9237 443 163 66 52 32 6 0 1 98
3 9677 182 76 34 25 6 0 0 0 8
4 9857 74 35 16 11 4 3 0 0 12
5 9919 48 19 7 7 0 0 0 0 5
200 2 9228 461 161 69 54 23 4 0 0 15
3 9692 171 73 27 23 13 1 0 0 12
4 9837 91 38 10 18 5 1 0 0 11
5 9917 52 16 3 10 2 0 0 0 8
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Table 3.3.5 Cont. Empirical frequency distributions of Q2, Q3, Q4, Q5
from (3.3.4): n0 = 5, α = 0.05, p = 2
Qk
k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
500 2 9253 433 155 58 61 35 4 1 0 18
3 9697 191 67 20 13 11 1 0 0 11
4 9848 82 27 18 16 7 1 1 0 17
5 9921 53 11 3 9 2 1 0 0 13
700 2 9271 422 151 79 46 25 6 0 0 13
3 9657 201 69 37 24 11 1 0 0 11
4 9838 96 33 14 10 9 0 0 0 10
5 9922 32 21 13 7 5 0 0 0 10
1000 2 9300 420 138 68 58 12 4 0 0 13
3 9722 171 50 25 19 12 1 0 0 14
4 9876 72 24 7 15 5 0 1 0 16
5 9936 41 7 10 5 1 0 0 0 9
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Table 3.3.6 Performances of the truncated stopping rule
(3.3.21)-(3.3.22) : n0 = 5, α = 0.05, p = 2, k = 5
γ = 0.5 γ = 0.8
95% CI: Cov 95% CI: Cov
C
qT(5)
sTq(5)
pT(5)
sTp(5)
L
U
qT(5)
sTq(5)
pT(5)
sTp(5)
L
U
25 28.1734 0.9528 0.9487 28.5283 0.9544 0.9503
0.0616 0.0021 0.9569 0.0580 0.0021 0.9585
50 53.7840 0.9570 0.9531 53.8531 0.9541 0.9500
0.0751 0.0020 0.9609 0.0731 0.0021 0.9582
100 104.0121 0.9535 0.9494 103.8214 0.9542 0.9501
0.1024 0.0021 0.9576 0.1030 0.0021 0.9583
200 204.1676 0.9509 0.9466 203.7359 0.9552 0.9511
0.1433 0.0022 0.9552 0.1413 0.0021 0.9593
500 504.1449 0.9514 0.9471 504.1428 0.9517 0.9476
0.2236 0.0022 0.9557 0.2263 0.0021 0.9558
700 704.2057 0.9486 0.9443 704.2678 0.9509 0.9466
0.2642 0.0022 0.9529 0.2637 0.0022 0.9552
1000 1004.1549 0.9477 0.9434 1003.8596 0.9472 0.9429
0.3146 0.0022 0.9520 0.3181 0.0022 0.9515
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Table 3.3.7 Empirical frequency distribution of
∑5
i=2Q
T
i from
(3.3.21)-(3.3.22): n0 = 5, α = 0.05, p = 2, k = 5∑5
i=2Q
T
i
C
1
2
3 4
5
6
7
10
11
15
16
20
>
20
Max
γ = 0.5 25 181 544 8881 394 0 0 0 0 5
50 8 2 8692 1210 88 0 0 0 7
100 1 0 8812 883 304 0 0 0 10
200 0 0 8778 915 257 50 0 0 14
500 0 0 8863 876 225 33 2 1 21
700 0 0 8869 834 256 38 3 0 19
1000 0 0 8863 883 230 21 1 2 22
γ = 0.8 25 0 82 8472 1050 380 16 0 0 13
50 0 4 8757 899 283 52 5 0 17
100 0 0 8840 872 250 33 5 0 18
200 0 0 8855 858 246 36 5 0 20
500 0 0 8842 873 243 38 4 0 19
700 0 0 8884 840 247 27 2 0 19
1000 0 0 8884 846 234 30 6 0 20
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Table 3.4.1 Performances of fine-tuned sequential rule (3.4.7)
for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 7, α = 0.05, p = 1, ε = −3.6035
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 27.1706 0.0769 0.9446 0.0023 0.9400 0.9492
25 2 28.6116 0.0738 0.9512 0.0022 0.9469 0.9555
25 3 29.8511 0.0718 0.9576 0.0020 0.9536 0.9616
25 4 30.9817 0.0706 0.9614 0.0019 0.9575 0.9653
25 5 32.0583 0.0698 0.9660 0.0018 0.9624 0.9696
50 1 52.2030 0.1094 0.9466 0.0022 0.9421 0.9511
50 2 53.6493 0.1055 0.9533 0.0021 0.9491 0.9575
50 3 54.8657 0.1032 0.9572 0.0020 0.9532 0.9612
50 4 55.9760 0.1023 0.9590 0.0020 0.9550 0.9630
50 5 57.0443 0.1015 0.9610 0.0019 0.9571 0.9649
100 1 101.9236 0.1476 0.9511 0.0022 0.9468 0.9554
100 2 103.2779 0.1441 0.9510 0.0022 0.9467 0.9553
100 3 104.4520 0.1429 0.9523 0.0021 0.9480 0.9566
100 4 105.5490 0.1422 0.9541 0.0021 0.9499 0.9583
100 5 106.6241 0.1413 0.9551 0.0021 0.9510 0.9592
200 1 202.3899 0.2020 0.9492 0.0022 0.9448 0.9536
200 2 203.6854 0.1998 0.9506 0.0022 0.9463 0.9549
200 3 204.8238 0.1995 0.9502 0.0022 0.9458 0.9546
200 4 205.9057 0.1993 0.9510 0.0022 0.9467 0.9553
200 5 206.9652 0.1990 0.9525 0.0021 0.9482 0.9568
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Table 3.4.1 Cont. Performances of fine-tuned sequential rule
(3.4.7) for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 7, α = 0.05, p = 1, ε = −3.6035
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 502.3538 0.3176 0.9486 0.0022 0.9442 0.9530
500 2 503.5970 0.3173 0.9486 0.0022 0.9442 0.9530
500 3 504.7289 0.3170 0.9492 0.0022 0.9448 0.9536
500 4 505.8078 0.3168 0.9491 0.0022 0.9447 0.9535
500 5 506.8596 0.3166 0.9492 0.0022 0.9448 0.9536
700 1 702.4923 0.3782 0.9537 0.0021 0.9495 0.9579
700 2 703.7555 0.3777 0.9534 0.0021 0.9492 0.9576
700 3 704.8840 0.3775 0.9536 0.0021 0.9494 0.9578
700 4 705.9753 0.3773 0.9538 0.0021 0.9496 0.9580
700 5 707.0348 0.3771 0.9535 0.0021 0.9493 0.9577
1000 1 1001.9510 0.4438 0.9506 0.0022 0.9463 0.9549
1000 2 1003.1812 0.4437 0.9508 0.0022 0.9465 0.9551
1000 3 1004.2933 0.4435 0.9514 0.0022 0.9471 0.9557
1000 4 1005.3653 0.4435 0.9506 0.0022 0.9463 0.9549
1000 5 1006.4229 0.4435 0.9505 0.0022 0.9462 0.9548
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Table 3.4.2 Performances of fine-tuned sequential rule (3.4.7)
for k = 1, fine-tuned multiple crossing rule (3.4.8) for
k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 2, and ε = −1.7528
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 26.3854 0.0535 0.9459 0.0023 0.9414 0.9504
25 2 27.6094 0.0515 0.9547 0.0021 0.9505 0.9589
25 3 28.6951 0.0507 0.9616 0.0019 0.9578 0.9654
25 4 29.7330 0.0503 0.9661 0.0018 0.9625 0.9697
25 5 30.7492 0.0501 0.9694 0.0017 0.9660 0.9728
50 1 51.4994 0.0730 0.9481 0.0022 0.9437 0.9525
50 2 52.6587 0.0719 0.9528 0.0021 0.9486 0.9570
50 3 53.7280 0.0715 0.9555 0.0021 0.9514 0.9596
50 4 54.7639 0.0712 0.9591 0.0020 0.9551 0.9631
50 5 55.7831 0.0711 0.9610 0.0019 0.9571 0.9649
100 1 101.4365 0.1002 0.9477 0.0022 0.9432 0.9522
100 2 102.5786 0.0998 0.9491 0.0022 0.9447 0.9535
100 3 103.6361 0.0996 0.9500 0.0022 0.9456 0.9544
100 4 104.6656 0.0995 0.9517 0.0021 0.9474 0.9560
100 5 105.6832 0.0994 0.9553 0.0021 0.9512 0.9594
200 1 201.4120 0.1427 0.9496 0.0022 0.9452 0.9540
200 2 202.5492 0.1425 0.9492 0.0022 0.9448 0.9536
200 3 203.6018 0.1424 0.9502 0.0022 0.9458 0.9546
200 4 204.6342 0.1423 0.9515 0.0021 0.9472 0.9558
200 5 205.6528 0.1422 0.9521 0.0021 0.9478 0.9564
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Table 3.4.2 Cont. Performances of fine-tuned sequential rule
(3.4.7) for k = 1, fine-tuned multiple crossing rule (3.4.8) for
k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 2, and ε = −1.7528
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 501.7729 0.2244 0.9540 0.0021 0.9498 0.9582
500 2 502.9024 0.2243 0.9550 0.0021 0.9509 0.9591
500 3 503.9559 0.2243 0.9555 0.0021 0.9514 0.9596
500 4 504.9866 0.2243 0.9555 0.0021 0.9514 0.9596
500 5 506.0049 0.2242 0.9564 0.0020 0.9523 0.9605
700 1 701.7158 0.2663 0.9511 0.0022 0.9468 0.9554
700 2 702.8549 0.2662 0.9507 0.0022 0.9464 0.9550
700 3 703.9098 0.2661 0.9515 0.0021 0.9472 0.9558
700 4 704.9396 0.2660 0.9518 0.0021 0.9475 0.9561
700 5 705.9546 0.2660 0.9515 0.0021 0.9472 0.9558
1000 1 1002.0861 0.3179 0.9540 0.0021 0.9498 0.9582
1000 2 1003.2206 0.3178 0.9538 0.0021 0.9496 0.9580
1000 3 1004.2797 0.3177 0.9538 0.0021 0.9496 0.9580
1000 4 1005.3087 0.3177 0.9541 0.0021 0.9499 0.9583
1000 5 1006.3246 0.3176 0.9541 0.0021 0.9499 0.9583
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Table 3.4.3 Performances of fine-tuned sequential rule (3.4.7)
for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 5, ε = −0.5575
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 25.7804 0.0327 0.9486 0.0022 0.9442 0.9530
25 2 26.8309 0.0324 0.9583 0.0020 0.9543 0.9623
25 3 27.8402 0.0323 0.9649 0.0018 0.9612 0.9686
25 4 28.8437 0.0323 0.9722 0.0016 0.9689 0.9755
25 5 29.8450 0.0322 0.9775 0.0015 0.9745 0.9805
50 1 50.7755 0.0450 0.9488 0.0022 0.9444 0.9532
50 2 51.8152 0.0448 0.9526 0.0021 0.9484 0.9568
50 3 52.8258 0.0447 0.9570 0.0020 0.9529 0.9611
50 4 53.8294 0.0447 0.9619 0.0019 0.9581 0.9657
50 5 54.8306 0.0447 0.9640 0.0019 0.9603 0.9677
100 1 100.8754 0.0635 0.9483 0.0022 0.9439 0.9527
100 2 101.9144 0.0635 0.9516 0.0021 0.9473 0.9559
100 3 102.9216 0.0634 0.9548 0.0021 0.9506 0.9590
100 4 103.9240 0.0634 0.9561 0.0020 0.9520 0.9602
100 5 104.9240 0.0634 0.9574 0.0020 0.9534 0.9614
200 1 200.6425 0.0895 0.9474 0.0022 0.9429 0.9519
200 2 201.6826 0.0894 0.9477 0.0022 0.9432 0.9522
200 3 202.6924 0.0894 0.9497 0.0022 0.9453 0.9541
200 4 203.6957 0.0894 0.9517 0.0021 0.9474 0.9560
200 5 204.6968 0.0894 0.9523 0.0021 0.9480 0.9566
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Table 3.4.3 Cont. Performances of fine-tuned sequential rule
(3.4.7) for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 5, ε = −0.5575
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 500.8581 0.1421 0.9502 0.0022 0.9458 0.9546
500 2 501.8980 0.1421 0.9514 0.0022 0.9471 0.9557
500 3 502.9071 0.1421 0.9517 0.0021 0.9474 0.9560
500 4 503.9106 0.1420 0.9519 0.0021 0.9476 0.9562
500 5 504.9112 0.1420 0.9517 0.0021 0.9474 0.9560
700 1 700.7514 0.1677 0.9515 0.0021 0.9472 0.9558
700 2 701.7868 0.1677 0.9524 0.0021 0.9481 0.9567
700 3 702.7960 0.1677 0.9522 0.0021 0.9479 0.9565
700 4 703.7972 0.1677 0.9522 0.0021 0.9479 0.9565
700 5 704.7986 0.1677 0.9522 0.0021 0.9479 0.9565
1000 1 1000.6197 0.2008 0.9495 0.0022 0.9451 0.9539
1000 2 1001.6569 0.2008 0.9502 0.0022 0.9458 0.9546
1000 3 1002.6662 0.2008 0.9510 0.0022 0.9467 0.9553
1000 4 1003.6689 0.2008 0.9508 0.0022 0.9465 0.9551
1000 5 1004.6703 0.2008 0.9506 0.0022 0.9463 0.9549
109
Table 3.4.4 Performances of fine-tuned sequential rule (3.4.7)
for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 10, ε = −0.1249
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 25.5116 0.0231 0.9507 0.0022 0.9464 0.9550
25 2 26.5209 0.0230 0.9593 0.0020 0.9553 0.9633
25 3 27.5219 0.0230 0.9700 0.0017 0.9666 0.9734
25 4 28.5221 0.0230 0.9751 0.0016 0.9720 0.9782
25 5 29.5221 0.0230 0.9805 0.0014 0.9777 0.9833
50 1 50.4927 0.0325 0.9495 0.0022 0.9451 0.9539
50 2 51.5029 0.0325 0.9552 0.0021 0.9511 0.9593
50 3 52.5041 0.0325 0.9595 0.0020 0.9556 0.9634
50 4 53.5043 0.0325 0.9630 0.0019 0.9592 0.9668
50 5 54.5043 0.0325 0.9675 0.0018 0.9640 0.9710
100 1 100.4932 0.0446 0.9487 0.0022 0.9443 0.9531
100 2 101.5034 0.0446 0.9514 0.0022 0.9471 0.9557
100 3 102.5042 0.0446 0.9549 0.0021 0.9507 0.9591
100 4 103.5042 0.0446 0.9573 0.0020 0.9533 0.9613
100 5 104.5042 0.0446 0.9601 0.0020 0.9562 0.9640
200 1 200.5221 0.0636 0.9486 0.0022 0.9442 0.9530
200 2 201.5302 0.0636 0.9497 0.0022 0.9453 0.9541
200 3 202.5309 0.0636 0.9490 0.0022 0.9446 0.9534
200 4 203.5312 0.0636 0.9502 0.0022 0.9458 0.9546
200 5 204.5312 0.0636 0.9519 0.0021 0.9476 0.9562
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Table 3.4.4 Cont. Performances of fine-tuned sequential rule
(3.4.7) for k = 1, fine-tuned multiple crossing rule (3.4.8)
for k = 2, 3, 4, 5: n0 = 5, α = 0.05, p = 10, ε = −0.1249
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 500.5245 0.1013 0.9511 0.0022 0.9468 0.9554
500 2 501.5341 0.1013 0.9527 0.0021 0.9485 0.9569
500 3 502.5356 0.1013 0.9533 0.0021 0.9491 0.9575
500 4 503.5357 0.1013 0.9542 0.0021 0.9500 0.9584
500 5 504.5357 0.1013 0.9529 0.0021 0.9487 0.9571
700 1 700.5869 0.1177 0.9488 0.0022 0.9444 0.9532
700 2 701.5949 0.1177 0.9490 0.0022 0.9446 0.9534
700 3 702.5962 0.1177 0.9495 0.0022 0.9451 0.9539
700 4 703.5964 0.1177 0.9492 0.0022 0.9448 0.9536
700 5 704.5964 0.1177 0.9495 0.0022 0.9451 0.9539
1000 1 1000.7519 0.1433 0.9480 0.0022 0.9436 0.9524
1000 2 1001.7598 0.1433 0.9477 0.0022 0.9432 0.9522
1000 3 1002.7603 0.1433 0.9485 0.0022 0.9441 0.9529
1000 4 1003.7603 0.1433 0.9487 0.0022 0.9443 0.9531
1000 5 1004.7603 0.1433 0.9489 0.0022 0.9445 0.9533
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Table 3.5.1 Sequentially collected data for benchmarking
on system times recorded in seconds: Illustration with
k = 4, α = 0.05 and d2 = 0.0625
obs# 2.7.0 2.11.1 2.15.1 obs# 2.7.0 2.11.1 2.15.1
1 10.38 11.17 8.19 27 9.92 10.61 8.95
2 10.12 10.07 7.73 28 9.75 10.76 9.02
3 9.70 10.08 7.96 29 10.31 10.28 9.38
4 9.70 10.11 8.30 30 11.16 11.71 9.00
5 11.00 10.19 8.27 31 10.93 11.90 9.36
6 10.93 9.45 9.56 32 11.29 11.28 8.92
7 11.27 9.42 10.95 33 11.23 10.99 9.01
8 11.26 9.69 10.71 34 10.31 10.28 9.28
9 10.45 9.57 9.77 35 11.00 10.14 8.96
10 10.58 9.96 9.30 36 10.67 9.89 8.73
11 9.96 9.53 9.00 37 10.60 9.47 8.28
12 9.80 10.35 8.99 38 11.26 11.93 7.99
13 9.74 10.73 8.49 39 10.39 11.14 7.79
14 9.91 11.75 8.05 40 10.02 10.73 8.23
15 11.54 11.92 7.66 41 10.22 11.36 8.27
16 11.18 12.72 7.70 42 10.37 11.87 8.29
17 10.40 10.94 8.43 43 11.39 11.15 9.11
18 10.54 11.01 8.47 44 12.51 11.23 9.72
19 10.12 11.01 8.62 45 12.23 10.97 9.75
20 9.72 11.29 8.34 46 12.23 11.46 9.78
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Table 3.5.1 Cont. Sequentially collected data for benchmarking
on system times recorded in seconds: Illustration with
k = 4, α = 0.05 and d2 = 0.0625
obs# 2.7.0 2.11.1 2.15.1 obs# 2.7.0 2.11.1 2.15.1
21 10.92 11.07 7.94 47 11.67 11.95 8.94
22 11.01 11.53 8.67 48 11.24 11.21 8.93
23 10.45 11.67 9.70 49 10.94 10.56 9.62
24 11.24 10.95 9.00 50 11.67 10.92 9.56
25 11.00 10.95 9.17 51 10.73 10.60 8.94
26 10.22 10.19 9.14 52 10.46 11.11 8.98
Univariate Normality Test p-values:
2.7.0: Shapiro-Wilk: 0.07 Anderson-Darling: 0.19
2.11.1: Shapiro-Wilk: 0.31 Anderson-Darling: 0.33
2.15.1: Shapiro-Wilk: 0.07 Anderson-Darling: 0.16
Bartlett Test for Equality of Variances p-value: 0.7152
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Table 3.5.2 An illustrative implementation of
(3.3.4)-(3.3.5) for software benchmarking
data with k = 4 , α = 0.05 and d2 = 0.0625
Obs # X(2.11.1) X(2.15.1) Boundary
aS2/d2
10 −0.57 −1.47 62.33
11 −0.56 −1.42 56.69
12 −0.46 −1.37 53.99
...
...
...
...
45 0.14 −1.83 50.58
46 0.12 −1.85 49.90
47 0.12 −1.87 49.46
48 0.12 −1.88 48.51
49 0.11 −1.86 48.04
50 0.09 −1.87 47.44
51 0.09 −1.87 46.54
52 0.10 −1.86 45.78
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Table 3.5.3 An illustrative implementation of
(3.3.4)-(3.3.5)on Iris data with
k = 4 , α = 0.05 and d2 = 0.04
Obs# X(versicolor) X(virginica) Boundary
= aS2/d2
10 1.24 1.71 71.22
11 1.09 1.65 73.45
12 1.09 1.65 66.79
...
...
...
...
42 0.98 1.61 44.88
43 0.99 1.60 44.18
44 0.96 1.61 44.52
45 0.95 1.61 43.74
46 0.95 1.61 42.88
47 0.94 1.60 42.11
48 0.96 1.61 41.55
115
(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 3.3.1 Performances of the Multiple Crossing Procedure (3.3.4)-(3.3.5)
with Regard to Coverage Probability: p = 5 and k = 3
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 3.4.1 Performances of the Fine-Tuned Multiple Crossing Procedure
(3.4.7)-(3.4.8) with Regard to Coverage Probability: p = 1 and k = 2
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 3.4.2 Performances of the Fine-Tuned Multiple Crossing Procedure
(3.4.7)-(3.4.8) with Regard to Coverage Probability: p = 5 and k = 2
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Figure 3.5.1 Confidence Region Given by (3.5.2) and 95% Bonferroni Joint
Confidence Intervals. Horizontal Axis: θ2.11.1 − θ2.7.0, Vertical Axis: θ2.15.1 − θ2.7.0
Figure 3.5.2 Confidence region given by (3.5.4) and 95% Bonferroni Joint Confidence
Intervals. Horizontal Axis: θversicolor − θsetosa, Vertical Axis: θvirginica − θsetosa
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Chapter 4
Fixed-Size Confidence Regions
for Regression Parameters
So far, in this thesis, we have introduced a novel class of sequential stopping rules,
which we refer to as multiple crossing stopping rules. Then, we have illustrated the
properties and practical usefulness of the multiple crossing stopping rules in detail with
respect to two important problems. Namely, in the context of estimating the univariate
normal mean with a fixed-width confidence interval and then estimating a multivariate
normal mean vector with a fixed-size confidence region.
We will extend the idea of multiple crossing to another interesting and widely used
application in this chapter. We estimate the parameters of a general linear model with
a fixed-size confidence region. Once again, we start by providing a brief introduction
to the existing methodologies in Section 4.1. In Section 4.2, we formally introduce the
multiple crossing stopping rule in this context, discuss its properties both analytically
and with the help of simulations. In Section 4.3, a fine-tuned version of the multiple
crossing stopping rule is laid out similar to what we had discussed in Section 3.4. We
emphasize that all simulations reported in this chapter are closely associated to a real
data example. Section 4.4 is a brief summary on chapter 4.
4.1 Introduction
In this section, we provide a brief overview of the sequential estimation problems
for regression parameters. In particular, a purely sequential methodology proposed by
Mukhopadhyay and Abid (1986) in the light of Gleser (1965,1966), Albert (1966) and
Srivastava (1967,1971).
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4.1.1 A Brief Overview of Historical Development
Chatterjee (1962b), developed a two-stage procedure to estimate the regression coef-
ficients of a general linear model with a fixed-size confidence region under normal errors.
Gleser (1965,1966), Albert (1966) and Srivastava (1967,1971) developed purely sequen-
tial procedures to estimate the regression coefficients with fixed-size confidence regions
under non-normal errors. The two-stage methodology was primarily inspired by Stein
(1945,1949) while Chow and Robbins (1965) was the spirit behind the purely sequential
methodologies. Ghosh and Sen (1971,1972) used rank statistics to estimate regression
coefficients under non-normal errors.
On the other hand, minimum risk point estimation of regression parameters was first
introduced by Mukhopadhyay (1974). Finister (1983) provided additional asymptotic
second order properties of Mukhopadhyay (1974). Accelerated sequential techniques for
minimum risk point estimation of regression parameters have been proposed by Ghosh
et al. (1997), Mukhopadhyay and Abid (1999a,b).
Nickerson (1987), Sriram and Bose (1988), and Mukhopadhyay and Abid (1999a) pro-
posed sequential sampling strategies to estimate the regression parameters with shrinkage
estimators. Sriram (1987,1988), Martinsek (1990), Mukhopadhyay and Sriram (1992)
have made vital contributions in related areas. Again, one may refer to Ghosh et al.
(1997) to review this area.
4.1.2 Preliminaries
Let us consider the general linear model:
Yn = Xnβ+εn, (4.1.1)
where Yn is a n × 1 vector, Xn is a n × p matrix with r(Xn) = p. β is the p × 1
regression parameter vector which is assumed unknown, n > p. We also assume that εn,
the n × 1 error vector, is distributed as Nn(0, σ2In) where 0 < σ2 <∞ is unknown. The
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least square estimator of β turns out to be the best linear unbiased estimator of β, say
β̂n, which is
(
X
′
nXn
)−1
X
′
nYn. Also, β̂n is distributed as:
β̂n ∼ Np(β, σ2
(
X
′
nXn
)−1
). (4.1.2)
Let the fixed-size confidence region for β be defined by (4.1.3):
Rn =
{
β ∈Rp : n−1(β̂n − β)
′ (
X
′
nXn
)
(β̂n − β) ≤d2
}
, (4.1.3)
where d > 0 and the associated confidence coefficient 1 − α are preassigned, 0 < α <
1. We consider (4.1.3) as a fixed-size confidence region since its maximum diameter is
determined by d which is fixed in advance. The confidence coefficient associated with
Rn;
Pβ,σ(β ∈ Rn) = Pβ,σ
{
(β̂n − β)
′ (
X
′
nXn
)
(β̂n − β) ≤nd2
}
= Pβ,σ
{
σ−2(β̂n − β)
′ (
X
′
nXn
)
(β̂n − β) ≤nd2σ−2
}
= F (nd2σ−2) : where F (.) is the distribution function of χp.
(4.1.4)
Had σ2 been known, by ensuring that,
n ≥ aσ2d−2 = C ; where a ≡ ap,α satisfy F (a) = 1− α, (4.1.5)
the confidence coefficient associated with Rn can be made to be ≥ 1−α, that is Pβ,σ(β ∈
Rn) ≥ 1− α. C for (4.1.5) is called the optimal fixed sample size, had σ2 been known.
Chatterjee (1962b) developed two-stage procedures for fixed-size confidence region of
β. Mukhopadhyay and Abid (1986) developed the following purely sequential procedure:
Having initially observed (Yi, Xi,1, ...,Xi,p), i = 1, ..., n0, let
Q1 = inf
{
q1(≥ n0) : q1 ≥ aS2q1/d2
}
,
(4.1.6)
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with S2q1 = (q1 − p)−1(Yq1 −Xq1β̂q1)
′
(Yq1 −Xq1β̂q1) where the subscript q1 denotes the
number of observations in the model. At termination based on (4.1.6), the corresponding
fixed-size confidence region, given by RQ1, is defined as:
RQ1 =
{
β ∈Rp : Q−11 (β̂Q1 − β)
′ (
X
′
Q1
XQ1
)
(β̂Q1 − β) ≤d2
}
, (4.1.7)
In order to discuss some of the properties of the purely sequential procedure (4.1.6)−
(4.1.7), let us recall the definitions of consistency, asymptotic consistency and asymptotic
efficiency properties. Even though we have defined these in (2.1.3) as well as in (3.2.3),
the exact definitions in the current context is given in (4.1.8), for completeness. Let Q be
any general stopping rule and RQ be the associated fixed-size confidence region. Then:
(i) Pβ,σ {β ∈ RQ} ≥ 1− α [Consistency or Exact consistency];
(ii) limd→0 Pβ,σ {β ∈ RQ} = 1− α [Asymptotic consistency];
(iii) limd→0Eβ,σ (Q/C) = 1 [Asymptotic efficiency or Asymptotic
first-order efficiency].
(4.1.8)
Here C, the optimal fixed sample size, is given by (4.1.5). The purely sequential pro-
cedure (4.1.6)− (4.1.7) has asymptotic consistency and asymptotic efficiency properties.
But, it does not have the consistency property.
We may add that Mukhopadhyay and Abid (1986) had proposed a two-stage proce-
dure in the spirit of Chatterjee(1962b), and a modified two-stage procedure in the spirit
of Mukhopadhyay (1980). Even though both these procedures have the consistency prop-
erty, only the modified two-stage procedure was first-order efficient. However, neither of
these two-stage procedures were asymptotically second-order efficient, a notion formu-
lated by Ghosh and Mukhopadhyay (1981). One may note that in order to establish a
property such as second-order efficiency, the machinery from non linear renewal theory,
developed by Woodroofe (1977,1982) and Lai and Siegmund (1977,1979), is essential.
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One is referred to Siegmund (1985), Mukhopadhyay (1988), Mukhopadhyay and Solanky
(1994, chapter 2), Ghosh et al. (1997), and other sources for details.
Now, we have set the stage to introduce the class of multiple crossing stopping rules.
In Section 4.2, we will formally define the multiple crossing stopping rules and discuss
some of its properties, both analytically and with the help of simulations.
4.2 Multiple Crossing Methodology
The general idea of multiple crossing has been discussed in Section 2.2. The stopping
rule (4.1.6) dictates that the sampling must be terminated once the sample size q1 crosses
a random quantity, more specifically, aS2q1/d
2. Under multiple crossing stopping rules, we
allow sampling to continue even though q1 has crossed the boundary. In the process, the
sample size may cross the corresponding boundaries multiple times. Hence, we call them
multiple crossing stopping rules.
4.2.1 Multiple Crossing Stopping Rules
In order to define multiple crossing stopping rules formally, we slightly modify the
standard notation from Section 4.1. First, let us assume the observations are generated
by the following general linear model:
Yi,qi = Xi,qiβ+εn, (4.2.1)
where Yi,qi is a qi × 1 vector, Xi,qi is a qi × p matrix with r(Xi,qi) = p, β is the p × 1
regression parameter vector which is assumed unknown, and εn is the n × 1 error vector.
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Let i = 1, ..., k. Then, we will denote:
Full Observations Vector: Y
′
q,k =
(
Y
′
1,q1,Y
′
2,q2 , ...,Y
′
k,qk
)
,q = (q1, ..., qk);
Full Design Matrix: X
′
q,k =
(
X
′
1,q1
,X
′
2,q2
, ...,X
′
k,qk
)
;
Total Sample Size: q(k) = Σ
k
i=1qi,q = (q1, ..., qk);
Least Square Est. of β: β̂q,k =
(
X
′
q,kXq,k
)−1
X
′
q,kYq,k;
Mean Square Error: S2q,k = (q(k) − p)−1(Yq,k −Xq,kβ̂q,k)
′
(Yq,k −Xq,kβ̂q,k);
Confidence Region: Rq,k =
{
ωp×1 ∈ Rp : q−1(k)(β̂q,k −ω)
′ (
X
′
q,kXq,k
)
(β̂q,k − ω) ≤d2
}
.
(4.2.2)
Now, let us go back and assume that sampling was carried out according to (4.1.6)
and we have observed Q1 = q1, Y1,q1 with the design matrix X1,q1 . However, instead
of terminating the sampling process at this point, we take additional observations one
at-a-time until it crosses the corresponding boundary a second time. The number of
additional observations needed beyond Q1 up until the second crossing is denoted by Q2,
and is defined as:
Q2 = inf
{
q2(≥ 1) : q(2)(= Σ2i=1qi) ≥ aS2q,2/d2
}
. (4.2.3)
At this juncture, we have recorded Y
′
Q,2,X
′
Q,2, and Q(2) = Σ
2
i=1Qi. The corresponding
fixed-size confidence region for β is defined by:
RQ,2 =
{
ωp×1 ∈ Rp : Q−1(2)(β̂Q,2 − ω)
′ (
X
′
Q,2XQ,2
)
(β̂Q,2 −ω) ≤d2
}
. (4.2.4)
The total number of crossings is denoted by k. If we decide to terminate sampling at this
point, then our results would correspond to k = 2 with Q = (Q1, Q2).
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4.2.2 Beyond Second Crossing
It is possible to continue sampling, one observation at-a-time beyond second crossing.
Suppose that we have crossed the intended boundary k− 1 times in succession. That is,
by this time, we have already gathered data Y
′
Q,k−1,X
′
Q,k−1, and Q(k−1) = Σ
k−1
i=1Qi with
Qi = qi, for i = 1, ..., k − 1. Next, we may define a stopping variable associated with
crossing the boundary for the kth time as follows:
Qk = inf
{
qk(≥ 1) : q(k)(= Σki=1qi) ≥ aS2q,k/d2
}
. (4.2.5)
Finally, based on the combined set of gathered data Y
′
Q,k,X
′
Q,k, and Q(k) = Σ
k
i=1Qi, the
corresponding fixed-size confidence region for β is constructed as:
RQ,k =
{
ωp×1 ∈ Rp : Q−1(k)(β̂Q,k − ω)
′ (
X
′
Q,kXQ,k
)
(β̂Q,k − ω) ≤d2
}
. (4.2.6)
with Q = (Q1, ..., Qk), k ≥ 2.
Theorem 4.2.1 states some of the key properties of the multiple crossing stopping rule
(4.2.5) and the associated confidence region (4.2.6).
Theorem 4.2.1 Let Q = (Q1, ..., Qk), Q(k) ≡ Q(k)(d), and RQ,k be defined as in (4.2.5)
and (4.2.6). Then, we have:
(i) limd→0Q(k)/C = 1 a.s.;
(ii) limd→0Eβ,σ
(
Q(k)/C
)
= 1;
(iii) limd→0 Pβ,σ {β ∈ RQ,k} = 1− α;
(4.2.7)
Hence, the multiple crossing stopping procedure (4.2.5)-(4.2.6) is asymptotically first-
order efficient as well as asymptotically consistent.
In order to prove Theorem 4.2.1, we begin with two lemmas. Lemma 4.2.1 is needed
in the proof of Lemma 4.2.2. For convenience we revert back to the standard notation
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used in Section 4.1.
Lemma 4.2.1 In general, let Q(k) ≡ Q(k)(d) stand for the total sample size associated
with a stopping variable (4.2.5). Then, limQ(k)(d) =∞ a.s. as d ↓ 0.
Proof. First, we focus on (4.1.6). It is sufficient to prove that for any fixed integer
m∗(> n0), we have:
Pβ,σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}→ 0 as d′ → 0. (4.2.8)
Obviously, Q1(d1) ≥ Q1(d2) a.s. whenever 0 < d1 ≤ d2. Thus, we can express:
Pβ,σ
{
inf0<d≤d′ Q1(d) ≤ m∗
}
= Pβ,σ
{
Q1(d
′
) ≤ m∗}
≤ Pβ,σ
{
n ≥ aS2n/d′2 for some n, n0 ≤ n ≤ m∗
}
= Pβ,σ
{
n(n− p) ≥ a(Yn −Xnβ̂n)
′
(Yn −Xnβ̂n)/d′2
for some n, n0 ≤ n ≤ m∗
}
≤ Pβ,σ
{
d
′2m∗(m∗ − p) ≥ a(Yn0 −Xn0β̂n0)
′
(Yn0 −Xn0β̂n0)
}
= Pβ,σ
{
χ2n0−p ≤ d
′2m∗(m∗ − p)/aσ2} .
(4.2.9)
The last expression in (4.2.9)→ 0 as d′ → 0. Now, then, (4.2.8) obviously follows. Next,
if we consider (4.2.5) with k(≥ 2), we clearly have Q(k)(d) > Q1(d) a.s., and hence the
proof is complete. 
Lemma 4.2.2 In general, Q(k) ≡ Q(k)(d) stands for the total sample size associated with
a stopping variable (4.2.5). Then, S2Q(k)/σ
2 → 1 a.s. as d→ 0.
Proof. For simplicity we first focus on (4.1.6). Given arbitrary η > 0, ε > 0, we can find
a positive integer m0 such that
Pβ,σ
{
supn≥m |σ−2S2n − 1| ≥ ε
}
< η for all m ≥ m0. (4.2.10)
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Next, using Lemma 4.2.1, we can write, given arbitrary η > 0 and m0 (a positive
integer), there exists d0(> 0) such that
Pβ,σ
{
inf0<d≤d′ Q1(d) ≤ m0
}
< η for 0 < d
′
< d0. (4.2.11)
Thus, for arbitrarily fixed ε > 0, η > 0, we may combine (4.2.10) and (4.2.11) to
express:
Pβ,σ
{
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
}
= Pβ,σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) ≤ m0
}
+Pβ,σ
{(
sup
0<d≤d′
∣∣∣∣S2Q1(d)σ2 − 1∣∣∣∣ ≥ ε
)
∩ inf
0<d≤d′
Q1(d) > m0
}
≤ Pβ,σ
{
inf
0<d≤d′
Q1(d) ≤ m0
}
+ P
{
sup
n≥m
∣∣∣S2nσ2 − 1∣∣∣ ≥ ε}
≤ 2η,
(4.2.12)
for all m ≥ m0. From (4.2.12), Lemma 4.2.2 follows. 
Proof of Theorem 4.2.1
Along the lines of Simons (1968), we may define a reverse stopping variable M corre-
sponding to (4.1.6):
M ≡M(d) =

last index m for which m < aS2m/d
2 if such m exists
n0 − 1 if n ≥ aS2n/d2 for all n ≥ n0
∞ if n < aS2n/d2 infinitely often.
Now, by the fact that M + 1 ≥ Q1 a.s. and in view of Lemma 4.2.1, we claim:
limM =∞ a.s. as d→ 0. (4.2.13)
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From Lemma 4.2.2, we have:
S2M/σ
2 → 1 a.s. as d→ 0. (4.2.14)
Next, we may utilize the following basic inequality relevant for Q(k) ≡ Q(k)(d), the
total sample size associated with (4.2.5):
aS2Q,k/d
2 ≤ Q(k) ≤M + k a.s. which implies:
S2Q,k/σ
2 ≤ Q(k)/C ≤ S2Mσ−2 + kC−1 a.s.
(4.2.15)
Then, Lemma 4.2.2, and (4.2.14) implies:
limQ(k)/C = 1 a.s as d→ 0, (4.2.16)
which is part (i).
Now, we turn to part (ii). Combining Fatou’s lemma and (4.2.16), we claim:
lim inf
d→0
Eβ,σ
(
Q(k)/C
) ≥ Eβ,σ (lim inf
d→0
Q(k)/C
)
= 1. (4.2.17)
Next, let W = supn≥2 n
−1Y
′
n(I − P)Y′n where P = Xn(X′nX′n)−1X′n. Then, we may
appeal to Wiener’s (1939) dominated ergodic theorem to conclude that Eβ,σ (W
r) < ∞
for all fixed r ≥ 2. Hence, for sufficiently small d > 0, the right-hand side of (4.2.15) may
be written as:
Q(k)/C ≤ S2Mσ−2 + k ≤ pWσ−2 + k,a.s., (4.2.18)
which shows that Q(k)/C is uniformly integrable.
Combining (4.2.18) with (4.2.16), we immediately obtain the following result:
lim sup
d→0
Eβ,σ
(
Q(k)/C
) ≤ 1. (4.2.19)
Combining (4.2.17) and (4.2.19), we have part (ii).
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Next, we turn to part (iii). Let F (·) be the distribution function of a χ2p random
variable. Then, we observe:
Pβ,σ {β ∈ RQ,k} = Eβ,σ
[
F
(
Q(k)d
2σ−2
)]
= Eβ,σ
[
F
(
Q(k)C
−1a
)]
. (4.2.20)
Hence, a simple application of Lebesgue dominated convergence theorem combined with
part (ii) leads to part (iii). 
4.2.3 Coverage Probabilities Associated with Multiple Crossing Methodology
Now that we have established the asymptotic first-order efficiency and asymptotic
consistency of the multiple crossing stopping rule (4.2.5), we may investigate the coverage
probabilities associated with it. We do this by a large scale simulation exercise.
The premise of the multiple crossing stopping rule is its ability to achieve a target
coverage probability with an optimal number of additional observations beyond the first
crossing. In other words, it strikes the balance between oversampling that leads to over-
shooting the target coverage probability and undersampling that leads to undershooting
the target coverage probability. Of course, an appropriate choice of k is critical in order to
achieve this balance. The simulation exercise investigates the properties of the multiple
crossing stopping rule (4.2.5) for different choices of k.
We have generated observations for the simulation exercise in the context of a real
data example. The associated data set can be found in Kutner et al. (2005, pp. 1351-
1352). The data had been collected from a study interested in the association between
prostate-specific antigen (PSA) and a number of prognostic clinical measurements in
men with advanced prostate cancer. The data consisted of 97 records. PSA level is the
response variable, and it has eight predictor variables.
We first considered the predictor variable, Cancer volume, alone. This presents us a
data set with p = 2. Then, four more predictor variables, Weight, Age, Benign prostatic
hyperplasia, and Capsular penetration, were introduced, to investigate the case p = 6.
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For Kutner et al.’s (2005) data, with p = 2, a simple linear regression having an
intercept, the parameter estimates were, 1.125 for the intercept and 3.230 for Cancer
volume. The Mean Squared Error (MSE) turned out to be 1026. Hence, each observation
generated for the simulation exercise had the form:
observation = 1.125 + 3.230Cancer_V olume+N(0, 1026). (4.2.21)
Hence, we fixed our true parameter vector β
′
= (1.125, 3.230). The value for cancer
volume obviously comes from the design matrix. Since we routinely require more than
97 observations for our simulation exercise, the original design matrix was randomized
to have 4000 rows first. This enables us to generate up to 4000 observations, if needed.
We have set n0 = 10. The target confidence coefficient 1−α was set at 0.99, 0.95, 0.90.
It is clear that fixing a magnitude for C, the optimal fixed sample size had σ been known,
is equivalent to fixing a specific value for d due to the explicit relationship C = aσ2/d2,
where σ2 = 1026. Hence, we let C vary through 25(25)100(50)200(100)1000, that is,
indirectly select a decreasing sequence of values for d.
We began by simulating the stopping rule (4.1.6). We let k = 1, ..., 5, that is we
investigated performances of the proposed methodology up to a fifth crossing, when
p = 2. We went up to a eighth crossing (k = 8) when p = 6. The basic steps in our
simulations are laid out as follows:
1. First, n0 = 10 pilot observations were generated from (4.2.21).
2. With each additional observation generated one by one, as needed, we sequentially
checked against the stopping rule (4.1.6). This data generating process terminated at
the point where the sample satisfied (4.1.6), that is, when k = 1. At this instance, we
recorded the observed sample size Q1 = q11 and calculated the least square estimate β̂
(1)
q,1.
3. After the first crossing, we generated one new observation and checked against the
stopping rule (4.2.5). This was supplemented by generating new observations, recorded
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one at-a-time as needed according to the termination rule (4.2.5). At each subsequent
crossing, namely k = 2, 3, 4, 5, we recorded the observed sample size Qk = qk1 as well
as the least square estimate β̂
(1)
q,k. Let q(k1) =
∑k
j=1 q(j1) and the corresponding design
matrix X
(1)
q,k .
4. Then, we constructed the fixed-size confidence region for parameter vector β,
namely,
R(1)q,k =
{
ωp×1 ∈ Rp : q−1(k1)(β̂
(1)
q,k − ω)
′
(
X
(1)
′
q,kX
(1)
q,k
)
(β̂
(1)
q,k − ω) ≤d2
}
successively with k = 1, ..., 5. Finally, we recorded the observed value pk1 = 1(or 0) if
β ∈ (or /∈) to the region R(1)q,k, where β
′
= (1.125, 3.230).
5. The steps 1-4 were then repeated R(= 10, 000) times giving rise to the observed
entities qki, β̂
(i)
q,k,R(i)q,k, pki where i = 1, ..., R and k = 1, ..., 5.
We express the relevant simulated estimates as follows:
q(k) = R
−1ΣRi=1Σ
k
j=1qji;
s2q(k) = (R
2 − R)−1ΣRi=1(Σkj=1qji − q(k))2;
pk = R
−1ΣRi=1pki;
s2pk = R
−1pk(1− pk), k = 1, ..., 5; and
95% CL Cov: L(or U) = pk − (or +)1.96spk .
(4.2.22)
We may remark that when p = 6, a linear regression model with intercept on the
original data provided the following parameter estimates for each covariate. Intercept
: 17.6029, Cancer Volume : 2.4611, Weight : 0.0047, Age : −0.3114, Benign prostatic
hyperplasia : 1.1493, Capsular penetration : 2.5225. The MSE turned out to be 1012.
Hence, each observation generated for the simulation exercise had the form:
observation = 17.6029 + 2.4611Cancer_V olume+ 0.0047Weight− 0.3114Age
+1.1493BenignPH + 2.5225Capsularpenetration+N(0, 1012).
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Hence, our true parameter vector β
′
= (17.6029, 2.4611, 0.0047,−0.3114, 1.1493, 2.5225).
Table 4.2.1 compares and contrasts performances of the multiple crossing stopping
rule (4.2.5) to the original sequential stopping rule (4.1.6) for p = 2 and α = 0.05. First,
we may note that pk is an estimate of the coverage probability at the k
th crossing. When
k = 1, that is if sampling was terminated according to the stopping rule (4.1.6), p1 fell
well under the required coverage probability of 0.95. This is clearly visible for smaller
values of C such as 25, 50, 100.
However, this is expected since the stopping rule (4.1.6) does not provide exact con-
sistency. When sampling is extended until the second crossing (k = 2) according to the
stopping rule (4.2.5), we see an increment in the coverage probabilities which is estimated
by p2. This increment, however, appears to be not large enough to claim the required cov-
erage probability of 0.95. Since the multiple crossing procedure (4.2.5) is easily extended
to subsequent crossings, we may compare p3, p4, p5, the estimates of coverage probabil-
ities corresponding to the third, fourth and fifth crossings, with the required coverage
probability of 0.95.
Columns 7 and 8 in Table 4.2.1 provides a 95% confidence interval for the coverage
probability associated with (4.2.5)-(4.2.6).We observe that the target coverage probabil-
ity of 0.95 can be safely claimed by letting k = 5 in (4.2.5). But, it is also important to
notice that none of the pkvalues exceed the target coverage probability of 0.95 by a large
margin.
This is a much desired characteristic of multiple crossing procedures. After all, one
does not want to over achieve the required coverage probability as a result of over sam-
pling. The efficiency at which the multiple crossing procedure (4.2.5)-(4.2.6) achieves the
target coverage probability is further illustrated by q(k) in Table 4.2.1. Note that q(k) is
an estimate of Eβ,σ[Q(k)]. Even after five crossings q(5) remains in the close proximity of
C, the optimal fixed sample size.
Figure 4.2.1a illustrates the performances of the stopping rule (4.2.5)-(4.2.6) corre-
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sponding to C running through 25(25)100(50)200(100)1000. The vertical lines in Figure
4.2.1a correspond to 95% confidence intervals for the coverage probabilities associated
with the stopping rule (4.2.5)-(4.2.6) when k = 5 and p = 2. The square markers repre-
sent the target coverage probability of 1− α = 0.99. Nearly all such confidence intervals
contain 0.99. Figures 4.2.1b-4.2.1c are similar to Figure 4.2.1a except that we have con-
sidered α = 0.05 in Figure 4.2.1b and α = 0.10 in Figure 4.2.1c.
The entries in Table 4.2.2 are similar to those in Table 4.2.1 apart from the fact that
Table 4.2.2 corresponds to p = 6.We have provided results up to eight crossings (k = 8).
It can be clearly seen how the estimated coverage probabilities pk come closer to the
target of 0.95 as k increased. However, in the case of p = 6, we may need to go beyond
fifth crossing (k = 5) to claim the target coverage probability of 0.95. This is evident
specially in the case of smaller values of C such as 25, 50, 100. Results in Table 4.2.2
suggest that k = 8 to be the most appropriate crossing for p = 6.
Figure 4.2.2 further illustrates the need to go up eight crossings (k = 8) when p = 6, by
considering α = 0.01, 0.05.0.10 and letting C to run through 25(25)100(50)200(100)1000.
The vertical lines in Figure 4.2.2a correspond to 95% confidence intervals for the coverage
probabilities associated with the stopping rule (4.2.5)-(4.2.6) when k = 8 and p = 6 and
α = 0.01. The square markers represent the target coverage probability of 0.99. Nearly
all confidence intervals contain the target coverage probability of 1− α in Figure 4.2.2a
when k = 8. Figures 4.2.2b and 4.2.2c provide the same information as in Figure 4.2.2a
for α = 0.05, 0.10.
4.2.4 Number of Additional Observations Beyond First Crossing
The gain in the achieved coverage probability that we noted in Section 4.2.3 was
clearly due to multiple crossing. We required continuous sampling beyond the traditional
purely sequential stopping rule (4.1.6). However, if the number of additional observations
needed beyond first crossing is considerably high, the proposed multiple crossing stopping
rule (4.2.5) may not be an attractive option. Hence, we proceeded to investigate the
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distribution of Qk from (4.2.5), the number of additional observations needed for the k
th
crossing beyond the (k − 1)th crossing.
Our q(k) values in Tables 4.2.1-4.2.2 indicate that the number of all additional obser-
vations beyond the 1st crossing may not be excessive. Table 4.2.3 provides the empirical
distribution of Qk for k = 2, 3, 4, 5 when p = 2 and α = 0.05. In Table 4.2.3, for in-
stance, when C = 25, our Q2 was 1 with frequency 8720 times out of 10, 000 simulations.
That is, the 2nd crossing had occurred after recording merely 1 additional observation
beyond the 1st crossing 8720 times out of 10, 000 simulations. Similarly, Q2 was 2 with
frequency 505 times out of 10, 000 simulations. That is, the 2nd crossing had occurred
after recording merely 2 additional observations beyond the 1st crossing 505 times out of
10, 000 simulations. The last column in Table 4.2.3, for example, when C = 25 and k = 2
shows the maximum number of additional observations needed beyond the 1st crossing
to the second crossing is 31 out of 10, 000 simulations.
We note an interesting feature: When k becomes larger, the additional number of
observations needed for the subsequent crossing become successively smaller. This is
clear from Table 4.2.3 when we take a look at Q5 for C = 25 which was 1 with frequency
9646 times out of the 10, 000 simulations. An important implication is that when the
sampling process moves ahead to higher crossings, the likelihood of faster termination
increases drastically, which is a highly desirable feature because it contributes to lowering
the right-skewness in the distribution of Q5.
Table 4.2.4 provides the same information provided in Table 4.2.3, for p = 6. Those
characteristics that we discussed for p = 2 in Table 4.2.3 clearly prevails in Table 4.2.4
for p = 6.
From Tables 4.2.3-4.2.4 one may notice that even though the number of additional
observations needed for higher levels of crossings is fairly within reason, in very rare
instances it could be in the range of 100s. This phenomenon was discussed in earlier
chapters too, for which we proposed a truncation method. Hence, we propose a simi-
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lar truncation method on the stopping rule (4.2.5) which essentially terminates further
sampling when the number of additional observations exceed a certain acceptable level.
4.2.5 Multiple Crossing with Truncation
The objective of truncation is simply to curb the right-hand tail of the distribution
of Qi (i = 2, ..., k) while preserving the gain derived in terms of the increased coverage
probability. The main characteristic of our proposed truncation rule is that we would
not let Σki=2Qi go beyond Q
γ
1 with Q1 from (4.1.6) and 0 < γ < 1, a predefined fixed
constant. In other words, we demand that Σki=2Qi stays rather “small” compared with
Q1. After all, as illustrated in Mukhopadhyay and Abid (1986), Q1 is already very close
to C (when n0 ≥ p+3), even in the sense of second-order efficiency property (Ghosh and
Mukhopadhyay, 1981).
This is how we may explain the role of 0 < γ < 1: In the worst possible scenario,
when Qγ1 observations are added to previously recorded Q1 observations sequentially, the
total number of observations, namely Q1+Q
γ
1 , would obviously exceed Q1. However, the
maximum total number of observationsQ1+Q
γ
1 would not ideally exceedQ1 substantially
in the senses that (Q1 +Q
γ
1) /C → 1 a.s. and Eβ,σ [(Q1 +Qγ1) /C] → 1 as d → 0. After
all, Qγ1 stays “small” relative to C when 0 < γ < 1.
Let Q1 be defined by (4.1.6) and Qi (i = 2, ..., k) be defined by (4.2.5). Let u denote
the largest integer < u. Now, we formally define the truncated stopping rules:
QT2 = min {Q2, Qγ1} , (4.2.23)
QTi =
 0 if Σ
i−1
j=2Q
T
j = Qγ1
min
{
Qi, Qγ1 − Σi−1j=2QTj
}
if Σi−1j=2Q
T
j < Qγ1 ,
(4.2.24)
with i = 3, 4, ..., k as needed.
It should be observed from (4.2.23)-(4.2.24) that there is no guarantee that the sam-
pling process will reach a predefined kth, k ≥ 2, crossing as it did in (4.2.5). If sampling
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was done according to the truncated stopping rules (4.2.23)-(4.2.24) with a predeter-
mined k, the only guarantee is that the number of crossings before termination is at least
1 and at most k. This is due to the fact that termination of the stopping rule would be
triggered by either one of the following two events, whichever one occurs first:
• attaining the pre-defined maximum number of boundary crossings (= k);
• or attaining the maximum number of additional observations allowable
beyond Q1 (namely, [Q
γ
1 ]) .
4.2.6 Simulations on Truncated Multiple Crossing Methodology
The results in this section pertain to simulations on the stopping rule (4.2.23)-(4.2.24)
when p = 2 and α = 0.05.We fixed k = 5 since in Section 4.2.3 (Table 4.2.1) we saw that
the open-ended multiple crossing methodology (4.2.5) comfortably achieving the target
coverage probability 0.95 at k = 5 when p = 2. The basic steps in these simulations
closely followed the steps laid out in Section 4.2.3. However, we have to modify the
notation slightly with appropriately using a superscript T in order to remind ourselves
of the truncation in place.
1. We fixed γ = 0.5, 0.8. Then, 10 pilot observations were generated from (4.2.21) as
explained in detail in Section 4.2.3.
2. With each additional observation generated from the same population one by
one as needed, we sequentially checked against the stopping rule (4.1.6). This data
generating process terminated at the point where the sample satisfied (4.1.6) first time.
At this instance, we recorded Q1 = q11. We denote q
T
11 ≡ q11.
3. After the first crossing, we generated one new observation and we checked against
the stopping rules (4.2.5) and (4.2.23) simultaneously. This is supplemented by generat-
ing additional new observations as needed, recorded one at-a-time according to the stop-
ping rules (4.2.5) and (4.2.23). Once we established QT2 = q
T
21, we continued generating
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new observations while checking against the termination rules (4.2.5) and (4.2.24). We
proceeded until QT3 = q
T
31, Q
T
4 = q
T
41, Q
T
5 = q
T
51 were established. Then, we recorded the
total sample size qT(k1) = Σ
k
j=1q
T
j1, the least square estimate β̂
(1),T
q,k , and the corresponding
design matrix X
(1),T
q,k for k = 5.
4. Then, we constructed the fixed-size confidence region for parameter vector β,
namely:
R(1),Tq,5 =
{
ω2×1 ∈ R2 :
(
qT(5,1)
)−1
(β̂
(1),T
q,5 −ω)
′
(
X
(1),T
′
q,5 X
(1),T
q,5
)
(β̂
(1),T
q,5 −ω) ≤d2
}
was obtained. Finally, we recorded pT51 = 1(0) if β ∈ (/∈) to the region R(1),Tq,5 with
β
′
= (1.125, 3.230).
5. The steps 1-4 were then repeated, in that order, R(= 10, 000) times giving rise to
the observed values qT1i, q
T
5i, β̂
(1),T
q,5 , and p
T
5i, i = 1, ..., R.
Accordingly we let:
qT(k) = R
−1ΣRi=1Σ
k
j=1q
T
ji;
sTq(k) =
√
(R2 − R)−1ΣRi=1(Σkj=1qTji − qT(k))2;
pTk = R
−1ΣRi=1p
T
ki;
sTpk =
√
R−1pTk (1− pTk ); and
95% CL Cov: L(or U) = pTk − (or +)1.96sTpk .
(4.2.25)
Once again, we notice that, qT(1) and q
T
(5) would estimate Eβ,σ(Q1) and Eβ,σ(Q1 +
QT2 +Q
T
3 +Q
T
4 +Q
T
5 ) respectively with estimated standard errors s
T
q(1)
, sTq(5). Analogously,
pT5 would estimate Pβ,σ
{
β ∈ RTQ,5
}
with estimated standard error sTp5. As before, L( or
U) is the lower (or upper) approximate 95% confidence limit for the target coverage
probability.
Table 4.2.5 provides an illustration on the performances of the truncated stopping
rule (4.2.23)-(4.2.24) when p = 2 and α = 0.05 with k = 5. It can be seen that when
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γ = 0.8 our 95% confidence intervals for the coverage probability tend to cover the target
0.95. Hence, the main objective of the multiple crossing methodology is preserved despite
truncation.
However, the prime motivation for truncation was to curb right-hand tail of Qi (i =
2, ..., k) distribution. Table 4.2.6 provides the empirical frequency distribution of QT(5)(=∑5
i=2Q
T
i ), the total number of additional observations beyond the first crossing up to the
termination for either choice of γ. It may be noted from Table 4.2.6 that the total number
of additional observations beyond 1st crossing hardly ever exceeded 20. Hence, this
modification provides some practical assurance against excessive oversampling beyond
1st crossing.
4.3 Fine-Tuned Multiple Crossing Methodology
In this section, we propose the fine-tuned modification along the lines of Section 3.4
to the multiple crossing stopping rule (4.2.5). We have already observed that for large
values of p, say p = 6, the total number of crossings required in order to achieve the
target coverage probability could be as high as 8, that is k = 6. Hence, the fine-tuned
adjustment could be very effective in order to bring down the total number of crossings.
In Section 3.4 we had discussed the motivation and the benefits of the methodology of the
fine-tuned adjustment, proposed by Mukhopadhyay and Datta (1995), in detail. Hence,
we move directly to the calculation of the fine-tuning factor ε in the regression problem
right away.
4.3.1 Fine-Tuning Factor
Mukhopadhyay and Datta (1995) first represented the stopping rule (4.1.6) in the
form of (3.4.1) as:
N = Q1, n = q1, h0 = ad
−2,m = p,W1 = σ2χ1, θ = σ
2,
τ2 = 2, s = 1 and Tn = S
2
n.
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We note that the confidence coefficient associated with (4.1.6) can be written as:
Pβ,σ {β ∈ RQ1} = Eβ,σ [F (Q1d2/σ2)] = Eβ,σ [F (aN/n∗0)]
= Eβ,σ(g(N/n
∗
0)) where g(x) = F (ax),
where F (.) is the distribution function of a χ2p random variable and n
∗
0 = h0θ
s.Mukhopad-
hyay and Datta (1995, Eq. (2.18)) gave:
ε = ν − 3 + 2−1(p− a) where ν = 3/2−∑∞n=1 n−1E {max(χ2n − 2n, 0)} . (4.3.1)
Now, we incorporate the fine-tuning factor ε from (4.3.1) within the multiple crossing
methodology. The fine-tuned version of (4.1.6) is given shortly by (4.3.2), which dictates
that the sampling process will initially look forward to 1st crossing according to the
stopping rule:
Q1,ε = inf
{
q1 ≥ n0 : q1 + ε ≥ a2S2q1/d2
}
, (4.3.2)
where n0 ≥ 7 if p = 3 while n0 ≥ p+ 3 if p = 2 or ≥ 4.
After the first crossing, the general implementation of the multiple crossing method-
ology described in Section 4.2 remains unchanged. However, for subsequent crossing after
k − 1 crossings, with Qi,ε = qi, i = 1, ..., k − 1 already observed, we go by the following
fine-tuned stopping rule (4.3.3):
Qk,ε = inf
{
qk ≥ 1 : q(= Σki=1qi) + ε ≥ a2S2q,k/d2
}
, k ≥ 2. (4.3.3)
Finally, based on the combined set of gathered data Qi,ε, i = 1, ..., k so that Q(k),ε =
Σki=1Qi,ε, XQε,k and β̂Qε,k from all k crossings, our proposed fixed-size confidence region
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for β is constructed as:
RQε,k =
{
ωp×1 ∈ Rp : Q−1(k),ε(β̂Qε,k − ω)
′ (
X
′
Qε,k
XQε,k
)
(β̂Qε,k − ω) ≤d2
}
. (4.3.4)
In Section 4.3.2, we display some results from our simulation exercises carried out
to evaluate performances of the fine-tuned multiple crossing methodology (4.3.3)-(4.3.4).
As mentioned at the very beginning, via fine-tuning we expect to see the desired target
coverage probability with a lower value of k compared to what we saw for the original
multiple crossing methodology (4.2.5).
4.3.2 Coverage Probabilities and Suggestions for k
We have considered p = 2, 6 for simulations. The initial sample size was set at
n0 = 10. The confidence coefficient 1−α was set at 0.90, 0.95, 0.99. The basic steps in these
simulations are exactly the same as those explained in Section 4.2.3. The only difference
being that we have now used fine-tuned stopping rules (4.3.3) and (4.3.4) instead of
(4.2.5) and (4.2.6). We let k = 1, ..., 5, that is, we again check out the performances by
including up to 5th crossing.
Table 4.3.1 summarizes the results when p = 2 and α = 0.05. Equation (4.3.1) gave
ε = −4.1785. The 95% confidence interval for the coverage probability of the fine-tuned
multiple crossing procedure is given in the last two columns. We can safely claim that
k = 2 is sufficient since all confidence intervals include 0.95 by 2nd.
We may recall that we had to go up to 5th crossing without the fine tune adjustment in
Section 4.2.3 to make a similar claim. Hence, the fine-tuned adjustment seems to reduce
k effectively which is the main motivation laid out in the beginning of this section.
Table 4.3.2 is similar to Table 4.3.1 other than that we have considered p = 6.The
corresponding value of ε = 5.4785 for α = 0.05.We may once again recall that, in Section
4.2.3, under non-fine-tuned multiple crossing stopping rule (4.2.5), we had to go up to 8
crossings, that is k = 8, to claim the required coverage probability. However, from Table
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4.3.2 we can see that, with the fine-tuned modification, the required coverage probability
can be achieved with just three crossings k = 3. Hence, the fine-tuning of the multiple
crossing stopping rule is highly recommended for p = 6.
Finally, it should be noted that foregoing observations that we laid out in the context
of fine-tuned multiple crossing methodologies remain valid for a range of values of α
including 0.01, 0.05 and 0.10. We had also carried out simulations across a wider range
of values of C than those that one finds in Tables 4.3.1-4.3.2. We have summarized
comparable sentiments in Figures 4.3.1-4.3.2.
4.4 Summary of Chapter 4
We have illustrated by Theorem 4.2.1 that the proposed multiple crossing procedure
(4.2.5)-(4.2.6) is asymptotically consistent and first-order efficient. We have also ob-
served from simulations that the purely sequential method (4.1.6) fall behind the target
coverage probability by a large margin when C is small. The multiple crossing method
clearly rectifies this when k is appropriately chosen. As we have seen in chapters 2
and 3, the proposed methodology achieves the target coverage probability with minimal
oversampling.
In Section 4.2, we illustrate with some extensive simulations that the target coverage
probability can be efficiently met by choosing k = 5 when p = 2 and k = 8 when
p = 6. The truncation technique yet again eliminates the possibility of prolonged sampling
beyond the first crossing.
The fine-tuned adjustment, first proposed by Mukhopadhyay and Datta (1995), im-
plemented in Section 4.3 makes an invaluable impact. For instance, it reduces the number
of crossings (= k), when p = 2, from 5 to 2. When p = 6, it reduces k from 8 to 3.
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Table 4.2.1 Performances of sequential methodology (4.1.6)
with k = 1 and multiple crossing methodology (4.2.5) with
k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 2
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 23.0123 0.0780 0.9024 0.0030 0.8965 0.9083
25 2 24.5011 0.0762 0.9187 0.0027 0.9132 0.9242
25 3 25.7783 0.0749 0.9310 0.0025 0.9259 0.9361
25 4 26.9514 0.0739 0.9421 0.0023 0.9374 0.9468
25 5 28.0767 0.0730 0.9501 0.0022 0.9457 0.9545
50 1 47.6806 0.1198 0.9204 0.0027 0.9150 0.9258
50 2 49.2013 0.1159 0.9301 0.0025 0.9250 0.9352
50 3 50.5221 0.1128 0.9355 0.0025 0.9306 0.9404
50 4 51.7505 0.1102 0.9395 0.0024 0.9347 0.9443
50 5 52.8855 0.1088 0.9465 0.0023 0.9420 0.9510
100 1 98.4825 0.1558 0.9400 0.0024 0.9353 0.9447
100 2 99.9145 0.1514 0.9438 0.0023 0.9392 0.9484
100 3 101.1527 0.1482 0.9467 0.0022 0.9422 0.9512
100 4 102.2759 0.1473 0.9479 0.0022 0.9435 0.9523
100 5 103.3675 0.1463 0.9492 0.0022 0.9448 0.9536
200 1 198.7677 0.2066 0.9447 0.0023 0.9401 0.9493
200 2 200.0641 0.2053 0.9451 0.0023 0.9405 0.9497
200 3 201.2155 0.2048 0.9460 0.0023 0.9415 0.9505
200 4 202.2945 0.2045 0.9472 0.0022 0.9427 0.9517
200 5 203.3566 0.2042 0.9479 0.0022 0.9435 0.9523
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Table 4.2.1 Cont. Performances of sequential methodology
(4.1.6) with k = 1 and multiple crossing methodology (4.2.5)
with k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 2
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 499.3473 0.3224 0.9469 0.0022 0.9424 0.9514
500 2 500.6166 0.3220 0.9466 0.0022 0.9421 0.9511
500 3 501.7574 0.3217 0.9476 0.0022 0.9431 0.9521
500 4 502.8381 0.3215 0.9475 0.0022 0.9430 0.9520
500 5 503.8960 0.3213 0.9474 0.0022 0.9429 0.9519
700 1 699.2168 0.3802 0.9472 0.0022 0.9427 0.9517
700 2 700.4999 0.3800 0.9471 0.0022 0.9426 0.9516
700 3 701.6310 0.3800 0.9475 0.0022 0.9430 0.9520
700 4 702.7279 0.3797 0.9480 0.0022 0.9436 0.9524
700 5 703.7984 0.3796 0.9485 0.0022 0.9441 0.9529
1000 1 998.1949 0.4518 0.9505 0.0022 0.9462 0.9548
1000 2 999.4599 0.4517 0.9507 0.0022 0.9464 0.9550
1000 3 1000.6027 0.4515 0.9515 0.0021 0.9472 0.9558
1000 4 1001.6982 0.4513 0.9524 0.0021 0.9481 0.9567
1000 5 1002.7564 0.4512 0.9523 0.0021 0.9480 0.9566
144
Table 4.2.2 Performances of sequential methodology (4.1.6)
with k = 1 and multiple crossing methodology (4.2.5) with
k = 2, 3, 4, 5, 6, 7, 8: n0 = 10, α = 0.05, p = 6
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 20.7982 0.0879 0.7858 0.0041 0.7776 0.7940
25 2 22.8422 0.0860 0.8419 0.0036 0.8346 0.8492
25 3 24.4961 0.0839 0.8784 0.0033 0.8719 0.8849
25 4 25.8759 0.0822 0.9027 0.0030 0.8968 0.9086
25 5 27.1421 0.0807 0.9244 0.0026 0.9191 0.9297
25 6 28.2839 0.0799 0.9382 0.0024 0.9334 0.9430
25 7 29.4015 0.0791 0.9495 0.0022 0.9451 0.9539
25 8 30.4830 0.0785 0.9594 0.0020 0.9555 0.9633
50 1 44.7439 0.1576 0.8328 0.0037 0.8253 0.8403
50 2 47.3662 0.1437 0.8719 0.0033 0.8652 0.8786
50 3 49.2430 0.1342 0.8982 0.0030 0.8922 0.9042
50 4 50.7469 0.1285 0.9148 0.0028 0.9092 0.9204
50 5 52.0863 0.1244 0.9259 0.0026 0.9207 0.9311
50 6 53.2842 0.1220 0.9345 0.0025 0.9296 0.9394
50 7 54.4521 0.1196 0.9432 0.0023 0.9386 0.9478
50 8 55.5828 0.1177 0.9485 0.0022 0.9441 0.9529
100 1 95.8995 0.2062 0.9093 0.0029 0.9036 0.9150
100 2 98.5014 0.1769 0.9260 0.0026 0.9208 0.9312
100 3 100.0731 0.1667 0.9339 0.0025 0.9289 0.9389
100 4 101.4819 0.1580 0.9383 0.0024 0.9335 0.9431
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Table 4.2.2 Cont. Performances of sequential methodology
(4.1.6) with k = 1 and multiple crossing methodology (4.2.5)
with k = 2, 3, 4, 5, 6, 7, 8: n0 = 10, α = 0.05, p = 6
C k q(k) sq(k) pk spk
95% CI: Cov
L U
100 5 102.6533 0.1550 0.9432 0.0023 0.9386 0.9478
100 6 103.7791 0.1530 0.9468 0.0022 0.9423 0.9513
100 7 104.8535 0.1516 0.9493 0.0022 0.9449 0.9537
100 8 105.9018 0.1509 0.9514 0.0022 0.9471 0.9557
200 1 197.6569 0.2541 0.9414 0.0023 0.9367 0.9461
200 2 199.7605 0.2220 0.9460 0.0023 0.9415 0.9505
200 3 201.0934 0.2142 0.9488 0.0022 0.9444 0.9532
200 4 202.2582 0.2105 0.9497 0.0022 0.9453 0.9541
200 5 203.3761 0.2077 0.9508 0.0022 0.9465 0.9551
200 6 204.4418 0.2065 0.9513 0.0022 0.9470 0.9556
200 7 205.5024 0.2054 0.9515 0.0021 0.9472 0.9558
200 8 206.5215 0.2054 0.9532 0.0021 0.9490 0.9574
500 1 498.5265 0.3547 0.9487 0.0022 0.9443 0.9531
500 2 500.1571 0.3267 0.9504 0.0022 0.9461 0.9547
500 3 501.3467 0.3228 0.9509 0.0022 0.9466 0.9552
500 4 502.4434 0.3226 0.9518 0.0021 0.9475 0.9561
500 5 503.4952 0.3226 0.9528 0.0021 0.9486 0.9570
500 6 504.5363 0.3225 0.9531 0.0021 0.9489 0.9573
500 7 505.5659 0.3224 0.9534 0.0021 0.9492 0.9576
500 8 506.5875 0.3223 0.9538 0.0021 0.9496 0.9580
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Table 4.2.2 Cont. Performances of sequential methodology
(4.1.6) with k = 1 and multiple crossing methodology (4.2.5)
with k = 2, 3, 4, 5, 6, 7, 8: n0 = 10, α = 0.05, p = 6
C k q(k) sq(k) pk spk
95% CI: Cov
L U
700 1 698.0288 0.4189 0.9484 0.0022 0.9440 0.9528
700 2 699.6286 0.3896 0.9486 0.0022 0.9442 0.9530
700 3 700.9108 0.3770 0.9493 0.0022 0.9449 0.9537
700 4 701.9987 0.3768 0.9496 0.0022 0.9452 0.9540
700 5 703.0496 0.3768 0.9506 0.0022 0.9463 0.9549
700 6 704.0926 0.3766 0.9505 0.0022 0.9462 0.9548
700 7 705.1215 0.3766 0.9513 0.0022 0.9470 0.9556
700 8 706.1441 0.3765 0.9518 0.0021 0.9475 0.9561
1000 1 998.7080 0.4875 0.9458 0.0023 0.9413 0.9503
1000 2 1000.2753 0.4562 0.9463 0.0023 0.9418 0.9508
1000 3 1001.4293 0.4559 0.9463 0.0023 0.9418 0.9508
1000 4 1002.5147 0.4557 0.9465 0.0023 0.9420 0.9510
1000 5 1003.5650 0.4556 0.9464 0.0023 0.9419 0.9509
1000 6 1004.6023 0.4555 0.9476 0.0022 0.9431 0.9521
1000 7 1005.6303 0.4555 0.9478 0.0022 0.9434 0.9522
1000 8 1006.6529 0.4554 0.9472 0.0022 0.9427 0.9517
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Table 4.2.3 Empirical frequency distributions of Q2, Q3, Q4, Q5
from (4.2.5): n0 = 10, α = 0.05, p = 2
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 2 8720 505 223 137 143 128 96 40 8 31
3 9274 282 129 76 87 77 49 17 9 24
4 9499 202 94 61 54 49 27 8 6 30
5 9646 129 62 40 55 42 18 8 0 20
50 2 8757 516 222 142 137 99 55 24 48 54
3 9283 293 132 74 90 48 27 14 39 54
4 9548 191 67 49 41 43 21 11 29 51
5 9678 123 65 34 32 37 10 7 14 40
100 2 8922 477 223 117 108 87 37 8 21 108
3 9433 244 114 53 69 44 21 6 16 104
4 9645 161 67 42 29 37 10 3 6 90
5 9747 112 56 18 29 22 12 2 2 94
200 2 8987 467 204 112 105 88 24 6 7 168
3 9477 242 106 46 57 45 22 4 1 30
4 9711 144 59 21 33 20 7 3 2 24
5 9774 110 45 29 15 16 8 2 1 22
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Table 4.2.3 Cont. Empirical frequency distributions of Q2, Q3, Q4, Q5
from (4.2.5): n0 = 10, α = 0.05, p = 2
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
500 2 8969 516 209 104 86 84 20 8 4 37
3 9489 261 84 59 45 38 15 7 2 23
4 9701 139 65 36 26 22 7 3 1 29
5 9786 100 39 25 30 12 6 2 0 18
700 2 8936 508 224 99 119 79 24 6 5 29
3 9505 232 106 49 67 29 4 4 4 51
4 9667 141 68 36 43 32 8 4 1 21
5 9763 112 40 28 30 14 8 3 2 28
1000 2 9005 490 185 101 115 71 21 6 6 28
3 9473 232 120 54 57 48 13 3 0 19
4 9665 159 61 32 44 25 7 4 3 24
5 9795 87 41 32 25 9 7 4 0 19
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Table 4.2.4 Empirical frequency distributions of Q2, Q3, Q4, Q5, Q6, Q7, Q8
from (4.2.5): n0 = 10, α = 0.05, p = 6
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
25 2 8202 537 265 179 207 210 190 122 88 39
3 8808 339 188 115 132 180 127 72 39 32
4 9203 257 123 84 107 109 67 30 20 30
5 9378 225 105 64 69 82 42 27 8 29
6 9618 141 70 46 46 43 25 8 3 28
7 9701 113 41 34 41 37 24 8 1 21
8 9765 100 38 23 32 25 11 4 2 28
50 2 8428 503 208 125 149 118 80 62 327 75
3 9048 309 130 72 104 74 50 34 179 58
4 9352 212 111 49 71 54 39 24 88 58
5 9549 144 61 44 60 43 23 18 58 61
6 9689 106 46 38 37 29 19 7 29 61
7 9742 80 44 28 22 36 10 15 23 44
8 9815 56 33 12 25 21 11 6 21 55
100 2 8778 488 202 123 105 94 25 14 171 124
3 9320 274 113 67 79 54 30 12 51 128
4 9537 192 71 43 51 39 22 6 39 105
5 9719 112 60 20 39 23 8 3 16 116
6 9788 74 45 27 20 23 7 3 13 103
7 9869 62 20 15 11 13 3 2 5 104
8 9881 49 29 10 17 7 5 0 2 93
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Table 4.2.4 Cont. Empirical frequency distributions of
Q2, Q3, Q4, Q5, Q6, Q7, Q8 from (4.2.5): n0 = 10, α = 0.05, p = 6
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
200 2 8875 530 207 99 120 87 27 9 46 227
3 9403 258 122 67 70 43 19 6 12 208
4 9661 148 66 38 48 30 4 0 5 198
5 9756 122 41 18 34 18 7 0 4 217
6 9839 69 30 18 15 18 7 3 1 159
7 9878 47 21 14 19 10 5 4 2 168
8 9925 41 16 5 6 3 4 0 0 15
500 2 9017 479 192 111 92 69 21 8 11 539
3 9466 261 105 61 46 43 12 4 2 504
4 9658 164 59 31 41 35 9 1 2 25
5 9806 84 42 23 25 13 7 0 0 14
6 9846 70 33 18 15 13 4 1 0 19
7 9893 40 28 10 17 9 3 0 0 13
8 9899 54 15 14 13 4 1 0 0 11
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Table 4.2.4 Cont. Empirical frequency distributions of
Q2, Q3, Q4, Q5, Q6, Q7, Q8 from (4.2.5): n0 = 10, α = 0.05, p = 6
Qk
C k 1 2 3 4
5
6
7
10
11
15
16
20
>
20
Max
700 2 8979 476 207 114 105 79 24 7 9 734
3 9468 240 117 53 64 39 13 2 4 713
4 9665 164 61 33 39 27 9 1 1 24
5 9796 97 46 20 21 15 5 0 0 15
6 9846 67 32 15 21 17 0 2 0 19
7 9910 44 12 8 10 9 6 1 0 19
8 9917 40 11 9 12 9 2 0 0 12
1000 2 8951 514 215 109 110 66 26 1 6 1024
3 9489 213 111 50 63 53 14 4 3 26
4 9702 142 48 32 37 26 10 3 0 20
5 9808 83 42 29 21 12 3 2 0 18
6 9851 73 35 11 20 5 4 0 1 26
7 9898 46 19 13 12 7 5 0 0 15
8 9918 43 6 13 11 6 2 1 0 20
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Table 4.2.5 Performances of the truncated stopping rule
(4.2.23)-(4.2.24) : n0 = 10, α = 0.05, p = 2, k = 5
γ = 0.5 γ = 0.8
95% CI: Cov 95% CI: Cov
C
qT(5)
sTq(5)
pT(5)
sTp(5)
L
U
qT(5)
sTq(5)
pT(5)
sTp(5)
L
U
25 26.7877 0.9404 0.9358 27.6871 0.9454 0.9409
0.0811 0.0024 0.9450 0.0754 0.0023 0.9499
50 51.9815 0.9447 0.9402 52.4254 0.9418 0.9372
0.1200 0.0023 0.9492 0.1162 0.0023 0.9464
100 102.7469 0.9461 0.9417 102.9199 0.9507 0.9465
0.1546 0.0023 0.9505 0.1508 0.0022 0.9549
200 203.2909 0.9529 0.9487 203.2559 0.9518 0.9476
0.2034 0.0021 0.9571 0.2031 0.0021 0.9560
500 502.9415 0.9482 0.9439 503.2269 0.9490 0.9447
0.3186 0.0022 0.9525 0.3181 0.0022 0.9533
700 703.2392 0.9477 0.9433 703.6304 0.9496 0.9453
0.3767 0.0022 0.9521 0.3729 0.0022 0.9539
1000 1003.6619 0.9494 0.9450 1003.3147 0.9478 0.9433
0.4511 0.0022 0.9538 0.4452 0.0022 0.9522
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Table 4.2.6 Empirical frequency distribution of
∑5
i=2Q
T
i from
(4.2.23)− (4.2.24): n0 = 10, α = 0.05, p = 2, k = 5
∑5
i=2Q
T
i
C
1
2
3 4
5
6
7
10
11
15
16
20
>
20
Max
γ = 0.5 25 0 2, 021 7, 442 537 0 0 0 0 6
50 0 195 7, 848 1, 747 210 0 0 0 8
100 0 12 8, 081 1, 135 771 1 0 0 11
200 0 0 8, 143 1, 104 539 214 0 0 14
500 0 0 8, 137 1, 151 514 146 34 18 22
700 0 0 8, 111 1, 166 499 160 44 20 27
1000 0 0 8, 234 1, 092 493 128 36 17 39
γ = 0.8 25 0 0 7, 532 1, 599 823 46 0 0 14
50 0 0 7, 769 1, 219 680 278 51 3 21
100 0 0 8, 078 1, 118 521 177 63 43 30
200 0 0 8, 130 1, 124 538 139 42 27 42
500 0 0 8, 246 1, 058 501 142 32 21 40
700 0 0 8, 238 1, 131 449 140 28 14 33
1000 0 0 8, 234 1, 092 493 128 36 17 39
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Table 4.3.1 Performances of fine-tuned sequential rule (4.3.2)
for k = 1, fine-tuned multiple crossing rule (4.3.3) for
k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 2, and ε = −4.1785
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 27.8144 0.0746 0.9461 0.0023 0.9416 0.9506
25 2 29.2039 0.0723 0.9544 0.0021 0.9502 0.9586
25 3 30.3849 0.0712 0.9627 0.0019 0.9589 0.9665
25 4 31.5068 0.0702 0.9695 0.0017 0.9661 0.9729
25 5 32.5880 0.0695 0.9715 0.0017 0.9682 0.9748
50 1 52.5830 0.1057 0.9466 0.0022 0.9421 0.9511
50 2 53.9176 0.1037 0.9506 0.0022 0.9463 0.9549
50 3 55.0933 0.1025 0.9556 0.0021 0.9515 0.9597
50 4 56.2143 0.1016 0.9599 0.0020 0.9560 0.9638
50 5 57.2831 0.1011 0.9631 0.0019 0.9593 0.9669
100 1 102.9534 0.1438 0.9526 0.0021 0.9484 0.9568
100 2 104.2343 0.1432 0.9526 0.0021 0.9484 0.9568
100 3 105.3844 0.1423 0.9546 0.0021 0.9504 0.9588
100 4 106.4952 0.1419 0.9556 0.0021 0.9515 0.9597
100 5 107.5516 0.1416 0.9585 0.0020 0.9545 0.9625
200 1 203.0701 0.2007 0.9502 0.0022 0.9458 0.9546
200 2 204.3457 0.2001 0.9504 0.0022 0.9461 0.9547
200 3 205.4805 0.1997 0.9504 0.0022 0.9461 0.9547
200 4 206.5568 0.1995 0.9525 0.0021 0.9482 0.9568
200 5 207.6225 0.1992 0.9536 0.0021 0.9494 0.9578
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Table 4.3.1 Cont. Performances of fine-tuned sequential rule
(4.3.2) for k = 1, fine-tuned multiple crossing rule (4.3.3) for
k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 2, and ε = −4.1785
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 502.4669 0.3190 0.9485 0.0022 0.9441 0.9529
500 2 503.7411 0.3189 0.9476 0.0022 0.9431 0.9521
500 3 504.8846 0.3187 0.9478 0.0022 0.9434 0.9522
500 4 505.9690 0.3186 0.9485 0.0022 0.9441 0.9529
500 5 507.0235 0.3186 0.9480 0.0022 0.9436 0.9524
700 1 702.5086 0.3754 0.9507 0.0022 0.9464 0.9550
700 2 703.7819 0.3751 0.9509 0.0022 0.9466 0.9552
700 3 704.9110 0.3748 0.9511 0.0022 0.9468 0.9554
700 4 705.9921 0.3747 0.9513 0.0022 0.9470 0.9556
700 5 707.0487 0.3746 0.9516 0.0021 0.9473 0.9559
1000 1 1002.5577 0.4495 0.9488 0.0022 0.9444 0.9532
1000 2 1003.8302 0.4493 0.9488 0.0022 0.9444 0.9532
1000 3 1004.9771 0.4489 0.9486 0.0022 0.9442 0.9530
1000 4 1006.0664 0.4488 0.9484 0.0022 0.9440 0.9528
1000 5 1007.1241 0.4485 0.9489 0.0022 0.9445 0.9533
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Table 4.3.2 Performances of fine-tuned sequential rule (4.3.2)
for k = 1, fine-tuned multiple crossing rule (4.3.3) for
k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 6, and ε = −5.4785
C k q(k) sq(k) pk spk
95% CI: Cov
L U
25 1 27.8035 0.0877 0.9131 0.0028 0.9075 0.9187
25 2 29.5706 0.0826 0.9398 0.0024 0.9350 0.9446
25 3 30.9855 0.0796 0.9557 0.0021 0.9516 0.9598
25 4 32.2077 0.0777 0.9651 0.0018 0.9614 0.9688
25 5 33.3527 0.0764 0.9713 0.0017 0.9680 0.9746
50 1 52.6938 0.1287 0.9209 0.0027 0.9155 0.9263
50 2 54.6051 0.1177 0.9376 0.0024 0.9328 0.9424
50 3 56.0092 0.1129 0.9459 0.0023 0.9414 0.9504
50 4 57.2388 0.1096 0.9535 0.0021 0.9493 0.9577
50 5 58.3926 0.1077 0.9596 0.0020 0.9557 0.9635
100 1 103.4854 0.1631 0.9420 0.0023 0.9373 0.9467
100 2 105.0836 0.1532 0.9475 0.0022 0.9430 0.9520
100 3 106.3216 0.1499 0.9513 0.0022 0.9470 0.9556
100 4 107.4844 0.1476 0.9547 0.0021 0.9505 0.9589
100 5 108.5875 0.1464 0.9571 0.0020 0.9530 0.9612
200 1 203.9668 0.2132 0.9496 0.0022 0.9452 0.9540
200 2 205.4629 0.2036 0.9524 0.0021 0.9481 0.9567
200 3 206.6294 0.2024 0.9525 0.0021 0.9482 0.9568
200 4 207.7203 0.2020 0.9533 0.0021 0.9491 0.9575
200 5 208.7754 0.2018 0.9555 0.0021 0.9514 0.9596
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Table 4.3.2 Cont. Performances of fine-tuned sequential rule
(4.3.2) for k = 1, fine-tuned multiple crossing rule (4.3.3) for
k = 2, 3, 4, 5: n0 = 10, α = 0.05, p = 6, and ε = −5.4785
C k q(k) sq(k) pk spk
95% CI: Cov
L U
500 1 503.6621 0.3263 0.9537 0.0021 0.9495 0.9579
500 2 505.0446 0.3184 0.9542 0.0021 0.9500 0.9584
500 3 506.1982 0.3183 0.9541 0.0021 0.9499 0.9583
500 4 507.2806 0.3182 0.9554 0.0021 0.9513 0.9595
500 5 508.3405 0.3181 0.9560 0.0021 0.9519 0.9601
700 1 705.1452 0.3724 0.9534 0.0021 0.9492 0.9576
700 2 706.3980 0.3723 0.9535 0.0021 0.9493 0.9577
700 3 707.5315 0.3722 0.9532 0.0021 0.9490 0.9574
700 4 708.6152 0.3721 0.9537 0.0021 0.9495 0.9579
700 5 709.6692 0.3720 0.9547 0.0021 0.9505 0.9589
1000 1 1004.8187 0.4480 0.9520 0.0021 0.9477 0.9563
1000 2 1006.0937 0.4478 0.9517 0.0021 0.9474 0.9560
1000 3 1007.2342 0.4477 0.9523 0.0021 0.9480 0.9566
1000 4 1008.3265 0.4475 0.9525 0.0021 0.9482 0.9568
1000 5 1009.3810 0.4474 0.9531 0.0021 0.9489 0.9573
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 4.2.1 Performances of the Multiple Crossing Procedure (4.2.5)-(4.2.6)
with Regard to Coverage Probability: p = 2 and k = 5
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 4.2.2 Performances of the Multiple Crossing Procedure (4.2.5)-(4.2.6)
with Regard to Coverage Probability: p = 6 and k = 8
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 4.3.1 Performances of the Fine-Tuned Multiple Crossing Procedure
(4.3.3)-(4.3.4) with Regard to Coverage Probability: p = 2 and k = 2
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(a) : α = 0.01
(b) : α = 0.05
(c) : α = 0.10
Figure 4.3.2 Performances of the Fine-Tuned Multiple Crossing Procedure
(4.3.3)-(4.3.4) with Regard to Coverage Probability: p = 6 and k = 3
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Chapter 5
SomeFinal Concluding Thoughts
The multi-stage and sequential procedures introduced since 1940s are breakthrough
sampling techniques, in the sense that they have provided solutions to important problems
which did not have fixed-sample solutions. Such sampling strategies can be successfully
implemented in a wide variety of inferential problems.
Our focus was on estimating, the normal mean, in univariate as well as in multivariate
case, and regression parameters, with fixed-size confidence regions. The existing purely
sequential procedures are theoretically more efficient than their multistage counterparts.
However, they do not have the exact consistency property. In theory, by batch sampling
beyond the purely sequential stopping rule, exact consistency can be achieved. We illus-
trated, however, that augmenting the purely sequential sample size arbitrarily may not
lead to favorable results.
The proposed multiple crossing methodology eliminates ambiguity because it lets the
sampling process itself decide the termination point. For the three problems we have
discussed in this dissertation, the methodology works very well. It achieves the target
coverage probabilities with commendable efficiency when k, the total number of crossings,
is chosen appropriately. A remarkable feature of this new methodology is that the data-
driven optimal choice of k does not depend on the pre specified size of the confidence
region or the target coverage probability. However, it is sensitive to the dimension (p) of
the problem.
We have considered many practical aspects of implementation that are typical de-
terrents to a sequential sampling procedure. The truncation technique eliminates the
possibility of prolonged sampling beyond the purely sequential stopping rules. The fine-
tuned adjustment ensures that the total number of crossings is kept at a very reasonable
level.
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The class of multiple crossing stopping rules provides a broad concept that can be
applied to many problems other than those that have been discussed in this dissertation.
Analogous methodologies may be developed, for example, in the context of point estima-
tion, hypothesis testing, selection and ranking as well as those arising from non-normal
populations.
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Chapter 6
Future Research Directions
The class of multiple crossing sequential stopping rules has far reaching potential
in areas where purely sequential stopping rules have already been established. This
includes but not limited to, problems arising from, selection and ranking, minimum
risk point estimation, hypothesis testing, as well as non-parametric sequential testing.
However, each of these problems needs to be carefully considered, in the sense that,
optimal number of boundary crossings needs to be established, adequate truncation and
fine-tuned adjustments needs to be determined.
Another area of research which may have significant potential is various truncation
methodologies imposed upon purely sequential stopping rules. For an example, the main
drawback of numerous two-stage procedures is their lack of efficiency. The purely sequen-
tial procedures are efficient but not consistent. Therefore it seems that a purely sequential
stopping rule may not gain anything by going beyond its corresponding two-stage sample
size. Hence, truncating a purely sequential stopping rule at its corresponding two-stage
sample size appears to be reasonable. Properties of stopping rules with such truncation
criteria needs to be established.
Investigating the use of sequential stopping rules in order to construct fixed-sized
credible intervals within the Bayesian paradigm is another research topic with consid-
erable promise. The advantage of an interval whose width is predefined should not be
limited to the frequentist confidence intervals, the same motivation is valid for Bayesian
credible intervals too.
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