Collective effects in atom-light interaction is of great importance for cold-atom-based quantum devices or fundamental studies on light transport in complex media. Here we discuss and compare three different approaches to light scattering by dilute cold atomic ensembles. The first approach is a coupled-dipole model, valid at low intensity, which includes cooperative effects, like superradiance, and other coherent properties. The second one is a random-walk model, which includes classical multiple scattering and neglects coherence effects. The third approach is a crude approximation only based on the attenuation of the excitation beam inside the medium, the so-called "shadow effect". We show that in the case of a low-density sample, the random walk approach is an excellent approximation for stead-state light scattering, and that the shadow effect surprisingly gives rather accurate results up to optical depths on the order of 15.
I. INTRODUCTION
Laser-cooled atomic samples are nowadays one of the main tools of fundamental research in atomic physics [1] [2] [3] . They can serve, for instance, as toy models to develop or tests ideas and concepts for quantum information or to study condensed-matter phenomena in new regimes. In the recent years they have also become used in practical applications such as clocks, gravity sensors, etc.
For many of these applications, having more atoms in the sample allows increasing the signal-to-noise ratio. However large densities or large optical depths come along with potential new systematic effects. In particular, it has been recognized as early as 2004 that collective shifts due to the dipole-dipole interaction between atoms might become a limitation for atomic clocks [4] . More generally, many applications of cold atoms involve their interaction with optical fields and it is thus of fundamental importance to understand the collective effects in light-atom interactions.
There has been a lot of research on this topic in the recent years, especially in the weak-intensity regime (linear-optics or single-photon regime), see, e.g., the reviews [5, 6] . Among the most important results, one can mention the difficulty of understanding the observed spectrum (shift and line shape) of light transmitted through dense clouds (see [7] and references therein) and the observation of super-and subradiance in the decay dynamics of light in dilute clouds [8] [9] [10] [11] [12] .
Several experiments have also been performed in a simpler situation, dealing with steady-state scattering from dilute and large clouds [13] [14] [15] [16] , and those experiments have been interpreted in various ways, depending on which theoretical model was used for comparison.
In this article we would like to discuss and compare three possible approaches to describe this kind of experiments on steady-state "incoherent" scattering, i.e., offaxis scattering (out of the forward, coherent, transmit-ted beam). The first model is the coupled-dipole (CD) model, which has been heavily used in the context of cooperative scattering [17] [18] [19] [20] [21] [22] [23] . In this model the atomic dipoles form collective modes due to the dipole-dipole interaction mediated by light. Its strong advantage is that it is very complete, but this is also a drawback: it does not help much to understand the physics. We will thus compare this model with a "random walk" (RW) model, which considers photons bouncing from atoms to atoms until leaving the sample. In this picture atoms are independent and only provide some scattering probability. We obtain that in the situation of linear optics, low density, steady-state off-axis scattering, this model is excellent. A preliminary comparison between these two models has been presented in [15] . Finally we will also discuss a simple approach based on Beer-Lambert law, that is able to compute the total amount of scattered light (in all directions). Surprisingly, even if the scattered light is observed in one particular direction, this simple approach can provide quite accurate results up to moderate optical thickness on the order of 15, with only a global free multiplicative factor for the intensity scale. This approach has already been used to explain recent experiments on the collective reduction of the radiation pressure force [15, 24] and on off-axis scattering by very elongated clouds [16] .
II. DESCRIPTION OF THE MODELS

A. Coupled-dipole equations
The coupled-dipole model has been widely used in the last years in the context of single-photon superradiance and subradiance [8-10, 18, 19, 22, 23, 25, 26] . It considers N two-level atoms at random positions r i driven by an incident laser (Rabi frequency Ω(r), detuning ∆). Restricting the Hilbert space to the subspace spanned arXiv:1902.04289v1 [physics.atom-ph] 12 Feb 2019 by the ground state of the atoms |G = |g · · · g and the singly-excited states |i = |g · · · e i · · · g and tracing over the photon degrees of freedom, one obtains an effective Hamiltonian describing the time evolution of the atomic wave function |ψ(t) ,
(1)
Considering the low intensity limit, when atoms are mainly in their ground states, i.e. α 1, the problem amounts to determine the amplitudes β i , which are then given by the linear system of coupled equationṡ
These equations are the same as those describing N classical dipoles driven by an oscillating electric field [18] . The first term on the right hand side corresponds to the natural evolution of independent dipoles, the second one to the driving by the external laser, the last term corresponds to the dipole-dipole interaction and is responsible for all collective effects. It reads
Here d eigi is the dipole moment operator of the transition g → e of the atom i, r ij = r i − r j , r ij = |r i − r j | and k 0 = ω 0 /c is the wavevector associated to the transition, with c the vacuum speed of light. The superscripts µ or ν denote projections of vectors on one of the axes µ, ν = x, y, z of the reference frame. The use of this expression for the interaction term will be referred to as the "vectorial model". However, if polarization does not play a role in the measurement and if the cloud is very dilute, one can neglect the near-field terms and obtain a "scalar model", with
From the computed values of β i , we can derive the intensity of the light radiated by the cloud as a function of time and of the angle [22] . The advantage of the CD model is that it is very complete, as it includes diffraction/refraction/attenuation effects due to the complex index of refraction, multiple scattering including coherence effects such as coherent backscattering (CBS), and super/sub-radiance. However it is computationally limited to a few thousand atoms, although a technic has been proposed to overcome this limitation [27] . It can be readily applied to experiments involving a very small number of atoms, like the ones of Ref. [7] , otherwise the parameters have to be scaled in an appropriate way [28] , which depends on the physics. It is thus important to know if the studied phenomena depend on the atomic density, on the resonant optical thickness, or on something else [5] . Another limitation is that it is rather difficult to extend this approach to multilevel systems, even if there has been recently some progress in that direction [29] [30] [31] .
As the CD model is very complete, it does not always allow identifying the most relevant physical interpretation of the observations. It is thus useful to make comparisons with other models, in which some physical ingredients are neglected.
B. Random walk model
The RW model provides such a possibility. This model is based on a "photon" picture (although no quantized optical field is required) propagating inside the atomic cloud. Coherent effects such as diffraction or refraction inside the cloud are neglected, as well as super-and subradiance. The atoms only provide scattering, characterized with a local mean-free path, depending on the density distribution and the atomic cross-section. This model is appropriate to compute average "incoherent" scattering, where here incoherent means that the phase is randomized by the configuration averaging, which is true in all directions except the forward one (coherent transmission). The scattering can still be elastic and keep the phase information along the path, and one can even recover the coherent back scattering cone [32, 33] .
There are two possible methods for simulating this random walk model, with different advantages and drawbacks from a numerical point of view, but they contain the same physics.
The first one is to use stochastic simulations [34] in which the fate of a photon is followed until it escapes the medium. At each scattering a random direction is drawn as well as a step length depending on the atomic density distribution and scattering cross-section. Averaging over many photons is then performed. Such simulations have been used in many previous work, for steady-state scattering [13, 15, 35] and temporal dynamics (radiation trapping) [12, [36] [37] [38] . This method allows one to take into account the frequency redistribution induced by the temperature and one does not need to truncate the number of scattering orders.
Another method of implementation is different types of diagram techniques for nonequilibrium systems, as described in Refs. [32, 39] (for more details see also the review [6] ). This approach allows us to obtain an explicit expression for the intensity correlation functions of the scattered light in the form of series over the number of incoherent scattering events. Each term of these series is the multiple integral over coordinates and velocities of the atoms forming the corresponding atomic chain and is expressed in terms of the single-particle atomic density matrix and the retarded Green's function of photons. The latter describes the propagation of light between incoherent scattering events. The explicit form of this function is determined by the processes of coherent forward scattering in an optically dense medium and, for cases of practical interest, can be found analytically. The computation of nested integrals for each scattering order that is taken into account is performed using statistical Monte-Carlo methods.
C. Beer-Lambert law
The two previous models are very versatile as they can be used in various situations, including temporal dynamics [12] and fluctuations [35] . However, as far as steadystate scattering is concerned, it is sometimes useful to make use of the obvious result that the total scattered light equals the amount of light removed from the driving beam. This attenuation can be computed from Beer-Lambert law,
where I 0 , I T are the incident and transmitted intensities, the driving beam propagates along z, ρ(x, y, z) is the atomic density distribution and σ sc is the scattering cross-section. The argument of the exponential is called the optical depth (in general, one should precise along z and at the x, y transverse position). A usual density distribution is a Gaussian with rms radius R along z, which gives an optical depth b(x, y) = √ 2πρ(x, y, 0)σ sc R. If the initial beam profile also has a simple intensity distribution, one can integrate over the transverse directions to get the total transmission, and thus the total attenuation, which is also the total scattered light. For instance, supposing the incoming beam to be a plane wave and the atomic cloud to be a Gaussian sphere (rms size R in all directions, peak density ρ 0 , peak optical depth b = √ 2πρ 0 σ sc R), one obtains (see [16, 24] ) that the total scattering cross-section of the cloud is
where N is the atom number and Ein is the integer function [40] Ein
The factor Ein(b)/b in Eq. (6) corresponds to the deviation from single-atom physics. In the limit of vanishing optical depth b, the value expected from single atom physics is recovered, Σ sc = N σ sc . For high optical depth, the cross-section increases only logarithmically, which appears as a collective saturation of the scattered light. This saturation comes from the fact that the atoms in the back of the cloud are less illuminated by the incoming laser ("shadow effect") due to the attenuation of the incoming beam along the cloud [5, 15, 16, 24] . This result tells nothing about the angular distribution of the scattered light, but it is an excellent approximation for the total scattered light. It only neglects refraction and diffraction effects, which could have an impact for very small clouds [7] . It also neglects the forward coherent lobe [10, 41, 42] , which actually is diffracted/refracted light (this light is also responsible for the extinction paradox [43] ).
Since the emission diagram of the cloud is not included in this approach, it might seem useless for measurements performed in a given direction. For instance, let's take a slab: as the optical depth increases and reach high values, the diffuse transmission tends to zero while the diffuse reflection goes to one [13] . Nevertheless, in many experiments the range of explored optical thickness is not very large, and the geometry of the cloud not so drastic. For instance, with a Gaussian cloud illuminated by a plane wave, the optical depth goes smoothly to zero on the edges, and those edges usually contribute significantly to the experimental signal. As a consequence, the variation of the emission diagram with the optical depth is not so pronounced, and the scaling provided by Eq. (6) can still be a good approximation, provided a reference point to set the intensity scale.
III. COMPARISONS AND DISCUSSION
In this section we show several comparisons between the three approaches. We will first compare the coupleddipole and the random walk models in the case of a simple atomic structure. We will see that the agreement is excellent, which justifies the use of the RW model, which can also include more experimental details, such as a more complicated atomic structure. Then we will compare the RW to the Beer-Lambert results.
A. Coupled dipoles and random walk
We start by showing in Fig. 1 the emission diagram (scattered intensity as a function of the angle) computed for different optical depths b with the vectorial CD model and the RW simulations including the polarization (we suppose a J = 0 → J = 1 atomic transition and take into account the corresponding emission diagram of each scatterer). The two panels show the results for the orthogonal and parallel helicity channels. Here the RW simulations do not include the crossed diagrams, as a consequence the coherent back scattering cone and the coherent forward lobe are not present in the RW results. Apart from those two specific directions, the agreement between the two models is excellent. We have also checked that the agreement is as good in other polarization channels. This is thus a generalization, in the vectorial case, of the comparison already made in [15] . Let us now turn to the spectrum. In Fig. 2 we compare the scattering spectrum for CD and RW simulations, with a given density and a given optical depth (dilute regime), for different scattering angles. Here also the agreement is excellent, the observed difference being compatible with the computational precision.
In Fig. 3 we explore the density dependence, but we keep a low density, i.e. ρk −3 1. Here the size of the atomic sample is fixed (kR = 10) so the density is varied by changing the atom number, which also changes the optical depth. Up to ρk −3 = 0.05 we do not observe any significant difference between the two models.
From the three previous figures we conclude that at low density and for off-axis scattering, the two models FIG. 3. Scattered intensity as a function of the density (the optical thickness also varies). The scattering angle is θ = π/3, the polarization channel is h h, the size of the sample is kR = 10, the laser is at resonance. In this range of density (dilute cloud), no significant difference is visible between the CD and the RW models.
give the same results. Note that in the absence of any temperature-induced frequency redistribution, the only relevant parameter in the RW model is the optical depth,
where the resonant optical depth (for a Gaussian sample) is b 0 = √ 2πρ 0 σ 0 R = 3N/(kR) 2 , the resonant scattering cross-section is σ 0 = 3λ 2 /(2π) = 6π/k 2 , and γ is the linewidth of the transition. As a consequence, in an experiment where several parameters can be varied (size, atom number, detuning), it is generally relevant to plot the experimental data as a function of the optical depth [16] .
However we expect some discrepancies to appear at high densities, where refractive index effects and various θ = π/2 θ = 5π/6 (a) (b) FIG. 4 . Scattering spectrum at θ = π/2 (a) and θ = 5π/6 (b) computed with the RW and the shadow approximation, for several optical depths. The probe beam is circularly polarized and the cloud size is kR = 200. What is plotted is the total intensity (summed over the polarizations). The agreement is perfect for θ = π/2. The agreement is not as good for b0 = 10 and θ = 5π/6 due to the anisotropy of the emission diagram at large optical thickness due to multiple scattering. This effect, which increases the scattered intensity near the backward direction, is included in the RW model and not in the shadow effect.
collective shifts appear [7, 42, [44] [45] [46] [47] . The precise study of these effects is beyond the scope of this paper.
B. Random walk and Beer-Lambert
Since the RW model has been validated in the previous section, we now only compare the RW to the "shadow effect" ("Sh" in figures) computed by Beer-Lambert law [Eq. (6) ]. We also make use of the possibilities to include a complicated level structure in the RW model: all results in this section were obtained for a F = 2 → F = 3 transition with a statistical equipopulated mixture of the Zeeman ground states, typical of 87 Rb experiments. Note that the two models yield results that only depend on the optical depth. However Eq. (6) only allows us to compute the total scattered light. The purpose of this section is to see if it can still give useful results for scattered light detected in one particular direction.
For very low optical depths, multiple scattering is negligible and the emission diagram of the whole cloud is the same as the one of a single atom (e.g., isotropic in the scalar model), so the knowledge of the total cross-section is enough to compute the scattering in any direction.
For larger optical depths, the emission diagram is modified due to multiple scattering, with more light scattered in the backward directions and less light able to cross the sample. However, for a Gaussian cloud, the difference appears slowly with the peak optical depth.
A first illustration is provided in Fig. 4 , where two spectra are shown, one at θ = π/2 (panel a) and one near the backward direction (θ = 5π/6, panel b), for optical depths up to 10. The curves computed with the shadow effect have been vertically scaled to match the RW results on resonance. One can see that at θ = π/2 the agreement is perfect. In the backward direction, there is only a slight discrepancy at large b. Actually as the detuning is varied over the spectrum, the optical depth varies between its maximum on resonance and almost zero. The remarkable result is that the variation of the emission diagram is not big enough to significantly distort the spectrum line shape. Note that the two models would give identical results in the wings of the spectrum, and would also match experimental data, without any free parameter, if one used a correct normalization, accounting for the solid angle of the detection, the quantum efficiency of the detectors, etc.
The figure 5 illustrates the same result, but we now address the polarization dependence. The scattering angle is θ = π/3. With such an intermediate angle, a complex level scheme and the effect of multiple scattering near resonance (which randomizes the polarization), it is hard to have an intuitive prediction of the evolution of the emission diagram when the optical depth increases. The result of the comparison is that, still with a free multi- plicative factor, the shadow effect gives very good results in the parallel helicity channel and fair results in the orthogonal one. Given the complexity of the RW model (with polarization and atomic levels), one can consider the Beer-Lambert method to be useful in obtaining quick and easy, but still accurate, results.
Finally, we plot in Fig. 6 the scattered light at 3 different angles as a function of the optical depth b, from b = 0.5 to b = 15. As previously, a free multiplicative factor is used to scale the data from the shadow effect. At θ = π/2, the agreement with the RW model is excellent. At large b, fewer photons are scattered near the forward direction, so the shadow method overestimates the amount of scattering (curves at θ = π/3), and the opposite happens near the backward direction (curves at θ = 5π/6). Nevertheless, over the whole range of optical depth, the discrepancies are rather small.
IV. CONCLUSION
To summarize, we have extended the work of [15, 16] by performing quantitative comparisons between the coupled-dipole model, a random walk approach that neglects coherent effects, and a very simple approximation, Beer-Lambert law, which allows computing the total scattered light. We considered only the simplest case of low density, large cloud, and off-axis scattering. We have obtained that in this situation, the RW model is in perfect agreement with the coupled-dipole model, and the Beer-Lambert law provides quite accurate results, at least up to resonant optical depths of 15, which is surprisingly good.
For future works, it would be interesting to extend these comparisons, especially between the CD and RW models, at higher density. Obviously the two models should give different results because of finite size/diffraction/refraction effects, but also because the scattering properties may be changed due to near-field coupling between atoms. An adaptation of the RW model, following the works of Refs. [48, 49] , might be able to restore the agreement. The CD model could therefore serve as a benchmark for new approaches to multiple scattering of light in dense samples.
