Abstract. We consider a distributed quantum hypothesis testing problem with communication constraints, in which the two hypotheses correspond to two different states of a bipartite quantum system, multiple identical copies of which are shared between Alice and Bob. They are allowed to perform local operations on their respective systems and send quantum information to Charlie at limited rates. By doing measurements on the systems that he receives, Charlie needs to infer which of the two different states the original bipartite state was in, that is, which of the two hypotheses is true. We prove that the Stein exponent for this problem is given by a regularized quantum relative entropy. The latter reduces to a single letter formula when the alternative hypothesis consists of the products of the marginals of the null hypothesis, and there is no rate constraint imposed on Bob. Our proof relies on certain properties of the so-called quantum information bottleneck function.
Introduction
Network information theory concerns the study of multi-user information theoretical tasks [1] , which can be depicted using a network, which connects the different users and typically consists of multiple sources and channels. Evaluating fundamental limits on the rate of information flow over the network, finding coding methods which achieve these limits, determining capacity regions, and establishing strong converse bounds, are the main problems studied in this theory. These are challenging problems in the classical case itself, and even more so in the quantum setting. Examples of such tasks include, among others, distributed hypothesis testing, distributed compression and broadcasting. In this paper, we focus on the first two of these three examples, with the third being studied in a concurrent paper [2] . We first study the task of distributed hypothesis testing under communication constraints, which is elaborated in the next section. The key quantity that we focus on is the so-called Stein exponent. We obtain entropic expressions for it in different scenarios, employing properties of the quantum information bottleneck function [3, 4] .
Next, we study the interesting problem of obtaining second-order strong converse bounds. For any given task in network information theory, the rates of information flow for which the task can be achieved with asymptotically vanishing error probability, defines a region, called the achievable rate region. A strong converse bound establishes that performing the task at rates lying outside this region leads to an error testing problem as follows: α and β, respectively. In this paper, we are interested in the trade-off between the type-I and the type-II errors given that the communication from both Alice and Bob to Charlie are limited. This is the setting of (bivariate) distributed quantum hypothesis testing under communication constraints 1 . Specifically, we assume that log |W n | ≤ nr 1 ; log | W n | ≤ nr 2 for some r 1 , r 2 > 0 (see Figure 1 below). Here, we use |X| to denote the dimension of the Hilbert space H X corresponding to the system X.
The operational quantity that we focus on is the following: given any ε ∈ [0, 1], r 1 , r 2 > 0, we define the quantum Stein exponent for this hypothesis testing task (hereafter referred to simply as the Stein exponent) as e (ε|r 1 , r 2 ) := lim inf n→∞ − 1 n log β r 1 ,r 2 (n, ε) , where β r 1 ,r 2 (n, ε) := inf
Fn:
1 n log |W n |≤r 1
Gn:
1 n log | W n |≤r 2 β(n, ε, F n , G n ), and β(n, ε, F n , G n ) := inf 0≤T ≤1
Tr[(1−T )σ W n W n ]≤ε
Tr T σ W n W n .
denotes the the optimal type-II error given that the type-I error is at most ε. Figure 1 . The scheme of distributed quantum hypothesis testing. Moreover, unlimited entanglement is allowed between Alice and Charlie, and Bob and Charlie.
Note that in the absence of the communication constraints, i.e. when r 1 and r 2 are both infinite, the Stein exponent, defined above, reduces to the usual quantum Stein exponent, which is known to be equal to the relative entropy between the two hypotheses by the quantum Stein lemma [18, 19] . Hence, e(ε|∞, ∞) = D(ρ XY || ρ XY ), ∀ε ∈ (0, 1), where D(ρ σ) denotes the quantum relative entropy [20] (see (6) in Section 2).
Our results for the tasks of distributed hypothesis testing can be summarized as follows:
• Firstly, we show that the Stein exponent is given by a regularized quantum relative entropy (Theorem 2): 1 n log |W n |≤r 1
Gn:
Note that a single-letter expression for expression on the right-hand side of (3) is not even known in the classical case.
1 Henceforth, we suppress the phrase bivariate for simplicity.
• Secondly, we study the case in which the alternative hypothesis is a product state of the marginals, i.e. ρ XY = ρ X ⊗ ρ Y . We refer to this case as the distributed quantum hypothesis testing against independence or simply testing against independence. We establish the following single-letter formula for the corresponding Stein exponent when there is no rate constraint imposed on Bob (Theorem 4): setting r 1 ≡ r we have, I(X ;U )τ ≤r
where N X→U is a quantum channel from systems X to U ,
with ψ XY R being a purification of ρ XY , R being an inaccessible reference system;
where τ X X is a purification of ρ X ; and I(A; B) is the quantum mutual information of a state τ AB (see (7) in Section 2). We remark that the above quantity is the dual of the so-called quantum information bottleneck function [3, 4] .
Remark: When the rate r is above the von Neumann entropy of X, the supremum in (4) is attained by an identity map. Hence, our result immediately yields that
which coincides with the expression for usual quantum Stein exponent in the absence of communication constraints.
• The statement of the original quantum Stein lemma [18, 21] holds for all ε ∈ (0, 1). This in turn implies the so-called strong converse property for quantum hypothesis testing, i.e. if for any test T n , the type II error probability is restricted to be less than or equal to e −nr , with r being greater the the relative entropy between the states corresponding to the two hypotheses, then the associated type I error goes to one as n → ∞ (with n being the number of copies of the states available). Our third result, given by Theorem 10, provides a second-order strong converse bound on the Stein exponent for the distributed quantum hypothesis testing task introduced in the previous section, in the special case in which the system X is classical (associated with a random variable taking values in a finite set X ). It states that for every ε ∈ (0, 1), there exists a K > 0 such that for all r > 0,
where
with N X→U being a classical channel (i.e. a stochastic map) that maps the random variable X to U , and X being a copy of X. See Section 4.2 for details.
1.2.
Image-size characterization problem and source coding with classical side information. The key ingredient of the proof of our result (Theorem 10) on the second-order strong converse bound (Proposition 11) for distributed quantum hypothesis testing, can also be employed to establish strong converse bounds for a more general task, namely, the so-called image-size characterization problem. The latter, which provides a unifying framework for the analysis of a wide variety of source and channel network problems, can be roughly explained as follows: let X , Y be two (say finite) sets, and provide X n , respectively Y, with a non-negative measure µ n , respectively ν Y . Then, given any classical channel Q Y |X and 0 < 1ε < 1, we are interested in a lower-bound on the ν ⊗n Y -measure of any set B ⊆ Y n in terms of its ε-preimage under Q Y n |X n : more precisely, given any 0 < ε, r < 1, we want to find a lower-bound on the following quantity:
In Theorem 12, we extend the above definition to the classical-quantum setting, and provide a second order strong converse bound (similar to the one of (1.1)) on (5) . Due to the wide use of the image-size characterization method in classical network information theory, we expect our result to find applications in corresponding classical-quantum settings. As a first application of this, we establish a strong converse bound for the task of quantum source coding with compressed classical side information at the decoder [22, 4] (see Figure 2 and Theorem 14). Layout of the paper: In Section 2 we introduce the necessary notations and definitions. In Section 3, we show that the Stein exponent for distributed quantum hypothesis testing under communication constraints, is given by a regularized formula involving the quantum relative entropy. In Section 3.2, we obtain a single-letter expression for the Stein exponent for the task of testing against independence. In Section 4, we prove a second-order strong converse bound for the tein exponent when the bipartite states corresponding to the two hypotheses are classical-quantum states. We also obtain similar bounds for the image-size characterization problem, and for the task of quantum source coding with classical side information. Lastly, we conclude this paper with a discussion of the results and future directions in section 5.
Notations and Definitions
Throughout this paper, we consider finite-dimensional Hilbert spaces, and discrete random variables which take values in finite sets. The subscript of a Hilbert space (say B), denotes the quantum system (say H B ) to which it is associated. We denote its dimension as d B := dim H B . Let N, R, and R ≥0 be the set of natural numbers, real number, and non-negative real numbers, respectively. Let B(H) denote the algebra of linear operators acting on a Hilbert space H, P(H) ⊂ B(H) denote the set of positive semi-definite operators, D(H) ⊂ P(H) the set of quantum states (or density matrices): D(H) : {ρ ∈ P(H) : Tr ρ = 1}. We will use the notation ρ X Y for a state depending on a random variable X, where Y denotes the register corresponding to the Hilbert space on which the state acts. A quantum operation (or quantum channel) is a superoperator given by a linear completely positive trace-preserving (CPTP) map. A quantum operation N A→B maps operators in B(H A ) to operators in B(H B ). We denote the identity superoperator as id. A superoperator Φ : B(H) → B(H) is said to be unital if Φ(I) = I, where I denotes the identity operator in B(H) .
The von Neumann entropy of a state ρ is defined as S(ρ) := − Tr[ρ log ρ]. Here, and henceforth, logarithms are taken to base 2. The quantum relative entropy between a state ρ ∈ D(H) and a positive semi-definite operator σ is defined as
It is well-defined if supp ρ ⊆ supp σ, and is equal to +∞ otherwise. Here supp A denotes the support of the operator A. The quantum relative Rényi entropy of order α [23] is defined for α ∈ (0, 1) as follows:
It is known that D α (ρ||σ) → D(ρ||σ) as α → 1 (see e.g. [24, Corollary 4.3] , [20] ). An important property satisfied by these relative entropies is the so-called data-processing inequality, which is given by
for all α ∈ (0, 1) and quantum operations Λ. This induces corresponding data-processing inequalities for the quantities derived from these relative entropies, such as the quantum mutual information information (7) and the conditional entropy (8) .
For a bipartite state ρ AB ∈ D(H A ⊗ H B ), the quantum mutual information and the conditional entropy are given in terms of the quantum relative entropy as follows:
3. The Stein exponent for distributed quantum hypothesis testing under communication constraints
3.1. The general situation. In this section, we establish bounds on the Stein exponent for the hypotheses given in (1). We first introduce an entropic quantity:
where the states σ W n W n and σ W n W n are defined through equations (2) and (2). We provide properties of θ below, which will be useful later.
Lemma 1. Let θ n and θ be defined in (9) . Then, the following holds:
(a) For every r 1 , r 2 ≥ 0, the map n → θ n (r 1 , r 2 ) is monotonically increasing. Hence,
Proof. The proof follows the same reasoning as [14, Lemma 1] , and is provided here for sake of completeness.
(a) By definition, the map n → n θ n (r 1 , r 2 ) is super-additive, i.e.
Here, in the first inequality we restrict the constraint to local maps, and the second equality follows from the additivity of the relative entropy. Since this holds for every k, ∈ N, the assertions in (a) hold. (b) For every n ∈ N, we have
Then, letting n → ∞ on both sides and recalling item (a) implies the assertion in item (b). (c) Since a concave function is continuous in its interior, the assertion in item (c) follows from item (b).
Theorem 2 (The Stein exponent). For the hypotheses in (1), the following holds for every r 1 , r 2 > 0. a) Achievability (direct part):
b) Optimality (weak converse):
Proof. a) We first prove the achievability part. Fix ε ∈ (0, 1). Let us fix a k ∈ N and encoding maps F k and G k . Now, applying quantum Stein's Lemma to the quantum hypothesis testing problem with hypotheses
i.e. for every δ > 0, there exists some n 0 ∈ N such that for all ≥ n 0 ,
Recalling the definition (9) of θ k , dividing by k on both sides of the above inequality, and taking the supremum over all
Let n = k. Considering β as a function of n (since k is fixed) and allowing the encoding maps to be F X n →W n n and G Y n → W n n (which satisfy the constraints F n : 1 n log |W n | ≤ r 1 and G n : 1 n log | W n | ≤ r 2 ) instead of restricting the encodings to be on the k-blocklength systems, the right-hand side of the above inequality can be further upper bounded as follows: for any n ≥ n 0
Taking the limit inferior with respect to n → ∞ and letting δ → 0 on both sides of the above inequality yields
Since this holds for arbitrary k ∈ N, we obtain our first claim in (10) by taking supremum over all k ∈ N. b) Next, we show the optimality. First, suppose there exists n ∈ N ∪ {∞}, F X n →W n n , and G Y n → W n n such that D σ W n W n σ W n W n = ∞. Then θ(r 1 , r 2 ) = ∞ by the definition given in (9) . In this case, the claim in (11) holds trivially. In what follows, we consider n ∈ N, F X n →W n n , and G Y n → W n n such that D σ W n W n σ W n W n < ∞. Let 0 ≤ T ≤ 1 be an arbitrary test, which is to be specified later. Using the data-processing inequality of the quantum relative entropy D(· ·) with respect to the quantum channel
where α = Tr (1 − T )σ W n W n and β = Tr T σ W n W n are the type-I and the type-II errors, respectively. Now, we choose
, and T such that log |W n | ≤ nr 1 , log | W n | ≤ nr 2 , α ≤ ε, and β = β r 1 ,r 2 (n, ε). From the definitions (9) of θ and θ n , it follows that
where we denote by h(p) := −p log p − (1 − p) log(1 − p) the binary entropy function. Taking the limit inferior with respect to n → ∞ and letting ε → 0 completes our proof in (11).
Theorem 2 immediately yields the following result for testing against independence. Let the following binary hypotheses.
Corollary 3 (The Stein exponent for testing against independence). Given the hypotheses of (12), it follows that for every r 1 , r 2 ≥ 0,
where σ is the state given in (2), and
3.2. Single-letterization of the Stein exponent when there is no rate constraint for Bob. In this section, we consider a scenario in which Charlie has access to the full information that Bob has, i.e. r 2 = ∞. Moreover, we allow Alice and Charlie to have access to unlimited prior shared entanglement, given by a state Φ T X T C . Then, we prove that the Stein exponent in this scenario admits a single-letter formula.
Theorem 4 (A Single-Letter Formula). Given the hypotheses of (12), it follows that for every r > 0
where ω U Y R = (N X→U ⊗ id Y R )ψ XY R , and N X→U denotes a quantum channel from X to U .
Theorem 4 immediately yields the following Corollary :
Corollary 5. Given the hypotheses of (12), it follows that for every r ≥ H(X)
Before proving Theorem 4, we need to introduce some quantities that relate our problem to the socalled quantum information bottleneck method (see [25, 3, 4] ). Consider the following quantity, defined in [4] , which is dual to the quantum information bottleneck function: given r ≥ 0
The assertion in Theorem 4 is equivalent to
Let us denote the Stinespring isometry of the encoding map
Fn
. Then it can be easily verified that
where the mutual information is evaluated for the state σ E n Y n R n which is a reduced state of
with ψ XY R being a purification of ρ XY , so that
Similarly, denoting the Stinespring isometry of the channel N X→U by U N ≡ U X→U V N , we have
Then, by the definition of θ given in (9), the claim in (13) is equivalent to
where for any b ≥ 0,
We need the following property of F q (b) in order to establish our claim (15).
Lemma 6. For every n ∈ N and b ≥ 0, it holds that
where the state σ W n E n Y n R n is given in (14) .
Proof. We first show that the direction '≤' in (17) follows from (i) the fact that the set of channels F X n →W n n includes the composition of local operations, and (ii) by additivity of the mutual information under tensor product.
More precisely, let W n = U 1 . . . U n and E n = V 1 . . . V n and let
Additivity of the mutual information under tensor products then yields the following
This implies that
To show the other direction, i.e. '≥', we will employ an additivity property proved in Ref. [4] which is described below. Define the set T (ψ) for any pure state ψ ≡ ψ XY R :
where (16) and (17), one can rewrite them as
On the other hand, Theorem 2 in [4] states that for any pure state ψ XY R and n ∈ N,
where the '+' refers to the element-wise sum of sets
2
. This means that any element (nb,
Using this fact on (20), we have
where the third equality follows from the definition of F q (b) given in (19) , and the sole inequality follows from the convexity of b → F q (b), which is proved in Theorem 1 of [4] . This completes our claim. Now, we are ready to prove Theorem 4.
Proof of Theorem 4. (Achievability): To prove the direction '≤' in (15) , it suffices to show that for every channel N X→U satisfying 1 2 I(U ; Y R) ω ≤ r and every δ > 0, there exist an n ∈ N and an encoding map F X n →W n n such that the following hold:
To prove this, we employ a quantum state splitting protocol (or equivalently the Quantum Reverse Shannon Theorem (QRST) [26] ) as follows. Note that we make explicit use of the entangled state shared between Alice and Charlie, which we denote as Φ T X T C , with T X being with Alice and T C being with Charlie. Alice generates the system W n by acting locally on T X X n , and then sends W n to Charlie. Hence, the encoding map is given by F T X X n →W n n , and we denote its Stinespring isometry by U
Charlie first applies an isometry on the received system W n and his share of entanglement T C , which we denote by V W n T C →U n . The aim is to have the final state
close to the state ω ⊗n U V Y R According to the Quantum Reverse Shannon Theorem [26] , to achieve this aim, Alice needs to send qubits at a rate 1 n log |W n | = 1 2 I(U ; Y R) ω + δ to Charlie for sufficiently large n ∈ N. By the additivity of the mutual information, we obtain
Since the mutual information is continuous with respect to the underlying state, there must exist sufficiently large n ∈ N such that
Noting that (22) is thus proved. On the other hand, by the assumption of
Hence, we have proved the '≤' of (15) .
(Optimality/Converse): We move on to the other direction '≥' on (15) . Let n ∈ N and F X n →W n be arbitrary. Denote by
To that end, we first give a lower bound on Q X :
where the fist inequality follows from H(W n ) ≤ log |W n |, the second line follows from the fact that for any pure state of a tripartite system ABE, H(A) = 1 2 I(A; B) + 1 2 I(A; E). The third and the fifth line are due to the positivity of mutual information. In the fourth and the sixth lines, we use the chain rule I(A; BC) = I(A; B) + I(A; C|B); the last line holds because T C is uncorrelated with Y n R n , and we use the data-processing inequality with respect to partial trace.
Next, we prove the desired lower bound given in (23):
where the first inequality follows from the definition of F n q (b) given in (17) in the first inequality. The second inequality follows from inequality (24) and the fact that b → F n q (b) is monotonically decreasing. In the fourth line, we apply Lemma 6. Hence, we prove our assertion of Theorem 4.
Second order converses in quantum network theory via reverse hypercontractivity
In classical network information theory, the so-called Blowing-Up Lemma (BUL) method has proved to be very useful in yielding strong converse bounds for various tasks for which traditional methods such as single-shot and type class analysis are known to fail (see [27, 28, 29, 30] ). The BUL method relies on the concentration of measure phenomenon (see [31, 32, 33, 30] ), which implies that the tail probability of a sequence being far (in Hamming distance) from a correctly decoded sequence is sub-Gaussian. Using this fact, the decoding sets can be slightly blown up in such a way that the probability of decoding error can be made arbitrarily small for sufficiently large blocklengths. The connection of those sets with the achievable rate of the task under study, generically expressed in terms of an entropic quantity, is then made by means of data-processing inequality. Despite being widely applicable, this method suffers two major drawbacks: first, it only yields suboptimal second-order terms (typically of order O( √ n log 3 2 (n))). Secondly, the argument is restricted to finite alphabets.
Recently, another approach based on functional inequalities related to the phenomenon of concentration of measure has been developed in [6, 5] . There, instead of blowing-up decoding sets, the idea is to work with indicator functions of those sets and smooth them out by perturbing them through the action of a Markov semigroup. As opposed to the blowing-up lemma, here one uses a variational formulation for the entropic expression governing the rate of the task under study, which involves an optimization over a class of (typically positive) functions. The connection to the decoding sets is then made by choosing the optimizing function to be the smoothed version of the indicator function over that set. The advantage of this method is that it avoids the use of the data-processing inequality, which is responsible for the weaker second-order term achieved by the blowing-up method. Not only does this method provide the right second-order term (typically O( √ n)) in the strong converse bound, but the finer control provided by this Markovian approach can be extended to general alphabets, Gaussian channels and channels with memory. Moreover, and as we will see now, the functional analytical nature of the smoothing-out method is more easily generalizable to the quantum setting where the set of allowed tests (or POVMs) is strictly larger than the one of those that are diagonalizable in the basis of decoded sequences.
In this section, we derive second-order, finite blocklength strong converse bounds for the task of bipartite hypothesis testing under communication constraints which was introduced in Section 3, as well as for the task of quantum source coding with classical side information at the decoder. As mentioned before, our techniques rely on the tensorization property of the reverse hypercontractivity for the quantum generalized depolarizing semigroup. For sake of clarity, we provide a brief introduction to the techniques that are being used in the next subsection (see [34] and the references therein for more details).
4.1. Quantum Markov semigroups and reverse hypercontractivity. In this section, we employ a powerful analytical tool, namely, the so-called quantum reverse hypercontractivity of a certain quantum Markov semigroup (QMS) and its tensorization property. Let us introduce these concepts and the relevant results in brief. For more details see e.g. [7] and references therein.
We recall that a quantum Markov semigroup (QMS) (Φ t ) t≥0 on the algebra B(H) of linear operators on the Hilbert space H is a family of quantum channels (in the Heisenberg picture), that consists of completely positive, unital maps Φ t : B(H) → B(H) such that (i) For any t, s ≥ 0, Φ t+s = Φ t • Φ s ; (i) Φ 0 = id, where id denotes the identity map on B(H) ; (ii) The family (Φ t ) t≥0 is strongly continuous at t = 0. When H is finite dimensional, there exists a linear map L :
We further assume that the QMS is primitive, that is, there exists a unique full-rank state σ which is invariant under the evolution: ∀t ≥ 0, Φ t (σ) = σ . The QMS that we consider is the so-called generalized quantum depolarizing semigroup. In the Heisenberg picture, for any state σ > 0 on a Hilbert space H, the generalized quantum depolarizing semigroup with invariant state σ is defined by a one-parameter family of linear completely positive (CP) unital maps (Φ t ) t≥0 , such that for any X ∈ B(H),
In the Schrödinger picture, the corresponding QMS is given by the family of CPTP maps (
The action of Φ t on any state ρ ∈ D(H) is that of a generalized depolarizing channel, which keeps the state unchanged with probability e −t , and replaces it by the state σ with probability (1 − e −t ):
Note that Φ t (σ) = σ for all t ≥ 0, and that σ is the unique invariant state of the evolution.
To state the property of quantum reverse hypercontractivity, we define, for any X ∈ B(H), the noncommutative weighted L p norm with respect to the state σ ∈ D(H)
A QMS (Φ t ) t≥0 is said to be reverse p-contractive for p < 1, if
The generalized quantum depolarizing semigroup can be shown to satisfy a stronger inequality: ∀ p < q < 1,
where α 1 (L) > 0 is the so called modified logarithmic Sobolev constant, and L denotes the generator of the generalized quantum depolarizing semigroup, which is defined through the relation Φ t (X) = e −tL (X) and is given by L(X) = X − Tr(σX)I.
The inequality (27) is indeed stronger than (26) since the map p → ||X|| p,σ is non-decreasing.
In the context of this paper, instead of the generalized quantum depolarizing semigroup defined through (25), we need to consider the QMS (Φ t,x n ) t≥0 , with Φ t,x n being a CP unital map acting on B(H ⊗n ), and being labelled by sequences x n ≡ (x 1 , x 2 , . . . , x n ) ∈ X n , where X is a finite set. For any x ∈ X , let ρ x ∈ D(H). Further, let
Then,
where (Φ t,x ) t≥0 is a generalized quantum depolarizing semigroup with invariant state ρ x . We denote by
with L x i being the generator of the generalized quantum depolarizing semigroup (Φ t,x i ). The following quantum reverse hypercontractivity of the above tensor product of generalized quantum depolarizing semigroup was established in [7] ( See [35] for its classical counterpart, as well as [36] for its extension to doubly stochastic QMS): 3 For p < 1, these are pseudo-norms, since they do not satisfy the triangle inequality. For p < 0, they are only defined for X > 0 and for a non-full rank state by taking them equal to Tr σ
Theorem 7 (Quantum reverse hypercontractivity for tensor products of depolarizing semigroups [7, Corollary 17, Theorem 19] ). For the QMS (Φ t,x n ) t≥0 introduced above, for any p ≤ q < 1 and for any t satisfying t ≥ log p−1 q−1 , the following inequality holds:
In other words, α 1 (K x n ) ≥ We are now ready to state and prove the first main result of this section, namely a second-order finite blocklength strong converse bound for the task of bipartite quantum hypothesis testing under communication constraints, as defined in Section 3.
4.2.
Distributed quantum hypothesis testing when there is no rate constraint for Bob. Consider the binary hypotheses given in (12) . In this section, we further make the following assumption:
is a classical-quantum (c-q) state, where x takes values in a finite set X , and Q X denotes a probability distribution on X . For any x ∈ X , the state ρ x Y can be viewed as the output of a c-q channel Λ ≡ Λ X→Y :
In this section we use X and U to denote both random variables (taking values in finite sets X and U, respectively), as well as quantum systems whose associated Hilbert spaces, H X and H U , have complete orthonormal bases {|x } and {|u } labelled by the values taken by these random variables. We also consider X to be a copy of the random variable X, and consider the following extension of the state ρ XY :
For a stochastic map (i.e. classical channel) N X→U , we define the state
Theorem 10 gives the second-order strong converse for the Stein's exponent in this case. Note that without loss of generality, we can assume Q X to have full support 
for n > 3η log Remark 4.1. Note that in the classical setting, Ahlswede and Csiszár proved the strong converse property by means of the blowing-up lemma [14] . A better bound was recently found by [6] using the smoothing-out method. As mentioned at the beginning of this section, we follow the latter method.
Proof. Using the Lagrange multiplier method, the first-order term on the right-hand side of (10) can be re-written as
Note that I(U ; Y ) ω ≤ I(U ; X) ω , by the data-processing inequality for the mutual information under the c-q channel Λ X→Y defined in (28) . This implies that ∀ c ≤ 1,
The supremum of this quantity is equal to zero and is attained by a stochastic channel N X→U for which U is independent of X and Y . This allows us to restrict the infimum in (4.2) to c ≥ 1:
Hence, to prove the theorem, it suffices to show that, for every (possibly random) classical encoder F X n →W n n , i.e. a stochastic map defined through the conditional probabilities {P W n |X n (w|x n )}, with the random variable W n taking values w ∈ W n , such that 1 n log |W n | ≤ r, and any c-q test
(here, we have put a superscript to highlight the dependence on T ), the following holds for all c ≥ 1,
for K ε := 2 log(γη) 3η log 4|X | 1−ε + 2 2γ log 4 1−ε . We divide the proof of (29) into three steps, given below.
Step 1. For an arbitrary ε ∈ (0, 1 − ε), one can use an expurgation argument to construct a new test
Here PrT {H 0 |H 1 , w} denotes the type-II error under the condition that the decoder (Charlie) receives the classical index w, i.e. the random variable W n takes the value w.
The proof of the expurgation method is similar to the one used in the classical case [6] and is deferred to Appendix A.
Step 2. From (30), we have
where we introduce a new measure
The set C n and the constant δ is specified later at Step 3.
For any t > 0 and c ≥ 1, we have
for some w * ∈ W n , where the second inequality follows from Jensen's inequality, since x → x c(1+
where the supremum in (32) is taken over all probability measures γ X on X and Λ is the c-q channel defined in (28) . Then, we apply Proposition 11, given below, to the right-hand side of (31) to obtain
where, given
On the other hand, one can estimate
where the last inequality follows from the fact that e γt − 1 ≥ γ(e t −1)
g. the proof of Theorem 29 in [7] ).
Combining (33) and (35) yields
where the last inequality (36) follows from the construction provided in (30).
Step 3. Let
where the optimization is made over the states
(i.e. ω U XY is a c-c-q Markov chain). We claim that there exists some set C n ⊂ X n with Q ⊗n
We remark that (39) can be proved by following similar idea in [6] , the fact that conditioning reduces entropy, and the Markovian property of Y i − (X 1 , . . . , X i−1 ) − (Y 1 , . . . , Y i−1 ) under the memoryless c-q channel Λ ⊗n . The proof of (39) is deferred to Appendix B. Lastly, choose
γn .
Combining (36) and (39) gives the desired (29), which completes the proof.
It remains to prove Proposition 11, given below, which we used to obtain the inequality (33).
Proposition 11. For any (unnormalized) probability measure µ n on
where Ψ t is given by (34) , and Λ ≡ Λ X→Y is the c-q channel defined in (28).
The proof of Proposition 11 makes use of the Araki-Lieb-Thirring inequality, Lemma 8.
Proof of Proposition 11. The result is proved using the tensorization of the reverse hypercontractivity inequality for the depolarizing semigroup together with a variational formulation of the quantum relative entropy: We firstly show that
and secondly claim that
to complete the proof. Define, for all x n ∈ X n ,
where, for any x ∈ X :
Employing the Reverse Hölder's inequality (Lemma 9) with
Applying Araki-Lieb-Thirring inequality (Lemma 8), with
To lower bound the second term in (42), we employ the quantum reverse hypercontractivity (cf. Theorem 7) with τ = ρ x n Y n ,p ∈ [−1, 0) and any q ∈ [0, 1) satisfying
where we used Araki-Lieb-Thirring inequality (Lemma 8) again in (44) , and the last inequality (45) holds since 0 ≤ T n ≤ 1 Y n . The superoperator (Ψ ⊗n t − Φ t,x n ), where Φ t,x n is the superoperator defined through (41), is positivitypreserving since ρ x Y ≤ I B for all x ∈ X . This can be proved by induction in n, as in the proof of [7, Theorem 29] ). Using this fact, we obtain the following upper bound on the right-hand side of (42): for c > 1,
Combining (42), (43), (45), and (46), taking averaging over all x n ∈ X n with respect to the measure µ n , we have
Taking p → 0, and
, the above inequality leads to the (40) . Next, using the variational formula [39] of the quantum relative entropy of
) by invoking the variational formula for ∆, Proposition 18, given in Appendix C. This completes the proof.
4.3.
Classical-quantum second order image size characterization method. The intuition behind the proof of Theorem 10 can be summarized as follows: given some classical encoder F X n →W n n , with corresponding conditional probability distribution P W n |X n , and a test
In other words, we are interested in the following optimization problem:
Here, X n and W n refer to the corresponding registers when added as subscripts of a state ρ, whereas they refer to the associated classical random variables X n , W n when added as superscripts. Then, combining (31) and (33) , we showed that the above problem can be reduced to the one of finding a lower bound on the following quantity:
Note that the tests T Y n over which we optimize do not depend on the register W n any longer. Then, by Markov's inequality, such a lower bound can be found by further lower bounding
This is an instance of what we will call a classical-quantum image size characterization problem. Such optimization problems are directly related to the problem of determining the achievable rate region of distributed source coding, as we will see in Section 4.4. For more information on the classical image size characterization problem in this context, we refer to [29, Chapter 15] . More generally, let Λ : X → D(H Y ) be a c-q channel, with Λ(x) = ρ x Y , σ ∈ D(H Y ) and X n a random variable corresponding to a positive measure µ n on X n . We are interested in lower bounding the probability Tr(
. Using the method of Lagrange multipliers, this amounts to finding an upper bound on
for a given c > 0. Next, define the following generalizations of the quantities ∆ and ∆ * defined in (32), resp. defined in (37):
where for example D(σ Y |U σ|P U ) := u P U (u)D(σ Y |U =u σ), and given the conditional distribution P U |X corresponding to the channel N X→U , the conditional distribution P X|U is defined as follows:
, and σ Y |U := x P X|U (x)ρ x Y . Combining Proposition 11 together with (39), we find the following second order strong converse to the c-q image size characterization problem, which generalizes Theorem 4.5 and Corollary 4.7 of [6] :
where γ is defined in Theorem 10.
(ii) Let now Q X be a probability distribution on X and define η as in Theorem 10. Then, for any ε ∈ (0, 1) and n > 3η log
Proof. The proof of (12) follows simply from Proposition 11 after using that
, as well as Markov's inequality, so that 
The source Y n and side information X n are then compressed separately through encoders denoted by the quantum channel G
), resp. the classical encoding F X n →W n 1 n of corresponding transition map P W n 1 |X n . The decoding is modeled by the map D W n 1 W n 2 →Ŷ n , which can equivalently be described as a family (D
where we recall that the fidelity between two states ρ, σ is defined as
The achievability part for this can be proved using classical joint typicality encoding [1] to construct F X n →W n 1 n followed by a coherent state merging protocol to construct the encoder G Y n →W n 2 n together with the decoder D W n 1 W n 2 →Ŷ n [41] . Its proof is provided for completeness:
Theorem 13 (Achievability). Let X be a finite alphabet, and Y a quantum system with |Y | < ∞. Then, there exist encoding maps F
and decoder D W n 1 W n 2 →Y n such that the average fidelity converges to 0 as n → ∞ and for each n, log |W n 2 | n ≥ inf
and N X→U is a classical encoder.
Proof. Let U be a random variable such that U −X −Y forms a c-c-q Markov chain. Given
Then, define the encoding F X n →W n 1 n as follows: given a sequence x n ∈ X n , find m such that (x n , U n (m)) belongs to the ε -typical set
5 We note that this criterion can be replaced by a more standard average fidelity criterion without changing the first order
Then, define F X n →W n 1 n (x n ) as the channel of corresponding output random variable W n 1 as follows: if there exist more than one message m such that (X n , U n (m)) ∈ T (n) ε , let M be the smallest such m. On the other hand, if no such m exists, let M = 1. This defines a classical channel of rate Q X ≥ 1 n I(U ; X) ω . This way, denoting by W n 1 = U n (M ), available to the decoder, we get
Denoting by N X→U the classical channel of corresponding conditional probability distribution P U |X , this in particular implies that
We then perform a fully quantum Slepian Wolf protocol [42] (also known as coherent state merging protocol) between the decoder holding the system W n 1 and Bob who holds subsystem Y n , which allows the latter to send his system to the decoder by sending qubits at a rate Remark 4.2. The classical counterpart of Theorem 13 was originally proved in [40, 27] . A fully quantum version of this result was also recently found by means of quantum reverse Shannon theorem and the fully quantum Slepian Wolf protocol in [22, 4] .
In the next theorem, we establish a finite sample size strong converse bound for our c-q WAK problem via quantum reverse hypercontractivity. This result can be seen as a generalization of Theorem 4.12 of [6] , and is a consequence of the c-q image size characterization method introduced in Section 4.3.
Theorem 14 (Second order strong converse bound). Let X be a finite alphabet, and Y a quantum system with |Y | < ∞. Let also ε ∈ (0, 1) and n > 3η log |X | ε , where η is defined as in (10) . Then, for any encoding maps F
and decoder D W n 1 W n 2 →Y n such that the average square fidelity criterion (4.4) is satisfied, we have
for n > 3η log 
where the second line follows from the fact that σ is the completely mixed state on Y , which implies that
The state ω in the fourth line is defined in (38) . The result follows after optimizing over c ≥ 1. Hence, we conclude the proof Remark 4.3. We note the existence of a gap between the achievability bound of Theorem 13 and the strong converse bound provided in Theorem 14.
Remark 4.4. The sign of the O( √ n) second order term found in Theorem 14 is reversed in the regime ε < 1/2. In the classical case, this issue was corrected in [45] where the authors combined the reverse hypercontractivity technique with the more traditional method of types to get a dispersion bound of order −Ω( √ n) for sufficiently small ε. Finding an analogous result in our present setting is postponed to future work.
Conclusions
In this paper, we generalize the bivariate distributed hypothesis testing problem with communication constraints studied by Berger, Ahlswede, and Csiszár [46, 14] to the quantum setting. We first show that the Stein exponent for this problem is given by a regularized quantum relative entropy. In the special case of testing against independence, we prove that the exponent admits a single-letter formula. The proof idea for the latter comes from the operational interpretation of the quantum information bottleneck function [4, 22] . When the underlying state is a classical-quantum state, we further establish that the Stein exponent is independent of the threshold ε on the type-I error probability and obtain a second-order strong converse bound for it. The employed technical tool is the tensorization property of quantum reverse hypercontractivity for the generalized depolarizing semigroup [6, 7] . This technique is then extended to get a strong converse bound for the task of quantum source coding with classical side information at the decoder by considering the more general problem of classical-quantum image size characterization.
On the other hand, the new testT immediately yields
It remains to show that
PrT {H 0 |H 1 , w † } ≤ β ε due to the fact that PrT {H 0 |H 1 , w} = PrT {H 0 |H 1 , w} for all w ≤w, and the assumption that PrT {H 0 |H 1 , w} is increasing in w.
Let us suppose Pr
Note that by the choice of w † given in (48), we have
which leads to a contradiction. Hence, we prove our claim in (47).
Appendix B. Single-Letterization
In this appendix, we derive the single letterization studied in (39) of Step 3 in the proof of Theorem 10. We first show that for any c > 0,
and then the single-letterization formula
for some set C n ⊂ X n . For any classical map N X→U ≡ N X →U , let
and a density operator on Y for every u ∈ U,
Then, it follows that
Here, σ Y |U =u also depends on P X|U =u . The optimization set can hence be relaxed to the set of all measures P X on X, i.e.
where we letσ Y := xP X (x)ρ x Y . Since this holds for all classical maps N X→U , we have
On the other hand, we have the following "reverse inequality".
Theorem 16 ([6, Theorem B.1], c-q version). Let |X | < ∞, Q X a measure on X , ρ Y a density operator on Y , and Λ X→Y : x → ρ x Y a c-q channel. Define η := 1/ min x Q X (x). Then, for every δ ∈ (0, 1) and n > 3η log |X | δ , we may choose a set C n ⊆ X n with Q ⊗n
for every c > 0, where we defined µ n := Q ⊗n X | Cn . Before going into the proof, let us see why this is true. First note that under the memoryless c-q channel Λ ⊗n , one has a "q-c-q" Markov chain Y i − (X 1 , . . . , X i−1 ) − (Y 1 , . . . , Y i−1 ). Then, using the chain rule of conditional entropies, data-processing inequality under partial trace, and the Markovian property, it will be shown that d(µ n , Λ ⊗n , ρ ⊗n Y , c) ≤ nφ(P X ) for someP X being a mixture of empirical measures of sequences in the support of µ n , where
Note that here,P X|U andσ Y |U =u := xP X|U =u (x)ρ x Y are built onP X . To the contrary, in viewing of the definition of ∆ given in (37), the corresponding states P X|U and σ Y |U := x P X|U (x)Λ X→Y (x) are built on Q X , i.e.
In other words, φ(P X ) is a "wrong" quantity which depends on a "wrong" input distribution. To overcome this, we need to choose a set C n ⊆ X n and measure µ n | Cn such thatP X ≈ Q X and φ(P X ) ≈ φ(Q X ) (i.e. the first-order term is matched). By a continuity property, Lemma 17 below, the second-order term O( √ n) in (49) actually comes from how farP X is from Q X .
Lemma 17 (Continuity [6, Lemma B.2] ). IfP X ≤ (1 + )Q X for some ∈ (0, 1), the
Proof of Theorem 16. Denote byP X n the empirical measure of X n distributed by Q ⊗n X . Let n > 3η log |X | δ and define
For each x, Pr P X n (x) > (1 + n )Q X (x) ≤ e 
Inequality (50) follows from the fact that conditioning reduces entropies; equality (51) is due ot the Markov chain Y i − X i−1 − Y i−1 under the memoryless c-q channel Λ ⊗n . To see this, here is an example of Y 2 − X 1 − Y 1 . Note that σ Y 1 Y 2 |X 1 =x 1 = x 2 P X 1 X 2 |X 1 =x 1 (x 1 , x 2 )ρ
, where we denote by a stateρ 
Tr P X 1 (x 1 )ρ
as desired. The more general cases of Y i − X i−1 − Y i−1 follows similarly. In the last line (52), we have used the fact x i−1 P X i−1 (x i−1 )σ Y i |X i−1 =x i−1 = σ Y i .
By similar arguments, one can verify that
Now, we have
where we have introduced a random variable I uniformly distributed on {1, . . . , n}. Since P X I = 1 n n i=1 P X i and P X n is supported on C n , P X I is a mixture of empirical measures of sequences in C n . Then, P X I ≤ (1 + n )Q X . Now, invoking Lemma 17, we have
≤ nφ(Q X ) + n n = n∆ (Q X , Λ X→Y , ρ Y , c) + log(η c+1 ) · n n , which completes the proof. 
where we denote by σ Y := x P X (x)ρ x Y , and the supremum on the left-hand side is taken over all probability measures on X .
We commence the proof by showing "≥" in (53). For any T > 0, we let 
On the other hand, by the construction in (54), one has D(P X µ) = x P X (x) log P X (x) µ(x) as desired. Next, we prove "≥" in (53). For any probability measure P X µ on X , we let T := e log σ Y −log ν ∈ P(H);
Here, it is not hard to see that G(x) > 0 for all x ∈ X . Now, we apply the variational formula of the classical relative entropy D(P X µ) in Proposition 19 again to obtain cD(σ Y ν) − D(P X µ) ≤ cD(σ Y ν) − , where the supremum is taken over all positive semi-definite operators on H whose support contain that of σ.
