Fractal image compression is of great interest both in theory and application. However, applications of fractal-based coding to other aspects of image processing have received little attention. In this paper, we propose a fast encoding algorithm to enhance and restore a noisy image, and utilize the coding scheme for transmission through the wireless fading channel. By using the predicted frequency-like contrast coefficients, we simplify the calculations for the contrast and brightness parameters, and suppress a significant amount of the noise. Experimental results show that the encoding time is about two times faster than that of the full search method, and also gain better quality for the deblurred image.
INTRODUCTION
The need for image restoration is encountered in many practical applications. Image distortion can be caused by poor quality image acquisition, images observed in a noisy environment or noise inherent in communication channels. There exist various adaptive and nonlinear image restoration methods that account for the variations in the local statistical characteristics [1] , [2] . In this paper, we explore an method of image restoration based on fractal image coding.
The idea of the Fractal image compression is based on the assumption that the image redundancies can be efficiently exploited by means of block self-affine transformations. Many authors [3] , [4] suggest that at a block level images contain a large amount of self-similarity, and that the Fractal transform coding can be used to take advantage of this fact. The Fractal transform for image-data compression was introduced first by M. F. Barnsley and S. Demko [5] . However, the algorithm requires extensive computations [6] . The first practical Fractal image compression scheme was introduced by A. E. Jacquin [7] , E. W. Jacobs, R. D. Boss and Y. Fisher [8] called the Jacquin-Fisher algorithm using block-based transformations and an exhaustive search strategy. Their approach was an improved version of the system patented by Barnsley [9] . The computational complexity was reduced by partitioning and classifying the image sub-blocks.
There are two important issues which need to be improved in the Jacquin-Fisher algorithm. First, the cost of an exhaustive search of a pool of domain blocks is too high. Secondly, a good classification algorithm needs to be obtained. Such a classification algorithm must be able to reduce the search space and also to decrease the order of the fractal function. There is also a need to consider the eight orientations of the allocated domain blocks. These are known as the dihedral operations on the block. This group of eight operations involve extensive computations in order to realize the above encoding procedure. It is well known [10] , [11] , [12] that a fast transform method can be used to implement the DCT, called the fast DCT. By performing the MSE computations in the frequency domain, after the proper arrangement, it follows that all of the redundant computations can be eliminated.
However, little attention has been given to the use of such fractalbased methods for the purpose of image enhancement and restoration. M. Ghazel etc. show that straightforward fractal-based coding performs rather well as a denoiser [13] , [14] . Since most of the energy of a block is located in the low-band region, we develop a frequency-like transformation in spatial domain to acquire only three coefficients to represent the block. This reduces the complexity of the inner product computations. Also, the eight operations of the Dihedral group can be directly obtained by changing the signs of the three frequency-like coefficients. Therefore, the purpose of both speedup and denoising can be achieved.
FRACTAL CODING
Fractal image compression is an inverse problem, i.e., for the given set , find the IFS which has as its attractor. It should be noted that, when is a natural image, such IFS can hardly exist because most of the sub-images are not directly similar to the whole image. To solve this problem, the idea of local selfsimilarity is adopted to form the Partitioned Iterated Function blocks. For each block from the range pool, the fractal transformation is constructed by searching in the domain pool D the most similar block. At each search entry, the domain block is sub-sampled such that it has the same size as the range block. Then, the sub-sampled block is transformed subject to the eight transformations in the Dihedral group on the pixel positions. Assuming the origin of the image block is located at the center, the eight transformations can be represented by the following matrices: 
and [ ] In the decoding phase, one chooses an arbitrary initial image, and then uses the fractal codes to compute the attractor of each transformation . After appropriate times of iterations, the image can be reconstructed, which has some degree of loss corresponding to the original image. 
Thus, it is clear that the minimization of the MSE of and is equivalent to the maximization of the inner product
THE PROPOSED METHOD
In equation (3), the range block v and domain block consist of 64 pixel values in spatial domain. Inspired from the fast DCT algorithm, we develop a new simple transformation to spare the cost of DCT computation. We first derived the mean values of the four sub-blocks, as shown in figure 1 . By manipulating the four mean values, we can get three frequency-like coefficients. given by
The frequency-like coefficients of , where are the Dihedral transformation of , can be easily computed as
As a consequence, there is no need to separately calculate the frequency -like coefficients of the 8 Dihedral transformations. Since these coefficients are the predicted values for the DCT lowband data. Equations (3) for the contrast parameter has changed to
where and , the transformed blocks, consist of only three integers. The steps to construct the transformed blocks are given as follows. As shown previously, the Dihedral transformed domain blocks needs only the three coefficients. This reduces the complexity of inner product in equation (6) . Consequently, our fast encoding algorithm requires less computations than the original algorithm.
EXPERIMENTAL RESULTS
To emphasize the encoding speed with a constant quality, the fast algorithm is compared to the full-search algorithm having the same compression ratio. The data is encoded using 8 bits for the translations and , respectively, 7 bits for the brightness q , 5
bits for the contrast and 3 bits for the dihedral transformation. A total of 31 bits are needed for coding each range block. The PSNR given by is used to measure the quality of the retrieved images. For the different algorithms, the retrieved image is obtained by the same number of iterations of the encoded affine transformation with the same initial image. Table 1 gives the comparison results of encoding time of p+q. Table 2, 3 and 4 show the decoded image quality between the full search method and the proposed method. Figure 2 and 3 show the decoded images by using the full search method and the proposed algorithm. Experimental results show the proposed algorithm is about two times faster than that of the full search method, and gets better quality of deblurred image. 
