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DUAL CONSTRUCTIONS FOR PARTIAL ACTIONS OF HOPF ALGEBRAS
ELIEZER BATISTA AND JOOST VERCRUYSSE
Abstract. The duality between partial actions (partial H-module algebras) and co-actions
(partial H-comodule algebras) of a Hopf algebra H is fully explored in this work. A connection
between partial (co)actions and Hopf algebroids is established under certain commutativity
conditions. Moreover, we continue this duality study, introducing also partial H-module
coalgebras and their associated C-rings, partial H-comodule coalgebras and their associated
cosmash coproducts, as well as the mutual interrelations between these structures.
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1. Introduction
The theory of Hopf algebras traditionally has been strongly inspired by group theory. This
is due to two dual constructions leading to mayor classes of examples of Hopf algebras and the
(co)algebras upon which they (co)act. First of all, given any group G and a commutative base
ring k, the associated group algebra H = kG is a Hopf k-algebra. Actions of the group G are
in correspondence with module coalgebras over H and representations of G are exactly modules
overH . In a dual way, supposing now that G is moreover finite, the algebra of k-valued functions
on G is a again a Hopf algebra, say K. Actions of G now correspond to comodule algebras over
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K and representations of G are precisely the K-comodules. If G is more generally an algebraic
group, one could takeK to be the algebra of rational functions on G and obtain the same results.
The Hopf algebras H and K, as well as their respective actions and coactions, are related by
dual pairings.
The theory of partial actions of groups first appeared in 1994 with the seminal work of Ruy
Exel in the attempt to better describe some C∗ algebras which are graded by the additive
group of integers but nevertheless they cannot be written as ordinary crossed products [14, 15].
Still in the context of operator algebras, several developments were made, such as the theory of
globalization, Takai duality [1], the characterization of partial crossed products [19], the K-theory
of partial crossed products [18] and a connection between partial actions and groupoids [2]. In
recent years, a purely algebraic theory of partial group actions has been developed along the
lines of the theory existing in the context of operator algebras [11]. The globalization problem
has been studied for a long time in the context of operator algebras [1]. In the case of partial
actions of groups on algebras the existence of globalization is restricted to partial actions in
which the ideals defined by the partial action are unital ideals [11]. For partial actions of groups
on algebras without units, the globalization can be achieved modulo Morita equivalence [3].
The Galois theory for partial group actions [13] motivated the introduction of partial actions
for Hopf algebras [8], which on its turn triggered a new branch of research in Hopf algebra theory.
Partial actions and coactions of Hopf algebras were verified to have nice properties with relation
to globalization, that is, every partial action (resp. coaction) of a Hopf algebra H on an algebra
A is coming from a restriction of an action (resp. coaction) of H on a bigger algebra B such
that A is isomorphic to a unital ideal of B [4, 5]. This can be better understood by the fact that
partial actions of the group algebra kG are in correspondence with partial actions of the group
G such that the ideals defined by the partial action are unital [8].
As in the global case, the category of partial modules over a Hopf algebra forms a monoidal
category, in which the algebra objects are exactly the partial actions [6]. The notion of a partial
module over a Hopf algebra H is closely related to that of a partial representation of H , and in
case where H equals the group algebra kG, the latter coincide with the partial representations
of the group G.
In geometric terms, partial group actions describe no global symmetries of a space, but only
“local” symmetries of certain subspaces. We make this viewpoint more explicit in Section 4.2.1,
where we introduce the notion of a partial action of an algebraic group on an affine space. As it is
the case for usual actions, such a partial action allows in a natural way to construct examples of
partial coactions on the coordinate algebras of these spaces. Moreover, this construction allows
us to interpret partial coactions of Hopf algebras as partial symmetries in noncommutative
geometry.
This observation is in fact the starting point and motivation to develop a complete theory
of dual constructions for partial actions of Hopf algebras, together with their mutual dualities.
Moreover, we show that the internal algebraic structures associated to partial (co)actions are
sometimes richer than first expected.
In particular, given a partial action of a Hopf algebra H on an algebra A, one can construct
the partial smash product A#H [8], which is an A-ring. In case where H is cocommutative and
A is commutative, we show in Section 3 that A#H has even the structure of a A-Hopf algebroid.
Secondly, given a commutative Hopf algebra H and right partial coaction on a commutative
algebra A, one can construct a commutative A-Hopf algebroid out of these data, called the
partial split Hopf algebroid, denoted by A⊗H . The interconnection between partial coactions
of commutative Hopf algebras on commutative algebras and Hopf algebroids also works in the
opposite direction. More precisely, given a commutative A-Hopf algebroid H and a Hopf alge-
broid morphism F : H → H such that H can be totally defined from the image of F and the
image of the source map s : A → H, then there is a natural partial coaction of H on the base
algebra A constructed from these data. This is a dual version of a theorem which stablishes an
interconnection between groupoids and partial group actions, this connection first appeared in
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the operator algebraic context in [2], but we follow a purely algebraic formulation due to Kel-
lendonk and Lawson [17], which gives an equivalence, in the categorical sense, between partial
actions of a group G and star injective functors between groupoids G and the group G.
The partial smash product Hopf algebroid and the partial split Hopf algebroid are in duality.
More precisely, consider a co-commutative Hopf algebra H , and a commutative Hopf algebra K
such that there exists a pairing between them. Let A be a commutative algebra which is a right
partial K-comodule algebra. Then A is also a left partial H-module algebra and there exists a
skew pairing, in the sense of Schauenburg [20], between A#H and A⊗H , considering them as
×A bialgebras. All this is done in Section 4.
In Section 5, we study partial H-module coalgebras. For the Hopf algebra being the group
algebra kG, for some group G, the partial kG-module coalgebras correspond to partial actions
of the group G on coalgebras. We show that a left H-module coalgebra over a bialgebra H gives
rise to a C-ring structure over a subspace H ⊗ C ⊆ H ⊗ C.
Partial H comodule coalgebras were first defined in [22]. In Section 6, we use this notion to
construct partial cosmash coproducts, which are naturally coalgebras over the base field. Given
two Hopf algebras H and K such that there is a dual pair between them, there is again a duality
between partial H-module algebras and partial K-comodule algebras. Moreover, if A is a left
partial H-module algebra and C is a left partial K-comodule coalgebra such that there is a dual
pairing between them, then there exists a dual pairing between the partial smash product A#H
and the partial cosmash coproduct C >◭ K.
Finally, in Section 7, the global picture of all dualities described in this paper is pointed out
and possible directions for further developments of the theory are outlined.
In the appendix, some additional proofs that were omitted in the final journal version are
included.
2. Preliminaries: Partial actions and partial representations
2.1. Algebraic structures.
Hopf algebroids. Throughout this note, k denotes a field, however, often a commutative ring is
sufficient. An algebra, coalgebra or Hopf algebra means the respective structure with respect to
the base k, unadorned tensor products are tensor products over k.
Let A be a k-algebra. An A-coring is a coalgebra object in the category of A-bimodules, i.e.
it is a triple (C,∆, ǫ) where C is an A-bimodule, ∆ : C → C ⊗A C and ǫ : C → A are A-bimodule
maps satisfying the usual coassociativity and counit conditions.
Given a k-algebraA, a left (resp. right) bialgebroid overA is given by the data (H, A, sl, tl,∆l, ǫl)
(resp. (H, A, sr, tr,∆r, ǫr)) such that:
(1) H is a k algebra.
(2) The map sl (resp. sr) is a morphism of algebras from A to H, and the map tl (resp.
tr) is an anti-morphism of algebras from A to H. Their images commute, that is, for
every a, b ∈ A we have sl(a)tl(b) = tl(b)sl(a) (resp. sr(a)tr(b) = tr(b)sr(a)). By the
maps sl, tl (resp. sr, tr) the algebra H inherits a structure of A bimodule given by
a ⊲ h ⊳ b = sl(a)tl(b)h (resp. a ⊲ h ⊳ b = hsr(b)tr(a)).
(3) The triple (H,∆l, ǫl) (resp. (H,∆r, ǫr)) is an A-coring relative to the structure of A-
bimodule defined by sl and tl (resp. sr, and tr).
(4) The image of ∆l (resp. ∆r) lies on the Takeuchi subalgebra
H×A H = {
∑
i
hi ⊗ ki ∈ H ⊗A H |
∑
i
hitl(a)⊗ ki =
∑
i
hi ⊗ kisl(a) ∀a ∈ A},
resp.
HA×H = {
∑
i
hi ⊗ ki ∈ H⊗A H |
∑
i
sr(a)hi ⊗ ki =
∑
i
hi ⊗ tr(a)ki ∀a ∈ A},
and it is an algebra morphism.
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(5) For every h, k ∈ H, we have
ǫl(hk) = ǫl(hsl(ǫl(k))) = ǫl(htl(ǫl(k))),
resp.
ǫr(hk) = ǫr(sr(ǫr(h))k) = ǫr(tr(ǫr(h))k).
Given two anti-isomorphic algebras A and A˜ (ie, A ∼= A˜op) and an algebra H that is endowed
with at the same time a left A-bialgebroid structure (H, A, sl, tl,∆l, ǫl) and a right A˜-bialgebroid
structure (H, A˜, sr, tr,∆r, ǫr), we say thatH is a Hopf algebroid if it is equipped with an antipode,
that is, an anti algebra homomorphism S : H → H such that
(i) sl ◦ ǫl ◦ tr = tr, tl ◦ ǫl ◦ sr = sr, sr ◦ ǫr ◦ tl = tl and tr ◦ ǫr ◦ sl = sl;
(ii) (∆l ⊗A˜ I) ◦∆r = (I ⊗A ∆r) ◦∆l and (I ⊗A˜ ∆l) ◦∆r = (∆r ⊗A I) ◦∆l;
(iii) S(tl(a)htr(b′)) = sr(b′)S(h)sl(a), for all a ∈ A, b′ ∈ A˜ and h ∈ H;
(iv) µH ◦ (S ⊗ I) ◦∆l = sr ◦ ǫr and µH ◦ (I ⊗ S) ◦∆r = sl ◦ ǫl.
An example of a Hopf algebroid is the so-called split Hopf algebroid: Let H be a commutative
Hopf algebra and A a commutative H-comodule algebra. Then A ⊗H is an A-Hopf algebroid
with structure maps tr(a) = sl(a) = s(a) = a ⊗ 1H , sr(a) = tl(a) = a[0] ⊗ a[1], ∆r(a ⊗ h) =
∆l(a⊗ h) = a⊗ h(1) ⊗A 1⊗ h(2), ǫr(a⊗ h) = ǫl(a⊗ h) = aǫH(h), S(a⊗ h) = a
[0] ⊗ a[1]SH(h).
Dual pairings. A dual pairing between a k-algebra A and a k-coalgebra C is a k-linear map
〈−,−〉 : A⊗ C → k
satisfying the following conditions
〈ab, c〉 =
〈
a, c(1)
〉 〈
b, c(2)
〉
, 〈1A, c〉 = ǫC(c),
for all a ∈ A, c ∈ C. A dual pairing induces two k-linear morphisms
φ : A→ C∗, φ(a)(c) = 〈a, c〉
ψ : C → A∗, φ(c)(a) = 〈a, c〉
for all a ∈ A, c ∈ C. Clearly, a linear map 〈−,−〉 is a dual pairing if and only if the induced
map φ is an algebra morphism. Hence, a dual pairing induces a functor
Φ :MC → AM
that sends a C-comoduleM to an A-module with the same underlying k-moduleM and A-action
given by
a ·m = m[0]
〈
a,m[1]
〉
.
The following is equivalent for a pairing 〈−,−〉 between A and C
(i) φ is injective;
(ii) the image of ψ is dense in A∗ with respect to the finite topology;
(iii) 〈−,−〉 is left non-degenerate, i.e. if 〈a, c〉 = 0 for all c ∈ C then a = 0.
We call 〈−,−〉 non-degenerate or a rational pairing if it is both left and right non-degenerate,
i.e. if and only if φ is injective and has a dense image with respect to the finite topology. If
the pairing is non-degenerate, then it is known that the functor Φ can be co-restricted to an
isomorphism of categories between the category of C-comodules and the category of rational
A-modules, which are the A-modules M such that each cyclic submodule Am ⊂ M is finitely
generated as a k-module.
A dual pairing between bialgebras H and K is a dual pairing between the underlying coal-
gebras and algebras in both ways. One observes that a map 〈−,−〉 : H ⊗ K → k is a dual
pairing of Hopf algebras if and only if the associated morphisms φ : H → K∗ and ψ : K → H∗
induce bialgebra morphisms φ : H → K◦ and ψ : K → H◦, where B◦ denotes the finite dual of
a bialgebra B. A dual pairing between Hopf algebras H and K is just a dual pairing between
the underlying bialgebras. As any bialgebra morphism between Hopf algebras preserves the
antipode, a dual pairing between Hopf algebras respects the antipode in the following way
〈h, SK(x)〉 = 〈SH(h), x〉 , ∀h ∈ H,x ∈ K.
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In case of a (non-degenerate) pairing between bialgebras, the functor Φ is a monoidal functor,
hence it sends algebras to algebras in the respective categories.
2.2. Partial actions. The following definition, of partial actions of Hopf algebras, first appeared
in [8] and was motivated by examples of partial actions of groups on algebras.
Definition 2.1. A left partial action of a Hopf algebra H over a unital algebra A is a linear
map
· : H ⊗A → A
h⊗ a 7→ h · a
such that
(PLA1) For every a ∈ A, 1h · a = a.
(PLA2) For every h ∈ H and a, b ∈ A, h · (ab) = (h(1) · a)(h(2) · b).
(PLA3) For every h, k ∈ H and a ∈ A, h · (k · a) = (h(1) · 1A)(h(2)k · a)
The partial action is symmetric if in addition
(PLA3’) For every h, k ∈ H and a ∈ A, h · (k · a) = (h(1)k · a)(h(2) · 1A)
In this case, the algebra A is said to be a partial left H module algebra. Given two partial left
H-module algebras A and B , a morphism of partial actions is an algebra morphism f : A→ B
such that, for every h ∈ H and a ∈ A we have h ·B f(a) = f(h ·A a). The category of left partial
actions of H will be denoted by HParAct
Remark 2.2. Throughout this paper, all partial actions will be considered to be symmetric. It is
easy to see that H-module algebras are partial H-module algebras, in fact, one can prove that
a partial action is global if and only if for every h ∈ H we have h · 1A = ǫ(h)1A.
Given a partial action of a Hopf algebraH on a unital algebra A, one can define an associative
product on A⊗H , given by
(a⊗ h)(b ⊗ k) = a(h(1) · b)⊗ h(2)k,
for all a, b ∈ A and h, k ∈ H . Then, a new unital algebra is constructed as
A#H = (A⊗H)(1A ⊗ 1H).
This unital algebra is called partial smash product [8]. This algebra is generated by typical
elements of the form
a#h = a(h(1) · 1A)⊗ h(2).
One then proves that
a#h = a(h(1) · 1A)#h(2), (1)
and that
(a#h)(b#k) = a(h(1) · b)#h(2)k. (2)
Examples 2.3. (1) [14, 11] A group G acts partially on a set X , if there exists a family of
subsets {Xg}g∈G and a family of bijections αg : Xg−1 → Xg such that
(a) Xe = X , and αe = IdX ;
(b) αg(Xg−1 ∩Xh) = Xg ∩Xgh;
(c) If x ∈ Xh−1 ∩X(gh)−1 , then αg ◦ αh(x) = αgh(x).
One says moreover that a group G acts partially on an algebra A, if G acts partially
on the underlying set of the algebra A, such that each Ag is an ideal of A and each
αg is multiplicative. If G acts partially by α on the set X , then G acts partially by
θ on the algebra A = Fun(X, k), where Ag = Fun(Xg, k) and θg(f)(x) = f(αg−1(x)),
where f ∈ Ag−1 and x ∈ Xg. Remark that in this example, the ideals Ag = Fun(Xg, k)
are unital algebras. Partial actions of the group algebra kG over any unital algebra A
are one-to-one correspondence with partial actions of the group G on A in which the
domains Ag are unital ideals, that is, there exists a central idempotent 1g ∈ A such that
Ag = 1g.A, and the partially defined isomorphisms αg : Ag−1 → Ag are unital algebra
isomorphisms for each g ∈ G.
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(2) Recall from [4] that if B is an H-module algebra and e is a central idempotent in B,
then there exist a partial action of H on the ideal A = eB, given by
h · a = e(h ⊲ a),
where h ∈ H , a ∈ A and ⊲ : H ⊗B → B is the (global) action of H on B.
Of course, one can introduce in a symmetric way the category ParActH of right partial actions
of H , also called right partial H-module algebras, and morphisms between them. Furthermore,
if A is a right partial H-module algebra, then one can construct the right partial smash product
H#A = (1H ⊗ 1A)(H ⊗A).
2.3. Partial representations. Closely related to partial actions, there is the concept of a
partial representations. Partial representations were first defined for groups. For any partial
action of a group G on a unital algebra we construct a partial representation associated to it.
On the other hand, if we have a partial representation, one can define a partial action in order
to relate this original partial representation with a partial crossed product, see [14] [19] [12].
Definition 2.4. [6] Let H be a Hopf k-algebra, and let B be a unital k-algebra. A partial
representation of H on B is a linear map π : H → B such that
(PR1) π(1H) = 1B;
(PR2) π(h)π(k(1))π(S(k(2))) = π(hk(1))π(S(k(2)));
(PR3) π(h(1))π(S(h(2)))π(k) = π(h(1))π(S(h(2))k);
(PR4) π(h)π(S(k(1)))π(k(2)) = π(hS(k(1)))π(k(2));
(PR5) π(S(h(1)))π(h(2))π(k) = π(S(h(1)))π(h(2)k).
A left (resp. right) partial H-module is a pair (M,π) in which M is a k-vector space and π is a
partial representation of H on the algebra Endk(M) (resp. Endk(M)
op). A morphism between
two partial H-modules (M,π) and (N,φ) is a linear function f : M → N such that for each
h ∈ H one has, f ◦ π(h) = φ(h) ◦ f . The category of left (resp. right) partial H-modules is
denoted by HMpar (resp. M
par
H ).
Let left (M,π) be a partial H-module For h ∈ H , we will denote h • = π(h) in the algebra
Endk(M).
It was shown in [6] that the category of partial modules is equivalent to a category of modules
over a Hopf algebroidHpar, which can be explicitly constructed out of H by means of a universal
property (hence it is a quotient algebra of the free tensor algebra over H), in particular, there
is a partial representation [ ] : H → Hpar. We denote the action of Hpar on a partial H-module
M as x ⊲ m, for x ∈ Hpar and m ∈ M . In particular, for h ∈ H and x = [h] ∈ Hpar, we have
[h] ⊲ m = h •m.
As a consequence of the Hopf algebroid structure, the category of partial H-modules is closed
monoidal and allows a monoidal forgetful functor to the category of A-bimodules that preserves
internal Homs. Here the base algebra A of the Hopf algebroid Hpar can be identified with
the subalgebra of Hpar generated by elements of the form ǫh = [h(1)][S(h(2))]. For details we
refer to [6]. Using this monoidal structure, it was shown in [6] that the category of (left) H-
module algebras HParAct coincides with the category Alg(HMpar) of algebra objects in HMpar,
what justifies the name “partial module algebra”. Let us now state explicitly the internal Hom
structure of the category of partial modules.
Proposition 2.5. Consider the objects M,N,P ∈ HMpar, then
(i) HomA(M,N) is an object in HM
par, where
(x ⊲ F )(m) = x(1) ⊲N F (S(x(2)) ⊲M m)
for all F ∈ HomA(M,N) and x ∈ Hpar;
(ii) the k-linear map
HparHom(M ⊗A N,P )→ HparHom(M,HomA(N,P )), F 7→ F̂ ,
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with F̂ (m)(n) = F (m⊗A n), for all m ∈M , n ∈ N is an isomorphism, natural in M and
P ;
(iii) EndA(M) is a left partial H-module algebra.
We have also another duality theorem involving the dual vector space of a partial H-module.
This reveals that the algebra Hpar should posses a richer structure than just that of an A-Hopf
algebroid, which is a subject of future investigation.
Proposition 2.6. Given an object M ∈ HMpar, its dual vector space M∗ = Homk(M,k) has
both left and right partial H module-structures.
Proof. Given φ ∈M∗ and h ∈ H , we define the functionals h •l φ and φ •r h by
(h •l φ)(m) = ([h] ⊲ φ)(m) = φ([S(h)] ⊲M m), (φ •r h)(m) = (φ ⊳ [h])(m) = φ([h] ⊲M m).
It is easy to see that these are, respectively, a left and a right partial H-module structures on
M∗. 
3. Partial actions of co-commutative Hopf algebras.
In [6] it was shown that the universal partial Hopf algebra Hpar (see Section 2.3), which has
a structure of a Hopf algebroid, is moreover isomorphic to a partial smash product A#H , where
A is a particular subalgebra of Hpar. In this section, we will show that a general partial smash
product A#H of a co-commutative Hopf algebra with a commutative left partial H module
algebra A also has the structure of a Hopf algebroid, however, in this commutative case several
axioms from the general definition of a Hopf algebroid simplify drastically.
First, we define the left and right source and target maps all to be the same map
sl = tl = sr = tr : A → A#H
a 7→ a#1H
which might be denoted as s or t below. Clearly, s is an algebra morphism and as A is com-
mutative, then the target map t = s can be viewed as an anti morphism as well. Again by the
commutativity of A, the images of s and t obviously commute in H = A#H . Nevertheless, the
images of s and t lie not necessarily in the center of A#H , hence the pairs (sl, tl) and (sr, tr)
induce different A-(bi)module structures on A#H . Explicitly, the “left handed” A-bimodule
structure in H is given by
a ⊲ (b#h) ⊳ c = sl(a)tl(c)(b#h) = abc#h, (3)
and the “right handed” A bimodule structure by
a ◮ (b#h) ◭ c = (b#h)sr(c)tr(a) = b(h(1) · (ac))#h(2). (4)
By the commutativity of A, both bimodule structures are in fact central, i.e. they are just
A-module structures or
a ⊲ (b#h) = (b#h) ⊳ a, a ◮ (b#h) = (b#h) ◭ a.
Hence, different from what is done in a general Hopf algebroid, it is in our situation not needed
to keep in mind the two bimodule structures on H, but just the two module structures. In
particular, we will show in lemma’s 3.1 and 3.2 below that if H is endowed with one of the
A-module structures described above, it can moreover be endowed with a coalgebra structure.
Of course these coalgebra structures can be viewed as coring structures to fit the definition of a
Hopf algebroid.
In what follows, we will denote the A tensor product with respect to the (bi)module structure
(3) as ⊗lA and the tensorproduct with respect to (4) as ⊗
r
A.
Lemma 3.1. Let H be a cocommutative Hopf algebra and A be a commutative left partial H
module algebra. Then the partial smash product H = A#H has the structure of an A-coalgebra
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with the A-(bi)module structure (3) and comultiplication and counit given by
∆l(a#h) = (a#h(1))⊗
l
A (1A#h(2)),
ǫl(a#h) = a(h · 1A).
Proof. By the definitions of ∆ and of ǫ, one can verify immediately that the comultiplication
and the counit are A-linear maps and that ∆ is coassociative. The right counit axiom reads
(I ⊗ ǫl) ◦∆l(a#h) = (a#h(1)) ⊳ (h(2) · 1A) = a(h(2) · 1A)#h(1)
= a(h(1) · 1A)#h(2) = a#h,
where we used the co-commutativity of H and (1). Similarly, we check the left counit axiom
(ǫl ⊗ I) ◦∆l(a#h) = (a(h(1) · 1A)) ⊲ (1A#h(2))
= a(h(1) · 1A)#h(2). = a#h
Therefore, (A#H,∆, ǫ) is an A-coalgebra. 
Lemma 3.2. Let A, H be as in Lemma 3.1. Then the partial smash product H = A#H has the
structure of an A-coalgebra with A-(bi)module structure given by (4), and comultiplication and
counit given by
∆r(a#h) = (a#h(1))⊗
r
A (1A#h(2)),
ǫr(a#h) = S(h) · a.
Proof. Let us begin with the A-linearity of the comultiplication.
∆r(a ◮ (b#h)) = ∆r(b(h(1) · a)#h(2)) = b(h(1) · a)#h(2) ⊗
r
A 1A#h(3)
= a ◮ (b#h(1))⊗
r
A (1A#h(2)) = a ◮ ∆r(b#h).
For the A-linearity of the counit, we have
ǫr(a ◮ (b#h)) = ǫr(b(h(1) · a)#h(2)) = S(h(2)) · (b(h(1) · a))
= (S(h(3)) · b)(S(h(2)) · (h(1) · a)) = (S(h(3)) · b)(S(h(1))h(2) · a)
= (S(h) · b)a = aǫr(b#h).
The coassociativity is straightforward, then it remains to verify the counit axiom:
(I ⊗ ǫr) ◦∆r(a#h) = (a#h(1)) ◭ (S(h(2)) · 1A) = a(h(1) · (S(h(3)) · 1A))#h(2)
= a(h(1) · 1A)(h(2)S(h(4)) · 1A)#h(3)
= a(h(1) · 1A)(h(2)S(h(3)) · 1A)#h(4)
= a(h(1) · 1A)#h(2) = a#h,
and
(ǫr ⊗ I) ◦∆r(a#h) = (S(h(1)) · a) ◮ (1A#h(2)) = (h(2) · (S(h(1)) · a))#h(3)
= (h(2)S(h(1)) · a)(h(3) · 1A)#h(4) = (h(1)S(h(2)) · a)(h(3) · 1A)#h(4)
= a(h(1) · 1A)#h(2) = a#h.
Therefore, A#H is an A-coalgebra with respect to the module structure (4). 
Although in the previous Lemma’s we found coalgebra structures rather than coring structures
on H, there are still two different module structures on H, so it still makes sense to consider the
Takeuchi product. We obtain the following result.
Lemma 3.3. With notation as in Lemma 3.1 and Lemma 3.2.
(1) The map ∆l is an algebra map, considered as a map to the left-Takeuchi tensor product
A#H×AA#H =
{∑
xi ⊗
l
A yi ∈ A#H ⊗
l
A A#H |
∑
a ◮ xi ⊗
l
A yi =
∑
xi ⊗
l
A yi ◭ a , ∀a ∈ A
}
.
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(2) The map ∆r is an algebra map considered as a map to the right-Takeuchi tensor product
A#HA×A#H =
{∑
xi ⊗
r
A yi ∈ A#H ⊗
r
A A#H |
∑
a ⊲ xi ⊗
r
A yi =
∑
xi ⊗
r
A yi ⊳ a , ∀a ∈ A
}
.
Proof. We only prove (1), the proof on part (2) is left to the reader. First, we verify that the
image of udl lies in the Takeuchi product. Consider a#h ∈ A#H and b ∈ A, then
b ◮ (a#h(1))⊗
l
A (1A#h(2)) = (a(h(1) · b)#h(2))⊗
l
A (1A#h(3))
= (a#h(2)) ⊳ (h(1) · b)⊗
l
A (1A#h(3)) = (a#h(1)) ⊳ (h(2) · b)⊗
l
A (1A#h(3))
= (a#h(1))⊗
l
A (h(2) · b) ⊲ (1A#h(3)) = (a#h(1))⊗
l
A ((h(2) · b)#h(3))
= (a#h(1))⊗
l
A (1A#h(2)) ◭ b.
Next, let us verify that the co-restriction ∆l : H → H ×A H is an algebra morphism. On one
hand we have
∆l((a#h)(b#k)) = ∆l(a(h(1) · b)#h(2)k) = (a(h(1) · b)#h(2)k(1))⊗
l
A (1A#h(3)k(2));
on the other hand, we have
∆l(a#h)∆l(b#k) = [(a#h(1))⊗
l
A (1A#h(2))][(b#k(1))⊗
l
A (1A#k(2))]
= (a#h(1))(b#k(1))⊗
l
A (1A#h(2))(1A#k(2))
= (a(h(1) · b)#h(2)k(1))⊗
l
A ((h(3) · 1A)#h(4)k(2))
= (a(h(1) · b)#h(2)k(1))⊗
l
A (h(3) · 1A) ⊲ (1A#h(4)k(2))
= (a(h(1) · b)#h(2)k(1)) ⊳ (h(3) · 1A)⊗
l
A (1A#h(4)k(2))
= (a(h(1) · b)#h(2)k(1))⊗
l
A (1A#h(3)k(2)).
Therefore, ∆l is an algebra morphism. 
Lemma 3.4. With notation as in Lemma 3.1 and Lemma 3.2, the following identities hold for
all x, y ∈ A#H.
(1) ǫl(1H) = 1A = ǫr(1H);
(2) ǫl(xy) = ǫl(x ◭ ǫl(y)) = ǫl(xs(ǫl(y))) ;
(3) ǫr(xy) = ǫr(ǫr(x) ⊲ y) = ǫr(s(ǫr(x))y).
Proof. The identity (1) is straightforward. For (2), take x = a#h and y = b#k. Then, on one
hand, we have
ǫl((a#h)(b#k)) = ǫl(a(h(1) · b)#h(2)k) = a(h(1) · b)(h(2)k · 1A)
= a(h(1) · b)(h(2) · 1A)(h(3)k · 1A) = a(h(1) · b)(h(2) · (k · 1A))
= a(h · (b(k · 1A))).
On the other hand,
ǫl
(
(a#h) ◭ ǫl(b#k)
)
= ǫl((a#h) ◭ b(k · 1A)) = ǫl(a(h(1) · (b(k · 1A)))#h(2))
= a(h(1) · (b(k · 1A)))(h(2) · 1A) = a(h · (b(k · 1A))).
For (3) take again x = a#h and y = b#k. Then,
ǫr((a#h)(b#k)) = ǫr(a(h(1) · b)#h(2)k) = S(h(2)k) · (a(h(1) · b))
= (S(h(3)k(2)) · a)(S(h(2)k(1)) · (h(1) · b)) = (S(h(3)k(2)) · a)(S(k(1))S(h(1))h(2) · b)
= (S(hk(2)) · a)(S(k(1)) · b) = (S(k(2))S(h) · a)(S(k(1)) · b)
= S(k) · ((S(h) · a)b) = ǫr((S(h) · a)b#k)
= ǫr((S(h) · a) ⊲ (b#k)) = ǫr(ǫr(a#h) ⊲ (b#k)).

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Combining the results of Lemma’s 3.1, 3.2, 3.3 and 3.4 so far we have obtained thatH = A#H
has the structures of left and right A-bialgebroid. In order to prove that it is a Hopf algebroid
we need to define the antipode map
S : H → H, S(a#h) = (S(h(2)) · a)#S(h(1)), ∀a#h ∈ H.
Theorem 3.5. Using notation as in Lemma’s 3.1 and 3.2, the data
(A#H,A, sl, tl, sr, tr∆l, ǫl,∆r, ǫr,S)
define a structure of a Hopf algebroid over the base algebra A.
Proof. As (A#H,A, sl, tl,∆l, ǫl) is a left A bialgebroid, and (A#H,A, sr, tr,∆r, ǫr) is a right
A bialgebroid, we need only to verify that S is an anti-algebra morphism and that the Hopf
algebroid axioms (i)-(iv) recalled on page 4 are satisfied. We restrict ourselves here to axioms
(iii) and (iv).
For the Hopf algebroid axiom (iii), take a, c ∈ A and b#h ∈ A#H , then
S(tl(a)(b#h)tr(c)) = S((a#1H)(b#h)(c#1H)) = S(ab(h(1) · c)#h(2))
= (S(h(3)) · (ab(h(1) · c)))#S(h(2)) = (S(h(5)) · a)(S(h(4)) · b)(S(h(3)) · (h(1) · c))#S(h(2))
= (S(h(5)) · a)(S(h(4)) · b)(S(h(2))h(3) · c)#S(h(1)) = (S(h(3)) · a)(S(h(2)) · b)c#S(h(1))
= (c#1H)((S(h(3)) · b)(S(h(2)) · a)#S(h(1))) = (c#1H)((S(h(2)) · b)#S(h(1)))(a#1H)
= sr(c)S(b#h)sl(a).
Finally, for the Hopf algebroid axiom (iv), take a#h ∈ A#H , then
µ ◦ (S ⊗ I) ◦∆l(a#h) = S(a#h(1))(1A#h(2)) = ((S(h(2)) · a)#S(h(1)))(1A#h(3))
= (S(h(3)) · a)(S(h(2)) · 1A)#S(h(1))h(4) = (S(h(3)) · a)#S(h(1))h(2)
= (S(h) · a)#1H = sr ◦ ǫr(a#h),
and
µ ◦ (I ⊗ S) ◦∆r(a#h) = (a#h(1))S(1A#h(2)) = (a#h(1))((S(h(3)) · 1A)#S(h(2)))
= a(h(1) · (S(h(4)) · 1A))#h(2)S(h(3)) = a(h(1) · (S(h(2)) · 1A))#1H
= a(h(1) · 1A)(h(2)S(h(3)) · 1A)#1H = a(h · 1A)#1H
= sl ◦ ǫl(a#h).
Therefore, A#H is a Hopf algebroid. 
4. Partial comodule algebras
4.1. Symmetric partial comodule algebras.
4.1.1. Definitions and examples. In [8] the notion of a partial comodule algebra was introduced.
We recall this notion here and complete it with a symmetry axiom.
Definition 4.1. Let H be a Hopf algebra. A unital algebra A is said to be a right partial
H-comodule algebra, or is said to possess a partial coaction of H , if there exists a linear map
ρ : A → A⊗H
a 7→ ρ(a) = a[0] ⊗ a[1]
that satisfies the following identities:
(PRHCA1) for every a, b ∈ A, ρ(ab) = ρ(a)ρ(b);
(PRHCA2) for every a ∈ A, (I ⊗ ǫ)ρ(a) = a;
(PRHCA3) for every a ∈ A, (ρ⊗ I)ρ(a) = [(I ⊗∆)ρ(a)](ρ(1A)⊗ 1H).
A partial coaction is moreover called symmetric if
(PRHCA4) for every a ∈ A, (ρ⊗ I)ρ(a) = (ρ(1A)⊗ 1H)[(I ⊗∆)ρ(a)].
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Let A and B be two right partial H comodule algebras. We say that f : A→ B is a morphism
of partial comodule algebras if it is an algebra morphism such that ρB ◦ f = (f ⊗ I) ◦ ρA. The
category of right partial H comodule algebras and their morphisms is denoted by ParCoActH .
Denoting the partial coaction in a Sweedler-type notation,
ρ(a) = a[0] ⊗ a[1],
we can rewrite the axioms for partial coactions in the following manner:
(PRHCA1) (ab)[0] ⊗ (ab)[1] = a[0]b[0] ⊗ a[1]b[1];
(PRHCA2) a[0]ǫ(a[1]) = a;
(PRHCA3) a[0][0] ⊗ a[0][1] ⊗ a[1] = a[0]1
[0]
A ⊗ a
[1]
(1)1
[1]
A ⊗ a
[1]
(2);
(PRHCA4) a[0][0] ⊗ a[0][1] ⊗ a[1] = 1
[0]
A a
[0] ⊗ 1
[1]
A a
[1]
(1) ⊗ a
[1]
(2).
Symmetrically, one can define also the notion of a left partial H-comodule algebras, but
throughout this text, we deal basically with right partial comodule algebras. It is important
to note that, as the partial coaction ρ : A → A ⊗ H is a morphism of algebras, ρ(1A) is an
idempotent in the algebra A ⊗ H , and for any a ∈ A we have ρ(a) = ρ(a)ρ(1A) = ρ(1A)ρ(a).
Remark however, that ρ(1A) is only central in the image of ρ, and not in the whole of A ⊗H .
We obtain that the image of the coaction is contained in the unitary ideal A⊗H = (A⊗H)ρ(1A)
and the projection π : A⊗H → A⊗H is given simply by the multiplication by ρ(1A) = 1[0]⊗1[1].
A typical element in A⊗H can be written as
x =
∑
i
ai1[0] ⊗ hi1[1], for ai ∈ A, and hi ∈ H.
Let us recall the following basic example from [4].
Example 4.2. Let H be a Hopf algebra and B a right H-comodule algebra with coaction
ρ : B → B ⊗H . Suppose that A ⊂ B is a unital ideal in B, then A is right partial H-comodule
algebra, with coaction ρ : A→ A⊗H, ρ(a) = (1A ⊗ 1H)ρ(a).
4.1.2. Duality between partial actions and partial coactions. There is a natural duality between
partial actions and partial coactions, as was observed in [4] and [8], which moreover holds in the
symmetric case, as we will point out now.
Proposition 4.3. Consider a dual pairing of Hopf algebras 〈−,−〉 : H ⊗K → k and let A be a
symmetric right partial K-comodule algebra. Then the map
· : H ⊗A → A
f ⊗ a 7→ f · a =
∑
a[0]〈f, a[1]〉
is a symmetric left partial action of H on A. This construction yields a functor
Φ : ParCoActK → HParAct.
Proof. Let us just check the duality between the symmetry of the coaction and the action. For
the remaining part, we refer to [4] where the statement was proven in case k is a field, but the
proof generalizes without any problem to any commutative base ring k. Consider a ∈ A and
h, k ∈ H , then
h · (k · a) = h · (a[0]〈k, a[1]〉 = a[0][0]〈h, a[0][1]〉〈k, a[1]〉
= a[0]1[0]〈h, a[1](1)1
[1]〉〈k, a[1](2)〉
= a[0]1[0]〈h(1), a
[1]
(1)〉〈h(2), 1
[1]〉〈k, a[1](2)〉
= a[0]1[0]〈h(1)k, a
[1]〉〈h(2), 1
[1]〉
= (h(1)k · a)(h(2) · 1A),
where we used (PRHCA3) in the third equality. On the other hand, if one applies (PRHCA4)
at the thrid equality in stead and continues by a similar calculation, then one obtains
h · (k · a) = (h(1) · 1A)(h(2)k · a).
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Therefore, the partial action of H on A is symmetric. 
Let us use the same notation as in the statement of Proposition 4.3. Take any a ∈ A and
write a[0] ⊗ a[1] =
∑n
i=1 ai ⊗ xi for certain ai ∈ A and xi ∈ K. Then for all h ∈ H , we find that
a · h =
∑n
i=1 ai 〈hi, xi〉. This leads us to the following definition.
Definition 4.4. Let H be a Hopf algebra and A be a left partial H-module algebra. We say
that the partial action of H on A is rational if for every a ∈ A there exists n = n(a) ∈ N and a
finite set {ai, ϕi}ni=1, with ai ∈ A and ϕ
i ∈ H∗ such that, for every h ∈ H we have
h · a =
n∑
i=1
ϕi(h)ai.
The full subcategory of HParAct consisting of all rational left partial actions is denoted by
HParAct
r.
Recall that a k-module M is said to be locally projective (in the sense of Zimmermann-
Huisgen) if for all m ∈ M , there exists a finite dual base {(ei, fi)}i=1,...,n ∈ M ⊗ M∗ i.e.
m =
∑n
i=1 eifi(m). Moreover the fact that M is locally projective over k and a submodule
D ⊂ M∗ is dense with respect to the finite topology is equivalent with M satisfying the D-
relative α-condition, which states that for any k-module N the canonical map
αN,D : N ⊗M → Hom(D,N), αN,D(n⊗m)(d) = d(m)n
is injective, for details see e.g. [21].
Theorem 4.5. Consider a non-degenerate dual pairing of Hopf algebras 〈−,−〉 : H ⊗ K → k
where K is locally projective over k and let A be a rational symmetric left partial H-module
algebra. Then A can be endowed with the structure of a symmetric right partial K-comodule
algebra such that Φ(A) is the initial left partial H-module algebra. This construction, to together
with Proposition 4.3, yields an isomorphism of categories
HParAct
r ∼= ParCoActK .
Proof. Consider the following diagram.
A //
β
((◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗ A⊗K
αA,H

Hom(H,A)
where we define β(a)(h) = h · a. Then, since A is rational and K is dense in H∗ by the non-
degeneracy of the pairing, the image of β is contained in the image of αA,H . Moreover, since K
is locally projective over k and H is dense in K∗, the map αA,H is injective. Hence there exists
a well-defined map ρ : A→ A⊗K that renders the diagram commutative, i.e.
h · a = (I ⊗ 〈h, 〉)ρ(a).
Similarly to [4], where the proof was made considering k a field, one can now show the stated
isomorphism. Let us just check the duality between the symmetry of the coaction and the action.
We have to verify the axiom (PRHCA3), to this, consider h, k ∈ H then
(I ⊗ 〈h, 〉 ⊗ 〈k, 〉)((ρ ⊗ I)ρ(a)) = (I ⊗ 〈h, 〉)
n∑
i=1
ρ(ai)〈k, x
i〉 = (I ⊗ 〈h, 〉)ρ(k · a)
= h · (k · a) = (h(1)k · a)(h(2) · 1A) = [(I ⊗ 〈h(1)k, 〉)ρ(a)][(I ⊗ 〈h(2), 〉)ρ(1A)]
= [(I ⊗ 〈h(1), 〉 ⊗ 〈k, 〉)(I ⊗∆)ρ(a)][((I ⊗ 〈h(2), 〉)ρ(1A))⊗ 1H ]
= (I ⊗ 〈h, 〉 ⊗ 〈k, 〉)(((I ⊗∆)ρ(a))(ρ(1A)⊗ 1H)).
By the nondegeneracy of the pairing, one can conclude that
(ρ⊗ I)ρ(a) = ((I ⊗∆)ρ(a))(ρ(1A)⊗ 1H).

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The following result can implicitly be found in [8], hence we omit an explicit proof and give
only the structure maps.
Lemma 4.6. Let K ba a Hopf algebra and A be a right partial K comodule algebra, then the
reduced tensor product A⊗K = (A ⊗ K)ρ(1A) has a structure of an A-coring with bimodule
structure, comultiplication and counit given by
b · (a1[0] ⊗ x1[0]) · b′ = bab′[0] ⊗ xb′[1];
∆˜(a1[0] ⊗ x1[1]) = a1[0] ⊗ x(1)1
[1] ⊗A 1
[0′] ⊗ x(2)1
[1′];
ǫ˜(a1[0] ⊗ x1[1]) = aǫ(x).
Moreover, if there is a dual pairing 〈−,−〉 : H⊗K → k between K and a second Hopf algebra H,
then there is an algebra isomorphism between the left dual ring ∗(A⊗K) and the smash product
(Aop#Hcop)op.
4.2. Partial coactions of commutative Hopf algebras. In this section we restrict to partial
actions of commutative Hopf algebras on commutative algebras. Remark that in this case, all
partial actions are automatically symmetric.
4.2.1. Partial coactions from algebraic geometry. In this section we extend the well-known cor-
respondence between actions of affine algebraic groups on affine algebraic sets and comodule
algebras over affine Hopf algebras to the partial setting. Throughout this subsection, k will
denote an algebraically closed field and An the n-dimensional affine space over k. By an affine
algebraic set we mean a subset of point in An which are zeros of a finite set of polynomials
p1, . . . , pk in k[x1, . . . , xn] (i.e. these are not-necessarily irreducible affine algebraic varieties).
Definition 4.7. Let G be an affine algebraic group and M an affine algebraic set. A partial
action ({Mg}g∈G, {αg}g∈G) of G on the underlying set M is said to be algebraic if
(1) for all g ∈ G, Mg and its complement M ′g = M \Mg are affine algebraic sets;
(2) for all g ∈ G, the maps αg :Mg−1 →Mg are polynomial;
(3) the set of “compatible couples” G •M := {(g, x) ∈ G×M | x ∈Mg−1} ⊂ G×M is an
algebraic set and the map α : G •M →M,α(g, x) = αg(x) is polynomial.
Remark 4.8. If a partial action of an affine algebraic group G on an affine algebraic set M is
algebraic, then each domain Mg is a disjoint union of a finite number of connected components.
Remark 4.9. In what follows, we write the set of ”compatible couples” G •M in an equivalent
way as
G •M = {(x, g) ∈M ×G | x ∈Mg}.
This is equivalent because one can view the set of ”compatible couples” as the set of triples
A = {(αg(x), g, x) ∈M ×G×M | x ∈Mg−1},
in which there is an obvious redundancy. As we shall see later, this set has a structure of a
groupoid [17].
Example 4.10. Take the algebraic set M which is the union of two horizontal circles of radius
1, one centered at (0, 0, 1) and the other at (0, 0, 0). This is an affine algebraic set, whose algebra
of coordinate functions is given by
A = k[x, y, z]/〈x2 + y2 − 1, z2 − z〉
There is a partial action of the affine algebraic group G = S1 ⋊ Z2. Geometrically, the group
G can be thought as the union of two disjoint circles in the three dimensional affine space: The
circle G1, whose elements are of the form g = (x1, x2, 1) and G2 whose elements are of the form
g = (x1, x2,−1) and the group operation is given by
(x1, x2, λ)(y1, y2, µ) = (x1y1 − λx2y2, y1x2 + λx1y2, λµ),
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where λ and µ are equal to +1 or −1. The algebra of coordinate functions for the group G can
be written as
H = k[x1, x2, x3]/〈x
2
1 + x
2
2 − 1, x
2
3 − 1〉.
For g ∈ G1, we have Mg =M and the action is given by
α(x1,x2,1)(x, y, z) = (xx1 − yx2, xx2 + yx1, z) for z = 0, 1.
For g ∈ G2, the domainMg is only the unit circle centered at (0, 0, 0), and the action is given by
α(x1,x2,−1)(x, y, z) = (−xx1 − yx2,−xx2 + yx1,−z) for z = 0.
This partial action is clearly algebraic.
Algebraic partial group actions give rise to partial coactions of commutative Hopf algebras.
Let us first state the following useful lemma.
Lemma 4.11. Let M be an affine algebraic set and A = O(M) its coordinate algebra. Then M
is the disjoint union of two algebraic subsets, M = N ⊔ N ′ if and only if the unit of A can be
decomposed in a sum of two orthogonal idempotents 1 = e + f . In this case O(N) = eO(M) is
a unital ideal in O(M) and e can be viewed as the characteristic function on N .
Proof. Suppose thatM is an algebraic subset of the affine space An and thatM = N ⊔N ′. Then
the coordinate algebras A = O(M), B = O(N) and B′ = O(N ′) are quotients of the polynomial
algebra k[x1, . . . , xn]. Denote the respective ideals by I, J and J
′. Since N ∩ N ′ = ∅, we have
that J + J ′ = k[x1, . . . , xn], i.e. J and J
′ are comaximal. Take u ∈ J and v ∈ J ′ such that
u+ v = 1. Since also M = N ∪N ′, we have that I = J ∩ J ′ = JJ ′ (the last equality follows by
the comaximality). Denote by e and f , respectively the classes of v and u modulo JJ ′. Then one
can easily check that e and f are orthogonal idempotents in O(M). The converse is easier. 
Proposition 4.12. Let G be an affine algebraic group and M be an affine algebraic set. Then
each algebraic partial action of G on M defines a (symmetric) partial coaction of the commutative
Hopf algebra H = O(G) on the commutative algebra A = O(M).
Proof. Denote G ◦M = {(x, g) ∈M ×G | x ∈M ′g}. Then we clearly have that the algebraic set
M×G can be written as a disjoint unionM×G = (G•M)⊔(G◦M). By Lemma 4.11, we then now
that there exists an idempotent e ∈ O(M×G) ∼= O(M)⊗O(G) such thatO(G•M) = eO(M×G).
The algebraic partial action provides us with a polynomial map α : G •M →M , which induces
an algebra morphism ρ : O(M) → O(G •M). We now define the partial coaction of the Hopf
algebra H = O(G) on the algebra A = O(M) as the morphism
ρ : O(M)→ O(M)⊗O(G), ρ(f) = eρ(f),
which will be denoted in a Sweedler like notation as ρ(f) = f [0] ⊗ f [1]. As e can be understood
as the characteristic function on G •M , ρ can be rewritten as
ρ(f)(p, g) =
{
f(αg−1(p)) if p ∈Mg
0 otherwise
(5)
It is easy to see that ρ above defined is multiplicative, i.e. it satisfies (PRHCA1). Now, consider
f ∈ O(M) and p ∈M then(
(I ⊗ ǫ)ρ(f)
)
(p) = ρ(f)(p, eG) = f(αeG(p)) = f(p),
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since p ∈ MeG = M . Therefore, ρ satisfies (PRHCA2). Finally, for f ∈ O(M), p ∈ M and
g, h ∈ G,
(ρ⊗ I)ρ(f)(p, g, h) = (ρ⊗ I)(f [0] ⊗ f [1])(p, g, h)
=
{
f [0](αg−1 (p))f
[1](h) if p ∈Mg
0 otherwise
=
{
f(αh−1(αg−1 (p))) if p ∈Mg, and αg−1(p)) ∈Mh
0 otherwise
=
{
f(αh−1(αg−1 (p))) if p ∈ αg(Mg−1 ∩Mh)
0 otherwise
=
{
f(α(gh)−1(p)) if p ∈Mg ∩Mgh
0 otherwise
On the other hand,
[(I ⊗∆)ρ(f)(ρ(1O(M))⊗ 1O(G))](p, g, h) = (I ⊗∆)ρ(f)(p, g, h)(ρ(1O(M))⊗ 1O(G))(p, g, h)
= ρ(f)(p, gh)ρ(1O(M))(p, g)
=
{
ρ(f)(p, gh) if p ∈Mg
0 otherwise
=
{
f(α(gh)−1(p)) if p ∈Mg ∩Mgh
0 otherwise
Therefore, ρ satisfies (PRHCA3), which proves that this is a partial coaction of the commutative
Hopf algebra H = O(G) over the commutative algebra A = O(M). 
Conversely, given a partial coaction of a commutative Hopf algebra on a commutative algebra,
one can construct a partial action of the affine algebraic group HomAlg(H, k) on the algebraic
set HomAlg(A, k).
Proposition 4.13. Let H be a commutative Hopf algebra and A be a commutative right partial
H comodule algebra. Then there is a (symmetric) partial action of the affine algebraic group
G = HomAlg(H, k) on the affine algebraic set M = HomAlg(A, k).
Proof. Denoting ρ(1A) = 1
[0] ⊗ 1[1], define, for each g ∈ G, the element
1g = 1
[0]g(1[1]) ∈ A.
It is easy to see that 1g is an idempotent,
1g1g = 1
[0]1[0
′]g(1[1])g(1[1
′]) = 1[0]1[0
′]g(1[1]1[1
′]) = 1[0]g(1[1]) = 1g.
Define, for each g ∈ G, the ideals Ag = 1gA. A typical element in Ag is of the form a1[0]g(1[1]),
for a ∈ A. Note that, since ρ(a) = ρ(a1A) = ρ(a)ρ(1A), the elements of the form a[0]g(a[1]) are
also in the ideal Ag. Define also the linear maps θg : Ag−1 → A, by θg = (I ⊗ g( )) ◦ ρ|Ag−1 . The
map θg is an algebra isomorphism between Ag−1 and Ag. Indeed, take a ∈ Ag−1 , then we have
a = a1[0]g−1(1[1]) and we find
θg(a) = (I ⊗ g) ◦ ρ(a1
[0]g−1(1[1])) = a[0]1[0][0]g(a[1]1[0][1])g−1(1[1])
= a[0]1[0]1[0
′]g(a[1]1[1](1)1
[1′])g−1(1[1](2)) = a
[0]g(a[1])1[0]g(1[1](1))g
−1(1[1](2))
= a[0]g(a[1])1[0]ǫ(1[1]) = a[0]g(a[1]) ∈ Ag.
Also, we have, for a ∈ Ag−1 ,
θg−1 ◦ θg(a) = θg−1(a
[0]g(a[1])) = a[0][0]g−1(a[0][1])g(a[1])
= a[0]1[0]g−1(a[1](1)1
[1])g(a[1](2)) = a
[0]g−1(a[1](1))g(a
[1]
(2))1
[0]g−1(1[1])
= a[0]ǫ(a[1])1[0]g−1(1[1]) = a1[0]g−1(1[1]) = a.
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Then θg−1 ◦ θg = IdAg−1 . Analogously, we have θg ◦ θg−1 = IdAg . Then θg is bijective. Finally,
for a, b ∈ Ag−1 ,
θg(ab) = (ab)
[0]g((ab)[1]) = a[0]b[0]g(a[1]b[1]) = a[0]g(a[1])b[0]g(b[1]) = θg(a)θg(b).
Therefore, θg is an algebra isomorphism.
The data ({Ag}g∈G, {θg}g∈G) defines a partial action of the groupG on the algebra A. Indeed,
it is easy to see that Ae = A and θe = IdA. Take now an element y ∈ Ah ∩ Ag−1 , then
θh−1(y) = θh−1(y1
[0]1[0
′]h(1[1])g−1(1[1
′]))
= y[0]1[0][0]1[0
′][0]h−1(y[1]1[0][1]1[0
′][1])h(1[1])g−1(1[1
′])
= y[0]1[0]1[0
′]1[0
′′]h−1(y[1]1[1](1)1
[1′]
(1)1
[1′′])h(1[1](2))g
−1(1[1
′]
(2))
= y[0]h−1(y[1])1[0]h−1(1[1](1))h(1
[1]
(2))1
[0′]h−1(1[1
′]
(1))g
−1(1[1
′]
(2))
= y[0]h−1(y[1])1[0]ǫ(1[1])1[0
′](gh)−1(1[1
′])
= y[0]h−1(y[1])1[0](gh)−1(1[1]) ∈ Ah−1 ∩ A(gh)−1
Then θh−1(Ah ∩Ag−1 ) ⊆ Ah−1 ∩ A(gh)−1 . Finally, for any x ∈ θh−1(Ah ∩ Ag−1) we have
θgθh(x) = θg(x
[0]h(x[1])1[0]g−1(1[1]))
= x[0][0]1[0][0]g(x[0][1]1[0][1])h(x[1])g−1(1[1])
= x[0]1[0]1[0
′]g(x[1](1)1
[1]
(1)1
[1′])h(x[1](2))g
−1(1[1](2))
= x[0]g(x[1](1))h(x
[1]
(2))1
[0]g(1[1](1))g
−1(1[1](2))1
[0′]g(1[1
′])
= x[0]gh(x[1])1[0]ǫ(1[1])1[0
′]g(1[1
′])
= x[0]gh(x[1])1[0]g(1[1]),
while, on the other hand, we have
θgh(x) = θgh(x1
[0]1[0
′]h−1(1[1])(gh)−1(1[1
′]))
= x[0]1[0][0]1[0
′][0]gh(x[1]1[0][1]1[0
′][1])h−1(1[1])(gh)−1(1[1
′])
= x[0]1[0]1[0
′]1[0
′′]gh(x[1]1[1](1)1
[1′]
(1)1
[1′′])h−1(1[1](2))(gh)
−1(1[1
′]
(2))
= x[0]gh(x[1])1[0]gh(1[1](1))h
−1(1[1](2))1
[0′]gh(1[1
′]
(1))(gh)
−1(1[1
′]
(2))1
[0′′]gh(1[1
′′])
= x[0]gh(x[1])1[0]g(1[1])1[0
′]gh(1[1
′])
= x[0]gh(x[1])1[0]g(1[1]).
Then, θg ◦ θh(x) = θgh(x), making the data ({Ag}g∈G, {θg}g∈G) a partial action of the group G
on the algebra A.
The last step is to make a partial action of G on the set M = HomAlg(A, k), defining for
each g ∈ G the subsets Mg = HomAlg(Ag, k), and the maps αg :Mg−1 →Mg given by αg(P ) =
P ◦ θg−1 , for P ∈ Mg−1 . It is easy to see that this data defines a partial action of G on M .
Thanks to Lemma 4.11, we know moreover that M decomposes in a disjoint union Mg ⊔M
′
g for
any g ∈ G. Hence the partial action is algebraic and this concludes our proof. 
The above constructions are clearly functorial. Hence we obtain the following result, gener-
alizing the classical result for global actions
Corollary 4.14. Let H be a commutative Hopf algebra and G = HomAlg(H, k) the corresponding
algebraic group, then there is an equivalence between the category of commutative right partial
H-comodule algebras and the category of algebraic partial actions of the group G.
As finite groups provide (trivial) examples of algebraic groups, the above result applies in
particular to this situation. Hence we obtain a bijective correspondence between partial actions
of a finite group G on a finite set X and partial coactions of the dual group algebra (kG)∗ on
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the algebra A = Fun(X, k) of k valued functions on X . Explicitly, given a partial action α of G
on X , the partial coaction of (kG)∗ on A is given by
ρ(f) =
∑
g∈G
eg(f ◦ αg−1)⊗ pg. (6)
where f ∈ Fun(X, k), eg is the characteristic function of the domain Xg and pg ∈ kG∗ is given
by pg(h) = δg,h for all g, h ∈ G.
4.2.2. The Hopf algebroid associated to a partial coaction. As shown previously, from a left
partial action of a co-commutative Hopf algebra H on a commutative algebra A, one can endow
the partial smash product A#H with a structure of an A Hopf algebroid. The aim of this section
is to show that in the dual case, of a right partial coaction of a commutative Hopf algebra H on
a commutative algebra A, one can construct a Hopf algebroid as well.
From now on, let H denote a commutative Hopf algebra H and A a commutative right partial
H-module algebra, with partial coaction ρ : A → A ⊗ H . We can define the left source and
target maps s = sl, t = tl : A→ A⊗H as
s(a) = a1[0] ⊗ 1[1], t(a) = ρ(a) = a[0] ⊗ a[1].
The right source and target maps are defined as sr = tl and tr = sl. It is easy to see that
both maps are algebra morphisms, since A and H are commutative algebras, t is an algebra
anti-morphism and the images of sl and tl mutually commute. The A-bimodule structure on
A⊗H , is given by
a · (b1[0] ⊗ h1[1]) · c = sl(a)tl(c)(b1
[0] ⊗ h1[1]) = abc[0]1[0] ⊗ c[1]1[1] = (b1[0] ⊗ h1[1])sr(c)tr(a).
The coring structure, introduced in Lemma 4.6,
∆˜(a1[0] ⊗ h1[1]) = a1[0] ⊗ h(1)1
[1] ⊗A 1
[0′] ⊗ h(2)1
[1′]
ǫ˜(a1[0] ⊗ h1[1]) = aǫ(h)
will be the same for both, the left and the right bialgebroid sructures, this is because of the
commutativity of both A and H .
Due to the axiom (PRHCA3) of partial coactions, we find the following useful expressions for
the comultiplication:
∆˜(a1[0] ⊗ h1[1]) = a1[0]1[0
′] ⊗ h(1)1
[1]
(1)1
[1′] ⊗A 1
[0′′] ⊗ h(2)1
[1]
(2)1
[1′′]
= a1[0][0]1[0
′] ⊗ h(1)1
[0][1]1[1
′] ⊗A 1
[0′′] ⊗ h(2)1
[1]1[1
′′]
= (a1[0
′] ⊗ h(1)1
[1′]) · 1[0] ⊗A 1
[0′′] ⊗ h(2)1
[1]1[1
′′]
= a1[0
′] ⊗ h(1)1
[1′] ⊗A 1
[0] · (1[0
′′] ⊗ h(2)1
[1]1[1
′′])
= a1[0
′] ⊗ h(1)1
[1′] ⊗A 1
[0]1[0
′′] ⊗ h(2)1
[1]1[1
′′]
= a1[0
′] ⊗ h(1)1
[1′] ⊗A 1
[0] ⊗ h(2)1
[1].
Lemma 4.15. The data (A⊗H,A, sl, tl, ∆˜, ǫ˜) define a structure of a left A-bialgebroid.
Proof. We have already seen that A⊗H is an A coring and because of the commutativity of
A, we have that the A bimodule structure of this coring is compatible with both source and
target above defined. Again, as A and A⊗H are commutative, the image of the comultiplication
is automatically contained in the Takeuchi’s product, which in the commutative case is the
ordinary tensor product over A
(A⊗H)×A (A⊗H) = (A⊗H)⊗A (A⊗H).
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The comultiplication is also multiplicative,
∆˜(a1[0] ⊗ h1[1])∆˜(b1[0
′] ⊗ k1[1
′])
= (a1[0] ⊗ h(1)1
[1] ⊗A 1
[0′] ⊗ h(2)1
[1′])(b1[0
′′] ⊗ k(1)1
[1′′] ⊗A 1
[0′′′] ⊗ k(2)1
[1′′′])
= (a1[0] ⊗ h(1)1
[1])(b1[0
′′] ⊗ k(1)1
[1′′])⊗A (1
[0′] ⊗ h(2)1
[1′])(1[0
′′′] ⊗ k(2)1
[1′′′])
= ab1[0] ⊗ h(1)k(1)1
[1] ⊗A 1
[0′] ⊗ h(2)k(2)1
[1′] = ∆˜(ab1[0] ⊗ hk1[1])
= ∆˜((a1[0] ⊗ h1[1])(b1[0
′] ⊗ k1[1
′])).
Let us verify the axiom of the counit for a bialgebroid:
ǫ˜(XY ) = ǫ˜(Xs(ǫ˜(Y ))) = ǫ˜(Xt(ǫ˜(Y ))), ∀X,Y ∈ A⊗H.
For the first equality, we have
ǫ˜((a1[0] ⊗ h1[1])s(ǫ˜(b1[0
′] ⊗ k1[1
′]))) = ǫ˜((a1[0] ⊗ h1[1])(bǫ(k)1[0
′] ⊗ 1[1
′]))
= ǫ˜(abǫ(k)1[0] ⊗ h1[1]) = abǫ(h)ǫ(k)
= ǫ˜(ab1[0] ⊗ hk1[1]) = ǫ˜((a1[0] ⊗ h1[1])(b1[0
′] ⊗ k1[1
′])).
And for the second equality,
ǫ˜((a1[0] ⊗ h1[1])t(ǫ˜(b1[0
′] ⊗ k1[1
′]))) = ǫ˜((a1[0] ⊗ h1[1])(b[0]ǫ(k)⊗ b[1]))
= ǫ˜(ab[0]ǫ(k)1[0] ⊗ hb[1]1[1]) = ab[0]ǫ(b[1])ǫ(h)ǫ(k)
= abǫ(h)ǫ(k) = ǫ˜(ab1[0] ⊗ hk1[1])
= ǫ˜((a1[0] ⊗ h1[1])(b1[0
′] ⊗ k1[1
′])).
Therefore, we have that (A⊗H, s, t, ∆˜, ǫ˜) is an A bialgebroid. 
The structure of a right A bialgebroid is completely analogous, due to the fact that A is a
commutative algebra. Then we have the following result.
Lemma 4.16. The data (A⊗H,A, sr, tr, ∆˜, ǫ˜) define a structure of a right A bialgebroid.
Finally, we have the structure of a Hopf algebroid on A⊗H .
Theorem 4.17. Let H be a commutative Hopf algebra and A be a commutative right partial H
comodule algebra with partial coaction ρ, as above. Then the algebra A⊗H = ρ(1A)(A⊗H) is a
commutative Hopf algebroid over the base algebra A, called the partial split Hopf algebroid. The
partial coaction ρ is global if, and only if, the Hopf algebroid A⊗H coincides with the split Hopf
algebroid A⊗H.
Proof. By Lemma 4.15 and Lemma 4.16, we know that A⊗H is a bialgebroid. To obtain a Hopf
algebroid structure, we define an antipode S˜ by
S˜(a1[0] ⊗ h1[1]) = a[0]1[0] ⊗ a[1]S(h)1[1].
which is verified to be an anti algebra morphism. The Hopf algebroid axioms (i) and (ii) (see
Section 2.1) are easy to check. For the axiom (iii), take a, c ∈ A and b1[0] ⊗ h1[1] ∈ A⊗H , then
S˜(tl(a)(b1
[0] ⊗ h1[1])tr(c)) = S˜(a
[0]bc1[0] ⊗ a[1]h1[1])
= a[0][0]b[0]c[0]1[0] ⊗ a[0][1]b[1]c[1]1[1]S(h)S(a[1])
=
(
c[0] ⊗ c[1]
)(
b[0]a[0][0]1[0] ⊗ b[1]a[0][1]1[1]S(a[1])S(h)
)
= sr(c)
(
b[0]1[0]a[0] ⊗ b[1]S(h)1[1]a[1](1)S(a
[1]
(2))
)
= sr(c)
(
b[0]1[0]a[0]ǫ(a[1])⊗ b[1]S(h)1[1]
)
= sr(c)
(
b[0]1[0]a⊗ b[1]S(h)1[1]
)
= sr(c)(b
[0]1[0] ⊗ b[1]S(h)1[1])sl(a) = sr(c)S˜(b1
[0] ⊗ h1[1])sl(a).
DUAL CONSTRUCTIONS FOR PARTIAL ACTIONS 19
Finally, for the item (iv), take a1[0] ⊗ h1[1] ∈ A⊗H , then
µ ◦ (S˜ ⊗ I) ◦ ∆˜(a1[0] ⊗ h1[1]) = S˜(a1[0] ⊗ h(1)1
[1])(1[0
′] ⊗ h(2)1
[1′])
= (a[0]1[0] ⊗ a[1]S(h(1))1
[1])(1[0
′] ⊗ h(2)1
[1′])
= a[0]1[0] ⊗ a[1]S(h(1))h(2)1
[1] = a[0]ǫ(h)1[0] ⊗ a[1]1[1]
= sr(aǫ(h)) = sr ◦ ǫr(a1
[0] ⊗ h1[1]),
and
µ ◦ (I ⊗ S˜) ◦ ∆˜(a1[0] ⊗ h1[1]) = (a1[0] ⊗ h(1)1
[1])S˜(1[0
′] ⊗ h(2)1
[1′])
= (a1[0] ⊗ h(1)1
[1])S˜(1[0
′] ⊗ S(h(2))1
[1′])
= a1[0] ⊗ h(1)S(h(2))1
[1] = a1[0]ǫ(h)⊗ 1[1])
= sl(aǫ(h)) = sl ◦ ǫl(a1
[0] ⊗ h1[1]).
Therefore, A⊗H is a Hopf algebroid.
Now consider a global coaction ρ : A → A ⊗ H , then ρ is a unital morphism, that is,
ρ(1A) = 1A ⊗ 1H . Therefore
A⊗H = ρ(1A)(A⊗H) = A⊗H.
As explained in Section 2.1 A⊗H can be endowed with the structure of a Hopf algebroid, called
the split Hopf algebroid. One easily observes that thanks to the simplification 1[0]⊗1[1] = 1A⊗1H ,
the split Hopf algebroid coincides with the Hopf algebroid structure on A⊗H defined above. On
the other hand, if A⊗H = A⊗H , then ρ(1A) = 1A⊗1H which makes ρ into a global coaction. 
4.2.3. A dual version of a theorem by Kellendock and Lawson. As a motivation for our next
result, we will first recall the relationship between partial actions of groups on sets and groupoids
as this was pointed out initially by Abadie [2] and shown to lead to an equivalence of categories
by Kellendonk and Lawson [17].
Consider a partial action of a group G on a set X , given by the data ({Xg ⊆ X}g∈G, {αg :
Xg−1 → Xg}g∈G). From these data it is possible to construct a groupoid
G(G,X, α) = {(x, g) ∈ X ×G |x ∈ Xg}.
The objects in this groupoid are the elements of X . The groupoid structure is given by the
source and target maps,
s(x, g) = αg−1(x), t(x, g) = x,
the product
(x, g)(y, h) =
{
(x, gh) if y = αg−1(x)
otherwise,
and the inverse
(x, g)−1 = (αg−1(x), g
−1).
It is easy to see that the projection map
π2 : G(G,X, α) → G
(x, g) 7→ g
is a functor, considering G as a groupoid with one single element. This functor is star injective,
which is a strong version of faithfulness, in the sense of the following definition.
Definition 4.18. (1) Let C be a small category and x be an object in C. The star over x is the
set S(x) = {f ∈ HomC(x, y) | y ∈ C}.
(2) A functor F : C → D between two small categories is said to be star injective (surjective) if
for every x ∈ C, the function F |S(x) is injective (surjective).
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Applied to the functor π2, star injectivity simply means that given x ∈ X and g ∈ G there
exists at most one element γ ∈ G(G,X, α) such that s(γ) = x and π2(γ) = g (by the way, this
element exists only when x ∈ Xg−1 and it is written explicitly as γ = (αg(x), g)). The functor
π2 is star surjective if, and only if, the action of G on X is global [17].
Our Hopf algebroid A⊗H can be seen as a dual of this groupoid arising from partial group
actions, at least for the case of an algebraic partial action α of an affine algebraic group on an
affine set. Let us give the details in case of a finite group G acting partially on a finite set X .
Consider the right partial coaction of the Hopf algebra H = (kG)∗ on the algebra A = Fun(X, k)
as defined by the formula
ρ(f)(p, g) =
{
f(αg−1(p)) for p ∈ Xg
0 otherwise
denoting the basis of (kG)∗ by {pg}g∈G, where pg(h) = δg,h and denoting the characteristic
functions of Xg by 1g, then the partial coaction can be written as
ρ(f) =
∑
g∈G
1g.(f ◦ αg−1)⊗ pg.
The Hopf algebroid A⊗H is exactly the Hopf algebroid of functions on the groupoid G(G,X, α).
Indeed, first note that
ρ(1A) =
∑
g∈G
1g ⊗ pg,
then, an element (a⊗h)(ρ(1A)) ∈ A⊗H is a function defined on G(G,X, α), because if evaluated
on a pair (x, g) it will be nonzero only if x ∈ Xg. On the other hand,
Fun(G(G,X, α), k) ⊆ Fun(X ×G, k) ∼= A⊗H.
denoting by χx ∈ Fun(X, k) the characteristic function of the element x ∈ X , then any ϕ ∈
Fun(G(G,X, α), k) can be written as
ϕ =
∑
x∈X,g∈G
ax,gχx ⊗ pg,
with ax,g ∈ k, for every x ∈ X , g ∈ G. But, as ϕ is only defined on the groupoid G(G,X, α)
then ax,g = 0 if x /∈ Xg, therefore
ϕ =
∑
g∈G
∑
x∈Xg
ax,gχx
 1g ⊗ pg ∈ (A⊗H)ρ(1A) = A⊗H.
Note that we have a morphism of algebras
F : H → A⊗H
h 7→ 1[0] ⊗ h1[1]
It is easy to show that this map also satisfies
(1) ǫ˜ ◦ F = ηA ◦ ǫ;
(2) ∆˜ ◦ F = π ◦ (F ⊗ F ) ◦∆;
(3) S˜ ◦ F = F ◦ S;
where the map π : (A⊗H) ⊗ (A⊗H) → (A⊗H) ⊗A (A⊗H) is the natural projection. That is
equivalent to say that the map F is a morphism of Hopf algebroids with different base algebras,
considering the Hopf algebra H as a Hopf algebroid having as base algebra the base field k.
Finally, note that, the Hopf algebroid, A⊗H is totally defined by the image of the source map
and the image of the map F . Indeed, a general element of A⊗H can be written as∑
i
ai1[0] ⊗ hi1[1] =
∑
i
s(ai)F (hi).
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Given a commutative Hopf algebra H and a commutative A Hopf algebroid H such that
there exists an algebra morphism F : H → H, one can construct out of these data an algebra
morphism
Π : A⊗H → H
a⊗ h 7→ s(a)F (h)
In the case of the Hopf algebroid A⊗H , the morphism Π is surjective and splits by the canonical
inclusion. This motivates the following definition:
Definition 4.19. Given a commutative Hopf algebra H and a commutative A Hopf algebroid
H, an algebra morphism F : H → H is said to be right dual star injective, if
(DSI1) the map F is a morphism of Hopf algebroids, considering H as a Hopf algebroid over
the base field k;
(DSI2) the Hopf algebroid H is generated, as algebra, by the image of the source map and the
image of F ; that is H = s(A)F (H);
(DSI3) The surjective algebra map Π : A ⊗H → H given by Π(a ⊗ h) = s(a)F (h) splits as an
algebra morphism.
Obviously, there is a left version, by modifying the item (DSI3) by taking the algebra map
Π′ : H ⊗ A → H. The origin of the name “dual star injective” is that these axioms arise as a
dualization of the star injectivity conditions for a functor between a groupoid G and a group G,
taking the algebras of functions on these as explained above.
Recall from [17] that given a groupoid G and a star injective functor F : G → G, one can
construct a partial action of the group G on the set X of objects of G. For this, one defines for
each g ∈ G the subset
Xg = {x ∈ X | ∃γ ∈ G, s(γ) = x, F (γ) = g
−1};
and bijections αg : Xg−1 → Xg given by
αg(x) = t(γ), such that s(γ) = x, and F (γ) = g.
Moreover, this defined partial action is global if, and only if, the functor F is star surjective.
Supposse now that F : G → G is a star injective functor, where G is a finite groupoid and
G is a finite group. Then the functor F induces an algebra morphism Fˆ between the Hopf
algebra H = (kG)∗ and the Hopf algebroid H = Fun(G, k) by posing Fˆ (f)(γ) = f(F (γ)), for all
f ∈ (kG)∗ and γ ∈ G. The functoriality of F implies directly the item DSI1 of the definition of
a dual star injective algebra morphism.
For the item DSI2, note that, for a finite groupoid G its algebra of functions has a basis of
characteristic functions {χγ |γ ∈ G}. Let γ ∈ G denote by x = s(γ) and g = F (γ). Then, it is
easy to see that the characteristic function χγ can be written as
χγ = s(χx)Fˆ (pg) = Π(χx ⊗ pg).
Finally, for the item DSI3, consider the map σ : H → A⊗H given by
σ(f) =
∑
γ∈G
f(γ)χt(γ) ⊗ pF (γ).
It is easy to see that Π ◦ σ = IdH. Therefore, the morphism Fˆ is dual star injective.
The next result shows a deeper connection between partial coactions of commutative Hopf
algebras and commutative Hopf algebroids, and can be viewed as a dual version of the result by
Kellendonk-Lawson cited above.
Theorem 4.20. Let H be a commutative Hopf algebra, H be a commutative A Hopf algebroid
and F : H → H be a right dual star injective algebra morphism. Then A is a right partial
H comodule algebra. The partial coaction defined on A is global if, and only if, the morphism
Π : A⊗H → H is an isomorphism.
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Proof. The map F induces a right H-module structure on H, given by x · h = xF (h). Let
σ : H → A ⊗ H be the algebra map such that Π ◦ σ = IdH. The fact that both Π and σ are
morphisms of A−H bimodules. Then for any element
x =
∑
i
s(ai)F (hi) ∈ H,
we have the following expression for σ(x),
σ(x) =
∑
i
σ(s(ai)F (hi)) =
∑
i
σ(ai · 1H · h
i) =
∑
i
ai · σ(1H) · h
i.
Writing σ(1H) = 1
[0] ⊗ 1[1], which is an idempotent in A⊗H , we have that any element in the
image of σ is of the form
σ(x) =
∑
i
ai1[0] ⊗ hi1[1].
The projection σ ◦ Π : A ⊗H → σ(H) is implemented by the multiplication by the idempotent
σ(1H) = 1
[0] ⊗ 1[1].
For any a ∈ A we have, obviously, σ(s(a)) = a1[0] ⊗ 1[1] and let us denote
ρ = t ◦ σ : A→ A⊗H, ρ(a) = σ(t(a)) = a[0] ⊗ a[1].
The morphism ρ is automatically an algebra morphism, because σ and t are morphisms of
algebras. We shall prove that this morphism ρ is a right partial coaction of the Hopf algebra H
on the algebra A.
Let θ : σ(H) ⊗A σ(H)→ σ(H)⊗H be the linear map given by
θ(a1[0] ⊗ h1[1] ⊗A b1
[0′] ⊗ k1[1
′]) = ab[0]1[0] ⊗ hb[1]1[1] ⊗ k.
One can easily prove that θ is also an algebra map.
In order to prove that ρ is a partial coaction, the following two identities will be useful:
(I) ǫH ◦Π = I ⊗ ǫH .
(II) θ ◦ (σ ⊗ σ) ◦∆H ◦Π = ((σ ◦Π)⊗ I) ◦ (I ⊗∆H)
For the identity (I), take a⊗ h ∈ A⊗H , then
ǫH ◦Π(a⊗ h) = ǫH(s(a)F (h)) = a(ǫH(F (h)))
= aǫH(h) = (I ⊗ ǫH)(a⊗ h).
And for the identity (II),
θ ◦ (σ ⊗ σ) ◦∆H ◦Π(a⊗ h) = θ ◦ (σ ⊗ σ) ◦∆H(s(a)F (h)) = a · (θ ◦ (σ ⊗ σ) ◦∆H(F (h)))
= a · θ(1[0] ⊗ 1[1]h(1) ⊗A 1
[0′] ⊗ h(2)1
[1′]) = a1[0] ⊗ 1[1]h(1) ⊗ h(2)
= σ ◦Π(a⊗ h(1))⊗ h(2) = ((σ ◦Π)⊗ I) ◦ (I ⊗∆H)(a⊗ h).
Then we are in position to verify the axioms of a right partial coaction for the map ρ = σ ◦ t :
A→ σ(H) ⊆ A⊗H . The axiom (PRHCA1) is automatically satisfied because both σ and t are
algebra maps, therefore ρ is an algebra map.
For the axiom (PRHCA2) take a ∈ A, then
(I ⊗ ǫH) ◦ ρ(a) = (I ⊗ ǫH) ◦ σ(t(a)) = ǫH ◦Π ◦ σ(t(a))
= ǫH(t(a)) = a.
For the axiom (PRHCA3) we first note that (ρ ⊗ I) ◦ ρ = θ ◦ (σ ⊗ σ) ◦ ∆H ◦ t. Indeed, for
a ∈ A
θ ◦ (σ ⊗ σ) ◦∆H(t(a)) = θ ◦ (σ ⊗ σ)(1H ⊗A t(a)) = θ(1
[0] ⊗ 1[1] ⊗A a
[0] ⊗ a[1])
= 1[0]a[0][0] ⊗ 1[1]a[0][1] ⊗ a[1] = a[0][0] ⊗ a[0][1] ⊗ a[1]
= (ρ⊗ I) ◦ ρ(a).
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On the other hand,
θ ◦ (σ ⊗ σ) ◦∆H(t(a)) = θ ◦ (σ ⊗ σ) ◦∆H ◦Π ◦ σ(t(a)) = ((σ ◦Π)⊗ I) ◦ (I ⊗∆H) ◦ σ(t(a))
= ((σ ◦Π)⊗ I) ◦ (I ⊗∆H) ◦ ρ(a) = (σ(1H)⊗ 1H)[(I ⊗∆H) ◦ ρ(a)]
= (ρ(1A)⊗ 1H)[(I ⊗∆H) ◦ ρ(a)].
Therefore, (ρ⊗ I) ◦ ρ(a) = (ρ(1A)⊗ 1H)[(I ⊗∆H) ◦ ρ(a)] for any a ∈ A, and ρ is a right partial
coaction.
If the partial coaction ρ = σ ◦ t is global, then ρ(1A) = 1[0] ⊗ 1[1] = 1A ⊗ 1H . Then we have
for any a⊗ h ∈ A⊗H
σ ◦ π(a⊗ h) = a1[0] ⊗ h1[1] = a⊗ h.
Therefore σ = Π−1, which implies that H ∼= A⊗H .
On the other hand, if Π : A⊗H → H is an isomorphism, then σ ◦Π = IdA⊗H and
(ρ⊗ I) ◦ ρ(a) = θ ◦ (σ ⊗ σ) ◦∆H(t(a)) = ((σ ◦Π)⊗ I) ◦ (I ⊗∆H) ◦ ρ(a) = (I ⊗∆H) ◦ ρ(a).
Therefore, the partial coaction ρ is global. 
4.2.4. A duality result. Given two dually paired Hopf algebras, H and K, a right partial comod-
ule algebra A is automatically a left partial H-module algebra. In the special case when H is
a co-commutative Hopf algebra, and consequently K is commutative, and A is a commutative
algebra, then the duality between partial actions and partial coactions can be viewed as a duality
between bialgebroids. In order to make this statement more precise, let us define what is a skew
pairing between left A bialgebroids (for A not necessarily commutative).
Definition 4.21. (See [20]) Let A be a k-algebra, (Λ, s, t, ∆˜, ε˜) and (L, s, t,∆, ǫ) be two left
A-bialgebroids. A skew paring between Λ and L is a k-linear map 〈〈 | 〉〉 : Λ⊗k L→ A satisfing
(SP1) 〈〈s(a)t(b)ξs(c)t(d)|ℓ〉〉e = a〈〈ξ|s(c)t(e)ℓs(d)t(b)〉〉 for every ξ ∈ Λ, ℓ ∈ L, and a, b, c, d, e ∈
A;
(SP2) 〈〈ξ|ℓm〉〉 = 〈〈ξ(1)|ℓt(〈〈ξ(2)|m〉〉)〉〉, for every ξ ∈ Λ and ℓ,m ∈ L;
(SP3) 〈〈ξζ|ℓ〉〉 = 〈〈ξs(〈〈ζ|ℓ(1)〉〉)|ℓ(2)〉〉, for every ξ, ζ ∈ Λ and ℓ ∈ L;
(SP4) 〈〈ξ|1L〉〉 = ε˜(ξ) for every ξ ∈ Λ;
(SP5) 〈〈1Λ|ℓ〉〉 = ǫ(ℓ) for every ℓ ∈ L.
Then we have the following duality result.
Theorem 4.22. Let H be a co-commutative Hopf algebra, K be a commutative Hopf algebra with
a dual pairing 〈 , 〉 : H ⊗K → k, and let A be a commutative algebra which is, at the same time,
a left partial H-module algebra and a right partial K-comodule algebra with the compatibility
condition h · a = a[0]〈h, a[1]〉. Then the map
〈〈 , 〉〉 : A⊗K ⊗k A#H → A
(a1[0] ⊗ ξ1[1])⊗k (b#h) 7→ ab(h(1) · 1A)〈h(2), ξ〉
is a skew pairing between the A bialgebroids A⊗K and A#H.
Proof. First, note that thanks to the compatibility condition between the left partial H-module
structure and the right partial K-comodule structure on A, we have
〈〈a1[0] ⊗ ξ1[1]|b#h〉〉 = ab1[0]〈h, ξ1[1]〉
. It is easy to see that the map 〈〈 , 〉〉 is a well defined, indeed, as we know, in the partial smash
product the equality b#h = b(h(1) · 1A)#h(2) holds, then, for any a1
[0] ⊗ ξ1[1] ∈ A⊗K we have
〈〈a1[0] ⊗ ξ1[1]|b(h(1) · 1A)#h(2)〉〉 = ab(h(1) · 1A)(h(2) · 1A)〈h(3), ξ〉
= ab(h(1) · 1A)〈h(2), ξ〉 = 〈〈a1
[0] ⊗ ξ1[1]|a#h〉〉.
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Let us verify the axiom (SP1). As the bialgebroid A⊗K is commutative, this enables a simpli-
fication, because, for each a1, a2 ∈ A and x ∈ A⊗K we have s(a1)t(a2)x = xs(a1)t(a2). Then,
taking a1, a2, a3 ∈ A, b1[0] ⊗ ξ1[1] ∈ A⊗K and c#h ∈ A#H , we have
〈〈s(a1)t(a2)(b1
[0] ⊗ ξ1[1])|c#h〉〉a3 = 〈〈(a1ba
[0]
2 1
[0] ⊗ a
[1]
2 ξ1
[1])|c#h〉〉a3
= a1bca3(h(1) · 1A)a
[0]
2 〈h(2), a
[1]
2 ξ〉 = a1bca3(h(1) · 1A)a
[0]
2 〈h(2), a
[1]
2 〉〈h(3), ξ〉
= a1bca3(h(1) · 1A)(h(2) · a2)〈h(3), ξ〉 = a1bca3(h(1) · a2)〈h(2), ξ〉
= a1〈〈b1
[0] ⊗ ξ1[1]|a3c((h(1) · a2)#h(2)〉〉 = a1〈〈b1
[0] ⊗ ξ1[1]|s(a3)(c#h)(a2#1H)〉〉
= a1〈〈b1
[0] ⊗ ξ1[1]|s(a3)(c#h)t(a2)〉〉
The last expression is also equal to 〈〈b1[0] ⊗ ξ1[1]|s(a1)s(a3)(c#h)t(a2)〉〉.
For the axiom (SP2), take a1[0] ⊗ ξ1[1] ∈ A⊗K, and b#h, c#k ∈ A#H , then
〈〈a1[0] ⊗ ξ1[1]|(b#h)(c#k)〉〉 = 〈〈a1[0] ⊗ ξ1[1]|(b(h(1) · c)#h(2)k)〉〉
= ab(h(1) · c)(h(2)k(1) · 1A)〈h(2)k(1), ξ〉 = ab(h(1) · (c(k(1) · 1A)))〈h(2)k(1), ξ〉,
while, on the other hand
〈〈a1[0] ⊗ ξ(1)1
[1]|(b#h)t(〈〈1[0
′] ⊗ ξ(2)1
[1′]|(c#k)〉〉)〉〉
= 〈〈a1[0] ⊗ ξ(1)1
[1]|(b#h)(c(k(1) · 1A)#1H)〉〉〈k(2), ξ(2)〉
= 〈〈a1[0] ⊗ ξ(1)1
[1]|(b(h(1) · (c(k(1) · 1A)))#h(2))〉〉〈k(2), ξ(2)〉
= ab(h(1) · (c(k(1) · 1A)))〈h(2), ξ(1)〉〈k(2), ξ(2)〉
= ab(h(1) · (c(k(1) · 1A)))〈h(2)k(1), ξ〉.
For the axiom (SP3), take a1[0] ⊗ ξ1[1] , b1[0] ⊗ ζ1[1] ∈ A⊗K, and c#h ∈ A#H , then
〈〈(a1[0] ⊗ ξ1[1])(b1[0
′] ⊗ ζ1[1
′])|c#h〉〉 = 〈〈ab1[0] ⊗ ξζ1[1]|c#h〉〉 = abc(h(1) · 1A)〈h(2), ξζ〉,
while, on the other hand
〈〈a1[0] ⊗ ξ1[1]s(〈〈b1[0
′] ⊗ ζ1[1
′]|c#h(1)〉〉)|1A#h(2)〉〉 = 〈〈abc(h(1) · 1A)1
[0] ⊗ ξ1[1]|1A#h(3)〉〉〈h(2), ζ〉
= 〈〈abc(h(1) · 1A)1
[0] ⊗ ξ1[1]|1A#h(2)〉〉〈h(3), ζ〉 = abc(h(1) · 1A)〈h(2), ξ〉〈h(3), ζ〉
= abc(h(1) · 1A)〈h(2), ξζ〉.
For (SP4), take a1[0] ⊗ ξ1[1] ∈ A⊗K, then
〈〈a1[0] ⊗ ξ1[1]|1A#1H〉〉 = a〈1H , ξ〉 = aǫ(ξ) = ε˜(a1
[0] ⊗ ξ1[1]).
Finally, for (SP5) , take a#h ∈ A#H , then
〈〈1[0] ⊗ 1[1]|a#h〉〉 = a(h(1) · 1A)〈h(2), 1K〉 = a(h(1) · 1A)ǫ(h(2)) = a(h · 1A) = ǫ(a#h).
Therefore, the map 〈〈 , 〉〉 is a skew pairing between these two A-bialgebroids. 
5. Partial module coalgebras
5.1. Definition and examples.
Definition 5.1. Let H be a bialgebra. A k coalgebra C is said to be a left partial H-module
coalgebra if there is a linear map
· : H ⊗ C → C
h⊗ c 7→ h · c
satisfying the following conditions:
(PLHMC1) For all h ∈ H and c ∈ C, ∆(h · c) = (h(1) · c(1))⊗ (h(2) · c(2));
(PLHMC2) 1H · c = c, for all c ∈ C;
(PLHMC3) For all h, k ∈ H and c ∈ C,
h · (k · c) = (hk(1) · c(1))ǫ(k(2) · c(2)).
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A partial module coalgebra is called symmetric, if, in addition, it satisfies
(PLHMC3’) For all h, k ∈ H and c ∈ C,
h · (k · c) = ǫ(k(1) · c(1))(hk(2) · c(2)).
In a symmetric way, it is possible to define the notion of a right partial H-module coalgebra.
We have the following immediate results.
Proposition 5.2. Let H be a bialgebra and C be a left partial H-module coalgebra, then,
(i) for every h ∈ H and c ∈ C we have
h · c = ǫ(h(1) · c(1))(h(2) · c(2)) = (h(1) · c(1))ǫ(h(2) · c(2)); (7)
(ii) for every h ∈ H and c ∈ C we have
ǫ(h · c) = ǫ(h(1) · c(1))ǫ(h(2) · c(2)); (8)
(iii) C is a left H module coalgebra if, and only if, for every h ∈ H and c ∈ C we have
ǫ(h · c) = ǫ(h)ǫ(c).
Proof. (i). This follows imediatly from the axiom (PLHMC1). By applying ǫ⊗ I, we obtain the
first equality, and by applying I ⊗ ǫ we obtain the second equality.
(ii) follows from (i).
(iii). Suppose that ǫ(h · c) = ǫ(h)ǫ(c) for every h ∈ H and c ∈ C, then, by (PLHMC3) we have
h · (k · c) = (hk(1) · c(1))ǫ(k(2) · c(2))
= (hk(1) · c(1))ǫ(k(2))ǫ(c(2))
= hk · c,
therefore, C is a left H-module coalgebra. The converse is trivial. 
Remark 5.3. It is important to notice that a different notion of “partial module coalgebra” was
introduced earlier in the arXiv-version of [8]. There, a coalgebra C was said to be a (right)
H-module coalgebra if and only if there exists a map C ⊗H → H, c ⊗ h 7→ c · h such that the
map H ⊗ C → C → H, c ⊗ h 7→ h(1) ⊗ c · h(2) is a partial entwining structure. Clearly, this
definition, as does ours, generalizes usual module coalgebras. However, the definition introduced
in this note is motivated by the examples of partial actions of groups on coalgebras and by
duality results with partial module algebras as illustrated below.
In the case of partial actions of a group on an algebra, we found that the partial actions of a
group G on an algebra A that are in correspondence with partial actions of the Hopf algebra kG
on A, are those for which the ideals Ag are generated by central idempotents 1g. The existence
of a central idempotent ensures that there is an algebra map A→ Ag that is a left inverse for the
inclusion map Ag → A, which in turn is a multiplicative map; and ensures that A ∼= Ag×A′g, for
some other unitary algebra A′g. We will now prove a similar result for partial module coalgebras.
Lemma 5.4. For a coalgebra C and D with a coalgebra map ι : D → C, the following are
equivalent:
(i) there exists a coalgebra D′ and a coalgebra map ι′ : D′ → C such that the universal
morphism J : D
∐
D′ → C is an isomorphism of coalgebras (where coproduct of D and D′
is considered in the category of coalgebras);
(ii) there is a k-linear map P : C → D that satisfies
• P ◦ ι = idD,
• ∆ ◦ P = (P ⊗ P ) ◦∆,
• ι(P (c)) = c(1)ǫD(P (c(2))) = ǫD(P (c(1)))c(2), all c ∈ C
(iii) There is a k-linear map P : C → D such that
• P ◦ ι = idD,
• ∆ ◦ P = (P ⊗ P ) ◦∆,
• ∆(ι(P (c))) = c(1) ⊗ ι(P (c(2))) = ι(P (c(1)))⊗ c(2) = ι(P (c(1)))⊗ ι(P (c(2))), all c ∈ C
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Proof. (i)⇒ (ii). Recall (see e.g. [9, Proposition 1.4.19]) that the category of coalgebras has
coproducts. In particular, if D and D′ are two coalgebras, then the coproduct D
∐
D′ is com-
puted by taking the direct sum of the underlying k-modules D ⊕D′ and endowing it with the
following comultiplication and counit
∆(d, d′) = (d(1), 0)⊗ (d(2), 0) + (0, d
′
(1))⊗ (0, d
′
(2))
ǫ(d, d′) = ǫD(d)ǫD′(d
′)
for all d ∈ D, d′ ∈ D′. Remark that the comultiplication of the coproduct can also be written
as ∆(d + d′) = ∆D(d) + ∆D′(d
′) With this structure, it is easy to verify that the canonical
projection D ⊕D′ → D satisfies all stated conditions.
(ii)⇒ (iii). We only have to prove the third condition. Take any c ∈ C and use the fact that ι
is a coalgebra morphism, then we find
∆(ι(P (c))) = ι(P (c)(1))⊗ ι(P (c)(2)) = c(1)ǫD(P (c)(2))⊗ ι(P (c)(3))
= c(1) ⊗ ǫD(P (c)(2))ι(P (c)(3)) = c(1) ⊗ ι ◦ P (c(2)).
(iii)⇒ (i). Define D′ = kerP . Then clearly C ∼= D ⊕ D′ as k-modules. Moreover, using the
second and third condition one can easily verify that kerP is a subcoalgebra of C. For any
c ∈ C, we can write c = P (c) + c − P (c) = d + d′ where d = P (c) and d′ = c − P (c). Then
∆(c) = ∆(d) + ∆(d′), and since D and D′ are subcoalgebras, we find that C is indeed the
coproduct of D and D′. 
We are now ready to define a partial action of a group G on a coalgebra C. Clearly, such
a partial action should in first place be a partial action of G on the underlying set C. More
precisely, we have the following definition.
Definition 5.5. (Partial group actions on coalgebras) A partial action of a group G on a
coalgebra C consists of a family of subcoalgebras {Cg}g∈G of C and coalgebra isomorphisms
{θg : Cg−1 → Cg}g∈G, such that
(i) for every g ∈ G, the coalgebra Cg is a subcoalgebra-direct summand of C, i.e. there exists
a projection Pg : C → Cg satisfying the (equivalent) conditions of Lemma 5.4
(ii) Ce = C and θe = Pe = idC , where e is the unit of C;
(iii) For all g, h ∈ G, we the following equations hold
Ph ◦ Pg = Pg ◦ Ph (9)
θh−1 ◦ Pg−1 ◦ Ph = P(gh)−1 ◦ θh−1 ◦ Ph (10)
θg ◦ θh ◦ Ph−1 ◦ P(gh)−1 = θgh ◦ Ph−1 ◦ P(gh)−1 (11)
Remark 5.6. The three equalities envolving the projections in Definition 5.5 were motivated by
dualizing a partial action of G over an algebra A in which every ideal Ag is generated by a central
idempotent in A, this is expressed in the equality (9). The equation (10) is basically saying that
θh−1(Ch∩Cg−1 ) = C(gh)−1 ∩Ch−1 which is the second axiom of partial action. The equality (11)
reflects the fact that for any x ∈ C(gh)−1 ∩ Ch−1 , we have θg ◦ θh(x) = θgh(x).
Theorem 5.7. Let C be a k-coalgebra and G a group. Then there is a bijective correspondence
between partial actions of G on the coalgebra C and maps kG ⊗ C → C that turn C into a
symmetric partial kG-module coalgebra.
Proof. Suppose that C is a partial kG-module coalgebra. For any g ∈ G we denote δg ∈ kG the
corresponding base element. Then for any c ∈ C, we find
δg · (δg−1 · c) = ǫ(δg−1 · c(1))δgδg−1 · c(2) = ǫ(δg−1 · c(1))c(2) = c(1)ǫ(δg−1 · c(2))
where we used (PLHMC3) and (PLHMC3’). We then define Pg : C → C, as
Pg(c) = ǫ(δg−1 · c(1))c(2) = c(1)ǫ(δg−1 · c(2)), (12)
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where we used the symmetry of the partial action to obtain the second expression. It is easy to
see that these linear operators are projections, and we define Cg = ImPg. Let us observe that
Cg is a subcoalgebra of C.
∆(Pg(c)) = ∆(ǫ(δg · c(1))c(2)) = ǫ(δg · c(1))c(2) ⊗ c(3) = ǫ(δg · c(1))ǫ(δg · c(2))c(3) ⊗ c(4)
= ǫ(δg · c(1))c(2)ǫ(δg · c(3))⊗ c(4) = ǫ(δg · c(1))c(2) ⊗ ǫ(δg · c(3))c(4)
= Pg(c(1))⊗ Pg(c(2)) ∈ Cg ⊗ Cg.
For the counit condition, we find
Pg(c(1))ǫ(Pg(c(2))) = ǫ(δg · c(1))ǫ(c(2))c(3) = ǫ(δg · c(1))c(2) = Pg(c)
and by symmetry we also have ǫ(Pg(c(1)))Pg(c(2)) = Pg(c).
Let us show that Pg satisfies the conditions of Lemma 5.4(ii). In order to see that ∆ ◦ Pg =
(Pg ⊗ Pg) ◦∆ we use (12), indeed,
(Pg ⊗ Pg) ◦∆(c) = Pg(c(1))⊗ Pg(C(2)) = c(1)ǫ(δg−1 · c(2))⊗ ǫ(δg−1 · c(3))c(4)
= c(1)ǫ(δg−1 · c(2))⊗ c(3) = ǫ(δg−1 · c(1))c(2) ⊗ c(3)
= ∆(ǫ(δg−1 · c(1))c(2)) = ∆(Pg(c)).
Finally, for all g ∈ G and c ∈ C we have
ǫ(Pg(c(1)))c(2) = ǫ(δg−1 · c(1))ǫ(c(2))c(3) = ǫ(δg−1 · c(1))c(2) = Pg(c).
Similarly, we can prove that Pg(c) = c(1)ǫ(Pg(c(2))).
Let us check that the projections mutually commute, i.e. (9) is satisfied. Take c ∈ C, then
for all g, h ∈ C we find, using (12)
Pg ◦ Ph(c) = Pg(c(1)ǫ(δh−1 · c(2))) = ǫ(δg−1 · c(1)(1))c(1)(2)ǫ(δh−1 · c(2))
= ǫ(δg−1 · c(1))c(2)(1)ǫ(δh−1 · c(2)(2)) = Ph ◦ Pg(c).
Now, define for any g ∈ G a map θg : Cg−1 → Cg by θg(Pg−1 (c)) = δg · Pg−1(c). One can
easily observe that Ce = C and θe = idC .
Take c ∈ C then,
P(gh)−1 ◦ θh
−1 ◦ Ph(c) = P(gh)−1(δh−1 ·l c(1))ǫ(δh−1 · c(2)) = P(gh)−1(δh−1 · c)
= (δh−1 · c(1))ǫ(δgh · (δh−1 · c(2))) = (δh−1 · c(1))ǫ(δg · c(2))ǫ(δh−1 · c(3))
= ǫ(δg · c(1))(δh−1 · c(2))ǫ(δh−1 · c(3)),
on the other hand
θh−1 ◦ Pg−1 ◦ Ph(c) = θh−1 ◦ Ph ◦ Pg−1(c) = δh−1 · (Ph ◦ Pg−1(c))
= δh−1 · (Ph(ǫ(δg · c(1))c(2))) = δh−1 · (ǫ(δg · c(1))c(2)ǫ(δh−1 · c(3)))
= ǫ(δg · c(1))(δh−1 · c(2))ǫ(δh−1 · c(3)).
So (10) is verified. Finally take any c ∈ C and let us check (11)
θg ◦ θh ◦ Ph−1 ◦ P(gh)−1(c) = θg(δh · (Ph−1(P(gh)−1(c)))) = θg(δh · (Ph−1(c(1)ǫ(δgh · c(2)))))
= θg(δh · (c(1)ǫ(δh · c(2))ǫ(δgh · c(3))))
= θg(δh · (c(1)ǫ(ǫ(δh · c(2))(δgh · c(3)))))
= θg((δh · c(1))ǫ(δg · (δh · c(2)))) = θg(Pg−1 (δh · c))
= δg · (Pg−1 (δh · c)) = (δg · (δh · c(1)))ǫ(δg · (δh · c(2)))
= (δgh · c(1))ǫ(δh · c(2))ǫ(δg · (δh · c(3)))
= (δgh · c(1))ǫ(δg · (δh · c(2))) = (δgh · c(1))ǫ(δgh · c(2))ǫ(δh · c(3))
= θgh(P(gh)−1 (c(1)ǫ(δh · c(2)))) = θgh ◦ P(gh)−1 ◦ Ph−1(c).
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Conversely, suppose that we have a partial action ({Cg}g∈G, {θg : Cg−1 → Cg}g∈G) of G on
C. Then we define a linear map · : kG⊗ C → C by δg · c = θg(Pg−1 (c)).
Thanks to axiom (ii) in Definition 5.5, we find for any c ∈ C
1kG · c = δe · c = c.
As both θg and Pg−1 are comultiplicative, it follows that
∆(δg · c) = ∆(θg(Pg−1(c))) = θg(Pg−1(c(1)))⊗ θg(Pg−1 (c(2))) = δg · c(1) ⊗ δg · c(2).
Next, let us first remark that
ǫ(δg · c(1))c(2) = ǫ(θg ◦ Pg−1(c(1)))c(2) = ǫ(Pg−1(c(1)))c(2) = Pg−1(c), (13)
where we used that θg is a coalgebra morphism in the second equality and the properties of the
projection Pg−1 (see Lemma 5.4) in the third equality.
For any g, h ∈ G and c ∈ C we have
δg · (δh · c) = θg ◦ Pg−1 ◦ θh ◦ Ph−1(c) = θg ◦ θh ◦ P(gh)−1 ◦ Ph−1(c)
= θgh ◦ P(gh)−1 ◦ Ph−1(c) = δgh · (Ph−1(c))
= δgh · c(1)ǫ(δh · c(2))
Here we used (10) in the second equality, (11) in the third equality and (13) in the last equality.
Therefore C is a partial kG-module coalgebra.
We leave the verification that both constructions are mutual inverses to the reader. 
Example 5.8. (Induced partial actions) Let C be a left H-module coalgebra with the action
⊲ : H ⊗ C → C. Consider D ⊆ C a subcoalgebra with a k-linear projection P : C → D that is
comultiplicative and satisfies
P (c) = c(1)ǫ(P (c(2))) = ǫ(P (c(1)))c(2), (14)
for all c ∈ C (i.e. D satisfies the equivalent condition of Lemma 5.4). Then the linear map
defined by
· : H ⊗D → D
h⊗ d 7→ h · d = P (h ⊲ d)
is a symmetric partial action, turning D into a symmetric left partial H-module coalgebra.
Indeed, for proving the item (PLHMC1), consider d ∈ D, then
1H · c = P (1H ⊲ d) = P (d) = d.
Now, for the item (PLHMC2), consider h ∈ H and d ∈ D, then
∆(h · d) = ∆(P (h ⊲ d)) = (P ⊗ P ) ◦∆(h ⊲ d)
= (P ⊗ P )((h(1) ⊲ c(1))⊗ (h(2) ⊲ c(2)))
= (h(1) · c(1))⊗ (h(2) · c(2)).
Finally, for the item (PLHMC3), consider h, k ∈ H and d ∈ D, then
h · (k · d) = P (h ⊲ (P (k ⊲ d))) = P (h ⊲ (k(1) ⊲ c(1)))ǫ(P (k(2) ⊲ c(2)))
= P (hk(1) ⊲ c(1))ǫ(P (k(2) ⊲ c(2))) = (hk(1) · c(1))ǫ(k(2) · c(2)).
where we used the definition of the partial action · in the first and last equality, (14) in the
second equality and the fact that C is an H-module coalgebra in the third equality.
The symmetry of the action follows easily from the symmetry in the identity (14).
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5.2. The C-ring associated to a partial module coalgebra. As we have seen, if A is a
right H comodule algebra, then the space A⊗H has a structure of an A coring. In the same
way if C is a left partial H-module coalgebra, then a subspace of H ⊗ C, can be endowed with
a C-ring structure.
Definition 5.9. Let C be a coalgebra over a field, a C-ring is a monoid in the monoidal category
of C-bicomodules (CMC ,C , C).
Proposition 5.10. Let H be a bialgebra and C be a left symmetric partial H module coalgebra,
then the subspace
H ⊗ C = {h⊗ c = ǫ(h(1) · c(1))h(2) ⊗ c(2) ∈ H ⊗ C},
has a structure of a C ring.
Proof. First it is important to note that, for every h ∈ H and c ∈ C we have
h⊗ c = ǫ(h(1) · c(1))h(2) ⊗ c(2), (15)
this follows easily from (8).
The left C-comodule structure on H ⊗ C is given by
λ : H ⊗ C → C ⊗H ⊗ C, λ(h⊗ c) = h(1) · c(1) ⊗ h(2) ⊗ c(2).
By the axiom (PLHMC1), we can see that (I ⊗ λ) ◦ λ = (∆ ⊗ I) ◦ λ, and because of (15), we
obtain (ǫ⊗ I) ◦ λ = I.
The right comodule structure, in its turn, is given by ρ : H ⊗ C → H ⊗ C ⊗ C, ρ(h⊗ c) =
h⊗ c(1)⊗ c(2), which satisfies trivially the equalities (ρ⊗ I) ◦ ρ = (I ⊗∆) ◦ ρ and (I ⊗ ǫ) ◦ ρ = I.
Therefore H ⊗ C ∈ CMC .
The cotensor product H ⊗ CCH ⊗ C, being the equalizer of the morphisms ρ⊗ I and I⊗λ,
can be characterized as the subspace of H ⊗ C ⊗H ⊗ C spanned by elements∑
i
hi ⊗ ci ⊗ ki ⊗ di,
satisfying ∑
i
hi ⊗ ci(1) ⊗ c
i
(2) ⊗ k
i ⊗ di =
∑
i
hi ⊗ ci ⊗ ki(1) · d
i
(1) ⊗ k
i
(2) ⊗ d
i
(2). (16)
The multiplication map, µ : H ⊗ CCH ⊗ C → H ⊗ C is defined as∑
i
(hi ⊗ ci)(ki ⊗ di) =
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))h
i
(2)k
i
(2) ⊗ d
i
(2)
One can check that µ is an associative C-bimodule map. The unit map η : C → H ⊗ C is given
by η(c) = 1H ⊗ c. We can see that it is a bi-comodule map. For the left side, we have
λ ◦ η(c) = λ(1H ⊗ c) = 1H · c(1) ⊗ 1H ⊗ c(2)
= c(1) ⊗ 1H ⊗ c(2) = c(1) ⊗ η(c(2))
= (I ⊗ η)(c(1) ⊗ c(2)) = (I ⊗ η) ◦∆(c),
and for the right side,
ρ ◦ η(c) = ρ(1H ⊗ c) = 1H ⊗ c(1) ⊗ c(2)
= η(c(1))⊗ c(2) = (η ⊗ I)(c(1) ⊗ c(2))
= (η ⊗ I) ◦∆(c).
The images of (η ⊗ I) ◦ λ and (I ⊗ η) ◦ ρ lie in the co-tensor product H ⊗ CCH ⊗ C. Indeed,
applying the bi-colinearity of η, we find
(ρ⊗ I) ◦ (η ⊗ I) ◦ λ = (η ⊗ I ⊗ I) ◦ (∆⊗ I) ◦ λ = (η ⊗ I ⊗ I) ◦ (I ⊗ λ) ◦ λ
= (I ⊗ λ) ◦ (η ⊗ I) ◦ λ
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with a similar proof for (I⊗η)◦ρ. It now makes sense to consider the unit axioms for the C-ring,
i.e.
µ ◦ (η ⊗ I) ◦ λ = I = µ ◦ (I ⊗ η) ◦ ρ = I
whose verification is left to the reader. 
Finally, there exist a duality between the C-rings obtained from partial module coalgebras
and A-corings defined from partial comodule algebras. More precisely, we have,
Proposition 5.11. Let H and K be two bialgebras with a dual pairing 〈 , 〉 : K ⊗ H → k.
Consider a left H-comodule algebra A, with left partial coaction λ : A → H ⊗ A, and a left
partial K-module coalgebra C. Suppose that there is a dual pairing ( , ) : C ⊗ A→ k, such that
for every x ∈ C, ξ ∈ K and a ∈ A we have (ξ · x, a) = 〈ξ, a[−1]〉
(
x, a[0]
)
. Then there is a dual
pairing between the A-coring H⊗A = λ(1A)(H ⊗A) and the C-ring K ⊗ C.
5.3. Dualities.
Module coalgebras versus module algebras.
Theorem 5.12. Suppose that we have two linear maps ·l : H ⊗ C → C and ·r : A ⊗ H → A
related by the following equality
(a ·r h, c) = (a, h ·l c), (17)
for all a ∈ A, h ∈ H and c ∈ C. Then (C, ·l) is a (symmetric) left partial H-module coalgebra,
if, and only if, (A, ·r) is a (symmetric) right partial H-module algebra.
In particular, for any (symmetric) left H-module coalgebra C, the linear dual A = C∗ is a
(symmetric) right partial H-module algebra, as (17) then becomes a definition for the partial
action.
Proof. Let us check that the morphism ·r : A ⊗H → A defines a partial right module algebra
structure on A if and only if the morphism ·l : H⊗C → C defines a partial left module coalgebra
structure on C. To this end, it suffices to check that, taking arbitrary a ∈ A and c ∈ C, the (right
handed versions of) axioms (PLA1)-(PLA4) correspond to axioms (PLHMC1)-(PLHMC4). Let
us check this for one axiom, leaving the others for the reader. Suppose that A is right partial H
module algebra, then
(a, h ·l (k ·l c)) = ((a ·r h) ·r k, c) = ((a ·r hk(1))(1A ·r k(2)), c)
= ((a ·r hk(1)), c(1))((1A ·r k(2)), c(2)) = (a, hk(1) ·l c(1))(1A, k(2) ·l c(2))
= (a, hk(1) ·l c(1))ǫ(k(2) ·l c(2)) = (a, (hk(1) ·l c(1))ǫ(k(2) ·l c(2)))
for any a ∈ A then (k ·l c) = (hk(1) ·l c(1))ǫ(k(2) ·l c(2)), therefore, C is a left partial H module
coalgebra. 
Module coalgebras versus comodule algebras.
Theorem 5.13. Let 〈−,−〉 : H ⊗ K → k be a dual pairing between the Hopf algebras H
and K and (−,−) : A ⊗ C → k be a non-degenerate dual pairing between the coalgebra C
and the algebra A, which is a symmetric left partial K-comodule algebra with partial coaction
λ : A→ K⊗A, λ(a) = a[−1]⊗a[0]. Suppose that we have a linear map · : H⊗C → C satisfying
(a, h · c) =
〈
h, a[−1]
〉
(a[0], c),
for all a ∈ A, c ∈ C and h ∈ H. Then the map · endows C with a structure of a symmetric
partial left H-module coalgebra.
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Proof. Let us check that · satifies axiom (PHMC3’). Consider a ∈ A , c ∈ C and h, k ∈ H , then
(a, h · (k · c)) = 〈h, a[−1]〉
(
a[0], k · c
)
= 〈h, a[−1]〉〈k, a[0][−1]〉
(
a[0][0], c
)
= 〈h, a[−1](1)〉〈k, 1
[−1]a[−1](2)〉
(
1[0]a[0], c
)
= 〈h, a[−1](1)〉〈k(1), 1
[−1]〉〈k(2), a
[−1]
(2)〉
(
1[0]c(1)
)(
a[0], c(2)
)
=
(
1, k(1) · c(1)
)
〈hk(2), a
[−1]〉
(
a[0], c(2)
)
= ǫ(k(1) · c(1))
(
a, hk(2) · c(2)
)
=
(
a, ǫ(k(1) · c(1))(hk(2) · c(2))
)
,
for every a ∈ A, then we have h · (k · c) = ǫ(k(1) · c(1))(hk(2) · c(2)). The other axioms are verified
similarly. Therefore, C is a symmetric left partial H-module coalgebra. 
6. Partial comodule coalgebras and partial co-smash coproducts
6.1. Definition and examples.
Definition 6.1. A left partial coaction of a Hopf algebra H on a k-coalgebra C is a linear map
λ : C → H ⊗ C
c 7→ c[−1] ⊗ c[0]
such that
(PLHCC1) (I ⊗∆) ◦ λ(c) = c(1)
[−1]c(2)
[−1] ⊗ c(1)
[0] ⊗ c(2)
[0], for all c ∈ C;
(PLHCC2) (ǫ ⊗ I) ◦ λ(c) = c, for all c ∈ C;
(PLHCC3) for all c ∈ C we have
(I ⊗ λ) ◦ λ(c) = c(1)
[−1]ǫ(c(1)
[0])c(2)
[−1]
(1)
⊗ c(2)
[−1]
(2)
⊗ c(2)
[0].
The coalgebraC is called a left partialH-comodule coalgebra. If, in addition, the partial coaction
satisfies the condition,
(PLHCC3’) for all c ∈ C we have
(I ⊗ λ) ◦ λ(c) = c(1)
[−1]
(1)
c(2)
[−1]ǫ(c(2)
[0])⊗ c(1)
[−1]
(2)
⊗ c(1)
[0].
then the partial coaction is said to be symmetric.
It is easy to see that any left H-comodule coalgebra is a left partial H-comodule coalgebra.
Indeed, the axioms (PLHCC1) and (PLHCC2) are the same as the classic case. For the axiom
(PLHCC3), if
c[−1]ǫ(c[0]) = ǫ(c)1H (18)
for any c ∈ C then, combining this with axiom (PLHCC3), we find
(I ⊗ λ) ◦ λ(c) = c(1)
[−1]ǫ(c(1)
[0])c(2)
[−1]
(1)
⊗ c(2)
[−1]
(2)
⊗ c(2)
[0]
= ǫ(c(1))c(2)
[−1]
(1)
⊗ c(2)
[−1]
(2)
⊗ c(2)
[0] = c[−1](1) ⊗ c
[−1]
(2) ⊗ c
[0]
= (∆⊗ I) ◦ λ(c)
This shows that a left partial H-comodule coalgebra satisfying (18) is in fact a (global) left
H-comodule coalgebra.
In [22], the author gave a definition of left partial H-comodule coalgebra, but in the last
axiom, the author considered only the nonsymmetric version. As we have learned so far, the
most interesting properties of partial actions can be found when we consider more symmetric
versions of the actions and coactions.
Analogously, we can have the definition of a right partial H-comodule coalgebra.
Example 6.2. An immediate example of a left partial H comodule coalgebra is C = D/I where
D is a left H-comodule coalgebra with coaction δ : D → H ⊗D, denoted by δ(d) = d(−1)⊗ d(0),
and I is a right coideal of D such that C is a coalgebra. The partial coaction is given by
λ(d¯) = d(2)
(−1) ⊗ ǫC(d(1))d(2)
(0) as shown in [22].
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Lemma 6.3. Let H be a bialgebra and C be a left partial H-comodule coalgebra, with coaction
λ : C → H ⊗ C denoted by λ(c) = c[−1] ⊗ c[0]. Then, for every c ∈ C we have
c(1)
[−1]ǫ(c(1)
[0])c(2)
[−1] ⊗ c(2)
[0] = c(1)
[−1]c(2)
[−1]ǫ(c(2)
[0])⊗ c(1)
[0]
= c[−1] ⊗ c[0].
Proof. First, by the item (i) of the definition of a left partial H-comodule coalgebra, we have
c[−1] ⊗ c[0](1) ⊗ c
[0]
(2) = c(1)
[−1]c(2)
[−1] ⊗ c(1)
[0] ⊗ c(2)
[0]. (19)
Applying (I ⊗ ǫ⊗ I) on both sides of (19), we have
c[−1] ⊗ ǫ(c[0](1))c
[0]
(2) = c(1)
[−1]c(2)
[−1] ⊗ ǫ(c(1)
[0])c(2)
[0],
therefore
c[−1] ⊗ c[0] = c(1)
[−1]ǫ(c(1)
[0])c(2)
[−1] ⊗ c(2)
[0].
For the second equality, just apply (I ⊗ I ⊗ ǫ) on (19). 
Corollary 6.4. Let H be a bialgebra and C be a left partial H-comodule coalgebra, with coaction
λ : C → H ⊗ C denoted by λ(c) = c[−1] ⊗ c[0]. Then the map ψ : C → H given by ψ(c) =
c[−1]ǫ(c[0]) is an idempotent in the convolution algebra Homk(C,H).
Proof. If we apply (I ⊗ ǫ) to any of the equalities obtained in Lemma 6.3, then we find
ψ(c) = c[−1]ǫ(c[0]) = c(1)
[−1]ǫ(c(1)
[0])c(2)
[−1]ǫ(c(2)
[0]) = ψ(c(1))ψ(c(2)) = ψ ∗ ψ(c),
which shows that ψ is idempotent with relation to the convolution product. 
6.2. The partial cosmash coproduct. Let C be a left partial H-comodule coalgebra. Con-
sider the subspace C >◭ H of the tensor product C ⊗H spanned by elements of the form
c >◭ h = c(1) ⊗ c(2)
[−1]ǫ(c(2)
[0])h.
By Corollary 6.4 it is easy to see that
c >◭ h = c(1) >◭ c(2)
[−1]ǫ(c(2)
[0])h.
Proposition 6.5. Let H be a Hopf algebra and C be a left partial H-comodule coalgebra. Then
the space C >◭ H is a coalgebra with the comultiplication given by
∆̂(c >◭ h) = c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0] >◭ h(2),
and counit given by
ǫ̂(c >◭ h) = ǫC(c)ǫH(h).
This coalgebra is will be called partial co-smash coproduct.
Proof. Let us check the counit axioms. First, we have
(I ⊗ ǫ̂) ◦ ∆̂(c >◭ h) = (I ⊗ ǫ̂)(c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0] >◭ h(2))
= c(1) >◭ c(2)
[−1]ǫ(c(2)
[0])h(1)ǫ(h(2))
= c(1) >◭ c(2)
[−1]ǫ(c(2)
[0])h = c >◭ h.
And on the other hand
(ǫ̂ ⊗ I) ◦ ∆̂(c >◭ h) = (ǫ̂ ⊗ I)(c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0] >◭ h(2))
= ǫ(c(1))ǫ(c(2)
[−1])c(2)
[0] >◭ ǫ(h(1))h(2)
= ǫ(c(1))c(2) >◭ h = c >◭ h.
For the coassociativity, on one hand, we have
(∆̂⊗ I) ◦ ∆̂(c >◭ h) = (∆̂⊗ I)(c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0] >◭ h(2))
= c(1) >◭ c(2)
[−1]c(3)
[−1]
(1)
h(1) ⊗ c(2)
[0] >◭ c(3)
[−1]
(2)
h(2) ⊗ c(3)
[0] >◭ h(3).
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On the other hand
(I ⊗ ∆̂) ◦ ∆̂(c >◭ h) = (I ⊗ ∆̂)(c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0] >◭ h(2))
= c(1) >◭ c(2)
[−1]h(1) ⊗ c(2)
[0]
(1)
>◭ c(2)
[0]
(2)
[−1]
h(2) ⊗ c(2)
[0]
(2)
[0]
>◭ h(3)
= c(1) >◭ c(2)
[−1]c(3)
[−1]h(1) ⊗ c(2)
[0] >◭ c(3)
[0][−1]h(2) ⊗ c(3)
[0][0] >◭ h(3)
= c(1) >◭ c(2)
[−1]c(3)
[−1]ǫ(c(3)
[0])c(4)
[−1]
(1)
h(1) ⊗ c(2)
[0] >◭ c(4)
[−1]
(2)
h(2) ⊗ c(4)
[0] >◭ h(3)
= c(1) >◭ c(2)
[−1]ǫ(c(2)
[0]
(2)
)c(3)
[−1]
(1)
h(1) ⊗ c(2)
[0]
(1)
>◭ c(3)
[−1]
(2)
h(2) ⊗ c(3)
[0] >◭ h(3)
= c(1) >◭ c(2)
[−1]c(3)
[−1]
(1)
h(1) ⊗ c(2)
[0] >◭ c(3)
[−1]
(2)
h(2) ⊗ c(3)
[0] >◭ h(3),
where in the third equality we used the axiom (i), in the fourth equality, the axiom (iv), in the
fifth equality, we used the axiom (i) again and in the sixth equality, only the counit axiom. 
6.3. Dualities.
Comodule coalgebras versus comodule algebras.
Theorem 6.6. Let H be a Hopf algebra and (−,−) : A ⊗ C → k be a non-degenerate dual
pairing between the coalgebra C and the algebra A. Suppose that there are two linear maps
λ : C → H⊗C, and ρ : A→ A⊗H, given respectively by λ(c) = c[−1]⊗c[0] and ρ(a) = a[0]⊗a[1]
and satisfying the relation (
a[0], c
)
a[1] = c[−1]
(
a, c[0]
)
, (20)
for all a ∈ A and c ∈ C. Then A is a right H comodule algebra if, and only if C is a left H
comodule coalgebra.
Proof. Suppose that A is a symmetric right H comodule algebra, and consider a ∈ A and c ∈ C,
then
c[−1] ⊗ c[0][−1]
(
a, c[0][0]
)
= c[−1] ⊗
(
a[0], c[0]
)
a[1] =
(
a[0][0], c
)
a[0][1] ⊗ a[1]
=
(
a[0]1[0], c
)
a[1](1)1
[1] ⊗ a[1](2) =
(
a[0], c(1)
)(
1[0], c(2)
)
a[1](1)1
[1] ⊗ a[1](2)
=
(
a[0], c(1)
)
a[1](1)c(2)
[−1]
(
1, c(2)
[0]
)
⊗ a[1](2)
= c(1)
[−1]
(1)
(
a, c(1)
[0]
)
a[1](1)c(2)
[−1]ǫ(c(2)
[0])⊗ c(1)
[−1]
(2)
= c(1)
[−1]
(1)
a[1](1)c(2)
[−1]ǫ(c(2)
[0])⊗ c(1)
[−1]
(2)
(
a, c(1)
[0]
)
.
As this equality holds for any a ∈ A, we conclude by the nondegeneracy of the pairing, that
c[−1] ⊗ c[0][−1] ⊗ c[0][0] = c(1)
[−1]
(1)
a[1](1)c(2)
[−1]ǫ(c(2)
[0])⊗ c(1)
[−1]
(2)
⊗ c(1)
[0].
Therefore, C is a symmetric left partial H comodule coalgebra. 
Comodule coalgebras versus module coalgebras.
Theorem 6.7. Consider a dual pairing of Hopf algebras 〈−,−〉 : H⊗K → k and let C be a left
partial K-comodule coalgebra. Then the map
· : C ⊗H → C
c⊗ h 7→
∑〈
h, c[−1]
〉
c[0]
turns C into a right partial H-module coalgebra. This construction yields a functor from the
category of left partial K-comodule coalgebras to the category of right partial H-module coalgebras.
If the dual pairing 〈−,−〉 is moreover non-degenerate, then the above functor corestricts to
an isomorphism of categories between the category of left partial K-comodule coalgebras to the
category of rational right partial H-module coalgebras, which are those for which c ·H is a finitely
generated k-module for all c ∈ C.
DUAL CONSTRUCTIONS FOR PARTIAL ACTIONS 34
Comodule coalgebras versus module algebras.
Theorem 6.8. Let 〈−,−〉 : H ⊗K → k be a dual pairing between the Hopf algebras H and K
and (−,−) : A⊗C → k be a non-degenerate dual pairing between the algebra A and the coalgebra
C. If C is a left K-comodule coalgebra with coaction ρ : C → K ⊗C, ρ(c) = c[−1] ⊗ c[0], then A
is a partial left H-module algebra, with action given by
(h · a, c) =
〈
h, c[−1]
〉
(a, c[0]),
for all a ∈ A, c ∈ C and h ∈ H. Furthermore
• Under these conditions, there is a pairing 〈−,−〉 : A#H ⊗C >◭ K → k between the al-
gebra A#H and the coalgebra C >◭ K given by 〈a#h, x >◭ ξ〉 = (a(h(1) ·1A), x)〈h(2), ξ〉;
• if the pairing between H and K is moreover non-degenerate then there is a bijective
correspondence between the structures of rational left H-module algebra on A and the
structures of left K-comodule coalgebra on C.
Proof. The first and last statement follows from Theorem 5.12 and Theorem 6.7. The details to
verify that 〈−,−〉 is a dual pairing are left to the reader, we warn however that computations
become very technical. 
7. Conclusions and outlook
In this paper, we introduced the dual notions of module algebras and made several algebraic
constructions with them. Let us summarize this in the following table
algebra A coalgebra C
H-module H-module algebra A H-module coalgebra C
K-comodule K-comodule algebra A K-comodule coalgebra C
If there is a non-degenerate pairing between the algebra A and the coalgebra C, then one can
use this duality to relate the structures from the right column with those the left column. If the
Hopf algebras H and K are in duality, then the associated pairing between them can be used to
move from the lower row to the upper row and if the pairing is non-degenerate and one restricts
to rational modules one can also move the other way around.
In the general case, when no commutativity or cocommutativity conditions are imposed, each
of these notions leads to an algebraic construction as follows (we keep same rows and collumns)
algebra A coalgebra C
H-module smash product algebra A#H C-ring H ⊗ C
K-comodule A-coring A⊗K cosmash coproduct coalgebra C >◭ K
Furthermore, if one adds commutativity conditions, then the obtained structure is even richer. In
particular, we found that if A is a commutative algebra, H is a cocommutative Hopf algebra and
K is a commutative Hopf algebra, then A#H and A⊗K are Hopf algebroids and the dualities
from the first table are lead to a skew pairing between these Hopf algebroids.
In fact, we believe that the structure is even richer than what we obtained so far. First, we
would like to see all dualities that appear in the first table, also to be apparent in the second table.
Indications that this is true are given by the duality (without commutativity constraints) between
the A-coring structure of A⊗K and the A-ring structure of A#H (see Lemma 4.6) and the
coalgebra structure of C >◭ K and the ring structure of A#H (see Theorem 6.8). Furthermore,
we expect that if C is supposed to be a cocommutative coalgebra, H is cocommutative and K is
commutative then H ⊗ C and C >◭ K are Hopf coalgebroids, and all dualities also be brought
to this level. All this is subject for future investigations.
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Appendix A. Some additional proofs
In this appendix we provide some additional proofs that were omitted in the final journal
version of the paper. We leave them here for convenience of the interested reader.
Proof of Lemma 3.3. (2). Consider, a#h ∈ A#H and b ∈ A, then
b ⊲ (a#h(1))⊗
r
A 1A#h(2) = (ba#h(1))⊗
r
A 1A#h(2)
= ab(h(1) · 1A)#h(2) ⊗
r
A 1A#h(3)
= a(h(1) · 1A)(h(2)S(h(3)) · b)#h(4) ⊗
r
A 1A#h(5)
= (a(h(1) · (S(h(2)) · b))#h(3))⊗
r
A 1A#h(4)
= (a#h(1)) ◭ (S(h(2)) · b)⊗
r
A 1A#h(3)
= a#h(1) ⊗
r
A (S(h(2)) · b) ◮ (1A#h(3))
= a#h(1) ⊗
r
A (h(3) · (S(h(2)) · b))#h(4)
= a#h(1) ⊗
r
A (h(2) · 1A)(h(3)S(h(4)) · b)#h(5)
= a#h(1) ⊗
r
A (h(2) · 1A)b#h(3)
= a#h(1) ⊗
r
A b#h(2)
= a#h(1) ⊗
r
A (1A#h(2)) ⊳ b.
Hence the image of ∆r lies in the right Takeuchi product. The proof that ∆r is an algbra
morphim is very similar. 
Proof of Theorem 3.5. We will show that S is an anti-algebra morphism. Indeed, taking a#h
and b#k in A#H , we have
S((a#h)(b#k)) = S(a(h(1) · b)#h(2)k)
= (S(h(3)k(2)) · (a(h(1) · b)))#S(h(2)k(1))
= (S(h(4)k(3)) · a)(S(h(3)k(2)) · (h(1) · b))#S(h(2)k(1))
= (S(h(4)k(3)) · a)(S(k(2))S(h(3))h(1) · b)#S(h(2)k(1))
= (S(h(4)k(3)) · a)(S(k(2))S(h(2))h(3) · b)#S(h(1)k(1))
= (S(h(2)k(3)) · a)(S(k(2)) · b)#S(h(1)k(1)),
on the other hand
S(b#k)S(a#h) = ((S(k(2)) · b)#S(k(1)))((S(h(2)) · a)#S(h(1)))
= (S(k(3)) · b)(S(k(2)) · (S(h(2)) · a))#S(k(1))S(h(1))
= (S(k(3)) · b)(S(k(2))S(h(2)) · a)#S(h(1)k(1))
= (S(h(2)k(3)) · a)(S(k(2)) · b)#S(h(1)k(1)).
For the Hopf algebroid axiom (i) consider a ∈ A. Since sl = tl = sr = tr in our case, we only
have to verify two identies:
sl ◦ ǫl ◦ tr(a) = sl(ǫl(a#1H))
= sl(a(1H · 1A)) = sl(a) = tr(a),
and
sr ◦ ǫr ◦ tl(a) = sr(ǫr(a#1H))
= sr(S(1H) · a) = sr(a) = tl(a).
The Hopf algebroid axiom (ii) is straightforward. 
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Proof of Theorem 4.17. The map S˜ is an anti algebra morphism. Indeed, take a1[0]⊗ h1[1] and
b1[0] ⊗ k1[1] in A⊗H , then
S˜((a1[0] ⊗ h1[1])(b1[0] ⊗ k1[1])) = S˜(ab1[0] ⊗ hk1[1])
= a[0]b[0]1[0] ⊗ a[1]b[1]S(k)S(h)1[1]
=
(
b[0]1[0] ⊗ b[1]S(k)1[1]
)(
a[0]1[0
′] ⊗ a[1]S(h)1[1
′]
)
= S˜(b1[0] ⊗ k1[1])S˜(a1[0
′] ⊗ h1[1
′]).
The item (i) of the definition of Hopf algebroid (see Section 2.1) can be easily deduced, for
example
tl ◦ ǫl ◦ sr(a) = tl(ǫl(a
[0] ⊗ a[1])) = tl(a
[0]ǫ(a[1]) = tl(a) = sr(a);
the other identities are completely analogous.
The item (ii) is consequence of the fact that the left and right coring structure coincide, and
then the compatibility simply means the coassociativity. 
Proof of Proposition 5.10. The multiplication µ a morphism of C bicomodules: For the left
coaction, we have
λ ◦ µ
(∑
i
hi ⊗ ci ⊗ ki ⊗ di
)
= λ
(∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))h
i
(2)k
i
(2) ⊗ d
i
(2)
)
=
∑
i
ǫ(ki(1) · d
i
(1))(h
i
(2)k
i
(2) · d
i
(2))⊗ ǫ(h
i
(1) · c
i)hi(3)k
i
(3) ⊗ d
i
(3)
=
∑
i
(hi(2) · (k
i
(1) · d
i
(1)))⊗ ǫ(h
i
(1) · c
i)hi(3)k
i
(2) ⊗ d
i
(2)
=
∑
i
ǫ(hi(1) · c
i)(hi(2) · (k
i
(1) · d
i
(1)))⊗ ǫ(k
i
(2) · d
i
(2))h
i
(3)k
i
(3) ⊗ d
i
(3)
=
∑
i
ǫ(hi(1) · c
i
(1))(h
i
(2) · c
i
(2))⊗ ǫ(k
i
(1) · d
i
(1))h
i
(3)k
i
(2) ⊗ d
i
(2)
=
∑
i
(hi(1) · c
i
(1))⊗ ǫ(h
i
(2) · c
i
(2))ǫ(k
i
(1) · d
i
(1))h
i
(3)k
i
(2) ⊗ d
i
(2)
=
∑
i
hi(1) · c
i
(1) ⊗ µ
(
hi(2) ⊗ c
i
(2) ⊗ k
i ⊗ di
)
= (I ⊗ µ) ◦ (λ ⊗ I)
(∑
i
hi ⊗ ci ⊗ ki ⊗ di
)
.
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And for the right coaction,
ρ ◦ µ
(∑
i
hi ⊗ ci ⊗ ki ⊗ di
)
= ρ
(∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))h
i
(2)k
i
(2) ⊗ d
i
(2)
)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))h
i
(2)k
i
(2) ⊗ d
i
(2) ⊗ d
i
(3)
=
∑
i
µ
(
hi ⊗ ci ⊗ ki ⊗ di(1)
)
⊗ di(3)
= (µ⊗ I) ◦ (I ⊗ ρ)
(∑
i
hi ⊗ ci ⊗ ki ⊗ di
)
.
We can prove also that this multiplication is associative. Indeed, on one hand we have,
µ ◦ (µ⊗ I)
(∑
i
hi ⊗ ci ⊗ ki ⊗ di ⊗ li ⊗ ei
)
= µ
(∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))h
i
(2)k
i
(2) ⊗ d
i
(2) ⊗ l
i ⊗ ei
)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))ǫ(h
i
(2)k
i
(2) · d
i
(2))ǫ(l
i
(1) · e
i
(1))h
i
(3)k
i
(3)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i)ǫ(hi(2) · (k
i
(1) · d
i))ǫ(li(1) · e
i
(1))h
i
(3)k
i
(2)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i)ǫ(hi(2) · (k
i
(1) · d
i
(1)))ǫ(k
i
(2) · d
i
(2))ǫ(l
i
(1) · e
i
(1))h
i
(3)k
i
(2)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i
(1))ǫ(h
i
(2) · c
i
(2))ǫ(k
i
(1) · d
i)ǫ(li(1) · e
i
(1))h
i
(3)k
i
(2)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i)ǫ(li(1) · e
i
(1))h
i
(2)k
i
(2)l
i
(2) ⊗ e
i
(2).
On the other hand,
µ ◦ (I ⊗ µ)
(∑
i
hi ⊗ ci ⊗ ki ⊗ di ⊗ li ⊗ ei
)
= µ
(∑
i
hi ⊗ ci ⊗ ǫ(ki(1) · d
i)ǫ(li(1) · e
i
(1))k
i
(2)l
i
(2) ⊗ e
i
(2)
)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i)ǫ(li(1) · e
i
(1))ǫ(k
i
(2)l
i
(2) · e
i
(2))h
i
(2)k
i
(3)l
i
(3) ⊗ e
i
(3)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i)ǫ(ki(2) · (l
i
(1) · e
i
(1)))h
i
(2)k
i
(3)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i)ǫ(ki(2) · (l
i
(1) · e
i
(1)))ǫ(l
i
(2) · e
i
(2))h
i
(2)k
i
(3)l
i
(3) ⊗ e
i
(3)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i
(1))ǫ(k
i
(2) · d
i
(2))ǫ(l
i
(1) · e
i
(1))h
i
(2)k
i
(3)l
i
(2) ⊗ e
i
(2)
=
∑
i
ǫ(hi(1) · c
i)ǫ(ki(1) · d
i)ǫ(li(1) · e
i
(1))h
i
(2)k
i
(2)l
i
(2) ⊗ e
i
(2).
Let us check the unit axioms for the C-ring, i.e.
µ ◦ (η ⊗ I) ◦ λ = I = µ ◦ (I ⊗ η) ◦ ρ = I
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For the first identity, take h⊗ c ∈ H ⊗ C,
µ ◦ (η ⊗ I) ◦ λ(h⊗ c) = µ(1H ⊗ h(1) · c(1) ⊗ h(2) ⊗ c(2))
= ǫ(1H · (h(1) · c(1)))ǫ(h(2) · c(2))h(3) ⊗ c(3)
= ǫ(h(1) · c(1))h(2) ⊗ c(2) = h⊗ c.
and for the second identity,
µ ◦ (I ⊗ η) ◦ ρ(h⊗ c) = µ(h⊗ c(1) ⊗ 1H ⊗ c(2))
= ǫ(h(1) · c(1))ǫ(1H · c(2))h(2) ⊗ c(3)
= ǫ(h(1) · c(1))ǫ(c(2))h(2) ⊗ c(3)
= ǫ(h(1) · c(1))h(2) ⊗ c(2) = h⊗ c.
Therefore, H ⊗ C is a C-ring. 
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