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Kamera merupakan sebuah sensor yang digunakan oleh robot untuk mengetahui keadaan di lingkungan 
sekitarnya. Dengan menggunakan kamera, berbagai persepsi dapat diambil sesuai dengan kebutuhan. 
Salah satu penggunaannya, robot dapat mendeteksi objek-objek tertentu pada lingkungan sekitarnya, 
termasuk sebuah bola di lapangan sepak bola. Jurnal ini menjelaskan mengenai proses pendeteksian bola 
menggunakan kamera omnidirectional 360o berdasarkan fitur warna menggunakan teknik filtering. Dari 
pendeteksian ini, akan didapatkan informasi jarak dan sudut bola terhadap robot. Nantinya robot akan 
mendekati bola dengan cara memutar badan robot sehingga lurus dengan letak dan maju sampai 
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Robot merupakan sebuah alat yang dirancang secara khusus untuk melakukan sebuah 
pekerjaan yang ditujukan untuk membantu manusia. Pekerjaan tersebut nantinya akan selalu 
dilakukan secara terus-menerus ataupun berulang. Pekerjaan robot biasanya berupa 
memindahkan objek, mengklasifikasi objek, memonitor kualitas objek, maupun mengikuti sebuah 
objek (Choi dkk., n.d.; Guo dkk., 2017; Markovic dkk., 2014; Sendari dkk., 2015). Oleh karenanya, 
sebuah alat yang mengerjakan sebuah pekerjaan untuk membantu pekerjaan manusia (tidak 
peduli rumit atau tidak) sudah dapat digolongkan sebagai sebuah robot. Untuk melakukan 
pekerjaannya, sebuah robot tentunya membutuhkan kemampuan untuk mengetahui keadaan di 
sekitarnya. Kegiatan ini sering disebut dengan penginderaan (Giagkos dkk., 2017; Silva, 2008; 
Silva dkk., 2009). Penginderaan ini sangat membantu robot untuk memberikan informasi kepada 
robot mengenai hal-hal yang ada disekitarnya ataupun sejauh mana aksi robot sudah dikerjakan 
terhadap lingkungannya. Tentunya hal ini juga bisa digunakan robot sebagai umpan balik bagi 
robot untuk melakukan evaluasi hasil pekerjaannya pada saat itu. Umpan balik dan evaluasi 
tersebut nantinya akan digunakan robot sebagai pertimbangan untuk mengurangi galat atau 
kesalahan atau ketidak sesuaian aksi robot untuk melakukan pekerjaannya dengan harapan 
pekerjaan yang dilakukan robot dapat bekerja secara baik dan benar. Begitu juga pada sebuah 
robot pendeteksi objek, pada bagian penginderaannya, robot membutuhkan sebuah sensor 
penerima pantulan cahaya dari sebuah objek yang diubah menjadi sebuah titik-titik yang 
digabungkan dan disusun menjadi sebuah matrix. Matrix tersebut terdiri dari 3 dimensi matrix 
penyusun yang digabung menjadi satu yaitu kanal R, kanal G, dan kanal B. Sensor ini juga sering 
disebut dengan kamera digital (Deepu dkk., 2015; Lu dkk., 2011; Yazdi and Bouwmans, 2018).  
Kamera digital memiliki banyak variasi berikut fitur-fiturnya. Pada umumnya, sebuah kamera 
digital yang digunakan oleh robot memiliki daya tangkap 30 frame (still image) tiap detiknya (fps) 
dengan dimensi tangkap (resolution) 720p (HD) atau 1080p (Full HD). Namun ada beberapa tipe 
kamera yang menggunakan 60 fps dengan dimensi tangkap dibawah 720p. Hal ini tentunya 
menjadi penentu spesifikasi kamera yang baik untuk digunakan robot dalam melakukan 
tugasnya. Jika robot membutuhkan feedback dari kamera yang lebih mendetail, maka digunakan 
kamera dengan cuplikan yang tinggi, bisa melebihi 60 fps. Namun, dampak dari cuplikan yang 
tinggi, dimensi tangkap akan semakin mengecil. Lebih jauh, kamera digital juga memiliki sebuah 
sudut tangkap (angle of view) yang beragam. Semakin kecil nilai sudut tangkapnya, jangkauan 
tangkap kamera (dalam sudut) akan semakin mengecil, begitu juga sebaliknya hingga sudut 
tangkap kamera mencapai 360 derajat. Kamera dengan spesifikasi 360 derajat sudut tangkap, 
sering disebut dengan omnidirectional camera (Choi dkk., n.d.; Ismael and Hedley, 2016; 
Markovic dkk., 2014; Neves dkk., 2011; Urban dkk., 2015; Wang dkk., 2018; Zaeni dkk., 2018) . 
Oleh karenanya pemilihan jenis kamera untuk kebutuhkan robot haruslah ditentukan dengan 
pertimbangan yang matang. 
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Robot dapat melakukan pendeteksian objek dan bergerak mendekatinya menggunakan 
langkah-langkah sebagai berikut: (1) kamera menangkap citra, (2) normalisasi data kamera, (3) 
pra-pemprosesan data, (4) penerapan filter warna, (5) pembersihan derau, (6) pendeteksian 
objek, (7.) pencarian koordinat objek, (8) mengestimasi jarak objek dengan robot, dan (9) robot 
bergerak mendekati objek tujuan. Metode tersebut tercantum pada Gambar 1 dibawah ini. 
 
 
Gambar 1. Metode Pendeteksian Objek Pada Robot Bergerak 
 
Tangkapan kamera merupakan sebuah proses yang dilakukan robot untuk mengetahui 
keadaan sekitarnya dalam bentuk citra digital. Tangkapan kamera yang dilakukan oleh robot 
menggunakan kamera dengan spesifikasi 60 cuplikan tiap detiknya dan resolusi tangkapannya 
sebesar 1280 piksel x 720 piksel. Selain itu, kamera pada robot juga dibekali sebuah cermin pada 
bagian atasnya yang ditujukan untuk memantulkan kondisi sekeliling robot yang memungkinkan 
kamera robot dapat menangkap sebesar 360 derajat tangkap atau disebut dengan 
omnidirectional camera. Kamera yang digunakan menggunakan sambungan usb menuju 
komputer robot. Untuk rancang kamera omnidirectional robot yang digunakan, ditunjukkan pada 
Gambar 2 serta Gambar 3 menunjukkan citra hasil tangkapan kamera omnidirectional robot. 
 
  
Gambar 2. Rancang kamera omnidirectional yang digunakan robot 
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Gambar 3. Citra Hasil Tangkapan Kamera Omnidirectional 
 
Langkah selanjutnya merupakan normalisasi data citra yang sudah ditangkap. Normalisasi 
tersebut merupakan sebuah tahap dimana citra yang tertangkap dinormalkan dahulu resolusinya 
agar sesuai dengan kebutuhan proses setelahnya. Pada tahap normalisasi ini, citra akan 
dipotong sedemikian sehingga memiliki ukuran 1:1 untuk tinggi dan lebar citranya. Pada sistem 
ini, hasil pemotongan citra memiliki resolusi 480 piksel x 480 piksel. Pemilihan ukuran citra ini, 
dapat mempermudah penulisan koordinat objek yang akan dideteksi terhadap bidang citra 
nantinya.  
 
Gambar 3. Hasil Normalisasi Citra Awal  
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Setelah tahap pemotongan citra, dilakukan normalisasi citra dengan mengubah titik origin 
dari citra, dimana titik origin (0,0) dari citra yang semula berada pada bagian kiri atas digeser 
pada tengah-tengah citra. Sehingga didapatkan hasil pemindahan titik origin seperti titik merah 
pada Gambar 4. Pada teknisnya, garis dan titik pada Gambar 4 dihilangkan agar tidak 
mengganggu proses pengolahan citra digitalnya. 
 
 
Gambar 4. Pemindahan Titik Origin Citra 
 
Setelah dilakukan tahap normalisasi citra, tahap selanjutnya adalah pra-pemrosesan citra. 
Pada tahap ini, dilakukan penghalusan citra (smoothing) dengan menggunakan teknik blur. 
penghalusan ini digunakan agar derau-derau warna yang muncul dan mengganggu dapat 
dihilangkan dengan perhitungan yang singkat. Proses penghalusan dilakukan menggunakan  
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 Pers. (1) 
 
Setelah derau pada citra dihaluskan dan menjadi lebih sedikit, tahap selanjutnya adalah 
pengubahan ruang warna. Pengubahan ini dari ruang warna RGB (Red, Green, Blue) menjadi 
ruang warna HSL (Hue, Saturation, Lightness). Pengubahan ruang warna ini melalui proses 
perhitungan sebagaimana ditunjukkan pada Persamaan 2. Sehingga dari perhitungan tersebut, 
muncul variasi warna dari ketiganya.  
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+ 4)      , 𝐶𝑚𝑎𝑥 = 𝐵
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 Pers. (2) 
 
𝑆 =  {
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1−|2𝐿−1|
   , ∆<> 0





  Pers. (4) 
 
Keterangan: 
Sebelum dilakukan pengoperasian konversi ruang warna dari RGB ke HSL, nilai R, G, B 
harus dibagi dengan 255 untuk mengubah skala warna tiap kanal dari 0 sampai 255 menjadi 













      : Pengubaan Skala Nilai Blue 
● 𝐶𝑚𝑎𝑥 = 𝑚𝑎𝑥 (𝑅
′, 𝐺′, 𝐵′)     : Nilai Terbesar 
● 𝐶𝑚𝑖𝑛 =  𝑚𝑖𝑛 (𝑅
′, 𝐺′, 𝐵′)      : Nilai Terkecil  
● ∆= C𝑚𝑎𝑥 − 𝐶𝑚𝑖𝑛   : Nilai Delta 
 
Hue merupakan sebuah anggota kanal warna HSL yang berisi pilihan warna yang muncul 
pada bidang citra, yaitu perpaduan antara Red, Green, Blue. Pilihan warna tersebut nantinya 
akan dikonversi menjadi sudut warna dengan total 360° warna. Untuk mempermudah pembagian 
daerah kerja tiap warnanya, sudut 360° dibagi oleh 3 warna dasar Merah, Hijau, dan Biru, 
sehingga tiap warna dasar memiliki kelipatan 120°. Oleh karenanya, sudut 0 sebagai awal sudut, 
diwakili oleh warna Merah (Red), lalu berputar menuju sudut 120° dan diwakili oleh warna Hijau, 
lalu berputar kembali menuju sudut 240° yang merupakan warna Biru hingga menuju sudur 359° 
yang merupakan sisi lain dari warna Merah. Dari percampuran kedua warna dasar tersebut, 
membentuk variasi warna sekunder dengan sudutnya masing-masing. Percampuran antara 
warna Merah (Red) dan Hijau (Green), membentuk warna Kuning (Yellow) dengan sudut 
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+ 0 = 60°. Percampuran warna Hijau (Green) dengan Biru (Blue), membentuk warna 
Cyan dengan sudut 
|120°−240°|
2
+ 120° = 180°. Percampuran selanjutnya adalah warna Biru (Blue) 
dan warna Merah (Red) yang membentuk warna Magenta dengan sudut 
|240°−360°|
2
+ 240° = 300°. 
Sudut-sudut warna yang dibentuk dari warna primer dan sekunder tersebut, ditunjukkan pada 
Gambar 5 dan warna-warna ini dijadikan dasar acuan untuk tahap filtering warna pada kanal Hue. 
Kanal selanjutnya adalah Saturation, dimana kanal ini merupakan kanal yang berisikan 
informasi seberapa murni sebuah warna ditampilkan pada bidang citra. Kanal ini berisikan 
tingkatan kemurnian antara 0-255 (dalam skala citra keabuan atau 8-bit citra). Semakin kecil 
angka dari kanal ini, warna yang muncul pada bidang citra akan semakin pudar. Sebaliknya, 
semakin besar angka dari kanal ini, warna yang muncul pada bidang citra, semakin pekat. Analogi 
dari kanal Saturation adalah seperti kita melakukan pengecatan sebuah bidang menggunakan 
teknik air-brush, dimana semakin sering kita menyemprotkan tinta cat pada bidang, maka 
kepekatan cat tersebut semakin tinggi dan mempengaruhi seberapa pekat warna yang 
muncul/tampak pada bidang. Gambar 5 menunjukkan diagram Saturation dan arah 
kepekatannya. Semakin pekat kebagian luar, maka warnanya semakin pekat.  
Kanal yang terakhir dari ruang warna HSL adalah Lightness. Kanal ini berisikan seberapa 
besar kecerahan yang tampak pada suatu bidang citra. Semakin kecil nilai Lightness-nya, maka 
semakin gelap suatu warna hingga berujung pada warna hitam (bernilai 0). Sedangkan semakin 
besar nilainya, maka semakin terang hingga berujung pada warna putih (bernilai 255). Lightness 
berbeda dengan Value pada ruang warna HSV, dimana nilai Value hanya setengah  dari nilai 
Lightness atau nilai 255 pada Value sama dengan nilai 128 pada Lightness. Jadi penentuan 
penggunaan Lightness atau Value, harus ditentukan terlebih dahulu ciri-ciri dari warna pada objek 
yang akan digunakan dalam pengolahan citra. Pada kasus ini, digunakan ruang warna HSL untuk 
mendeteksi salah satu objek berwarna putih.  
  
  
Gambar 4. Ruang Warna HSL (Hue, Saturation, Lightness) 
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Setelah dilakukan pengubahan ruang warna dari RGB menjadi HSL, warna sudah siap untuk 
dilakukan filtering menurut ciri-ciri objek yang akan dideteksi. Pemfilteran warna dilakukan pada 
tiap kanal warna dengan teknik band-pass filter dimana penentuan batas dari filter warna tersebut 
dapat diambil dari derajat warnanya sendiri. Pada kasus ini, objek yang akan dideteksi adalah 
bola dengan warna oranye. Pada kanal Hue, derajat warna oranye berada diantara warna merah 
(0°) dan warna kuning (60°). Dengan memberikan nilai filtering -20° (batas bawah) dan +20° 
(batas atas) dari nilai tengah warnanya yaitu 30°, didapatkan nilai filter batas bawah sebesar 10° 
dan batas atas 50°. Akan tetapi, jika kondisi lingkungan robot berubah dan mempengaruhi warna 
tangkap kamera, pengaturan manual dapat diterapkan dan disesuaikan sendiri. Dengan 
melakukan teknik filtering yang serupa pada kanal Saturation dan Lightness, nilai filtering juga 
dapat disesuaikan secara manual dengan kondisi lingkungan robot (kalibrasi manual). Gambar 5 
menunjukkan proses filtering warna dengan hasil filtering berupa objek berwarna putih (bernilai 




Gambar 5. Proses Filtering Warna Pada Ruang Warna HSL (Hue, Saturation, Lightness) 
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Proses filtering warna menghasilkan citra biner dimana warna putih bernilai 255 (True) yang 
berarti objek yang terdeteksi (bola oranye) dan hitam bernilai 0 (False) selain objek yang 
terdeteksi. Citra biner tadi, sebagai acuan untuk pencarian kontur (contour). Kontur merupakan 
sebuah kurva yang menghubungkan semua titik kontinu yang memiliki warna atau intensitas yang 
sama. Dari hasil pencarian kontur tersebut, didapatkan beberapa titik-titik lokasi dimana letak 
konturnya (lihat titik-titik biru pada Gambar 6). Warna biru merupakan kumpulan titik-titik kontur 
yang telah ditemukan. Dari koordinat titik-titik kontur tersebut, dapat ditentukan dimana letak titik 
tengahnya (centroid). Untuk mendapatkan koordinat centroid, digunakan teknik moment. Moment 
merupakan jumlah luasan (area) dari sebuah intensitas citra berwarna putih (objek) dengan 
informasi lokasinya di dalam sebuah citra. Didapatkan sebuah matrik 2x2 dari teknik moment ini. 
Untuk dapat memperoleh koordinat centroidnya, digunakan perhitungan pada Persamaan 2 dan 
hasil perhitungan letak titik tengah objek𝐶(𝑥,𝑦)(titik merah) terhadap koordinat origin ditunjukkan 










  Pers. (6) 
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Gambar 7. Hasil Perhitungan Letak Titik Tengah Objek Terhadap Kooridinat Origin 
 
Setelah koordinat objek terhadap koordinat origin diketahui, dapat ditentukan estimasi nilai 
jarak objek terhadap titik tengah bidang citra. Jarak ini dapat diasumsikan sebagai jarak dari titik 
tengah robot dengan objek, sehingga dapat digunakan sebagai acuan navigasi robot nantinya. 
Jarak antara keduanya diperoleh dari Persamaan 3 dan Gambar 8 menunjukkan hasil 
pengukuran jarak dalam piksel (bidang citra). 
 
𝑑 =  √(𝑥2 + 𝑦2)    Pers. (7) 
 
𝜃 = tan−1 (
𝑦
𝑥
)  Pers. (8) 
 
 
Gambar 8. Hasil Perhitungan Jarak Dan Sudut Objek Terhadap Robot 
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Setelah estimasi jarak antara robot dan objek didapatkan, tahap selanjutnya adalah 
pengambilan keputusan untuk navigasi robot. Dalam hal ini, kecepatan gerak robot ditentukan 
oleh jarak robot dengan objek, dan arah pergerakan ditentukan oleh sudut yang terbentuk. Pada 
penentuan sudut robot terhadap objek, digunakan titik acuan 0𝑜 sebagai arah hadap robot 
(depan), sudut negatif adalah letak objek pada bagian kiri hadap robot, dan sudut positif letak 
objek berada pada bagian kanan hadap robot. Pada sistem navigasi robot, peraturan yang 
diterapkan (1) robot akan berputar terlebih dahulu sedemikian sehingga mendekati sudut nol atau 
menghadap depan, (2) robot akan mendekati objek sesuai dengan nilai jarak yang terukur, (3) 
batasi kecepatan maksimal robot sebesar 50%.  
 
 
Gambar 9. Hasil Perhitungan Jarak Dan Sudut Objek Terhadap Robot 
 
 
3. Hasil Dan Pembahasan 
Pendeteksian objek menggunakan kamera omnidirectional diujikan menggunakan robot 
beroda yang menggunakan 3 buah roda omni. Letak kamera omnidirectional berada pada titik 
tengah rangka robot dengan ketinggian 55 cm dari permukaan tanah. Lalu objek yang akan 
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Gambar 10. Robot Beroda Dengan 3 Roda Omni Untuk Pengujian 
 
   
Gambar 11. Pengujian Dengan Peletakan Objek Secara Acak 
 
 
   
Gambar 12. Hasil Pengujian Pendeteksian Serta Prediksi Jarak Dan Sudut Objek 
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Pengujian dilakukan 10 kali dengan jarak yang sudah ditentukan namun sudut peletakan 
objek secara acak. Jarak diukur menggunakan meteran antara titik tengah robot dan titik tengah 
objek. Objek uji yang digunakan adalah bola futsal berwarna oranye dengan diameter 4 Inch. 
Pencahayan ruangan sedemikian sehingga diatur agar bayangan objek berada pada bagian 
bawahnya dan tidak mengganggu warna asli bidang objek pada bagian atas. Hasil pengujian 
deteksi objek dan navigasi robot ditunjukkan pada Tabel 1. 
 













1 50 0 72 -1 Sukses Sukses 
2 100 -45 173 -46 Sukses Sukses 
3 150 -90 189 -91 Sukses Sukses 
4 200 30 216 29 Sukses Sukses 
5 250 60 - - Objek Tidak 
Terdeteksi 
Gagal Bergerak 
6 50 135 75 122 Sukses Sukses 
7 100 170 171 174 Sukses Sukses 
8 150 -150 193 -147 Sukses Sukses 
9 200 -100 218 -97 Sukses Sukses 
10 250 120 221 122 Sukses Sukses 
 
Dari pengujian yang telah dilakukan, didapatkan sebuah error dimana sudut objek berada 
pada sudut 60°dimana letak bola sejajar dengan bagian penyangga dari kamera omnidirectional 
berwarna hitam. Oleh karenanya, objek tidak terdeteksi dan robot gagal dalam melakukan 
navigasi. Selain itu, pada jarak 250 cm, objek masih terdeteksi oleh robot dan robot masih bisa 
bergerak mendekati objek.  
Performa dari prediksi jarak dan jarak sesungguhnya, masih mengalami kesalahan dalam 
konversinya. Didapatkan nilai MAD (Mean Absolute Different) sebesar 58,6 dari jarak terukur dan 
prediksi jarak dan sebesar 8,9 dari sudut terukur dan prediksi sudutnya. Nilai tersebut menjadi 
besar dikarenakan ada satu data yang tidak terdeteksi sehingga nilai prediksi jarak dan prediksi 
sudut menjadi 0. Sedangkan untuk performa navigasi robot, dari 10 percobaan, hanya 1 
percobaan yang tidak sukses, sehingga nilai performa untuk navigasi robot sebesar 90% sukses 
sesuai target.   
 
4. Kesimpulan 
Fitur warna dapat digunakan sebagai salah satu solusi untuk mendeteksi objek 
menggunakan kamera omnidirectional kamera. Kamera ini juga membantu robot dalam 
mendeteksi objek pada sekelilingnya dan bernavigasi mendekati objek dengan performa yang 
baik sebesar 90%.  
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