Abstract. There are 71 Steiner triple systems of order 27 whose automorphism groups are point-transitive, and there are 248 transitive Kirkman triple systems of order 27. Computational methods used to find these designs are outlined. The designs and some of their properties are presented.
STEINER TRIPLE SYSTEMS AND THEIR GROUPS
A Steiner triple system of order v , briefly STS(v), is a pair (V, 38) where F is a set of v elements and 38 is a set of 3-element subsets of V, with the property that every 2-subset of V appears in exactly one subset of 38. Sets in 38 are triples. An automorphism of an STS(v) is a permutation on V that maps each triple in 38 to a triple of 38, and the automorphism group is the group of all automorphisms of the STS. The STS is transitive if the automorphism group acts transitively on V ; it is cyclic when the group contains Zv as a subgroup, and abelian if there is an abelian subgroup of the automorphism group that acts transitively on V.
Steiner triple systems with large automorphism groups, and in particular transitive STS, are studied in large part because they yield examples of Steiner triple systems with interesting "regularity." There is an extensive literature on cyclic STS [2] , but for the closely related case of transitive STS, especially nonabelian STS, little is known.
Transitive STS of order 21 have been constructively enumerated [5] ; there are seven cyclic designs and three other transitive ones. Subsequently, Tonchev [8] constructively enumerated the transitive STS(25) ; there are three over Z$ x Z5, in addition to the twelve over Z25 known since the 1930s [1] .
For order 27, there are five possible automorphism groups to be considered. Three are the abelian groups Zj x Z3 x Z3, Z9 x Z3, and Z27. In addition, there are two nonabelian groups [3] . The first of these has all group elements of order 3, while the second has Z9 as a subgroup. Every transitive STS(27) has (at least) one of these contained in its automorphism group. Cyclic STS(27) 's have been generated previously [1] , as have the "1-rotational" STS(27) 's [7] .
In this paper, we exhibit all transitive STS(27) 's. There are eight cyclic ones [1] ; we find that there are 71 transitive STS(27) 's in total. In addition to presenting these designs, we give an extensive computational analysis of them.
We list numbers of subdesigns, group orders, and whether or not the design is resolvable.
A parallel class in an STS is a spanning set of pairwise disjoint triples. A resolution is a partition of the triples of the STS into parallel classes. A Steiner triple system along with a resolution of it is a Kirkman triple system, or KTS. An automorphism of the STS is also an automorphism of a Kirkman triple system that it supports, provided the automorphism preserves the parallel classes of the resolution. In general, a Steiner triple system that is transitive can be resolvable in many ways; some Kirkman triple systems so arising may be transitive, while others are not. For a transitive STS, a transitive resolution (under a group T) is a resolution whose parallel classes are preserved under the action of T. A transitive KTS is a Kirkman triple system whose automorphism group acts transitively on elements (and, of course, preserves the resolution).
We examine all resolutions of the transitive STS(27) that are preserved by one of the groups acting transitively on 27 elements; we establish that there are precisely 248 nonisomorphic transitive Kirkman triple systems of order 27. We exhibit a compact representation of each, along with its group order.
Janko and van Trung [4] have previously found all 661 "2-rotational" KTS(27) 's, each necessarily having group order divisible by 13. Only one of their designs is also transitive as a Kirkman triple system, and hence 247 of the designs we exhibit appear to be previously unpublished.
Before presenting the catalogues of designs, we outline the computational methods used. Let Y be one of the five groups of order 27, presented as a transitive permutation group on V, a set of 27 elements. The action of Y partitions the 3-subsets of V into orbits T\, ... ,Tt, and partitions the pairs into orbits P\, ... , Pp . Now form a matrix A = A2s(Y), whose (/', j) entry is the number of times a fixed pair in orbit P¡ appears in triples of orbit 7). Let U be a 0, 1-solution to the matrix equation AU = I. Then U is the characteristic vector of a Steiner triple system whose automorphism group contains Y.
Solutions of this matrix equation are in one-to-one correspondence with distinct STS(27) 's whose automorphism group contains Y. Hence all such STS(27) 's can be found by solving a binary knapsack problem. However, we are interested only in nonisomorphic solutions. Applying a permutation n in the normalizer of Y in Sym27 (the symmetric group on 27 symbols) carries an STS to an isomorphic, but possibly distinct, STS. Using the normalizer of T to eliminate duplicates in the search for the solutions to the matrix equation substantially reduces the number of solutions to be examined. Finally, we find one representative of each isomorphism type, and its automorphism group, using the graph isomorphism program "nauty" of McKay [6] .
Parallel classes are found as follows. Form a 117-vertex block nonintersection graph, having a vertex representing each block, and two vertices adjacent when the corresponding blocks are disjoint. A parallel class is a 9-clique in this graph. Each parallel class generates an orbit of parallel classes under the action of Y. Such an orbit may have all parallel classes having no triples in common (a type-1 class), or two parallel classes of the orbit may share a triple (a type-2 class). A transitive resolution contains only type-1 classes. To check resolvability (not necessarily transitive), form a graph whose vertices are the parallel classes, and make two vertices adjacent if the corresponding parallel classes have no common triple. A resolution is a 13-clique in this graph. In a typical case, the graph has thousands of vertices (parallel classes), and so we did not find all resolutions, but verified the existence or nonexistence of one.
Finding transitive resolutions is an easier matter. One first eliminates all type-2 classes. Then the remaining parallel classes fall into orbits under Y. We form a graph whose vertices are the orbits of parallel classes, where each vertex has a weight equal to the number of parallel classes in the orbit. Two vertices are adjacent if no parallel class in the orbit represented by one vertex shares a triple with a parallel class of the orbit represented by the second vertex. Then a transitive resolution (that is, a transitive Kirkman triple system) is a clique of weight 13 in this graph.
Finally, determining the nonisomorphic transitive Kirkman triple systems was again performed by nauty. The success of the approach here rests on the effective solution of two difficult problems: an integer knapsack problem, and a clique problem. These are the same problem in disguise; the approach used is a heuristic method that quickly prunes the number of cases to be considered.
To determine the solutions of the binary knapsack problem AU = J, we use an algorithm called SYNTH. At present, SYNTH is ideally suited for problems in which A has several thousand columns but fewer than 100 rows, and determines all possible solutions. In this recursive algorithm, a column X of A which has a 1 in the first row is selected. All rows in which X has a 1 are marked for deletion, and so are all columns of A that are not orthogonal to X (that is, those that have nonzero inner product with column X). A synthem is a pair of binary vectors indicating which rows are active (not marked for deletion), and which columns are active. Synthems are used to pass information about these "conceptual" differences recursively to the main function in SYNTH. The synthem passed is then used to prune the possible solution space. This pruning process conceptually yields submatrix A' of A (without actually incurring the overhead of carrying out the deletions physically), and the algorithm recursively determines all solutions to subproblem A' U' = J'. The above deletions are relative only to the subproblem indicated by the synthem. The algorithm proceeds to select the second column X of A with a 1 in A 's first row, and the process continues until all l's in row one of A have been considered.
Transitive STS of order 27
In this section, we exhibit all 71 transitive Steiner triple systems of order 27. We report nonisomorphic solutions for each of the five groups; some designs are represented over more than one of the groups, but we assign each isomorphism type of design a unique number that is used throughout. When a design has a presentation over more than one group, we give a presentation of it over each relevant group.
For each design, the number of subdesigns has been determined; none has a subdesign of order 7 or 13, and the only admissible order for a subdesign is 9. We report the number of subdesigns for each design under column "S."
It is an easy exercise to see that each design has a parallel class, since there is some orbit of nine triples in each solution. However, not all of the designs are resolvable. Under the column "Res," we report on resolvability of each design as follows. "N" indicates that the design has no resolution at all. "R" indicates that it is resolvable but has no transitive resolution under the action of the group. "T" indicates that it has a transitive resolution, and the accompanying number is the number of such resolutions under the action of the group. In the case of design 50, the design has a unique resolution, and this resolution is transitive.
We have also computed the number of parallel classes in each design; this ranges from 478 (design 44) to 17641 (design 1). Design 1 is of course the affine geometry; hence, the fact that it maximizes the number of parallel classes, resolutions, transitive resolutions, and subdesigns, comes as no surprise.
Finally, we have also computed cycle structures [2] for each design. Design 1 has a 2-transitive automorphism group, and hence its cycle structure must be the same for all pairs of elements (i.e., it is uniform). Remarkably, design 2 is also uniform and has the same cycle structures as design 1. None of the remaining 69 are uniform, although designs 3 and 6 have only two different cycle structures.
For compactness, we list the designs with element set {a, b, ... , y, z, A} , listing a block {a, b, c} as abc. We only list orbit representatives for each design. To obtain the full set of 117 blocks, one applies the group generated by the generators given in each case to find the orbits of the representative triples; their union is the block set of the design. This group carries five nonisomorphic triple systems, all of which are carried as well by at least one of the groups already handled. 3. Transitive Kirkman triple systems Forty-nine of the Steiner triple systems exhibited in §2 can be resolved in such a way that the Kirkman triple system is also transitive. In the appendix (Supplement section at the end of this issue), we exhibit all nonisomorphic transitive Kirkman triple systems of order 27. There are 248 altogether. Hence we resort to a compact representation of the systems.
We list only those parallel classes that suffice to generate the thirteen parallel classes under the action of the groups (as given in §2). Each required parallel class is also listed in a compressed manner. Any automorphism of order 3 on the Kirkman system must either fix a parallel class, or must move the entire parallel class. If it fixes the parallel class, it may either fix the blocks of the parallel class, or permute them within the parallel class. In general, for each parallel class, some subgroup of the group of order 27 acting on the design fixes that parallel class. Hence it suffices to prescribe orbit representatives of the blocks in the parallel class in its stabilizing subgroup.
Each parallel class can therefore be succinctly described using the generators from §2 to specify the stabilizer of the parallel class, and listing orbit representatives for the parallel class under this subgroup. We specify the stabilizer of the parallel class by specifying a subgroup code, which is an integer from {0,... , 7} . It is interpreted as follows. For the two groups having all elements of order 3, let n\,n2, n^ be the three generators (in the same order) as given in §2. For the two groups requiring two generators, let n2, n-¡ be the two generators as given in §2, and let it\ = n\. For Z27, let n^ be the generator given in §2, n2 = 7r| and ni = n\. It is important to remark that an automorphism of order 9 may move a parallel class, while the cube of the same automorphism fixes it; hence, we require these redundant generators in specifying the stabilizer of each parallel class. Now with permutations chosen in this way, write the subgroup code as a 3-bit binary number b->,b2b\ ; the stabilizer is found by generating the minimal subgroup containing n\l, n22, and nbJ. Each parallel class is written as a subgroup code, followed by orbit representatives for the parallel classes; parallel classes are separated in the listing by colons. Therefore, to recover the entire resolution, one first finds the stabilizer for each parallel class in turn, and applies all permutations in the stabilizer to reconstruct the parallel class. Then one applies the action of the entire group to find all thirteen parallel classes.
We give an example of the process here. Over the second nonabelian group, the following is a compact representation of a Kirkman triple system: 4 adv egj fmz : 6 anz : 2 fnu. There are three orbits of parallel classes. To recover the orbit representatives for all parallel classes, apply the second generator to adv, egj, fmz, both generators to anz, and the first generator to fnu. This yields the three parallel classes: 
