Spatial dynamics of cultural diversity in the Netherlands by Arribas-Bel, Daniel & Bakens, Jessie












Measuring spatial dynamics Our	strategy	to	characterise	the	spatial	dynamics	of	cultural	diversity	in	the	Netherlands	is	structured	along	three	main	dimensions.	In	the	first	one,	we	consider	global	trends	and	overall	patterns;	in	the	second	one,	we	zoom	in	to	further	characterise	these	developments	at	a	local	level,	exploring	the	heterogeneity	in	the	dynamics	of	neighbourhoods,	and	connecting	them	to	the	overall	patterns	found;	finally,	we	propose	an	explanatory	model	that	allows	us	to	further	characterise	local	dynamics,	extracting	general	trends.	Given	some	of	the	methods	are	novel	in	their	application	to	the	study	of	cultural	diversity,	this	section	provides	an	introduction	to	their	intuition	and	interpretation.	Global	spatial	dynamics	are	considered	through	LISA	rose	diagrams,	an	approach	that	combines	the	intuition	and	accessibility	of	visualisation	with	the	power	of	formal	inference	provided	by	statistics.	Rooted	in	the	economic	convergence	literature,	Rey,	Murray,	and	Anselin	(2011)	extend	the	exploratory	space-time	toolbox	by	proposing	a	new	approach	based	on	circular	data	(Brunsdon	2017)	and	directional	statistics	(Rohde	and	Corcoran	2015).	Their	suggestion	includes	a	spatially	explicit	way	to	visualize	dynamics	and	to	detect	
spatially	integrated	change,	or	change	that	occurs	in	a	spatially	correlated	fashion	(i.e.	similar	location,	similar	evolution).	At	the	core	of	this	method	is	a	comparison	of	subsequent	Moran	Scatter	Plots	(Anselin,	Syabri,	and	Kho	2006),	a	particular	case	of	a	scatter	plot	that	displays	a	given	variable	(e.g.	cultural	diversity)	against	its	spatial	lag	(i.e.	the	average	value	of	that	variable	in	the	surrounding	locations).	A	Moran	plot	is	created	for	each	point	in	time,	and	the	dots	representing	the	same	observation	are	connected,	building	true	space-time	trajectories.	These	trajectories	are	standardised	to	have	the	same	origin,	and	they	are	summarised	visually	in	a	circular	histogram.	Because	moves	in	this	context	can	be	interpreted	in	terms	of	the	spatial	dynamics	of	an	observation	and	its	neighbourhood,	the	plot	of	all	the	directional	vectors	is	a	spatial	summary	of	the	global	distributional	dynamics	in	the	system.	In	that	regard,	all	the	vectors	in	the	upper	right	(lower	left)	quadrant	imply	movements	in	which	both	the	observation	itself	and	its	neighbours	are	growing	(shrinking)	in	relative	terms	to	the	overall	distribution;	alternatively,	vectors	in	the	upper	left	(lower	right)	quadrant	represent	changes	in	which	the	observation	shrinks	(grows)	but	the	surrounding	ones	tend	to	grow	(shrink).	It	is	important	to	note	that	the	focus	here	is	on	the	directionality	of	the	moves,	not	on	their	magnitude;	circular	histograms	take	account	of	how	many	moves	are	in	each	quadrant,	but	not	on	how	long	they	are.	Once	the	diagram	is	built,	(S.	Rey,	Murray,	and	Anselin	2011)	also	provide	a	mechanism	to	compute	empirical	inference.	This	is	implemented	through	simulation	of	distributions	of	spatially	random	moves,	and	then	comparison	with	the	observed	ones.	This	approach	allows	to	determine	how	likely	it	is	the	pattern	we	see	in	the	data	could	have	come	from	a	purely	random	process.	To	complement	the	global	analysis	discussed	above,	we	disaggregate	indices	by	small	area.	Thus,	we	complement	the	assessment	of	overall	summaries	with	insight	into	the	degree	of	heterogeneity	in	contributing	to	the	general	pattern.	The	starting	point	is	Kendall’s	𝜏,	a	global	indicator	of	rank	concordance	by	(Kendall	1948).	In	the	context	of	spatial	dynamics,	𝜏	can	be	expressed	as:	 𝜏(𝑦', 𝑦')*) = 𝑐 − 𝑑𝑛(𝑛 − 1)/2	 (1)	where	𝑦' 	and	𝑦')*	represent	a	given	variable	at	periods	𝑡	and	𝑡 + 1,	𝑐	is	the	total	number	of	concordant	pairs	of	observations	(i.e.	those	which	have	not	swapped	positions	in	the	ranking)	and	𝑑	captures	discordant	(i.e.	those	which	have	swapped).	The	statistic	is	bounded	−1 ≤ 𝜏(𝑦', 𝑦')*) ≤ 1.	A	value	of	𝜏 = 1	represents	perfect	concordance	between	both	periods,	implying	the	ranking	has	remained	untouched,	while	𝜏 = −1	implies	every	observation	has	changed	ranks.	Recently,	(S.	J.	Rey	2016)	proposed	a	local	version	of	𝜏:	𝜏5 = 𝑐6 − 𝑑6(𝑛 − 1)	 (2)	where	𝑐6 	corresponds	with	the	number	of	concordances	in	the	transition	between	the	two	periods	considered,	concerning	𝑖	and	the	rest	of	the	sample.	Similarly	to	its	global	












Local dynamics So	far,	we	have	considered	spatial	dynamics	at	a	global	level,	documenting	the	presence	of	strong	spatial	effects	that	imply	that,	overall,	increases	in	ethnic	diversity	in	a	location	tend	to	go	hand-in-hand	with	similar	trajectories	in	neighbouring	locations.	We	now	turn	to	local	measures	that	disaggregate	the	global	trend	and	identify	specific	areas	of	the	Netherlands	where	such	dynamic	processes	have	taken	place	more	intensely.	The	analysis	relies	on	new	techniques	proposed	by	(S.	J.	Rey	2016),	which	decompose	some	of	traditional	global	indices	of	mobility.	Given	that	𝜏5 	is	a	local	measure,	a	value	is	produced	for	every	single	area	in	the	dataset.	An	efficient	way	to	display	the	statistic	is	thus	through	a	choropleth.	Panel	(a)	in	Figure	4	shows	the	spatial	distribution	of	𝜏5 	calculated	using	the	2004	for	the	entire	period	of	analysis	using	an	equal	interval	classification;	the	map	is	complemented	by	a	histogram	and	the	value	of	the	global	measure	of	concordance	(𝜏).	Values	for	𝜏	are	close	to	one,	pointing	towards	an	overall	pattern	of	stability	–correlation	between	ranks	across	periods	is	generally	high.	The	use	of	equal	intervals	is	motivated	by	the	fact	the	large	majority	of	areas	display	high	levels	of	concordance,	as	shown	in	the	histograms.	In	this	context,	equal	spacing	helps	highlight	outliers	with	extraordinary	rank	mobility.	It	is	apparent	most	areas	do	not	move	ranks	much	across	periods,	as	shown	by	their	high	values	(dark	purple),	but	clear	hotspots	of	high	mobility	(green	and	yellow)	exist.	
				 	(a)	𝜏5 																																																											(b)	Concordance	LISA																																																				Figure	4:	Local	Diversity	Index			Although	𝜏5 	provides	a	solution	to	spatially	disaggregate	inter-period	mobility,	it	is	not	an	explicitly	spatial	indicator	as	it	does	not	account	for	the	dynamics	of	neighbouring	areas.	An	extension	proposed	by	(S.	J.	Rey	2016)	consists	on	applying	local	indicators	of	spatial	association	(LISA,	L.	Anselin	1995)	to	the	raw	𝜏5 	measures	to	identify	regions	with	unusual	
concentration	of	(dis/)similar	values,	giving	rise	to	the	“concordance	LISA”.	This	step	brings	geographical	context	into	the	otherwise	purely	temporal	analysis.	The	result	can	be	found	in	panel	(b)	of	Figure	4.	Similar	to	the	previous	panel,	this	map	displays	the	geography	of	change	in	ethnic	diversity;	unlike	that	map	however,	the	concordance	LISA	summarizes	the	color	gradient	into	spatial	clusters	of	varying	degree	of	dynamism.	Dark	blue	(HH)	represents	clusters	with	unusually	high	stability	across	periods,	while	dark	red	(LL)	encodes	regions	associated	with	a	concentration	of	very	dynamic	areas.	At	the	same	time,	light	colors	capture	cases	of	spatial	outliers:	either	stable	areas	neighbouring	highly	dynamic	ones	(HL,	light	blue),	or	vice	versa	(LH,	light	red).	The	map	shows	that	significantly	stable	clusters	of	neighbourhood	diversity	are	predominantly	found	within	the	largest	cities	and	at	the	Southern	borders	where	neighbourhoods	were	already	rather	diverse	in	2004.	Clusters	with	unusually	high	dynamics	are	outside	large	cities,	but	in	areas	where	there	already	was	some	level	of	diversity	at	the	beginning	of	the	period.	The	maps	in	Figure	4	uncover	substantial	spatial	heterogeneity	in	the	degree	of	dynamism	across	the	sample.	Both	the	local	measures	𝜏5 	as	well	as	the	LISA	extension	allow	us	to	obtain	a	better	understanding	of	the	geography	of	changes	in	ethnic	diversity.	This	section	further	advances	insights	obtained	through	the	use	of	directional	plots	and	spatially	conditioned	Markov	matrices,	and	makes	explicit	the	fact	that,	far	from	homogeneous	across	space,	these	overall	dynamics	are	unequally	spread	across	space.	
Factors behind dynamics So	far,	this	paper	has	provided	convincing	evidence	of	the	existence	of	an	overall	spatial	pattern	in	the	dynamics	of	diversity,	as	well	as	of	its	spatial	character	and	imbalances.	However,	it	sheds	little	light	as	to	what	are	the	characteristics	behind	the	most	dynamic	areas	or	at	what	geographical	scale	they	operate.	This	final	part	attempts	to	fill	such	gap.	
	
NOTE:	Estimates	larger	in	size	than	twice	the	standard	error	in	bold.	Municipalities	with	a	random	effect	significantly	at	the	95%	level	above	(below)	the	national	average	in	red	(blue).	
Table	1:	Explanatory	Model	Table	1	presents	the	results	from	the	regression	specified	in	Eq.	(3).	Both	population	and	area	are	significant	at	the	buurt	level	and	at	the	immediate	neighbourhood.	In	the	former	case,	the	effect	is	consistent	with	a	clear	positive	relationship	between	population	density	(i.e.	more	population	in	a	smaller	area)	and	dynamism,	as	expressed	by	the	dependent	variable	𝜏5 .	In	the	case	of	immediate	neighbours,	this	effect	is	less	clear	as	both	variables	present	a	negative	association	with	𝜏5 	(albeit	only	that	of	population	density	is	significant).	We	interpret	this	as	a	case	of	spatial	competition:	areas	with	a	higher	population	density	induce	more	change,	but	if	the	neighbouring	areas	are	also	densely	populated,	this	tempers	the	changeWe	find	a	link	between	the	average	housing	value	in	the	initial	period	and	the	subsequent	amount	of	dynamism	both	at	the	neighbourhood	level	and	at	the	municipality	level,	but	not	in	the	surrounding	areas.	More	interestingly,	the	signs	at	these	two	scales	are	opposite:	while	areas	with	lower	housing	costs	seem	to	preclude	higher	levels	of	change,	it	is	cities	with	overall	higher	housing	values	that	have	more	dynamic	areas.	These	contradicting	results	point	towards	two	different	effects	that	are	often	observed	in	growing	cities:	while	at	the	local	level,	the	more	affordable	areas	(those	with	relatively	cheap	housing)	tend	to	grow	more	in	diversity;	at	the	city	level	it	are	the	more	economically	successful,	hence	more	expensive,	cities	that	contribute	most	to	the	overall	change	in	diversity.	So	it	are	the	least	expensive	neighbourhoods	in	large	expensive	cities	that	change	most.	The	municipality’s	degree	of	urbanity	is	also	relevant,	displaying	a	negative	association.	Given	the	coding	in	the	variable	we	use	(1	strongly	urban;	5	non-urban),	we	interpret	this	as	an	urban	bias	in	the	distribution	of	diversity	dynamics:	it	is	in	more	urban	areas	that	diversity	has	changed	most	during	the	period	of	analysis.	It	may	be	that	the	“second-	or	third-tier”	cities	in	the	country	are	getting	more	diverse,	following	the	path	of	the	first-tier,	largest,	and	already	very	diverse	cities	in	the	country.	The	index	of	diversity	we	use	is	partly	influenced	by	the	proportion	and	type	of	the	immigrant	population.	Hence,	it	is	sensible	to	expect	that	the	shares	of	different	ethnic	groups	will	also	have	an	effect	on	the	subsequent	amount	of	change	in	the	level	of	diversity.	We	find	interesting	results	in	this	respect	along	the	three	dimensions	considered.	Both	at	the	neighbourhood	level	and	in	its	immediate	surroundings,	we	only	find	a	significant	association	for	the	proportion	of	Western	immigrants	already	present	in	the	area,	but	not	for	that	of	non-Western	immigrants.	Perhaps	more	interestingly,	the	coefficient	is	larger	for	the	effect	of	surrounding	areas	than	for	the	percentage	of	immigrants	in	a	given	neighbourhood.	We	interpret	this	as	additional	evidence	for	the	presence	of	a	clear	spatial	pattern	in	the	dynamics	of	diversity:	the	initial	pre-conditions	of	a	given	neighbourhood	are	important	for	change,	but	those	of	its	neighbours	are	more	important	to	explain	how	much	the	neighbourhood	will	change	over	the	subsequent	period.	Our	hypothesis	in	this	context	is	that	spill-over	processes,	such	as	those	characterised	at	the	global	level,	are	at	work	and	translate	into	areas	neighbouring	others	with	a	high	presence	of	immigrants	will	face	more	change.	Zooming	out,	we	find	the	initial	proportions	of	both	Western	and	non-Western	immigrants	have	a	positive	significant	effect	on	𝜏5 .	In	this	case,	the	point	effect	of	the	non-Western	population	is	slightly	higher	than	that	of	Western	population.	This	result	can	be	interpreted	as	the	friendliness	of	a	city	to	welcome	immigrants	(which	can	be	related	to	the	
mechanisms	of	spatial	clustering	of	immigrants,	such	as	economic	opportunities	and	the	presence	of	earlier	cohorts	of	immigrants,	described	in	the	introduction),	which	influences	positively	the	amount	of	change	in	all	of	its	neighbourhoods.	Finally,	the	multilevel	nature	of	our	model	allows	to	explore	variation	in	the	degree	of	dynamism	across	municipalities,	once	we	have	controlled	for	the	effect	of	all	the	covariates	included.	This	is	possible	thanks	to	the	random	effects,	𝛼S ,	estimated	around	the	overall	intercept,	𝛼,	which	are	also	provided	with	a	measure	of	uncertainty.3	The	map	displayed	on	the	right	panel	of	Table	1	presents	in	red	(blue)	the	municipalities	whose	effect	is	statistically	significant	at	the	5%	level,	being	above	(below)	the	global	intercept.	The	first	feature	to	point	out	is	that	there	is	only	a	handful	of	municipalities	for	which	there	is	enough	information	in	the	data	to	extract	significant	differences.	Furthermore,	and	although	it	is	not	entirely	clear-cut,	there	is	an	emerging	pattern	in	the	location	of	both	those	above	and	below	average:	areas	with	low	dynamism	tend	to	be	in	the	upper	part	of	the	urban	hierarchy	(e.g.	Amsterdam,	The	Hague),	while	those	with	higher	amount	of	change	in	diversity	tend	to	be	“second	cities”	either	close	to	larger	ones	(e.g.	Amersfoort	close	to	the	Randstad)	or	in	the	North.	We	interpret	these	results	as	evidence	that	with	a	growing	diversity	of	the	population,	population	diversity	is	not	only	a	phenomenon	observed	in	the	largest	cities	in	a	country,	but	is	a	phenomenon	that	is	gradually	spreading	throughout	the	country.	The	change	is	not	big	enough	in	our	observed	period	to	conclude	that	other	parts	of	the	country	will	start	to	look	a	lot	like	cities	like	Amsterdam,	Rotterdam,	or	the	Hague,	as	these	cities	are	still	by	far	the	most	diverse	cities	in	the	country.	But	other,	smaller	cities,	have	witnessed	much	more	significant	changes	during	the	past	years.	
Conclusion In	this	paper,	we	repurpose	recent	tools	to	study	the	spatial	dynamics	of	economic	growth	to	propose	their	use	within	the	ethnic	diversity	literature.	Using	both	visual	and	numeric,	as	well	as	global	and	local	novel	approaches,	we	show	there	is	a	clear	spatial	pattern	in	the	evolution	of	ethnic	diversity	across	Dutch	neighbourhoods.	In	that	sense,	adjacent	neighbourhoods	tend	to	display	similar	patterns	of	change.	Our	analysis	suggests	that	population	composition	in	neighbourhoods	tends	to	be	rather	stable	over	time,	especially	neighbourhoods	that	are	at	the	right	tail	end	of	the	population	diversity	distribution,	i.e.,	the	most	diverse.	This	phenomenon	clusters	in	the	largest	cities,	which	are	found	to	be,	statistically	speaking,	significantly	more	stable	than	what	would	be	expected	from	pure	chance.	Most	dynamic	clusters	are	outside	these	largest	cities	in	what	we	call	“second-	or	third-tier”	cities.	We	also	look	into	areas	that	deviate	from	the	overall	pattern,	and	display	stable	patterns	while	adjacent	neighbourhoods	change	significantly,	and	vice	versa.	We	find	these	types	of	areas	close	to	others	with	dynamic	and	stable	neighbourhood	clusters,	both	in	the	largest	cities	and	close	to	these	cities.	In	that	sense,	there	are	locations	where	we	find	suburbanisation	of	diversity.	However,	generally	these	patterns	are	very	local	and	need																																																									3	A	more	detailed	explanation	of	random	effects	in	the	context	of	multilevel	models	is	beyond	the	scope	of	this	paper.	The	interested	reader	is	referred	to	(Gelman	and	Hill	2006).	
more	specific,	in	depth,	local	analysis	to	describe	in	detail.	For	that	reason,	we	develop	a	spatial,	multilevel,	regression	model	to	characterise	areas	experiencing	most	change.	We	find	these	dynamics	are	related	to	the	initial	density,	house	price	and	migrant	composition	of	the	neighborhood,	as	well	as	to	the	initial	levels	of	population	and	western	migrants	in	the	surroundings.	Overall	proportions	of	migrant	population,	as	well	as	housing	price	and	degree	of	urbanity	of	the	municipality	where	a	neighborhoud	is	located	are	also	found	to	be	associated	with	higher	dynamism.	We	have	shown	that	this	type	of	explicitly	space-time	analysis	can	be	used	to	describe	ethnic	neighbourhood	change.	Future	research	could	extend	our	initial	analysis	on	why	certain	areas	are	more	dynamic	than	others.	As	neighbourhood	change	is	generally	a	slow	progress,	future	research	should	also	look	into	neighbourhood	dynamics	over	multiple	decades	to	describe	neighbourhood	change	over	a	longer	time	span.	A	final	avenue	for	research	is	to	expand	the	analysis	beyond	the	Netherlands,	considering	different	countries,	for	example,	where	spatial	planning	is	less	pronounced.	In	addition,	using	different	spatial	scales	of	analysis,	i.e.,	street	blocks,	neighbourhoods,	or	high	aggregated	spatial	units,	may	give	more	insights	into	the	spatial	patterns	of	demographic	change.	
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