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Résumé
L'omniprésene des systèmes informatiques dans les appliations tehnologiques mo-
dernes rend apitale la question de leur abilité. Dans ette perspetive, la orretion des
logiiels mis en ÷uvre est indispensable. Nous nous sommes intéressé dans ette thèse à
la logique équationnelle en tant que support de la vériation des programmes érits dans
un langage impératif. Notre approhe vise le double objetif d'automatiser la vériation
des propriétés de programmes tout en proposant un formalisme pour raisonner sur les
programmes adapté aux ateurs du développement des logiiels.
Préisément, les travaux de ette thèse portent sur la tradution automatique des
programmes impératifs vers la logique équationnelle an d'en vérier la orretion. Nous
avons été amené à onsidérer deux lasses de programmes impératifs.
Dans la première lasse de programmes, la seule instrution ave eet de bord du
langage de programmation est l'aetation. Nous présentons un algorithme de tradution
d'un programme de ette lasse en un ensemble d'équations. Cet algorithme est donné sous
la forme d'un système de réériture dénissant la sémantique du langage. Nous montrons
la onvergene de notre système de réériture à l'aide d'un démonstrateur de théorèmes.
Pour dénir la seonde lasse de programmes, nous ajoutons au langage impératif une
forme d'appel par référene ainsi qu'un type des listes mutables. Ces deux méanismes
introduisent la possibilité de manipuler des alias dans les programmes. Nous énonçons des
restritions sur la réation et l'utilisation des alias moyennant lesquelles nous proposons
un algorithme pour la tradution en équations des programmes de la nouvelle lasse. La
dénition équationnelle ainsi obtenue ne s'appuie pas sur une modélisation expliite de la
mémoire.
Les équations produites par la tradution d'un programme ave notre méthode peuvent
alors être utilisées dans des systèmes de preuve an de vérier des propriétés du pro-
gramme, elles-mêmes exprimées sous forme d'équations. Nous validons notre approhe en
implantant une version de la tradution pour haque lasse de programmes et en prou-
vant des propriétés de programmes non triviales à l'aide des équations produites par notre
méthode.
Mots-lés: Méthodes formelles ; Vériation de programmes ; Logique équationnelle ; Sé-
mantique algébrique ; Systèmes de réériture.
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Abstrat
Omnipresene of omputer systems in modern tehnologial appliations makes the
question of their reliability essential. In this perspetive, orretness of the involved soft-
ware annot be negleted. In this thesis, we investigate equational logi as a foundation
for the veriation of programs written in an imperative language. Our approah aims
at automating the veriation of program properties while oering a formalism suited to
software developers for reasoning about programs.
Preisely, our work addresses the automati translation of imperative programs into
equational logi in order to verify their orretness. We studied two lasses of imperative
programs.
In the rst lass of programs, assignment is the sole programming language statement
with side eet. We developed an algorithm to translate the programs in this lass into a
set of equations. This algorithm is expressed as a rewriting system dening the language's
semantis. We showed, with the assistane of a theorem prover, the onvergene of our
rewriting system.
The seond lass of programs is dened by adding to the programming language a all-
by-referene parameter passing mode and a type of mutable lists. These two mehanisms
introdue the ability of handling aliases in programs. We dene restritions on the reation
and use of aliases whih allow us to propose an algorithm for the translation into equations
of the programs in the new lass. The equational denition we obtain does not involve an
expliit model of the program's memory.
The equations produed by the translation of a program with our method an then
be used in proof systems in order to verify properties of the program. The properties are
also expressed as equations. We validate our approah by implementing the translation
algorithms for eah lass of programs and by proving interesting program properties from
the equations produed by our method.
Keywords: Formal methods ; Program veriation ; Equational logi ; Algebrai seman-
tis ; Rewriting system.
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Préambule
Il a longtemps été fait référene à l'ériture de programmes pour ordinateur omme à
un art, onnotant ainsi que les programmes éhapperaient en quelque sorte au raisonne-
ment. Une des séries d'ouvrages informatiques parmi les plus élèbres ne s'intitule-t-elle
pas The Art of Computer Programming
[
Knuth, 1968
℄
?
Lors de l'alloution qu'il prononça en reevant le prix Turing
[
Knuth, 1974
℄
, D. E.
Knuth s'est longuement expliqué sur le hoix de e titre et sur l'apparent paradoxe qui
onsiste à onférer à la programmation des ordinateurs le statut d'art tout en prnant une
approhe rigoureuse. Sans entrer dans les détails d'une esthétique des programmes telle
que la onçoit D. E. Knuth, nous pouvons toutefois onstater qu'entre la deuxième partie
des années 1930, quand les mathématiiens pionniers de l'informatique donnèrent une dé-
nition rigoureuse de ses fondements, et les premiers travaux établissant un adre mathé-
matique pour la preuve des programmes par R. W. Floyd (1967) et C. A. R. Hoare (1969)
puis par E. W. Dijkstra (1976), il y eut une période durant laquelle le onept de or-
retion
1
de programme n'avait tout simplement pas d'expression formelle. Dans les faits,
la programmation apparaissait alors omme une habile manipulation de symboles dont le
résultat était orret  par intuition .
Depuis, malgré les progrès théoriques évidents dans la formalisation des programmes
et de leur orretion, la situation n'a que peu évolué en pratique et ette itation de D. E.
Knuth, pourtant de 1974, onserve obstinément son atualité
[
Knuth, 1974
℄
:
 The point is that when we write programs today, we know that we ould
in priniple onstrut formal proofs of their orretness if we really wanted to,
now that we understand how suh proofs are formulated. 
De nos jours, en dépit de l'existene de méthodes formelles, la validation des pro-
grammes par des jeux de tests onstitue toujours la méthode prédominante. An de s'as-
surer de la orretion de son programme, le développeur fournit en entrée du programme
un ensemble de données séletionnées pour être à la fois représentatives des as d'usage
normal et limite du programme. Le programme est alors tenu pour orret si les réponses
qu'il produit pour es entrées sont elles attendues. La validation d'un programme par
des tests soulève les diiles problèmes du hoix des données pour les tests et de leur gé-
nération automatique. Mais surtout, elle fait fae à une impossibilité théorique que E. W.
Dijkstra (1972) énonçait ainsi :
1
Corretion : qualité de e qui est orret, juste (dénition du ditionnaire Le Robert) ; onformité
à un modèle, à un ensemble de prinipes ou de règles (dénition du ditionnaire Trésor de la Langue
Française : http://atilf.atilf.fr).
1
2 Préambule
 Program testing an be a very eetive way to show the presene of bugs,
but is hopelessly inadequate for showing their absene. 
Eetivement, le domaine d'un programme, 'est-à-dire l'ensemble des valeurs valides en
entrée du programme, est le plus souvent inni ou tellement grand qu'il est intraitable en
pratique. Par onséquent, un jeu de tests, aussi bien onçu qu'il soit, ne onstitue jamais
une preuve de la orretion d'un programme.
Pourtant, les exemples en faveur d'une vériation plus formelle de la orretion des
programmes abondent. Ce sont d'une part les éhes retentissants dus à des programmes
informatiques défetueux : l'explosion en plein vol de la fusée Ariane 5 pour une onversion
de types erronée
[
Jézéquel et Meyer, 1997
℄
, l'algorithme de division erroné du proesseur
Pentium
[
Pratt, 1995
℄
, le système de réservation de la snf désorganisé par un programme
mal dimensionné
[
Campagnolle, 2004
℄
, et. Ces exemples, et malheureusement quantité
d'autres parfois tragiques, sont régulièrement relatés dans la presse et reensés par des
listes de diusion spéialisées
[
RISKS, 2005
℄
.
D'autre part, plusieurs projets de grande envergure ont été de onsidérables suès,
aussi bien au niveau de la qualité des logiiels que des oûts de développement, grâe
notamment à la prise en onsidération de la orretion formelle des logiiels mis en ÷uvre.
Citons par exemple la réussite du système de ontrle de la vitesse des trains de la ligne a
du rer parisien, grâe à la spéiation formelle de l'ensemble du système et à la preuve
mathématique de la orretion des portions ritiques du système
[
Guiho et Hennebert,
1990
℄
; la déouverte, par une tehnique formelle de vériation de modèle, d'une erreur
dans un système de ontrle atif des strutures qui, au lieu de protéger les bâtiments lors
de tremblements de terre, les aurait rendus plus sensibles aux vibrations
[
Elseaidy et al.,
1997
℄
; la vériation d'un algorithme de alul de la raine arrée pour un proesseur amd,
méanisée à l'aide d'un système de preuve formel
[
Russino, 1999
℄
; d'autres exemples sont
rapportés dans
[
Clarke et Wing, 1996
℄
.
Dans notre soiété, les systèmes informatiques envahissent tous les hamps de la
vie quotidienne : transport, habitat, ommuniation, santé, et. Comme le montrent les
exemples préédents, des fontions ritiques sont aujourd'hui onées à des logiiels dont
la défaillane entraînerait des pertes humaines ou des oûts matériels et naniers énormes.
Ce onstat plaide don pour un aroissement signiatif de la abilité des logiiels. Un
ritère indispensable à la réussite de et objetif est la vériation de la orretion des
programmes. La orretion d'un programme n'est pas une notion universelle et aisément
dénie. Elle est usuellement employée de façon restritive pour signier l'absene d'er-
reur syntaxique. Cette dernière n'est pourtant que préalable à la orretion, dans son
sens plein, qui dépend de la signiation du programme, e qu'il est supposé faire : sa
spéiation. Un programme est orret s'il satisfait sa spéiation.
Les méthodes formelles permettent d'établir une preuve mathématique qu'un pro-
gramme est orret vis-à-vis de sa spéiation pour toutes les entrées valides du pro-
gramme. Elles omportent généralement un langage de spéiation, un langage de des-
ription du programme et une méthode pour vérier que la desription satisfait la spéi-
ation. Lorsque l'ensemble de es éléments est formalisé, le proessus de vériation peut
être automatisé, partiellement ou totalement selon la méthode et la lasse de programmes
3à laquelle elle s'applique. La spéiation formelle omplète d'un système informatique
est rarement réalisable : la desription initiale d'un problème réel est par nature infor-
melle, omment s'assurer dans es onditions de la justesse de la spéiation formelle ?
Pour autant, et argument ne doit pas nous faire renoner à notre légitime ambition de
abilité. Le proessus de spéiation formelle d'un problème réel est vertueux dans le
sens où il améliore la ompréhension du problème et est le seul à admettre par la suite un
traitement rigoureux.
Les méthodes formelles ont aujourd'hui atteint un degré de maturité qui les rend éo-
nomiquement viables et, partant, attratives pour les industriels. Elles restent ependant
enore d'un abord ardu et requièrent un investissement important pour le ommun des
programmeurs qui les onsidère omme une ingrate perte de temps. De e fait, leur mise
en ÷uvre est souvent onée à des spéialistes.
Contributions de ette thèse
Dans ette thèse, nous proposons une méthode pour aider à raisonner sur les pro-
grammes impératifs et failiter la preuve de propriétés de programmes. Notre ontribu-
tion prinipale est la oneption et le développement d'un système, appelé SOSSubC,
permettant d'exprimer la sémantique des programmes dans la logique équationnelle.
L'idée entrale de ette thèse onsiste à traduire automatiquement le ode soure d'un
programme impératif en un ensemble d'équations. Dans ette perspetive, la vériation
qu'un programme P satisfait une propriété générique π omporte trois étapes :
1. la formulation de la propriété π dans la logique du premier ordre ;
2. la tradution automatique par notre système du programme P en un ensemble
d'équations EP , qui expriment la sémantique algébrique de P ;
3. la preuve, généralement par l'appliation d'un prinipe de réurrene, que la pro-
priété π est une onséquene des équations de EP .
Un des traits saillants de notre approhe est la rihesse du langage de programmation
soure (e.g., strutures de ontrle, données struturées, alloation dynamique, eets de
bord, et.) qui ontraste ave la simpliité du langage équationnel ible. La logique équa-
tionnelle onstitue une base mathématique traditionnellement enseignée qui pourrait ainsi
prétendre à être le langage ommun entre tous les ateurs d'un développement logiiel.
En outre, la syntaxe onise et la sémantique laire de la logique équationnelle reèlent
des prinipes de raisonnement puissants. À notre onnaissane, ette thèse semble être
la première à traiter des eets de bord dans la logique équationnelle sans expliiter un
modèle de la mémoire.
Une deuxième aratéristique de notre méthode est son degré d'automatisation : une
large lasse de programmes est automatiquement traduisible en équations par notre sys-
tème. De plus, le hoix de la logique équationnelle a pour avantage de présenter la séman-
tique des programmes sous une forme ommode pour l'automatisation des traitements
postérieurs. En eet, de nombreux outils et algorithmes failitent le raisonnement dans la
logique équationnelle.
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Notre système, SOSSubC, se déline en deux versions :
SOSSub
R
C
Dans ette première version du système, la sémantique du langage impératif
soure, le langage SubC , est formalisée par les règles d'un système de réériture dont
nous avons prouvé la propriété de onvergene. Cette propriété assure que le pro-
essus de réériture des programmes termine et que son résultat est unique. Ainsi,
la propriété de onvergene garantit que notre système dénit pour tout programme
SubC une, et une seule, sémantique algébrique du programme. En outre, la démons-
tration de ette propriété a été menée automatiquement ave un démonstrateur de
théorèmes.
SOSSub
ext
C Dans ette seonde version du système, nous munissons le langage SubC de
onstrutions qui permettent de réer des alias et d'eetuer des eets de bord. Le
aratère indéidable du traitement automatique de la plupart des problèmes ayant
trait aux alias nous a onduits à dénir une lasse de programmes pour laquelle
notre approhe reste automatique. L'appartenane d'un programme à ette lasse
se déide, hors de notre système, en vériant que le programme satisfait un ensemble
de prérequis.
Plan de la thèse
Le manusrit débute par un hapitre qui ore une vue d'ensemble de la thèse. Nous y
exposons la problématique et nos motivations à travers des exemples, ainsi que les travaux
qui onstituent notre ontribution.
La première partie est onsarée, d'une part, à l'examen des diretions de reherhe ex-
plorées dans le domaine de la vériation de programme, et d'autre part, à la présentation
des onepts et des notions qui seront utiles à la leture du manusrit. Nous présentons
notamment la logique équationnelle et les systèmes de réériture.
La deuxième partie traite de notre méthode proprement dite. Le premier hapitre
aborde la version SOSSub
R
C de notre système. Nous introduisons le langage SubC et les
prinipes de notre approhe, puis nous revenons en détail sur la sémantique du langage
et son traitement dans le système. Nous onluons le hapitre en prouvant la onvergene
du système de réériture au ÷ur de SOSSub
R
C . Le deuxième hapitre de ette partie
traite de la version SOSSub
ext
C de notre système. Cette version du système est onstruite
sur Sub
ext
C une extension de SubC qui proure de nouvelles possibilités d'eet de bord.
Nous ommençons le hapitre par une disussion des onséquenes sur le système de
es nouveaux eets de bord. Nous dérivons ensuite la syntaxe et la sémantique des
onstrutions nouvelles, ainsi que les réperussions sur les autres éléments du système et
sur l'approhe elle-même.
La troisième partie rapporte une série d'expérimentations qui ont été menées ave les
deux versions de notre système. Nous y développons notamment les exemples qui ont servi
à exposer les motivations de notre approhe lors du tout premier hapitre.
Dans la onlusion, nous faisons une synthèse des travaux aomplis ainsi que leur
ritique. Enn, nous disutons brièvement des perspetives de reherhe que ette thèse
susite.
Aperçu global de la thèse
L'objet de e hapitre est d'introduire onrètement, par des exemples simples mais
non triviaux, les motivations et les ontributions des travaux dont e mémoire rend
ompte. Le détail des solutions mises en ÷uvre se trouve dans la Partie II.
Nous abordons dans la Setion 1.1 la problématique de la preuve de propriétés de
programmes par deux as pratiques. La Setion 1.2 présente le système SOSSubC qui
entreprend de répondre, pour une lasse réduite de programmes, aux questions ainsi sou-
levées. Nous mettons alors en évidene dans la Setion 1.3 l'apport du système SOSSubC
sur les deux exemples introdutifs de e hapitre.
1.1 La problématique : exemples motivants
Si, à des degrés très divers, les ateurs du monde du logiiel s'aordent majoritaire-
ment à reonnaître l'intérêt de spéier et de vérier les programmes qu'ils développent,
la question de la méthode reste ouverte. Nous illustrons le problème de la vériation de
propriétés des programmes sur deux exemples :
 le premier est tiré du domaine de l'arithmétique et s'implante simplement dans tout
langage impératif ;
 le seond provient du domaine des tris en informatique, féond en algorithmes, et
utilise des onstrutions plus avanées des langages impératifs.
À travers es exemples, notre intention est de donner l'intuition de notre approhe en
faisant perevoir quels sont les avantages de raisonner formellement sur les programmes
aussi naturellement que nous avons l'habitude de le faire en mathématiques.
1.1.1 Plus Grand Commun Diviseur
Considérons l'exemple du alul du Plus Grand Commun Diviseur (pgcd). Le pgcd de
deux entiers naturels non tous deux nuls est déni omme le plus grand entier qui divise
les deux nombres. Un entier d divise un entier n si le reste de la division entière de n par
d est nul.
La Figure 1.1 ontient une proposition de programme pour aluler le pgcd de deux
nombres. Ce fragment de programme est érit dans un langage de programmation impé-
ratif, C en l'ourrene. Il omporte une unique fontion pgcd qui prend en paramètre
deux entiers, a et b, et renvoie la valeur de pgcd(a, b).
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int pgcd(int a, int b)
{
int r;
while(b != 0)
{
r = b;
b = a % b;
a = r;
}
return a;
}
Fig. 1.1  Un alul du Plus Grand Commun Diviseur en C : pgcd. Le symbole % est
l'opérateur modulo du C : a%b est le reste de la division entière de a par b (i.e., amod b).
Quelle garantie avons-nous que e texte, une fois exéuté sur un ordinateur, alule
eetivement pgcd(a, b) ? Quand bien même nous onnaîtrions l'algorithme d'Eulide2
dont e programme est une variante, nous pourrions néanmoins nous poser la question de
la validité du programme : ne serait-e que pour des valeurs négatives ou nulles de a ou
b.
D'autre part, un mathématiien saura dire qu'une propriété fondamentale du pgcd est
la suivante
3
:
Propriété 1.1. Pour a et b entiers naturels et a > b, pgcd(a, b) = pgcd(a− b, b).
Cependant, omment prouver que le programme pgcd vérie ette propriété ?
Deux approhes s'orent à nous :
 Pour nous onvainre, nous pouvons eetuer des tests et vérier que pour ertaines
valeurs de a et b le résultat obtenu est bien elui attendu. Cette solution, bien
qu'étant la plus usitée, n'est pas satisfaisante. En eet, ette façon de proéder
montre l'adéquation du programme proposé ave le alul souhaité pour les seules
valeurs de a et b qui auront été essayées, mais auunement pour toutes les autres
valeurs. Or, l'espae des valeurs possibles, les entiers, est inni : ette méthode
s'avère impratiable pour démontrer la orretion du programme.
 Une autre démarhe onsiste à raisonner sur le texte du programme lui-même ave
une rigueur équivalente à elle des mathématiques. Pour atteindre et objetif, il faut
donner un sens formel aux programmes, 'est-à-dire, une signiation symbolique et
non ambiguë ave laquelle des démonstrations pourront être onstruites.
L'idée que nous préonisons dans ette thèse est de traduire les programmes dans
la logique équationnelle. Plus préisément, nous proposons de traduire le programme
2
Cet algorithme onsiste à soustraire itérativement le plus petit nombre au plus grand jusqu'à e qu'ils
soient égaux, ette dernière valeur est le pgcd.
3
L'algorithme d'Eulide repose d'ailleurs sur ette propriété.
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typedef struct CELL ∗LIST;
struct CELL {
int element;
LIST next;
};
Fig. 1.2  Une implantation des listes simplement haînées en C
pgcd en un ensemble d'équations. Nous disposons alors de tout  l'arsenal des mathéma-
tiques  pour prouver des propriétés exprimées par des assertions logiques telles que la
Propriété 1.1. De plus, ette tâhe peut être aomplie manuellement ou à l'aide d'outils
logiiels de preuve.
L'étape essentielle dans la réalisation de e projet réside dans la tradution du texte du
programme vers sa formulation mathématique. L'ambition du système SOSSubC, présenté
dans la Setion 1.2, est d'eetuer automatiquement ette tradution. La tradution du
programme pgcd et la preuve de la Propriété 1.1 sont disutées dans la Setion 1.3.1.
Mais avant ela, onsidérons un deuxième exemple de programme plus omplexe.
1.1.2 Tri par fusion
Les pointeurs oupent une plae importante en langage C. Ils permettent, entre autres,
de passer par adresse des paramètres à un sous-programme ou de dénir des types de
données réursifs. L'exemple le plus simple et le plus représentatif des types de données
réursifs est peut-être la liste simplement haînée. Celle-i onsiste en une séquene de
maillons qui portent haun une information
4
et un lien vers le maillon suivant. Une
implantation de ette struture de données en C est fournie par le type LIST de la
Figure 1.2.
Employés à bon esient, les pointeurs onduisent à des programmes ompats et e-
aes aussi bien en temps qu'en espae mémoire. Le programme de tri fusion MergeSort
de la Figure 1.3, extrait du livre Foundations of Computer Siene
[
Aho et Ullman, 1994,
Setion 2.8 (page 84)
℄
, en est une remarquable illustration. Une analyse informelle de
e programme révèle qu'il est omposé de trois sous-programmes manipulant des listes
d'entiers :
 Le sous-programme MergeSort trie la liste list passée en paramètre et renvoie
le résultat du tri. L'algorithme est le suivant :
 Si list est vide ou ne ontient qu'un seul maillon, alors elle est déjà triée et
elle est renvoyée.
 Dans le as ontraire, la moitié des éléments sont retirés de list et plaés
dans la liste SecondList (appel du sous-programme split, e qui implique
potentiellement un eet de bord sur le paramètre de MergeSort). Les deux
listes sont alors réursivement triées avant d'être fusionnées en une seule par
merge. Cette dernière liste est renvoyée.
4
Nous dirons aussi élément ; et par abus de langage, nous pourrons employer élément pour maillon.
8 Aperçu global de la thèse
LIST merge(LIST list1, LIST list2);
LIST split(LIST list);
LIST MergeSort(LIST list);
LIST MergeSort(LIST list)
{
LIST SecondList;
if (list == NULL) return NULL;
else if (list−>next == NULL) return list;
else {
SecondList = split(list);
return merge(MergeSort(list), MergeSort(SecondList));
}
}
LIST merge(LIST list1, LIST list2)
{
if (list1 == NULL) return list2;
else if (list2 == NULL) return list1;
else if (list1−>element <= list2−>element) {
list1−>next = merge(list1−>next, list2);
return list1;
}
else {
list2−>next = merge(list1, list2−>next);
return list2;
}
}
LIST split(LIST list)
{
LIST pSecondCell;
if (list == NULL) return NULL;
else if (list−>next == NULL) return NULL;
else {
pSecondCell = list−>next;
list−>next = pSecondCell−>next;
pSecondCell−>next = split(pSecondCell−>next);
return pSecondCell;
}
}
Fig. 1.3  Le programme de tri MergeSort en C [Aho et Ullman, 1994℄
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Dans les deux as, la liste renvoyée est onstituée exatement des maillons de list
réordonnés.
 Le rle du sous-programme split est de retirer un élément sur deux de la liste qui
lui est passée en paramètre (elle a don un eet de bord) et de les regrouper dans
une seonde liste qui est renvoyée.
Exemple 1.2. Supposons que la liste list ontienne les éléments 1, 2, 3, 4 et 5
dans et ordre. L'appel du sous-programme split retourne une liste ontenant les
éléments 2 et 4 dans et ordre. Dans le même temps, list a été modiée et ne
ontient plus que les éléments 1, 3 et 5 dans et ordre. 
 Le sous-programme merge prend deux listes triées et arrange leurs éléments en une
liste triée, qui est renvoyée. Les deux listes passées en paramètre sont modiées au
ours du traitement, e qui est un eet de bord du sous-programme.
Selon le même shéma que pour le programme du alul du pgcd, la preuve de la or-
retion du programme MergeSort néessite en premier lieu d'établir sa spéiation. La
vériation d'un programme de tri de listes requiert la démonstration de deux propriétés :
 il faut bien évidemment que la liste résultat soit triée, 'est-à-dire que les éléments
qui la omposent soient ordonnés ;
 mais il faut aussi s'assurer que la liste résultat omporte les mêmes éléments que la
liste initiale et en même nombre.
Cei s'énone dans le as du MergeSort par les deux propriétés suivantes, les fontions
sorted et permutation étant dénies par ailleurs (f. Setions 6.3 et 7.1) :
Propriété 1.3. Pour toute liste l d'entiers, sorted(MergeSort(l)) = vrai .
Propriété 1.4. Pour toute liste l d'entiers, permutation(l,MergeSort(l)) = vrai .
Le aratère informel de l'analyse esquissée préédemment ne permet de déider sur
la validité d'auune propriété. Nous renontrons la même diulté à raisonner sur les
programmes qu'ave l'exemple du alul du pgcd de la setion préédente. De surroît,
la sémantique des onstrutions du langage de programmation auxquelles nous nous in-
téressons est plus omplexe. Nous tirerions don enore davantage prot de la possibilité
de raisonner formellement sur les programmes et de déléguer à la mahine autant que
possible de ette tâhe hautement sujette à erreur.
La setion qui suit présente le système SOSSubC qui nous permettra de traduire le
programme du tri par fusion en équations et de prouver sa orretion dans la Setion 1.3.2.
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1.2 Notre ontribution : le système SOSSubC
Nous avons introduit dans la setion préédente la problématique de la vériation de
propriétés des programmes. Le système SOSSubC, qui est l'objet des travaux présentés
dans e mémoire, répond au besoin de raisonner sur les programmes impératifs de façon
formelle en se fondant sur la logique équationnelle (f. Setion 3.1 pour une dénition).
Dans ette logique, la desription formelle des programmes et des spéiations des pro-
grammes est formulée par des équations onditionnelles. La vériation d'un programme
onsiste alors à démontrer, au moyen des règles d'inférene de la logique, que les équations
des spéiations du programme se déduisent des équations du programme.
Le système SOSSubC s'intègre dans un atelier où les programmes sont développés dans
un langage impératif, le langage SubC , avant d'être automatiquement traduits en équations
pour que leur orretion soit formellement prouvée à l'aide de systèmes de preuve.
Les trois setions qui suivent donnent un aperçu du système SOSSubC, qui sera plei-
nement détaillé dans les prohains hapitres. Nous exposons tout d'abord les prinipes
du système, puis nous présentons la version du système sur les onstrutions de base du
langage SubC , enn, nous abordons la version du système étendu à des onstrutions plus
omplexes.
1.2.1 Prinipes
La néessité de pouvoir raisonner sur les programmes onduit à attribuer un sens for-
mel aux diérentes onstrutions du langage de programmation (e.g., while, if, et.).
Cei est le rle d'une sémantique, qui est un  odage symbolique  dans un système
mathématique formel des aluls possibles dans le langage. Le système formel est habi-
tuellement une logique dans laquelle il sera possible de onstruire des démonstrations et
de prouver des formules.
Le prinipe de notre approhe est de produire automatiquement la séman-
tique équationnelle d'un programme à partir de son ode soure : 'est-à-dire,
produire un ensemble d'équations qui onstituent les axiomes de la théorie
équationnelle du programme.
À ette n, nous dérivons la sémantique du langage impératif de program-
mation par les modiations que les diérentes onstrutions du langage
entraînent sur un ensemble d'équations aratéristiques de l'état d'un pro-
gramme. L'évaluation symbolique d'un programme selon ette sémantique gé-
nère l'axiomatisation du programme. L'évaluation des programmes est  sym-
bolique  au sens que les données en entrée des programmes sont manipulées
omme des symboles dont la valeur n'est pas onnue. Le résultat de l'éva-
luation d'un programme est par onséquent un ensemble d'équations dont les
variables sont les entrées du programme.
Ces équations pourront alors être utilisées pour prouver des propriétés de
programmes.
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Traditionnellement, les sémantiques dénotationnelles rendent apparent un modèle de
la mémoire (même lorsque e modèle est abstrait omme dans le as des sémantiques algé-
briques) et sont plus appropriées pour raisonner sur les langages que sur les programmes.
De même, les sémantiques opérationnelles éhouent à fournir un adre bien adapté à la
preuve de propriétés de programmes et servent plutt dans le domaine de l'équivalene des
programmes. En revanhe, les sémantiques axiomatiques ont été onçues pour la preuve
de propriétés de programmes mais donnent en général une sémantique des itérations peu
naturelle.
Notre approhe se distingue des travaux similaires par :
 son aptitude à être automatisée grâe au hoix de la logique équationnelle pour
exprimer la sémantique des programmes ;
 l'absene de modèle de la mémoire ;
 la distintion laire entre la sémantique du langage et elle des programmes ;
 les aratéristiques du langage impératif traité (boules, mémoire dynamique, eets
de bord, et.).
Le système SOSSubC met en ÷uvre notre approhe en réalisant l'axiomatisation des
programmes érits en SubC : 'est-à-dire, la tradution automatique des programmes vers
un ensemble d'équations qui dénit leur sémantique. Plus préisément, l'axiomatisation
omporte trois étapes artiulées autour de l'évaluation symbolique des programmes :
1. tradution des programmes en termes ;
2. évaluation symbolique des termes ;
3. formulation des équations.
Tradution des programmes en termes
À haque onstrution du langage SubC (e.g., instrution, opérateur) orrespond un
symbole de fontion de la signature Σ
sos
(f. Setion 4.2). L'ensemble des symboles de
fontion de la signature ontient aussi les symboles des variables, les symboles des littéraux
et les symboles des fontions qui peuvent être utilisés en SubC .
Exemple 1.5. L'aetation du langage SubC est assoiée au symbole de fontion de la
signature Σ
sos
C_Assign. 
L'analyse lexio-syntaxique du ode soure d'un programme SubC produit l'arbre de
syntaxe abstraite du programme :
 les n÷uds de et arbre sont essentiellement les symboles des instrutions et des
opérateurs du langage SubC , ainsi que des fontions dénies dans le programme
analysé ;
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 les feuilles de et arbre sont les noms des variables du programme analysé et les
littéraux (les nombres entiers).
Ainsi, l'arbre de syntaxe abstraite du programme onstitue la représentation arboresente
d'un terme de la signature Σ
sos
.
Exemple 1.6. Dans un programme SubC , au ours de la première étape de l'axiomatisa-
tion, une aetation x = e produit l'arbre de syntaxe abstraite suivant :
C_Assign
ex
Cet arbre orrespond au terme C_Assign(x, e) où x et e sont des symboles de onstante
et C_Assign un symbole de fontion de la signature Σ
sos
. 
Note 1.7. Par ommodité d'ériture, dans les termes des programmes, une liste ne sera
pas représentée à l'aide de ses deux onstruteurs (liste vide et ajout en tête d'un élément)
sous la forme d'un terme. Nous adopterons une notation où les listes sont délimitées par
des aolades et leurs éléments séparés par un point. Ainsi, {} dénote la liste vide et, par
exemple, {e1 · e2} dénote une liste à deux éléments.
Cette étape est détaillée dans le Chapitre 4, et plus partiulièrement dans la Se-
tion 4.2.2.
Évaluation symbolique des termes
La sémantique des onstrutions du langage SubC est exprimée par des modiations
dans un ensemble d'équations qui onstitue l'environnement d'un programme.
Les termes obtenus de la première étape sont évalués onformément à la sémantique
du langage. L'évaluation est symbolique : nous représentons des entrées arbitraires des
programmes par des symboles. Cette opération fait don évoluer un environnement initial
vers un environnement nal qui dérit la sémantique du programme, 'est-à-dire, toutes
les exéutions possibles du programme.
Cette étape est réalisée de deux manières diérentes selon la version du système
SOSSubC :
SOSSub
R
C
s'applique à une lasse de programmes où les possibilités d'eet de bord sont
limitées. La sémantique du langage SubC est exprimée formellement par un sys-
tème de réériture. (f. Chapitre 4, et plus partiulièrement Setion 4.2). Cette
formalisation nous permet de prouver ertaines propriétés de l'axiomatisation (f.
Setion 4.4).
SOSSub
ext
C traite une lasse de programmes plus vaste dénie par Sub
ext
C , une extension
du langage SubC. An de réaliser la tradution en équations des nouvelles onstru-
tions, nous proposons des algorithmes qui ne mettent plus en ÷uvre de système de
réériture (f. Chapitre 5). Les propriétés prouvées pour SOSSub
R
C ne sont don pas
diretement transposables à SOSSub
ext
C .
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Exemple 1.8. Dans un environnement, nous représentons l'équation x = v par une paire
C_Pair(x, v). Un ensemble d'équations est alors une liste de paires. Ainsi, les valeurs des
variables d'un programme forment une liste de paires assoiant le nom d'une variable à
sa valeur.
Supposons par exemple qu'une variable x d'un programme ait pour valeur v dans
l'environnement ourant du programme (i.e., l'environnement résultant de l'évaluation
des instrutions préédentes du programme), alors la liste de paires dans l'environnement
aura la forme suivante :
{ . . . · C_Pair(x, v) · . . . }
La sémantique d'une aetation C_Assign(x, e) est de remplaer dans l'environne-
ment ourant la paire onernant la variable x par la paire C_Pair(x, e'), où e' est
l'expression e partiellement évaluée dans l'environnement ourant. L'évaluation de ette
aetation produira don le hangement d'environnement suivant :
{ . . . ·C_Pair(x, v) · . . . }
C_Assign(x, e)
−−−−−−−−→ { . . . ·C_Pair(x, e') · . . . } 
Formulation des équations
Dans un environnement nal, la valeur des variables est une expression algébrique
dénie sur les symboles des entrées du programme. Éventuellement, pour une variable
donnée plusieurs valeurs sont dénies et assoiées à des onditions. Ces onditions sont
formulées par des relations sur les entrées du programme, elles proviennent des onditions
des strutures de ontrle renontrées lors de l'évaluation du programme et qu'il n'a pas
été possible de résoudre puisque l'évaluation est symbolique.
Parmi toutes les variables, seules les valeurs de ertaines nous intéressent : la troisième
étape de l'axiomatisation onsiste alors à reherher les valeurs pertinentes ontenues dans
un environnement et à les présenter sous forme équationnelle pour une utilisation dans
un système de preuve (f. Setions 4.2.4 et 5.4).
Exemple 1.9. Pour illustrer ette troisième étape, très simplement, si nous sommes
intéressés par la valeur d'une variable x, nous reherhons dans l'environnement nal la
paire C_Pair(x, v) et nous érivons l'équation x = v. 
Exemple 1.10 (somme des n premiers entiers). Nous exemplions ii les trois étapes
de l'axiomatisation ave SOSSub
R
C de la fontion somme(n) qui alule la somme des
n premiers entiers naturels. Cette fontion est dénie par le programme SubC de la Fi-
gure 1.4. Le programme onsiste prinipalement en une boule où la variable n déroît
jusqu'à zéro, pendant que la variable sum sert d'aumulateur des valeurs suessives de
n.
Pour e premier exemple, nous allons simplier la notation et masquer ertains dé-
tails de la méthode. L'exemple omplet est traité dans la Setion 4.3.3 (Exemple 4.10 en
Page 76).
1. Lors de la première étape, les onstrutions du langage SubC sont traduites en
termes. Par exemple, pour l'instrution while, nous onstruisons un terme as-
soiant la ondition de la boule à la liste d'instrutions formant le orps de la
boule :
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int somme(int n) {
int sum = 0;
while (n != 0) {
sum = sum + n;
n = n − 1;
}
return sum;
}
Fig. 1.4  Un alul de la somme des n premiers entiers en SubC
C_While(n 6= 0, {C_Assign(sum, (sum + n)) · C_Assign(n, (n − 1))})
Pour l'instrution return sum, nous onstruisons un terme qui assoie le nom
de la fontion à l'expression de retour de la fontion, omme s'il s'agissait d'une
aetation :
C_Assign(somme, sum)
Au nal, l'analyse lexio-syntaxique du ode SubC de la fontion somme produit le
terme Tsomme suivant :
{C_Assign(sum, 0) ·
C_While(n 6= 0, {C_Assign(sum, (sum + n)) · C_Assign(n, (n − 1))}) ·
C_Assign(somme, sum)}
Dans notre ontexte, l'environnement initial d'une fontion est une liste de paires
qui assoient :
 les paramètres formels aux paramètres eetifs de la fontion ;
 les variables loales à une valeur par défaut (zéro pour le type entier) s'il n'y a
pas eu d'initialisation expliite.
Soit n
e
le paramètre eetif assoié à n, l'environnement initial de somme est la
liste de deux paires :
{C_Pair(sum, 0) · C_Pair(n, n
e
)}
2. Le terme Tsomme est ensuite évalué symboliquement dans l'environnement initial
selon les règles de la sémantique du langage SubC . L'évaluation d'une liste de termes
est l'évaluation de la queue de la liste dans l'environnement produit par l'évaluation
de la tête de la liste.
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Dans et exemple, la tête de la liste est un terme qui orrespond à une aetation
(nous en avons vu la sémantique dans l'Exemple 1.8). L'évaluation de e terme laisse
l'environnement initial inhangé.
Ensuite, l'évaluation du terme de raine C_While ajoute dans l'environnement l'élé-
ment suivant (f. Setion 4.3.3) :
C_While_Closure(n 6= 0, {C_Pair(n, n−1) · C_Pair(sum, sum+n)})
Lors de l'étape suivante, la boule donnera lieu à la dénition d'une nouvelle fon-
tion. La valeur des variables est mise à jour pour tenir ompte de ette nouvelle
fontion, dénotée par un terme C_Loop. Par exemple pour la variable n :
C_Pair(n, C_Loop(n, {C_Pair(n, n
e
) · C_Pair(sum, 0)}))
Pour nir, la sémantique de l'instrution return est d'ajouter dans l'environnement
une paire assoiant le nom de la fontion à sa valeur de retour une fois mise à jour
dans l'environnement ourant. Ainsi, l'environnement nal est le suivant :
{C_While_Closure(n 6= 0, {C_Pair(n, n−1) · C_Pair(sum, sum+n)}) ·
C_Pair(n, C_Loop(n, {C_Pair(n, n
e
) · C_Pair(sum, 0)})) ·
C_Pair(sum, C_Loop(sum, {C_Pair(n, n
e
) · C_Pair(sum, 0)})) ·
C_Pair(somme, C_Loop(sum, {C_Pair(n, n
e
) · C_Pair(sum, 0)}))}
3. L'environnement ontient trois paires, ependant, lors de la troisième étape, nous
ne nous intéressons qu'à elle qui porte la valeur de retour de la fontion somme.
Cette valeur est un terme de raine C_Loop qui orrespond à un appel à une
fontion sommel dénie réursivement par deux équations à partir du terme de
raine C_While_Closure :
n 6= 0⇒ sommel(n, sum) = sommel(n− 1, sum+ n) (1.11)
n = 0⇒ sommel(n, sum) = sum (1.12)
somme(n) = sommel(n, 0) (1.13)
Ces équations expriment la sémantique du programme somme dans la logique équa-
tionnelle. Elles pourront servir à montrer des propriétés du programme. 
Nous avons développé en Java deux versions de SOSSubC qui dièrent par la lasse
de programmes onernée et la méthode employée pour l'évaluation symbolique :
 SOSSub
R
C , pour le langage SubC ave une modélisation fontionnelle des listes ;
 SOSSub
ext
C , pour le langage Sub
ext
C intégrant des listes mutables et des eets de bord.
Nous présentons dans les deux setions suivantes les partiularités de haune des versions
du système.
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1.2.2 SOSSub
R
C
Le langage de programmation impératif SubC se présente omme un sous-ensemble du
langage C ave deux types primitifs de données : les entiers et les listes. Les données se
manipulent à l'aide d'opérateurs prédénis pour haque type et de fontions dénies par
l'utilisateur. L'aetation et les strutures de ontrle typiques des langages impératifs
sont présentes.
Dans la version SOSSub
R
C du système SOSSubC, le mode de passage des paramètres
est par valeur uniquement. De plus, le type liste ne suit pas la dénition habituelle dans
les langages impératifs de ette struture de données : une liste, bien qu'elle soit une
séquene d'éléments, est manipulée dans le langage omme une unique valeur.
Comme énoné dans la setion préédente, le prinipe du système SOSSubC est de
 traduire  automatiquement le ode soure SubC vers un ensemble d'équations exprimant
la sémantique du programme. Cette tradution, appelée axiomatisation, s'intègre dans
un atelier pour prouver interativement des propriétés de programmes. La desription
synoptique de notre atelier pour la version SOSSub
R
C est montrée Figure 1.5.
Les onepteurs d'une appliation érivent les spéiations du programme omme un
ensemble de propriétés désirées : les équations des propriétés du programme. Elles sont
exprimées dans une logique ohérente ave la logique équationnelle, e.g., la logique du pre-
mier ordre. Les développeurs produisent le ode SubC du programme selon les indiations
des onepteurs. Ces deux étapes sont essentiellement l'÷uvre d'ateurs humains. Ensuite,
le système SOSSub
R
C traduit le ode soure en un ensemble d'équations. Ces équations
onstituent les axiomes d'une théorie pour la logique équationnelle : les axiomes de la
théorie du programme. Enn, lors de la dernière étape, les équations des propriétés de-
viennent des onjetures. La vériation de la orretion du programme onsiste alors
à démontrer, dans la logique de la spéiation, que es onjetures appartiennent à la
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théorie équationnelle du programme. Si la démonstration est possible, alors il aura été
prouvé que le programme respete ses spéiations.
Puisque les axiomes du programme sont exprimés dans la logique équationnelle, la
preuve peut être faite au moyen d'un des nombreux systèmes de preuve à même de ma-
nipuler la logique équationnelle : automatiquement ave les démonstrateurs de théorèmes
apables d'indution mathématique omme RRL
[
Kapur et Zhang, 1988
℄
ou Spike
[
Bou-
houla et al., 1992
℄
, ou interativement en utilisant des assistants de preuve
5
omme pvs
[
Owre et al., 1992
℄
ou Coq
[
Barras et al., 1997
℄
(f. Setion 2.4 pour des détails sur les
systèmes de preuve).
L'axiomatisation est l'opération qui prend en entrée un programme SubC et produit en
sortie un ensemble d'équations exprimant la sémantique du programme. Dans SOSSub
R
C ,
nous utilisons un système de réériture omme le moyen formel de dénir la sémantique
du langage SubC . Cette dénition possède l'avantage supplémentaire d'être exéutable :
la réériture permet d'eetuer l'évaluation symbolique des programmes (f. Setion 3.2).
Le système de réériture que nous avons déni, nommé SOSR, gure en Annexe A et est
dérit ave SOSSub
R
C dans la Setion 4.
1.2.3 SOSSub
ext
C
Dans SOSSub
R
C , le langage SubC ne apture pas ertains des méanismes propres
au paradigme impératif, parmi les plus eaes, tels que eux qui sont à l'÷uvre dans
le programme MergeSort de la Setion 1.1.2. En eet, les trois sous-programmes de
MergeSort ne opient, ni ne réent, auun maillon de liste (bien que l'algorithme ne
soit pas onstant en espae du fait de la pile des appels réursifs), elles se ontentent de
réarranger les liens entre les éléments de la liste à trier. Cette façon de proéder n'est
pas réalisable ave SOSSub
R
C , elle est pourtant typique des langages impératifs et repose
sur la notion d'eet de bord. Les objets manipulés par les programmes impératifs sont
mutables : leur état peut hanger au ours de l'exéution du programme.
L'approhe proposée ave le système SOSSubC reste valide. Il onvient ependant
d'enrihir le langage SubC de nouvelles onstrutions semblables à elles qui sont employées
dans le programme MergeSort et de leur donner une sémantique dans le adre de la
logique équationnelle.
Essentiellement, nous étendons le langage SubC en ajoutant les listes mutables et un
mode de passage des paramètres par référene :
 Le type des listes est désormais semblable à la struture de liste simplement haînée
des langages impératifs et s'inspire de l'implantation en C de la Figure 1.2, à l'ex-
eption que le type de l'élément peut être n'importe quel type de données SubC , et
en partiulier une liste. Nous ajoutons deux nouvelles onstrutions, L->element
et L->next qui permettent de modier, respetivement, le ontenu et le suivant du
maillon pointé par L.
5
Cette distintion sur le degré d'automatisation entre démonstrateur de théorèmes et assistant de
preuve peut paraître assez artiielle ar les démonstrateurs de théorèmes sont souvent partiellement
interatifs et les assistants de preuve partiellement automatisés.
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 Nous enrihissons aussi le langage SubC de sous-programmes ave une forme d'appel
par référene. Ce mode de passage des paramètres est dénoté par une perluète
(aratère &) devant le nom du paramètre dans le prototype du sous-programme. Il
autorise un sous-programme à modier la valeur d'un paramètre.
Grâe à es ajouts, le langage Sub
ext
C reouvre maintenant une plus large lasse de
programmes. Ainsi, nous pouvons érire en Sub
ext
C le programme du tri fusion de la Fi-
gure 1.3 : le résultat, en Figure 1.6, s'obtient par un simple hangement de syntaxe. Mais
surtout, les algorithmes peuvent être exprimés aussi naturellement en Sub
ext
C que dans
un langage impératif usuel omme le C, ependant que nous maintenons un ontrle sur
l'utilisation des pointeurs. Par exemple, nous ne fournissons toujours pas de type pointeur
générique, ni n'autorisons l'arithmétique de pointeur.
Néanmoins, même et usage restreint des pointeurs soulève le problème diile des
alias. L'intérêt que nous portons aux alias provient de la néessité de propager les eets
de bord à tous les noms alias d'un même objet, e.g., si liste1 et liste2 sont des alias,
lorsque la valeur de liste1 est modiée, il faut aussi que liste2 reète la nouvelle
valeur. Un prérequis à et objetif est de déeler tous les alias. Malheureusement, e
problème est indéidable pour un langage tel que Sub
ext
C
(f. Setion 5.1.1).
Pour nous, ela implique très onrètement l'impossibilité d'automatiser la tradution
des programmes Sub
ext
C en équations dans le as général. Nonobstant, nous énonçons un
ensemble de restritions sur l'emploi des onstrutions problématiques qui nous permet
de proposer un algorithme pour l'axiomatisation (f. Chapitre 5, et plus partiulièrement
Setion 5.2.2 pour les restritions). Cet algorithme ne repose plus sur la réériture et se
base sur un shéma de nommage, ou dénomination systématique, des zones de mémoire
aessibles au programme qui donne lieu à une représentation  naturelle  des listes et
des opérations sur les listes.
Le proessus de preuve dérit par la Figure 1.5 doit être remanié pour inlure une étape
supplémentaire qui onsiste en la démonstration, non automatisée, que le programme res-
pete les règles de réation et d'emploi des alias. Ce n'est qu'à ette ondition que l'axio-
matisation par SOSSub
ext
C est valide. Le nouveau proessus est illustré par la Figure 1.7.
1.3 SOSSubC versus les exemples motivants
Nous revenons dans ette setion sur les deux exemples introdutifs de la Setion 1.1.
Nous montrons omment le système SOSSubC donne une réponse aux questions que nous
avions alors laissées en suspens.
1.3.1 Sur l'exemple du Plus Grand Commun Diviseur
Nous avons présenté dans la Setion 1.1.1, en Figure 1.1, le programme pgcd supposé
aluler le pgcd de deux entiers naturels. Nous avons disuté de la diulté de raisonner
sur le ode soure et de vérier que le programme satisfait les propriétés du pgcd.
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list split(list L);
list merge(list La, list Lb);
list mergeSort(list L)
{
list secondList, La, Lb;
if(L == NULL) return NULL;
else if(next(L) == NULL) return L;
else {
secondList = split(L);
La = mergeSort(L);
Lb = mergeSort(secondList);
return merge(La, Lb);
}
}
list merge(list La, list Lb)
{
if(La == NULL) return Lb;
else if(Lb == NULL) return La;
else if(element(La) <= element(Lb)) {
La->next = merge(next(La), Lb);
return La;
}
else {
Lb->next = merge(La, next(Lb));
return Lb;
}
}
list split(list L)
{
list pSecondCell;
if(L == NULL) return NULL;
else if(next(L) == NULL) return NULL;
else {
pSecondCell = next(L);
L->next = next(pSecondCell);
pSecondCell->next = split(next(pSecondCell));
return pSecondCell;
}
}
Fig. 1.6  Le programme de tri MergeSort en SubextC
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Fig. 1.7  L'atelier de preuve ave SOSSub
ext
C . L'atelier remanié inlut une étape manuelle
de preuve que les ritères de réation et d'emploi des alias dans le programme soure sont
respetés.
Grâe au système SOSSubC, nous pouvons traduire automatiquement le ode soure
d'un programme SubC en équations onditionnelles, ave lesquelles nous savons raisonner.
Le programme pgcd n'utilisant auune des onstrutions spéiques de SOSSubextC , les
deux versions du système SOSSubC peuvent être employées. La Figure 1.8 ontient les
équations obtenues pour le programme pgcd. Celles-i onstituent e que nous avons
appelé les axiomes de la théorie équationnelle du programme. Elles vont nous permettre
de prouver le théorème suivant :
Théorème 1.17. Soient a et b deux entiers naturels tels que a > b, étant donné la
dénition équationnelle de la fontion pgcd en Figure 1.8, pgcd(a, b) = pgcd(a− b, b).
Démonstration. La démonstration est triviale et s'appuie sur une propriété de mod :
b 6= 0⇒ a mod b = a− b mod b
La Setion 6.1 disute de ette preuve ave un assistant de preuve.
Puisque les équations de la Figure 1.8 expriment la sémantique du programme pgcd,
nous déduisons du Théorème 1.17 que e programme vérie la Propriété 1.1 du pgcd.
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b 6= 0⇒ pgcda(a, b, r) = pgcda(b, amod b, b) (1.14)
pgcda(a, 0, r) = a (1.15)
pgcd(a, b) = pgcda(a, b, 0) (1.16)
Fig. 1.8  Équations de pgcd
Cependant, ei ne sut pas à prouver que le programme pgcd alule eetivement
le pgcd de deux nombres. La propriété que nous venons de montrer ne onstitue pas à elle
seule une spéiation omplète du pgcd. Dans le as d'une appliation logiielle réelle, la
desription de l'appliation est souvent informelle et la formalisation d'une spéiation
omplète du problème peut s'avérer diile. Dans le as présent, les propriétés désirées
ont déjà une dénition équationnelle et peuvent sans diulté être exprimées dans un
système de preuve. Pour le programme de alul du pgcd, nous pourrions enore vouloir
vérier les deux propriétés suivantes :
Propriété 1.18. Pour a et b entiers naturels, pgcd(a, b) = pgcd(b, a).
Propriété 1.19. Pour a entier naturel, pgcd(a, a) = a.
Démonstration. La démonstration de es propriétés ave un système de preuve ne pose
pas de diulté (f. Setion 6.1).
Outre leur intérêt pour la preuve de programme, les équations obtenues ave SOSSubC
pour le programme pgcd dénissent un programme équationnel exéutable. En eet, les
équations peuvent être orientées, de gauhe à droite, en règles de réériture. La norma-
lisation d'un terme à l'aide de e système fournit une sémantique opérationnelle pour
l'évaluation du programme pgcd. En partiulier, le nombre de rééritures de pgcda nous
renseigne sur la omplexité de la boule dans le programme soure.
Exemple 1.20. Voii, à partir des équations de la Figure 1.8 orientées en règles, la
séquene de réériture qui mène à l'évaluation de pgcd(24, 9) :
pgcd(24, 9)
(1.16)
→
pgcda(24, 9, 0)
(1.14)
→
pgcda(9, 6, 9)
(1.14)
→
pgcda(6, 3, 6)
(1.14)
→
pgcda(3, 0, 3)
(1.14)
→
pgcda(3, 0, 3)
(1.15)
→ 3 
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1.3.2 Sur l'exemple du tri par fusion
Nous avons disuté dans la Setion 1.1.2 d'un programme de tri par fusion employant
des onstrutions avanées des langages impératifs. Dans ette setion, nous montrons
que le système SOSSubC, dans sa version SOSSub
ext
C , nous permet de raisonner aussi sur
e type de programmes ave listes mutables et sous-programmes à eet de bord.
Nous donnons, Figure 1.9, les équations automatiquement générées par le système
SOSSub
ext
C à partir du programme de tri fusion en SubC de la Figure 1.6. Des fontions
intermédiaires, splitL, mergeLa et mergeLb, ont été dénies par le système. Elles pro-
viennent du traitement des paramètres passés par référene. Ce traitement est détaillé en
Setion 5.3.
Note 1.21. Dans les équations, nous employons la notation li pour une liste et ei pour un
élément d'une liste. Une liste vide est dénotée par null. Nous représentons le haînage
des éléments en les séparant par un point, e.g., une liste ave au moins deux éléments :
e1 · e2 · l3.
La preuve que e programme respete les Propriétés 1.3 et 1.4, autrement dit ses
spéiations, est faite à l'aide d'un assistant de preuve dans le Chapitre 7.1. Cependant,
omme disuté préédemment et illustré par la Figure 1.7, l'axiomatisation par le système
SOSSub
ext
C , en présene de onstrutions du langage SubC pouvant réer des alias, n'est
orrete que si ertaines restritions dans l'usage de es onstrutions sont respetées. La
démonstration que le programme MergeSort observe les restritions sur la réation et
l'emploi des alias est faite dans la Setion 7.1.1.
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mergeSort(null) = null
mergeSort(e1L ·null) = e1L ·null
mergeSort(e1L · e2L · l3L) = merge(mergeSort(splitL(e1L · e2L · l3L)),
mergeSort(split(e1L · e2L · l3L)))
(a) sous-programme mergeSort
merge(null, L) = L
merge(e1L · l2L,null) = e1L · l2L
e1La ≤ e1Lb ⇒ merge(e1La · l2La , e1Lb · l2Lb) = e1La ·merge(l2La , e1Lb · l2Lb)
e1La > e1Lb ⇒ merge(e1La · l2La , e1Lb · l2Lb) = e1Lb ·merge(e1La · l2La , l2Lb)
mergeLa(null, L) = null
mergeLa(e1L · l2L,null) = e1L · l2L
e1La ≤ e1Lb ⇒ mergeLa(e1La · l2La , e1Lb · l2Lb) = e1La ·merge(l2La , e1Lb · l2Lb)
e1La > e1Lb ⇒ mergeLa(e1La · l2La , e1Lb · l2Lb) = mergeLa(e1La · l2La , l2Lb)
mergeLb(null, L) = L
mergeLb(e1L · l2L,null) = null
e1La ≤ e1Lb ⇒ mergeLb(e1La · l2La , e1Lb · l2Lb) = mergeLb(l2La , e1Lb · l2Lb)
e1La > e1Lb ⇒ mergeLb(e1La · l2La , e1Lb · l2Lb) = e1Lb ·merge(e1La · l2La , l2Lb)
(b) sous-programme merge
split(null) = null
split(e1L ·null) = null
split(e1L · e2L · l3L) = e2L · split(l3L)
splitL(null) = null
splitL(e1L ·null) = e1L ·null
splitL(e1L · e2L · l3L) = e1L · splitL(l3L)
() sous-programme split
Fig. 1.9  Équations du programme MergeSort
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Chapitre 2
Approhes de la vériation de
programme
La vériation de programme et, plus génériquement, les méthodes formelles onsti-
tuent un vaste domaine sientique toujours ativement défrihé qui se révèle fertile en
tehniques et outils. La grande variété des formalismes et des méthodes, parfois spéiques
à un besoin, rend vaine et fastidieuse toute prétention à l'exhaustivité. Dans le adre de
e mémoire, nous nous limiterons à la présentation des prinipales atégories de méthodes
formelles en insistant sur les approhes qui possèdent des orrespondanes ave la ntre
quant à leur nalité ou leurs aratéristiques.
2.1 Tour d'horizon des méthodes formelles
Une dénition, passablement générale, des méthodes formelles englobe l'ensemble des
langages, tehniques et outils fondés sur les mathématiques et dont les objetifs sont la
spéiation et la vériation des systèmes. Selon J. M. Wing (1990), ironsrites au
développement des systèmes informatiques, les méthodes formelles fournissent un adre
mathématique pour dérire des propriétés des systèmes et systématiquement spéier,
développer et vérier les systèmes.
Au moment de la oneption, les méthodes formelles sont à même de révéler les am-
biguïtés, inomplétudes et inohérenes d'un système informatique. Ensuite, elles per-
mettront de montrer la orretion d'une implémentation ou l'équivalene de diérentes
implémentations. Les méthodes formelles sourent ependant d'une limitation théorique
intrinsèque : elles permettent de vérier un système mais pas de le valider. Nous avons
préédemment évoqué ette limitation à propos de l'impossibilité de  formellement for-
maliser  la desription intuitive et informelle d'un système informatique qui onstitue
habituellement le point de départ de la oneption du système. Une autre instane de
e problème traduit l'impossible renontre du monde onret et du modèle abstrait. Les
méthodes formelles peuvent montrer qu'une spéiation est satisfaite par une implémen-
tation sur une mahine abstraite plus ou moins idéalisée. Or, le niveau d'abstration ne
peut être inniment diminué (e.g., du proesseur aux transistors qui le omposent, des
transistors aux lois de l'életronique qui les régissent, et.) jusqu'au point où la mahine
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abstraite serait l'exate et entière desription d'une réalité physique. En l'état atuel de
nos onnaissanes, il faut déterminer un niveau d'abstration adéquat et admettre a priori
que le système physique onret satisfait les prérequis postulés, souvent impliitement, par
la méthode formelle onsidérée.
Dans la suite de ette setion, nous distinguons les approhes selon qu'elles s'appliquent
aux spéiations d'un programme (synthèse de programme) ou au programme lui-même
(approhes par modèles et approhes dédutives).
2.2 Synthèse de programme
Les méthodes présentées dans ette setion traitent le problème de la vériation de
programme en le supprimant par le simple onstat qu'un programme orret n'a pas besoin
d'être vérié ! Il s'agit en eet pour es méthodes d'éviter de vérier les programmes en
ertiant de préférene le  proessus d'ériture  des programmes.
L'approhe par synthèse de programme présente toutefois l'inonvénient que le ode
généré est rarement aussi eae que elui érit par un programmeur humain. En eet,
un langage de spéiation peut aider à dérire quoi faire mais n'est pas d'une expressi-
vité susante pour indiquer omment le faire. En outre, es tehniques ne s'appliquent
évidemment pas à la vériation ou à la maintenane des programmes existants.
2.2.1 Génération de ode
Lors de la génération de ode, les programmes sont dérivés de leur spéiation abs-
traite par une suession de transformations manuelles ou automatiques, appelée rane-
ment . Le ranement préise la spéiation initiale jusqu'à un niveau de détail d'implé-
mentation susant pour que le ode soure d'un programme puisse automatiquement être
généré. Le langage de spéiation est un langage formel de haut niveau (e.g., Z
[
Spivey,
1992
℄
basé sur la théorie des ensembles, Metaslang
[
Juellig et al., 1996
℄
basé sur la théorie
des atégories) dont la sémantique est susamment bien dénie pour produire automa-
tiquement du ode soure dans diérents langages de programmation (e.g., en Lisp pour
Metaslang, en Ada pour la notation Z).
Chaque étape du ranement engendre des obligations de preuve à la harge de l'utilisa-
teur. Le gain espéré de es méthodes est que la preuve des obligations issues du ranement
est plus simple que la preuve du système ahevé omplet.
Les systèmes de génération de ode dièrent prinipalement par leur langage de spé-
iation. Ce dernier est généralement optimisé pour un usage partiulier. La méthode
B
[
Abrial, 1996
℄
et les mahines à états abstraits (auparavant appelées evolving alge-
bra)
[
Gurevih, 1985; 1991
℄
, VDM
[
Jones, 1990
℄
et la notation Z, Speware
[
Juellig
et al., 1996
℄
et Metaslang sont des exemples de tels systèmes ; itons aussi le système
elan
[
Borovanský et al., 1996
℄
apable de générer du ode C à partir de règles de rééri-
ture et le langage Opal
[
Didrih et al., 1994
℄
qui mêle aspets fontionnels et algébriques
et qui est ompilé vers le langage C.
2.3. Vériation de modèle 29
Citons enore les systèmes formels pour la génération d'environnement de program-
mation, tels Centaur
[
Borras et al., 1988
℄
et asf+sdf
[
van den Brand et al., 2001
℄
, qui
permettent de produire des outils logiiels pour la programmation (e.g., un éditeur, un
interprète, un ompilateur, un débogueur) à partir d'une desription du langage de pro-
grammation.
2.2.2 Programmes orrets par onstrution
Dans e type d'approhe, la spéiation est le programme. Pare que le langage de
spéiation dispose d'une sémantique opérationnelle, une spéiation est diretement
exéutable. Nous trouvons dans ette atégorie les langages de programmation logiques
au ÷ur desquels se trouve la notion de lause de Horn tels que Prolog
[
Colmerauer
et Roussel, 1993
℄
et les langages de programmation purement fontionnels basés sur le
λ-alul tels que Haskell [Hudak et Fasel, 1992℄.
Une autre atégorie de systèmes se fonde sur des logiques onstrutives (e.g., le alul
des onstrutions indutives de Coq
[
Bertot et Casteran, 2004; Coquand et Huet, 1988
℄
).
Une propriété remarquable de es logiques est qu'une démonstration de théorème possède
une interprétation  alulatoire , 'est-à-dire qu'un programme qui réalise l'énoné du
théorème peut être extrait de la preuve (f., par exemple,
[
Paulin-Mohring, 1989
℄
). Ainsi,
sous le ontrle d'un tel système, établir la preuve qu'une spéiation peut être satisfaite
revient à onstruire le programme qui réalise la spéiation.
2.3 Vériation de modèle
Dans l'approhe par vériation de modèle (model heking en anglais), le système à
analyser est dérit par unmodèle sous forme de système de transitions (e.g., un automate).
La spéiation du système est un ensemble de formules exprimées dans une logique
temporelle
[
Pnueli, 1981; Manna et Pnueli, 1992
℄
, 'est-à-dire une logique qui intègre une
notion de temps. Le prinipe est alors de vérier si le modèle satisfait une propriété en
parourant la totalité des états du modèle (l'espae des états). Lorsque l'espae des états
est ni, et pour ertaines logiques temporelles, la vériation de modèle est déidable et
les algorithmes sont rapides, même pour un grand nombre d'états. De plus, lorsqu'une
propriété n'est pas vériée, un ontre-exemple est produit, e qui est préieux lors de
la mise au point d'un système. D'autant plus que l'appliation la plus typique de ette
approhe vise les systèmes réatifs onurrents (e.g., les protooles de ommuniation)
pour lesquels les erreurs sont souvent non reprodutibles.
Bien adaptée aux systèmes dont la tâhe essentielle est le ontrle, la vériation
de modèle est inappropriée lorsque les données manipulées par le système à analyser
supposent un espae d'états inni (e.g., les listes). Outre ette limitation inhérente aux
systèmes à états nis, sauf à onsidérer des lasses de propriétés enore plus restritives
que elles des logiques temporelles (e.g., les propriétés de sûreté), l'approhe doit faire fae
au problème de l'explosion de l'espae des états qui, malgré les eorts pour la ontenir
(e.g., les diagrammes de déision binaire (Binary Deision Diagram)
[
Bryant, 1986
℄
), rend
l'exploration automatique des modèles impratiable lorsque leur taille grandit.
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Enn, itons par exemple les outils smv
[
MMillan, 1993
℄
ou Xeve
[
Bouali, 1998
℄
qui
ont adopté ette approhe.
2.4 Vériation par démonstration
La dernière atégorie d'approhes regroupe les méthodes qui fournissent un adre
formel à la démonstration de propriétés de programmes. Ces méthodes se distinguent des
préédentes par :
 le fait qu'elles sont destinées à l'analyse des programmes au niveau du ode soure ;
 leur apaité de traiter, par des tehniques d'indution, des données dont le domaine
de valeur est inni.
L'ambition de es méthodes est ainsi de pouvoir raisonner formellement et, au moins
partiellement, de façon automatique sur un programme. Le programme et sa spéiation
sont exprimés dans un système logique formel. Les méanismes dédutifs et indutifs
du système logique sont aussi formalisés et servent à élaborer la démonstration que le
programme est orret relativement à sa spéiation.
Les méthodes de vériation par démonstration se divisent en deux grandes familles
que nous présentons après un préambule sur les systèmes de preuve logiiels.
2.4.1 Systèmes de preuve logiiels
Les systèmes de preuve logiiels sont des systèmes logiques (i.e., omposés d'un langage
formel, d'un ensemble d'axiomes et de règles d'inférene), dans lesquels la onstrution
de démonstrations est assistée par ordinateur.
Chaque système de preuve ore un ompromis entre expressivité de la logique et
automatisation des démonstrations.
Démonstrateurs de théorèmes
La priorité des démonstrateurs de théorèmes (theorem prover en anglais) est l'auto-
matisation de la démonstration. Toutefois, pour atteindre e but, le système doit souvent
être paramétré par un expert en fontion du problème à résoudre. De plus, la trae du
déroulement de la preuve est peu ompréhensible pour un simple utilisateur. Le langage
de es systèmes est ouramment la logique du premier ordre ou un de ses sous-ensembles
déidable. Certains systèmes sont apables d'indution impliite. Des exemples de tels sys-
tèmes sont rrl
[
Kapur et Zhang, 1988
℄
, spike
[
Bouhoula et al., 1992
℄
ou Otter
[
MCune,
1994
℄
.
Assistants de preuve
Cette fois, l'aent est mis sur l'expressivité du langage utilisé pour les preuves. Les
assistants de preuve emploient la plupart du temps une logique d'ordre supérieur dans
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laquelle le problème de onstruire une démonstration pour une propriété est indéidable
dans le as général. La voation initiale de es systèmes est de vérier la validité d'une
preuve onstruite par ailleurs. L'automatisation des tâhes ingrates et répétitives tend
à rendre es systèmes plus onviviaux et failite l'élaboration interative d'une démons-
tration. Citons par exemple les systèmes Coq
[
Barras et al., 1997
℄
dont la logique est
onstrutive et hol
[
Gordon, 1987
℄
ou pvs
[
Owre et al., 1992
℄
basés sur une logique
lassique d'ordre supérieur.
Ateliers logiques
Plus génériques que les outils préédents qu'ils peuvent spéier et implanter, les
ateliers logiques se veulent aussi plus exibles en permettant à l'utilisateur de ombiner les
paradigmes de dédution, de dénir son propre système logique et d'ajouter de nouvelles
proédures de démonstration. Isabelle
[
Paulson, 1994
℄
et elan sont des exemples d'ateliers
logiques.
2.4.2 Annotation de programme
Cette première famille de méthodes par démonstration trouve ses origines dans les
logiques de type Floyd-Hoare
[
Floyd, 1967; Hoare, 1969
℄
. Ces logiques sont des systèmes
axiomatiques dont les règles d'inférene permettent d'établir que, étant données une pré-
ondition P et une post-ondition Q d'un programme, l'évaluation du programme onduit
à Q lorsque P est vraie. La pré-ondition et la post-ondition sont des énonés logiques
portant sur les variables du programme analysé.
Dans es méthodes, la spéiation d'un programme est omposée d'un ensemble
d'énonés logiques disséminés dans le ode soure du programme. Le programme ainsi
annoté est traduit dans le formalisme d'un système de preuve an de vérier que le pro-
gramme satisfait les annotations.
J.-C. Filliâtre (1999) propose une méthode autour de Coq en dénissant son propre
langage de programmation et d'annotation ; le langage Java est l'objet d'un eort impor-
tant ave le développement de langages d'annotation omme jml
[
Leavens et al., 1999
℄
et des outils de vériation assoiés tels que Krakatoa
[
Marhé et al., 2004
℄
s'interfaçant
ave Coq, loop tool
[
Jaobs et al., 1998
℄
s'interfaçant ave PVS et Isabelle.
Un inonvénient de ette approhe est l'introdution d'un langage d'annotation, spé-
ique à la méthode ou au langage de programmation, qui demande un investissement
d'apprentissage pour être maîtrisé à la fois par les onepteurs et les développeurs d'une
appliation.
2.4.3 Génération de spéiation
La génération de spéiation s'attahe à extraire automatiquement la  spéia-
tion  d'un programme à partir de son ode soure. Cette spéiation extraite est plus
préisément la tradution du programme vers un langage formel ave lequel il est pos-
sible de raisonner. La vériation de la orretion du programme onsiste alors à montrer
que la spéiation extraite orrespond à la spéiation initiale du onepteur. Cette
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vériation est onduite ave l'aide d'un système de preuve. Au ÷ur de es méthodes
réside l'attribution d'une sémantique aux programmes. Le hoix de la sémantique et les
tehniques pour l'exprimer à partir du ode soure distinguent les méthodes.
Dénition de sémantique
Une première façon d'aborder le problème est de dénir la sémantique  standard  du
langage de programmation dans un formalisme approprié à la démonstration de propriétés
de programmes. C'est l'approhe retenue dans ette thèse et dans les travaux de J. A.
Bergstra et al. (1997) dérits plus en détail dans la Setion 2.5.
Tradution préservant la sémantique
Une seonde approhe de la génération de spéiation est d'exprimer la signiation
d'un programme en se référant à une sémantique diérente de la sémantique  standard 
du langage de programmation onerné. Cei s'avère partiulièrement utile pour la preuve
de orretion des ompilateurs où langage soure et langage ible ont des sémantiques dif-
férentes. Il onvient alors de montrer que la tradution est orrete en  déodant  la
sémantique du langage soure dans l'autre (f.
[
Morris, 1973
℄
). Mais ette tehnique per-
met aussi de remplaer la sémantique  standard  par une autre plus appropriée à la
preuve de programmes, auquel as il faut aussi assurer la orretion de la tradution.
C'est la démarhe hoisie par exemple par J.-C. Filliâtre (1999) qui prouve la orretion
de sa tradution d'un langage impératif vers le alul des onstrutions indutives. Ci-
tons enore les travaux de M. Ward (1993) qui traduit (sans preuve de orretion) des
programmes impératifs vers le langage wsl
[
Ward, 1989
℄
dans lequel un ensemble prédé-
ni de transformations préservant la sémantique permettent de prouver la orretion du
programme.
2.5 Preuve de propriétés de programmes impératifs
Nous abordons dans ette setion les travaux onernant plus spéiquement la preuve
de propriétés de programmes impératifs. L'analyse statique formelle des programmes dé-
bute néessairement par l'attribution d'un sens rigoureux aux programmes via une sé-
mantique du langage de programmation utilisé. La sémantique d'un langage dénit la
sémantique de tous les programmes du langage. La sémantique d'un programme dénit
tous les omportements possibles de e programme. La preuve d'un programme onsiste
à démontrer qu'une sémantique du programme satisfait une spéiation donnée.
La sémantique est ainsi le support sur lequel seront bâtis les raisonnements sur les pro-
grammes. Cei onfère aux sémantiques une importane primordiale et explique l'abon-
dane des formalismes qui dièrent selon le style de leur dénition et les propriétés que les
sémantiques rendent observables. Nous introduisons suintement trois grandes lasses
de sémantique (opérationnelle, axiomatique et dénotationnelle) ainsi que ertaines des
méthodes de preuve de propriétés de programmes impératifs qu'elles ont inspirées. Nous
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présentons ensuite des travaux qui s'appuient sur des sémantiques dont le lassement dans
l'une des trois lasses n'est pas possible.
2.5.1 Sémantique opérationnelle
Une sémantique opérationnelle dénit la signiation d'un langage de programmation
en spéiant le omportement des programmes pendant l'exéution. Autrement dit, elle
dérit la façon d'exéuter un programme. Cette desription fait généralement intervenir
une notion d'état et des transitions entre états qui sont attahées aux opérations d'une
ertaine mahine abstraite. Ce type de sémantique onstitue par onséquent une spéi-
ation de omment un alul doit être réalisé et orrespond typiquement au point de vue
du programmeur.
Les sémantiques opérationnelles servent notamment à la dénition de ompilateurs
et interprètes pour les langages mais aussi à l'étude des équivalenes de programmes.
Cependant, le aratère très onret des sémantiques opérationnelles a pour ontrepartie
de les rendre verbeuses et diilement modiables ou extensibles.
Tradution vers un programme fontionnel
J.-C. Filliâtre (1999) donne une dénition opérationnelle de la sémantique  standard 
de son langage de programmation impératif. Celle-i sert de référene pour la orretion
de la tradution des programmes impératifs vers des programmes fontionnels dans le
alul des onstrutions indutives de Coq.
Tradution vers un programme logique
J. C. Peralta et al. (1998) implantent la sémantique opérationnelle d'un langage im-
pératif sous la forme d'un programme logique. Ce dernier onstitue un interprète pour
les programmes impératifs. Un évaluateur partiel, onvenablement paramétré, est appli-
qué à l'interprète ave un programme impératif en entrée. Le résultat est un nouveau
programme logique qui est une vue délarative du programme impératif en entrée. L'ana-
lyse du programme impératif peut alors être menée ave l'aide des outils d'analyse et de
transformation des programmes logiques.
2.5.2 Sémantique axiomatique
Ave une sémantique axiomatique, un système logique sert de adre à la desription
des langages de programmation. Les onstrutions d'un langage y sont dénies par des
axiomes.
Une sémantique axiomatique relie des propositions logiques à propos de l'état d'un
programme et onstitue ainsi une logique des propriétés de programmes. Elle est par
onséquent naturellement appropriée pour raisonner à propos de la orretion de pro-
grammes individuels.
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Logique de Floyd-Hoare
L'emploi le plus représentatif de l'approhe axiomatique pour la preuve de propriétés
de programmes est fourni par les logiques du type Floyd-Hoare
[
Floyd, 1967; Hoare, 1969
℄
.
Il s'agit d'une approhe dans laquelle des assertions, et en partiulier des invariants,
sont assoiés à des points partiuliers d'un programme. Le programme est orret s'il
est démontré, au moyen des axiomes de la logique, que les instrutions du programme
satisfont les assertions et les invariants.
Première méthode historiquement à apporter une réponse théorique satisfaisante au
problème de la orretion des programmes, la logique de Floyd-Hoare est peu utilisée en
pratique ar le proessus de preuve s'avère long et fastidieux. De plus, ni la terminaison
des programmes, ni leur équivalene ne peuvent être exprimées dans ette logique. Notons
toutefois que la transformation des annotations de programme en onditions de véria-
tion
[
Igarashi et al., 1975
℄
a ouvert la voie à une automatisation partielle du proessus
de preuve (e.g., un générateur de onditions de vériation ertié dans hol
[
Homeier et
Martin, 1994
℄
).
Tradution vers un prédiat logique
Le alul de la plus faible pré-ondition
[
Dijkstra, 1976
℄
onsiste à trouver la ondition
initiale néessaire et susante pour que l'exéution d'une suite d'instrutions rende vraie
une ertaine assertion appelée post-ondition. Autour d'une sémantique axiomatique, H.
Gibbons (1998) propose un alul de la plus faible pré-ondition d'un programme impératif
qui onduit à une représentation délarative du programme par un prédiat logique. La
méthode est entièrement manuelle et ne permet pas de prendre en ompte les appels
réursifs de fontions.
2.5.3 Sémantique dénotationnelle
La sémantique dénotationnelle a été développée par D. Sott et C. Strahey (1971).
Le prinipe est de représenter la signiation d'un programme par une entité d'une stru-
ture mathématique appelée la dénotation du programme. La sémantique d'un langage
est donnée par un ensemble de fontions sémantiques qui assoient les onstrutions du
langage de programmation à leurs dénotations. Les dénotations sont souvent elles-mêmes
des fontions.
La sémantique dénotationnelle s'intéresse uniquement à la relation entre les entrées et
les sorties d'un programme, elle a don tendane à masquer les étapes de alul intermé-
diaires. Par onséquent, e type de sémantique est plus utilisé pour étudier les langages
de programmation que les programmes eux-mêmes.
La sémantique dénotationnelle fait intervenir expliitement un modèle de la mémoire
des ordinateurs. De plus, ertains onepts de programmation familiers dans les langages
impératifs (e.g., les exeptions, la notion de séquene) néessitent l'introdution d'entités
partiulières (e.g., les monades pour les eets de bord
[
Moggi, 1991; Jaobs et Poll, 2003
℄
)
qui ompliquent la ompréhension intuitive de es onepts.
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Tradution vers un programme fontionnel
La thèse de B. Moura (1997) explore une méthode pour la tradution des programmes
impératifs en des programmes fontionnels qui s'appuie sur une sémantique dénotation-
nelle du langage impératif. An d'améliorer la préision de la tradution, Moura introduit
plusieurs modèles pour la mémoire de plus en plus omplexes. La représentation fontion-
nelle du programme impératif obtenue est mieux adaptée aux traitements ultérieurs tels
que l'analyse ou l'évaluation partielle.
2.5.4 Sémantique algébrique
L'idée de base des sémantiques algébriques est de spéier une lasse de mahines
abstraites et de dénir par des axiomes l'eet des programmes sur es mahines. Plus
onrètement, il s'agit de répertorier les diérents types d'objets et d'opérations sur les
objets, puis de dérire leurs propriétés par des axiomes dans une logique.
Cette même approhe est fréquemment employée pour dénir des types de données
abstraits : la desription du type de donnée ne se réfère à auune implantation partiulière
mais spéie les propriétés logiques des opérations sur les données de e type.
Alors que la sémantique dénotationnelle s'appuie sur un modèle partiulier de la mé-
moire, une sémantique algébrique peut dénir une lasse de modèles pour la mémoire.
Nous nous sommes intéressé plus partiulièrement aux sémantiques algébriques fon-
dées sur la logique équationnelle. Ce type de sémantique emprunte des traits à haune des
trois grandes lasses de sémantique préédentes. L'aspet dénotationnel des sémantiques
algébriques est dû au fait que des entités mathématiques, les algèbres, servent de mo-
dèles aux spéiations algébriques. Ensuite, les équations des spéiations algébriques
donnent un aspet axiomatique à es sémantiques. Enn, l'aspet opérationnel provient
de e que les équations des spéiations algébriques peuvent souvent être orientées en
règles de réériture permettant ainsi une exéution symbolique des programmes.
pim
J. A. Bergstra et al. (1997) ont onçu une logique équationnelle, appelée pim, dont le
but est de servir d'atelier pour l'analyse et la transformation des programmes impératifs.
pim se veut une représentation intermédiaire des programmes ave laquelle il est possible
de raisonner formellement. pimt, le noyau algébrique de pim, permet de modéliser dié-
rentes lasses de mémoires et est utilisé pour donner une sémantique à une lasse restreinte
de programmes impératifs érits en µC et dépourvus de boules et de fontions. Pour des
programmes plus réalistes, les onstrutions d'ordre supérieur de pim sont néessaires.
obj
obj est une famille de langages pour la programmation et la spéiation algébrique.
obj3, membre de ette famille, est le support de la méthode de vériation de programmes
impératifs développée par J. A. Goguen et G. Malolm (1996). Dans ette approhe,
la mémoire est dénie omme un type de donnée abstrait assoiant les variables des
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programmes à des valeurs entières. En partant de ette aratérisation de la mémoire, les
auteurs formulent la sémantique de l'aetation dans leur langage de programmation. La
sémantique des autres onstrutions de leur langage déoule alors de elle de l'aetation.
La sémantique du langage de programmation forme ainsi une théorie dans la logique
équationnelle qui permet de onstruire et de prouver des assertions logiques à propos du
omportement d'un programme donné. Les spéiations des programmes sont exprimées
par des pré-onditions, des post-onditions et des invariants sur le modèle de la logique
de Floyd-Hoare. En plus d'être un langage de spéiation, obj3 inorpore ertains algo-
rithmes pour la démonstration de théorèmes (e.g., la réériture) et les règles d'inférene
de la logique du premier ordre qui permettent d'assister l'utilisateur lors de la preuve de
orretion des programmes.
pesa
pesa
[
Denzler et Shweizer, 1996
℄
est un projet qui vise à extraire des spéiations
algébriques à partir de programmes impératifs. Le langage de programmation onsidéré,
Oberon
T
, est partiulièrement restritif puisqu'il ne omporte ni boule (uniquement une
forme de boule  pour ), ni sous-programme réursif, ni eet de bord. La sémantique
du langage est dénie de manière algébrique. Elle intervient lors de la tradution des
programmes vers le langage de spéiation algébrique lsl
[
Guttag et Horning, 1993
℄
. Les
spéiations lsl sont utilisées dans le démonstrateur de théorèmes Larh Prover
[
Garland
et al., 1993
℄
pour prouver des propriétés du programme initial.
2.5.5 SOSSubC
Nous proposons ave SOSSubC une approhe équationnelle de la dénition de la sé-
mantique des programmes impératifs. Dans la lassiation établie préédemment, nous
nous situons parmi les méthodes de génération de spéiation par dénition de séman-
tique. Le langage de programmation impératif SubC, un sous-ensemble du langage C, sert
de support à notre méthode. La sémantique du langage est dénie de telle sorte qu'elle
permette l'exéution symbolique d'un programme. Le résultat de l'exéution symbolique
est une dénition équationnelle de la sémantique du programme. La spéiation du pro-
gramme est exprimée dans la logique équationnelle, ou bien dans la logique du premier
ordre, omme un ensemble de propriétés que doit vérier le programme. Nous pouvons
alors onfronter la dénition équationnelle du programme à sa spéiation dans un sys-
tème de preuve.
Notre méthode partage ertaines idées fondamentales ave les approhes algébriques
itées plus haut. Nous pensons, omme J. A. Goguen et G. Malolm (1996), J. Field et
al. (1998), que la logique équationnelle onstitue un adre adéquat pour la sémantique
et la vériation des programmes. La logique équationnelle présente en eet plusieurs
avantages, parmi lesquels :
 La apaité à être automatisée. Il existe de nombreux outils logiiels intégrant la
logique équationnelle qui implantent des algorithmes eaes pour la réériture,
l'uniation, la omplétion, et.
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 La simpliité de son formalisme. La logique équationnelle peut de e fait prétendre
à devenir la base ommune aux diérents ateurs d'un développement logiiel et
failiter ainsi la pénétration des méthodes formelles dans le monde industriel.
Sur le fond, notre approhe se distingue des autres approhes algébriques en n'ayant
pas reours à un modèle de la mémoire pour dérire la sémantique des programmes. Cette
partiularité onduit à une expression plus simple de la sémantique des programmes.
De plus, dans notre approhe, la sémantique des programmes apparaît expliitement
omme une théorie équationnelle distinte de la sémantique du langage. Ce n'est pas le
as dans
[
Goguen et Malolm, 1996
℄
, où la sémantique des programmes n'est pas formulée
expliitement : elle est impliitement donnée par la sémantique du langage au moment de
la preuve d'une propriété d'un programme.
Dans pim, la représentation équationnelle des programmes est une représentation in-
termédiaire destinée à être transformée et analysée dans l'outil lui-même. Les traits im-
pératifs du langage sont traduits par des opérations spéiques dénies dans une théorie
propre à l'outil. Dans notre approhe, nous avons évité d'introduire des opérations spé-
iques. Cette préoupation permet de proposer une axiomatisation des programmes
onise et intuitive qui peut être utilisée telle quelle dans la majorité des systèmes de
preuve manipulant la logique équationnelle.
Un autre élément de omparaison est l'expressivité du langage de programmation et
notamment les traits impératifs dont il dispose. Si dans la version SOSSub
R
C le langage
SubC est assez limité, il n'en reste pas moins plus puissant que l'OberonT de pesa ou le
µC de pimt qui ne omporte ni boule ni fontion. La version SOSSub
ext
C ajoute la prise
en ompte d'opérations destrutives sur les listes qui ne sont pas abordées dans
[
Goguen
et Malolm, 1996
℄
.
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Chapitre 3
Notions préliminaires
Nous donnons dans ette setion les dénitions des prinipales notions utiles à la
ompréhension de e mémoire. Nous supposons onnus les rudiments d'un langage de
programmation impératif et de la logique du premier ordre (f.
[
Loekx et Sieber, 1987;
David et al., 2001
℄
pour une introdution). Nous ommençons par présenter la logique
équationnelle et les équations onditionnelles ave lesquelles nous voulons exprimer la
sémantique des programmes SubC . Ces dénitions servent ensuite de fondement aux sys-
tèmes de réériture qui interviennent dans l'axiomatisation des programmes.
Nous invitons le leteur familier ave les notions présentées dans ette setion à sauter
les passages qui lui sont onnus ou à s'y référer au l de sa leture. Pour l'essentiel des
dénitions, ette setion reprend la présentation et les notations de
[
Baader et Nipkow,
1998
℄
. D'autres soures, auxquelles nous renvoyons le leteur pour plus de détails, ont aussi
été utiles
[
Goguen et Malolm, 1996; Plaisted, 1993; Dershowitz et al., 1988
℄
. Lorsque nous
introduisons une notion, nous pourrons être amenés pour éviter une ambiguïté à signaler
entre parenthèses et en italique le terme anglais équivalent.
3.1 Logique équationnelle
La logique équationnelle est un sous-ensemble de la logique du premier ordre. Elle ore
une sémantique laire et simple, qui repose sur la substitution de termes égaux, ainsi que
des algorithmes eaes ave lesquels ont été développés de nombreux outils logiiels. Ces
qualités reonnues
6
font de la logique équationnelle un adre remarquable pour l'analyse
et la vériation des programmes.
La logique équationnelle dispose d'une interprétation  naturelle  dans l'algèbre abs-
traite (universal algebra). Il sera ependant susant pour nous d'en rappeler les prinipes
de base d'un point de vue syntaxique ; nous supposons onnu l'aspet sémantique de
es prinipes. Nous dénirons ainsi préisément e qu'est une équation puis la logique
équationnelle.
6
Se référer, par exemple, à l'artile Equations as a Uniform Framework for Partial Evaluation and
Abstrat Interpretation
[
Field et al., 1998
℄
.
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Le seul prédiat de la logique équationnelle, dans son aeptation la plus étroite, est
l'égalité. Cependant, l'interprétation des programmes que nous proposons, ave en parti-
ulier l'interprétation des instrutions onditionnelles et itératives, Setions 4.3.2 et 4.3.3,
mais aussi les spéiations des programmes requièrent plus d'expressivité et se dérivent
naturellement par des équations onditionnelles. Par onséquent, nous onsidérons une
extension de la logique équationnelle dans laquelle nous pouvons exprimer des équations
onditionnelles.
3.1.1 Langage
Les équations sont formées d'expressions appelées termes qui ombinent opérations,
onstantes et variables. L'ensemble des opérations (ou fontions) et des onstantes à partir
desquelles former les termes onstitue une signature.
Dénition 3.1 (signature). Une signature Σ est une paire (S,F) telle que S est un
ensemble dénombrable de types et F un ensemble dénombrable de symboles de fontion.
De plus, tout f ∈ F est assoié à une paire (w, s), le type de f , où w est une séquene de
types pris dans S, appelée l'arité de f , et s ∈ S est le type résultat de f . Les symboles
de fontion dont l'arité est la séquene vide sont aussi appelés des symboles de onstante.
Note 3.2. Par onvention, nous noterons f : s1, . . . , sn → s la paire (w, s) assoiée au
symbole de fontion f , où la séquene w = 〈s1, . . . , sn〉.
Les types orrespondent aux diérentes atégories d'objets onsidérés, qui peuvent
être des booléens, des entiers, des listes, et. Ils permettent de restreindre la dénition des
opérations à ertains types, par exemple, l'addition pourra être dénie entre deux entiers
et pas entre deux listes.
Les termes sont onstruits à partir d'une signature et sont typés, par onséquent toute
ombinaison d'opérations et de variables ne produit pas un terme bien formé. Intuitive-
ment, les variables et les onstantes sont des termes, ainsi que l'appliation d'un symbole
de fontion à des termes de types appropriés.
Dénition 3.3 (terme). Soient Σ = (S,F) une signature et V un ensemble dénombrable
d'éléments appelés variables tels que F ∩ V = ∅. L'ensemble Ts(Σ,V) de tous les termes
de type s ∈ S engendré par V est réursivement déni par :
 V ⊆ Ts(Σ,V) ;
 pour tout n ≥ 0 et tout f : s1, . . . , sn → s ∈ F , ave s et si ∈ S pour i = 1, . . . , n,
si ti ∈ Tsi(Σ,V) pour i = 1, . . . , n, alors f(t1, · · · , tn) ∈ Ts(Σ,V).
Note 3.4.
1. Nous noterons T (Σ,V) =
⋃
s∈S Ts(Σ,V).
2. Un terme ne omportant pas de variables est appelé un terme los.
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La struture d'un terme peut être représentée par un arbre dont les n÷uds sont des
symboles de fontion et les feuilles sont des variables ou des symboles de onstante. Une
numérotation des n÷uds de l'arbre identie uniquement haque ourrene (position) dans
un terme.
Dénition 3.5 (ourrene et sous-terme). Soit un terme t ∈ T (Σ,V).
1. L'ensemble des ourrenes du terme t, noté Occ(t), est l'ensemble des mots sur
l'alphabet 
∗
réursivement déni par :
 si t ∈ V alors Occ(t) := {ǫ}, où ǫ est le mot vide ;
 si t = f(t1, . . . , tn) alors Occ(t) := {ǫ}
⋃n
i=1{io | o ∈ Occ(ti)}.
2. Soit o ∈ Occ(t), le sous-terme de t à l'ourrene o, noté t|o, est réursivement déni
par :
 t|ǫ := t ;
 f(t1, . . . , tn)|ip := ti|p.
Note 3.6. Soient t, u ∈ T (Σ,V) et o ∈ Occ(u).
1. L'ourrene ǫ orrespond à la raine de l'arbre d'un terme et est appelée ourrene
raine. Le symbole à ette ourrene est appelé symbole raine du terme.
2. Nous noterons u[t]o le terme obtenu en remplaçant le sous-terme de u à l'ourrene
o par t.
Nous pouvons maintenant donner les dénitions d'équation et d'équation ondition-
nelle.
Dénition 3.7 (équation). Soient Σ = (S,F) une signature et V un ensemble dénom-
brable de variables tels que F et V sont disjoints. Une équation est une paire de termes
(t, u) ∈ Ts(Σ,V)× Ts(Σ,V), ave s ∈ S, notée t = u.
Intuitivement, une équation onditionnelle est une équation qui n'est vraie que si une
ertaine ondition est vraie.
Dénition 3.8 (équation onditionnelle). Soient Σ = (S,F) une signature et V un
ensemble dénombrable de variables tels que F et V sont disjoints. Une équation ondi-
tionnelle est le triplet de termes c, t et u, noté c ⇒ t = u, tels que c est de type booléen
et t, u ∈ Ts(Σ,V), ave s ∈ S. Elle signie que pour toute substitution σ, si σ(c) = vrai
alors σ(t) = σ(u).
Nous donnons enore la dénition d'une substitution qui met en évidene le rle des
variables.
Dénition 3.9 (substitution). Soient Σ = (S,F) une signature et V un ensemble
dénombrable de variables tels que F et V sont disjoints. Une substitution est une fontion
σ : V → T (Σ,V) telle que σ(x) = x sauf pour un ensemble ni de variables noté Dom(σ).
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Note 3.10. Une substitution σ est étendue en un endomorphisme σˆ de T (Σ,V) par les
règles :
 si x ∈ V, alors σˆ(x) = σ(x) ;
 si t = f(t1, . . . , tn), alors σˆ(t) = f(σˆ(t1), . . . , σˆ(tn)).
Pour simplier la notation, nous érirons σ pour désigner indiéremment σ ou son exten-
sion σˆ.
Dénition 3.11 (instane). Soient t et u ∈ T (Σ,V). t est une instane de u si et
seulement si il existe une substitution σ telle que σ(u) = t.
Dénition 3.12 (uniateur). Soient t et u ∈ T (Σ,V). t et u sont dits uniables s'il
existe une substitution σ, appelée uniateur de t et u, telle que σ(t) = σ(u).
De plus, σ s'appelle un uniateur le plus général de t et u, si pour tout uniateur θ
de t et u il existe une substitution δ telle que θ = δ ◦ σ.
3.1.2 Règles d'inférene
Les équations peuvent être utilisées pour transformer des termes en d'autres termes
équivalents en remplaçant une instane du membre gauhe par l'instane orrespondante
du membre droit et vie versa. Cette substitution de termes égaux est le méanisme lé de
la logique équationnelle, et non pas le modus ponens omme en logique du premier ordre.
Ce méanisme dédutif onstitue un système de preuve au niveau syntaxique par lequel
les nouvelles équations générées sont des théorèmes.
Les axiomes et règles d'inférene de la logique équationnelle onditionnelle sont pré-
sentés Figure 3.1
[
Klop, 1992
℄
.
Les règles, ou séquents, séparent par un trait horizontal les hypothèses, au-dessus,
de la onlusion : si les hypothèses peuvent être dérivées par l'appliation des règles
d'inférene, alors la onlusion peut aussi être dérivée. L'ensemble des équations qu'il
est possible de déduire depuis un ensemble d'équations E par fermeture par les règles
d'inférene onstitue une théorie dont les équations de E sont les axiomes.
Dénition 3.13 (théorie). Soit T (Σ,V) l'ensemble des termes engendré par l'ensemble
de variables V sur la signature Σ. La théorie, dans la logique équationnelle, induite par
l'ensemble d'équations E, appelées axiomes, est la relation =E dénie omme suit :
=E := {(t, u) ∈ T (Σ,V)× T (Σ,V) | E ⊢ t = u}.
3.1.3 Liens ave la logique du premier ordre
Dans les hapitres suivants, nous utiliserons le langage de la logique équationnelle pour
donner une sémantique aux programmes impératifs. Cependant, il sera parfois néessaire,
ou simplement plus ommode, de raisonner dans une logique plus générale telle que la
logique du premier ordre. Nous le ferons notamment lorsque nous utiliserons le système
de preuve pvs qui est basé sur une logique lassique d'ordre supérieur (f. Partie III).
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t = u, t′ = u′ ⇒ t = u
t = t
t = v, u = v ⇒ t = u
t1 = u1, · · · , tn = un ⇒ f(t1, . . . , tn) = f(u1, . . . , un)
pour tout f d'arité n
F ⇒ t′ = u′, E, t′ = u′ ⇒ t = u
E, F ⇒ t = u
E ⇒ t = u
σ(E)⇒ σ(t) = σ(u)
pour toute substitution σ
Ave E = {t1 = u1, . . . , tn = un}(n ≥ 0), σ(E) = {σ(t1) = σ(u1), . . . , σ(tn) = σ(un)},
F = {t′1 = u
′
1, . . . , t
′
m = u
′
m}(m ≥ 0).
Fig. 3.1  Axiomes et règles d'inférene de la logique équationnelle onditionnelle
Nous donnons ii un rapide aperçu de la logique du premier ordre que nous mettons en
parallèle ave la logique équationnelle.
La logique équationnelle admet pour seul prédiat l'égalité. La logique du premier
ordre étend la logique équationnelle en permettant la délaration d'un ensemble dénom-
brable de symboles de prédiats qui dénotent des relations. Les équations de la logique
équationnelle sont impliitement universellement quantiées. La logique du premier ordre
utilise expliitement les quantiateurs universel (∀) et existentiel (∃). De plus, la logique
du premier ordre introduit aussi les onneteurs logiques de onjontion (∧), disjontion
(∨), négation (¬) et impliation (⇒).
Les règles d'inférene de la logique équationnelle peuvent être transformées en un
shéma d'axiomes ayant la forme d'impliations sur lesquelles la règle modus ponens de
la logique du premier ordre pourra être appliquée. Un résultat d'importane est que les
règles de la logique équationnelle sont onsistantes (non ontraditoires) dans la logique
du premier ordre.
3.2 Systèmes de réériture
Le méanisme dédutif de la logique équationnelle présenté Setion 3.1.2 fournit une
méthode pour dériver les onséquenes logiques d'un ensemble d'équations, 'est-à-dire,
pour montrer que deux termes sont égaux dans la théorie dénie par l'ensemble d'équa-
tions. Cependant, ette méthode n'est pas eae. L'idée à l'origine des systèmes de ré-
ériture est de pallier et inonvénient en restreignant les règles d'inférene de la logique
équationnelle.
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3.2.1 Réériture
Le prinipe de la réériture est d'orienter les équations t = u en des règles t → u de
façon à e que la substitution des termes égaux ne soit plus symétrique mais se fasse dans
une diretion privilégiée : des instanes de t peuvent être remplaées par les instanes
orrespondantes de u mais pas l'inverse.
Dénition 3.14 (règle et système de réériture). Une règle de réériture est un
ouple de termes (l, r) ∈ Ts(Σ,V) × Ts(Σ,V), noté l → r, tel que l ne soit pas une
variable et que toute variable de r gure également dans l. Un système de réériture est
un ensemble de règles de réériture.
Dénition 3.15 (relation de rédution). Soit R un système de réériture. La relation
de rédution (ou de réériture) →R est la plus petite relation sur T (Σ,V) qui ontient R
et qui est
 monotone : pour tout n ≥ 0, si f(t1, . . . , ti, l, ti+1, . . . , tn) ∈ T (Σ,V),
l→R r implique f(t1, . . . , ti, l, ti+1, . . . , tn)→R f(t1, . . . , ti, r, ti+1, . . . , tn) ;
 stable par substitution : pour toute substitution σ, l →R r implique σ(l)→R σ(r).
Ainsi, t se réérit en u selon R, noté t →R u, si t|o ≡ σ(l) et u ≡ t[σ(r)]o, pour une
ourrene o du terme t, une substitution σ et une règle l → r ∈ R. Autrement dit, la
règle de réériture l → r est appliquée à un terme t en remplaçant un sous-terme de t qui
est une instane de l (e.g., σ(l)) par l'instane orrespondante de r (e.g., σ(r)).
Note 3.16. Nous noterons
∗
→R la fermeture réexive et transitive de la relation binaire
→R.
Le proessus de réériture est l'appliation répétée des règles d'un système de réériture
à un terme. La suite des appliations de règle est appelée une séquene de réériture.
L'usage typique est de réérire un terme jusqu'à e qu'auune règle ne puisse plus être
appliquée : nous dirons alors que le terme est en forme normale ou enore qu'il a été
normalisé.
Dénition 3.17 (forme normale). Soit R un système de réériture. Un terme t est en
forme normale pour R si et seulement si il n'existe auun terme u tel que t →R u. Un
terme u est une forme normale de t pour R si et seulement si t
∗
→R u et u est en forme
normale.
L'implantation du proessus de réériture d'un terme néessite un algorithme d'appa-
riement (mathing) ainsi qu'une stratégie de normalisation pour le hoix des règles à
appliquer et des termes sur lesquels appliquer les règles.
Un exemple de stratégie de normalisation est de parourir le terme à réérire en pro-
fondeur d'abord en essayant d'appliquer les règles du système de réériture, l'une après
l'autre, à haque sous-terme.
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Le problème de l'appariement de deux termes t et u onsiste à trouver une substitution
σ telle que σ(t) = u. L'appariement peut être onsidéré omme un as partiulier, plus
simple, de l'uniation syntaxique dans lequel l'un des deux termes à unier (u dans
notre exemple) est los : les éventuelles variables de e terme sont traitées omme des
onstantes. Ce problème est déidable et il existe des algorithmes performants pour le
résoudre. Le rle de l'algorithme d'appariement dans le proessus de réériture est de
trouver une substitution, si elle existe, qui permette d'appliquer une règle de réériture à
un terme donné.
3.2.2 Terminaison
Nous nous intéressons maintenant à quelques propriétés des systèmes de réériture
en relation ave la forme normale des termes. En partiulier, nous voudrions dans la
suite que le proessus de réériture termine, quels que soient le terme en entrée et l'ordre
d'appliation des règles, de sorte que tout terme ait au moins une forme normale.
Dénition 3.18 (terminaison). Un système de rééritureR termine (ou est terminant)
s'il n'existe pas de séquene de réériture innie t0 →R t1 →R · · ·
Le problème de la terminaison d'un système de réériture est indéidable en général.
En pratique, la terminaison d'un système de réériture se montre en exhibant un ordre
de rédution sur l'ensemble des termes. Parmi les nombreux ordres de rédution qui ont
été dénis, nous présentons l'ordre lexiographique des hemins (lexiographi path order).
La première mention de et ordre apparaît dans
[
Kamin et Levy, 1980
℄
, mais son origine
remonte aux travaux de N. Dershowitz sur les ordres de simpliation et l'ordre réursif
des hemins (f. l'artile réapitulant es travaux
[
Dershowitz, 1982
℄
).
Dénition 3.19 (ordre de rédution). Une relation d'ordre strite > sur T (Σ,V) est
appelée un ordre de réériture si et seulement si elle est
 monotone : pour tout n ≥ 0, si f(t1, . . . , ti, l, ti+1, . . . , tn) ∈ T (Σ,V),
l > r implique f(t1, . . . , ti, l, ti+1, . . . , tn) > f(t1, . . . , ti, r, ti+1, . . . , tn) ;
 stable par substitution : pour toute substitution σ, l > r implique σ(l) > σ(r).
Un ordre de rédution est un ordre de réériture bien fondé (i.e., il n'existe pas de suite
innie de termes t0 > t1 > · · · ).
Le théorème suivant lie ordres de rédution et terminaison des systèmes de réériture :
Théorème 3.20. Un système de réériture R termine si et seulement si il existe un ordre
de rédution > qui satisfait l > r pour toute règle l→ r ∈ R.
Les ordres de simpliation forment une lasse partiulièrement utile d'ordres de ré-
dution. Notamment, un ordre lexiographique des hemins est un ordre de simpliation.
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Dénition 3.21 (ordre de simpliation). Une relation d'ordre strite > sur T (Σ,V)
est appelée un ordre de simpliation si et seulement si 'est un ordre de réériture qui
possède la propriété de sous-terme (subterm property) :
pour tout terme t ∈ T (Σ,V) et toute ourrene o ∈ Occ(t)− {ǫ}, t > t|o.
Théorème 3.22. Tout ordre de simpliation sur T (Σ,V) est un ordre de rédution.
Dénition 3.23 (ordre lexiographique des hemins). Soient Σ = (F ,S) une si-
gnature et > une relation d'ordre strite sur F . L'ordre lexiographique des hemins >lpo
sur T (Σ,V) induit par > est déni omme suit : t >lpo u si et seulement si
1. u est une variable qui gure aussi dans t et t 6= u, ou
2. t = f(t1, . . . , tm), u = g(u1, . . . , un) et
(a) il existe i, 1 ≤ i ≤ m, tel que ti ≥lpo u, ou
(b) f > g et t >lpo uj pour tout j, 1 ≤ j ≤ n, ou
() f = g et
 t >lpo uj pour tout j, 1 ≤ j ≤ n, et
 il existe i, 1 ≤ i ≤ m, tel que t1 = u1, . . . ti−1 = ui−1 et ti >lpo ui.
Note 3.24. Nous employons la notation t ≥lpo u ave le sens usuel de t >lpo u ∨ t = u.
Théorème 3.25. Soit Σ = (F ,S) une signature. Pour toute relation d'ordre strite >
sur F , l'ordre lexiographique des hemins induit >lpo est un ordre de simpliation sur
T (Σ,V).
3.2.3 Convergene
La propriété de onvergene d'un système de réériture néessite l'introdution de elle
de onuene. Cette dernière garantit qu'un terme n'a qu'une seule forme normale.
Dénition 3.26 (onuene). Soit R un système de réériture. Pour deux termes t et
u, nous érivons t ↓R u pour dénoter qu'ils sont joignables, i.e., il existe un terme v tel
que t
∗
→R v et u
∗
→R v. Le système de réériture R est onuent si et seulement si pour
tout terme t tel que t
∗
→R u et t
∗
→R v, nous avons u ↓R v.
Le problème de la onuene d'un système de réériture est indéidable dans le as
général, mais s'avère déidable lorsque le système est terminant.
Dénition 3.27 (paire ritique). Soient l1 → r1 et l2 → r2 deux règles, d'un système de
réériture R, dont les variables ont éventuellement été renommées de façon à e qu'auune
variable ne soit ommune aux deux règles. Soit une ourrene o ∈ Occ(l1) telle que l1|o
ne soit pas une variable. Soit θ un uniateur le plus général de l1|o et l2. La paire
(θ(r1), θ(l1)[θ(r2)]o) est une paire ritique de R pour les deux règles.
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Théorème 3.28. Un système de réériture terminant R est onuent si et seulement si
t ↓R u pour toutes ses paires ritiques (t, u).
La onjontion des propriétés de terminaison et de onuene pour un système de
réériture assure que tout terme possède par e système de réériture une et une seule
forme normale.
Dénition 3.29 (onvergene). Un système de réériture est onvergent si et seulement
si il est onuent et termine.
3.2.4 Systèmes de réériture onditionnelle
L'expressivité des systèmes de réériture peut être augmentée en onsidérant des équa-
tions onditionnelles à la plae de l'ensemble d'équations onventionnel. Cette extension,
appelée réériture onditionnelle (onditional term rewriting), oblige à réviser les ritères
de terminaison et de onuene. En eet, les résultats établis pour le as inonditionnel
ne sont pas diretement appliables à ette extension.
Dénition 3.30 (règle et système de réériture onditionnelles). Une règle ondi-
tionnelle est le triplet de termes c, l et r, noté c ⇒ l → r, ave l, r ∈ Ts(Σ,V) et c de la
forme t1 = u1 ∧ · · · ∧ tn = un pour n ≥ 0. Un système de réériture onditionnelle est un
ensemble de règles de réériture.
Une règle onditionnelle est utilisée pour réérire un terme en remplaçant une ins-
tane du membre gauhe l par l'instane orrespondante du membre droit r pourvu que
l'instane orrespondante de la ondition c soit satisfaite.
Note 3.31.
1. Nous simplierons parfois l'ériture des onditions P = vrai en P , et P = faux en
¬P , pour un prédiat P et les symboles de onstante de type booléen vrai et faux.
2. Plusieurs sémantiques peuvent être attribuées aux systèmes de réériture ondition-
nelle selon l'interprétation du symbole = dans les onditions. Par exemple, t = u
peut être interprété omme t ↓ u et les onditions sont alors vériées ave le système
de réériture lui-même. Mais il peut aussi s'agir de l'égalité au sens ourant et les
règles du système de réériture sont utilisées dans les deux diretions pour vérier
la ondition.
La question de la terminaison des système de réériture onditionnelle est ompliquée
par l'évaluation réursive des onditions à haque étape de réériture. Le onept de
système déroissant (dereasing) apture l'idée de la terminaison de l'évaluation réursive
des termes.
Dénition 3.32 (système déroissant). Un système de réériture onditionnelle est
déroissant s'il existe un ordre bien fondé > ontenant la relation de réériture → et tel
que :
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 l'ordre > possède la propriété de sous-terme (t > u si u est un sous-terme de t qui
n'est pas t) ;
 pour haque règle t1 = u1 ∧ · · · ∧ tn = un ⇒ l → r ave n ≥ 0 et pour toute
substitution σ, σ(l) > σ(t1), . . . , σ(l) > σ(un).
Théorème 3.33. Un système de réériture déroissant est terminant.
La notion de paire ritique est étendue à elle de paire ritique onditionnelle sur
laquelle repose, similairement au as inonditionnel, les ritères de onuene des systèmes
de réériture onditionnelle.
Dénition 3.34 (paire ritique onditionnelle). Soient c1 ⇒ l1 → r1 et c2 ⇒ l2 → r2
deux règles, d'un système de réériture onditionnelle R, dont les variables ont éventuel-
lement été renommées de façon à e qu'auune variable ne soit ommune aux deux règles.
Soit une ourrene o ∈ Occ(l1) telle que l1|o ne soit pas une variable. Soit θ un uniateur
le plus général de l1|o et l2. L'équation onditionnelle θ(c1∧ c2)⇒ θ(r1) = θ(l1)[θ(r2)]o est
une paire ritique onditionnelle de R pour les deux règles.
Théorème 3.35. Un système déroissant R est onuent (et don, onvergent) si pour
toutes ses paires ritiques c ⇒ t = u et pour toute substitution σ telle que la ondition
σ(c) est satisfaite, nous avons σ(t) ↓R σ(u).
Note 3.36. Dans le as des systèmes déroissants, l'interprétation du symbole = dans
les onditions omme le prédiat d'égalité ou omme la relation ↓ ne fait pas de diérene
relativement à la onuene (et don, à la onvergene) : la onuene du système de
réériture selon l'une des formulations entraîne la onuene du système selon l'autre.
Deuxième partie
Le système SOSSubC
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Chapitre 4
SOSSub
R
C
L'objetif du système SOSSubC est de réaliser automatiquement l'axiomatisation, dans
la logique équationnelle, de programmes impératifs. Nous désignons par axiomatisation la
dénition équationnelle de fontions de transfert des données en entrée vers les données
en sortie d'un programme.
Le système SOSSubC se déline en deux versions : SOSSub
R
C et SOSSub
ext
C . Chaque ver-
sion se distingue par le langage de programmation qu'elle traite et par la méthode qu'elle
met en ÷uvre pour dénir et eetuer l'axiomatisation des programmes soures. Bien
que le système SOSSub
ext
C
aepte le langage le plus rihe des deux versions, le système
SOSSub
R
C présente un intérêt propre, de par son approhe originale basée sur un système
de réériture et sa omplète automatisation de l'axiomatisation. En eet, en ontrepartie
de l'expressivité oerte dans le langage de programmation de SOSSub
ext
C , l'axiomatisation
automatique des programmes est onditionnée par la vériation en dehors du système
de ertains prérequis sur les programmes.
Le système SOSSub
ext
C est dérit dans le Chapitre 5. L'objet du présent hapitre est
d'exposer le fontionnement du système SOSSub
R
C . Nous entamons la présentation, Se-
tion 4.1, par la dénition du langage de programmation impératif SubC, qui sert de support
à notre méthode. Nous poursuivons par la méthode d'axiomatisation en Setion 4.2. Nous
montrons que l'axiomatisation dans SOSSub
R
C s'artiule autour d'un système de réériture
qui formalise la sémantique du langage SubC. Nous détaillons ensuite, Setion 4.3, ette
sémantique et nous ommentons les règles de réériture qui la dénissent. La desription
de la démonstration automatique de la propriété de onvergene du système de réériture
en Setion 4.4 onlut e hapitre sur SOSSub
R
C .
4.1 Langage SubC
Les langages informatiques sont souvent lassés selon le paradigme qui sous-tend leur
interprétation par le programmeur : fontionnel, logique ou impératif pour les plus las-
siques. Il serait d'ailleurs plus exat de préiser que les langages de programmation sont
souvent multiparadigmes : orienté-objet et fontionnel, ou orienté-aspet, orienté-objet et
impératif, et.
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Les langages impératifs manipulent un état du programme, onstitué notamment des
valeurs des variables du programme. Ils expriment un alul par une séquene de modi-
ations de l'état du programme. Ces langages, de loin les plus utilisés en pratique, ne
disposent pas d'un modèle mathématique aussi lairement déni que le λ-alul pour les
langages fontionnels ou la logique des prédiats pour les langages logiques. De e fait,
l'analyse des programmes érits dans un langage impératif est plus diile à formaliser.
Une onséquene direte de ette diulté est que les méthodes de vériation de pro-
grammes impératifs ne onsidèrent qu'un nombre restreint de onstrutions parmi elles
oertes par les langages réels. D'ailleurs, pour la programmation des appliations ritiques,
le langage hoisi est souvent très ontraignant (voir par exemple les sous-ensembles de lan-
gage C et Ada utilisés dans l'industrie : misra- [MISRA, 1998℄ ou spark [Barnes, 2003℄).
Le langage SubC que nous avons déni pour notre méthode n'éhappe pas à ette règle :
il se limite à un petit ensemble de onstrutions, dont la sémantique est bien omprise,
mais qui est tout de même susamment rihe pour être aussi puissant qu'une mahine
de Turing... en plus onvivial !
Le langage SubC est un langage impératif typé, inspiré du C dont il onserve globale-
ment la syntaxe. Les prinipales aratéristiques du langage sont les suivantes :
 l'aetation (=) ;
 la notion de sous-programme : réursivité, appel par valeur, variables loales et
valeur de retour (instrution return) ;
 des strutures de ontrle : la séquene (symbole inxe ;), les instrutions if . . .
else et while ;
 deux types de données prédénis : les entiers (int) et les listes (list) ;
 les opérateurs usuels du C :
 arithmétiques ;
 logiques (et (&&), ou (||), non (!) ;
 relationnels (égal (==), diérent (!=), ...) ;
 des opérateurs sur les listes :
 element(L) retourne le premier élément de la liste L (la tête de la liste) ;
 next(L) retourne la liste L sans son premier élément (la queue de la liste) ;
 add(elt, L) retourne une nouvelle liste dont la tête est l'élément elt et la
queue est la liste L ;
 NULL représente une liste vide.
Les strutures de ontrle peuvent être emboîtées sans restrition. Une seule instru-
tion return est autorisée par fontion : elle se trouve impérativement à la n du orps
de la fontion.
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Cependant, an de bien maîtriser la sémantique du langage et de la garder aussi
simple que possible, plusieurs attributs ourants dans les langages impératifs ne sont pas
disponibles en SubC :
 pas d'instrution de saut du type goto ;
 pas de variable globale ;
 pas de type déni par le programmeur ;
 pas de pointeur diretement aessible au programmeur (même si l'implantation
du type prédéni list peut reourir à des pointeurs, eux-i sont masqués au
programmeur) ;
 pas de onversion de type.
Dans la famille des langages impératifs, les instrutions de saut, du type goto, sont un
héritage des premières générations. Leur utilisation inonsidérée a été assez vite dériée et
le titre d'un artile de E. W. Dijkstra, Go To Statement Considered Harmful
7
[
Dijkstra,
1968
℄
, a souvent été pris au pied de la lettre par les thuriféraires de la programmation stru-
turée. Néanmoins, les instrutions de saut n'ont pas omplètement disparu des langages de
programmation modernes et existent sous des formes spéialisées dont la sémantique est
mieux ontrlée (e.g., la gestion des exeptions). Puisque théoriquement les autres stru-
tures de ontrle permettent de se passer d'instrution goto [Böhm et Jaopini, 1966;
Ashroft et Manna, 1972
℄
, et puisque dans le as général ette dernière rend plus diile
la ompréhension des programmes, nous ne l'avons pas inluse dans le langage SubC.
Les variables globales ont aussi été l'objet d'une ausation similaire
8
par W. Wulf et
M. Shaw (1973) et ne sont pas autorisées dans notre langage.
L'absene de type déni par le programmeur présente plusieurs inonvénients, e.g.,
mauvaise lisibilité et faible réutilisabilité des programmes. Cependant, ei ne limite pas
en théorie l'expressivité de SubC , ar un odage judiieux des autres types à partir des
types prédénis (entiers et listes) est toujours possible (f. les Setions 6.4.1 et 6.4.2 où
des arbres et des graphes sont odés en SubC).
Enn, le as des pointeurs et des autres méanismes suseptibles d'entraîner des eets
de bord est disuté dans le adre du système SOSSub
ext
C
(f. Chapitre 5).
La grammaire ebnf du langage SubC est donnée dans la Figure 4.1, pour les onstru-
tions du langage, et dans la Figure 4.2, pour les expressions du langage. Un programme
est don une olletion de fontions, ou de proédures, puisque le type de retour void est
admis, même si dans e dernier as auune équation ne sera produite. Notre méthode doit
pouvoir s'appliquer à des programmes inomplets, e.g., des bibliothèques de fontions,
aussi, auune fontion partiulière ne dénote le point d'entrée dans le programme. La dé-
nition préise de haune des onstrutions du langage est donnée de façon inrémentale
dans la suite de e hapitre.
7
Pour l'anedote, e titre fameux n'est d'ailleurs pas l'original de E. W. Dijkstra, qui avait plus
modérément intitulé son artile A ase against the goto statement, mais aurait été donné par le journal
où a paru l'artile (dont l'éditeur était alors Niklaus Wirth) selon les notes de E. W. Dijkstra (2001).
8
Au moins dans le titre de l'artile ité : Global variable onsidered harmful.
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program ::= funtion
∗
funtion ::= returnType ident ’(’ (’void’ | argumentList)? ’)’ ( ’;’ | funtionBody)
argumentList ::= argumentDelaration (’,’ argumentDelaration)∗
argumentDelaration ::= varType ident
funtionBody ::= ’{’ variableDelaration∗ statementList returnStatement? ’;’ ’}’
variableDelaration ::= varType variableInitialisation (’,’ variableInitialisation)∗ ’;’
variableInitialisation ::= ident (’=’ expression)?
statementList ::= statement
∗
statement ::= assignStatement ’;’
| whileStatement ’;’
| branhStatement ’;’
| ’{’ statementList ’}’
assignStatement ::= ident ’=’ expression
returnStatement ::= ’return’ expression
whileStatement ::= ’while’ ’(’ ondition ’)’ statement
branhStatement ::= ’if’ ’(’ ondition ’)’ statement (’else’ statement)?
returnType ::= ’void’ | varType
varType ::= ’int’ | ’list’
Fig. 4.1  Grammaire ebnf des onstrutions de SubC
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ondition ::= andExpression (’||’ andExpression)∗
andExpression ::= equalExpression (’&&’ equalExpression)∗
equalExpression ::= relExpression ((’==’ | ’!=’) relExpression)∗
relExpression ::= expression (relOperator expression)
∗
expression ::= mulExpression ((’+’ | ’−’) mulExpression)∗
mulExpression ::= unExpression ((’∗’ | ’/’) unExpression)∗
unExpression ::= unOperator? fator
fator ::= ’(’ expression ’)’ | denedName | integer | ’NULL’
denedName ::= ident (’(’ eetiveArgumentList? ’)’)?
| ’add’ ’(’ expression ’,’ denedName ’)’
| ’element’ ’(’ denedName ’)’
| ’next’ ’(’ denedName ’)’
eetiveArgumentList ::= expression (’,’ expression)∗
unOperator ::= ’!’ | ’−’ | ’+’
relOperator ::= ’<’ | ’<=’ | ’>’ | ’>=’
integer ::= un entier
ident ::= un identificateur
Fig. 4.2  Grammaire ebnf des expressions de SubC
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Les expressions forment deux ensembles : elui des expressions onditionnelles (appelé
ondition dans la grammaire) et elui des expressions de listes et des expressions arith-
métiques (appelé expression dans la grammaire), qui est un sous-ensemble du premier.
4.2 Axiomatisation
Dans notre approhe, nous travaillons sur le ode soure érit par des programmeurs
dans le langage SubC. Le ode des programmes ne omporte pas d'annotations spéiques
à notre approhe. Le système SOSSubC exprime la sémantique d'un programme P par un
ensemble d'équations onditionnelles EP qui sont la dénition de fontions de transfert f
t
des données en entrée De de P vers ses données en sortie Ds. Chaque fontion de transfert
f tds orrespond à une donnée en sortie ds de P .
La dénition de f tds est telle que le résultat, pour ds, de l'exéution de P sur les données
en entrée De est le même, à une tradution φ des symboles près, que le résultat obtenu
de la dédution équationnelle (i.e., la forme normale) dans Ep à partir de f
t
ds
(φ(De)).
Les équations EP forment les axiomes d'une théorie de P dans la logique équationnelle.
De e fait, nous bénéions, à la fois d'une sémantique dénotationnelle du programme,
grâe au modèle des algèbres abstraites de la logique équationnelle, et d'une sémantique
opérationnelle pour le programme, puisque la théorie de la réériture fournit une dénition
opératoire de l'évaluation du programme.
Le rle de SOSSub
R
C est de réaliser automatiquement l'axiomatisation qui traite le
problème suivant :
Axiomatisation
Entrée : Un programme SubC P .
Sortie : Les axiomes d'une théorie équationnelle du programme <
∑
P , EP >.
Ave
∑
P et EP , respetivement, la signature et la sémantique de P en logique
équationnelle.
Le ÷ur de SOSSub
R
C est le système de réériture SOSR : les règles de SOSR dénissent
la sémantique du langage SubC. Le hoix d'un système de réériture pour la spéiation
de la sémantique d'un langage ore deux avantages :
 la sémantique laire de la réériture permet de formaliser la spéiation et aide
ainsi à la ompréhension et à la vériation de elle-i ;
 la spéiation est exéutable puisque la réériture jouit d'une interprétation opéra-
tionnelle.
Nous montrerons, de plus, que le système de réériture SOSR possède la propriété de
onvergene, qui le rend apte à évaluer les programmes SubC (f. Setion 4.4). La signature
Σ
sos
et les règles du système de réériture SOSR se trouvent en Annexe A. Nous détaillons
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et expliitons les règles du système dans la Setion 4.3. La signature est introduite au l
de la desription de l'axiomatisation dans les Setions 4.2.1, 4.2.2 et 4.2.3.
La sémantique du langage SubC est exprimée par les modiations des onstrutions du
langage sur un ensemble d'équations aratéristiques d'un programme : l'environnement
du programme (f. Setion 4.2.1). L'axiomatisation du ode soure des programmes SubC
est fondée sur le onept d'environnement. Elle omprend trois étapes :
1. haque sous-programme est tout d'abord traduit en un terme bien formé de Σ
sos
:
e terme onstitue une entrée onvenable pour la réériture par SOSR (f. Se-
tion 4.2.2) ;
2. ensuite, le terme obtenu à la première étape est normalisé par réériture ave SOSR :
sa forme normale est l'environnement nal du sous-programme (f. Setion 4.2.3) ;
3. enn, nous extrayons de l'environnement nal les informations néessaires à la for-
mulation des équations du sous-programme (f. Setion 4.2.4).
Au nal, l'évaluation d'un programme selon les règles de la sémantique du langage pro-
duit un ensemble d'équations qui, interprété dans la logique équationnelle, onstitue la
sémantique du programme.
Avant d'approfondir le ontenu de haune de es étapes, nous introduisons le onept
d'environnement de sous-programme pour SOSSub
R
C .
4.2.1 Environnements
L'environnement d'un sous-programme est, en substane, un état du sous-programme
au ours d'une évaluation symbolique des instrutions qui le omposent. L'évaluation est
symbolique pare que faite sur des entrées du sous-programme non dénies (i.e., dont la
valeur n'est pas onnue), et don enore manipulées sous forme de symboles, omme des
abstrations des entrées réelles. C'est-à-dire, par exemple, que la valeur des variables d'un
sous-programme SubC s'exprime par une fontion des entrées du sous-programme, et non
par une valeur onstante.
L'environnement d'un sous-programme ontient la valeur (symbolique) de toutes les
variables et tous les paramètres du sous-programme pour haque hemin d'exéution dans
elui-i. Il peut ontenir, en plus, e que nous appelons une fermeture de boule (while
losure) et qui orrespond à un nouveau sous-programme qui possède son propre environ-
nement.
Un hemin d'exéution dans un sous-programme est déni omme la suite des ins-
trutions exéutées pour des valeurs d'entrée données. Les instrutions de ontrle de ot
(instrutions onditionnelles et itératives) déterminent les diérents hemins possibles.
Nous verrons par la suite que, dans notre méthode, les boules sont traitées omme des
appels de sous-programme. De e fait, les instrutions de branhement onditionnelles sont
les seules à sinder le sous-programme en hemins. Pour nous, ei a deux onséquenes
favorables :
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;;Types
;;env = les environnements
;;env_elt = les éléments d'environnement
;;ond = les onditions
;;exp = les expressions (exp ⊃ var)
;;var = les variables
;;var_list = les listes de variables
;;id = les identiateurs (id ⊃ var)
;;nat = les entiers naturels
;;Construteurs des environnements
C_Env : env_elt × env → env
C_Empty_Env : → env
C_Choie : env × env → env
C_Branh : ond × env → env
;;Construteurs des éléments d'environnement
C_Pair : id × exp → env_elt
C_While_Closure : nat × ond × env × var_list → env_elt
;;Construteurs des listes de variables
C_L_Var : var × var_list → var_list
C_Empty_L_Var : → var_list
;;Construteur des fontions de boule
C_Loop : nat × var × env → exp
Fig. 4.3  Signature des environnements de SOSSub
R
C
dans Σ
sos
 Le nombre des hemins possibles est ni : un environnement pourra don failement
tous les ontenir.
 Nous pouvons assoier à haque hemin une ondition simple qui aratérise les
ontraintes que les données d'entrée doivent respeter pour que e hemin soit exé-
uté. Cette ondition sera formée de la onjontion (et logique) de toutes les ondi-
tions des instrutions de branhement renontrées sur le hemin onsidéré.
Nous dénissons maintenant formellement le onept d'environnement de SOSSub
R
C :
un environnement est représenté par un terme de Σ
sos
. Nous exhibons en Figure 4.3 les
symboles de Σ
sos
qui sont les onstruteurs des termes du type des environnements.
Dénition 4.1 (environnement). Un environnement est un terme bien formé de type
env sur la signature dénie par la Figure 4.3.
Dans l'environnement d'un sous-programme, un hemin d'exéution est représenté
par un terme C_Branh qui réunit la ondition du hemin et son environnement spéi-
4.2. Axiomatisation 59
env ::= hoie | env_elt_list
env_elt_list ::= ’C_Env’ ’(’ env_elt ’,’ env_elt_list ’)’ | ’C_Empty_Env’
env_elt ::= while_losure | pair
hoie ::= ’C_Choice’ ’(’ branh ’,’ branh ’)’
branh ::= hoie | ’C_Branch’ ’(’ ond ’,’ env ’)’
while_losure ::= ’C_While_Closure’ ’(’ nat ’,’ ond ’,’ env ’,’ var_list ’)’
pair ::= ’C_Pair’ ’(’ var ’,’ exp ’)’
var_list ::= ’C_L_Var’ ’(’ var ’,’ var_list ’)’ | ’C_Empty_L_Var’
loop ::= ’C_Loop’ ’(’ nat ’,’ var ’,’ env ’)’
exp ::= une expression SubC dans laquelle le terme loop
apparaît comme une alternative supplémentaire de fator
ond ::= une condition pour Σsos
var ::= une variable
nat ::= un entier naturel
Fig. 4.4  Grammaire ebnf des environnements de SOSSub
R
C
que. Les diérents hemins du sous-programme sont regroupés par les termes C_Choie.
L'environnement spéique à un hemin peut ontenir une liste de paires (C_Pair), qui
représente l'état des variables dans e hemin, et des termes C_While_Closure, qui sont
les fermetures des boules renontrées sur e hemin.
Pour failiter la ompréhension de e que sont les environnements, nous en proposons
une autre desription sous la forme d'une grammaire ebnf en Figure 4.4. Cette grammaire
dénit les environnements lorsqu'ils sont en forme normale.
4.2.2 Les programmes sont des termes
Un programme, an de pouvoir être réérit par le système SOSR, doit être un terme
de la signature du système, à savoir Σ
sos
. Nous avons prévu dans Σ
sos
des symboles de
fontions et des types pour haque onstrution du langage SubC. Nous les réapitulons
dans la Figure 4.5.
Les fontions et onstruteurs usuels des expressions ne sont pas ités dans ette
gure, ar nous ne leur donnons pas de sémantique partiulière dans SOSR. En eet, nous
déléguons ette tâhe aux systèmes de preuve qui seront utilisés, in ne, pour démontrer
la orretion du programme et dans lesquels es symboles sont généralement prédénis
60 Chapitre 4. SOSSub
R
C
;;Types
;;stmt = les instrutions
;;stmt_list = les listes d'instrutions
;;Construteurs des listes d'instrutions
C_L_Stmt : stmt_list × stmt → stmt_list
C_Empty_L_Stmt : → stmt_list
;;Construteurs des instrutions
C_If : ond × stmt_list × stmt_list → stmt
C_Assign : id × exp → stmt
C_While : nat × ond × stmt_list → stmt
;;Construteur des paramètres eetifs
C_EA : var → exp
;;Construteurs des onditions
C_And : ond × ond → ond
C_Not : ond → ond
Fig. 4.5  Signature des onstrutions du langage SubC dans Σsos
(f. Chapitres 6 et 7). Les onstruteurs C_And et C_Not ne sont pas onfondus ave
le && et le ! de SubC, an de permettre une dénition éventuellement diérente, et leur
sémantique ne fait pas non plus partie de SOSR. Les autres symboles servent à représenter
les onstrutions du langage SubC par des termes.
L'objetif de ette première étape de l'axiomatisation est le suivant :
Tradution en terme
Entrée : Un programme SubC P omposé de sous-programmes fi.
Sortie : Des termes T
fi
P sur la signature Σsos.
L'analyse syntaxique du ode soure des programmes SubC produit un terme diérent
pour haque sous-programme. Le terme est onstruit ave les symboles de la signature
Σ
sos
en séletionnant elui qui orrespond à la onstrution du langage SubC analysée.
Les orrespondanes entre onstrutions SubC et symboles de Σsos sont dénies dans la
Figure 4.6. La représentation des listes pour les termes de ette gure, et dans la suite
de e hapitre, est elle de la Note 1.7 (Page 12) : les éléments de la liste sont entre
des aolades et séparés par des points . Les onstruteurs réellement employés par le
système se déduisent du type des éléments, e.g., C_Env et C_Empty_Env pour les
listes de paires des environnements. Nous aurons l'oasion d'illustrer le fontionnement
des règles de orrespondane syntaxique dans la setion suivante, lorsque nous détaillerons
le omportement de SOSSub
R
C pour haque onstrution du langage SubC (f. Setion 4.3
et Exemple 4.7).
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stmts 7−→ stmt_list typet ∈ {int,list}
(Ft)
type0 fct_name (type1 p1, . . ., typen pn) {stmts} 7−→
GE(stmt_list, {C_Pair(p1, C_EA(p1)) · . . . · C_Pair(pn, C_EA(pn))})
stmt 7−→ stmt′ stmts 7−→ stmt_list
(Seq)
stmt; stmts 7−→ {stmt′ · stmt_list}
nom_ft = nom du sous-programme
(Ret)
return exp 7−→ C_Assign(nom_ft, exp)
(Assg)
x = y 7−→ C_Assign(x, y)
stmts1 7−→ stmt_list1 stmts2 7−→ stmt_list2
(Cond1)
if (c) stmts1 else stmts2 7−→ C_If(, stmt_list1, stmt_list2)
stmts 7−→ stmt_list
(Cond2)
if (c) stmts 7−→ C_If(, stmt_list, {})
stmts 7−→ stmt_list num = un numéro de boule inutilisé
(Iter)
while (cond) stmts 7−→ C_While(num, ond, stmt_list)
type ∈ {int,list}
(VarDel1)
type var = val 7−→ C_Assign(var, val)
(VarDel2)
int var 7−→ C_Assign(var, 0)
(VarDel3)
list var 7−→ C_Assign(var, NULL)
Fig. 4.6  Règles de orrespondane syntaxique
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4.2.3 Les termes sont réérits en des environnements
Le terme T
f
P obtenu de l'étape préédente pour le sous-programme f assoie la sé-
quene d'instrutions de f à un environnement initial, dans lequel vont être évaluées les
instrutions. L'évaluation onsiste à appliquer les règles de SOSR au terme T
f
P .
La deuxième étape de l'axiomatisation est don la suivante :
Normalisation
Entrée : Un terme T
f
P sur Σsos.
Sortie : Un terme normalisé, env
T
f
P
, appelé environnement nal de f et tel que
T
f
P ↓
SOSR
env
T
f
P
.
Les règles du système de réériture SOSR dénissent plusieurs opérations dont le
rle est de donner une sémantique aux onstrutions du langage SubC . Ces opérations
interprètent les onstrutions du langage omme des fontions des environnements vers
les environnements. La signature de es opérations est présentée dans la Figure 4.7.
La dénition préise des opérations GE, Comp et GL est donnée par les règles, res-
petivement, (12), (310) et (1112) de SOSR en Annexe A. Leur sens est expliqué dans
la Setion 4.3. La plupart des autres opérations dérivent des ations élémentaires sur les
environnements. Ainsi :
 Update_Env, dénie par les règles (1316), met à jour la valeur d'une variable
dans la liste de paires d'un environnement donné ; si la paire orrespondant à la
variable mise à jour n'existe pas, elle est ajoutée à la liste. Dans le même temps,
l'expression qui onstitue la valeur de la variable est aussi mise à jour pour reéter la
valeur ourante des variables dans l'environnement, i.e., les variables que l'expression
ontient sont remplaées par leur valeur dans l'environnement.
 Update_Cond, dénie par les règles (1719), met à jour une ondition pour reéter
dans la ondition la valeur ourante des variables dans un environnement donné.
 GLOV, dénie par les règles (2628), onstruit la liste des variables présentes dans
la liste de paires d'un environnement donné.
 Merge_Env et Insert_Pair, dénies par les règles (3536) et (3740), ajoutent les
paires d'un premier environnement à elles du seond. Si une variable donnée a
déjà une paire dans le seond environnement, ette paire est remplaée par elle
du premier environnement. Cette opération permet don de mettre à jour la valeur
d'un ensemble de variables (ou d'une seule pour Insert_Pair), sans que l'expression
qui leur est assoiée soit, elle aussi, mise à jour (à la diérene de Update_Env).
 Merge_L_Var et Insert_Var, dénies par les règles (4142) et (4345), permettent
de réaliser la fusion de deux listes de variables sans doublons.
Les opérations GIE et GLOMV sont liées à la sémantique des boules et sont présen-
tées ave elle-i dans la Setion 4.3.3. Quant aux opérations C_Substc(v, e1, e2) et
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;;Génération de l'environnement d'une liste d'instrutions
GE : stmt_list × env → env
;;Opération d'évaluation d'une instrution dans un environnement
Comp : stmt × env → env
;;Génération des appels aux fontions de boule
GL : nat × var_list × env → env
;;Insertion et mise à jour d'une paire dans un environnement
Update_Env : env_elt × env → env
;;Mise à jour d'une ondition dans l'environnement ourant
Update_Cond : ond × env → ond
;;Génération de l'environnement initial d'une fontion de boule
GIE : env → env
;;Génération de la liste des variables d'un environnement
GLOV : env → var_list
;;Génération de la liste des variables modiées d'un environnement
GLOMV : env → var_list
;;Fusion de deux environnements
Merge_Env : env × env → env
;;Insertion sans mise à jour d'une paire dans un environnement
Insert_Pair : env_elt × env → env
;;Fusion de deux listes de variables
Merge_L_Var : var_list × var_list → var_list
;;Insertion d'une variable dans une liste de variables
Insert_Var : var × var_list → var_list
;;Opérations de substitution
C_Substc : var × ond × exp → ond
C_Subste : var × exp × exp → exp
Fig. 4.7  Signature des opérations sur les environnements dans Σ
sos
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C_Subste(v, e1, e2), elles permettent de remplaer v par e2 dans, respetivement, la
ondition ou l'expression e1. Nous les utiliserons pour remplaer une variable par sa va-
leur dans une ondition ou une expression. Ces opérations de substitution ne sont pas
dénies dans le système de réériture SOSR et sont eetuées une fois la réériture ter-
minée.
4.2.4 Les environnements sont des équations
Dans SOSSub
R
C , un environnement est la représentation d'un ensemble d'équations
aratéristiques d'un programme. Le système de réériture SOSR dénit la sémantique
du langage SubC par des modiations dans un tel environnement. Lors de la seonde
étape, en réérivant par SOSR le terme T
f
P d'un sous-programme SubC f , nous avons
obtenu l'environnement nal env
T
f
P
. Ce dernier est don l'expression de la sémantique
du sous-programme f . Pour donner la dénition équationnelle de la sémantique de f ,
la dernière étape onsiste à formuler les équations ontenues dans l'environnement nal.
Ainsi, le rle de la troisième étape de l'axiomatisation est le suivant :
Formulation des équations
Entrée : Un environnement nal env
T
f
P
.
Sortie : Un ensemble d'équations onditionnelles EP qui dénissent la
sémantique du programme P .
Les environnements naux ontiennent trois éléments qui nous serviront à formuler
les équations d'un sous-programme f :
 Les listes de paires variable-valeur dérivent l'état des variables du sous-programme
à la n de son évaluation symbolique. Parmi toutes les paires, seule elle ontenant la
valeur de retour du sous-programme produira une équation. Cette paire partiulière
se reonnaît à e que sa variable porte le nom du sous-programme (f. Setion 4.3.1).
 Un terme de raine C_Branh représente un hemin d'exéution dans le sous-
programme. Il assoie une ondition, elle que les données en entrée doivent remplir
pour que le hemin onsidéré soit exéuté, et une liste de paires variable-valeur, qui
rend ompte de la valeur des variables après l'exéution des instrutions du hemin
onsidéré. L'équation formée à partir de la paire ontenant la valeur de retour de f
omportera don en plus une ondition.
 Les termes de raine C_While_Closure représentent des fermetures de boule. Ils
se trouvent dans la liste des paires d'une branhe donnée. Ces termes sont à l'origine
d'un ensemble d'équations onditionnelles qui dénissent une famille de fontions ré-
ursives pour la boule onsidérée : une fontion pour haque variable modiée dans
le orps de la boule. Ce omportement est déni préisément dans la Setion 4.3.3.
Dénition 4.2 (éléments générateurs d'équations). Soient f un sous-programme
SubC et P1, . . . Pn ses paramètres formels. Nous dénissons les éléments générateurs d'équa-
tions de l'environnement nal de f et leurs équations assoiées omme suit :
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int identité(int x) {
return x;
}
Fig. 4.8  La fontion identité en SubC
C_Env La liste de paires, onstruite ave les onstruteurs C_Env et C_Empty_Env,
{t1 · . . . · C_Pair(f, val) · . . . · tm}
produit l'équation
f(P1, . . . , Pn) = val . (4.3)
C_Branh Le terme
C_Branh(Cond, {t1 · . . . · C_Pair(f, val)· . . . · tm})
produit l'équation
Cond ⇒ f(P1, . . . , Pn) = val . (4.4)
C_While_Closure Un terme C_While_Closure produit l'ensemble des équations
onditionnelles déni par l'Équation (4.9) de la Dénition 4.8 (Page 76).
La formulation des équations d'un sous-programme onsiste alors à parourir l'environ-
nement nal de e sous-programme et à former les équations orrespondant aux éléments
générateurs renontrés. La présene des termes C_Env et C_Choie à la raine du terme
de l'environnement distingue, respetivement, un sous-programme ne omportant qu'un
hemin d'exéution, don inonditionnel, d'un sous-programme ave plusieurs hemins
d'exéution.
Dénition 4.5 (équations des sous-programmes et boules SubC). Soient f un
sous-programme SubC et envf l'environnement nal de f . Les équations formulées pour
le sous-programme f sont les suivantes :
1. Chaque ourrene d'un terme de raine C_While_Closure dans envf produit un
ensemble d'équations onditionnelles déni par l'Équation (4.9) (Page 76).
2. Si le symbole à la raine de envf est le onstruteur C_Env, une équation est
formulée sur le modèle de l'Équation (4.3).
3. Sinon, le symbole à la raine de envf est le onstruteur C_Choie et une équation
sur le modèle de l'Équation (4.4) est formulée pour haque ourrene d'un terme
de raine C_Branh dans envf .
Exemple 4.6 (identité). Nous prenons l'exemple minimal de la fontion identité de
la Figure 4.8 pour détailler les trois étapes de l'axiomatisation.
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1. Lors de la première étape, la fontion identité est transformée en un terme sur
la signature Σ
sos
. La fontion identité ne ontient que l'instrution return x.
Pour ette instrution, nous onstruisons un terme qui assoie le nom de la fon-
tion ave l'expression de retour de la fontion (règle de orrespondane syntaxique
(Ret)) : C_Assign(identité, x).
L'environnement initial d'un sous-programme est une liste de paires qui assoient
paramètres formels et paramètres eetifs du sous-programme (règle (Ft)). Tou-
tefois, les paramètres eetifs d'un sous-programme n'étant pas toujours onnus,
le sous-programme est  symboliquement évalué  : en l'ourrene, nous représen-
tons par le terme C_EA(x) le paramètre eetif du paramètre formel x. La fon-
tion identité ne prend qu'un paramètre ; nous représentons la liste ne ontenant
qu'une seule paire par la notation : {C_Pair(x, C_EA(x))}.
Enn, la fontion GE regroupe la séquene d'instrutions du orps de la fontion et
l'environnement initial de la fontion :
GE({C_Assign(identité, x)}, {C_Pair(x, C_EA(x))})
2. Le terme préédent est prêt à être normalisé par le système de réériture SOSR (f.
Annexe A). Les Règles (1) et (2) réérivent la fontion GE pour évaluer la première,
et seule, instrution de la séquene d'instrutions, nous obtenons :
Comp(C_Assign(identité, x), {C_Pair(x, C_EA(x))})
puis les Règles (4), (14) et (15) expriment la sémantique de l'instrution return
omme l'insertion et la mise à jour de la valeur de retour de la fontion dans l'en-
vironnement ourant. L'appliation des règles aboutit à l'environnement suivant :
{C_Pair(x, C_EA(x)) ·
C_Pair(identité, C_Subste(x, C_EA(x), C_EA(x)))}
Nous obtenons, après substitution
9
, l'environnement nal :
{C_Pair(x, C_EA(x)) · C_Pair(identité, C_EA(x))}
3. Ainsi, l'environnement nal ontient deux paires. La première dénote la valeur de
x à la n de l'exéution de la fontion. La seonde ontient le nom de la fontion
analysée et dénote, par onséquent, la valeur de retour de elle-i. Ces deux valeurs
sont égales au paramètre eetif, 'est-à-dire, à la valeur de x au moment de l'appel.
À la troisième étape de l'axiomatisation, nous ne nous intéressons qu'à la valeur de
retour de la fontion. Cet environnement, omplété de l'information sur le prototype
de la fontion identité, n'engendrera don qu'une seule équation :
identite´(x) = x
Cette équation exprime la sémantique de la fontion identité en logique équationnelle.

9
Les substitutions n'aetent pas les termes de raine C_EA (f. Setion 4.3.1).
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4.3 Sémantique du langage SubC
Nous avons présenté dans la setion préédente les trois étapes de l'axiomatisation.
Nous développons dans ette setion la sémantique des onstrutions du langage SubC
telle qu'elle est dénie par le système de réériture SOSR de l'Annexe A. Le proessus
de réériture intervient lors de la deuxième étape ; il réalise l'évaluation symbolique d'un
sous-programme, le résultat de laquelle est l'environnement nal du sous-programme.
Nous ommençons par les onstrutions dont la sémantique est la plus simple : les
onstrutions de base de la Setion 4.3.1. Nous abordons ensuite suessivement l'ins-
trution onditionnelle, Setion 4.3.2, et l'instrution itérative, Setion 4.3.3. Nous serons
amenés à faire fréquemment référene aux règles de réériture : haque fois les numéros
ités renvoient aux règles orrespondantes de l'Annexe A (Page 163).
4.3.1 Construtions de base
Le langage SubC est omposé du jeu de onstrutions élémentaires de tout langage de
programmation impératif. Notamment, il aquiert son appartenane à e paradigme des
langages de programmation par son instrution d'aetation. Cette dernière est en eet
l'instrution par exellene du hangement d'état, qui fonde la programmation impéra-
tive. Pour ette raison, l'instrution d'aetation débute logiquement la présentation des
onstrutions de base de SubC. Nous énonçons ensuite la sémantique des types et expres-
sions du langage, puis, de la séquene d'instrutions, avant de lore ette setion par la
notion de sous-programme.
Aetation
Lorsqu'une instrution d'aetation x = y est renontrée dans un programme, elle est
traduite en un terme C_Assign(x, y) selon la règle de orrespondane syntaxique (Assg)
de la Figure 4.6 (Page 61). La sémantique de l'aetation est donnée par les règles de
réériture (3) et (4) que nous rappelons ii :
(3) Comp(C_Assign(v_var, v_exp), C_Empty_Env) →
C_Env(C_Pair(v_var, v_exp), C_Empty_Env)
(4) Comp(C_Assign(v_var, v_exp), C_Env(v_pair, v_env)) →
Update_Env(C_Pair(v_var, v_exp), C_Env(v_pair, v_env))
Le symbole Comp dénote la fontion hargée d'évaluer une instrution dans un en-
vironnement ourant. Deux possibilités sont prises en ompte pour l'évaluation d'une
aetation :
 règle (3), l'environnement ourant est vide (C_Empty_Env) : une paire formée de
la variable et de sa valeur est ajoutée dans l'environnement ;
 règle (4), l'environnement ourant n'est pas vide, il ontient une liste de paires :
l'appel de la fontion Update_Env (f. Setion 4.2.3) met à jour, d'une part, l'ex-
pression aetée (y en l'ourrene), et d'autre part, l'environnement lui-même en
modiant la paire qui ontient la valeur de x.
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La sémantique de l'aetation est don de modier la liste de paires d'un environne-
ment, de façon à e que la paire orrespondant à la variable aetée reète la nouvelle
valeur de la variable dans l'environnement ourant.
Types et expressions
Les deux types de données dont disposent SubC sont les entiers et les listes. Les va-
riables d'un programme sont typées statiquement et délarées en début de programme.
La sémantique d'une délaration de variable est identique à elle d'une aetation :
règles (VarDel1), (VarDel2) et (VarDel3) de la Figure 4.6.
Si la variable n'est pas expliitement initialisée, nous lui donnons une valeur par dé-
faut : 0 pour les entiers, règle (VarDel2), et NULL pour les listes, règle (VarDel3).
Expressions Les expressions, et par e terme nous inluons ii aussi les onditions, ne
sont pas interprétées par SOSSub
R
C . Nous nous ontentons d'y mettre à jour la valeur des
variables lorsque néessaire. Nous laissons le soin de la dénition des opérations interve-
nant dans les expressions au système de preuve qui sera utilisé par la suite. Il est bien
entendu que les opérations dans les expressions n'ont pas d'eet de bord.
Listes Le langage SubC est muni d'un type pour les listes. Il peut s'agir de listes d'entiers,
mais aussi de listes de listes.
Dans SubC , le type list désigne une représentation fontionnelle des listes, i.e., un
type réursif déni à l'aide de deux onstruteurs (la liste vide et l'ajout en tête d'un élé-
ment). La onséquene de ette représentation est que les listes sont vues par l'aetation
omme des valeurs atomiques : si La et Lb sont des listes, La = Lb a pour eet, selon la
sémantique de l'aetation, de dupliquer la valeur de Lb dans l'environnement ourant,
an de former la valeur de la paire de La dans e même environnement.
Il en va de même des expressions de liste que des autres expressions SubC : elles ne
sont pas interprétées par SOSSub
R
C
. Les opérations sur les listes, i.e., element et next,
ne sont pas dénies dans SOSR. Ainsi, une expression de liste omme
next(add(1, NULL))
n'est pas évaluée omme la liste NULL et reste sous sa forme initiale.
Séquene d'instrutions
En SubC , un point-virgule sépare deux instrutions dans une séquene d'instrutions.
La règle (Seq) de la Figure 4.6 fait orrespondre à une séquene d'instrutions une liste
d'instrutions sous la forme d'un terme de Σ
sos
.
La sémantique de la séquene d'instrutions est donnée par la fontion GE dénie par
les règles (1) et (2) du système de réériture SOSR :
(1) GE(C_L_Stmt(v_l_stmt, v_stmt), v_env) →
Comp(v_stmt, GE(v_l_stmt, v_env))
(2) GE(C_Empty_L_Stmt, v_env) →v_env
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Ainsi, la signiation d'une séquene d'instrutions est d'évaluer (fontion Comp) la
dernière instrution de la séquene dans l'environnement qui résulte de l'évaluation, dans
l'environnement ourant, des instrutions préédentes de la séquene. Lorsque la liste
d'instrution est vide, l'environnement ourant n'est pas modié.
Sous-programme
En SubC , les sous-programmes peuvent avoir une valeur de retour ou pas. Cependant,
lorsqu'ils n'en ont pas, SOSSub
R
C
ne génèrera auune équation pour eux (f. Setion 4.2.4).
En eet, les sous-programmes n'ont pas d'eets de bord (e.g., auune instrution d'en-
trée/sortie), don, s'ils n'ont pas non plus de valeur de retour, ils n'ont auune donnée en
sortie.
La règle (Ft) de la Figure 4.6 spéie le terme de Σ
sos
onstruit pour un sous-
programme. Ce terme dénit la sémantique d'un sous-programme omme l'environnement
obtenu de l'évaluation de la séquene d'instrutions qui forme le orps du sous-programme
dans un environnement initial. L'environnement initial est omposé d'une liste de paires
établie en fontion des paramètres du sous-programme.
Paramètres Le mode de passage des paramètres est par valeur. Cei implique que les
listes, omme lors d'une aetation, sont dupliquées lorsqu'elles sont passées en paramètre
à un sous-programme.
Lorsque l'environnement initial d'un sous-programme est onstitué, haun de ses pa-
ramètres ajoute une paire dans l'environnement. Chaque paire assoie un paramètre p
ave un terme C_EA(p). Ce terme dénote la valeur du paramètre eetif orrespondant
à p qui aura été passé au moment de l'appel du sous-programme. Nous avons reours à e
terme ar l'évaluation des sous-programmes se fait hors de tout ontexte d'appel. C'est
en e sens que l'évaluation est symbolique : nous ne manipulons pas la valeur réelle des
paramètres eetifs.
L'ajout de es paires dans l'environnement traduit le fait que les paramètres formels
sont onsidérés omme des variables loales initialisées à la valeur de leur paramètre
eetif. Si la valeur d'un paramètre formel peut hanger au ours de l'évaluation du
sous-programme, par ontre, la valeur d'un paramètre eetif est onsidérée omme une
onstante par le sous-programme. Pour ette raison, les substitutions, qui font suite aux
mises à jour de l'environnement, ne s'appliquent pas aux variables qui apparaissent dans
des termes de raine C_EA.
Lors de la formulation des équations, une fois que toutes les substitutions ont été a-
omplies, les termes C_EA(p) ne sont plus néessaires et sont remplaés par des variables
de la logique. En eet, dans la logique équationnelle, seule la référene à la valeur du para-
mètre eetif sera néessaire pour dénir les fontions de transfert d'un sous-programme
SubC.
Return La valeur de retour d'un sous-programme est désignée par l'expression atta-
hée à l'instrution return. Cette instrution ne doit apparaître qu'une fois par sous-
programme et elle ne peut être que la toute dernière instrution du sous-programme. Ces
ontraintes ne sont pas réellement une limitation puisque nous pouvons toujours mettre
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sous ette forme, en préservant la sémantique, un sous-programme omportant plusieurs
instrutions return.
Lorsqu'elle est renontrée dans un sous-programme, l'instrution return est traduite
en un terme de raine C_Assign (f. règle (Ret) de la Figure 4.6) qui est la fontion de
Σ
sos
orrespondant aux aetations. Ainsi, la sémantique de l'instrution return est la
même qu'une aetation de l'expression de retour à une variable un peu spéiale qui est
le nom du sous-programme
10
. Nous avons vu en Setion 4.2.4 que la paire qui résulte de
ette pseudo-aetation sert à formuler les équations du sous-programme.
4.3.2 Instrution onditionnelle
Les instrutions onditionnelles du langage SubC sont de la forme if . . . else. Elles
divisent un hemin d'exéution dans un sous-programme en deux nouveaux hemins,
même lorsque la partie else de l'instrution est omise. Le premier hemin est omposé des
instrutions exéutées lorsque la ondition du if est vraie, alors que le seond omporte
les instrutions exéutées lorsque la ondition est fausse.
Un terme de raine C_If est assoié à une instrution if (f. les règles de orres-
pondane syntaxique (Cond1) et (Cond2) en Page 61). Ce terme regroupe la ondition
du if, la séquene d'instrutions de la partie  alors  et elle de la partie  sinon . La
dénition de la fontion C_If orrespond aux règles (5) et (6) de SOSR. Nous rappelons
ii es règles :
(5) Comp(C_If(v_ond, v_l_stmt1, v_l_stmt2), C_Empty_Env) →
C_Choie(C_Branh(v_ond, GE(v_l_stmt1, C_Empty_Env)),
C_Branh(C_Not(v_ond), GE(v_l_stmt2, C_Empty_Env)))
(6) Comp(C_If(v_ond, v_l_stmt1, v_l_stmt2), C_Env(v_pair, v_env)) →
C_Choie(C_Branh(Update_Cond(v_ond, C_Env(v_pair, v_env)),
GE(v_l_stmt1, C_Env(v_pair, v_env))),
C_Branh(C_Not(Update_Cond(v_ond,
C_Env(v_pair, v_env))),
GE(v_l_stmt2, C_Env(v_pair, v_env))))
La sémantique d'une instrution onditionnelle est don de onstruire un terme de
raine C_Choie qui représente une alternative entre deux hemins d'un sous-programme.
Chaun des hemins d'un sous-programme est quant à lui symbolisé par un terme de raine
C_Branh ontenant la ondition et l'environnement ourant assoiés à e hemin. La
ondition du hemin orrespondant à la partie else d'une instrution if est simplement
la négation, C_Not, de la ondition du if.
Lorsque l'environnement dans lequel est évaluée l'instrution onditionnelle n'est pas
vide, la ondition de l'instrution est mise à jour par la fontion Update_Cond (f.
Setion 4.2.3).
D'autre part, les règles de réériture (9) et (10) signient que les instrutions qui
suivent un if dans une séquene d'instrutions sont exéutées dans les deux hemins d'une
10
Cette façon de faire n'est pas sans rappeler e qui existe dans le langage pasal.
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1 int comparer(int x, int y) {
2 int ret;
3
4 if(x > y) ret = −1;
5 else if(x == y) ret = 0;
6 else ret = 1;
7
8 return ret;
9 }
Fig. 4.9  Sous-programme comparer
alternative C_Choie. Enn, les règles (20) et (21) permettent de réaliser la onjontion
des onditions qui portent sur un même hemin d'exéution. Cette situation déoule de la
présene de plusieurs instrutions onditionnelles sur un même hemin d'exéution. Les
onditions sont regroupées dans un terme de raine C_And.
Exemple 4.7 (omparaison d'entiers). Nous illustrons la sémantique des instrutions
onditionnelles ave l'exemple du sous-programme de la Figure 4.9. Lors de l'analyse
syntaxique du sous-programme, le terme qui lui orrespond est onstruit par l'appliation
des règles suivantes (le symbole  dénote un sous-terme qui est le résultat de la suite de
l'analyse du sous-programme) :
int comparer(int x, int y){ (Fct)7−→ GE(1,
{C_Pair(x, C_EA(x)) ·
C_Pair(y, C_EA(y))})
int ret; (V arDecl2)7−→ t1 = C_Assign(ret, 0)
if(x > y) (Cond1)7−→ t2 = C_If(x>y, 2, 3)
ret = −1;
(Assg) et (Seq)
7−→ 2 = {C_Assign(ret, −1)}
else if(x == y) (Cond1) et (Seq)7−→ 3 = {C_If(x==y, 4, 5)}
ret = 0;
(Assg) et (Seq)
7−→ 4 = {C_Assign(ret, 0)}
else ret = 1;
(Assg) et (Seq)
7−→ 5 = {C_Assign(ret, 1)}
return ret;
(Ret)
7−→ t3 = C_Assign(omparer, ret)
} (Seq)7−→ 1 = { t1 · t2 · t3 }
Finalement, le terme obtenu pour le sous-programme à la n de la première étape de
l'axiomatisation est :
GE({C_Assign(ret, 0) ·
C_If(x>y,{C_Assign(ret, −1)},
{C_If(x==y, {C_Assign(ret, 0)}, {C_Assign(ret, 1)})}) ·
C_Assign(omparer, ret)}, {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y))})
Lors de la seonde étape de l'axiomatisation, e terme est normalisé par SOSR. Nous
ne détaillons que quelques-unes des règles appliquées dans la séquene de réériture. Après
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plusieurs appliations des règles pour la fontion GE et l'appliation de la règle (4) pour
le terme C_Assign(ret, 0), nous obtenons le terme suivant :
Comp(C_Assign(omparer, ret),
Comp(C_If(x>y,{C_Assign(ret, −1)},
{C_If(x==y, {C_Assign(ret, 0)}, {C_Assign(ret, 1)})}),
{C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) · C_Pair(ret, 0)}))
Correspondant à l'instrution onditionnelle de la ligne 4, la règle (6) introduit une alter-
native C_Choie omposée de deux hemins d'exéution C_Branh :
Comp(C_Assign(omparer, ret),
C_Choie(C_Branh(Update_Cond(x>y, env),
GE({C_Assign(ret, −1)}, env)),
C_Branh(C_Not(Update_Cond(x>y, env)),
GE({C_If(x==y,{C_Assign(ret, 0)},
{C_Assign(ret, 1)})}, env))))
ave env = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) · C_Pair(ret, 0)}.
La mise à jour des onditions et l'évaluation de l'aetation de la ligne 4 par les règles
orrespondantes de SOSR donne le terme :
Comp(C_Assign(omparer, ret),
C_Choie(C_Branh(C_EA(x)>C_EA(y), env'),
C_Branh(C_Not(C_EA(x)>C_EA(y)),
GE({C_If(x==y,{C_Assign(ret, 0)},
{C_Assign(ret, 1)})}, env))))
ave env' = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) · C_Pair(ret, −1)}
De nouveau, mais ette fois pour l'instrution onditionnelle de la ligne 5, la règle (6)
introduit une alternative. Après mise à jour des onditions et évaluation de aetations,
nous obtenons :
Comp(C_Assign(omparer, ret),
C_Choie(C_Branh(C_EA(x)>C_EA(y), env'),
C_Branh(C_Not(C_EA(x)>C_EA(y)),
C_Choie(C_Branh(C_EA(x)==C_EA(y), env''),
C_Branh(C_Not(C_EA(x)==C_EA(y)),
env''')))))
ave
env'' = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) · C_Pair(ret, 0)}
et
env''' = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) · C_Pair(ret, 1)}.
Les règles (20) et (21) s'appliquent alors à la deuxième ourrene de la fontion
C_Branh an de réaliser la onjontion des onditions d'un même hemin d'exéution.
Le terme qui en résulte est le suivant :
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Comp(C_Assign(omparer, ret),
C_Choie(C_Branh(C_EA(x)>C_EA(y), env'),
C_Choie(C_Branh(C_And(C_Not(C_EA(x)>C_EA(y)),
C_EA(x)==C_EA(y)),
env''),
C_Branh(C_And(C_Not(C_EA(x)>C_EA(y)),
C_Not(C_EA(x)==C_EA(y))),
env'''))))
Enn, les règles (9) et 10 propagent la dernière instrution du sous-programme dans
tous les hemins d'exéution. Ce qui onduit, après évaluation de ette dernière instrution
à l'environnement nal :
C_Choie(C_Branh(C_EA(x)>C_EA(y), env1),
C_Choie(C_Branh(C_And(C_Not(C_EA(x)>C_EA(y)),
C_EA(x)==C_EA(y)),
env2),
C_Branh(C_And(C_Not(C_EA(x)>C_EA(y)),
C_Not(C_EA(x)==C_EA(y))),
env3))))
ave
env1 = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) ·
C_Pair(ret, −1) · C_Pair(omparer, −1)}
env2 = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) ·
C_Pair(ret, 0) · C_Pair(omparer, 0)}
env3 = {C_Pair(x, C_EA(x)) · C_Pair(y, C_EA(y)) ·
C_Pair(ret, 1) · C_Pair(omparer, 1)}.
Pour onlure, lors de la dernière étape de l'axiomatisation, haque terme de raine
C_Branh produit une équation onditionnelle (f. Setion 4.2.4). La valeur de retour de
la fontion dénie par l'axiomatisation est lue dans la paire pour laquelle le nom de la
variable est le nom du sous-programme. Les équations produites sont les suivantes :
x > y ⇒ omparer(x, y) = −1
¬(x > y) ∧ x = y ⇒ omparer(x, y) = 0
¬(x > y) ∧ ¬(x = y)⇒ omparer(x, y) = 1 
4.3.3 Instrution itérative
Intuitivement, l'idée qui sous-tend la sémantique de l'instrution itérative while est
de remplaer l'itération par la réursivité. De fait, le prinipe d'itération n'existe pas en
tant que tel dans la logique équationnelle. En revanhe, la réursivité est un prinipe
naturel dans ette logique. Par onséquent, nous traitons les boules omme des fontions
réursives terminales. Cependant, si nous onsidérons les boules omme des fontions,
nous devons nous poser la question des données en entrée et en sortie de es fontions de
boule.
74 Chapitre 4. SOSSub
R
C
Prinipes
Dans la logique équationnelle, une fontion n'a qu'une valeur de retour. Or, dans
une boule, les valeurs de plusieurs variables peuvent être modiées. Après l'exéution
d'une boule, une seule fontion de boule ne sut don pas pour rendre ompte de tous
les hangements dans l'état des variables d'un sous-programme. Pour surmonter ette
diulté, nous avons reours à une famille de fontions de boule. À haque variable
modiée dans la boule est attahé un membre de la famille qui renvoie la valeur de ette
variable spéiquement. Chaque fontion de boule de la famille se omporte omme la
projetion de l'état des variables à la n des itérations d'une boule pour la variable qui
lui est attahée.
Le as des données en entrée des fontions de boule est onsidérablement plus simple.
Potentiellement, une boule peut aéder à la valeur de n'importe quelle variable du
sous-programme auquel elle appartient. L'ensemble des variables d'un sous-programme
omprend les variables délarées loalement dans le sous-programme, mais aussi ses pa-
ramètres. Pour les données en entrée des fontions de boule, le hoix le plus simple est
de prendre ate de ette possibilité d'aès à toutes les variables et de faire orrespondre
à haque variable d'un sous-programme un paramètre de la fontion de boule. Ainsi, la
leture de la valeur d'une variable d'un sous-programme dans le orps de la boule devient
la leture de la valeur du paramètre orrespondant dans la fontion de boule.
Ave es dénitions, une instrution itérative dans un sous-programme est remplaée
par des appels aux fontions de boule. Chaque variable modiée dans la boule prend
pour nouvelle valeur le résultat de la fontion de boule qui lui orrespond.
Formalisation de la sémantique dans SOSR
Lorsqu'une instrution itérative est renontrée dans un sous-programme, un terme de
raine C_While est formé (règle de orrespondane syntaxique (Iter) de la Figure 4.6
Page 61). Dans SOSR, les règles qui dénissent la sémantique des instrutions itératives
sont les règles (7) et (8). Nous détaillons uniquement la règle (8), l'autre règle étant un as
partiulier de elle-i pour un environnement ourant vide. Nous rappelons ii la règle :
(8)Comp(C_While(v_num, v_ond, v_l_stmt), C_Env(v_pair, v_l_pair)) →
C_Env(C_While_Closure(v_num, v_ond,
GE(v_l_stmt, GIE(C_Env(v_pair, v_l_pair))),
GLOV(C_Env(v_pair, v_l_pair))),
Merge_Env(GL(v_num,
GLOMV(GE(v_l_stmt,
GIE(C_Env(v_pair, v_l_pair)))),
C_Env(v_pair, v_l_pair)),
C_Env(v_pair, v_l_pair)))
Dans ette règle, v_num fait référene à un numéro qui identie uniquement la boule
dans le programme dont elle fait partie.
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Les modiations sur un environnement ourant (C_Env(v_pair, v_l_pair) dans la
règle) qui résultent de l'évaluation d'une boule B dans un sous-programme f sont de
deux ordres :
1. La liste d'instrutions v_l_stmt, qui orrespond au orps de la boule B, est évaluée
dans un nouvel environnement. Cet environnement est produit par la fontion GIE,
il onsiste en la liste des paires C_Pair(v, C_EA(v)), pour toute variable v présente
dans l'environnement ourant de f. Nous obtenons ainsi l'équivalent de l'environ-
nement initial d'un sous-programme qui prendrait en paramètre toutes les variables
de f. Le résultat de la fontion GE pour la liste v_l_stmt est don identique à
l'environnement nal envB d'un sous-programme qui a pour orps la séquene d'ins-
trutions de la boule B et pour paramètres toutes les variables qui apparaissent
dans le sous-programme f.
Une fermeture de boule (symbole C_While_Closure) ontenant envB est ajoutée
dans l'environnement ourant de f. Elle omporte aussi la liste de toutes les variables
de f (produite par la fontionGLOV). Ces informations nous serviront à la troisième
étape de l'axiomatisation pour formuler les équations dénissant les fontions de
boule de B (voir la setion suivante).
2. Le rle de la fontion GL est de générer une liste de paires qui assoient haque
variable modiée dans le orps de la boule B ave un appel à sa fontion de boule
spéique. Ces paires remplaent l'anienne valeur des variables onsidérées dans
l'environnement ourant (fontion Merge_env). Les appels aux fontions de boule
sont représentés par une fontion C_Loop.
Pour trouver la liste des variables modiées par B, la fontion GLOMV évalue le
orps de B dans un nouvel environnement initial et ompare la valeur des variables
dans l'environnement nal obtenu ave leur valeur dans l'environnement initial.
Nous retrouvons don dans ette règle la sémantique des instrutions itératives que
nous avons dérite dans la setion préédente : une boule est remplaée par des appels à
des fontions de boule. Ces appels deviennent la nouvelle valeur, dans l'environnement
ourant, des variables modiées par la boule.
Fermeture de boule
Lors de la dernière étape de l'axiomatisation, diérents éléments de l'environnement
nal d'un sous-programme sont utilisés pour formuler les équations qui dénissent la
sémantique algébrique de e sous-programme. La Dénition 4.2 (Page 64) énumère es
éléments générateurs d'équations. Parmi eux, nous trouvons les fermetures de boule
(C_While_Closure).
Une fermeture de boule génère une famille de fontions de boule : une fontion par
variable modiée dans la boule orrespondante. Une fontion de boule spéique à une
variable v est dénie par deux équations :
 Une première équation est un appel réursif à la fontion de boule, ave pour
nouvelle valeur des paramètres elle qui résulte de l'évaluation du orps de la boule
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pour es paramètres. Elle traduit la sémantique de la répétition d'une séquene
d'instrutions lorsque la ondition de boule est vraie.
 La seonde équation orrespond à l'arrêt de la réurrene, lorsque la ondition de
boule est fausse. La valeur renvoyée par la fontion de boule est alors elle du
paramètre orrespondant à la variable v.
Nous pouvons maintenant dénir plus formellement les équations formulées pour une
fermeture de boule.
Dénition 4.8 (équations des fermetures de boule). Soit la fermeture d'une boule
B en forme normale suivante :
C_While_Closure(num, ond, {C_Pair(v1, e1) · . . . · C_Pair(vn, en)}, {v1 · . . . · vn})
ave num un numéro qui identie uniquement la fermeture dans le programme et ond la
ondition assoiée à la fermeture.
Les équations formulées pour ette fermeture de boule sont les suivantes :
⋃
i∈V
mod
{
ond ⇒ loopnumvi (v1, . . . , vn) = loop
num
vi
(e1, . . . , en)
¬(ond) ⇒ loopnumvi (v1, . . . , vn) = vi
}
(4.9)
ave V
mod
l'ensemble des variables v ∈ {v1, . . . , vn} tel que v est une variable modiée par
la boule B.
Exemple 4.10 (somme des n premiers entiers). Dans la Setion 1.2.1, Exemple 1.10
(Page 13), nous avons illustré le déroulement de l'axiomatisation ave le programme de
alul de la somme des n premiers entiers. Nous ne disposions pas enore de toutes les
notions néessaires pour expliquer préisément la formulation des équations. Nous nous
proposons dans e nouvel exemple de détailler e que nous avions alors tu.
Nous repartons de l'environnement nal du programme :
{C_While_Closure(1, n 6= 0, {C_Pair(n, n−1) · C_Pair(sum, sum+n)}) ·
C_Pair(n, C_Loop(1, n, {C_Pair(n, C_EA(n)) · C_Pair(sum, 0)})) ·
C_Pair(sum, C_Loop(1, sum, {C_Pair(n, C_EA(n)) · C_Pair(sum, 0)})) ·
C_Pair(somme, C_Loop(1, sum, {C_Pair(n, C_EA(n)) · C_Pair(sum, 0)}))}
Selon la Dénition 4.5, les éléments générateurs d'équations de et environnement sont
la fermeture de boule et la liste de paires qui la suit.
1. Le terme de la fermeture de boule est :
C_While_Closure(1, n 6= 0, {C_Pair(n, n−1) · C_Pair(sum, sum+n)})
Le programme ne omporte qu'une seule boule : la fermeture a don reçu le nu-
méro 1. L'environnement {C_Pair(n, n−1) · C_Pair(sum, sum+n)}, ontenu par
la fermeture, nous permet de déduire que les deux variables du programme, n et sum,
ont été modiées par la boule. En eet, auune des deux variables n'a onservé sa
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valeur initiale, qui pour une variable v serait représentée par une paire C_Pair(v, v).
Deux fontions de boule seront don générées : loop1n, pour la variable n, et loop
1
sum
,
pour la variable sum.
Les équations générées pour les deux fontions de boule sont les suivantes (Déni-
tion 4.8) :
n 6= 0⇒ loop1n(n, sum) = loop
1
n(n− 1, sum+ n)
¬(n 6= 0)⇒ loop1n(n, sum) = n
n 6= 0⇒ loop1
sum
(n, sum) = loop1
sum
(n− 1, sum+ n)
¬(n 6= 0)⇒ loop1
sum
(n, sum) = sum
L'équation réursive est la même pour les deux fontions de boule, seule la valeur
renvoyée sur le as d'arrêt hange : haque fontion de boule renvoie la valeur de
la variable qui lui est attahée.
2. Dans le sous-programme somme ontenant la boule, elle-i a été remplaée par
des appels aux fontions de boule : les termes de raine C_Loop. La valeur des
paramètres eetifs de es appels est la valeur des variables dans l'environnement
ourant du sous-programme au moment de l'instrution itérative. Lors de la formula-
tion des équations, un terme C_Loop(num, v_i, {(v1, e1) · . . . · (vn, en}) devient
l'appel de fontion loopnumvi (e1, . . . , en).
Le sous-programme somme ne omporte qu'un seul hemin d'exéution (une fois
la boule remplaée par des appels de fontion), son environnement nal est don
seulement omposé d'une liste de paires. Dans e as, l'équation générée est :
somme(n) = loop1
sum
(n, 0)
Par la suite, les équations de la fontion loop1n ne sont pas onservées pare que
ette fontion ne fait pas partie du graphe d'appel de la fontion somme. 
4.4 Convergene du système de réériture SOSR
Dans la Setion 3.2.3, nous avons déni la onvergene d'un système de réériture
omme la onjontion des propriétés de terminaison et de onuene. La onvergene du
système de réériture SOSR est la preuve que le proessus de réériture dans SOSSub
R
C
termine et produit une forme normale unique pour haque terme de programme. Elle ga-
rantit que, pour tout programme SubC , SOSSub
R
C fournit toujours une unique formulation
équationnelle de la sémantique du programme.
Nous détaillons dans ette setion la preuve de onvergene de SOSR, qui a été ef-
fetuée à l'aide de l'atelier de réériture et démonstrateur de théorèmes rrl
[
Kapur et
Zhang, 1988
℄
.
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4.4.1 Terminaison
La terminaison de SOSR nous ertie que tout terme de Σsos possède au moins une
forme normale dans SOSR. Dans le as de la réériture onditionnelle, le Théorème 3.33
(Page 48) arme qu'il sut que le système soit déroissant pour qu'il termine. Pour
montrer que notre système est déroissant, nous devons exhiber un ordre de simpliation
qui ontienne la relation de réériture →
SOSR
et tel que la partie gauhe des règles
onditionnelles de SOSR soit supérieure, au sens de et ordre, à tous les termes qui
apparaissent dans la ondition de la règle.
À ette n, nous dénissons un ordre lexiographique des hemins qui, par le Théo-
rème 3.25, est un ordre de simpliation. Nous donnons dans la Figure 4.10 l'ordre de
préédene > sur les symboles de Σ
sos
qui induit notre ordre lexiographique des hemins
>lpo (f. Dénition 3.23).
L'atelier RRL dispose d'un algorithme (ommande makerule) pour orienter automa-
tiquement un ensemble d'équations en règles. L'orientation des règles respete l'ordre
lexiographique des hemins que l'utilisateur fournit à l'atelier. Nous avons utilisé et al-
gorithme, ave >lpo, sur les règles de SOSR transformées en équations, i.e., en remplaçant
la relation de réériture par l'égalité. Le résultat produit par l'algorithme de RRL, sans
auune intervention de notre part, est le système de règles de SOSR. Cei assure que >lpo
ontient la relation de réériture →
SOSR
.
Il nous reste alors à montrer que pour les règles onditionnelles du système (i.e., les
règles (14), (31), (39) et (44)) la partie gauhe de la règle est supérieure aux termes
apparaissant dans la ondition. La démonstration peut être faite dans rrl en présentant
haque ouple de termes dont nous voulons vérier l'appartenane à >lpo omme une
équation. Nous ontrlons alors que l'orientation proposée par rrl est elle que nous
souhaitons.
4.4.2 Conuene
Nous venons de démontrer que SOSR est terminant. Pour sa onvergene, il nous reste
à montrer qu'il est onuent. La onuene d'un système de réériture ertie que la forme
normale d'un terme pour e système est unique, si elle existe. Grâe au Théorème 3.35
(Page 48), la onuene d'un système de réériture onditionnelle déroissant est assurée
dès lors que toutes ses paires ritiques sont joignables.
L'atelier rrl omporte un algorithme de omplétion d'un système de réériture (om-
mande kb), dit de Knuth-Bendix
[
Knuth et Bendix, 1970
℄
, dont il sura pour nous de
savoir qu'il génère une nouvelle règle haque fois qu'une paire ritique du système n'est
pas joignable. L'algorithme de omplétion appliqué à SOSR ne génère auune nouvelle
règle, prouvant ainsi la onuene de SOSR.
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GE et Comp sont équivalents.
Pour GE le hemin lexiographique est de gauhe à droite.
Pour C_And le hemin lexiographique est de gauhe à droite.
Pour Update_Env le hemin lexiographique est de droite à gauhe.
Pour Update_Cond le hemin lexiographique est de droite à gauhe.
Pour C_Branh le hemin lexiographique est de droite à gauhe.
Comp > Update_Env Comp > Update_Cond
Comp > C_Branh Comp > C_Not
Comp > GLOV Comp > Merge_Env
Comp > GL Comp > GLOMV
Comp > GIE
Update_Cond > C_Subst
Update_Env > C_Pair Update_Env > C_Subst
Update_Env > C_Env
C_Branh > C_Choie C_Branh > C_And
GIE > C_Env GIE > C_Pair
GIE > C_EA
GLOV > C_L_Var
GLOMV > C_EA GLOMV > Merge_L_Var
Merge_L_Var > Insert_Var Insert_Var > C_L_Var
GL > C_Env GL > C_Pair
GL > C_Loop
Merge_Env > Insert_Pair Insert_Pair > C_Env
Insert_Pair > C_While_Closure Insert_Pair > C_Pair
Fig. 4.10  Ordre partiel sur les symboles de fontion de Σ
sos
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Chapitre 5
SOSSub
ext
C
Dans SOSSub
R
C , la sémantique d'un programme est une théorie de la logique équation-
nelle dont une axiomatisation est obtenue automatiquement par l'analyse statique du ode
soure du programme. Cette approhe originale s'applique à une lasse de programmes
qui n'emploient que les onstrutions basiques des langages impératifs, parmi lesquels :
 le séquenement (ou la omposition) des instrutions ;
 les instrutions d'aetation, onditionnelles et itératives ;
 la notion de sous-programme et d'appel par valeur ;
 des types de données entier et liste.
Les eets de bord sont une aratéristique onstitutive des langages impératifs. Le plus
fondamental est sans nul doute l'aetation. Néanmoins, nous avons vu à la Setion 1.1.2,
ave l'exemple du programme de tri par fusion, que d'autres eets de bord sont usuellement
disponibles dans les langages impératifs an d'en aroître l'expressivité et de permettre
l'ériture d'algorithmes plus eaes. Nous proposons ave SOSSub
ext
C d'étendre le langage
SubC dans le but de prendre en ompte ertains eets de bord absents de SOSSub
R
C , à
savoir les listes mutables et l'appel par référene.
Nous débutons le hapitre par une présentation des prinipes à l'÷uvre dans SOSSub
ext
C
aompagnée d'une brève omparaison ave les approhes existantes. Les setions sui-
vantes exposent la syntaxe et la sémantique du langage Sub
ext
C
, qui n'est autre que le
langage SubC augmenté des listes mutables, Setion 5.2, et de l'appel par référene, Se-
tion 5.3. Enn, la dernière setion, Setion 5.4, dérit l'étape de formulation des équations
à partir de la sémantique des sous-programmes Sub
ext
C .
5.1 Raisonner sur les eets de bord
Une expression ave eet de bord est une expression qui modie l'état global d'un
programme. Certaines de es expressions ne sont d'ailleurs souvent évaluées que pour
leur eet de bord et non pour leur valeur. C'est typiquement le as de l'aetation dont
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la valeur, elle de son membre droit en langage C, n'est utilisée que dans ertains shé-
mas de programmation spéiques (e.g., l'initialisation de plusieurs variables à la même
valeur : i = j = 0). Ordinairement, les langages impératifs orent, au-delà de l'ae-
tation, d'autres méanismes produisant des eets de bord. Il s'agit notamment des opéra-
teurs d'inrément et de dérément (e.g., en C : les opérateurs ++ et −−), des instrutions
d'entrées-sorties, du passage de paramètre par référene, et.
En langage C, de nombreux eets de bord sont réalisés par l'intermédiaire de pointeurs.
Un pointeur est une variable ontenant l'adresse d'une autre variable. L'emploi raisonné
des pointeurs onduit généralement à une diminution substantielle de la omplexité des
algorithmes, en espae mémoire et en temps d'exéution, notamment en évitant d'inutiles
et oûteuses reopies de valeurs. En revanhe, les pointeurs rendent plus ardue l'analyse
statique des programmes (e point est détaillé dans la Setion 5.1.1 qui suit).
Les pointeurs permettent ainsi de onstruire le type de données réursif des listes
simplement haînées. Un des avantages de ette implantation des listes réside dans la
possibilité de modier la liste sur plae, sans reopie, par réarrangement des liens ou
modiation de l'information d'un maillon ; nous parlerons de listemutable par opposition
à un modèle fontionnel des listes (f. Setion 5.2).
En langage C, les pointeurs sont aussi utilisés pour réaliser l'équivalent d'un appel
par référene. Celui-i est obtenu par la ombinaison d'un appel par valeur , seul mode
de passage des paramètres en C, et d'un pointeur qui ontient l'adresse de la variable
passée par référene. L'appel par référene permet à un sous-programme de modier les
paramètres eetifs qui lui sont passés.
Exemple 5.1 (passage par adresse en langage C). Dans le programme C suivant :
void swap(int ∗a, int ∗b) {
int tmp = ∗a;
∗a = ∗b;
∗b = tmp;
}
int main(void) {
int i = 0, j = 1;
swap(&i, &j);
}
l'appel de swap dans la fontion main se fait en passant les adresses des variables i et j,
grâe à l'opérateur d'adresse &. Dans la fontion swap, es adresses sont manipulées par
l'intermédiaire des pointeurs a et b. Chaque modiation de ∗a et ∗b est en réalité une
modiation de i et j, respetivement. Si bien que dans la fontion main, après l'appel
de swap, les valeurs de i et j ont été éhangées : i vaut 1 et j vaut 0. 
Ce sont es deux derniers méanismes, liste mutable et appel par référene, que nous
avons déidé d'ajouter au langage SubC pour obtenir le langage Sub
ext
C
. Ils nous permettent
de bénéier dans le langage de l'eaité et de la onision d'ériture des pointeurs, tout
en onservant un ontrle sur leur emploi : pas de pointeurs pour le type entier, pas
d'arithmétique des pointeurs, pas de pointeur de pointeur, et.
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Cette setion omporte une première partie sur les obstales qui s'opposent à l'analyse
statique des programmes ave pointeurs et eets de bord. Nous donnons ensuite une vue
d'ensemble des travaux qui entreprennent d'apporter une réponse, même partielle, à e
problème. Enn, nous esquissons les prinipes de la méthode implantée dans SOSSub
ext
C
et qui sera détaillée dans les Setions 5.2 et 5.3.
5.1.1 Pointeurs, eets de bord et intraitables alias
Eaes, les pointeurs sont aussi réputés pour leur propension à induire des pro-
grammes erronés et illisibles. En eet, leur emploi requiert de vérier préautionneuse-
ment l'absene de fuite de mémoire (memory leak), l'absene de pointeurs sur des adresses
invalides (dangling pointer), l'absene de déréférenement invalide de pointeurs, l'absene
de dépassement de apaité de la mémoire aessible au programme (heap overow) ; ela,
bien entendu, en plus des propriétés spéiques à haque programme.
De surroît, raisonner sur des programmes manipulant des pointeurs, ou des strutures
de données utilisant des pointeurs, est notoirement diile. Les raisons en sont les possi-
bilités d'alloation dynamique de mémoire, la mise à jour  destrutive  des strutures
et, de façon prépondérante, les alias, 'est-à-dire, la apaité d'un objet d'être onnu sous
plusieurs noms diérents pare que plusieurs référenes pointent sur lui
11
. Par exemple,
du fait des alias, l'habitude de onsidérer omme distints des objets de noms diérents
n'est plus valide, et une propriété portant sur une variable v1 peut n'être plus vraie après
une opération sur une variable v2.
Nous prendrons pour dénition des alias elle de W. Landi (1992) :
Dénition 5.2 (alias). Un alias est réé au ours de l'exéution d'un programme lorsque
deux noms ou plus dans le programme (e.g., des variables) désignent la même zone de
mémoire.
Nous verrons par la suite qu'en SubC , l'ajout des listes mutables et de l'appel par
référene fournira deux manières de réer des alias :
 soit expliitement, par l'intermédiaire des variables de type list qui seront des
pointeurs, e.g., après l'aetation liste1 = liste2, les variables liste1 et
liste2 sont des alias ;
 soit impliitement,
 quand la même variable de type liste est passée plusieurs fois en paramètre
d'un sous-programme, e.g., après l'appel f(liste1, liste1), les deux pa-
ramètres formels du sous-programme f sont des alias ;
11
Dans une tentative humoristique de dédouaner les pointeurs de diultés qui lui semblent de pré-
férene imputables à la faulté humaine de donner plusieurs noms à une même hose, B. Meyer (2003)
raonte ombien la leture d'Anna Karenine de Tolstoï a pu dérouter plus d'un amateur de littérature
russe, lorsqu'il s'agit de se souvenir en page 467 que  Darya Alexandrovna  n'est autre que la  omtesse
Oblonsky  de la page 5, aussi appelée  Dounia  page 35 et simplement  Dolly  partout ailleurs.
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 à travers l'appel par référene : quand la même variable est passée plusieurs
fois selon e mode lors d'un appel de sous-programme, tous les paramètres
formels orrespondants sont alias dans le orps du sous-programme appelé (f.
Setion 5.3 et l'Exemple 5.36 Page 116).
Lorsque nous raisonnons sur un programme, alias et eets de bord sont étroitement
liés par la néessité de  propager  à tous les alias d'un même objet le résultat de haque
eet de bord sur et objet.
Exemple 5.3. Prenons l'exemple du fragment de programme C suivant :
int i = 0;
int ∗j = &i;
i = 1;
suite(∗j);
Après les initialisations, la variable j est un pointeur sur l'entier i ; don, ∗j vaut 0.
L'aetation de 1 à i hange l'état de la variable i, et don de ∗j. Lorsque nous raisonnons
sur le programme, l'aetation de la nouvelle valeur à i doit aussi être  propagée  à ∗j
qui vaut don maintenant 1 dans l'appel suite(∗j). 
Un prérequis à et objetif est de déeler tous les alias d'un objet en tout point d'un
programme. Malheureusement, e problème est indéidable pour les langages, tels Sub
ext
C ,
qui disposent de l'aetation, d'instrutions onditionnelles et itératives et de mémoire
dynamique.
Plus préisément, l'analyse d'alias dans un programme onsiste généralement à déter-
miner s'il existe une exéution du programme telle que deux noms x et y sont des alias
d'un même objet en un point partiulier du programme
12
. Le problème de déterminer
quels sont les hemins exéutables d'un programme étant lui-même indéidable, il est tra-
ditionnel en analyse statique d'ignorer les onditions des instrutions de ontrle de ot
et don de onsidérer que tout hemin dans un programme est exéutable. Malgré ela,
W. Landi (1992) a montré que l'analyse d'alias ainsi dénie, pour un programme, même
réduit à un seul sous-programme non réursif, érit dans un langage disposant d'alloation
de mémoire dynamique, de strutures de données réursives et des instrutions ondition-
nelles et itératives, est indéidable
13
. Plus tard, V. T. Chakaravarthy (2003) a étendu e
résultat aux langages omportant uniquement des variables salaires, i.e., dépourvus de
strutures et de tableaux
14
.
Par onséquent, en pratique, les analyses d'alias automatiques se bornent à approxi-
mer les ensembles réels d'alias. Les méthodes existantes herhent un ompromis entre
eaité et préision. De même que la omplexité des analyses varie de linéaire à dou-
blement exponentielle, leur préision dépend de nombreux fateurs qui peuvent aider à
12
Une variante de l'analyse d'alias est de déterminer si deux noms x et y sont alias en un point partiulier
du programme pour toutes les exéutions de elui-i. Ce problème est onnu pour être plus diile.
13
La démonstration repose sur une rédution du problème de l'analyse d'alias au  problème de l'arrêt .
14
L'auteur réduit le problème de l'analyse d'alias à elui, indéidable, de savoir si un polynme à
plusieurs variables ave oeients entiers possède des raines entières (e problème est aussi onnu
omme le dixième problème de Hilbert).
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lasser la profusion de méthodes hétérolites à la terminologie onfuse. À titre d'exemple
(voir
[
Hind, 2001
℄
pour un panorama plus omplet), les méthodes d'analyse d'alias peuvent
tenir ompte des instrutions de ontrle de ot (e.g.,
[
Choi et al., 1993
℄
), ou ne pas en
tenir ompte, puis se partager entre elles qui traitent l'aetation omme étant bidire-
tionnelle (e.g.,
[
Steensgaard, 1996
℄
) et elles pour qui l'aetation est unidiretionnelle
(e.g.,
[
Andersen, 1994
℄
), et.
Souvent utilisée à des ns d'optimisation des programmes par les ompilateurs, l'ana-
lyse d'alias, pour être valide, doit être onservative (safe) du point de vue de la ompila-
tion, 'est-à-dire qu'elle ne doit pas onduire à des optimisations erronées. Très souvent,
e ritère se traduit onrètement par une approximation qui surestime l'ensemble réel
des alias. Cependant, dans notre as, nous ne pouvons pas nous ontenter d'une approxi-
mation : la onnaissane exate des alias dans un programme nous est néessaire pour
déterminer préisément quelles sont les variables aetées par un eet de bord. Nous at-
tendons d'une analyse d'alias qu'elle nous indique si, pour une exéution donnée, deux
noms dans un programme sont alias en un point partiulier du programme. En eet, il
serait tout aussi inorret d'ignorer un eet de bord sur une variable v pare que nous
ignorons que v est un alias de l'objet dont l'état a hangé, que de modier la valeur de v
pare que nous royons à tort que ette variable est liée à l'objet modié. Dans les deux
as, par sous-estimation ou surestimation de l'ensemble réel des alias, la tradution en
équations des programmes pourrait être erronée.
5.1.2 Approhes existantes : raisonner malgré tout
Fae au onstat dressé dans la setion préédente, il n'est pas étonnant que les pro-
grammes manipulant des pointeurs déent l'analyse statique depuis des déennies. La
formalisation du raisonnement sur les pointeurs est toujours l'objet d'atives reherhes.
Une façon de restreindre quelque peu le problème, tout en gardant un intérêt pra-
tique manifeste, est de onentrer les eorts sur les strutures de données ave pointeurs.
Néanmoins, même dans e adre limité, les strutures de données réursives représentent
un nombre potentiellement inni d'objets. Par onséquent, l'automatisation des analyses
rélame une approximation nie du nombre de es objets. Deux voies sont prinipalement
explorées dans e sens, haune apportant son ontingent de situations d'éhe :
 Les strutures de données peuvent être limitées à une profondeur arbitrairement
xée (k-limiting). Cependant, lorsqu'un élément de la struture au-delà de la limite
devient un alias, tous les éléments suivants le deviennent aussi et il s'en suit une
analyse erronée du programme.
 Plusieurs objets, éventuellement une innité d'objets, peuvent être fusionnés en un
seul. Cette tehnique onduit à des strutures de données dont la préision de la
représentation est morelée. Elle a ainsi tendane à introduire de faux yles et ne
permet pas, par exemple, de distinguer entre une liste linéaire et une liste ylique.
D'autres approhes ont renoné à l'automatisation pour proposer des méthodes exates
souvent plus expressives dans les propriétés de programmes qu'elles permettent de formu-
ler. Outre l'automatisation et la préision, les approhes de la vériation de programmes
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manipulant des pointeurs dièrent par leurs domaines d'appliation et leur apaité d'ex-
tension.
Logique des listes haînées
Cette logique (Linked Lists Logi
[
Ranise et Zarba, 2005
℄
ou LLL) est onnée au rai-
sonnement sur les programmes manipulant des listes haînées. Elle permet d'exprimer des
propriétés sur la struture des listes (e.g., existene d'un yle, aessibilité des ellules)
ainsi que sur les données ontenues dans les listes. La modularité de LLL lui permet d'être
étendue par d'autres logiques.
LLL manipule des  ongurations de mémoire  (i.e., des fontions assoiant des
adresses à des ellules de la mémoire) qui apparaissent expliitement dans les formules de
la logique. Les auteurs montrent que le problème de la satisfaisabilité d'une formule de la
logique est déidable. L'algorithme de déision suggéré est NP-omplet.
Cette logique peut être utilisée pour annoter dans le style de la logique de Floyd-
Hoare, notamment ave des invariants de boule, des programmes érits dans un langage
impératif simplié an d'en montrer la orretion partielle.
Logique des assertions sur pointeurs
A. Møller et M. I. Shwartzbah (2001) utilisent la notation formelle PAL (Pointer
Assertion Logi) pour annoter un programme impératif. Le programme et ses annota-
tions sont transformés en un automate. La orretion du programme est ensuite vériée
automatiquement ave l'outil PALE (Pointer Assertion Logi Engine). Si la vériation
éhoue, un ontre-exemple est exhibé. Toutefois, l'algorithme de déision n'est pas  élé-
mentairement réursif , i.e., auune puissane d'exponentielles de hauteur nie ne peut
en borner la omplexité. En onséquene, ertains programmes ne peuvent pas être vériés
en un temps raisonnable.
Le domaine d'appliation reouvre une intéressante lasse de strutures de données in-
luant, entre autres, les listes doublement haînées et diérentes sortes d'arbres. Des pro-
priétés sur les données ontenues dans les strutures (e.g., la liste est-elle triée ?) peuvent
aussi être formulées, au prix de modiations peu naturelles dans les strutures de données.
Pour pallier les diultés qu'introduisent les boules et la réursivité, la méthode requiert
la spéiation d'invariants détaillés. Cei rend la méthode inappropriée pour de grands
programmes et la réserve pour la vériation de types de données dont l'implantation est
ritique.
Analyse des formes
Les questions auxquelles l'analyse des formes (shape analysis) herhe à répondre
onernent prinipalement le omportement struturel des strutures de données (e.g.,
l'arbre en entrée du programme est-il enore un arbre en sortie ?) et plus généralement les
propriétés qui néessitent de savoir quels éléments d'une struture sont aessibles depuis
un élément donné. Subsidiairement, e type d'analyse peut vérier ertaines propriétés
sur les alias et le partage d'éléments entre struture de données allouées dynamiquement.
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L'algorithme présenté dans
[
Sagiv et al., 1998
℄
assoie à haque état d'un programme
un graphe des ongurations de la mémoire. Pour que l'analyse termine, le nombre de
n÷uds du graphe doit être ni. En présene de boules, l'analyse ne rélame pas d'invariant
mais eetue une approximation : les ellules de la mémoire qui ne sont pas pointées par
des variables sont fusionnées en un même n÷ud. Cette approximation peut onduire à de
faux rejets.
Dans
[
Sagiv et al., 2002
℄
, les auteurs présentent une analyse des formes paramétrable
selon la struture de données observée ou le niveau de préision désiré. En prinipe, la
lasse de strutures de données analysable est très rihe, e.g., plus rihe que elle de
la logique des assertions sur pointeurs. Cependant, haque nouvelle struture de données
exige la dénition, et la preuve de orretion, d'un ensemble d'ations élémentaires propres
à la méthode. Le raisonnement sur les données des strutures est astreint au même type
de ontraintes. L'analyse est fondée sur la représentation de la mémoire par des strutures
dans une logique à trois états. L'avantage de disposer d'une logique à trois états est de
lairement distinguer le vrai et le faux de l'indéterminé.
Logique des eets
Cette branhe des reherhes pour raisonner sur les programmes impératifs ave eets
remonte aux premiers travaux de Ian A. Mason sur les données mutables en Lisp. La
logique des eets (Variable Typed Logi of Eets ou VTLoE) axiomatise une relation
d'équivalene opérationnelle pour des programmes fontionnels ave des traits impéra-
tifs
[
Honsell et al., 1995; Mason, 1997
℄
. Cette logique, onçue pour montrer la divergene
d'un programme ou bien son équivalene ave un autre, permet aussi d'exprimer une rihe
variété de propriétés. La logique est omplète dans sa variante du premier ordre.
La logique, enore en phase de développement, ne esse d'évoluer et plusieurs pro-
blèmes restent ouverts. Parmi eux-i, les auteurs posent elui d'inlure des quantia-
teurs permettant de raisonner de façon moins globale sur la mémoire pour ne désigner
que les ellules  loales  au ontexte ourant.
Raisonnement loal
Une partie des diultés renontrées par les préédentes méthodes vient de l'obligation
de raisonner sur la totalité de la mémoire. Le raisonnement loal (appelé aussi separation
logi
[
O'Hearn et al., 2001; Reynolds, 2002
℄
) est une extension de la logique de Floyd-
Hoare pour raisonner sur les pointeurs. Dans ette dernière, la règle de l'aetation,
notamment, n'est plus valide en présene d'alias. Le prinipal apport de la logique de
séparation est l'introdution d'une  onjontion de séparation  qui déoupe une formule
en plusieurs sous-formules vraies pour des parties disjointes d'une struture de données.
Cette solution permet de raisonner  loalement  sur des segments indépendants de la
mémoire et permet ainsi des preuves souvent suintes.
La logique de séparation peut représenter tout type de struture de données, l'arith-
métique des pointeurs, la libération expliite de mémoire et le partage des variables dans
un adre onurrent. L'expressivité de la logique est néanmoins jugulée par son auto-
matisation. Pour l'instant, seuls des sous-ensembles de la logique, e.g., soit spéiques
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aux listes haînées
[
Berdine et al., 2004
℄
, soit restreints à des programmes sans boules
pour une lasse réduite d'assertions
[
Berdine et al., 2005
℄
, se sont avérés déidables. Par
l'intermédiaire d'une tradution vers la logique du premier ordre
[
Calagno et al., 2005
℄
,
le sous-ensemble spéique aux listes haînées peut tirer prot des démonstrateurs de
théorèmes existants.
Logique d'ordre supérieur
Une famille de travaux, dont un desendant est exposé dans
[
Mehta et Nipkow, 2003
℄
,
reourent à une logique d'ordre supérieur pour modéliser la mémoire omme un ensemble
de fontions des adresses vers les valeurs. Cette approhe n'est pas limitée à des strutures
de données partiulières et peut s'appliquer à toutes les propriétés d'un programme, i.e.,
pas uniquement aux propriétés liées aux pointeurs. Le programme à vérier est annoté
dans ette logique et un générateur de onditions de vériation produit un ensemble
 d'obligations de preuve  à destination d'un système de preuve générique (e.g.,HOL). Le
degré d'automatisation de es preuves est très variable et la question de la satisfaisabilité
des formules de la logique est peu abordée.
5.1.3 Relever le dé dans SOSSub
ext
C
Ave le langage Sub
ext
C , nous avons introduit la possibilité de former des alias dans
les programmes. De e fait, nous sommes onfrontés au problème de l'indéidabilité de
l'analyse statique des relations d'alias. Pourtant, nous souhaitons dénir une axiomatisa-
tion exate de la sémantique des programmes Sub
ext
C dans la logique équationnelle. Cette
ontrainte élimine d'emblée les analyses d'alias fondées sur des approximations : leur
niveau de préision limiterait par trop la lasse de programmes aeptée ou les proprié-
tés qu'il serait possible de montrer. Les autres approhes dont nous avons onnaissane
ontournent le problème de l'indéidabilité d'une analyse statique des alias et de l'es-
pae non borné de reherhe en le déplaçant dans la logique onstitutive de la méthode,
elle-même indéidable. Prinipalement, deux situations se renontrent :
 Dans les logiques de type Floyd-Hoare, l'obligation de fournir des invariants permet
de raisonner sur les programmes ave boule et réursivité omme si les programmes
n'en omportaient pas
15
. En eet, dans le as d'une boule, par exemple, il sut de
prouver que l'invariant de boule est vrai après une exéution du orps de la boule
en supposant qu'il est vrai juste avant la boule. Une boule est ainsi ramenée à un
fragment de programme sans itération.
 Les autres logiques, e.g., la logique de séparation, la logique des eets, les logiques
d'ordre supérieur, sont des logiques non standard omportant des règles d'inférene
et des axiomes ad ho pour raisonner sur les pointeurs et la mémoire.
Pour SOSSub
ext
C , nous avons dû éarter les solutions mises en ÷uvre dans les autres
méthodes ar elles ne orrespondent pas aux objetifs que nous nous sommes xés :
15
Cei à ondition de ne onsidérer que la orretion partielle d'un programme. La terminaison du
programme doit être montrée en sus.
5.1. Raisonner sur les eets de bord 89
 La logique ible de l'axiomatisation des programmes demeure la logique équation-
nelle. Sans revenir sur les raisons initiales du hoix de la logique équationnelle,
exposées en Setion 2.5.5, nous soulignons que ette logique ne ironsrit pas les
propriétés de programmes qu'il est possible d'exprimer à la question des strutures
de données, omme peuvent le faire des logiques plus spéialisées, e.g., la logique
des listes haînées. Cependant, à la diérene des logiques spéiques, la logique
équationnelle ne possède pas, en propre, les nouveaux méanismes que nous in-
troduisons dans le langage Sub
ext
C
. Par exemple, auparavant, la notion d'appel par
valeur trouvait un équivalent naturel dans la logique équationnelle en l'appliation
d'un symbole de fontion. L'équivalene ne sera pas aussi direte ave l'appel par
référene et les eets de bord sur les listes : nous devrons les simuler en ombinant
les méanismes existants, plus fondamentaux, de la logique équationnelle.
 Les programmes ne sont pas annotés. L'annotation d'un programme, en raison de
la reherhe des invariants, est une tâhe souvent aussi diile que la preuve de la
orretion du programme elle-même. Dans notre approhe, nous travaillons direte-
ment sur le ode soure an d'automatiser la tradution en équations du programme.
De plus, ei permet de mieux distinguer l'ativité de programmation de elle de la
preuve.
 La mémoire n'est pas modélisée dans la logique. La majorité des approhes est assor-
tie d'un modèle de la mémoire des programmes qui sert de support au raisonnement
sur les pointeurs. Dès lors, la mémoire apparaît expliitement dans les formules et
les règles d'inférene de la logique. Bien qu'une modélisation de la mémoire soit en-
visageable en logique équationnelle, omme l'attestent, par exemple, J. A. Goguen
et G. Malolm (1996) qui édient leur méthode pour la preuve de programme sur
une abstration de la mémoire (appelée store et qui assoie des entiers à des ex-
pressions de leur langage de programmation), e proédé omplique la théorie dans
laquelle les preuves de programme sont onduites. La néessité de quantier sur la
mémoire obsurit l'énoné des équations du programme et de ses propriétés. En
outre, les shémas d'indution sur les listes ne sont plus aussi intuitifs que lorsqu'ils
se déduisent de la dénition usuelle du type de données réursif pour les listes.
 Les programmes ne sont pas omplets. La plupart du temps, SOSSub
ext
C sera appliqué
à des olletions de sous-programmes plutt qu'à un programme omplet, i.e., un
programme ave un sous-programme prinipal servant de point d'entrée dans le
programme (e.g., la fontion main en langage C). En onséquene, au ours de
l'analyse statique, nous ne onnaissons pas tous les ontextes d'appel des sous-
programmes. Le programme de tri par fusion de la Figure 1.6 (Page 19) est un
exemple de programme inomplet, pour lequel nous ne savons pas dans quel ontexte
sera appelé le sous-programme mergeSort.
Parmi les ontraintes que nous venons d'énumérer, nous renonçons à modéliser la
mémoire expliitement dans l'axiomatisation de la théorie des programmes. Pourtant, ave
les listes et l'opérateur de réation de maillon add, le langage SubextC dispose d'alloation
dynamique de mémoire. Or, omme l'arment S. Horwitz et al. (1989), l'analyse statique
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d'un programme ave alloation dynamique de mémoire rélame la notion de ellule de
la mémoire. En eet, les variables du programme ne susent plus à nommer tous les
emplaements de la mémoire aessibles au programme. Pour résoudre e problème, nous
adoptons un shéma de nommage pour les ellules de la mémoire dynamiquement allouées.
Cette tehnique nous permet de nommer tous les objets aessibles à un programme et
de leur assoier des variables de la logique pour les désigner dans les équations produites
par l'axiomatisation du programme (f. Setion 5.2.1). Ainsi, nous serons apables de
faire apparaître les maillons des listes au fur et à mesure que le programme y aède (f.
Setion 5.2.2).
Le hoix d'exprimer, sans modèle de la mémoire, les sous-programmes Sub
ext
C omme
des fontions de transfert, des données en entrée vers les données en sortie, implique que
nous ne modéliserons pas non plus dans la logique ible les méanismes de réation et
de modiation des alias. Par onséquent, 'est pendant l'axiomatisation que l'analyse
des alias sera onduite. An qu'elle soit automatique, nous serons amenés à poser des
prérequis sur l'existene et la formation des alias dans les programmes Sub
ext
C (l'Annexe B
ore une synthèse des prérequis présentés au l du texte).
D'autre part, nous souhaitons aussi traiter les programmes inomplets. Cei nous
interdit de mener une analyse interproédurale
16
signiative puisque, dans es onditions,
le ontexte d'appel d'un sous-programme peut ne pas être onnu. Nous avons don déidé
dans SOSSubC d'analyser haque sous-programme indépendamment des autres. Ce point
de vue était valide dans SOSSub
R
C étant donné que le langage SubC ne omportait que
des fontions ave appel par valeur. Ainsi, les fontions étaient insensibles au ontexte
de l'appel, i.e., le résultat était entièrement déterminé par les valeurs des paramètres au
moment de l'appel de la fontion. En raison des possibilités d'alias, la situation est hangée
ave SOSSub
ext
C : les alias dans le ontexte d'appel peuvent inuer sur le omportement
d'un sous-programme relativement à des entrées de mêmes valeurs
17
(f. Exemple 5.4).
Or, en l'absene du ontexte d'appel, les ombinaisons d'alias sont trop nombreuses (voire
non bornées dans le as des listes) pour être systématiquement prises en ompte lors de
l'analyse d'un sous-programme. Pour ontourner ette impossibilité et mener une analyse
intraproédurale exate, nous imposerons des restritions sur les alias qui portent sur les
paramètres des sous-programmes Sub
ext
C avant un appel (f. Setions 5.2.2 et 5.3.2). Nous
verrons aussi, Setion 5.2.2, que le même type de prérequis sera néessaire, en présene
de boules, sur les variables d'un sous-programme.
Exemple 5.4 (inuene des alias du ontexte d'appel). Soit le sous-programme C
suivant :
int modifierTete(LIST La, LIST Lb) {
La->element = 1;
Lb->element = 2;
return La->element;
}
16
Type d'analyse qui reoupe les informations olletées sur l'ensemble des sous-programmes exami-
nés ; par opposition aux analyses intraproédurales qui examinent haque sous-programme séparément en
abstrayant les ontextes d'appel, e qui implique généralement une perte de préision.
17
La valeur d'une liste se omprend ii omme la séquene des valeurs des éléments qui la omposent.
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La
Lb
0
0
(a)
Lb 0
La
(b)
Fig. 5.1  Inuene du ontexte d'appel
Le type LIST est déni omme à la Figure 1.2 de la Page 7. Les deux premières instru-
tions du sous-programme modifierTete aetent 1, respetivement 2, au ontenu du
premier élément de La, respetivement Lb. Considérons les deux ontextes d'appel de la
Figure 5.1, ave une représentation  boîtes et èhes  des pointeurs.
Dans les deux ontextes, la valeur des listes est : La = 0 · null et Lb = 0 · null.
Ave le ontexte (a), après l'appel modifierTete(La, Lb), les nouvelles valeurs sont :
La = 1 · null et Lb = 2 · null. La valeur renvoyée par le sous-programme est don 1.
Par ontre, ave le ontexte (b), après le même appel modifierTete(La, Lb),
les nouvelles valeurs sont : La = 2 · null et Lb = 2 · null. La fontion renvoie don la
valeur 2.
La diérene de omportement du sous-programme sur des entrées de  même valeur 
s'explique par l'existene d'un alias entre La et Lb dans le ontexte (b). Sans ette infor-
mation, la valeur de retour du sous-programme ne peut être déterminée. C'est préisément
ette information qui manque lorsque le programme à analyser est inomplet. 
Cette présentation de SOSSub
ext
C
ne serait pas omplète sans mentionner l'abandon de
la réériture dans le système SOSSub
ext
C . La dénition du système n'est plus donnée sous
la forme d'un système de réériture. Le plus grand nombre et la plus grande omplexité
des strutures de données et algorithmes néessaires à l'expression de SOSSub
ext
C auraient
rendu le système de réériture peu ompréhensible et peu pratique à manipuler ; sans
même mentionner les performanes d'exéution médiores que nous aurions obtenues en
implantant SOSSub
ext
C sous ette forme.
Suite à l'abandon de la réériture, les étapes de transformation des programmes SubC
en terme et de réériture des termes sont fusionnées dans la nouvelle implantation de
SOSSub
ext
C
. L'étape de génération des équations à partir des environnements des sous-
programmes subsiste.
5.2 Listes mutables
Dans SOSSub
R
C , le type liste se omporte similairement aux listes des langages de
programmation fontionnels. Bien que les listes soient des séquenes d'éléments, elles
onstituent un type  atomique  : i.e., l'ensemble de la séquene est une unique valeur.
Par exemple, le langage ne permet pas de modier la valeur d'un élément partiulier sans
onstruire une nouvelle liste, ou enore, l'aetation d'une liste à une autre implique la
reopie de tous les éléments de la liste aetée, il en va de même lorsqu'une liste est passée
en paramètre d'une fontion.
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Les objets mutables d'un programme sont les objets qui peuvent hanger d'état au
ours du programme. Nous avons souligné les bénées qu'apporte l'introdution d'un type
de liste mutable dans un langage de programmation (f. Setion 5.1) et nous avons illustré
par l'exemple du tri par fusion l'emploi de e type de données (f. Setion 1.1.2). Mise
à part leur indéniable eaité, e type d'objets mutables est ommunément disponible
dans les langages impératifs et présente à e titre un intérêt pour notre méthode.
Nous présentons dans ette setion les ajouts faits au langage SubC an d'inlure les
listes mutables. Nous ommençons par les aspets syntaxiques à la Setion 5.2.1. Nous
poursuivons ave la sémantique des nouvelles onstrutions du langage en Setion 5.2.2
où nous détaillons aussi les prérequis qu'elles imposent. Enn, la Setion 5.4 dérit la
dernière étape de l'axiomatisation des programmes érits en Sub
ext
C : la formulation des
équations.
5.2.1 Représentation des listes mutables
Nous introduisons ave SOSSub
ext
C les listes mutables. Il s'agit d'une struture de
données réursive ave pointeur suivant le modèle du type LIST (en langage C) de la
Figure 1.2 (Page 7). Ainsi, une liste est un pointeur, nous dirons aussi une référene, sur
un maillon de liste. Un maillon est omposé d'un hamp element et d'un hamp next.
Le hamp element aepte indiéremment un objet de type liste ou de type entier. Le
hamp next est une liste. Un maillon n'est pas en soi un type du langage : seuls ses
hamps element et next sont aessibles par l'intermédiaire d'une référene sur un
maillon, i.e., un objet de type liste.
Le langage Sub
ext
C
Le langage Sub
ext
C est une extension du langage SubC dans laquelle le type list est
modié an de orrespondre aux listes mutables des langages impératifs et dans laquelle
nous disposons d'un passage des paramètres par référene (et ajout au langage SubC est
traité séparément dans la Setion 5.3). Exepté es extensions, le langage est inhangé.
Nous retrouvons les trois opérations spéiques aux listes du langage SubC, mais ave
une sémantique diérente (nous supposons que L est une liste) :
 Comme attendu, element(L) renvoie la valeur du hamp element du maillon
référené par L, 'est-à-dire la tête de la liste L. Notons que dans le as où la tête
est elle-même une liste, 'est une référene qui est renvoyée.
 Sur le même prinipe, next(L) renvoie la valeur du hamp next du maillon réfé-
rené par L, 'est-à-dire la queue de la liste L. Cette fois enore, la valeur renvoyée
est une référene sur une liste.
 Enn, add(elt, L) permet d'allouer dynamiquement un nouveau maillon et ren-
voie une référene sur elui-i. Les hamps element et next du nouveau maillon
sont initialisés, respetivement, à elt et L.
Nous poursuivons l'inventaire ave les deux nouveaux opérateurs de mutation sur les
listes :
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 L'opérateur ->element est appliqué à un objet de type liste en membre gauhe
d'une aetation. Il permet d'aeter une nouvelle valeur au hamp element du
maillon référené par la liste à laquelle il s'applique. Par exemple, pour modier la
valeur de l'élément en tête de la liste L, nous érirons : L->element = valeur.
Autre exemple, L->element->element permet d'aéder à l'élément en tête de
la liste L->element qui est elle-même le premier élément de la liste L (L est don
une liste de listes).
 De même, l'opérateur ->next permet d'aeter une nouvelle valeur au hamp next
du maillon référené par la liste à laquelle il s'applique. Par exemple, pour modier
la liste en queue de L, nous érirons : L->next = valeur.
Bien sûr, les deux opérateurs peuvent être ombinés pour modier le hamp souhaité d'un
maillon quelonque d'une liste, e.g., L->next->element permet de hanger la valeur
du deuxième élément de la liste L.
Enn, nous omplétons par l'aetation entre listes qui est maintenant l'aetation
d'une référene à un pointeur : il n'y a don plus de reopie de la liste aetée omme
'était le as dans SOSSub
R
C . Le membre gauhe d'une aetation entre listes est toujours
une variable du programme ; éventuellement, une ombinaison des opérateurs de mutation
a pu être appliquée à la variable. Ainsi, une aetation telle que f() = L, où f est une
fontion renvoyant une liste, n'est pas orrete.
Note 5.5. D'une manière générale, nous imposons que les listes renvoyées par des sous-
programmes soient toujours aetées avant d'être utilisées. Notamment, nous n'aeptons
pas que la valeur de retour d'un sous-programme, lorsqu'elle est de type liste, soit di-
retement passée en paramètre d'un autre sous-programme, omme dans g(f()), ave
g un sous-programme ou un opérateur du langage prenant une liste en paramètre. Ce
omportement n'est pas restritif puisqu'il est toujours possible d'employer une variable
loale omme intermédiaire : e.g., L = f(); g(L).
Shéma de nommage
Ave l'introdution des pointeurs pour les listes mutables et en présene d'alloation
dynamique (ave l'opérateur add), toutes les valeurs aessibles à un programme ne sont
plus désignées uniquement par les variables du programme. An de raisonner sur les
ellules mémoires réées dynamiquement et d'être en mesure de les omparer pour déteter
les alias potentiels, nous donnons un nom à es objets anonymes. Le rle du shéma de
nommage est double :
 nommer de manière unique les éléments des listes manipulés par un sous-programme
(voir l'Exemple 5.6 as 1) ;
 nommer de manière unique toutes les référenes aessibles à un sous-programme
(voir l'Exemple 5.6 as 2).
Exemple 5.6 (nommer les anonymes). Soit le sous-programme anonymes suivant :
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1 list anonymes(list L) {
2 list La;
3 int i;
4
5 i = element(L);
6 L = add(1, add(2, NULL));
7 La = next(L);
8 L = NULL;
9
.
.
.
10 }
Le sous-programme anonymes illustre deux situations dans lesquelles apparaissent des
objets anonymes.
1. En ligne 5 du sous-programme, la variable i prend la valeur de l'élément en tête de la
liste L. Or, ette liste étant passée en paramètre de anonymes, nous ne onnaissons
don pas la valeur aetée. Pour poursuivre l'analyse, nous ne pouvons pas onserver
l'information i = element(L) telle quelle. En eet, ette assertion serait déjà
fausse à la ligne suivante puisque la valeur de L est modiée. Notre solution onsiste
à donner un nom, unique et invariable, aux éléments des listes passées en paramètre.
Dans et exemple, nous aurions nommé e1L l'élément onsidéré, et e, du début à
la n du sous-programme. L'analyse se poursuit alors ave i = e1L. Le nom e1L est
onstruit à partir du nom de la liste (ii, L) et du rang de l'élément dans la liste
(ii, il s'agit du premier élément de la liste L).
2. En ligne 6 du sous-programme, deux nouveaux maillons sont réés. Ces objets n'ont
pas de nom propre et doivent, pour l'instant, être manipulés par l'intermédiaire de
la variable L. Lorsqu'à la ligne suivante, La pointe sur la queue de L, entre autres,
nous pouvons envisager de :
 donner pour valeur à La elle du maillon pointé (e.g., La = (2,null)), mais
nous perdons alors la relation qui existe entre L et La ;
 garder l'information sous la forme d'une expression de pointeur telle qu'elle
apparaît dans le sous-programme (La = next(L)) : il faudra alors la mettre
à jour si L est modiée (en eet, à la ligne 8 par exemple, l'expression ne
serait plus orrete) et manipuler des expressions de pointeur de plus en plus
omplexes dans la suite de l'analyse.
Notre solution est de faire apparaître expliitement au ours de l'analyse les ré-
férenes sur les maillons ainsi réés. Dans et exemple, nous aurions nommé les
référenes sur les maillons : ref1 = (2,null) et ref2 = (1, ref1). Cela permet d'as-
soier à La un nom plutt qu'une expression de pointeur (i.e., La = ref1) et de
garder la relation d'alias qui lie next(L) et La (en eet, L = ref2 = (1, ref1) et
don next(L) = ref1 = La). 
Plusieurs shémas de nommage des objets anonymes ont déjà été proposés, provenant
notamment des travaux sur l'analyse des alias ou l'analyse des formes
[
Larus et Hilnger,
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℄
. Chaque fois, le shéma est étroitement lié à l'analyse à laquelle
il sert de support. L'objetif est souvent de pouvoir modéliser n'importe quel type de
struture de données dynamiquement allouée. De e fait, leurs shémas de nommage sont
onçus pour aompagner la représentation statique de toutes les ongurations mémoire
produites par un programme donné. Comme dans le as de l'analyse d'alias, se pose le
problème des strutures de données potentiellement non bornées, e qui omplique la
sémantique des shémas de nommage.
Pour e qui nous onerne, deux partiularités de notre méthode ontribuent favora-
blement à l'élaboration d'un shéma de nommage simple :
 Dans Sub
ext
C , la seule struture de données allouée dynamiquement est le type des
listes mutables. Le shéma de nommage sera don restreint à la représentation de
e type. Néanmoins, les listes sont susamment expressives, à défaut d'être les
plus appropriées, pour oder toutes les autres strutures de données (e.g, arbres,
graphes).
 L'impossibilité de borner la taille des strutures de données manipulées par les
programmes provient des méanismes d'itération et de réursivité des langages de
programmation. Or, nous disposons des mêmes méanismes (l'itération étant vue
omme une forme partiulière de réursivité) dans la logique équationnelle. Alors que
les autres méthodes herhent à représenter les strutures de données en extension,
i.e., en énumérant tous leurs éléments, la réursivité nous libère de ette obligation.
Nous donnons maintenant la dénition de notre shéma de nommage pour les éléments
des listes et les référenes allouées dynamiquement.
Éléments nommés de liste
Dénition 5.7 (rang). Soient l une liste non vide dans laquelle tous les éléments sont
identiés de manière unique et e un élément de la liste l. Le rang de e dans la liste l est
rang(e, l, 1), où rang est réursivement déni omme suit :
 rang(e, e · l, r) = r ;
 si e1 est un élément de type entier tel que e et e1 ne soient pas les mêmes éléments,
alors rang(e, e1 · l, r) = rang(e, l, r + 1) ;
 si e1 est une liste telle que e soit diérent de e1 et e ne soit pas un élément de e1,
alors rang(e, e1 · l, r) = rang(e, l, r + 1) ;
 si e1 est une liste telle que e soit diérent de e1 et e soit un élément de e1, alors
rang(e, e1 · l, r) = r : rang(e, e1, 1).
De la dénition, il déoule que le rang d'un élément est unique. Pour identier les
éléments d'une liste L, nous leur donnons un nom qui dépend de leur rang dans L.
Dénition 5.8 (éléments nommés d'une liste). Soit L une liste. Nous nommons erL
l'élément de rang r dans la liste L. Nous nommons lrL la sous-liste de L dont le premier
élément a pour rang r. Nous appelons erL et lrL des éléments nommés de liste et Eltnom
l'ensemble de tous les éléments nommés d'un sous-programme.
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Fig. 5.2  Éléments nommés
Ce shéma de nommage permet de représenter toutes les listes ayliques en énumérant
tous les éléments nommés de la liste selon l'ordre lexiographique de leur rang.
Dénition 5.9 (liste nommée). Une liste nommée est réursivement dénie à partir
de la notion d'élément nommé omme suit :
liste nommée ::= null | élément nommé | élément nommé · liste nommée
Exemple 5.10 (éléments et listes nommés). Nous donnons en Figure 5.2 deux
exemples de listes, L et L′, représentées dans le format boîtes et èhes. Boîtes et èhes
sont étiquetées par les éléments nommés qui leur orrespondent.
Dans (a), la valeur de la liste L sous une forme fontionnelle est : L = e1L · e2L ·null.
Il s'agit don d'une liste omportant deux éléments, e1L et e2L , qui sont soit des entiers,
soit des listes. L'élément nommé l3L orrespondrait ii à la liste vide du dernier maillon
de L.
Dans (b), la valeur de la liste L′ sous une forme fontionnelle est :
L′ = (e1:1L′ ·(e1:2:1L′ · e1:2:2L′ ·null) · l1:3L′ ) · e2L′ ·null
Par ommodité, nous avons mis entre parenthèses les sous-listes. Le nom des éléments
serait ependant susant pour déduire ette information. L'élément nommé l1:3L′ repré-
sente une sous-liste de L′, éventuellement vide. Les deux éléments de L′ qui sont aussi des
listes sont :
e1L′ = l1:1L′ = e1:1L′ ·(e1:2:1L′ · e1:2:2L′ ·null) · l1:3L′
et
e1:2L′ = l1:2:1L′ = e1:2:1L′ · e1:2:2L′ ·null .

Référenes nommées de maillon de liste Un maillon de liste est un ouple ompor-
tant un élément de liste et une référene sur le maillon suivant. Chaque fois qu'un nouveau
maillon sera aessible au programme, notamment suite à une alloation dynamique par
l'opérateur add, nous lui assoierons une référene nommée.
Dénition 5.11 (référene nommée et maillon de liste). Une référene nommée est
un nom onstruit sur le modèle de refn, ave n ∈ 
∗
. Référenes de liste et maillons sont
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dénis omme suit :
référene de liste ::= null | référene nommée
maillon ::= référene de liste · référene de liste
| entier · référene de liste
| null
| élément nommé
Exemple 5.12 (référenes nommées et maillons). La représentation d'une liste par
un haînage de maillons fournit un modèle de la mémoire dynamique manipulée par les
programmes. Dans e modèle, la mémoire est un ensemble de ellules identiées par leur
adresse. Les maillons des listes sont les ellules de la mémoire. Chaque maillon est identié
par une référene nommée. La mémoire dynamique d'un programme sera don pour nous
un ensemble de ouples référene-maillon.
Nous onsidérons à nouveau les deux listes de la Figure 5.2 et nous donnons leur
représentation sous forme de référenes nommées de maillon :
(a) {(ref1, ref2 · ref3), (ref2, e1L), (ref3, ref4 ·null), (ref4, e2L)} ave L = ref1 ;
(b) {(ref1, ref2 · ref3), (ref2, ref4 · ref5), (ref3, ref6 ·null), (ref4, e1:1L′ ), (ref5, ref7 · ref8),
(ref6, e2L′ ), (ref7, ref9 · ref10), (ref8, l1:3L′ ), (ref9, e1:2:1L′ ), (ref10, ref11 ·null),
(ref11, e1:2:2L′ )} ave L
′ = ref1 .
Les ensembles de ouples i-dessus représentent des mémoires ontenant les listes L et L′,
respetivement. Les référenes nommées sont ii notées ref1 jusqu'à ref11. 
Nous disposons ainsi, ave les listes nommées et les référenes nommées de maillon
de liste, de deux représentations des listes. La première, dite des listes nommées, sera
utile pour manipuler la valeur d'une liste sous forme fontionnelle (f. Exemple 5.10). La
seonde, dite des référenes nommées, permet de modéliser les listes telles que les pro-
grammes les manipulent dans la mémoire : un ensemble d'adresses, i.e, les référenes nom-
mées, assoiées à des ellules de la mémoire, i.e., les maillons de liste (f. Exemple 5.12).
Une opération de reonstitution de la valeur d'une liste nous permet de passer de la
représentation par référenes nommées à la représentation par listes nommées (f. Déni-
tion 5.20 Page 100).
5.2.2 Sémantique de Sub
ext
C : listes mutables
Dans SOSSub
R
C , la sémantique de SubC est dénie par les modiations qu'entraînent
les onstrutions du langage dans un environnement. Ce dernier est une représentation,
ompate et appropriée à la réériture, d'un ensemble d'équations. Pour Sub
ext
C , nous
enrihissons la notion d'environnement an de donner un sens aux nouvelles onstrutions.
En eet, elles-i néessitent de pouvoir représenter et manipuler la notion de référene sur
un maillon de liste. La sémantique des onstrutions ommunes à SubC et Sub
ext
C ne hange
pas et se transpose aisément dans les environnements étendus. Nous ne nous attarderons
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don que sur les onstrutions partiulières à Sub
ext
C . Nous traitons dans ette setion des
listes mutables. Les appels par référene sont étudiés dans la Setion 5.3.
Nous ommençons par donner la dénition des environnements qui serviront à exprimer
la sémantique du langage Sub
ext
C . Nous dénissons aussi les opérations fondamentales
sur es environnements étendus. Dans la Setion 5.2.2, nous donnons la sémantique des
onstrutions ayant trait aux listes mutables dans des programmes dépourvus de boules et
de réursivité. Nous verrons alors quels aménagements sont néessaires pour réintroduire
es méanismes.
Environnements étendus
Les environnements étendus que nous dénissons pour Sub
ext
C ajoutent prinipalement
trois ensembles à elui des paires variable-valeur qui était déjà disponible dans les envi-
ronnements de SOSSub
R
C
.
Dénition 5.13 (environnement étendu). Nous notons :
 Vp l'ensemble des paramètres formels d'un sous-programme ;
 V
lo
l'ensemble des variables loales d'un sous-programme ;
 Vf l'ensemble des variables fraîhes (i.e., non déjà utilisées) introduites pour servir
de onstantes ;
 V
ref
l'ensemble des référenes nommées utilisées.
Un environnement étendu d'un sous-programme est le sextuplet < E ,M,D, F,Vf ,Vref >
tel que :
 E ⊂ {(var, val) | var ∈ V
lo
∪ Vp et val ∈ Z ∪ Vref}
 M⊂ {(ref , m) | ref ∈ V
ref
et m est un maillon}
 D ⊂ {(var, l) | var ∈ Vp ∪ Vf et l est une liste nommée}
 F ⊂ {(var, val) | var ∈ Vf}
Nous désignons par Env
ext
l'ensemble de tous les environnements étendus.
Note 5.14. Pour alléger la notation, nous pourrons omettre de iter Vf et Vref. Nous
érirons alors un environnement étendu sous la forme du quadruplet < E ,M,D, F >.
L'ensemble E est don l'équivalent de la liste des valeurs des variables d'un sous-
programme qui existait dans les environnements de SOSSub
R
C . C'est l'état des variables
du sous-programme.
L'ensemble M est elui des maillons de liste manipulés par un sous-programme. Il
ontiendra non seulement les maillons alloués dynamiquement, mais aussi les maillons des
listes passées en paramètre auxquels aède le sous-programme. Dans M, les listes sont
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représentées sous la forme de référenes nommées de maillon. Cet ensemble permet de
suivre l'évolution de la mémoire dynamique d'un sous-programme
18
.
L'ensemble D permettra de représenter les listes onstruites hors du sous-programme
et dont la struture est don inonnue. Cet ensemble tient à jour la valeur des listes
telles qu'elles sont appréhendées par le sous-programme : n'apparaissent que les éléments
auxquels le sous-programme a aédé par une opération de leture ou d'ériture dans la
liste. Dans D, les listes sont représentées par des listes nommées.
Enn, F est l'ensemble qui onserve les valeurs des variables fraîhes introduites au
ours de l'axiomatisation pour servir de onstantes. Elles seront néessaires pour identier
une liste obtenue suite à un appel de sous-programme (f. Dénition 5.31 Page 110).
L'interprétation sémantique du orps d'un sous-programme se déroule dans un envi-
ronnement étendu initial qui résulte de l'analyse du prototype du sous-programme.
Dénition 5.15 (environnement étendu initial).
Soit {v1, . . . , vn} = {v | v ∈ Vp ∧ type(v) = list}. L'environnement étendu initial d'un
sous-programme est le sextuplet < E ,M,D, F,Vf ,Vref > tel que :
 E := {(vi, refi) | i = 1 · · ·n} ∪ {(v, v
e) | v ∈ Vp ∧ type(v) = int}
 M := {(refi, l1vi ) | i = 1 · · ·n}
 D := {(vi, l1vi ) | i = 1 · · ·n}
 F := ∅
 Vf := ∅
 V
ref
:= {refi | i = 1 · · ·n}
Note 5.16. Nous utilisons la notation ve pour représenter la valeur eetive de v. Elle
est l'équivalent des termes C_EA que nous utilisions dans SOSSub
R
C .
Opérations fondamentales Nous présentons maintenant les opérations fondamentales
sur les ensembles qui omposent les environnements étendus. Elles nous serviront dans
l'expression de la sémantique des onstrutions de Sub
ext
C . Nous ommençons par dénir
une relation d'appartenane dans les ensembles de ouple qui ne porte que sur le premier
élément du ouple (la lé).
Dénition 5.17 (relation d'appartenane de lé). Soit E un ensemble quelonque
de ouples E1×E2, ave E1 et E2 des ensembles quelonques. Soit e ∈ E1, nous dénissons
la relation d'appartenane de lé, ∝, omme :
e ∝ E si et seulement si ∃!v ∈ E2 tel que (e, v) ∈ E
Nous notons 6∝ la négation de ette relation.
18
L'ensemble M fournit don un modèle pour la mémoire. Cei n'est pas en ontradition ave notre
objetif qui est de ne pas user d'un modèle de la mémoire dans l'axiomatisation des programmes, mais
ne nous interdit pas de le faire pendant le proessus d'axiomatisation.
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Nous dénissons ensuite les opérations qui permettent d'obtenir la valeur assoiée à
une variable (ou une référene) dans haun des ensembles d'un environnement étendu,
'est-à-dire que, onnaissant le premier élément d'un ouple, nous obtenons le seond.
Dénition 5.18 (opérations de leture de valeur). Soit var ∈ V
lo
∪ Vp, nous dé-
nissons l'opération de leture de valeur, ValE , telle que :
ValE(< E ,M,D, F >, var) = val si et seulement si var ∝ E et (var, val) ∈ E
Nous dénissons similairement ValM, ValD et ValF . Pour ValM et ValE , nous demandons
en outre que ValM(env,null) = null et ∀n ∈ Z,ValE(env, n) = n et ValM(env, n) = n,
pour tout env ∈ Env ext.
Nous aurons aussi besoin de mettre à jour le ontenu des ensembles onstitutifs d'un
environnement étendu : soit en ajoutant un nouveau ouple, soit en modiant la valeur
d'une variable (ou d'une référene) d'un ouple déjà présent.
Dénition 5.19 (opération de mise à jour). Soit E un ensemble quelonque de
ouples tel que var 6∝ E. L'opération assoiative à gauhe de mise à jour, ⊕, est dénie
omme suit :
 E ⊕ (var, val) := E ∪ {(var, val)} ;

(
E ∪ {(var, v)}
)
⊕ (var, val) := E ∪ {(var, val)}.
Nous étendons la dénition à la mise à jour de plusieurs ouples vi :
E ⊕ {v1, . . . , vn} := E ⊕ v1 ⊕ . . .⊕ vn
Enn, nous dénissons une opération qui permet de reonstituer la valeur d'une liste
à partir d'une référene sur le maillon en tête de la liste. Il sut de reproduire le haînage
des éléments des maillons présents dans M (l'ensemble des maillons ) en suivant les liens
de référene en référene.
Dénition 5.20 (opération de reonstitution d'une valeur de liste).
Soient env = < E ,M,D, F,Vf,Vref > et r ∈ Vref. Nous dénissons l'opération de reons-
titution de la valeur d'une liste, recons, omme suit :
recons(env, r) :=


null si ValM(env, r) = null
e
si ValM(env, r) = e et
e est un élément nommé
i · recons(env, ref )
si ValM(env, r) = i · ref et
i est un entier
recons(env, g) · recons(env, d) si ValM(env, r) = g · d
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Exemple 5.21. Pour exemplier l'utilisation de l'opération recons, nous proédons à
la reonstitution de la valeur de la liste L′ de l'Exemple 5.12(b). Nous supposons pour
et exemple que l'environnement qui ontient la représentation sous forme de référenes
nommées de L′ est le suivant :
env =<{(L′, ref1)},
{(ref1, ref2 · ref3), (ref2, ref4 · ref5), (ref3, ref6 ·null), (ref4, e1:1L′ ), (ref5, ref7 · ref8),
(ref6, e2L′ ), (ref7, ref9 · ref10), (ref8, l1:3L′ ), (ref9, e1:2:1L′ ), (ref10, ref11 ·null),
(ref11, e1:2:2L′ )},
∅, ∅, ∅, {ref1, . . . , ref11} >
L'appel de l'opération se déroule don omme suit :
recons(env, ref1) = recons(env, ref2) · recons(env, ref3)
= recons(env, ref4) · recons(env, ref5) ·
recons(env, ref6) · recons(env,null)
= e1:1L′ · recons(env, ref7) · recons(env, ref8) · e2L′ ·null
= e1:1L′ · recons(env, ref9) · recons(env, ref10) · l1:3L′ · e2L′ ·null
= e1:1L′ · e1:2:1L′ · recons(env, ref11) · recons(env,null) · l1:3L′ ·
e2L′ ·null
= e1:1L′ · e1:2:1L′ · e1:2:2L′ ·null · l1:3L′ · e2L′ ·null
Nous retrouvons bien, au parenthésage près, la liste nommée de l'Exemple 5.10(b). 
Déomposition des listes Nous introduisons ii deux opérations sur les éléments nom-
més de liste et les listes nommées. Le rle de es opérations est de nommer les éléments
d'une liste, selon le shéma de nommage de la Setion 5.2.1, au fur et à mesure du par-
ours de ette liste par un sous-programme. L'idée est don de ne rendre visible que les
éléments de la liste réellement aédés par le sous-programme, autrement dit, d'aner
et de limiter, en fontion des besoins de l'analyse, la onnaissane que elle-i possède
de la liste. Cette idée d'approximations de plus en plus nes des strutures de données
paramétrées par les besoins de l'analyse se retrouve dans d'autres travaux, e.g., elle prend
le nom de  matérialisation  dans
[
Sagiv et al., 1998
℄
.
Dénition 5.22 (opérations de déomposition). Soit L une liste. L'opération de
déomposition d'un élément nommé, e, de L est dénie omme suit :
decomp(e) :=
{
er:1L · lr:2L si e = erL
erL · lr+1L si e = lrL
ave r + 1 étant déni omme l'ajout de un à l'entier le plus à droite du rang r.
Soient Ln une liste nommée et e un élément nommé. Nous dénissons la déomposition
dans une liste nommée omme suit :
decomp
ln
(e, Ln) :=


null si Ln = null
decomp(e) si Ln = e
decomp(e) · l si Ln = e · l
e1 · decomp
ln
(e, l) si Ln = e1 · l et e 6= e1
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Fig. 5.3  Exemple de déomposition dans une liste nommée
Exemple 5.23 (déompositions). Nous illustrons la déomposition d'éléments nommés
d'une liste L′ par deux exemples :
decomp(e2L′ ) = e2:1L′ · l2:2L′
decomp(l1:3L′ ) = e1:3L′ · l1:4L′
La déomposition dans une liste nommée est simplement le remplaement d'un élément
nommé de la liste par sa déomposition. Par exemple, ave la liste de la Figure 5.2(b) :
decomp
ln
(l1:3L′ ,e1:1L′ · e1:2:1L′ · e1:2:2L′ ·null · l1:3L′ · e2L′ ·null) =
e1:1L′ · e1:2:1L′ · e1:2:2L′ ·null · e1:3L′ · l1:4L′ · e2L′ ·null
Ce qui donne la nouvelle représentation de la Figure 5.3. 
Opérations auxiliaires Les opérations que nous dérivons sous e nom sont des opé-
rations qui s'expriment à partir des opérations plus primitives dénies préédemment. En
plus d'aérer l'ériture des règles sémantiques à venir, les opérations auxiliaires lassent les
transformations de l'environnement en opérations signiantes.
Les opérations relatives à l'alloation de maillon interviennent lors d'une alloation
dynamique expliite (allouer) ou impliite (allouer
elt
et allouer
next
). Une alloation expli-
ite orrespond à l'emploi de l'opérateur add de SubextC , alors qu'une alloation impliite
intervient lorsque le parours d'une liste fait apparaître de nouveaux éléments de la liste
par déomposition. Le propre de es opérations est d'ajouter de nouveaux maillons dans
l'ensemble des maillonsM.
Lorsque l'alloation intervient dans le adre de la déomposition d'une liste existante,
elle fait apparaître une nouvelle paire d'éléments nommés. Il faut alors aussi mettre à
jour la liste nommée orrespondante onservée dans D. La diérene entre allouer
elt
et
allouer
next
tient uniquement en e que la première renvoie la référene sur la tête de la
paire et la seonde sur la queue de la paire.
Dénition 5.24 (opérations d'alloation de maillon).
Soient env =< E ,M,D, F, Vf , Vref >∈ Env
ext
, v ∈ Z ∪ V
ref
∪ {null} et ref ∈ V
ref
. Soient
ref ′ et ref ′′ des référenes nommées fraîhes (i.e., telles que ref ′, ref ′′ 6∈ V
ref
∪Vf ∪Vlo∪Vp).
Nous dénissons les opérations d'alloation suivantes :
allouer(env, v, ref) := (< E ,M⊕ (ref ′, v · ref ),D, F,Vf ,Vref ∪ {ref
′} >, ref ′)
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Soit ValM(env, ref) = elrL ∈ Eltnom, ave el ∈ {e, l}. Soit decomp(elrL) = g · d.
allouer
elt
(env, ref ) := (<E ,M⊕ (ref ′, g)⊕ (ref ′′, d)⊕ (ref , ref ′ · ref ′′),
D ⊕ (L, decomp
ln
(elLr ,ValD(env, L))),
F,Vf ,Vref ∪ {ref
′, ref ′′} >, ref ′)
allouer
next
(env, ref ) := (<E ,M⊕ (ref ′, g)⊕ (ref ′′, d)⊕ (ref , ref ′ · ref ′′),
D ⊕ (L, decomp
ln
(elrL ,ValD(env, L))),
F,Vf ,Vref ∪ {ref
′, ref ′′} >, ref ′′)
Nous sommes à présent prêts pour dénir les opérations qui permettent de parourir
une liste. L'opération elementm aède à la tête d'une liste. Si la liste est susamment
déomposée, il sut de renvoyer l'élément orrespondant, sinon il faut la déomposer pour
faire apparaître l'élément reherhé. L'opération nextm se omporte de la même façon mais
pour la queue d'une liste.
Dénition 5.25 (opération de leture de l'élément d'un maillon).
Soient env =< E ,M, D, F,Vf ,Vref >∈ Env
ext
et r ∈ V
ref
.
elementm(env, r) :=
{
(env, v) si ValM(env, r) = v · ref
allouer
elt
(env, r) si ValM(env, r) ∈ Eltnom
Dénition 5.26 (opération de leture du suivant d'un maillon).
Soient env =< E ,M,D, F,Vf ,Vref >∈ Env
ext
et r ∈ V
ref
.
nextm(env, r) :=
{
(env, ref ) si ValM(env, r) = v · ref
allouer
next
(env, r) si ValM(env, r) ∈ Eltnom
Sous-programmes sans boules ni réursivité
Nous débutons la desription de la sémantique des onstrutions nouvelles de Sub
ext
C
en nous plaçant dans le ontexte d'un sous-programme non réursif et ne omportant pas
de boule. Cette simpliation permet de dévoiler progressivement les prérequis à l'axio-
matisation par SOSSub
ext
C . Le réapitulatif de tous les prérequis est donné en Annexe B.
Les méanismes ii omis réintègrent le langage dès la setion suivante.
Prérequis En l'absene de boules et de réursivité, l'analyse des alias dans un sous-
programme Sub
ext
C sans paramètres est déidable : nous pouvons savoir en tout point du
sous-programme quels objets du sous-programme ont des alias. En eet, le nombre de tels
objets et les opérations sur eux-i sont nis. Cependant, si le sous-programme prend des
paramètres de type liste, nous ne onnaissons pas les relations d'alias préexistantes entre
es strutures de données puisque, dans le as général, nous ignorons le ontexte d'appel
préis du sous-programme. Les deux raisons de ette méonnaissane sont, d'une part,
l'analyse d'un programme inomplet, i.e., le sous-programme fait partie d'une bibliothèque
et est vouée à être appelée dans diérents programmes, et d'autre part, l'indéidabilité
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de l'analyse d'alias, qui interdit de déterminer préisément le ontexte d'appel lorsque
l'appelante dispose, elle, de boules et de réursivité.
Nous avons montré sur l'Exemple 5.4 que le omportement d'un sous-programme vis-à-
vis des valeurs de ses entrées peut varier selon les relations d'alias qui lient les paramètres
du sous-programme. Nous avons aussi disuté dans la Setion 5.1.3 de la diulté en
pratique d'énumérer toutes es relations. Par onséquent, nous imposons en prérequis de
l'axiomatisation que les listes passées en paramètre des sous-programmes Sub
ext
C soient
exemptes de toute relation d'alias sur une quelonque de leurs sous-listes, à l'exeption
éventuellement de la liste entière, et que la même liste ne soit pas passée à deux paramètres
diérents. Dans le as ontraire, les alias ne doivent pas être utilisés de façon ambiguë dans
le sous-programme appelé. Nous entendons par usage ambigu, l'appliation d'un eet de
bord par l'intermédiaire d'un alias, y ompris l'aetation, suivie de la leture de la valeur
d'un autre alias du même objet (ei omprend l'appliation d'un opérateur de mutation).
En partiulier, e prérequis implique qu'une liste passée en paramètre est aylique.
Un autre prérequis porte sur la réation d'alias dans le orps des sous-programmes. En
eet, notre approhe onsidère les sous-programmes omme des fontions de transfert des
valeurs en entrée vers les valeurs en sortie. Ces valeurs n'expriment pas les relations d'alias
qui pouvaient lier les variables assoiées à es valeurs. Cette information étant perdue,
le omportement de la fontion équationnelle ne traduit pas orretement elui du sous-
programme dans tous les ontextes d'appel de elle-i. Pour empêher e phénomène, nous
devons imposer que les sous-programmes ne réent pas des alias qui existent enore une
fois que le sous-programme termine. Dans le as ontraire, il faut montrer que les appels
au sous-programme n'utilisent pas de façon ambiguë les alias réés par elle-i.
Nous verrons ependant dans la Setion 5.2.2 que notre méthode n'est pas seule en
ause dans ette restrition : elle nous aurait été imposée de toute façon par l'indéidabilité
des relations d'alias en présene de boules et de réursivité.
Sémantique An de failiter la leture, nous introduisons une notation ommode pour
l'interprétation sémantique des nouvelles onstrutions du langage Sub
ext
C . Nous adopte-
rons onjointement une présentation sous forme de séquents.
Dénition 5.27 (interprétation sémantique). Soient C l'ensemble des onstrutions
du langage Sub
ext
C et V = Z∪ Vref l'ensemble des valeurs possibles pour les variables d'un
sous-programme. La sémantique des onstrutions du langage Sub
ext
C est exprimée omme
une fontion : Env
ext × C → Env ext × V , notée env[c]⊲ (env′, v), ave env, env′ ∈ Env ext,
c ∈ C et v ∈ V .
L'interprétation sémantique des onstrutions du langage spéiques à SOSSub
ext
C est
donnée par la Figure 5.4. Les onstrutions du langage qui n'apparaissent pas dans es
gures se omportent omme dans SOSSub
R
C en faisant orrespondre la liste des valeurs
des variables des environnements de SOSSub
R
C
à l'ensemble E des environnements éten-
dus < E ,M,D, F >. Il nous sura de rappeler que nous assoions à haque hemin
d'exéution d'un sous-programme une ondition et un environnement. La ondition d'un
hemin d'exéution est la onjontion des onditions des instrutions de branhement. En
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env[L]⊲ (< E ,M,D, F,Vf ,Vref >, r) r ∈ Vref
(next)
env[next(L)]⊲ nextm(< E ,M,D, F,Vf ,Vref >, r)
env[L]⊲ (< E ,M,D, F,Vf ,Vref >, r) r ∈ Vref
(element)
env[element(L)]⊲ elementm(< E ,M,D, F,Vf ,Vref >, r)
env[v]⊲ (env′, v′) env′[L](< E ,M,D, F,Vf ,Vref >, r) r ∈ Vref
(add)
env[add(v,L)]⊲ allouer(< E ,M,D, F,Vf ,Vref >, v′, r)
(→next)
env[L->next]⊲ env[next(L)]
(→element)
env[L->element]⊲ env[element(L)]
(a) opérations spéiques aux listes
v ∈ V
lo
∪ Vp ∪ Z ∪ {null}
(ValE)
env[v]⊲ (env,ValE(env,v))
env[x]⊲(env′, v)
env
′[y]⊲(env′′, v′) op un opérateur
(op_exp)
env[x op y]⊲ (env′′, v op v′)
env[val]⊲ (< E ,M,D, F >, v′) var ∈ V
lo
∪ Vp ∧ type(var) = int
(=_int)
env[var = val]⊲ (< E ⊕ (var,ValM(< E ,M,D, F >, v′)),M,D, F >, v′)
env[val]⊲ (< E ,M,D, F >, v′) var ∈ V
lo
∪ Vp ∧ type(var) = list
(=_list)
env[var = val]⊲ (< E ⊕ (var, v′),M,D, F >, v′)
env[val]⊲ (env′, v′) env′[var]⊲ (< E ,M,D, F,Vf ,Vref >, r)
r ∈ V
ref
∧
var 6∈ V
lo
∪ Vp
(=_ref)
env[var = val]⊲ (< E ,M⊕ (r, v′),D, F,Vf ,Vref >, v′)
(b) aetation
env =< E ,M,D, F,Vf ,Vref > r 6∈ Vref
(del_list)
env[list L]⊲ (< E ⊕ (L, r),M∪ (r,null),D, F,Vf ,Vref ∪ {r} >, r)
env[p1]⊲ (env1, p1) . . . envn−1[pn]⊲ (envn, pn)
(appel)
env[f(p1, . . . ,pn)]⊲ appel(envn,f, < p1, . . . , pn >)
() onstrutions de base pour les listes
Fig. 5.4  Sémantique des onstrutions spéiques à Sub
ext
C
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l'absene de boules, les hemins d'exéution dans un sous-programme sont en nombre
ni.
Les règles de la Figure 5.4(a) onernent les opérateurs de liste. Les règles (next) et
(element), lorsqu'elles ne se réduisent pas simplement à renvoyer le hamp orrespondant
d'un maillon, sont des appels aux opérations d'alloation et de déomposition de maillons.
Ces dernières ont la responsabilité de reonstituer dans l'environnement le haînage des
éléments d'une liste auxquels le programme essaye d'aéder. Les éléments nommés qui
sont réés à et eet respetent le shéma de nommage déni dans la Setion 5.2.1.
L'opération d'alloation dynamique de la règle (add) se traduit diretement par l'al-
loation d'un nouveau maillon dans l'environnement.
La représentation hoisie pour les listes dans l'environnement permet d'exprimer très
naturellement les eets de bord dans les règles (→next) et (→element) omme la reherhe
de la référene à modier. La modiation elle-même se fait par la règle (=_ref) dérite
i-après, ar la syntaxe de Sub
ext
C impose que es opérateurs soient en membre gauhe
d'une aetation.
Les règles de la Figure 5.4(b) dénissent le omportement de l'aetation. Le as où le
membre gauhe de l'aetation est une variable de type liste (=_list) ne présente pas de
nouveauté, si e n'est que v′, résultat de l'évaluation du membre droit, sera une référene.
La règle (=_int) est plus intéressante du fait de son appel à l'opération ValM. Celui-
i s'explique par le traitement des listes de listes. Lorsque, par exemple, les opérateurs
element et next parourent une liste et la déomposent pour faire apparaître de nou-
veaux maillons ave allouer
elt
et allouer
next
, les maillons réés sont du type refg · refd, plutt
que entier · refd, ar nous ne pouvons pas savoir si la tête du maillon est un entier ou une
liste. Or, s'il s'agit d'une liste, l'utilisation d'une référene est obligatoire pour orrete-
ment représenter d'éventuelles relations d'alias et simplier la sémantique des opérateurs
d'eet de bord sur les listes. De plus, s'il s'agit d'un entier, nous pouvons simplement
gérer e niveau d'indiretion en faisant un appel à ValM au moment d'une aetation.
Enn, la règle (=_ref) est elle qui réalise les eets de bord sur les listes. En eet,
l'appliation des opérateurs ->element et ->next fournit la référene du maillon à
modier en membre gauhe d'une aetation. Cette règle se harge de la modiation du
maillon orrespondant.
Exemple 5.28 (règles sémantiques). Nous illustrons le fontionnement des règles de
ette setion sur l'exemple du sous-programme suivant :
1 void f(list L, int i) {
2 L = add(1,L);
3 L->next->element = 2;
4 i = element(next(L));
5
.
.
.
6 }
L'environnement initial de e sous-programme est :
env =< {(L, ref1), (i, i
e)}, {(ref1, l1L)}, {(L, l1L)}, ∅, ∅, {ref1} >
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La règle (=_list) ommande d'abord l'évaluation de l'opération add(1, L). Celle-i
se traduit par les règles (add) et (ValE) en l'appel de allouer(env, 1, ref1) qui ajoute un
nouveau maillon et produit la paire :
(< {(L, ref1), (i, i
e)}, {(ref1, l1L), (ref2, 1 · ref1)}, {(L, l1L)}, ∅, ∅, {ref1, ref2} >, ref2)
La n de la règle (=_list) peut alors être eetuée, nous obtenons :
env =< {(L, ref2), (i, i
e)}, {(ref1, l1L), (ref2, 1 · ref1)}, {(L, l1L)}, ∅, ∅, {ref1, ref2} >
L'instrution de la ligne 3 orrespond à la règle (=_ref). L'évaluation débute par
la règle (ValE) puisque le membre droit de l'aetation est prioritaire. Pour le membre
gauhe, 'est d'abord la règle (→element), puis (→next). Cei revient à évaluer :
element(next(L))
La règle (next) s'applique alors en premier et produit l'appel nextm(env, ref2). La liste
étant susamment déomposée, l'environnement n'est pas modié et la règle (element)
produit l'appel elementm(env, ref1). Cette fois, la valeur assoiée à ref1 ne fait pas appa-
raître la tête du maillon et ela entraîne l'appel allouer
elt
(env, ref1). Par ette opération,
deux nouveaux maillons sont réés et la liste L est déomposée en deux éléments nommés :
(< {(L, ref2), (i, i
e)},
{(ref1, ref3 · ref4), (ref2, 1 · ref1), (ref3, e1L), (ref4, l2L)},
{(L, e1L · l2L)}, ∅, ∅, {ref1, ref2, ref3, ref3} >, ref3)
Cette paire permet de terminer la règle (=_ref) et nous obtenons le nouvel environnement
où la valeur de ref3 hange :
env =< {(L, ref2), (i, i
e)},
{(ref1, ref3 · ref4), (ref2, 1 · ref1), (ref3, 2), (ref4, l2L)},
{(L, e1L · l2L)}, ∅, ∅, {ref1, ref2, ref3, ref3} >
Enn, l'instrution de la ligne 4 orrespond à la règle (=_int). Nous nous retrouvons
de nouveau à devoir évaluer element(next(L)), mais ette fois, la liste L est susam-
ment déomposée dans l'environnement ourant pour ne pas avoir à réer de nouveaux
éléments nommés. L'évaluation du membre droit de l'aetation produit don la paire :
(env, ref3). La règle (=_ref) termine orretement en  déréférençant  ref3 par l'opé-
ration ValM(env, ref3). Notons que si le membre droit s'était évalué en un entier, ValM
aurait renvoyé et entier, par dénition de l'opération ValM. L'environnement à la ligne 5
voit la valeur de i hanger et est nalement :
< {(L, ref2), (i, 2)},
{(ref1, ref3 · ref4), (ref2, 1 · ref1), (ref3, 2), (ref4, l2L)},
{(L, e1L · l2L)}, ∅, ∅, {ref1, ref2, ref3, ref3} > 
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Nous terminons la présentation des règles sémantiques ave elles de la Figure 5.4().
Elles onernent des onstrutions déjà présentes dans SubC mais dont la sémantique a
évolué dans SOSSub
ext
C . Il s'agit d'abord de la règle (del_list) qui va modier l'environ-
nement initial d'un sous-programme en lui ajoutant un nouveau maillon de valeur null
pour haque délaration de variable de type liste.
Beauoup plus intéressante est la règle (appel) pour les appels de sous-programme.
Dans SOSSub
R
C , un sous-programme qui a une valeur de retour entraîne la dénition d'une
fontion de la logique équationnelle, ave le as partiulier des boules qui produisent des
familles de fontions réursives. Dans SOSSub
ext
C , les sous-programmes peuvent avoir des
eets de bord : il est permis de modier, à l'aide des opérateurs de mutation, les maillons
d'une liste passée en paramètre (omme dans les Exemples 5.29 et 5.30). Par onséquent,
dans SOSSub
ext
C , la génération d'une seule fontion équationnelle n'est plus susante pour
rendre ompte de l'ensemble des valeurs que modie un sous-programme s'il a des eets
de bord sur diverses listes passées en paramètre.
Exemple 5.29 (Sous-programme ave eet de bord). Soient les sous-programmes
Sub
ext
C
suivants :
void f() {
list L;
L = add(1, NULL);
g(L);
}
void g(list Lg) {
Lg->element = 2;
Lg = NULL;
}
Dans le sous-programme f, juste avant l'appel g(L), nous avons L = 1 ·null. Le sous-
programme g utilise un opérateur de mutation pour modier la valeur de la tête de la liste
passée en paramètre. Ainsi, dans f, après l'appel g(L), la liste L vaut 2 ·null ar par
l'intermédiaire de Lg, le sous-programme g a aès aux maillons de L. Notons ependant
que l'aetation Lg = NULL n'a pas d'inidene sur L ar le passage du paramètre est
par valeur. 
Le prinipe de la solution est le même que pour les boules dans SOSSub
R
C : pro-
duire une famille de fontions pour tous les objets suseptibles d'être modiés. Ainsi sur
l'Exemple 5.29, nous dénirions une fontion g
Lg
(t · q) = 2 · q. Dans f, nous saurions alors
qu'après l'appel g(L), L vaut g
Lg
(L).
Cependant, la génération d'une seule fontion par paramètre de type liste n'est pas
susante lorsque la modiation porte sur la struture même de la liste, ave l'opération
de mutation→next (f. Exemple 5.30). La généralisation de e proédé onduirait à déno-
ter par une fontion équationnelle distinte la nouvelle valeur de haque maillon des listes
passées en paramètre d'un sous-programme. Cei s'apparente à modéliser omplètement
la mémoire, e que nous souhaitons éviter.
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Heureusement, le prérequis qu'auun alias ne porte sur une liste passée en paramètre,
hormis éventuellement sur la tête de la liste, nous dispense de ette généralisation. En
eet, si la struture de la liste hange de telle façon que ertains de ses maillons ne sont
plus aessibles à partir de la tête de la liste, alors es mêmes maillons ne sont plus
aessibles au programme dans son entier puisque le prérequis impose qu'auun alias ne
désigne es maillons. De e fait, nous pouvons omettre de rendre ompte de leur nouvelle
valeur. Cette omission est valide attendu que la lasse des propriétés de programmes que
vise notre méthode ne onerne pas l'usage de la mémoire. La situation serait diérente
si nous nous intéressions, par exemple, à la mémoire onsommée par le programme.
Exemple 5.30 (sous-programme modiant la struture d'une liste). Prenons
l'exemple des sous-programmes suivants :
void f() {
list La, Lb;
La = add(1, add(2, NULL));
Lb = next(La);
g(La);
}
void g(list Lg) {
Lg->next->element = 3;
Lg->next = add(4, NULL);
}
Dans le sous-programme f, avant l'appel g(La), La = 1 · 2 ·null et Lb est un alias pour
la queue de La (Lb = 2 ·null).
Suite à l'appel g(La), dans g, la première instrution donne à La la valeur 1 · 3 ·null ;
Lb reste un alias pour la queue de La, sa valeur est don 3 ·null.
À la ligne suivante, par l'intermédiaire de Lg, la struture de la liste La hange.
L'instrution a deux impliations : la valeur de La est maintenant 1 · 4 ·null, mais surtout
Lb n'est plus un alias pour la queue de La ar Lb ontinue de pointer sur le même maillon
de valeur 3 ·null qui ne fait plus partie du haînage de La.
En langage C, du fait des alias, l'appel g(La) produit deux listes distintes à partir
d'une seule passée en paramètre. Pour traduire et état de fait, nous serions amenés à
assoier deux fontions équationnelles à g, haune rapportant la valeur d'une des deux
listes produites. Toutefois, l'impossibilité de toujours onnaître les relations d'alias rend
la généralisation de ette approhe inappliable. 
Nous sommes maintenant en mesure d'expliiter l'opération appel d'appel de sous-
programme de la règle (appel). Le traitement des sous-programmes par SOSSub
ext
C onsiste
à générer la dénition équationnelle d'une fontion par paramètre de type liste (en plus de
la fontion pour la valeur de retour, si le sous-programme en a une). Ces fontions rendent
ompte des eets de bord eetués sur les listes passées en paramètre du sous-programme
et serviront à mettre à jour la valeur de la référene idoine dans l'appelante.
Il est néessaire de diérenier les appels de sous-programme selon que la valeur de
retour du sous-programme est de type entier ou de type liste. En eet, dans e dernier as,
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le traitement doit être le même que pour les paramètres de type liste : aetation de la
valeur renvoyée par la fontion équationnelle orrespondante à une variable fraîhe, ette
dernière permet l'introdution d'un élément nommé qui servira à représenter d'éventuelles
déompositions ultérieures sur ette liste.
Dénition 5.31 (opérations d'appel de sous-programme). Soient f le nom d'un
sous-programme et < p1, . . . , pn > la séquene des valeurs des paramètres eetifs d'un
appel du sous-programme f . Soient env =< E ,M,D, F,Vf ,Vref >∈ Env
ext
, {P1, . . . , Pm}
l'ensemble des paramètres formels de f de type liste et pji, pour i = 1 . . .m, tel que pji
soit la valeur dans l'environnement env du paramètre eetif orrespondant au paramètre
formel Pi. Enn, soit < p
′
1, . . . , p
′
n > la séquene < p1, . . . , pn > où les pji ont été remplaés
par recons(env, pji).
appel(env, f, < p1, . . . , pn >) :=


appel
int
(env, f, < p1, . . . , pn >) si le type de retour
de f est int ou
void
appel
list
(env, f, < p1, . . . , pn >) si le type de retour
de f est list
appel
int
(env, f, < p1, . . . , pn >) :=(
< E ,M⊕ {(pji, l1vi ) | i = 1 . . .m},
D ∪ {(vi, l1vi ) | i = 1 . . .m},
F ∪ {(vi, fPi(< p
′
1, . . . , p
′
n >)) | i = 1 . . .m},
Vf ∪ {vi | i = 1 . . .m},Vref >,
fP0(< p
′
1, . . . , p
′
n >)
)
appel
list
(env, f, < p1, . . . , pn >) :=(
< E ,M⊕ {(pji, l1vi ) | i = 0 . . .m},
D ∪ {(vi, l1vi ) | i = 0 . . .m},
F ∪ {(vi, fPi(< p
′
1, . . . , p
′
n >)) | i = 0 . . .m}
Vf ∪ {vi | i = 0 . . .m},Vref ∪ {pj0} >,
pj0
)
Ave v0, v1, . . . , vn et pj0 des variables fraîhes. De plus, fPi dénote la fontion équationnelle
générée pour le paramètre de type liste Pi et fP0 dénote la fontion équationnelle générée
pour la valeur de retour du sous-programme ou bien la fontion nulle si le type de retour
est void.
Exemple 5.32 (appel de sous-programme). Nous illustrons le fontionnement de la
règle (appel) par l'exemple des sous-programmes Sub
ext
C suivants :
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1 list g(list Lg) { . . . }
2
3 void f(list L) {
4 list La;
5
6 La = g(L);
7 L = next(L);
8
.
.
.
9 }
Le système SOSSub
ext
C va produire pour le sous-programme g les dénitions de deux
fontions équationnelles : g pour la valeur de retour et g
Lg
pour les eets de bord sur la
liste passée en paramètre.
L'environnement initial du sous-programme f, après appliation de la règle (del_list)
pour la délaration de La, est :
env =< {(L, ref1), (La, ref2)}, {(ref1, l1L), (ref2,null)}, {(L, l1L)}, ∅, ∅, {ref1, ref2} >
Lors de l'aetation de la ligne 6, la règle (=_list) entraîne l'évaluation par la règle (appel)
de g(L). Cette dernière se réduit en appel
list
(env,g, < ref1 >), où ref1 est don la valeur
eetive du paramètre formel Lg. Cette opération produit la paire suivante :
(<{(L, ref1), (La, ref2)},
{(ref1, l1v1 ), (ref2,null), (ref3, l1v0 )},
{(L, l1L), (v0, l1v0 ), (v1, l1v1 )},
{(v0, g(< l1L >)), (v1, gLg(< l1L >))},
{v0, v1}, {ref1, ref2, ref3} >, ref3)
Nous voyons que dans ette paire, suite à l'appel de g, la valeur de la variable L n'a pas
hangé, 'est toujours la même référene ref1, mais le maillon assoié à ette référene,
lui, a été modié pour reéter un possible eet de bord dû au sous-programme g.
La règle (=_list) termine de mettre à jour la valeur de La et donne l'environnement :
env =<{(L, ref1), (La, ref3)},
{(ref1, l1v1 ), (ref2,null), (ref3, l1v0 )},
{(L, l1L), (v0, l1v0 ), (v1, l1v1 )},
{(v0, g(< l1L >)), (v1, gLg(< l1L >))},
{v0, v1}, {ref1, ref2, ref3} >
Nous ne détaillons pas omplètement la dernière instrution de f à la ligne 7. Notre
intention est uniquement de faire remarquer que l'ajout des listes nommées dans l'en-
vironnement, en l'ourrene l1v0 et l1v1 , onjointement à elui des onstantes v0 et v1,
permet de déomposer, si besoin est, les listes modiées par un appel de sous-programme.
Dans notre exemple, next(La) produirait dans l'ensemble orrespondant à D une paire
(v0, e1v0 · l2v0 ), alors que par ailleurs nous onservons le fait que v0 = g(< l1L >) dans
l'ensemble orrespondant à F . 
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Sous-programmes ave boules et réursivité
Les prinipales opérations de la méthode ont été dérites dans les setions préédentes.
Nous onsidérons dans ette setion le as partiulier des boules qui exige d'examiner les
onséquenes des méanismes d'itération et de réursivité sur l'analyse des alias.
Prérequis Des résultats très forts d'indéidabilité sont onnus sur les analyses d'alias
en présene de boules et de strutures de données dynamiques : même dans un langage
qui ne disposerait pas de sous-programmes, l'analyse est indéidable (f. Setion 5.1.1).
Conrètement, ela se traduit pour nous par la perte des relations sur les alias au ours
d'une boule ou dans un appel à un sous-programme réursif.
En onséquene, pour que l'analyse des alias que nous eetuons pendant l'axioma-
tisation reste orrete après une boule ou un appel à un sous-programme réursif, nous
imposons en prérequis de l'axiomatisation que les boules ne réent auune relation d'alias
entre les listes du sous-programme telle que la relation ontinue à exister à la n du orps
de la boule. Dans le as ontraire, les alias ne doivent pas être utilisés de façon ambiguë
dans le orps de la boule et dans le reste du sous-programme ontenant la boule.
De même, nous imposons que les sous-programmes ne réent auune relation d'alias
entre les listes du sous-programme telle que la relation ontinue à exister à la n du orps
du sous-programme
19
. Dans le as ontraire, les alias ne doivent pas être utilisés de façon
ambiguë après un appel du sous-programme.
Le omportement d'une boule, omme elui d'un sous-programme (f. l'Exemple 5.4),
est soumis à l'inuene des relations d'alias qui existent au moment où débute la boule.
Par onséquent, pour des raisons similaires à elles que nous avons développées dans le
adre des sous-programmes sans boules ni réursivité, nous imposons en prérequis de
l'axiomatisation qu'auune relation d'alias ne porte sur les listes modiées par une boule
avant la boule. Dans le as ontraire, les alias ne doivent pas être utilisés de façon ambiguë
dans la boule et la suite du sous-programme.
Sémantique La seule onstrution non enore expliitée qu'ajoute la réintrodution
des méanismes d'itération et de réursivité est elle que permet l'instrution while.
L'interprétation sémantique de ette instrution dans SOSSub
ext
C est la même que dans
SOSSub
R
C , à savoir qu'une boule donne lieu à la dénition d'une famille de fontions
réursives loopv, une pour haque variable v aetée dans le orps de la boule. Ces
fontions prennent en paramètre toutes les variables loales, ainsi que les paramètres, du
sous-programme ontenant la boule. Dans e sous-programme, la valeur de la variable v
devient un appel à la fontion loopv.
Dans SOSSub
ext
C , toutefois, ette famille de fontions est omplétée par une seonde
famille de fontions réursives looprv, une pour haque variable v du sous-programme
de type liste. Chaque fontion looprv renvoie la valeur de la liste référenée par v et
rend ainsi ompte des mutations subies par ette liste. De plus, la valeur de v n'est pas
19
Ce prérequis a déjà été posé, lorsque nous avons exlu les boules, ave d'autres justiations inhé-
rentes à notre approhe. Ces justiations s'appliquent aussi aux boules que nous traitons omme des
fontions réursives terminales.
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∀v ∈ V
lo
∪ Vp modiée dans corps, la fontion loopv a été générée
∀v ∈ {u | u ∈ V
lo
∪ Vp ∧ type(u) = list}, la fontion looprv a été générée (boule)
env[while(cond) corps]⊲ appel
loop
(env)
Fig. 5.5  Sémantique de l'instrution d'itération
diretement l'appel à la fontion looprv orrespondante. Nous introduisons une onstante
pour mémoriser ette valeur ainsi qu'une nouvelle liste nommée pour la représenter dans
la suite du programme : ei, omme à haque fois ave les listes, an de permettre
d'éventuelles déompositions de la liste dans la suite du sous-programme.
La génération des deux familles de fontions loop est dérite dans la Setion 5.4.3 ave
les autres éléments de la tradution en équations. L'interprétation sémantique de l'ins-
trution while est donnée dans la Figure 5.5. L'opération sur les environnements qui lui
est assoiée se omporte essentiellement omme les opérations d'appel de sous-programme
de la Dénition 5.31. En eet, les boules sont traduites omme des fontions réursives
et remplaées par des appels à es fontions. La partiularité des boules est, omme dans
SOSSub
R
C , qu'elles peuvent modier la valeur des variables du sous-programme (variables
loales et paramètres). Cei se traduit par la mise à jour des ouples dans l'ensemble E .
Dénition 5.33 (opération d'appel de fontion de boule). Soit une boule B
dans un sous-programme f. Soit env =< E ,M,D, F, Vf , Vref >∈ Env ext. Soient Vpro,
l'ensemble des variables loales et paramètres de f, et V
mod
⊂ V
pro
, l'ensemble des va-
riables aetées dans le orps de B. Pour toute variable var ∈ V
mod
, loop
var
est la fontion
générée pour la boule et la variable var onsidérées.
Soit V
list
= {var1, . . . , varm} = {var | var ∈ Vpro ∧ type(var) = list}. Pour i =
1 . . .m, loopr
vari
est la fontion générée pour la boule onsidérée et la liste référenée par
la variable vari.
Enn, à haque variable var ∈ V
pro
nous assoions une valeur pj telle que pj =
recons(env,ValE(env, var)), si var ∈ Vlist, et pj = ValE(env, var), sinon.
La dénition de l'opération d'appel pour fontions de boule, appel
loop
, est la suivante :
appel
loop
(env) :=
(
<E ⊕{(var, loop
var
(< p1, . . . , pn >)) | var ∈ Vmod \ Vlist}
⊕{(vari, refi+m) | i = 1 . . .m},
M⊕{(ValE(env, vari), l1vi ) | i = 1 . . .m}
∪{(refi, l1vi ) | i = m+ 1 . . . 2m},
D ∪ {(vi, l1vi ) | i = 1 . . . 2m},
F ∪{(vi, loop
r
vari
(< p1, . . . , pn >)) | i = 1 . . .m}
∪{(vi+m, loop
vari
(< p1, . . . , pn >)) | i = 1 . . .m},
Vf ∪ {vi | i = 1 . . . 2m},Vref ∪ {refm+1, . . . , ref2m} >, 0
)
ave v0, . . . , v2m, refm+1, . . . , ref2m des variables fraîhes et n le ardinal de Vpro.
Exemple 5.34. Nous illustrons le fontionnement de la règle (boule) sur l'exemple
d'un sous-programme f qui hange la valeur de tous les éléments d'une liste passée en
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paramètre. La liste en paramètre de f aura eetivement hangé dans le sous-programme
appelant.
1 void f(list L) {
2
3 while(L != NULL) {
4 L->element = 0;
5 L = next(L);
6 }
7 }
L'environnement initial de e sous-programme est :
env =< {(L, ref1)}, {(ref1, l1L)}, {(L, l1L)}, ∅, ∅, {ref1} >
L'analyse de la boule aura généré par ailleurs les dénitions des fontions suivantes :
loopL et loop
r
L. La fontion loopL donne la valeur de L, 'est-à-dire, une référene sur un
maillon, après la boule. Quant à la fontion looprL, elle indique le nouveau haînage des
maillons que la boule a réé à partir du maillon que référençait L avant la boule. La
règle (boule) se réduit à appel
loop
(env) et produit l'environnement suivant :
<{(L, ref2)}, {(ref1, l1v1 ), (ref2, l1v2 )}, {(L, l1L), (v1, l1v1 ), (v2, l1v2 )},
{(v1, loop
r
L(l1L)), (v2, loopL(l1L))}, {v1, v2}, {ref1, ref2} >
Le seond élément du ouple renvoyé par appel
loop
, 0 en l'ourrene, est sans importane
ar il n'est jamais utilisé. 
5.3 Appel par référene
L'appel par référene est un mode de passage des paramètres dans lequel l'adresse des
paramètres eetifs, au lieu de leur valeur, est passée à un sous-programme. Ce mode de
passage autorise ainsi un sous-programme à avoir un eet de bord sur les paramètres ef-
fetifs du sous-programme appelant, auxquels il aède par l'intermédiaire de leur adresse.
Pour ertains langages, e.g., fortran, l'appel par référene est le seul mode de passage
disponible ; pour d'autres, e.g., Pasal, C++, 'est un des modes disponibles généralement
dénoté par des onstrutions syntaxiques partiulières ; enn, pour la dernière atégorie
de langages, e.g., C, e mode de passage n'existe pas en soi, mais peut parfois être simulé
par le truhement d'autres méanismes (notamment les pointeurs).
5.3.1 Représentation de l'appel par référene
Dans SubC , le mode de passage par défaut est par valeur. Nous souhaitons que Sub
ext
C
dispose de l'appel par référene. Pourtant, pour être exat, nous disposons déjà ave les
listes mutables d'une forme d'appel par référene. Eetivement, la valeur des variables
de type liste est une référene : par son intermédiaire, un sous-programme a la possibilité
de modier la struture de données visible par l'appelant. Néanmoins, la référene elle-
même ne peut être modiée, pour pointer sur une autre liste, que dans le sous-programme
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void swap(int &a, int &b) {
int tmp;
tmp = a;
a = b;
b = tmp;
}
Fig. 5.6  Sous-programme swap
appelé. La modiation n'a pas d'inidene dans l'appelant, ar dans les faits, SubC n'ore
qu'une ombinaison de passage par valeur et de pointeur similaire à elle qui existe en
langage C.
Nous ajoutons ave Sub
ext
C
un mode de passage par référene des paramètres de type
entier ou liste, dénoté par une perluète (symbole &) plaée avant le nom du paramètre
onerné dans le prototype d'un sous-programme. Bien que e symbole soit le même que
l'opérateur d'adresse du langage C, leurs rles ne doivent pas être onfondus : il n'existe
pas d'opérateur d'adresse en Sub
ext
C . De plus, nous interdisons syntaxiquement que soit
passée par référene la valeur de retour d'un sous-programme ou des opérateurs element,
next, ou add uniquement, de sorte que les paramètres eetifs passés par référene seront
toujours des variables.
Exemple 5.35 (permutation de valeur). Nous présentons en Figure 5.6 l'exemple
lassique d'un sous-programme swap qui permute la valeur de ses deux paramètres. Ce
sous-programme est érit en Sub
ext
C . Soit un sous-programme p qui appelle swap :
int p() {
int x = 1;
int y = 2;
swap(x, y);
.
.
.
}
Après l'appel swap(x, y), les valeurs de x et y ont été modiées dans p : x vaut 2 et
y vaut 1. 
5.3.2 Sémantique de Sub
ext
C : appel par référene
La sémantique du mode de passage des paramètres par référene dans Sub
ext
C s'exprime
à deux niveaux :
 au niveau des sous-programmes disposant de paramètres passés par référene ;
 au niveau de l'appel d'un tel sous-programme.
Avant de détailler haun des niveaux, nous disutons de l'inuene de e méanisme
sur les relations d'alias et par onséquent sur les prérequis de l'axiomatisation.
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Prérequis
L'introdution du mode de passage par référene ore une possibilité supplémentaire
de réer des alias en Sub
ext
C . En eet, si la même référene est passée à plusieurs paramètres,
les paramètres formels orrespondants deviennent des alias du même objet dans le sous-
programme appelé. Comme l'Exemple 5.36 le met en lumière, la situation est semblable
à elle renontrée lorsque nous passons des paramètres de type liste qui sont alias d'un
même objet : le omportement du sous-programme en est aeté. Néanmoins, ette fois,
les alias portent sur les référenes elles-mêmes, e qui ne limite plus aux opérations de
mutation sur maillon les instrutions sensibles aux alias.
Exemple 5.36 (alias et paramètres par référene). Nous exemplions la réation
d'alias par le passage de paramètres par référene ave les sous-programmes suivants :
1 int p(int &a, int &b) {
2 a = 0;
3 return b;
4 }
5
6 void p2(void) {
7 int i, j, x, y;
8
9 x = 1; y = 2;
10 i = p(x, y);
11
12 x = 1; y = 2;
13 j = p(x, x);
14 }
Le sous-programme p met son premier paramètre à 0 et renvoie la valeur de son seond.
À la ligne 10, l'appel p(x, y) produit bien le omportement attendu dans p2 : x vaut
0 et i vaut 2 (la valeur de y au moment de l'appel).
En revanhe, à la ligne 13, l'appel p(x, x) entraîne que a et b sont alias dans p.
Ainsi, l'instrution a = 0 a pour eet de positionner b à 0 aussi. En onlusion, j reçoit
la valeur 0 au lieu de la valeur 1 attendue. 
Nous avons abordé les ontraintes imposées dans SOSSub
ext
C par le passage en para-
mètre de référenes à l'oasion des listes mutables (f. Setion 5.2.2). Une des raisons alors
avanées était que les listes, en tant que strutures de données allouées dynamiquement
et en présene de réursivité, empêhent l'analyse exate des relations d'alias.
En revanhe, en Sub
ext
C
, la notion de référene sur les entiers n'existe pas. Cette a-
ratéristique a l'avantage de rendre déidable le problème de déterminer statiquement les
alias réés par le passage par référene de paramètres de type entier. Une telle analyse
néessite tout de même de onnaître les appels des sous-programmes prenant des para-
mètres par référene. Or, en e qui onerne SOSSub
ext
C , l'analyse doit pouvoir se faire
sans auun ontexte d'appel.
Nous imposons don omme prérequis de l'axiomatisation que les paramètres formels
d'un sous-programme ne soient pas alias l'un de l'autre, même lorsqu'ils sont de type
entier.
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Sémantique
Le passage de paramètres par référene est vu omme la possibilité pour un sous-
programme f de modier la valeur des paramètres eetifs de son sous-programme ap-
pelant Proc. Nous traduisons ela dans l'appelant en aetant au paramètre eetif
la valeur, à la n de f, du paramètre formel de f orrespondant. Dans e but, le sous-
programme appelé est représenté dans la logique équationnelle par une famille de fontions
renvoyant haune la valeur de l'un des paramètres passé par référene. Ce proédé est
semblable à elui que nous employons pour les boules et les sous-programmes prenant
des listes en paramètre.
Sous-programme appelé Sous l'hypothèse que les paramètres formels ne sont pas des
alias les uns des autres, l'axiomatisation d'un sous-programme prenant des paramètres
par référene se déroule de la même façon que pour les autres sous-programmes, jusqu'au
moment de la formulation en équations de l'environnement nal. Lors de ette étape, une
fontion équationnelle supplémentaire est générée pour haque paramètre passé par réfé-
rene. La valeur renvoyée par es fontions est elle des paramètres orrespondants dans
l'environnement nal de l'appelé. Ces fontions rendent ainsi ompte des modiations
survenues sur les valeurs des paramètres eetifs.
Sous-programme appelant Dans Proc, l'appel de f entraîne, en plus de la séman-
tique d'un appel de sous-programme omme dérite par la Dénition 5.31 (Page 110), une
série de modiations de la valeur des paramètres eetifs passés par référene à f. Les
paramètres eetifs sont toujours des variables de Proc (variables loales et paramètres).
Soient P un paramètre formel de f passé par référene et f rP la fontion équationnelle
générée pour dénoter la valeur de e paramètre après l'exéution de f. Soit p le para-
mètre eetif de Proc orrespondant au paramètre P de f. L'eet de bord de f dans
l'environnement de Proc pour p est la mise à jour de p à la valeur de retour de f rP .
Dans le as d'un paramètre P de type liste passé par référene, deux mises à jour
seront don opérées :
1. elle eetuée pour tout paramètre de type liste (f. Dénition 5.31) qui rend ompte
des modiations sur la liste qui était pointée par son paramètre eetif p avant
l'appel ;
2. elle spéique aux paramètres passés par référene.
Nous reformulons l'opération d'appel de sous-programme préédente (Page 110) pour
prendre en ompte les eets de bord dus au passage par référene de paramètres. La nou-
velle règle d'interprétation sémantique se trouve en Figure 5.7. Un exemple d'utilisation
de ette opération est donné dans la setion suivante (f. Exemple 5.44).
Dénition 5.37 (opérations d'appel de sous-programme ave passage par ré-
férene). Soient env =< E ,M,D, F,Vf , Vref >∈ Env
ext
, f le nom d'un sous-programme
tel que, sans perte de généralité, < P1, . . . , Pq > soit la séquene des paramètres formels
de f , ave :
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env[p1]⊲ (env1, p1) . . . envn−1[pn]⊲ (envn, pn)
(appel_ref)
env[f(p1, . . . ,pn)]⊲ appel(envn,f, < p1, . . . , pn >,< p1, . . . ,pn >)
Fig. 5.7  Sémantique des appels de sous-programme ave passage par référene
 < P1, . . . , Pm > les paramètres de type entier non passés par référene,
 < Pm+1, . . . , Pn > les paramètres de type entier passés par référene,
 < Pn+1, . . . , Po > les paramètres de type liste non passés par référene et,
 < Po+1, . . . , Pq > les paramètres de type liste passés par référene.
Pour i = 1 . . . q, soient pi le paramètre eetif orrespondant à Pi et pi la valeur de e
paramètre dans l'environnement env. Soit < p′1, . . . , p
′
q > la séquene < p1, . . . , pq > où
les pi ont été remplaés par recons(env, pi) pour i = n + 1 . . . q (i.e., pour les paramètres
de type liste).
Enn, soient :
 f rpi, pour i = m+1 . . . n, o+ 1 . . . q, la fontion générée pour le paramètre passé par
référene Pi ;
 fpi, pour i = n+ 1 . . . q, la fontion générée pour le paramètre de type liste Pi.
 fp0 , la fontion générée pour la valeur de retour du sous-programme f ou bien la
fontion nulle si le type de retour est void.
Les opérations d'appel de sous-programme ave passage par référene sont dénies
omme suit :
appel(env, f, < p1, . . . , pq >,< p1, . . . ,pq >) :=

appel
int
(env, f, < p1, . . . , pq >,< p1, . . . ,pq >) si le type de retour
de f est int ou void
appel
list
(env, f, < p1, . . . , pq >,< p1, . . . ,pq >) si le type de retour
de f est list
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appel
int
(env, f, < p1, . . . , pq >,< p1, . . . ,pq >) :=(
< E ⊕{(pi, refq+i) | i = o+ 1 . . . q}
⊕{(pi, f rPi(< p
′
1, . . . , p
′
q >)) | i = m+ 1 . . . n},
(M⊕ {(pi, l1vi ) | i = n+ 1 . . . q}) ∪ {(refq+i, l1vq+i ) | i = o+ 1 . . . q},
D ∪ {(vi, l1vi ) | i = n+ 1 . . . q} ∪ {(vq+i, l1vq+i ) | i = o+ 1 . . . q},
F ∪{(vi, fPi(< p
′
1, . . . , p
′
q >)) | i = n + 1 . . . q}
∪{(vq+i, f
r
Pi
(< p′1, . . . , p
′
q >)) | i = o+ 1 . . . q},
Vf ∪ {vi | i = n+ 1 . . . q} ∪ {vq+i | i = o+ 1 . . . q},
V
ref
∪ {refq+i | i = o+ 1 . . . q} >,
fP0(< p
′
1, . . . , p
′
q >)
)
appel
list
(env, f, < p1, . . . , pq >,< p1, . . . ,pq >) :=(
< E ⊕{(pi, refq+i) | i = o + 1 . . . q}
⊕{(pi, f rPi(< p
′
1, . . . , p
′
q >)) | i = m+ 1 . . . n},
(M⊕ {(pi, l1vi ) | i = n + 1 . . . q})
∪{(refq+i, l1vq+i ) | i = o+ 1 . . . q}
∪{(ref0, l1v0 )},
D∪{(vi, l1vi ) | i = n+ 1 . . . q}
∪{(vq+i, l1vq+i ) | i = o + 1 . . . q}
∪{(v0, l1v0 )},
F ∪{(vi, fPi(< p
′
1, . . . , p
′
q >)) | i = n+ 1 . . . q}
∪{(vq+i, f
r
Pi
(< p′1, . . . , p
′
q >)) | i = o+ 1 . . . q}
∪{(v0, fP0(< p
′
1, . . . , p
′
q >))},
Vf ∪ {vi | i = n+ 1 . . . q} ∪ {vq+i | i = o+ 1 . . . q} ∪ {v0},
V
ref
∪ {refq+i | i = o+ 1 . . . q} ∪ {ref0} >,
ref0
)
Ave v0, vi, pour i = n+ 1 . . . q, q + o+ 1 . . . 2q et ref0 des variables fraîhes.
Exemple 5.38 (appel du sous-programme swap). Nous illustrons le fontionnement
de ette opération sur l'exemple de l'appel du sous-programme swap (Figure 5.6) dans le
sous-programme p de l'Exemple 5.35 que nous rappelons ii :
int p() {
int x = 1;
int y = 2;
swap(x, y);
.
.
.
}
Le sous-programme p omporte deux variables loales de type entier, son environnement
initial est don le suivant :
< {(x, 1), (y, 2)}, ∅, ∅, ∅ >
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L'axiomatisation du sous-programme swap produit la dénition d'une fontion pour
haque paramètre passé par référene, à savoir : swapra et swap
r
b. Chaque fontion renvoie
la valeur à la n de l'évaluation de swap du paramètre qui lui est assoié. Dans le as de
swap, nous aurons (f. Setion 5.4) :
swapra(a, b) = b
swaprb(a, b) = a
Lors de l'évaluation de l'appel de swap dans p, la règle (appel_ref) de la Figure 5.7 est
appliquée. Puisque le type de retour de swap est void, l'environnement de p est modié
par l'opération appel
int
. Les variables x et y, étant passées par référene, sont modiées
par l'appel de swap : leur nouvelle valeur est elle renvoyée par la fontion produite pour
le paramètre formel de swap orrespondant à la variable, à savoir : swapra pour x et swap
r
b
pour y. L'environnement obtenu est don le suivant :
< {(x, swapra(1, 2)), (y, swap
r
b(1, 2))}, ∅, ∅, ∅ > 
Exemple 5.39 (appel ave un paramètre de type liste passé par référene).
Nous donnons enore un exemple d'emploi des opérations d'appel de sous-programme
ave passage par référene dans lequel nous envisageons le passage d'un paramètre de
type liste. Soit le programme suivant :
void ajouterTete(list &L, int tete) {
L = add(tete, L);
}
list creerListe(int i) {
list La;
ajouterTete(La, i);
return La;
}
Le sous-programme creerListe omporte un paramètre de type entier et une variable
loale de type liste, son environnement initial est don le suivant :
< {(i, ie), (La, ref1)}, {(ref1,null)}, ∅, ∅, ∅, {ref1} >
Nous verrons en Setion 5.4 que le sous-programme ajouterTete donne lieu à la dé-
nition équationnelle de deux fontions, une première pour le paramètre de type liste et
une seonde pare que e paramètre est passé par référene :
ajouterTeteL(L, tete) = L
ajouterTeterL(L, tete) = tete ·L
L'appel de ajouterTete dans creerListe entraîne l'exéution de l'opération appel
int
,
qui modie l'environnement du dernier sous-programme de deux façons :
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1. Comme 'était déjà le as avant d'introduire l'appel par référene (f. Dénition 5.31
Page 110), l'appel d'un sous-programme ave un paramètre de type liste modie
l'environnement pour rendre ompte des eets de bord qui ont pu aeter la liste
passée en paramètre. Dans notre exemple, l'environnement de creerListe devient
don :
<{(i, ie), (La, ref1)}, {(ref1, l1v1 )}, {(v1, l1v1 )},
{(v1, ajouterTeteL(null, i
e))}, {v1}, {ref1} >
2. La nouveauté ave le passage par référene est que la valeur du paramètre eetif est
modiée par l'appel d'un sous-programme. Puisque dans notre exemple le paramètre
eetif est une variable de type liste, en l'ourrene La, nous introduisons une
onstante (v2) pour la nouvelle valeur de La et nous lui assoions une liste nommée
(l1v2 ) qui nous servira à représenter la struture de la liste que référene dorénavant
La. L'environnement de creerListe après l'appel de ajouterTete est don
nalement :
<{(i, ie), (La, ref2)}, {(ref1, l1v1 ), (ref2, l1v2 )}, {(v1, l1v1 ), (v2, l1v2 )},
{(v1, ajouterTeteL(null, i
e)), (v2, ajouterTete
r
L(null, i
e))}, {v1, v2}, {ref1, ref2} >

5.4 Formulation en équations
L'objetif de l'axiomatisation est de donner une dénition équationnelle de haque
sous-programme d'un programme sous la forme d'une fontion de transfert des valeurs
en entrée du sous-programme vers les valeurs en sortie du sous-programme. Les valeurs
auxquelles nous nous intéressons omprennent les listes, en tant que séquene d'entiers ou
de listes, et les entiers.
Ave SOSSub
ext
C , la validité de l'axiomatisation est onditionnée par des prérequis sur
l'existene et la formation des alias dans les programmes Sub
ext
C (les prérequis sont ré-
apitulés dans l'Annexe B). Malheureusement, des résultats d'indéidabilité et la nature
même du problème que prétend résoudre notre système (analyse statique de programmes
inomplets) s'opposent à l'automatisation de la vériation des prérequis. Par onséquent,
la démonstration qu'un programme Sub
ext
C
satisfait les prérequis est majoritairement a-
omplie à la main, éventuellement interativement dans un système de preuve, selon une
approhe diérente de la ntre.
Cette setion dérit la dernière étape de l'axiomatisation. Cette étape onsiste à formu-
ler les équations orrespondant aux sous-programmes Sub
ext
C à partir des environnements
étendus de elles-i. Les environnements sont le produit de l'évaluation symbolique des
sous-programmes par la fontion d'interprétation sémantique dénie dans les Setions 5.2
et 5.3.
Nous donnons tout d'abord les prinipes de la formulation des équations dans la Se-
tion 5.4.1. Nous détaillons ensuite, Setion 5.4.2, la dénition des fontions assoiées aux
sous-programmes, et, Setion 5.4.3, la dénition de elles assoiées aux boules.
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5.4.1 Prinipes
La formulation des équations logiques à partir des environnements étendus se fait se-
lon les mêmes prinipes dans SOSSub
ext
C que dans SOSSub
R
C . Chaque sous-programme est
déoupé en hemins d'exéution. Chaque hemin d'exéution est assoié à une ondition
Cond
e
. Cette ondition est la onjontion des onditions des instrutions de branhement
du hemin d'exéution, i.e., les instrutions if, évaluées dans l'environnement orrespon-
dant au point du sous-programme auquel elles apparaissent. L'évaluation des onditions
peut d'ailleurs avoir un eet de bord sur l'environnement puisque les opérateurs element
et next sont autorisés dans les onditions, ainsi que les appels de sous-programme.
Les boules étant remplaées par des appels de fontion, le nombre des hemins d'exé-
ution dans un sous-programme est ni. Les instrutions d'un hemin d'exéution sont
évaluées par la fontion d'interprétation sémantique dans l'environnement initial du sous-
programme. Cette évaluation produit un environnement étendu nal env
e
pour le hemin
d'exéution. De plus, les listes nommées de la ondition Cond
e
sont mises à jour au fur
et à mesure des déompositions dans l'évaluation du hemin.
Dans SOSSub
R
C , haque ouple (Conde, enve) donne lieu à la dénition d'une équation
logique qui lie la ondition du hemin d'exéution et la valeur de retour du sous-programme
SubC lue dans l'environnement. Dans SOSSub
ext
C , pour haque hemin d'exéution, une
famille d'équations est générée sur le modèle des familles d'équations pour les boules
dans SOSSub
R
C
(f. Setion 5.4.2). Les boules dans SOSSub
ext
C
sont traitées de la même
manière que dans SOSSub
R
C , à la diérene qu'une famille d'équations supplémentaire est
générée pour les variables de type liste du sous-programme (f. Setion 5.4.3).
5.4.2 Équations pour les sous-programmes
Un sous-programme Sub
ext
C entraîne la dénition de plusieurs fontions équationnelles.
Le nombre de es fontions dépend du type et du mode de passage des paramètres du
sous-programme ainsi que de l'existene ou non d'une valeur de retour. Chaque hemin
d'exéution dans le sous-programme produit exatement une équation onditionnelle pour
haune des fontions équationnelles en ours de dénition.
La formulation des équations onditionnelles d'un sous-programme f pour un hemin
d'exéution (Cond
e
, env
e
) se fait en deux temps : d'abord la onstrution de la ondition
ommune à toutes les équations, puis la génération de l'équation omplète pour haque
fontion équationnelle.
Constrution de la ondition
Nous donnons dans ette setion la dénition des onditions formées pour les équations
produites par SOSSub
ext
C
.
Dénition 5.40 (ondition des équations de SOSSub
ext
C
). Soit un hemin d'exé-
ution (Cond
e
, env
e
) d'un sous-programme, ave env
e
=< E ,M,D, F >. La ondition,
Cond
e
, de toutes les équations formulées pour e hemin est :
Cond
e
:= Cond
e
∧
l∝D
l = ValD(l)
∧
c∝F
c = ValF (c)
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La première série de ontraintes ajoutée à Cond
e
indique quelle a été la déomposition
de la variable de type liste l dans le sous-programme pour e hemin d'exéution. Ainsi,
les fontions équationnelles produites ne pourront pas être appliquées à des listes qui
ne omporteraient pas au moins autant d'éléments que eux qui seront aédés dans les
hemins onernés du sous-programme.
Exemple 5.41. Soit le sous-programme suivant :
void f(list &L) {
L = next(L);
}
Ce sous-programme ne omporte qu'un hemin d'exéution dans lequel la liste L est
déomposée en e1L · l2L . La ondition des équations générées pour f omporteront don
la ontrainte : L = e1L · l2L. Ainsi, un appel f(NULL) ne serait pas déni. 
La seonde série de ontraintes ajoutée à Cond
e
indique la valeur des onstantes qui
ont été dénies pour représenter la valeur des listes après une boule ou un appel de
sous-programme.
Exemple 5.42. Soit le sous-programme suivant :
void f(list &L) {
L = g();
L = next(L);
}
Dans e sous-programme, l'appel g() introduit une onstante c = g(). Nous introduisons
aussi la liste nommée orrespondant à c : c = l1c . Dans l'environnement, la liste L prend
la valeur de l1c . Lors de l'instrution suivante, l1c est déomposée en c = e1c · l2c . Nous
trouverons don dans la ondition des équations générées pour f la ontrainte :
c = g() ∧ c = e1c · l2c
La signiation de ette ontrainte est que l'appel de la fontion équationnelle g renvoie
une liste qui omporte au moins deux éléments. 
Formulation des équations omplètes
Chaque sous-programme Sub
ext
C f peut engendrer la dénition de trois types de fon-
tions équationnelles :
 la fontion f qui orrespond à la valeur de retour de f, si elle existe ;
 les fontions fp, pour tout paramètre p de f de type liste, qui orrespondent aux
eets de bord survenus sur les têtes des listes référenées par les paramètres p au
moment de l'appel de f ;
 les fontions f rp , pour tout paramètre p de f passé par référene, qui orrespondent
aux valeurs des paramètres p à la n de f ;
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Dénition 5.43 (équations des sous-programmes Sub
ext
C ). Soient un hemin d'exé-
ution d'un sous-programme f, (Cond
e
, env
e
), ave env
e
=< E ,M,D, F >, et Cond
e
la ondition onstruite pour les équations de e hemin selon la Dénition 5.40. Soit
< P1, . . . , Pn > la séquene des paramètres formels du sous-programme.
Les équations formulées pour e hemin du sous-programme f sont les suivantes :
 Cond
e
⇒ f(P1, . . . , Pn) = ret, ave ret la valeur de l'expression de retour de f dans
env
e
, si f a une valeur de retour ;
 Cond
e
⇒ fPi(P1, . . . , Pn) = recons(enve, refPi), pour 1 ≤ i ≤ n tel que type(Pi) =
list, ave refPi la référene nommée assoié à Pi dans l'environnement initial de
f ;
 Cond
e
⇒ f rPi(P1, . . . , Pn) = recons(enve,ValE(enve, Pi)), pour 1 ≤ i ≤ n tel que Pi
soit passé par référene.
Exemple 5.44 (split). Nous développons dans et exemple l'axiomatisation du sous-
programme split du programme de tri MergeSort de la Figure 1.6 (Page 19). La
satisfation des prérequis de l'axiomatisation pour le programme MergeSort est disutée
dans la Setion 7.1. Pour failiter la leture de l'exemple, nous en redonnons le ode soure :
1 list split(list L)
2 {
3 list pSC;
4
5 if(L == NULL) return NULL;
6 else if(next(L) == NULL) return NULL;
7 else {
8 pSC = next(L);
9 L->next = next(pSC);
10 pSC->next = split(next(pSC));
11 return pSC;
12 }
13 }
L'environnement initial du sous-programme, après l'appliation de la règle (del_list)
pour la délaration de pSC, est :
env
ini
=<{(L, ref1), (pSC, ref2)}, {(ref1, l1L), (ref2,null)},
{(L, l1L)}, ∅, ∅, {ref1, ref2} >
La délaration du sous-programme split annone une valeur de retour de type liste
et un paramètre de type liste. Son axiomatisation génèrera don deux fontions équa-
tionnelles, respetivement : split et splitL. Le sous-programme omporte trois hemins
d'exéution :
1. Le premier orrespond à la ligne 5 et a pour ondition assoiée l1L = null. L'en-
vironnement nal de e hemin est le même que l'environnement initial. La valeur
5.4. Formulation en équations 125
de l'expression de retour est null et pour la liste initialement référenée par L :
recons(env
ini
, ref1) = l1L . La formulation des deux équations de e hemin est don :
L = null∧L = l1L ⇒ split(L) = null
L = null∧L = l1L ⇒ splitL(L) = l1L
2. Le deuxième hemin d'exéution orrespond à la ligne 5 du programme. Du fait de
l'opérateur next dans la ondition du if, l'environnement inital est devenu :
env
f
=<{(L, ref1), (pSC, ref2)},
{(ref1, ref3 · ref4), (ref2,null), (ref3, e1L), (ref4, l2L)},
{(l, e1L · l2L)}, ∅, ∅, {ref1, ref2, ref3, ref4} >
Sa ondition assoiée est e1L · l2L 6= null∧l2L = null. La valeur de l'expression de
retour est null et pour la liste initialement référenée par L : recons(env
f
, ref1) =
e1L · l2L . La formulation des deux équations de e hemin est don :
e1L · l2L 6= null∧l2L = null∧L = e1L · l2L ⇒ split(L) = null
e1L · l2L 6= null∧l2L = null∧L = e1L · l2L ⇒ splitL(L) = e1L · l2L
3. Enn, le troisième hemin ontient les instrutions qui vont de la ligne 8 à la ligne 11.
Après la ligne 9, l'environnement initial est devenu :
<{(L, ref1), (pSC, ref4)},
{(ref1, ref3 · ref6), (ref2,null), (ref3, e1L), (ref4, ref5 · ref6), (ref5, e2L), (ref6, l3L)},
{(l, e1L · e2L · l3L)}, ∅, ∅, {ref1, . . . , ref6} >
L'environnement nal, suite à l'appel réursif de split, est :
env
f
=<{(L, ref1), (pSC, ref4)}, {(ref1, ref3 · ref6), (ref2,null),
(ref3, e1L), (ref4, ref5 · ref7), (ref5, e2L), (ref6, l1v1 ), (ref6, l1v1 )},
{(l, e1L · e2L · l3L), (v1, l1v1 ), (v2, l1v2 )},
{(v1, splitL(l3L), (v2, split(l3L)}, {v1, v2}, {ref1, . . . , ref7} >
La ondition assoiée à et environnement est e1L · e2L · l3L 6= null∧e2L · l3L 6=
null. La valeur de l'expression de retour est recons(env
f
, ref4) = e2L · l1v2 et pour
la liste initialement référenée par L : recons(env
f
, ref1) = e1L · l1v1 . La formulation
des deux équations de e hemin est don :
e1L · e2L · l3L 6= null∧e2L · l3L 6= null∧
L = e1L · e2L · l3L ∧ v1 = l1v1 ∧ v2 = l1v2∧
v1 = splitL(l3L) ∧ v2 = split(l3L) ⇒ split(L) = e2L · l1v2
e1L · e2L · l3L 6= null∧e2L · l3L 6= null∧
L = e1L · e2L · l3L ∧ v1 = l1v1 ∧ v2 = l1v2∧
v1 = splitL(l3L) ∧ v2 = split(l3L) ⇒ splitL(L) = e1L · l1v1
Les équations nales de split en Figure 1.9 (Page 23) s'obtiennent simplement en sub-
stituant aux noms des variables leur valeur dans la ondition et en supprimant les égalités
trivialement vraies. Cei peut être fait automatiquement. 
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5.4.3 Équations pour les boules
Dans SOSSub
ext
C
, une boule est interprétée omme un sous-programme réursif termi-
nal. Les variables modiées dans le orps de la boule sont passées par référene. Un nom
de sous-programme unique dans tout le programme est assoié à haque boule. Le orps
d'un sous-programme assoié à une boule donnée est onstitué du orps de la boule
suivi d'un appel réursif au sous-programme. Les équations générées pour une boule sont
ainsi elles générées pour le sous-programme réursif assoié à la boule, omme dérit
dans la setion préédente.
Dénition 5.45 (équations des boules Sub
ext
C ). Soit une boule B de ondition
Cond
B
et de orps corps dans un sous-programme f. Soient V
pro
, l'ensemble des variables
loales et paramètres de f, et V
mod
⊂ V
pro
, l'ensemble des variables aetées dans corps.
Soient {P1, . . . , Pm} = Vmod, {Pm+1, . . . , Pn} = Vpro \ Vmod et ti le type Sub
ext
C de Pi pour
i = 1 . . . n.
Soit loop un nom de sous-programme non utilisé dans le programme. Les équations pro-
duites pour la boule B sont elles obtenues par la Dénition 5.43 pour le sous-programme
Sub
ext
C suivant :
void loop(t1 &P1,. . ., tm &Pm, tm+1 Pm+1,. . ., tn Pn) {
if(CondB) {
corps;
loop(P1,. . ., Pn);
}
}
Exemple 5.46. Nous exemplions la dénition des équations formulées pour les boules
par le sous-programme suivant :
void f(list L) {
list La;
int i;
while(L != NULL) {
L->element = 0;
L = next(L);
i = i + 1;
}
.
.
.
}
Les variables modiées dans le orps de la boule sont L et i ; elles seront don passées
par référene dans le sous-programme loop assoié à la boule. Voii e sous-programme :
void loop(list &L, int &i, list La) {
if(L != NULL) {
L->element = 0;
L = next(L);
i = i + 1;
5.4. Formulation en équations 127
loop(L, i, La);
}
}
Compte tenu de la Dénition 5.43 des équations produites pour les sous-programmes
Sub
ext
C , la famille des fontions générées pour la boule omprend : loop
r
L, loopL, loop
r
i
et loopLa. Le sous-programme loop ne omporte que deux hemins d'exéution dont les
onditions sont L 6= null et ¬(L 6= null), respetivement. Les fontions de ette famille
seront don dénies par deux équations, une pour haque hemin d'exéution.
Pour les variables modiées dans le orps de la boule, nous obtiendrons les équations
suivantes :
L 6= null∧L = e1L · l2L ⇒ loop
r
L(L, i, La) = loop
r
L(l2L , i+ 1, La)
¬(L 6= null)⇒ looprL(L, i, La) = L
L 6= null∧L = e1L · l2L ⇒ loop
r
i (L, i, La) = loop
r
i (l2L , i+ 1, La)
¬(L 6= null)⇒ loopri (L, i, La) = i
Enn, pour les variables de type liste du sous-programme f, nous obtiendrons les
équations suivantes, qui rendent ompte des eets de bord de la boule sur les maillons
des listes :
L 6= null∧L = e1L · l2L ⇒ loopL(L, i, La) = 0 · loopL(l2L , i+ 1, La)
¬(L 6= null)⇒ loopL(L, i, La) = L
L 6= null∧L = e1L · l2L ⇒ loopLa(L, i, La) = loopLa(l2L , i+ 1, La)
¬(L 6= null)⇒ loopLa(L, i, La) = La

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Troisième partie
Expérimentations sur mahine
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Chapitre 6
Preuve de propriétés de programmes et
SOSSub
R
C
Dans e hapitre, nous rapportons une série d'expérimentations menées ave notre
système SOSSub
R
C . Nous avons érit en SubC plusieurs algorithmes typiques du domaine de
la vériation de programme et de la démonstration automatique. Nous avons alors utilisé
SOSSub
R
C pour produire leur sémantique algébrique. Cei permet d'évaluer la qualité des
équations produites, qui sont prohes de e que nous aurions pu obtenir manuellement.
Pour ertains des programmes, nous présentons de surroît la preuve de plusieurs
de leurs propriétés. Les démonstrations des propriétés sont eetuées dans des systèmes
de preuve, pvs et rrl, à partir de la sémantique algébrique des programmes générée
par SOSSub
R
C . Cei permet d'évaluer plus globalement notre approhe et de montrer
l'eetivité de la preuve de propriétés de programmes ave la sémantique des programmes
que produit notre système.
6.1 Plus grand ommun diviseur
Nous touhons nalement au but que nous nous étions xé dans les premières pages
de e manusrit, Setion 1.1.1, où nous avions introduit le programme du alul du pgcd
omme l'inarnation de la problématique de la preuve de programme. Nous montrons ii
omment notre approhe propose une réponse aux questions alors soulevées.
Nous rappelons par ommodité le programme SubC du pgcd en Figure 6.1(a) et les
équations produites par SOSSub
R
C en Figure 6.1(b). Les preuves des propriétés que nous
avions énonées pour le programme pgcd ont été onduites dans le système de preuve
pvs. Nous donnons en Figure 6.1() la théorie pvs ontenant l'axiomatisation SOSSub
R
C
du programme pgcd (les trois axiomes de la théorie). L'Annexe C.1 omporte le détail
des démonstrations onduites dans pvs pour référene.
Les théorèmes th1, th2 et th3 onstituent la spéiation du programme pgcd. La dé-
monstration que es théorèmes sont des onséquenes logiques des axiomes du programme
assure la orretion du programme. Les preuves des diérents théorèmes et lemmes se font
en raisonnant par as sur la valeur du deuxième argument de la fontion pgcd, de façon à
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int pgcd(int a, int b)
{
int r;
while(b != 0)
{
r = b;
b = a % b;
a = r;
}
return a;
}
(a) programme pgcd
b 6= 0⇒ loopa(a, b, r) = loopa(b, amod b, b)
loopa(a, 0, r) = a
pgcd(a, b) = loopa(a, b, 0)
(b) axiomatisation par SOSSub
R
C
de pgcd
pgd: theory
begin
a, b, r: var nat
pgd: [nat, nat → nat℄
loop: [nat, nat, nat → nat℄
pgd1: axiom b 6= 0 ⇒ loop_a(a, b, r) = loop_a(b, rem(b)(a), b)
pgd2: axiom b = 0 ⇒ loop_a(a, b, r) = a
pgd3: axiom pgd(a, b) = loop_a(a, b, 0)
lemma1: lemma b 6= 0 ⇒ rem(b)(a) = rem(b)(a − b)
th1: theorem a > b ⇒ pgd(a, b) = pgd(a− b, b)
lemma2: lemma loop_a(a, b, r) = loop_a(a, b, 0)
th2: theorem pgd(a, b) = pgd(b, a)
th3: theorem pgd(a, a) = a
end pgd
() théorie pvs du programme pgcd
Fig. 6.1  Du programme pgcd aux preuves de ses propriétés
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list inverser(list L) {
list W = NULL;
while (L != NULL) {
W = add(element(L), W);
L = next(L);
}
return W;
}
(a) le programme inverser
L = null⇒ loopW (L,W ) = W
L 6= null⇒ loopW (L,W ) = loopW (next(L), add(element(L),W ))
inverser(L) = loopW (L,null)
(b) axiomatisation par SOSSub
R
C
de inverser
Fig. 6.2  Axiomatisation du programme inverser
pouvoir réérire les termes de l'égalité à prouver ave l'un ou l'autre des axiomes pgd1
et pgd2. Deux lemmes ont été introduits pour failiter la démonstration, dont un qui
porte sur la fontion rem. Cette fontion est l'équivalent dans pvs de l'opérateur modulo
du langage SubC (rem(b)(a) = a % b).
La fontion rem est une des nombreuses fontions dénies dans le prélude du système
pvs. Ce prélude, omposé aussi de dénitions de types, de prédiats et de théorèmes
usuels, fonde le sole ommun à toutes les théories développées ensuite par l'utilisateur.
La plupart des systèmes de preuve proposent de telles bibliothèques logiques standard.
C'est pourquoi nous avons omis de spéier, dans SOSSubC même, les opérateurs des
expressions et onditions du langage SubC . Notons, toutefois, que si nous désirions ger
la sémantique de es opérateurs et la rendre indépendante de utuations éventuelles
d'un système de preuve à l'autre, nous pourrions très simplement fournir notre propre
bibliothèque de dénitions en  prélude  des axiomes produits par SOSSubC.
6.2 Inversion des éléments dans une liste
Nous illustrons maintenant notre approhe ave un exemple de programme manipulant
une liste. La Figure 6.2(a) ontient un programme SubC supposé renvoyer une liste dont
les éléments sont dans l'ordre inverse des éléments de la liste passée en paramètre. Une
des propriétés que doit posséder un tel programme est la suivante :
inverser(inverser(L)) = L
An de démontrer ette propriété pour le programme inverser, nous l'axiomatisons
ave SOSSub
R
C . Nous obtenons les équations de la Figure 6.2(b). Cette fois, nous utilisons
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le démonstrateur de théorèmes rrl (version 4.1). Ce système est apable de réaliser
automatiquement des preuves par réurrene, en revanhe, il n'ore pas de bibliothèque
de théories prédénies. Nous devons don dénir nous-mêmes le type liste, les opérations
sur les listes et la fontion de onaténation de listes, append, qui nous sera utile au ours
de la démonstration. Ces dénitions ont la forme suivante dans rrl :
[C_Null : list℄
[C_Cons : univ, list -> list℄
[Cdr : list -> list℄
Cdr(C_Cons(v_e, v_L)) := v_L
[Car : list -> univ℄
Car(C_Cons(v_e, v_L)) := v_e
[Append : list, list -> list℄
Append(C_Null, v_L) := v_L
Append(v_L, C_Null) := v_L
Append(C_Cons(v_La, v_Lb), v_L) := C_Cons(v_La, Append(v_Lb, v_L))
Append(Append(v_La, v_Lb), v_L) == Append(v_La, Append(v_Lb, v_L))
Ensuite, nous ajoutons les équations de SOSSub
R
C pour le programme inverser,
en Figure 6.2(b), et nous essayons d'orienter toutes les équations en règles de façon à e
qu'elles servent de proédure de déision pour la théorie qu'elles dénissent. Nous avons
vu en Setion 4.4.1 omment réaliser ette étape dans rrl et nous obtenons le système
de réériture suivant :
[1℄ CDR(C_CONS(V_E, V_L)) ---> V_L [DEF, 1℄
[2℄ CAR(C_CONS(V_E, V_L)) ---> V_E [DEF, 2℄
[3℄ APPEND(C_NULL, V_Y) ---> V_Y [DEF, 3℄
[4℄ APPEND(V_X, C_NULL) ---> V_X [DEF, 4℄
[5℄ APPEND(C_CONS(V_X, V_Y), V_Z) --->
C_CONS(V_X, APPEND(V_Y, V_Z)) [DEF, 5℄
[6℄ LOOPW(C_NULL, V_W) ---> V_W [DEF, 6℄
[7℄ LOOPW(C_CONS(V_E, V_L), V_W) --->
LOOPW(V_L, C_CONS(V_E, V_W)) [DEF, 7℄
[8℄ REVERSE(V_L) ---> LOOPW(V_L, C_NULL) [DEF, 8℄
[9℄ APPEND(APPEND(V_LA, V_LB), V_LC) --->
APPEND(V_LA, APPEND(V_LB, V_LC)) [USER, 9℄
Les opérations Car et Cdr ne sont que partiellement dénies mais le as absent, lorsque
la liste est vide, orrespond à un as d'erreur. Aussi, il n'a pas lieu d'intervenir dans la
preuve. D'ailleurs, si le as était renontré, la preuve ne pourrait pas aboutir et nous
aurions une bonne indiation de l'origine de l'erreur dans le programme.
Nous hoisissons ensuite de mener la démonstration par une méthode de réurrene
expliite (over set method). Cette méthode n'exige pas que le système de réériture
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soit onvergent ou que les dénitions soient omplètes. Pour mener à bien la preuve
automatique de notre propriété, nous reourons à deux lemmes. Le premier rend apparent
le rle d'aumulateur de la variable W dans la boule du programme :
prove
Loopw(v_La, C_Cons(v_e, v_Lb)) ==
Append(Loopw(v_La, C_Null), C_Cons(v_e, v_Lb))
...
restart
hypothesis
hypothesis
ontinue
...
[USER, 10℄ is an indutive theorem in the urrent system.
Les démonstrations dans rrl sont onsidérablement automatisées, ependant, pour e
lemme, le système éhoue à appliquer l'hypothèse de réurrene et nous devons inter-
venir à deux oasions pour ommander au système de réérire les termes de la preuve
en ours ave l'hypothèse de réurrene. La ause de e omportement semble être une
généralisation insusante de l'hypothèse de réurrene par le système.
Le seond lemme établit la distributivité de Loopw sur Append. Cette fois, nous n'in-
tervenons pas dans la preuve :
prove
Loopw(Append(v_La, v_Lb), C_Null) ==
Append(Loopw(v_Lb, C_Null), Loopw(v_La, C_Null))
...
[USER, 11℄ is an indutive theorem in the urrent system.
Pour terminer, nous prouvons sans autre intervention la propriété désirée du pro-
gramme inverser :
prove
inverser(inverser(v_L)) == v_L
...
[USER, 12℄ is an indutive theorem in the urrent system.
L'axiomatisation du programme inverser produite par SOSSubR
C
a ainsi permis de
montrer une propriété générique du programme néessitant une preuve par réurrene.
La démonstration, guidée par deux lemmes, ne rélame que très peu d'interventions de la
part de l'utilisateur.
6.3 Tri par insertion
Nous ontinuons à explorer la preuve de propriétés de programmes ave SOSSub
R
C sur
un exemple plus omplexe. La Figure 6.3(a) présente la version SubC d'un programme de
tri par insertion. Ce programme omporte deux fontions :
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 La fontion ins prend en entrée un entier e et une liste triée L. La fontion renvoie
la liste L augmentée de e triée.
 La fontion ISort prend en entrée une liste L et renvoie une version triée de L. Elle
proède en insérant à sa plae, par un appel à la fontion ins, le premier élément
de L dans la queue réursivement triée de la liste L.
L'axiomatisation de es fontions par SOSSub
R
C génère les équations des Figures 6.3(b)
et 6.3().
Nous souhaitons prouver que la fontion ISort permet eetivement de trier une liste
d'entiers. Cela néessite de montrer deux propriétés du programme :
1. la liste renvoyée par le programme ISort est une permutation de la liste passée en
paramètre, i.e., les deux listes ontiennent exatement les mêmes éléments, éven-
tuellement dans un ordre diérent ;
2. la liste renvoyée par le programme ISort n'est pas n'importe quelle permutation :
elle est ordonnée.
Nous utilisons de nouveau le système de preuve pvs, qui prédénit avantageusement
un type des listes paramétrique et un prédiat member pour l'appartenane à une liste.
Nous délarons don un type des listes d'entiers et nous utilisons les équations générées par
notre système pour dénir la théorie du programme de tri par insertion, omme illustré
par la Figure 6.4. L'Annexe C.2 omporte le détail des démonstrations onduites dans
pvs pour référene.
6.3.1 Propriété de permutation
Nous nous attahons d'abord à prouver que isort(L) est une permutation de la liste
L. Pour ela, nous dénissons la notion de permutation : nous dirons qu'une liste L′ est
une permutation de L, si, après avoir retiré de L′ tous les éléments de L, L′ est vide. Nous
ajoutons don les deux fontions de la Figure 6.5 à la théorie du tri par insertion.
Nous introduisons aussi deux lemmes qui portent sur la fontion ins. Le premier,
ins_member, garantit qu'après l'insertion par la fontion ins d'un élément dans une liste,
et élément appartient eetivement à la liste. Le seond lemme nous dit que l'insertion
d'un élément dans une liste ave ins, suivie du retrait de l'élément laisse la liste inhangée.
Les étapes importantes de la preuve de es lemmes sont l'emploi de la réurrene
struturelle sur les listes et un raisonnement par as an de pouvoir appliquer les axiomes
ins_le ou ins_gt de la fontion ins. Le théorème isort_perm peut alors être démontré
par réurrene sur l.
6.3.2 Propriété de liste triée
Il nous reste maintenant à prouver que la liste isort(L) est triée, 'est-à-dire, que
ses éléments sont ordonnés. Nous dénissons ette notion par le prédiat sorted de la
Figure 6.6. Nous donnons aussi quatre propriétés de sorted sous la forme des lemmes
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list ISort (list L) {
list ret = NULL;
if (L == NULL)
ret = NULL;
else
ret = ins(element(L), ISort(next(L)));
return ret;
}
list ins (int e, list L) {
list ret = NULL;
if (L == NULL)
ret = add(e, NULL);
else if (e <= element(L))
ret = add(e, L);
else {
ret = ins(e, next(L));
ret = add(element(L), ret);
}
return ret;
}
(a) le programme de tri par insertion
L = null⇒ ISort(L) = null
L 6= null⇒ ISort(L) = ins(element(L), ISort(next(L)))
(b) axiomatisation par SOSSub
R
C
de ISort
L = null⇒ ins(e, L) = add(e,null)
L 6= null∧e ≤ element(L)⇒ ins(e, L) = add(e, L)
L 6= null∧e > element(L)⇒ ins(e, L) = add(element(L), ins(e, next(L)))
() axiomatisation par SOSSub
R
C
de ins
Fig. 6.3  Axiomatisation du programme de tri par insertion
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insertion_sort: theory
begin
lists: type = list[nat℄
x, y: var nat
l, l1, l2: var lists
ins: [nat, lists → lists℄
ins_empty: axiom ins(x, null) = ons(x, null)
ins_le: axiom x ≤ y ⇒ ins(x, ons(y, l)) = ons(x, ons(y, l))
ins_gt: axiom ¬ (x ≤ y) ⇒ ins(x, ons(y, l)) = ons(y, ins(x, l))
isort: [lists → lists℄
isort_empty: axiom isort(null) = null
isort_re: axiom isort(ons(x, l)) = ins(x, isort(l))
end insertion_sort
Fig. 6.4  Théorie pvs du programme de tri par insertion
del: [nat, lists → lists℄
del_empty: axiom del(x, null) = null
del_eq: axiom x = y ⇒ del(x, ons(y, l)) = l
del_diff: axiom x 6= y ⇒ del(x, ons(y, l)) = ons(y, del(x, l))
perm: [lists, lists → bool℄
perm_empty1: axiom perm(null, ons(x, l)) = false
perm_empty2: axiom perm(null, null) = true
perm_not: axiom ¬ (member(x, l2)) ⇒ perm(ons(x, l1), l2) = false
perm_re: axiom
member(x, l2) ⇒ perm(ons(x, l1), l2) = perm(l1, del(x, l2))
ins_member: lemma ins(x, l1) = l2 ⇒ member(x, l2)
del_ins: lemma del(x, ins(x, l)) = l
isort_perm: theorem perm(l, isort(l))
Fig. 6.5  Propriété de permutation de ISort
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sorted: [lists → bool℄
sorted_empty: axiom sorted(null) = true
sorted_one: axiom sorted(ons(x, null)) = true
sorted_le: axiom
x ≤ y ⇒ sorted(ons(x, ons(y, l))) = sorted(ons(y, l))
sorted_gt: axiom ¬ (x ≤ y) ⇒ sorted(ons(x, ons(y, l))) = false
lemma_sorted1: lemma sorted(ons(x, l)) ⇒ sorted(l)
lemma_sorted2: lemma
sorted(ons(x, ons(y, l))) ⇒ x ≤ y ∧ sorted(ons(y, l))
lemma_sorted3: lemma sorted(ons(x, ons(y, l))) ⇒ sorted(ons(x, l))
lemma_sorted4: lemma sorted(ons(x, l)) ∧ member(y, l) ⇒ x ≤ y
ins_not_empty: lemma ∃ (y: nat, l2: lists): ins(x, l1) = ons(y, l2)
ins_member2: lemma x 6= y ∧ ins(x, l1) = ons(y, l2) ⇒ member(y, l1)
lemma_ins: lemma sorted(l) ⇒ sorted(ins(x, l))
isort_sorted: theorem sorted(isort(l))
Fig. 6.6  Propriété de liste triée de ISort
lemma_sorted1 à lemma_sorted4. Bien que es propriétés se déduisent des axiomes de
sorted, nous aurions pu nous ontenter de les ajouter à la dénition du prédiat. Par
exemple, le quatrième lemme énone seulement que le premier élément d'une liste triée
dans l'ordre roissant de ses éléments est aussi le plus petit des éléments de la liste.
Viennent ensuite trois nouveaux lemmes préisant des propriétés de la fontion ins.
Parmi eux, lemma_ins est le plus important : il arme que l'insertion par la fontion
ins d'un élément dans une liste ordonnée produit une liste ordonnée. Le théorème nal,
isort_sorted, déoule diretement de e dernier lemme.
6.4 Autres exemples
Nous présentons dans ette setion deux exemples supplémentaires de programmes
SubC axiomatisés par SOSSub
R
C . Les exemples hoisis sont des algorithmes lassiques
mettant en ÷uvre des types de données struturées, à savoir les arbres et les graphes,
plus omplexes que eux vus jusqu'à présent. Nous utilisons les listes du langage SubC
pour oder es nouveaux types de données. An de rendre les équations plus lisibles,
les onditions des équations ont été partiellement évaluées et les omposantes triviales
éliminées.
6.4.1 Arbres binaires de reherhe
La Figure 6.7(a) ontient un programme SubC qui indique si un élément e donné
appartient à un arbre binaire de reherhe tree donné. La fontion bs retourne 1 si
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l'élément e se trouve dans l'arbre tree et 0 sinon. Nous modélisons les n÷uds d'un arbre
binaire par une liste à trois éléments :
1. un entier pour la valeur du n÷ud ;
2. un n÷ud pour le ls gauhe ;
3. un autre n÷ud pour le ls droit.
Un aesseur est déni pour haun de es éléments (fontions root, lc et rc, res-
petivement). Les équations produites par l'axiomatisation du programme sont dans la
Figure 6.7(b).
6.4.2 Parours en profondeur d'abord
Enn, nous terminons e hapitre ave l'exemple du parours en profondeur d'abord
d'un graphe. Le programme SubC implantant et algorithme est dans les Figures 6.8(a)
et 6.9(a) (Pages 142 et 143). Les sommets du graphe sont simplement représentés par des
entiers. Le graphe lui-même est déni par les listes d'adjaene de ses sommets. Toutes
les listes d'adjaene sont regroupées dans une liste de listes telle que le vième élément de
ette liste orrespond à la liste de tous les sommets onnetés au sommet v.
La fontion member fait ette fois partie du programme et non pas de sa spéiation
omme dans l'exemple préédent du tri par insertion. La fontion renvoie 1 si un élément
e donné est dans une liste L donnée, et 0 sinon. Le rle de la fontion adj est de renvoyer
la liste d'adjaene d'un sommet v donné dans la liste des listes d'adjaene adjlist.
Le point d'entrée du programme de parours en profondeur d'abord est la fontion
dfs. Cette fontion est appelée ave la liste de tous les sommets, une liste des sommets
visités initialement vide et la liste des listes d'adjaene du graphe. Cette fontion lane
un parours en profondeur d'abord pour tous les sommets non déjà visités de la liste des
sommets. Le parours est eetué par des appels mutuellement réursifs à la fontion
depth qui s'assure que tous les adjaents d'un sommet donné seront visités. La valeur
de retour de es deux fontions est artiiellement introduite pour que le système génère
eetivement leur sémantique, ar les sous-programmes sans valeur de retour ne produisent
pas d'équations dans SOSSub
R
C .
Les équations produites pour le programme de parours en profondeur d'abord sont
données dans les Figures 6.8(b) et 6.9(b).
6.4. Autres exemples 141
int root (list tree) { return element(tree); }
list lc (list tree) { return element(next(tree)); }
list rc (list tree) { return element(next(next(tree))); }
int bs (int e, list tree) {
int ret;
if (tree == NULL)
ret = 0;
else if (e == root(tree))
ret = 1;
else if (e < root(tree))
ret = bs(e, lc(tree));
else
ret = bs(e, rc(tree));
return ret;
}
(a) le programme de reherhe dihotomique
root(t) = element(t)
lc(t) = element(next(t))
rc(t) = element(next(next(t)))
bs(e,null) = 0
bs(e, e · L) = 1
e < r ⇒ bs(e, r · L) = bs(e, lc(r · L))
e > r ⇒ bs(e, r · L) = bs(e, rc(r · L))
(b) axiomatisation par SOSSub
R
C
de bs
Fig. 6.7  Axiomatisation du programme de reherhe dihotomique
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int depth (list vertices, list adjacents, list marked,
list adjlist) {
int ret, v;
if (adjacents == NULL)
ret = dfs(next(vertices), marked, adjlist);
else {
v = element(adjacents);
if (member(v, marked) == 1)
ret = depth(vertices, next(adjacents),
marked, adjlist);
else
ret = dfs(add(v, vertices), marked, adjlist);
}
return ret;
}
int dfs (list vertices, list marked, list adjlist) {
int ret, v;
if (vertices == NULL) ret = 1;
else {
v = element(vertices);
ret = depth(vertices, adj(v, adjlist),
add(v, marked), adjlist);
}
return ret;
}
(a) les fontions SubC depth et dfs
depth(v · L,null,M,A) = dfs(L,M,A)
member(v,M) = 1⇒ depth(L, v · L′,M,A) = depth(L,L′,M,A)
member(v,M) = 0⇒ depth(L, v · L′,M,A) = dfs(v · L′,M,A)
dfs(null,M,A) = 1
dfs(v · L,M,A) = depth(v · L, adj(v, A), v ·M,A)
(b) axiomatisation par SOSSub
R
C
de depth et dfs
Fig. 6.8  Axiomatisation du programme de parours en profondeur d'abord (partie 1)
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int member (int e, list L) {
int ret;
if (L == NULL)
ret = 0;
else if (e == element(L))
ret = 1;
else
ret = member(e, next(L));
return ret;
}
list adj (int v, list adjlist) {
list ret;
if (v == 1)
ret = element(adjlist);
else
ret = adj(v−1, next(adjlist));
return ret;
}
(a) les fontions SubC member et adj
member(e,null) = 0
member(e, e · L) = 1
e 6= c⇒ member(e, c · L) = member(e, L)
adj(1, L′ · L) = L′
adj(n + 1, L′ · L) = adj(n, L)
(b) axiomatisation par SOSSub
R
C
de member et adj
Fig. 6.9  Axiomatisation du programme de parours en profondeur d'abord (partie 2)
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Chapitre 7
Preuve de propriétés de programmes et
SOSSub
ext
C
Ce hapitre fait pendant au préédent en proposant l'exemple du tri par fusion pour
illustrer les aspets spéiques du système SOSSub
ext
C . Nous présentons aussi une version
 en plae  de l'algorithme d'inversion de l'ordre des éléments dans une liste. Nous verrons
à ette oasion, par omparaison ave le résultat obtenu pour la version ave dupliation
du hapitre préédent, que l'axiomatisation par SOSSubC parvient à apturer le prinipe
ommun des deux versions de l'algorithme.
Ave SOSSub
ext
C , l'axiomatisation des programmes est assujettie à la satisfation par les
programmes de prérequis. Il s'agit notamment de montrer ave les exemples développés ii
que la lasse de programmes dénie par les prérequis est susamment rihe pour ontenir
des instanes intéressant la vériation de programme.
7.1 Tri par fusion
Nous reprenons l'exemple du programme de tri par fusion qui avait motivé, en Se-
tion 1.1.2, les extensions au système SOSSub
R
C que omporte le système SOSSub
ext
C . Le
ode soure du programme est elui de la Figure 1.6 (Page 19). Les équations de l'axio-
matisation de e programme par SOSSub
ext
C sont données par la gure 1.9 (Page 23).
Notre ambition est de démontrer pour le programme MergeSort les mêmes propriétés
que pour le tri par fusion :
 la liste renvoyée par le sous-programme mergeSort est une permutation de la liste
qu'il prend en paramètre : perm(l,mergesort(l)) = true ;
 la liste renvoyée par le sous-programme mergeSort est une liste triée par ordre
roissant des éléments : sorted(mergesort(l)) = true.
Toutefois, avant de vérier es propriétés, nous devons nous assurer que l'axiomatisa-
tion du programme par SOSSub
ext
C est valide. Nous ommenerons don par montrer que
les prérequis de l'axiomatisation ne sont pas violés par le programme mergeSort.
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De même que dans le hapitre préédent, nous ne développons pas la preuve de haque
lemme ou théorème démontré ave le système de preuve pvs (le détail est tout de même
fourni pour référene en Annexe C.3). Ils sont en eet au nombre de quarante et un. Nous
essayons plutt d'esquisser le shéma des démonstrations des propriétés du programme.
À ette n, nous ne présenterons que les lemmes les plus importants.
7.1.1 Vériation des prérequis
Nous faisons dans ette setion la démonstration que le programme MergeSort satis-
fait les prérequis de l'axiomatisation par SOSSub
ext
C . Nous itons les prérequis en suivant
leur numérotation dans l'Annexe B.
Le programme ne omporte pas d'instrutions d'itération, nous n'avons don à nous
préouper que des prérequis n
o
1, 2, et 3. La preuve de es prérequis néessite que nous
introduisions les deux lemmes suivants :
Lemme 7.1. Soit L une liste d'entiers aylique. Soient Lr la liste renvoyée par un appel
split(L) et Lm la liste L après le même appel. Lr et Lm sont deux listes distintes.
Démonstration. Nous proédons par réurrene sur la longueur de la liste L. L'hypothèse
de réurrene est que pour toute liste L′ dont la longueur est inférieure à elle de L, L′r et
L′m ne partagent auun maillon. Nous ontinuons par analyse de as pour la liste L. Par
dénition du type des listes :
 Soit L = null. Alors, la valeur renvoyée par split(L) est null et le lemme est
trivialement vrai.
 Soit L = e1 · l2, ave e1 un entier et l2 une liste. À nouveau, par analyse de as pour
l2 :
 Soit L = e1 · null. Alors, la valeur renvoyée par split(L) est null et le
lemme est trivialement vrai.
 Soit L = e1 ·e2 ·l3, ave e2 un entier et l3 une liste. Cette situation orrespond au
dernier else du sous-programme split. Juste avant l'appel réursif à split,
nous avons : pSeondCell = e2 · l3 et L = e1 · l3. L'appel est don : split(l3).
Après l'appel et l'aetation qui s'ensuit, nous avons : pSeondCell = e2 · l3r
et L = e1 · l3m . La longueur de la liste l3 est stritement inférieure à elle de
L par onstrution, don l'hypothèse de réurrene s'applique et nous avons
que l3r et l3m ne partagent auun maillon. Par onséquent, pSeondCell et L
sont aussi deux listes distintes. La liste renvoyée par split est pSeondCell,
don, quand split termine, Lr = pSeondCell et Lm = L sont deux listes
distintes.
Lemme 7.2. Dans le adre du programme MergeSort, le sous-programme merge est
toujours appelé ave des listes distintes en paramètre.
Démonstration. Dans le adre de la preuve de propriété du sous-programme mergeSort,
les appels de merge sont tous onnus. Nous pouvons don vérier que le lemme est vrai
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pour haun de es appels. Il y a trois ontextes d'appel, dont deux sont des appels
réursifs. Pour les appels réursifs, nous supposons que les paramètres formels sont des
listes distintes et nous montrons alors que les appels suivants se font ave des listes
distintes. Nous montrons ensuite que le seul appel non réursif de merge est fait ave
des listes distintes.
 Dans le as des appels réursifs de merge, nous avons posé omme hypothèse que
La et Lb étaient distintes. Par onséquent, au moment des appels réursifs, nous
avons next(La) distinte de Lb, dans un as, et La distinte de next(Lb), dans
l'autre as.
 Le seul appel non réursif de merge est dans le sous-programme mergeSort.
Par le Lemme 7.1, secondList et L sont distintes après l'appel de split dans
mergeSort, par suite, La et Lb sont distintes au moment de l'appel de merge.
Nous montrons maintenant la validité de l'axiomatisation du programme MergeSort :
Théorème 7.3. Le programme MergeSort satisfait les prérequis de l'axiomatisation par
SOSSub
ext
C
.
Démonstration. Nous montrons les trois premiers prérequis :
1. Seul le sous-programme merge est suseptible de violer le prérequis no 1. En eet,
les autres sous-programmes ne prennent qu'un seul paramètre. Le Lemme 7.2 nous
assure ependant que e ne sera jamais le as, puisque les deux paramètres sont
toujours des listes distintes.
2. Nous détaillons le prérequis n
o
2 pour haque sous-programme :
mergeSort Par le Lemme 7.1, les appels réursifs de mergeSort se font tous deux
sur des listes sans alias.
merge Par le Lemme 7.2, le as des appels réursifs est traité. En revanhe, lors de
l'appel de merge dans mergeSort, si La et Lb sont distintes, L et La, d'une
part, et, secondList et Lb, d'autre part, peuvent partager des maillons.
Cependant, il n'y a pas d'usage ambigu de es alias ar mergeSort termine
immédiatement après l'appel de merge.
split L'appel de split dans mergeSort vérie le prérequis trivialement. En re-
vanhe, lors de l'appel réursif de split, next(pSecondCell) est un alias
de next(L). Cependant, et alias porte sur la tête de la liste passée en para-
mètre de split et satisfait don le prérequis no 2.
3. Nous détaillons le prérequis n
o
3 pour haque sous-programme :
mergeSort La liste renvoyée par le sous-programme mergeSort peut être en
relation d'alias ave la liste passée en paramètre : il sut de onsidérer le as
où next(L) == NULL. Cependant, il n'y a dans le programme MergeSort
auune utilisation ambiguë de es alias ar il n'y a auun appel de mergeSort.
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merge De même, des relations d'alias existent entre les paramètres et la liste
renvoyée dans le sous-programme merge. Cependant, il n'y a auune utili-
sation ambiguë de es alias après les appels de merge dans le programme
MergeSort.
split Le Lemme 7.1 orrespond exatement à e prérequis pour split.
Puisque la validité de l'axiomatisation est vériée, nous pouvons maintenant faire la
preuve de la orretion du programme MergeSort.
7.1.2 Propriété de permutation
Nous ommençons par présenter en Figure 7.1, la théorie pvs pour le programme
MergeSort. Nous ne dénissons pas de nouveau le prédiat de permutation perm qui
est le même qu'à la Figure 6.5 du hapitre préédent.
L'idée entrale qui va permettre de prouver la orretion du programme MergeSort
est que le sous-programme split réalise une partition de la liste passée en paramètre. À
ette n, nous donnons la dénition de la partition d'une liste, dans la Figure 7.2, sous la
forme d'un prédiat part(l1, l2, l) qui est vrai si et seulement si les listes l1 et l2 forment
une partition de la liste l.
La liste passée en paramètre du sous-programme split est modiée par eet de bord
de l'appel de split. Nous prouvons que ette liste ainsi modiée forme ave la liste ren-
voyée par split une partition de la liste initialement passée en paramètre (split_lemma).
La preuve de e lemme est faite par réurrene sur la longueur de la liste l, puis par as
sur le type des listes.
Nous montrons ensuite, ave merge_lemma, que l'opération de fusion réalisée par le
sous-programme merge s'apparente à une onaténation de listes partiulière. La preuve
de e lemme est faite par réurrene sur la somme des longueurs des listes l1 et l2, puis
par as sur la relation d'ordre qui existe entre les premiers éléments des deux listes.
Nous introduisons alors deux lemmes qui relient les notions de permutation et de
partition : e sont les lemmes perm_part_append et perm_part. Ils nous permettent,
ave split_lemma et merge_lemma, de démontrer la propriété de permutation du sous-
programme mergeSort : mergesort_perm. La preuve de e théorème est faite par réur-
rene sur la longueur de la liste l.
7.1.3 Propriété de liste triée
Le prédiat sorted pour les listes triées a été déni à la Figure 6.6. La démons-
tration du théorème mergesort_sorted, en Figure 7.3 déoule prinipalement du lemme
merge_sorted. En eet, 'est dans le sous-programme merge que s'opère onrètement le
tri par omparaison des éléments. La démonstration de ette propriété de merge se fait
de nouveau par réurrene sur la somme des longueurs de listes l1 et l2.
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merge_sort: theory
begin
importing list
lists: type = list[nat℄
x, y: var nat
l, l1, l2, l3, l4: var lists
split: [lists → lists℄
split_empty: axiom split(null) = null
split_un: axiom split(ons(x, null)) = null
split_re: axiom split(ons(x, ons(y, l))) = ons(y, split(l))
splitl: [lists → lists℄
splitl_empty: axiom splitl(null) = null
splitl_un: axiom splitl(ons(x, null)) = ons(x, null)
splitl_re: axiom splitl(ons(x, ons(y, l))) = ons(x, splitl(l))
merge: [lists, lists → lists℄
merge_empty1: axiom merge(null, l) = l
merge_empty2: axiom ¬ null?(l) ⇒ merge(l, null) = l
merge_inf: axiom
x ≤ y ⇒
merge(ons(x, l1), ons(y, l2)) = ons(x, merge(l1, ons(y, l2)))
merge_sup: axiom
x > y ⇒
merge(ons(x, l1), ons(y, l2)) = ons(y, merge(ons(x, l1), l2))
mergesort: [lists → lists℄
mergesort_empty: axiom mergesort(null) = null
mergesort_un: axiom mergesort(ons(x, null)) = ons(x, null)
mergesort_re: axiom
¬ l = null ⇒
mergesort(ons(x, l)) =
merge(mergesort(splitl(ons(x, l))), mergesort(split(ons(x, l))))
end merge_sort
Fig. 7.1  Théorie pvs du programme de tri par fusion
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part: [lists, lists, lists → bool℄
part_empty: axiom part(null, null, null) = true
part_false1: axiom part(ons(x, l1), l2, null) = false
part_false2: axiom part(l1, ons(x, l2), null) = false
part_false3: axiom
¬ (member(x, l1)) ∧ ¬ (member(x, l2)) ⇒
part(l1, l2, ons(x, l)) = false
part_re1: axiom
member(x, l1) ⇒ part(l1, l2, ons(x, l)) = part(del(x, l1), l2, l)
part_re2: axiom
member(x, l2) ⇒ part(l1, l2, ons(x, l)) = part(l1, del(x, l2), l)
split_lemma: lemma part(splitl(l), split(l), l)
merge_lemma: lemma perm(merge(l1, l2), append(l1, l2))
perm_part_append: lemma part(l1, l2, l) ⇒ perm(l, append(l1, l2))
perm_part: lemma
perm(l1, l2) ∧ perm(l3, l4) ∧ part(l1, l3, l) ⇒ part(l2, l4, l)
mergesort_perm: theorem perm(l, mergesort(l))
Fig. 7.2  Propriété de permutation de mergeSort
merge_sorted: lemma sorted(l1) ∧ sorted(l2) ⇒ sorted(merge(l1, l2))
mergesort_sorted: theorem sorted(mergesort(l))
Fig. 7.3  Propriété de liste triée de mergeSort
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void inverserIter(list &L) {
list pre, ptr;
while(L != NULL) {
ptr = L;
L = next(L);
ptr->next = pre;
pre = ptr;
ptr = NULL;
}
L = pre;
}
(a) sous-programme inverserIter
inverserIterrL(L) = loop
r
pre
(L,null,null)
loopr
pre
(e ·L, ptr, pre) = loopr
pre
(L,null, e · pre)
loopr
pre
(null, ptr, pre) = pre
inverserIterL(L) = loopL(L,null,null)
loopL(e ·L, ptr, pre) = e · pre
loopL(null, ptr, pre) = null
(b) axiomatisation par SOSSub
ext
C
de inverserIter
Fig. 7.4  Axiomatisation de l'inversion en plae d'une liste
7.2 Inversion en plae des éléments dans une liste
Nous présentons dans ette setion un seond exemple d'axiomatisation ave le sys-
tème SOSSub
ext
C pour un sous-programme d'inversion de l'ordre des éléments dans une
liste. Contrairement à l'exemple développé dans la Setion 6.2, le sous-programme de la
Figure 7.4(a) inverse l'ordre des éléments d'une liste  en plae , i.e., sans dupliquer
auun maillon de la liste et ave une quantité nie de mémoire supplémentaire (en l'o-
urrene, deux variables loales). En eet, le sous-programme inverserIter proède
uniquement par réarrangement des liens entre les maillons, et e, sans réursivité.
7.2.1 Vériation des prérequis
Pour que l'axiomatisation par SOSSub
ext
C du sous-programme inverserIter soit
valide, nous devons montrer que le sous-programme satisfait les prérequis de l'Annexe B.
Nous prenons pour hypothèse que la liste passée en paramètre du sous-programme est
une liste d'entiers aylique. La vériation des prérequis est beauoup plus simple que
pour le programme MergeSort.
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Nous montrons tout d'abord un lemme qui nous permettra d'armer que l'instrution
d'itération de inverserIter ne rée pas d'alias.
Lemme 7.4. Si auune relation d'alias n'existe avant le orps de la boule du sous-
programme inverserIter, alors auune relation d'alias n'existe après une exéution
du orps de ette boule.
Démonstration. Par hypothèse, il n'y a initialement auune relation d'alias. Dans le orps
de la boule, après les deux premières aetations, L et ptr->next sont devenus des
alias. Cependant, l'aetation qui suit (ptr->next = pre) supprime ette relation et
en rée une nouvelle entre ptr->next et pre. Cette relation est à nouveau supprimée
par l'aetation pre = ptr. À e point de la boule, la seule relation d'alias qui existe
lie don pre et ptr. Enn, la dernière instrution de la boule supprime toute relation
d'alias entre les listes du sous-programme en aetant la liste vide à ptr.
Théorème 7.5. L'axiomatisation du sous-programme inverserIter par SOSSubextC
est valide.
Démonstration. Nous montrons que inverserIter vérie les inq prérequis de l'An-
nexe B :
1. Le prérequis n
o
1 est trivialement vrai puisque le sous-programme inverserIter
ne prend qu'un seul paramètre.
2. Le prérequis n
o
2 est trivialement vrai puisque le programme à axiomatiser ne om-
porte auun appel de inverserIter.
3. De nouveau, le prérequis n
o
3 est trivialement vrai puisque inverserIter ne
prend qu'un seul paramètre.
4. Avant l'instrution d'itération, auune relation d'alias ne lie les variables de type liste
du sous-programme : en eet, pre et ptr sont initialisées à NULL. Le prérequis no 4
est don trivialement vrai.
5. Nous avons vu pour le prérequis préédent qu'auune relation d'alias n'existe avant
l'instrution d'itération. Par le Lemme 7.4, nous déduisons don que le prérequis
n
o
5 est vérié.
7.2.2 Équations
Les équations de l'axiomatisation du sous-programme inverserIter sont données
dans la Figure 7.4(b). Deux fontions sont dénies : inverserIterrL(L) et inverserIterL(L).
La fontion inverserIterL(L) renvoie la valeur de la liste qui était référenée par L
avant l'appel de inverserIter. Les maillons de ette liste sont modiés par un eet
de bord de l'appel du sous-programme inverserIter.
La fontion inverserIterrL(L), quant à elle, renvoie la valeur de la liste qui est référen-
ée par L après l'appel de inverserIter. En eet, s'agissant d'un paramètre passé par
référene, le paramètre eetif est modié. Nous trouvons pour ette valeur des équations
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très semblables à elles de la version ave dupliation de maillons du programme d'in-
version des éléments d'une liste (f. Figure 6.2(b)). La propriété démontrée pour ette
préédente version dans la Setion 6.2 pourrait don l'être tout aussi failement pour la
version en plae.
Enn, les fontions loopr
pre
et loopL font partie de la famille de fontions dénies par
l'axiomatisation pour l'instrution d'itération. Ne gurent ii que les fontions néessaires
à la dénition équationnelle de inverserIter.
La omparaison des équations obtenues pour les versions ave dupliation des maillons
et en plae met en relief l'abstration des algorithmes que réalise l'axiomatisation par
SOSSubC. Ainsi, les prinipes de l'algorithme sont lairement exposés : une itération
ave une variable jouant le rle d'aumulateur dans lequel se onstruit le résultat. En
revanhe, les détails de l'implantation sont masqués. Par exemple, il ne serait pas possible
de montrer à l'aide des équations produites par l'axiomatisation que l'inversion de la liste
se fait eetivement en plae et qu'il n'y a don pas de dupliation de maillons.
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Le domaine de la vériation des programmes informatiques est le théâtre de l'aron-
tement de deux paradigmes : validation par jeux de tests et méthodes formelles y sont
régulièrement opposées. Confrontés à ette alternative, les programmeurs, dans leur im-
posante majorité, optent pour les tests. Fore est de onstater qu'en dépit d'un réent
essor, l'emploi des méthodes formelles dans le monde industriel est toujours onné à des
usages spéiques et rares. Cette situation est prinipalement due au oût de l'intégra-
tion des méthodes formelles dans le métier d'une entreprise : méthodologie inadaptée aux
ontraintes du développement logiiel tel que pratiqué dans l'industrie, mise en ÷uvre
diile néessitant une expertise, et.
Pourtant, l'alternative est artiielle : les deux paradigmes ne se reouvrent pas. Les
tests ont la prérogative de la validation fontionnelle d'un système logiiel, notamment
en s'appuyant sur un ensemble de as d'utilisations typiques. En revanhe, le privilège de
garantir la orretion d'un programme revient aux méthodes formelles. Dans l'idéal, l'un
omplète l'autre. La réalisation de et objetif ommande que les méthodes formelles se
rapprohent de leurs utilisateurs potentiels.
La thèse défendue dans e manusrit est que la logique équationnelle est un support
adéquat pour la vériation de la orretion de programmes impératifs. La logique équa-
tionnelle, ave la larté de sa sémantique et la simpliité de sa syntaxe, ave les nombreux
algorithmes qui automatisent les raisonnements possibles dans ette logique, ave la quan-
tité d'outils qui l'intègrent déjà, peut prétendre à vainre les rétienes des programmeurs
et à surmonter les obstales au déploiement d'une méthode formelle dans l'industrie. En-
ore faut-il que ette méthode fondée sur la logique équationnelle ne remette pas en ause
des yles de développement bien établis. Nous proposons, à et eet, une approhe de la
vériation des programmes qui ne requiert auune mise en ÷uvre partiulière au ours
du développement des programmes et qui s'applique diretement au ode soure des pro-
grammes sans auune annotation. Notre approhe peut don être utilisée dans le adre
de la maintenane d'appliations existantes. De plus, nous nous sommes intéressé aux
langages de programmation impératifs ar, bien que notoirement plus diiles à analyser
statiquement, ils sont les plus répandus en pratique.
Dans notre approhe, la preuve qu'un programme est orret au regard de ses spéia-
tions se déroule en trois temps. Tout d'abord, la spéiation du programme est formalisée
par des propriétés dans une logique ohérente ave la logique équationnelle, e.g., la logique
du premier ordre. Ensuite, l'analyse automatique du ode soure du programme extrait
la sémantique algébrique du programme, 'est-à-dire, un ensemble d'équations ondition-
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nelles qui dénissent une théorie du programme dans la logique équationnelle. Dans un
dernier temps, un des multiples systèmes de preuve disponibles pour la logique équation-
nelle est utilisé pour démontrer que les propriétés de la spéiation sont des théorèmes
dans la théorie du programme.
Synthèse des travaux aomplis
Notre ontribution dans ette thèse a onsisté à onevoir et développer un système,
nommé SOSSubC, pour l'analyse automatique du ode soure de programmes impératifs,
dans le but de formuler la sémantique des programmes dans la logique équationnelle.
Cette analyse est appelée l'axiomatisation des programmes.
Nous avons déni un langage impératif pour servir de support à notre approhe. Ce
langage omporte tous les prinipaux attributs du paradigme impératif, e.g., aetation,
séquene, itération, onditionnelle, sous-programme.
Nous avons déni la sémantique du langage en dérivant l'interprétation des onstru-
tions de e langage par des modiations dans un ensemble d'équations aratéristiques
des programmes. La formulation automatique des équations de la sémantique des pro-
grammes repose essentiellement sur l'évaluation symbolique des programmes onformé-
ment à la sémantique du langage.
Nous avons développé deux versions du système SOSSubC qui dièrent par la lasse
des programmes à laquelle haque version s'applique et par la méthode employée pour
l'évaluation symbolique.
 SOSSub
R
C est une version du système dans laquelle le langage impératif, nommé
SubC , ne omporte pas d'autre eet de bord que l'aetation. En outre, le type
liste de SubC orrespond à un modèle fontionnel des listes. La pierre angulaire de
SOSSub
R
C
est un système de réériture dont la fontion est double : il formalise la
sémantique du langage et opère l'évaluation symbolique des programmes.
Nous avons prouvé que le système de réériture est terminant et onuent. Ces
propriétés garantissent la terminaison de notre analyse des programmes ainsi que
l'uniité de son résultat. De plus, la démonstration de es propriétés a été menée
automatiquement à l'aide d'un démonstrateur de théorèmes.
 SOSSub
ext
C
onsidère une extension du langage SubC, nommée Sub
ext
C
, dans laquelle
les listes sont mutables et le mode de passage des paramètres est par valeur ou par
référene. L'introdution de es onepts dans le langage oblige à onsidérer une
plus grande variété d'eets de bord que dans SOSSub
R
C
.
La méthode proposée pour l'axiomatisation ne repose plus sur un système de ré-
ériture. Il nous a en eet semblé que les avantages du formalisme de la réériture
n'étaient plus aussi évidents dans SOSSub
ext
C que dans SOSSub
R
C , prinipalement
du fait de la sémantique plus omplexe du langage.
Le traitement des listes se fait par des approximations de plus en plus nes de leur
struture, selon les besoins de l'analyse, en suivant un shéma de nommage des
éléments de la liste.
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Bien que le langage dispose d'alloation dynamique de mémoire et d'un type des
référenes sur des éléments de la mémoire, nous avons déni un ensemble de prérequis
qui permettent l'axiomatisation automatique des programmes, sans avoir reours à
un modèle de la mémoire dans la théorie du programme. Cette thèse est, à notre
onnaissane, la première à traiter la sémantique des programmes omportant des
données struturées mutables dans la logique équationnelle, sans lui adjoindre un
modèle de la mémoire.
Ces aratéristiques onfèrent à notre analyse une qualité de  raisonnement lo-
al  sur les strutures de données qui explique la tournure naturelle des équations
formulées par notre système.
Enn, nous avons réalisé un ensemble d'expérimentations sur mahine, ave haune
des deux versions du système, pour valider fontionnellement notre approhe de la véri-
ation des programmes. En eet, nous avons illustré, sur un ensemble de programmes
non triviaux, les trois temps de la vériation suggérés par notre approhe : nous prou-
vons, à l'aide de systèmes de preuve largement diusés, des propriétés génériques de es
programmes. La preuve est réalisée à partir de l'axiomatisation de es programmes par
notre système.
Toutefois, l'approhe que nous proposons onnaît plusieurs limitations :
 En premier lieu, les propriétés de programmes qui peuvent être montrées ave notre
approhe onernent uniquement les relations qui existent entre les données en entrée
et en sortie des programmes. Par exemple, il n'est pas possible de montrer des
propriétés onernant l'utilisation de la mémoire en partiulier, ou la onsommation
des ressoures en général (si e n'est une approximation du temps d'exéution).
Eetivement, la sémantique que nous donnons à un programme est un ensemble
de fontions de transfert des données en entrée vers les données en sortie. Cei
masque en partie les détails des aluls qui onduisent des entrées aux sorties d'un
programme.
 L'automatisation de l'axiomatisation ave SOSSub
ext
C est onditionnée par la véri-
ation que les programmes respetent des prérequis sur la réation et l'utilisation
des alias. Trois fateurs ontribuent à ette restrition sur la lasse des programmes
que nous pouvons traiter :
1. Notre méthode permet de traiter des programmes inomplets, de façon à er-
tier, par exemple, des bibliothèques de sous-programmes. De e fait, nous
sommes dans l'ignorane des relations d'alias qui préexistent à l'appel d'un
sous-programme.
2. Quand bien même nous disposerions de programmes omplets, des résultats
d'indéidabilité de l'analyse statique des alias interdisent de onnaître préisé-
ment toutes les relations d'alias qui existent dans un programme.
3. Les programmes sont interprétés par des fontions de transfert des valeurs en
entrée et en sortie des programmes, sans modèle de la mémoire. Par onséquent,
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un eet de bord sur un objet du programme doit être propagé à tous ses alias
pour modier leur valeur. Ce qui impliquerait de onnaître tous les alias de
l'objet.
En plus de restreindre la lasse des programmes qui peut être axiomatisée par notre
méthode, les prérequis ne peuvent pas toujours être vériés automatiquement dans
le as général, du fait de l'indéidabilité de l'analyse des alias. Cei ne rend pas notre
méthode aduque. En eet, sous la forme de es prérequis ou sous une autre forme,
toute méthode de vériation de programme en présene d'alias est onfrontée au
problème de démontrer des propriétés sur les alias du programme. Nous pensons que
les prérequis énonés orrespondent à des pratiques de programmation raisonnables
et que leur vériation est aisée dans la plupart des as. Nous pensons en outre que
les avantages de pouvoir raisonner ensuite dans la logique équationnelle surpassent
les inonvénients qui résultent de devoir faire la preuve des prérequis par un autre
moyen.
Perspetives
Les travaux dérits dans e manusrit ont montré qu'une rihe lasse de programmes
impératifs pouvaient être axiomatisée dans la logique équationnelle, an de vérier des
propriétés pertinentes de es programmes. Nous avons montré que l'axiomatisation des
programmes est automatique, moyennant la preuve, éventuellement manuelle, que les pro-
grammes respetent ertains prérequis. Toutefois, plusieurs prolongements de es travaux
peuvent être envisagés.
L'analyse des alias eetuée au ours de l'axiomatisation est le prinipal frein à son
automatisation omplète. Elle est aussi la diretion de reherhe la plus rihe en pistes à
explorer. Par exemple, l'analyse que nous eetuons est intraproédurale ar la vision que
nous avons des programmes est plutt elle d'une bibliothèque de sous-programmes. Ce-
pendant, dans ertains as où les ontextes d'appel d'un sous-programme sont onnus, une
analyse interproédurale peut sure pour vérier automatiquement les prérequis. D'une
manière générale, les prérequis peuvent être anés an d'éviter de devoir les vérier pour
un ensemble de as d'usages des alias ompatibles ave l'axiomatisation et identiables
statiquement.
Une autre diretion de reherhe onsiste à intégrer les restritions sur la formation des
alias au niveau du langage lui-même. Il onvient pour ela de limiter volontairement les
possibilités de formation des alias dans le langage de programmation, e.g., en agissant sur
les onstrutions disponibles ou le typage des expressions, an que l'analyse d'alias reste
déidable. La diulté de e projet est évidemment de trouver le juste équilibre entre
automatisation et expressivité. Nous pourrons à ette n nous inspirer des travaux sur les
langages de programmation onurrente, pour lesquels les problèmes d'alias inontrlés
sur les ressoures d'un programme sont enore plus aigus.
Dans la diretion opposée, nous pouvons étudier omment étendre notre approhe
à un langage plus rihe. Notamment, il serait intéressant de proposer d'autres types de
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données struturées, e.g., les tableaux, d'inlure les listes yliques ou enore de onsidérer
la libération expliite de la mémoire.
Enn, il serait intéressant d'aroître la portée de notre travail en montrant l'équi-
valene de la sémantique de notre langage ave elle du langage C, pour la partie en
ommun. En eet, le langage C est un standard de fait auprès des programmeurs et nous
nous en sommes inspiré pour onevoir le langage SubC . Notre approhe serait ainsi plus
prohe des préoupations des programmeurs.
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Annexe A
Règles du système de réériture SOSR
Cette annexe ontient toutes les règles du système de réériture SOSR. La signiation
de es règles a été disutée dans le adre de la sémantique du langage SubC en Setion 4.3.
Note A.1.
1. Les opérateurs des expressions du langage SubC (e.g., add, +, et.) n'apparaissent
pas dans es règles ar ils ne sont pas interprétés par notre système au ours de
l'axiomatisation des programmes. De plus, es opérateurs sont en général prédénis
dans les systèmes de preuve.
2. La syntaxe hoisie pour la présentation des règles est elle du système rrl. Compte
tenu des ontraintes de ette syntaxe et dans le but d'une notation homogène, nous
avons préxé le nom des variables dans les règles par v_ et le nom des onstruteurs
par C_. Tous les autres symboles représentent des fontions si leur première lettre
est une majusule, ou des types sinon. Le type des symboles est donné à titre indiatif
ar il n'est pas pris en ompte par le proessus de réériture. Dans les faits, SOSR
n'est pas typé.
;; ; ; types
;; stmt : les instrutions
;; stmt_list : les listes d'instrutions
;; var : les variables
;; var_list : les listes de variables
;; id : les identiateurs
;; exp : les expressions
;; ond : les expressions onditionnelles
;; nat : les entiers naturels
;; env : les environnements
;; env_elt : les éléments d'environnement
;; Construteurs des listes d'instrutions
[ C_L_Stmt : stmt_list, stmt →stmt_list ℄
[ C_Empty_L_Stmt : stmt_list ℄
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;; Construteurs des instrutions
[ C_If : ond, stmt_list, stmt_list →stmt ℄
[ C_Assign : id, exp →stmt ℄
[ C_While : nat, ond, stmt_list →stmt ℄
;; Construteurs des environnements
[ C_Env : env_elt, env →env ℄
[ C_Empty_Env : env ℄
[ C_Choie : env, env →env ℄
[ C_Branh : ond, env →env ℄
;; Construteurs des éléments d'environnement
[ C_Pair : id, exp →env_elt ℄
[ C_While_Closure : nat, ond, env, var_list →env_elt ℄
;; Construteurs des listes de variables
[ C_L_Var : var, var_list →var_list ℄
[ C_Empty_L_Var : var_list ℄
;; Construteurs des onditions
[ C_And : ond, ond →ond ℄
[ C_Not : ond →ond ℄
;; Construteurs des expressions
[ C_EA : var →exp ℄
[ C_Loop : nat, var, env →exp ℄
[ C_Subst : var, ond, exp →ond ℄
;; une expression est une expression onditionnelle
[ exp < ond ℄
;; une variable est une expression
[ var < exp ℄
;; une variable est un identiateur
[ var < id ℄
;; Opération d'évaluation d'une liste d'instrutions dans un environnement
[ GE : stmt_list, env →env ℄
(1) GE(C_L_Stmt(v_l_stmt, v_stmt), v_env) →
Comp(v_stmt, GE(v_l_stmt, v_env))
(2) GE(C_Empty_L_Stmt, v_env) →v_env
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;; Opération d'évaluation d'une instrution dans un environnement
[ Comp : stmt, env →env ℄
(3) Comp(C_Assign(v_var, v_exp), C_Empty_Env) →
C_Env(C_Pair(v_var, v_exp), C_Empty_Env)
(4) Comp(C_Assign(v_var, v_exp), C_Env(v_pair, v_env)) →
Update_Env(C_Pair(v_var, v_exp), C_Env(v_pair, v_env))
(5) Comp(C_If(v_ond, v_l_stmt1, v_l_stmt2), C_Empty_Env) →
C_Choie(C_Branh(v_ond, GE(v_l_stmt1, C_Empty_Env)),
C_Branh(C_Not(v_ond), GE(v_l_stmt2, C_Empty_Env)))
(6) Comp(C_If(v_ond, v_l_stmt1, v_l_stmt2), C_Env(v_pair, v_env)) →
C_Choie(C_Branh(Update_Cond(v_ond, C_Env(v_pair, v_env)),
GE(v_l_stmt1, C_Env(v_pair, v_env))),
C_Branh(C_Not(Update_Cond(v_ond, C_Env(v_pair, v_env))),
GE(v_l_stmt2, C_Env(v_pair, v_env))))
(7) Comp(C_While(v_num, v_ond, v_l_stmt), C_Empty_Env) →
C_Env(C_While_Closure(v_num, v_ond, GE(v_l_stmt, C_Empty_Env),
C_Empty_L_Var),
GL(v_num, GLOMV(GE(v_l_stmt, C_Empty_Env)),
C_Empty_Env))
(8) Comp(C_While(v_num, v_ond, v_l_stmt), C_Env(v_pair, v_l_pair)) →
C_Env(C_While_Closure(v_num, v_ond,
GE(v_l_stmt, GIE(C_Env(v_pair, v_l_pair))),
GLOV(C_Env(v_pair, v_l_pair))),
Merge_Env(GL(v_num,
GLOMV(GE(v_l_stmt,
GIE(C_Env(v_pair, v_l_pair)))),
C_Env(v_pair, v_l_pair)),
C_Env(v_pair, v_l_pair)))
(9) Comp(stmt, C_Choie(v_exp1, v_exp2)) →
C_Choie(Comp(stmt, v_exp1), Comp(stmt, v_exp2))
(10) Comp(stmt, C_Branh(v_ond, v_env)) →
C_Branh(v_ond, Comp(stmt, v_env))
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;; Génération des appels aux fontions de boule
[ GL : nat, var_list , env →env ℄
(11) GL(v_num, C_L_Var(v_var, v_l_var), v_env) →
C_Env(C_Pair(v_var, C_Loop(v_num, v_var, v_env)),
GL(v_num, v_l_var, v_env))
(12) GL(v_num, C_Empty_L_Var, v_env) →C_Empty_Env
;; Insertion et mise à jour d'une paire dans un environnement
[ Update_Env : env_elt, env →env ℄
(13) Update_Env(C_Pair(v_var, v_exp1),
C_Env(C_Pair(v_var, v_exp2), v_env)) →
Update_Env(C_Pair(v_var, C_Subst(v_var, v_exp1, v_exp2)), v_env)
(14) Update_Env(C_Pair(v_var1, v_exp1),
C_Env(C_Pair(v_var2, v_exp2), v_env)) →
C_Env(C_Pair(v_var2, v_exp2),
Update_Env(C_Pair(v_var1,
C_Subst(v_var2, v_exp1, v_exp2)), v_env))
if not equal(v_var1, v_var2)
(15) Update_Env(C_Pair(v_var, v_exp), C_Empty_Env) →
C_Env(C_Pair(v_var, v_exp), C_Empty_Env)
(16) Update_Env(C_Pair(v_var, v_exp1),
C_Env(C_While_Closure(v_num, v_ond,
v_env, v_l_var), v_env)) →
C_Env(C_While_Closure(v_num, v_ond, v_env, v_l_var),
Update_Env(C_Pair(v_var, v_exp1), v_env))
;; Mise à jour d'une ondition dans un environnement
[ Update_Cond : ond, env →ond ℄
(17) Update_Cond(v_ond, C_Env(C_Pair(v_var, v_exp), v_env)) →
Update_Cond(C_Subst(v_var, v_ond, v_exp), v_env)
(18) Update_Cond(v_ond, C_Empty_Env) →v_ond
(19) Update_Cond(v_ond,
C_Env(C_While_Closure(v_num, v_ond, v_env, v_l_var), v_env)) →
Update_Cond(v_ond, v_env)
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(20) C_Branh(v_ond, C_Choie(v_env1, v_env2)) →
C_Choie(C_Branh(v_ond, v_env1), C_Branh(v_ond, v_env2))
(21) C_Branh(v_ond1, C_Branh(v_ond2, v_env)) →
C_Branh(C_And(v_ond1, v_ond2), v_env)
(22) C_And(C_And(v_ond1, v_ond2), v_ond3) →
C_And(v_ond1, C_And(v_ond2, v_ond3))
;; Génération de l'environnement initial d'une fontion de boule
[ GIE : env →env ℄
(23) GIE(C_Empty_Env) →C_Empty_Env
(24) GIE(C_Env(C_Pair(v_var, v_exp), v_env)) →
C_Env(C_Pair(v_var, C_EA(v_var)), GIE(v_env))
(25) GIE(C_Env(C_While_Closure(v_num, v_ond, v_env, v_l_var), v_env)) →
GIE(v_env)
;; Génération de la liste des variables d'un environnement
[ GLOV : env →var_list ℄
(26) GLOV(C_Empty_Env) →C_Empty_L_Var
(27) GLOV(C_Env(C_Pair(v_var, v_exp), v_env)) →
C_L_Var(v_var, GLOV(v_env))
(28) GLOV(C_Env(C_While_Closure(v_num, v_ond,
v_env, v_l_var), v_env)) →
GLOV(v_env)
;; Génération de la liste des variables modiées d'un environnement
[ GLOMV : env →var_list ℄
(29) GLOMV(C_Empty_Env) →C_Empty_L_Var
(30) GLOMV(C_Env(C_Pair(v_var, C_EA(v_var)), v_env)) →GLOMV(v_env)
(31) GLOMV(C_Env(C_Pair(v_var, v_exp), v_env)) →
C_L_Var(v_var, GLOMV(v_env))
if not equal(C_EA(v_var), v_exp)
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(32) GLOMV(C_Env(C_While_Closure(v_num, v_ond,
v_env, v_l_var), v_env)) →
GLOMV(v_env)
(33) GLOMV(C_Branh(v_ond, v_env)) →GLOMV(v_env)
(34) GLOMV(C_Choie(v_env1, v_env2)) →
Merge_L_Var(GLOMV(v_env1), GLOMV(v_env2))
;; Fusion de deux environnements
[ Merge_Env : env, env →env ℄
(35) Merge_Env(C_Env(v_pair, v_l_pair), v_env) →
Insert_Pair(v_pair, Merge_Env(v_l_pair, v_env))
(36) Merge_Env(C_Empty_Env, v_env) →v_env
;; Insertion sans mise à jour d'une paire dans un environnement
[ Insert_Pair : env_elt, env →env ℄
(37) Insert_Pair(C_Pair(v_var, v_exp),
C_Env(C_While_Closure(v_num, v_ond,
v_env, v_l_var), v_env)) →
C_Env(C_While_Closure(v_num, v_ond, v_env, v_l_var),
Insert_Pair(C_Pair(v_var, v_exp), v_env))
(38) Insert_Pair(C_Pair(v_var, v_exp1),
C_Env(C_Pair(v_var, v_exp2), v_env)) →
C_Env(C_Pair(v_var, v_exp1), v_env)
(39) Insert_Pair(C_Pair(v_var1, v_exp1),
C_Env(C_Pair(v_var2, v_exp2), v_env)) →
C_Env(C_Pair(v_var2, v_exp2),
Insert_Pair(C_Pair(v_var1, v_exp1), v_env))
if not equal(v_var1, v_var2)
(40) Insert_Pair(C_Pair(v_var, v_exp), C_Empty_Env) →
C_Env(C_Pair(v_var, v_exp), C_Empty_Env)
;; Fusion de deux listes de variables
[ Merge_L_Var : var_list, var_list →var_list ℄
(41) Merge_L_Var(C_L_Var(v_var, v_l_var1), v_l_var2) →
Insert_Var(v_var, Merge_L_Var(v_l_var1, v_l_var2))
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(42) Merge_L_Var(C_Empty_L_Var, v_l_var) →v_l_var
;; Insertion d'une variable dans une liste de variables
[ Insert_Var : var, var_list →var_list ℄
(43) Insert_Var(v_var, C_L_Var(v_var, v_l_var)) →C_L_Var(v_var, v_l_var)
(44) Insert_Var(v_var1, C_L_Var(v_var2, v_l_var)) →
C_L_Var(v_var2, Insert_Var(v_var1, v_l_var))
if not equal(v_var1, v_var2)
(45) Insert_Var(v_var, C_Empty_L_Var) →C_L_Var(v_var, C_Empty_L_Var)
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Annexe B
Prérequis de SOSSub
ext
C
Nous réapitulons dans ette annexe, les inq prérequis que doivent vérier les sous-
programmes érits dans le langage Sub
ext
C an de garantir la validité de leur axiomatisation
par SOSSub
ext
C .
L'origine de es prérequis réside, d'une part, dans le fait que notre méthode ne restitue
auune information sur les objets manipulés par les programmes autre que leur valeur,
et d'autre part, dans le fait que le langage Sub
ext
C est susamment expressif pour que la
valeur de es objets dépende de relations d'alias dont nous ne pouvons déider l'existene
statiquement. Il est don entendu que es prérequis ne peuvent être vériés automatique-
ment dans le as général, ependant, des méthodes d'analyse d'alias automatiques peuvent
y parvenir dans des as partiuliers.
L'objetif de es prérequis est de garantir que haque fois que dans notre méthode
nous réduisons le ontenu informatif d'un objet du programme (i.e., essentiellement les
listes pour nous) à sa valeur, ette perte d'information n'entraîne pas d'impréisions pour
la suite de l'analyse. Le lieu de es approximations est la fontion de transfert, des valeurs
en entrée vers les valeurs en sortie, à laquelle nous assimilons les sous-programmes et les
instrutions d'itérations (boules) du langage impératif soure. Les prérequis nous assurent
don que, en entrée et en sortie des sous-programmes et des instrutions d'itérations, les
données du programme sont rédutibles à leur valeur ou alors que la perte d'information
qui en déoule n'a pas d'inidene sur la suite de l'analyse.
Les inq prérequis sur les programmes Sub
ext
C énonés au ours du Chapitre 5 sont les
suivants :
1. L'appel d'un sous-programme ne rée pas de relations d'alias entre ses paramètres
formels.
2. Auune relation d'alias ne porte sur les listes passées en paramètre d'un sous-
programme, à l'exeption éventuellement d'un alias sur la tête de la liste. Dans
le as ontraire, les alias qui sont alors dénis ne doivent pas être utilisés de façon
ambiguë dans le sous-programme appelé et dans la suite du programme.
3. Auune relation d'alias ne lie les paramètres d'un sous-programme entre eux, ou les
paramètres et la valeur de retour, lorsque le sous-programme termine. Dans le as
171
172 Annexe B. Prérequis de SOSSub
ext
C
ontraire, il faut montrer qu'après un appel au sous-programme les alias ne sont pas
utilisés de façon ambiguë.
4. Auune relation d'alias ne porte sur les listes modiées par une instrution d'itéra-
tion avant ette instrution. Dans le as ontraire, les alias ne doivent pas être utilisés
de façon ambiguë dans l'instrution d'itération et dans la suite du sous-programme
ontenant l'instrution.
5. Les boules ne réent auune relation d'alias entre les listes du sous-programme qui
les ontient, telle que la relation ontinue à exister à la n du orps de la boule.
Dans le as ontraire, les alias ne doivent pas être utilisés de façon ambiguë dans le
orps de la boule et dans le reste du sous-programme qui la ontient.
Nous entendons par usage ambigu, l'appliation d'un eet de bord par l'intermédiaire d'un
alias, y ompris l'aetation, suivie de la leture de la valeur d'un autre alias du même
objet (ei omprend l'appliation d'un opérateur de mutation).
Annexe C
Détails des preuves mahine
Nous donnons dans ette annexe les preuves des lemmes et des théorèmes des Cha-
pitres 6 et 7, lorsque es preuves ont été onduites dans le système pvs. Le détail des
preuves onsiste en la trae des interations ave le système. La syntaxe est elle du
système pvs dans sa version 3.1 pour Linux. Enn, nous ne fournissons pas les démons-
trations des ontraintes sur les types des variables que le système a lui-même générées et
vériées.
C.1 Plus grand ommun diviseur
lemma1
(""
(skolem!)
(ase "b!1 = 0")
(("1" (replae -1) (simplify) (propax))
("2"
(use same_remainder)
(("1" (simplify) (rewrite divides_reflexive) (simplify) (propax))
("2"
(typepred "b!1")
(expand ">=")
(expand "<=")
(prop)
(("1" (rewrite >)) ("2" (rewrite -1 2))))))))
th1
(""
(skolem!)
(flatten)
(ase "b!1 = 0")
(("1" (replae -1) (simplify) (propax))
("2"
(rewrite pgd3)
(rewrite pgd3)
(rewrite pgd1)
(rewrite pgd1 2 ("b" "b!1"))
(rewrite lemma1))))
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lemma2
(""
(indut b)
(("1" (skolem!) (rewrite pgd2) (rewrite pgd2))
("2"
(skolem!)
(prop)
(skolem!)
(rewrite pgd1)
(rewrite pgd1 1 ("a" "a!1")))))
th2
(""
(skolem!)
(ase "b!1=0")
(("1"
(replae -1)
(rewrite pgd3)
(rewrite pgd2)
(ase "a!1=0")
(("1" (replae -1) (rewrite pgd3) (rewrite pgd2))
("2"
(rewrite pgd3)
(rewrite pgd1)
(rewrite rem_zero)
(rewrite pgd2))))
("2"
(ase "a!1 = 0")
(("1"
(replae -1)
(rewrite pgd3)
(rewrite pgd3)
(rewrite pgd1)
(rewrite rem_zero)
(rewrite pgd2)
(rewrite pgd2))
("2"
(ase "a!1 < b!1")
(("1"
(rewrite pgd3)
(rewrite pgd1)
(rewrite rem_mod2)
(rewrite pgd3)
(rewrite lemma2))
("2"
(rewrite pgd3)
(rewrite pgd3)
(ase "a!1 = b!1")
(("1" (replae -1) (propax))
("2"
(ase "a!1 > b!1")
(("1"
(rewrite pgd1 5 ("a" "b!1"))
(rewrite rem_mod2)
(rewrite lemma2 5 ("r" "a!1")))
("2" (grind))))))))))))
th3
(""
(skolem!)
(ase "a!1=0")
(("1" (replae -1) (rewrite pgd3) (rewrite pgd2))
("2"
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(rewrite pgd3)
(rewrite pgd1)
(rewrite rem_self)
(rewrite pgd2))))
C.2 Tri par insertion
ins_member
(""
(indut "l1")
(("1"
(skolem 1 ("l2" "x"))
(rewrite "ins_empty")
(flatten)
(replae -1 (1) rl)
(grind))
("2"
(skolem 1 ("y" "l1"))
(flatten)
(skolem 1 ("l2" "x"))
(flatten)
(ase "x <= y")
(("1" (rewrite "ins_le") (replae -3 (1) rl) (grind))
("2"
(rewrite "ins_gt")
(inst -1 "ins(x, l1)" "x")
(replae -2 (2) rl)
(grind))))))
del_ins
(""
(indut "l")
(("1" (skolem 1 ("x")) (rewrite "ins_empty") (rewrite "del_eq"))
("2"
(skolem 1 ("y" "l2"))
(flatten)
(skolem 1 ("x"))
(ase "x <= y")
(("1" (rewrite "ins_le") (rewrite "del_eq"))
("2" (rewrite "ins_gt") (rewrite "del_diff") (grind))))))
isort_perm
(""
(indut "l")
(("1" (rewrite "isort_empty") (rewrite "perm_empty2"))
("2"
(skolem 1 ("y" "l2"))
(flatten)
(rewrite "isort_re")
(rewrite "perm_re")
(("1" (rewrite "del_ins")) ("2" (use "ins_member"))))))
lemma_sorted1
(""
(indut "l")
(("1" (grind) (rewrite "sorted_empty"))
("2"
(skolem!)
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(grind)
(use "exluded_middle" ("A" "x!1 <= ons1_var!1"))
(split -1)
(("1" (rewrite "sorted_le")) ("2" (rewrite "sorted_gt"))))))
lemma_sorted2
(""
(indut "l")
(("1"
(skolem 1 ("x" "y"))
(flatten)
(use "exluded_middle" ("A" "x <= y"))
(split -1)
(("1" (rewrite "sorted_le") (assert)) ("2" (rewrite "sorted_gt"))))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(use "exluded_middle" ("A" "x!1 <= y!1"))
(split -1)
(("1" (rewrite "sorted_le") (prop)) ("2" (rewrite "sorted_gt"))))))
lemma_sorted3
(""
(indut "l")
(("1" (skolem!) (rewrite "sorted_one"))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(ase "x!1 <= ons1_var!1")
(("1"
(rewrite "sorted_le" 1)
(use "lemma_sorted1")
(assert)
(use "lemma_sorted1")
(assert))
("2"
(use "lemma_sorted2")
(prop)
(use "lemma_sorted2")
(assert))))))
lemma_sorted4
(""
(indut "l")
(("1" (grind))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(use "exluded_middle" ("A" "y!1 = ons1_var!1"))
(split -1)
(("1" (use "lemma_sorted2") (assert))
("2"
(rewrite "member")
(split -3)
(("1" (propax))
("2" (use "lemma_sorted3") (assert) (inst? -3) (assert))))))))
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ins_not_empty
(""
(skolem 1 (_ "x"))
(indut "l1")
(("1" (rewrite "ins_empty") (instantiate 1 ("x" "null")) (propax))
("2"
(skolem 1 ("z" "l3"))
(flatten)
(ase "x <= z")
(("1"
(rewrite "ins_le")
(instantiate 1 ("x" "ons(z, l3)"))
(propax))
("2"
(rewrite "ins_gt")
(skolem -1 ("n" "l"))
(replae -1)
(instantiate 2 ("z" "ons(n, l)"))
(propax))))))
ins_member2
(""
(skolem 1 (_ "l2" "x" "y"))
(indut "l1")
(("1" (flatten) (rewrite "ins_empty") (deompose-equality))
("2"
(skolem 1 ("z" "l3"))
(flatten)
(ase "x <= z")
(("1" (rewrite "ins_le") (deompose-equality))
("2" (rewrite "ins_gt") (deompose-equality) (grind))))))
lemma_ins
(""
(auto-rewrite ("ins_empty"
"ins_le"
"ins_gt"
"sorted_empty"
"sorted_one"
"sorted_le"
"sorted_gt"))
(indut "l")
(("1" (grind))
("2"
(skolem 1 ("y" "l2"))
(flatten)
(skolem 1 "x")
(flatten)
(ase "x <= y")
(("1" (grind))
("2"
(assert)
(inst -1 "x")
(use "lemma_sorted1")
(assert)
(ase "exists (z: nat, l3: lists): ins(x, l2) = ons(z, l3)")
(("1"
(skolem -1 ("z" "l3"))
(replae -1)
(ase "z=x")
(("1" (grind))
("2"
(use "ins_member2")
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append_lemma: lemma ons(x, append(l1, l2)) = append(ons(x, l1), l2)
member_append: lemma member(x, l1) ⇒ member(x, append(l1, l2))
Fig. C.1  Lemmes de append
(assert)
(use "lemma_sorted4" ("x" "y" "y" "z" "l" "l2"))
(assert)
(rewrite "sorted_le"))))
("2" (use "ins_not_empty"))))))))
isort_sorted
(""
(auto-rewrite ("ins_empty"
"ins_le"
"ins_gt"
"sorted_empty"
"sorted_one"
"sorted_le"
"sorted_gt"
"isort_empty"
"isort_re"))
(indut "l")
(("1" (grind))
("2" (skolem 1 ("x" "l")) (grind) (rewrite "lemma_ins"))))
C.3 Tri par fusion
Nous partageons ette annexe en groupant les lemmes selon la fontion à laquelle ils
se rapportent. Nous donnons aussi le ontenu des lemmes qui ne sont pas déjà présentés
dans la Setion 7.1. Les prédiats del, perm et sorted ont la même dénition que pour le
tri par insertion de la Setion 6.3. Les fontions append, member et length sont prédénies
dans le hier de prélude du système pvs.
C.3.1 append
Les preuves qui suivent se rapportent aux lemmes de la Figure C.1.
append_lemma
("" (grind))
member_append
(""
(indut l1)
(("1" (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1=ons1_var!1")
(("1" (expand append) (grind)) ("2" (expand member -2) (grind))))))
C.3. Tri par fusion 179
del_lemma: lemma del(x, del(y, l)) = del(y, del(x, l))
del_length: lemma length(del(x, l)) ≤ length(l)
del_member: lemma member(x, l) ∧ x 6= y ⇒ member(x, del(y, l))
del_member2: lemma member(x, del(y, l)) ⇒ member(x, l)
del_append: lemma
member(x, l1) ⇒ del(x, append(l1, l2)) = append(del(x, l1), l2)
Fig. C.2  Lemmes de del
C.3.2 del
Les preuves qui suivent se rapportent aux lemmes de la Figure C.2.
del_lemma
(""
(indut l)
(("1"
(skosimp)
(rewrite del_empty)
(rewrite del_empty)
(rewrite del_empty))
("2"
(skosimp)
(skosimp)
(ase "y!1 = ons1_var!1")
(("1"
(ase "x!1 = y!1")
(("1" (replae -1) (propax))
("2"
(replae -1)
(rewrite del_eq)
(rewrite del_diff)
(rewrite del_eq))))
("2"
(ase "x!1 = ons1_var!1")
(("1"
(replae -1)
(rewrite del_diff)
(rewrite del_eq)
(rewrite del_eq))
("2"
(rewrite del_diff)
(rewrite del_diff)
(rewrite del_diff)
(rewrite del_diff)
(grind))))))))
del_length
(""
(indut l)
(("1" (skosimp) (rewrite del_empty) (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1 = ons1_var!1")
(("1" (replae -1) (rewrite del_eq) (grind))
("2" (rewrite del_diff) (grind))))))
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del_member
(""
(indut l)
(("1" (skosimp) (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1 = ons1_var!1")
(("1" (replae -1) (rewrite del_diff) (grind))
("2"
(expand member -2)
(prop)
(ase "y!1 = ons1_var!1")
(("1" (replae -1) (rewrite del_eq))
("2" (rewrite del_diff) (grind))))))))
del_member2
(""
(indut l)
(("1" (skosimp) (rewrite del_empty))
("2"
(skosimp)
(skosimp)
(ase "y!1=ons1_var!1")
(("1"
(replae -1)
(rewrite del_eq)
(ase "x!1 = ons1_var!1")
(("1" (grind)) ("2" (grind))))
("2"
(rewrite del_diff)
(ase "x!1 = ons1_var!1")
(("1" (grind)) ("2" (expand member -2) (grind))))))))
del_append
(""
(indut l1)
(("1" (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1=ons1_var!1")
(("1"
(replae -1)
(rewrite del_eq)
(expand append 1 1)
(rewrite del_eq))
("2"
(rewrite del_diff)
(expand append 2 2)
(expand append 2 1)
(rewrite del_diff)
(apply-extensionality 2)
(inst? -1)
(grind))))))
C.3.3 perm
Les preuves qui suivent se rapportent aux lemmes de la Figure C.3.
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perm_reexive: lemma perm(l, l) = true
perm_null: lemma perm(null, l) ⇒ l = null
perm_lemma1: lemma perm(l1, l2) = perm(ons(x, l1), ons(x, l2))
perm_lemma3: lemma member(x, l1) ∧ perm(l1, l2) ⇒ member(x, l2)
perm_del: lemma perm(l1, l2) ⇒ perm(del(x, l1), del(x, l2))
perm_transitivity: lemma perm(l, l1) ∧ perm(l1, l2) ⇒ perm(l, l2)
perm_del2: lemma
member(x, l1) ⇒ perm(del(x, l1), l2) = perm(l1, ons(x, l2))
perm_ommut: lemma perm(l1, l2) ⇒ perm(l2, l1)
perm_ommutativity: lemma perm(l1, l2) = perm(l2, l1)
perm_lemma2: lemma member(x, l) ⇒ perm(ons(x, del(x, l)), l)
perm_append: lemma perm(l, l1) ⇒ perm(append(l, l2), append(l1, l2))
perm_append1: lemma
perm(append(ons(x, l1), l2), append(l1, ons(x, l2)))
perm_append2: lemma perm(append(l1, l2), append(l2, l1))
Fig. C.3  Lemmes de perm
perm_reexive
(""
(indut l)
(("1" (rewrite perm_empty2))
("2"
(skosimp)
(rewrite perm_re)
(("1" (rewrite del_eq)) ("2" (grind))))))
perm_null
(""
(indut l)
(skosimp)
(prop)
(("1" (replae -1) (rewrite perm_empty1)) ("2" (rewrite perm_empty1))))
perm_lemma1
(""
(skolem!)
(flatten)
(rewrite perm_re)
(("1" (rewrite del_eq)) ("2" (grind))))
perm_lemma3
(""
(indut l1)
(("1" (skosimp) (use perm_null) (grind))
("2"
(skosimp)
(indut l2)
(("1" (skosimp) (rewrite perm_not -2) (grind))
("2"
(skosimp)
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(skosimp)
(ase "x!1 = ons1_var!1")
(("1" (replae -1 -4 :dir rl) (rewrite perm_not -4))
("2"
(expand member -2)
(prop)
(opy -3)
(hide -1)
(rewrite perm_re -3)
(("1"
(inst -4 "del(ons1_var!1, ons(ons1_var!2, ons2_var!2))"
"x!1")
(prop)
(ase "ons1_var!1 = ons1_var!2")
(("1" (replae -1) (rewrite del_eq) (expand member) (grind))
("2"
(rewrite del_diff)
(ase "x!1 = ons1_var!2")
(("1" (replae -1) (expand member) (propax))
("2"
(expand member)
(split)
(("1" (propax))
("2" (flatten) (use del_member2) (grind))))))))
("2" (rewrite perm_not -3))))))))))
perm_del
(""
(measure-indut+ "length(l1) + length(l2)" ("l1" "l2"))
(skosimp)
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1 = null")
(("1"
(replae -1)
(use perm_null ("l" "x!2"))
(prop)
(replae -1)
(rewrite del_empty))
("2" (grind))))
("2"
(ase "(exists (x:nat),(l:lists):x!1=ons(x,l))")
(("1"
(skosimp)
(replae -1)
(ase "null?(x!2) OR ons?(x!2)")
(("1"
(split)
(("1"
(ase "x!2 = null")
(("1" (replae -1) (rewrite perm_not -6) (grind))
("2" (grind))))
("2"
(ase "(exists (x:nat),(l:lists):x!2=ons(x,l))")
(("1"
(skosimp)
(replae -1)
(hide -1 -2 -3 -4)
(ase "x!3 = x!4")
(("1"
(replae -1)
(rewrite del_eq)
(ase "x!4 = x!5")
(("1"
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(replae -1)
(rewrite del_eq)
(use perm_lemma1)
(grind))
("2"
(rewrite del_diff)
(rewrite perm_re -3)
(("1" (rewrite del_diff -3))
("2" (rewrite perm_not -3))))))
("2"
(ase "x!3 = x!5")
(("1"
(replae -1)
(rewrite del_eq 2 ("y" "x!5"))
(rewrite del_diff)
(rewrite perm_re 2)
(("1"
(rewrite perm_re -3)
(("1"
(rewrite del_diff -3)
(inst -2 "l!1" "ons(x!5, del(x!4, l!2))" "x!5")
(prop)
(("1" (rewrite del_eq -1))
("2" (grind) (use del_length) (grind))))
("2" (rewrite perm_not -3))))
("2" (rewrite perm_not -3) (grind))))
("2"
(rewrite del_diff)
(rewrite del_diff)
(opy -2)
(hide -1)
(rewrite perm_re -2)
(("1"
(rewrite perm_re 3)
(("1"
(ase "x!4 = x!5")
(("1"
(replae -1)
(rewrite del_eq)
(rewrite del_eq)
(inst -2 "l!1" "l!2" "x!3")
(grind))
("2"
(rewrite del_diff)
(rewrite del_diff)
(inst -1 "l!1" "ons(x!5, del(x!4, l!2))" "x!3")
(grind)
(("1" (rewrite del_diff) (rewrite del_lemma))
("2" (use del_length) (grind))))))
("2"
(rewrite perm_re -2 :dir rl)
(("1"
(rewrite perm_not -2)
(expand member)
(split)
(("1" (prop))
("2" (flatten) (use del_member) (grind))))
("2" (reveal -1) (rewrite perm_not -1))))))
("2" (rewrite perm_not -2))))))))
("2"
(inst 1 "ar(x!2)" "dr(x!2)")
(("1"
(apply-extensionality)
(("1" (typepred "x!2") (grind))
("2" (typepred "x!2") (grind))))
("2" (typepred "x!2") (grind))
("3" (typepred "x!2") (grind))))))))
("2" (grind))))
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("2"
(inst 1 "ar(x!1)" "dr(x!1)")
(("1"
(apply-extensionality)
(("1" (typepred x!1) (grind)) ("2" (typepred x!1) (grind))))
("2" (typepred x!1) (grind)) ("3" (typepred x!1) (grind))))))))
("2" (grind))))
perm_transitivity
(""
(indut l)
(("1" (skosimp) (use perm_null) (prop) (replae -1) (propax))
("2"
(skosimp)
(indut l1)
(("1" (skosimp) (use perm_null) (prop) (replae -1) (propax))
("2"
(skosimp)
(indut l2)
(("1" (flatten) (rewrite perm_not -2) (grind))
("2"
(skosimp)
(ase "member(ons1_var!1, ons(ons1_var!2, ons2_var!2))")
(("1"
(hide -2)
(use perm_lemma3
("x"
"ons1_var!1"
"l1"
"ons(ons1_var!2, ons2_var!2)"
"l2"
"ons(ons1_var!3, ons2_var!3)"))
(prop)
(rewrite perm_re 1)
(rewrite perm_re -3)
(use perm_del
("x"
"ons1_var!1"
"l1"
"ons(ons1_var!2, ons2_var!2)"
"l2"
"ons(ons1_var!3, ons2_var!3)"))
(prop)
(inst -7 "del(ons1_var!1, ons(ons1_var!2, ons2_var!2))"
"del(ons1_var!1, ons(ons1_var!3, ons2_var!3))")
(grind))
("2" (rewrite perm_not -2))))))))))
perm_del2
(""
(indut l1)
(("1" (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1=ons1_var!1")
(("1"
(replae -1)
(rewrite del_eq)
(rewrite perm_re)
(("1" (rewrite del_eq)) ("2" (expand member 1) (propax))))
("2"
(expand member -2)
(split)
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(("1" (propax))
("2"
(inst -2 "del(ons1_var!1, l2!1)" "x!1")
(prop)
(rewrite del_diff 2)
(iff)
(split)
(("1"
(flatten)
(lemma perm_del)
(inst -1 "ons(ons1_var!1, del(x!1, ons2_var!1))" "l2!1"
"ons1_var!1")
(prop)
(("1"
(rewrite perm_re 1)
(("1" (rewrite del_diff 1))
("2" (rewrite perm_not -4) (expand member 1) (propax))))
("2" (opy -2) (rewrite perm_re -3) (rewrite perm_not -1))))
("2"
(flatten)
(opy -1)
(hide -1)
(rewrite perm_re -1)
(("1"
(prop)
(("1"
(rewrite perm_re 1)
(reveal -1)
(rewrite perm_not -1)
(expand member -1)
(propax))
("2" (rewrite del_diff -1))))
("2" (rewrite perm_not -1))))))))))))
perm_ommut
(""
(indut l1)
(("1"
(indut l2)
(("1" (grind))
("2"
(skosimp)
(rewrite perm_not 1)
(("1" (rewrite perm_empty1)) ("2" (grind))))))
("2"
(skosimp)
(skosimp)
(opy -2)
(hide -1)
(rewrite perm_re -2)
(("1"
(inst? -1)
(prop)
(lemma perm_del2)
(inst -1 "l2!1" "ons2_var!1" "ons1_var!1")
(grind)
(reveal -3)
(rewrite perm_not -1))
("2" (rewrite perm_not -2))))))
perm_ommutativity
(""
(indut l1)
(("1"
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(indut l2)
(skosimp)
(rewrite perm_empty1)
(rewrite perm_not)
(grind))
("2"
(skosimp)
(skosimp)
(iff)
(split)
(("1"
(flatten)
(lemma perm_ommut)
(inst -1 "ons(ons1_var!1, ons2_var!1)" "l2!1")
(grind))
("2"
(flatten)
(lemma perm_ommut)
(inst -1 "l2!1" "ons(ons1_var!1, ons2_var!1)")
(grind))))))
perm_lemma2
(""
(indut l)
(("1" (grind))
("2"
(skosimp)
(skosimp)
(ase "x!1 = ons1_var!1")
(("1" (replae -1) (rewrite del_eq) (rewrite perm_reflexive))
("2"
(expand member -2)
(prop)
(inst? -2)
(prop)
(rewrite del_diff)
(use perm_lemma1 ("x" "ons1_var!1"))
(replae -1 -2)
(ase "perm(ons(ons1_var!1, ons(x!1, del(x!1, ons2_var!1))),
ons(x!1, ons(ons1_var!1, del(x!1, ons2_var!1))))")
(("1"
(rewrite perm_ommutativity -1)
(use perm_transitivity
("l"
"ons(x!1, ons(ons1_var!1, del(x!1, ons2_var!1)))"
"l1"
"ons(ons1_var!1, ons(x!1, del(x!1, ons2_var!1)))"
"l2"
"ons(ons1_var!1, ons2_var!1)"))
(prop))
("2"
(rewrite perm_re 1)
(("1"
(rewrite del_diff 1)
(rewrite del_eq 1)
(rewrite perm_reflexive 1))
("2" (grind))))))))))
perm_append
(""
(indut l)
(("1"
(indut l1)
(("1" (skosimp) (expand append) (rewrite perm_reflexive 1))
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("2" (skosimp) (skosimp) (rewrite perm_empty1 -2))))
("2"
(skosimp)
(skosimp)
(expand append 1 1)
(opy -2)
(hide -1)
(rewrite perm_re)
(("1"
(rewrite perm_re)
(("1"
(inst -1 "del(ons1_var!1, l1!1)" "l2!1")
(prop)
(lemma del_append)
(inst -1 "l1!1" "l2!1" "ons1_var!1")
(prop)
(("1" (replae -1 1) (propax))
("2" (reveal -3) (rewrite perm_not -1))))
("2"
(reveal -1)
(rewrite perm_not -1)
(lemma member_append)
(inst -1 "l1!1" "l2!1" "ons1_var!1")
(grind))))
("2" (rewrite perm_not -2))))))
perm_append1
(""
(indut l1)
(("1" (grind) (rewrite perm_reflexive))
("2"
(skosimp)
(skosimp)
(inst -1 "l2!1" " x!1")
(lemma perm_lemma1)
(inst -1 "append(ons(x!1, ons2_var!1), l2!1)"
"append(ons2_var!1, ons(x!1, l2!1))" "ons1_var!1")
(replae -1 -2)
(hide -1)
(rewrite append_lemma -1)
(rewrite append_lemma -1)
(ase "perm(ons(ons1_var!1, ons(x!1, ons2_var!1)),
ons(x!1, ons(ons1_var!1, ons2_var!1)))")
(("1"
(lemma perm_append)
(inst -1 "ons(ons1_var!1, ons(x!1, ons2_var!1))"
"ons(x!1, ons(ons1_var!1, ons2_var!1))" "l2!1")
(prop)
(rewrite perm_ommutativity -1)
(lemma perm_transitivity)
(inst -1 "append(ons(x!1, ons(ons1_var!1, ons2_var!1)), l2!1)"
"append(ons(ons1_var!1, ons(x!1, ons2_var!1)), l2!1)"
"append(ons(ons1_var!1, ons2_var!1), ons(x!1, l2!1))")
(prop))
("2"
(rewrite perm_re 1)
(("1"
(ase "x!1=ons1_var!1")
(("1" (replae -1) (propax))
("2"
(rewrite del_diff)
(rewrite del_eq)
(rewrite perm_reflexive))))
("2" (grind))))))))
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part_member: lemma member(x, l2) ∧ part(l1, l2, l3) ⇒ member(x, l3)
part_lemma1: lemma
member(x, l2) ⇒ (part(l1, l2, l3) ⇒ part(l1, del(x, l2), del(x, l3)))
perm_part_null1: lemma part(null, l1, l2) = perm(l1, l2)
perm_part_null2: lemma part(l1, null, l2) = perm(l1, l2)
part_null: lemma part(l1, l2, null) ⇒ l1 = null ∧ l2 = null
perm_part_append: lemma part(l1, l2, l) ⇒ perm(l, append(l1, l2))
perm_part: lemma
perm(l1, l2) ∧ perm(l3, l4) ∧ part(l1, l3, l) ⇒ part(l2, l4, l)
Fig. C.4  Lemmes de part
perm_append2
(""
(indut l1)
(("1"
(skosimp)
(grind)
(rewrite append_null)
(rewrite perm_reflexive))
("2"
(skosimp)
(skosimp)
(expand append 1 1)
(inst -1 "l2!1")
(lemma perm_ommut)
(inst -1 "append(ons2_var!1, l2!1)" "append(l2!1, ons2_var!1)")
(prop)
(use perm_lemma1 ("x" "ons1_var!1"))
(replae -1 -2)
(hide -1 -3)
(rewrite append_lemma -1)
(rewrite perm_ommutativity -1)
(lemma perm_append1)
(inst -1 "l2!1" "ons2_var!1" "ons1_var!1")
(lemma perm_transitivity)
(inst -1 "ons(ons1_var!1, append(ons2_var!1, l2!1))"
"append(ons(ons1_var!1, l2!1), ons2_var!1)"
"append(l2!1, ons(ons1_var!1, ons2_var!1))")
(prop))))
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Les preuves qui suivent se rapportent aux lemmes de la Figure C.4.
part_member
(""
(indut l3)
(("1"
(indut l2)
(("1" (skosimp)) ("2" (skosimp) (skosimp) (rewrite part_false2))))
("2"
(skosimp)
(skosimp)
(ase "x!1=ons1_var!1")
(("1" (grind))
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("2"
(ase "member(ons1_var!1, l1!1) OR member(ons1_var!1, l2!1)")
(("1"
(split)
(("1"
(rewrite part_re1)
(inst -2 "del(ons1_var!1, l1!1)" "l2!1" "x!1")
(prop)
(grind))
("2"
(rewrite part_re2)
(inst -2 "l1!1" "del(ons1_var!1, l2!1)" "x!1")
(grind)
(rewrite del_member))))
("2" (flatten) (rewrite part_false3))))))))
part_lemma1
(""
(indut l3)
(("1"
(indut l2)
(("1" (skosimp) (grind))
("2" (skosimp) (skosimp) (rewrite part_false2))))
("2"
(skosimp)
(skosimp)
(ase "x!1=ons1_var!1")
(("1" (rewrite del_eq) (replae -1) (rewrite part_re2))
("2"
(rewrite del_diff)
(opy -3)
(hide -1)
(ase "member(ons1_var!1, l2!1) OR member(ons1_var!1, l1!1)")
(("1"
(split)
(("1"
(rewrite part_re2)
(rewrite part_re2)
(("1"
(rewrite del_lemma)
(inst? -2)
(split)
(("1" (propax)) ("2" (propax)) ("3" (rewrite del_member))))
("2" (rewrite del_member))))
("2"
(rewrite part_re1)
(rewrite part_re1)
(inst? -2)
(split)
(("1" (propax)) ("2" (propax)) ("3" (propax))))))
("2" (rewrite part_false3 -3))))))))
perm_part_null1
(""
(indut l2)
(("1"
(indut l1)
(("1" (rewrite part_empty) (rewrite perm_empty2))
("2" (skosimp) (rewrite part_false2) (rewrite perm_not) (grind))))
("2"
(skosimp)
(skosimp)
(ase "member(ons1_var!1, l1!1)")
(("1"
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(rewrite part_re2)
(inst? -2)
(replae -2)
(rewrite perm_del2))
("2"
(rewrite part_false3)
(("1" (rewrite perm_ommutativity) (rewrite perm_not))
("2" (grind))))))))
perm_part_null2
(""
(indut l2)
(("1"
(indut l1)
(("1" (rewrite part_empty) (rewrite perm_empty2))
("2" (skosimp) (rewrite part_false1) (rewrite perm_not) (grind))))
("2"
(skosimp)
(skosimp)
(ase "member(ons1_var!1, l1!1)")
(("1"
(rewrite part_re1)
(rewrite perm_ommutativity)
(rewrite perm_re)
(inst? -2)
(rewrite perm_ommutativity))
("2"
(rewrite part_false3)
(("1" (rewrite perm_ommutativity) (rewrite perm_not))
("2" (grind))))))))
part_null
(""
(skosimp)
(split)
(("1"
(ase "null?(l1!1) OR ons?(l1!1)")
(("1"
(split)
(("1" (grind))
("2"
(ase "l1!1=ons(ar(l1!1), dr(l1!1))")
(("1" (replae -1) (rewrite part_false1))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
("2"
(ase "null?(l2!1) OR ons?(l2!1)")
(("1"
(split)
(("1" (grind))
("2"
(ase "l2!1=ons(ar(l2!1), dr(l2!1))")
(("1" (replae -1) (rewrite part_false2))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))))
perm_part_append
(""
(measure-indut+ "length(l)" ("l"))
(skosimp)
(ase "null?(x!1) OR ons?(x!1)")
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(("1"
(split)
(("1"
(ase "x!1 = null")
(("1"
(replae -1)
(use part_null)
(prop)
(replae -1)
(replae -2)
(grind)
(rewrite perm_reflexive))
("2" (grind))))
("2"
(ase "(exists (x:nat),(l:lists):x!1=ons(x,l))")
(("1"
(skosimp)
(replae -1)
(hide -1 -2)
(ase "member(x!2, l1!1)")
(("1"
(rewrite part_re1 -3)
(inst -2 "l!1" "del(x!2, l1!1)" "l2!1")
(prop)
(("1"
(use perm_lemma1 ("x" "x!2"))
(replae -1 -2)
(use perm_lemma2)
(prop)
(use perm_append
("l"
"ons(x!2, del(x!2, l1!1))"
"l1"
"l1!1"
"l2"
"l2!1"))
(prop)
(rewrite append_lemma -3)
(use perm_transitivity
("l"
"ons(x!2, l!1)"
"l1"
"append(ons(x!2, del(x!2, l1!1)), l2!1)"
"l2"
"append(l1!1, l2!1)"))
(prop))
("2" (grind))))
("2"
(ase "member(x!2, l2!1)")
(("1"
(rewrite part_re2 -3)
(inst -2 "l!1" "l1!1" "del(x!2, l2!1)")
(prop)
(("1"
(use perm_append2)
(use perm_transitivity
("l"
"l!1"
"l1"
"append(l1!1, del(x!2, l2!1))"
"l2"
"append(del(x!2, l2!1), l1!1)"))
(prop)
(use perm_lemma1
("x"
"x!2"
"l1"
"l!1"
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"l2"
"append(del(x!2, l2!1), l1!1)"))
(replae -1 -2)
(rewrite append_lemma -2)
(hide -1 -3 -5 -6)
(use perm_lemma2)
(prop)
(("1"
(use perm_append
("l"
"ons(x!2, del(x!2, l2!1))"
"l1"
"l2!1"
"l2"
"l1!1"))
(prop)
(use perm_transitivity
("l"
"ons(x!2, l!1)"
"l1"
"append(ons(x!2, del(x!2, l2!1)), l1!1)"
"l2"
"append(l2!1, l1!1)"))
(prop)
(use perm_append2)
(use perm_transitivity
("l"
"ons(x!2, l!1)"
"l1"
"append(l2!1, l1!1)"
"l2"
"append(l1!1, l2!1)"))
(prop))
("2" (reveal -4) (propax))))
("2" (grind))))
("2" (rewrite part_false3))))))
("2" (inst 1 "ar(x!1)" "dr(x!1)") (apply-extensionality))))))
("2" (grind))))
perm_part
(""
(indut l)
(("1"
(indut l1)
(("1"
(indut l3)
(("1"
(indut l2)
(("1"
(indut l4)
(("1" (grind)) ("2" (skosimp) (rewrite perm_empty1))))
("2" (skosimp) (skosimp) (rewrite perm_empty1))))
("2" (skosimp) (skosimp) (rewrite part_false2))))
("2" (skosimp) (skosimp) (rewrite part_false1))))
("2"
(skosimp)
(indut l1)
(("1"
(indut l3)
(("1"
(skosimp)
(rewrite part_false3)
(("1" (grind)) ("2" (grind))))
("2"
(skosimp)
(skosimp)
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(ase "member(ons1_var!1, l4!1)")
(("1"
(use perm_part_null1 ("l1" "ons(ons1_var!2, ons2_var!2)"))
(replae -1 -6)
(rewrite perm_ommutativity -6)
(use perm_transitivity
("l"
"ons(ons1_var!1, ons2_var!1)"
"l1"
"ons(ons1_var!2, ons2_var!2)"
"l2"
"l4!1"))
(prop)
(ase "l2!1 = null")
(("1"
(replae -1)
(lemma perm_part_null1)
(inst -1 "l4!1" "ons(ons1_var!1, ons2_var!1)")
(rewrite perm_ommutativity -3)
(grind))
("2" (use perm_null ("l" "l2!1")) (prop))))
("2"
(rewrite perm_part_null1 -4)
(rewrite perm_ommutativity -4)
(use perm_transitivity
("l"
"ons(ons1_var!1, ons2_var!1)"
"l1"
"ons(ons1_var!2, ons2_var!2)"
"l2"
"l4!1"))
(prop)
(use perm_not
("x" "ons1_var!1" "l2" "l4!1" "l1" "ons2_var!1"))
(grind))))))
("2"
(skosimp)
(skosimp)
(hide -1)
(ase "member(ons1_var!1, ons(ons1_var!2, ons2_var!2))")
(("1"
(rewrite part_re1 -4)
(lemma perm_del)
(inst -1 "ons(ons1_var!2, ons2_var!2)" "l2!1" "ons1_var!1")
(prop)
(lemma perm_lemma3)
(inst -1 "ons(ons1_var!2, ons2_var!2)" "l2!1" "ons1_var!1")
(prop)
(rewrite part_re1 1)
(inst -7 "del(ons1_var!1, ons(ons1_var!2, ons2_var!2))"
"del(ons1_var!1, l2!1)" "l3!1" "l4!1")
(prop))
("2"
(ase "member(ons1_var!1, l3!1)")
(("1"
(rewrite part_re2 -4)
(lemma perm_del)
(inst -1 "l3!1" "l4!1" "ons1_var!1")
(prop)
(lemma perm_lemma3)
(inst -1 "l3!1" "l4!1" "ons1_var!1")
(prop)
(rewrite part_re2 2)
(inst -7 "ons(ons1_var!2, ons2_var!2)" "l2!1"
"del(ons1_var!1, l3!1)" "del(ons1_var!1, l4!1)")
(prop))
("2" (rewrite part_false3 -3))))))))))
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split_lemma: lemma part(splitl(l), split(l), l)
split_length1: lemma length(l) ≤ 1 ⇒ length(split(l)) = 0
split_length: lemma length(l) > 1 ⇒ length(split(l)) < length(l)
splitl_length1: lemma length(l) ≤ 1 ⇒ length(splitl(l)) = length(l)
splitl_length: lemma length(l) > 1 ⇒ length(splitl(l)) < length(l)
Fig. C.5  Lemmes de split
C.3.5 split
Les preuves qui suivent se rapportent aux lemmes de la Figure C.5.
split_lemma
(""
(measure-indut+ "length(l)" ("l"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1 = null")
(("1"
(replae -1 1)
(rewrite splitl_empty)
(rewrite split_empty)
(rewrite part_empty))
("2" (assert))))
("2"
(ase "(exists (:nat), (l:lists) : x!1 = ons(, l))")
(("1"
(skosimp)
(replae -1 1)
(ase "null?(l!1) OR ons?(l!1)")
(("1"
(split)
(("1"
(ase "l!1 = null")
(("1"
(replae -1 1)
(rewrite splitl_un)
(rewrite split_un)
(rewrite part_re1)
(("1" (rewrite del_eq) (rewrite part_empty))
("2" (grind))))
("2" (grind))))
("2"
(ase "(exists (:nat),(l:lists) : l!1 = ons(,l))")
(("1"
(skosimp)
(replae -1)
(rewrite splitl_re)
(rewrite split_re)
(rewrite part_re1)
(("1"
(rewrite del_eq)
(rewrite part_re2)
(("1" (rewrite del_eq) (inst? -5) (grind))
("2" (grind))))
("2" (grind))))
("2"
(inst 1 "ar(l!1)" "dr(l!1)")
(apply-extensionality 1))))))
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("2" (assert) (grind))))
("2" (inst 1 "ar(x!1)" "dr(x!1)") (apply-extensionality 1))))))
("2" (grind))))
split_length1
(""
(indut l)
(("1" (flatten) (rewrite split_empty) (grind))
("2"
(skosimp)
(ase "null?(ons2_var!1) OR ons?(ons2_var!1)")
(("1"
(split)
(("1"
(ase "ons2_var!1=null")
(("1" (replae -1) (rewrite split_un) (grind)) ("2" (grind))))
("2"
(ase "ons2_var!1=ons(ar(ons2_var!1), dr(ons2_var!1))")
(("1" (replae -1) (grind)) ("2" (apply-extensionality 1))
("3" (propax))))))
("2" (grind))))))
split_length
(""
(measure-indut+ "length(l)" ("l"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1" (ase "x!1=null") (("1" (replae -1) (grind)) ("2" (grind))))
("2"
(ase "x!1=ons(ar(x!1), dr(x!1))")
(("1"
(replae -1)
(name "l" "dr(x!1)")
(replae -1)
(ase "null?(l) OR ons?(l)")
(("1"
(split)
(("1"
(ase "l=null")
(("1" (replae -1) (grind)) ("2" (grind))))
("2"
(ase "l=ons(ar(l), dr(l))")
(("1"
(replae -1)
(rewrite split_re)
(inst? -6)
(("1"
(prop)
(("1" (grind))
("2"
(ase "length(dr(l)) <= 1")
(("1"
(lemma split_length1)
(inst -1 "dr(l)")
(("1" (grind)) ("2" (grind))))
("2" (grind))))
("3" (grind))))
("2" (typepred l) (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
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splitl_length1
(""
(indut l)
(("1" (flatten) (rewrite splitl_empty))
("2"
(skosimp)
(ase "null?(ons2_var!1) OR ons?(ons2_var!1)")
(("1"
(split)
(("1"
(ase "ons2_var!1=null")
(("1" (replae -1) (rewrite splitl_un)) ("2" (grind))))
("2"
(ase "ons2_var!1=ons(ar(ons2_var!1), dr(ons2_var!1))")
(("1" (replae -1) (grind)) ("2" (apply-extensionality 1))
("3" (propax))))))
("2" (grind))))))
splitl_length
(""
(measure-indut+ "length(l)" ("l"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1=null")
(("1" (replae -1) (rewrite splitl_empty) (grind)) ("2" (grind))))
("2"
(ase "x!1=ons(ar(x!1), dr(x!1))")
(("1"
(replae -1)
(name "l" "dr(x!1)")
(replae -1)
(ase "null?(l) OR ons?(l)")
(("1"
(split)
(("1"
(ase "l=null")
(("1" (replae -1) (rewrite splitl_un) (grind))
("2" (grind))))
("2"
(ase "l=ons(ar(l),dr(l))")
(("1"
(replae -1)
(rewrite splitl_re)
(inst? -6)
(("1"
(prop)
(("1" (grind))
("2"
(ase "length(dr(l)) <= 1")
(("1"
(lemma splitl_length1)
(inst -1 "dr(l)")
(("1" (grind)) ("2" (grind))))
("2" (grind))))
("3" (grind))))
("2" (typepred l) (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
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merge_lemma: lemma perm(merge(l1, l2), append(l1, l2))
lemma_sorted1: lemma sorted(ons(x, l)) ⇒ sorted(l)
lemma_sorted2: lemma
sorted(ons(x, ons(y, l))) ⇒ x ≤ y ∧ sorted(ons(y, l))
lemma_sorted3: lemma sorted(ons(x, ons(y, l))) ⇒ sorted(ons(x, l))
lemma_sorted4: lemma sorted(ons(x, l)) ∧ member(y, l) ⇒ x ≤ y
merge_member: lemma
merge(l1, l2) = ons(x, l3) ⇒ member(x, l1) ∨ member(x, l2)
merge_sorted: lemma sorted(l1) ∧ sorted(l2) ⇒ sorted(merge(l1, l2))
Fig. C.6  Lemmes de merge et sorted
C.3.6 merge
Les preuves qui suivent se rapportent aux lemmes de la Figure C.6.
merge_lemma
(""
(measure-indut+ "length(l1) + length(l2)" ("l1" "l2"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1 = null")
(("1"
(replae -1 1)
(rewrite merge_empty1)
(expand append)
(rewrite perm_reflexive))
("2" (grind))))
("2"
(ase "(exists (:nat),(l:lists):x!1=ons(,l))")
(("1"
(skosimp)
(replae -1 1)
(ase "null?(x!2) OR ons?(x!2)")
(("1"
(split)
(("1"
(ase "x!2 = null")
(("1"
(replae -1 1)
(rewrite merge_empty2)
(rewrite append_null)
(rewrite perm_reflexive))
("2" (grind))))
("2"
(ase "(exists (:nat),(l:lists):x!2=ons(,l))")
(("1"
(skosimp)
(replae -1 1)
(ase "!1 <= !2")
(("1"
(rewrite merge_inf)
(expand append 1)
(use perm_lemma1)
(replae -1 1 :dir rl)
(inst -7 "l!1" "ons(!2, l!2)")
(grind))
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("2"
(hide -1 -2 -3 -4 1)
(inst -1 "ons(!1, l!1)" "l!2")
(split)
(("1"
(use perm_append2)
(lemma perm_transitivity)
(inst -1 "merge(ons(!1, l!1), l!2)"
"append(ons(!1, l!1), l!2)"
"append(l!2, ons(!1, l!1))")
(prop)
(use perm_lemma1
("x"
"!2"
"l1"
"merge(ons(!1, l!1), l!2)"
"l2"
"append(l!2, ons(!1, l!1))"))
(replae -1 -2)
(ase "ons(!2, append(l!2, ons(!1, l!1))) = append(ons(!2, l!2), ons(!1, l!1))")
(("1"
(replae -1 -3)
(lemma perm_append2)
(inst -1 "ons(!2, l!2)" "ons(!1, l!1)")
(use perm_transitivity
("l"
"ons(!2, merge(ons(!1, l!1), l!2))"
"l1"
"append(ons(!2, l!2), ons(!1, l!1))"
"l2"
"append(ons(!1, l!1), ons(!2, l!2))"))
(prop)
(reveal 1)
(rewrite merge_sup))
("2" (expand append 1 2) (propax))))
("2" (reveal -2 -4) (grind))))))
("2"
(inst 1 "ar(x!2)" "dr(x!2)")
(("1"
(grind)
(apply-extensionality 1)
(typepred "x!2")
(grind))
("2" (typepred "x!2") (grind))
("3" (typepred "x!2") (grind))))))))
("2" (grind))))
("2"
(inst 1 "ar(x!1)" "dr(x!1)")
(("1"
(apply-extensionality 1)
(("1" (typepred "x!1") (grind))
("2" (typepred "x!1") (grind))))
("2" (typepred "x!1") (grind))
("3" (typepred "x!1") (grind))))))))
("2" (grind))))
lemma_sorted1
(""
(indut "l")
(("1" (grind) (rewrite "sorted_empty"))
("2"
(skolem!)
(grind)
(use "exluded_middle" ("A" "x!1 <= ons1_var!1"))
(split -1)
(("1" (rewrite "sorted_le")) ("2" (rewrite "sorted_gt"))))))
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lemma_sorted2
(""
(indut "l")
(("1"
(skolem 1 ("x" "y"))
(flatten)
(use "exluded_middle" ("A" "x <= y"))
(split -1)
(("1" (rewrite "sorted_le") (assert)) ("2" (rewrite "sorted_gt"))))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(use "exluded_middle" ("A" "x!1 <= y!1"))
(split -1)
(("1" (rewrite "sorted_le") (prop)) ("2" (rewrite "sorted_gt"))))))
lemma_sorted3
(""
(indut "l")
(("1" (skolem!) (rewrite "sorted_one"))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(ase "x!1 <= ons1_var!1")
(("1"
(rewrite "sorted_le" 1)
(use "lemma_sorted1")
(assert)
(use "lemma_sorted1")
(assert))
("2"
(use "lemma_sorted2")
(prop)
(use "lemma_sorted2")
(assert))))))
lemma_sorted4
(""
(indut "l")
(("1" (grind))
("2"
(skolem!)
(flatten)
(skolem!)
(flatten)
(use "exluded_middle" ("A" "y!1 = ons1_var!1"))
(split -1)
(("1" (use "lemma_sorted2") (assert))
("2"
(rewrite "member")
(split -3)
(("1" (propax))
("2" (use "lemma_sorted3") (assert) (inst? -3) (assert))))))))
merge_member
(""
(indut l1)
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(("1" (skosimp) (rewrite merge_empty1) (replae -1) (grind))
("2"
(skosimp)
(indut l2)
(("1" (skosimp) (rewrite merge_empty2) (replae -1) (grind))
("2"
(skosimp)
(skosimp)
(ase "ons1_var!1 <= ons1_var!2")
(("1"
(rewrite merge_inf)
(ase "ons1_var!1=x!1")
(("1" (replae -1) (grind)) ("2" (deompose-equality -3))))
("2"
(rewrite merge_sup)
(deompose-equality -2)
(replae -1)
(grind))))))))
merge_sorted
(""
(measure-indut+ "length(l1) + length(l2)" ("l1" "l2"))
(ase "null?(x!1) or ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1=null")
(("1" (replae -1) (rewrite merge_empty1)) ("2" (grind))))
("2"
(ase "x!1=ons(ar(x!1), dr(x!1))")
(("1"
(replae -1)
(ase "null?(x!2) or ons?(x!2)")
(("1"
(split)
(("1"
(ase "x!2=null")
(("1" (replae -1) (rewrite merge_empty2)) ("2" (grind))))
("2"
(ase "x!2=ons(ar(x!2), dr(x!2))")
(("1"
(replae -1)
(name "1" "ar(x!1)")
(replae -1)
(name "2" "ar(x!2)")
(replae -1)
(ase "1 <= 2 OR 1 > 2")
(("1"
(split)
(("1"
(rewrite merge_inf)
(("1"
(hide -2 -3 -4 -5 -6 -7)
(inst -2 "dr(x!1)" "ons(2, dr(x!2))")
(("1"
(prop)
(("1"
(name "lm"
"merge(dr(x!1), ons(2, dr(x!2)))")
(("1"
(replae -1)
(ase "null?(lm) OR ons?(lm)")
(("1"
(split)
(("1"
(ase "lm=null")
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(("1"
(replae -1)
(rewrite sorted_one)
(reveal -2 -3 -4 -5 -6 -7)
(replae -2 :dir rl)
(typepred "x!1")
(grind))
("2" (grind))))
("2"
(ase "lm=ons(ar(lm), dr(lm))")
(("1"
(replae -1)
(use merge_member)
(("1"
(prop)
(("1"
(lemma lemma_sorted4)
(inst -1 "dr(x!1)" "1" "ar(lm)")
(("1"
(prop)
(rewrite sorted_le 1)
(reveal -4 -5 -6 -7 -8 -9)
(replae -2 :dir rl)
(hide 2)
(typepred "x!1")
(grind))
("2" (grind))
("3"
(reveal -4 -5 -6 -7 -8)
(replae -2 :dir rl)
(hide 2)
(typepred "x!1")
(grind))
("4"
(reveal -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))
("5"
(reveal -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))))
("2"
(lemma lemma_sorted4)
(reveal -4 -5 -6 -7 -8 -9)
(ase "ar(lm)=2")
(("1"
(replae -1)
(rewrite sorted_le)
(replae -2 :dir rl)
(typepred "x!1")
(grind))
("2"
(expand member -8)
(prop)
(inst
-8
"dr(x!2)"
"2"
"ar(lm)")
(("1"
(prop)
(rewrite sorted_le)
(replae -3 :dir rl)
(typepred "x!1")
(grind))
("2" (grind))
("3"
(reveal -4)
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(replae -1 :dir rl)
(typepred "x!2")
(grind))
("4"
(reveal -4)
(typepred "x!2")
(grind))
("5"
(typepred "x!2")
(grind))))))))
("2"
(reveal -3 -4 -5 -6 -7 -8)
(grind))
("3"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!2")
(grind))
("4"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))
("5"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))))
("2" (apply-extensionality 1))
("3" (propax))))))
("2" (grind))))
("2"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))))
("2"
(use lemma_sorted1)
(("1" (prop))
("2"
(reveal -3 -4 -5 -6 -7 -8)
(replae -2 :dir rl)
(typepred "x!1")
(grind))
("3"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))
("4"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))))
("3" (grind))))
("2"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!2")
(grind))
("3"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))
("4"
(reveal -3 -4 -5 -6 -7 -8)
(typepred "x!1")
(grind))))
("2" (replae -2 :dir rl) (typepred "x!2") (grind))
("3" (replae -3 :dir rl) (typepred "x!1") (grind))
("4" (typepred "x!2") (grind))
("5" (typepred "x!1") (grind))))
("2"
(rewrite merge_sup)
(("1"
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(inst? -8)
(("1"
(prop)
(("1"
(name "lm"
"merge(ons(1, dr(x!1)), dr(x!2))")
(("1"
(replae -1)
(ase "null?(lm) OR ons?(lm)")
(("1"
(split)
(("1"
(ase "lm=null")
(("1"
(replae -1)
(rewrite sorted_one)
(replae -6 :dir rl)
(typepred "x!2")
(grind))
("2" (grind))))
("2"
(ase "lm=ons(ar(lm), dr(lm))")
(("1"
(replae -1)
(use merge_member)
(("1"
(split)
(("1"
(ase "ar(lm)=1")
(("1"
(replae -1)
(lemma sorted_le)
(inst -1 "dr(lm)" "2" "1")
(("1"
(prop)
(("1"
(replae -1 -7 :dir rl)
(propax))
("2" (grind))))
("2"
(replae -9 :dir rl)
(typepred "x!1")
(grind))
("3"
(replae -8 :dir rl)
(typepred "x!2")
(grind))
("4" (grind))))
("2"
(expand member -1)
(split)
(("1" (propax))
("2"
(lemma lemma_sorted4)
(inst
-1
"dr(x!1)"
"1"
"ar(lm)")
(("1"
(prop)
(lemma sorted_le)
(inst
-1
"dr(lm)"
"2"
"ar(lm)")
(("1"
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(prop)
(("1"
(replae -1 :dir rl)
(propax))
("2" (hide 3) (grind))))
("2"
(replae -8 :dir rl)
(typepred "x!2")
(grind))
("3" (grind))))
("2" (grind))
("3"
(replae -8 :dir rl)
(typepred "x!1")
(grind))
("4" (typepred "x!1") (grind))
("5"
(typepred "x!1")
(grind))))))))
("2"
(lemma lemma_sorted4)
(inst -1 "dr(x!2)" "2" "ar(lm)")
(("1"
(prop)
(rewrite sorted_le)
(replae -8 :dir rl)
(typepred "x!2")
(grind))
("2" (grind))
("3"
(replae -7 :dir rl)
(typepred "x!2")
(grind))
("4" (typepred "x!2") (grind))
("5" (typepred "x!2") (grind))))
("3" (propax))))
("2" (grind))
("3" (typepred "x!2") (grind))
("4" (typepred "x!2") (grind))
("5" (typepred "x!1") (grind))))
("2" (apply-extensionality 1))
("3" (propax))))))
("2" (grind))))
("2" (typepred "x!2") (grind))))
("2"
(lemma lemma_sorted1)
(inst -1 "dr(x!2)" "2")
(("1" (prop))
("2"
(replae -2 :dir rl)
(typepred "x!2")
(grind))
("3" (typepred "x!2") (grind))
("4" (typepred "x!2") (grind))))
("3" (grind))))
("2" (typepred "x!2") (grind))
("3" (typepred "x!2") (grind))
("4" (typepred "x!1") (grind))
("5" (typepred "x!1") (grind))
("6"
(replae -3 :dir rl)
(typepred "x!1")
(grind))))
("2" (replae -2 :dir rl) (typepred "x!2") (grind))
("3" (replae -3 :dir rl) (typepred "x!1") (grind))
("4" (typepred "x!2") (grind))
("5" (typepred "x!1") (grind))))))
("2" (grind)) ("3" (flatten) (typepred "x!2") (grind))
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mergesort_perm: lemma perm(l, mergesort(l))
mergesort_sorted: lemma sorted(mergesort(l))
Fig. C.7  Propriétés de mergesort
("4" (typepred "x!1") (grind))
("5" (typepred "x!2") (grind))
("6" (typepred "x!1") (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
C.3.7 mergesort
Les preuves qui suivent se rapportent aux lemmes de la Figure C.7.
mergesort_perm
(""
(measure-indut+ "length(l)" ("l"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1 = null")
(("1"
(replae -1)
(rewrite mergesort_empty)
(rewrite perm_reflexive))
("2" (grind))))
("2"
(ase "(exists (x:nat),(l:lists):x!1=ons(x,l))")
(("1"
(skosimp)
(replae -1)
(hide -1)
(hide -1)
(ase "null?(l!1) OR ons?(l!1)")
(("1"
(split)
(("1"
(ase "l!1 = null")
(("1"
(replae -1)
(rewrite mergesort_un)
(rewrite perm_reflexive))
("2" (grind))))
("2"
(rewrite mergesort_re)
(use merge_lemma)
(opy -3)
(inst -1 "splitl(ons(x!2, l!1))")
(prop)
(("1"
(inst -4 "split(ons(x!2, l!1))")
(prop)
(("1"
(use split_lemma ("l" "ons(x!2, l!1)"))
(use perm_part
("l3"
"split(ons(x!2, l!1))"
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"l4"
"mergesort(split(ons(x!2, l!1)))"
"l1"
"splitl(ons(x!2, l!1))"
"l2"
"mergesort(splitl(ons(x!2, l!1)))"
"l"
"ons(x!2, l!1)"))
(prop)
(use perm_part_append
("l1"
"mergesort(splitl(ons(x!2, l!1)))"
"l2"
"mergesort(split(ons(x!2, l!1)))"
"l"
"ons(x!2, l!1)"))
(prop)
(rewrite perm_ommutativity -6)
(use perm_transitivity
("l"
"ons(x!2, l!1)"
"l1"
"append(mergesort(splitl(ons(x!2, l!1))), mergesort(split(ons(x!2, l!1))))"
"l2"
"merge(mergesort(splitl(ons(x!2, l!1))), mergesort(split(ons(x!2, l!1))))"))
(prop))
("2" (rewrite split_length) (grind))))
("2" (rewrite splitl_length) (grind))))))
("2" (grind))))
("2" (inst 1 "ar(x!1)" "dr(x!1)") (apply-extensionality))))))
("2" (grind))))
mergesort_sorted
(""
(measure-indut+ "length(l)" ("l"))
(ase "null?(x!1) OR ons?(x!1)")
(("1"
(split)
(("1"
(ase "x!1=null")
(("1"
(replae -1)
(rewrite mergesort_empty)
(rewrite sorted_empty))
("2" (grind))))
("2"
(ase "x!1=ons(ar(x!1), dr(x!1))")
(("1"
(replae -1)
(name "l" "dr(x!1)")
(replae -1)
(ase "null?(l) OR ons?(l)")
(("1"
(split)
(("1"
(ase "l=null")
(("1"
(replae -1)
(rewrite mergesort_un)
(rewrite sorted_one))
("2" (grind))))
("2"
(ase "l=ons(ar(l), dr(l))")
(("1"
(replae -1)
(rewrite mergesort_re)
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(opy -6)
(inst? -1)
(("1"
(use splitl_length)
(prop)
(("1"
(inst -8
"split(ons(ar(x!1), ons(ar(l), dr(l))))")
(("1"
(lemma split_length)
(inst -1 "x!1")
(prop)
(("1"
(use merge_sorted)
(("1" (prop)) ("2" (typepred l) (grind))
("3" (grind))))
("2" (grind)) ("3" (grind)) ("4" (grind))))
("2" (grind)) ("3" (grind))))
("2" (grind)) ("3" (grind)) ("4" (grind))))
("2" (grind)) ("3" (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
("2" (apply-extensionality 1)) ("3" (propax))))))
("2" (grind))))
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