Abstract. In this article we establish a version of Koszul duality for filtered rings arising from p-adic Lie groups. Our precise setup is the following. We let G be a uniform pro-p group and consider its completed group algebra Ω = k[ [G]] with coefficients in a finite field k of characteristic p. It is known that Ω carries a natural filtration and grΩ = S(g) where g is the (abelian) Lie algebra of G over k. One of our main results in this paper is that the Koszul dual grΩ ! = g ∨ can be promoted to an A∞-algebra in such a way that the derived category of pseudocompact Ω-modules D(Ω) becomes equivalent to the derived category of strictly unital A∞-modules D∞( g ∨ ). In the case where G is an abelian group we prove that the A∞-structure is trivial and deduce an equivalence between D(Ω) and the derived category of differential graded modules over g ∨ which generalizes a result of Schneider for Zp.
Introduction
Classical Koszul duality is a derived equivalence between modules over the symmetric algebra S(V ) and modules over the exterior algebra V ∨ . Here V is a finite-dimensional vector space over a field k, and V ∨ = Hom k (V, k) is its dual space. More precisely one considers the category of finitely generated graded left modules over S(V ) and its bounded derived category D b (S(V )). Similarly for the exterior algebra. Then Koszul duality gives an equivalence of triangulated categories
where 
Here, as in the classical case, we are deriving the categories of finitely generated graded modules.
There have been several attempts to extend Koszul duality to filtered algebras, notably the works [Pos93, Flo06] of Fløystad and Positselski which share some important features with the main results of this paper. Given a Koszul algebra A as above, Positselski considers filtered rings U with gr(U ) ≃ A and shows that this amounts to promoting A ! to a "curved" differential graded algebra (DGA). When U is furthermore augmented A ! is an actual DGA. (This is our main case of interest so we will not recall here what it means to be curved.) Fløystad took this further and constructed a pair of adjoint functors between homotopy categories K(U ) ⇄ K(A ! , d). He showed they descend to an equivalenceD(U )
Let us state our main results precisely. Let G be a p-adic Lie group which is torsionfree 1 and pro-p.
Let Ω = k[ [G] ] be its completed group ring over a finite field k of characteristic p, and consider the derived category D(Ω) of the category of pseudocompact left Ω-modules.
Theorem 1.1. The (opposite) Yoneda algebra Ω ! := Ext * Ω (k, k) op has an A ∞ -algebra structure, defined uniquely up to A ∞ -isomorphism, for which there is an equivalence of triangulated categories
where the target is the derived category of strictly unital left A ∞ -modules over Ω ! .
When G is a uniform pro-p group (see the discussion after corollary 8.3) one can compute Ω ! using
Lazard's calculation of the mod p cohomology ring of an equi-p-valued group and deduce the next result.
Theorem 1.2. Let G be a uniform pro-p group with Lie algebra g over k (which is necesarily abelian). Then g ∨ has an A ∞ -algebra structure, defined uniquely up to A ∞ -isomorphism, for which there is an equivalence of triangulated categories
Furthermore, when G is abelian the A ∞ -algebra structure on g ∨ is trivial (meaning all higher multiplication maps µ n vanish for n > 2) and the target is the derived category of differential graded modules. = k ⊕ kε is the algebra of dual numbers (ε 2 = 0) thought of as a differential graded algebra concentrated in degrees 0 and 1 with zero differential. This is a special case of 1.2 by observing that k[ε] ≃ k, and a computation in Hochschild cohomology shows k is intrinsically formal -it has no non-trivial minimal A ∞ -structures whatsoever, cf. remark 11.4 for more details.
Schneider's paper [Sch15] in fact plays a pivotal role in the proof of our two theorems, which we will now outline. The equivalence in theorem 1.1 factors as a composition (after taking opposites)
=== D ∞ (Ext * Ω (k, k)).
Here we use === instead of ∼ −→ for clarity. We explain each step (1)-(4) separately.
(1) (Section 3) The first step is just Pontryagin duality between the category Mod(Ω) of pseudocompact Ω-modules and the smooth k[G]-modules Rep ∞ k (G). Taking continuous k-linear duals defines mutually quasi-inverse contravariant functors which are exact, and therefore induce an anti-equivalence on the level of derived categories.
(2) (Section 5) This is the main result of [Sch15] in the special case G = I. We discuss this case in some detail in the main body of the text, but claim no novelty here (except for the exposition). The result is based on a theorem of Keller which says that any algebraic triangulated category D with (coproducts and) a compact generator C is equivalent to D(H differential graded algebra H • C , see section 4. Schneider shows that Keller's theorem applies to D = D(G) for a torsionfree pro-p group G, and C = k the trivial representation. The crucial step is to verify that k is a generator of D(G), cf. proposition 5.4 below. For that we need G to be torsionfree to guarantee it has finite cohomological p-dimension. The DGA is here simply
a choice of projective resolution P • → k, by Pontryagin duality.
(3) (Section 9+10) By a general result of Kadeishvili's from the 80s the cohomology algebra h * (A • ) of any DGA A • (even of any A ∞ -algebra) has an A ∞ -structure (µ n ) n≥1 with µ 1 = 0 ("minimality") and µ 2 induced by multiplication on A • , for which there is a quasi-isomorphism f :
We will discuss this in detail in section 9; here we will just note that each µ n is a higher multiplication map A •⊗n → A • of degree 2 − n, and the sequence (µ n ) n≥1 satisfies generalized associativity laws known as the Stasheff identities. One can restrict A ∞ -modules along f and this gives rise to an equivalence
as discussed in section 10. The latter is due to Lefèvre-Hasegawa. Applying this to H • yields (3).
(4) (Section 6) This is merely the computation h
The first half of theorem 1.2 is a corollary of theorem 1.1 by calculating Ext * Ω (k, k) for uniform pro-p groups (equivalently G which admit a p-valuation ω such that (G, ω) is equi-p-valued, see section 7). Namely
where the last step is due to Lazard, cf. corollary 8.3 below. The second half (where G is abelian) is proved in section 11.2. The basic idea is to think of Ω as a completed symmetric algebra Ω = S(V ) and take
is formal, from which the result follows after observing that there is a quasi-isomorphism End
In fact theorem 1.1 has a natural extension to arbitrary p-adic Lie groups G (not necessarily compact). As in [Sch15] fix a torsionfree pro-p subgroup I ⊂ G. Schneider shows that ind Altogether the mod p "derived Hecke algebra" (cf. [Ven17] ) We should point out that Theorems 1.1 and 1.2 were known to some experts in the field, although they never appeared explicitly in print. Also, the A ∞ -structures we work with are only uniquely defined up a non-canonical A ∞ -isomorphism -they depend on several choices; see the end of Section 9 for instance. This severely limits the usage of our results beyond the case of abelian groups G. However, we feel that Theorems 1.1 and 1.2 are of some interest in their own right -at least from a philosophical standpoint.
In order to make this article more accessible to mathematicians from different disciplines, we have included lots of details and background on the Keller-Schneider equivalence, Lazard's theory of p-valued groups and their cohomology, A ∞ -algebras and modules, and other material relevant for the paper.
Notation
Throughout p denotes a fixed odd prime. Similar arguments most likely go through for p = 2 with minor modifications, but we have not checked this in detail. One issue is the notion of a uniform pro-p group G in the case p = 2 where one should require that G/G 4 is abelian.
If A is an abelian category its opposite category A op is again an abelian category; kernels in A correspond to cokernels in A op and vice versa (similarly for images and coimages), cf. [Sta18, Lem. 12.5.2].
If C is any category, when we view X ∈ Ob(C) as an object of C op we will write X op to avoid confusion; similarly for morphisms.
A triangulated category is an additive category D with a translation functor T : D → D (an autoequivalence) and a class of distinguished triangles X → Y → Z → T X satisfying four axioms TR1-4, cf.
[Sta18, Def. 13.3.2]. The opposite category D op is again a triangulated category. Its translation functor is the inverse T −1 and the triangle
If A is an abelian category C(A) denotes the category of complexes 
Pontryagin duality for profinite groups
In this section G denotes an arbitrary profinite group and k is any field. We let
be the Iwasawa k-algebra of G. We will usually suppress G from the notation and just write Ω. It has a natural augmentation map Ω a −→ k and carries the inverse limit topology. We always endow k with the discrete topology. Thus Ω = lim ← − k[G/N ] (where N ⊂ G runs over the open normal subgroups) is a pseudocompact ring; meaning it is a complete Hausdorff topological ring which has a fundamental system of open neighborhoods of zero consisting of two-sided ideals I N such that Ω/I N is Artinian.
In this paper we will mostly be interested in the category Mod(Ω) of pseudocompact left Ω-modules (and continuous homomorphisms). Its objects can be defined as pseudocompact k-vector spaces M (that is inverse limits of finite-dimensional k-vector spaces) with a k-linear jointly continuous action G×M −→ M .
One can immediately verify that the k[G]-module structure of M then extends uniquely to a continuous map Ω × M −→ M , and that M admits a neighborhood basis at zero consisting of Ω-submodules.
It is well-known that Mod(Ω) is an abelian category, which admits arbitrary products, and the forma- It is well-known that this sets up a duality between the two categories. See [Sch95, ST02, Eme10] and the more recent [Koh17] . We summarize this below.
Theorem 3.1. The Pontryagin duality functors (·)
∨ are exact and mutually quasi-inverse. Thus
is an equivalence of categories. Furthermore
Proof. Apart from exactness this is essentially [Koh17, Thm. 1.5] in the case of a compact group.
In particular we infer that Rep ∞ k (G) admits arbitrary coproducts (direct sums), that filtered colimits are exact, and it has enough injectives. In fact Rep
Because (·) ∨ is exact it preserves quasi-isomorphisms and induces an equivalence on the level of derived categories. Throughout the paper we let
Similarly for the category of complexes C(G) and the homotopy category K(G). The same for Ω. 
Keller's Morita theorem for DGA's
If A is an abelian category with coproducts which admits a compact (i.e., Hom A (P, −) commutes with coproducts) projective generator P , then a theorem of Morita states that Hom A (P, −) gives an equivalence A −→ Mod End A (P )
op onto the category of left modules over the algebra End A (P ) op .
In [Kel94] Keller proved an analogue of Morita's theorem for differential graded algebras (from now on referred to as DGA's). Here we will follow [Kel07] in exposing his result. First recall that a DGA over a field k is a Z-graded associative k-algebra H • = i∈Z H i with a degree one k-linear operator d :
• of degree one which satisfies an analogous Leibniz rule. In this situation the cohomology algebra h
is a graded algebra, and h
We follow the conventions of [BL94, p. 68] regarding DGA's and DG-modules all being unital. More precisely we always assume the existence of a multiplicative identity 1 ∈ H 0 such that d(1) = 0. Then 
An element hereof is just a collection of morphisms a = (a q ) q∈Z where each a q shifts the degrees by i
(there is no compatibility requirement with the differentials). The differentials are defined below.
If we take the same complex J
• ) carries the structure of a DGA over Z. Two homogeneous elements a and b, of degree i and j respectively, are multiplied by the rule
When J • is arbitrary a similar formula endows Hom It follows straight from the definition of the differentials in the morphism complex that its i-cycles correspond to morphisms of complexes I
• → J •+i (recall that the translation functor on D(A) also changes signs of the differentials) and its i-boundaries are null-homotopic, cf. [Har66, p. 64]. Consequently
When A has enough injectives and J • is bounded below one can replace K(A) by the derived category above, and identify the right-hand side with the ith hyperext Ext
We return to a general DGA H • over a field k, and the category of DG left H • -modules. There is an obvious notion of quasi-isomorphism, and by localization one obtains the derived category D(H • ) which naturally becomes a triangulated category. As for abelian categories, morphisms in the derived category are easier to work with (as equivalence classes of roofs) if one localizes the homotopy category. In the DGA setup the morphisms of K(H • ) are homotopy classes of maps between DG modules, where f : Keller's Morita theorem shows that these properties characterize the categories D(H • ). The cohomology algebra h * (H • ) has the following nice description in terms of the Yoneda algebra.
Similarly for the cohomology of Hom 
Schneider's equivalence for p-adic Lie groups
In this section we assume k is a field of characteristic p > 0 and that G is a torsionfree pro-p group. Moreover, we will assume G is a p-adic Lie group of dimension d = dim(G) over Q p say.
By a result of Serre such
In that paper Serre also mentions that the p-dimension cd p is infinite if there are elements of order p. We will need this finiteness result to guarantee certain derived functors are defined on all of D(G).
Furthermore, our assumptions on Schneider's idea in [Sch15] was to apply Keller's theorem 4.3 to D(G). In fact Schneider works in a more general setup with a pair (G, I) where G is any p-adic Lie group (not necessarily compact) and I ⊂ G is a compact open subgroup which is torsionfree and pro-p. Here we will only be interested in the case G = I. The results in this section are entirely due to Schneider. We hope our exposition will help the reader to quickly grasp the overall strategy behind [Sch15] .
To apply theorem 4.3 we first have to observe that D(G) is an algebraic triangulated category.
Proof. Using Krause's lemma 4.2 this follows rather immediately from the existence of K-injective resolutions. Recall that a complex V • is said to be K-injective if 
Once and for all we fix a quasi-inverse i. This shows that there is a fully faithful exact functor D(G) → K(G) and therefore D(G) is algebraic by lemma 4.2.
It is easy to see that D(G) has arbitrary coproducts. They are just direct sums of complexes, cf. [Sch15, Rem. 2]. The next step is to show the trivial representation is a compact generator for D(G).
Occasionally when we write k below we mean the trivial representation
When there is a risk of confusion we will write k[0] instead.
is an isomorphism of abelian groups for any collection of complexes (V
Proof. We have to show the functor Hom D(G) (k, −) commutes with direct sums. Note that for all V
Here h i (G, V • ) denotes group hypercohomology, by which we mean the following. Consider the additive
and is given by the composition
Note that negative i are allowed here. Since (actual) group cohomology commutes with direct sums in Rep
• j with complexes having Γ-acyclic terms it is then easy to see that
With the observation (5.3) the case i = 0 gives the compactness of k. See the proof of [Sch15, Lem. 3] for more details.
The calculation (5.3) shows more generally that -for any V • and any integer i ∈ Z -we have
The most difficult part of [Sch15] is the proof that k is a generator of D(G). We find it worthwhile to paraphrase Schneider's elegant proof below; our rendition will hopefully be helpful.
We have to conclude V
• is exact. We will introduce a sequence of functors Γ j starting from Γ 1 = Γ which all admit total derived functors RΓ j defined on D(G). By induction we will show that
is exact and we would be able to conclude
The forthcoming definition of the functors Γ j is based on the following observation. We first note that Ω/I N ≃ ind 
Note that Γ 1 = Γ. We may identify Γ j (V ) with a subspace of V N when m j ⊃ I N . Since the powers m j form a fundamental system of open neighborhoods at zero in Ω, smoothness of V translates into
In order to show RΓ j is defined on all of D(G) it suffices (again by [Har66, Cor. 5.3(γ)]) to show that
Since Ω is Noetherian m j /m j+1 ≃ k ⊕nj for some n j ∈ N (with G acting trivially on both sides of the isomorphism). The short exact sequence of smooth G-representations
gives rise to a long exact sequence of k-vector spaces
from which (5.5) follows immediately by induction on j. The long exact sequence also shows that if V is Γ-acyclic then V is Γ j -acyclic for all j ∈ N.
We proceed to show RΓ j (V • ) is exact (the case j = 1 being our assumption on V • ). The analogous long exact sequence for hyperext functors is
By induction all terms here vanish. A calculation similar to (5.3) shows that
We may assume all terms of V • are Γ-acyclic, and therefore Γ j -acyclic as observed. As a result Γ j (V • ) is exact. Their colimit over j equals V • which is therefore exact. 
Here
• (which one can obviously take to be non-negatively graded) and the equivalence is given by the composition
A quasi-inverse can be defined in a similar fashion. Following [BL94, Def. 10.12.2.1] we call a DG module 
We fix a quasi-inverse p once and for all and let T be the composition
Here we view I • as the right DG H • -module i≥0 I i . The tensor product is defined in [BL94, 10.9 ]. This functor T is both a left adjoint to H and a quasi-inverse of H.
As noted after theorem 4.3 the cohomology algebra is h
for any complex of smooth G-representations V • .
6. The Yoneda algebra of Ω We defined the DGA H • = End 
To go between the two points of view use the relation
Lemma 6.1. We have the following isomorphisms.
(
Proof. Consider a homogeneous element a = (a q ) q∈Z in End for the explicit formula. The first differential P 0 = Ω → k is the augmentation map a. Dually the I i are direct sums of (an enormous number of) copies of the regular representation C ∞ (G, k).
In conjunction Schneider's theorem 5.6 and Pontryagin duality (corollary 3.2) give an equivalence
which takes a K-projective complex X • of pseudocompact Ω-modules to the left DG End
. After passing to cohomology this yields a left module i∈Z Ext
. One of our goals in this paper is to endow E(Ω) with an A ∞ -structure and give an equivalence between
D(Ω)
op and the derived category of A ∞ -modules D ∞ (E(Ω)) akin to Koszul duality. We pause before doing so and discuss the case of equi-p-valued groups G where E(Ω) has a nice explicit description due to Lazard. 
are normal subgroups of G. When we say ω defines the topology on G we mean that each G v is open and
We associate an abelian group gr(G) with the p-valued group (G, ω) as follows.
It turns out gr(G) has a lot more structure. First of all it is an F p -vector space since g p G v+ = 1G v+ .
Moreover, taking commutators define a Lie bracket [−, −] on gr(G) compatible with the grading. Lastly, gr(G) becomes a module over the one-variable polynomial ring F p [π] by letting π act by the degree one map
One can show that the Lie bracket is F p [π]-bilinear and gr(G) thus becomes a graded Lie algebra over
. We refer to [Sch11, Sect. 23-25] for more details. If k is a field of characteristic p we convert gr(G) into a graded Lie algebra g over k as follows. This g will play an important role below.
In general gr(G) is torsionfree over F p [π]. Since we are assuming G is a d-dimensional Lie group over Q p in fact gr(G) is free over F p [π] of rank d. Consequently (G, ω) admits an ordered basis; by which we mean a tuple (g 1 , . . . , g d ) of elements from G with the two properties below.
• The map (x 1 , . . . , 
where X α is defined in the obvious way. This leads to a valuationω : Λ\{0} −→ ( Note that gr(Λ) is a graded algebra over
Sect. 28] for more details on these constructions and proofs of the facts mentioned. 
One of the main results in Lazard theory identifies gr(Λ) with the universal enveloping algebra U (gr(G)) tensored by gr(O).
This isomorphism is constructed as follows. Taking Corollary 7.3. There is an isomorphism of graded k-algebras
Proof. This follows immediately from theorem 7.2 once we check that k ⊗ gr(O) gr(Λ) 
One can easily reverse this argument and show the factored map k ⊗ gr(O) gr(Λ) ։ gr(Ω) is injective. For instance, in the homogeneous case, ifγ(λ + Λ v+ ) = 0 then γ(λ) ∈ Ω v+ which means γ(λ) = γ(λ ′ ) for some λ ′ ∈ Λ v+ . Since ker(γ) = pΛ we infer that λ = pη + λ ′ for some η ∈ Λ v−1 .
Unwinding the definitions shows the isomorphism in corollary 7.3 sends ξ i → b i + Ω ω(gi)+ . More generally it takes
3 is defined by taking gr v U (g) to be the k-span of all ξ α for which
We will mostly be interested in the case where g is an abelian Lie algebra. If so U (g) is the symmetric algebra S(g), and gr(Ω) is a polynomial algebra k[X 1 , . . . , X d ] with grading determined by decreeing that deg(X i ) = ω(g i ) for all i. If these are all one this is of course the usual polynomial degree.
Mod p cohomology of equi-p-valued groups
We say (G, ω) is equi-p-valued if it admits an ordered basis (g i ) all of whose elements have the same valuation ω(g i ) = t. We will often assume (G, ω) is saturated (meaning all g ∈ G with ω(g) > . We denote the resulting group byG (orG F if need should arise to emphasize the formal group law). These are known as Serre's standard groups. We define a function ω :G\{1} → (0, ∞) by
This is of course not a p-valuation onG itself unless e(F/Q p ) < p − 1, but one can show (cf. [HKN11, Lem. 2.2.2]) that ω does define a p-valuation on the normal subgroup
, and equi-p-valued if and only if F/Q p is unramified; in which case a Z p -basis for O F yields an ordered basis for G whose elements all have valuation t = 1.
For instance one can start from a smooth affine group scheme G /OF of finite type, and consider its formal completionĜ along the unit Spec(O F ) → G. This is a smooth formal groupĜ
see [Dem86, p. 41] . ThereforeĜ defines an n-variable formal group law F (X, Y ) over O F to which we can associate a p-valued group (G, ω) as in the previous paragraph. Unwinding the definitions it is easy to check thatG
Note thatG = G when e(F/Q p ) = 1 and p > 2.
On the negative side one can show that when p > 3 there is no way to equip 1+m D with a p-valuation for which it becomes equi-p-valued. Here D/Q p is the division quaternion algebra and m D ⊂ O D the maximal two-sided ideal of the maximal order. Indeed one can compute the Betti numbers dim Fp 
to be (1, 3, 4, 3, 1) which is not a row of Pascal's triangle, cf theorem 8.2 below. We found this example
The following important theorem is due to Lazard. 
We outline some of the key steps in the proof. . A more detailed analysis of Y • and its counterpart for the mod p Lie algebra g = gr(G)/πgr(G) (we take k = F p here) yields an isomorphism of graded F p -algebras
Relating the cup products is a highly non-trivial step found in [Laz65, Ch. V Sect. 2.5.6]. Since g is abelian its Lie algebra cohomology is g ∨ where g ∨ = Hom Fp (g, F p ) ≃ Hom(G, F p ). For the last identification note that homomorphisms G → F p factor through G/G p and as vector spaces gr(
For an arbitrary finite coefficient field k ⊃ F p we immediately deduce the more general result (via the Künneth formula for group cohomology say); still assuming (G, ω) is equi-p-valued of course.
Here the exterior and the dual are taken over k.
There is a close connection between equi-p-valued groups and uniform pro-p-groups, as studied in [DdSMS, Part I.4] for instance. The latter are topologically finitely generated pro-p-groups for which G/G p is abelian (for p > 2) and the lower p-series G = G 1 ≥ G 2 ≥ · · · has the property that the indices
. One can verify that ω(g) = sup{i ∈ N : g ∈ G i } defines a p-valuation for which (G, ω) becomes equi-p-valued with t = 1. Conversely, Weigel's remarks summarized in [HKN11, Prop. A.1] show that a saturated equi-p-valued group is uniform.
A ∞ -algebras and their minimal models
The notion of an A ∞ -algebra ("strongly homotopy associative algebra") first arose in Stasheff's 1961 Princeton Ph.D. thesis [Sta61] . In topology loop spaces carry a natural operation -composition of loopswhich is only associative up to homotopy. In homological algebra A ∞ -algebras naturally arise as follows.
Suppose A
• is a complex of vector spaces, B
• is a DGA, and there is a quasi-isomorphism i :
along with a morphism of chain complexes p : 
where ∂ is the differential on the morphism complex. Continuing this way one finds a whole sequence of higher multiplications m n : . Kontsevich made A ∞ -algebras a hot topic in his 1994 ICM paper [Kon95] in which he proposed a connection to mirror symmetry via the Fukaya A ∞ -category of a symplectic manifold. The subject gained momentum and remains a very active research area today.
Keller has several excellent introductions to the subject [Kel01, Kel02, Kel06] . Below we will follow the conventions of [Kel01] .
Definition 9.1. [Kel01, Def. 3.1] An A ∞ -algebra over a field k is a a graded vector space A • = i∈Z A i endowed with homogeneous k-linear maps
such that m n has degree 2 − n and this sequence of higher multiplications (m n ) n≥1 satisfies the following properties.
(2) For n ≥ 1 the Stasheff identities are satisfied. That is,
where the sum runs over all decompositions r + s + t = n with s ≥ 1 (and r, t non-negative).
(For n = 1 the identity in (2) reduces to (1). For n = 2 the identity shows m 1 is a derivation.)
The Koszul sign convention is in force here when we apply m n to homogeneous elements (meaning when we swap x and y a sign (−1) deg(x) deg(y) appears). For example, for homogeneous a, b ∈ A • we have
since we swap m 1 (of degree one) and a in the second term. Note that a DGA is the same thing as an A ∞ -algebra with m n = 0 for all n ≥ 3. Furthermore the
• is a graded algebra under the multiplication induced by m 2 .
We often view h * (A • ) as a minimal DGA (meaning it has differential d = 0). One of the most fundamental results of the whole theory is the fact that h * (A • ) carries a natural A ∞ -structure. This is what we will discuss and utilize below. First we recall how morphisms are defined.
• is a collection of homogeneous k-linear maps
such that f n has degree 1 − n and the sequence (f n ) n≥1 satisfies the morphism identity (∀n)
Here the first sum runs over the same decompositions r + s + t = n as in Definition 9.1(2), and the second sum runs over 1 ≤ r ≤ n and all decompositions i 1 + · · · + i r = n. The sign (−1) σ is given by
(r − j)(i j − 1) = (r − 1)(i 1 − 1) + (r − 2)(i 2 − 1) + · · · + (i r−1 − 1).
(For n = 1 this says f 1 :
• is a morphism of complexes.) We say f is a quasi-isomorphism if f 1
induces an isomorphism on cohomology h
The identity morphism Id :
• is the one with Id 1 = Id A • and Id n = 0 for n > 1, and there is a natural way to compose morphisms which we will not recall here (cf. [Kel01, p. 10]) which yields the category of A ∞ -algebras over k.
Remark 9.3. In the applications we have in mind our A ∞ -algebras will be strictly unital, which means A
• contains a two-sided multiplicative identity 1 = 1 A • ∈ A 0 for m 2 with the property m n (a 1 ⊗ · · · ⊗ a n ) = 0 if n = 2 and some a i = 1. A morphism f :
• between strictly unital A ∞ -algebras is said to be strictly unital if f 1 (1 A • ) = 1 B • and f n (a 1 ⊗ · · · ⊗ a n ) = 0 if n > 1 and some a i = 1.
The following key result of Kadeishvili is usually referred to as the minimal model theorem.
with the following properties.
(1) µ 1 = 0 ("minimality") and µ 2 is induced by the m 2 on A • ;
(2) There is a quasi-isomorphism of A ∞ -algebras
This A ∞ -structure (µ n ) n≥1 is uniquely determined by (1) and (2) up to (non-canonical) isomorphism of A ∞ -algebras.
Eventually we will apply this result to the DGA H • and get an A ∞ -structure on h
The simple idea behind theorem 9.4 is very similar to the homotopy transfer discussed in the first paragraph of this section: Say we start with an A ∞ -algebra A
• , or even just a DGA. For each i let B i ⊂ Z i be the coboundaries and cocycles in A i and once and for all choose vector space complements 
is an isomorphism. This is immediate. Let γ i : B i → C i−1 denote its inverse, and extend it to a map 
where ν n has degree 2 − n and which satisfy the analogues of the Stasheff identities (Def. 9.1(2)):
.) For n = 1 this says
where the target is thought of as a DGA. In all our applications A • will be strictly unital, cf. remark 9.3. We will henceforth exclusively consider strictly unital A ∞ -modules M • which means m 2 (1 ⊗ x) = x for all x ∈ M • and m n (a 2 ⊗ · · · ⊗ a n ⊗ x) = 0 for n > 2 if some a i = 1.
Morphisms between A ∞ -modules M • and N • are defined analogously to Definition 9.2. A morphism
where f n has degree 1 − n which are required to satisfy the identity (cf. [Kel01, Eqn. (4.2), p. 15]):
with conventions in the t = 0 case as above. On the right we are summing over decompositions n = u + v with v ≥ 1 and u non-negative. Again we will only consider strictly unital f which means f n (a 2 ⊗ · · · ⊗ a n ⊗ x) = 0 for n > 1 if some a i = 1. There is an obvious identity morphism Id : There is a notion of a morphism f : M • → N • being null-homotopic which we will not recall in detail
here, see [Kel01, p. 16] for the explicit formula expressing f n in terms of a homotopy h n :
• (here h n has degree −n). In the homotopy category K ∞ (A • ) morphisms are taken modulo homotopy. To arrive at the derived category we should invert all quasi-isomorphisms in
another fundamental result of Kadeishvili says this is unnecessary: 
• is a DGA any DG-module is of course an A ∞ -module (with ν n = 0 for n ≥ 3); but not conversely. Given a complex (M • , ν 1 ) there could be morphisms 
Another key result from Lefèvre-Hasegawa's treatise which we will need concerns restriction of modules along a morphism of A ∞ -algebras f :
• is an A ∞ -module over B
• with higher structure maps (ν B n ). On the same vector space M • we define an A ∞ -module structure over A • by letting
where the sum extends over 1 ≤ r ≤ n − 1 and decompositions i 1 + · · · + i r = n − 1. 
induces an equivalence of triangulated categories
In our applications A • will be a DGA and we endow h * (A • ) with an A ∞ -structure as in Kadeishvili's theorem 9.4. By lemma 10.2 and theorem 10.3 a choice of quasi-isomorphism f :
11. Putting the pieces together 11.1. Proof of theorem 1.1. We return to the setup of section 6. Thus k is a field of characteristic p > 0 and G is a compact p-adic Lie group which is assumed to be torsionfree and pro-p. Recall that
is the derived category of pseudocompact Ω-modules. We fix a projective resolution
Furthermore, by Schneider's theorem 5.6 and Pontryagin duality (corollary 3.2) there is an equivalence
which on objects takes a K-projective complex X • of pseudocompact Ω-modules to the left DG module
Hom
• Ω (X • , P • ). Now, by Kadeishvili's theorem 9.4 the cohomology h
A ∞ -algebra structure (unique up to non-unique isomorphism) and we may choose a quasi-isomorphism
• which by lemma 10.2 and theorem 10.3 yields an equivalence
Altogether this gives an equivalence D(Ω)
Remark 11.1. There is a natural way to define the opposite
Sect. 3.5]. We take the same graded vector space but the opposite higher multiplication maps m
where "reverse" is the map reversing the factors in the tensor product. For example, when applied to homogeneous elements a i we have
By [LPWZa, Lem. 3.3] this gives an A ∞ -algebra A
•op and one can easily verify that there is an equivalence
(The opposite of a triangulated category was defined in section 2.)
We define the Koszul dual of Ω as follows.
Then we conclude that D(Ω)
by taking opposites on both sides above.
11.2. Proof of theorem 1.2. Now let G be a uniform pro-p group. As explained after corollary 8.3 it carries a natural p-valuation ω such that (G, ω) becomes equi-p-valued with t = 1 and saturated. Thus
as graded k-algebras from which the first half of theorem 1.2 follows. It remains to show µ n = 0 for n > 2 when G is abelian. Note that any abelian p-valuable group
In particular we can always endow G with a p-valuation ω in such a way that (G, ω) becomes equi-p-valued with t = 1 and
. As always we are assuming p > 2 here. Correspondingly we have an isomorphism of topological filtered k-algebras
We prefer to free Ω from coordinates and think of it as a completed symmetric algebra as follows. Recall that we use cohomological indexing which means K −i = S(V ) ⊗ i V and similarly for P • . We use this particular completed Koszul resolution P • in the definition of H • . That is H • = End
• Ω (P • ), which has cohomology h * (H • ) = E(Ω). By theorem 9.4 the A ∞ -structure on E(Ω) is characterized up to A ∞ -isomorphism by the fact that there is a quasi-isomorphism
Analogously we have the differential graded algebra End
• S(V ) (K • ) obtained from the (actual) Koszul resolution, which has cohomology E(S(V )). Again by theorem 9.4 there is an A ∞ -structure on E(S(V )) admitting a quasi-isomorphism
By a well-known result a finitely generated graded algebra A is Koszul if and only if the A ∞ -algebra . We deduce that E(S(V )) has the trivial A ∞ -structure since S(V ) is Koszul. We are therefore done once we check that the natural map
which takes a homogeneous a = (a q ) q∈Z to the corresponding sequenceâ = (â q ) q∈Z of maps between completions, is a quasi-isomorphism. This follows from the standard calculation (and the trivial observation that the differentials of Hom S(V ) (S(V ) ⊗ • V, k) all vanish since V ֒→ S(V ) augments to zero)
together with the completely analogous computation of the cohomology of End Since they are all minimal models of H • they are A ∞ -isomorphic. As observed above E(S(V )) has a trivial A ∞ -structure, and consequently so does E(Ω) and its opposite Ω ! = g ∨ . This finishes the proof. together with Kadeishvili's criterion [Kad09, Thm. 1] which says that every A ∞ -structure on a graded algebra R is degenerate if HH n,2−n (R, R) = 0 for all n > 2.
Note that when G is abelian the DGA g ∨ is graded commutative and therefore isomorphic to its 
Open ends and unanswered questions
We finish with a few questions which have not been addressed in this paper. Several experts in the field have independently confirmed that the answer to all three questions is yes, but it would take us too far afield to try to reproduce their arguments here.
