Abstract: As social media continues to grow, the zeitgeist of society is increasingly found not in the headlines of traditional media institutions, but in the activity of ordinary individuals. The identification of trending topics utilizes social media (such as Twitter) to provide an overview of the topics and issues that are currently popular within the online community. In this paper, we outline methodologies of detecting and identifying trending topics from streaming data. Data from Twitter's streaming API was collected and put into documents of equal duration using data collection procedures that allow for analysis over multiple timespans, including those not currently associated with Twitter-identified trending topics. Term frequency-inverse document frequency analysis and relative normalized term frequency analysis were performed on the documents to identify the trending topics. Relative normalized term frequency analysis identified unigrams, bigrams, and trigrams as trending topics, while term frequency-inverse document frequency analysis identified unigrams as trending topics. Application of these methodologies to streaming data resulted in f-measures ranging from 0.1468 to 0.7508.
Introduction
Twitter is a popular microblogging and social networking service that presents many opportunities for research in natural language processing (NLP) and machine learning. Since its inception in 2006, Twitter has grown to the point where http://twitter.com is the 9th most visited website in the world, and the 8th most visited site in the United States 1 . Users of Twitter post short (less than than or equal to 140 character) messages, called "tweets," on a variety of topics, ranging from news events and pop culture, to mundane daily events and spam postings. As of September 2011, Twitter had over 100 million active users 2 producing over 200 million tweets per day, an average of over 2300 tweets per second 3 . Twitter presents some intriguing opportunites for applications of NLP and machine learning. One such aspect of Twitter that provides opportunities is trending topics -words and phrases, highlighted on the main page of Twitter, that are currently popular in users' tweets. Trending topics are identified for the past hour, day and week. Examples of trending topics can be seen in Fig. 1 . Trending topics are supposed to represent the popular "topics of conversation," so to speak, among the users of Twitter. Determining trending topics can be considered a type of First Story Detection (FSD), a subset of the larger problem known as Topic Detection and Tracking (TDT) (Allan et al. 1998) . The popularity and growth of Twitter presents some challenges for applications of NLP and machine learning, however. The length restrictions of the messages create syntactical and structural conventions that are not seen in more traditional corpora, and the size of the Twitter network produces a continuously changing, dynamic corpus. In addition, there is quite a lot of content on Twitter that would be classified as unimportant to an outside observer, consisting of personal information or spam, which must be filtered out in order to accurately identify the elements of the corpus that are relevant to the Twitter community as a whole, and could thus be considered to be potential trending topics. The challenge of Twitter's popularity is that in order to detect and identify trending topics, one must sample and analyze a large volume of streaming data. This paper will propose methods of using natural language processing techniques on streaming data from Twitter to identify trending topics.
Related Work
While there is a large body of work pertaining to natural language processing, applying NLP techniques to Twitter is a fairly recent development, due in part to the fact that Twitter has only been in existence since 2006 4 . In this relatively short span of time, however, there have been many insightful analyses of Twitter. In particular, there are several recent applications natural language processing techniques to Twitter:
• Twitter has been used to study the dynamics of social networks, particularly the temporal behavior of social networks (Perera et al.) , or the behavior of social neworks during disasters, such as earthquakes (Kireyev et al. 2009; Sakaki et al. 2010 ).
• First story detection has been applied to Twitter to identify the first tweets to mention a particular event (Petrovic et al. 2010a ).
• Data mining from trending topics have also been applied to Twitter to summarize trending topics (Sharifi et al. 2010) and to analyze how trending topics change over time (Cheong and Lee 2009 ).
• In addition to applications of NLP techniques to Twitter, trend and event detection techniques have also been applied to other online entities such as weblogs (Glance et al. 2004; Gruhl et al. 2004) , news stories (Allan et al. 1998; Nallapati et al. 2004; Yang et al. 1998) , or scientific journal collections (Shaparenko et al. 2005; Wilbur and Yang 1996) . 
Problem Definition
The main goal of this project is to detect and identify trending topics from streaming Twitter data. To accurately define the problem, the first step must be to define explicitly what constitutes a trending topic. In (Gruhl et al. 2004) , topics are defined as consisting of a combination of chatter, which is characterized by persistent discussion at a constant level and is largely user-initiated, and spikes, which are characterized by short-term, high intensity discussion that is often in response to a recent event. In general, trending topics consist mainly of spikes. However, trending topics can also consist of a fairly even combination of spikes and chatter, or of mainly chatter. Examples from Fig. 1 of trending topics that could be considered to consist mainly of spikes are:
Examples from Fig. 1 of trending topics that could be considered to be a fairly even combination of spikes and chatter are:
Examples from Fig. 1 of trending topics that could be considered to consist mainly of chatter are:
The "#" symbol at the beginning of "#worldcup", "#iconfess", "#theview", and "#dontcountonit" is called a "hashtag," and is used by Twitter users to classify their tweets as pertaining to a particular topic. In addition to spikes and chatter, a trending topic can also be the result of advertisement, as is the case for the final trending topic in Fig. 1 , "Toy Story 3." In this third possibility, the trending topic is associated with a "Promoted" tweet -a hybrid tweet-advertisement which is displayed at the top of search results on relevant topics 5 . While the classification of a trending topic as consisting of spikes or chatter is helpful for the understanding of the nature of trending topics, it is not directly useful in the identification or classification of terms as trending topics. Our working definition of a trending topic shall be a word or phrase that is experiencing an increase in usage, both in relation to its long-term usage and in relation to the usage of other words. More techincal definitions of trending topics shall be used in the actual experiments, and shall be described in the "Methodologies" section.
In addition to defining what constitutes a trending topic, we must also define what constitutes success for a particular methodology. As the goal of the project is to develop a method of identifying trending topics that is independent of the method used by Twitter, simple agreement with the Twitter-identified trending topics is both unambitious and potentially unrealistic without replicating Twitter's methodology, which happens to be proprietary. As such, we shall define a successful method as a method that produces relevant topics at a rate of at least 75% of the rate returned by Twitter's method, with an agreement of at least 50% with the terms produced by Twitter's method. These criteria, while arbitrarily assigned, represent what we considered to be reasonably attainable levels of performance given the constraints of the project. The details of computing relevance and agreement shall be discussed in the "Evaluation Measures" section.
Methodologies
Multiple methodologies were implemented, making use of one or more selection criteria. Each selection criterion will be discussed in its own subsection. All methods implemented made use both of the Twitter Streaming API 6 and the Edinburgh Twitter corpus (Petrovic et al. 2010b ), a collection of approximately 97 million tweets collected between November 2009 and February 2010. The Edinburgh Twitter corpus was used to provide baseline measurement against the data from the Twitter Streaming API. For each source, tweets were temporally grouped into "bag of words" style collections, or "documents." These documents were be normalized by duration, meaning that each document corresponds to the tweets posted in a certain constant length of time. The Edinburgh Twitter corpus was divided into 1212 sections, each consisting of one hour's worth of tweets. The tweets from the Twitter Streaming API were grouped into sections corresponding to either ten minutes, fifteen minutes, or one hour's worth of data collection.
Frequency
The first criterion used was simply the raw frequency of each term. This criterion was used mainly as a threshold criterion, to be used with one or more of the other criteria. Using raw frequency by itself has major drawbacks, as the most frequent terms in the stream are the terms that carry the least information, such as "the", "and", or "rt" (an abbreviation for "retweet," a term used when one Tiwtter user reposts another Twitter user's tweet). The majority of the most common words can be classified as stop words, and filtered out of the stream. Generation of a stop word list shall be discussed in the "Experiments" section.
TF-IDF
The second criterion implemented involved analyzing each document using an application of tf-idf weighting. Tf-idf weighting is a information retrevial technique that weights a document's relevance to a query based on a composite of the query's term frequency and inverse document frequency (Salton and Buckley 1988). Term frequency can be defined as either
where n i,j is the number of times word i occurs in document j and
is the total number of words in document j. The second definition of tf i,j is often referred to as the normalized term frequency. Inverse document frequency is defined as
where d i is the number of documents that contain word i and D is the total number of documents. Put simply, the weight of a document will be higher if the number of times a word occurs in a document is higher, or if the number of documents containing that word is lower; similarly, the weight of a document will be lower if the number of times a word occurs in a document is lower, or if the number of documents containing that word is higher (Hiemstra 2000).
Normalized Term Frequency
The third criterion implemented involved utilizing only the term frequency of each element, rather than both the term frequency and the inverse document frequency. For this method, a normalized term frequency was used, defined as
where n i is the number of times word i occurs in document j and P k n k,j is the total number of words in document j. Due to the large number of words found in the documents, a scaling factor of 10 6 was used, meaning tf normi,j can be thought in terms of frequency per million words. Each word in the test document was given a trending score, defined as
in which
where S is the set of p baseline documents to which the test document was compared.
Entropy
The fourth criterion implemented was entropy. To calculate the entropy of a term, all of the tweets containing that term are collected. As it is used in this project, the entropy of a term i is defined as
where n j,i is the number of times word j occurs in the collection of tweets containing term i and
is the total number of words in the collection of tweets containing term i. Entropy proved to be a helpful parameter to use in filtering out terms that could be classified as spam.
Experiments
Two experiments were run, implementing slightly di↵erent methodologies, but following the same general format. Unless stated otherwise, the process described was used for both experiments.
Data Collection
Data was collected using the Twitter streaming API, with the gardenhose tweet stream providing the input data and the trends/location stream providing the list of terms identified by Twitter as trending topics. The gardenhose streaming API is a limited stream that returns approximately 15% of all Twitter activity 7 . The trends/location stream provides a list of trending topics that is specific to a particular location. The United States was used as the location for evaluation, as both experimental methods worked almost entirely with English tweets, and most of the trending topics from the United States were in English, leading to a more accurate basis for comparison than trending topics from the entire world. The streaming data was collected automatically using the cURL data transfer tool within a shell script. The streaming data was grouped into documents of equal duration. In order to explore the e↵ect (if any) that di↵erent collection times would have on the performance of the methods, the collection times were varied across the experiments, but kept constant within experiments. The first experiment independently evaluated groups of documents consisting of tweets collected over ten minutes and groups of documents consisting of tweets collected over one hour of streaming. The second experiment evaluated groups of documents consisting of tweets collected over fifteen minutes of streaming. 
Preprocessing
The data was collected from the Twitter streaming API in JSON format and a parser was used to extract the tweets from the other information returned. Next the tweets were preprocessed to remove URL's, unicode characters, usernames, and punctuation. A dictionary containing approximately 180,000 common English words and acronyms was used to filter out tweets that did not contain at least 60% English words. It was found that setting the threshold for English tweets at 60% English words served to filter out the majority of non-English tweets while maintaining a su ciently large sample size. Tweets were classified as spam and discarded if one word accounted for over half of the words in the tweet. After preprocessing, tweets were stored in two ways -in a collection in which each valid tweet was left intact, and in a "bag of words" style dictionary consisting of a unigram and the frequency of the unigram in the document.
Baseline Data
Baseline data was computed from the Edinburgh Twitter Corpus, a collection of over 97 million tweets collected over three months in late 2009 and early 2010. The corpus was divided into 1212 sections corresponding to one hour's worth of tweets, consisting of two bag-of-words dictionarys for each section -one containing unigrams and one containing bigrams. For the first experiment, the resulting documents were used independently of one another. For the second experiment, the documents were compiled into a comprehensive dictionary of 805,025 words with term frequency, document frequency, and tf-idf weights computed for each word. For the first experiment, a specified number of baseline documents was used to compute average normalized term frequency. For the second experiment, the dictionary was used to provide document frequencies for terms and for the generation of a stop word list.
Stop Words
For each experiment, a list of stop words was used as an additional filter after preprocessing. A stop word is defined as a word that contains no meaning or relevance in and of itself, or a word that adds to the relevance of a result to a query no more often than would a random word (Wilbur and Sirotkin 1991) . The purpose in preprocessing stop words was not to remove every single word that carried little or no meaning, but rather to determine a threshold that would remove the majority of such words from the documents.
For the first experiment, stop words were identified using a "lossy counting" algorithm (Manku and Motwani 2002). The lossy counting algorithm identified the most frequent words in each of the 1212 baseline documents. All words that appeared as the most frequent in at least 75% of the baseline documents were classified as stop words. If a word in the test data was identified as a stop word, it was immediately removed from consideration as a potential trending topic.
For the second experiment, a word was considered to be a stop word if it matched one or more of the following criteria:
• If the word appeared in over 600 of the 1212 documents
• If the word had a total frequency of at least 3000 throughout all 1212 documents
• If the word was classified grammatically as a preposition or a conjunction
• If the word was a derivative of a word that occurred in 1200 or more documents (i.e. "can" occurs in all 1212 documents, so "can't," "could," "couldn't," and "could've" are also classified as stop words)
As with the first experiment, if a word in the test data was identified as a stop word, it was immediately removed from consideration as a potential trending topic.
Selection Criteria
For the first experiment, a combination of raw frequency and relative normalized term frequency was used. The raw frequency was used as a threshold, eliminating all terms that did not occur an average of at least one time for every minute of data collection. Normalized term frequency and average normalized term frequency was calculated for each remaining term, and the terms with the highest trending scores were identified as trending topics. Analysis was performed for both unigrams and bigrams. Entropy was also calculated for both unigrams and bigrams, but was not used as a selection criterion for this experiment.
The second experiment utilized a combination of raw frequency, tf-idf weighting, and entropy to identify trending topics. Once again, the raw frequency was used as a threshold, eliminating all terms that did not occur an average of at least one time for every minute of data collection. Term frequency-inverse document frequency weights were calculated for the remaining terms. Of the remaining terms, those with a tf-idf weight below a threshold value (set at five greater than the length of data collection in minutes) were removed from consideration. Finally, terms with an entropy of less than 3.0 were removed, and the remaining terms were identified as trending topics.
Evaluation Measures

Experiment 1
The first experiment was evaluated using precision, recall, and F-measure scores in comparison to the trending topics identified by Twitter. All three measures require calculating the number of true positives -that is, the items that were identified as trending topics both by the experimental method and Twitter's method. In addition, determining precision requires calculating the number of false positivesthe items identified as trending topics by the experimental method that were not identified as trending topics by Twitter, and determining recall requires calculating the number of false negatives -the items identified as trending topics by Twitter that were not identified as trending topics by the experimental method. Precision is defined as P = T P T P + F P author where T P is the number of true positives and F P is the number of false positives. Recall is defined as R = T P T P + F N where T P is the number of true positives and F N is the number of false negatives. The F-measure is the harmonic mean of the precision and recall, defined as
Experiment 2
The second experiment was evaluated using recall and relevancy scores. Recall was calculated in comparison to the trending topics identified by Twitter using two di↵erent methods of identifying true positives and false negatives. The first method only identified as true positives terms that exactly matched terms identified by Twitter as trending topics. Since the second experiment returned only bigrams, terms identified by Twitter as trending topics that were not identified by the experimental method were only considered to be false negatives if they were unigrams. The second method identified a term as a true positive if it either exactly matched a term identifed by Twitter as a trending topic or if it matched one part of a multigram trending topic. Any term identified as a trending topic by Twitter that was not identified as a trending topic by the experimental method was classified as a false negative. Relevance was calculated based on the evaluations of human volunteers. Volunteers were given a list of terms identified as trending topics and marked those that they felt were valid or relevant topics. Volunteers also were shown all the tweets. The list contained both terms identified as trending topics by the experimental method and terms identified as trending topics by Twitter as a control. Relevance was calculated in the same manner as precision was calculated in the first experiment.
Human Volunteers
The group of human volunteers who evaluated the relevance of the potential trending topics in the second experiment consisted of ten undergraduate students who were all currently working on similar projects in the fields of natural language processing and machine learning, though none of the projects were directly related to finding trending topics in Twitter. The group of volunteers consisted of 8 males and 2 females, ranging in age from 19 to 30. All the volunteers had at least two years of undergraduate education in the fields of mathematics, computer science, electrical engineering, and/or physics, although their knowledge of said fields was not utilized in the performance of their tasks.
Results
For the first experiment, the hourly data sets had an average precision of 0.2167 and 0.1984 and an average recall of 0.2168 and 0.3623 for an F-measure of 0.2167 and 0.2564 for unigrams and bigrams, respectively. The ten minute data sets had an average precision of 0.3389 and 0.1212 and an average recall of 0.3167 and 0.1862 for an F-measure of 0.3274 and 0.1468 for unigrams and bigrams, respectively. A table of the results of the first experiment can be seen in Fig. 2 and a graph showing the precision and recall scores for each data set is shown in Fig. 3 . Initial goals for this experiment were a precision score of at least 0.50 and a recall score of at least 0.75, for an f-measure of at least 0.60. The initial results are well below this, but within reasonable range the results of similar work, which produced f-measures in the range of 0.30 to 0.60 (Allan et al. 1998; Yang et al. 1998 ).
Figure 2: Table of precision, recall, and F-measure scores for both unigrams and bigrams from analysis of data sets consisting of six one-hour segments and six tenminute segments of tweets from the Twitter Streaming API.
For the second experiment, initial results gave an average precision of 0.2780 and an average recall of 0.7667 for an F-measure of 0.3988 as calculated by the first method of evaluation, and an average precision of 0.4075 and an average recall of 0.5985 for an F-measure of 0.4794 as calculated by the second method of evaluation. The initial results were evaluated by human volunteers as containing author relevant topics 72.43% of the time, compared to 77.14% of the time for the terms identified by Twitter as trending topics. Substituting relevance scores for precision scores produces an F-measure of 0.7508 as evaluated by the first method of evaluation and and F-measure of 0.66 as evaluated by the second method of evaluation Given that the success criteria were a recall of 0.50 when evaluated with the terms identified by Twitter and a relevance of at least 75% that of the terms identified by Twitter, the data from the second experiment meets the conditions of success.
Comparing our results with Twitter's trending topics may not be the best way to evaluate our algorithms since Twitter's trending topics are produced by an unpublished algorithm. However, we feel that our results with respect to human evaluators are quite respectable. We believe that algorithms like the ones discussed in this paper can be used by those monitoring the Twitter feed to obtain a list of topics that are being highly discussed or are trendy.
Improvements and Extensions
Based on the initial performance of the proposed method, there are several possible extensions and improvements for this project. One potential extention would be to expand the functionality of the unigram and bigram algorithms to identify trigrams or higher order n-grams as trending topics, instead of single words or bigrams. Other possible extensions of this project include interfacing with (Inouye 2010) and (Kaufmann and Kalita 2010) in order to not only identify but summarize trending topics and normalize the syntax of the summaries, or adapting the method to be used as a predictive tool. One final extension could be in the evaluation process. Terms identified as trending topics could be compared not only to topics identified by Twitter as trending, but to topics identified as trending by other sources, such as Yahoo! 8 or Google Trends 9 .
Conclusion
In this paper, we have outlined methodologies for using streaming data, tfidf term weighting, normalized term frequency analysis, and other criteria to identify trending topics on Twitter. The methods implemented detected and identified both unigrams and bigrams as trending topics. Preliminary results for the first experiment fell significantly short of the original goals, but were reasonably close to results produced by other approaches. Preliminary results for the second experiment seem to meet the success conditions put forth in this paper. The current state of the project allows room for extensions in the form of interfacing with other projects applying natural language processing techniques to Twitter. Finally, once all results are analyzed, this project hopefully will have demonstrated the ability of natural language processing tools to extract and identify pertinent information from a continuously changing corpus with an unconventional structure. 
