Functorial Filtrations for Semiperfect generalisations of Gentle Algebras by Bennett-Tennenhaus, Raphael Jacob Michael
Functorial Filtrations for Semiperfect
generalisations of Gentle Algebras
Raphael Jacob Michael Bennett-Tennenhaus
Submitted in accordance with the requirements for
the degree of Doctor of Philosophy
The University of Leeds
School of Mathematics
August 2017
ii
iii
The candidate confirms that the work submitted is his own and that appropriate credit
has been given where reference has been made to the work of others.
This copy has been supplied on the understanding that it is copyright material and that
no quotation from the thesis may be published without proper acknowledgement.
c© 2017 The University of Leeds and Raphael Bennett-Tennenhaus.
iv
vAcknowledgements
I thank my supervisor Bill Crawley-Boevey for his fantastic guidance, support and
patience. I also thank my family and friends for their unquestioned support through the
good, the bad and the ugly.
vi
Abstract
In this thesis we introduce a class of semiperfect rings which generalise the class of
finite-dimensional gentle algebras. We consider complexes of modules over these rings
which have finitely generated projective homogeneous components. We then classify them
up to homotopy equivalence. The method we use to solve this classification problem is
called the functorial filtrations method. The said method was previously only used to
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1Chapter 1
Background and Preliminaries.
Introduction.
In this thesis we present and solve a classification problem. The objects we classify
are complexes of projectives up to homotopy, and so our results apply to derived
categories. For certain finite-dimensional algebras, indecomposables in their bounded
derived categories have been classified. For example if Q is a finite quiver then the
indecomposable objects in Db(kQ-mod) are essentially given by the indecomposables in
kQ (1.5.11). So, by Gabriel’s theorem (1.5.5) kQ is derived-finite (1.5.10) provided Q is
a disjoint union of connected subquivers of Dynkin type A, D or E. For another example
we can consider a gentle algebra Γ, as introduced by Assem and Skowron´ski [4, p.272,
Proposition] (1.2.10). By a theorem (1.5.29) of Bekkert and Merklen, the indecomposables
in Db(Γ-mod) are shifts of string and band complexes. The problem we solve was inspired
by and generalises this theorem.
The class of complete gentle algebras we work over contains the Assem-Skowron´ski gentle
algebras discussed above. This containment is strict. For example, this class contains
infinite-dimensional algebras such as k[[x, y]]/(xy), and algebras where the ground ring is
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not a field, such as the Ẑp-algebra
{γ11 γ12
γ21 γ22
 ∈M2(Ẑp) | γ11 − γ22, γ12 ∈ pẐp }
The method used to solve this problem is sometimes called the functorial filtration method.
Functorial filtrations have been written in MacLane’s language of linear relations [49],
and were used in the past to classify modules (with certain finiteness conditions) up to
isomorphism. Gel’fand and Ponomarev [32] seem to be the first to solve classification
problems in this way. Their work was interpreted in the language of functors by Gabriel
[30]. Since then the method was adapted to new settings by Ringel [55], Donovan and
Freislich [23], Butler and Ringel [15], Crawley-Boevey [18, 19, 21] and Ricke [54].
The first chapter of this thesis comprises a literature review and an introduction to
the algebras and representations we work with in the second chapter. The first chapter
is organised as follows: generalisations of special biserial algebras are studied in section
1.1; in section 1.2 we restrict our focus to generalisations of gentle algebras; the string
and band representations (which consitute complete lists of pairwise non-isomorphic
indecomposables) are looked at in section 1.3; in section 1.4 we look at the functorial
filtration method; and known classification results about derived categories are looked at
in section 1.5.
The second chapter contains the main research presented in this thesis, where we adapt
the functorial filtration method to homotopy categories. The second chapter is structured
as follows: in section 2.1 we introduce linear relations which we work with for the remainder
of the chapter; these relations are used to define functors in section 2.2; in sections 2.3, 2.4
and 2.5 we verify certain compatability conditions between these functors and string and
band complexes; these verifications are used to complete the proofs of the main results in
section 2.6, and in section 2.7 we apply our results and state some conjectures. The third
chapter is an appendix.
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Conventions: Unless stated otherwise, all categories are assumed to be additive and
locally small, and all functors are covariant and additive. All rings are associative,
although they need not be unital. By a module we mean a unital left module (see
definition 3.1.30).
General Notation: In most definitions this font is used to highlight the terminology
or notation being defined. This is to help the reader find the definitions they want
with greater ease. We also use this font to emphasise the words being defined. This
font is also used in giving names to certain results in this thesis.
The short-hand resp. will be used to mean respectively. The short hand iff will be
used to mean if and only if. We write N for the set of non-negative integers. For
any set X we write #X for the cardinality of X.
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1.1 Some Biserial Rings.
Throughout the thesis we consider algebras defined using quivers and relations. The
quivers involved may have infinitely many vertices. For example in section 1.5 we look at
the string algebras considered by Butler and Ringel [15]. In chapter 2 we study algebras
where the ground ring is not necessarily a field (see example 1.1.6). To avoid repetition,
in this section we start by describing a class of rings (see definition 1.1.21) which contains
all those we want to study.
1.1.1 Path Algebras and Relations.
Assumption: Throughout the thesis we assume R is a unital, commutative, noetherian
and local ground ring with maximal ideal m.
During the literature review (sections 1.3 and 1.5) and in many examples we often restrict
to the case where R is a field (which is sometimes algebraically closed).
Example 1.1.1. (Completions) For any field k the ring k[[t]] of formal power series∑
i≥0 ait
i (where ai ∈ k) is commutative, noetherian and local, whose maximal ideal is
the ideal (t) generated by t (see [6, p.11, Exercise 5 (i)]). Note that k is isomorphic to the
quotient field k[[t]]/(t), and the exact sequence of abelian groups 0→ (t)→ k[[t]]→ k → 0
splits.
For an example where this sequence does not split, consider the ring of p-adic integers
Ẑp where p ∈ Z is prime. Elements here are formal sums
∑∞
i=0 αip
i where each αi is
an element of {0, . . . , p − 1}. This defines a local noetherian ring with maximal ideal
pẐp = {
∑
i αip
i ∈ Ẑp | α0 = 0}. The exact sequence 0 → pẐp → Ẑp → Z/pZ → 0 does
not split, as there are no non-zero additive homomorphisms Z/pZ→ Ẑp.
Example 1.1.2. (Localisations) The ring of fractions Z(p) = {ab | b ∈ Z>0 and p - b}
for a fixed but arbitrary prime number p defines a commutative local noetherian ring
with with maximal ideal pZ(p). For another example we can take R to be the localisation
k[t](t) = {f(t)g(t) | g(0) 6= 0} where k is any field.
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Definition 1.1.3. (Quivers) In what follows Q = (Q0, Q1, h, t) will denote a quiver.
The functions h and t map the set of arrows Q1 to the set of vertices Q0 taking an arrow
a to its head h(a) and tail t(a) respectively.
(Paths) A non-trivial path of length n > 0 is a sequence p = a1 . . . an with h(ai+1) =
t(ai) for 0 < i < n (contrary
1 to [5]). A trivial path has the form ev (where v is a vertex)
and should be considered a path of length 0. A path will mean a trivial or non-trivial path,
and we extend the domain of h and t to the set of all paths by stipulating h(p) = h(a1)
and t(p) = t(an) for any non-trivial path p (as above), and h(ev) = v = t(ev) for any
vertex v.
(Cycles) A cycle is a non-trivial path whose head and tail coincide, a loop is a cycle
which is also an arrow, and a quiver is called acyclic if it has no cycles.
(Path Algebras) RQ will be the path algebra of Q (over R), the R-algebra defined
by an R-basis consisting of the paths, and where the product ab of two paths a and b is
given by the concatenation of arrows in case t(a) = h(b), and ab = 0 otherwise. Note that
RQ is an associative R-algebra which is unital when Q is finite (see [5, 1.4 Lemma]).
Example 1.1.4. In general our quivers contain cycles. They can also be infinite and
disconnected. In all of our examples there are countably many vertices, and each vertex
is labelled by a natural number. For example
0α 99
γ // 1
η // 3
σ

λ
  
6
ω

8
ξ
oo 10 11
δoo 12
δ′oo · · ·oo
2
β
^^
µ
OO
4
τ
>>
θ // 5 7
ν // 9
ζ
OO
Definition 1.1.5. (Relations) A set ρ of relations is a subset of
⋃
u,v evRQeu, where
u and v each run through the vertices of Q. Let (ρ) denote the two-sided ideal of RQ
generated by the elements in ρ.
1In [5] the function h (resp. t) is written using the symbol t (resp. s) and called the target (resp.
source). Furthermore, in [5] the unique length 2 path in the quiver Q = 1 2
α
oo 3
β
oo is written βα,
where as in this thesis it is written αβ.
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(R-algebras surjectively given by (Q, ρ, θ)) An R-algebra Λ is said to be
surjectively given by (Q, ρ, θ) if there is a quiver Q, a set of relations ρ ⊆ ⋃u,v evRQeu and
a surjective R-algebra homomorphism θ : RQ → Λ where: (ρ) ⊆ ker(θ); ev /∈ (ρ) for any
vertex v; and θ(p) 6= 0 for any path p /∈ (ρ). In this case for any such p we abuse notation
by using the same symbol to denote the coset p + (ρ) and the image of this coset in Λ.
Note that θ factors through the canonical projection RQ → RQ/(ρ), however in general
we have (ρ) 6= ker(θ).
Example 1.1.6. Let Q be the quiver given by two loops α and β at a single vertex v
and let ρ = {α2, β2}. Let R = Ẑp , m = pẐp (as in example 1.1.1) and let Λ be the
Ẑp-subalgebra of 2 × 2 matrices (γij) ∈ M2(Ẑp) with γ11 − γ22, γ12 ∈ pẐp. There is a
Ẑp-algebra homomorphism θ : ẐpQ→ Λ defined by extending the assignments
θ(α) =
0 0
1 0
 , θ(β) =
0 p
0 0

multiplicatively. Hence (ρ) ⊆ ker(θ), and for any integer n ≥ 1 we have
θ((αβ)n) =
0 0
0 pn
 , θ((αβ)nα) =
 0 0
pn 0
 ,
θ((βα)n) =
pn 0
0 0
 , θ((βα)nβ) =
0 pn+1
0 0

(♦)
This shows any path σ /∈ (ρ) has a non-zero image in Λ. For any λ ∈ Λ we have λ =
(
∑∞
k=0 rij,kp
k)i,j for elements rij,k ∈ {0, . . . , p−1} where r11,0 = r22,0 and r12,0 = 0. Hence
λ = θ(r +
∑
t>0
∑
σ∈P(t) rp,tσ) where r = r22,0 and for each t > 0 we let rα,t = r21,t,
rβα,t = r11,t+1, rαβ,t = r22,t+1 and rβ,t = r12,t+1. Thus θ is surjective, and so Λ is given by
(Q, ρ, θ). Note that the kernel of θ is the ideal in ẐpQ generated by α2, β2 and αβ+βα−p.
This example illustrates a scenario where the ground ring R is not a field, and where
(ρ) 6= ker(θ). This will be a running example throughout the thesis.
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Definition 1.1.7. (notation: P(t, v →), P(t)) For each t ≥ 0 and each vertex v let
P(t, v →) (resp. P(t,→ v)) be the set of paths σ of length t with σ /∈ (ρ) and tail (resp.
head) v, and let P(t) denote the set
⋃
v P(t, v →) ∪ P(t,→ v) of all paths outside (ρ) of
length t.
(notation: P(v →), P, A(v →)) For each vertex v let P(v →) (resp. P(→ v)) denote
the set
⋃
t>0 P(t, v →) (resp.
⋃
t>0 P(t,→ v)) of all non-trivial paths outside (ρ) with tail
(resp. head) v; and P denote the union
⋃
t>0 P(t). We also set A(v →) = P(1, v →) and
A(→ v) = P(1,→ v).
Example 1.1.8. Recall the quiver Q from example 1.1.4. Let
ρ = {αβ, γα, ηµ, ση, µλ, θσ, τσ, νωξζνωξζ, βληγ − α}
The non-trivial paths with tail 0 which lie outside (ρ) are precisely
P(0→) = {αn+1, γαn, ηγαn, ληγαn | n ∈ N}
Definition 1.1.9. [35, §2] (see also [5, p.50]) (Generalised Triangular Matrix
Rings) For a fixed integer n > 1 we shall define a ring Tn(Ri,Mij , ϕ
t
ij) by fixing the
following data. For each integer i with n ≥ i ≥ 1 let:
(a) let Ri be a unital ring, and let Mii = Ri considered as an Ri-Ri bimodule, and let
Iii be the identity map on Ri; and for each integer j with n ≥ i > j ≥ 1,
(b) Mij be an Ri-Rj bimodule, let Iij be the identity map on Mij , and let ϕ
i
ij and ϕ
j
ij
be the canonical Ri-Rj bimodule isomorphisms Mij ⊗Rj Rj →Mij and Ri⊗RiMij →Mij
respectively; and for each integer t with n ≥ i > t > j ≥ 1 let
(c) ϕtij : Mit⊗RtMtj →Mij be an Ri-Rj -bimodule homomorphism, where the diagram
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Mab ⊗Rb Mbc ⊗Rc Mcd
Iab⊗ϕcbd //
ϕbac⊗Iac

Mab ⊗Rb Mbd
ϕbad

Mac ⊗Rc Mcd
ϕcad //Mad
commutes for any integers a, b, c, d with n > a > b > c > d > 1.
We can now define the generalised (lower) triangular matrix ring Tn(Ri,Mij , ϕ
t
ij) by
the set of n×n matrices (mij) where mij = 0 for i < j and mij ∈Mij otherwise. Addition
is defined component-wise and the product of (mij) and (m
′
ij) is given by (
∑n
t=1 ϕ
t
ij(mit⊗
m′tj)).
Example 1.1.10. Let p ∈ Z be prime. Let R = Z/p3Z and m = pZ/p3Z. Let Q be the
quiver
2
γ
  
5 4
λoo
ε

3
δoo 1α
oo
β
^^
and let ρ = {λε, ε3, εδ, δα, α − γβ}. Our aim is to define a generalised lower triangular
matrix ring Λ given by (Q, ρ, θ), where θ is yet to be defined.
Let R1 = R2 = R3 = R5 = R/m which is isomorphic to Z/pZ, the field with p elements.
Let R4 = R = Z/p3Z. For 5 ≥ i > j ≥ 1 define the Ri-Rj-bimodules Mij by setting
Mi1 = 0 for i = 4, 5 and Mij = Z/pZ otherwise. Hence for 5 ≥ i > t > j ≥ 1 there
are three possibly non-zero Ri-Rj-bimodule homomorphisms ϕ
t
ij : Mit ⊗Rt Mtj → Mij ,
namely ϕ231, ϕ
3
51 and ϕ
4
53.
Let ϕ231 = ϕ
3
51 be the Z/pZ-Z/pZ bimodule homomorphism Z/pZ⊗Z/pZ Z/pZ→ Z/pZ
given by n¯ ⊗ m¯ 7→ n¯m¯, and let ϕ453 be the Z/pZ-Z/pZ bimodule homomorphism
Z/pZ ⊗Z/p3Z Z/pZ → Z/pZ given by the same formula. In this example, to check the
appropriate diagrams commute, one need only consider the case (a, b, c, d) = (5, 4, 3, 2)
(which is straightforward).
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We label elements in the generalised triangular matrix ring Λ = T5(Ri,Mij , ϕ
t
ij) by
[rij ] =

r11 0 0 0 0
r21 r22 0 0 0
r31 r32 r33 0 0
0 r42 r43 r44 0
0 r52 r53 r54 r55

where for any r + p3Z ∈ Z/p3Z we let r = r + pZ ∈ Z/pZ. We can now define a Z/p3Z-
algebra homomorphism θ : (Z/p3Z)Q→ Λ by sending ∑5i=1 riei +∑σ∈P rσσ to
r1 0 0 0 0
rβ r2 0 0 0
rγβ − rα rγ r3 0 0
0 rδγ rδ r4 + prε + p
2rε2 0
0 rλδγ rλδ rλ r5

It is straightforward, but tedious, to check: θ is surjective; θ is a homomorphism of rings;
(ρ) ⊆ ker(θ); and that σ ∈ P implies θ(σ) 6= 0. Hence Λ is a Z/p3Z-algebra given by
(Q, ρ, θ).
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1.1.2 Quasi-Bounded Special Biserial Algebras.
Assumption: In section 1.1.2 we assume Λ is an R-algebra surjectively given by (Q, ρ, θ).
In definitions 1.1.11 and 1.1.21 we introduce conditions on Λ to ensure the (unital)
projective indecomposable Λ-modules are biserial (see definition 1.1.26 and proposition
1.1.28).
Definition 1.1.11. [61, §1, (SP)] (Special Conditions) We say (Q, ρ) satisfies special
conditions if:
SPI) given any vertex v we have #A(v →) ≤ 2 and #A(→ v) ≤ 2; and
SPII) given any arrow y there is at most one arrow x with xy ∈ P(2), and at most one
arrow z with yz ∈ P(2).
Example 1.1.12. The pair (Q, ρ) from example 1.1.8 satisfies special conditions.
Definition 1.1.13. (First And Last Arrows, notation: f(p), l(p)) Any non-trivial
path p in Q has a first arrow f(p) and a last arrow l(p) satisfying l(p)p′ = p = p′′f(p) for
some (possibly trivial) paths p′ and p′′. That is, p may be depicted by
l(p)︷ ︸︸ ︷ p′︷ ︸︸ ︷
h(p) ←− • ←− · · · ←− • ←− t(p)
︸ ︷︷ ︸
p′′
︸ ︷︷ ︸
f(p)
(Parallel, Initial And Terminal Subpaths) Two distinct paths in Q are called
parallel if they have the same head and the same tail. We say a path p is a subpath of
a path p′, and write p ≤ p′, if p′ = γpδ for some (possibly trivial) paths γ and δ. If δ
is trivial we call p an initial subpath, and if γ is trivial we call p a terminal subpath. If
p ≤ p′ and p 6= p′ then we say p is a proper subpath of p′.
(Maximal Paths) A path p ∈ P is called maximal if it is not a proper subpath of some
path p′ ∈ P.
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The following was adapted from [61, p.175, Corollary].
Lemma 1.1.14. Let (Q, ρ) satisfy special conditions.
For all p, p′ ∈ P such that p is not longer than p′,
(ia) if f(p) = f(p′) then p is an initial subpath of p′,
(ib) if l(p) = l(p′) then p is a terminal subpath of p′,
(ii) We have (ρ) = (ρ′) in RQ where elements in ρ′ have the form
∑
q rqq where q runs
through parallel paths in Q.
Proof. (i) It suffices to find some path γ such that p′ = γp, by symmetry. Note p = qa
and p′ = q′a for a = f(p) and some paths q and q′. If q is trivial then q = et(a) in which
case p = a and it suffices to take γ = q′. Otherwise q has length n > 0, and so q′ is
also non-trivial. If f(q) 6= f(q′) we have f(q)a, f(q′)a /∈ (ρ) which contradicts SPII). Hence
f(q) = f(q′). If q has length n > 0 then iterating this argument on the remaining n − 1
arrows in q gives the claim.
(ii) Recall definition 3.1.30. Note that the set consisting of the elements ev (for each
vertex v) defines a complete set of orthogonal idempotents for Λ. By example 3.1.31, for
each z ∈ ρ there is a finite set of vertices v(1), . . . , v(n) for which z = ez = ze where
e =
∑n
i=1 ev(i). Note that the number n > 0 and the vertices v(i) all depend on z. Since
z ∈ ρ we have ev(i)zev(j) ∈ (ρ) for each i and j, and we write ev(i)zev(j) =
∑
q rqq where q
runs through the parallel paths with head v(i) and tail v(j), and rq ∈ R is non-zero for all
but finitely many q. Let ρ′ be the set of all such ev(i)zev(j) where z runs through ρ. By
definition ρ′ ⊆ (ρ) and ρ ⊆ (ρ′) since z = ∑i,j ev(i)zev(j), and hence (ρ) = (ρ′).
Definition 1.1.15. (Point-Wise Local Algebras) We say Λ is left (resp. right)
pointwise local if for each vertex v of Q the left module Λev (resp. right module evΛ) is
local with maximal submodule
∑
a∈A(v→) Λa (resp.
∑
a∈A(→v) aΛ).
We say Λ is pointwise local if it is left pointwise local and right pointwise local. In this
case rad(Λ) is the ideal of Λ generated by the arrows by lemma 3.1.34 (ii).
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Example 1.1.16. Let k be a field and Λ = k[x, y]/(xy). Note that Λ is surjectively given
by (Q, ρ, θ) where Q is the quiver with two loops X and Y at one vertex, ρ = {XY, Y X}
and θ is given by X 7→ x and Y 7→ y.
In case k is algebraically closed the maximal ideals of Λ have the form (X − λ, Y −
µ) + (XY )/(XY ) for λ, µ ∈ k. This shows rad(Λ) = 0 and so Λ is not pointwise local.
Consequently algebras arising in this way shall be omitted from focus.
Part (b) in the corollary below motivated definition 1.1.15. Part (c) motivated definition
1.1.19 and SPIII) from definition 1.1.21. The corollary itself was motivated by [5,
II.2.10].
Corollary 1.1.17. Suppose:
(a) (Q, ρ) satisfies special conditions;
(b) Λ is left (resp. right) pointwise local; and
(c)
⋂
n≥1(rad(Λ))
na = 0 (resp.
⋂
n≥1 a(rad(Λ))
n = 0) for any arrow a.
Then for any p ∈ P:
(i) any non-zero submodule of Λp (resp. pΛ) has the form Λqp (resp. pqΛ) with q ∈ P;
(iia) Λp is local with rad(Λp) = rad(Λ)p;
(iib) if rad(Λp) 6= 0 then rad(Λp) = Λap for an arrow a with ap ∈ P; and
(iii) if p′ ∈ P, Λp = Λp′ and f(p) = f(p′) (resp. pΛ = p′Λ and l(p) = l(p′)) then p = p′.
Proof. (i) The proofs for the respective statements about pΛ will follow by symmetry.
Suppose N is a non-zero submodule of Λp. Consider the set T consisting of all paths q
such that qp ∈ P and N ⊆ Λqp. Clearly ev ∈ T where v is the head of p. Suppose T is
infinite, and so by lemma 1.1.14 (ia) there is a sequence of consecutive arrows a1, a2 . . .
(that is, where h(ai) = t(ai+1)) such that an . . . a1p ∈ P and N ⊆ Λan . . . a1p for each
n ≥ 1.
Chapter 1. Background and Preliminaries. 13
However as Λ is left pointwise local this means N ⊆ ⋂n≥1 rad(Λ)nf(p) = 0, and hence
T must be finite as N 6= 0. So we let q′ be the longest path in T . For a contradiction
assume that N 6= Λq′p. Consider the submodule M of Λeh(q′) consisting of all µ ∈ Λeh(q′)
with µq′p ∈ N . Since N 6= Λq′p we have M 6= Λeh(q′), and since Λ is left pointwise local
this gives M ⊆∑a∈A(h(q′)→) Λa. Since N 6= 0 we can choose n ∈ N ⊆ Λq′p with n 6= 0.
Writing n = λq′p gives λ ∈M by definition. As λ 6= 0 there must exist an arrow a′ with
tail h(q′) and a′q′p /∈ (ρ), and note that a′ is unique as (Q, ρ) saitsfies special conditions.
But now we have n = λ′a′q′p for some λ′ ∈ Λ which shows N ⊆ Λa′q′p and so a′q′ ∈ T
contradicts the maximality of q′.
(ii) Consider the Λ-module homomorphism α : Λeh(p) → Λp given by λ 7→ λp. As
Λ is surjectively given by (Q, ρ, θ) we have α(eh(p)) 6= 0 and so α 6= 0. Let pi : Λp →
Λp/rad(Λ)p be the canonical projection. By [65, 49.7 (b)] we have Λp 6= rad(Λp) and so
as rad(Λ)p ⊆ rad(Λp) we have p /∈ rad(Λ)p which means piα 6= 0.
By lemma 3.1.34 (ic) we have α(rad(Λeh(p))) ⊆ rad(Λ)p ⊆ ker(pi) and so rad(Λeh(p)) ⊆
ker(piα). Since Λ is pointwise local this gives rad(Λeh(p)) = ker(piα) and so Λp/rad(Λ)p '
Λeh(p)/rad(Λeh(p)) which is simple and so rad(Λ)p is a maximal submodule, and thus
rad(Λ)p = rad(Λp).
(iii) We will just show that (Λp = Λp′ 6= 0 and f(p) = f(p′)) implies p = p′. The other
statement will hold by symmetry. By lemma 1.1.14 (ia) we have p′ = γp with for some
path γ. For a contradiction we assume γ is non-trivial.
Consider the map ν : Λeh(p) → Λp sending λ to λp. Since Λp = Λγp we have eh(p)−µγ ∈
ker(ν) for some µ ∈ Λeh(p). Since Λp 6= 0 we have ker(ν) 6= Λeh(p) and so as Λ is pointwise
local we have that ker(ν) ⊆ ∑a∈A(h(p)→) Λa. Since µγ ∈ ∑a∈A(h(p)→) Λa this gives
eh(p) ∈
∑
a∈A(h(p)→) Λa which contradicts that Λ is pointwise local.
The quiver Q may be infinite (see example 1.1.4), and so Λ need not be unital. However
Λ will always have a complete set of (orthogonal) idempotents (see definition 3.1.30) given
by the vertices of Q (which follows from the surjectivity of θ).
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The equivalence of (iia) and (iib) in the following2 will be used in section 1.2.1.
Lemma 1.1.18. Suppose that
(a) (Q, ρ) satisfies special conditions,
and suppose that for each vertex v,
(b) Λmev ⊆
∑
a∈A(v→) Λa (resp. evmΛ ⊆
∑
a∈A(→v) aΛ), and
(c) P(t, v →) = ∅ (resp. P(t,→ v) = ∅) for t 0.
Then the following statements hold.
(i) Λ is left (resp. right) pointwise local.
(ii) If a is an arrow then Λa (resp. aΛ) is finitely generated over R.
(iii) For distinct p, p′ ∈ P we have (1) iff (2), where
(1) Λp = Λp′ (resp. pΛ = p′Λ) which is simple.
(2) p and p′ are parallel and Rp = Rp′ in Λ.
(iv) If ( (1) or (2)) then Λp = soc(Λet(p)) = Λp
′ (resp. pΛ = soc(eh(p)Λ) = p′Λ).
Proof. The respective claims hold by symmetry. We begin by showing any proper
submodule of Λev is contained in
∑
a∈A(v→) Λa. We also set up some notation for later in
the proof.
By assumption (c) for all a ∈ A(v →) there is some integer l such that there are no
paths p of length n > l with f(p) = a. Hence by lemma 1.1.14 (ia) there are arrows
a1, . . . , an(a) such that: n(a) ≤ l; a1 . . . an(a) ∈ P; an(a) = a; and if p ∈ P and f(p) = a
then p ∈ {pa,i | 1 ≤ i ≤ n(a)} where pa,i = ai . . . an(a).
So any µ ∈ Λev has the form µ = rev +
∑
a,i ri,apa,i where r, ra,i ∈ R. Now fix a ∈
A(v →), i, j ≥ 1 and q ∈ P(j). If i + j ≤ n(a) then qpa,i = pa,i+j or qpa,i = 0, and if
i+ j > n(a) then qpa,i = 0. Hence for any i and j we have qpa,i ∈ Rpa,i+j .
2Compare with corollary 1.1.17 (iii).
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We now assume r /∈ m and show this gives Λµ = Λev. Without loss of generality we can
assume a, a′ ∈ A(v →) and a 6= a′. For simplicity write n(a) = n and n(a′) = m. Since R
lies in the centre of Λ,and there are no paths p of length greater than l with f(p) = a, we
have pa,nµ = rpa,n and so Rpa,n ⊆ Λµ as r is a unit.
By symmetry we can assume n ≥ m. If n−1 ≥ m then pa,n−1µ = rpa,n−1+ra,1pa,n−1pa,1
and so by the above we have similarly that Rpa,n−1 ⊆ Λµ. Proceeding this way gives
Rpa,i ⊆ Λµ when m ≤ i ≤ n, and hence ηm ∈ Λµ where we let ηd =
∑
a,i≤d ri,apa,i for
each d with 1 ≤ d ≤ m.
We now proceed as above, but we deal with the paths pa,d and pa′,d simultaneously.
Again pa,mηm = rpa,m and so Rpa,m ⊆ Ληm. Writing
pa′,mηm = rpa′,m + ra,n−mpa′,mpa,n−m + · · ·+ ra,1pa′,mpa,1
shows that pa′,m ∈ Ληm as each one of the following products of (pairs of) paths
pa′,mpa,n−m, . . . , pa′,mpa,1 lies inRpa,i for some i withm+1 ≤ i ≤ n. Thus pa,m, pa′,m ∈ Λµ,
and proceeding this way we can show pa,i, pa′,i ∈ Λµ for each i with 1 ≤ i ≤ m.
We have already shown that pa,i ∈ Λµ when m ≤ i ≤ n, and so rev ∈ Λµ which means
Λµ = Λev. Since we assumed r /∈ m, we have shown that for any proper submodule M of
Λev, if µ ∈M then µ ⊆ Λmev +
∑
a∈A(v→) Λa which by (b) means Λµ ⊆
∑
a∈A(v→) Λa.
(i) To recap, if M is a proper submodule of Λev then M 6
∑
a∈A(v→) Λa. If∑
a∈A(v→) Λa = Λev then we have ev ∈
∑
a∈A(v→) Λa. This means we can write ev as
µ above where r = 0, which gives pa,n = pa,nev = 0 as above, which contradicts that
pa,n ∈ P(v →) and that Λ is surjectively given by (Q, ρ, θ).
We have now shown there are no proper submodules containing
∑
a∈A(v→) Λa, which is
a proper submodule. Hence
∑
a∈A(v→) Λa is the unique maximal submodule of Λev.
(ii) Note that Λa is generated as an R-module by the paths p with f(p) = a, of which
there are finitely many, by (c).
(iii) (1)⇒ (2) By assumption there is some λ ∈ Λeh(p′) such that p = λp′.
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Since Λ is left pointwise local (by (i)), we can write λ = reh(p′) + z for some z ∈
rad(Λ)eh(p′). This gives zp
′ ∈ rad(Λ)Λp′ = rad(Λp′) by corollary 1.1.17 (ii), and as Λp′
is simple this means zp′ = 0 and so p = rp′. If r ∈ m then reh(p′) ∈ Λmeh(p′) which is
contained in rad(Λ)eh(p′) by assumption (b) (and again as Λ is left pointwise local).
As above this means rp′ = 0 which contradicts that p ∈ P. Hence r /∈ m which means
r is a unit and p = rp′ gives Rp = Rp′. Since p and p′ are distinct this shows they are
parallel.
(iii) (1) ⇐ (2) If b is an arrow with bl(p) ∈ ρ then bp′ ∈ bRp = Rbp = 0. Without
loss of generality this means rad(Λ)eh(p) ⊆ ker(ψ) where ψ is the Λ-module epimorphism
Λeh(p) → Λp given by λ 7→ λp. Note that ψ(eh(p)) 6= 0 and Λ is pointwise local (by part
(i)), so we must have rad(Λ)eh(p) = ker(ψ). Thus Λp is simple because Λ is pointwise
local, and similarly Λp′ is simple.
(iv) Since Λp and Λp′ are assumed to be simple we have Λp′,Λp ⊆ soc(Λev). It suffices
to show Λp and (by symmetry Λp′) is an essential submodule of Λev so that Λp ⊇ soc(Λev)
by lemma 3.1.34 (ib). Hence we assume M is a non-zero submodule of Λeh(p), and we
show M ∩ Λp 6= 0. If M = Λeh(p) then clearly M ∩ Λ = Λp 6= 0 since p ∈ P and there is
nothing to prove.
Otherwise M 6
∑
a∈A(h(p)→) Λa as Λ is pointwise local, and we choose µ ∈M which is
non-zero. It suffices to find λ ∈ Λ such that 0 6= λµ ∈ Λp. Let µ = ∑a µa where µa ∈ Λa
and µa′ ∈ Λa′ for a, a′ ∈ A(v →) with a 6= a′ (which exist as p and p′ are distinct and
parallel). In this notation pa,n = p and pa′,m = p
′, and so f(p) = a and f(p′) = a′ up to
reordering.
Since µ 6= 0 we can assume µa 6= 0 and, without loss of generality, µa′ 6= 0. So there exist
m′, n′ > 0 maximal for which µa ∈ Λpa,n′ and µa′ ∈ Λpa′,m′ . Hence µa =
∑n
i=n′ ra,ipa,i and
µa′ =
∑m
i=m′ ra′,ipa′,i. If ra,n′ ∈ m then Λmev ⊆
∑
a∈A(v→) Λa implies ra,n′pa,n′ ∈ Λpa,n′+1.
Hence by the maximality of n′ and m′ we have ra,n′ , ra′,m′ /∈ m. By symmetry we can
assume n− n′ ≥ m−m′. Let q = an . . . an′+1. If n = n′ then m = m′ and so µa ∈ Λp and
µa′ ∈ Λp′ ⊆ ΛRp ⊆ Λp, in which case it suffices to let λ be the local unit of µ.
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Otherwise n > n′, and so q is non-trivial. Note that
qµa =
∑n
i=n′ ra,iqpa,i = ra,n′qpa,n′ = ra,n′p
as qpa,i has length greater than n if i > n
′, and similarly qµa′ = 0 as qpa′,j has length
n− n′+ j which is greater than m if j > m′, recalling we assumed (using symmetry) that
n− n′ +m′ > m.
Hence setting λ = q gives λµ = qµa 6= 0 as ra,n′ /∈ m.
The assumptions (b) and (c) from lemma 1.1.18 motivated the following definition.
Definition 1.1.19. (Rad-Nilpotency) For an ideal I in R we say Λ is pointwise rad-
nilpotent modulo I if for each vertex v there is some n(v) ≥ 1 for which
(rad(Λ))n(v)ev ⊆ ΛIev ⊆ rad(Λ)ev.
(Admissible Ideals, notation J) [5, II.2.1] Let J be the ideal of RQ generated by the
arrows. We say the ideal (ρ) in RQ is an admissible ideal provided there is some integer
m ≥ 2 for which Jm ⊆ (ρ) ⊆ J2.
Example 1.1.20. Recall the algebra k[x, y]/(xy) from example 1.1.16. Recall
rad(k[x, y]/(xy)) = 0 and so by definition k[x, y]/(xy) is pointwise rad-nilpotent modulo I
iff I = 0. Note that ρ = {XY, Y X} and since Xm /∈ (ρ) for all m ≥ 1 the ideal (ρ) cannot
be admissible.
Definition 1.1.21. (Quasi-Bounded Special Biserial Algebras) Λ is called a quasi-
bounded special biserial algebra over R if (Q, ρ) satisfies special conditions, and:
SPIII) Λ is pointwise local and pointwise rad-nilpotent modulo m;
and for any arrow a
SPIV) the R-modules Λa and aΛ are finitely generated; and
SPV) the Λ-modules Λa ∩ Λa′ and aΛ ∩ a′Λ are simple or trivial for any arrow a′ 6= a.
Chapter 1. Background and Preliminaries. 18
Example 1.1.22. Recall the Ẑp-subalgebra Λ = {(γij) ∈ M2(Ẑp) | γ11 − γ22, γ12 ∈ pẐp}
surjectively given by (Q, ρ, θ) from example 1.1.6. The calculations labeled (♦) give
Λα =
pẐp 0
Ẑp 0
 , Λβ =
0 pẐp
0 pẐp
 ,
αΛ =
 0 0
pẐp pẐp
 , βΛ =
pẐp pẐp
0 0

So, SPIV) and SPV) both hold. We now check SPIII). If Λα + I = Λ for a left ideal I
then we have 1 = λ + γ for some γ = (γij) ∈ I and some λ = (λij) ∈ Λα. This means
λ12 = λ22 = 0 and so γ12 = 0, λ11 + γ11 = γ22 = 1 and γ21 + λ21 = 0. Consequently
det(γ) = 1 − λ11 which is a unit as λ11 ∈ pẐp and so I = Λ. Hence Λα is a superfluous
left ideal of Λ. Similarly Λβ is superfluous and so rad(Λev) ⊇ Λα⊕ Λβ.
Conversely there is an R-module isomorphism Z/pZ → Λ/Λα ⊕ Λβ sending the coset
of n to the coset of nI2 (where I2 is the unit in M2(Ẑp)) and so Λα ⊕ Λβ is a maximal
left submodule of Λ which proves rad(Λev) = Λα ⊕ Λβ. This shows Λ is left pointwise
local. By symmetry we have rad(evΛ) = αΛ ⊕ βΛ and hence Λ is right pointwise local.
Moreover any path of length greater than 2 which lies outside (ρ) ends in αβ or βα, and
since αβ + βα = p in Λ this means (rad(Λ))3 ⊆ Λp ⊆ rad(Λ). Hence Λ is pointwise
rad-nilpotent modulo pẐp and so Λ is a quasi-bounded special biserial algebra over Ẑp.
Example 1.1.23. Let Fp = Z/pZ for some prime p. Recall the Z/p3Z-algebra Λ from
example 1.1.10
Λ = T5(Ri,Mij , ϕ
t
ij) =

Fp 0 0 0 0
Fp Fp 0 0 0
Fp Fp Fp 0 0
0 Fp Fp Z/p3Z 0
0 Fp Fp Fp Fp

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Writing left submodules of Λ as columns gives
Λe1 =
(
Fp Fp Fp 0 0
)t
Λα =
(
0 0 Fp 0 0
)t
Λβ =
(
0 Fp Fp 0 0
)t
} submodules of
column 1

Λe2 =
(
0 Fp Fp Fp Fp
)t
Λγ =
(
0 0 Fp Fp Fp
)t
} submodules of
column 2

Λe3 =
(
0 0 Fp Fp Fp
)t
Λδ =
(
0 0 0 Fp Fp
)t
} submodules of
column 3

Λe4 =
(
0 0 0 Z/p3Z Fp
)t
Λε =
(
0 0 0 pZ/p3Z 0
)t
Λλ =
(
0 0 0 0 Fp
)t
} submodules of
column 4

Λe5 =
(
0 0 0 0 Fp
)t } submodule of
column 5

This shows Λ is left pointwise local, since for each vertex v ∈ {1, 2, 3, 4, 5} the quotients
Λev/
∑
a∈A(v→) Λa have p elements, and so they must be simple. Similarly one can show
Λ is (right and hence) pointwise local.
It is also clear that for each arrow a the Z/p3Z-modules Λa and aΛ are finitely generated.
The intersections Λα ∩ Λβ = Λα and αΛ ∩ γΛ = αΛ have p elements, so they must also
be simple. Since Λa ∩ Λa′ = 0 and aΛ ∩ a′Λ = 0 for all other pairs of distinct arrows a
and a′, Λ is a quasi-bounded special biserial algebra over Z/p3Z.
We now explain how the special algebras studied by Pogorza ly and Skowron´ski [53] are
examples of quasi-bounded special biserial algebras.
Example 1.1.24. (Pogorza ly-Skowron´ski Special Algebras) Let Λ′ = kQ/(ρ) be
a special algebra in the terminology used by Pogorza ly and Skowron´ski [53, pp.492 - 493].
This means: k is an algebraically closed field; Λ′ is surjectively given by (Q, ρ, θ) where θ
is the quotient map kQ→ Λ′; (R1) and (R2) from [53, p.492] hold; and (ρ) is admissible.
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Conditions (R1) and (R2) are the same as SP1) and SPII) from definition 1.1.7. Since
(ρ) is admissible we then have that Λ′ is pointwise local by lemma 1.1.18, and so J/(ρ) =
rad(Λ) which together gives (ρ) ⊆ (rad(Λ′))2 ⊆ rad(Λ′) and (rad(Λ))m = (J/(ρ))m = 0
for some m.
Hence Λ′ is pointwise rad-nilpotent modulo 0 and SPIII) holds. By lemma 1.1.18 (ii) it
is clear that SPIV) holds. To see that Λ′ is a quasi-bounded special biserial algebra over
k, one observes that the statement and proof of [61, Lemma 1] is precisely the verification
of SPV). Note that the definition introduced by Skowron´ski and Waschbu¨sch [61, §1 (SP)]
requires Q to be finite, a restriction we are omitting.
We now give some immediate consequences of definition 1.1.21.
Corollary 1.1.25. If Λ is a quasi-bounded special biserial algebra over R then for any
vertex v,
(ia) Λev/
∑
a∈A(v→) Λa ' k ' evΛ/
∑
a∈A(→v) aΛ as R-modules, and
(ib) Λev and evΛ are finitely generated as R-modules.
Consequently
(ii) if Q is finite then the ring Λ is unital, noetherian and semilocal, and
(iii)
⋂
n>0(rad(Λ))
nM = 0 for any Λ-module M which is finitely generated as an R-
module.
Proof. (ia) Consider the map τv : R→ Λev/
∑
a∈A(v→) Λa sending r to rev+
∑
a∈A(v→) Λa.
For any λ+
∑
a∈A(v→) Λa ∈ Λev/
∑
a∈A(v→) Λa there is some µ ∈ RQ with θ(µ) = λ since
θ is onto. Let A denote the ideal of RQ/(ρ) generated by the arrows. Since λ = λev
we have that µ = µev and so writing µev = rev + aev for some r ∈ R and a ∈ A gives
rev − λev ∈
∑
a∈A(v→) Λa. Hence τv is surjective.
Suppose for a contradiction that mev = Λev. Then there is some x ∈ m for which
(1 − x)ev = 0 in Λ. As 1 − x is a unit in R this contradicts that any path p /∈ (ρ) has a
non-zero image in Λ. Thus mev ⊆
∑
a∈A(v→) Λa and so m ⊆ ker(τv).
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Since θ is onto ker(τv) is a left R-submodule of R, and as ker(τv) 6= R this gives
m = ker(τv). This gives an isomorphism between Λev/
∑
a∈A(v→) Λa and R/m = k. By
symmetry we also have an R-module isomorphism k ' evΛ/
∑
a∈A(v→) Λa.
(ib) By SPIV) the R-modules
∑
a∈A(v→) Λa and
∑
a∈A(→v) aΛ are finitely generated
over R. By corollary 1.1.25 (i) the quotients Λeu/
∑
a∈A(u→) Λa and euΛ/
∑
a∈A(→u) aΛ
are isomorphic to k, and hence by applying the horseshoe lemma (see lemma 3.2.8) Λeu
and euΛ are also finitely generated over R.
(ii) In general we have Λ =
⊕
v Λev which is a finite direct sum if Q is finite, and each
summand is finitely generated by (ib). Hence Λ is finitely generated over R and has a
1 defined by
∑
v ev. Since Λ is finitely generated over R, Λ is semilocal by [48, (20.6)
Proposition].
Since R is a noetherian ring, Λ is noetherian as an R-module as it is finitely generated
over R. Any ascending chain of left (or right) ideals in the ring Λ defines an ascending
chain of submodules in the R-module Λ. This means Λ is a noetherian ring.
(iii) Note that
⋂
n>0(rad(Λ))
nM ⊆ ⋂n>0 mnM by SPIII). The claim now follows from
Krull’s intersection theorem (see for example [48, Ex.4.23]).
We now motivate the terminology introduced in definition 1.1.21.
Definition 1.1.26. [28, p.62] (Uniserial And Biserial Modules) Let Γ be a (possibly
non-unital) ring. We say a Γ-module M is uniserial if N ⊆ N ′ or N ′ ⊆ N for any
submodules N and N ′ of M . Thus if M ′ is a maximal (resp. simple) submodule of a
uniserial module M then M is local (resp. colocal) and M ′ = rad(M) (resp. M ′ =
soc(M)).
If M is indecomposable we say M is biserial if there are uniserial submodules L and L′
of M such that
(a) L+ L′ = M or M is local with L+ L′ = rad(M), and
(b) L ∩ L′ = 0 or M is colocal with soc(M) = L ∩ L′.
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In [28, p.65] Fuller calls a unital artinian ring Γ biserial provided every indecomposable
projective left or right Γ-module is biserial. To motivate the study of algebras with this
property we note the following theorem due to Crawley-Boevey.
Theorem 1.1.27. [20, Theorem A] Let k be an algebraically closed field and let Γ
be a finite-dimensional k-algebra with a multiplicative unit. If Γ is biserial then Γ is
representation-tame (see definition 1.5.4).
The following result generalises [61, Lemma 1]. The reader is advised to recall
section 3.1.5 in which some language and theory is developed about rings with enough
idempotents.
Proposition 1.1.28. Let Λ be a quasi-bounded special biserial algebra over R. Then:
(i) any unital projective indecomposable left (resp. right) module is isomorphic to Λev
(resp. evΛ) for some vertex v; and
(ii) for each vertex v the left (resp. right) module Λev (resp. evΛ) is unital,
indecomposable, projective and biserial.
Proof. The respective claims will follow by symmetry.
(i) By SPIII) Λ has a complete set of orthogonal local idempotents E defined by the
elements ev (where v runs through the vertices). By lemma 3.1.37 this means is any unital
indecomposable projective Λ-module P is isomorphic to Λev for some vertex v.
(ii) By SPIII) we have rad(Λev) =
∑
a∈A(v→) Λa and by SPI) the set A(v →) has at
most two elements. Without loss of generality we can assume there are two distinct arrows
a and a′ with tail v. Hence rad(Λev) = Λa+ Λa′.
By corollary 1.1.25 (iii) and SPIV), part (c) of corollary 1.1.17 holds. Parts (a) and (b)
of corollary 1.1.17 hold by assumption, and so by corollary 1.1.17 (i) the modules Λa and
Λa′ are uniserial. SPV) says the intersections Λa ∩ Λa′ are simple or trivial.
There exists an algebra which is not special (see example 1.1.24) but whose projective
indecomposable modules are biserial.
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Example 1.1.29. Recall the special algebras introduced in example 1.1.24.
Suppose R is a field k and ρ = {βα− δγα, ξβ} where Q is the quiver
1
α // 2
β //
γ

4
ξ // 5
3
δ
@@
Pogorza ly and Skowron´ski note in [53, Example 2, p.503] that kQ/(ρ) is not special
biserial. In a remark above [61, Lemma 2] Skowron´ski and Waschbuch have shown kQ/(ρ)
is biserial.
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1.2 Gentle Algebras.
1.2.1 Quasi-Bounded String Algebras.
Assumption: In section 1.2.1 we assume Λ is a quasi-bounded special biserial algebra
over R surjectively given by (Q, ρ, θ).
Definition 1.2.1. (Quasi-Bounded String Algebras) We call Λ a quasi-bounded
string algebra over R if Λa ∩ Λa′ = aΛ ∩ a′Λ = 0 for any distinct arrows a and a′.
(Butler-Ringel String Algebras) [15, p.157] By a (Butler-Ringel) string algebra
we mean an algebra of the form kQ/(ρ) where: k is a field; Q is a (possibly infinite) quiver;
the elements of ρ are paths of length at least 2; and conditions (1), (1*), (2), (2*), (3) and
(3*) from [15, p.157] hold.
Conditions (1) and (1*) are the same as SPI) from definition 1.1.7. Similarly conditions
(2) and (2*) are the same as SPII). Condition (3) (resp. (3*)) says that for each vertex v
we have P(t, v →) = ∅ (resp. P(t,→ v) = ∅) for some t 0.
Example 1.2.2. Recall the quasi-bounded special biserial algebra Λ over Z/p3Z from
example 1.1.23. As presented, Λ is not a string algebra since Λα∩Λβ = Λα and αΛ∩γΛ =
αΛ have p > 0 elements.
We now explain how the two notions from definition 1.2.1 relate to one-another.
Lemma 1.2.3. If k is a field then Λ is a quasi-bounded string algebra over k iff it is a
Butler-Ringel string algebra.
Proof. Let Λ be a Butler-Ringel string algebra. As conditions (3) and (3*) hold Λ is
pointwise rad-nilpotent modulo 0. As in example 1.1.24, lemma 1.1.18 applies, and so
SPIII) and SPIV) both hold. Now suppose a and a′ are distinct arrows with the same
tail. Since ρ consists of paths, the set of p such that f(p) = a defines a k-basis for Λa, and
so Λa ∩ Λa′ = 0. Hence SPV) holds and so Λ is a quasi-bounded string algebra over k.
Conversely, suppose Λ is a quasi-bounded string algebra over k.
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Hence m = 0, and so Λ is surjectively given by (Q, ρ, θ) where θ : kQ → Λ is some
k-algebra surjection where (ρ) ⊆ ker(θ) and θ(p) 6= 0 for any path p /∈ (ρ). As above,
since SPI) and SPII) hold, conditions (1), (1*), (2) and (2*) from [15, p.157] hold. Λ is
pointwise local and pointwise rad-nilpotent modulo 0, and so conditions (3) and (3*) also
hold. Choose a subset % of
⋃
u,v evkQeu such that ker(θ) = (%), and so Λ ' kQ/(%).
We now claim (%) = (%̂) where %̂ consists only of paths. By lemma 1.1.14 (ii) we have
(%) = (%′) as ideals in kQ where any element in ρ′ has the form
∑
q rqq where q runs
through parallel paths in Q, say from u to v. Let
∑
q rqq ∈ ρ′, and so −reueu =
∑
q 6=eu rqq
as elements in Λ.
If reu 6= 0 then Λeu ⊆
∑
a∈A(u→)(Λa) which contradicts corollary 1.1.25 (ia). Hence
reu = 0. By lemma 1.1.14 (i) there are at most two non-trivial paths p and p
′ with head
u and tail v such that p, p′ /∈ (%) = (%̂). Without loss of generality assume p and p′ exist.
This means rp + rp′ =
∑
q 6=p,p′ rqq = 0 as elements in Λ. Without loss of generality we
can assume p is not longer than p′. Let r = rp and r′ = rp′ . By definition p = r−1r′p′ in Λ
and hence kp = kp′, and by lemma 1.1.18 this means Λp = Λp′. Since Λ is a quasi-bounded
string algebra and Λf(p) ∩ Λf(p′) 6= 0, we must have f(p) = f(p′).
By SPIV) and corollary 1.1.25 (iii), part (c) of corollary 1.1.17 holds. Parts (a) and
(b) of corollary 1.1.17 hold by assumption. Hence by corollary 1.1.17 (iii), we must have
p = p′ which contradicts that p and p′ are distinct (recall parallel paths are distinct by
definition). Hence (%) = (%̂) where %̂ consists only of paths.
An issue still is that %̂ may contain arrows. Define a new quiver Q˜ as follows. Define a
vertex v˜ in Q˜ for each vertex v in Q. Define an arrow a˜ with head v˜ and tail u˜ for each
arrow a /∈ (%) with head v and tail u. Let %˜ be the set of non-trivial paths p in Q such
that a is not a subpath of p. Define ω : kQ˜→ kQ by extending the assingments ev˜ 7→ ev
and a˜ 7→ a linearly over k. The composition with the canonical surjection kQ → kQ/(%)
defines a k-algebra surjection pi : kQ˜→ kQ/(%) such that (%˜) ⊆ ker(pi).
Futhermore any
∑
p rpp ∈ ker(pi) (where p runs through the paths in Q˜) satisfies∑
p spp = 0 where sp = rp for any path p /∈ (%), and sp = 0 otherwise.
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Since paths define a linearly independent subset of kQ this means sp = 0 for any p,
and so
∑
p rpp =
∑
q rqq where q runs through the paths in Q˜ with q ∈ (%). This gives
kQ/(ρ) ' kQ′/(ρ′) as k-algebras, so we can assume ρ consists of paths of length at least
2. Thus Λ is a Butler-Ringel string algebra, as required.
Example 1.2.4. The algebra k[x, y]/(xy) from example 1.1.16 is an example of a string
algebra in the sense of Crawley-Boevey [21]. However k[x, y]/(xy) is not an example of a
quasi-bounded string algebra over k, because it is not a Butler-Ringel string algebra, since
xm /∈ (xy) for all m > 0 (and so condition (3) fails to hold).
By definition every quasi-bounded string algebra over R is a quasi-bounded special
biserial algebra over R. Next we prove the following analogue of [25, II.1.3].
Lemma 1.2.5. Let evΛ and Λev be artinian R-modules for each v. Let X be the set of
vertices x such that Rpx = Rp
′
x (in Λ) for some distinct parallel px, p
′
x ∈ P(x→). Then:
(i) if x ∈ X then Λpx = soc(Λex) and pxΛ = soc(eh(px)Λ), which are simple;
(ii) I =
⊕
x∈X soc(Λex) defines a two sided ideal of Λ;
(iii) Λ/I is a quasi-bounded string algebra over R; and
(iv) if M is an indecomposable Λ-module, then IM = 0 or M ' Λex for some x ∈ X.
To achieve this goal we need some preliminary results.
Lemma 1.2.6. Let v and w be vertices such that Λev and ewΛ are artinian as R-modules.
Consider the map mult : ewΛ× Λev → ewΛev defined by mult(λ, µ) = λµ. Then:
(i) as R modules Λev and ewΛ are of finite length;
(ii) the rings evΛev and ewΛew are local;
(iii) rad(evΛev) = evrad(Λ)ev and rad(ewΛew) = ewrad(Λ)ew;
(iv) soc(Λev) 6e Λev and soc(ewΛ) 6e ewΛ;
(v) the map mult is ewΛew-evΛev bilinear (see [2, p.280]);
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(vi) HomewΛew-Mod(T, ewΛev) ' soc(ewΛ)ev in Mod-evΛev if ewΛewT is simple;
(vii) HomMod-evΛev(T
′, ewΛev) ' ewsoc(Λev) in ewΛew-Mod if T ′evΛev is simple; and
(viii) if ( Λp = soc(Λev), pΛ = soc(ewΛ), and these modules are simple) for some p ∈ P,
then mult is non-degenerate.
Proof. For parts (i), (ii) and (iii) we only show the left R module Λev has finite length,
and that this means the ring evΛev is local with rad(evΛev) = evrad(Λ)ev. The other
proofs are similar.
(i) By assumption the left R-module
∑
a∈A(v→) Λa is noetherian since it is finitely
generated over R by SPIV), and R is a noetherian ring. By corollary 1.1.25 (i) the left R-
module Λeu/
∑
a∈A(v→) Λa is isomorphic to k, and hence noetherian. Together this shows
Λev is noetherian as a left R-module. By assumption Λev is artinian as a left R-module,
and so it has finite length as a left R-module.
(ii) By part (i) Λev is artinian and noetherian as a left Λ module. By [65, 32.4, (1)] this
means Λev is a finite length left Λ-module.
Since Λ is pointwise local, by lemma 3.1.37 the Λ-module Λew is indecomposable. It
is straightforward to check the map EndΛ(Λev) → evΛev given by f 7→ f(ev) is a ring
isomorphism. By [65, 32.4, (3iii)] this means the (unital) ring evΛev is local, since the left
Λ module Λev has finite length.
(iii) Suppose I is any proper left ideal of evΛev. Note that I = evΛI and the Λ-module
ΛI is contained in Λev. If ΛI = Λev then we can write ev as a finite sum of elements of the
form euλevx for λ ∈ Λ and x ∈ I and where u runs through (finitely many of) the vertices.
Multiplication on the left by ev shows that ev ∈ I which is a contradiction. Hence ΛI is
strictly contained in rad(Λev).
Since Λ is pointwise local rad(Λev) = rad(Λ)ev, and so I = evΛI ⊆ evrad(Λ)ev.
This shows evrad(Λ)ev is a maximal ideal of evΛev. Together with part (ii), this shows
rad(evΛev) = evrad(Λ)ev.
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(iv) Since Λev is artinian as a left R-module it is artinian as a left Λ-module.
Consequently soc(Λev) can be written as the intersection of finitely many essential
submodules. By lemma 3.1.34 (ib) this shows soc(Λev) is an essential Λ-submodule of
Λev. Similarly ewΛ is artinian as a right Λ-module and again we can show soc(ewΛ) is an
essential Λ-submodule of ewΛ.
(v) This follows from the properties of ring multiplication.
(vi) If S is any simple left ewΛew-module and s ∈ S is any non-zero element then the
ewΛew-module homomorphism ewΛew → S given by λ 7→ λs is onto. By parts (ii) and
(iii) the kernel of this map is ewrad(Λ)ew because S is simple. Hence S is isomorphic to
the quotient ewΛew/ewrad(Λ)ew. Consider the following assignment θ of hom-sets
HomewΛew-Mod(ewΛew, soc(ewΛ)ev)→ HomewΛew-Mod(ewΛew/ewrad(Λ)ew, ewΛev)
sending f : ewΛew → soc(ewΛ)ev to a map gf : ewΛew/ewrad(Λ)ew → ewΛev given by
gf (ewλew + ewrad(Λ)ew) = f(ewλew). If ewλew ∈ ewrad(Λ)ew then by lemma 3.1.34 (ic)
we have f(ewλew) ∈ rad(soc(ewΛ)ev)) = 0, so θ is well defined. Since the right-action of
evΛev on soc(ewΛ)ev is the restriction of evΛev acting on ewΛev, we must have that θ is
a homomorphism of right evΛev-modules.
Clearly gf = 0 implies (f(ew) = 0 and so) f = 0, and so θ is a monomorphism. Finally,
any non-zero homomorphism g : ewΛew/ewrad(Λ)ew → ewΛev of ewΛew-modules must
be injective since ewΛew/ewrad(Λ)ew is simple, and so im(g) ⊆ soc(ewΛ)ev. Hence we
have g = gf where f is given by f(ewλew) = g
f (ewλew + ewrad(Λ)ew). Thus θ is an
isomorphism.
The proof of (vii) is similar and omitted.
(viii) See [2, p.327]. Suppose the submodule X = {λ ∈ Λev | λµ = 0 ∀µ ∈ ewΛ} of Λev
is non-zero. Since Λp = soc(Λev) which is essential by (iv), we must have X ∩Λp 6= 0, and
since Λp is simple this means Λp ⊆ X and so we have 0 6= p = ewpev = 0. Altogether this
shows X = 0, and similarly we can show the submodule Y = {µ ∈ ewΛ | λµ = 0 ∀λ ∈ Λev}
of ewΛ is zero since pΛ = soc(ewΛ) is simple.
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Lemma 1.2.7. Let v and w be vertices. If
(a) Λev and ewΛ are artinian R-modules, and
(b) Λp = soc(Λev) and pΛ = soc(ewΛ) are simple for some p ∈ P,
then Λev is injective.
For the proof of this lemma we use the following.
Theorem 1.2.8. [2, 30.1. Theorem. (2), (4)] Let Γ and Γ′ be unital rings. Let ΓM be a left
Γ module, NΓ′ be a right Γ
′ module, ΓUΓ′ be a Γ-Γ′-bimodule, and β : ΓM ×NΓ′ → ΓUΓ′
be a Γ-Γ′ bilinear map. Suppose:
(a) either ΓM or NΓ′ has finite length;
(b) the map β is non-degenerate;
(c) HomΓ-Mod(T,U) is simple in Mod-Γ
′ whenever ΓT is simple; and
(d) HomMod-Γ′(T
′, U) is simple in Γ-Mod whenever T ′Γ′ is simple.
Then:
(i) the map α : M → HomMod-Γ′(N,U) given by α(m) : n 7→ β(m,n) is a bijection;
(ii) the map γ : N → HomΓ-Mod(M,U) given by γ(n) : m 7→ β(m,n) is a bijection; and
(iii) ΓU is ΓM injective, and UΓ′ is NΓ′ injective.
Conclusions (1) and (3) from [2, 30.1. Theorem.] are missing from the above, because
these will not be needed.
Proof of lemma 1.2.7. We follow the proof of the implication ⇐ in [2, 31.3]. Note that
ewΛew and evΛev are unital rings with multiplicative identities ew and ev respectively.
By lemma 1.2.6 (v) and (viii) the map mult : ewΛ×Λev → ewΛev defined by mult(λ, µ) =
λµ is a non-degenerate bilinear form. By lemma 1.2.6 (vi) HomewΛew-Mod(T, ewΛev) '
soc(ewΛ)ev. By assumption soc(ewΛ)ev is a simple right evΛev-module, and so together we
have that HomewΛew-Mod(T, ewΛev) is simple in Mod-evΛev if T is simple in ewΛew-Mod.
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Similarly HomMod-evΛev(T
′, ewΛev) is simple in ewΛew-Mod if T ′ is simple in
Mod-evΛev by lemma 1.2.6 (vii). Note that ewΛev is a submodule of a finite length
R-module by lemma 1.2.6 (i). Hence ewΛev has finite length as a left ewΛew-module.
We have now verified parts (a), (b), (c) and (d) from theorem 1.2.8 hold, where Γ =
ewΛew, Γ
′ = evΛev, M = ewΛ, N = Λev, U = ewΛev, and β = mult.
By theorem 1.2.8 (i) the map α : Λev → HomewΛew-Mod(ewΛ, ewΛev) given by α(µ) :
λ 7→ mult(λ, µ) = λµ (for each µ ∈ Λev) is a bijection. Note HomewΛew-Mod(ewΛ, ewΛev)
is a left Λ-module, where (for each f ∈ HomewΛew-Mod(ewΛ, ewΛev), κ ∈ Λ and λ ∈ ewΛ)
one has (κf)(λ) = f(λκ). In particular,
(κ(α(µ)))(λ) = (α(µ))(λκ) = mult(λκ, µ) = (λκ)µ
= λ(κµ) = mult(λ, κµ) = (α(κµ))(λ).
This means α is (Λ-linear, and hence) an isomorphism Λev ' HomewΛew-Mod(ewΛ, ewΛev)
of left Λ-modules. Since ewΛ contains ewΛew as a direct summand ewΛew is subgenerated
by ewΛ (see [65, §15]). So, by [65, 15.3 (a) iff (b)] and [65, 45.8 (1)], the ewΛew-Λ bimodule
ewΛ gives a pair of adjoint functors
3
ewΛ⊗Λ − : Λ-Mod→ ewΛew-Mod and HomewΛew-Mod(ewΛ,−) : ewΛew-Mod→ Λ-Mod
Note this is well-known as the tensor-hom adjunction. The existence of this adjunction
implies there is a natural isomorphism
HomewΛew-Mod((ewΛ⊗Λ −), ewΛev) ' HomΛ-Mod(−,HomewΛew-Mod(ewΛ, ewΛev))
of functors (Λ-Mod)op → Ab (where Ab is the category of abelian groups). Note that
ewΛ is a projective object in Mod-Λ by the appropriate analogue of lemma 3.1.37, and
so ewΛ⊗Λ − : Λ-Mod→ ewΛew-Mod is exact (see [65, §18]).
3We use − to denote the argument for the various functors we consider.
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ewΛ contains ewΛew as a direct summand, and so ewΛ is a generator for ewΛew-Mod
(see [2, §8, Exercise 4]). By theorem 1.2.8 (iii), ewΛev is ewΛ injective as a left ewΛew-
module. Hence the left ewΛew-module ewΛev is injective (see [2, 16.14. Corollary. (1)]).
From the above we have that HomewΛew-Mod((ewΛ⊗Λ−), ewΛev) is exact. Since Λev '
HomewΛew-Mod(ewΛ, ewΛev) as left Λ-modules, HomΛ-Mod(−,Λev) is exact, and so Λev is
injective.
Proof of lemma 1.2.5. By SPIV) and corollary 1.1.25 (iii) part (c) of corollary 1.1.17 holds.
Parts (a) and (b) of corollary 1.1.17 hold by assumption, and so (for the remainder of the
proof) we can apply corollary 1.1.17. Let v be a vertex. We start by showing P(t, v →) = ∅
and P(t,→ v) = ∅ for all t  0. For a contradiction we assume otherwise, say that
(P(t, v →) = ∅ for all t 0) is false.
At most two arrows have tail v, and so this assumption means there is an arrow a with
tail v and a strictly increasing sequence of integers t1 < t2 < t3 < . . . such that for each
integer i > 0 there is a path pi ∈ P(ti, v →) with f(pi) = a. By lemma 1.1.14 (ia) pi is an
initial subpath of pi+1 for each i, and so there is a strict chain of R-modules
Λev ⊃ Λp1 ⊃ Λp2 ⊃ Λp3 ⊃ . . .
which contradicts the assumption that Λev is an artinian R-module. This means part (c)
of lemma 1.1.18 holds. Parts (a) and (b) of lemma 1.1.18 hold by assumption, and so (for
the remainder of the proof) we can apply lemma 1.1.18.
(i) If x ∈ X then Rpx = Rp′x for some distinct parallel px, p′x ∈ P(x →). By lemma
1.1.18 (iv) this means Λpx = soc(Λex) = Λp
′
x and pxΛ = soc(eh(px)Λ) = p
′
xΛ. By lemma
1.1.18 (iii) these modules are simple.
(ii) Let x ∈ X. By lemma 1.2.6 (i) Λex is the injective hull of soc(Λex). By lemma
3.1.34 (iiic) we can write soc(Λex) as the direct sum S1⊕· · ·⊕Sn where each Si is simple.
By lemma 3.1.34 (iia) and (iiib) Λex ' E1 ⊕ · · · ⊕ En where each Ei is the injective hull
of Si.
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Now Λex is indecomposable by lemma 3.1.37, and so n = 1 and thus soc(Λex) is simple,
and hence there is a unique simple Λ-submodule of Λex.
Since I is a left ideal it suffices to show zµ ∈ I for any z ∈ I and µ ∈ Λ. Defining the
Λ-module endomorphism g : Λ→ Λ by λ 7→ λµ it suffices to show the image of g restricted
to I lies in I.
For a contradiction suppose there is some vertex t ∈ X such that im(gst) * I where
st : soc(Λet) → I is the canonical inclusion. If im(gst) ⊆
⊕
y∈X Λey then as soc(Λey) is
simple for each y, so too is im(gst), and so by lemma 3.1.34 (iib) im(gst) is contained in
soc(
⊕
y∈X Λey) = I.
This is a contradiction, and so there is some vertex v /∈ X for which pivgst 6= 0 where
piv : Λ → Λev is the canonical projection. This means pivgιt 6= 0 where ιt : Λet →
Λ is the canonical inclusion. If ker(pivgιt) 6= 0 then as soc(Λet) is essential we have
ker(pivgιt) ∩ soc(Λet) 6= 0, and since soc(Λet) is simple this means soc(Λet) ⊆ ker(pivgιt)
which contradicts that pivgst 6= 0.
Hence ker(pivgιt) = 0 and so as Λet is injective and pivgιt is an inclusion we have that
Λet is a summand of Λev. By lemma 3.1.37 this means Λet ' Λev and so Λet = Λetev = 0
since v /∈ X 3 t. Hence assuming (there is some vertex t ∈ X such that im(gst) * I) gives
the contradiction Λet = 0.
(iii) We claim firstly that Λ/I is surjectively given by (Q, ρX , piθ) where
ρX = ρ ∪ {px | x ∈ X} and pi : Λ→ Λ/I is the canonical projection.
Clearly any element of ρX is sent to 0 under piθ and so (ρX) ⊆ ker(piθ). Now suppose p is
a path with p /∈ (ρX). For a contradiction suppose pi(θ(p)) = 0 and so θ(p) ∈ I.
Note there is a finite subset V ofX where θ(p) ∈⊕u∈V soc(Λeu), and so θ(p) = ∑u∈V λu
where λu ∈ soc(Λeu) for each u ∈ V . Since Λ is surjectively given by (Q, ρ, θ) and p /∈ (ρ)
we must have θ(p) 6= 0, and so θ(p)θ(ew) 6= 0 for some w ∈ V (otherwise λu = 0 for each
u ∈ V which would mean θ(p) = 0).
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Since θ is an algebra homomorphism this shows θ(pew) 6= 0, and so w = t(p), and so
θ(p) = θ(p)θ(ew). Altogether this gives θ(p) = λw ∈ soc(Λew) = Λpw. We now have that
Λp ⊆ Λpw = Λp′w. Without loss of generality we have f(pw) = f(p). By corollary 1.1.17 (i)
Λp ⊆ Λpw implies Λp = Λqpw for some path q, and so p = qpw, by corollary 1.1.17 (iii),
which contradicts that p /∈ (ρX).
This contradiction tells us that Λ/I is surjectively given by (Q, ρX , piθ). Since ρX ⊇ ρ
and (Q, ρ) satisfies special conditions the pair (Q, ρX) satisfies special conditions. Hence
SPI) holds and SPII) holds. Furthermore any path p ∈ ρX must be non-trivial, since
otherwise ev ∈ ρ for some vertex v which contradicts that Λ is surjectively given by
(Q, ρ, θ).
Since I ⊆ ∑x∈X,a∈A(x→) Λa ⊆ rad(Λ) and Λ is pointwise rad-nilpotent modulo m, for
each vertex v there is an integer n(v) ≥ 1 such that
(rad(Λ/I))n(v)ev = (((rad(Λ))
n(v) + I)/I)ev = (rad(Λ))
n(v)ev + I/I
which lies in (Λmev + I)/I = (Λ/I)mev, and
(Λ/I)mev = (Λmev + I)/I ⊆ (rad(Λ)ev + I)/I = (rad(Λ)/I)ev = rad(Λ/I)ev
and so Λ/I is pointwise rad-nilpotent modulo m. For any vertex v and any ideal J in Λ
we have (J/I)ev ' Jev/Iev as Λ-modules. As above we have
rad(Λ/I)ev = (rad(Λ)/I)ev = rad(Λ)ev/Iev = (
∑
a∈A(v→) Λa)/Iev =
∑
a∈A(v→)(Λ/I)a,
(Λ/I)ev/rad(Λ/I)ev ' (Λev/Iev)/(rad(Λ)ev/Iev) ' Λev/rad(Λ)ev
and so Λ/I is left pointwise local. By symmetry Λ is also right pointwise local and hence
SPIII) holds. If a is an arrow then (Λ/I)a ' Λa/Ia as Λ-modules and hence as R-modules,
which means (Λ/I)a is finitely generated as an R-module because (Λa is finitely generated
as an R-module and the quotient map Λa → Λa/Ia is an R-module epimorphism). So,
SPIV) holds.
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To prove Λ/I is a quasi-bounded string algebra over R surjectively given by (Q, ρX , piθ),
by symmetry it suffices to prove (Λ/I)a ∩ (Λ/I)a′ = 0 whenever a and a′ are distinct
arrows.
It suffices to assume a and a′ have the same tail, say v. Choosing λ+I ∈ (Λ/I)a∩(Λ/I)a′
with λ ∈ Λev it suffices to prove λ ∈ Iev. By corollary 1.1.17 we have Λa ∩ Λa′ = Λp and
Λa ∩ Λa′ = Λp′ for some p, p′ ∈ P where f(p) = a and f(p′) = a′. ¿Since Λ is a quasi-
bounded special biserial algebra, Λp = Λp′ is simple, and so by lemma 1.1.18 (iii) the
paths p, p′ ∈ P are parallel and Rp = Rp′. Since t(p) = t(p′) = v this means v ∈ X, and
so after reordering we have p = pv and p
′ = p′v. Hence if λ ∈ Λa∩Λa′ then λ ∈ Λpv ⊆ Iev
and so we can assume λ /∈ Λa ∩ Λa′.
By definition there are some µ ∈ Λeh(a) and µ′ ∈ Λeh(a′) such that λ − µa ∈ I and
λ− µ′a′ ∈ I, and so µa− µ′a′ ∈ I. Since v ∈ X this means means λ− µa, λ− µ′a′ ∈ Λpv
and so µa − µ′a′ ∈ Λpv. As above we can apply corollary 1.1.17 (i) to show Λµa = Λqa
for some path q, and since λ /∈ Λa∩Λa′ we can assume µa 6= 0, and so by corollary 1.1.17
(iii) we can assume q is of maximal length such that Λµa = Λqa. Let µa = ηqa for some
η ∈ Λeh(q). Writing η = reh(a) + z where r ∈ R and z ∈ rad(Λ)eh(a) gives µa = rqa+ zqa,
and so by the maximality of q we have r /∈ m since Λmeh(a) ⊆ rad(Λ)eh(a). Similarly there
is some path q′, some r′ ∈ R\m and some z′ ∈ rad(Λ)eh(a′) such that µ′a′ = r′q′a′+z′q′a′.
Without loss of generality f(p) = a which means Λpv ⊆ Λqa and so paqa = pv for some
path pa (by another application of corollary 1.1.17). By symmetry we can also assume
pa′q
′a′ = p′v for some paths q′, p′a. For a contradiction we now assume pa and pa′ are both
nontrivial. Without loss of generality we can assume pa is not shorter than pa′ .
Suppose l(pa) = l(pa′), in which case l(pv) = l(paqa) = l(pa′q
′a′) = l(pv′). Since
Λpv = Λpv′ , by corollary 1.1.17) (iii) we have pv = pv′ which contradicts that these
paths are parallel. So we must have l(pa) 6= l(pa′). We now claim this means paq′a′ = 0.
Note that qa and q′a′ are non-trivial paths. If f(pa) 6= f(pa′) then paq′ = 0 by SPI) and
the claim holds. Otherwise f(pa) = f(pa′), and so pa′ is an initial subpath of pa by lemma
1.1.14 (ia), and so pa is longer than pa′ since l(pa) 6= l(pa′).
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So, paq
′a′ ∈ rad(Λ)pa′q′a′ = rad(Λp′v). The claim now follows, since Λpv is simple by
part (i) and so rad(Λp′v) = 0. Altogether this gives pa(µa− µ′a′) = rpaqa = rpv which is
non-zero as r is a unit. Since µa−µ′a′ ∈ Λpv and pa is non-trivial we have the contradiction
rad(Λpv) 6= 0. Hence pa must be trivial, and so qa = pv which means µa ∈ I as required.
(iv) It suffices to assume pxm 6= 0 for some m ∈ M and some x ∈ X, and then
prove M ' Λex. Consider the Λ-module homomorphism ϕ : Λex → M sending λex to
λm. If ker(ϕ) 6= 0 then ker(ϕ) ∩ soc(Λex) 6= 0 as soc(Λex) is essential and therefore
soc(Λex) ⊆ ker(ϕ) as soc(Λex) is simple. However this is impossible as px /∈ ker(ϕ) as
pxm 6= 0. Hence ker(ϕ) = 0. Since Λex is injective by lemma 1.2.7 this means Λex is a
summand of M , and so M ' Λex as M is indecomposable and Λex 6= 0.
Example 1.2.9. Recall the quasi-bounded special biserial algebra Λ over Z/p3Z from
example 1.1.23. Note Λα ∩ Λβ = Λα 6= 0, and Λa ∩ Λa′ = 0 for all other pairs of distinct
arrows a, a′. In the notation of the proof of lemma 1.2.5 we have X = {1} and
I = soc(Λe1) = Λα = Λγβ =
(
0 0 Fp 0 0
)t
as a submodule of column 1, which gives (as rings)
Λ/I '

Fp 0 0 0 0
Fp Fp 0 0 0
0 Fp Fp 0 0
0 Fp Fp Z/p3Z 0
0 Fp Fp Fp Fp

which is the quasi-bounded string algebra over Z/p3Z surjectively given by (Q, ρX , piθ)
where ρX = ρ ∪ {α}.
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1.2.2 Complete Gentle Algebras.
Recall definitions 1.1.11 and 1.2.1.
Assumption: In section 1.2.2 we assume Λ is a quasi-bounded string algebra over R
surjectively given by (Q, ρ, θ).
Definition 1.2.10. (Quasi-Bounded Gentle Algebras) By the assumption above
the pair (Q, ρ) satisfies special conditions SPI) and SPII).
We say the pair (Q, ρ) satisfies gentle conditions if in addition:
GI) any path p /∈ P has a subpath q /∈ P of length 2; and
GII) given any arrow y there is at most one arrow x with xy /∈ P and at most one arrow
z with yz /∈ P.
We call Λ a quasi-bounded gentle algebra over R if (Q, ρ) satisfies gentle conditions.
(Assem-Skowron´ski Gentle Algebras) [4, p.272, Proposition] By an Assem-
Skowron´ski gentle algebra we mean a Butler-Ringel string algebra kQ/(ρ) where Q is
finite and (Q, ρ) satisfies gentle conditions4.
By lemma 1.2.3 Λ is a quasi-bounded string algebra over k iff it is a Butler-Ringel string
algebra, which gives the following.
Corollary 1.2.11. Let k be a field and suppose Q is a finite quiver. Then Λ is a quasi-
bounded gentle algebra over k iff Λ is an Assem-Skowron´ski gentle algebra.
Example 1.2.12. [3, p.4] Let k be field and Λ = kQ/(ρ) where ρ = {ba, cb, ac, sr, ts, rt}
and Q is the quiver
1
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4Note GI) and GII) here correspond to (R3) and (R4) in [4]
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Hence Λ is a quasi-bounded gentle algebra over k given by (Q, ρ, θ) by corollary 1.2.11.
Example 1.2.13. The calculations from example 1.1.6 show the Ẑp-subalgebra Λ =
{(γij) ∈M2(Ẑp) | γ11 − γ22, γ12 ∈ pẐp} is also a quasi-bounded gentle algebra.
Corollary 1.2.14. If v is a vertex and t > 0 is an integer, then:
(i) rad(
⊕
p∈P(t−1,v→) Λp) =
⊕
p∈P(t,v→) Λp = (rad(Λ))
tev; and
(ii) rad(
⊕
p∈P(t−1,→v) pΛ) =
⊕
p∈P(t,→v) pΛ = ev(rad(Λ))
t.
Also, for any q ∈ P:
(iii) if λ ∈ Λev and λq = 0 where v = h(q) then λev ∈
⊕
a∈A(v→) Λa;
(iv) if λ ∈ evΛ and qλ = 0 where v = t(q) then evλ ∈
⊕
a∈A(→v) aΛ; and
(v) rad(Λ)q ∩ l(q)Λ ⊆ qrad(Λ) and qrad(Λ) ∩ Λf(q) ⊆ rad(Λ)q.
Example 1.2.15. RecaLl the Ẑp-subalgebra Λ = {(γij) ∈ M2(Ẑp) | γ11 − γ22, γ12 ∈ pẐp}
given by (Q, ρ, θ) from examples 1.1.6 and 1.1.22. The calculations labeled (♦) gave
rad(Λ) = Λα⊕ Λβ =
pẐp 0
Ẑp 0
⊕
0 pẐp
0 pẐp
 =
pẐp pẐp
Ẑp pẐp

Which is the case t = 1 in the above. More generally corollary 1.2.14 and the equations
in (♦) tell us that
rad(Λ)t =

Λ
0 0
0 pt
⊕ Λ
pt 0
0 0
 (if t is even)
Λ
 0 0
pt 0
⊕ Λ
0 pt+1
0 0
 (if t is odd)

=
 ptẐp ptẐp
pt−1Ẑp ptẐp

Proof of corollary 1.2.14. We only prove (i), (iii) and the statement rad(Λ)q ∩ l(q)Λ ⊆
qrad(Λ) for (v). The remaining claims will follow by symmetry, as they did in the proof
of lemma 1.1.17 (ii).
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(i) By lemma 3.1.34 (iib) and corollary 1.1.17 (ii) we have rad(
⊕
p∈P(t−1,v→) Λp) =⊕
p∈P(t,v→) Λp. We now show
⊕
p∈P(s,v→) Λp = (rad(Λ))
sev by induction on s ≥ 0.
The case s = 0 is immediate because Λ is pointwise local. Now suppose we have⊕
p∈P(s,v→) Λp = (rad(Λ))
sev for each vertex v. This shows (rad(Λ))
s+1ev is equal to
rad(Λ)(
⊕
p∈P(s,v→) Λp).
Let M = rad(
⊕
p∈P(s,v→) Λp) which is
⊕
p∈P(s+1,v→) Λp by the above in case t = s+ 1.
Hence it suffices to show rad(M)/rad(Λ)M = 0. We now follow the proof of [48, (24.4)].
Clearly M = M/rad(Λ)M is a Λ = Λ/rad(Λ)-module, and so (as in the proof of lemma
3.1.37) there is a set T and an epimorphism of Λ-modules ε :
⊕
(v,t)∈Q0×T Λev →M .
Again as Λ is pointwise local each Λev is simple and so by lemma 3.1.34 (iiic) there is a
subset S ⊆ Q0 × T with ker(ε) =
⊕
(v,t)∈S Λev and so M '
⊕
(v,t)/∈S Λev by lemma 3.1.34
(iiia). This shows M is simple and so rad(M) = 0. Hence rad(M) = rad(M)/rad(Λ)M = 0
as required.
(iii) Suppose λq = 0, and assume λev /∈
⊕
a∈A(v→) Λa for a contradiction. So
by corollary 1.1.25 (i) there must be an element r ∈ R \ m with rev − λev ∈⊕
a∈A(h(q)→) Λa. There must be an arrow a such that aq ∈ P as otherwise rq = rq−λq ∈
(
⊕
a∈A(h(q)→) Λa)q = 0 which contradicts that Λ was surjectively given by (Q, ρ, θ), since
r is a unit. This means rq − λq = rq ∈ Λaq which gives q ∈ Λaq. This implies Λγ = Λaγ,
which contradicts lemma 1.1.17 (ii).
(v) Suppose λq ∈ l(q)Λ for some λ ∈ rad(Λ). Write q = l(q)q′ for some path q′, and
write λ =
∑
p rpp for some finite support subset {rp | p ∈ P} ⊆ R. Since λq ∈ eh(q)Λ we
can assume rp = 0 whenever h(p) 6= h(q). Since Λ is a quasi-bounded string algebra over
R the sum
∑
a∈A(→h(q)) aΛ is direct, so we can assume rp = 0 whenever l(p) 6= l(q).
If p is a path from P with l(p) = l(q) and pq ∈ P then there is a path p′ ∈ P with
pq = l(q)p′. As p and q are non-trivial paths, p′ is non-trivial. If q′ is non-trivial then
l(p′) = l(q′) by SPII) since l(q)q′, l(q)p′ ∈ P in which case p′ = q′q′′ for some path q′′ by
lemma 1.1.14 (ib). If q′ is trivial then l(q) = q. In any case we have pq = qp′′ for some
path p′′.
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If q′ is non-trivial then p′′ = q′′ which is trivial: otherwise p′ = q′ and so pq = l(q)q′ = q
(which contradicts that p ∈ P). If q′ is trivial then p′′ = p′ which is non-trivial. In any
case, if p is a path from P with l(p) = l(q) and pq ∈ P then pq = qp′′ for some non-
trivial path p′′. Since λq =
∑
p rppq where the sum runs through p ∈ P with pq ∈ P and
l(p) = l(q), we have altogether λq ∈ qp′′Λ ⊆ qrad(Λ).
Definition 1.2.16. (notation: Pa−1, a−1P) For a quiver Q, a set of relations ρ and an
arrow a we let Pa−1 (resp. a−1P) denote the set of paths p ∈ P such that pa ∈ P (resp.
ap ∈ P).
Example 1.2.17. Consider the quasi-bounded gentle algebra over Ẑp from example
1.2.13. Here Pα−1 (resp. α−1P) is the set of alternating sequences in α and β which
end (resp. start) with β. For example, Pα−1 ∩ α−1P 3 βαβ /∈ Pβ−1 ∪ β−1P.
Corollary 1.2.18. Let Λ be a quasi-bounded gentle algebra over R, and fix q ∈ P. Suppose
λ ∈ Λ is a finite sum ∑p∈P(l(q))−1 rpp (resp. ∑p∈(f(q))−1P rpp) with rp ∈ R. If λ 6= 0 then
λq 6= 0 (resp. qλ 6= 0).
Proof. By symmetry it is enough to find a contradiction assuming λγ = 0 and 0 6= λ =∑
p∈P(l(q))−1 rpp. So there is an arrow a ∈ Pl(q) and we let T be the set of p ∈ P(l(q))−1
with λ ∈ Λp. If T is infinite then λ ∈ ⋂n≥1(rad(Λ))nΛa which means λ = 0 by corollary
1.1.25 (iii). Hence T is finite, and by lemma 1.1.14 (ia) any path q′ ∈ Pl(q) must satisfy
f(q′) = a. Altogether this means there is a path p′ ∈ T of maximal length l > 0.
Since λ ∈ Λp′ and∑t≥l∑p∈P(l(q))−1∩P(t) rpp ∈ Λp′ we have∑t<l∑p∈P(l(q))−1∩P(t) rpp ∈
Λp′. After rewriting
∑
t<l
∑
p∈P(l(q))−1∩P(t) rpp we can assume rp = 0 for all paths p ∈ T
of length at most l − 1. Since Λ is a quasi-bounded gentle algebra and al(q) ∈ P we
have p′q ∈ P and so Λp′q 6= 0 (otherwise p′q is a path outside (ρ) whose image is 0 in Λ,
contradicting definition 1.1.5).
Since λq = 0 we have rp′p
′q = −∑p′ 6=p∈P(l(q))−1 rppq which lies in rad(Λp′q) = rad(Λ)p′q
by corollary 1.1.17 (ii). If rp′ /∈ m then rp′ is a unit in which case rp′p′q ∈ rad(Λp′q). By
corollary 1.2.14 there is some a ∈ A(h(p′)→) with ap′ ∈ P and so rad(Λ)p′q = Λap′q.
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Since Λrp′p
′q = Λp′q, altogether we have Λp′q = Λap′q which contradicts lemma 1.1.17
(ii). Hence rp′ ∈ Λm ⊆ rad(Λ) since Λ is pointwise rad-nilpotent modulo m, which again
means rp′p
′ ∈ Λp′′ where p′ is an initial subpath of p′′. But now λ ∈ Λp′′ which contradicts
the maximality of l.
We now consider a particular family of rings which will be the focus of chapter 2. Recall
definitions 1.1.5, 1.1.21 and 1.2.10.
Definition 1.2.19. (Complete Gentle Algebras) Let Λ be a quasi-bounded gentle
algebra over R surjectively given by (Q, ρ, θ). We say Λ is a complete gentle algebra over
R if Q is finite and the ground ring R is m-adically complete.
Example 1.2.20. Since Ẑp is the completion of Z in its p-adic topology, the Ẑp-algebra
Λ surjectively given by (Q, ρ, θ) from example 1.2.15 is a complete gentle algebra, since in
this case Q is (given by two loops at one vertex, and hence) finite.
The next corollary follows immediately from corollary 1.1.25 (ii) and [48, (23.3)].
Corollary 1.2.21. Any complete gentle algebra is a semiperfect ring.
This corollary motivated the title of the thesis. It is not used until section 2.4.
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1.2.3 Path-Complete Gentle Algebras.
We now discuss a way of constructing many examples of complete gentle algebras. This
work was motivated by the thesis of Ricke [54].
Assumption: In section 1.2.3 we assume: k is a field, Q is a quiver, ρ is a set of paths in
Q of length at least 2, and (Q, ρ) satisfies special conditions (recall definition 1.1.11).
Note that under the assumptions above the ring kQ/(ρ) is a string algebra in the
terminology used by Crawley-Boevey [21].
Definition 1.2.22. (Completed Path Algebra The completed path algebra kQ of Q
consists of possibly infinite sums
∑
λpp where p runs through the set of all paths and
the elements λp are scalars from k. If Q has infinitely many paths it is possible to have
λp 6= 0 for infinitely many p. For elements a =
∑
λpp and a
′ =
∑
λ′pp of kQ we let
a+a′ =
∑
(λp+λ
′
p)p and aa
′ =
∑
q(
∑
(p,p′) λpλ
′
p′)q where the last sum runs over all paths
q and all pairs of paths (p, p′) such that pp′ = q. Hence kQ is an associative k-algebra.
Note that kQ has a 1 given by
∑
v ev, even if Q has infinitely many vertices.
(Notation: p≤n, p<n, p≥n, p>n) For r ≥ 0 and p a path of length r we let p≤r = p>0 =
p, p≤0 = et(p) and p>r = eh(p). In case r > 0 for any s with 0 < s < r let p≤s = p1 . . . ps
and p>s = ps+1 . . . pr where p = p1 . . . pr for arrows pi. Thus for any s with 0 ≤ s ≤ r we
have p = p≤sp>s.
(Notation: I) If I is an ideal of kQ we let I denote the ideal of kQ generated by the
elements of I.
Proposition 1.2.23. If J is the ideal of kQ generated by the arrows then rad(kQ) = J .
Proof. For each vertex v let Jv be the subset of kQ consisting of all
∑
λpp for which
λev = 0. Note Jv is a left ideal of kQ, and since kQ/Jv is one dimensional, each Jv is a
maximal left ideal and therefore rad(kQ) ⊆ ⋂v Jv = J so it suffices to choose y ∈ J and
show y ∈ rad(kQ). By [48, p.51, Lemma 4.3] it is enough to prove 1 − xyz is a unit for
any x, z ∈ kQ.
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If xyz is nilpotent, say (xyz)d = 0 for some minimal d ≥ 1, then (setting (xyz)0 = 1)∑d−1
i=0 (xyz)
i is the inverse of 1 − xyz. Suppose instead xyz is not nilpotent. The idea of
the proof from here is to show the symbol
∑
n≥0(xyz)
n defines an element of kQ.
For all n ≥ 1 we have xyz ∈ J so we may write (xyz)n = ∑p λp,nσ for some λp,n ∈ k
where p runs through all non-trivial paths. Since (xyz)n ∈ Jn there is a minimal integer
m(n) such that λp,n 6= 0 for some path p of length m(n), and we have m(1) < m(2) < . . .
By construction we have λq,n = 0 for each path q of length at most m(n)− 1, and so after
writing (xyz)n+1 = (xyz)(xyz)n we have λp,n+1 =
∑r
i=0 λp≤i,1λp>i,n for each n ≥ 1, r ≥ 0
and each path p of length r.
For each d ≥ 1 and each path p of length d there is a unique integer lp ≥ 1 such that
m(lp) ≤ d ≤ m(lp + 1)− 1. In this case we have λp,n = 0 whenever n > lp, and hence
∑lp−1
n=1 λp,n+1 =
∑lp
n=1
∑r
i=0 λp≤i,1λp>i,n
=
∑r
i=0 λp≤i,1(
∑lp
n=1 λp>i,n) =
∑r
i=0 λp≤i,1(
∑lp>i
n=1 λp>i,n)
Let αp = βp = 0 if p is a trivial path, and let αp = λp,1 and βp =
∑lp
n=1 λp,n otherwise. Let
a =
∑
s≥0
∑
q′ αq′q
′ and b =
∑
t≥0
∑
q′′ βq′′q
′′ where q′ (resp. q′′) runs through the paths
of length s (resp. t). Altogether we have
ab =
∑
r≥1
∑
p(
∑r
i=0 λp≤i,1(
∑lp>i
n=1 λp>i,n))p =
∑
r≥1
∑
p
∑lp
n=2 λp,n = b− a
and so (1− a)(1 + b) = 1. Similarly one can show ba = b− a and hence (1 + b)(1− a) = 1.
As xyz = a this shows 1 + b is the inverse of 1− xyz in kQ.
Definition 1.2.24. Let ρ be a set of relations in Q. Recall (from definition 1.1.7) that
for t ≥ 0 we use P(t) to denote the set ⋃v P(t, v →) ∪ P(t,→ v) of all paths outside (ρ)
of length t.
(Notation: P(≥ s), P(> s), P(≤ s) and P(< s)) For s ≥ 0 let P(≥ s), P(> s), P(≤ s)
and P(< s) be the unions
⋃
t≥s P(t),
⋃
t>s P(t),
⋃
t≤s P(t) and
⋃
t<s P(t) respectively.
(Notation: A) Let A be the ideal of kQ/(ρ) generated by the arrows in Q.
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(Path-Complete Algebras) By a path-complete algebra we mean an algebra of the
form kQ/(ρ) where (ρ) is the ideal in kQ generated by the elements of ρ.
(Notation: I) For an ideal I of kQ/(ρ) let I denote the ideal in kQ/(ρ) generated by
the elements of I. Note that this is consistent with the notation from defintion 1.2.22 in
case ρ = ∅.
Proposition 1.2.25. [54, Theorem 3.2.7, Corollary 3.2.8] Let Q be finite. Then every
path-complete algebra of the form Λ = kQ/(ρ) is isomorphic to the completion k̂Q/(ρ)A
of kQ/(ρ) with respect to the A-adic topology. Furthermore, rad(Λ) = A and hence Λ is
complete with respect to its rad(Λ)-adic topology.
Proof. Let A0 = kQ and Γ = k̂Q/(ρ)A. For any h ≥ 0 an arbitrary element of (kQ/(ρ))/Ah
may be written as [
∑
p∈P(<h) µpp] +A
h for scalars µσ ∈ k. There is also an inverse system
of kQ/(ρ)-module epimorphisms
· · · → (kQ/(ρ))/Ah → (kQ/(ρ))/Ah−1 → · · · → (kQ/(ρ))/A2 → (kQ/(ρ))/A1
where the map θh : (kQ/(ρ))/A
h → (kQ/(ρ))/Ah−1 is defined by sending [∑p∈P(<h) µpp]+
Ah to [
∑
p∈P(<h−1) µpp]+A
h−1. By the discussion in [6, p.103] it is sufficient to show there
is a k-algebra isomorphism Λ→ Γ′ where Γ′ is the inverse limit Lim←((kQ/(ρ))/Ah) with
respect to the above system {θh}h>0. Consider the assignment Θ : kQ → Γ′ sending∑
λpp to ([
∑
p∈P(<h) λpp] + A
h)h. This is clearly a well-defined surjective k-linear map.
For
∑
p λpp,
∑
q λ
′
qq ∈ kQ we have
([
∑
p∈P(<h) λpp] +A
h)h([
∑
q∈P(<l) λ
′
qq] +A
l)l = ([
∑
l+h<t,p∈P(<h),q∈P(<l) λpλ
′
qpq] +A
t)t
and so Θ(
∑
p λpp)Θ(
∑
p λ
′
pp) = Θ(
∑
p λpp
∑
p′ λ
′
p′p
′) which means Θ is a k-algebra
epimorphism. It is clear that (ρ) ⊆ ker(Θ) so it remains to prove (ρ) ⊇ ker(Θ).
Let m =
∑
p λpp ∈ ker(Θ). By assumption (
∑
p∈P(<h) λpp + A
h)h = (0)h so for each
integer l > 0 we have [
∑
p∈P(<l) λpp] ∈ Al which is only possible if λp = 0 whenever p ∈ P.
By definition this means
∑
p λpp ∈ (ρ) and so (ρ) = ker(Θ).
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Hence Λ and Γ are isomorphic k-algebras. Since (ρ) ⊆ J we have (ρ) ⊆ J which is
rad(kQ) by proposition 1.2.23 and so A = J/(ρ) = rad(kQ/(ρ)) by [48, (4.6) Proposition,
p.51]. Thus Λ is rad(Λ)-adically complete.
We now define an equivalent topology on Λ. By a cycle we mean a non-trivial path
with the same head and tail. By lemma 1.1.14 (i), if P and P ′ are cycles outside (ρ) that
begin (or end) with the same arrow, then one must be a power of the other. The following
definition follows the terminology of [21, §3].
Definition 1.2.26. (Primitive Cycles, notation: P(v 	)) We call a cycle primitive
if it lies outside (ρ) and is not the power of another cycle. Let P(v 	) denote the set of
primitive cycles at a vertex v. Hence when
⋃
v P(v 	) is finite we may consider the sum
z =
∑
v zv where zv =
∑
p∈P(v	) p is the sum of all primitive cycles at a vertex v. Write
(z) for the corresponding ideal generated by z in kQ/(ρ).
Lemma 1.2.27. If Q is finite there exists some t > 0 for which At ⊆ (z) as ideals in
kQ/(ρ).
Proof. Consider the ideal I in kQ/(ρ) generated by
⋃
v P(v 	), and the set S of all paths
p which lie outside I. By [21, p.9, Lemma 4.1] the algebra kQ/(ρ) is a finitely generated
k[z] module as we assume there are finitely many vertices. This shows S must be finite,
and as
⋃
v P(v 	) is also finite we can consider the length l > 0 of (any of) the longest
path(s) in S ∪⋃v P(v 	). Now let t = l + 1.
By the construction of t for any path β ∈ P(≥ t) we have a factorisation β = αpγ
for some primitive cycle p at vertex v and some paths α and γ, one of which must be
non-trivial, and where h(γ) = v = t(α). We now claim that β − αzγ ∈ (ρ). Proving this
claim is sufficient to show At ⊆ (z). We prove this claim below.
Without loss of generality α is non-trivial. So either zv = p in which case αp = αzv,
or there is another primitive cycle p′ in which case zv = p + p′ and so αp = αzv − αp′
since (Q, ρ) satisfies special conditions. Similarly we have that αzv = αz and αp
′ ∈ (ρ) as
αp /∈ (ρ). In either case this shows β − αzγ ∈ (ρ), giving the claim above.
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Corollary 1.2.28. Let Q be finite and suppose (Q, ρ) satisfies special conditions. Then
kQ/(ρ) is isomorphic to the completion k̂Q/(ρ)(z) of kQ/(ρ) with respect to the (z)-adic
topology, and kQ/(ρ) is a finitely generated k[[z]]-module.
Proof. Assuming a sequence of elements x = (xn + A
n)n∈N is Cauchy in the A-adic
topology, given any s > 0 there is some Ns ≥ 0 such that for any integers n,m ≥ Ns,
xn − xm ∈ As. Hence also there is some Ms = Nts ∈ N such that for any integers
n,m ≥ Ms, xn − xm ∈ Ats ⊆ (z)s. Similarly if x is Cauchy with respect to the (z)-adic
topology then given any s > 0 there is some Ls ∈ N such that for any integers n,m ≥ Ls,
xn − xm ∈ (z)s ⊆ As. Setting y = (xn + (z)n)n∈N this proves x = 0 in k̂Q/(ρ)A iff y = 0
in k̂Q/(ρ)(z) and so the assignment k̂Q/(ρ)A → k̂Q/(ρ)(z) sending x to y is a well defined
k-algebra isomorphism.
Since kQ/(ρ) is a finitely generated k[z]-module by [21, p.9, Lemma 4.1] there is a free
k[z]-module F =
⊕n
i=1 k[z] and an epimorphism of k[z]-modules f : F → Λ. Consider the
completions F̂(z) of F in the (z)-adic topology. By [6, p.108, Proposition 10.12] there is
an epimorphism fˆ : F̂(z) → Λ̂(z) of k̂[z](z) ' k[[z]]-modules and by [6, p.108, Proposition
10.13] F̂(z) ' k̂[z](z) ⊗k[z] F which is k[[z]]⊗k[z] F '
⊕n
i=1 k[[z]]. This shows k̂Q/(ρ)(z) is
a finitely generated k[[z]]-module as required.
Corollary 1.2.29. If Q is finite and (Q, ρ) satisfies gentle conditions then Λ is a complete
gentle algebra over k[[t]] surjectively given by (Q, ρ, θ) for some θ.
Proof. By definition SPI) and SPII) hold. Let R = k[[t]], m = (t) and Λ = kQ/(ρ).
Let θ be the map k[[t]]Q → Λ sending ∑p λp(t)p to ∑p λp(z)p. By the above this map
is surjective, and so Λ is surjectively given by (Q, ρ, θ). By lemma 1.2.27 the ring Λ is
pointwise rad-nilpotent modulo (t).
By proposition 1.2.25 we have rad(Λ) = A and so for any vertex v we have rad(Λ)ev =∑
a∈A(v→) Λa and evrad(Λ) =
∑
a∈A(→v) aΛ. Hence SPIII) holds. Furthermore as Λ is
finitely generated as a k[[t]]-module, so too are the k[[t]]-modules Λa and aΛ for any arrow
a, since k[[t]] is noetherian. Hence SPIV) holds.
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Since there are no commutativity relations in ρ these sums must be direct and so (SPV)
holds, and) Λ is a quasi-bounded string algebra over k[[t]]. Furthermore GI) and GII) hold
by assumption, and Q is finite, so Λ is a complete gentle algebra over k[[t]] since k[[t]] is
(t)-adically complete.
Example 1.2.30. Let Q be the quiver with two loops X and Y at one vertex, and let ρ =
{XY, Y X}. Clearly kQ/(ρ) ' k[[x, y]]/(xy) and so by corollary 1.2.29 Λ = k[[x, y]]/(xy)
is a complete gentle algebra over k[[t]] given by (Q, ρ, θ) where θ(X) = x, θ(Y ) = y and
θ(t) = x+ y.
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1.3 String and Band Representations.
We now introduce and study so-called string and band representations. Such objects are
defined by quivers of type A and A˜, and constitute a complete list of indecomposable
modules (with finiteness conditions) over some of the algebras we have introduced so far.
In section 1.4 we introduce what is sometimes called the functorial filtration method as a
way to verify the completeness of the above list. We will then sketch the application of
this method to Butler-Ringel string algebras.
1.3.1 Modules Given By Words.
Assumption: In section 1.3.1 we assume Λ is a quasi-bounded string algebra over R
surjectively given by (Q, ρ, θ) (see definitions 1.1.5 and 1.1.21).
We now define some combinatorial data from Q and ρ. Recall definition 1.1.7.
Definition 1.3.1. (Quiver Homomorphisms) For quivers U = (U0, U1, hu, tu) and V =
(V0, V1, hv, tv) a quiver homomorphism r : U → V is given by functions r0 : U0 → V0 and
r1 : U1 → V1 such that r0hu = hvr1 and r0tu = tvr1.
[63, p.481, Basic concepts] (Walks and Tours) A walk in Q is a quiver homomorphism
w : L→ Q where the underlying graph of L is a connected subgraph of
∞A∞ : · · · v−1 f0 v0 f1 v1 f2 v2 · · ·
If it exists, we shall assume that the left-most edge of L is f1. A tour in Q is a quiver
homomorphism t : Z → Q where the underlying graph of Z is A˜m for some m ≥ 0, where
A˜m : u0
gm
· · · um−1
gm−1
um
for m ≥ 1 and A˜0 is the graph with one edge g0 (which is a loop) at one vertex u0.
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For example, A˜1 is the underlying graph of the Kronecker quiver.
(Linear Walks And Tours, Finite And Closed Walks) We call a walk w : L→ Q
(resp. tour t : Z → Q) linear5 if #A(→ vi) ≤ 1 and #A(vi →) ≤ 1 for each i (resp.
#A(→ uj) = 1 and #A(uj →) = 1 for each j). We say a walk w : L→ Q is finite if L is
finite, in which case (if L0 = {v0, . . . , vr−1} for r ≥ 1) we say w is closed if w(v0) = w(vr−1).
Example 1.3.2. Recall example 1.2.20, where we considered the quiver Q consisting of
two loops α and β at single vertex v. Let L be the quiver
v0
a1 // v1
b2 // v2 v3
a3oo v4
b4oo v5
a5oo b6 // v6
a7 // v7
b8 // v8
a9 // v9
We can define a finite closed non-linear walk w by the assignments an 7→ α, bm 7→ β and
vi 7→ v for each appropriate n, m and i. Define a tour t : Z → Q again given by an 7→ α,
bm 7→ β and vi 7→ v; where Z is the quiver
u0
a1 // u1
b2 // u2 u3
a3oo u4
b4oo u5
a5oo
b6
gg
For an example of a linear tour t′ : Z ′ → Q consider the same assignments where Z ′ is
u0
a1 // u1
b2
bb
Similarly for an example of a right-infinite walk, consider
v0 v1
a1oo v2
b2oo v3
a3oo b4 // v4
a5 // v5
b6 // v6
a7 // · · ·
Definition 1.3.3. [63, p.481] (Subwalks) If r is a walk or a tour, then a subwalk of r is
the restriction of r to any connected proper subquiver of its domain.
(Runs Through) Let r : W → Q be a walk or tour. If V is a collection of vertices in
Q we say r runs through (the elements of) V if for each v ∈ V there is a vertex v in W
such that r(v) = v.
5Wald and Waschbu¨sch refer to finite linear walks (resp. linear tours) as paths (resp. circuits).
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For any non-trivial path p in the quiver Q, say p = α1 . . . αn (for n > 0 and arrows αi),
there is an associated linear walk p : P → Q where P is the quiver
v0 · · ·a1oo vnanoo
defined by setting p(vi) = vi for 0 ≤ i ≤ n and p(ai) = αi when i > 0.
(Occurs In) We say p occurs in r if P is a subquiver of W and the linear walk p is the
subwalk of r defined by the restriction to P .
Example 1.3.4. The arrows a and b occur in each walk and tour from example 1.3.2.
Note that the path αβα occurs in the walk w and the tour t but not the tour t′.
Definition 1.3.5. [21, p.2, Words] (Letters, Heads, Tails) By a letter we mean an
arrow x or the formal inverse y−1 of an arrow y. The head and tail of a letter l are,
respectively: (h(l) = h(x) and t(l) = t(x)) if l = x for some arrow x; or (h(l) = t(y) and
t(l) = h(y)) if l = y−1 for some arrow y.
({0} 6= I-words) Let I be one of the sets {0, . . . , n} (for some n ∈ N), N, −N or Z. For
I 6= {0}, an I-word will mean a sequence of letters
w =

w1 . . . wn (if I = {0, . . . , n})
w1w2 . . . (if I = N)
. . . w−1w0 (if I = −N)
. . . w−1w0 | w1w2 . . . (if I = Z)
(a bar | shows the position of w0 and w1 when I = Z) satisfying:
(a) if wi and wi+1 are consecutive letters, then the tail of t(wi) = h(wi+1),
(b) if wi and wi+1 are consecutive letters, then w
−1
i 6= wi+1,
(c) if p is any non-trivial path in Q such that p = α1 . . . αm or its formal inverse
p−1 = α−1m . . . α
−1
1 occurs as a sequence of consecutive letters in w, then p ∈ P.
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(Trivial Words) In case I = {0} there are trivial words 1v, for each vertex v of Q
and each  = ±1. By a word we mean an I-word for some I, and such a word is a finite
word of length n if I = {0, . . . , n}.
(Notation: vi(w)) For any I-word w and any i ∈ I there is an associated vertex vi(w)
given by: the head of wi+1 in case i+ 1 ∈ I; the tail of wi in case i− 1 ∈ I; and otherwise
v0(1v,) = v. Note that if i− 1, i+ 1 ∈ I then these vertices coincide (by condition (a)).
Example 1.3.6. For the quasi-bounded string algebra over Ẑp from example 1.1.6,
α−1β−1αβαβ−1α−1β−1α−1 is a word defined by the walk w : L → Q from example
1.3.2.
We now give a brief comparison with some different terminology.
Definition 1.3.7. [63, (2.1) Definition] (V-Sequences) A walk w : L → Q is called a
V-sequence if:
(a) if p is a path in Q and p occurs in w, then p ∈ P; and
(b) w(a) 6= w(a′) for all arrows a and a′ in L such that h(a) = h(a′) or t(a) = t(a′).
Corollary 1.3.8. There is a one-to-one correspondence between words and V-sequences.
Proof. Let w : L→ Q be a V-sequence. As in definition 1.3.7, the underlying graph of L
is a connected subgraph of ∞A∞. Hence we can (and shall) assume the set L1 of arrows
of L is a subset of {fi | i ∈ Z}. So we can consider a set Iw of integers i such that fi ∈ L1.
Now we can define an Iw-word w[w] by w[w]i = s(fi) whenever i, i+ 1 ∈ Iw.
Conversely each I-word w defines a quiver Lw as follows. The vertices of Lw are given
by {vi | i ∈ I}. Whenever i, i+ 1 ∈ I there is an arrow fi with head (resp. tail) vi and tail
(resp. head) vi+1 provided wi+1 = x (resp. wi+1 = x
−1) for some arrow x. There is now
an associated V-sequence w[w] : Lw → Q defined by setting w[w](vi) = vi(w) whenever
i ∈ I and w[w](fi) = wi whenever i, i+ 1 ∈ I.
This is a one-to-one correspondence because w[w[u]] = u for any word u, and w[w[u]] = u
for any V-sequence u.
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Lemma 1.3.9. Let L be the set of letters. There is a function s : L → {1,−1} = {±1}
such that:
(i) for each vertex v and each  ∈ {±1} we have #{q ∈ L | s(q) = , h(q) = v} ≤ 2; and
(ii) for distinct q, q′ ∈ L with s(q) = s(q′) and h(q) = h(q′) we have {q, q′} = {α−1, β}
with αβ ∈ (ρ) (that is, αβ /∈ P).
Proof. Fix an arbitrary vertex v. Let Lv be the set of letters with head v. By SPI),
the arrows in Q which are incident at v (that is, have head or tail v) define a connected
subquiver Qv of Q̂v, where Q̂v is the quiver
t(βv)
βv
""
t(δv)
δv||
v
γv ""
αv
||
h(αv) h(γv)
Furthermore, if we let L̂v = {α−1v , βv, γ−1v , δv}, after relabelling we have that: Lv is the set
of x ∈ L̂v such that x is an arrow in Q; if (αv and βv are arrows in Q) then αvβv ∈ (ρ);
and if (γv and δv are arrows in Q) then γvδv ∈ (ρ).
Consider the function ŝ :
⋃
v L̂v → {±1} defined by setting ŝ(α−1v ) = ŝ(βv) = 1 and
ŝ(γ−1v ) = ŝ(δv) = −1 for each v. Note ŝ is well defined because L̂v ∩ L̂v′ = ∅ for distinct
vertices v and v′.
Let s be the restriction of ŝ to the subset
⋃
v Lv of
⋃
v L̂v.
(i) For  = 1 we have {q ∈ L | s(q) = 1, h(q) = v} ⊆ {α−1v , βv. For  = −1 we have
{q ∈ L | s(q) = −1, h(q) = v} ⊆ {γ−1v , δv}.
(ii) Let s(q) = s(q′) =  and h(q) = h(q′) = v. If  = 1 then as q = q′ we have
{q ∈ L | s(q) = 1, h(q) = v} = α−1v , βv and, from our relabelling, αvβv ∈ (ρ). As above,
the proof in case  = −1 is ommited.
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Definition 1.3.10. [18, §2] (Sign, notation: s(w)) If w is an I-word where {0} 6= I ⊆ N
we define the sign of w to be s(w1). We define the sign of a trivial word to be s(1v±1) = ±1.
(Composing Words) Suppose w and w′ are non-trivial words where Iw ⊆ −N and
Iw′ ⊆ N. If u = h(w−1) and  = −s(w−1) let w1u, = w. If v = h(w′) and δ = s(w′)
we let 1v,δw
′ = w′. Write ww′ for the concatenation of the letters in w with the letters
in w′. In case D = . . . w−1w0 is a −N-word and E = w1w2 . . . is an N-word, write
ww′ = . . . w0 | w1 . . .
(notation: w<i, w≤i, w>i, w≥i) If w is an I-word and i ∈ I is arbitrary we let
w≤i = . . . wi given i − 1 ∈ I, and otherwise wi = w≤i = 1h(w),s(w). Similarly we let
w>i = wi+1 . . . given i + 1 ∈ I and otherwise w>i = 1h(w),s(w). Hence (for appropriate i)
there are unique words w<i and w≥i satisfying w≤i = w<iwi and wiw>i = w≥i.
Example 1.3.11. Recall the word α−1β−1αβαβ−1α−1β−1α−1 from example 1.3.6.
Setting s(α) = 1 gives s(α−1) = 1, s(β) = −1 and s(β−1) = −1: which gives the table
i wi s(wi) (w≤i)−1 w>i
0 - - 1v,−1 α−1β−1αβαβ−1α−1β−1α−1
1 α−1 1 α β−1αβαβ−1α−1β−1α−1
2 β−1 −1 βα αβαβ−1α−1β−1α−1
3 α 1 α−1βα βαβ−1α−1β−1α−1
4 β −1 β−1α−1βα αβ−1α−1β−1α−1
5 α 1 α−1β−1α−1βα β−1α−1β−1α−1
6 β−1 −1 βα−1β−1α−1βα α−1β−1α−1
7 α−1 1 αβα−1β−1α−1βα β−1α−1
8 β−1 −1 βαβα−1β−1α−1βα α−1
9 α−1 1 αβαβα−1β−1α−1βα 1v,−1
Definition 1.3.12. (Shifting Words, notation: w[t]) For t ∈ Z and a Z-word w =
. . . w0 | w1 . . . the shift w[t] of w by t will be the word . . . wt | wt+1 . . . We extend this
definition to all I-words w where I 6= Z by setting w = w[t] for all t ∈ Z.
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Corollary 1.3.13. (Equivalence Of Words, notation: ∼) There is an equivalence
relation ∼ on the set words, given by w ∼ w′ iff w′ = w[t] or w′ = w−1[t] for some t.
Proof. Since w = w[0] the relation is reflexive. For symmetry, one has w = w[−t] if
w′ = w−1[t] and w = (w′)−1[−t] if w′ = w−1[t]. For transitivity (letting w1 = w): if
w′ = w±1[t] and w′′ = w′[t′] then w′′ = w±1[t+ t′]; and if w′ = w±1[t] and w′′ = (w′)−1[t′]
then w′′ = w∓1[t+ t′].
Definition 1.3.14. (Cyclic and Primitive Words) For t > 0 we say a {0, . . . , t}-word
is cyclic if wn = w . . . w (w composed with itself n-times) is a word for any n > 0. In this
case we say w is primitive if w 6= (w′)n for all cyclic words w′ and all n > 0.
(Periodic Words) We say a Z-word w is periodic if w = w [p] for some p > 0 and the
period of w describes the minimal such p. In this case we write w = ∞(w′)∞, w≥0 = (w′)∞
and w≤0 = ∞(w′) where w′ = w1 . . . wp.
Example 1.3.15. Consider again the quasi-bounded string algebra over Ẑp from example
1.1.6. The {0, . . . , 6}-word α−1β−1αβαβ−1 and the {0, 1, 2}-word αβ are both cyclic. To
say it another way,
. . . αβ−1α−1β−1αβα | β−1α−1β−1αβαβ−1 . . .
and . . . αβαβ | αβαβ . . . define periodic Z-words of periods 6 and 2 respectively.
Definition 1.3.16. [63, (2.2) Definition] (Primitive V-Sequences) A tour t : Z → Q
is called a primitive V-sequence if
(a) if p is a path in Q and p occurs in t, then p ∈ P;
(b) t(a) 6= t(a′) for all arrows a and a′ in W such that h(a) = h(a′) or t(a) = t(a′); and
(c) there is no automorphism σ 6= id of Z such that tσ = t.
The definition in [63] requires that a V-sequence must not be a linear tour, however
we omit this restriction (for example, consider corollary 1.3.17 together with the periodic
Z-word of period 2 from example 1.3.15).
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Corollary 1.3.17. There is a one-to-one correspondence between periodic Z-words and
primitive V-sequences.
Proof. There is a one-to-one correspondence (for each p > 0) between perodic Z-words w
of period p and the primitive cyclic {0, . . . , p}-words w′ given by w ↔ w′ iff w = ∞(w′)∞.
Hence it is enough to define a one-to-one correspondence between primitive cyclic words
and primitive V-sequences.
If w′ = w1 . . . wp is a primitive cyclic word, define a quiver Qw′ by giving any orientation
to A˜0 if p = 1, for p > 1 orientating the edges gi in
A˜p : u0
gp−1
· · · up−2
gp−2
up−1
by
u0 ←− up−1 (if wp = x)
u0 −→ up−1 (if wp = x−1)
ui ←− ui+1 (if wi+1 = x and i+ 1 < p)
ui −→ ui+1 (if wi+1 = x−1 and i+ 1 < p)
(where x is an arrow.)
where i runs through all integers with i, i+1 ∈ I. We can now define a tour t[w′] : Qw′ → Q
by (t[w′](ui) = vi(w′) and t[w′](gi) = x if i + 1 < p and wi+1 is x or its inverse), and
(t[w′](up−1) = vp−1(w′) and t[w′](gi) = x if i = p− 1 and wp is x or its inverse). Since w′
is cyclic t[w′] is closed, and since w′ is primitive there is no automorphism σ 6= id of Qw′
such that t[w′]σ = t[w′].
Given any primitive V-sequence t : Z → Q we let It = {0, . . . , p − 1} where (p = 1 if
the underlying graph of Z is A˜0) and p > 1 otherwise. We can now define an It-word w[t]
by w[t]i = t1(gi) whenever i, i+ 1 ∈ It. Since t is a tour satisfying conditions (a) and (b)
from definition 1.3.16, w[t] is a cyclic word. Since t is a tour satisfying condition (c) from
definition 1.3.16, w[t] is primitive.
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From now on we shall choose to use the language of words, instead of the language of
V-sequences, knowing these languages may be translated into one-another. We now define
string and band modules for quasi-bounded string algebras over R. Recall definition 1.3.5.
Definition 1.3.18. [21, Modules given by words, p.3] Given an I-word w let M(w) be
the R-module generated by elements bi (as i runs through I) subject to the relations
evbi =

bi (if vw(i) = v)
0 (otherwise)
for any vertex v in Q and
xbi =

bi−1 (if i− 1 ∈ I and wi = x)
bi+1 (if i+ 1 ∈ I and wi+1 = x−1)
0 (otherwise)
for any arrow x in Q. Since Λ is surjectively given by (Q, ρ, θ) the assignments above
define an action of Λ on M(w) =
∑
i∈I Rbi. From now on M(w) will be considered as a
Λ-module, unless specified otherwise.
Example 1.3.19. Consider the complete gentle algebra Λ over Ẑp from example 1.1.6.
Recall the word w = α−1β−1αβαβ−1α−1β−1α−1 from example 1.3.6. Here M(w) =∑9
i=0 Ẑpbi where the action of Λ is described as follows.
In the following schema the action of α and β are given by the solid arrows, and the
action of p is described by the dashed arrows (recall p = αβ + βα in Λ) as follows. If
two dashed arrows leave bi (when i = 5 here) pbi is given by the sum of their targets (so
pb5 = b3 + b7).
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b5
α
 β 
p

p
qq
b0
α

p

b4
β

p
qq
b6
α

p

b1
β 
b3
α

b7
β 
p

b2 b8
α

b9
In this example we have p4M(w) = 0. As the next example shows, m need not act
nilpotently on M(w).
Example 1.3.20. Let Λ be the complete gentle algebra from example 1.1.6. In example
1.3.19 we described the Λ-module M(α−1β−1αβαβ−1α−1β−1α−1) using a finite schema.
The module M(αβα(β−1α−1)∞) is depicted in a similar way by the right-infinite schema
b3
α
 β 
p

p
qq
b2
β

p
qq
b4
α

p

b1
α

b5
β 
p

b0 b6
α

p

b7
 . . .
Similarly −N-words define left-infinite schemas, and Z define left-right-infinite schemas.
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Definition 1.3.21. (String Modules) Any module of the form M(w) will be called a
string module.
Example 1.3.22. Let Λ be the complete gentle algebra from example 1.3.20. For the
periodic Z-word
w = . . . αβαβ−1α−1β−1αβα | β−1α−1β−1αβαβ−1α−1β−1 . . .
the schema
b−6
α
 β
 p

p
vv
b0
α

β
 p

p
vv
. .
.
b−5
α

p

b−1
β

p
uu
b1
α

p

. .
.
vv
. .
.
b−4
β

b−2
α

b2
β

. .
.
α

b−3 b3
defining M(w) has translational symmetry.
Definition 1.3.23. (Action of T on M(w) for periodic w) Suppose now w is a
periodic word of period p, and consider the module M(w). Consider the R-linear map
T : M(w)→M(w) defined on generators by bi 7→ bi−p. Since w is a Z-word and periodic,
T is an automorphism (describing translational symmetry in the walk s[w] given by w)
and hence M(w) has the structure of a right R[T, T−1]-module.
(Notation: M(w, V )) For any left R[T, T−1]-module V we let M(w, V ) be the tensor
product M(w)⊗R[T,T−1] V (considered as a left Λ-module).
Example 1.3.24. Let Λ be the complete gentle algebra from example 1.3.22. Note that
p−1 /∈ pẐp and so it is a unit, say with inverse q. Let V be the free Ẑp-module Ẑ2p = Ẑp⊕Ẑp
and consider the Ẑp-linear automorphism T : Ẑ2p → Ẑ2p given by (γ1, γ2) 7→ (γ1 + (p −
1)γ2, γ2). Let w be the word
∞(β−1α−1β−1αβα)∞ from example 1.3.22.
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Adding dotted arrows for the right-action of T on M(w) in the schema from example
1.3.22 gives
b−6


vv
b0
Tss
 
vv
tt
. .
.
b−5


b−1

uu
b1


ss . .
.
vv
uu
. .
.
b−4

b−2

b2

kk . .
.

hh
b−3
T
b3
T
kk gg
For any v ∈ V we have αb0 ⊗ v = b5 ⊗ Tv, and so M(w, V ) may be interpreted by the
schema
b0 ⊗ Ẑ2p
α
1 p− 1
0 1

))
1 0
0 1

β
uu
b1 ⊗ Ẑ2p
1 0
0 1

α
$$
b5 ⊗ Ẑ2p
β1 0
0 1

zz
b2 ⊗ Ẑ2p
1 0
0 1

β
$$
b4 ⊗ Ẑ2p
α1 0
0 1

zz
b3 ⊗ Ẑ2p
Definition 1.3.25. (Band Modules) A module of the form M(w, V ) will be called a
band module provided the left R[T, T−1]-module V is indecomposable.
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1.3.2 Complexes Given By Homotopy Words.
Recall definitions 1.1.5, 1.1.21, 1.2.10 and 1.2.19.
Assumption: In section 1.3.2 we assume Λ is a complete gentle algebra over R
surjectively given by (Q, ρ, θ), and that I is one of the sets {0, . . . ,m} (for some
m ≥ 0), N, −N = {−n | n ∈ N}, or Z.
Definition 1.3.26. (Homotopy Letters) A homotopy letter q is one of γ, γ−1, dα, or
d−1α for γ ∈ P and an arrow α. Those of the form γ or dα will be called direct, and those
of the form γ−1 or d−1α will be called inverse. The inverse q−1 of a homotopy letter q is
defined by setting (γ)−1 = γ−1, (γ−1)−1 = γ, (dα)−1 = d−1α and (d−1α )−1 = dα.
(Homotopy Words) For I 6= {0} a homotopy I-word is a sequence of homotopy letters
C =

l−11 r1 . . . l
−1
m rm (if I = {0, . . . ,m})
l−11 r1l
−1
2 r2 . . . (if I = N)
. . . l−1−1r−1l
−1
0 r0 (if I = −N)
. . . l−1−1r−1l
−1
0 r0 | l−11 r1l−12 r2 . . . (if I = Z)
(which will be written as C = . . . l−1i ri . . . to save space) such that:
(a) any homotopy letter occuring in C of the form l−1i (resp. ri) is inverse (resp. direct);
(b) any list of 2 consecutive homotopy letters, which occurs in C and has the form l−1i ri,
is one of γ−1dl(γ) or d−1l(γ)γ for some γ ∈ P; and
(c) any list of 4 consecutive homotopy letters, which occurs in C and has the form
l−1i ril
−1
i+1ri+1, is one of
γ−1dl(γ)d−1l(λ)λ (where h(γ) = h(λ) and l(γ) 6= l(λ)
d−1l(γ)γd
−1
l(λ)λ (where f(γ)l(λ) ∈ (ρ))
d−1l(γ)γλ
−1dl(λ) (where t(γ) = t(λ) and f(γ) 6= f(λ))
or γ−1dl(γ)λ−1dl(λ) (where f(λ)l(γ) ∈ (ρ))
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For I = {0} there are trivial homotopy words 1v,1 and 1v,−1 for each vertex v.
(Inverting Homotopy Words) The inverse C−1 of C is defined by (1v,δ)−1 = 1v,−δ
if I = {0}, and otherwise inverting the homotopy letters and reversing their order.
So: the inverse of a homotopy N-word is a homotopy −N word; the inverse of a homotopy
−N-word is a homotopy N-word; and if I is (finite or Z) then the inverse of a homotopy
I-word is a homotopy I-word. Note the homotopy Z-words are indexed so that
(
. . . l−1−1r−1l
−1
0 r0 | l−11 r1l−12 r2 . . .
)−1
= . . . r−12 l2r
−1
1 l1 | r−10 l0r−1−1l−1 . . .
Our aim in this section (1.3.2) is to give an analogue to section 1.3.1, by replacing modules
with complexes of projectives. The definition above (1.3.26) appears to be new.
Example 1.3.27. Recall (example 1.2.12) the Assem-Skowron´ski gentle algebra Λ =
kQ/(ρ) where ρ = {ba, cb, ac, sr, ts, rt} and Q is the quiver
1
b

3
t
  
0
a
^^
r

2
c
@@
4
s
OO
Then C = s−1dst−1dtd−1c c is a homotopy {0, 1, 2, 3}-word.
Example 1.3.28. Recall the complete gentle algebra Λ = k[[x, y]]/(xy) from example
1.2.30. Write x−m and y−m for (xm)−1 and y−m for (ym)−1 for each n,m > 0. Then
C = x−2dxy−1dyx−2dxd−1y y
3d−1x xy
−1dyx−2dxy−1dyx−2dx . . .
is a homotopy N-word.
The pairs γ−1dl(γ) and d−1l(λ)λ (for γ ∈ P) are in bijective correspondence with the
alphabet used by Bekkert and Merklen [7] to define generalised words.
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Definition 1.3.29. Let C = . . . l−1i ri . . . be a homotopy I-word.
(Generalised Words) Define a sequence [C] = . . . [C]i . . . by setting [C]i = [γ
−1]
when l−1i ri = d
−1
l(γ)γ and [C]i = [γ] when l
−1
i ri = γ
−1dl(γ). We call [C] the generalised word
associated to C.
(Heads And Tails) The head and tail of any path γ ∈ P are already defined and we
extend this notion to all homotopy letters by setting h(d±1a ) = h(a) and h(q−1) = t(q).
(Vertices, Notation: vC(i)) For each i ∈ I there is an associated vertex vC(i) defined
by vC(i) = t(li+1) for i ≤ 0 and vC(i) = t(ri) for i > 0 provided C = . . . l−1i ri . . . is non-
trivial, and v1v,±1(0) = v otherwise.
(Notation: H((γ−1dl(γ)))−1), µC) Let H(γ−1dl(γ)) = −1 and H(d−1l(γ)γ) = 1 for any
γ ∈ P. Define a function µC : I → Z by
µC(i) =

∑i
t=1H(l
−1
t rt) (if i > 0)
0 (if i = 0)
−∑0t=i+1H(l−1t rt) (if i < 0)
(Controlled Homogeny) We say C has controlled homogeny if the preimage µ−1C (t) is
finite for each t ∈ Z.
Example 1.3.30. Recall the complete gentle algebra and the homotopy {0, 1, 2, 3}-word
C = s−1dst−1dtd−1c c from example 1.3.27. Here we have the table
i ∈ N l−1i ri [C]i vC(i) µC(i)
0 - - 4 0
1 s−1ds [s] 3 −1
2 t−1dt [t] 0 −2
3 d−1c c [c]−1 2 −1
and so [C] = [s][t][c]−1.
For infinite homotopy words we can construct the beginning of such a table.
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Example 1.3.31. Recall the complete gentle algebra k[[x, y]]/(xy) and the N-word C
from example 1.3.28. Here we have
i ∈ N l−1i ri [C]i vC(i) µC(i)
0 - - v 0
1 x−2dx [x2] v −1
2 y−1dy [y] v −2
3 x−2dx [x2] v −3
4 d−1y y3 [y3]−1 v −2
5 d−1x x [x]−1 v −1
6 y−1dy [y] v −2
7 x−2dx [x2] v −3
8 y−1dy [y] v −4
...
Definition 1.3.32. (Shifting Homotopy Words, notation: C[t]) If t ∈ Z and C =
. . . l−10 r0 | l−11 r1 . . . is a homotopy Z-word, we define the shift C[t] of C by t to be the
homotopy Z-word . . . l−1t rt | l−1t+1rt+1 . . .
If C is a homotopy I-word and I 6= Z let C = C[t] for all t ∈ Z.
Lemma 1.3.33. Let C be a homotopy I-word and i ∈ I. Then:
(i) vC−1(i) = vC(m− i) and µC−1(i) = µC(m− i)− µC(m) when I = {0, . . . ,m};
(ii) vC−1(i) = vC(−i) and µC−1(i) = µC(−i) when I is infinite; and
(iii) vC(i+ t) = vC[t](i) and µC(i+ t) = µC[t](i) + µC(t) for any integer t when I = Z.
Proof. If C is trivial then there is nothing to prove so we assume otherwise.
(i) Suppose C is finite, so C = l−11 r1 . . . l
−1
m rm and hence C
−1 = r−1m lm . . . r
−1
1 l1. This
means vC−1(0) = t(rm) = vC(m) and for i > 0 we have t(lm+1−i) = t(rm−i) and so
vC−1(i) = vC(m− i).
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Similarly µC(0) = 0 = µC−1(0) and for i > 0 we have
∑i
t=1H(l
−1
m+1−trm+1−t) =∑m
t=1H(l
−1
t rt)−
∑m−i
t=1 H(l
−1
t rt) which gives
∑i
t=1H(r
−1
m+1−tlm+1−t) =
∑m−i
t=1 H(l
−1
t rt)−∑m
t=1H(l
−1
t rt) because H(l
−1
s rs) = −H(r−1s ls) for any s with 1 ≤ s ≤ m. This shows
µC−1(i) = µC(m− i)− µC(m).
(ii) Suppose now C is infinite. Without loss of generality C is a Z-word. Writing
C = . . . l−10 r0 | l−11 r1 . . . gives C−1 = . . . l′0−1r′0 | l′1−1r′1 . . . where l′i+1 = r−i and r′i = l1−i
for each i ∈ Z. As above one can show vC(−i) = vC−1(i) and µC−1(i) = µC(−i) by
considering the cases i < 0 and i > 0.
(iii) There is nothing to prove when t = 0. Suppose firstly t > 0. Clearly the formula
holds for i = 0. Writing C = . . . l−10 r0 | l−11 r1 . . . gives C[t] = . . . l−1t rt | l−1t+1rt+1 . . . and
since vC(t) = t(rt) = t(lt+1) = vC[t](0) it is clear vC(i+ t) = vC[t](i) for each i ∈ Z.
In case −t ≤ i ≤ −1 writing µC[t](i) = −
∑0
s=i+1H(l
−1
s+trs+t) as the sum of
−∑ts=1H(l−1s rs) = −µC(t) and µC(i + t) = ∑t+is=1H(l−1s rs) shows µC(i + t) = µC(t) +
µC[t](i). The case where i < −t is similar, writing µC[t](i) = as the sum of µC(i + t) and
−µC(t). In case i+ t > 0 one has µC(i+ t)− µC(t) =
∑i+t
s=1H(l
−1
s rs) = µC[t](i).
Now suppose instead t < 0. Then −t > 0 and by the above vC[t](i) = vC[t](i + t −
t) = vC[t][−t](i + t) = vC(i + t) and (as µC[t](−t) = −µC(t)) for each i ∈ Z we have
µC[t](i) + µC(t) = µC(i+ t) as µC[t](i+ t− t) = µC[t][−t](i+ t) + µC[t](−t).
Definition 1.3.34. (Notation: P (C)) Let C be a homotopy I-word. Let P (C) =⊕
n∈Z P
n(C) where for n ∈ Z we let Pn(C) = ⊕i∈µ−1C (n) ΛevC(i). For each i ∈ I let bi
denote the coset of evC(i) in the summand ΛevC(i) of P
µC(i)(C). We define the complex
P (C) by extending the assignment dP (C)(bi) = b
−
i + b
+
i linearly over Λ for each i ∈ I,
where
b+i =
αbi+1 (if i+ 1 ∈ I, l
−1
i+1ri+1 = d
−1
l(α)α)
0 (otherwise)

b−i =
βbi−1 (if i− 1 ∈ I, l
−1
i ri = β
−1dl(β))
0 (otherwise)

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Example 1.3.35. Recall (example 1.2.12) the finite-dimensional gentle algebra Λ =
kQ/(ρ) where ρ = {ba, cb, ac, sr, ts, rt} and Q is the quiver
1
b

3
t
  
0
a
^^
r

2
c
@@
4
s
OO
For C = s−1dst−1dtd−1c c we have b
−
0 = b
+
0 = b
+
1 = b
−
3 = b
+
3 = 0, b
−
1 = sb0, b
−
2 = tb1 and
b+2 = cb3. The generalised word [C] = [s][t][c
−1] associated to C helps us draw the schema
below
Λe0
t}}
c
!!
P−2(C)
d−2
P (C)

Λe3
s
}}
Λe2 P
−1(C)
d−1
P (C)

Λe4 P
0(C)
which depicts P (C), where Pn(C) = 0 for n 6= −2,−1, 0.
Remark 1.3.36. For each of the following possibilities of l−1i ril
−1
i+1ri+1 (from part (c) of
definition 1.3.26), consider the corresponding schema (with the same label).
(1) γ−1dl(γ)d−1l(λ)λ
(2) d−1l(γ)γλ
−1dl(λ)
(3) d−1l(γ)γd
−1
l(λ)λ
(4) γ−1dl(γ)λ−1dl(λ)
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(1) •
yy %%
dl(γ)
rr
dl(λ)
,,
•
{{ γ !!
. .
. . . . •
##λ}}
. .
. •
##
•
{{
. . .
. . . . .
.
(2) •
yy
dl(γ)
,,
. .
. •
##
γ
}}
dl(λ)
++
•
{{
. . . •
##λ}}
. .
. •
{{
. . .
. .
.
(3) •
yy %%
dl(γ)
,,
•
yy %%
dl(λ)
rr
. .
. . . . •
γzz λ $$
. .
. . . .
•
yy
•
%%
. .
. . . .
(4) •
yy %%
dl(λ)
rr
•
{{
dl(γ)
ss
λ !!
. .
. . . .
•
{{ γ !!
. .
. •
##
. .
. •
##
. . .
. . .
This may be useful later when considering the constructive and refined functors as defined
in section 2.2. Each • corresponds to an element of I, and symbolizes the head of an
indecomposable projective Λ-module.
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Example 1.3.37. The corresponding schema for example 1.3.35 is
b2
r

a

dt

dc

ab2 rb2
b1
t

ds

b3
c

tb1
a

cb3
r

b0
s

atb1 rcb3
sb0
Remark 1.3.38. The above definition of complexes P (C) is equivalent to the following
construction. For each n ∈ Z and i ∈ µ−1C (n) let
(dnP (C))i+1,i =
×α (if l
−1
i+1ri+1 = d
−1
l(α)α)
0 (otherwise)

(dnP (C))i−1,i =
×β (if l
−1
i ri = β
−1dl(β))
0 (otherwise)

where ×λ denotes the left Λ-module map Λeh(λ) → Λet(λ) sending µ to µλ (for λ ∈ P).
Set (dnP (C))j,i = 0 for j ∈ µ−1C (n+ 1) where j 6= i± 1 so that (dnP (C))j,i defines an element
from HomΛ(ΛevC(i), ΛevC(j)) for each i ∈ µ−1C (n) and j ∈ µ−1C (n+ 1). We then have
dnP (C)(
∑
i∈µ−1C (n)mi) =
∑
j∈µ−1C (n+1)(
∑
i∈µ−1C (n)(d
n
P (C))j,i(mi))
Now fix l ∈ µ−1C (n+ 2), j ∈ µ−1C (n+ 1), and i ∈ µ−1C (n).
Chapter 1. Background and Preliminaries. 67
Using the rules that define homotopy words, given (dn+1P (C))l,j = ×λ and (d
n
P (C))j,i = ×γ
we must have eitherj = i+ 1 = l − 1 and l
−1
i+1ri+1l
−1
i+2ri+2 = d
−1
l(γ)γd
−1
l(λ)λ, or
j = i− 1 = l + 1 and l−1i−1ri−1l−1i ri = λ−1dl(λ)γ−1dl(γ)

In either case we have f(γ)l(λ) ∈ ρ which shows (dn+1P (C))l,j (dnP (C))j,i = ×γλ = 0. By the
above dnP (C) defines a Λ-module map whose image is contained in rad(P
n+1(C)) and P (C)
defines a complex of projectives.
Example 1.3.39. Recall the complete gentle algebra k[[x, y]]/(xy) and the homotopy
N-word C from example 1.3.28. Here the generalised word associated to C is [C] =
[x2][y][x2][y3]−1[x]−1[y][x2][y][x2] . . . and so P (C) may be depicted by
. .
.
x2

...

Λ
y

P−4(C)
d−4
P (C)

Λ
x2

y3

Λ
x2

P−3(C)
d−3
P (C)

Λ
y

Λ
x

Λ
y

P−2(C)
d−2
P (C)

Λ
x2

Λ P−1(C)
d−1
P (C)

Λ P 0(C)
As above we can interpret P (C) using a different diagram, such as
· · · x2 // Λ
0
y

// Λ⊕ Λ

x2 0
y3 0
0 x2

// Λ⊕ Λ⊕ Λ
y 0 0
0 x y

// Λ⊕ Λ
(
x2 0
)
// Λ // · · ·
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Remark 1.3.40. Not all complexes of the form P (C) have finitely generated homogeneous
components. This is because not all homotopy words have controlled homogeny.
Example 1.3.41. For Λ = k[[x, y]]/(xy) as above, the homotopy word
C = . . . x−1dxd−1y yx
−1dx | d−1y yx−1dxd−1y y · · · = ∞(d−1y yx−1dx)(d−1y yx−1dx)∞
defines the complex depicted by
. . .
y

Λ
x

y

Λ
y

x

Λ
y

x

P 0(C)
d0
P (C)

Λ Λ Λ
. . . P 1(C)
whose homogeneous component of degree 1 is isomorphic to
⊕
Z Λ. The homotopy word
C is an example of what we call a periodic homotopy Z-word with period 2.
Let us recall and adapt some terminology from [21].
Definition 1.3.42. Let C be a homotopy word. (notation: IC) Write IC for the subset
of Z where C is a homotopy IC-word.
(Periodicity) We say a homotopy word C is periodic if C = C [p] and µC(p) = 0 for
some p > 0. In this case the period of C describes the minimal such p.
Recall definition 3.2.1. Before we introduce band complexes it is necessary to note
some isomorphisms (induced by certain symmetries between homotopy words) between
the complexes introduced above (and certain degree shifts of such complexes). We now
make use of the book keeping from lemma 1.3.33.
Corollary 1.3.43. Let C be a homotopy I-word. Then:
(i) if I = {0, . . . ,m} there is an isomorphism of complexes P (C−1)→ P (C)[µC(m)];
(ii) if I is infinite there is an isomorphism of complexes P (C−1)→ P (C); and
(iii) if I = Z and t ∈ Z there is an isomorphism of complexes P (C[t])→ P (C)[µC(t)].
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Proof. Let D = C−1. Fix n ∈ Z. For each i ∈ µ−1D (n) let bi,D denote the coset of evD(i) in
the summand ΛevD(i) of P
n(D). For each j ∈ µ−1C (n + µC(m)) let b′j,C denote the coset
of evC(j) in the summand ΛevC(j) of P
n+µC(m)(C).
We now extend the assignment θn(bi,D) = b
′
m−i,C linearly over Λ. By lemma
1.3.33 (i) we have vD(i) = vC(m − i) for each i ∈ IC−1 , and hence θn defines Λ-
module homomorphism. Part (iii) of lemma 1.3.33 shows that i ∈ µ−1D (n) iff m − i ∈
µ−1C (n+ µC(m)); and so θ
n is an isomorphism Pn(D)→ Pn(C)[µC(m)].
Writing C = l−11 r1 . . . l
−1
m rm and C
−1 = l′1−1r′1 . . . l′m−1r′m gives lm−i+1 = r′i and
rm−i+1 = l′i for 1 ≤ i ≤ m. By definition dP (C)(b′m−i,C) = b′+m−i,C + b′−m−i,C and
dP (D)(bi,D) = b
+
i,C−1 + b
−
i,C−1 where we have the following. If (i + 1 ∈ ID and l′−1i+1r′i+1 =
d−1l(α)α) then b
′+
m−i,C = αb
′
m−(i−1),C and b
+
i,D = αbi+1,D, and otherwise b
′+
m−i,C = b
+
i,D = 0.
Similarly if (i − 1 ∈ ID and l′i−1r′i = β−1dl(β)) then b′−m−i,C = βb′m−(i+1),C and
b−i,D = βbi−1,D, and otherwise b
′−
m−i,C = b
−
i,D = 0.
Together this shows θn+1(b+i,D) = b
′+
m−i,C and θ
n+1(b−i,D) = b
′−
m−i,C and so
θn+1(dnP (C−1)(bi,D)) = d
n+µC(m)
P (C) (θ
n(bi,D)) which means θ defines an morphism of
complexes. This gives (i). The proofs for parts (ii) and (iii) are similar to the above.
For (ii) we apply lemma 1.3.33 (ii), and for (iii) we apply lemma 1.3.33 (iii).
Example 1.3.44. Recall example 1.3.35. Here C = s−1dst−1dtd−1c c and so C−1 =
c−1dcd−1t td−1s s. Since µC(3) = −1 +−1 + 1 = −1 there is an isomorphism θ : P (C−1)→
P (C)[−1] which may be depicted by
P−1(C−1)
d−1
P (C−1)

Λe0 θ−1 11
c

t

Λe0
t

c

P−2(C)
d−2
P (C)

P 0(C−1)
d0
P (C−1)

Λe2
θ0
22Λe3 θ0 22
s

Λe3
s

Λe2 P
−1(C)
d−1
P (C)

P 1(C−1) Λe4 θ1 33 Λe4 P 0(C)
The next definition highlights the importance of part (iii) of corollary 1.3.43.
Chapter 1. Background and Preliminaries. 70
Definition 1.3.45. (Notation: P (C, V )) Let V be an R[T, T−1]-module. By corollary
1.3.43, Pn(C) is a left Λ⊗RR[T, T−1]-module where T acts by bi 7→ bi−p. By translational
symmetry the map dnP (C) : P
n(C) → Pn+1(C) is Λ ⊗R R[T, T−1]-linear. We define the
complex P (C, V ) by letting Pn(C, V ) = Pn(C)⊗R[T,T−1] V and dnP (C,V ) = dnP (C) ⊗ 1V for
each n ∈ Z.
Example 1.3.46. Recall example 1.3.41 where Λ = k[[x, y]]/(xy). The automorphisms
θ0 of P 0(C) and θ1 of P 1(C) may be depicted as
· · ·

Λ
x

y

θ0oo Λ
y

x

θ0oo Λ
y

x

θ0oo · · ·θ0oo P 0(C)
d0
P (C)

· · · Λ
θ1
Λ
θ1
oo Λ
θ1
oo · · ·
θ1
oo P 1(C)
Let V be the (k[[t]])[T, T−1] module k[[t]] where T acts as multiplication by a unit
u ∈ k[[t]] \ (t). For any f(t) ∈ k[[t]] we have yb1 ⊗ f(t) = yb−1 ⊗ u−1f(t) in P 1(C, V )
and so d0P (C)(b0) ⊗ f(t) = (x + yu−1)b−1 ⊗ l(t). This together with the isomorphism
Λ⊗k[[t]] k[[t]] ' Λ shows P (C, V ) may be interpreted by the schema
Λ
y u−1
zz
x
$$
P 0(C, V )
d0
P (C,V )
Λ P 1(C, V )
Lemma 1.3.47. Let n ∈ Z and C be a periodic homotopy Z-word of period p. Let V be
an R[T, T−1]-module which is free as an R-module with R-basis {vλ | λ ∈ Ω}. Write 〈n, p〉
for the set µ−1C (n) ∩ [0, p− 1]. Then the map
κn : P
n(C, V ) = (
⊕
i∈µ−1C (n) ΛevC(i))⊗ V →
⊕
i∈〈n,p〉 ΛevC(i) ⊗R V,
(
∑
i∈µ−1C (n)mi)⊗ v 7→
∑
i∈〈n,p〉(
∑
s∈Zmi+psT
s ⊗ T−sv)
is a Λ-module isomorphism. Hence P (C, V ) is a projective Λ-module generated by {bi⊗vλ |
0 ≤ i ≤ p− 1, λ ∈ Ω}.
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Proof. Let Γ = Λ⊗R R[T, T−1]. Fix n ∈ Z. For each l ∈ {0, . . . , p− 1} the Λ-submodule
Nl =
∑
s∈Z ΛevC(l+ps) of P
n(C) is a Γ-submodule since it is closed under the right action
of T . Any element of Nl⊗R[T,T−1]V has the form
∑
s
∑
λ
∑
σ µσ,l+ps,λσbl+ps⊗vλ for scalars
µσ,l+ps,λ ∈ R for each s ∈ Z, λ ∈ Ω and σ ∈ P(≥ 0) with tail vC(l + ps) = vC(l). Since
bl+psT
s = bl for each s, we have
∑
σ µσ,l+ps,λσbl+ps ⊗ vλ =
∑
σ µσ,l+ps,λσbl ⊗ T−svλ
Consider the Λ-module homomorphism χl : Nl ⊗R[T,T−1] V → ΛevC(l) ⊗R V for each
l ∈ µ−1P (n) sending bl+ps ⊗ vλ to bl ⊗ T−svλ. By the above χl,n is clearly bijective. Since
C is periodic of period p we have µ−1C (n) = {l + ps | l ∈ 〈n, p〉 , s ∈ Z} which gives a
Γ-module isomorphism Pn(C) → ⊕l∈〈n,p〉Nl defined by sending ∑i∈µ−1C (n)mi (for mi ∈
Λbi) to
∑
l∈(n,p)
∑
s∈Zml+ps. This defines a Λ-module isomorphism τn from P
n(C, V ) to⊕
l∈〈n,p〉Nl⊗R[T,T−1]V defined by sending (
∑
i∈µ−1C (n)mi)⊗v to
∑
l∈〈n,p〉(
∑
s∈Zml+ps)⊗v.
Letting κn = (
⊕
l∈µ−1P (n) χl)τn gives the first part of the lemma. Setting M =⊕
i∈〈n,p〉 ΛevC(i) gives M ⊗R V '
⊕
λ∈ΩM as Λ-modules as V is a free R-module, giving
the second part of the lemma.
Definition 1.3.48. (String Complexes) If C is a homotopy word we call P (C) a string
complex provided C is not a periodic homotopy Z-word.
(Band Complexes) If V is an R[T, T−1]-module we call P (C, V ) a band complex
provided: C is a periodic homotopy Z-word; V is an indecomposable R[T, T−1]-module;
and V is free as an R-module. In this case we often choose an R-basis {vλ | λ ∈ Ω} for V .
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1.4 Functorial Filtrations.
This section will include a literature review for the functorial filtration method, which (as
it has been presented in the current literature) is written in the the language of relations.
In chapter 2 we adapt the method to a new setting, which requires the notion of an R-
linear relation. For convenience we study this notion before explaining how the functorial
filtration method works and where it has been applied.
1.4.1 Linear Relations.
Assumption: In section 1.4.1 we assume Λ is an R-algebra surjectively given by (Q, ρ, θ).
We follow the work of Maclane, however we use notation from work of Gel’fand and
Ponomarev [32], Ringel [55] and Crawley-Boevey [21].
Definition 1.4.1. [49, §2] (see also [32, §1, Definition]) Let M , N and L be R-modules.
(Relations) An R-linear relation from M to N is an R-submodule V of M ⊕N . If the
context is clear, V will be called a relation. A relation on M is a relation from M to M .
(Converse And Composition) The converse6 V −1 = {(n,m) | (m,n) ∈ V } of a
relation V from M to N defines a relation from N to M . If W is a relation from L to M
the composition VW is the relation from L to N consisting of all pairs (l, n) ∈ L⊕N such
that (m,n) ∈ V and (l,m) ∈W for some m ∈M .
(Image, Kernel, Domain Of Definition, Indeterminacy) For any m ∈ M the
image of V at m is V m = {n ∈ N | (m,n) ∈ V } and for a subset S ⊆ M we let V S =⋃
m∈S V m. The kernel ker(V ) = V
−10 and the domain of definition dom(V ) = V −1M
define R-submodules of M . The image im(V ) = VM and the indeterminacy ind(V ) = V 0
define R-submodules of N . Note that ind(V ) = ker(V −1) and im(V ) = dom(V −1).
As suggested in [32, p.28] we consider the case where V is the graph of an R-linear map.
6In [32] this is called the inverse relation, and denoted V ]. We avoid this notation as it conflicts with
notation we use following Crawley-Boevey [21] (see definition 1.4.29).
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Example 1.4.2. (Relations Given By Graphs) If f : M → N is any R-linear map
then graph(f) = {(m, f(m)) | m ∈ M} defines a relation from M to N . Since f is
well-defined and R-linear we have dom(graph(f)) = M and ind(graph(f)) = 0. Note that
ker(f) = {m ∈M | f(m) = 0} = {m ∈M | (m, 0) ∈ graph(f)} = (graph(f))−10
and
im(f) = {f(m) | m ∈M} = ⋃m∈M{n ∈ N | (m,n) ∈ graph(f)} = graph(f)M
If g : L→M is an R-linear map we similarly have graph(f)graph(g) = graph(fg).
We now introduce some language to explain the word functorial in functorial filtrations.
Definition 1.4.3. (notation: R-Rel) The category of (R-linear) relations R-Rel is
defined as follows. The objects are pairs (V,M) where V is an R-linear relation on an
R-module M . A morphism 〈f〉 : (V,M)→ (W,N) is given by an R-linear map f : M → N
such that (f(m), f(m′)) ∈W for any (m,m′) ∈ V .
(Notation: R(−), ( ,−), ((−)−1, ), im, ind) There are some canonical functors defined
as follows.
R(−) : Λ-Mod→ R-Mod, ΛM 7→ RM, [f : ΛM → ΛN ] 7→ [RM 3 m 7→ f(m) ∈ RN ]
( ,−) : R-Rel→ R-Mod, (V,M) 7→M, 〈f〉 7→ f
((−)−1, ) : R-Rel→ R-Rel, (V,M) 7→ (V −1,M), 〈f〉 7→ 〈f〉
im : R-Rel→ R-Mod, (V,M) 7→ VM, 〈f〉 7→ [VM 3 m 7→ f(m) ∈ V N ]
ind : R-Rel→ R-Mod, (V,M) 7→ V 0, 〈f〉 7→ [V 0 3 m 7→ f(m) ∈ V 0]
(Subfunctors of R(−), Intervals) A subfunctor S of R(−) is given by an R-
submodule S(ΛM) ⊆ RM for each Λ-module ΛM , such that f(m) ∈ S(ΛN) for any
f ∈ HomΛ-Mod(ΛM, ΛN) and m ∈ S(ΛM). For subfunctors S and S′ of R(−) we write
S 6 S′ if we have S(M) ⊆ S′(M) for each Λ-module M . In this case [S,S′] is called an
interval, and we say intervals [S,S′] and [T,T′] avoid each other if S′ 6 T or T′ 6 S.
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Example 1.4.4. The functor 0 : Λ-Mod → R-Mod taking every module and
homomorphism to 0 is a subfunctor of R(−) satisfying 0 6 R(−).
Definition 1.4.5. (Functorial Relations On Λ-Mod) An assignment G : Λ-Mod→
R-Rel of objects and arrows will be called a functorial relation (on Λ-Mod) if:
(a) (G(ΛM) = (V,RM) is an object in R-Rel) for each object ΛM in Λ-Mod; and
(b) (G(f) = 〈f〉 is an arrow in R-Rel) for each arrow f : ΛM → ΛN in Λ-Mod.
Note that if G is a functorial relation then G is a functor such that ( ,−)G = R(−).
(Point-wise Composition) Given any functorial relations G and G′ we define their
pointwise composition as the assignment G-G′ : Λ-Mod → R-Rel defined on objects by
(G-G′)(ΛM) = (VW,RM) (where G(ΛM) = (V,RM) and G′(ΛM) = (W,RM)) and on
arrows f by (G-G′)(f) = 〈f〉.
Corollary 1.4.6. If G : Λ-Mod→ R-Rel is a functorial relation then:
(i) [indG, imG] is an interval of subfunctors of R(−);
(ii) setting G−1 = ((−)−1, )G defines another functorial relation (on Λ-Mod); and
(iii) if G′ is another functorial relation then G-G′ is a functorial relation.
It is straightforward to check that the composition of relations is associative: and hence
so too is the pointwise composition of functorial relations.
Definition 1.4.7. (Notation: imG∞(M), indG∞(M)) Suppose Gi : Λ-Mod → R-Rel
is a functorial relation for each i ∈ N. For each Λ-module M let
imG∞(M) = {m ∈M | ∃(mn) ∈MN : m = m0 and (mi,mi−1) ∈ Vi ∀i > 0}, and
indG∞(M) = {m ∈M | ∃(mn) ∈M (N) : m = m0 and (mi,mi−1) ∈ Vi ∀i > 0}
where Gi(ΛM) = (Vi,RM) for each i, M
N =
∏
NM and M
(N) =
⊕
NM .
Corollary 1.4.8. If Gi : Λ-Mod → R-Rel is a functorial relation for each i ∈ N then
indG∞ and imG∞ define an interval [indG∞, imG∞] of subfunctors of R(−).
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We now use our assumption that Λ is an R-algebra surjectively given by (Q, ρ, θ). Let
M be a Λ-module.
Definition 1.4.9. (Notation: relλ(M), λ−10, λM) For any vertices u and v and any
λ ∈ evΛeu there is an R-linear relation from euM to evM (and hence an R-linear relation
on M) denoted and defined by relλ(M) = {(m,λm) | m ∈ euM}. We shorthand notation
by setting ker(relλ(M)) = λ−10 and im(relλ(M)) = λM .
Corollary 1.4.10. (Notation: Rλ) For any vertices u and v and any λ ∈ evΛeu the
assignment ΛM 7→ (relλ(M),RM) defines a functorial relation Rλ.
Proof. Note Rλ(ΛM) = (relλ(M),RM) gives a well-defined assignment of objects
Λ-Mod → R-Rel. This means (a) from definition 1.4.5 holds. If f : M → N is
a homomorphism of Λ-modules and (m,λm) ∈ relλ(M) then (f(m), f(λm)) ∈ relλ(N)
because f(λm) = λf(m), and so Rλ(f) = 〈f〉 defines an arrow in R-Rel. This means (b)
from definition 1.4.5 holds.
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1.4.2 Words and Relations.
Assumption: In section 1.4.2 Λ will denote a quasi-bounded string algebra over R
surjectively given by (Q, ρ, θ), and M will be any (unital, left) Λ-module.
We now apply corollary 1.4.10 to the case where λ is the coset of an arrow. Recall the
notation from definition 1.4.9.
Remark 1.4.11. (Relations Given By Arrows) Recall that if x is an arrow with head
v and tail u, then by corollaries 1.4.6 and 1.4.10 the assignment ΛM 7→ (relx(M),RM)
(resp. ΛM 7→ ((relx(M))−1,RM)) defines a functorial relation, where relx(M) is the set
of (m,xm) as m runs through euM .
(Notation: x−10, xM) The notation introduced in definition 1.4.9 gives xM = {xm |
m ∈ euM}, x−10 = {m ∈ euM | xm = 0}, x−1M = euM and x0 = 0.
Example 1.4.12. Let Q be the quiver with two loops a and b at a single vertex v, and let
ρ = {an, bm, ab, ba} for some m,n > 1. If k is a field then Λ = kQ/(ρ) is a Butler-Ringel
string algebra, and so it is a quasi-bounded string algebra over k by lemma 1.2.3. Note
that Λ ' k[a, b]/(ab, an, bm).
Since ab = 0 = ba in Λ we have aM ⊆ b−10 and bM ⊆ a−10 (this is [32, p.29, Proposition
2.1]). Later (in example 1.4.23) we see more inclusions of this sort. In the meantime some
more notation and theory will be introduced.
Definition 1.4.13. (Notation: relv,±(M)) If w = 1v,± let relw(M) = relv,±(M) be the
R-linear relation {(m,m) | m ∈ evM} on evM .
(Relations Given By Finite Words, Notation: relw(M)) Let w = w1 . . . wn be a
non-trivial finite word. If x is an arrow let
relwi (M) =
 relx(M) (if wi = x)(relx(M))−1 (if wi = x−1)
and let relw(M) = relw1 (M) . . . rel
w
n (M), the n-fold composition of these relations.
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Example 1.4.14. Consider the Butler-Ringel string algebra Λ ' k[a, b]/(ab, an, bm) from
example 1.4.12. Let m > 2 and w be the {0, 1, 2, 3}-word a−1bb. By definition, for any
z, z′ ∈M we have z ∈ relw(M)z′ iff
(z′, z) ∈ relw(M) = relw1 (M) relw2 (M) relw3 (M)
= {(y′, y) : (y′, u) ∈ relw3 (M), (u, v) ∈ relw2 (M) and (v, y) ∈ relw1 (M) for some u, v}
= {(y′, y) : (y′, u), (u, v) ∈ relb(M) and (v, y) ∈ (rela(M))−1 for some u, v}
= {(y′, y) : u = by′, bu = v and v = ay for some u, v}
iff there are elements u, v ∈M for which u = bz′, bu = v and v = az.
Definition 1.4.15. (Notation: wm′, wS) Let w be a finite word. If m′ ∈ et(w)M let
wm′ = {m ∈ eh(w)M : (m′,m) ∈ relw(M)}. For any S ⊆ et(w)M let wS =
⋃
m′∈S wm
′.
Example 1.4.16. Let Λ be the complete gentle algebra from example 1.3.24, which is
surjectively given by (Q, ρ, θ), where Q consists of two loops α and β at one vertex, and
ρ = {α2, β2}. Let w = β−1αβαβ−1α−1β−1. Here we have
relw(M) =
(m
′,m)
∣∣∣∣∣∣∣∣∣
∃m0, . . . ,m7 ∈M : m = m0, βm0 = m1,
m1 = αm2, m2 = βm3, m3 = αm4,
βm4 = m5, αm5 = m6, βm6 = m7, m7 = m
′

It is helpful to depict the relations above by
m4
α
|| β ""
m3
β
||
m5
α
""
m
β
  
m2
α
}}
m6
β !!
m1 m
′
For any S ⊆M we have m ∈ wS iff there is a sequence of mi’s as above with m′ ∈ S.
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Recall that if x is an arrow with head v and tail u, by corollary 1.4.10 there is a functorial
relation Rx : Λ-Mod→ R-Rel where Rx(ΛM) = (relx(M),RM).
Definition 1.4.17. Let w be an I-word. If {0} 6= I is finite the calculations from examples
1.4.14 and 1.4.16 generalise to
relw(M) =
(m
′,m)
∣∣∣∣∣∣∣∣∣
∃m0, . . . ,mn
where mi ∈ evi(w)M
:
m0 = m, mn = m
′; and for each i > 0,
(mi−1 = xmi if wi = x) and
(xmi−1 = mi if wi = x−1).

(Notation: Rwi ) Suppose I 6= {0}. Let (Rwi = Rx if wi = x) and (Rwi = (Rx)−1 if
wi = x
−1) for each i > 0 in I and each arrow x. Recall (corollary 1.4.6 (ii)) that the
pointwise composition of functorial relations is a functorial relation.
(Notation: Rw For Non-Trivial Finite w) If I = {0, . . . , n} and n > 0 we let
Rw = Rw1 - . . . -Rwn , the functorial relation given by the n-fold pointwise composition.
(Notation: Rv,±1) If w = 1v,±1 (where v = h(w)) we let Rw(M) = Rv,±1(M) =
(relv,±(M),RM), recalling relv,±(M) is the set of pairs (m,m) with m ∈ evM .
Corollary 1.4.18. If w is a finite word then Rw : Λ-Mod → R-Rel is a functorial
relation such that Rw(M) = (relw(M),RM) for any Λ-module M .
Definition 1.4.19. (notation: W v,δ) For each vertex v and δ ∈ {±1} let W v,δ be the
set of all I-words w with I ⊆ N, h(w) = v and s(w) = δ. Let w be an I-word from Wv,δ
we define R-submodules w−(M) ⊆ w+(M) ⊆ evM as follows.
(Notation: w±(M)) First suppose I is finite. Then we let w+(M) = wx−10 if there is
an arrow x such that wx−1 is a word, and w+(M) = wM otherwise. We let w−(M) = wyM
if there is an arrow y such that wy is a word, and otherwise we let w−(M) = w0.
Now suppose I = N. Let w+(M) be the set of m ∈ eh(w)M such that there is a
sequence mn (n ≥ 0) with m0 = m and mn−1 ∈ wnmn for all n. One defines w−(M) to
be the subset of m ∈ w+(M) where the sequence above is eventually zero. Equivalently
w−(M) =
⋃
n≥0w≤n0.
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We now see how the functorial relations Rw and the R-submodules w±(M) are related.
Remark 1.4.20. Let w be an I-word where I ⊆ N, and let M be a Λ-module.
Recall the functors im and ind from definition 1.4.3 taking R-Rel to R-Mod. Note that
im(U,N) = UN and ind(U,N) = U0 whenever U is an R-linear relation on N .
By corollary 1.4.6, for any functorial relation G the compositions imG and indG (taking
Λ-Mod to R-Rel to R-Mod) are subfunctors of the forgetful functor R(−). In definition
1.4.7 we defined functors imG∞ and indG∞ for a collection of functorial relations {Gi |
i ∈ N}. By corollary 1.4.8, imG∞ and indG∞ are also subfunctors of R(−).
If I is finite then
wM =
m ∈M
∣∣∣∣∣∣∣∣∣
∃m0, . . . ,mn
where mi ∈ evi(w)M
:
m0 = m and for each i > 0,
(mi−1 = xmi if wi = x) and
(xmi−1 = mi if wi = x−1).

= {m ∈ eh(w)M | m0, . . . ,mn : m = m0 and (mi,mi−1) ∈ relwi (M) whenever n ≥ i ≥ 1}
since m = xm′ iff m ∈ xm′ iff (m′,m) ∈ relx(M) for any arrow x and any m,m′ ∈M .
The above shows wM = im(Rw(M)), and similarly we have w0 = (indRw)(M). If
instead I = N then {Rwi | i ∈ N} is a collection of functorial relations (defined in definition
1.4.17), and (as above, we can show) w+(M) = (imRw∞)(M) and w−(M) = (indRw∞)(M).
Definition 1.4.21. (Notation: w±) Let w ∈ Wv,±1 be an I-word.
If I is finite let: w+ = indRwx−1 if wx−1 is a word for some arrow x and w+ = imRw
otherwise); and (w− = imRwy if wy is a word for some arrow y and w− = indRw
otherwise). If I = N let w+ = imRw∞ and w− = indRw∞.
Remark 1.4.22. If w is a finite word then im(Rwz−1(M)) = im(Rw(M)) (resp.
ind(Rwz(M)) = ind(Rw(M))) if wz−1 (resp. wz) is a word for some arrow z.
Example 1.4.23. Let Λ be the complete gentle algebra from example 1.4.16. Recall we
had s(α) = 1, s(α−1) = 1, s(β) = −1 and s(β−1) = −1 from example 1.3.11. Hence if
w = w1 . . . is non-trivial, then (w lies inW v,1 (resp. Wv,−1) iff w1 = α±1 (resp. w1 = β±)).
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By definition (1.4.19) we have w−(M) = wαM and w+(M) = wα−10 (resp. w−(M) =
wβM and w+(M) = wβ−10) if w is finite and s(w−1) = −1 (resp. s(w−1) = 1). Since
α2 = β2 = 0 in Λ we have αM ⊆ α−10 and βM ⊆ β−10. In the notation from definition
1.4.3): for any finite word w there is an interval [w−, w+] of subfunctors of the forgetful
functor Ẑp(−) : Λ-Mod→ Ẑp-Mod.
If w ∈ W v,±1 is non-trivial and finite such that wi is an inverse (resp. direct) letter
for each i 6= 0, then (by remark 1.4.22) we have Ẑp(−) = imRw (resp. 0 = indRw) as
functors Λ-Mod → Ẑp-Mod. One may find it useful to arrange the intervals [w−, w+]
(as w runs through the I = {0, . . . , n}-words in Wv,1 for (say) n ≤ 2) as follows.
Ẑp(−) imRα
−1
imRα−1β−1 imRα−1β−1α−1
(α−1β−1)+ = indRα−1β−1α−1
(α−1β−1)− = imRα−1β−1α
(α−1)+ = indRα−1β−1 indRα−1β−1α
(α−1)− = imRα−1β imRα−1βα−1
(α−1β)+ = indRα−1βα−1
(α−1β)− = imRα−1βα
(1v,1)
+ = indRα−1 indRα−1β indRα−1βα
(1v,1)
− = imRα imRαβ−1 imRαβ−1α−1
(αβ−1)+ = indRαβ−1α−1
(αβ−1)− = imRαβ−1α
(α)+ = indRαβ−1 indRαβ−1α
(α)− = imRαβ imRαβα−1
(αβ)+ = indRαβα−1
(αβ)− = imRαβα
0 indRα indRαβ indRαβα
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Let C0 = [0, 1] and iteratively define the sets Cn by setting Cn = C
+
n ∪ C−n for each
integer n > 0 where
C−n = {
x
3
| x ∈ Cn−1} and C+n = {
2
3
+
x
3
| x ∈ Cn−1}
Using this notation the Cantor set is C =
⋂
n>0 Cn. Recall C together with the distance
metric on R is a metric space. Any element x ∈ C defines a sequence x = (xi)i≥0 ∈
{−1,+1}N by setting xi = ±1 if x ∈ C±i+1, and if x lies in the boundary of C then
xi = xi+1 = . . . for large enough i.
Consider a subfunctor of Ẑp(−) of the form S = w± where w ∈ Wv,1 is a {0, . . . , n}-
word. We can associate a sequence x = (xi)i≥0 ∈ {−1,+1}N as follows. If n > 0 we define
{xi | 0 ≤ i < n} by
w =
 αx0βx1 . . . βxn−1αx0 . . . αxn−1 (if n is even)(if n is odd)
and for any n ≥ 0 we let (xn = ±1 and xi = ∓1 for all i > n) if S = w±. We have now
defined an element of the boundary of C for any functor of the form w± where w is finite.
For another example of this relationship see [30, §9, Proposition].
Definition 1.4.24. (Ordering Words) [55, p.24, proof] (see also [21, §6]) For distinct
words w,w′ from Wv,δ we say w < w′ if one of the following hold:
(a) there are letters l and l′ and words u, u′, u′′ for which w = ulu′, w′ = u(l′)−1u′′,
(b) there is some arrow x for which w′ = wx−1u for some word u,
(c) there is some arrow y for which w = w′yu′ for some word u′.
Remark 1.4.25. To see that < defines a total order on Wv,δ one may follow the proof of
the analogous statement for homotopy words, which is given in lemma 2.1.27.
Example 1.4.26. Let Λ be the complete gentle algebra from example 1.4.23. Here we
have
α−1β−1α−1 > α−1β−1 > α−1β−1α > α−1βα−1 > α−1β > α−1βα−1 > α−1β
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Note how an interval (say [(αβ−1)−, (αβ−1)+]) from example 1.4.23 corresponds to an
inequality of words (say αβ−1α < αβ−1α−1) above. Let us try to make this more precise
using the terminology introduced in definition 1.4.3.
Lemma 1.4.27. [32, Chapter II, Lemma 1.1, Proposition 1.7] (Interval Avoidance)
Let δ ∈ {±1} and v be a vertex. For distinct u,w ∈ Wv,δ the intervals [u−, u+] and
[w−, w+] avoid each other.
In Gabriel’s exposition this result is [30, p. Proposition]. The result in Ringel’s paper
[55, p.23 Lemma], [55, p.24, Proposition] is slightly different. In Crawley-Boevey’s paper
it is [21, Lemma 6.2]. A proof of the analogue of this statement for homotopy words is
proposition 2.1.30. Hence, we omit a proof. For convenience we now introduce what shall
be referred to as refined functors.
Definition 1.4.28. Let S and S′ be subfunctors of the forgetful functor R(−).
(Notation: S ∩ S′, S + S′) The meet S ∩ S′ and join S + S′ of S and S′ are subfunctors
of R(−) defined by setting (S∩ S′)(M) = S(M)∩ S′(M) and (S+ S′)(M) = S(M) + S′(M)
for each Λ-module M .
(Notation: S/S′) If S 6 S′ then the quotient S′/S is a functor Λ-Mod → R-Mod
defined by (S′/S)(M) = S′(M)/S(M) for each Λ-module M , and (S′/S)(f)(m+ S(M)) =
f(m) +S(N) for any f ∈ HomΛ-Mod(ΛM, ΛN) and m ∈ S′(ΛM). This map is well defined
since f(m) ∈ S(ΛN) whenever m ∈ S(ΛM).
(Refined Functors for Modules) [15, p.162] (see also [21, §7] and [55, pp.24-25])
Let w and w′ be (finite or N)-words. The refined functor Fw,w′ given by the pair (w,w′)
is defined as the quotient Fw,w′ = F
+
w,w′/F
−
w,w′ : Λ-Mod→ R-Mod where
F+w,w′ = w
+ ∩ w′+ and F−w,w′ = (w+ ∩ w′ −) + (w− ∩ w′+)
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1.4.3 Reduction Lemma.
We now need some more theory about relations in general.
Assumption: In section 1.4.3 we assume M is an R-module.
Definition 1.4.29. [21, Definitions 4.1 and 4.3] Let V be a relation on M . For any integer
n > 0 let V n be the n-fold composition of V with itself (so V 1 = V and V 2 = V V ).
(Notation: V n, V ′, V ′′, V [, V ]) The R-submodules V ] = V ′′ ∩ (V −1)′′ and V [ =
V ′′ ∩ (V −1)′ + V ′ ∩ (V −1)′′ of M are defined by setting
U ′ =
⋃
n>0 U
n0, U ′′ = {m ∈M | ∃m0,m1,m2, · · · ∈M : m0 = m, mi ∈ Umi+1 ∀i}
for any relation U on M .
Lemma 1.4.30. [21, Lemma 4.4] For any relation V on M we have
(i) V ] ⊆ V V ], (ii) V [ = V ]∩V V [, (iii) V ] ⊆ V −1V ], and (iv) V [ = V ]∩V −1V [.
Proof. (i) and (iii) For z ∈ V ] there are some elements zi ∈ M where i runs through the
integers and z0 = z for which zi−1 ∈ V zi for each i. Let z1 = y0 and more generally
zi+1 = yi for each i. By construction there are elements yi ∈ M for which yi−1 ∈ V yi for
each i, and z0 ∈ V y0. (iii) now follows as a corollary since (V −1)] = V ].
(ii) and (iv) If z ∈ V [ = (V ′′∩(V −1)′)+(V ′∩(V −1)′′) then there exists z+ ∈ V ′′∩(V −1)′
and z− ∈ V ′ ∩ (V −1)′′ for which z = z+ + z−. This means there exist z+i , z−i ∈ M for
each integer i where z±i−1 ∈ V z±i , z±0 = z± and there exist some n−, n+ ∈ Z for which
z±i = 0 whenever ±i > ±n±. Letting y±i = z±i+1 shows y±i−1 ∈ V y±i for each i and y±i = 0
whenever ±i > ±(n± − 1), so y+0 ∈ V ′′ ∩ (V −1)′ and y−0 ∈ V ′ ∩ (V −1)′′.
So z+ = z+0 is an element of V y
+
0 ⊆ V (V ′′∩ (V −1)′) and similarly z− ∈ V ((V −1)′′∩V ′).
Since V ′ ∩ (V −1)′′ and V ′′ ∩ (V −1)′ define R-modules we have that z ∈ V V [. This shows
V [ ⊆ V V [ ∩ V ]. Now suppose x ∈ V V [ ∩ V ] and x ∈ V z with z ∈ V [ as above. We then
have x− z+−1 − z−−1 ∈ V 0 ∩ V ] and z+−1, z−−1 ∈ V [ so x ∈ V [ as required. Again this gives
(iv) as (V −1)[ = V [.
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As above, the proof in [21] generalises to a proof of the following lemma with no further
complications. For this reason, the proof is omitted.
Lemma 1.4.31. [21, Lemma 4.5] (Automorphism Lemma) If V is a linear relation on
M then there is an R-module automorphism θ on V ]/V [ defined by θ(m+ V [) = m′ + V [
iff m′ ∈ V ] ∩ (V [ + V m).
Definition 1.4.32. Let V be a relation on M .
(Reductions) A reduction of V is a pair (U, f) such that U is an R[T, T−1]-module
which is free over R, and f : U →M is an R-module map for which V ] = im(f) + V [ and
f(Tu) ∈ V f(u) for each u ∈ U .
(Meets in m) We say a reduction (U, f) of V meets in m if the pre-image f−1(V [) is
contained in mU .
(R-Rank) If F is a free R-module with an R-basis consisting of d ≥ 0 elements we will
say F has free R-rank d.
(Split Relations) [21, p.9] If R is a field we say V is split if there is an R-linear
subspace W of M such that V ] = W ⊕ V [ and #V m ∩W = 1 for each m ∈W .
Corollary 1.4.33. If R is a field and (U, f) is a reduction of a relation V on M which
meets in m = 0, then V is split.
Proof. By definition U is an R[T, T−1]-module and f : U → M is an R-linear map for
which V ] = im(f) + V [ and f(Tu) ∈ V f(u) for each u ∈ U . Let W = im(f). For any
m ∈W we have m = f(u) for some u ∈ U . Since U is an R[T, T−1] we have Tu ∈ U which
means f(Tu) ∈ V m∩W , and so #V m∩W ≥ 1. It remains to show V m∩W ⊆ {f(Tu)}.
Let m′ ∈ V m ∩W be arbitrary. By definition m′ = f(u′) ∈W for some u′ ∈ U , and so
(m, f(u′)), (m, f(Tu)) ∈ V . This means f(u′ − Tu) ∈ V 0 ⊆ V V [ = (V −1)−1(V −1)[, and
since f(u′ − Tu) ∈ im(f) ⊆ V ] = (V −1)] we have f(u′ − Tu) ∈ (V −1)] ∩ (V −1)−1(V −1)[
and so f(u′ − Tu) ∈ (V −1)[ = V [ by lemma 1.4.30. This means u′ = Tu since (U, f) is a
reduction of V which meets in m = 0 (and u′ − Tu ∈ f−1(V [)). This gives m′ = f(Tu) as
required.
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The lemma (1.4.34) below is a generalisation of [21, Lemma 4.6] (by corollary 1.4.33).
Lemma 1.4.34. (Reduction Lemma) Let M be an R-module and V a relation on M
such that V ]/V [ is a finite-dimensional R/m = k-vector space. Then there is a reduction
(U, f) of V which meets in m where U has free R-rank dimk(V
]/V [).
In our setting V [ need not have an complement as an R-submodule of V ].
Example 1.4.35. Let p be an odd prime and let R be the quotient ring Z/p3Z, so
m = pZ/p3Z. Let M be the quotient F/K of the free module F = Rz0 ⊕ Rz1 by the
submodule K = Rpz1. Let g : M → M be the r-module homomorphism defined by
g(rz0 + sz1) = rz1 where zi = zi +K for each i ∈ {0, 1}.
Let V = (graph(g))−1graph(g) considered as an R-linear relation on M . By definition,
for elements m = rz0 + sz1 and m
′ = r′z0 + s′z1 in M , (m,m′) ∈ V iff g(m) = g(m′) iff
(r − r′)z1 = 0 iff r − r′ ∈ m. This means V = V −1 and (m ∈ V m for any m ∈ M , and
so) V ′′ = M , and so V ] = M . For any n > 0 we have rz0 + sz1 ∈ V n0 iff r ∈ m, and so
V [ = Rpz0 +Rz1.
The automorphism θ of V ]/V [ from lemma 1.4.31 is defined by θ(rz0 + sz1 + V
[) =
r′z0 + s′z1 + V [ iff r − r′ ∈ m. Let U be the submodule of M generated by z0, and let f
be the inclusion of U into M . Make U a right R[T, T−1]-module by setting (z0)T = z0.
Note that U = Rz0 = Rz0 +K/K ' Rz0/Rz0 ∩K ' Rz0 which is free over R of rank 1.
Altogether this means (U, f) is a reduction of V which meets in m. Note that V ]/V [ '
Fp = k and so dimk(V ]/V [) = 1, which verifies lemma 1.4.34 in this example. Note also
that the exact sequence 0→ V [ → V ] → V ]/V [ → 0 does not split.
We now check the proof [21, Lemma 4.6] works in our more general setting.
Proof of lemma 1.4.34. Let θ denote the induced R-module automorphism of V ]/V [ from
lemma 1.4.31. Let A = (aij) be the matrix of θ (with entries from k) with respect to a
k-basis v1, . . . , vd of V
]/V [. For each i choose vi ∈ V ] such that vi = vi + V [ and for each
j choose aij ∈ R such that aij = aij +m.
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As A ∈ GLd(k), det(A) 6= 0 and so if we let A be the matrix (aij) ∈ Md(R) we have
det(A) /∈ m. This means det(A) is a unit as R is local, and hence A ∈ GLd(R). Now fix
j ∈ {1, . . . , d}.
We have θ(vj) =
∑d
i=1 aijvi + V
[ as mV ] ⊆ V [, and so by definition there is some
wj ∈ V vj for which
∑d
i=1 aijvi − wj ∈ V [. Let zj = wj −
∑d
i=1 aijvi. Write zj = z
+
j + z
−
j
for elements z+j ∈ (V −1)′ ∩ V ′′ and z−j ∈ (V −1)′′ ∩ V ′. Hence there are some integers n−
and n+, and a collection {z±j,n | n ∈ Z} ⊆ M for which: z±j,n ∈ V z±j,n+1 for each n ∈ Z;
z−j,n = 0 for each n > n−; and z
+
j,n = 0 for each n < n+. Now for each n ∈ Z define the
matrices L±,n by
L+,n =

0 (if n > 0)
(A−1)1−n (otherwise)
L−,n =

−An−1 (if n > 0)
0 (otheriwse)
Write L±,n = (m±,nij )i,j for elements m
±,n
ij ∈ R. Note that (if m+,nij z+i,n 6= 0 then n+ ≤ n ≤
0) and (if m−,nij z
−
i,n 6= 0 then n− ≥ n ≤ 1). This means the sum
∑
n∈Z
∑d
i=1m
+,n
ij z
+
i,n +∑
n∈Z
∑d
i=1m
−,n
ij z
−
i,n is finite. Since V is an R-linear relation and (z
±
i,n, z
±
i,n−1) ∈ V we
have (m±,nij z
±
i,n,m
±,n
ij z
±
i,n−1) ∈ V , and hence
∑
n∈Z
∑d
i=1m
+,n
ij z
+
i,n−1 +m
−,n
ij z
−
i,n−1 ∈ V (
∑
n∈Z
∑d
i=1m
+,n
ij z
+
i,n +m
−,n
ij z
−
i,n) (?)
Letting ui = vi +
∑
n∈Z(
∑d
k=1m
+,n
ki z
+
k,n)) +
∑
n∈Z(
∑d
k=1m
−,n
ki z
−
k,n) gives
∑d
i=1 aijui =
∑d
i=1 ai,j(vi +
∑
n∈Z(
∑d
k=1m
+,n
ki z
+
k,n) +
∑
n∈Z(
∑d
k=1m
−,n
ki z
−
k,n))
=
∑d
i=1 aijvi +
∑
n∈Z
∑d
k=1(
∑d
i=1 aijm
+,n
ki )z
+
k,n +
∑
n∈Z
∑d
k=1(
∑d
i=1 aijm
−,n
ki )z
−
k,n.
For n ≤ 0 we have
(
∑d
i=1 aijm
+,n
ki )z
+
k,n = (
∑d
i=1m
+,n
ki aij)z
+
k,n = (L
+,nA)k,jz
+
k,n = ((A
−1)1−nA)k,jz+k,n
= ((A−1)−n)k,jz+k,n =

((L+,n+1)k,j)z
+
k,n = m
+,n+1
k,j z
+
k,n if n < 0,
δk,jz
+
k,0 if n = 0.
(??)
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For n > 0 we have
(
∑d
i=1 aijm
−,n
ki )z
−
k,n = (
∑d
i=1m
−,n
ki aij)z
−
k,n = (L
−,nA)k,jz−k,n = (−An−1A)k,jz−k,n
= (−An)k,jz−k,n = ((L−,n+1)k,j)z−k,n = m−,n+1k,j z−k,n (? ? ?)
Combining (??) and (? ? ?) together with the definition of L±,n gives
∑d
i=1 aijui =
∑d
i=1 aijvi +
∑
n∈Z
∑d
k=1(
∑d
i=1 aijm
+,n
ki )z
+
k,n +
∑
n∈Z
∑d
k=1(
∑d
i=1 aijm
−,n
ki )z
−
k,n
=
∑d
i=1 aijvi + z
+
j,0 +
∑
n∈Z :n<0
∑d
k=1m
+,n+1
k,j z
+
k,n +
∑
n∈Z :n>0
∑d
k=1m
−,n+1
k,j z
−
k,n
Note that
∑
n∈Z :n>0
∑d
k=1m
−,n+1
k,j z
−
k,n =
∑
n∈Z :n>0
∑d
k=1m
−,n+1
k,j z
−
k,n − z−j,0 + z−j,0
= z−j,0 +
∑
n∈Z :n>0(
∑d
k=1m
−,n+1
k,j z
−
k,n − z−j,0)
= z−j,0 +
∑
n∈Z :n>0(
∑d
k=1m
−,n+1
k,j z
−
k,n +
∑d
i=1m
−,0
k,j z
−
j,0)
= z−j,0 +
∑
n∈Z :n>0(
∑d
k=1m
−,n
k,j z
−
k,n−1)
as L−,0 = −Id, and so altogether
∑d
i=1 aijui =
∑d
i=1 aijvi + zj +
∑
n∈Z
∑d
k=1m
+,n
k,j z
+
k,n−1 +
∑
n∈Z
∑d
k=1m
−,n
k,j z
−
k,n−1
∈ V vj + V (
∑
n∈Z
∑d
i=1m
+,n
i,j z
+
i,n +
∑
n∈Z
∑d
i=1m
−,n
i,j z
−
i,n) by (?)
⊆ V (vj +
∑
n∈Z
∑d
i=1m
+,n
i,j z
+
i,n +
∑
n∈Z
∑d
i=1m
−,n
i,j z
−
i,n)
So
∑n
j=1 aijui ∈ V uj . Let U =
⊕d
i=1R and define the action on U by T (ri)i =
(
∑d
j=1 aijrj)i, multiplication by the matrix A = (aij). Define f by f((ri)) =
∑d
t=1 rtut.
Since V ]/V [ has k-basis v1, . . . , vd for any m ∈ V ] there are elements s1, . . . , sn ∈ R
such that writing si = si + m for each i gives m + V
[ =
∑d
i=1 si(vi + V
[) which equals∑d
i=1 siui + V
[.
There is an element x =
∑d
i=1 siuj = f((sj)) ∈ im(f) and an element c ∈ V [ with
m− t = c and thus m = t+ c. This shows V ] ⊆ im(f) + V [ and as ui ∈ V ] for each i this
inclusion is an equality.
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Since f maps into V ] and mV ] ⊆ V [ we have mU ⊆ {u ∈ U : f(u) ∈ V [}. Conversely
if f(u) ∈ V [ where f(u) = ∑dt=1 rtut then 0 = ∑dt=1 rtut = ∑dt=1 rtvt and as v1, . . . , vd
was an R/m = k-basis for V ]/V [, which means ri + m = 0 in k (and hence ri ∈ m)
for each i. Hence mU ⊇ {u ∈ U : f(u) ∈ V [}. Now fix u = (ri) ∈ U . By definition
we have Tu = (
∑d
j=1 aijrj)i and so f(Tu) =
∑d
j=1 rj
∑d
t=1 atjut which is an element of∑d
j=1 rjV uj ⊆ V f(u), as required.
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1.4.4 The Structure Theorem.
So far we have developed the language of linear relations, and explained how such relations
may be defined using words. We are now ready to explain what the functorial filtration
method is, how it works and how it has been used in the past. Since section 1.4.4 is
essentially a literature review, we now restrict our focus.
Assumption: In section 1.4.4 we let R be a field k, and Λ be a quasi-bounded string
algebra over k (equivalently, Λ is a Butler-Ringel string algebra, by lemma 1.2.3).
We now highlight the significance of example 1.4.12 in the context of the functorial
filtration method. In [32] Gel’fand and Ponomarev pose and solve the following.
Problem 1.4.36. [32, p.26] Given a field k, P1 and P2 two finite dimensional k-vector
spaces, and d− : P1 → P2, d+ : P2 → P1 and δ : P2 → P2 three k-linear maps such that
d−δ = 0, δd+ = 0, and the endomorphisms d+d− and δ of P1 and P2 are nilpotent:
Classify the canonical form of the matrices of d−, d+ and δ with respect given bases of
P1 and P2. Hence the problem is to classify the finite dimensional representations of the
quiver
2
s+ // 1
s−
oo σee
subject to relations s−σ = 0, σs+ = 0, (s+s−)n = 0 and σm = 0 for some n,m > 0.
Writing P = P1 ⊕ P2 we may introduce the k-vector space endomorphisms
a =
 0 s+
s− 0
 , b =
0 0
0 σ

and the above conditions on d± and δ correspond to ab = ba = 0 and an = bm = 0.
Correspondingly it suffices to classify the indecomposable objects in Λ-mod where Λ is
the k-algebra from example 1.4.12.
Our aim in section 1.4.4 is to explain the following theorem (which is due to Butler
and Ringel) using example 1.4.12. Consider the functor resι : k[T, T
−1]-Mod →
k[T, T−1]-Mod which swaps the action of T and T−1 (see definition 2.0.3 for details).
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Note that a string module M(w) (resp. a band module M(w, V )) is finite-dimensional
iff w is finite (resp. V is finite-dimensional).
Theorem 1.4.37. [15, p.161, Theorem] The following statements hold.
(i) Any object in Λ-mod is a direct sum of string and band modules.
(ii) Any indecomposable object in Λ-mod is isomorphic to a string or band module.
(iii) Every finite-dimensional string or band module is indecomposable.
(iva) There cannot exist an isomorphism between a finite-dimensional string module
M(w) and a finite-dimensional band module M(w, V ).
(ivb) Finite dimensional string modules M(w) and M(w′) are isomorphic iff w′ = w±1.
(ivc) Finite dimensional band modules M(w, V ) and M(w′, V ′) are isomorphic iff
(w′ = w[t] and V ' V ′) or (w′ = w−1[t] and V ' resι(V ′))
For the proof of this theorem, Butler and Ringel use [15, p.163, Proposition]. This
result was based on the following lemma due to Gabriel. Our presentation follows Ringel’s
interpretation [55, §3, Lemma].
Lemma 1.4.38. [30, §4, Structure theorem] Let N be an abelian category and let J be
an index set. For each j ∈ J let: Cj be an abelian category; and let Tj : Cj → N and
Gj : N→ Cj be additive functors.
Suppose that:
(a) GjTj ' id for each j ∈ J and GlTj = 0 for each j, l ∈ J with l 6= j;
(b) for every object M in N we have Gj(M) = 0 for all but finitely many j;
(c) if α :
⊕
j Tj(Gj(Vj))→M is an arrow in N (for some Vj and M) such that Gj(α)
is an isomorphism for each j, then α is an isomorphism; and
(d) for every object M in N and every j ∈ J there is an arrow κj,M : Tj(Gj(M))→M
such that Gj(κj,M ) is an isomorphism.
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Then the following statements hold.
(i) Any object in N is isomorphic to
⊕
j Tj(Gj(M)) (see [15, p.163, Proposition (iv)]).
(ii) Any indecomposables in N has the form Tj(C) with C indecomposable in Cj.
(iii) If C is indecomposable in Cj then Tj(C) is indecomposable in N.
(iv) Tj(C) and Tl(D) are isomorphic iff j = l and C ' D in Cj.
We have omitted the proof of lemma 1.4.38. This is because later in the thesis (see
definition 2.6.4 and lemma 2.6.5) we have adapted this result for our own purposes, and
in our proof (of lemma 2.6.5) we closely follow Ringel’s proof of [55, §3, Lemma].
In the remainder of section 1.4.4 we sketch a proof of theorem 1.4.37. We start by
defining: a category N; an index set J ; categories Cj for each j ∈ J ; and functors Gj :
N→ Cj and Tj : Cj → N for each j ∈ J . We then explain why parts (a), (b), (c) and (d)
from lemma 1.4.38 hold in this notation. We start by defining N, J and Cj .
Definition 1.4.39. (notation: N) Let N = Λ-mod, the full subcategory of Λ-Mod
consisting of finitely generated modules. By lemma 3.1.34 (id) any finitely generated
Λ-modules is finite-dimensional over k (note Λev is finite-dimensional for any vertex v
because Λ is a Butler-Ringel string algebra). Hence N is the abelian subcategory of
Λ-Mod consisting of all finite-dimensional modules.
(notation: J) Recall corollary 1.3.13. There is an equivalence relation ∼ on the subset
∆ of pairs (w,w′) ∈ ⊔vWv,1×Wv,−1 such that w−1w′ is a word, given by (w,w′) ∼ (u, u′)
iff u−1u′ = w−1w′[t] or u−1u′ = (w′)−1w[t] for some integer t. Define J ⊆ ∆ by choosing
a representative (w,w′), one for each equivalence class (w,w′) ∈ ∆/ ∼ such that w−1w′ is
finite or a periodic Z-word.
(notation: Cj) Fix j ∈ J , say j = (w,w′). If w−1w′ is finite let Cj = k-mod (the
full subcategory of k-Mod consisting of finite-dimensional vector spaces). If w−1w′ is a
periodic Z-word let Cj = k[T, T−1]-Modk-mod, the full subcategory of k[T, T−1]-Mod
consisting of modules which are finite-dimensional over k.
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Remark 1.4.40. (Fw,w′ : Λ-Mod → k[T, T−1]-Mod for w−1w′ Periodic) Let w and
w′ be words such that w−1w′ is a periodic Z-word. This means w = ∞u∞ where u is a
primitive cyclic {0, . . . , p}-word for some p > 0.
Consider the relation relu(M) on eh(u)M given by the word u, and hence recall the
notation (relu(M))′′ and (relu(M))′ from definition 1.4.29. As in [21, §7] we have
w+(M) = imRw∞(M) = ((relu(M))−1)′′, w−(M) = indRw∞(M) = ((relu(M))−1)′,
w′+(M) = imRw′∞(M) = (relu(M))′′ and w′ −(M) = indRw
′
∞(M) = (rel
u(M))′.
Recall the refined functor Fw,w′ : Λ-Mod → k-Mod from definition 1.4.28. The
above, together with lemma 1.4.31, shows that Fw,w′(M) is a k[T, T
−1]-module. So in
this case we can (and from now on, we shall) consider Fw,w′ as a functor taking Λ-Mod
to k[T, T−1]-Mod.
In lemma 2.2.11 and corollary 2.2.12 we prove statements analogous to those in remark
1.4.40, for the case of homotopy words (instead of words).
Definition 1.4.41. (Constructive Functors for Modules) Let w and w′ be words
such that w−1w′ is an I-word for some subset I ⊂ Z.
If w−1w′ is not a periodic Z-word define the functor Sw,w′ : k-Mod → Λ-Mod on
objects by Sw,w′(V ) = M(w
−1w′) ⊗k V . For a k-linear map f : V → V ′ and bases
{vλ | λ ∈ Ω} for V and {v′λ′ | λ′ ∈ Ω′} for V ′, write f(vλ) =
∑
aλ′,λvλ′ for scalars
aλ′,λ ∈ k for each λ, λ′ ∈ Ω. Define Sw,w′ on morphisms by extending the assignment
Sw,w′(f)(bi ⊗ vλ) =
∑
λ′ aλ′,λbi ⊗ v′λ′ (for each i ∈ I and λ ∈ Ω) linearly over Λ.
If w−1w′ is a periodic Z-word V and V ′ have the structure of left k[T, T−1]-modules, and
the k-linear map f : V → V ′ above is also k[T, T−1]-linear. Hence T defines automorphisms
ϕV : V → V and ϕV ′ : V ′ → V ′ satisfying fϕV = ϕV ′f . Define the functor Sw,w′ :
k[T, T−1]-Mod→ Λ-Mod on objects by Sw,w′(V ) = M(u, V ).
The formula Sw,w′(f)(bi ⊗ vλ) =
∑
λ′∈Ω′ aλ′,λbi ⊗ v′λ′ gives Sw,w′(f)(bi−p ⊗ vλ) =
T (
∑
λ′ aλ′,λbi ⊗ v′λ′) and consequently Sw,w′(f)(Tbi ⊗ vλ) = T (Sw,w′(f)(bi ⊗ vλ)).
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Hence if w−1w′ is a periodic Z-word then Sw,w′(f) defines a Λ-module homomorphism
M(w)⊗k[T,T−1] V →M(w)⊗k[T,T−1] V ′.
Remark 1.4.42. Let j ∈ J , and so j = (w,w′) where w and w′ are words such that
w−1w′ is a {0, . . . , n}-word (for some n ≥ 0) or a periodic Z-word.
If V is an object in Cj with (finite) basis {vλ | λ ∈ Ω} then the Λ-module Sw,w′(V ) is
generated by the elements bi⊗ vλ where λ runs through Ω and i runs through the integers
with (0 ≤ i ≤ n if w−1w′ is finite) and (0 ≤ i ≤ p − 1 if w−1w′ is periodic of period p).
Hence if (w,w′) ∈ J then Sw,w′(V ) is an object in Λ-mod if V is an object in Cj .
Since F+w,w′(M) ⊆ evM where v is the head of w and w′, when M is finite-dimensional
so is Fw,w′(M). Hence if (w,w
′) ∈ J then Fw,w′(M) is an object in Cj if M is an object
in Λ-mod.
In corollary 2.2.12 we state and prove a result analogous to remark 1.4.42 for the case
of homotopy words. We can now defined the functors Gj and Tj .
Definition 1.4.43. (notation: Gj , Tj) Fix j ∈ J , say j = (w,w′).
If w−1w′ is finite let Gj be the restriction of Fw,w′ : Λ-Mod→ k-Mod to N, which (by
the above) defines a functor N→ Cj . Let Tj be the restriction of Sw,w′ : k-Mod→ Λ-Mod
to Cj , which again defines a functor Cj → N.
If w−1w′ is a periodic Z-word let Gj be the restriction of Fw,w′ : Λ-Mod →
k[T, T−1]-Mod to N, and let Tj be the restriction of Sw,w′ : k[T, T−1]-Mod→ Λ-Mod to
Cj . Again Gj and Tj define functors N→ Cj and Cj → N respectively.
Lemma 1.4.44. [21, Lemma 7.1] If w ∈ Wv,1 and w′ ∈ Wv,−1 then
(i) if w−1w′ is not a word then Fw,w′ ' 0,
(ii) if w−1w′ is a word which is not a periodic Z-word then Fw,w′ ' Fw′,w,
(iii) if w−1w′ is a word which is a periodic Z-word then Fw,w′ ' resιFw′,w, and
(iv) if (u, u′) ∈ Wv,1 ×Wv,−1 with u−1u′ = w−1w′[t] for some t then Fw,w′ ' Fu,u′.
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There is a corresponding result for the functors Sw,w′ . Note however that the functors
Sw,w′ have only been defined for (w,w
′) ∈ ∆, the set of such pairs where w−1w a word.
Lemma 1.4.45. [21, p.3] If (w,w′) ∈ ∆, then
(i) if w−1w′ is not a periodic Z-word then Sw,w′ ' Sw′,w,
(ii) if w−1w′ is a periodic Z-word then Sw,w′ ' Sw′,wresι, and
(iii) if (u, u′) ∈ ∆ with u−1u′ = w−1w′[t] for some t then Sw,w′ ' Su,u′.
Remark 1.4.46. In definitions 1.4.39 and 1.4.43 we have defined the index set J , the
categories N and Cj and the functors Gj and Tj . In this notation: parts (i), (ii), (iii) and
(iv) of lemma 1.4.38 are precisely parts (i), (ii), (iii) and ((iva), (ivb) and (ivc)) of theorem
1.4.37.
In the remainder of section 1.4.4 we sketch the proof of theorem 1.4.37. To do this we
explain why parts (a), (b), (c) and (d) from lemma 1.4.38 hold. Before we begin we justify
why our verification (of parts (a), (b), (c) and (d) from lemma 1.4.38) does not depend
on the choice of J .
Choose another index set J ′ ⊂ ∆ of representatives (w,w′), one for each equivalence class
(w,w′) ∈ ∆/ ∼ such that w−1w′ is finite or a periodic Z-word. For each j′ = (u, u′) ∈ J ′
if u−1u′ is finite (resp. periodic) let C′j′ be k-mod (resp. k[T, T
−1]-Modk-mod) (as in
definition 1.4.39), let G′j′ be the restriction of Fu,u′ to the category N, and let T
′
j′ be the
restriction of Su,u′ to the category C
′
j′ (as in definition 1.4.43).
By lemmas 1.4.44 and 1.4.45 for any j′ ∈ J ′ with j ∼ j′ for some j ∈ J we have
(Gj ' G′j′ and Tj ' T ′j′) or (Gj ' resιG′j′ and Tj ' T ′j′resι). Since (resι)−1 = resι, if the
choice of J and {Cj , Gj , Tj | j ∈ J} verify parts (a), (b), (c) and (d) from lemma 1.4.38,
then so do the choice of J ′ and {C′j′ , G′j′ , T ′j′ | j′ ∈ J ′}.
Definition 1.4.47. Let v be a vertex, δ ∈ {±1}, u ∈ Wv,δ and w be an I-word. Recall the
notation from definition 1.3.10: for i ∈ I we have w≤i = . . . wi (resp. w>i = wi+1 . . . ) given
i− 1 ∈ I (resp. i+ 1 ∈ I), and otherwise w≤i = 1h(w),s(w) (resp. w>i = 1h(w−1),s(w−1)).
The following notation for the truncated subwords w(i, δ) of w came from [21, §8].
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Recall the ordering on words from definition 1.4.24, and the corresponding avoidance of
intervals (of subfunctors of the forgetful functor) from lemma 1.4.27.
(Notation: w(i, δ)) For any i ∈ I the words w>i and (w≤i)−1 have head vi(w) and
opposite signs. Let w(i, δ) be the one with sign δ.
(Notation: (I, u,±)) If w is not a periodic Z-word let (I, u,+) (resp. (I, u,−)) be the
set of i ∈ I such that vi(w) = v and w(i, δ) ≤ u (resp. w(i, δ) < u). If w is a periodic Z-
word of period p > 0 let (I, u,+) (resp. (I, u,−)) be the set of integers i with 0 ≤ i ≤ p−1
such that vi(w) = v and w(i, δ) ≤ u (resp. w(i, δ) < u).
We now collect together some results from [21]. Recall definition 1.4.32.
Lemma 1.4.48. Let w be an I-word and let u = w(i, 1) and u′ = w(i,−1) for some
i ∈ I. Let V be a k-vector space with k-basis {vλ | λ ∈ Ω}, and suppose that V is a
k[T, T−1]-module if w is periodic.
(i) [21, Lemmas 8.1 and 8.4] If v is a vertex, δ ∈ {±1} and w′ ∈ Wv,δ then {bi⊗ vλ | i ∈
(I, u,±), λ ∈ Ω} is a k-basis of w′ ±(Su,u′(V )).
(ii) [21, Lemmas 8.2 and 8.5] F+u,u′(Su,u′(V )) = F
−
u,u′(Su,u′(V ))⊕
⊕
λ∈Ω k(bi ⊗ vλ), and
F+v,v′(Su,u′(V )) = F
−
v,v′(Su,u′(V )) for all (v, v
′) ∈ Wv,1 ×Wv,−1 with (u, u′)  (v, v′).
(iii) [21, Lemmas 8.3 and 8.6] Let M be a Λ-module. If (w is not periodic) or (u = w′∞,
u′ = (w′ −1)∞ and relw
′
(Fu,u′(M)) is split for a primitive cyclic word w
′): then there is a
homomorphism κu,u′,M : Su,u′(Fu,u′(M))→M such that Fu,u′(κu,u′,M ) is an isomoprhism.
In chapter 2 we adapt the statement and proofs of lemma 1.4.48 (ii) (see part (ii) in
lemmas 2.3.20 and 2.3.21).
Lemma 1.4.49. [21, Lemma 10.5], see also [55, §6] Let M be a finite-dimensional Λ-
module, and let v be a vertex. Suppose U is a subspace of evM where m /∈ U for some
m ∈ evM . Then there is a pair (u, u′) of words such that: u−1u′ is a word;
(U +m) ∩ (u−(M) + u′+(M) ∩ u+(M)) 6= ∅; and
(U +m) ∩ (u−(M) + u′ −(M) ∩ u+(M)) = ∅.
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Lemma 1.4.50. Let θ : N → M be a Λ-module homomorphism such that Fw,w′(θ) is an
isomorphism for each j = (w,w′) ∈ J .
(i) [21, Lemma 9.4] If N is a direct sum of string and band modules then θ is injective.
(ii) [21, Lemma 10.6 (i)] If M is finite-dimensional then θ is surjective.
The proof of lemma 1.4.48 (ii) uses lemma 1.4.48 (i), and the proof of lemma 1.4.50
(ii) uses lemma 1.4.49. Using these results, we now verify parts (a), (b), (c) and (d) from
lemma 1.4.38.
Verification of lemma 1.4.38 (a). Let j ∈ J , say j = (u, u′) with u ∈ Wv,1 and u′ ∈ Wv,−1
for some vertex v. Consider the k-linear maps θV : Fu,u′(Su,u′(V ))→ V defined by
θV (
∑
i∈I, λ∈Ω ri,λ(bi ⊗ vλ) + F−u,u′(Su,u′(V ))) =
∑
λ∈Ω rt,λvλ
where ri,λ ∈ k, {vλ | λ ∈ Ω} is a k-basis for V and t ∈ I satisfies u = w(t, 1) and
u′ = w(t,−1) where w = u−1u′. Note that when u = w(s, 1) and u′ = w(s,−1) for
some s ∈ I, if (w isn’t periodic, or w is periodic of period p > |s − t|) then s = t. By
the first part of lemma 1.4.48 (ii) the map θV is an isomorphism of vector spaces. It is
straightforward to show θV is k[T, T
−1]-linear if w is periodic. We omit the proof that
θ : GjSj → id defines a natural isomorphism. For details see the proof of [55, p.26, second
Lemma] (which was adapted to lemma 2.3.19 (i) in chapter 2).
Verification of lemma 1.4.38 (b). Suppose M is a finite-dimensional Λ-module, say with
basis m1, . . . ,mn. For each integer t with 1 ≤ t there is a vertex v(t) for which ev(t)mt 6= 0,
and so by lemma 1.4.49 for each such t there is a pair (ut, u
′
t) ∈ Wv(t),1×Wv(t),−1 of words
such that: u−1t u′t is a word; mt ∈ (u−t (M) + u′t+(M) ∩ u+t (M)), and mt /∈ (u−t (M) +
u′t−(M) ∩ u+t (M)). Order pairs (u, u′) of words from Wv,1 ×Wv,−1 lexicographically, by
setting (u, u′) < (w,w′) if u < w or (u = w and u′ < w′). Let (u, u′) be a pair from
J with (u, u′) 6= (ut, u′t) for all t. Using lemma 1.4.27 one can show Fu,u′(M) = 0, and
so Fw,w′(M) 6= 0 implies (w,w′) = (ut, u′t) for some t (that is, Fw,w′(M) = 0 for all but
finitely many j = (w,w′) ∈ J).
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Verification of lemma 1.4.38 (c). Suppose θ : N → M is a homomorphism of finite-
dimensional Λ-modules where N is a direct sum of string and band modules. If Fw,w′(θ)
is an isomorphism for each pair (w,w′) ∈ J , then θ is injective and surjective by lemma
1.4.50.
Verification of lemma 1.4.38 (d). Let M be a finite dimensional module and let j ∈ J , say
j = (u, u′) for words u and u′. If u = w′∞ and u′ = (w′ −1)∞ are words for some primitive
cyclic word w′ then Fu,u′(M) = (relw
′
(Fu,u′(M)))
]/(relw
′
(Fu,u′(M)))
[ is finite dimensional,
and so by lemma 1.4.34 and corollary 1.4.33 the relation relw
′
(Fu,u′(M)) on Fu,u′(M) is
split. By lemma 1.4.48 (iii) this shows there is a homomorphism κu,u′,M : Tj(Gj(M))→M
such that Gj(κu,u′,M ) is an isomoprhism.
At this point we conjecture that the results and set-up described above may be used to
adapt Butler and Ringel’s theorem.
Conjecture 1.4.51. The functorial filtration method, as presented above, may be used to
classify the finitely generated modules over any quasi-bounded string algebra over R (that
is, theorem 1.4.37 may be generalised from the case where R is the field k).
In the proofs of the main results of this thesis (theorem 2.0.1, theorem 2.0.4 and theorem
2.0.5) we show that the said method may be used to classify objects in the derived catgeory
of any complete gentle algebra.
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1.5 Some Derived Categories.
1.5.1 Representation Type.
In section 1.5.1 we recall what one means by the representation type of a finite-dimensional
algebra (over an algebraically closed field). While doing so we recall some results that aid
and motivate the notion of derived representation type (which we look at in section 1.5.2).
We start with a remark.
Remark 1.5.1. Let Γ be a finite-dimensional algebra over a field k. Iteratively
decomposing the idempotent 1 of Γ yields a complete set of primitive orthogonal
idempotents {e1, . . . , en}. We can choose a subset {eb(1), . . . , eb(t)} of {e1, . . . , en} so that,
where eb =
∑
i eb(i), the subalgebra Γ
b := ebΓeb of Γ is basic, that is
7 for all m with
1 ≤ m ≤ n there is a unique i with 1 ≤ i ≤ t and Γem ' Γeb(i) (see [5, I.6, 6.3 Definition]).
By [5, I.6, 6.10 Corollary] the categories Γ-mod and Γb-mod are equivalent, so to study
the objects in Γ-mod we can assume Γ is basic. Furthemore we can assume Γ is not the
direct product of two subalgebras8, that is, we can assume Γ is connected [5, I.4, p.18].
Assumption: In section 1.5.2 we let k be an algebraically closed field and Γ be a (unital)
k-algebra. Unless stated otherwise we assume Γ is finite-dimensional, connected
and basic. We also assume {e1, . . . , en} is a complete set of primitive orthogonal
idempotents for Γ.
Definition 1.5.2. [5, II.3, 3.1 Definition] The ordinary quiver QΓ = (QΓ,0, QΓ,1, hΓ, tΓ) of
Γ is defined by setting QΓ,0 = {1, . . . , n} and drawing dimk(ej(rad(Γ)/rad2(Γ))ei) distinct
arrows with tail i and head j. Recall definition 1.1.19. By [5, II.3, 3.7 Theorem] there is
an admissible ideal IΓ of kQΓ for which Γ ' kQΓ/IΓ.
We consider momentarilly the case where IΓ = 0 in the above. That is, we recall well-
known results about the representation type of quivers. This should serve as motivation
for the notion of representation type, and hence derived representation type.
7By [5, I.6, 6.2 Proposition (a)] this is the same as requiring Λb/rad(Λb) has the form k × · · · × k .
8Equivalently, Λ has no non-trivial central idempotents.
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Definition 1.5.3. The Dynkin diagrams are:
An (n ≥ 1) 1• · · · n•
Dn (n ≥ 4) 1• · · · n−2• n−1•
n•
E6
6•
1• 2• 3• 4• 5•
E7
7•
1• 2• 3• 4• 5• 6•
E8
8•
1• 2• 3• 4• 5• 6• 7•
(Dynkin Type Quivers) A quiver Q is said to be of Dynkin type Xn where X ∈
{A,D,E} if there is some integer n ≥ 1 for which Xn is a Dynkin diagram with n vertices
and Q is the quiver defined by choosing an orientation of the unorientated edges of Xn.
Sometimes the subscript n (resp. m) is omitted if the number of vertices in the quiver has
little importance.
The next definition together with the remaining theorems in section 1.5.2 highlight the
importance of quivers of Dynkin or Euclidean type.
Definition 1.5.4. The representation type of Γ is defined as follows. Let
k 〈x, y〉 -Modk-mod denote the full subcategory of k 〈x, y〉 -Mod consisting of finite-
dimensional modules.
(Representation-Finite, Representation-Infinite) [5, §I.4, 4.11 Definition] We
say Γ is representation-finite if there are finitely many isomorphism classes of finite-
dimensional indecomposable Γ-modules. Otherwise we say Γ is representation-infinite.
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(Representation-Tame) [17, 6.5, Definition] We say Γ is representation-tame if for
each d > 0 there are a finite number of Γ-k[x]-bimodules Mi which are free as right
k[x]-modules, such that every indecomposable Γ-module of dimension d is isomorphic to
Mi ⊗k[x] N for some i and some simple k[x]-module N .
(Representation-Wild) [17, 6.4, Definition] We say Γ is representation-wild if
there is a finitely generated Γ-k 〈x, y〉-bimodule M , which is free as a right k 〈x, y〉-
module, and such that the functor M ⊗k〈x,y〉 − : k 〈x, y〉 -Modk-mod → Γ-mod preserves
indecomposable objects and reflects isomorphisms.
If Q is a finite acyclic quiver then the zero ideal of the path algebra kQ is admissible by
[5, §II.2, 2.2 (b)], and kQ is a finite-dimensional, basic and conneted associative k-algebra
by [5, §II.2, 2.12]. If Q is a finite quiver then we say Q is representation-finite (resp.
infinite, tame, wild) if kQ is representation-finite (resp. infinite, tame, wild).
Theorem 1.5.5. [29, p.3] A quiver Q is representation-finite iff it is a disjoint union of
finitely many Dynkin quivers of type A, D and E.
To motivate definition 1.5.4 it helps to recall Drozd’s so-called tame-wild dichotomy.
Theorem 1.5.6. [24] (see also [17, Corollary C]) The following statements hold.
(i) Either Γ is representation-tame or Γ is representation-wild.
(ii) Γ is representation-tame iff Γ is not representation-wild.
We now motivate the study of special algebras by Pogorza ly and Skowron´ski [53]. Recall
that if kQ/(ρ) is a special algebra then: k is an algebraically closed field; kQ/(ρ) is
surjectively given by (Q, ρ, θ) where θ is the quotient map kQ→ kQ/(ρ); SP1) and SPII)
hold; and (ρ) is admissible.
Lemma 1.5.7. [61, Lemma 2] If Γev and evΓ are biserial for each vertex v and Γ is
representation-finite then Γ ' kQ/(ρ) is a special algebra (where Q is finite).
In fact, any special algebra kQ/(ρ) is representation-tame. For this see [63, (2.4)
Corollary], the proof of which uses theorem 1.4.37 and the following.
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Proposition 1.5.8. [63, (2.3) Proposition] Let Γ be a special algebra (not necessarily
finite-dimensional). If M is an indecomposable in Γ-mod then one (and only one) of the
following statements hold.
(i) There is a finite word w such that M 'M(w).
(ii) There is a periodic Z-word w and a finite-dimensional k[T, T−1]-module V such that
M 'M(w, V ).
(iii) There is a vertex v such that M ' Γev is a non-uniserial projective-injective Γ-
module.
Remark 1.5.9. It should be noted that Wald and Waschbu¨ch proved proposition 1.5.8
only in case Γ is finite-dimensional. Their proof involves reducing the task to symmetric9
special algebras using [63, (1.4) Theorem]. Symmetric special algebras are the same as
Brauer graph algebras (for example, see [59, Theorem 1.1]). They then use the classification
of finite-dimensional indecomposable modules over Brauer graph algebras, which is due to
Donovan and Freislich [23, Theorem 1] (who use the functorial filtration method). Instead
we prove proposition 1.5.8 using theorem 1.4.37 and lemma 1.2.5.
Proof of proposition 1.5.8. By lemma 1.2.5 letting X be the set of vertices x such that
kpx = kp
′
x (in Γ) for some distinct parallel px, p
′
x ∈ P(x →), we have that: setting
I =
⊕
x∈X soc(Γex) defines a two sided ideal of Γ, Γ/I is a quasi-bounded string algebra
over k; and IM = 0 or M ' Γex for some x ∈ X.
By lemma 1.2.3, since Γ/I is a quasi-bounded string algebra over k it is a string algebra
in the sense of Butler and Ringel (what we call a Butler-Ringel string algebra). Hence if
M is a finite-dimensional indecomposable Γ-module with IM = 0, then M 'M(w) where
w is finite, or M 'M(w, V ) where V is finite-dimensional by theorem 1.4.37.
9The ring Γ is called symmetric provided Γ′ ' Homk(Γ′, k) as Γ′-Γ′ bimodules.
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1.5.2 Derived Representation Type.
We shall freely use (without reference) definitions and certain results from homological
algebra which are given in appendix (see sections 3.2 and 3.3). For an abelian category A
(which will be Γ-Mod or Γ-mod) recall C(A) is the category of cochain complexes, K(A)
is the homotopy category and D(A) is the derived catgeory.
For full additive subcategories X and Y of A recall Cδ,Y (X ), Kδ,Y (X ) and Dδ,Y (X ) denote
the full subcategories of C(A), K(A) and D(A) (resp.) consisting of complexes M in
Cδ(X ) whose homology complex H(M) lies in C(Y), where: δ,  ∈ {+,−}; C±(X ) is
the full subcategory of C(X ) consisting of complexes X such that Xi = 0 for ±i  0;
C∅(X ) = C(X ); and Cb(X ) is the full subcategory of C(X ) consisting of objects X which lie
in both C+(X ) and C−(X ). Let 0 be the subcategory of A consisting of the zero complex.
We simplify notation in certain cases by setting
Cδ,A (X ) = Cδ,(X ), Kδ,A (X ) = Kδ,(X ), Dδ,A (X ) = Dδ,(X ),
Cδ,∅Y (X ) = CδY(X ), Kδ,∅Y (X ) = KδY(X ), Dδ,∅Y (X ) = DδY(X ),
C∅Y(X ) = CY(X ), K∅Y(X ) = KY(X ), D∅Y(X ) = DY(X ),
Cδ,0 (X ) = Cδ,acyc(X ), Kδ,0 (X ) = Kδ,acyc(X ), Dδ,0 (X ) = Dδ,acyc(X ).
Recall P (resp. I) denotes the full subcategory of A consisting of projective (resp.
injective) objects. This means the objects of P (resp. I) are the objects X in A such
that the functor HomA(P,−) : A → Ab (resp. HomA(−, I) : Aop → Ab) is exact. By
applying [64, p.378, Corollary 10.2.5] in the context above, since P and I are additive,
Kδ,(P) and Kδ,(I) are triangulated subcategories of K(A). Recall the following (triangle)
equivalences from corollary 3.3.28 (given by horizontal arrows)
Kp(A) ∼ // D(A)
K−(P)
⋃ OO
∼ // D−(A)
⋃ OO
K−,b(P)
⋃ OO
∼ // Db(A)
⋃ OO
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where Kp(A) is the full subcategory of K(A) consisting of K-projective complexes (see
defintion 3.3.17). In what follows we use this notation without reference.
Definition 1.5.10. Let [t] denote the automorphism of Db(Γ-mod) defined by t-copies
of the shift [1] (so that M [t]i = M i+t for any object M in Db(Γ-mod)).
(Derived-Finite Algebras) We say Γ is derived-finite if there are finitely many
indecomposable objects M1, . . . ,Mn in Db(Γ-mod) such that, if M is an indecomposable
object in Db(Γ-mod), then M 'Mi[t] for some i and t.
Example 1.5.11. Let Q be a finite quiver. Consider complexes of the form
M [t] = · · · // 0 // 0 //M // 0 // 0 // · · ·
where M in kQ-mod is indecomposable, and concentrated in homogeneous degree t.
A well-known result of Happel [34, p.49, Lemma] tells us that any indecomposable
in Db(kQ-mod) has this form. Clearly they are pair-wise non-isomorphic objects in
Db(kQ-mod). By (Gabriel’s) theorem 1.5.5 this means kQ is derived-finite provided Q is
a disjoint union of finitely many Dynkin quivers of type A, D and E.
Definition 1.5.12. (Cohomological Dimension Vectors) For each object M in
Db(Γ-mod) the cohomological dimension vector is denoted Dim(M) and defined as the
Z-sequence (dimk(H i(M)))i∈Z where H i(M) = ker(diM ) / im(d
i−1
M ) for each i ∈ Z.
(Derived-Discrete Algebras) We say Γ is derived -discrete if for each (tj)j∈Z ∈∏
ZN there are finitely many isoclasses [M ] of indecomposable objects M in Db(Γ-mod)
such that Dim(M) = (tj).
Example 1.5.13. Every finite-dimensional algebra which is derived-finite is derived-
discrete. Hence by example 1.5.11 if Q is a disjoint union of finitely many Dynkin quivers
of type A, D and E, then kQ is derived-discrete.
Example 1.5.14. [12, p.20] Let n ≥ r ≥ 1 and m ≥ 0 be integers.
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Let Q(r, n,m) be the quiver
1
α1 // · · · // n− r − 1
αn−r−1
%%
(−m) α−m // · · · α−2 // (−1) α−1 // 0
α0
==
n− r
αn−r
yy
n− 1
αn−1
aa
· · ·oo n− r + 1oo
Let I(r, n,m) be the ideal in kQ(r, n,m) generated by α0αn−1, αn−1αn−2, . . . , αn−r+1αn−r.
By [62, p.171, Theorem: (ii) iff (iv)] kQ(r, n,m)/I(r, n,m) is derived-discrete.
Definition 1.5.15. We say Γ is of derived A-D-E Dynkin type if Db(Γ-mod) '
Db(kQ-mod) where Q is a disjoint union of finitely many Dynkin quivers of type A,
D and E.
The next theorem describes all the other derived-discrete finite-dimensional algebras,
up to derived-equivalence.
Theorem 1.5.16. [12, Theorem A: (i) iff (ii)] If Γ is not of derived A-D-E Dynkin type,
then Γ is derived-discrete iff Db(Γ-mod) ' Db(kQ(r, n,m)/I(r, n,m)-mod) for some n ≥
r ≥ 1 and m ≥ 0.
Definition 1.5.17. For each integer j with 1 ≤ j ≤ l suppose Cj is a bounded complex
of Γ-k[T ]-bimodules (that is, Cj is an object in Db(Γ⊗k k[T ]-mod)) where Cnj is finitely
generated and free as a right k[T ]-module for each j and n ∈ Z.
[9, Definition 1.1] (Rational Parameterising Families) We say C1, . . . , Cl is a
rational parameterising family for (tj)j∈Z ∈
∏
ZN if every indecomposable object M in
Db(Γ-mod) with Dim(M) = (tj) is isomorphic (in Db(Γ-mod)) to a complex of the form
Cj ⊗k[T ] S where S is a simple left k[T ]-module10.
(Derived-Tame Algebras) [7, p.289, Definition 1] Γ is called derived -tame if, for
each (tj) ∈
∏
ZN there exists a rational parameterising family for (tj).
10Ci ⊗k[T ] S is defined by setting (Ci ⊗k[T ] S)n = Cni ⊗k[T ] S and dnCi⊗k[T ]S = dnCi ⊗ id for each n ∈ Z.
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Example 1.5.18. Suppose Γ is derived-discrete. Let (tj) ∈
∏
ZN. There are finitely many
indecomposable objects in Db(Γ-mod), say M1, . . . ,Ml, such that any indecomposable M
in Db(Γ-mod) such that Dim(M) = (tj) satisfies M ' Mi for some i. Setting Ci =
Mi ⊗k k[T ] defines a bounded complex of Γ-k[T ]-bimodules. Furthermore as each Mni is
a finitely generated Γ-module (which is a finite-dimensional algebra) we have that Cni '
k[T ]⊕· · ·⊕k[T ] (with dimk(Mni ) summands). For any M as above we have M 'Mi, and
as k ' k[T ] ⊗k[T ] S where S is the simple (one-dimensional) k[T ]-module k[T ]/(T ), this
gives Mi ' Ci ⊗k[T ] S.
Consequently Γ is derived-tame. We have therefore already seen many examples of
derived-tame algebras (see example 1.5.14 and theorem 1.5.16). By example 1.5.13 we
also know that derived-finite algebras are also derived-tame.
Definition 1.5.19. [8, Definition 1.2] (Derived-Wild Algebras) We say Γ is derived -
wild if there is a bounded complex of projective Γ ⊗k k 〈x, y〉-modules M , such that for
any finite-dimensional k 〈x, y〉-module X:
(a) if X ′ is another finite-dimensional k 〈x, y〉-module, then M ⊗k〈x,y〉X 'M ⊗k〈x,y〉X ′
in Db(Γ-mod) iff X ' X ′ in k 〈x, y〉 -mod; and
(b) the object M ⊗k〈x,y〉X is indecomposable in Db(Γ-mod) iff X is indecomposable in
k 〈x, y〉 -mod.
We may now state an analogue to theorem 1.5.6.
Theorem 1.5.20. [8, Theorem 1.3] (Derived Tame-Wild Dichotomy) The following
statements hold.
(i) Either Γ is derived-tame or Γ is derived-wild.
(ii) Γ is derived-tame iff Γ is not derived-wild.
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1.5.3 Gentle Algebras.
Assumption: In section 1.5.3 let k be a field, Q be a finite connected quiver, and ρ a set
of zero relations and commutativity relations such that (ρ) is an admissible ideal in
kQ. We also let Γ = kQ/(ρ).
Definition 1.5.21. (Duality) Let D(Γ) = Homk(Γ, k), considered as a Γ-Γ-bimodule
whose action on the left is given by (λϕ) : µ 7→ ϕ(µλ) and whose action on the right is
given by (ϕλ)µ 7→ ϕ(λµ) for each µ ∈ Γ.
[37, 2.2, p.351] (Repetitive Algebra) We define the repetitive algebra Γ̂ as follows.
As a vector space we let Γ̂ =
⊕
z∈Z Λ[z]⊕
⊕
z∈ZD(Λ)[z], and we define mutliplication by
the formula
(az, φz)× (bz, ψz) = (abz, (aψ)z + (φb)z)
With a view towards highlighting known classifications of derived categories, we now
motivate the introduction of the repetitive algebra.
Theorem 1.5.22. [34, §4] There is a (triangulated) full and faithful functor H :
Db(Γ-mod)→ Γ̂-mod, which is dense if Γ has finite global dimension.
Definition 1.5.23. (The Expansion Q̂ of Q) [53, p.497]11 Let M denote the set of
maximal paths in P. The quiver Q̂ = (Q̂0, Q̂1, ĥ, t̂) is defined as follows. Let Q̂0 = {vi |
v ∈ Q0, i ∈ Z} and Q̂1 = {ai, p[i] | a ∈ Q1, p ∈ M, i ∈ Z}. The functions ĥ and t̂ are
defined by setting ĥ(ai) = h(a)i, t̂(ai) = t(a)i, ĥ(p[i]) = t(p)i and t̂(p[i]) = h(p)i+1. Any
q ∈ P can be written as l(q) . . . f(q) and we let qi denote the path l(q)i . . . f(q)i in Q̂ . The
arrows p[i] are called the connecting arrows.
(Full Paths and The Expansion ρ̂ of ρ) [58, §2] A full path in Q̂ is a path of the
form p′′i p[i]p
′
i+1 where p ∈M such that p = p′p′′ for some paths p′, p′′ (one of which may
be trivial). We shall write F̂ for the set of full paths in Q̂. Let ρ̂ = ρ ∪ ρ˘ ∪ ρ˜ where ρ, ρ˘
and ρ˜ are defined as follows.
11See also work by Ringel [56, §4].
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(a) ρ consists of all paths pi where p ∈ ρ.
(b) ρ˘ consists of all paths σ in Q̂ such that a connecting arrow p[i] is a subpath of σ,
and σ is not a subpath of a full path.
(c) ρ˜ consists of all p′′i p[i]p
′
i+1 − q′′i q[i]q′i+1 for distinct p, q ∈M such that p = p′p′′ and
q = q′q′′ with t(p′) = t(q′).
Remark 1.5.24. Conditions (a) and (b) above are precicely (R1) and (R2) from [58,
§2]. Condition (c) above is not the same as (R3) from [58, §2], however they are
equivalent provided ρ consists of paths and (Q, ρ) satisfies special and gentle conditions
(an assumption omitted by Schro¨er: see [58, §5, Examples]).
Example 1.5.25. Let ρ = {δβ, βα} where Q is the quiver
1
α

2
β

3
γ
  
δ

4 ε
// 5
The set of maximal paths is M = {α, εγβ, δ}. Hence Q̂ is the quiver
11
α1

10
α0

1−1
α−1

· · · 21
β1

α[0]
44
20
β0

α[−1]
44
2−1
β−1

· · ·
· · · 3[1]
δ1

γ1

3[0]
δ0

γ0

3[−1]
δ−1
  
γ−1~~
· · ·
41 ε1
// 51
δ[0]
66
εγβ[0]
==
40 ε0
// 50
δ[−1]
55
εγβ[−1]
<<
4−1 ε−1
// 5−1
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and the set of full paths is
F̂ = {αiα[i], α[i]αi+1, εiγiβiεγβ[i], γiβiεγβ[i]εi+1,
βiεγβ[i]εi+1γi+1, εγβ[i]εi+1γi+1βi+1, δiδ[i], δ[i]δi+1 | i ∈ Z}
The expansion of the pair (Q, ρ) is the pair (Q̂, ρ̂) for Q̂ as above and ρ̂ = ρ∪ ρ˘∪ ρ˜ where
ρ = {δiβi, βiαi | i ∈ Z},
ρ˘ = {αiα[i]αi+1, εiγiβiεγβ[i]εi+1, γiβiεγβ[i]εi+1γi+1,
βiεγβ[i]εi+1γi+1βi+1, δiδ[i]δi+1 | i ∈ Z}
and
ρ˜ = {αiα[i]− εγβ[i]εi+1γi+1βi+1, δ[i]δi+1 − βiεγβ[i]εi+1γi+1,
δiδ[i]− εiγiβiεγβ[i] | i ∈ Z}
Theorem 1.5.26. The following statements hold.
(i) [58, p.428, Theorem] There is a k-algebra isomorphism Γ̂ ' kQ̂/(ρ̂).
(ii) [58, p.429, Proposition] (see also [4, 1.3 Proposition] and [53, Lemma 8]) The pair
(Q, ρ) satisfies (special, and) gentle conditions iff (Q̂, ρ̂) satisfies special conditions.
Remark 1.5.27. Let Γ be an Assem-Skowron´ski gentle algebra. Recall our aim was to
describe the indecomposable objects inDb(Γ-mod). Suppose Γ has finite global dimension.
By theorem 1.5.22 it is enough to describe the objects in Γ̂-mod.
By theorem 1.5.26 (i) there is an isomorphism Γ̂ ' kQ̂/(ρ̂) and so it is enough to
classify the (non-projective) objects in kQ̂/(ρ̂)-mod. By theorem 1.5.26 (ii) kQ̂/(ρ̂) is
a Pogorza ly-Skowron´ski special algebra. Hence by proposition 1.5.8 the indecomposable
modules over Γ̂ are the non-uniserial projective-injective indecomposables, together with
the indecomposable modules over the associated Butler-Ringel string algebra.
By theorem 1.4.37 the indecomposable modules over a Butler-Ringel string algebra
are classified into string modules and band modules. Correspondences between string and
band modules over Γ̂ and objects inDb(Γ-mod) (via the functor H : Db(Γ-mod)→ Γ̂-mod
from theorem 1.5.22) have been studied by Bobinski [11].
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Instead of following this approach, we state an explicit classification of the objects in
Db(Γ-mod), due to Bekkert and Merklen.
Definition 1.5.28. (Full Cycles of Zero-Relations) A full cycle of zero-relations
α1 . . . αn will refer to a cycle in Q which is not the product of shorter cycles in Q, and for
which αnα1 ∈ (ρ) and αiαi+1 ∈ (ρ) for each i ∈ {1, . . . , n} such that i+ 1 ≤ n.
Theorem 1.5.29. [7, Theorem 3] Let S be the set of homotopy I-words A which are not
periodic homotopy Z-words, and such that:
(a) if I ⊇ −N then [A<t] = ∞([α1]−1 . . . [αn]−1) for some t  0 and some full cycle of
zero-relations α1 . . . αn; and
(b) if I ⊇ N then [A>t] = ([βm] . . . [β1])∞ for some t  0 and some full cycle of zero-
relations β1 . . . βm.
Let B be the set of periodic homotopy Z-words E. The following statements hold.
(i) For any A ∈ S and any integer t the complex P (A)[t] is an indecomposable object in
K−,b(Λ-proj) (which is equivalent to Db(Λ-mod)).
(ii) For any E ∈ B, any integer t and any finite-dimensional k[T, T−1]-module V the
complex P (E, V )[t] is an indecomposable object in K−,b(Λ-proj).
(iii) If M is an indecomposable object in K−,b(Λ-proj) then (M ' P (A)[t] for some A
and t as in (i)) or (M ' P (E, V )[t] for some E, V and t as in (ii)).
Remark 1.5.30. For each isomorphism class of the indecomposable objects in
K−,b(Λ-proj) fix a representative, and then write Ind(K−,b(Λ-proj)) for the full
subcategory of K−,b(Λ-proj) given by these chosen representatives.
The claims in the theorem [7, Theorem 3] by Bekkert and Merklen stricly contain
parts (i), (ii) and (iii) of theorem 1.5.29. It is also shown that Ind(K−,b(Λ-proj)) can be
described as a subset of the string and band complexes described in (parts (i) and (ii) of)
the above. In corollary 2.7.6 we generalise theorem 1.5.29 to all complete gentle algebras.
In theorem 2.0.4 we discuss these isomorphism classes, and in theorem 2.0.5 we give a
decomposition property.
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Chapter 2
Classification of Complexes for
Complete Gentle Algebras.
Assumption: Unless specified otherwise, throughout chapter 2 we assume Λ is a complete
gentle algebra over R given by (Q, ρ, θ).
In this thesis our main result is as follows.
Theorem 2.0.1. (Description of Objects) The following statements hold.
(i) Every object in K(Λ-proj) is isomorphic to a (possibly infinite) direct sum of shifts
of string and band complexes.
(ii) Each (shift of a) string or band complex is an indecomposable object in K(Λ-Proj).
Remark 2.0.2. Note that in part (ii) of theorem 2.0.1 we have not restricted to string
and band complexes which have finitely generated homogeneous components. Consider
the string complex P (∞(x−1dxd−1y y)∞)) from example 1.3.41 depicted by
. . .
y

Λ
x

y

Λ
y

x

Λ
y

x

Λ Λ Λ
. . .
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By theorem 2.0.1 (ii) P (∞(x−1dxd−1y y)∞)) defines an indecomposable object in
K(k[[x, y]]/(xy)-Proj). In proposition 2.7.1 we describe exactly when (direct sums of
shifts of) string and band complexes define objects in K(Λ-proj).
Definition 2.0.3. (Swapping T and T−1) Let ι define the R-algebra automorphism
of R[T, T−1] which exchanges T and T−1. Define a functor resι : R[T, T−1]-Mod →
R[T, T−1]-Mod by setting resι(V ) to have underlying R-module structure V (for any
R[T, T−1]-module V ) but where the action of T on v ∈ resι(V ) is defined by T.v = T−1v.
Hence ι is an involution (that is resι ◦ resι ' 1R[T,T−1]−Mod). Clearly resι restricts to an
involution of the full subcategory R[T, T−1]-ModR-Proj of R[T, T−1]-Mod consisting of
R[T, T−1]-modules which are free over R.
In section 2.2.2 we show P (C, V ) and P (C−1, resι(V )) are isomorphic complexes. The
next theorem is an analogue of [55, p.21, Theorem], and informs the reader how to
construct isomorphism classes of indecomposables.
Theorem 2.0.4. (Description of Isoclasses) Let C be a homotopy IC-word, and let
D be a homotopy ID-word.
(i) If C and D are not periodic homotopy Z-words then P (C) ' P (D)[m] iff:
IC = ID = {0, . . . , t} and ((D = C and m = 0) or (D = C−1 and m = µC(t))); or
((IC = ID = ±N and C = D) or (IC = ±N, ID = ∓N and D = C−1)) and m = 0; or
IC = ID = Z, D = C±1[t] and m = µC(±t).
(ii) If C and D are periodic homotopy Z-words, and if V,W lie in R[T, T−1]-ModR-Proj
then P (C, V ) ' P (D,W )[m] iff
D = C[t], V 'W and m = µC(t), or
D = C−1[t], V ' resιW and m = µC(−t).
(iii) There is no isomorphism between any shift of a string complex and any shift of a
band complex.
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It is known that the Krull-Remak-Schmidt-Azumaya property holds for the homotopy
category of a complete local noetherian ring ([14, p.85, Proposition A.2]). The next
theorem verifies this property in our setting.
Theorem 2.0.5. (Krull-Remak-Schmidt-Azumaya Decomposition Property) If
an object of K(Λ-proj) is written as a direct sum of string and band complexes in two
different ways, there is an isomorphism preserving bijection between the summands.
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2.1 Homotopy Words and Relations.
Assumption: (Notation: M•) In section 2.1 we assume
M• = · · · //M−1 d
−1
M //M0
d0M //M1 // · · ·
is a fixed complex in the category Cmin(Λ-Proj). Hence M i is a projective Λ-module
and im(diM ) ⊆ rad(M i+1) for each integer i.
(Notation: M , dM , evM , dM |v). Let M be the projective Λ-module
⊕
i∈ZM
i. Let
dM be the Λ-module endomorphism
⊕
i∈Z d
i
M of M sending
∑
imi to
∑
i d
i
M (mi).
For any vertex v we we write dM |v for the R-module endomorphism of evM =⊕
i∈Z evM
i defined by the restriction of dM . Hence, as R-module endomorphisms of
M =
⊕
i,v evM
i, we have dM =
∑
v dM |v where the sum runs through all vertices v
of the quiver Q.
This section shall be the analogue of section 1.4.2 for homotopy words (insetad of words).
In case Λ is an Assem-Skowron´ski gentle algebra, part (ii) of the following lemma is [7, p.
299, Lemma 5].
Lemma 2.1.1. For any arrows a and b,
(i) if v = h(b) = t(a) and ab ∈ P, abm = 0 implies bm = 0 for all m ∈M ,
(ii) if v = t(a) then {m′ ∈ evM | am′ = 0} =
∑
b′∈A(→v) : ab′ /∈P b
′M , and
(iii) if v = h(b) = h(a) and a 6= b the sum aM + bM is direct.
Proof. Since M is a projective Λ-module there is a split embedding ϕ : M → ⊕x Λ of
Λ-modules where x runs through some index set X.
(i) Write ϕ(m) =
∑
x λx for some λx ∈ Λ. For a contradiction assume bm 6= 0. Hence
for some x ∈ X we have bλx 6= 0. Since abm = 0 we have abλx = 0 and so bλx contradicts
corollary 1.2.18.
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(ii) Suppose m′ ∈ et(a)M with am′ = 0. Write ϕ(m′) =
∑
x λ
′
x for some λ
′
x ∈ Λ.
Without loss of generality it suffices to assume there are arrows b, b′ with head v satisfying
ab ∈ P and ab′ /∈ P. Since am′ = 0 we have aλ′x = 0 for each x ∈ X. By corollary 1.2.14
(iv) this means λ′x ∈ bΛ ⊕ b′Λ. For each x ∈ X write λ′x = bmx− + b′mx+ for elements
mx−,mx+ ∈ Λ.
Since ab′mx+ = 0 and am′ = 0 we have abmx− = 0 and so by part (i) bmx− = 0. As this
holds for each x we have ϕ(m′) = b′
∑
xm
x
+. As ϕ splits there is a Λ-module map τ for
which τϕ = 1M and so m
′ = b′τ(
∑
xm
x
+) ∈ b′M . This shows {m′ ∈ et(a)M | am′ = 0} ⊆∑
b′M and the other inclusion is trivial.
(iii) For n ∈ aM ∩ bM write n = am = bm′ for some m,m′ ∈ M . As above write
ϕ(m) =
∑
x λx and ϕ(m
′) =
∑
x λ
′
x for λx, λ
′
x ∈ Λ. Applying ϕ to n gives aλx = bλ′x for
each x ∈ X, and as aΛ ∩ bΛ = 0 this means aλx = 0 for each x ∈ X. Hence ϕ(n) = 0 and
as ϕ is an embedding we have n = 0 as required.
In the next lemma we begin to give some meaning to the letters d±1α for arrows α. This
lemma should also motivate why we assume im(diM ) ⊆ rad(M i+1) for each integer i.
Lemma 2.1.2. For each arrow α there is an R-module endomorphism dα,M of eh(α)M
such that dM |v =
∑
β dβ,M running over all arrows β with head v.
Furthermore for any τ ∈ P and any x ∈ et(τ)M ,
(i) dl(τ),M (τx) =

τdσ,M (x) (if τσ ∈ P for some arrow σ)
0 (otherwise)
(ii) if h(θ) = h(τ) for some arrow θ 6= l(τ) then dθ,M (τx) = 0,
(iii) if h(φ) = h(τ) for some arrow φ then dφ,Mdl(τ),M = 0, and
(iv) if τx ∈ im(dl(τ),M ) then dς,M (x) = 0 for any arrow ς such that τς ∈ P.
Proof. Any complete gentle algebra is semilocal by corollary 1.1.25 (ii). Hence rad(M) =
rad(Λ)M by [48, p.348, (24.4) Proposition]. By assumption im(dM ) ⊆ rad(Λ)M and so
the image of dM upon restriction to evM is contained in evrad(Λ)M .
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Recall evrad(Λ) = (
⊕
β∈A(→v) βΛ) by corollary 1.2.14. By definition
(
⊕
β∈A(→v) βΛ)M =
∑
β∈A(→v) βM , and this sum is direct by lemma 2.1.1. For any arrow
γ with head v let piγ :
⊕
β∈A(→v) βM → γM and ιγ : γM →
⊕
β∈A(→v) βM be the natural
projections and inclusions in the category of R-modules. Define dα,M : evM → evM to be
the map sending m to ια(piα(dM |v (m))) which lies in
⊕
β∈A(→v) βM . Then we have
∑
β dβ,M (m) =
∑
β ιβ(piβ(dM |v (m))) = (
∑
β ιβpiβ)(dM |v (m)) = dM |v (m) (?v).
Let v = h(τ) and u = t(τ). By definition dl(τ),M (τx) = ιl(τ)(pil(τ)(dM (τx))) = τ dM |u (x).
(i), (ii) For distinct arrows σ and σ′ with head u we have (τσ ∈ P iff τσ′ /∈ P) by SPII)
and GII). The equations τ dM |u (x) = dl(τ),M (τx) and (?u) together show
dl(τ),M (τx) =

τ(dσ,M (x) + dσ′,M (x)) (if A(→ u) = {σ, σ′}, τσ ∈ P and τσ′ /∈ P)
τ(dσ,M (x)) (if A(→ u) = {σ} and τσ ∈ P)
τ(dσ′,M (x)) (if A(→ u) = {σ′} and τσ′ /∈ P)
0 (if A(→ u) = ∅)
giving dl(τ),M (τx) = τ(dl(σ),M (x)) if σ exists, and dl(τ),M (τx) = 0 otherwise, and so (i)
holds. For part (ii) note that piθ(τx) = 0 by definition.
(iii) We fix x ∈ evM , let v′ = t(l(τ)) and choose x′ ∈ ev′M for which l(τ)x′ = dl(τ),M (x).
By (ii) we can assume φ = l(τ) and by (i) we can assume there is some arrow σ for which
φσ ∈ P. By (i) this gives dφ,M (dφ,M (x)) = φdσ,M (x′). Given any arrow σ′ with head v′
where σ 6= σ′ we have φσ′ /∈ P by SPII), and so φ(dσ,M (x′)) = φ(
∑
γ∈A(→v′) dγ,M (x
′)). By
(?v′) we have
∑
γ∈A(→v′) dγ,M (x
′) = dM |v′ (x′). So far this gives dφ,M (dφ,M (x)) = φdM (x′).
By (?v) we have dφ,M (x) = dM |v (x) −
∑
ϑ dϑ,M (x) where the sum runs through all
arrows ϑ with head v and where ϑ 6= φ. At most one such ϑ exists by SPI). Without loss
of generality we may assume ϑ exists. Since dM (dM |v (x) − dϑ,M (x)) = −dM (dϑ,M (x))
we have dφ,M (dφ,M (x)) ∈ ϑM . We already have that dφ,M (dφ,M (x)) = dφ,M (dl(τ),M (x)) ∈
φM , and so dφ,M (dl(τ),M (x
′)) = 0 by lemma 2.1.1.
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(iv) By definition x ∈ τ−1im(dl(τ),M ). Hence there is some x′ ∈ eh(τ)M for which τx =
dl(τ),M (x
′). We know that dς,M (x) = ςx′′ for some x′′ ∈ et(ς)M . By hypothesis we have that
τς ∈ P. Also by (i) and (ii) above we have τdς,M (x) = dl(τ),M (τx) = dl(τ),M (dl(τ),M (x′))
and so (τς)x′′ = 0. By lemma 2.1.1 we have ςx′′ = 0 as required.
Remark 2.1.3. Part (i) of lemma 2.1.2 may be interpreted as the commutativity in the
square drawn from the following schema (where τ, γ ∈ P such that τγ ∈ P).
•
τ
 
dl(γ)
ss
•

dl(τ)
tt
. . .
•

γ

. .
.
. .
. •
τ
 •
 . . .
The reader is advised to look out for such commuting squares when drawing the diagrams
from remark 1.3.36.
Recall during sections 1.4.1 and 1.4.2 we defined functorial relations on Λ-Mod.
Definition 2.1.4. If f• : M• → N• is an arrow in Cmin(Λ-Proj) let f =
⊕
i∈Z f
i,
the underlying Λ-module homomorphism. Sometimes we consider f as an R-module
homomorphism.
(Notation: R(−)•) There is a functor R(−)• : Cmin(Λ-Proj) → R-Mod defined on
objects by sending M• to the underlying R-module RM of M , and defined on arrows by
sending f• to the underlying R-module homomorphism f : RM → RN .
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(Subfunctors of R(−)•, Intervals) A subfunctor S of R(−)• is given by an R-
submodule S(M•) ⊆ RM for each object M• in Cmin(Λ-Proj), such that f(m) ∈ S(N•)
for any f ∈ HomCmin(Λ-Proj)(M•, N•) and m ∈ S(M•). For subfunctors S and S′ of R(−)•
we write S 6 S′ if we have S(M•) ⊆ S′(M•) for each M•. In this case [S,S′] is called an
interval, and we say intervals [S,S′] and [T,T′] avoid each other if S′ 6 T or T′ 6 S.
Just as words w define subfunctors w± of the forgetful functor R(−) : Λ-Mod →
R-Mod, we aim to show homotopy words C define subfunctors C± : Cmin(Λ-Proj) →
R-Mod of the forgetful functor R(−)•. Let us start to make this precise. Recall the
notation from definition 1.4.9 and example 1.4.2. For any arrow a and any path p ∈ P we
have relp(M) = {(m, pm) | m ∈ et(p)M} and graph(da,M ) = {(m, da,M (m)) | m ∈ eh(a)M}.
Definition 2.1.5. (Notation: relv,±(M•)) If v is a vertex and C = 1v,± let rel
C(M•) =
relv,±(M•) = relv,±(M), the relation {(m,m) | m ∈ evM} on evM .
(Relations Given By Homotopy Words, Notation: relC(M•)) Let C =
l−11 r1 . . . l
−1
n rn be a homotopy {0, . . . , n}-word where n > 0. For each i with 0 < i ≤ n let
relCi (M
•) =

(relγ(M))−1graph(dl(γ),M ) (if l−1i ri = γ
−1dl(γ))
(graph(dl(γ),M ))
−1relγ(M) (if l−1i ri = d
−1
l(γ)γ)
=

{(m′,m) ∈ eh(γ)M ⊕ et(γ)M | γm = dl(γ)(m′)} (if l−1i ri = γ−1dl(γ))
{(m′,m) ∈ et(γ)M ⊕ eh(γ)M | dl(γ)(m) = γm′} (if l−1i ri = d−1l(γ)γ)
and let relC(M) = relC1 (M
•) . . . relCn(M•), the n-fold composition of these relations.
Example 2.1.6. Consider the (finite-dimensional) Assem-Skowron´ski gentle algebra Λ =
kQ/(ρ) where ρ = {ba, cb, ac, sr, ts, rt} and Q is the quiver
1
b

3
t
  
0
a
^^
r

2
c
@@
4
s
OO
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Consider the homotopy {0, 1, 2, 3}-word C = s−1dst−1dtd−1c c. By definition
relC(M•) = relC1 (M•) rel
C
2 (M
•) relC3 (M•)
= {(w, z) | ∃x, y : (w, x) ∈ relC3 (M•), (x, y) ∈ relC2 (M•), (y, z) ∈ relC1 (M•)}
=
(w, z) |
(w, x) ∈ (graph(dc,M ))−1relc(M)
(x, y) ∈ (relt(M))−1graph(dt,M )
and (y, z) ∈ (rels(M))−1graph(ds,M ) for some x, y

= {(w, z) | dc,M (x) = cw, ty = dt,M (x), sz = ds,M (y) for some x, y}
Definition 2.1.7. (Notation: γ±1U , d±1α U) Let q be a homotopy letter (that is, let q be
one of γ, γ−1,dα or d−1α for some path γ ∈ P or some arrow α. If U is a subset of et(q)M
then define the subset qU of eh(q)M by
γU = {γm ∈ eh(γ)M | m ∈ U}, γ−1U = {m ∈ et(γ)M | γm ∈ U},
dαU = {dα,M (m) ∈ eh(α)M | m ∈ U}, d−1α U = {m ∈ eh(α)M | dα,M (m) ∈ U}.
(Notation: 1v,±1U) For any vertex v and any subset U of evM let 1v,±1U = U .
Recall the category R-Rel whose objects are pairs (V,N) (where N is an R-module
and V is an R-linear relation on N). Recall the functor im (resp. ind) from R-Rel
to R-Mod sending (V,N) to V N = {m ∈ N | (m′,m) ∈ V for some m′ ∈ M} (resp.
V 0 = {m ∈ N | (0,m) ∈ V }. By definition if C is any finite homotopy word then
CM = im(relC(M•)) and C0 = ind(relC(M•)).
Example 2.1.8. Consider the Assem-Skowron´ski gentle algebra Λ = kQ/(ρ), the
homotopy {0, 1, 2, 3}-word C = s−1dst−1dtd−1c c and the calculation of relC(M•) from
example 2.1.6. For any subset U ⊆ e2M we have
CU = {z ∈ e4M |
dc,M (x) = cw, ty = dt,M (x), sz = ds,M (y)
for some x ∈ e0M , y ∈ e3M , w ∈ U}
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It is helpful to depict the relations above by
x
r

a

dt,M

dc,M

ax
da,M

rx
dr,M

y
t

ds,M

w
c

ty
a

cw
r

z
s

aty rcw
sz
Notice the similarities between the schema above and the picture from example 1.3.37.
Before defining the functors C± : Cmin(Λ-Proj) → R-Mod we collect some results
about the sets introduced in definition 2.1.7.
Corollary 2.1.9. If a is an arrow then a−1darad(M) ⊆ et(a)rad(M). Furthermore, given
an arrow b with ab ∈ P we have (ab)−1adbM = b−1dbM .
Proof. By lemma 2.1.2 (ii) darad(M) = daaM and so it is enough to show that a
−1daaM ⊆
et(a)rad(M). By lemma 2.1.2 (i) a
−1daaM = a−1adbM if there is an arrow b for which
ab ∈ P and otherwise a−1daaM = a−1da0.
If b exists then any m ∈ a−1daaM satisfies am = adb,M (m′) for some m′ ∈ eh(b)M
and so by lemma 2.1.1 we have that m − db,M (m′) lies in the subspace a−10 =
∑
b′M
of et(α)rad(M) where the sum ranges over all arrows b
′ with ab′ /∈ P. As im(db,M ) ⊆
rad(M) this shows a−1daaM ⊆ et(α)rad(M). If b does not exist we have a−1daaM =
a−1da0 = a−10 =
∑
b′M which is a subset of et(a)rad(M). In any case we have shown
a−1darad(M) ⊆ et(a)rad(M).
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Now assume b exists for the second part of the corollary. For any m ∈ b−1a−1adb.M we
have some m′ ∈ eh(b)M for which bm − db,M (m′) lies in a−10. As bm − db,M (m′) = bm′′
for some m′′ ∈ M we have abm′′ = 0 which means bm′′ = 0 by lemma 2.1.1. This gives
b−1a−1adbM ⊆ b−1dbM and the reverse inclusion is obvious.
We now gather some consequences of lemma 2.1.2 in the language of linear relations.
The next corollary follows from lemma 2.1.2.
Corollary 2.1.10. Let α, β, γ and σ be paths in P with αβ ∈ P, h(γ) = h(σ) and
l(γ) 6= l(σ). Then we have
β−1dl(β)M ⊆ (αβ)−1dl(α)M, d−1l(α)αβM ⊆ d−1l(α)αM,
α−1dl(α)M ⊆ d−1l(β)β0, γM ⊆ d−1l(σ)σ0, dl(σ)M ⊆ d−1l(σ)σ0.
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2.1.1 One-Sided Functors.
We now look toward defining functors C± for each homotopy word C. Our definition
will adapt notions used by Ringel [55, p.23] and Crawley-Boevey [21, p.11] (see definition
1.4.19). At this point it is necessary to describe how homotopy words are composed,
adapted from [21] for our purposes.
Definition 2.1.11. (Sign for Homotopy Letters) Let A± be the set of homotopy
letters of the form α or α−1 where α is an arrow. Note that any such homotopy letter
defines a letter (in the sense of definition 1.3.5). Hence (from definition 1.3.10) we have
chosen a sign s(q) ∈ {±1} for each homotopy letter q in A±, such that if distinct letters
q and q′ from A± have the same head, they have the same sign only if {q, q′} = {α−1, β}
with αβ /∈ P.
We extend this notion to all letters by letting s(γ) = s(l(γ)), s(γ−1) = s(f(γ)−1), and
s(d±1α ) = −s(α) for each γ ∈ P and each arrow α.
(Sign for Homotopy Words) For a (non-trivial finite or N)-word C we let h(C)
and s(C) be the head and sign of the first letter of C. For the trivial words 1v,±1 we let
s(1v,±1) = ±1 and h(1v,±1) = v.
(Composing Homotopy Words) Suppose D and E are non-trivial homotopy words
where ID ⊆ −N and IE ⊆ N. If u = h(D−1) and  = −s(D−1) let D1u, = D. If v = h(E)
and δ = s(E) we let 1v,δE = E. The composition DE is the sequence of homotopy letters
given by concatenating the letters in D with the letters in E. In case D = . . . l−1−1r−1l
−1
0 r0
and is a −N-word and E = l−11 r1l−12 r2 . . . is an N-word, write DE = . . . l−10 r0 | l−11 r1 . . .
Example 2.1.12. Recall Λ = k[[x, y]]/(xy) from example 1.3.28. Let s(x) = 1. Hence
s(x−1) = −1, s(y−1) = 1 and s(y) = −1 because xy, yx /∈ P. So we have s(d±1x ) = −1 and
s(d±1y ) = 1. Hence for the homotopy N-word
C = x−2dxy−1dyx−2dxd−1y y
3d−1x xy
−1dyx−2dxy−1dyx−2dx . . .
we have the table
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i ∈ N s(li) s(ri) i ∈ N s(li) s(ri)
· · ·
1 1 −1 5 −1 1
2 −1 1 6 1 1
3 1 −1 7 −1 −1
4 1 −1 8 1 1
We now characterise when the two words may be composed.
Proposition 2.1.13. If D and E are non-trivial homotopy words where ID ⊆ −N and
IE ⊆ N then (DE is a homotopy word iff h(D−1) = h(E) and s(D−1) = −s(E)).
Proof. There is nothing to prove if D is a trivial homotopy word or E is a trivial homotopy
word. So we can assume otherwise, and write D = . . . l−10 r0 and E = l
−1
1 r1 . . . Suppose
firstly that DE is a homotopy word. We know that there are some paths λ, γ ∈ P where
l−10 r0l
−1
1 r1 is one of γ
−1dl(γ)d−1l(λ)λ, d
−1
l(γ)γd
−1
l(λ)λ, d
−1
l(γ)γλ
−1dl(λ) or γ−1dl(γ)λ−1dl(λ).
Suppose l−10 r0l
−1
1 r1 = γ
−1dl(γ)d−1l(λ)λ. Here h(D
−1) = h(d−1l(γ)) = h(γ), h(E) = h(d
−1
l(λ)) =
h(λ), s(D−1) = s(d−1l(γ)) = −s(l(γ)) and −s(E) = −s(d−1l(λ)) = s(l(λ)). Hence (h(D−1) =
h(E) and s(D−1) = −s(E)) iff (h(γ) = h(λ) and l(γ) 6= l(λ)) which are precisely the
conditions for DE to be a word.
Similarly, we have that: if l−10 r0l
−1
1 r1 = d
−1
l(γ)γλ
−1dl(λ) then ((h(D−1) = h(E) and
s(D−1) = −s(E)) iff (t(γ) = t(λ) and f(γ) 6= f(λ))); if l−10 r0l−11 r1 = d−1l(γ)γd−1l(λ)λ then
((h(D−1) = h(E) and s(D−1) = −s(E)) iff (t(γ) = h(λ) and s(γ−1) = −s(d−1l(λ))) iff
f(γ)l(λ) /∈ P); and if l−10 r0l−11 r1 = γ−1dl(γ)λ−1dl(λ) then ((h(D−1) = h(E) and s(D−1) =
−s(E)) iff f(λ)l(γ) /∈ P).
Lemma 2.1.14. Let C be a homotopy I-word where I = −N or I is finite.
(i) If Cγ−1dl(γ) and Cβ−1dl(β) are homotopy words and β isn’t longer than γ then β is
an initial subpath of γ.
(ii) If Cd−1l(γ)γ and Cd
−1
l(α)α are homotopy words and α isn’t longer than γ then α is a
terminal subpath of γ.
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Proof. We only prove (i) as (ii) is similar. By proposition 2.1.13 γ−1 and β−1 both have
head h(C−1 and sign −s(C−1). This means t(β) = t(γ) and s(f(β)) = s(f(γ)) and so
f(β) = f(γ) by definition. Hence β is an initial subpath of γ by lemma 1.1.14.
Corollary 2.1.15. Let C be a finite homotopy word and suppose Ca−1da and Cd−1b b are
homotopy words for arrows a and b. Then
(i) Cγ−1dl(γ) is a homotopy word iff f(γ) = a,
(ii) Cd−1l(τ)τ is a homotopy word iff l(τ) = b,
(iii) if Cγ−1dl(γ) and Cγ′−1dl(γ′) are homotopy words and γ′ is longer than γ then
Cγ−1dl(γ)M ⊆ Cγ′−1dl(γ′)M , and
(iv) if Cd−1l(τ)τ and Cd
−1
l(τ ′)τ
′ are homotopy words and τ ′ is longer than τ then
Cd−1l(τ ′)τ
′M ⊆ Cd−1l(τ)τM .
Proof. Follows by corollary 2.1.10 and corollary 2.1.14.
Example 2.1.16. For the complete gentle algebra k[[x, y]]/(xy) we have
M = d−1x xM ⊇ d−1x x2M ⊇ d−1x x3M ⊇ · · · ⊇ x−3dxM ⊇ x−2dxM ⊇ x−1dxM
and
M = d−1y yM ⊇ d−1y y2M ⊇ d−1y y3M ⊇ · · · ⊇ y−3dyM ⊇ y−2dyM ⊇ y−1dyM
We can now define certain R-submodules of M which will be the building blocks of our
refined functors.
Definition 2.1.17. (notation: C<i, C≤i, C>i, C≥i, Wv,δ)
If C = . . . l−1i ri . . . is a homotopy word and i ∈ IC is arbitrary, we let Ci = l−1i ri and
C≤i = . . . l−1i ri given i − 1 ∈ IC , and otherwise Ci = C≤i = 1h(C),s(C). Similarly we let
C>i = l
−1
i+1ri+1 . . . given i+ 1 ∈ IC and otherwise C>i = 1h(C−1),s(C−1).
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Hence there are unique homotopy words C<i and C≥i satisfying C≤i = C<iCi and
CiC>i = C≥i. For each vertex v and sign δ ∈ {±1} let Wv,δ be the set of all homotopy
I-words with I ⊆ N, head v and sign δ.
(notation: C±(M)) Suppose C ∈ Wv,δ is finite.
If there is an arrow a for which Cd−1a a is a homotopy word let C+(M) =⋂
Cd−1a αrad(M), where the intersection is taken over all α ∈ P with l(α) = a. Otherwise
let C+(M) = CM .
If there is an arrow b for which Cb−1db is a homotopy word let C−(M) =
⋃
Cβ−1dl(β)M ,
where the union is taken over all β ∈ P for which f(β) = b. Otherwise let C−(M) =
C(
∑
da−M +
∑
a+M) where a± runs through all arrows with head h(C−1) and sign
±s(C−1).
Suppose instead C ∈ Wv,δ is a homotopy N-word. In this case let C+(M) be the set
of all m ∈ evM with a sequence of elements (mi) ∈
∏
i∈N evC(i)M satisfying m0 = m and
mi ∈ l−1i+1ri+1mi+1 for each i ≥ 0, and let C−(M) be the subset of C+(M) where each
sequence (mi) is eventually zero. Equivalently C
−(M) =
⋃
n∈NC≤n0.
Example 2.1.18. Recall example 1.3.28. For the homotopy N-word
C = x−2dxy−1dyx−2dxd−1y y
3d−1x xy
−1dyx−2dxy−1dyx−2dx . . .
we have the table
i C<i C>i
1 1v,−1 y−1dyx−2dxd−1y y3d−1x xy−1dyx−2dxy−1dyx−2dx . . .
2 x−2dx x−2dxd−1y y3d−1x xy−1dyx−2dxy−1dyx−2dx . . .
3 x−2dxy−1dy d−1y y3d−1x xy−1dyx−2dxy−1dyx−2dx . . .
4 x−2dxy−1dyx−2dx d−1x xy−1dyx−2dxy−1dyx−2dx . . .
5 x−2dxy−1dyx−2dxd−1y y3 y−1dyx−2dxy−1dyx−2dx . . .
6 x−2dxy−1dyx−2dxd−1y y3d−1x x x−2dxy−1dyx−2dx . . .
...
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Lemma 2.1.19. Let C be a finite homotopy word such that the set S ⊆ P of all γ for
which Cd−1l(γ)γ is a word is non-empty. Then
(i) if S is infinite then C+(M) =
⋂
Cd−1l(γ)γM where γ runs through S, and
(ii) if S is finite then C+(M) = Cd−1l(γ)0.
Proof. (i) Let m ∈ ⋂Cd−1l(γ)γM . For any β ∈ P for which l(β) = l(γ) (we have Cd−1l(β)β
is a homotopy word and so) there are some m′β ∈ eh(C−1)M and some m′′β ∈ et(β)M for
which m ∈ Cm′β and dl(β),M (m′β) = βm′′β. We now fix an arbitrary µ ∈ P with l(µ) = l(γ)
and show that m ∈ Cd−1l(µ)µrad(M). This will show
⋂
Cd−1l(γ)γM ⊆
⋂
Cd−1l(γ)γrad(M) and
the other inclusion is obvious. By assumption there is some arrow α with µα ∈ P. Since
l(µα) = l(µ) there are somem′µα ∈ eh(C−1)M and somem′′µα ∈ et(α)M for whichm ∈ Cm′µα
and dl(µ),M (m
′
µα) = βαm
′′
βα by the above. As dl(µ),M = dl(γ),M and αm
′′
βα ∈ et(β)rad(M)
we have that m ∈ Cd−1l(µ)µαM ⊆ Cd−1l(µ)µrad(M).
(ii) By assumption S has n ≥ 1 elements, and by corollary 2.1.15 (iv) we can write S =
{γ1 . . . γi | 1 ≤ i ≤ n} for arrows γi where γ1 = l(γ). By corollary 2.1.10 we have a chain
Cd−1γ1 γ1rad(M) ⊇ · · · ⊇ Cd−1γ1 γ1 . . . γnrad(M) and so C+(M) = Cd−1γ1 γ1 . . . γnrad(M).
Since γ1 . . . γn is a maximal length path with first arrow γ1 there can be no arrow γn+1
satisfying γ1 . . . γn+1 ∈ P. Since Λ is a complete gentle algebra this gives γnrad(M) = 0
by corollary 1.2.18, and so Cd−1γ1 γ1 . . . γnrad(M) ⊆ Cd−1γ1 0 as required.
Corollary 2.1.20. If C ∈ Wv,δ then
(i) if g : M• → N• is a morphism in Cmin(Λ-Proj) then im(g|C±(M•)) ⊆ C±(N•), and
(ii) if M• is an object in Cmin(Λ-Proj) then C−(M•) ⊆ C+(M•).
Proof. (i) It is enough to show that if (m,m′) lies in U then (g(m), g(m′)) lies in V
where (U = relλ(M) and V = relλ(N) for some path λ ∈ P) or (U = graph(da,M ) and
V = graph(da,N ) for some arrow a). Since g is a chain map between Λ-modules g is
linear over Λ, and so we have g(m′) = g(λm) = λg(m) if (m,m′) ∈ relλ(M). If instead
(m,m′) ∈ graph(da,M ) then for v = h(a) we have gdM
∣∣
v
= dN
∣∣
v
g by lemma 2.1.2 and so∑
β∈A→v g(dβ,M (m))− dβ,N (g(m)) = 0, which is a direct sum by lemma 2.1.1.
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(ii) Assume firstly that C is finite. Clearly there is nothing to prove given C+(M•) =
CM . So we may assume C+(M•) =
⋂
Cd−1l(γ)γrad(M) where the intersection is taken over
all γ ∈ P for which Cd−1l(γ)γ is a word, where such a γ exists.
Suppose C−(M) =
⋃
Cβ−1dl(β)M in the above. Then for m ∈ C−(M) there exists
some β ∈ P for which Cβ−1dl(β) is a word and m ∈ Cβ−1dl(β)M . Hence by corollary
2.1.10 (iv) we have m ∈ Cd−1l(γ)0 ⊆
⋂
Cd−1l(γ)γrad(M). So instead suppose C
−(M•) =
C(
∑
im(dα−,M ) +
∑
α+M) where the first (resp. second) sum is taken over all arrows
α− (resp. α+) with head h(C−1) and sign −s(C−1) (resp. s(C−1)). So C
∑
α+M ⊆
Cd−1l(γ)γ0 ⊆ C+(M•) by corollary 2.1.10 (ii) and C
∑
im(dl(α−),M ) ⊆ Cd−1l(γ)γ0 ⊆ C+(M)
by corollary 2.1.10 (iii), as required.
Now we can assume C is an N-word. Clearly if m ∈ ⋃n∈NC≤n0 then m ∈ C≤n0 and so
there is a sequence (xi | i ∈ N, 0 < i ≤ n) ∈
∏
evC(i)M for which (xi−1, xi) ∈ (l−1i ri,M)
for i > 0. Hence there is a sequence (xi | i ∈ N) ∈
∏
evC(i)M defined by letting xj = 0
for j > n and again we have (xi−1, xi) ∈ (l−1i ri,M) for i > 0, and so m ∈ C+(M•). This
shows C−(M•) ⊆ C+(M•).
We have shown that any homotopy word C from Wv,δ defines a pair of subfunctors
C− ≤ C+ of the forgetful functor Cmin(Λ-Proj) → R-Mod (which takes a complex M•
to the underlying R-module M).
Lemma 2.1.21. Let l−1r, C ∈ Wv,δ, Z be an index set, {Xz | z ∈ Z} a set of objects in
Cmin(Λ-Proj) and X =
⊕
z∈Z Xz. Then,
(i) γX =
⊕
z∈Z γXz for each γ ∈ P and dα,X =
⊕
z∈Z dα,Xz for each arrow α,
(ii) for x =
∑
z∈Z xz and x
′ =
∑
z∈Z x
′
z in X, one has x ∈ l−1rx′ iff xz ∈ l−1rx′z for
each z,
(iii) if C is finite then C(X) =
⊕
z∈Z C(Xz),
(iv) for any C we have C+(X) =
⊕
z∈Z C
+(Xz), and
(v) for any C we have C−(X) =
⊕
z∈Z C
−(Xz).
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Proof. For any z ∈ Z let pz denote the natural projection X → Xz and iz the natural
embedding Xz → X. Note that we are now considering relations on the R-module
X =
⊕
z∈Z Xz. For any object M in Cmin(Λ-Proj) and any arrow a with head v recall
pia,M :
⊕
c:→v cM → aM and ιa,M : aM →
⊕
c:→v cM denote the natural projections and
inclusions in the category of R-modules. Recall da,M is the map sending m ∈ evM to
ιa,M (pia,M (dM |v (m))).
(i) Since Xz is a complex of Λ-modules the equality of R-modules γX =
⊕
z γXz
is obvious. By construction, for any x =
∑
xz ∈
⊕
z evXz we have dX |evX (
∑
xz) =∑
z dX |evX (xz) and ια,Xpiα,X(dXz |evXz (xz)) = ια,Xzpiα,Xz(dXz |evXz (xz)) for each z, and
so dα,X(x) =
∑
z dα,Xz(xz).
(ii) If x ∈ l−1n rnx′ then for each z we have that xz = pz(
∑
z xz) lies in l
−1
n rn(pz(
∑
z x
′
z)) =
l−1n rnx′z by corollary 2.1.20. Conversely if xz ∈ l−1n rnx′z for each z then we have x ∈ l−1rx′
since xz = x
′
z = 0 for all but finitely many z, and since (l
−1r) defines a linear relation.
(iii) There is nothing to prove when C is trivial so we may assume otherwise. Let
C = l−11 r1 . . . l
−1
t rt. For x ∈ C(X) there are elements xz,n ∈ Xi for each z ∈ Z and each
integer n with 0 ≤ n ≤ t such that; each sum ∑z xz,n has finite support, x = ∑z xz,0,
and
∑
xz,n−1 ∈ l−1n rn
∑
xz,n when n > 1. So by (ii) xz,n−1 ∈ l−1n rnxz,n for each z when
n > 1, which shows x ∈ ⊕z C(Xz). Now suppose x′ ∈ ⊕z C(Xz). Here x′ = ∑z xz,0
with finite support where for each z we have xz,0 ∈ Cxz,t for some xz,t ∈ eh(C−1)Xz. We
can write x′ = xz(1),0 + · · · + xz(q),0 for some z(1), . . . , z(q) ∈ Z. By definition there are
elements xz(j),n ∈ Xz(j) for each j and n with 1 ≤ j ≤ q and 0 ≤ n ≤ t where xz(j),n−1 ∈
l−1n rnxz(j),n for n > 0. Again by (ii) this shows
∑q
j=1 xz(j),n−1 ∈ l−1n rn
∑q
j=1 xz(j),n and
hence x =
∑q
j=1 xz(j),0 which lies in C
∑q
j=1 xz(j),t ⊆ C(X).
(iv) Suppose C is finite homotopy word. If there is no arrow a for which Cd−1a a is a
homotopy word then C+(M) = CM and the result follows by (i). Hence we may assume
a exists. If only finitely many such γ ∈ P with l(γ) = a exist then C+(M) = Cd−1a α0
(where α is the longest of all such γ) by lemma 2.1.19 (ii), and by (i) the result holds.
Assuming infinitely many such γ exist, so C+(M) =
⋂
Cd−1a γM by lemma 2.1.19 (ii).
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Since arbitrary intersections and arbitrary direct sums commute we have⋂
γ
⊕
z Cd
−1
a γXz =
⊕
z
⋂
γ Cd
−1
a γXz, and also
⋂
γ Cd
−1
a γ
⊕
zXz =
⋂
γ
⊕
z Cd
−1
a γXz by
part (i). Altogether this shows C+(X) =
⊕
z C
+(Xz) which concludes the case where C
is finite. Now suppose C is a homotopy N-word, say C = l−11 r1 . . . l
−1
t rt . . . in which case
C+(X) =
{
x0 ∈ ev
⊕
zXz | ∃(xn | n ≥ 1) ∈
∏
evC(n)X : xn ∈ l−1n+1rn+1xn+1 ∀n ≥ 0
}
For x ∈ C+(X) there is some collection {xz,n ∈ Xz | z ∈ Z, n ∈ N} where each sum∑
z xz,n has finite support, x =
∑
xz,0, and (
∑
z xz,n−1) ∈ l−1n rn(
∑
xz,n) when n > 1. By
(ii) again we have x ∈⊕z C+(Xz).
Now suppose x′ ∈ ⊕z C(Xz), say x′ = ∑z xz,0 where for each z ∈ Z we have xz,0 ∈
C+(M) for some sequence (xz,n | n ≥ 1) ∈
∏
evC(n)Xz such that xz,n ∈ l−1n+1rn+1xz,n+1 for
all n ≥ 1. As above we can write x′ = xz(1),0 + · · ·+xz(q),0 for some z(1), . . . , z(q) ∈ Z and
defining the sequence (
∑q
j=1 xz(j),n | n ≥ 1) in
∏
evC(n)X gives x
′ ∈ C(⊕z∈Z Xz) after
applying (ii).
(v) Again start by assuming C is finite. Suppose there exists some arrow b for which
Cb−1db is a homotopy word. In this case we have C−(X) =
⋃⊕
z Cβ
−1dl(β)Xz by part
(iii), where the union is taken over all β with f(β) = b. Now for x ∈ C−(X) the above
shows that there is some α ∈ P for which Cα−1dl(α) is a word and x ∈
⊕
z Cα
−1dl(α)Xz.
Hence x is an element from
⊕
z
⋃
Cβ−1dl(β)Xz =
⊕
z C
−(Xz).
Now suppose x′ ∈ ⊕z C−(Xz), again say x′ = ∑qj=1 xz(j),0 where for each j there is
some αj ∈ P for which Cα−1j dl(αj) is a homotopy word and xz(j),0 ∈ Cα−1j dl(αj)Xz(j).
Without loss of generality we may assume αq is the longest of the paths α1, . . . , αq ∈ P.
By corollary 2.1.10 (i) this gives mz(j),0 ∈ Cα−1q dl(αq)Xz(j) for each j and so x′ ∈⊕
z Cα
−1
q dl(αq)Xz = Cα
−1
q dl(αq)X by part (iii), which gives m ∈
⋃
Cβ−1dl(β)
⊕
zXz as
required.
We may now assume there is no α ∈ P for which Cα−1dl(α) is a homotopy word. Here
by parts (i) and (ii) we have
∑
α− im(dα−,X) =
⊕
z(
∑
α− im(dα−,Xz)) and
∑
α+
α+X =⊕
z(
∑
α+
α+Xz)) and so C
−(X) =
⊕
z C(
∑
α− im(dα−,Xz) +
∑
α+
α+Xz).
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Now assume C is infinite. In this case, by part (iii) we have C≤n0X =
⋃
n≥0
⊕
z C≤n0Xz
which is contained in
⊕
z
⋃
nC≤n0Xz =
⊕
z C
−(Xz). Now suppose x ∈
⊕
z C
−(Xz) say
x =
∑q
j=1 xz(j),0 where for each j there is some nj ≥ 0 for which xz(j),0 ∈ C≤nj0Xz .
Without loss of generality we may assume nq is the largest of {n1, . . . , nq} and so xz(j),0 ∈
C≤nq0Xz for each j. Now
⊕
z C≤n0Xz = C≤n0X by part (iii), which together gives x ∈⋃
n
⊕
z C≤n0Xz = C
−(X) as required.
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2.1.2 Ordering Homotopy Words.
Fix some vertex v and some δ ∈ {±1}. We now introduce an ordering on the setWv,δ. To
do so an ordering is introduced on the set of pairs (l, r) of letters for which a homotopy
word C may be extended to a homotopy word Cl−1r.
Lemma 2.1.22. Suppose l, l′, r, and r′ are homotopy letters for which l−1r and l′−1r′
are distinct homotopy words in Wv,δ. Then there exists α, α′ ∈ P such that α 6= α′ and
one of the following hold
(i) l−1r = d−1l(α)α and l
′−1r′ = d−1l(α′)α
′ where l(α) = l(α′),
(ii) l−1r = d−1l(α)α and l
′−1r′ = α′−1dl(α′) where α′α ∈ P,
(iii) l−1r = α−1dl(α) and l′−1r′ = α′−1dl(α′) where f(α) = f(α′), or
(iv) l−1r = α−1dl(α) and l′−1r′ = d−1l(α′)α
′ where αα′ ∈ P.
Proof. If l−1r = d−1l(α)α and l
′−1r′ = d−1l(α′)α
′ for some α, α′ ∈ P then by corollary 2.1.14
(ii) we have l(α) = l(α′). Since these words are distinct we have α 6= α′. In this case we
are in situation (i). If instead l−1r = α−1dl(α) and l′−1r′ = α′−1dl(α′) for some α, α′ ∈ P
then by corollary 2.1.14 (i) we have f(α) = f(α′). In this case we are in situation (iv)
because α 6= α′ as above. If neither (i) nor (iv) hold then either (l−1r = α−1dl(α) and
l′−1r′ = d−1l(α′)α
′) or (l−1r = d−1l(α)α and l
′−1r′ = α′−1dl(α′)) for some α, α′ ∈ P. In general,
when β−1dl(β) and d−1l(β′)β
′ are words with the same head and sign (for β, β′ ∈ P some)
we have ββ′ ∈ P as h(β−1) = h(d−1l(β′)) and s(β−1) = s(d−1l(β′)) and so t(β) = h(β′) and
s(f(β)−1) = −s(l(β′)) respectively.
Definition 2.1.23. (Ordering Pairs of Homotopy Letters) If l−1r and l′−1r′ are
distinct homotopy words in Wv,δ we write (l, r) < (l′, r′) if
(I) l−1r = d−1l(γ)γ and l
′−1r′ = d−1l(γ)γν for some γ, υ ∈ P such that γυ ∈ P, or
(II) l−1r = µ−1dl(µ) and l′−1r′ = d−1l(η)η for some µ, η ∈ P such that f(µ)l(η) ∈ P, or
(III) l−1r = λ−1dl(λ) and l′−1r′ = λ−1κ−1dl(κ) for some κ, λ ∈ P such that κλ ∈ P.
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Lemma 2.1.24. For a fixed vertex v and δ ∈ {±1}, the relation < from definition 2.1.23
gives a total order on the set of pairs (l, r) for which l−1r ∈ Wv,δ.
Proof. Since (Q, ρ) satisfies gentle conditions µη ∈ P implies f(µ)l(η) ∈ P for any µ, η ∈
P. Together with lemma 2.1.22 this shows distinct pairs l−1r and l′−1r′ from Wv, δ are
comparable. It is enough to prove transitivity on non-equal pairs. We suppose (l, r) <
(l′, r′) < (l′′, r′′) and proceed to show (l, r) < (l′′, r′′) with case analysis.
Suppose l = l′ = dl(γ) and (r, r′) = (γυ, γ) for some γ, υ ∈ P such that γυ ∈ P. The
only possibility is that l′ = l′′ = dl(λ) and (r′, r′′) = (λη, λ) for some λ, η ∈ P such that
λη ∈ P and l(γ) = l(λ). So γ = λη and (r, r′′) = (ληυ, λ) which shows (l, r) < (l′′, r′′).
Suppose instead (l, l′) = (µ, dl(η)) for some µ, η ∈ P such that f(µ)l(η) ∈ P. The only
possibility is that l′ = l′′ = dl(γ) and (r′, r′′) = (γυ, γ) (for some γ, υ ∈ P such that
γυ ∈ P) we have that l(γ) = l(η) and so (l, l′′) = (µ, dl(γ)) where f(µ)l(γ) ∈ P. Hence
(l, r) < (l′′, r′′).
Finally, suppose (l, l′) = (λ, κλ) for some κ, λ ∈ P such that κλ ∈ P. There are two
cases here. Suppose (l′, l′′) = (γ, ηγ) for some η, γ ∈ P such that ηγ ∈ P. Here γ = κλ
and as ηγ ∈ P we have that ηκ ∈ P and (l, l′′) = (λ, ηκλ) which means (l, r) < (l′′, r′′).
Alternatively (l′, l′′) = (µ, dl(η)) for some µ, η ∈ P such that f(µ)l(η) ∈ P. Here µ = κλ and
so f(µ) = f(λ), and hence f(λ)l(η) ∈ P. This shows (l, r) < (l′′, r′′) since (l, l′′) = (λ, dl(η))
where f(λ)l(η) ∈ P. If (l, r) < (l, r) then l = dl(γ) and (r, r) = (γυ, γ) for some γ, υ ∈ P,
which means υ is trivial which is impossible.
Example 2.1.25. Let Λ be the complete gentle k[[t]]-algebra Λ = k[[x, y]]/(xy) from
example 1.2.30. Then there is a chain of the form
(dx, x) > (dx, x
2) > (dx, x
3) > · · · > (x3, dx) > (x2, dx) > (x, dx)
Our construction ensures we can extend this lexicographically to a total order on Wv,δ
as follows.
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Definition 2.1.26. (Ordering Homotopy Words) For distinct homotopy words C,C ′
from Wv,δ we say C < C ′ if one of the following hold:
(I) there are homotopy letters l, l′, r and r′ and homotopy words B,D,D′ for which
C = Bl−1rD, C ′ = Bl′−1r′D′ and (l, r) < (l′, r′),
(II) there is some β ∈ P for which C ′ = Cd−1l(β)βE for some homotopy word E,
(III) there is some α ∈ P for which C = C ′α−1dl(α)E′ for some homotopy word E′.
Lemma 2.1.27. The relation < from definition 2.1.26 gives a total order on the setWv,δ.
Proof. Fix distinct words C and C ′ from Wv,δ. Firstly, suppose C ′ = CC ′′ for some
homotopy word C ′′. Since C and C ′ are distinct homotopy words there is some β ∈ P
for which C ′ = Cd−1l(β)βE for some homotopy word E, or there is some α ∈ P for which
C ′ = Cα−1dl(α)E′ for some homotopy word E′. In the former, C < C ′, and in the latter,
C ′ < C. We can now assume C is not the prefix of C ′, and C ′ is not the prefix of C. So,
neither homotopy word is trivial, and we let B denote their longest common prefix. This
means there exist letters l, l′, r and r′ and words B,D,D′ for which l−1r 6= l′−1r′ and
C = Blr−1D, C ′ = Bl′−1r′D′. We must then have C < C ′ or C ′ < C by lemma 2.1.22.
By lemma 2.1.24 this shows any two distinct words are comparable. Again it is sufficient
to show transitivity. Now suppose for some words C, C ′ that C < C ′ so:
(I) there are homotopy letters l1, l
′
1, r1 and r
′
1 and homotopy words B1, D1, D
′
1 for which
C = B1l
−1
1 r1D1, C
′
1 = B1l
′−1
1 r
′
1D
′
1 and (l1, r1) < (l
′
1, r
′
1);
(II) there is some β1 ∈ P for which C ′ = Cd−1l(β1)β1E1 for some homotopy word E1; or
(III) there is some α1 ∈ P for which C = C ′α−11 dl(α1)E′1 for some homotopy word E′1.
For another homotopy word C ′′ suppose also C ′ < C ′′ so that:
(I’) there are letters l2, l
′
2, r2 and r
′
2 and words B2, D2, D
′
2 for which C
′ = B2l−12 r2D2,
C ′′ = B2l′−12 r
′
2D
′
2 and (l2, r2) < (l
′
2, r
′
2);
(II’) there is some β2 ∈ P for which C ′′ = C ′d−1l(β2)β2E2 for some homotopy word E2; or
(III’) there is some α2 ∈ P for which C ′ = C ′′α−12 dl(α2)E′2 for some homotopy word E′2.
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There are 9 possible cases, each consisting of one of I, II, or III; and one of I’, II’, III’.
We go through cases to show C < C ′′ and hence prove transitivity.
(I,I’) From these assumptions B1l
′−1
1 r
′
1D
′
1 = B2l
−1
2 r2D2. If B1 = B2, then l
′
1 = l2
and r′1 = r2 in which case we have C < C ′′ since (l1, r1) < (l′1, r′1) < (l′2, r′2) and so
(l1, r1) < (l
′
2, r
′
2) from lemma 2.1.22. Otherwise B1l
′−1
1 r
′
1 is a homotopy subword of B2, or
B2l
−1
2 r2 is a homotopy subword of B1. In the former C
′′ = B1l′−11 r
′
1E3 for some homotopy
word E3 and (l1, r1) < (l
′
1, r
′
1), so C < C
′′. In the latter C = B2l−12 r2E4 for some homotopy
word E4 and (l2, r2) < (l
′
2, r
′
2), so C < C
′′.
(I,II’) C ′′ = B1l′−11 r
′
1D
′
1d
−1
l(β2)
β2E2 and (l1, r1) < (l
′
1, r
′
1) so C < C
′′. The cases (III,I’)
and (III,II’) are similar and omitted.
(I,III’) Here C ′′α−12 dl(α2)E
′
2 = B1l
′−1
1 r
′
1D
′
1. If C
′′ = B1 then l′1 = α2 and r′1 = dl(α2) and
as (l1, r1) < (l
′
1, r
′
1) we must have l1 = λ and l
′
1 = κλ for some κ ∈ P with κλ = α2 ∈ P.
Hence r1 = dl(λ) since C is a homotopy word and so C = B1l
−1
1 r1D1 = C
′′λ−1dl(λ)D1 which
means C < C ′′. Otherwise C ′′ 6= B1 and so either C ′′α−1dl(α) is a homotopy subword of
B1 or B1l
−1
1 r1 is a homotopy subword of C
′′. In the former we have C = C ′′α−12 dl(α2)E5
for some homotopy word E5 in which case C < C
′′. Otherwise C ′′ = B1l′1−1r′1E6 for some
homotopy word E6 and so as C = B1l
−1
1 r1D1 with (l1, r1) < (l
′
1, r
′
1) we have C < C
′′.
(II,I’) Here Cd−1l(β1)β1E1 = B2l
−1
2 r2D2. If C = B2 then l2 = dl(β1) and r2 = β1 which is
a contradiction as (dl(β1), β1) < (l
′
2, r
′
2) is impossible for any homotopy letters l
′
2 and r
′
2.
If C = B2l
−1
2 r2E7 for some homotopy word E7 then as (l2, r2) < (l
′
2, r
′
2) we have C < C
′′.
Otherwise B2 = Cd
−1
l(β1)
β1E8 which means C
′′ = Cd−1l(β1)β1E8l
−1
2 r2D2 so again C < C
′′.
(II,II’) C ′′ = Cd−1l(β1)β1E1d
−1
l(β2)
β2E
′
2 and so C < C
′′. The case (III,III’) is similar.
(II,III’) C = C ′′ gives the contradiction dl(β1) = α2. If C is longer than C
′′ then
C = C ′′α−12 dl(α2)B for some word B and if C
′′ is longer than C then C ′′ = Cd−1l(β1)β1B
′
for some homotopy word B′. In either case C < C ′′. To complete the proof we need
to show C < C is impossible. Otherwise the only possibility is that there are homotopy
letters l, l′, r and r′ and words B,D,D′ for which C = Bl−1rD, and C = Bl′−1r′D′ and
(l, r) < (l′, r′). But as l = l′ and r = r′, this is impossible.
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An order on the set Wv,δ of words (with head v and sign δ) was given in definition
1.4.24. Recall that any word w ∈ Wv,δ defined subfunctors w± of the forgetful functor
R(−) : Λ-Mod → R-Mod. Furthermore, if w,w′ ∈ Wv,δ and w < w′ then w+ 6 w′ − by
lemma 1.4.27 (see [55, p.23, Lemma]). In proposition 2.1.30 we adapt lemma 1.4.27 for
homotopy words.
Lemma 2.1.28. Suppose l−1rD, l′−1r′D′ ∈ Wv,δ for homotopy words D and D′ and
homotopy letters l, l′, r and r′. If (l, r) < (l′, r′) then (l−1rD)+(M) ⊆ (l′−1r′D′)−(M).
Proof. The cases (I), (II) and (III) in what follows correspond to those in definition
2.1.23. In case (I) we have s(l(υ)) = −s(r′−1), (l−1rD)+ (M) ⊆ d−1l(γ)γl(υ)M and
d−1l(γ)γ(D
′)−(M) = (l′−1r′D′)−(M). This means υ has sign s(D′) which gives l(υ)M ⊆
(D′)−(M) by lemma 2.1.29.
In case (II), lemma 2.1.2 shows that µ−1dl(µ).M ⊆ d−1l(η)0 and so (l−1rD)+(M) =
µ−1dl(µ)D+(M) is contained in (d−1l(η)ηD
′)−(M) = (l′−1r′D′)−(M). In case (III), we
have s(D′) = s (l(κ)) which means l(κ)M ⊆ (D′)−(M) as above (by lemma 2.1.29).
Furthermore by lemma 2.1.2 we have κdl(λ)M ⊆ dl(κ)κM as κλ ∈ P and so dl(λ)M ⊆
κ−1dl(κ)κM . Since λ−1dl(λ)D+(M) is contained in (κλ)−1dl(κ)κM the result follows from
lemmas 2.1.2 and 2.1.29.
Lemma 2.1.29. (Realisation Lemma) If α ∈ P and C ∈ Wh(α),s(α) then l(α)M ⊆
C−(M•).
We will use lemma 2.1.29 to prove proposition 2.1.30. Lemma 2.1.29 is also used to
prove lemma 2.2.4. Lemma 2.2.4 will be key in proving results about the refined functors
for homotopy words (introduced and studied in section 2.2.1).
Proof of lemma 2.1.29. By definition s(C) = s(α) and h(C) = h(α). Suppose firstly that
C is trivial so that C = 1h(α),s(α). If there is some β ∈ P for which Cβ−1dl(β) is a
homotopy word then h(β−1) = h(C−1) = h(1h(α),s(α)) and so t(β) = h(α). Furthermore
s(β−1) = −s(C−1) = −s(1h(α),−s(α)) and so s(f(β)−1) = s(l(α)) which gives f(β)l(α) /∈ P.
Consequently l(α)M ⊆ β−10 which is contained in C−(M).
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Otherwise there is no β ∈ P for which Cβ−1dl(β) is a homotopy word and as s(l(α)) =
s(1h(α),s(α)) = s(C
−1) we have l(α)M ⊆ ∑γ γM where γ runs through all arrows with
head h(C−1) and sign s(C−1). By definition this means l(γ)M ⊆ C−(M•).
Now assume C is non-trivial. If C = β−1dl(β)D for some homotopy word D and some
β ∈ P then t(β) = h(C) = h(α) and s(f(β)−1) = s(α) = s(l(α)). So as before f(β)l(α) /∈
P and again l(α)M ⊆ β−10 ⊆ C−(M•). The last possibility is that C = d−1l(γ)γE for
some homotopy word E and some γ ∈ P. Here h(γ) = h(α) and s(l(α)) = s(d−1l(γ)) =
−s(l(γ)). So l(α) 6= l(γ) and so l(α)M ⊆ d−1l(γ)0 by lemma 2.1.2 (i) which means l(α)M ⊆
d−1l(γ)γE
−(M) = C−(M•) as required.
The next proposition is a key result required to use the functorial filtration method, as
we saw in lemma 1.4.27.
Proposition 2.1.30. (Homotopy Interval Avoidance) For any C,C ′ ∈ Wv,δ with
C < C ′ we have C+(M•) ⊆ C ′−(M•).
Proof. We consider the three cases (I), (II), and (III) from definition 2.1.23 in order.
Suppose firstly there are homotopy letters l, l′, r and r′ such that C = Bl−1rD and
C ′ = Bl′−1r′D′ and (l, r) < (l′, r′). Then, by lemma 2.1.28 C+(M•) = B(l−1rD)+(M•) is
contained in B(l′−1r′D′)−(M•) = (C ′)−(M•). Now suppose there is some β ∈ P for which
C ′ = Cd−1l(β)βE for a homotopy word E. If β is maximal for which Cd
−1
l(β)β is a homotopy
word then by lemma 2.1.19 C+(M•) = Cd−1l(β)0 which is contained in Cd
−1
l(β)β(E)
−(M•) .
Otherwise there is some (unique) arrow α for which βα ∈ P and so s(α) = −s(β−1) =
s(E) and h(α) = h(β−1) = h(E) as Cd−1l(β)βE is a homotopy word, which means
C+(M•) ⊆ Cd−1l(β)βrad(M) which is contained in Cd−1l(β)β(E)−(M•) by lemma 2.1.29.
Whether β is maximal or not we have C+(M•) ⊆ (Cd−1l(β)βE)−(M•) = (C ′)−(M•).
Finally suppose there is some α ∈ P for which C = C ′α−1dl(α)E′ for some word E′.
Here C ′α−1dl(α)(E′)+(M•) ⊆ C ′α−1dl(α)M and so C+(M•) ⊆ (C ′)−(M•)
Example 2.1.31. Let Λ be the complete gentle k[[t]]-algebra Λ = k[[x, y]]/(xy) from
example 2.1.25. Recall the inclusions given by corollaries 2.1.10 and 2.1.15.
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We can arrange these inclusions of sets in a similar way to the arrangement of functors
in example 1.4.23.
M d−1y yM d−1y y2M d−1y y2d−1x xM
d−1y y2M d−1y y2d−1x x2M
d−1y y3M d−1y y2d−1x x3M
...
...
(11,1)
+(M•)
⋂
n>0 d
−1
y y
nM (d−1y y2)+(M•)
⋂
n>0 d
−1
y y
2d−1x xnM
(11,1)
−(M•)
⋃
n>0 y
−ndyM (d−1y y2)−(M•)
⋃
n>0 d
−1
y y
2x−ndxM
...
...
y−2dyM d−1y y2x−1x−1dxM
y−1dyM d−1y y2x−1dxM
xM + dyM xM + dyM d
−1
y y
3M d−1y y2(yM + dxM)
This diagram depicts the construction of the interval [(d−1y y2)−, (d−1y y2)+] of subfunctors
of the forgetful functor Cmin(k[[x, y]]/(xy)-Proj)→ k[[t]]-Mod.
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2.2 Functors.
Recall the functors Sw,w′ and Fw,w′ (for words w,w
′) from definitions 1.4.28, 1.4.39, 1.4.43
and 1.4.41. In section 2.2 we introduce some analogous functors using homotopy words.
Remark 2.2.1. In section 2.1 the underlying module structure of an object M• of
Cmin(Λ-Proj) would be denoted M . For the remainder of the thesis we abuse notation by
writing M for both the complex and the module.
2.2.1 Refined Functors for Complexes.
Assumption: In section 2.2.1 M and N will be objects in Cmin(Λ-Proj).
Recall that at the end of section 2.1 we gave a way of defining R-submodules C−(M) ⊆
C+(M) of evM for any given homotopy word C with head v.
Definition 2.2.2. (notation: FB,D,n(M), F
±
B,D,n(M)) For each n ∈ Z and each pair
(B,D) of homotopy words with head v such that B−1D is a word, define R-submodules
F−B,D,n(M) ⊆ F+B,D,n(M) ⊆ evMn and G−B,D,n(M) ⊆ G+B,D,n(M) ⊆ evMn by
F+B,D,n(M) = M
n ∩ (B+(M) ∩D+(M)) ,
F−B,D,n(M) = M
n ∩ (B+(M) ∩D−(M) +B−(M) ∩D+(M)) ,
G±B,D,n(M) = M
n ∩ (B−(M) +D±(M) ∩B+(M)) .
Define the quotients FB,D,n(M) and GB,D,n(M) by
FB,D,n(M) = F
+
B,D,n(M)/F
−
B,D,n(M), GB,D,n(M) = G
+
B,D,n(M)/G
−
B,D,n(M)
In corollaries 2.2.8 and 2.2.12 we show FB,D,n and GB,D,n are naturally isomorphic.
Corollary 2.2.3. If C is a homotopy {0, . . . , t}-word for some t ≥ 0, and X = ⊕i∈ZXi
and Y =
⊕
i∈Z Y
i are R-submodules of et(C)M and eh(C)M respectively, then Y
n ∩CX =
Y n ∩ CXn+µC(t) for each n ∈ Z.
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Proof. Let Hs = H(l
−1
s rs) for each s ∈ {1, . . . , t}. If C is trivial both sets are just Y n∩Xn
and so there is nothing to prove. So we may assume t > 0 and C = l−11 r1 . . . l
−1
t rt.
If the claim holds for when t = 1 then for t > 1 we have
Y n ∩ CX = Y n ∩ l−11 r1(. . . (l−1t rtX) . . . )) = Y n ∩ l−11 r1(Mn+H1 ∩ (. . . ((l−1t rtX)) . . . ))
= Y n ∩ l−11 r1(Mn+H1 ∩ (l−12 r2(Mn+H1+H2 ∩ (. . . ((l−1t rtX)) . . . ))
= Y n ∩ l−11 r1(Mn+H1 ∩ (. . . (Mn+H1+···+Ht−1 ∩ (l−1t rtXn+H1+···+Ht)) . . . ))
= Y n ∩ l−11 r1(Mn+µC(1) ∩ (. . . (Mn+µC(t−1) ∩ (l−1t rtXn+µC(t))) . . . ))
So it suffices to prove Y n∩ l−1rX = Y n∩ l−1rXn+µC(1) where C = l−1r. Let g : U → V be
a graded R-module map of degree m ∈ Z and (g) be the linear relation {(u, g(u)) | u ∈ U}
from U to V . For all i ∈ Z we have V i∩(g)U i−m = V ∩(g)U i−m, U i−m∩(g)−1V i = U i−m∩
(g)−1V and V i ∩ (g)U i−m ⊆ V i ∩ (g)U . For v ∈ V i ∩ (g)U there is some ∑j uj ∈⊕j∈Z U j
for which
∑
j∈Z g(uj) = v.
Since g(ui) ∈ V i+m we have v = g(un−m), which shows V n ∩ (g)Un−m ⊇ V n ∩ (g)U .
Thus when C = γ−1da we have Y n ∩ γ−1(Y n ∩ daX) = Y n ∩ γ−1(Y n ∩ daXn−1) and so
Y n ∩ γ−1daX = Y n ∩ γ−1daXn−1, and when C = d−1a γ we have Y n ∩ d−1a (Y n+1 ∩ γX) =
Y n ∩ d−1a (Y n+1 ∩ γXn+1) and so Y n ∩ d−1a γX = Y n ∩ d−1a γXn+1.
Lemma 2.2.4. Let B and D be homotopy words with head v such that B−1D is a
homotopy word.
(i) B+(M) ∩D+(M) ∩ evrad(M) ⊆ (B+(M) ∩D−(M)) + (B−(M) ∩D+(M)),
(ii) (B−(M) +D+(M) ∩B+(M)) ∩ evrad(M) ⊆ (B−(M) +D−(M) ∩B+(M)), and
(iii) B+(M) ∩D±(M) + evrad(M) = (B+(M) + evrad(M)) ∩ (D±(M) + evrad(M)).
Proof. For each δ ∈ {±1}, if it exists let xδ denote the arrow with head v and sign δ. If
such an arrow doesn’t exist let xδ = 0.
(i) Since Λ is semilocal we have rad(M) = rad(Λ)M . So for any m ∈ evrad(M) there
are some m1,m−1 ∈ M for which m = x−1m−1 + x1m1. By lemma 2.1.29 we have that
x1m1 ∈ B−(M) and x−1m−1 ∈ D−(M).
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So, if additionally m ∈ B+(M)∩D+(M) we have x1m1 ∈ D+(M)∩B−(M) as x1m1 =
m−x−1m−1 and D−(M) ⊆ D+(M). By symmetry we have x−1m−1 ∈ B+(M)∩D−(M).
(ii) If m ∈ (B−(M) +D+(M)∩B+(M))∩ evrad(M) we can write m = x1m1 +x−1m−1
for some m1,m−1 ∈ M as above. By definition we also have m = m′ + m′′ where m′ ∈
B−(M) and m′′ ∈ D+(M) ∩ B+(M). Again x1m1 ∈ B−(M), x−1m−1 ∈ D−(M) and
x−1m−1 = m′ +m′′ − x1m1 which lies in B+(M).
(iii) Clearly B+(M)∩D±(M) + evrad(M) is contained in the intersection of B+(M) +
evrad(M) and D
±(M) + evrad(M). As above, we can write any element m from this
intersection as; mB + x−1m−1 + x1m1 for mB ∈ B+(M) and m±1 ∈ M , and as mD +
x−1m′−1+x1m′1 for mD ∈ D±(M) and m′±1 ∈M . As above we have x1m1, x1m′1 ∈ B−(M)
and x−1m−1, x−1m′−1 ∈ D−(M) ⊆ D±(M). Writing mB + x1m1 − x1m′1 as the sum of
x−1m′−1 − x−1m−1 and mD shows m = (mB + x1m1 − x1m′1) + (x1m′1 + x−1m−1) is an
element of B+(M) ∩D±(M) + evrad(M).
Definition 2.2.5. (notation: C¯±) Let C¯±(M) = C±(M)+evrad(M) for any homotopy
I-word C where I ⊆ N.
Corollary 2.2.6. Let B and D be homotopy words with head v such that B−1D is a
homotopy word. Then
F+B,D,n(M) + evrad(M
n) = evM
n ∩ B¯+(M) ∩ D¯+(M),
F−B,D,n(M) + evrad(M
n) = evM
n ∩ ((B¯+(M) ∩ D¯−(M)) + (B¯−(M) ∩ D¯+(M))),
and G±B,D,n(M) + evrad(M
n) = evM
n ∩ (B¯−(M) + D¯±(M) ∩ B¯+(M)).
Proof. By lemma 2.2.4 (iii) we have
B+(M)∩D±(M) + evrad(M) = (B+(M) + evrad(M))∩ (D±(M) + evrad(M)) (?B,D,±)
Considering the inherited grading on the R-submodules C¯±(M), C±(M), and evrad(M)
of M =
⊕
i∈ZM
i we have evM
n ∩ C¯±(M) = evMn ∩C±(M) + evrad(Mn). This together
with (?B,D,+), (?B,D,−) and (?D,B,−) yields the first two equalities.
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Similarly we have
G±B,D,n(M) + evrad(M
n) = evM
n ∩ (B−(M) +D±(M) ∩B+(M)) + evrad(Mn)
= evM
n ∩ (B−(M) +D±(M) ∩B+(M) + evrad(M))
= evM
n ∩ (B−(M) + evrad(M) +D±(M) ∩B+(M) + evrad(M))
= evM
n ∩ (B−(M) + evrad(M)) + evMn ∩ (D±(M) ∩B+(M) + evrad(M)),
as required.
Recall k is the residue field R/m.
Lemma 2.2.7. Let n ∈ Z and v be a vertex. For each object M of Cmin(Λ-Proj) let
F−(M) ⊆ F+(M) be R-submodules of evM such that F+(M) ∩ evrad(M) ⊆ F−(M) and
im(f |F±(M)) ⊆ F±(N) for any morphism f : M → N in Cmin(Λ-Proj). For M and f as
above and each m ∈ evMn ∩ F+(M) let
Fn(M) = evMn ∩ F+(M)/evMn ∩ F−(M),
F¯±(M) = F±(M) + evrad(M),
F¯n(M) = evMn ∩ F¯+(M)/evMn ∩ F¯−(M),
Fn([f ])(m+ evMn ∩ F−(M)) = fn(m) + evNn ∩ F−(N)
F¯n([f ])(m+ evMn ∩ F¯−(M)) = fn(m) + evNn ∩ F¯−(N)
Then Fn, F¯n : Kmin(Λ-Proj)→ k-Mod are additive functors such that Fn ' F¯n.
Proof. Since evmM ⊆ evrad(Λ)M = evrad(M) by corollary 1.1.25 (ii), we have that
mMn ∩ F+(M) ⊆ F−(M) and so Fn(M) is a k-vector space. If f is null-homotopic
then fn = dn−1N s
n + sn+1dnM for some graded Λ module homomorphism s : M → N of
degree 1, and hence im(fn) ⊆ im(dn−1N sn) + im(sn+1dnM ) ⊆ rad(Nn) since M and N are
homotopically minimal complexes of projectives. This gives
fn(m) ∈ im(fn|F+(M)) ∩ evrad(Nn) ⊆ evNn ∩ F+(N) ∩ evrad(N) ⊆ evNn ∩ F−(N)
This shows Fn is a functor Kmin(Λ-Proj)→ k-Mod.
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Similarly F¯n is also an additive functor Kmin(Λ-Proj)→ k-Mod so it suffices to define
a natural isomorphism Fn → F¯n. For each complex M with radical images define the
linear map
αM : evM
n ∩ F+(M)/evMn ∩ F−(M)→ evMn ∩ F¯+(M)/evMn ∩ F¯−(M)
by sending m + evM
n ∩ F−(M) to m + evMn ∩ F¯−(M). As F−(M) ⊆ F¯−(M) we have
that αM is well defined. Since F¯+(M) = F+(M) + evrad(M) and evrad(M) ⊆ F¯−(M)
by definition, αM is surjective. If αM (m+ F−(M)) = 0 then m lies in the intersection of
F−(M) + evrad(M) and F+(M). By Dedekind’s modular law this means m ∈ F−(M) as
evrad(M)∩F+(M) ⊆ F−(M) which proves αM is one-to-one and hence an isomorphism.
For any morphism f : M → N of complexes the image of m + evMn ∩ F−(M) under
αNFn(f) is αN (fn(m)+F−(N)) = F¯n(f)(m+ F¯−(M)) which is the image of m+evMn∩
F−(M) under F¯n(f) ◦αM . Hence the collection αM defines a natural isomorphism α.
We now use lemma 2.2.4 to apply lemma 2.2.7 in case F = FB,D,n.
Corollary 2.2.8. FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define naturally isomorphic
additive functors Kmin(Λ-Proj)→ k-Mod.
Proof. Fix an arbitrary complex M in Cmin(Λ-Proj). The inclusion evrad(M) ∩
F+B,D(M) ⊆ F−B,D(M) holds by lemma 2.2.4 (i) and the inclusion evrad(M)∩G+B,D(M) ⊆
G−B,D(M) holds by lemma 2.2.4 (ii).
Clearly evrad(M) ∩ F¯+B,D(M) = evrad(M), evrad(M) ∩ G¯+B,D(M) = evrad(M), and
F¯−B,D(M) ⊇ evrad(M) ⊆ G¯−B,D(M). These inclusions, together with lemma 2.2.7 and
corollary 2.1.20, show that FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define additive functors
Kmin(Λ-Proj) → k-Mod, and that there exist natural isomorphisms FB,D,n → F¯B,D,n
and GB,D,n → G¯B,D,n.
The linear map βM : F
+
B,D,n(M)/F
−
B,D,n(M) → G+B,D,n(M)/G−B,D,n(M) sending m +
F−B,D,n(M) to m + G
−
B,D,n(M) is well defined since F
±
B,D(M) ⊆ G±B,D(M). Furthermore
G+B,D(M) = F
+
B,D(M) +B
−(M) and B−(M) ⊆ G−B,D(M) so βM is onto.
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Since G−B,D(M) = F
−
B,D(M) +B
−(M), βM (m+ F−B,D(M)) = 0 gives
m ∈ (F−B,D,n(M)+evMn∩B−(M))∩F+B,D,n(M) = F−B,D,n(M)+evMn∩B−(M)∩F+B,D,n(M)
so m ∈ F−B,D,n(M) as B−(M)∩F+B,D(M) ⊆ F−B,D(M) which proves βM is an isomorphism.
Finally for any morphism f : M → N of complexes βN sends the coset fn(m)+F−B,D,n(N)
to fn(m) + G−B,D,n(N) which is the image of m + G
−
B,D,n(M) under the map GB,D,n(f).
This shows βNFB,D,n(f) = GB,D,n(f)βM which means β defines a natural isomorphism
FB,D,n → GB,D,n as required.
Corollary 2.2.9. If M is a complex of finitely generated projectives then FB,D,n(M) and
GB,D,n(M) are finite-dimensional vector spaces over k = R/m.
Proof. Since evmM ⊆ evrad(Λ)M = evrad(M) by corollary 1.1.25 (ii),
F+B,D,n(M)/evrad(M
n) ∩ F+B,D,n(M) and evMn/evrad(Mn) are k-vector spaces and there
is a surjective k-linear map F+B,D,n(M)/evrad(M
n) ∩ F+B,D,n(M)→ FB,D,n(M).
As F+B,D,n(M) ⊆ evMn and evrad(Mn) ∩ F+B,D,n(M) ⊆ evrad(Mn) there is a vector
space embedding of F+B,D,n(M)/evrad(M
n) ∩ F+B,D,n(M) into evMn/evrad(Mn).
By assumption there is a surjective Λ-module homomorphism θ : F → Mn where
F =
⊕t
i=1 Λ for some t > 0. Let ϕ and ψ be the R-module maps defined by the restrictions
of θ to the domains evF and evrad(F ) respectively. Then im(ϕ) = evM
n and im(ψ) =
evrad(Λ)M
n as θ is surjective.
This shows that there is a surjective k-linear map evF/evrad(F ) → evMn/evrad(Mn).
By corollary 1.1.25 (i) evF/evrad(F ) '
⊕t
i=1 evΛ/evrad(Λ) ' kt in k-mod.
Altogether we have
dimk(evM
n/evrad(M
n)) ≥ dimk(F+B,D,n(M)/evrad(Mn) ∩ F+B,D,n(M))
and so t ≥ dimk(FB,D,n(M)) as required.
The next definition (2.2.10) and lemma (2.2.11) were motivated by remark 1.4.40.
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Definition 2.2.10. (Notation: ∞E∞) Let C = B−1D be a periodic Z-word of period
p, say D = E∞ and B = (E−1)∞ for some {0, . . . , p}-word E. In this case we shall write
C = ∞E∞.
(Notation: E(n)) Recall definition 1.4.29. If E is a homotopy {0, . . . , p}-word with
µE(p) = 0 we can consider the linear relation E(n) = {(m,m′) ∈ evMn⊕evMn | m ∈ Em′}
on evM
n.
Lemma 2.2.11. Let n ∈ Z and B−1D be a periodic homotopy Z-word. Then E(n)] =
F+B,D,n(M) and E(n)
[ = F−B,D,n(M) where D = E
∞ and B = (E−1)∞. Furthermore,
there is a k-vector space automorphism θE(n) of E(n)]/E(n)[ defined by setting θE(n)(m+
E(n)[) = m′ + E(n)[ iff m′ ∈ E(n)] ∩ (E(n)[ + E(n)m).
Proof. Assuming C = B−1D has period p, E must be a homotopy {0, . . . , p}-word E. Let
v = h(E). Clearly
⋃
evM
n ∩El0 ⊆ evMn ∩
⋃
D≤pl0 where the unions run over all l ∈ N,
and so E(n)′ ⊆ evMn ∩ D−(M). For m ∈ evMn ∩ D−(M) we have that m ∈ D≤r0 for
some r ∈ N. Choosing a multiple sp > r gives evMn ∩ D≤sp0 = evMn ∩ Es0 and so by
corollary 2.2.3 m ∈ ⋃l∈N evMn ∩El0Mn = E(n)′. Hence E(n)′ = evMn ∩D−(M) and we
have (E−1)(n)′ = evMn ∩B−(M) by symmetry.
If m ∈ evMn∩D+(M) then by definition there is a sequence (mi) where m0 = m ∈Mn
and mt ∈ l−1t+1rtmt+1 ∩ evD(t)M for each t ≥ 0. By 2.2.3 we can assume mt ∈Mn+µD(t) for
each t ∈ N. As µD(sp) = 0 for each integer s, we have a sequence m0,mp,m2p, · · · ∈ evMn
satisfying mip ∈ Em(i+1)p for each i ∈ N and hence m ∈ E(n)′′ by definition.
Conversely if m′ ∈ E(n)′′ then there is a sequence (m′i) where m′0 = m′ and m′t ∈ Em′t+1
for each t ≥ 0. Hence if E = l−1‘1 r1 . . . l−1p rp then for each t ∈ N there are elements mpt+j ∈
evD(j)M for each j ∈ {0, . . . , p − 1} satisfying m0 = m′0, mpt = m′t and mpt+j−1 ∈ l−1j rj
whenever j > 0. By corollary 2.2.3 we can assume mpt+j ∈ evD(j)Mn+µD(j) and so
m′ = m′0 = m0 ∈ E(n)′ since µD(j) = µD(pt + j) for each j ∈ {0, . . . , p − 1} and each
t ∈ N. This shows E(n)′′ = evMn ∩D+(M) and we have (E−1)(n)′′ = evMn ∩B+(M) by
symmetry. Together we have E(n)] = F+B,D,n(M) and E(n)
[ = F−B,D,n(M).
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By applying lemma 1.4.31 to the relation V = E(n) on evM
n this definition of θE(n)
gives an R-module automorphism of E(n)]/E(n)[. Since E(n)]/E(n)[ = FB,D(M) is a
vector space by corollary 2.2.26 this means θE(n) is a k-vector space automorphism.
Recall k[T, T−1]-Modk-mod is the full subcategory of k[T, T−1]-Mod consisting of finite-
dimensional modules.
Corollary 2.2.12. Let C = B−1D be a periodic homotopy Z-word. Then FB,D,n(M) is a
k[T, T−1]-module. Consequently FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define naturally
isomorphic (additive) functors Kmin(Λ-Proj) → k[T, T−1]-Mod. Furthermore these
functors take objects in Kmin(Λ-proj) to objects in k[T, T−1]-Modk-mod.
Proof. Recalling the proof of lemma 2.2.11, for each complex M let EM denote the linear
relation E(n) on evM
n and let θEM be the automorphism θ
E(n) of E]M/E
[
M . Lemma 2.2.11
gives an action of T on FB,D,n(M) by T (m+ F
−
B,D,n(M)) = θ
E
M (m+ F
−
B,D,n(M)) making
FB,D,n(M) into a k[T, T
−1]-module.
For an arbitrary map g : M → N of complexes, m ∈ E]M and m′ ∈ E]M ∩ (E[M +EMm)
we have g(m) ∈ E]N and g(m′) ∈ E]N ∩ (E[N + ENg(m)) by corollary corollary.3.4. This
shows
θEN (FB,D,n(g)(m+ E
[
M )) = θ
E
N (g(m) + E
[
N ))
= g(m′) + E[N = FB,D,n(g)(m
′ + E[M ) = (FB,D,n(g)(θ
E
M (m+ E
[
M ))
and therefore the action of T commutes with FB,D,n(g) which shows FB,D,n defines an
additive functor Kmin(Λ-Proj)→ k[T, T−1]-Mod.
Let (−) be the forgetful functor k[T, T−1]-Mod → k-Mod. In what follows we show
that if F : Kmin(Λ-Proj) → k-Mod is an additive functor and there is a natural
isomorphism ω : (−)FB,D,n → F then there is an action of T giving F(M) the structure
of a k[T, T−1]-module and making ωM linear over k[T, T−1]. By corollary 2.2.8 this will
show FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all define naturally isomorphic additive functors
Kmin(Λ-Proj)→ k[T, T−1]-Mod.
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Define the action of T on F(M) by extending the assignment T l(m¯) = ωM (T l(ω−1M (m¯))
k-linearly for each l ∈ Z and m¯ ∈ F (M). By construction this action gives F(M) the
structure of a k[T, T−1]-module and ωM is k[T, T−1]-linear.
Hence ω defines a natural isomorphism of functors Kmin(Λ-Proj) → k[T, T−1]-Mod.
By corollary 2.2.9 FB,D,n sends complexes M of finitely generated projectives (with
radical images) to finite dimensional k-vector spaces FB,D,n(M). Thus the functors
FB,D,n, F¯B,D,n, GB,D,n, and G¯B,D,n all take objects in Kmin(Λ-proj) to objects in
k[T, T−1]-Modk-mod.
Definition 2.2.13. (Refined Functors for Complexes) By a refined functor we will
mean FB,D,n or GB,D,n for some n, B and D as above. As we saw in definitions 1.4.39
and 1.4.41, the codomain category of a refined functor is k[T, T−1]-Modk-Mod or k-Mod
depending on whether or not B−1D is periodic.
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2.2.2 Natural Isomorphisms.
We now book-keep to give an equivalence relation on a set of triples (B,D, n) so that
the refined functors FB,D,n and FB′,D′,n′ are naturally isomorphic whenever (B,D, n) and
(B′, D′, n′) are equivalent. Later (lemmas 2.3.20 and 2.3.21) we shall see the converse.
Definition 2.2.14. (Axis, notation: aB,D) If C = B
−1D is a homotopy word we define
the axis aB,D of (B,D) as the unique integer satisfying C≤aB,D = B
−1 and C>aB,D = D.
Lemma 2.2.15. Suppose B and D are words such that C = B−1D is a word. Then,
(i) if C is a Z-word then aB,D = 0,
(ii) if C is a N-word or a −N-word then aD,B = −aB,D, and
(iii) if C is a {0, . . . , t}-word for t ∈ N then aD,B = t− aB,D.
Proof. (i) Here B−1 must be a homotopy −N-word and D must be a homotopy N-word.
Writing B−1 = . . . l−10 r0 and D = l
−1
1 r1 . . . gives C = . . . l
−1
0 r0 | l−11 r1 . . . by definition.
(ii) If C is a N-word then B is finite. We can assume aB,D 6= 0 as otherwise B must
be trivial in which case D−1 = C−1 = (C−1)≤0 and so aD,B = 0. Let a = aB,D. So
B = l−11 r1 . . . l
−1
a ra and so C
−1 = D−1r−1a la . . . r
−1
1 l1 which shows aD,B = −a as C is a
−N-word. If C is a −N-word then C−1 is an N-word and aB,D = −(−aB,D) = −aD,B by
the above case.
(iii) We can assume aB,D 6= 0 as otherwise B must be trivial in which case D−1 =
C−1 = (C−1)≤t and so aD,B = t. Let a = aB,D. So B = l−11 r1 . . . l
−1
a ra and so C
−1 =
D−1r−1a la . . . r
−1
1 l1 which shows aD,B = t− a as required.
Definition 2.2.16. (Equivalent Homotopy Words, notation: Σ) Consider the set
Σ consisting of all triples (B,D, n) where B−1D is a homotopy word (equivalently (B,D) ∈
Wv,δ × Wv,−δ by proposition 2.1.13) and n is an integer. Fix (B,D, n) and (B′, D′, n′)
from Σ and let C = B−1D and C ′ = B′−1D′. Recall that if C is not a homotopy Z-word
any shift of C is C. We say the homotopy words C and C ′ are equivalent when C ′ is either
a shift C[m] of C or C ′ is a shift C−1[m] of C−1 for some m ∈ Z.
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The following result is an analogue of [21, Lemma 2.1].
Lemma 2.2.17. Fix (B,D, n) and (B′, D′, n′) from Σ such that C = B−1D and C ′ =
B′−1D′ are equivalent. Then exactly one of the following statements hold
(i) C ′ = C which is not a homotopy Z-word,
(ii) C ′ = C−1 which is not a homotopy Z-word, or
(iii) C ′ = C±1[m] which is a homotopy Z-word.
Proof. Since C and C ′ are equivalent we have C ′ = C[m] or C ′ = C−1[m] for some m ∈ Z.
If C ′ is not a homotopy Z-word then we are in case (i) or (ii), and if it is we are in case
(iii). So it suffices to prove that (i), (ii) and (iii) are all mutually exclusive.
Since γ 6= dl(γ) and γ−1dl(γ)d−1l(γ)γ is not a homotopy word for any γ ∈ P we have
Ci 6= C−1i and C−1i 6= Ci+1 for all i. The lemma now follows observing that homotopy N-
words and homotopy −N-words cannot coincide, and by following the proof of [21, Lemma
2.1], word-for-word.
The equivalence relation ∼ on triples (B,D, n) ∈ Σ is given in definition 2.2.18. In
corollaries 2.2.24 and 2.2.26 we adapt lemmas 1.4.44 and 1.4.45 from the setting of words
to the setting of homotopy words. For arbitrary (B,D, n), (B′, D′, n′) ∈ Σ with (B,D, n) ∼
(B′, D′, n′) the value of n′− n should be controlled. To see this consider the case B = B′,
D = D′ and C = B−1D is a homotopy {0, . . . , t}-word. Since (B,D, n) ∼ (B′, D′, n′) we
should have P (C)[n] ' P (C)[−n′], which is impossible if n− n′ > t. To control n′ − n in
this scenario we introduce some more notation.
Definition 2.2.18. (notation: r(B,D;B′, D′)) For (B,D, n), (B′, D′, n′) ∈ Σ we define
an integer r(B,D;B′, D′) by
r(B,D;B′, D′) =

µC(aB′,D′)− µC(aB,D) (if C ′ = C is not a homotopy Z-word)
µC(aD′,B′)− µC(aB,D) (if C ′ = C−1 is not a homotopy Z-word)
µC(±m) (if C ′ = C±1[m] is a homotopy Z-word)
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Note that this integer is well defined using lemma 2.2.17.
(Equivalence Relation ∼ on Σ) We introduce a relation ∼ on Σ by setting
(B,D, n) ∼ (B′, D′, n′) when B−1D and B′−1D′ are equivalent and n′ − n =
r(B,D;B′, D′).
Lemma 2.2.19. Let (B,D, n), (B′, D′, n′), (B′′, D′′, n′′) ∈ Σ and C = B−1D, C ′ =
B′−1D′ and C ′′ = B′′−1D′′. Then
(i) if C and C ′ are equivalent then r(B,D;B′, D′) = −r(B′, D′;B,D), and
(ii) if C, C ′, and C ′′ are all equivalent then
r(B,D;B′′, D′′) = r(B,D;B′, D′) + r(B′, D′;B′′, D′′)
Consequently the above relation ∼ on Σ defines an equivalence relation.
Proof. In what follows we make use of lemmas 1.3.33 and 2.2.15 without reference.
(i) If C ′ = C is not a homotopy Z-word then µC(aB′,D′)− µC(aB,D) = −(µC′(aB,D)−
µC′(aB′,D′)). If C
′ = C−1 is a homotopy {0, . . . , t}-word then aD′,B′ = t − aB′,D′
and aB,D = t − aD,B and therefore µC(aB,D) = µC′(aD,B) − µC′(t) and µC(aD′,B′) =
µC′(aB′,D′)− µC(t).
This shows µC(aB,D) − µC(aD′,B′) = µC′(aD,B) − µC′(aB′,D′) and so as C = C ′−1
we have r(B,D;B′, D′) = −r(B′, D′;B,D). If C ′ = C−1 is a homotopy ±N-word
then aD′,B′ = −aB′,D′ and aB,D = −aD,B and therefore µC(aB,D) = µC′(aD,B) and
µC(aD′,B′) = µC′(aB′,D′) which as above is sufficient.
If C ′ = C±1[m] is a homotopy Z-word for some m ∈ Z then C = (C ′[−m])±1 =
C ′±1[∓m] and we have µC′±1[∓m](±m) = −µC′(±m) by writing both sides as µC′±1(±m+
∓m)− µC′±1(∓m), as required.
(ii) We consider different cases for r(B,D;B′, D′), and in each case consider different
cases for r(B′, D′;B′′, D′′). Note that one of C, C ′, or C ′′ is a homotopy Z-word iff they
all are. Suppose C ′ = C is not a homotopy Z-word.
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If C ′′ = C ′ (resp. C ′′ = C ′−1) then the result is clear after writing µC′(aB′′,D′′) −
µC(aB,D) (resp. µC′(aD′′,B′′) − µC(aB,D)) as the sum of µC′(aB′′,D′′) − µC(aB′,D′) (resp.
µC′(aD′′,B′′) − µC(aB′,D′)) and µC′(aB′,D′) − µC(aB,D). Suppose instead C ′ = C±1[m] is
a homotopy Z-word so that r(B,D;B′, D′) = µC(±m).
If C ′′ = C ′±1[m′] then C ′′ = C[m′±m] and as µC±1[m](±m′) = µC(m′±m)−µC(±m) the
result follows. Otherwise C ′′ = C ′∓1[m′] and so C ′′ = C−1[m′∓m] and as µC±1[m](∓m′) =
µC(−(m′ ∓m))− µC(±m) again the result follows.
For reflexivity, C is equivalent to itself and n − n = 0 = r(B,D;B,D) since µC(0) =
0 by definition. For symmetry suppose C and C ′ are equivalent homotopy words and
r(B,D;B′, D′) = n′ − n.
Then C ′ and C are equivalent homotopy words and r(B′, D′;B,D) = n−n′ by (i). For
transitivity suppose C and C ′ are equivalent homotopy words and r(B,D;B′, D′) = n′−n;
and suppose also C ′ and C ′′ are equivalent homotopy words and r(B′, D′;B′′, D′′) = n′′−n′.
Then by (ii) r(B,D;B′′, D′′) = n′ − n+ n′′ − n′ = n′′ − n as required.
Definition 2.2.20. (Equivalence Classes) Recall that Σ =Wv,1×Wv,−1×Z. We let
Σ(s) be the set of all (B,D, n) ∈ Σ where B−1D is not a periodic homotopy Z-word, and
Σ(b) the set of (B,D, n) ∈ Σ where B−1D is a periodic homotopy Z-word.
(Notation: Σ, Σ(s), Σ(b)) Note that for (B,D, n) ∼ (B′, D′, n′), (B,D, n) lies in Σ(s)
(resp. Σ(b)) iff (B′, D′, n′) does too. So ∼ restricts to an equivalence relation ∼s (resp.
∼b on Σ(s) (resp. Σ(b)). Let Σ = Σ/ ∼, Σ(s) = Σ(s)/ ∼s and Σ(b) = Σ(b)/ ∼b.
(Chosen Representatives) Let I(s) denote a chosen collection of representatives
(B,D, n) ∈ Σ(s), one for each class (B,D, n) ∈ Σ(s). Similarly define the subset I(b) ⊆
Σ(b) by choosing one representative (B,D, n) ∈ Σ(b) for each class (B,D, n) ∈ Σ(b). Let
I = I(s) unionsq I(b).
We now look at the symmetry in the definition of FB,D,n. The statement and the proof
of the following lemma were both found by adaptating [21, Lemma 7.1] from the setting
of words to the setting of homotopy words.
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Lemma 2.2.21. Let B and D be homotopy words such that C = B−1D is a homotopy
word. Then for any n ∈ Z
(i) if C is a non-periodic Z-word then FB,D,n ' FD,B,n and
(ii) if C is a periodic Z-word then FB,D,n ' resιFD,B,n.
Proof. (i) Here FB,D,n = FD,B,n as F
+
B,D,n(M) = F
+
D,B,n(M) and F
−
B,D,n(M) =
F−D,B,n(M).
(ii) Suppose C = ∞E∞ for some word E = l−11 r1 . . . l
−1
p rp. Then D
−1B = C−1 is
∞(E−1)∞. For each complex M of projectives with radical images we define a map τM :
FB,D,n(M)→ resιFD,B,n(M) by sending m+ E(n)[ to m+ (E−1)(n)[.
Since E(n)[ = (E−1)(n)[ and E(n)] = (E−1)(n)] as sets this is a well defined vector
space isomorphism. By lemma 2.2.11 the action of T on FB,D,n(M) is the automorphism
θ
E(n)
M , and the action of T on evM
n∩(E−1)]/evMn∩(E−1)[ is the automorphism θ(E
−1)(n)
M .
Hence the action of T on resιFD,B,n(M) is (θ
(E−1)(n)
M )
−1.
For any m+E(n)[ we have θEn (m+E(n)
[) = m′+E(n)[ iff m′ ∈ E(n)] ∩ (E(n)[ +Em)
which holds iff m ∈ (E−1)(n)] ∩ ((E−1)(n)[ + E−1m′). This shows θ(E−1)(n)M = (θE(n)M )−1
and hence (θ
(E−1)(n)
M )
−1(m + (E−1)(n)[) = θE(n)M (m + (E)(n)
[) which proves τM (T (m +
E(n)[)) = T (τM (m + (E
−1)(n)[)) and therefore τM is an isomorphism of k[T, T−1]-
modules.
Furthermore if f : M → N is some map of complexes then for each m +
E(n)[ ∈ FB,D,n(M) we have resι(FD,B,n(f))(m + E(n)[) = fn(m) + E(n)[ and so
resι(FD,B,n(f))(τM (m + E(n)
[)) = τM (FB,D,n(f)(m + E(n)
[)) which shows τ defines the
appropriate natural isomorphism.
The next lemma is essentially [55, p.25, Lemma] with minor adjustments.
Lemma 2.2.22. Let C and E be homotopy words such that (d−1l(γ)γC)
−1E is a homotopy
word for some γ ∈ P. Then for any n ∈ Z the functors GC,γ−1dl(γ)E,n and Gd−1l(γ)γC,E,n−1
are naturally isomorphic.
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Proof. Let u = t(γ), v = h(γ), B = d−1l(γ)γC and D = γ
−1dl(γ)E. We start by defining some
isomorphisms between the vector spaces GB,E,n−1(M) and GC,D,n(M). In case B−1E is
a periodic Z-word we will show these isomorphisms are k[T, T−1]-linear. In both cases
we show they define a natural isomorphism between GC,γ−1dl(γ)E,n and Gd−1l(γ)γC,E,n−1. For
each complex M of projectives with radical images define the vector spaces L−(M) ⊆
L+(M) ⊆ evMn by
L±(M) = evMn ∩ (γC−(M) + dl(γ)E±(M) ∩ γC+(M)).
For L(M) = L+(M)/L−(M) consider the R-linear maps νM : GC,D,n(M)→ L(M) sending
m+G−C,D,n(M) to γm+L
−(M) and ηM : GB,E,n−1(M)→ L(M) sending m+G−B,E,n−1(M)
to dn−1l(γ),M (m) + L
−(M). It is straightforward to show they are well-defined. We now
show these maps are isomorphisms of R-modules. In doing so we will show mL+(M) ⊆
ker(η−1M ) = 0 and hence that L(M) is a vector space over k = R/m. For any m+L
−(M) ∈
L(M) we have m = γm′ + dn−1l(γ),M (m
′′) where dn−1l(γ),M (m
′′) = γm′′′ for m′ ∈ C−(M),
m′′ ∈ E+(M) and m′′′ ∈ C+(M). This shows
γm′ + γm′′′ + L−(M) = m+ L−(M) = m− γm′ + L−(M) = dn−1l(γ),M (m′′) + L−(M)
and so m+L−(M) may be written as νM (m′+m′′′+G−C,D,n(M)) or ηM (m
′′+G−B,E,n+1(M)),
so ηM and νM are both surjective. If γq ∈ L−(M) for some q ∈ G+C,D,n(M) then γ(q −
q′) ∈ dl(γ)E−(M) ∩ C+(M) for some q′ ∈ C−(M) and so writing q as the sum of q′ and
q − q′ ∈ D−(M) ∩ C+(M) shows q ∈ G−C,D,n(M) and so νM is injective.
Similarly if dnl(γ),M (r) ∈ L−(M) for some r ∈ G+B,E,n−1(M)) then dnl(γ),M (r − r′′) ∈
γC−(M) for some r′′ ∈ E−(M) ∩B+(M).
So, writing r as the sum of r′′ and r − r′′ ∈ D−(M) ∩ C+(M) shows r ∈ G−C,D,n(M)
which proves ηM is injective. Suppose f : M → N is an arbitrary morphism of complexes.
Fix an element x+G−C,D,n(M) from GC,D,n(M) and suppose η
−1
M νM sends x+G
−
C,DE,n(M)
to x′ +G−B,E,n−1(M).
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This means γx− dn−1l(γ),M (x′) ∈ L−(M) and so by corollary 2.1.20 we have
γfn(x)− dn−1l(γ),N (fn−1(x′)) = fn(γx)− fn(dn−1l(γ),M (x′)) = fn(γx− dn−1l(γ),M (x′)) ∈ L−(N)
This means GB,E,n−1(f)η−1M νM and η
−1
N νNGC,D,n(f) both send x + G
−
C,DE,n(M) to
fn−1(x′)+G−B,E,n−1(N) and so the collection η
−1
M νM : GC,D,n(M)→ GB,E,n−1(M) defines
a natural isomorphism GC,D,n → GB,E,n−1 assuming B−1E is a not a periodic Z-word (as
in this case the co-domain of GC,D,n and GB,E,n−1 is a full subcategory of k-Mod).
So we assume B−1E is a periodic Z-word of period p. Writing B−1E = ∞P∞ where P =
l−11 r1 . . . l
−1
p rp gives lp = γ, rp = dl(γ), and C
−1D = A∞ where A = l−1p rpl
−1
1 r1 . . . l
−1
p−1rp−1
if p > 1 and A = P if p = 1. Hence P = P<pγ
−1dl(γ) and A = γ−1dl(γ)P<p. In corollary
2.2.12 we defined automorphisms θ
P (n−1)
M of FB,E,n−1(M) = P
]
n−1/P
[
n−1 and θ
A(n)
M of
FC,D,n(M) = A
]
n/A[n giving P
]
n−1/P
[
n−1 and A
]
n/A[n the structure of k[T, T
−1]-modules.
By the proofs of corollaries 2.2.8 and 2.2.12, there is an action of T on (GB,E,n−1(M)
given by βn−1Tβ−1n−1) and on (GC,γ−1dl(γ)E,n(M) given by βnTβ
−1
n ) for natural
isomorphisms βn−1 : FB,E,n−1(M) → GB,E,n−1(M) and βn : FC,D,n(M) → GC,D,n(M).
We now show η−1M νM is k[T, T
−1]-linear.
Fix an element m0 + F
−
C,D,n(M) of A
]
n/A[n for some m0 ∈ A]n. This means there is
some r0 ∈ P ]n−1 for which m0 ∈ γ−1dl(γ)r0. Recall θA(n)M (m0 + A[n) = m′ + A[n for some
m′ ∈ A]n ∩ (A[n + Anm0). So there is some m′′ ∈ A[n for which m′ − m′′ ∈ Anm. Let
m−1 = m′ −m′′. Since m−1 ∈ A]n there is some r−1 ∈ P ]n−1 with r−1 ∈ P<pm0 and where
dn−1l(γ),M (r−1) = γm−1. As m
′′ lies in F−C,D,n(M) ⊆ G−C,D,n(M) we have the map η−1M νM
sends m−1 +G−C,D,n(M) to r−1 +G
−
B,E,n−1(M).
Furthermore as r−1 ∈ P<pm0 and m0 ∈ γ−1dl(γ)r0 the element r−1 must lie in both
P ]n−1 and P<pγ
−1dl(γ)r0 = Pn−1r0 so by construction θ
P (n−1)
M (r0 + P
[
n−1) = r−1 + P [n−1.
Also as m0 ∈ γ−1dl(γ)r0 we have η−1M νM (m0 +G−C,D,n(M)) = r0 +G−B,E,n−1(M). Applying
θ
P (n−1)
M β
−1
n−1 to this equation gives β
−1
n (r−1 +G
−
B,E,n−1(M)) on the right hand side which
is sufficient as r−1 + G−B,E,n−1(M) = η
−1
M (νM (m
′ + G−C,D,n(M))) and βn(m
′ + A[n) =
m′ +G−C,D,n(M) and thus θ
P (n−1)
M β
−1
n−1η
−1
M νMβn = β
−1
n η
−1
M νMβnθ
A(n)
M .
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Corollary 2.2.23. For any n ∈ Z, any homotopy words C, D = l−11 r1 . . . l−1s rs, and E
such that C−1DE is a homotopy word: the functors GC,DE,n and GD−1C,E,n+µD(s) are
naturally isomorphic.
Proof. Suppose the corollary holds when s = 1. Iterating this assumption gives
Gr−11 l1C,...l
−1
s rsE,n+µD(1)
' · · · ' Gr−1s ls...r−11 l1C,E,n+µD(s)
and so GC,DE,n ' GD−1C,E,n+µD(s). So it is enough to choose any letters l and r such
that C−1l−1rE is a homotopy word and show the functors GC,l−1rE,n and Gr−1lC,E,n+t
are isomorphic where t = H(l) +H(r). By lemma 2.2.22 is enough to show GC,d−1
l(γ)
γE,n '
Gγ−1dl(γ)C,E,n+1 for any γ ∈ P with C−1d−1l(γ)γE a word.
We have GC,d−1
l(γ)
γE,n ' FC,d−1
l(γ)
γE,n and Fγ−1dl(γ)C,E,n+1 ' Gγ−1dl(γ)C,E,n+1 by corollaries
2.2.8 and 2.2.12 and by lemma 2.2.21 we have
FC,d−1
l(γ)
γE,n ' resιFd−1
l(γ)
γE,C,n,
resιFE,γ−1dl(γ)C,n+1 ' Fγ−1dl(γ)C,E,n+1
if C−1DE is periodic, and otherwise
FC,d−1
l(γ)
γE,n ' Fd−1
l(γ)
γE,C,n,
FE,γ−1dl(γ)C,n+1 ' Fγ−1dl(γ)C,E,n+1
By corollaries 2.2.8 and 2.2.12 and by lemma 2.2.22 we have GE,γ−1dl(γ)C,n ' Gd−1l(γ)γE,C,n−1.
This gives Fd−1
l(γ)
γE,C,n ' FE,γ−1dl(γ)C,n+1, as required.
Corollary 2.2.24. Suppose elements (B,D, n) and (B′, D′, n′) from I are equivalent.
(i) If C is not a Z-word then GB,D,n ' GB′,D′,n′.
(ii) If C is a Z-word and C ′ = C[m] for some m ∈ Z then GB,D,n ' GB′,D′,n′.
(iii) If C is a Z-word and C ′ = C−1[m] for some m ∈ Z then GB,D,n ' resιGB′,D′,n′ if
C is periodic and GB,D,n ' GB′,D′,n′ otherwise.
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Proof. (i) Suppose firstly C = C ′. Without loss of generality we may assume D = ED′
and so E−1B = B′ for some finite word E = l1r−11 . . . l
−1
t rt. This gives µC(aB′,D′) =
µC(aB,D) + µE(t) and so n+ µE(t) = n
′.
By corollary 2.2.23 we have that GB,D,n = GB,l1r−11 ...l
−1
t rtD
′,n is naturally isomorphic to
Gr−1t lt...r
−1
1 l1B,D
′,n+µE(t) = GB′,D′,n′ . Otherwise we have C
′ = C−1. The case when C is
a −N-word will follow from the case where C is an N-word and by the symmetry of the
claim and the relation ∼ on I. Hence we can assume C = C ′−1 is a (finite or N)-word and
hence B and D′ are finite words.
By definition B±1 is a {0, . . . , aB,D}-word, D′±1 is a {0, . . . , aD′,B′}-word,
µD′−1(aD′,B′) = µC(aD′,B′) and µB−1(aB,D) = µC(aB,D). Letting b = µB−1(aB,D) and d =
µD′−1(aD′,B′) by corollary 2.2.23 we have GB,D,n ' G1v,δ,B−1D,n−b and G1v,δ,D′−1B′,n−b '
GD′,B′,n+d−b. As G1v,δ,B−1D,n−b = G1v,δ,D′−1B′,n−b and n + d − b = n′ this shows
GB,D,n ' GD′,B′,n′ . By corollary 2.2.8 GD′,B′,n′ ' FD′,B′,n′ and GB′,D′,n′ ' FB′,D′,n′ , and
FD′,B′,n′ ' FB′,D′,n′ follows by lemma 2.2.21. Altogether this shows GB,D,n ' GB′,D′,n′ .
(ii) The case where m ≤ 0 will follow from the case for m ≥ 0 and the symmetry of the
claim and the relation ∼ on I. Assuming m ≥ 0 we have B = (C≤0)−1, D = (C≤m)>0C>m,
B′ = ((C≤m)>0)−1(C≤0)−1 and D′ = C>m. So by corollary 2.2.23 we have that GB,D,n '
GB′,D′,n′ as µC′[−m](m) = µC(m) by lemma 1.3.33 (iii).
(iii) Let B′′ = D, D′′ = B, C ′′ = C−1 and n′′ = n. By corollary 2.2.12 we have GB,D,n '
FD′′,B′′,n′′ and FB′′,D′′,n′′ ' GB′′,D′′,n′′ . By lemma 2.2.21 FD′′,B′′,n′′ ' resι FB′′,D′′,n′′ if C is
periodic and FD′′,B′′,n′′ ' FB′′,D′′,n′′ otherwise. Since C ′′[m] = C ′ and n′ − n′′ = µC′′(m)
by lemma 1.3.33, by part (ii) above in the case for Z-words we have GB′′,D′′,n′′ ' GB′,D′,n′
and hence resιGB′′,D′′,n′′ ' resιGB′,D′,n′ . Altogether this shows GB,D,n ' resιGB′,D′,n′ if
C is periodic and GB,D,n ' GB′,D′,n′ otherwise.
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2.2.3 Constructive Functors.
Recall Kaplansky [42, p.372, (1)] showed that every projective R-module is free since R is
local. Hence R-Proj is the category of free R-modules, and R-proj is the full subcategory
of finitely generated free modules.
Definition 2.2.25. (Constructive Functors for Complexes, notation: SB,D,n)
For (B,D, n) ∈ I(s) we define a functor SB,D,n : R-Proj→ Cmin(Λ-Proj) as follows. On
objects, SB,D,n sends a free R-module V to the complex SB,D,n(V ) whose homogeneous
component is P i(C)[µC(aB,D)− n]⊗R V and whose differential is diP (C)[µC(aB,D)−n] ⊗ 1V
in degree i ∈ Z. Hence SB,D,n(V ) may be considered the direct sum of copies of P (C)
(shifted by µC(aB,D)− n) indexed by a (possibly infinite) R-basis of V .
For an R-linear map f : V → V ′ and bases {vλ | λ ∈ Ω} for V and {v′λ′ | λ′ ∈ Ω′} for V ′,
write l(vλ) =
∑
aλ′,λvλ′ for scalars aλ′,λ ∈ R for each λ, λ′ ∈ Ω. Let bi,C denote the coset
of evC(i) in the summand ΛevC(i) of P (C)[µC(aB,D)−n], and let bi,λ,C = bi,C ⊗ vλ for each
i ∈ IC and λ ∈ Ω. Similarly for each λ′ ∈ Ω′ let b′i,λ′,C = bi,C ⊗ v′λ′ for each i ∈ IC . Define
SB,D,n on morphisms by extending the assignment SB,D,n(f)(bi,λ,C) =
∑
λ′ aλ′,λb
′
i,λ′,C
linearly over Λ. Note that if B−1D has controlled homogeny then SB,D,n defines a functor
into Cmin(Λ-proj) upon restriction to R-proj. The converse also holds.
For (B,D, n) ∈ I(b) we have aB,D = 0. Furthermore the free R-modules V and V ′
have the additional structure of left R[T, T−1]-modules and the R-linear map f : V → V ′
above is additionally R[T, T−1]-linear. Hence T defines automorphisms ϕV : V → V
and ϕV ′ : V
′ → V ′ satisfying fϕV = ϕV ′f . Suppose C is periodic of period p. Recall
R[T, T−1]-ModR-Proj is the full subcategory of R[T, T−1]-Mod consisting of R[T, T−1]-
modules which are free as R-modules. Define the functor SB,D,n : R[T, T
−1]-ModR-Proj →
Cmin(Λ-Proj) on objects by SB,D,n(V ) = P (C, V )[−n].
The formula SB,D,n(f)(bi,λ,C) =
∑
λ′∈Ω′ aλ′,λb
′
i,λ′,C gives SB,D,n(f)(bi−p,λ,C) =
T (
∑
λ′ aλ′,λb
′
i,λ′,C) and consequently SB,D,n(f)(Tbi,λ,C) = T (SB,D,n(f)(bi,λ,C)). Hence
SB,D,n(f) defines a Λ ⊗R R[T, T−1]-module morphism P i(C)[−n] → P i(C)[−n′] for each
i ∈ Z which defines a morphism of complexes P (C, V )[−n]→ P (C, V ′)[−n′].
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The proof of the following result will be written with the notation introduced above.
Corollary 2.2.26. Suppose elements (B,D, n) and (B′, D′, n′) from I are equivalent.
Then there is a bijection ω : IC′ → IC defining a morphism of complexes θ :
P (C ′)[µC′(aB′,D′)− n′]→ P (C)[µC(aB,D)− n].
Furthermore if C is a periodic Z-word of period p we have (θ(bi,C′T ) = bω(i),CT when
C ′ = C[m]) and (θ(bi,C′T−1) = bω(i),CT when C ′ = C−1[m]). Consequently the following
statements hold.
(i) If C is not a periodic homotopy Z-word then SB,D,n ' SB′,D′,n′.
(ii) If IC = Z, C is periodic and C ′ = C[m] (for some m ∈ Z) then SB,D,n ' SB′,D′,n′.
(iii) If IC = Z, C is periodic and C ′ = C−1[m] then SB,D,n ' SB′,D′,n′ resι.
Unlike the proof of corollary 2.2.24 it will be useful here to treat the cases
(B,D, n), (B′, D′, n′) ∈ I(s) and (B,D, n), (B′, D′, n′) ∈ I(b) separately.
Proof. If C ′ = C then IC = IC′ and we let ω be the identity map. Instead suppose
C ′ = C−1. If C is finite then IC = {0, . . . , t} for some t ∈ N in which case IC−1 = IC ,
vC−1(i) = vC(t − i) and µC−1(i) = µC(t − i) − µC(t) for each i ∈ IC−1 by lemma 1.3.33.
Here aB′,D′ = t − aD′,B′ by lemma 2.2.15 and so µC′(aB′,D′) = µC−1(m − aD′,B′) =
µC(aD′,B′)− µC(m).
This shows SB′,D′,n′(R) = P (C
−1)[µC(aB,D) − n − µC(t)]. By corollary 1.3.43 there is
an isomorphism of complexes θ as above where the bijection ω is defined by ω(i) = t− i.
If C is infinite it is enough to let ω be defined by ω(i) = −i using a similar argument to
the above replacing t with 0.
Suppose now C ′ = C[m] is a homotopy Z-word. As µC′(aB′,D′)−n′ = −n−µC′[−m](m)
and µC′[−m](m) = µC(m), by corollary 1.3.43 there is an isomorphism of complexes θ
from SB′,D′,n′(R) = P (C[m])[−n − µC(m)] to P (C)[−n] = SB,D,n(R) as above where
the bijection ω is defined by ω(i) = m + i. If C is periodic of period p then bi,C[m]T =
bi−p,C[m] = bi−p+m,C and so θ(bi,C′T ) = bω(i),CT .
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Instead suppose C ′ = C−1[m] is a homotopy Z-word. Again by corollary 1.3.43 it is
enough to let ω(i) = −(i + m), and similarly if C is periodic of period p the equations
bi,C′T
−1 = bi+p,C−1[m] = b−(i+m)−p,C show θ(bi,C′T−1) = bω(i),CT .
(i) Here (B,D, n) ∈ I(s). Given a free R-module V with R-basis {vλ | λ ∈ Ω} letting
σrV = θ
r ⊗R 1V defines a Λ-module map σrV from P r(C ′)[µC′(aB′,D′) − n′] ⊗R V to
P r(C)[µC(aB,D) − n] ⊗R V which sends bi,λ,C′ = bi,C′ ⊗ vλ to bω(i),λ,C = bω(i),C ⊗ vλ.
Furthermore this is a morphism of complexes since b±ω(i),C ⊗ vλ = (θr ⊗ 1V )(b±i,C′ ⊗ vλ) for
any i ∈ IC′ . So for each (λ ∈ Ω, g ∈ Z, and i ∈ µ−1C′ (g + µC′(aB′,D′)− n′)) we have
(θ ⊗ 1V ′)(SB′,D′,n′(f)(bi,λ,C′)) = (θ ⊗ 1V ′)(
∑
λ′ aλ′,λb
′
i,λ′,C) = (θ ⊗ 1V )(
∑
λ′ aλ′,λb
′
i,C ⊗ v′λ′)
=
∑
λ′ aλ′,λθ(b
′
i,C′)⊗ 1V ′(v′λ′) =
∑
λ′ aλ′,λb
′
ω(i),C ⊗ v′λ′ =
∑
λ′ aλ′,λb
′
ω(i),λ′,C = SB′,D′,n′(f)(bω(i),λ,C)
which altogether shows (σV ′ ◦ SB′,D′,n′(f))(bi,λ,C′) = SB′,D′,n′(f)(σV (bi,λ,C′)) and so σ
defines a natural isomorphism.
(ii) Here (B,D, n) ∈ I(b). For a R[T, T−1]-module V with free R-basis {vλ | λ ∈
Ω} since θ(bi,C′T ) = bω(i),CT the map θr is R[T, T−1]-balanced. Hence as dP (C,V ) =
dP (C) ⊗ 1V writing σrV = θr ⊗R[T,T−1] 1V defines a Λ-module map from P r(C ′, V ) =
P r(C ′)[−n′]⊗R[T,T−1]V to P r(C)[−n]⊗R[T,T−1]V = P r(C, V ) sending bi,s,C′ = bi,C′⊗vs to
bω(i),s,C = bω(i),C⊗vs. As in part (i), σV ′◦SB′,D′,n′(f) = SB′,D′,n′(f)◦σV for any R[T, T−1]-
module map f : V → V ′. So again σ defines a natural isomorphism SB′,D′,n′ → SB,D,n.
(iii) Similarly since θ(bi,C′T
−1) = bω(i),CT letting σrV = θ
r ⊗R[T,T−1] 1resι V defines a Λ-
module map from P r(C ′, resι V ) to P r(C, resι V ) giving a natural isomorphism SB′′,D′′,n′′ '
SB′,D′,n′ where B
′′ = D, D′′ = B, C ′′ = C−1 and n′′ = n′ − µC′′(m). In this notation
we have µC′[−m](m) = µC′′(m) by lemma 1.3.33 (iii) and so n′′ = n. Hence (B,D, n) ∼
(B′′, D′′, n′′) and as C ′′[m] = C ′ by part (ii) we have SB′′,D′′,n′′ ' SD′′,B′′,n′′ = SB,D,n.
Altogether we have SB,D,n ' SB′,D′,n′ .
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2.3 Evaluation on Complexes.
In this section we will apply our refined functors to the complexes M which are of the
form P (C) or P (C, V ). Recalling corollary 2.2.6, to evaluate a refined functor on a string
or band complex it will be enough to provide a description of A±(M) + rad(M) for any
(finite or N)-homotopy word A.
Assumption: In section 2.3 we let C be any homotopy word.
We will adapt [21, Lemma 8.1] for our purposes, which will require some technical results
that we have collected together. We start by giving a convenient way of writing elements
in the modules P (C) and P (C, V ).
2.3.1 Coefficients.
Definition 2.3.1. (Transversals) Choosing a lift s ∈ R for each s¯ ∈ R/m defines a
(fixed, yet arbitrary) transversal S of m, that is, a subset of R for which S ∩ (r + m)
contains precisely one element for each r ∈ R. To simplify proofs we assume 0 ∈ S and so
{0} = S ∩m. This does not change any result in what follows. Let k be the field R/m.
Example 2.3.2. Recall the p-adic integers Ẑp from example 1.1.1. Here {0, . . . , p− 1} is
a transversal of pẐp. For the power series ring k[[t]] the field k defines a transversal of (t).
Definition 2.3.3. (notation: P[i], ηi, rσ,i) Recall that for each i ∈ I the symbol bi
denotes the coset of evC(i) in the summand ΛevC(i) of P
µC(i)(C), and hence P (C) is
generated as a Λ-module by the elements bi. For each i ∈ I let P[i] = P(vC(i) →),
(see definition 1.1.7) the set of all non-trivial paths σ /∈ (ρ) with tail vC(i).
If S is a fixed transversal of m in R we can write any r ∈ R as r = η+ z for some η ∈ S
and some z ∈ m gives zbi ∈
⊕
a∈A(vC(i)→) Λa (recall Λ is pointwise rad-nilpotent modulo
m). Hence any m ∈ P (C) can be written as m = ∑i(ηibi +∑σ∈P[i] rσ,iσbi) where (for
each i): ηi ∈ S and rσ,i ∈ R; rσ,i = 0 for all but finitely many σ; and ηj = rj,σ = 0 for all
but finitely many j.
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(notation: ψt, dme, bmc, P[x, i], dmx,t, bmx,t, mex,t, mcx,t, †) Fix some arbitrary
t ∈ I and let ψt denote the Λ-module epimorphism P (C) =
⊕
i ΛevC(i) → ΛevC(t) sending
m =
∑
imibi to mt. For m =
∑
i(ηibi +
∑
σ∈P[i] rσ,iσbi) as above let dme =
∑
i ηibi
and bmc = ∑i,σ rσ,iσbi. This gives ψt(γ dme) = ηtγ and ψt(γ bmc) = ∑σ rσ,tγσ. For
any arrow x write P[x, i] for the subset of P[i] consisting of all σ with l(σ) = x, and let
[mx,t = dmx,t + bmx,t and m]x,t = mex,t + mcx,t where
(†)
mex,t =
 ηt+1α (if t+ 1 ∈ I and l
−1
t+1rt+1 = α
−1dx)
0 (otherwise)
dmx,t =
 ηt−1β (if t− 1 ∈ I and l
−1
t rt = d
−1
x β)
0 (otherwise)
mcx,t =

∑
σ∈P[x,t+1] rσ,t+1σκ (if t+ 1 ∈ I and l−1t+1rt+1 = κ−1dl(κ))
0 (otherwise)
bmx,t =

∑
σ∈P[x,t−1] rσ,t−1σζ (if t− 1 ∈ I and l−1t rt = d−1l(ζ)ζ)
0 (otherwise)
Example 2.3.4. Recall the complete gentle algebra Λ = kQ/(ρ) from example 1.2.12,
where ρ = {ba, cb, ac, sr, ts, rt} and Q is the quiver
1
b

3
t
  
0
a
^^
r

2
c
@@
4
s
OO
In this case the ground ring R is just the field k, and so k is a transversal. Recall
the homotopy word C with [C] = [s][t][c−1] from example 1.3.35. The associated string
complex P (C) was depicted by
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Write an arbitrary element m ∈ P (C) as
m =

η0b0 + rs,0sb0+
η1b1 + rt,1tb1 + rat,1atb1+
η2b2 + ra,2ab2 + rr,2rb2+
η3b3 + rc,3cb3 + rrc,3rcb3
Hence mes,0 = η1s; mes,0 = 0 for x 6= s; and dmx,0 = mcx,0 = bmx,0 = 0 for any x.
Similarly: mex,1 = η1t ; mes,0 = 0 for x 6= t; mca,1 = ra,2at; mcx,1 = 0 for x 6= a;
dmx,1 = bmx,1 = 0 for any x; dmx,2 = bmx,2 = mex,2 = mcx,2 = 0; mex,3 = mcx,3 = 0 ;
dm c,3 = η2c; dmx,3 = 0 for x 6= c; bm c,3 = rr,2rc; and bmx,3 = 0 for x 6= c.
For a vertex v recall the sum
∑
a∈A(v→) Λa is direct because Λ is a quasi-bounded (gentle,
and hence string) algebra over R. For any arrow y with tail v let θy :
⊕
a∈A(v→) Λa→ Λy
be the canonical Λ-module epimorphism.
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Since P (C) =
⊕
i ΛevC(i) the sum
∑
yP (C) over all arrows y is direct. Let ιx :
xP (C) → ⊕ yP (C) and pix : ⊕ yP (C) → xP (C) respectively denote the natural R-
module inclusions and projections. For m′ ∈ P (C) write m′ = ∑i η′ibi+∑i∑σ∈P[i] r′i,σσbi
as above.
Lemma 2.3.5. For any arrow x, t ∈ I and any elements m = ∑i(ηibi +∑σ∈P[i] rσ,iσbi)
and m′ =
∑
i η
′
ibi +
∑
i
∑
σ∈P[i] r
′
i,σσbi in P (C): the following statements hold.
(i) ψt(dx,P (C)(dme)) = dmx,t + mex,t and ψt(dx,P (C)(bmc)) = bmx,t + mcx,t.
(ii) If γ ∈ P[x, t] and m ∈ γ−1dxm′ then θf(γ)(ψt(dx,P (C)(m′)))− ηtγ ∈ γrad(Λ).
(iii) If l−1t+1rt+1 = γ
−1dl(γ) then θf(γ)(m] l(γ),t)− ηt+1γ ∈ γrad(Λ) and θf(γ)([mx,t) = 0.
(iv) If l−1t rt = d
−1
l(γ)γ then θf(γ)([m l(γ),t)− ηt−1γ ∈ γrad(Λ) and θf(γ)(m]x,t) = 0.
Example 2.3.6. We check the formulas in the statement of lemma 2.3.5 (i) (above) are
consistent with the calculations performed in example 2.3.4. Note that for m as before we
have
dme = η0b0 + η1b1 + η2b2 + η3b3,
bmc = rs,0sb0 + rt,1tb1 + rat,1atb1 + ra,2ab2 + rr,2rb2 + rc,3cb3 + rrc,3rcb3
Hence for each arrow x and each i ∈ I we have
ψi(dx,P (C)(dme)) = ψi(ιx(pix(sη1b0 + tη2b1 + cη2b3)))
=

sη1 = dm s,0 + mes,0 (if i = 0 and x = s)
tη2 = dm s,1 + mes,1 (if i = 1 and x = t)
cη2 = dm s,3 + mes,3 (if i = 3 and x = s)
0 (otherwise)

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and similarly
ψi(dx,P (C)(bmc)) = ψi(dx,P (C)(rs,0sb0 + rt,1tb1 + rat,1atb1 + ra,2ab2 + rr,2rb2 + rc,3cb3))
= ψi(ιx(pix(ra,2atb1 + rr,2rcb3)))
=

ra,2at = bm c,1 + mcc,1 (if i = 1 and x = a)
rr,2rc = bm c,3 + mcc,3 (if i = 3 and x = r)
0 (otherwise)

Proof of lemma 2.3.5. (i) Note that dx,P (C)(
∑
ηibi) =
∑
i ηiιx(pix(b
−
i + b
+
i )), and if b
±
i
defines a non-zero element in Λbt then i = t ∓ 1. By straightforward case analysis this
shows ψt(dx,P (C)(dme)) = dmx,t + mex,t.
By lemma 2.1.2 (i) we have dx,P (C)(
∑
i,σ rσ,iσbi) =
∑
i,(σ,z,i) rσ,iσdz,P (C)(bi) for each
i where the triples (σ, z, i) run through all σ ∈ P[x, i] and all arrows z with f(σ)z /∈
(ρ). For any such triple (σ, z, i) we have σdP (C)(bi) = σdz,P (C)(bi) and so it follows that
ψt(dx,P (C)(bmc)) = bmx,t + mcx,t.
(ii) Since
∑
σ rσ,t+1σ ∈ rad(Λ) we have θf(γ)(m) − ηt+1γ ∈ γrad(Λ) and so
applying θf(γ)ψt to either side of γm = dx,P (C)(m
′) gives θf(γ)ψt(dx,P (C)(m′)) − ηtγ =∑
σ:f(σ)=f(γ) rσ,tγσ, as required.
(iii) If l−1t+1rt+1 = γ
−1dx then [mx,t = 0 unless l
−1
t rt = d
−1
l(ζ)ζ in which case f(γ) 6=
f(ζ) since d−1l(ζ)ζγ
−1dx is a word. Furthermore mel(γ),t+1 = ηt+1γ and mcl(γ),t+1 =∑
σ∈P[l(γ),t+1] rσ,t+1σγ ∈ rad(Λ)γ∩l(γ)Λ which is contained in Λf(γ)∩γrad(Λ) by corollary
1.2.14 (v). The proof of (iv) is similar, or may be deduced by applying (iii) to the homotopy
word D = C−1.
Definition 2.3.7. (notation: C(i, δ), C(i, δ)s and di(C, δ)) Recall definition 2.1.11. For
each i the words C>i and (C≤i)−1 have head vC(i) and opposite sign by proposition 2.1.13.
For δ ∈ {±1} let C(i, δ) denote the one with sign δ. If C(i, δ) = C>i then let di(C, δ) = 1,
and otherwise C(i, δ) = (C≤i)−1 in which case we let di(C, δ) = −1.
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Note that for any s ∈ IC(i,δ) such that s+ 1 ∈ IC(i,δ) we have
C(i, δ)s =
 (C>i)s (if d = 1)((C≤i)−1)s (if d = −1)

=
(l
−1
i+1ri+1l
−1
i+2ri+2 . . . )s (if d = 1)
(r−1i lir
−1
i−1li−1 . . . )s (if d = −1)
 =
 l
−1
i+sri+s (if d = 1)
r−1i−s+1li−s+1 (if d = −1)

Corollary 2.3.8. Let d = di(C, δ). For any m ∈ P (C),
(i) if n− 1, n ∈ IC(i,δ) and m ∈ C(i, δ)nm′ then ηi+d(n−1) = η′i+dn, and
(ii) if IC(i,δ) = {0, . . . , h} and C(i, δ)1u, = C(i, δ) for a vertex u and  ∈ {±1} then
m ∈ 1−u,(P (C)) implies ηi+dh = 0.
Consequently m ∈ C(i, δ)−(P (C)) implies ηi = 0.
Proof. (i) Let C(i, δ)n = γ
−1dl(γ) and x = l(γ) so γ ∈ P[x, i + d(n − 1)]. By lemma
2.3.5 (i) and (ii) (with t = i + d(n − 1)) we have θf(γ)(ψi+d(n−1)(dx,P (C)(m′))) =
θf(γ)([m
′
x,i+d(n−1)) + θf(γ)(m
′]x,i+d(n−1)) and θf(γ)(ψi+d(n−1)(dx,P (C)(m
′))) − ηi+d(n−1)γ ∈
γrad(Λ) respectively. If d = 1 then l−1i+nri+n = γ
−1dl(γ) and by lemma 2.3.5 (i) and (iii)
(where t = i + n − 1) we have θf(γ)(ψi+n−1(dx,P (C)(m′))) − η′i+nγ ∈ γrad(Λ). If instead
d = −1 then l−1i−n+1ri−n+1 = d−1l(γ)γ and by lemma 2.3.5 (i) and (iv) (where t = i− n+ 1)
we have θf(γ)(ψi−n+1(dx,P (C)(m′)))− η′i−nγ ∈ γrad(Λ).
In either case (η′i+dn − ηi+d(n−1))γ ∈ γrad(Λ), and if η′i+dn − ηi+d(n−1) lies outside
m then it is a unit, in which case γΛ = γrad(Λ) which contradicts lemma 1.1.17 (ii).
Hence η′i+dn − ηi+d(n−1) ∈ m and as S is a transversal in R with respect to m this means
η′i+dn = ηi+d(n−1). For the case where C(i, δ)n = γ
−1dl(γ) the proof is similar and omitted.
Here, when we apply lemma 2.3.5 (ii) we exchange m and m′. When we apply lemma
2.3.5 (i), (iii) and (iv) we set t = i+ dn, t = i− n and t = i+ n respectively.
(ii) It suffices to prove ηi+dh ∈ m since S ∩ m = 0. If there is no β ∈ P for which
1u,β
−1dl(β) is a word then 1−u,(P (C)) ⊆ rad(P (C)) and so ψi+dn(m) ∈ rad(ΛevC(i+dn)).
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Since ηi+dn = ψi+dn(m−bmc) this gives ηi+dn ∈ m as ΛevC(i+dn) is local. Suppose instead
there is some β ∈ P for which 1u,β−1dl(β) is a word. By definition m ∈ γ−1dl(γ)m′ for
some m′ ∈ P (C) and some γ ∈ P such that C(i, δ)γ−1dl(γ) is a word.
By lemma 2.3.5 (i) ψi+dh(dx,P (C)(m
′)) = [m′ x,i+dh + m
′]x,i+dh. Since i+ d(h+ 1) /∈ I,
d = 1 implies m′]x,i+h = 0 and d = −1 implies [m′ x,i−h = 0. If d = 1 and [m′ x,i+h 6= 0
then i + h − 1 ∈ I and l−1i−h+1ri−h+1 = τ−1dy which means d−1y τγ−1dl(γ) is a word and
hence θf(γ)([m
′
x,i+h) = 0. Similarly θf(γ)(m
′]x,i−h) = 0 when d = −1 , and altogether this
gives θf(γ)(ψi+dh(dx,P (C)(m
′))) = 0 so ηi+dhγ ∈ γrad(Λ) by lemma 2.3.5 (ii). As above we
can conclude ηi+dh ∈ m by lemma 1.1.17 (ii) which completes the proof of (ii).
We now show m ∈ C(i, δ)−(P (C)) implies ηi = 0. Choose h ≥ 0 such that (C(i, δ)
is infinite and m ∈ C(i, δ)≤h0) or (IC(i,δ) = {0, . . . , h} and C(i, δ)1u, = C(i, δ) for a
vertex u and  ∈ {±1}). So we have elements mj =
∑
i ηi,jbi +
∑
i
∑
σ∈P[i] rσ,i,jσbi from
P (C) where m0 = m and mj ∈ C(i, δ)j+1mj+1 whenever j < h. By assumption when
C(i, δ) is infinite, or by (ii) when C(i, δ) is finite, we have ηi+dh,h = 0. Applying (i)
to each natural number j ≤ h − 1 gives ηi+dj,j = ηi+d(j+1),j+1 and together this shows
ηi = ηi,0 = ηi+d,1 = · · · = ηi+d(h−1),h−1 = 0.
Corollary 2.3.9. Let d = di(C, δ). For any m ∈ P (C):
(i) if n− 1, n ∈ IC(i,δ) then bi+d(n−1) ∈ C(i, δ)nbi+dn; and
(ii) if IC(i,δ) = {0, . . . , h} and C(i, δ)1u, = C(i, δ) for a vertex u and  ∈ {±1} then
bi+dh ∈ 1+u,(P (C)).
Consequently bi ∈ C(i, δ)+(P (C)).
Proof. (i) If C(i, δ)n = γ
−1dl(γ) for some γ ∈ P then (d = 1 and l−1i+nri+n = γ−1dl(γ)) or
(d = −1 and r−1i+1−nli+1−n = γ−1dl(γ)). In either case dl(γ),P (C)(bi+dn) = γbi+d(n−1) and so
bi+d(n−1) ∈ γ−1dl(γ)bi+dn = C(i, δ)nbi+dn. The case for C(i, δ)n = d−1l(γ)γ is similar.
(ii) It is enough to assume C(i, δ)d−1x x is a word for some arrow x as otherwise euP (C) =
1+u,(P (C)). By definition i+ d(h+ 1) /∈ I, d = 1 implies dP (C)(bi+dh) = b−i+h and d = −1
implies dP (C)(bi−h) = b
+
i−h.
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Furthermore if l−1i+dhri+dh = β
−1dl(β) then l(β) 6= x and so dP (C)(bi+dh) = 0 which shows
bi+dh ∈ d−1x x0 ⊆ 1+u,(P (C)). We now show bi ∈ C(i, δ)+(P (C)).
Suppose IC(i,δ) = {0, . . . , h} and C(i, δ)1u, = C(i, δ) for a vertex u and  ∈ {±1}. By
iterating (i) h-times we have bi ∈ C(i, δ)1bi+d, bi+d ∈ C(i, δ)2bi+2d all the way through to
bi+d(h−1)C(i, δ)hbi+dh. So by (ii) bi ∈ C(i, δ)bi+dh which is contained in C(i, δ)1+u,(P (C)) =
C(i, δ)+(P (C)). Now suppose C(i, δ) is a homotopy N-word. If C(i, δ) = p−11 q1p
−1
2 q2 . . .
then C(i, δ)n = p
−1
n qn for each n ≥ 0. Again there is a sequence bi ∈ C(i, δ)1bi+d,
bi+d ∈ C(i, δ)2bi+2d, and so on: which means bi ∈ C(i, δ)+(P (C)) by definition.
Definition 2.3.10. (Notation: ϕt) Let V be a R[T, T
−1]-module which is a free R-
module with chosen basis {vλ | λ ∈ Ω}. Suppose also C is a periodic homotopy Z-word of
period p, say C = ∞E∞ for a homotopy word E = l−11 r1 . . . l
−1
p rp. By lemma 1.3.47 there
is a Λ-module isomorphism κ : P (C, V )→⊕p−1i=0 ΛevC(i)⊗RV . Fixing t ∈ {0, . . . , p−1} let
ϕt : P (C, V )→ ΛevC(t) ⊗R V be the composition of ωtκ where ωt :
⊕p−1
i=0 ΛevC(i) ⊗R V →
ΛevC(t) ⊗R V is the natural projection.
Lemma 2.3.11. For any m ∈ P (C) and v ∈ V :
(i) if x is an arrow then dx,P (C,V )(m⊗ v) = dx,P (C)(m)⊗ v; and
(ii) if t is an integer with 0 ≤ t ≤ p− 1 then
ϕt(dP (C,V )(m⊗ v)) =

ψt(dP (C)(m))⊗ v (if 0 < t < p− 1)
ψ0(dP (C)(m))⊗ v + ψp(dP (C)(m))⊗ T−1v (if t = 0)
ψ−1(dP (C)(m))⊗ Tv + ψp−1(dP (C)(m))⊗ v (if t = p− 1)
Proof. Let ι′x : xP (C, V ) →
⊕
yP (C, V ) and pi′x :
⊕
yP (C, V ) → xP (C, V ) respectively
denote the natural R-module inclusions and projections. Hence dx,P (C,V )(m ⊗ v) =
ι′x(pi′x(dP (C)(m) ⊗ v)). If it exists, let x′ be the arrow distinct from x but with the same
head. If no such arrow exists let x′ = 0. This gives dP (C)(m) = m+ + m− for some
m+ ∈ xP (C) and m− ∈ x′P (C). This means m+⊗v ∈ xP (C, V ) and m−⊗v ∈ x′P (C, V )
and so dx,P (C,V )(m⊗ v) = dx,P (C)(m)⊗ v since
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ι′x(pix(dP (C)(m)⊗ v)) = ι′x(pi′x((m+ +m−)⊗ v)) = m+ ⊗ v
= ι′x(pi′x(m+))⊗ v + ι′x(pi′x(m−))⊗ v = ι′x(pi′x(m+ +m−))⊗ v
Writing dP (C)(m) =
∑
j∈Z ξjbj where ξj ∈ Λ gives ξj = 0 whenever j < −1 or j > p. Note
that for t ∈ {0, . . . , p− 1} we have t+ ps < −1 iff s < −1 or (s = −1 and t < p− 1), and
t + ps > p iff s > 1 or (s = 1 and t > 0). Recall κ sends a pure tensor
∑
j hj ⊗ v (where
hj ∈ ΛevC(j)) to
∑p−1
i=0
∑
s∈Z hi+psT
s ⊗ T−sv. Altogether the above gives
ϕt(dP (C,V )(m⊗ v)) = ϕt(dP (C)(m)⊗ v) = ϕt(
∑
j ξjbj ⊗ v)
= ωt(
∑
i
∑
s∈Z ξt+psbi+psT
s ⊗ T−sv) = ξt−p ⊗ Tv + ξt ⊗ v + ξt+p ⊗ T−1v
=

ξt ⊗ v (if 0 < t < p− 1)
ξ0 ⊗ v + ξp ⊗ T−1v (if t = 0)
ξ−1 ⊗ Tv + ξp−1 ⊗ v (if t = p− 1)
which completes the proof.
Definition 2.3.12. (notation: bi,λ, ηi,λ, rσ,i,λ) Recall that for each λ ∈ Ω and each
integer i with 0 ≤ i ≤ p−1 we let bi,λ = bi⊗vλ. As in definition 2.3.3 any q ∈ P (C, V ) can
be written uniquely as q =
∑
i,λ qi,λbi,λ where (for each λ and i) qi,λ = ηi,λ+
∑
σ∈P[i] rσ,i,λσ,
ηi,λ ∈ S and {rσ,i,λ | σ ∈ P[i]} is a finite support subset of R. This means ϕt(q) =
∑
λ qt,λ.
(notation: dqe, bqc, dq x,t, bq x,t, qex,t, qcx,t, mλ) As above we now define dqe =∑
i,λ ηi,λbi,λ and bqc =
∑
i,λ
∑
σ∈P[i] rσ,i,λσbi,λ, and for any arrow x let [q x,t = dq x,t+ bq x,t
and q]x,t = qex,t + qcx,t where
qex,t =

∑
λ ηt+1,λα⊗ vλ (if 0 ≤ t < p− 1 and l−1t+1rt+1 = α−1dx)∑
λ η0,λα⊗ Tvλ (if t = p− 1 and l−1p rp = α−1dx)
0 (otherwise)
dq x,t =

∑
λ ηt−1,λβ ⊗ vλ (if 0 < t ≤ p− 1 and l−1t rt = d−1x β)∑
λ ηp−1,λβ ⊗ T−1vλ (if t = 0 and l−10 r0 = d−1x β)
0 (otherwise)
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and
qcx,t =

∑
λ
∑
σ∈P[x,t+1] rσ,t+1,λσκ⊗ vλ (if 0 ≤ t < p− 1 and l−1t+1rt+1 = κ−1dl(κ))∑
λ
∑
σ∈P[x,0] rσ,0,λσκ⊗ Tvλ (if t = p− 1 and l−1p rp = κ−1dl(κ))
0 (otherwise)
bq x,t =

∑
λ
∑
σ∈P[x,t−1] rσ,t−1σζ ⊗ vλ (if 0 < t ≤ p− 1 and l−1t rt = d−1l(ζ)ζ)∑
λ
∑
σ∈P[x,p−1] rσ,p−1,λσζ ⊗ T−1vλ (if t = 0 and l−10 r0 = d−1l(ζ)ζ)
0 (otherwise)
(Notation: C) In what follows we use (C) to refer to these definitions.
(Notation: mλ) For q and λ as abover define the element mλ =
∑p−1
i=0 qi,λbi of P (C).
(Notation: φy) For any vertex v recall the sum
∑
a∈A(v→) Λa is direct and so
(
⊕
a∈A(v→) Λa) ⊗R V '
⊕
a∈A(v→) Λa ⊗R V . For any arrow y with tail v let φy :
(
⊕
a∈A(v→) Λa)⊗R V → Λa⊗R V be the natural Λ-module projection.
Lemma 2.3.13. For any arrow x, any integer t with 0 ≤ t ≤ p − 1, and any elements
q =
∑
i,λ ηi,λ +
∑
σ∈P[i] rσ,i,λσ and q
′ =
∑
i,λ η
′
i,λ +
∑
σ∈P[i] r
′
σ,i,λσ from P (C, V ): the
following statements hold.
(i) ϕt(dx,P (C,V )(dqe)) = dq x,t + qex,t and ϕt(dx,P (C,V )(bqc)) = bq x,t + qcx,t.
(ii) If γ ∈ P[x, t] and q ∈ γ−1dxq′ then
φf(γ)(ϕt(dx,P (C,V )(q
′)))−∑λ ηt,λγ ⊗ vλ ∈ γrad(Λ)⊗R V
(iii) If l−1t+1rt+1 = γ
−1dx then φf(γ)([q x,t) = 0, and if also t < p− 1 then
φf(γ)(q]x,t)−
∑
λ ηt+1,λγ ⊗ vλ ∈ γrad(Λ)⊗R V
(iv) If l−1t rt = d−1x γ then φf(γ)(q]x,t) = 0 and if also 0 < t then
φf(γ)([q x,t)−
∑
λ ηt−1,λγ ⊗ vλ ∈ γrad(Λ)⊗R V
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(v) If l−10 r0 = d
−1
x γ then φf(γ)([q x,0)−
∑
λ ηp−1,λγ ⊗ T−1vλ ∈ γrad(Λ)⊗R V .
(vi) If l−1p rp = γ−1dx then φf(γ)(q]x,p−1)−
∑
λ η0,λγ ⊗ Tvλ ∈ γrad(Λ)⊗R V .
Proof. Since C is periodic we have l−10 r0 = l
−1
p rp. Using this together with the formulae
in (†) and (C), we have; ∑λ ⌈mλ x,p⊗T−1vλ = dq x,0, ∑λ ⌊mλ x,p⊗T−1vλ = bq x,0, dq x,t =∑
λ
⌈
mλ
x,t
⊗ vλ and
∑
λ
⌊
mλ
x,t
⊗ vλ = bq x,t for 0 < t ≤ p− 1,
∑
λ m
λ
⌋
x,t
⊗ vλ = qcx,t and∑
λ m
λ
⌉
x,t
⊗vλ = qex,t for 0 ≤ t < p−1,
∑
λ m
λ
⌋
x,0
⊗Tvλ = qcx,p and
∑
λ m
λ
⌉
x,0
⊗Tvλ =
qex,p. Writing qi,λ = 0 for all integers i with i < 0 or i > p gives mλ =
∑
i∈Z qi,λbi. Hence
mλ
⌉
x,p
= 0 as qp+1,λ = 0 and
⌈
mλ
x,0
= 0 as qp+1,λ = 0. Similarly m
λ
⌋
x,p
=
⌊
mλ
x,0
= 0.
(i) and (ii) By lemma 2.3.11, the above, and lemma 2.3.5 (i) we have
ϕ0(dx,P (C,V )(dqe)) =
∑
λ ψ0(dx,P (C)(
⌈
mλ
⌉
))⊗ vλ + ψp(dx,P (C)(
⌈
mλ
⌉
))⊗ T−1vλ
=
∑
λ(
⌈
mλ
x,0
+ mλ
⌉
x,0
)⊗ vλ + (
⌈
mλ
x,p
+ mλ
⌉
x,p
)⊗ T−1vλ
=
∑
λ
⌈
mλ
x,p
⊗ T−1vλ +
∑
λ m
λ
⌉
x,0
⊗ vλ = dq x,0 + qex,0
Similarly we can prove ϕt(dx,P (C,V )(dqe)) = dq x,t + qex,t for 0 < t ≤ p − 1 and
ϕt(dx,P (C,V )(bqc)) = bq x,t + qcx,t for 0 ≤ t ≤ p − 1. This gives (i). The proof of (ii) is
similar to the proof of corollary 2.3.5 (ii), using that φf(γ)(ϕt(
∑
i,λ
∑
σ∈P[i] rσ,i,λγσbi,λ)) ∈
γrad(Λ)⊗R V .
(iii), (iv), (v) and (vi) For (iii) we have [q x,t = 0 unless l
−1
t rt = d
−1
l(ζ)ζ in which case
[q x,t =

∑
λ(ηt−1,λ +
∑
σ∈p(x,t−1) rσ,t−1,λσ)ζ ⊗ vλ (if t 6= 0)∑
λ(ηp−1,λ +
∑
σ∈p(x,t−1) rσ,p−1,λσ)ζ ⊗ T−1vλ (if t = 0)
which for any t lies in Λζ ⊗R V . As l−1t rtl−1t+1rt+1 = d−1l(ζ)ζγ−1dx is a word in this case
f(ζ) 6= f(γ) which gives φf(γ)([q x,t) = 0. Since t < p − 1 we have q]x,t =
∑
λ(ηt+1,λγ +∑
σ∈p(x,t+1) rσ,t,λσγ)⊗vλ and so using corollary 1.2.14 (iii) as we did in the proof of lemma
2.3.5 (iii) completes the proof of (iii). The proof of (iv) is similar, and omitted. If l−1p rp =
d−1x γ then l
−1
0 r0 = d
−1
x γ and so φf(γ)([q x,0) =
∑
λ(ηp−1,λ+
∑
σ∈P[x,p−1] rσ,p−1,λσ)γ⊗T−1vλ
which gives (v), and the proof of (vi) is similar.
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Lemma 2.3.14. Let i ∈ {0, . . . , p − 1}, µ ∈ Ω and d = di(C, δ). If q ∈ C(i, δ)nq′
for an integer n with 1 ≤ n ≤ p and any elements q = ∑i,λ ηi,λ + ∑σ∈P[i] rσ,i,λσ and
q′ =
∑
i,λ η
′
i,λ +
∑
σ∈P[i] r
′
σ,i,λσ from P (C, V ): the following statements hold.
(i) If (i+ n < p, d = 1) or (i− n+ 1 > 0, d = −1) then ηi+d(n−1),µ = η′i+dn,µ.
(ii) If (i+ n > p, d = 1) or (i− n+ 1 < 0, d = −1), then ηi+d(n−p−1),µ = η′i+d(n−p),µ.
(iii) If i− n+ 1 = 0 and d = −1 then {η0,λ | λ ∈ Ω} = {0} iff {η′p−1,λ | λ ∈ Ω} = {0}.
(iv) If i+ n = p and d = 1 then {η′0,λ | λ ∈ Ω} = {0} iff {ηp−1,λ | λ ∈ Ω} = {0}.
Proof. Note that in general we have i + n > 0, i + n − p ≤ p − 1, p − 1 > i − n, and
i − n + p ≥ 0. There is some γ such that C(i, δ)n = γ−1dl(γ) or C(i, δ)n = d−1l(γ)γ and in
either case we let x = l(γ).
(i) Let C(i, δ)n = γ
−1dx so γ ∈ P[x, i + d(n − 1)]. By lemma 2.3.13 (i) and (ii)
(where t = i + d(n − 1)) we have φf(γ)(ϕi+d(n−1)(dx,P (C,V )(q′))) = φf(γ)([q′ x,i+d(n−1)) +
φf(γ)(q
′]x,i+d(n−1)) and φf(γ)(ϕi+d(n−1)(dx,P (C,V )(q
′)))−∑λ ηi+d(n−1),λγ⊗vλ ∈ γrad(Λ)⊗R
V respectively.
If i+ n < p and d = 1 then l−1i+nri+n = γ
−1dx and by lemma 2.3.13 (i) and (iii) (where
t = i+ n− 1) we have θf(γ)(ψi+n−1(dx,P (C,V )(q′)))−
∑
λ η
′
i+n,λγ ⊗ vλ ∈ γrad(Λ)⊗R V . If
0 < i − n + 1 and d = −1 then l−1i−n+1ri−n+1 = d−1x γ and by lemma 2.3.13 (i) and (iv)
(where t = i−n+1) we have θf(γ)(ψi−n+1(dx,P (C,V )(q′)))−
∑
η′i−n,λγ⊗vλ ∈ γrad(Λ)⊗RV .
In either case (of d) the above shows
∑
λ(η
′
i+dn,λ−ηi+d(n−1),λ)γ⊗vλ lies in γrad(Λ)⊗RV ,
and since V is a free R-module we have γrad(Λ) ⊗R V ' γrad(Λ)(Ω) and so η′i+dn,λ −
ηi+d(n−1),λγ ∈ γrad(Λ) for each λ ∈ Ω.
As in the proof of corollary 2.3.8 (i) this shows η′i+dn,λ = ηi+d(n−1),λ as otherwise we
contradict lemma 1.1.17 (ii). The proof in case C(i, δ)n = d
−1
x γ is similar and omitted.
Here, when we apply lemma 2.3.13 (ii) we exchange q and q′. When we apply lemma
2.3.13 (i) and (ii) we set t = i+ dn, and when we apply lemma 2.3.13 (iii) and (iv) we set
t = i− n and t = i+ n respectively.
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(ii) Note here that p− 1 > i+n− p− 1 ≥ 0 and C(i, δ)n−p = C(i, δ)n when d = 1, since
C is periodic of period p. Similarly 0 < i − n + p + 1 ≤ p − 1 and C(i, δ)n+p = γ−1dl(γ)
when d = −1. The proof from here is similar to the proof of (i), and we proceed as above
in the following way. In case C(i, δ)n = γ
−1dl(γ) we let t = i+ d(n− p− 1) when we apply
lemma 2.3.13 (i) and (ii), and we let t = i+n− p− 1 and t = i−n+ p+ 1 when applying
lemma 2.3.13 (iii) (for d = −1) and (iv) (for d = 1) respectively. In case C(i, δ)n = d−1l(γ)γ
we let t = i + d(n − p) when we apply lemma 2.3.13 (i) and (ii). When we apply lemma
2.3.13 (ii) we exchange q and q′. We let t = i − n + p and t = i + n − p when applying
lemma 2.3.13 (iii) (for d = −1) and (iv) (for d = 1) respectively.
(iii) and (iv) For (iii) and (iv) note that C(i, δ)n = (l
−1
p rp)
d since C is periodic of period
p. Suppose C(i, δ)n = d
−1
x γ and so l
−1
p rp = γ
−1dx which gives φf(γ)(q]x,p−1)−
∑
λ η0,λγ ⊗
Tvλ ∈ γrad(Λ) ⊗R V by lemma 2.3.13 (vi) and φf(γ)([q x,p−1) = 0 by lemma 2.3.13 (iii)
(where t = p− 1). Here γ ∈ P[x, p− 1] so by lemma 2.3.13 (i) and (ii) (where q and q′ are
exchanged in (ii)) we have φf(γ)(ϕp−1(dx,P (C,V )(q))) = φf(γ)([q x,p−1) + φf(γ)(q]x,p−1) and
φf(γ)(ϕp−1(dx,P (C,V )(q))) −
∑
λ η
′
p−1,λγ ⊗ vλ ∈ γrad(Λ) ⊗R V respectively. Altogether we
have
∑
λ η0,λγ⊗Tvλ−
∑
λ η
′
p−1,λγ⊗ vλγrad(Λ)⊗R V and as above the result follows from
lemma 1.1.17 (ii) and the fact that T is an automorphism of V . As for the proof of parts
(i) and (ii), the proof for (iii) in case C(i, δ)n = γ
−1dx is similar, and so is the proof of
part (iv). Hence they are omitted.
Lemma 2.3.15. If i is an integer with 0 ≤ i ≤ p− 1 and d = di(C, δ) then
(i) bi,λ ∈ C(i, δ)+(P (C, V )), and
(ii) q ∈ C(i, δ)−(P (C, V )) implies ηi,λ = 0 for each λ ∈ Ω.
Proof. (i) If C(i, δ)n = γ
−1dl(γ) we have bi+d(n−1) ∈ γ−1dl(γ)bi+dn by corollary 2.3.9 in
the case of Z-words, and so γbi+d(n−1) = dl(γ),P (C)(bi+dn) which shows γbi+d(n−1),λ =
dl(γ),P (C,V )(bi+dn,λ). This gives γbi+d(n−1)⊗vλ = dl(γ),P (C)(bi+dn)⊗vλ and so γbi+d(n−1),λ =
dl(γ),P (C,V )(bi+dn,λ) by lemma 2.3.11. This gives bi+d(n−1),λ ∈ γ−1dl(γ)bi+dn,λ. Similarly if
C(i, δ)n = d
−1
l(γ)γ then bi+d(n−1) ∈ d−1l(γ)γbi+dn by corollary 2.3.9 and as above this shows
bi+d(n−1),λ ∈ d−1l(γ)γbi+dn,λ. Hence bi+d(n−1),λ ∈ C(i, δ)nbi+dn,λ for any natural number n.
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As C(i, δ) is an N-word, by the above there is a sequence bi,λ ∈ C(i, δ)1bi+d,λ, bi+d,λ ∈
C(i, δ)2bi+2d,λ and so on, which shows bi,λ ∈ C(i, δ)+(P (C)) by definition.
(ii) Since q ∈ C(i, δ)−(P (C, V )) there is some r ∈ N for which q ∈ C(i, δ)≤r0.
So we have elements qj =
∑p−1
s=0
∑
λ(ηs,λ,j +
∑
σ∈p(i) rσ,s,λ,jσ)bs,λ ∈ P (C, V ) where
q = q0 and qj ∈ C(i, δ)jqj+1 whenever j ≤ r − 1. Since C is periodic of period
p the homotopy words D1 = C(i, δ)p−i+1 . . . C(i, δ)pC(i, δ)1 . . . C(i, δ)p−i and D−1 =
C(i, δ)i+2 . . . C(i, δ)pC(i, δ)1 . . . C(i, δ)i+1 are cyclic. By definition q ∈ EdDrd0 where
E1 = C(i, δ)1 . . . C(i, δ)p−i and E−1 = C(i, δ)1 . . . C(i, δ)i+1.
Suppose d = 1. Fix a natural number h ≤ j. As C is periodic of period p we have
qph+p−i−1 ∈ C(i, δ)p−iqph+p−i and so {η0,λ,ph+p−i | λ ∈ Ω} = {0} iff {ηp−1,λ,ph+p−i+1 |
λ ∈ Ω} = {0} by lemma 2.3.14 (iv). For each integer n with 0 < n < p − i we have
qn−1+ph ∈ C(i, δ)nqn+ph again as C is periodic, and so by lemma 2.3.14 (i) this gives
ηi+n−1,λ,n−1+ph = ηi+n,λ,n+ph for each λ ∈ Ω. Assuming h > 0, for each integer n with
p > n > p − i we have qn−1+p(h−1) ∈ C(i, δ)nqn+p(h−1) and so by lemma 2.3.14 (ii) this
gives ηi+n−p−1,λ,n+p(h−1)−1 = ηi+n−p,λ,n+p(h−1) for each λ ∈ Ω. Note qpr+p−i = 0 which
gives
∑
λ ηs,λ,pr+p−ibs,λ ∈ rad(ΛevC(s) ⊗R V ) and so ηs,λ,pr+p−i ∈ m for each s and each
λ. Hence we have 0 = η0,λ,pr+p−i = η0,λ,pr−i for each λ ∈ Ω by applying the above to
h = r. Assuming r > 0, letting h = r − 1 again gives η0,λ,pr−i = ηi,λ,p(r−1) = η0,λ,p(r−1)−i
for each λ ∈ Ω. Iterating this argument yields 0 = ηi,λ,p = η1,λ,p−i+1 = η0,λ,p−i and
η0,λ,p−i = ηp−1,λ,p−i−1 = · · · = ηi,λ,0 = ηi,λ for each λ ∈ Ω. Hence {ηi,λ | λ ∈ Ω} = {0} as
required. The case for d = −1 is similar, uses lemma 2.3.14 (iii), and is omitted.
The results above will be used repeatedly in what follows.
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2.3.2 Refining Complexes.
Recall that for elements in P (C) we use the notation m =
∑
i(ηibi+
∑
σ∈P[i] rσ,iσbi) where
ηi ∈ S, rσ,i ∈ R, ηi = rσ,i = 0 for all but finitely many i ∈ I, and rσ,i = 0 for all but
finitely many σ. This statement and proof of the following is essentially [21, Lemma 8.1].
Corollary 2.3.16. For A ∈ Wv,δ and a homotopy I-word C let (I, A,+) (resp. (I, A,−))
be the set of i ∈ I such that vC(i) = v and C(i, δ) ≤ A (resp. C(i, δ) < A). Then
A±(P (C)) + evrad(P (C)) =
∑
i∈(I,A,±)Rbi + evrad(P (C))
Proof. We will use corollary 2.1.20 (ii) without reference. By corollary 2.3.9 we have
bi ∈ C(i, δ)+(P (C)) for each i ∈ I. So if
∑
i ηibi lies in the span of all bi with i ∈ (I, A,+)
then
∑
i ηibi ∈ A+(P (C)). If we also have ηi = 0 for C(i, δ) = A then
∑
i ηibi ∈ A−(P (C))
by proposition 2.1.30. This gives the containment A±(P (C)) ⊇ ∑i∈(I,A,±)Rbi. Given
m ∈ A±(P (C)) we can write m = ∑i ηibi+m′ where ηi ∈ S, m′ ∈ evrad(P (C)). For i ∈ I
such that vC(i) 6= v we have ηi = 0 since
∑
i ηibi ∈ evP (C). If m ∈ A+(P (C)) then given
any i ∈ I with C(i, δ) > A we have m ∈ C(i, δ)−(P (C)) which gives ηi = 0 by corollary
2.3.8. Similarly m ∈ A−(P (C)) implies ηi = 0 given i ∈ I with C(i, δ) ≥ A. This shows
A±(P (C)) ⊆∑i∈(I,A,±)Rbi + evrad(P (C)) as required.
Recall that for elements in P (C, V ) (where V is an R[T, T−1]-module which is free over
R, say with R-basis Ω) we use the notation q =
∑
i,λ(ηi,λ +
∑
σ∈p(i) rσ,i,λσ)bi,λ where
ηi,λ ∈ S, rσ,i,λ ∈ R, ηi,λ = rσ,i,λ = 0 for all but finitely many (i, λ) ∈ {0, . . . , p − 1} × Ω,
and for each pair (i, λ) we have rσ,i,λ = 0 for all but finitely many σ.
Corollary 2.3.17. For A ∈ Wv,δ and any periodic Z-word C of period p let (p,A,+)
(resp. (p,A,−)) be the set of integers i such that 0 ≤ i ≤ p− 1, vC(i) = v and C(i, δ) ≤ A
(resp. C(i, δ) < A). Then
A±(P (C, V )) + evrad(P (C, V )) =
∑
λ,i∈I(A,±,p)Rbi,λ + evrad(P (C, V ))
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Proof. We again use corollary 2.1.20 (ii) without reference, as in the proof of corollary
2.3.16. We have bi,λ ∈ C(i, δ)+(P (C, V )) for each λ by lemma 2.3.15 (i). So if
∑
i ηi,λbi,λ
lies in the span of all bi with i ∈ (p,A,+) then
∑
i ηi,λbi,λ ∈ A+(P (C, V )). If we also have
ηi,λ = 0 for C(i, δ) = A then
∑
i ηibi ∈ A−(P (C, V )) by proposition 2.1.30. This gives the
containment A±(P (C, V )) ⊇∑λ,i∈(p,A,±)Rbi,λ.
Given m ∈ A±(P (C, V )) we can write m = ∑λ,i ηi,λbi,λ + m′ where ηi,λ ∈ S , m′ ∈
evrad(P (C, V )). For i such that vC(i) 6= v we have ηi,λ = 0 since
∑
λi ηi,λbi,λ ∈ evP (C, V ).
If m ∈ A+(P (C, V )) then given any i with C(i, δ) > A we have m ∈ C(i, δ)−(P (C)) which
gives ηi,λ = 0 by lemma 2.3.15 (ii). Similarly m ∈ A−(P (C, V )) implies ηi,λ = 0 given
i with C(i, δ) ≥ A. This shows A±(P (C, V )) ⊆ ∑λ,i∈(p,A,+)Rbi,λ + evrad(P (C, V )) as
required.
Definition 2.3.18. Recall from section 3.2 there is a quotient functor : C(Λ-Proj) →
K(Λ-Proj) sending any complex to itself and any morphism f : M → N of complexes to
the homotopy equivalence class [f ].
(Notation: Ξ) We let Ξ denote the restriction of q to the full subcategory Cmin(Λ-Proj)
of C(Λ-Proj), considered as a functor into Kmin(Λ-Proj).
For the next result we require an ordering on the functors GB,D,n. To do so we recall
the total order given on homotopy words by definition 2.1.26. For each vertex v order the
pairs of homotopy words in Wv,1 ×Wv,−1 by setting (B,D) < (B′, D′) whenever B < B′
or B = B′ and D < D′. See [55, p.26, second Lemma] for the case of words.
Lemma 2.3.19. Suppose V is a free R-module, n ∈ Z, B and D are homotopy words
such that C = B−1D is a homotopy word. Then the following statements hold.
(i) The map ΦV : k ⊗R V → F¯B,D,n(P ) given by (r +m)⊗ v 7→ rbaB,D ⊗ v + F¯−B,D,n(P )
is a k-linear embedding where P = Ξ(SB,D,n(V )).
(ii) If C isn’t periodic then Φ gives a natural transformation k⊗R− → F¯B,D,n ΞSB,D,n.
(iii) If C is periodic then Φ induces a natural transformation k[T, T−1] ⊗R[T,T−1] − →
F¯B,D,n ΞSB,D,n.
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Proof. (i) Let i = aB,D. As V is a free R-module with R-basis say {vλ | λ ∈ Ω} we have
a k-basis of k ⊗R V given by {(1 + m) ⊗ vλ | λ ∈ Ω}. Hence elements of k ⊗R V have
the form
∑
λ(sλ + m) ⊗ vλ and such an element is 0 iff sλ ∈ m for each λ, which implies
sλbi⊗ vλ ∈ rad(P (C))⊗ V ⊆ F¯−B,D,n(P ). Hence ΦV is well defined and it is clear that ΦV
is k-linear.
Since V is free given
∑
λ sλbi⊗ vλ ∈ F¯−B,D,n(P ) we must have sλbi ∈ F¯−B,D,n(P ) for each
λ. By corollaries 2.3.16 and 2.3.17 there must be elements rj,λ ∈ R where j runs through
the union of (i, 1,+) ∩ (i,−1,−) and (i, 1,−) ∩ (i,−1,+) and where sλbi −
∑
j rj,λbj ∈
rad(P (C)). Since i /∈ (i,−1,−) ∪ (i, 1,−) if sλ /∈ m then sλ is a unit in which case
ΛevC(i) ⊆ rad(ΛevC(i)) which is a contradiction. Thus ΦV is an embedding.
(ii) In this case k⊗R− and F¯B,D,n ΞSB,D,n define functors R-Proj→ k-Mod. Given f
is a morphism of free R-modules, say from V with R-basis {vλ | λ ∈ Ω} to V ′ with R-basis
{v′λ′ | λ′ ∈ Ω′}, recall (from section 2.2.3) that SB,D,n(f)(bi⊗vλ) =
∑
λ′ aλ′,λbi⊗v′λ′ where
for each λ one has l(vλ) =
∑
λ′ aλ′,λvλ′ for some aλ′,λ ∈ R. Note k ⊗R V and k ⊗R V ′
respectively have k-bases {1⊗ vλ | λ ∈ Ω} and {1⊗ v′λ′ | λ′ ∈ Ω′}.
By the above and by definition; ΦV (1 ⊗ vλ) = bi ⊗ vλ for any λ, ΦV ′(1 ⊗ vλ′) =
bi ⊗ vλ′ for any λ′, (k ⊗R f)(1 ⊗ vλ) = 1 ⊗ l(vλ) and F¯B′,D′,n′([SB,D,n(f)])(v) =
SB,D,n(f)(v) + F¯
−
B′,D′,n′(SB,D,n(V )) for any v ∈ V . Altogether we have
∑
λ′ aλ′,λbi⊗ v′λ′ +
F¯−B′,D′,n′(SB,D,n(V )) = ΦV ′(1⊗
∑
λ′ aλ′,λvλ′) and so (F¯B′,D′,n′(SB,D,n(f)) ◦ΦV )(1⊗ vλ) =
(ΦV ′ ◦ k ⊗R f)((1⊗ vλ) which shows Φ is a natural transformation.
(iii) Any element of k ⊗R R[T, T−1] is of the form (1 + m) ⊗ z(T ) since any sum x of
non-zero pure tensors satisfies
x =
∑d
s=1(λs +m)⊗ fs(T ) =
∑d
s=1(1 +m)⊗ λsfs(T ) = (1 +m)⊗ (
∑d
s=1 λs ⊗ fs(T )) .
The algebra map g : k × R[T, T−1] → k[T, T−1] defined by g(λ + m,∑t∈Z µtT t) =∑
t∈Z(λµt + m)T
t is balanced over R, hence g induces a map of abelian groups h :
k ⊗R R[T, T−1] → k[T, T−1] where h((λ+ m)⊗
∑
t∈Z µtT
t) =
∑
t∈Z(λµt + m)T
t. Clearly
h is a surjective homomorphism of right R[T, T−1]-modules.
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If h((1+m)⊗∑t∈Z µtT t) = 0 then µt ∈ m for each t which means (1+m)⊗∑t∈Z µtT t =∑
t∈Z(µt + m) ⊗ T t = 0 and so h is an isomorphism. Altogether we have the natural
isomorphisms
k[T, T−1]⊗R[T,T−1] − ' (k ⊗R R[T, T−1])⊗R[T,T−1] −
' (k ⊗R −) ◦ (R[T, T−1]⊗R[T,T−1] −) ' k ⊗R −
as functors R[T, T−1]-ModR-Proj → k[T, T−1]-Mod. In the proof of part (ii) we
showed that F¯B′,D′,n′([SB,D,n(f)])ΦV = ΦV ′(k ⊗R f) whenever f : V → V ′ is a
morphism of free R-modules. Again, in section 2.2.3 we saw that when f : V → V ′ is
also a morphism of R[T, T−1]-modules, F¯B′,D′,n′([SB,D,n(f)]) is a k[T, T−1]-linear map.
By the above k[T, T−1] ⊗R[T,T−1] − ' k ⊗R − and F¯B,D,n ΞSB,D,n define functors
R[T, T−1]-ModR-Proj → k[T, T−1]-Mod, and so it suffices to show ΦV is k[T, T−1]-linear.
If V has an R-basis {vλ | λ ∈ Ω}, writing Tvλ =
∑
µ aµλvµ for aµλ ∈ R with finite
support over µ gives T ((r+m)⊗ vλ) =
∑
µ aµλ(r+m)⊗ vµ which is sent to
∑
µ aµλbi⊗ vµ
under ΦV . Since we are tensoring over R one has
∑
µ aµλbi ⊗ vµ = bi ⊗
∑
µ aµλvµ and so
ΦV (T (r +m)⊗ vλ) = TΦV ((r +m)⊗ vλ) as required.
We can now evaluate our refined functors on string complexes.
Lemma 2.3.20. Let n, n′ ∈ Z and for some homotopy words B and D let C = B−1D be
an homotopy I-word which is not a periodic homotopy Z-word. If B′ and D′ are homotopy
words such that C ′ = B′−1D′ is a homotopy word, then
(i) for any i ∈ I we have aC(i,1),C(i,−1) = i and
F¯+C(i,1),C(i,−1),n(P (C)[µC(i)− n]) = F¯−C(i,1),C(i,−1),n(P (C)[µC(i)− n]) +Rbi,
(ii) if C ′ = C and n − n′ = µC(aB,D) − µC(aB′,D′) there is a natural isomorphism
k ⊗R − ' FB′,D′,n′ ΞSB,D,n, and
(iii) if (B,D, n) is not equivalent to (B′, D′, n′) then F¯B′,D′,n′(P (C)[µC(aB,D)−n]) = 0.
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Proof. (i) aC(i,1),C(i,−1) = i is clear by definition. Let P = P (C)[µC(i) − n], v = vC(i)
and I(C(i, δ),±) = (i, δ,±). By corollary 2.3.16 bi ∈ F¯+C(i,1),C(i,−1),n(P ) which shows
F¯+C(i,1),C(i,−1),n(P ) contains F¯
−
C(i,1),C(i,−1),n(P ) +Rbi. Now let m ∈ F¯+C(i,1),C(i,−1),n(P ).
By assumption and by corollary 2.3.16 we may write m =
∑
j ηjbj +m0 for ηj ∈ S and
some m0 ∈ evrad(P ) where ηj = 0 whenever C(j, 1) > C(i, 1), or C(j,−1) > C(i,−1).
Since m ∈ Pn = PµC(i)(C) we also have ηj = 0 for any j ∈ I with µC(j) 6= µC(i).
So
∑
j ηjbj lies in
∑
tRbt where t runs through (i, 1,+) ∩ (i,−1,+). If we let (i, δ,=)
be the set of j ∈ I with C(j, δ) = C(i, δ) then (i, 1,+) ∩ (i,−1,+) is the union of the sets
(i, 1,+) ∩ (i,−1,−), (i, 1,−) ∩ (i,−1,+) and (i, 1,=) ∩ (i,−1,=). So by corollary 2.3.16∑
j ηjbj lies in F
−
C(i,1),C(i,−1),n(P )+
∑
tRbt where t runs through all j ∈ (i, 1,=)∩(i,−1,=)
with µC(j) = µC(i).
Suppose there is an integer t which satisfies 0 ≤ t ≤ p− 1, C(t, 1) = C(i, 1), C(t,−1) =
C(i,−1) and µC(t) = µC(i). If C>i = (C≤t)−1 and (C≤i)−1 = C>t then C[t] = C−1[i]
which means C is a shift of its inverse, contradicting lemma 2.2.17. Hence C>i = C>t and
C≤i = C≤t which shows C = C[t− i].
Applying lemma 1.3.33 (iii) twice yields µC(t − i) = 0. This shows that t 6= i and C
is a periodic homotopy Z-word with period t − i, which contradicts that p was minimal,
since t − i < p. Altogether we have shown that ∑j ηjbj lies in F−C(i,1),C(i,−1),n(P ) + Rbi,
as required.
(ii) By part (i) we have i = aB,D and so B = C(i,−1) and D = C(i, 1), and also any
element of SB,D,n(V ) may be written as the coset of a sum of pure tensors
∑n
t=1 rtbi ⊗
vt + F¯
−
B,D,n(Ξ(SB,D,n(V ))) for some v1, . . . , vn ∈ V . Hence the k-linear embedding ΦV
from lemma 2.3.19 (i) is surjective, and so the natural transformation Φ defines in lemma
2.3.19 (ii) is a natural isomorphism.
By assumption (B,D, n) ∼ (B′, D′, n′). This means FB′,D′,n′ ' F¯B,D,n by corollary 2.2.8
and corollary 2.2.24 (i). By the above this gives FB′,D′,n′ ΞSB,D,n ' F¯B,D,n ΞSB,D,n '
k ⊗R −. Note this natural isomorphism is defined between functors R-Proj→ k-Mod.
(iii) It is enough to show F¯B′,D′,n′(P (C)[µC(aB,D)− n]) = 0.
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Exchanging B′ and D′ if necessary we can assume s(B′) = 1 and s(D′) = −1. Let
P = P (C)[µC(aB,D) − n] and suppose F¯B′,D′,n′(P ) 6= 0. It suffices to show this implies
(B,D, n) is equivalent to (B′, D′, n′). By corollary 2.3.16 the subspaces G¯±B′,D′,n′(P ) are
spanned by sets of elements of the form bi together with rad(P ). Hence as F¯B′,D′,n′ and
G¯B′,D′,n′ are naturally isomorphic there must be some i ∈ I for which bi lies in G¯+B′,D′,n′(P )
but outside G¯−B′,D′,n′(P ) as otherwise G¯B′,D′,n′(P ) = 0. By part (i) we know that bi lies
in G¯+C(i,1),C(i,−1),n(P ) but outside G¯
−
C(i,1),C(i,−1),n(P ). Note vC(i) = h(D
′) by the above.
If B′ 6= C(i, 1) then B′ < C(i, 1) or B′ > C(i, 1) by lemma 2.1.27. By proposition
2.1.30, if B′ < C(i, 1) then G¯−C(i,1),C(i,−1),n(P ) ⊇ G¯+B′,D′,n′(P ) and if B′ > C(i, 1) then
G¯+C(i,1),C(i,−1),n(P ) ⊆ G¯−B′,D′,n′(P ). Neither of these inclusions are possible by the existence
of bi, so we must have that B
′ = C(i, 1). Since (B′, D′) 6= (C(i, 1), C(i,−1)) we must have
D 6= C(i,−1) and so similarly to the above we have G¯−C(i,1),C(i,−1),n(P ) ⊇ G¯+B′,D′,n′(P ) if
D′ < C(i,−1) and the reverse inclusion otherwise. Altogether we have a contradiction
assuming (B′, D′) 6= (C(i, 1), C(i,−1)) hence B′−1D′ = C and i = aB′,D′by part (i).
Furthermore considering bi lies in both P
µC(i)(C) and Pn
′
we must have that µC(i) =
n′ + µC(aB,D)− n and so (B,D, n) is equivalent to (B′, D′, n′) as required.
To evaluate refined functors on complexes of the form P (C, V ) we will use a similar
argument.
Lemma 2.3.21. Let n, n′ ∈ Z and for some cyclic word E = l−11 r1 . . . l−1p rp let B =
(E−1)∞ and D = E∞ such that C = B−1D is a periodic Z-word of period p. Fix some
words B′ and D′ such that C ′ = B′−1D′ is a word. Then,
(i) for any i ∈ {0, . . . , p− 1} we have aC(i,1),C(i,−1) = i and
F¯+C(i,1),C(i,−1),n(P (C, V )[µC(i)− n]) = F¯−C(i,1),C(i,−1),n(P (C, V )[µC(i)− n]) +
∑
λRbi,λ,
(ii) if C ′ = C[m] and n−n′ = µC(m) for some m ∈ Z then there is a natural isomorphism
k[T, T−1]⊗R[T,T−1] − ' FB′,D′,n′ΞSB,D,n, and
(iii) if (B,D, n) is not equivalent to (B′, D′, n′) then F¯B′,D′,n′(P (C, V )[−n]) = 0.
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Proof. (i) Let P = P (C, V )[µC(i)− n], and I(C(i, δ),±, p) = (i, δ,±) and v = vC(i). The
equality aC(i,1),C(i,−1) = i is clear by definition. By corollary 2.3.17 F¯+C(i,1),C(i,−1),n(P )
contains F¯−C(i,1),C(i,−1),n(P ) +
∑
λRbi,λ. Now suppose m ∈ F¯+C(i,1),C(i,−1),n(P ). By
assumption we may write m =
∑
λ
∑p
j=1 ηj,λbi,λ + m0 for scalars ηj,λ ∈ S and some
m0 ∈ evrad(P ). By corollary 2.3.17 if j ∈ I satisfies (µC(j) 6= µC(i), or C(j, 1) > C(i, 1),
or C(j,−1) > C(i,−1)) then ηj,λ = 0 for each λ ∈ Ω. Note also that for any j with
0 ≤ j ≤ p− 1 and any δ ∈ {±1}, C(j, δ) ≤ C(i, δ) and C(j,−δ) < C(i,−δ) together imply
bj,λ ∈ C(j, δ)+(P (C, V ))∩C(j,−δ)−(P (C, V )) by corollary 2.3.17 and proposition 2.1.30.
If we let (i, δ,=) be the set of j with C(j, δ) = C(i, δ) then (i, 1,+)∩(i,−1,+) is the union
of the sets (i, 1,+) ∩ (i,−1,−), (i, 1,−) ∩ (i,−1,+) and (i, 1,=) ∩ (i,−1,=).
Altogether this shows m ∈∑λ,j Rbj,λ + F¯−C(i,1),C(i,−1),n(P (C)[µC(i)− n]) where j runs
through the elements of (i, 1,=) ∩ (i,−1,=) for which µC(j) = µC(i). It is enough to
suppose t with 0 ≤ t ≤ p− 1 satisfies C(t, 1) = C(i, 1), C(t,−1) = C(i,−1), and µC(t) =
µC(i); and show t = i. If C>i = (C≤t)−1 and (C≤i)−1 = C>t then C[t] = C−1[i] which
means C is a shift of its inverse, contradicting [21, Lemma 2.1]. Hence C>i = C>t and
C≤i = C≤t which shows C = C[t − i]. By lemma 1.3.33 (iii) (applied twice) we have
µC(t− i) = 0. So if t 6= i then we contradict that C is periodic of period p > t− i this is
impossible.
(ii) As in the proof of part (ii) of lemma 2.3.11, by part (i) the k-linear embedding ΦV
from lemma 2.3.19 (i) is surjective. So the natural transformation Φ defined in lemma
2.3.19 (iii) is a natural isomorphism. Again the result follows by the above, corollary
2.2.8 and corollary 2.2.24 (i). Note this natural isomorphism is defined between functors
R[T, T−1]-ModR-Proj → k[T, T−1]-Mod.
(iii) Let P = P (C, V )[−n]. Exchanging B′ and D′ if necessary we can assume s(B′) = 1
and s(D′) = −1. Assuming F¯B′,D′,n′(P ) 6= 0 it suffices to show this implies (B,D, n) is
equivalent to (B′, D′, n′). By corollary 2.3.17 the R-modules G¯±B′,D′,n′(P ) are generated
by elements of the form bi,λ together with evrad(P ). Hence as F¯B′,D′,n′ and G¯B′,D′,n′ are
naturally isomorphic there must be some integer i with 0 ≤ i ≤ p− 1 and λ ∈ Ω for which
bi,λ lies in G¯
+
B′,D′,n′(P ) but not G¯
−
B′,D′,n′(P ) as otherwise G¯B′,D′,n′(P ) = 0.
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By part (i) we know that bi,λ lies in G¯
+
C(i,1),C(i,−1),n(P [µC(i)]) but not
G¯−C(i,1),C(i,−1),n(P [µC(i)]). Hence we must have that n = n
′. Note vC(i) = h(D′) by
the above. We suppose that (B′, D′) 6= (C(i, 1), C(i,−1)) toward finding a contradiction,
and proceed with case analysis.
If B′ 6= C(i, 1) then B′ < C(i, 1) or B′ > C(i, 1) by lemma 2.1.27. By proposition 2.1.30,
if B′ < C(i, 1) then G¯−C(i,1),C(i,−1),n(P [µC(i)]) contains G¯
+
B′,D′,n′(P ) and if B
′ > C(i, 1)
then G¯+C(i,1),C(i,−1),n(P [µC(i)]) is contained in G¯
−
B′,D′,n′(P ). Since either of these inclusions
is impossible by the existence of bi,λ we must have that B
′ = C(i, 1).
Since (B′, D′) 6= (C(i, 1), C(i,−1)) we must have D 6= C(i,−1) and so similarly to the
above we have that G¯−C(i,1),C(i,−1),n(P [µC(i)]) contains G¯
+
B′,D′,n′(P ) if D
′ < C(i,−1) and
the reverse inclusion otherwise. Altogether we have a contradiction and so (B′, D′) =
(C(i, 1), C(i,−1)) and hence B′−1D′ = C[i]. This gives evPn(C, V )[µC(i) − n] =
evP
n′(C, V )[−n] so we must have that µC(i) = n + µC(i) − n = n′ − n which shows
(B,D, n) is equivalent to (B′, D′, n′). In the case s(B′) = −1 and s(D′) = 1 we similarly
find B′−1D′ = C−1[i] and µC(−i) = n′ − n.
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2.4 Compactness and Covering.
Assumption: In section 2.4 we fix an object M• in Kmin(Λ-proj) with underlying Λ-
module M , and so M i is finitely generated and im(diM ) ⊆ rad(M i+1) for all i.
Crawley-Boevey [21] considered modules over string algebras such as k[x, y]/(xy). The
modules this author classifies must satisfy various finiteness conditions. He proves modules
under the said conditions must satisfy so-called covering properties of the refined functors
Fw,w′ where w and w
′ are words (not homotopy words).
For an example of this property see lemma 1.4.49. These properties were then used to
classify such modules via the functorial filtration method (see the proof of [21, Theorem
1.3] and [21, Lemma 10.6]). The results in section 2.4 were found by adapting results from
[21, §10], and appear to be new. The main result of this section is the following adaptation
of lemma 1.4.49.
Lemma 2.4.1. (Covering Properties) Fix a vertex v, an integer r and some δ ∈ {±1}.
Suppose U is an R-submodule of evM
r for which evrad(M
r) ⊆ U .
(i) (One-Sided Functors) If H is a linear variety in evM
r and m ∈ H \U , then there
is a homotopy word C ∈ Wv,δ such that H ∩ (U +m) meets C+(M) but not C−(M).
(ii) (Refined functors) If m ∈ evM r \ U then there are words B ∈ Wv,δ and D ∈
Wv,−δ such that U +m meets G+B,D,r(M) but not G−B,D,r(M).
2.4.1 Linear Compactness.
Assumption: In what follows the topology we refer to will be the m-adic topology. Recall
a base of open sets for an R-module N with this topology is
{m+mnU | U is an R-submodule of N , m ∈ N and n ∈ N}
where m0U = U . Any R-module homomorphism is continuous in the m-adic
topology.
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We now recall and use the notion of linear compactness following Zelinsky [66].
Definition 2.4.2. (Notation: ⊆c) Let L be a subset of an R-module N . We write
L ⊆c N iff L is closed.
[66, p.80] (Linear Varieties And Compactness) We say L is a linear variety if
L = U + m ⊆c N for some R-submodule U of N . We say N is linearly compact if any
collection of linear varieties in N with the finite intersection property must have a non-void
intersection.
Example 2.4.3. For any integer n > 0 the R-module R/mn has a composition series
0 ( mn−1R/mn ( · · · ( mR/mn ( R/mn
Note each quotient is simple as m is the maximal ideal of R. Hence R/mn is an artinian
R-module (for example see [2, 11.1, Proposition]. In particular R/mn has the minimum
condition on closed submodules, and so it is linearly compact by [66, p.81, Proposition 5].
Since Λ is a complete gentle algebra R is m-adically complete, and so R (as a module over
itself) is isomorphic to the inverse limit of a system of linearly compact R-modules. By
[66, p.81, Proposition 4] this means R is a linearly compact R-module.
The use of example 2.4.3 in the proof of lemma 2.4.4 below should motivate the
assumption (throughout chapter 2) that R is m-adically complete.
Lemma 2.4.4. Let i ∈ Z, v be a vertex, then
(i) the module evM
i is linearly compact for any vertex v,
(ii) if U ⊆c evM i with evmnM i ⊆ U for some n > 0 then U +m ⊆c evM i, and
(iii) {m} = 0 +m ⊆c evM i for any m ∈ evM i.
Proof. (i) By example 2.4.3 R is linearly compact as an R-module. By [66, p.6, Proposition
1] this means any finitely generated free R-module is linearly compact, so by [66, p. 81,
Proposition 2] any finitely generated R-module is linearly compact.
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As M i is a finitely generated Λ-module evM
i is a finitely generated R-module by
corollary 1.1.25 (ib), because Q is finite and R is noetherian.
(ii) For (ii) and (iii) it is enough (say by [51, p.98, Corollary 17.7]) to choose a limit point
l of U +m and show l ∈ U +m. By definition, any open neighborhood of l meets U +m
somewhere other than l. That is, for any t ≥ 0 there is some ut ∈ U such that ut +m 6= l
and ut + m ∈ l + mtM . In particular, there is some un+1 ∈ U and some xn+1 ∈ mn+1M
with un+1 +m = l+xn+1. Since ev(un+1 +m− l) = un+1 +m− l we have that xn+1 lies in
evM ∩mn+1M ⊆ evmnM which is contained in U , and so l = (un+1− xn+1) +m ∈ U +m
as required.
(iii) By definition, any open neighborhood of l contains m. That is, for any t ≥ 0 we
have m ∈ l + evmtM and so m − l ∈ evmtM . This shows m − l ∈
⋂
t≥0 evm
tM i = 0 by
corollary 1.1.25 (iii).
Corollary 2.4.5. Let i ∈ Z , γ ∈ P and α be an arrow. If U ⊆ et(γ)M i, V ⊆ eh(α)M i
and W ⊆ eh(γ)M i are closed submodules then: γU ⊆ eh(γ)M i, dαV ⊆ eh(α)M i+1, d−1α V ∩
eh(α)M
i−1 ⊆ eh(α)M i−1 and γ−1W ∩ et(γ)M i ⊆ et(γ)M i all define closed submodules.
Proof. The restrictions di−1α,M : evM
i−1 → evM i and diα,M : evM i → evM i+1 of dα,M
define R-module maps. We may also consider the R-module map γ× : et(γ)M i → eh(γ)M i
sending m to γm. By lemma 2.4.4 et(γ)M
i, eh(α)M
i and eh(γ)M
i are linearly compact. It
suffices to prove that, if z : X → Y is a homomorphism of linearly compact R-modules
and X ′ ⊆ X and W ⊆ Y are closed submodules, then f−1(Y ′) ⊆ X and z(X ′) ⊆ Y are
closed.
Since z is an R-module map the image and pre-image are submodules of Y and X
respectively, and furthermore z is continuous in the m-adic topology. This shows z−1(Y ′)
is closed. As X is linearly compact and X ′ is a closed submodule, X ′ must be linearly
compact by [66, p.81, Proposition 3]. By [66, p.81, Proposition 2] linearly compact modules
X ′ are sent to linearly compact modules z(X ′). Since we are using the m-adic topology the
base of open neighborhoods of zero in Y are submodules, so linearly compact submodules
such as z(X ′) of Y are closed by [66, p.82, Proposition 7].
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Corollary 2.4.6. Let C be a homotopy {0, . . . , t}-word and N be a submodule of M such
that M i+µC(t) ∩N ⊆M i+µC(t) is closed. Then eh(C)M i ∩ CN ⊆ eh(C)M i is closed.
Proof. Let v = h(C). We have evM
i ∩CN = evM i ∩C(M i+µC(t) ∩N) by corollary 2.2.3.
By iteration it is enough to assume t = 1, and so C = (d−1l(γ)γ)
±1. By corollary 2.4.5 if
C = d−1l(γ)γ then γN is closed. Applying corollary 2.4.5 again shows d
−1
l(γ)γN ∩ evM i is also
closed. The case C = γ−1dl(γ) is similar.
Lemma 2.4.7. (Realisation) Let t > 0, i ∈ Z and C be a homotopy I-word with I ⊆ N.
Then
(i) for m ∈ eh(γ)M i and γ ∈ P, if (γ−1dl(γ))±1m ∩ et(γ)M i±1 is non-empty then it is a
linear variety,
(ii) for any m ∈M i+µC(t−1) ∩⋂n∈I, n≥t(C>t−1)≤nM we have
M i+µC(t) ∩ r−1t ltm ∩
⋂
n∈I, n≥t+1
(C>t)≤nM 6= ∅
and (iii) if I = N and S ⊆ evM i then S ∩ C+(M•) =
⋂
n≥0 S ∩ C≤nM .
Proof. (i) We will show that if P = γ−1dl(γ)m∩ et(γ)M i+1 is non-empty then it is a linear
variety. The other case will follow similarly. P is closed by lemma 2.4.4. Since P 6= ∅
choose x ∈ P . We now show P = P ′ + x where P ′ = et(γ)M i+1 ∩ γ−10. By definition
P ′ + x ⊆ P . Conversely for any x′ ∈ P we have that x′ − x ∈ et(γ)M i+1 ∩ γ−10 as
γx′ = dl(γ),M (m) = γx.
(ii) For each n ≥ t we have m ∈ (C>t−1)≤nM and so there is some un ∈ M i+µC(t) ∩
r−1t ltm for which un ∈ (C>t)≤nM . By corollary 2.4.5 (ii) M i+µC(t) ∩ r−1t ltm is a closed
coset of evC(t)M
i+µC(t). By part (i) above each of the subsets M i+µC(t) ∩ (C>t)≤nM are
closed submodules. Consider the collection ∆ consisting of all M i+µC(t)∩(C>t)≤nM where
n ≥ t, together with the set M i+µC(t) ∩ r−1t ltm which is a linear variety by part (i). Let
Vn = M
i+µC(t)∩r−1t ltm∩(C>t)≤nM for each n ≥ 0. As the collection {(C>t)≤nM | n ≥ t}
forms a chain the intersection of finitely many elements from ∆ is contained in some Vn′ .
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As Vn′ contains un′ this shows the collection ∆ satisfies the finite intersection property.
Hence the intersection M i+µC(t) ∩ r−1t ltm ∩
⋂
n≥0(C>t)≤nM of all the sets in ∆ is non-
empty, since eh(C)M
i+µC(t) is linearly compact by lemma 2.4.4.
(iii) We can assume S is non-empty. Clearly C+(M•) ⊆ ⋂n≥0C≤nM by definition
and so it is enough to pick s ∈ S such that s ∈ C≤nM for all n ≥ 0 and show s ∈
C+(M•). Let C = l−11 r1l
−1
2 r2 . . . and suppose for an arbitrary but fixed i > 0 there
is some element si−1 ∈ M j+µC(i−1) ∩
⋂
n>i−1(C>i−1)≤nM . Using part (ii) there is an
element si ∈ M j+C(i−1) ∩
⋂
n>i−1(C>i−1)≤nM for which si−1 ∈ l−1i risi. Setting s0 = s
defines an element of M i+µC(0) ∩ ⋂n>0(C>0)≤nM and by the above this iteratively defines
a sequence s0, s1, s2, · · · ∈M for which s = s0 and si ∈ l−1i+1ri+1si+1 for each i ∈ N. Hence
s = s0 must lie in C
+(M•).
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2.4.2 Covering Properties.
Let us now use the above. The next result was adapted from [21, Lemma 10.3].
Lemma 2.4.8. (Weak covering property) Fix a vertex v, an integer r and some
δ ∈ {±1}. For any non-empty subset S of evM r which does not meet rad(M) there is a
homotopy word C ∈ Wv,δ such that either:
(i) C is finite and S meets C+(M•) but not C−(M•), or
(ii) C is an N-word and S meets C≤nM but not C≤nrad(M) for each n ≥ 0.
Proof. We assume (a) is false. So for any finite homotopy word B ∈ Wv,δ either S ∩
B+(M•) = ∅ or S ∩ B−(M•) 6= ∅. We refer to this assumption as (?B) for any finite
homotopy word B.
Assuming (?B) for every possible B it suffices to construct an N-word C iteratively from
C≤0 = 1v,δ and show that S meets C≤nM but not C≤nrad(M) for each n ≥ 0. Clearly
this holds when n = 0 as S meets 1v,δM = S but not 1v,δrad(M) = evrad(M).
Assuming S meets C≤mM but not C≤mrad(M) for some arbitrary fixed m ≥ 0 it
suffices to choose letters lm+1 and rm+1 such that S meets C≤ml−1m+1rm+1M but not
C≤ml−1m+1rm+1rad(M). We proceed via case analysis.
Consider the case where S meets (C≤m)−(M•). Suppose there does not exist any
arrow y for which C≤my−1dy is a homotopy word. Without loss of generality we can
assume there are two arrows α+ and α− with head t(C≤m), in which case (C≤m)−(M•) =
C≤m(im(dα−,M ) + α+M).
This means (C≤m)−(M•) ⊆ C≤mrad(M) which does not meet S, contradicting our
assumption that (a) is false. So there exists some arrow y for which C≤my−1dy is a word.
As S meets (C≤m)−(M•) by definition there is some γ ∈ P of minimal length for which S
meets C≤mγ−1dl(γ)M . Letting lm+1 = γ and rm+1 = dl(γ) it is sufficient (for case (i)) to
show S does not meet C≤mγ−1dγrad(M).
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If γ is an arrow then γ−1dγrad(M) = et(γ)rad(M) by corollary 2.1.9 and so S does not
meet C≤mγ−1dγrad(M) by (the inductive) assumption. So we can assume γ = l(γ)α for
some α ∈ P.
By corollary 2.1.9 (ii) we have α−1dαM ∩ α−1l(γ)−1l(γ)dl(α)M and by lemma 2.1.2
we have l(γ)dl(α)M = dl(γ)l(γ)M = dl(γ)rad(M). The minimality of the length of γ
shows that S does not meet C≤mα−1dl(α)M and altogether this shows S does not meet
C≤mγ−1dl(γ)rad(M).
Consider instead the case where S does not meet (C≤m)−(M•). This means S does not
(C≤m)+(M•) by (?C≤m). Hence there is some arrow x for which C≤md
−1
x x is a homotopy
word as otherwise (C≤m)+(M•) = C≤mM which meets S by (the inductive) assumption.
By the definition of dx,M any element of eh(x)M gets sent to xM , and so d
−1
x xM = eh(x)M
and so S meets C≤mM = C≤md−1x xM . Consider the set L of all λ ∈ P for which C≤md−1x λ
is a word.
If L is infinite then by lemma 2.1.19 we have
⋂
λC≤md
−1
x λM = (C≤m)+(M•) which
does not meet S. By corollary 2.1.10 C≤md−1x λM ⊆ C≤md−1x λ′M when λ is longer than
λ′ so there is some maximal length µ ∈ L for which S meets C≤md−1x µM . As L is infinite
ηµ ∈ L for some arrow η in which case C≤md−1x µrad(M) = C≤md−1x µηM which does
not meet S by construction. In this case it is sufficient to let lm+1 = dl(µ) and rm = µ.
Otherwise L is finite with longest path µ′ in which case let lm+1 = dl(µ′) and rm = µ′ since
C≤md−1x µ′rad(M) = C≤md−1x 0 which equals (C≤m)+(M•) by lemma 2.1.19.
Proof of lemma 2.4.1. (i) Let S = H ∩ (U +m). If it exists, any element m0 ∈ S∩ rad(M)
satisfies m0 = u + m for some u ∈ U . Since m0 ∈ evrad(M r) ⊆ U this gives the
contradiction m = m0 − u ∈ U .
So S ∩ rad(M) = ∅ and therefore by lemma 2.4.8 there is a homotopy word C such that
either C is finite and S ∩ C+(M•) 6= ∅ = S ∩ C−(M•), or C is a homotopy N-word and
for all n ≥ 0 we have S ∩ C≤nM 6= ∅ = S ∩ C≤nrad(M). If C is finite there is nothing to
prove, so suppose otherwise. The collection ∆ = {S ∩ C≤nM | n ≥ 0} consists of linear
varieties by corollary 2.4.6.
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The intersection of a finite collection S ∩ C≤n(1)M, . . . , S ∩ C≤n(d)M ∈ ∆ of these
linear varieties is S ∩ C≤n(i)M 6= ∅, where n(i) is maximal among n(1), . . . , n(d). Thus
∆ has the finite intersection property. By lemma 2.4.4 evM
r is linearly compact, and so⋂
n≥0 S∩C≤nM 6= ∅. This shows S∩C+(M) 6= ∅ by lemma 2.4.7. Since S∩C≤nrad(M) = ∅
for all n ≥ 0 we have S ∩ C−(M•) ⊆ ⋃S ∩ C≤nrad(M) = ∅.
(ii) By (i) with H = evM
r there is a word B ∈ Wv,δ such that U +m meets B+(M) but
not B−(M). So there is some m′ ∈ B+(M) for which m′ = u+m for some u ∈ U . Note
that m′ /∈ U + evM r ∩B−(M) as otherwise m′ = u′ +m′′ for some m′′ ∈ evM r ∩B−(M)
and u′ ∈ U in which case m′′ = u − u′ + m contradicting the fact (U + m) ∩ B−(M) is
empty. We may apply part (i) to the R-submodule U ′ = U + evM r ∩B−(M), the subset
H ′ = evM r ∩B+(M) of evM r and m′ ∈ H ′ \U ′. Doing so gives some word D ∈ Wv,−δ for
which H ′ ∩ (U ′ + m′) meets D+(M) but not D−(M). This gives some u′ ∈ U and some
y ∈ B−(M)∩evM r for which x = u′+y+m′ ∈ B+(M)∩D+(M). So −y+x = (u′+u)+m
which defines an element of G+B,D,r(M) ∩ (U +m).
Suppose for a contradiction there exists some x′ ∈ G−B,D,r(M) ∩ (U + m). Then there
is some u′′ ∈ U , a− ∈ B−(M) ∩ evM r and a+ ∈ B+(M) ∩ D−(M) ∩ evM r for which
x′ = u′′ + m = a− + a+. Writing a+ as u′′ − u − a− + m′ defines an element from
U +B−(M)∩ evM r +m′ and hence the intersection of H ′ ∩ (U ′ +m′) and D−(M) which
is impossible. Hence G−B,D,r(M) ∩ (U + m) is empty but G+B,D,r(M) ∩ (U + m) is non-
empty.
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2.5 Mapping Properties.
If R is a field k the ring Λ is an Assem-Skowron´ski gentle algebra by corollary 1.2.11. In
this setting we have discussed in section 1.4.4 how functorial filtrations have been used to
classify modules in terms of words. Of key importance were two mapping properties:
namely lemmas 1.4.48 and 1.4.50. By lemma 1.4.48 (iii): there is a homomorphism
κu,u′,M : Su,u′(Fu,u′(M)) → M of Λ-modules such that Fu,u′(κu,u′,M ) is an isomoprhism
(for appropriate words u and u′ and Λ-modules M). By lemma 1.4.50: a Λ-module
homomorphism θ : N →M must be an isomorphism provided Fw,w′(θ) is an isomorphism
for each pair (w,w′) of words (for appropriate θ). In section 2.5 we give analogous mapping
properties for homotopy words.
2.5.1 Local Mapping Properties.
In this section we state and prove an analogue of lemma 1.4.48 (iii). For this we require
the following book keeping.
Assumption: In section 2.5.1 we let C be some homotopy I-word where C = B−1D for
homotopy words B and D. We write C = . . . l−1i ri . . . provided it is non-trivial,
to short hand the notation given by definition 1.3.26. If B is non-trivial write
B = l−1B,1rB,1 . . . and similarly D = l
−1
D,1rD,1 . . .
Lemma 2.5.1. Let j ∈ I. If t = aB,D − j then:
(i) vC(j) = vB(t) if t ≥ 0 and vC(j) = vD(−t) otherwise; and
(ii) µC(j)− µC(i) = µB(t) if t ≥ 0 and µC(j)− µC(i) = µD(−t) otherwise.
Proof. (i) Let i = aB,D. By definition we have B = (C≤i)−1 andD = C>i which gives (B =
r−1i li . . . or B = 1h(C),s(C)) and (D = l
−1
i+1ri+1 . . . or D = 1h(C),s(C)). In the notational
convention stated before the lemma, lB,t = ri−t+1 and rB,t = li−t+1 for t, t+1 ∈ IB. Hence
for i − j ≥ 0 we have t(lB,i−j+1) = t(ri−(i−j+1)+1) and thus vB(i − j) = vC(j). If B is
trivial then I is bounded below by 0 and i = 0.
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This shows −j ≥ 0 and j ≥ 0 so j = 0 and vB(−j) = vC(j). Similarly lD,t = li+t and
rB,t = ri+t for t, t + 1 ∈ ID, and hence for j − i ≥ 0 we have t(lD,j−i+1) = t(li+j−i+1)
and so vD(j − i) = vC(j). If D is trivial then I is bounded above by j and i = j. So
vD(j − i) = vD(0) = vC(i) = vC(j).
(ii) Suppose I is finite or N, and so B is an {0, . . . , i}-word. If i ≥ j then by definition
µC(j) = µB−1(j) which equals µB(i − j) − µB(i) by lemma 1.3.33 (iii). So when j = i
we have −µC(i) = µB(i) and so µC(j) − µC(i) = µB(j − i). If instead j > i then
µC(j) = µB−1(i)+µD(j−i) by definition and so µC(j)−µC(i) = µB−1(i)+µD(j−i)−µC(i)
which equals µD(j − i).
Suppose I = −N. Then by lemma 1.3.33 (i) and (iii) we have IC−1 = {−i | i ∈ I =
−N} = N and µC−1(−j) = µC(j) for j ∈ −N. Since C−1 is a homotopy N-word, by the
above we have µC(j)− µC(i) = µC−1(−j)− µC−1(−i) which is µD(−i−−j) = µD(j − i)
when j ≥ i and µB(i − j) otherwise. When I = Z we have i = 0 and µB−1(j) = µB(−j)
by lemma 1.3.33 (iii). This gives µC(j) − µC(i) = µC(j) which is µD(j − 0) when j ≥ 0
and µB−1(j) = µB(−j) when −j ≥ 0, as required.
The proof of the next lemma follows the same idea as [21, Lemma 8.3].
Lemma 2.5.2. Let (B,D, n) ∈ I(s) and C = B−1D. Let M be an object in
Kmin(Λ-Proj). Then for some basis B = {u¯λ | λ ∈ Ω} of FB,D,n(M) there is a morphism
of complexes θB,D,n,M :
⊕
λ P (C)[µC(aB,D) − n] → M such that FB,D,n(θB,D,n,M ) is an
isomorphism.
Proof. Let i = aB,D. For j ∈ I note bj,λ lies in degree µC(j)−µC(i) +n, and furthermore
d⊕
λ P (C)[µC(i)−n](bj,λ) = b
+
j,λ + b
−
j,λ where; b
+
j,λ = 0 unless (j+ 1 ∈ I and l−1j+1rj+1 = d−1l(α)α)
in which case b+j,λ = αbj+1,λ, and b
−
j,λ = 0 unless (j − 1 ∈ I and l−1j rj = β−1dl(β)) in which
case b−j,λ = βbj−1,λ.
For each λ ∈ Ω we can choose a lift uλ ∈ F+B,D,n(M) \ F−B,D,n(M) of u¯λ. Since uλ ∈
evM
n ∩ B+(M) by corollary 2.2.3 there is uBs,λ ∈ evB(s)Mn+µB(s) for each s ∈ IB where
uB0,λ = uλ and u
B
s−1,λ ∈ l−1B,srB,suBs,λ given s− 1 ∈ IB.
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Similarly there exists uDt,λ ∈ evD(t)Mn+µD(t) for each t ∈ ID where uD0,λ = uλ and
uDt−1,λ ∈ l−1D,trD,tuDt,λ given t − 1 ∈ ID. Set uj,λ = uBi−j,λ whenever j ≤ i and uj,λ = uDj−i,λ
whenever j ≥ i.
By lemma 2.5.1 (i) and (ii) we have uj,λ ∈ evC(j)Mn+µC(j)−µC(i) for any j, so letting
θB,D,n,M (bj,λ) = uj,λ defines a degree 0 graded Λ-module map θB,D,n,M :
⊕
B P (C)[µC(i)−
n] → M . Recalling the proof of lemma 2.5.1 (i), lB,s = ri−s+1 and rB,s = li−s+1 for
s, s + 1 ∈ IB and hence i ≥ j implies uj−1,λ ∈ l−1j rjuj,λ. Similarly considering D where
i < j we again have uj−1,λ ∈ l−1j rjuj,λ.
Furthermore dM (uj,λ) = u
+1
j,λ + u
−1
j,λ where u
±1
j,λ =
∑
σ±1 dσ±1,M (uj,λ) and σ
±1 runs
through the set of arrows with head vC(j) and sign ±1 (which has at most one element).
Writing s((C≤j)−1) = q gives s(C>j) = −q by proposition 2.1.13.
By case analysis we now show u−qj,λ = θB,D,n,M (b
−
j,λ). Suppose b
−
j,λ = 0. If σ
−q does not
exist then u−qj,λ = 0 and there is nothing to prove. So we can assume σ
−q = α exists. Note
s(d−1α ) = q = −s(C) and h(d−1α ) = h(C). If j − 1 /∈ I then j = minI = 0 which means
B = 1h(C),−s(C) and so B+(M) = d−1α 0 as required. Otherwise j−1 ∈ I and l−1j rj = d−1l(τ)τ
for some τ ∈ P since b−j,λ = 0. Here s(f(τ)−1) = s((C≤j)−1) = q and so τ−1dl(τ)M ⊆ d−1α α0
by corollary 2.1.10 (iv) which again gives uj,λ ∈ d−1α 0.
Suppose instead b−j,λ 6= 0, and so j − 1 ∈ I and l−1j rj = β−1dl(β) for some β ∈ P. In
this case b−j,λ = βbj−1,λ and s(l(β)) = −s(d−1l(β)) = −s((C≤j)−1) = −q which means l(β) =
σ−q and uj−1,λ ∈ l−1j rjuj,λ = β−1dl(β)uj,λ. So here we have dl(β),M (uj,λ) = βuj−1,λ =
βθB,D,n,M (bj−1,λ) and so u
−q
j,λ = θB,D,n,M (b
−
j,λ). Similarly one can consider the different
possibilities for l−1j+1rj+1 and prove u
+q
j,λ = θB,D,n,M (b
+
j,λ). For this the cases j + 1 /∈ I and
j + 1 ∈ I are separated, similar to the above.
Together this gives θB,D,n,M (b
+
j,λ) + θB,D,n,M (b
−
j,λ) = u
+
j,λ + u
−
j,λ and so θB,D,n,M (b
+
j,λ +
b−j,λ)) = dM (uj,λ). This shows θB,D,n,M is a morphism of complexes. By lemma 2.3.20 (i)
the set of elements b¯i,λ = bi,λ + F
−
B,D,n(P (C)[µC(i) − n]) where λ runs through B define
a basis of the k-vector space FB,D,n(
⊕
λ P (C)[µC(i)− n]). Since θB,D,n,M (bi,λ) = ui,λ we
have that FB,D,n(θB,D,n,M )(b¯i,λ) = u¯i,λ = u¯λ so FB,D,n(θB,D,n,M ) is an isomorphism.
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Remark 2.5.3. (Automorphisms and Reductions) Recall that, by lemma 1.4.31, any
linear relation V on an R-module M defines an R[T, T−1]-module V ]/V [ where the action
of T is given by setting T (m+ V [) = m′ + V [ iff m′ ∈ V ] ∩ (V [ + V m).
Recall from definition 1.4.32 that a reduction of V is a pair (U, g) where U is an
R[T, T−1]-module which is free over R and g : U → M is an R-module map for which
V ] = im(g) + V [ and g(Tu) ∈ V g(u) for each u ∈ U . Recall that a reduction (U, g) meets
in m if the pre-image g−1(V [) is contained in mU .
If R is a field recall that V is split if there is an R-linear subspace W of M such that
V ] = W ⊕ V [ and #V m ∩W = 1 for each m ∈ W . Recall that, by corollary 1.4.33, if
(U, f) is a reduction of a relation V on M which meets in m = 0, then V is split.
Suppose now C = B−1D is a periodic homotopy Z-word (say D = E∞ and B = (E−1)∞
for some homotopy {0, . . . , p}-word E) and let n ∈ Z be arbitrary. Recall the linear relation
E(n) = {(m,m′) ∈ evMn ⊕ evMn | m ∈ Em′} on evMn and by lemma 2.2.11 we have
E(n)] = F+B,D,n(M) and E(n)
[ = F−B,D,n(M).
Lemma 2.5.4. Let (B,D, n) ∈ I(b) and so C = B−1D is a periodic Z-word of period
p > 0. Let M be an object of Kmin(Λ-Proj) such that FB,D,n(M) has finite dimension d
over k = R/m.
Then there is an object U of R[T, T−1]-ModR-Proj with rank d over R and a morphism
θB,D,n,M : P (C,U)[−n]→M of complexes such that FB,D,n(θB,D,n,M ) is an isomorphism.
Proof. Let FB,D,n(M) = V . By definition B = (E
−1)∞ and D = E∞ where E =
l−11 r1 . . . l
−1
p rp is a cyclic homotopy {0, . . . , p}-word. Note that F+B,D,n(M) = E(n)] and
F−B,D,n(M) = E(n)
[ which means E(n)]/E(n)[ = V .
By the second part of corollary 2.2.12 this is a finite-dimensional k[T, T−1]-module, and
so by lemma 1.4.34 there is a reduction (U, g) of E(n) which meets in m and where U is
finitely generated as an R-module. Choose an R-basis u1, . . . , ud of U .
Since (U, g) is a reduction we have im(g) ⊆ E(n)] and so g(ui) ∈ F+B,D,n(M) for each i
by lemma 2.2.11.
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Similarly g(Tui) ∈ Eg(ui) so there are elements v0,i, . . . , vp,i ∈ M for 1 ≤ i ≤ d where
vj,i ∈ evE(j)Mn+µE(j) for each j (by corollary 2.2.3), vp,i = g(ui), v0,i = g(Tui), and
vj−1,i ∈ l−1j rjvj,i given j > 0.
By lemma 1.3.47, to define a Λ-module map θB,D,n,M : P (C, V )[−n]→M it is enough to
extend θB,D,n,M (bj⊗ v¯i) = vj,i linearly over Λ, where v¯i = g(ui)+F−B,D,n(M) for 1 ≤ i ≤ d
and 0 ≤ j ≤ p − 1. Note there is some al,i ∈ R for 1 ≤ l ≤ d satisfying Tui =
∑
l al,iul
since u1, . . . , ud is an R-basis of U .
Applying g gives v0,i =
∑
l al,ivp,l. Recalling lemma 1.4.31, since g(Tui) ∈ E(n)] ∩
Eg(ui) ⊆ E(n)] ∩ (E(n)[ +Eg(ui)) we have T (g(ui) +F−B,D,n(M)) = g(Tui) +F−B,D,n(M)
and so T v¯i =
∑
l al,iv¯l.
Since bj ⊗ u¯i ∈ PµC(j)+n(C, V )[−n] and uj,i ∈ Mn+µC(j) the map θB,D,n,M is
homogeneous of degree 0. We now check that θB,D,n,M is a morphism of complexes.
We proceed following similar steps to the proof of lemma 2.5.2, but there are minor
complications to consider. For arbitrary j and w = vE(j) we have dM (vj,i) = v
+1
j,i + v
−1
j,i
by lemma 2.1.2 where we let v±1j,i =
∑
σ±1 dσ±1,M (vj,i) where σ
±1 runs through the set of
arrows with head w and sign ±1 (which has at most one element).
As in the proof of lemma 2.5.2 let s((E≤j)−1) = q and so s(E>j) = −q. In what follows
we prove v−qj,i = θB,D,n,M (b
−
j ⊗ v¯i) by case analysis, separating the cases j = 0 and j 6= 0.
Similarly one can show v+qj,i = θB,D,n,M (b
+
j ⊗ v¯i) after separating cases j 6= p − 1 and
j = p− 1.
If l−1j rj = d
−1
l(τ)τ for some τ ∈ P then b−j = 0 so b−j ⊗ v¯i = 0. Again vj,i ∈ r−1j ljvj−1,i as
s(f(τ)−1) = q and so vj,i ∈ τ−1dl(τ)M which means vj,i ∈ d−1α 0 for j 6= 0 and any arrow α
with head u and sign −q by corollary 2.1.10 (iv). This shows v−qj,i = 0 = θB,D,n,M (b−j ⊗
v¯i). For j = 0 we have b
−
0 = 0 and l
−1
p rp = d
−1
l(τ)τ so b
−
p = 0 = v
−q
p,i . This gives∑
σ−q dσ−q ,M (
∑
l al,ivp,l) =
∑
σ−q
∑
l al,idσ−q ,M (vp,l) and so v
−q
0,i = 0 = θB,D,n,M (b
−
0 ⊗ v¯i).
Otherwise l−1j rj = β
−1dl(β) for some β ∈ P. In this case where j 6= 0 one has b−j ⊗ v¯i =
βbj−1,i and again s(l(β)) = −q which means l(β) = σ−q and vj−1,i ∈ β−1dl(β)vj,i.
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As in the proof of lemma 2.5.2 this gives v−qj,i = βvj−1,i = θB,D,n,M (βbj−1,i) =
θB,D,n,M (b
−
j ⊗ v¯i). For j = 0 we have l−1p rp = β−1dl(β) and therefore
b−0 ⊗ v¯i = βb−1,i = βb−1 ⊗ v¯i = βbp−1T ⊗ v¯i = βbp−1 ⊗ T v¯i
= βbp−1 ⊗
∑
l al,iv¯l =
∑
l al,i(βbp−1 ⊗ v¯l) =
∑
l al,iβbp−1,l =
∑
l al,ib
−
p,l
So, by the above we have
θB,D,n,M (b
−
0 ⊗ v¯l) = θB,D,n,M (
∑
l al,ib
−
p,l) =
∑
l al,iθB,D,n,M (b
−
p,l) =
∑
l al,iv
−q
p,l
=
∑
l al,i
∑
σ−q dσ−q ,M (vp,l) =
∑
σ−q dσ−q ,M (
∑
l al,iup,l) =
∑
σ−q dσ−q ,M (v0,λ) = v
−q
0,l
Similarly one can consider the different possibilities for l−1j+1rj+1 and prove v
+q
j,l =
θB,D,n,M (b
+
j ⊗ v¯l). For this the cases j 6= p − 1 and j = p − 1 are separated, similar
to the above. Together we have that θB,D,n,M (b
+
s ⊗ v¯l + b−s ⊗ v¯l) = v+s,l + v−s,l and thus
θB,D,n,M (dP (C,V )[−n](bs,l)) = dM (θB,D,n,M (bs,l)) whenever 0 ≤ s ≤ p− 1. Write b¯p,l for the
coset bp,l + F
−
B,D,n(P (C, V )[−n]).
By lemma 2.3.21 (ii) the elements b¯p,1, . . . , b¯p,d give a k-basis of FB,D,n(P (C, V )[−n]) ∼=
k ⊗R V . Since FB,D,n(θB,D,n,M )(b¯p,l) = v¯p,l, to prove FB,D,n(θB,D,n,M ) is an isomorphism
we need only show v¯p,1, . . . , v¯p,d is a k-linearly independent subset of V = FB,D,n(M).
If we have
∑
l λlv¯p,l = 0 in V for some λl ∈ k then writing λl = rl + m for rl ∈ R
gives l(
∑
l rlul) ∈ F−B,D,n(M) = E(n)[ by definition. Since (U, f) meets in m we have∑
l rlul ∈ mU =
⊕d
l=1 mul and so rl ∈ m for each l, as required.
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2.5.2 Global Mapping Properties.
In this section we state and prove an analogue for part (ii) of [15, p.163, Proposition].
Lemma 2.5.5. Let θ : P → M be a morphism in Kmin(Λ-Proj), and suppose M i is
finitely generated for each i. Suppose FB,D,n(θ) is surjective for each n ∈ Z and each pair
of words (B,D) for which B−1D is a word. Then θi is surjective for each i.
Proof. For a contradiction suppose that θi is not surjective for some i ∈ Z. Since rad(M i)
is a superfluous submodule of M i if im(θi) + rad(M i) = M i then im(θi) = M i which by
assumption is impossible. So we have evim(θ
i) + evrad(M
i) 6= evM i for some vertex v.
Hence evim(θ
i) + evrad(M
i) is contained in a maximal R-submodule U of evM
i. Since
evrad(M
i) ⊆ U and U 6= evM i, by the covering property for refined functors (lemma
2.4.1 (ii)) for some element m ∈ evM i \ U there are homotopy words B ∈ Wv,δ and
D ∈ Wv,−δ for which (B−1D is a homotopy word and) U + m meets G+B,D,i(M) but not
G−B,D,i(M). So there is some u ∈ U , a ∈ B−(M) and b ∈ B+(M) ∩ D+(M) such that
u + m = a + b. Since u,m ∈ evM i we may assume a, b ∈ evM i. Note that GB,D,i(θ) is
onto and sends x + G−B,D,i(P ) to θ
i(x) + G−B,D,i(M). So there is some x ∈ G+B,D,i(P ) for
which θi(x) − b ∈ G−B,D,i(M) and therefore b = θi(x) + c + d for some c ∈ B−(M) and
d ∈ B+(M) ∩ D−(M). Since θi(x) ∈ evim(θi) ⊆ U we have by construction an element
u− θi(x) +m = (a+ c) + d of (U +m) ∩G−B,D,i(M) which is impossible.
Assumption: In what follows in this section we fix some notation. Let S and B be index
sets, {t(σ), s(β) | σ ∈ S, β ∈ B} be a collection of integers, {V β | β ∈ B} be a set
of objects from R[T, T−1]-ModR-Proj and {A(σ), E(β) | σ ∈ S, β ∈ B} be a set of
homotopy words, where each Aσ is non-periodic and each Eβ is periodic of period
pβ. Consider a direct sum of complexes of the form
N =
(⊕
σ∈S P (A(σ))[−t(σ)]
)
⊕
(⊕
β∈B P (E(β), V
β)[−s(β)]
)
(C)
The following is the analogue of [21, Lemma 9.4].
Chapter 2. Classification of Complexes for Complete Gentle Algebras. 196
Lemma 2.5.6. Let θ : N → M be a morphism in Kmin(Λ-Proj) such that F¯B,D,n(θ) is
injective for each (B,D, n) ∈ I. Then θi is injective for each i ∈ Z.
Proof. Assume there is some h ∈ Z for which θh is not injective. By corollary 1.1.25
Λ is semilocal and so rad(Nh) = rad(Λ)Nh and rad(Mh) = rad(Λ)Mh by [48, (24.7)
Theorem, p.349]. Since Λ/rad(Λ) is semisimple, Nh/rad(Nh) is an injective Λ/rad(Λ)-
module. Hence the induced map θ¯h : Nh/rad(Nh) → Mh/rad(Mh) is not injective,
as otherwise it must be a section which would mean θh was injective by [40, Lemma
2.2, p.218]. Thus θ¯h is not injective, and so there is a vertex v and a non-zero element
n ∈ evNh \ evrad(Nh) for which θh(n) ∈ evrad(Mh).
Since N is a direct sum, there is a finite subset Γ = {A(1), . . . , A(m), E(1), . . . , E(q)}
of {A(σ), E(β) | σ ∈ S, β ∈ B} for which n lies in the direct sum of ⊕mσ=1 P h−t(σ)(A(σ))
and
⊕q
β=1 P
h−s(β)(E(β), V β).
Hence we now assume S = {1, . . . ,m} and B = {1, . . . , q}. For each σ and β let;
〈σ〉 = IA(σ), Jσ = P (A(σ))[−t(σ)], 〈β〉′ = {0, . . . , pβ − 1}, Lβ = P (E(β), V β)[−s(β)] and
let Ω(β) be an R-basis for the free R-module V β. Hence there is some x ∈ evrad(Nh) and
(transversal) scalars ησ,i, ηβ,j,λ ∈ S for which
n =
∑m
σ=1
∑
i∈〈σ〉 ηq,ib
σ
i +
∑q
β=1
∑
j∈〈β〉′
∑
λ∈Ω(β) ηβ,j,λb
β
j,λ + x
and for each σ there is some i[σ] ∈ 〈σ〉 for which vA(σ)(i [σ]) = v and µA(σ)(i [σ]) = h−t(σ),
and for each β there is some j [β] ∈ 〈β〉′ for which vE(β)(j [β]) = v and µE(β)(j [β]) =
h − s(β). For each δ ∈ {±1} let A(σ)(i [σ] , δ) = A(σ, δ) and E(β)(j [β] , δ) = E(β, δ).
Since n /∈ evrad(Nh) for all σ and β we can assume ησ,i[σ] 6= 0 and ηβ,j[β],λ 6= 0 for some
λ ∈ Ω(β). By lemma 2.3.20 (i) and lemma 2.3.21 (i) we respectively have
F¯+A(σ,1),A(σ,−1),h(Jσ) = F¯
−
A(σ,1),A(σ,−1),h(Jσ) +Rbi[σ] and
F¯+E(β,1),E(β,−1),h(Lβ) = F¯
−
E(β,1),E(β,−1),h(Lβ) +
∑
λRbj[β],λ.
The first equation shows ησ,i[σ]b
σ
i[σ] lies in F¯
+
A(σ,1),A(σ,−1),h(Jσ) ⊆ G¯+A(σ,1),A(σ,−1),h(Jσ).
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We also have ησ,i[σ]b
σ
i[σ] /∈ F¯−A(σ,1),A(σ,−1),h(Jσ) by lemma 2.3.20 (ii). It is straightforward
to show that F¯−A(σ,1),A(σ,−1),h(Jq) contains the intersection of F¯
+
A(σ,1),A(σ,−1),h(Jσ)
and G¯−A(σ,1),A(σ,−1),h(Jσ), which means ησ,i[σ]b
σ
i[σ] ∈ G¯+Aσ1 ,Aσ−1,h(Jσ) and ησ,i[σ]b
σ
i[σ] /∈
G¯−Aσ1 ,Aσ−1,h(Jσ). A similar argument using lemma 2.3.21 (ii) shows ηβ,j[β],λbj[β],λ ∈
G¯+E(β,1),E(β,−1),h(Lβ) and ηβ,j[β],λbj[β],λ /∈ G¯−E(β,1),E(β,−1),h(Lβ).
Note that for each δ ∈ {±1} we have A(σ, δ), E(β, δ) ∈ Wv,δ for 1 ≤ σ ≤ m and 1 ≤ β ≤
q. After reordering we can assume that A(σ, 1) ≤ A(σ′, 1) for σ ≤ σ′ and E(β, 1) ≤ E(β′, 1)
for β ≤ β′. Let B be the largest homotopy word of A(m, 1) and E(q, 1). If B = A(m, 1)
let D be the largest homotopy word A(σ′,−1) among A(1,−1), . . . , A(m,−1) for which
A(σ′, 1) = A(m, 1). Otherwise B = E(q, 1) and let D be the largest homotopy word
E(β′,−1) among E(1,−1), . . . , E(q,−1) for which E(β′, 1) = E(q, 1).
Note that B and D have the same head and opposite signs, which means B−1D is a
homotopy word by proposition 2.1.13. By construction, proposition 2.1.30, and corollary
2.1.20 we have G¯+A(σ,1),A(σ,−1),h(Jσ) ⊆ G¯+B,D,h(N) for any σ and G¯+E(β,1),E(β,−1),h(Lβ) ⊆
G¯+B,D,h(N) for any β. So n ∈ G¯+B,D,h(N). If n ∈ G¯−B,D,h(N) and (B,D) =
(A(σ′, 1), A(σ′,−1)) then
∑
i∈〈σ′〉 ησ′,ib
σ′
i = n−
∑m
σ=1, σ 6=σ′
∑
i∈〈σ〉 ηq,ib
σ
i +
∑q
β=1
∑
j∈〈β〉′
∑
λ∈Ω(β) ηβ,j,λb
β
j,λ + x
which by the above lies in G¯+A(σ,1),A(σ,−1),h(Jσ) ∩ G¯−A(σ′,1),A(σ′,−1),h(N) and thus gives
the contradiction
∑
i∈〈σ′〉 ησ′,ib
σ′
i ∈ G¯−A(σ,1),A(σ,−1),h(Jσ′). Similarly if (B,D) =
(E(β′, 1), E(β′,−1)) we come to the contradiction ∑j∈〈β′〉′∑λ∈Ω(β′) ηβ′,j,λbβ′j,λ ∈
G¯−E(β,1),E(β,−1),h(Lβ′). So we must have that n ∈ G¯+B,D,h(N)\G¯−B,D,h(N) . Since G¯−B,D,h(θ)
sends the coset of n to the coset of θh(n) ∈ evrad(Mh) ⊆ G¯−B,D,h(M) we conclude that
G¯B,D,h(θ) is not injective, as required.
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2.5.3 Direct Sums of String and Band Complexes.
Here we look at some fruit of the labour involved in defining a functorial filtration.
Assumption: As in (C) from section 2.5.2 we let N be a direct sum of complexes of the
form P (A(σ))[−t(σ)] and P (E(β), V β)[−s(β)]. This means σ and β run through
index sets S and B respectively, each A(σ) is a non-periodic homotopy word, and
each E(β) is a periodic homotopy word.
Definition 2.5.7. (notation: W, W(s), W(b)) Let W denote the set of all equivalence
classes of homotopy words. For each equivalence class C ofW we choose one representative
C and one pair of words (B,D) for which B−1D = C. Let W be the set of these chosen
pairs (B,D). Let W(s) (resp. W(b)) be the subset of W consisting of all pairs (B,D)
for which B−1D is not a periodic homotopy Z-word (resp. B−1D is a periodic homotopy
Z-word).
For convenience we recall some notation from definition 2.2.20. We let Σ = Wv,1 ×
Wv,−1 × Z; Σ(s) be the set of (B,D, n) ∈ Σ with B−1D not periodic; and Σ(b) be the
set of (B,D, n) ∈ Σ with B−1D periodic. Recall that for (B,D, n), (B′, D′, n′) ∈ Σ,
given C = B−1D and C ′ = B′ −1D′ we write (B,D, n) ∼ (B′, D′, n′) provided n′ − n =
r(B,D;B′, D′) where
r(B,D;B′, D′) =

µC(aB′,D′)− µC(aB,D) (if C ′ = C is not a homotopy Z-word)
µC(aD′,B′)− µC(aB,D) (if C ′ = C−1 is not a homotopy Z-word)
µC(±m) (if C ′ = C±1[m] is a homotopy Z-word)
Recall that: ∼ restricts to an equivalence relation ∼s (resp. ∼b) on Σ(s) (resp. Σ(b));
Σ = Σ/ ∼; Σ(s) = Σ(s)/ ∼s; and Σ(b) = Σ(b)/ ∼b. Recall I(s) (resp. I(b)) is a fixed
a chosen collection of representatives (B,D, n) in Σ(s) (resp. Σ(b)), one for each class
(B,D, n) from Σ(s) (resp. Σ(b)).
(Notation: A(σ, δ)) For each δ ∈ {±1} let A(σ, δ) be the truncated word A(σ)(0, δ):
the unique word in {(A(σ)≤0)−1, A(σ)0<} with sign δ.
Chapter 2. Classification of Complexes for Complete Gentle Algebras. 199
(Notation: S(B,D, n), B±(B,D, n)) For (B,D, n) ∈ I(s) let S(B,D, n) be the set of
σ ∈ S such that (B,D, n) ∼ ((A(σ, 1), A(σ,−1), t(σ)). By definition this means S(B,D, n)
is the set of all σ such that t(σ) − n = r(B,D;A(σ, 1), A(σ,−1)). For (B,D, n) ∈ I(b)
let B±(B,D, n) be the set of β ∈ B such that s(β) − n = µB−1D(±m) and E(β) =
(B−1D)±1[m] for some m ∈ Z.
(notation: SnB,D,n(V ), V
β
± ) Let B and D be homotopy words where C = B−1D is a
homotopy word. If (B,D) ∈ W(s) let V be an object of R-Proj. Otherwise (B,D) ∈
W(b), and let V be an object of R[T, T−1]-ModR-Proj. Then SB,D,n(V ) is a complex
of projective Λ-modules. For n ∈ Z let Sn′B,D,n(V ) denote the module in degree n′ of
SB,D,n(V ). For β ∈ B(B,D, n)+ let V¯ β+ = k ⊗R[T,T−1] V β. For β ∈ B(B,D, n)− let
V¯ β− = k ⊗R[T,T−1] resι V β, and recall resι V β is defined by swapping the actions of T and
T−1 on V β.
Lemma 2.5.8. Let B, B′, D and D′ be homotopy words such that C = B−1D and
C ′ = B′ −1D′ are homotopy words. Let n and n′ be integers.
(i) If n 6= n′ then S(B,D, n) ∩ S(B,D, n′) = ∅ = B(B,D, n)± ∩ B(B,D, n′)±.
(ii)
⋃
t∈Z S(B,D, t) is the set of σ ∈ S where A(σ) and C are equivalent.
(iii)
⋃
n∈Z B(B,D, t)+∪B(B,D, t)− is the set of β ∈ B where E(β) and C are equivalent.
(iv) If B−1D  B′−1D′ then S(B,D, n)∩S(B′, D′, n) = ∅ = B(B,D, n)±∩B(B′, D′, n)±.
Proof. (i) If σ ∈ S(B,D, n) ∩ S(B,D, n′) then (B,D, n) ∼ (B,D, n′) by transitivity and
so n′ − n = 0. Similarly, B(B,D, n)± ∩ B(B,D, n′)± 6= ∅ implies n = n′.
(ii) and (iii) Clearly if σ ∈ S(B,D, n) then A(σ) must be equivalent to C. Conversely
if A(σ) is equivalent to C then (B,D, n) ∼ (A(σ, 1), A(σ,−1), t(σ)) where n = t(σ) −
r(B,D;A(σ, 1), A(σ,−1)). A similar argument justifies the respective statements about⋃
n∈Z B(B,D, n)+ and
⋃
n∈Z B(B,D, n)−.
(iv) If σ ∈ S(B,D, n) ∩ S(B′, D′, n) (or β ∈ B(B,D, n) ∩ B(B′, D′, n)) then
(B,D, n) ∼ (B′, D′, n) by transitivity which means B−1D is equivalent to B′−1D′ and
r(B,D,B′, D′) = 0. This is only true provided (B,D) = (B′, D′).
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The following statement and argument for the proof is essentially [21, Theorem 9.1].
Theorem 2.5.9. If n′ ∈ Z and (B′, D′) ∈ W then
(i) if (B′, D′) ∈ W(s) there are dimk(FB′,D′,n′(N)) elements in σ ∈ S(B′, D′, n′), and
(ii) if (B′, D′) ∈ W(b) then FB′,D′,n′(N) ' (
⊕
β+
V
β+
+ ) ⊕ (
⊕
β− V
β−
− ) where β± runs
through B(B′, D′, n′)±.
If (B,D) ∈ W and C = B−1D then
(iii) if (B,D) ∈ W(s) there are ∑n′∈Z dimk(FB,D,n′(N)) elements σ̂ ∈ S where A(σ̂) =
C or A(σ̂) = C−1, and
(iv) if (B,D) ∈ W(b) then ⊕n′∈Z FB,D,n′(N) ' (⊕β̂+ V β̂++ ) ⊕ (⊕β̂− V β̂−− ) where β̂±
runs through all β̂ ∈ B where E(β̂) is a shift of C±1.
Proof. By lemma 2.1.21 (iv) and (v), for any (B,D, n) ∈ I the refined functor FB,D,n
preserves small coproducts.
(i), (ii) By lemma 2.1.21 (iv) and (v) the refined functor FB′,D′,n′ preserves
small coproducts. This together with lemma 2.3.20 (iii) shows FB′,D′,n′(N) '⊕
σ∈S FB′,D′,n′(P (A(σ))[−t(σ)]) as B′−1D′ is not periodic. If σ ∈ S(B′, D′, n′) then
(A(σ, 1), A(σ,−1), t(σ)) ∼ (B′, D′, n′) and so by corollaries 2.2.8 and 2.2.24 we have
FB′,D′,n′(P (A(σ))[−t(σ)]) ' F¯B′,D′,n′(SB′,D′,n′(R)) which is isomorphic to R ⊗k k ' k by
lemma 2.3.20 (ii). Otherwise σ /∈ S(B,D, n) and so as above FB,D,n(P (A(σ))[−t(σ)]) = 0
by lemma 2.3.20 (iii). Altogether FB,D,n(N) '
⊕
σ∈S(B,D,n) k which has dimension
#S(B,D, n).
For (ii), as above by lemmas 2.1.21 and 2.3.21 (iii) we have FB′,D′,n′(N) '⊕
σ∈B FB′,D′,n′(P (E(β), V
β)[−s(β)]). If β ∈ B(B,D, n)± then by corollaries 2.2.12 and
2.2.24 and lemma 2.3.21 (ii) we have FB′,D′,n′(P (E(β), V
β)[−s(β)]) ' V¯ β± as above. If
β /∈ B(B,D, n)+ ∪ B(B,D, n)− then FB′,D′,n′(P (E(β), V β)[−s(β)]) = 0 by lemma 2.3.21
(iii). As above this shows FB′,D′,n′(N) ' (
⊕
β+
V¯
β+
+ )⊕(
⊕
β− V¯
β−
− ) where β± runs through
B(B′, D′, n′)±.
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(iii), (iv) By lemma 2.5.8 (i)
∑
n∈Z #S(B,D, n) = #
⋃
n∈Z S(B,D, n) and so∑
n∈Z dim(FB,D,n(N)) = # {σ̂ ∈ S | B−1D ∼ A(σ̂)} by part (i) and lemma 2.5.8 (ii).
The proof for part (iv) is similar, but one uses part (ii) and lemma 2.5.8 (i) and (iii).
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2.6 Completing the Proof.
In section 2.6 we complete the proofs of the main results in this thesis: theorem 2.0.1,
theorem 2.0.4 and theorem 2.0.5. After this section we see some applications of these
theorems.
Definition 2.6.1. (Full, Faithful, Dense, Representation Equivalence) If F :
A → B is an additive functor, we say: F reflects isomorphisms if, for each arrow α from
A, if F (α) is an isomorphism then α is an isomorphism; F is full if, for any objects X,
Y in A and any arrow ϕ : F (X) → F (Y ) in B, there is an arrow β : X → Y in A for
which F (β) = ϕ; F is dense if given any object Z in B, there is an object X in A for
which F (X) ' Z; and F is a representation equivalence if it is full, dense, and reflects
isomorphisms.
Proposition 2.6.2. Let A be a full subcategory of R-Proj and A be the full subcategory
of k-Mod consisting of all vector spaces isomorphic to k ⊗RM for some R-module M in
A. Then k ⊗R − : R-Proj → k-Mod restricts to a representation equivalence k ⊗R −| :
A → A.
Proof. By construction k ⊗R −| is dense. For the duration of the proof we let 0 and 1
(resp. 0 and 1) denote the additive and multiplicative identity elements in R (resp. k).
Choose a transversal S such that S ∩ 1 = {1} and S ∩ 0 = {0}. Let {mi}i∈I and {nj}j∈J
be R-bases for objects M and N from C respectively, and for each i and j let {mi}i and
{nj}j be the k-bases of M and N defined by mi = 1⊗mi and nj = 1⊗ nj .
Now let g : k ⊗R N → k ⊗R M be an arbitrary k-linear map. For each j let g(nj) =∑
i tjimi where tji ∈ k and tji = 0 for all but finitely many i. Since S ∩ 0 = {0} this
means tji = 0 for all but finitely many i, where tij ∈ R is chosen such that {tij} = S ∩ tij
for each i and j.
Let β : N →M be the R-module homomorphism given by β(nj) =
∑
i tjimi for each j.
Since M and N are objects in A, which is a full subcategory of R-Proj, β is an arrow in
A. By definition k ⊗R −| (β) = g and so k ⊗R −| is full.
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It remains to show k ⊗R −| reflects isomorphisms. Recall (from definition 3.1.38) that,
for a ring Γ with a complete set of idempotents {ei}i, a Γ-module is quasi-free if it is
a direct sum of modules of the form Rei. Hence an R-module is finitely generated and
quasi-free iff it is free and of finite rank. If M is any free R-module then M ' k ⊗R M
where M = M/rad(M).
Hence, by lemma 3.1.39 it suffices to: let f : Rm → Rn be a homomorphism of finitely
generated free R-modules; assume the map f¯ : km → kn is an isomorphism; and show f
must have been an isomorphism. Let A = (aij) be the n×m matrix with entries from R
that defines f .
Write A¯ = (a¯ij) for the n×m matrix with entries from k where a¯ij = aij + m for each
i and j. Since f¯ is an isomorphism we have n = m, and the determinant det(A¯) is a
non-zero element of the field k. This means det(A) is an element of the ring R which lies
outside the maximal ideal m. This means det(A) is a unit in R, and so A has an inverse
in the matrix ring over R, and therefore f is an isomorphism.
Definition 2.6.3. (Preserving Small Coproducts) If A and B have small (that is,
set indexed) coproducts, we say a functor F : A → B preserves small coproducts if, for
each collection {Xj}j∈J of objects in A, there are isomorphisms σX : F (
⊕
j∈J Xj) →⊕
j∈J F (Xj), such that σY F (
⊕
j∈J fj) = (
⊕
j∈J F (fj))σX for each collection of arrows
{fj : Xj → Yj}j∈J in A.
We now fix some notation until the end of the proof of lemma 2.6.5. The reader is
referred to the appendix for various definitions and notation. The next definition appears
to be new, although it was motivated directly from parts (a), (b), (c) and (d) of lemma
1.4.38.
Definition 2.6.4. Let M be an abelian category with small coproducts, and let N be an
abelian subcategory. Suppose M and N have all of their radicals (see 3.1.8). Recall (3.2.20)
PM (resp. PN) is the full subcategory of M (resp. N) consisting of the projective objects.
Recall (3.2.24) Cmin(PM), Kmin(PM), Cmin(PN) and Kmin(PN) are the full subcategories of
C(PM), K(PM), C(PN) and K(PN) consisting of homotopically minimal complexes.
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Recall Ξ : Cmin(PM) → Kmin(PM) is the restriction of the canonical quotient functor
C(M)→ K(M) (see [64, p.370, Proposition 10.1.2]). LetI be an index set. For each i ∈ I
let Ai and Xi be additive categories with arbitrary coproducts, and let Si : Ai → Cmin(PM)
and Fi : Kmin(PM)→ Xi be functors. So far this gives
Ai
Si // Cmin(PM) Ξ // Kmin(PM) Fi // Xi
(Detecting Functors) We say that the collection of functors {(Si, Fi) | i ∈ I }
detects the objects in Kmin(PN) if, for each i ∈ I :
(FFI) the functor FiΞSi is a representation equivalence;
(FFII) FjΞSi ' 0 for each j ∈ I with j 6= i;
(FFIII) Fi preserves small coproducts;
(FFIV) for every object M in Kmin(PN) there is an object Ai,M in Ai and a map
γi,M : Ξ(Si(Ai,M ))→M in Kmin(PM) such that Fi(γi,M ) is an isomorphism;
and given a morphism θ : N →M in Cmin(PM);
(FFV) if M lies in Cmin(PN) and Fi(Ξ(θ)) is epic for all i ∈ I then θn is epic for all n;
(FFVI) and if N =
⊕
i∈I Si(Ai) for Ai in Ai and Fi(Ξ(θ)) is monic for each i ∈ I then
θn is monic for each n.
Lemma 2.6.5. If {(Si, Fi) | i ∈ I } detects the objects in Kmin(PN) then:
(i) any object M of K(PN) is isomorphic to
⊕
i∈I Ξ(Si(Ai,M ));
(ii) the indecomposable objects in K(PN) are of the form Ξ(Si(A)) where i ∈ I and A
is an indecomposable object in Ai;
(iii) if A is an indecomposable object in Ai (for some i ∈ I ) then Ξ(Si(A)) is an
indecomposable object in Kmin(PM); and
(iv) for i, j ∈ I and non-zero objects A and A′ from Ai and Aj we have Ξ(Si(A)) '
Ξ(Sj(A
′)) iff i = j and A ' A′.
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Proof. Note that by corollary 3.2.25 it suffices to prove that any object M of Kmin(PN)
is isomorphic to
⊕
i∈I Ξ(Si(Ai,M )). To avoid repetition we now fix some notation for the
duration of the proof. Any direct sum M ⊕N of objects M and N in an additive category
C comes equipped with monomorphisms ιM : M → M ⊕ N and ιN : Y → M ⊕ N , and
epimorphisms piM : M ⊕N → M and piN : M ⊕N → N , which satisfy ιMpiM + ιNpiN =
idM⊕N , piM ιM = idM , piN ιN = idN , and piM ιN = piN ιM = 0.
(i) For each l ∈ I let ιl : Nl →
⊕
i∈I Ni be the canonical monomorphism of the
coproduct, where Ni = Ξ(Si(Ai,M )) for each i (which exist by (FFIV)). Consider the
collection of arrows {fi : Xi → Yi}i in Kmin(PM) given by: Xl = Nl and Xi = 0 for
i 6= l; Yi = Ni for all i; and fl = id and fi = 0 for i 6= l. By (FFII) and (FFIII) (in
the notation of definition 2.6.3) there are isomorphisms σX : Fl(Nl) → Fl(Nl) and σY :
Fl(
⊕
i∈I Ni)→ Fl(Nl) such that σY Fl(ιl) = Fl(id)σX and hence Fl(ιl) is an isomorphism.
Let pil :
⊕
i∈I Ni → Nl be the canonical monomorphism of the product. Since pilιl = id
we have that Fl(pil) is the inverse to Fl(ιl), and hence an isomorphism.
Applying (FFIV) and the universal property of the coproduct defines a unique map
θ : Ξ(
⊕
i∈I Si(Ai,M )) → M satisfying θιi = γi,M for each i ∈ I . Since Ξ is dense there
is an object L in Cmin(PN) and an isomorphism ψ : Ξ(L) → M in Kmin(PN) . Since Ξ is
full we have a morphism ϕ :
⊕
i∈I Si(Ai,M )→ L in Cmin(PN) for which Ξ(ϕ) = ψ−1θ. By
the above we have Fi(θ) = Fi(γi,M )Fi(pii) which is an isomorphism for each i ∈ I, and
so Fi(Ξ(ϕ)) is an isomorphism for each i ∈ I . By (FFV) and (FFVI) this means ϕn is
an isomorphism for each n ∈ Z and so θ is an isomorphism. Clearly Ξ preserves small
coproducts and so this means M '⊕i∈I Ξ(Si(Ai,M )) as required.
(ii) Again by corollary 3.2.25 it suffices to prove the corresponding statement about
Kmin(PN). We let M be an indecomposable object of Kmin(PN). By part (i) we have that
M '⊕i∈I Ξ(Si(Ai,M )) and so Ξ(Si(Ai,M )) = 0 apart from when i = t for some t ∈ I .
Hence M ' Ξ(St(At,M )). It suffices to prove that At,M is an indecomposable. Suppose
there are objects X and Y of At for which At,M = X ⊕ Y . This shows M ' Ξ(St(X))⊕
Ξ(St(Y )) and so Ξ(St(X)) = 0 without loss of generality. This means Ft(Ξ(St(0))) is an
isomorphism where 0 : X → 0 in At. Since FtΞSt reflects isomorphisms by (FFI), X = 0.
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(iii) If Fi(Ξ(Si(A)) = 0 then A = 0 since FiΞSi is dense and reflects isomorphisms by
(FFI). Hence Ξ(Si(A)) 6= 0, and we suppose Ξ(Si(A)) = X ′ ⊕ Y ′ for objects X ′ and Y ′ of
Kmin(PM). Since Ξ is the quotient functor there must be objectsX and Y in Cmin(PM) such
that Si(A) = X ⊕ Y , Ξ(X) = X ′ and Ξ(Y ) = Y ′. Hence Fi(Ξ(Si(A))) ' Fi(X ′)⊕ Fi(Y ′)
and as representation equivalences preserve indecomposables we have Fi(X
′) = 0 without
loss of generality.
For j ∈ I with j 6= i we have Fj(X ′) ⊕ Fj(Y ′) = Fj(Ξ(Si(A))) = 0 by (FFII). This
means that for any j ∈ I we have that Fj(Ξ(ιX)) = 0 and so
idFj(Ξ(Y )) = Fj(Ξ(idY )) = Fj(Ξ(piY ))Fj(Ξ(ιY )), and idFj(Ξ(Si(A))) = Fj(Ξ(idX⊕Y ))
= Fj(Ξ(ιX))Fj(Ξ(piX)) + Fj(Ξ(ιY ))Fj(Ξ(piY )) = Fj(Ξ(ιY ))Fj(Ξ(piY )).
This means Fj(Ξ(piY )) is an isomorphism with inverse Fj(Ξ(ιY )). Since piY is an arrow
in Cmin(PM) of the form Si → Y this means pinY is a monomorphism for each n ∈ Z by
(FFVI). Since pinY is split epic for each n ∈ Z this means pinY is an isomorphism for each
n ∈ Z, and so piY is an isomorphism. Hence we have that X ′ = 0.
(iv) It is clear that if i = j and A ' A′ then Si(A) ' Sj(A′) since functors preserve
isomorphisms. Suppose now Si(A) ' Sj(A′) for some i, j ∈ I and objects A of Ai
and A′ of Aj . If i 6= j then Fj(Ξ(Sj(A′))) ' Fj(Ξ(Si(A))) = 0 and so A′ = 0 which
is a contradiction. Hence i = j and Fi(Ξ(Si(A))) ' Fj(Ξ(Sj(A′))) and so A ' A′ as
required.
Let us now verify the hypotheses of lemma 2.6.5 in our setting. Recall that if (B,D, n) ∈
I then the constructive functors SB,D,n have the form
R-Proj // Cmin(Λ-Proj) (if (B,D, n) ∈ I(s))
R[T, T−1]-ModR-Proj // Cmin(Λ-Proj) (if (B,D, n) ∈ I(b))
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and the refined functors FB,D,n have the form
Kmin(Λ-Proj) // k-Mod (if (B,D, n) ∈ I(s))
Kmin(Λ-Proj) // k[T, T−1]-Mod (if (B,D, n) ∈ I(b))
The following proposition is analogous to [15, p.163, Proposition].
Proposition 2.6.6. Let M = Λ-Mod, N = Λ-mod and I = I = I(s) unionsq I(b); and for
i = (B,D, n) ∈ I let
(Ai,Xi) =
 (R-Proj, k-Mod) (if B−1D is not periodic)(R[T, T−1]-ModR-Proj, k[T, T−1]-Mod) (if B−1D is periodic)
Then the collection {(SB,D,n, FB,D,n) | (B,D, n) ∈ I} detects the objects in Kmin(Λ-proj).
Proof. (FFI) Suppose (B,D, n) lies in I(s) (resp. I(b)). Then by lemma 2.3.20 (ii) (resp.
lemma 2.3.21 (ii)) the functor FB,D,nΞSB,D,n is naturally isomorphic to k⊗R− : R-Proj→
k-Mod (resp. k ⊗R[T,T−1] − : R[T, T−1]-ModR-Proj → k[T, T−1]-Mod). By proposition
2.6.2 this functor is a representation equivalence.
(FFII) For distinct (B,D, n), (B′, D′, n′) ∈ I we have (B,D, n)  (B′, D′, n′) since I
was defined by taking representatives of equivalence classes. If (B,D, n) lies in I(s) then
for any free R-module V we have F¯B′,D′,n′(P (C)[µC(aB,D)−n]⊗RV ) = 0 by lemma 2.3.20
(iii) where C = B−1D. This shows FB′,D′,n′ΞSB,D,n = 0 since F¯B′,D′,n′ and FB′,D′,n′ are
naturally isomorphic by corollary 2.2.12. If (B,D, n) lies in I(b) then similarly, using
lemma 2.3.21 (iii), this shows FB′,D′,n′ΞSB,D,n = 0.
(FFIII) Fix a collection {Xj}j∈J of objects in Kmin(Λ-Proj). By lemma 2.1.21 (iv)
and (v), for any homotopy I-word C with I ⊆ N we have C±(⊕j Xj) = ⊕j C±(Xj).
Hence any x ∈ F+B,D,n(
⊕
j∈J Xj) lies in B
+(
⊕
j Xj) =
⊕
j B
+(Xj) and D
+(
⊕
j Xj) =⊕
j D
+(Xj). Letting x =
∑
j xj where xj ∈ Xj shows xj ∈ B+(Xj)∩D+(Xj). So we have
F+B,D,n(
⊕
j∈J Xj) =
⊕
j∈J F
+
B,D,n(Xj), and similarly we can show F
−
B,D,n(
⊕
j∈J Xj) =⊕
j∈J F
−
B,D,n(Xj).
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Hence the map σX : FB,D,n(
⊕
j∈J Xj) →
⊕
j∈J FB,D,n(Xj) defined by sending any
x + F−B,D,n(
⊕
j∈J Xj) ∈ FB,D,n(
⊕
j∈J Xj) to
∑
j xj + F
−
B,D,n(Xj) is well-defined and
bijective. Clearly this map is R-linear (and hence k-linear). Now let {fj : Xj → Yj | j ∈
J } be a collection of arrows in Kmin(Λ-Proj). By definition we have
σY (FB,D,n(
⊕
j fj)(x+ F
−
B,D,n(
⊕
j∈J Xj))) = σY (
∑
j fj(xj) + F
−
B,D,n(X))
=
∑
j(fj(xj) + F
−
B,D,n(Xj)) = (
⊕
j∈J FB,D,n(fj))(σX(x+ F
−
B,D,n(
⊕
j∈J Xj)))
(FFIV) Let M be an object in Kmin(Λ-proj). By corollary 2.2.9 FB,D,n(M) is a finite-
dimensional k-vector space. If (B,D, n) lies in I(s), by lemma 2.5.2 there is a free
R-module V = R dim(FB,D,n(M)) and a morphism θB,D,n : SB,D,n(V ) → M for which
FB,D,n(θB,D,n) is an isomorphism. Similarly if (B,D, n) lies in I(b) then by lemma 2.5.4
there is an object V of R[T, T−1]-ModR-Proj and a morphism θB,D,n : SB,D,n(V ) → M
for which FB,D,n(θB,D,n) is an isomorphism.
(FFV), (FFVI) Let θ : N → M be an arrow in the category Kmin(Λ-Proj). If M is a
complex in Kmin(Λ-proj) and FB,D,n(θ) is epic for all (B,D, n) ∈ I then θn is epic for each
n ∈ N by lemma 2.5.5. If instead N is a direct sum of string and band complexes FB,D,n(θ)
is monic for all (B,D, n) ∈ I then θn is monic for each n ∈ N by lemma 2.5.6.
Proof of theorems 2.0.1 and 2.0.4. Parts (i), (ii) and (iii) of theorem 2.0.1 are precisely
parts (i), (ii) and (iii) of lemma 2.6.5, after applying proposition 2.6.6. Theorem 2.0.4
similarly follows by lemma 2.6.5 (iv), definitions 2.2.16 and 2.2.18.
Proof of theorem 2.0.5. Let S, S ′, B and B′ be index sets.
For each σ ∈ S and σ′ ∈ S ′ let t(σ) and u(σ′) be integers and let A(σ) and B(σ) be
homotopy words which are not periodic homotopy Z-words. For each β ∈ B and β′ ∈ B′
let s(β) and r(β′) be integers, let E(β) and D(β) be periodic homotopy Z-words and let
V β and Uβ
′
be indecomposable objects in R[T, T−1]-ModR-Proj.
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Now suppose N ' N ′ in the category Kmin(Λ-proj) where
N =
(⊕
σ∈S P (A(σ))[−t(σ)]
)
⊕
(⊕
β∈B P (E(β), V
β)[−s(β)]
)
and
N ′ =
(⊕
σ′∈S′ P (B(σ
′))[−u(σ′)]
)
⊕
(⊕
β′∈B′ P (D(β
′), Uβ′)[−r(β′)]
)
For any (B,D, n) ∈ I we have FB,D,n(N) ' FB,D,n(N ′) which are finite-dimensional as
k-vector spaces by corollary 2.2.9. Recall that for any word C ∈ S ∪ S ′ we let C(σ, δ) be
the unique word in {(C(σ)≤0)−1, C(σ)0<} with sign δ ∈ {±1}. For (B,D, n) ∈ I(s) recall
S(B,D, n) (resp. S ′(B,D, n)) is the set of σ ∈ S (resp. σ′ ∈ S ′) such that (B,D, n) is
equivalent to ((A(σ, 1), A(σ,−1), t(σ)) (resp. ((B(σ′, 1), B(σ′,−1), u(σ′))).
For (B,D, n) ∈ I(b) recall B±(B,D, n) (resp. B′ ±(B,D, n)) is the set of β ∈ B (resp.
β′ ∈ B′) such that s(β) − n = µB−1D(±m) (resp. r(β′) − n = µB−1D(±m) and D(β′) =
(B−1D)±1[m]) for some m ∈ Z. For β ∈ B(B,D, n)+ (resp. β′ ∈ B′(B,D, n)+) recall
V¯ β+ = k ⊗R[T,T−1] V β (resp. U¯β
′
+ = k ⊗R[T,T−1] Uβ
′
). For β ∈ B(B,D, n)− (resp. β′ ∈
B′(B,D, n)−) recall V¯ β− = k ⊗R[T,T−1] resι V β (resp. U¯β
′
− = k ⊗R[T,T−1] resι Uβ
′
) and recall
this is defined by swapping the actions of T and T−1.
For any (B,D, n) ∈ I we let C = B−1D and define a function ϕB,D,n as follows.
If (B,D, n) ∈ I(s) then as FB,D,n(N) ' FB,D,n(N ′) we have that dim(FB,D,n(N)) =
dim(FB,D,n(N
′)) and so #S(B,D, n) = #S ′(B,D, n) by theorem 2.5.9 (i). Hence there
exists a bijection S(B,D, n)→ S ′(B,D, n), and we let ϕsB,D,n be this bijection. Note that
if ϕsB,D,n(σ) = σ
′ then P (A(σ))[−t(σ)] ' P (C)[−n] and P (B(σ′))[−u(σ′)] ' P (C)[−n]
and so P (A(σ))[−t(σ)] ' P (B(σ′))[−u(σ′)]. Suppose instead (B,D, n) ∈ I(b). Then as
FB,D,n(N) ' FB,D,n(N ′), by theorem 2.5.9 (ii) we have that
(
⊕
β+
V¯
β+
+ )⊕ (
⊕
β− V¯
β−
− ) ' (
⊕
β′+
U¯
β′+
+ )⊕ (
⊕
β′−
U¯
β′−
− )
where β± (resp. β′±) runs through B(B,D, n)± (resp. B′(B,D, n)±). Note this is a
k[T, T−1]-module isomorphism of indecomposable finite-dimensional modules.
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Hence by Krull-Remak-Schmidt property for k[T, T−1]-Modk-mod there is a bijection
ϕbB,D,n : B(B,D, n)− ∪ B(B,D, n)+ → B′(B,D, n)− ∪ B′(B,D, n)+
which is isomorphism preserving between the summands of FB,D,n(N) and FB,D,n(N
′).
For β ∈ B(B,D, n)+ (resp. β′ ∈ B′(B,D, n)+) let V β+ = V β (resp. Uβ
′
+ = U
β′). For
β ∈ B(B,D, n)− (resp. β′ ∈ B′(B,D, n)−) let V β− = resι V β (resp. Uβ
′
− = resι Uβ
′
).
Note that if ϕbB,D,n(βδ) = β
′
δ (for some δ ∈ {±}) then P (E(β), V β)[−s(β)] '
P (C, V βδ )[−n], P (D(β′), Uβ
′
)[−r(β′)] ' P (C,Uβ′δ )[−n] and V¯ βδ ' U¯β
′
δ . Since V¯
β
δ ' U¯β
′
δ we
have V βδ ' Uβ
′
δ by proposition 2.6.2, and so P (E(β), V
β)[−s(β)] ' P (D(β′), Uβ′)[−r(β′)].
Suppose instead ϕbB,D,n(β1) = β
′−1. Then P (E(β), V β)[−s(β)] ' P (C, V β)[−n],
P (D(β′), Uβ′)[−r(β′)] ' P (C−1, Uβ′)[−n] and V¯+ ' U¯−. Since V¯ β+ ' U¯β
′
− we have by
V β+ ' Uβ
′
− = resι Uβ
′
proposition 2.6.2. This gives resι V
β ' Uβ′ and so
P (E(β), V β)[−s(β)] ' P (C, V β)[−n] ' P (C−1, resι V β)[−n] ' P (D(β′), Uβ′)[−r(β′)]
Similarly P (E(β), V β)[−s(β)] ' P (D(β′), Uβ′)[−r(β′)] if ϕbB,D,n(β−1) = β′1.
Define the function ϕ : S ∪ B → S ′ ∪ B′ by setting ϕ(α) = α′ if (α ∈ S(B,D, n) and
α′ = ϕsB,D,n(α)) or (α ∈ B(B,D, n)+ ∪ B(B,D, n)− and α′ = ϕbB,D,n(α)). By lemma
2.5.8 and by construction, ϕ is a bijection which preserves isomorphism classes of the
indecomposable complexes arising in the decompositions N and N ′.
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2.7 Further Remarks.
2.7.1 Application: Derived Categories.
We now apply the classification above in section 2.7.1. Recall definition 3.3.15.
Assumption: In section 2.7.1 we consider a direct sum of string and band complexes of
the form
N =
(⊕
σ∈S P (A(σ))[−t(σ)]
)
⊕
(⊕
β∈B P (E(β), V
β)[−s(β)]
)
as in (C) from section 2.5.2.
Proposition 2.7.1. In the notation above, the following statements hold.
N has finitely generated homogeneous components iff:
(ia) A(σ) has controlled homogeny for each σ;
(ib) V β is finitely generated as an R-module for each β;
and for all n ∈ Z,
(ic) there are finitely many σ ∈ S such that Pn+t(σ)(A(σ)) 6= 0, and
(id) there are finitely many β ∈ B such that Pn+s(β)(E(β), V ) 6= 0.
N is bounded above (resp. below) iff there exists n ∈ Z such that:
(iia) µA(σ)(j) + t(σ) ≤ n (resp. µA(σ)(j) + t(σ) ≥ n) for each σ ∈ S and j ∈ IA(σ); and
(iib) µE(β)(j) + sβ ≤ n (resp. µE(β)(j) + s(β) ≥ n) for each β ∈ B and j ∈ Z.
Proof. Suppose N lies in Kmin(Λ-proj).
Suppose for a contradiction there is some σ ∈ S such that A(σ) does not have controlled
homogeny. If A(σ) is an I-word then there is some l ∈ Z and a sequence (i(n) | n ≥ 0) ∈ IN
such that µA(σ)(i(n)) = l for each n. Hence there is a chain of embeddings
⊕
n≥0 Λb i(n) →
P l−t(σ)(A(σ))[−t(σ)]→ N .
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Recall Λ is a noetherian ring by corollary 1.1.25 (ii). Since N l−tσ is a finitely generated
Λ-module,
⊕
n Λbi(n) is also finitely generated. Suppose
⊕
n Λbi(n) =
∑d
m=1 Λgm for
some g1, . . . , gd ∈
⊕
n Λbi(n). For each m we have gm =
∑r(m)
n≥0 λm,nbi(n) for some
r(1), . . . , r(d) ∈ N and some λm,n ∈ Λ. This gives the contradiction bi(r) /∈
⊕
n Λbi(n)
where r = max{r(1), . . . , r(d)}+ 1. Hence (ia) holds.
Similarly if some V β has an R-basis Ω which is infinite, then there is a chain of Λ-module
monomorphisms
⊕
λ∈Ω Λb0 → P−s(β)(E(β), V )[−s(β)] → N−s(β) which contradicts that
N−s(β) is finitely generated. Finding this contradiction uses lemma 1.3.47. Hence each
V β must have a finite R-basis. Hence (ib) holds.
For any n ∈ Z, if P (A(σ))[−t(σ)]n 6= 0 for infinitely many σ ∈ S then we can find a
contradiction as we did for (ia). Similarly there must be finitely many β ∈ B such that
P (E(β))[−s(β)]n 6= 0: and so (ic) and (id) hold.
Now suppose (ia), (ib), (ic) and (id) hold and n is an arbitrary intger. Note that
Nn =
(⊕
σ∈Sn P
n(A(σ))[−t(σ)]
)
⊕
(⊕
β∈Bn P
n(E(β), V β)[−s(β)]
)
where we let Sn (resp. Bn) be the set of σ ∈ S (resp. β ∈ B) where Pn−t(σ)(A(σ)) 6= 0
(resp. Pn−s(β)(E(β), V β) 6= 0). By (ia) (resp. (ib)) Sn (resp. Bn) is a finite set, and for
each σ ∈ S (resp. β ∈ B) the Λ-module is finitely generated by (ic) (resp. (id) and lemma
1.3.47). It is straightforward to show that N is bounded above (resp. below) iff conditions
(iia) and (iib) hold.
Thus we have described when a complex N (of the above form) lies in K−(Λ-proj). Recall
that D−(Λ-mod) ' K−(Λ-proj) by corollary 3.3.28.
Corollary 2.7.2. (Description of D−(Λ-mod)) Any indecomposable object in
K−(Λ-proj) is isomorphic to a complex of the form
(i) P (A)[−t] where A has controlled homogeny and im(µA(i)) is bounded above; or
(ii) P (E, V )[−s] where V is indecomposable and lies in R[T, T−1]-ModR-proj.
Chapter 2. Classification of Complexes for Complete Gentle Algebras. 213
Remark 2.7.3. (Full Cycles of Zero-Relations) Recall definition 1.5.28: that a
full cycle of zero-relations α1 . . . αn is a cycle in Q which is not the product of shorter
cycles in Q, and for which αnα1 ∈ (ρ) and αiαi+1 ∈ (ρ) for each i ∈ {1, . . . , n} such that
i+ 1 ≤ n.
Definition 2.7.4. (Inverse/Direct Acyclic) A homotopy N-word C is said to be
inverse acyclic (resp. direct acyclic) if C has the form (α−1n dαn . . . α
−1
1 dα1)
∞ (resp.
(d−1αnαn . . . d
−1
α1 α1)
∞) for some some full cycle α1 . . . αn of zero-relations.
Lemma 2.7.5. Suppose N lies in K−(Λ-proj). Then N has bounded cohomology iff there
is some t > 0 such that:
(i) for each β ∈ B and j ∈ IE(β) we have µE(β)(j) + s(β) ≥ −t;
(ii) for each σ ∈ S with IA(σ) ⊇ N the word A(σ)>t is inverse acyclic; and
(iii) for each σ ∈ S with IA(σ) ⊇ −N the word (A(σ)<−t)−1 is inverse acyclic.
We can now describe the indecomposable objects in the bounded derived category. As
above, recall that Db(Λ-mod) ' Kb,−(Λ-proj) by corollary 3.3.28. The following corollary
generalises a classification due to Bekkert and Merklen (see theorem 1.5.29) to all complete
gentle algebras.
Corollary 2.7.6. (Description of Db(Λ-mod)) Any indecomposable object in
K−,b(Λ-proj) is isomorphic to a complex of the form
(i) P (A)[−t] where IA ⊇ N (resp. IA ⊇ −N) implies A>t (resp. (A<−t)−1) is inverse
acyclic for some t > 0; or
(ii) P (E, V )[−t] where V is an indecomposable object in R[T, T−1]-ModR-proj.
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2.7.2 Kernels in String Complexes.
Our aim in section 2.7.2 is to give a proof of lemma 2.7.5. To begin with we calculate the
Kernel of the differential maps for string complexes.
Definition 2.7.7. (Kernel Part, notation: κ(i)) Let C be a homotopy I-word. For
each i ∈ I we define the path κ(i) by
(a) κ(i) = evC(i) if (i− 1 /∈ I or l−1i ri = d−1z τ) and (i+ 1 /∈ I or l−1i+1ri+1 = γ−1dy),
(b) κ(i) = f(τ) if (i− 1 ∈ I and l−1i ri = d−1z τ) and (i+ 1 ∈ I and l−1i+1ri+1 = d−1y γ),
(c) κ(i) = f(γ) if (i− 1 ∈ I and l−1i ri = τ−1dz) and (i+ 1 ∈ I and l−1i+1ri+1 = γ−1dy),
(d) κ(i) = β if (i− 1 /∈ I and βy /∈ P) and (i+ 1 ∈ I and l−1i+1ri+1 = d−1y γ),
(e) κ(i) = α if (i− 1 ∈ I and l−1i ri = τ−1dz) and (i+ 1 /∈ I and αz /∈ P), and
(f) κ(i) = 0 (if i− 1 ∈ I and l−1i ri = τ−1dz) and (i+ 1 ∈ I and l−1i+1ri+1 = d−1y γ).
Note that for any i ∈ I exactly one of the ((a), (b), (c), (d), (e) and (f)) is true.
(Full, Left/Right Arms, Left/Right Peripheral Arms) We say that the ith
kernel part is: full in case (a); a left (resp. right) arm in case (b) (resp. (c)); a left (resp.
right) peripheral arm in case (d) (resp. (e)); and 0 in case (f).
Our main result in section 2.7.2 is the following.
Corollary 2.7.8. Let C be a homotopy I-word. For any n ∈ Z we have ker(dnP (C)) =⊕
i∈µ−1C (n) Λκ(i)bi.
Before we see a proof we recycle some examples.
Example 2.7.9. Recall the gentle algebra kQ/(ρ) and the homotopy word C with [C] =
[s][t][c−1] from example 2.3.4.
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The associated string complex P (C) was depicted by
b2
r

a

dt

dc

ab2 rb2
b1
t

ds

b3
c

tb1
a

cb3
r

b0
s

atb1 rcb3
sb0
By definition: κ(0) = e4, κ(1) = f(t) = t, κ(2) = 0 and κ(3) = e2. This means that 0
th
and 3rd kernel parts are full, the 1st is a right arm, and the 2nd is 0. By corollary 2.7.8 we
have ker(d0P (C)) = Λb0, ker(d
−1
P (C)) = Λtb1 ⊕ Λb3 and ker(d−2P (C)) = 0.
Example 2.7.10. Recall the complete gentle algebra k[[x, y]]/(xy) and the N-word
C = x−2dxy−1dyx−2dxd−1y y
3d−1x xy
−1dyx−2dxy−1dyx−2dx . . .
from example 1.3.28. For integers i with 0 ≤ i ≤ 8 we have κ(0) = κ(5) = ev, κ(1) =
κ(4) = κ(7) = y, κ(2) = κ(6) = κ(8) = x, and κ(3) = 0.
Chapter 2. Classification of Complexes for Complete Gentle Algebras. 216
Hence
...
...
ker(d−5P (C)) = Λyb9 ker(d
−4
P (C)) = Λxb8
ker(d−3P (C)) = 0⊕ Λyb7 ker(d−2P (C)) = Λxb2 ⊕ Λyb4 ⊕ Λxb6
ker(d−1P (C)) = Λyb1 ⊕ Λb5 ker(d0P (C)) = Λb0
Remark 2.7.11. The proof of corollary 2.7.8 will involve some technical results which
use calculations from section 2.3. Let C be a homotopy I-word, i ∈ I and let x be an
arrow. For convenience we recall some notation introduced in definitions 1.2.16 and 2.3.3.
The set Px−1 (resp. x−1P) consists of paths p ∈ P with px ∈ P (resp. xp ∈ P). There
is a canonical R-linear surjection pix :
⊕
y∈A(→h(x)) yΛ→ xΛ given by pix(
∑
y yλy) = xλx.
The set P[i] consists of all non-trivial paths σ ∈ P with tail vC(i). The subset P[x, i] of
P[i] consists of all σ with l(σ) = x. Fix n ∈ Z. Any element of Pn(C) can be written as
m =
∑
i∈µ−1C (n)(ηibi +
∑
σ∈P[i] rσ,iσbi) with scalars ηi, rσ,i from R.
Since Λ is point-wise rad-nilpotent modulo m we have mΛev ⊆ rad(Λev) for each vertex v.
So we can assume each ηi lies in a subset S of R chosen such that #S ∩ (r+m) = 1 for all
r ∈ R. Let t ∈ I. The elements mex,t, dmx,t, mcx,t and bmx,t in P (C) were defined by
mex,t =
 ηt+1α (if t+ 1 ∈ I and l
−1
t+1rt+1 = α
−1dx)
0 (otherwise)
dmx,t =
 ηt−1β (if t− 1 ∈ I and l
−1
t rt = d
−1
x β)
0 (otherwise)
mcx,t =

∑
σ∈P[x,t+1] rσ,t+1σκ (if t+ 1 ∈ I and l−1t+1rt+1 = κ−1dl(κ))
0 (otherwise)
bmx,t =

∑
σ∈P[x,t−1] rσ,t−1σζ (if t− 1 ∈ I and l−1t rt = d−1l(ζ)ζ)
0 (otherwise)
Assumption: We use the notation from remark 2.7.11 without reference for the
statements and proofs of lemmas 2.7.12 and 2.7.14 and for the proof of corollary
2.7.8.
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Recall corollary 1.1.17 (iii): for any p, p′ ∈ P, if Λp = Λp′ and f(p) = f(p′) (resp.
pΛ = p′Λ and l(p) = l(p′)) then p = p′.
Lemma 2.7.12. Let C be a homotopy I-word and t ∈ µ−1C (n).
(i) If t − 1 ∈ I and l−1t rt = γ−1dy, then (ηt = 0 =
∑
σ∈Py−1 rσ,tσ iff eh(a)m
]
a,t−1 = 0
for any arrow a).
(ii) If t+ 1 ∈ I and l−1t+1rt+1 = d−1z τ then (ηt = 0 =
∑
σ∈Pz−1 rσ,tσ iff
[
eh(a)ma,t+1 = 0
for any arrow a).
Proof. (i) Note that for any arrow a 6= y we have eh(a)m
⌉
a,t−1 = 0 by definition.
Suppose ηt =
∑
σ∈Py−1 rσ,tσ = 0, and so for each arrow a with h(a) = h(y) we have
eh(a)m
⌉
a,t−1 ∈ Rηtγ = 0. If h(a) 6= h(y) then a 6= y which was the case considered above,
and so for any arrow a we have eh(a)m
⌉
a,t−1 = 0. Since h(y) = vC(t) and l(γ) = y, for any
σ ∈ P[t] with σ /∈ Py−1 we have rσ,tσγ = 0. So, writing P[t] as the union of Py−1 and
P[t] \ Py−1 gives ∑σ∈P[t] rσ,tσγ = 0. Since pia(eh(a)(∑σ∈Py−1 rσ,tσ)γ) = ∑σ∈P[a,t] rσ,tσγ
we have eh(a)m
⌋
a,t−1 = 0 for any arrow a. Consequently eh(a)m
]
a,t−1 = eh(a)m
⌉
a,t−1 +
eh(a)m
⌋
a,t−1 = 0 for any arrow a.
Conversely suppose eh(a)m
]
a,t−1 = 0 for any arrow a. Again when a 6= y we
always have eh(a)m
⌉
a,t−1 = 0 and so 0 = eh(a)m
⌋
a,t−1 =
∑
σ∈P[a,t] rσ,tσγ which gives∑
σ∈P[a,t]∩Py−1 rσ,tσγ = 0. Since eh(y)m
]
y,t−1 = 0 we have ηtγ = −
∑
σ∈P[y,t] rσ,tσγ ∈
rad(ΛevC(t)γ) and so ηt ∈ m by corollary 1.1.17 (iii). Since ηt lies in a transversal S with
S∩m = 0 we have ηt = 0 and hence
∑
σ∈P[y,t] rσ,tσγ = 0 and so
∑
σ∈P[y,t]∩Py−1 rσ,tσγ = 0.
Since Py−1 = P[t]∩Py−1 is the union of P[y, t]∩Py−1 and ⋃a6=y P[a, t]∩Py−1, altogether
we have
(
∑
σ∈Py−1 rσ,tσ)γ =
∑
a6=y
∑
σ∈P[a,t]∩Py−1 rσ,tσγ +
∑
σ∈P[y,t]∩Py−1 rσ,tσγ = 0
which shows
∑
σ∈Py−1 rσ,tσ = 0 by corollary 1.2.18. The proof of (ii) is similar, and
omitted.
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Remark 2.7.13. Let us now recall some more notation as we did in remark 2.7.11. For
t ∈ I the map ψt :
⊕
j∈I ΛevC(j) → ΛevC(t) is given by ψt(
∑
j λjevC(j)) = λevC(t). For
an arrow x the map θx :
⊕
z∈A(t(x)→) Λ → Λx is given by θx(
∑
z λzz) = λxx. For m
as above we let dme = ∑i ηibi and bmc = ∑i,σ rσ,iσbi. This gave ψt(γ dme) = ηtγ
and ψt(γ bmc) =
∑
σ rσ,tγσ by lemma 2.3.5 (i). Provided l
−1
t+1rt+1 = γ
−1dl(γ) this also
gave: θf(γ)(m] l(γ),t) − ηt+1γ ∈ γrad(Λ) and θf(γ)([mx,t) = 0 by lemma 2.3.5 (iii); and
(ηt = 0 =
∑
σ∈Pz−1 rσ,tσ iff
[
eh(a)ma,t+1 = 0 for any arrow a) by lemma 2.7.12.
Lemma 2.7.14. Let C be a homotopy I-word and n ∈ Z. Then m ∈ ker(dnP (C)) iff
m =
∑
i∈µ−1C (n)(ηibi +
∑
σ∈P[i] rσ,iσbi) where
(i) ηt = 0 =
∑
σ∈Py−1 rσ,tσ for any t ∈ µ−1C (n) with t− 1 ∈ I and l−1t rt = γ−1dy, and
(ii) ηt = 0 =
∑
σ∈Pz−1 rσ,tσ for any t ∈ µ−1C (n) with t+ 1 ∈ I and l−1t+1rt+1 = d−1z τ .
Proof. Note that dnP (C)(m) =
∑
v d
n
P (C)(evm) which is 0 precisley when d
n
P (C)(evm) = 0 for
all vertices v. By lemma 2.1.2 one has dP (C)(evm) = 0 iff dx,P (C)(eh(x)m) = 0 for all arrows
x with head v. Since m ∈ Pn(C) we have dx,P (C)(eh(x)m) = 0 iff ψs(dx,P (C)(eh(x)m)) =
0 for all s ∈ µ−1C (n + 1). Hence by lemma 2.3.5 (i) we have that m ∈ ker(dnP (C)) iff[
eh(a)ma,s + eh(a)m
]
a,s
= 0 for all arrows a and s ∈ µ−1C (n+ 1).
Suppose ψs(da,P (C)(h(a)m)) 6= 0 for some arrow a and some s ∈ µ−1C (n + 1), and so[
eh(a)ma,s 6= 0 or eh(a)m
]
a,s
6= 0. If [eh(a)ma,s 6= 0 then s − 1 ∈ I and l−1s rs = d−1z τ .
By lemma 2.7.12 we also have ηs−1 6= 0 or
∑
σ∈Pz−1 rσ,s−1σ 6= 0. Writing t = s − 1
gives µC(t) = n and l
−1
t+1rt+1 = d
−1
z τ , and therefore condition (ii) doesn’t hold. Otherwise[
eh(a)ma,s = 0 and so eh(a)m
]
a,s
6= 0 which means s+1 ∈ I and l−1s rs = γ−1dy, and again
writing t = s + 1 shows condition (i) doesn’t hold. This shows that if conditions (i) and
(ii) both hold, then m ∈ ker(dnP (C)).
Now suppose m ∈ ker(dnP (C)), and so
[
eh(a)ma,s + eh(a)m
]
a,s
= 0 for all arrows a and
s ∈ µ−1C (n + 1). To show condition (i) holds we start by assuming t ∈ µ−1C (n), t − 1 ∈ I
and l−1t rt = γ−1dy. This gives eh(a)m
]
a,t−1 = θf(γ)(eh(a)m
]
a,t−1) and by lemma 2.3.5 (iii)
we have θf(γ)(
[
eh(a)ma,t−1) = 0.
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By definition we have µC(t− 1) = n+ 1 and so for all arrows a we get
eh(a)m
]
a,t−1 = θf(γ)(eh(a)m
]
a,t−1) = θf(γ)(
[
eh(a)ma,t−1 + eh(a)m
]
a,t−1) = 0
By lemma 2.7.12 this shows ηt =
∑
σ∈Py−1 rσ,tσ = 0. We can similarly show condition (ii)
holds, by using lemmas 2.3.5 (iv) and 2.7.12.
Proof of corollary 2.7.8. Let i ∈ µ−1C (n). If the ith kernel part is full then dP (C)(bi) = 0 by
definition. If the ith kernel part is a left arm then dP (C)(f(τ)bi) = f(τ)b
−
i ∈ Λf(τ)zbi−1 = 0.
Similarly if it is a right arm then dP (C)(f(γ)bi) = 0. If it is a left peripheral arm then
dP (C)(βbi) = βb
+
i = βγbi+1 = 0 . Again similarly if it is a right peripheral arm then
dP (C)(αbi) = 0. Altogether this shows ker(d
n
P (C)) ⊇
⊕
i∈µ−1C (n) Λκ(i)bi.
Now let m ∈ ker(dnP (C)), and write m as
∑
imibi where we have mi = ηi +
∑
σ∈P[i] rσ,iσ
(for ηi and rσ,i as before) for each i. By lemma 2.7.14, for any t ∈ µ−1C (n) we have
ηt = 0 =
∑
σ∈Pw−1 rσ,tσ when t − 1 ∈ I and l−1t rt = ω−1dw, and ηt = 0 =
∑
σ∈Px−1 rσ,tσ
when t+ 1 ∈ I and l−1t+1rt+1 = d−1x χ. It suffices to show mi ∈ Λκ(i) for all i.
If the ith kernel part is 0 then (i−1 ∈ I and l−1i ri = τ−1dz) and (i+1 ∈ I and l−1i+1ri+1 =
d−1y γ). By assumption this gives ηi = 0 =
∑
σ∈Pz−1 rσ,tσ and ηi = 0 =
∑
σ∈Py−1 rσ,tσ
respectively (using lemma 2.7.14 as above). Since A(→ vC(i)) = {y, z} for any path
σ ∈ P[i] we have either f(σ)y /∈ (ρ) 3 f(σ)z or f(σ)z /∈ (ρ) 3 f(σ)y (as (Q, ρ) satisfies gentle
conditions) which shows mi = 0.
If (i + 1 ∈ I and l−1i+1ri+1 = d−1y γ) then ηi = 0 =
∑
σ∈Py−1 rσ,tσ as above. Assuming
λi 6= 0 means λi =
∑
σ∈Px−1 rσ,iσ for some x ∈ A(→ vC(i)) with xy ∈ (ρ). If the ith
kernel part is a left arm then f(τ)y ∈ (ρ) and as (Q, ρ) satisfies gentle conditions we have
x = f(τ), which shows λi ∈ Λκ(i). If the ith kernel part is a left peripheral arm then
(i−1 /∈ I and βy ∈ (ρ)) which again means x = β and so mi ∈ Λκ(i). The proof is similar
in case the ith kernel part is a right arm or a right peripheral arm, which altogether proves
ker(dnP (C)) ⊆
⊕
i∈µ−1C (n) Λκ(i)bi, as required.
We can now see the desired proof of lemma 2.7.5.
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Proof of lemma 2.7.5. We are assuming the direct sum N of string and band complexes
in K−min(Λ-proj) has bounded cohomology. We only prove (i) and (ii). The proof of (iii)
is similar to the proof of (ii).
(i) Suppose M is a right bounded complex of projective modules. Then M is K-
projective by example 3.3.18. Suppose also the cohomology of M is 0 in every degree.
Then the zero map from M to the zero complex is a quasi-isomorphism, and hence a
homotopy equivalence by lemma 3.3.19.
This shows any indecomposable object in K−min(Λ-proj) must have non-zero cohomology
in some degree. Any band complex is bounded and (indecomposable, and hence) non-
zero by theorem 2.0.1. Hence any band complex has non-zero cohomology in some
degree. Since N is a right bounded complex with bounded cohomology, the complex⊕
β∈B P (E(β), V
β)[−s(β)] (consisting of the band complexes arising in N) must be a
bounded complex of projectives.
(ii) Fix σ ∈ S. Here we assume IA(σ) ⊇ N. Suppose firstly that there is a sequence
(in | n ∈ N) ∈ IN such that the ithn kernel part is full for each n. If {µA(σ)(in) | n ∈ N} is
bounded then A(σ) doesn’t have controlled homogeny, and so N r is not finitely generated
for some r, contradicting the assumption that N lies in K∓(Λ-proj). Hence {µA(σ)(in) |
n ∈ N} is unbounded. Without loss of generality suppose N lies in K+(Λ-proj), and so
{µA(σ)(in) | n ∈ N} does not have an upper bound.
This means there is a subsequence (in(r) | r ∈ N) of (in | n ∈ N) such that µA(σ)(in(r)) <
µA(σ)(in(r+1)) for all r. Since N lies in K∓min(Λ-proj) we have im(dN ) ⊆ rad(N) and hence
bin(t) /∈ im(d
µA(σ)(in(t))+t(α)
N ). By corollary 2.7.8 we have bin(t) ∈ ker(d
µA(σ)(in(t))+t(α)
N ) for
each t, which contradicts that N has bounded cohomology.
Hence we have shown that there are no sequences (in | n ∈ N) ∈ IN such that the ithn
kernel part is full for each n. Choose l ∈ I such that the ith kernel part is not full for
all i > l. This means A(σ)>l = d
−1
l(γ1)
γ1d
−1
l(γ2)
γ2 . . . for a sequence of paths γj ∈ P where
f(γj)l(γj+1) /∈ P for each j ≥ 1. Now choose q ∈ Z such that Hp(P (A(σ))[−t(σ)] = 0 for
all p > q. Choose t > l such that µA(σ)(i) > q + t(σ) for each i > t.
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If there is some j > t− l where γj has length greater than 1, then dP (A(σ))[−t(σ)](bl+j) =
γjbl+j+1 and so f(γj)bl+j+1 /∈ im(dN ). By corollary 2.7.8 we have f(γj)bl+j+1 ∈ ker(dN ),
which contradicts that Hp(P (A(σ))[−t(σ)] = 0 for all p > q.
Hence γj is an arrow for each j > t − l. Now let αh = γj+h for each integer h > 0.
Since Q is finite there is some h > 0 such that αh = αh+n for some n > 0, which means
αh = αh+n for each h > 0 since (Q, ρ) satisfies gentle conditions. Altogether we have
A(σ)>t = ((α
−1
n dαn . . . α
−1
1 dα1)
−1)∞, as required.
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2.7.3 Singularity Categories.
Assumption: In section 2.7.3 we let Γ be a unital (left and right) noetherian ring.
We now explain how some of the calculations above seem consistent with a theorem (2.7.21)
of Kalck.
Definition 2.7.15. [13, Definition 1.2.2] (Singularity Categories) By a perfect
complex we mean an object P of Db(Γ-mod) such that P i is a projective module for
each i ∈ Z. The singularity category (or1, the stable derived category) of Γ is denoted
Dsing(Γ), and defined as follows.
The objects in Dsing(Γ) are the same as the objects in the derived category
Db(Γ-mod). For objects X and Y of Dsing(Γ) we consider the set Hom−perf(X,Y ) of
all (s, f) ∈ HomDb(Γ-mod)(X,Y ) such that (s, f) = (s′′, f ′′) ◦ (s′, f ′) for some (s′′, f ′′) ∈
HomDb(Γ-mod)(P, Y ) and (s′, f ′) ∈ HomDb(Γ-mod)(X,P ) where P is a perfect complex. We
then define homomorphisms in Dsing(Γ) by setting
HomDsing(Γ)(X,Y ) = HomDb(Γ-mod)(X,Y )/Hom−perf(X,Y )
(Orbit Categories) [44, §1] Let t ∈ Z and consider the automorphism [t]
on Db(Γ-mod). The orbit category of Db(Γ-mod) with respect to [t] is denoted
Db(Γ-mod)/[t], and defined as follows. The objects in Db(Γ-mod)/[t] are the same as the
objects in Db(Γ-mod), bounded complexes of finitely generated Γ-modules. For objects
X and Y of Db(Γ-mod)/[t] we let
HomDb(Γ-mod)/[t](X,Y ) =
⊕
i∈Z HomDb(Γ-mod)(X,Y [ti])
where the composition of f =
∑
i fi ∈ HomDb(Γ-mod)/[t](X,Y ) and g =
∑
i gi ∈
HomDb(Γ-mod)/[t](Y,Z) is defined as gf =
∑
hi where for each i we let hi =∑
l∈Z[tl](gi−l)fl.
1In the terminology of Buchweitz.
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Example 2.7.16. Let Γ be the field k, considered as a (one-dimensional) k-algebra. By
example 1.5.11 indecomposable objects in Db(k-mod) are complexes of the form
k(j) = · · · // 0 // 0 // k // 0 // 0 // · · ·
where k (considered as a one-dimensional k vector space) lies in degree j ∈ Z. This shows
that every object in Db(k-mod) is perfect, and so Dsing(k) is trivial. For j, j′ ∈ Z suppose
j = j′ + tn for some n ∈ Z. Let f = ∑ fi where fi = 0 unless i = j, in which case we let
fj = idk(j) (in Db(k-mod)) This defines a homomorphism
f ∈ HomDb(k-mod)(k(j), k(j)) = HomDb(k-mod)(k(j), k(j′)[−nt])
⊆⊕i∈Z HomDb(k-mod)(k(j), k(j′)[ti]) = HomDb(k-mod)/[t](k(j), k(j′))
Similarly there is a homomorphism g ∈ HomDb(k-mod)/[t](k(j′), k(j)) where gi = 0 unless
i = j′, in which case we let gj′ = idk(j′). By definition gf =
∑
i hi and we have hi = 0 unless
i = j + j′ in which case hj+j′ = [tj]gj′fj which is the identity on k(j) in Db(k-mod)/[t].
Similarly we can show fg is the identity on k(j′) in Db(k-mod)/[t] and hence k(j) ' k(j′).
Similary one can show that, if t - j− j′ then HomDb(k-mod)/[t](k(j), k(j′)) = 0. Clearly the
objects k(j) are all indecomposable, and so we have that {k(0), . . . , k(t − 1)} constitutes
a complete list of pairwise non-isomorphic indecomposable objects in Db(k-mod)/[t].
Definition 2.7.17. (Acyclic Complexes) The acyclic category of Γ is denoted
Kacyc(Γ), and defined to be the full subcategory of the homotopy category K(Γ-mod)
consisting of complexes P where P i is a projective module and H i(P ) = 0 for all i ∈ Z.
Proposition 2.7.18. If M is an indecomposable object in Kacyc(Γ) then M ' P (C) where
C has the form ∞(α−1n dαn . . . α
−1
1 dα1)
∞ for some full cycle α1 . . . αn of zero-relations.
Proof. By theorems 2.0.1 and 2.0.5 M is isomorphic to a shift of a string or band complex.
As we saw in the proof of lemma 2.7.5, any (shift of any) band complex has non-zero
cohomology in some degree, and so M ' P (C) for some homotopy word C. By corollary
2.7.8 we have im(dn−1P (C)) =
⊕
i∈µ−1C (n) Λκ(i)bi for any n ∈ Z.
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As in the proof of lemma 2.7.5, by case analysis one can show that there is no i ∈ I such
that the ith kernel part is full. Similarly one can then show that (C0< is direct acyclic and
(C≤0)−1 is inverse acyclic) or (C0< is inverse acyclic and (C≤0)−1 is direct acyclic).
We are ready to state part of a theorem due to Buchweitz.
Theorem 2.7.19. [13, Theorem 4.1.1] If the Γ-modules ΓΓ and ΓΓ have finite injective
dimension then there is an equivalence of categories Kacyc(Γ)→ Dsing(Γ).
To apply this theorem we require the following theorem due to Geiß and Reiten.
Theorem 2.7.20. [31, 3.4 Theorem] If Γ is an Assem-Skowron´ski gentle algebra over k
then ΓΓ and ΓΓ have finite injective dimension.
Hence to study Dsing(Γ) we study Kacyc(Γ). Let us see why this theorem has relevance
in the context of gentle algebras.
Theorem 2.7.21. [41, p.3, Theorem 2.5 (b)] Let Γ be an Assem-Skowron´ski gentle algebra
over k. Then there is a (triangle) equivalence of categories
Dsing(Γ) '
∏
c∈C(Λ)Db(k-mod)/[L(c)]
where
(i) C(Λ) is the set of equivalence classes of repetition-free cyclic paths in Λ with full
relations, and
(ii) L(c) denotes the length of any path providing a representative for the class c.
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Final Thoughts and Conjectures.
In chapter 1 we introduced quasi-bounded special biserial algebras, and restricted our
focus to quasi-bounded string algebras, quasi-bounded gentle algebras and complete gentle
algebras. These notions were based on their counterparts from the study of finite-
dimensional algebras, which leads the author to the following question.
Problem 2.7.22. What known results about Pogorza ly-Skowron´ski special biserial
algebras (resp. Butler-Ringel string algebras, resp. Assem-Skowron´ski gentle algebras)
generalise to all quasi-bounded special biserial (resp. string, resp. gentle) algebras?
The main results of this thesis seem to suggest that the answer to this question is non-
empty. At the end of chapter 2 (2.7) we considered consequences of our main results,
in the context of derived categories. We conjecture that there is more to explore using
descriptions such as corollary 2.7.8.
Conjecture 2.7.23. There is a way to calculate the cohomology of any string or band
complex in terms of string modules and band modules. Furthermore, this calculation can
be used to classify finitely generated modules.
There is already positive evidence toward this conjecture.
Theorem 2.7.24. [16, Theorem 2.8] Let Λ be an Assem-Skowron´ski gentle algebra over
an algebraically closed field. Then the cohomology complex of a string or band complex is
a direct sum of string and band modules.
Chapter 2 finished with a discussion about singularity categories. Theorems 2.7.19,
2.7.20 and 2.7.21 should together motivate the following conjecture.
Conjecture 2.7.25. There is a class of complete gentle algebras Λ, strictly containing
the Assem-Skowron´ski gentle algebras, such that
(i) ΛΛ and ΛΛ have finite injective dimension, and
(ii) there is an equivalence of categories Kacyc(Λ)→
∏
c∈C(Λ)Db(k-mod)/[L(c)].
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Chapter 3
Appendix.
3.1 Abelian Categories.
We recall some notions from homological algebra. We follow: books by Aluffi [1] and
Freyd [26] and papers by Bergman [10] and Krause [45] for ideas about abelian categories;
and the books by Gelfand and Manin [33], Neeman [52], Weibel [64] and Zimmerman [67]
for ideas about triangulated categories.
Assumption: In section 3.1 by a category C we mean an additive and locally small
category.
Remark 3.1.1. Let A be a pre-abelian category, that is an additive catgeory (see [1,
p.561, Definition 1.1]) where every arrow θ : X → Y has a kernel k(θ) : ker(θ) → X and
a cokernel c(θ) : Y → coker(θ) (see [1, p.561, Definition 1.2]). We write im(θ) → Y for
the kernel of its cokernel, which we call the image. Dually we write X → coim(θ) for the
cokernel of the kernel of θ, which we call the coimage (see [1, p.572, Definition 1.15]).
Since θk(θ) = 0 the universal property of the coimage gives a unique morphism ϕ :
coim(θ)→ Y such that ϕc(k(θ)) = θ. Since c(θ)ϕc(k(θ)) = 0 and c(k(θ)) is epic (consider
the dual of [1, p.562, Lemma 1.4]) we have c(θ)ϕ = 0 and so the universal property of the
image gives a morphism θ : coim(θ)→ im(θ) for which θ = k(c(θ))θc(k(θ)).
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Altogether this gives a commutative diagram of the form
ker(θ)
k(θ) // X
θ //
c(k(θ))

Y
c(θ) // coker(θ)
coim(θ)
θ // im(θ)
k(c(θ))
OO
Now suppose ψ : Y → Z is another arrow such that ψθ = 0. Since k(c(θ)) = θ◦c(k(θ))◦θ−1
we have ψk(c(θ)) = 0 and so the universal property of the kernel of ψ gives a unique arrow
h(θ, ψ) : im(θ)→ ker(ψ) for which k(c(θ)) = k(ψ)h(θ, ψ), and hence h(θ, ψ) is monic. This
construction and notation will be used repeatedly in what follows. We say the sequence
X
θ // Y
ψ // Z is exact at Y if h(θ, ψ) is epic, or equivalently, if c(θ)k(ψ) = 0. A
longer sequence is said to be exact if it is exact at every object which is not at the start
or the end of the sequence.
Assumption: In section 3.1 we assume A is an abelian category (see [1, p.564, Definition
1.6]) and use the notation of remark 3.1.1. This means that
(a) if θ is monic (equivalently [1, p.574, Exercise 1.9] if k(θ) is 0→ X) then c(k(θ))
is an isomorphism; and
(b) if θ is epic (equivalently if c(θ) is Y → 0) then k(c(θ)) is an isomorphism (see
[64, Definition 1.2.2]).
Under this assumption (that A is an abelian category) θ must be an isomorphism
(see [1, p.570, Theorem 1.13]). In practice A will be Γ-Mod for some ring Γ.
3.1.1 Sums and Intersections.
We now introduce some terminology following from Freyd [26].
Definition 3.1.2. [26, pp.19, 20 and 42]. For monics m : M → X and n : N → X we
write m ≤ n (and sometimes M ⊆ N) and say m is contained in n, or n contains m,
provided there is an arrow a : M → N for which m = na. In this case a must be monic
and uniquely determined.
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Given a set I and a monic αi : Ti → X for each i ∈ I we say a monic β : T → X is a
supremum (resp. infimum) of the αi’s provided αi ≤ β (resp. β ≤ αi) for each i, and for
any monic γ : T ′ → X with αi ≤ γ (resp. γ ≤ αi) for each i, we have β ≤ γ (resp. γ ≤ β).
If m ≤ n and n ≤ m then the map a from above is an isomorphism, in which case we
write m ∼ n and say m and n are equivalent. By a subobject of X we mean the equivalence
class m of a monic arrow m : M → X. We say X is simple if there are exactly two distinct
subobjects of X, namely the equivalence classes id and 0 of the identity id : X → X and
0 → X. A subobject m of X (represented by m : M → X) is called maximal provided
the cokernel coker(m) is simple.
Lemma 3.1.3. (see [64, p.426, Exercise A.4.4]) Let I be a set and mi : Ai → A be a
monic arrow for each i ∈ I. Then
(i) if A is cocomplete a supremum Σ : ∑Aj → A of the mi’s exists and is unique, and
(ii) if A is complete an infimum ∩ : ⋂Aj → A of the mi’s exists and is unique.
Definition 3.1.4. Recall the notation used in the statement of lemma 3.1.3. We say
A is the sum over the Ai’s, and write A ≈
∑
Aj , provided Σ is epic. We say A is the
intersection over the Ai’s, and write A ≈
⋂
Aj , provided ∩ is epic.
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3.1.2 Splitting and Projectivity.
Definition 3.1.5. (Superfluous Subobjects) Let A be an abelian category. A
subobject s of X (given by s : T → X) is said to be superfluous if, for every subobject t
of X (given by t : T → X), if S + T ≈ X then t = id.
Lemma 3.1.6. If f : X → Y is epic, then f is essential if and only ker(f) defines a
supurfluous subobject k(f) of X.
Remark 3.1.7. Recall an arrow r : V → W (resp. s : W → V ) is called a retraction
(resp. section) if rs = id for some arrow s : W → V (resp. r : V → W ). In this case
consider the direct sums ker(r)⊕W and W ⊕coker(s) together with their canonical arrows
giving the diagrams
ker(r)
ιk // ker(r)⊕W
pw //
pik
oo W
iw
oo
W
jw //W ⊕ coker(s) pic //
qw
oo coker(s)
ιc
oo
Since rs = id we have r(id − sr) = 0 and so the universal property of the kernel gives
an arrow t : V → ker(r) such that id − sr = k(r)t. This gives k(r)tk(r) = k(r) and so
tk(r) = id as k(r) is monic. Similarly k(r)ts = 0 and thus ts = 0.This gives an isomorphism
α : V → ker(r) ⊕W given by α = iwr + ιkt with inverse β = spw + k(r)pik. Dually, as
(id − sr)s = 0 there is an arrow u : coker(s) → V such that id − sr = uc(s), c(s)u = id
(as c(s) is epic) and ru = 0. Again there is an isomorphism γ : V → W ⊕ coker(s) given
by γ = jwr + ιcc(s) with inverse δ = sqw + upic.
We aim to generalise well-known results about projective covers, such that those given
in the book by Lam [48, Section 24], to the setting of an abelian category.
Definition 3.1.8. (Essential Epics, Projective Covers) An epic arrow f : X → Y
in A is said to be essential if, for any arrow r : R → X, if fr is epic then r is epic. A
projective cover of X consists of a pair (P, φ) where P is a projective object and φ : P → X
is an epic arrow which is essential.
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For example if R is a projective object then (R, id) is a projective cover of R.
(Enough Covers, All Its Radicals) We say A has enough projective covers if there
is a projective cover (P, φ) of any object X in A. We say that an object X of A has a
radical if the collection of all maximal subobjects Xi forms a set (indexed by i ∈ I)1 and
the product
∏
i∈I coker(Xi → X) exists in A.
(Notation: If X has a radical in A then the radical of X is denoted ∩X : rad(X)→ X
and defined as the infimum
⋂
Xi → X of the monics Xi → X. We say A has all of its
radicals if every object in A has a radical.
Example 3.1.9. Let Λ be a noetherian ring, and so Λ-mod is an abelian subcategory of
Λ-Mod which has all of its radicals.
Consequently (see for example [48, 24.16 Theorem]) if Λ is semiperfect (see example
3.1.36) every finitely generated Λ-module has a projective cover, and so Λ-mod has enough
projective covers.
Lemma 3.1.10. [2, 17.17 Lemma]2 Let ϕ : L→ X be an epic arrow where L is projective,
and let (P, φ) be a projective cover of X. Then there is a retraction θ : L → P such that
φθ = ϕ.
Example 3.1.11. Recall (say from [48, p. 336, Definition 23.1]) that Λ is perfect if it is
semilocal and rad(Λ) is T -nilpotent (that is, for any sequence a1, a2, · · · ∈ rad(Λ) there is
some n ≥ 1 with a1 . . . an = 0 = an . . . a1).
Consequently (see for example [48, 24.18 Theorem]) every Λ-module has a projective
cover, and so Λ-Mod has all of its projective covers.
Proposition 3.1.12. If A has all of its radicals and f : X → Y is an arrow then there
is a monic arrow frad : rad(X)→ rad(Y ) for which ∩Y frad = f∩X .
The next result is a key step in proving corollary 3.2.25, which is a vital reduction used
in chapter 2.
1Note that this condition holds provided A has a generator (see [26, p. 69, Proposition 3.35]).
2The statement in [2] is for the case A = Λ-Mod for a ring Λ.
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Due to its importance we give a proof which is dual to the discussion before [45, Lemma
B.1].
Lemma 3.1.13. Let A be an abelian category which has enough projective covers and all
of its radicals. If d : L′ → L is an arrow between projectives there exist isomorphisms
α : L → R ⊕W and α′ : L′ → R ⊕W ′ such that αd = (id ⊕ v)α′ and v : W ′ → W is an
arrow with im(ν) ⊆ rad(W ).
Proof. Let X = coker(d) and ϕ = c(d). Let (W,φ) be a projective cover of X, and so by
lemma 3.1.10 there is a retraction θ : L→ W such that φθ = ϕ. Let λ be the section for
which θλ = id.
By remark 3.1.7 there is an arrow t : L→ ker(θ) such that tk(θ) = id and tλ = 0, and an
isomorphism α : L→ ker(θ)⊕W given by α = iwθ + ιkt (with inverse β = λpw + k(θ)pik)
where we label the canonical maps of the direct sum ker(θ)⊕W as
ker(θ)
ιk // ker(θ)⊕W
pw //
pik
oo W
iw
oo
Since c(d)k(θ) = φθk(θ) = 0 by the universal property of the kernel k(c(d)) : im(d) → L
there is a unique arrow η : ker(θ) → im(d) for which k(θ) = k(c(d))η. Note that
tk(c(d))η = id and so the composition τ = tk(c(d)) is a retraction. In particular
td = τ d¯c(k(d)) is an epimorphism. Considering the arrow η and the epic d¯c(k(d)) by
the projectivity of ker(θ) there is an arrow ε : ker(θ) → L′ with η = d¯c(k(d))ε. Since
tk(c(d))η = id we have tdε = id and so ε is a section.
By remark 3.1.7 there is an arrow u : coker(ε)→ L′ with c(ε)u = id and tdu = 0, and an
isomorphism β′ = εqθ + upic (with inverse α′ = jθtd+ ιcc(ε)) where we label the canonical
maps of the direct sum ker(θ)⊕ as
ker(θ)
jθ // ker(θ)⊕ coker(ε) pic //
qθ
oo coker(ε)
ιc
oo
So far we have the following diagram in A.
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L′
α′

c(k(d))

d //
L
α

t

c(d) //
θ
%%
coker(d)
coim(d)
d¯ // im(d)
k(c(d))
11
W
φ
OO
coker(ε)
u
[[
ker(θ)
k(θ)
EE
η
OO
ε
ee
ker(θ)⊕ coker(ε)
β′
OO
ker(θ)⊕W
β
OO
Let R = ker(θ) and W ′ = coker(ε), and let Ξ : R⊕W ′ → R⊕W be the arrow defined by
the composition Ξ = αdβ′. From the above we have dε = k(c(d))η = k(θ) and so θdε = 0.
We also have tdu = 0 and tdε = id, which shows Ξ = iwθdupic + ιkqθ. Let ν = θdu. Since
φν = 0 the monic h(ν, φ) gives im(ν) ⊆ ker(φ). Since (P, φ) is a projective cover by lemma
3.1.6 k(φ) defines a superfluous subobject of W . This means that k(φ) ≤ m for every
maximal subobject m : M →W and so im(ν) ⊆ rad(W ) as required.
For the purposes of discussing theorem 1.5.22 we need to introduce the stable module
category. To this end we follow Happel [34] and Zimmerman [67].
Definition 3.1.14. (Extension Closure) Let B be a full and additive subcategory of
an abelian category A. We say B is extension-closed if, for any exact sequence 0→ X →
Y → Z → 0 in A, if X and Z are objects in B, then so too is Y .
[34, p.10] (Proper Monics And Epics) Let S denote the class of exact sequences
s = 0 → X → Y → Z → 0 where X, Y and Z are objects in B. If f : X → Y is a
monomorphism (resp. g : Y → Z is an epimorphism) such that s = 0→ X → Y → Z → 0
lies in B then we say s begins with f (resp. ends with g). Suppose B is extension-closed in
A. A monomorphism f : X → Y (resp. epimorphism g : Y → Z) is called proper if there
is some s ∈ S such that s begins with f (resp. ends with g).
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(S-Projectives Injectives) Suppose B is extension-closed in A. An object X in
B is called S-projective if, for all proper epimorphisms pi : M → N and any morphism
n : X → N , there is an arrow m : X → M such that pim = n. X is called S-injective
if the dual property holds: for all proper monomorphisms ι : M → N and any morphism
m : M → X there is an arrow n : N → X such that m = nι. We say B has enough
S-projectives if, given any object M in B there is a proper epimorphism P →M where P
is S-projective in B. We say B has enough S-injectives if, given any object M in B there
is a proper monomorphism M → I where I is S-injective in B.
(Frobenius Categories) Suppose B is extension-closed in A. For B and S as above
we call B Frobenius if B has enough S-projectives, B has enough S-injectives and the
S-projectives coincide with the S-injectives (that is, each S-projective is S-injective, and
each S-injective is S-projective).
(Stable Categories) The stable category B of B is defined as follows. The objects
in B are the same as the objects in B. For objects X and Y in B (and hence B) consider
the set -P-HomB(X,Y ) of f ∈ HomB(X,Y ) such that f = gh where the domain of
g (codomain of h) is S-projective. It is straightforward to show that -P-HomB(X,Y ) is
closed under addition, and so we let HomB(X,Y ) be the quotient, denoted HomB(X,Y ) =
HomB(X,Y )/-P-HomB(X,Y ). To see that composition is well defined see the first part of
[67, Remark 5.1.2].
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3.1.3 Diagram Chasing and Homology.
In [10] Bergman presented an idea which captures the notion of diagram chasing in an
abelian category. For application later we shall require some well-known results, such as
[64, Snake Lemma 1.3.2] and [64, Horseshoe Lemma 2.2.8], the proofs of which use this
idea. These results follow from [10, 1.7, Salamander Lemma], which we now outline.
Definition 3.1.15. For an object A of A a diagram of squares through A is a commutative
diagram of the form
X
α //
γ

P
β

Q
δ // A
µ //
η

M
ρ

N
λ // Y
where µδ = 0 and ηβ = 0. Let ψ = ρµ and θ = δγ.
Remark 3.1.16. Fix a diagram of squares through an object A in A using the notation
of definition 3.1.15. By the universal property of the kernel there are arrows b : im(θ) →
im(β), d : im(θ) → im(δ), m : ker(µ) → ker(ψ) and n : ker(η) → ker(ψ) for which
k(c(δ))d = k(c(θ)) = k(c(β))b, k(µ) = k(ψ)m and k(η) = k(ψ)n. Recall (from 3.1.1) there
are monics h(δ, µ) : im(δ) → ker(µ) and h(β, η) : im(β) → ker(η) for which k(µ)h(δ, µ) =
k(c(δ)) and k(η)h(β, η) = k(c(β)). Let x = h(δ, µ) and y = h(β, η).
Let iδ : im(δ)→ im(β) + im(δ) and iβ : im(β)→ im(β) + im(δ) be the canonical monics
of the sum im(β) + im(δ) for which k(c(β)) = Σβ,δiβ and k(c(δ)) = Σβ,δiδ (where Σβ,δ :
im(β) + im(δ) → A is the supremum of k(c(β)) and k(c(δ))). Let jµ : ker(µ) ∩ ker(η) →
ker(µ) and jη : ker(µ) ∩ ker(η) → ker(η) be the canonical monics of the intersection
ker(µ) ∩ ker(η) for which k(µ)jµ = ∩µ,η = k(η)jη (where ∩µ,η : ker(µ) ∩ ker(η)→ A is the
infimum of k(µ) and k(η)).
Since ∩µ,η is an infimum there must be a unique monic θ′ : im(θ) → ker(µ) ∩ ker(η)
for which jµθ
′ = xd and jηθ′ = yb. Similarly there must be a unique monic ψ′ : im(δ) +
im(β)→ ker(ψ) for which ψ′iδ = mx and ψ′iβ = ny.
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Definition 3.1.17. (see [10, Definition 1.1])
Consider a diagram of squares through A in the notation from definition 3.1.15 above.
(Vertical/Horizontal Homology, Notation: A, A) The vertical homology and
horizontal homology at A are defined as the quotients A := coker(y) = ker(η)/im(β) and
A := coker(x) = ker(µ)/im(δ) respectively.
(Receptor/Donor, Notation: A, A, A) The receptor and donor at A are
defined as the quotients A := coker(θ′) = ker(µ) ∩ ker(η)/im(θ) and A := coker(ψ′) =
ker(ψ)/(im(δ) + im(β)) respectively.
Lemma 3.1.18. (Notation: A[,], A[,], A[, ], A[,])
[10, Lemma 1.2] Given a diagram of squares through A in the notation from definition
3.1.15 and remark 3.1.16, there are arrows A[,], A[,], A[,] and A[,] defining
the following commutative diagram in A
A
A[,]
!!
A[,]
}}
A
A[,] !!
A
A[,]}}
A
Proof. Since c(y)jηθ
′ = c(y)yb = 0 there is a unique arrow y′ : coker(θ′) → coker(y)
for which y′c(θ′) = c(y)jη. Similarly there is a unique arrow x′ : coker(θ′) → coker(x)
for which x′c(θ′) = c(x)jµ. Since c(ψ′)mx = c(ψ′)ψ′iβ = 0 there is a unique arrow
x′′ : coker(x) → coker(ψ′) for which c(ψ′)m = x′′c(x). Similarly there is a unique arrow
y′′ : coker(y)→ coker(ψ′) for which c(ψ′)n = y′′c(y).
This gives k(ψ)mjµ = ∩µ,η = k(ψ)njη and k(ψ) is a monic so mjµ = njη. Hence
x′′x′c(θ′) = x′′c(x)jµ = c(ψ′)mjµ and similarly y′′y′c(θ′) = c(ψ′)njη and so as c(θ′) is epic
we have x′′x′ = y′′y′.
We let A[,] = x′, A[,] = x′′, A[, ] = y′ and A[,] = y′′.
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Definition 3.1.19. For an arrow µ : A→M in A a horizontal digram of squares through
µ is a commutative diagram of the form
X
α //
γ

P
β

ξ // B
ζ

Q
δ // A
µ //
η

M
ρ

σ //W
τ

N
λ // Y
ν // L
where µδ = 0, ηβ = 0, σµ = 0, ρϕ = 0, χα = 0 and νλ = 0. Recall θ = βα and ψ = λη.
We also let χ = ζξ and ϕ = νρ.
Proposition 3.1.20. Given a horizontal diagram of squares through µ in the notation
above, there exist arrows i(β, ζ), k(η, ρ) and H(µ) such that the diagram
im(β)
i(β,ζ)

h(β,η) // ker(η)
k(η,ρ)

c(h(β,η)) // coker(h(β, η))
H(µ)

im(ζ)
h(ζ,ρ)
// ker(ρ)
c(h(ζ,ρ))
// coker(h(ζ, ρ))
is commutative. Furthermore, H(µ) is the unique such arrow making the right hand
square commute.
Note that a horizontal diagram of squares of this form defines two separate diagrams of
squares around A and M .
Lemma 3.1.21. [10, Lemma 1.4] Given a horizontal diagram of squares through µ in the
notation above, there is an arrow 〈µ, 〉 : A → M such that:
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(i) the following diagram commutes
A
A[,]
!!
A[,]
}}
M
M [,]||
M [,]
""
A
A[,] !!
A
A[,]
}}
H(µ) //M
M [,] ""
M
M [,]||
A
〈µ,〉
00
M
(ii) 〈µ, 〉A[,] = 0 and c(A[,])k(〈µ, 〉) = 0;
(iii) M [,] 〈µ, 〉 = 0 and c(〈µ,〉)k(M [,]) = 0;
(iv) M [,]M [, ] 〈µ, 〉 = 0 and c(M [, ] 〈µ, 〉)k(M [,]) = 0; and
(v) 〈µ, 〉A[,]A[, ] = 0 and c(A[, ])k(〈µ,〉A[,]) = 0.
We can now yield a dual statement by taking advantage of some symmetry. For an
arrow η : A → N in A a vertical digram of squares through η is a commutative diagram
of the form
X
α //
γ

P
β

Q
δ //
υ

A
µ //
η

M
ρ

C
% // N
λ //
κ

Y
ϑ

V
ς // K
where ϑρ = 0, κη = 0, λ% = 0, µδ = 0, ηβ = 0 and υγ = 0. Note that this is just a
reflection of the diagram above in the diagonal axis. There are dual statements of lemma
3.1.21 and proposition 3.1.20. We now show how one uses these results.
Corollary 3.1.22. Given a horizontal diagram of squares through µ : A → M , together
with vertical diagrams of squares through β : P → A and ρ : M → Y , yielding a diagram
of the form
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D //

H

X //

P //

B

Q // A //

M //

W

N // Y //

L

K // J
there is an exact sequence of the form
P // A // A //
M //M // Y
given by (certain compositions of) the solid arrows in the schema
P
 
A
A[,]
M

M [,]

Y
  
P

P

// A
A[,]

A

//M

M
M [,]

// Y 

Y 

P
〈β,〉
33
A
〈µ,〉
55
M
〈ρ,〉
33
Y
There is a dual result to corollary 3.1.22. Corollary 3.1.22, together with this dual result,
are the first and second parts of [10, 1.7 Salamander Lemma] respectively. [10, Corollary
2.1] and [10, Corollary 2.2] are special cases of these results.
Using these special cases, Bergman gives proofs of the following three results.
Lemma 3.1.23. [67, Schanuel’s Lemma 1.8.12] If P and P ′ are projective objects in A
and α : P →M and α′ : P ′ →M are epic arrows in A then ker(α)⊕ P ′ ' P ⊕ ker(α′).
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Lemma 3.1.24. [64, Snake Lemma 1.3.2] Suppose we have a commutative diagram in A
with exact rows, and of the form
A′
w′
//
α

B′
x′
//
β

C ′ //
γ

0
0 // A
w // B
x // C
Then there is an arrow δ : ker(γ)→ coker(α) such that the canonical sequence
ker(α) // ker(β) // ker(γ) // coker(α) // coker(β) // coker(γ)
is exact.
Theorem 3.1.25. [64, Theorem 1.3.1] If
0 // X
f // Y
g // Z // 0
is an exact sequence in C(A) then there is a collection of arrows ωn : Hn(Z) → Hn+1(Z)
(n ∈ Z) such that
· · · // Hn−1(Z) ωn−1 // Hn(X) Hn(f) // Hn(Y ) Hn(g) // Hn(Z) ωn // · · ·
is an infinite exact sequence in A.
For a proof of this result see [64, pp.13,14]. Note that the arrows ωn are usually described
as the induced arrows for the long exact sequence on homology.
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3.1.4 Adjunctions, Limits and Colimits.
We recall some notions about limits and colimits, and then extend them using notions
introduced by Spaltenstein [60] for later use.
Remark 3.1.26. Fix a category B, a small category I and write BI for the category of
functors from I to B (see [64, Functor Categories 1.6.4]). We say B has all limits (resp.
colimits) of shape I if the limit (resp. colimit) of every diagram of shape I exists in B.
In this case there is a functor lim : BI → B (resp. colim : BI → B) taking any diagram
to its limit (resp. colimit). By [64, Application 2.6.7, Exercise 2.6.4 and Variation 2.6.9]
there is a diagonal functor ∆ : B → BI for which, when lim (resp. colim) exists, there
is an adjoint pair (∆, lim) (resp. (colim,∆)). In this case, by [64, Theorem 2.6.1] if B is
abelian then lim is left exact when it exists, and colim is right exact when it exists. We
say B has all its limits (resp. colimits) if for every small category I it has all limits (resp.
colimits) of shape I.
Definition 3.1.27. [64, Definition 2.6.13] Let I be a small category with ob(I) 6= ∅. We
say I is filtered (resp. cofiltered) if for every pair of objects X and Y
(a) for any objects i and j there is an object k and arrows i→ k and j → k (resp. k → i
and k → j), and
(b) for any arrows u and v of the form i→ j there is an arrow w : j → k (resp. t : h→ i)
with wu = wv (resp. ut = vt).
A filtered colimit (resp. cofiltered limit) is the colimit (resp. limit) of a diagram of shape
I where I is some filtered (resp. cofiltered) category.
Example 3.1.28. If I is a partially ordered set we can consider the category (which is
also denoted I) whose objects are elements of I, and where there is a unique arrow i→ j
whenever i ≤ j. Because of this uniqueness, condition (b) holds from definition 3.1.27.
Hence I is filtered (resp. cofiltered) iff every pair of elements in I has an upper (a lower)
bound in I.
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Definition 3.1.29. We call a partially ordered set I directed if it is filtered when
considered as a category. In this case, a direct (resp. inverse) I-system in a category B is a
diagram in B of shape I (resp. Iop)3. If it exists, the direct limit (resp. inverse limit) of a
direct system F : I → B (resp. inverse system G : Iop → B) is the colimit colim(F ) (resp.
limit lim(G)) of this diagram. In this case we change notation to Lim−−→(F ) := colim(F )
(resp. Lim←−−(F ) := lim(F )). We say B has all its direct (resp. inverse) limits if for every
directed partially ordered set I it has all colimits (resp. limits) of shape I.
We say that a covariant functor G : Y → Z preserves small direct (resp. inverse) limits
if for every direct system F : I → Y (resp. inverse system F : Iop → Y ) whose direct
limit Lim−−→(F ) (resp. inverse limit Lim←−−(F )) exists in Y, the direct limit Lim−−→(GF ) (resp.
inverse limit Lim←−−(GF )) exists in Z, and there is an isomorphism G(Lim−−→(F ))→ Lim−−→(GF )
(resp. G(Lim←−−(F ))→ Lim←−−(GF )).
We say that a contravariant functor G : Y → Z transforms small direct (resp. inverse)
limits into small inverse (resp. direct) limits if for every direct system F : I → Y (resp.
inverse system F : Iop → Y ) whose direct limit Lim−−→(F ) (resp. inverse limit Lim←−−(F ))
exists in Y, the inverse limit Lim←−−(GF ) (resp. direct limit Lim−−→(GF )) exists in Z, and there
is an isomorphism G(Lim−−→(F ))→ Lim←−−(GF ) (resp. G(Lim←−−(F ))→ Lim−−→(GF )).
3that is, a functor of the form I → B (resp. Iop → B)
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3.1.5 Rings with Enough Idempotents.
Definition 3.1.30. [27, p.95] (Unital, Local And Colocal Modules) Let Γ be a
ring, possibly without a unit. We say a Γ-module M is unital if ΓM = M . We say M is
local (resp. colocal) if it has a unique maximal (resp. simple) submodule M ′.
(Local And Simple Idempotents) An idempotent e ∈ Γ is called left (resp. right)
local if the left (resp. right) Γ-module Γe (resp. eΓ) is local with unique maximal
submodule is rad(Γ)e (resp. erad(Γ)). We say e is left (resp. right) simple if it is left
(resp. right) local and rad(Γ)e = 0 (resp. erad(Γ) = 0). An idempotent which is left and
right local is called local. An idempotent which is left and right simple is called simple.
(Complete Sets Of Idempotents) We say Γ has enough idempotents if there is a
set E = {ei | i ∈ I} of idempotents for which Γ =
⊕
i Γei =
⊕
i eiΓ. In this case we
call E a complete set of (orthogonal) idempotents. Furthermore, if each idempotent in
E has a given property we give the same name to E. For example we call E left local if
each idempotent in E is left local. We write Γ-MOD for the category of all modules and
Γ-Mod for the full subcategory of Γ-MOD consisting of unital modules.
(Local Units) Note that if Γ has a complete set of idempotents E (as above) then any
α ∈ Γ can be written as a finite sum α = ∑i,j∈I αij where αij ∈ eiΓej for each i, j ∈ I.
Let I(α) be the finite subset of I consisting of all l ∈ I such that αil 6= 0 for some i or
αlj 6= 0 for some j. By definition we have αij = eααij = αijeα for any i, j ∈ I where
eα =
∑
l∈I(α) el. More generally for elements a1, . . . , ad ∈ Γ for each t with 1 ≤ t ≤ d we
have at = eat = ate where we let I(a1, . . . , ad) =
⋃d
t=1 I(at) and e =
∑
l∈I(a1,...,ad) el. We
call e the local unit for the elements a1, . . . , ad.
Example 3.1.31. Let Q be any quiver. Note that RQ =
⊕
v RQev =
⊕
v evRQ where v
runs through all the vertices. Hence RQ is a ring with enough idempotents, and so any
element z ∈ RQ defines a local unit.
Definition 3.1.32. (Radical, Socle) By the radical rad(M) (resp. socle soc(M) ) of a
module M we mean the intersection (resp. sum) of its maximal (resp. simple) submodules.
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(Essential And Superfluous Submodules, Notation: 6, 6s, 6e) We write N 6
M to mean N is a submodule of M . In this case N will be called superfluous (resp.
essential) if, for any other proper (resp. non-zero) L 6 M we have N + L 6= M (resp.
N ∩ L 6= 0), in which case we write N 6s M (resp. N 6e M).
To proceed we require some results about modules over a (possibly non-unital) ring Γ
with enough idempotents. The first of these (below) should shed light on how to adapt
proofs for unital rings to (more generally) rings with enough idempotents.
Lemma 3.1.33. [2, 5.19] Let Γ be a ring with a complete set of idempotents {ei | i ∈ I}
and let M be a Γ-module. For any L 6 M we have L 6e M iff for any non-zero m ∈ M
there is some γ ∈ Γ for which γm ∈ L and γm 6= 0.
Proof. Suppose L 6e M and fix m ∈ M with m 6= 0. Since m ∈ M = ΓM there must
by some γ ∈ Γ and some m′ ∈ M for which γm′ = m. Let e be a local unit for γ, and
so eγ = γ. This means m = eγm′ = em and so Γm 6= 0 which gives Γm ∩ L 6= 0 since
L 6e M . Conversely if there is some P 6M with P 6= 0 and L∩P = 0 then there is some
p ∈ P with p 6= 0 and we must have γp = 0 for any γ ∈ Γ such that γp ∈ L.
In the citations above, and for each part of lemma 3.1.34 below, we refer to the book
by Anderson and Fuller [2]. In this book any ring is assumed to be unital. These results
have been collected together for one reason: the proof from [2] easilly adapts to a proof
for the case where Γ has enough idempotents with few or no adjustments. Lemma 3.1.33
is an example of this adaptation.
Lemma 3.1.34. Let Γ be a ring with a complete set of orthogonal idempotents {ei | i ∈ I}.
Then the following statements hold.
If M is any Γ-module then
(ia) [2, 9.7 and 9.13] rad(M) =
∑
N6sM N and soc(M) =
⋂
N6eM N ,
(ib) [2, 5.17.] if N1, . . . , Nm 6 M are superfluous (resp. essential) then so is
∑n
i=1Ni
(resp.
⋂n
i=1Ni),
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(ic) [2, 9.8 and 9.14] if f : M → N is a Γ-module homomorphism then f(rad(M)) ⊆
rad(N) and f(soc(M)) ⊆ soc(N),
(id) M is finitely generated iff there is an epimorphism
⊕
i∈J Γei → M for some J =⊔n
r=1 I(r) where each I(r) ⊆ I is finite.
If {Ma | a ∈ A} is a set of unital Γ-modules, then
(iia) [2, 16.11] we have that (
⊕
Ma is projective iff each Ma is projective) and that
(
∏
aMa is injective iff each Ma is injective),
(iib) [2, 9.19] rad(
⊕
Ma) =
⊕
rad(Ma) and soc(
⊕
Ma) =
⊕
soc(Ma),
and if Na 6Ma for each a ∈ A, then
(iiia) [2, 6. Exercises, 2 (1)]
⊕
Ma/Na '
⊕
Ma/
⊕
Na,
(iiib) [2, 5.20] if A is finite then
⊕
Na 6s
⊕
Ma (resp.
⊕
Ni 6e
⊕
Mi) iff Ni 6s Mi
(resp. Ni 6e Mi) ∀i ∈ I,
(iiic) [2, 9.2] if Ma = M and Na is simple for each a, then any N 6
∑
aNa gives some
B ⊆ A such that the sum N +∑b∈B Nb is direct and equals ∑aNa.
We now adapt the proof of [48, (24.7) Theorem] (see also [2, 17.4. Proposition]) to
rings with enough idempotents. Unlike the results above, we give a proof. This is because
non-trivial steps are required.
Lemma 3.1.35. [2, 17.2, 17.10 and 17.14] Let Γ be a ring with a complete set of
idempotents E = {ei | i ∈ I}.
(i) Every unital Γ-module is the epimorphic image of a free module.
(ii) If P is a unital Γ-module then (P is projective iff it is a summand of a free module).
(iii) If P is a unital projective Γ-module then rad(P ) = rad(Γ)P $ P .
Proof. (i) Let X denote the underlying set of some unital Γ-module M . Setting pi(µ) =∑
x∈X µxx for any µ =
∑
x∈X µx ∈ Γ(X) =
⊕
x Γ (where µx = 0 for all but finitely many
x) gives a well-defined Γ-module homomorphism pi : Γ(X) →M .
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The map pi is onto in this case, because any m = ΓM satisfies m = γm′ for some γ ∈ Γ
and m′ ∈ M : and so pi(µ) = m where µ = ∑x∈X µx is defined by setting µm′ = γ and
µx = 0 for x 6= m′.
(ii) Since Γ =
⊕
i Γei, Γ is unital and projective considered as a module over itself by
[65, 49.2 (3)]. Now suppose P is a unital projective Γ-module. By (i) P = im(pi) where
pi : Γ(X) → P is some epimorphism. Since P is projective pi is a retraction and so P
summand of a free Γ-module F , say F = P ′ ⊕K where P ′ ' P .
Since Γ has enough idempotents any element x ∈ rad(Γ) defines a local unit e (such that
x = xe) and so rad(Γ) ⊆ rad(Γ)Γ. We always have the reverse inclusion, and so if F = Γ(Y )
for some set Y then rad(F ) = rad(Γ)F , and so rad(P ′)⊕ rad(K) = rad(Γ)P ′ ⊕ rad(Γ)K .
This shows rad(P ′) = rad(Γ)P ′ and so rad(P ) = rad(Γ)P . Showing rad(Γ)P $ P will
be more involved. For a contradiction assume P has no maximal submodule and so
P = rad(P ).
Since P is a summand of F there is a section σ : P → F , a set X and a subset T ⊆ I×X
such that F =
⊕
t∈T Γet where we write et for ei whenever t = (i, x). Let pi : F → P
be the retraction for σ (and so piσ = id). For each t we have pi(et) ∈ P = rad(P ) and
so σ(pi(et)) ∈ rad(F ) by proposition 3.1.12. Since rad(F ) =
⊕
t∈T rad(Γ)et for each t
we have a finite subset Vt of T and elements rst ∈ rad(Γ)es for each s ∈ Vt such that
σ(pi(et)) =
∑
s∈Vt rst. Since P is non-trivial choose 0 6= p ∈ P and write σ(p) =
∑
u∈U γu
for γu ∈ Γeu and some finite subset U of T . Writing σ(p) = σ(pi(σ(p))) shows
∑
u∈U γu = σ(pi(
∑
u∈U γueu))) =
∑
u∈U γuσ(pi(eu)) =
∑
u∈U γu
∑
s∈Vu rsu.
Since U is finite and (hence) the union
⋃
u∈U Vu is finite we can find a common finite
subset L of elements l,m ∈ T such that: γl = γu if l = u for some u ∈ U , and otherwise
γl = 0; and rlm = rst if m ∈ U and l = s for some s ∈ Vm, and rlm = 0 otherwise.
Since p 6= 0 we can identify L with {1, . . . , n} for some n > 0 which (together with
the above) gives
∑n
l=1 γl =
∑n
l=1 γl
∑n
m=1 rlm. Let e be the local unit for the elements
γ1, . . . , γn, r11, . . . , rnn ∈ Γ and consider the unital ring eΓe with unit e.
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We now have a system of linear equations in eΓe given by
∑n
m=1 γl(eδlm − rlm) = 0
(where δlm = 1 iff l = m, and otherwise δlm = 0) for each l. We have defined a matrix
A = (alm) where alm = eδlm−rlm. The matrix A defines a unit in the matrix ringMn(eΓe)
by [48, (4.5) Corollary. (A)], and by the above we have A(γ1, . . . , γn)
t = 0. Altogether we
have γl = 0 for each l and so p = 0 which is a contradiction. As required we have shown
P = rad(P ) is impossible.
Example 3.1.36. Recall (for example [48, p.336, Definition 23.1]) that a unital ring Ω is
semiperfect if it is semilocal (that is, Ω/rad(Ω) is a semisimple ring) and if idempotents
in Ω/rad(Ω) lift to idempotents in Ω (that is, for any element e ∈ Ω with e2 − e ∈ rad(Ω)
there is some idempotent f ∈ Ω such that e − f ∈ rad(Ω)). This is equivalent to either
one of the following statements
(i) Every finitely generated Ω-module has a projective cover (see definition [48, (24.9)
Definition] and [48, (24.16) Theorem]).
(ii) Ω has a complete set of orthogonal local idempotents {e1, . . . , en} (see [48, (23.6)
Theorem]).
Under any of these assumptions every finitely generated projective Ω-module is a direct
sum of modules of the form Ωei (see [48, (24.14) Corollary]).
In paragraph 3, line 21 of [27, p.95] Fuller noted that the equivalence of (i) and (ii) from
example 3.1.36 has been generalised to rings with a complete set of local idempotents.
This generalisation is due to Harada: (i) and (ii) in example 3.1.36 generalise respectively
to 1’) and 2) in [36, Theorem 2].
Lemma 3.1.37. Let Γ be a ring with a complete set of local idempotents E = {ei | i ∈ I}.
Then Γei is indecomposable and projective for each i, and any indecomposable projective
Γ-module is isomorphic to one of these.
In the proof below we freely use results about module categories from the books by
Anderson and Fuller [2] and Wisbauer [65].
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Proof. Since Γ =
⊕
i Γei each Γei is a summand of a free module, and projective by lemma
3.1.35. Suppose Γei = M ⊕N for some submodules M and N of Γei. Since ei is local the
quotient Γei/rad(Γei) is simple.
Since M ⊕ N/rad(M ⊕ N) ' (M/rad(M)) ⊕ (N/rad(N)) by lemma 3.1.34 (iib) and
(iiia) without loss of generality we must have N/rad(N) = 0. Since N is a summand of
the free module Γ, N is projective by [65, 49.2 (3)], and since N = rad(N) we must have
N = 0 by lemma 3.1.35.
Let Γ = Γ/rad(Γ). As a Γ-module we have Γ '⊕i Γei by lemma 3.1.34 (iib) and (iiia)
and lemma 3.1.35. Hence E = {ei+rad(Γ) | i ∈ I} is a complete set of simple idempotents
in Γ. Let P be an indecomposable projective Γ-module and so P = P/rad(P ) is a Γ-
module. We can always find a free Γ-module F together with a Γ-module epimorphism
θ : F → P . As F is free there is a set T for which F = ⊕(i,t)∈I×T Γei.
By lemma 3.1.34 (iiic) the exact sequence 0 → ker(θ) → F → P → 0 yields a subset
S ⊆ I × T and an isomorphism P ' ⊕(i,t)∈S Γei. Since P is indecomposable it is non-
trivial and so by lemma 3.1.35 we have that P 6= 0 as P is projective. Hence there is some
element (i, t) ∈ S for which Γei 6= 0.
Recall that by [65, 49.7], if A is any left ideal of Γ then (A ⊆ rad(Γ) iff Ae ⊆e Γe for
every idempotent e ∈ Γ. In particular, we have that rad(Γ)ei is a superfluous submodule
of Γei, and as ei is local this means the canonical epimorphism Γei → Γei is a projective
cover of Γ-modules.
We also have an epimorphism of Γ-modules P → Γei which, by lemma 3.1.10, defines
an isomorphism P ' Γei ⊕ P ′ for some submodule P ′ of P . Since P is indecomposable
and Γei 6= 0 we must have P ' Γei as required.
Definition 3.1.38. Let Γ be a ring with a complete set E of local idempotents ei.
(Notation: f¯) If f : N → N ′ is any homomorphism of Γ-modules then f(n) ∈ rad(N ′)
for any n ∈ rad(N) by [65, 21.6 (1i)], and hence there is an induced homomorphism
f¯ : N → N ′ where N = N/rad(N), N ′ = N ′/rad(N ′) and f¯(n+rad(N)) = f(n)+rad(N ′)
for each n+ rad(N) ∈ N .
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(Reflects Modulo The Radical) We say a full subcategory C of Γ-MOD reflects
monomorphisms (resp. epimorphisms, resp. isomorphisms) modulo the radical if for any
homomorphism f : N → N ′ in C, if f¯ is a monomorphism (resp. epimorphism, resp.
isomorphism) then f is a monomorphism (resp. epimorphism, resp. isomorphism).
(Quasi-Free Modules) [65, §49] We say a module is quasi-free if it is a direct sum
of modules of the form Γei. We write Γ-Quas (resp. Γ-quas) for the full subcategory of
Γ-Mod (resp. Γ-mod) consisting of quasi-free modules.
Lemma 3.1.39. (see [40, Lemma 2.2, p.218]) Let Γ be a ring with a complete set of local
idempotents E = {ei | i ∈ I}. If Γ-quas reflects monomorphisms (resp. epimorphisms,
resp. isomorphisms) modulo the radical then so does Γ-Proj.
For the proof of lemma 3.1.39 we need the following.
Lemma 3.1.40. Let Γ be a ring with a complete set of local idempotents E = {ei | i ∈ I}.
Then any quasi-free Γ-module is the union (and hence direct limit in Γ-Mod) of its finitely
generated quasi-free summands.
Proof. Let F =
⊕
x∈X Γex where X is some subset of a disjoint union of copies of I. Let
Z be the set of finitely generated direct summands Z of F . If m ∈ F then there is some
i(1), . . . , i(n) ∈ I and some γ1, . . . , γn ∈ Γ for which m =
∑n
j=1 γjei(j). This shows m
lies in
⊕n
j=1 Γei(j) and hence F is the union of its finitely generated quasi-free summands.
Write ιX for the inclusion of any X ∈ X into F . Write ιX,Y for the inclusion of any X ∈ Z
into some other Y ∈ Z. It is clear that ιX = ιY ιX,Y .
Now assume there is an object G and arrows αX : X → G for each X ∈ Z such
that αX = αY ιX,Y . To show 〈F, ιX〉 is direct limit it suffices to show there is a unique
homomorphism α : F → G such that αιX = αX . Let m ∈ F . Consider the set Z(m) of
M ∈ Z for which m ∈M . We have already seen that m lies in some M ∈ Z, and so Z(m)
is empty. Let F (m) =
⋂
M∈Z(m)M .
Define the map α : F → G by setting α(m) = αF (m)(m) for each m ∈ F . Note that
αF (m)(m) = αX(ιF (m),X(m)) and so α(ιX(m)) = αX(m) which means αιX = αX .
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To show α is unique, suppose β : F → G satisfies βιX = αX for each X ∈ Z. Then for
each m ∈ F we have β(m) = β(ιF (m)(m)) = αF (m)(m) = α(m).
Proof of lemma 3.1.39. Let f : M → N be an arrow in Γ-Proj such that f¯ : M → N
is a epimorphism. We will prove f : M → N is a epimorphism assuming Γ-proj reflects
epimorphisms modulo the radical.
The proof that (f¯ is a monomorphism implies f is a monomorphism) in case Γ-proj
reflects monomorphisms modulo the radical is similar, and omitted. It shall follow from
these two cases that (f¯ is an isomorphism implies f is an isomorphism) in case Γ-quas
reflects isomorphisms modulo the radical.
Recall M = M/rad(M), N = N/rad(N) and f¯(m + rad(M)) = f(m) + rad(N). By
lemma 3.1.35 M and N are direct summands of free modules. Let C be a Γ-module such
that M ⊕ C is free. Note that f¯ ⊕ idC : M ⊕ C → N ⊕ C is a monomorphism (resp.
epimorphism), and it suffices to show the map f ⊕ idC : M ⊕ C → M ⊕ C is injective
(resp. surjective).
Hence we can assume M is free. Similarly we can assume N is free. Thus f : M → N
is a homomorphism of (quasi-)free Γ-modules such that f¯ : M → N is a monomorphism
(resp. epimorphism). Note that M and N are direct sums of modules of the form Γei.
Hence M and N are semisimple modules. This means f¯ : M → N is a section (resp.
retraction). Let g¯ : N → M be the left (resp. right) inverse of f¯ , and so g¯f¯ (resp. f¯ g¯) is
the identity map on M (resp. N).
Suppose we are in the case where f¯ : M → N is a retraction, and let g¯ be a right inverse
of f¯ . Since N is quasi-free write N =
⊕
y∈Y Γey for some subset Y of a disjoint union
of copies of I. Similarly write M =
⊕
x∈X Γex for some subset X of a disjoint union of
copies of I. We want to prove f : M → N is an epimorphism. Let n ∈ N and S be a
finite subset of Y such that n lies in the submodule L =
⊕
y∈S Γey of N . For each y ∈ Y
we have g¯(ey) =
∑
x∈X µ¯x,yex for elements µ¯x,y ∈ Γ. Consider the finite set V of x ∈ X
such that µ¯x,y 6= 0 for some y ∈ S. Since M is semisimple there is a finite subset T of V
such that the image of g¯ upon restriction to L is
⊕
x∈T Γex. Let P =
⊕
x∈T Γex.
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Let g¯| : L → P be the restriction of g¯ to L. Let P = ⊕x∈T Γex. Since g¯| is onto
for any x ∈ T there is an element l¯x ∈ L such that g¯(l¯x) = ex + rad(P ). Let l¯x =∑
y∈S γ¯x,yey for some elements γ¯x,y ∈ Γ. This means f¯(ex + rad(P )) =
∑
y∈S γ¯x,yey, and
so f(ex) −
∑
y∈S γx,yey ∈
⊕
y∈S rad(Γ)ey for some lifts γx,y of γ¯x,y. Hence f(ex) ∈ L for
each x ∈ T .
This means the restriction f | of f to P defines a homomorphism P → L. Since f¯ is a left
inverse of g¯, the restriction f¯
∣∣ : P → L is a left inverse of g¯|. This shows f | : P → L is an
epimorphism of finitely generated quasi-free modules, since Γ-quas reflects epimorphisms.
Hence there is some m ∈ P ⊆M such that f(m) = f | (m) = n, and so f is surjective.
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3.2 Homotopy Categories.
Assumption: In section 3.2 let A be a complete and cocomplete abelian category.
3.2.1 Complexes.
Definition 3.2.1. (Cochain Complexes) A (cochain) complex X in A is a collection
of arrows diX : X
i → Xi+1 (i ∈ Z) in A such that di+1X diX = 0 for all i (see [67, p. 300,
Definitions 3.5.1 and 3.5.2]). Note that Weibel [64] uses the convention of chain complexes.
The maps diX will be called the differentials of X.
(Notation: C(A)) Let C(A) be the category whose objects are complexes in A, and
where f ∈ Hom C(A)(X,Y ) is given by collection of arrows f i : Xi → Y i (i ∈ Z) in A such
that f i+1diX = d
i
Y f
i for all i.
(Categories of Complexesr, Notation:) For a full subcategory X of A let C(X )
be the full subcategory of C(A) consisting of complexes X where Xi is an object in X for
all i. We use C±(X ) be the full subcategory of C(X ) consisting of complexes X such that
Xi = 0 for ±i  0. Let C∅(X ) = C(X ) and let Cb(X ) be the full subcategory of C(X )
consisting of objects X which lie in both C+(X ) and C−(X ).
(Translation Functor, Notation: [1]) There is an automoprhism [1] of C(A)
defined as follows. For any complex X the image X[1] of X under [1] is given by setting
X[1]n = Xn−1 and dnX[1] = d
n−1
X . For any f ∈ Hom C(A)(X,Y ) the image f [1] of f under
[1] is given by setting f [1]n = fn−1. Let [−1] be the inverse of [1], and [0] be the identity
functor on C(A). For each t > 0 let [t] = [1] ◦ · · · ◦ [1] (the composition of [1] with itself t
times) and [−t] = [−1] ◦ · · · ◦ [−1] (the composition of [1] with itself t times).
Remark 3.2.2. Let f : X → Y be an arrow in C(A). Since fn+1dnXk(fn) = 0 there is
an arrow dnker(f) : ker(f
n) → ker(fn+1) for which dnXk(fn) = k(fn+1)dnker(f). Hence there
is a complex ker(f) and a morphism of complexes k(f) : ker(f) → X. Similarly we may
define coker(f) and an arrow c(f) : Y → coker(f).
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Another iteration of this construction gives objects coim(f) and im(f) and arrows
c(k(f)) : X → coim(f), k(c(f)) : im(f) → Y and f¯ : coim(f) → im(f) where
f = k(c(f))f¯c(k(f)) and f¯ is an isomorphism of complexes. This together with the
proof of [64, Theorem 1.2.3] shows C(A) is abelian.
Sometimes it will be easier to define a complex in terms of the infinite diagram the
complex defines in A.
Definition 3.2.3. [64, Truncations 1.2.7 and 1.2.8] Let X be a complex and n be an
integer. The truncations of X to the left (resp. right) are denoted τ≤nX and σ≤nX (resp.
τ>n and σ>n). They are defined as follows:
τ≤nX : · · · // Xn−2
dn−2X // Xn−1
c(k(dn−1X ))

ker(dnX)
// 0 // 0 // · · ·
coim(dn−1X )
dn−1X // im(dn−1X )
h(dn−1X ,d
n
X)
OO
τ>nX : · · · // 0 // 0 // coim(dnX)
dnX $$
Xn+1
dn+1X // Xn+2 // · · ·
im(dnX)
k(c(dnX))
OO
σ≤nX : · · · // Xn−2
dn−2X // Xn−1
dn−1X // Xn // 0 // 0 // · · ·
σ>n : · · · // 0 // 0 // 0 // Xn+1
dn+1X // Xn+2 // · · ·
degree : · · · n− 2 n− 1 n n+ 1 n+ 2 · · ·
The truncations of the form τ≤n and τ>n are called good truncations. The truncations
of the form σ≤n and σ>n are called brutal truncations.
Remark 3.2.4. For any object X in C(A) and any n ∈ Z there is an arrow h(dn−1X , dnX) :
im(dn−1X )→ ker(dnX) for which k(dnX)h(dn−1X , dnX) = k(c(dn−1X )).
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Since dnY f
nk(dnX) = f
n+1dnXk(d
n
X) = 0 there is an arrow θ
n : ker(dnX) → ker(dnY ) for
which k(dnY )θ
n = fnk(dnX). Dually there is an arrow ψ
n−1 : im(dn−1X ) → im(dn−1Y ) for
which k(c(dn−1Y ))ψ
n = fnk(c(dn−1X )).
Altogether we have θnh(dn−1X , d
n
X) = h(d
n−1
Y , d
n
Y )ψ
n−1 which shows
c(h(dn−1Y , d
n
Y ))θ
nh(dn−1X , d
n
X) = 0. If we let H
n(X) = coker(h(dn−1X , d
n
X)) and
Hn(Y ) = coker(h(dn−1Y , d
n
Y )) this means there is an arrow H
n(f) : Hn(X) → Hn(Y ) for
which Hn(f)c(h(dn−1X , d
n
X)) = h(d
n−1
Y , d
n
Y )θ
n.
Definition 3.2.5. By remark 3.2.4 there is an additive functor Hn : C(A) → A called
the nth cohomology functor (see [1, p.596, Lemma 3.4] or [67, p.301, Remark 3.5.7] in case
A = Λ-Mod). Note that X is exact at Xi iff H i(X) = 0, and if this holds for all i we say
X is exact. We call an arrow f : X → Y in C(A) a quasi-isomorphism provided Hn(f) is
an isomorphism (in A) for all n ∈ Z.
Any complex X gives a complex H(X) of cohomology groups where we let diH(X) = 0
for all i. For another full subcategory Y of A, and for δ,  ∈ {∅,−,+, b}, let Cδ,Y (X ) be the
full subcatgeory of Cδ(X ) such that H(X) is an object in C(Y). We call the complex X
acyclic if H(X) is the zero complex.
Definition 3.2.6. A projective resoloution of an object X in A is a complex P where
Pn = 0 for n > 1, P 1 = X, and for n ≤ 0 the object Pn is projective and P is exact at
Pn.
Lemma 3.2.7. [33, p.141, 3. Theorem] If f : X → Y is an arrow in A and PX and PY
are projective resoloutions of X and Y then there is a morphism g : PX → PY such that
d0PY g
0 = fd0PX .
Lemma 3.2.8. [64, Horseshoe Lemma 2.2.8] Let 0 → X → Y → Z → 0 be an exact
sequence in A. Let PX and PZ be projective resoloutions of X and Z respectively.
Then PY = PX ⊕ PZ is a projective resoloution of Y , and there is an exact sequence of
complexes 0 → PX → PY → PZ → 0 given by 0 → X → Y → Z → 0 in degree 0 and the
canonical arrows of the direct sum PnY = P
n
X ⊕ PnZ in degree n < 0.
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3.2.2 Double Complexes.
Definition 3.2.9. [64, Example 1.2.4] Consider a collection of objects X(i,j) (for i, j ∈ Z)
together with two collections of arrows; d
(i,j)
X,c : X
(i,j) → X(i+1,j) which we call column
differentials, and d
(i,j)
X,r : X
(i,j) → X(i,j+1) which we call row differentials. These
arrows satisfy the relations of a double complex : d
(i+1,j)
X,c d
(i,j)
X,c = 0, d
(i,j+1)
X,r d
(i,j)
X,r = 0 and
d
(i,j+1)
X,c d
(i,j)
X,r + d
(i+1,j)
X,r d
(i,j)
X,c = 0. The double complex X may be depicted by
...

...

...

· · · // X(i−1,j−1)
d
(i−1,j−1)
X,r //
d
(i−1,j−1)
X,c 
X(i−1,j)
d
(i−1,j)
X,r //
d
(i−1,j)
X,c
X(i−1,j+1) //
d
(i−1,j+1)
X,c
· · ·
· · · // X(i,j−1)
d
(i,j−1)
X,r //
d
(i,j−1)
X,c 
X(i,j)
d
(i,j)
X,r //
d
(i,j)
X,c
X(i,j+1) //
d
(i,j+1)
X,c
· · ·
· · · // X(i+1,j−1)
d
(i+1,j−1)
X,r //

X(i+1,j)
d
(i+1,j)
X,r //

X(i+1,j+1) //

· · ·
...
...
...
Let C2(A) denote the category whose objects are double complexes, and where a
homomorphism f : X → Y of double complexes consists of a collection of arrows
f (i,j) : X(i,j) → Y (i,j) inA for which d(i,j)Y,r f (i,j) = f (i,j+1)d(i,j)X,r and d(i,j)Y,c f (i,j) = f (i+1,j)d(i,j)X,c .
The composition of homomorphisms f : X → Y and g : Y → Z is defined by setting
(gf)(i,j) = g(i,j)f (i,j).
Considering the first (resp. second) of these relations, the ith row (resp. jth column)
defines a complex X(i, r) (resp. X(j, c)) given by (X(i, r))n = X(i,n) and dnX(i,r) = d
(i,n)
X,r
(resp. (X(j, c))m = X(m,j) and dmX(j,c) = d
(m,j)
X,c ) for each integer n (resp. m). Making use
of [64, Sign Trick 1.2.5], the collection of arrows of the form c(X, i)n := (−1)nd(i,n)X,c (resp.
r(X, j)m := (−1)md(m,j)X,h ) defines a morphism of complexes c(X, i) : X(i, r)→ X(i+ 1, r)
(resp. r(X, j) : X(j, c) → X(j + 1, c)), given by looking at the column (resp. row)
differentials whose domain lies in row i (resp. column j).
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Proposition 3.2.10. There is a functor R (resp. C) defining an equivalence of categories
C(C(A))→ C2(A) such that R(X)(i, r) = Xi (resp. C(X)(j, c) = Xj) for any object X in
C(C(A)).
Proof. We shall prove the existence of the functor R. The proof of the existence of the
functor C will be similar. For an object X in C(C(A)) let R(X)(i,j) be the jth homogeneous
component of the complex Xi in C(A). Let d(i,j)R(X),r = (−1)jdjXi and let d
(i,j)
R(X),c = (d
i
X)
j ,
the jth homogeneous component of the arrow diX : X
i → Xi+1 in C(A). By construction
R(X)(i, r) = Xi and it is clear that R defines an equivalence of categories.
Since C(A) is abelian, proposition 3.2.10 shows C2(A) is also abelian.
Fix j ∈ Z. Consider the objects im(r(X, j − 1)) and ker(r(X, j)) in C(A) which define
subobjects of the complex X(j, c) given by column j. From our discussion on cohomology
above, for each i the arrows diker(r(X,j)) : ker(d
(i,j)
X,r ) → ker(d(i+1,j)X,r ) and diim(r(X,j−1)) :
im(d
(i,j−1)
X,r )→ im(d(i+1,j−1)X,r ) satisfy
diker(r(X,j))h(d
(i,j−1)
X,r , d
(i,j)
X,r ) = h(d
(i+1,j−1)
X,r , d
(i+1,j)
X,r )d
i
im(r(X,j−1))
Since this is true for each i the collection of arrows h(d
(n,j−1)
X,r , d
(n,j)
X,r ) (for n ∈ Z) defines
an arrow im(r(X, j − 1)) → ker(r(X, j)) in C(A). Taking the cokernel gives an object
Hj(X(−, r)) in C(A) where Hj(X(−, r))i = Hj(X(i, r)) and di
Hj(X(−,r)) = H
j(d
(i,j)
X,c ) for
each i ∈ Z.
Definition 3.2.11. [64, Definition 5.7.1] Let M be a complex in C(A). A (Cartan-
Eilenberg) projective resoloution of M is a double complex P such that for each j
(a) P (0,j) = M j and P (i,j) = 0 for i > 1,
(b) P (i,j) is projective for each i < 0,
(d) if M j = 0 then P (j, c) = 0,
(e) im(r(P, j)) defines a projective resoloution of im(djM ), and
(f) Hj(P (−, r)) defines a projective resoloution of Hj(M).
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Hence P has the form
...

...

...

· · · // P (−2,j−1)
d
(−2,j−1)
P,r //
d
(−2,j−1)
P,c 
P (−2,j)
d
(−2,j)
P,r //
d
(−2,j)
X,c
P (−2,j+1) //
d
(−2,j+1)
P,c
· · ·
· · · // P (−1,j−1)
d
(−1,j−1)
P,r //
d
(−1,j−1)
P,c 
P (−1,j)
d
(−1,j)
P,r //
d
(−1,j)
P,c 
P (−1,j+1) //
d
(−1,j+1)
P,c 
· · ·
· · · //M j−1 d
j−1
M //

M j
djM //

M j+1 //

· · ·
· · · // 0 //

0 //

0 //

· · ·
...
...
...
and we write P− for the deleted projective resoloution, the double complex given by
...

...

...

· · · // P (−2,j−1)
d
(−2,j−1)
P,r //
d
(i−1,j−1)
P,c 
P (−2,j)
d
(−2,j)
P,r //
d
(−2,j)
X,c
P (−2,j+1) //
d
(−2,j+1)
P,c
· · ·
· · · // P (−1,j−1)
d
(−1,j−1)
P,r //

P (−1,j)
d
(−1,j)
P,r //

P (−1,j+1) //

· · ·
· · · // 0 //

0 //

0 //

· · ·
· · · // 0 //

0 //

0 //

· · ·
...
...
...
Note that definition 3.2.11 differs slightly to the one given by [64, Definition 5.7.1]. To
correct this one takes the deleted resoloution.
Lemma 3.2.12. [64, Exercise 5.7.1] Let M be a complex in C(A).
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If P is a projective resoloution of M then for each j:
(i) the complex P (j, c) is a projective resoloution of M j; and
(ii) the complex ker(r(P, j)) is a projective resoloution of ker(djM ).
Using lemma 3.2.8 we have the following result.
Lemma 3.2.13. [64, Lemma 5.7.2] Let A have enough projectives. Then every complex
has a projective resoloution.
Definition 3.2.14. Suppose A is a cocomplete category. Let X be a double complex.
For each n ∈ Z let tot⊕(X)n = ⊕i+j=nX(i,j) and for each i, j ∈ Z with i + j = n let
ι
(i,j)
X : X
(i,j) → tot⊕(X)n and pi(i,j)X : tot⊕(X)n → X(i,j) be the canonical arrows.
There is an arrow dn
tot⊕(X) : tot
⊕(X)n → tot⊕(X)n+1 (given by the universal property)
such that dn
tot⊕(X)ι
(i,j)
X = ι
(i+1,j)
X d
(i,j)
X,c + ι
(i,j+1)
X d
(i,j)
X,r (for each i, j ∈ Z with i + j = n).
Using the uniqueness of the universal property together with the relations of a double
complex one can show dn+1tot(X)d
n
tot(X) = 0 and so tot
⊕(X) defines a complex of objects in
A, provided A is cocomplete.
Let f : X → Y is a homomorphism of double complexes and let n ∈ Z. The
collection of arrows ι
(i,j)
Y f
(i,j) : X(i,j) → tot⊕(Y )n (where (i, j) runs through all pairs
of integers with i + j = n) defines a unique arrow tot⊕(f)n : tot⊕(X)n → tot⊕(Y )n
for which tot⊕(f)nι(i,j)X = ι
(i,j)
Y f
(i,j) for each (i, j) (using the universal property). By
construction tot⊕(f)n+1dn
tot⊕(X)ι
(i,j)
X = d
n
tot⊕(Y )tot
⊕(f)nι(i,j)X and hence there is a functor
tot⊕ : C2(A)→ C(A) taking a double complex to its total complex.
If M is a chain complex then M = tot⊕(R(AM )) where AM is the object of C(C(A))
given by concentrating the complex M in degree 0, and R is the functor from proposition
3.2.10. If θ : M → N is an arrow in C(A) then similarly we have θ = tot⊕(R(Aθ)) where
we let (Aθ)
0 = θ and (Aθ)
n = 0 for n 6= 0. This shows that tot⊕ is full and dense.
Lemma 3.2.15. [64, Exercise 5.7.1] Let M be a complex and P be a projective resoloution
of M . Then there is a quasi-isomorphism θ : tot⊕(P−)→M .
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3.2.3 Homotopy Category.
Definition 3.2.16. We say f and g from Hom C(A)(X,Y ) are homotopy equivalent, and
write f ∼ g, provided there is a collection of arrows si : Xi → Y i−1 (i ∈ Z) such that
f i−gi = di−1Y si+si+1diX for all i. The arrow f is said to be null homotopic if f is homotopy
equivalent to the zero cochain map 0 ∈ Hom C(A)(X,Y ). A homotopy equivalence is an
arrow f ∈ Hom C(A)(X,Y ) such that there is some g ∈ Hom C(A)(Y,X) such that fg ∼ 1Y
and gf ∼ 1X . A complex X is said to be null homotopic if there is a homotopy equivalence
between X and the zero complex 0, or equivalently, if id : X → X is null homotopic.
The relation ∼ defines an equivalence relation by [1, p.614, Exercise 4.4] which is
compatible with addition, and hence there is an additive subgroup of Hom C(A)(X,Y )
given by the null homotopic cochain maps. Let HomK(A)(X,Y ) denote the quotient
group. Hence equivalence classes [f ] ∈ HomK(A)(X,Y ) in have the form [f ] = {g ∈
HomK(A)(X,Y ) | f ∼ g}. By [1, p.614, Exercise 4.6] the assignment ([g], [f ]) 7→ [gf ] is
well defined.
Definition 3.2.17. There is a category K(A), which we call the homotopy category, whose
objects are complexes in A and where HomK(A)(X,Y ) are defined above. By the quotient
C(A)→ K(A) we refer to the functor given by X 7→ X and f 7→ [f ].
For n ∈ Z there is a shift functor (−)[n] : C(A) → C(A) given by X[n]i = Xi+n
and f [n]i = f i+n (see [64, Translations 1.2.9]). For f ∈ Hom C(A)(X,Y ) (and for all
i) let cone(f)i = Xi+1 ⊕ Y i and consider the canonical maps pii+1X : cone(f)i → Xi+1,
ιi+1X : X
i+1 → cone(f)i, piiY : cone(f)i → Y i and ιiY : Y i → cone(f)i that equip the
direct sums in A. If we let dicone(f) = ιYi+1(diY piYi − f i+1piXi+1)− ιXi+2di+1X piXi+1 for each i then
cone(f) is a complex by [1, p.615, Exercise 4.1], which we call the mapping cone of f .
This complex can be depicted by drawing the differentials in matrix notation:
· · ·
−d
n−1
X 0
−fn−1 dn−2Y

// Xn ⊕ Y n−1
−d
n
X 0
−fn dn−1Y

// Xn+1 ⊕ Y n
−d
n+1
X 0
−fn+1 dnY

// · · ·
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Example 3.2.18. If X is a complex write αn : X
n → Xn+1⊕Xn and βn : Xn+1⊕Xn →
Xn be the canonical monic and epic arrows that equip the direct sums in A. Then, setting
sn = −αnβn gives a homotopy equivalence between id : X → X and 0. Hence the mapping
cone cone(id) is null homotopic (see [64, Exercise 1.5.1] and [64, Example 10.1.5]). This
example gives a special case of the following.
Lemma 3.2.19. If f : X → Y is an arrow in C(A) then
[67, Lemma 3.5.32] (i) f is a quasi-isomorphim iff cone(f) is an acyclic complex, and
(ii) if id : cone(f)→ cone(f) is null homotopic then f is a homotopy equivalence.
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3.2.4 Homotopic Minimality.
Definition 3.2.20. Let P denote the full subcategory of A consisting of projective
objects. For an object P in P and any n ∈ Z consider the complex DnP whose
homogeneous component is P in degrees n and n+1 and zero elsewhere, and where dnDn(P )
is the identity on P . DP is homotopy equivalent to zero so it is zero in the homotopy
category (for example see [67, p.336, Lemma 3.5.44]).
Lemma 3.2.21. For any complex M in C(P) and any n ∈ Z there exist objects P |M,n|
in P and M |n| in C(P) together with an isomorphism of complexes f |M,n| : M →M |n|⊕
DnP |M,n| such that
(i) M |n|r = M r and f |M,n|r = id for r ∈ Z with r 6= n, n+ 1,
(ii) drM |n| = d
r
M for r ∈ Z with r 6= n− 1, n, n+ 1,
(iii) im(dnM |n|) ⊆ rad(M |n|n+1), and
(iv) if im(dn±1M ) ⊆ rad(Mn±1+1) then im(dn±1M |n|) ⊆ rad(M |n|n±1+1).
Proof. We apply lemma 3.1.13 to the arrow d = dnM (where L = M
n and L′ = Mn+1).
Let P |M,n| = R, M |n|n = W , M |n|n+1 = W ′, f |M,n|n = α, f |M,n|n+1 = α′ and
ν = dnM |n|. This gives isomorphisms f |M,n|n : Mn → M |n|n ⊕ P |M,n| and f |M,n| :
Mn+1 →M |n|n+1⊕P |M,n| such that α′dnMα−1 = dnM |n|⊕ id. Write αdn−1M as the column
(γ, δ)t and dn+1M α
′−1 as the row (λ, µ) for arrows γ : Mn−1 →M |n|n, δ : Mn−1 → P |M,n|,
λ : M |n|n+1 → Mn+1 and µ : P |M,n| → Mn+2. So far we have a commutative diagram
of the form
Mn−1
dn−1M //Mn
dnM //
f |M,n|n

Mn+1
dn+1M //
f |M,n|n+1

Mn+2
Mn−1
(γ,δ)t //M |n|n ⊕ P |M,n|
dn
M|n|⊕id //M |n|n+1 ⊕ P |M,n| (λ,µ) //Mn+2
The commutativity of this diagram gives dnMnγ = 0 and δ = 0 since α
′dnMd
n−1
M = 0.
Similarly λdnMn = 0 and µ = 0.
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Let M rn = M
r and f |n|r = id for r ∈ Z with r 6= n, n + 1, and drM |n| = drM for r ∈ Z
with r 6= n− 1, n, n+ 1. Letting dn−1M |n| = (λ, 0) and dn+1M |n| = (γ, 0) defines a complex M |n|
and f |n| is the required isomorphism. (i), (ii) and (iii) follow by lemma 3.1.13 and by
construction. If im(dn±1M ) ⊆ rad(Mn±1+1) then by propsition 3.1.12 we have
im(dnM |n|) = im((id, 0) ◦ (f |M,n|n+1dnM (f |M,n|n)−1) ◦ (id, 0)t) ⊆ rad(M |n|n+1)
as required.
We switch to the more convenient notation.
For a fixed integer m ≤ −1 and an object M in C(P) applying lemma 3.2.21 −m-times
yields complexes in C(P) M[0] = M , M[−1] = M | − 1| up to M[m] = (M |m + 1|)|m|
(defined iteratively). For each t ∈ Z with m ≤ t ≤ −1 let; Pt = P |M[t+1], t|, Nt =
M[t]⊕DtPt⊕· · ·⊕D−1P−1, f[t] = f |M[t+1], t|, gt = f[t]⊕ id[t] (for t < −1 (where id[t] is the
identity on DtPt ⊕ · · · ⊕ D−1P−1 ) and g−1 = f[−1]. So far we have a diagram describing
−m consecutive isomorphisms in C(P), given by the (rows of) downward arrows in the
schema
· · · //M−4[0] //M−3[0] //M−2[0] //M−1[0] //

M0[0]
//

M1[0]
// · · ·
· · · //M−4[−1] //M−3[−1] //M−2[−1] //

M−1[−1] ⊕ P−1 //

M0[−1] ⊕ P−1 //M1[−1] // · · ·
· · · //M−4[−2] //M−3[−2] //

M−2[−2] ⊕ P−2 //

M−1[−2] ⊕ P−2 ⊕ P−1 //M0[−2] //M1[−2] // · · ·
...
...
...
...
...
...
We shall now define an isomorphism f− given by composing all the rows. Observe that
any column in the diagram above consists of at most two isomorphisms which are not
the identity arrow. Let pm : M → Nm be the composition gm . . . g−1. Now let r ∈ Z be
arbitrary. For r ≤ 0 let M r− = M r[r−1], drM− = drM[r−1] and f r− = prr−1.
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Let N0− = M0− and d0N− = (d
0
M− 0 0) and for r ≤ −1 let N r− = M r− ⊕ Pr−1 ⊕ Pr and
drN− = d
r
M− ⊕
0 id
0 0
 : N r− = M r− ⊕ Pr−1 ⊕ Pr −→M r+1− ⊕ Pr ⊕ Pr+1 = N r+1−
For r ≥ 1 let M r− = N r− = M r, drM− = drN− = drM and f r− = id. Note that d−1N− has co-
domain M0− ⊕ P−1. By definition (and some simple matrix multiplication) dr+1N− drN− = 0.
The next two corollaries are some useful consequences of the lemma above for the updated
notation.
Corollary 3.2.22. In the above notation;
(i) M− and N− define objects in C(P) such that M− ⊕
⊕
m≤−1 D
mPm = N−,
(ii) f− defines an isomorphism of complexes from M to N−, and
(iii) im(dmM−) ⊆ rad(Mm+1− ) for each integer m ≤ −1.
A dual result also holds, which will require similar constructions. We omit these details,
since they are similar.
Corollary 3.2.23. For any object M in C(P) there are objects M+ and N+ in C(P) such
that
(i) N+ = M+ ⊕
⊕
n≥0 D
nPn for some objects Pn in P,
(ii) there is an isomorphism of complexes f+ : M → N+,
(iii) im(drM+) ⊆ rad(M r+1+ ) for each r ≥ 0, and
(iv) for any m ≤ −1, if im(dmM ) ⊆ rad(Mm+1) then im(dmM+) ⊆ rad(Mm+1+ ).
The following terminology comes from [45, Appendix B].
Definition 3.2.24. An object M in C(P) is called homotopically minimal provided
im(dnM ) ⊆ rad(Mn+1) for all n ∈ Z. Let Cmin(P) and Kmin(P) denote the full subcategories
of C(P) and K(P) and consisting of homotopically minimal complexes (as in definition
3.2.24).
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We now see an important result which was adapted from [45, Proposition B.2].
Corollary 3.2.25. If A has projective covers and all of its radicals then Kmin(P) is a
dense subcategory of K(P).
Proof. For any collection of objects P (n) in P (for n ∈ Z) the complex P =⊕
n∈Z(D
nP (n)) has P (m − 1) ⊕ P (m) in degree m and hence is an object in K(P)
isomorphic to zero. Let (M−)+ = N . By corollaries 3.2.22 and 3.2.23 there is an
isomorphism between M and N in K(A) and N is a homotopically minimal complex.
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3.3 Derived Categories.
3.3.1 Localisation.
In order to introduce the derived category we need to define what it means to localise a
category. We let T be any additive category.
Definition 3.3.1. [33, p.145] Let S be a collection of arrows in T . We define an oriented
graph Γ(T ,S) as follows. For each object in T we define a vertex in Γ(T ,S) using the same
symbol. The set of edges with tail V and head W will consist of the arrows a : V →W in
T , together with an edge labeled xs for each arrow s : W → V in S. A path in Γ(T ,S) is
given by a symbol of the form p = p1 ◦ · · · ◦pn where n ≥ 1 and pi is an edge in Γ(T ,S) for
each integer i with 1 ≤ i ≤ n for which the tail of pi is the head of pi+1 whenever i < n.
Let comp(V,W ) be the set of all pairs of paths of the form (ba, b ◦ a) where a ∈
HomT (V,X) and b ∈ HomT (X,W ) for some object X in T . For any vertex V of Γ(T ,S)
we let triv(V ) be the set of pairs of paths of the form (xrr, id) or of the form (id, txt) where
r : V → R (resp. t : T → V ) is some arrow in S. We define the relation R(V,W ) on the set
of all paths in Γ(A,S) from V to W by comp(V,W ) if V 6= W and comp(V,W )∪ triv(V )
if V = W . Write ∼ (V,W ) for the smallest equivalence relation containing the relation
R(V,W ) and we write p ∼ p′ for paths p and p′ from V to W such that (p, p′) ∈ R(V,W ).
The localisation of T at S will be denoted T [S−1] and defined as follows. The objects
in T [S−1] will be the same as the vertices in Γ(T ,S), that is, the same as the objects
in T . For objects V and W in T [S−1] the collection HomT [S−1](V,W ) will consist of all
equivalence classes of paths in Γ(T ,S) from V to W .
Lemma 3.3.2. (Universal property of localisation) Let S be a collection of arrows in a
category T .
(i) There is a functor Q : T → T [S−1] such that Q(s) is an isomorphism for all s ∈ S.
(ii) If F : T → T ′ is a functor such that F (s) is an isomorphism for any arrow s ∈ S
then there is a unique functor G : T [S−1]→ T ′ for which F = GQ.
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We now see some conditions on T and S which, when held, yield a neater description
of the category T [S−1].
Definition 3.3.3. [33, p.147, Definition] For T and S as above we say:
(a) S is closed under identities if for any object X in A the arrow id : X → X lies in S;
(b) S is closed under composition if the composition st lies in S for all s, t ∈ S;
(c) S satisfies the right Ore condition if, for any arrows f : A → B and s : B′ → B
where s lies in S, there are arrows g : A′ → B′ and t : A′ → A where t lies in S andft = sg;
(d) S satisfies the left Ore condition if, for any arrows a : X → Y and t : X → X ′ where
t lies in S, there are arrows b : X ′ → Y ′ and s : Y → Y ′ where s lies in S and sa = bt;
(e) S has the left cancellation property if, for any arrows f : A → B and f ′ : A → B,
if there is an arrow s from S such that fs = gs then there is an arrow tfrom S such that
tf = tg; and
(f) S has the right cancellation property if, for any arrows f : A → B and f ′ : A → B,
if there is an arrow tfrom S such that tf = tg then there is an arrow s from S such that
fs = gs.
[47, 3.1 Calculus of fractions] We say S admits a calculus of left fractions if conditions
(a), (b), (d) and (f) all hold. We say S admits a calculus of right fractions if conditions
(a), (b), (c) and (e) all hold. We say S is a multiplicative system4
Example 3.3.4. In the homotopy catery of an abelian category, the collection of quasi
isomorphisms forms a multiplicative system. For a proof see [64, Proposition 10.4.1].
Definition 3.3.5. Let S be a multiplicative system in T . For objects V , W and X from
T a (left) roof from V to W through X is a pair (s, f) where f : X → W is an arrow in
T and s : X → V is an arrow in S, drawn
V Xsoo f //W
4What we call multiplicative systems, Gelfand and Manin [33] call localisation classes.
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Since S is closed under identities (definition 3.3.3 (a)) (id, id) defines a roof from X to X
through X. Let (s, f) be a roof from V to W through X and let (s′, f ′) be a roof from V
to W through X ′. We say (s, f) is covered by (s′, f ′), and write (s, f) ≤ (s′, f ′), provided
there is an arrow t : X ′ → X from S for which st = s′ and ft = f ′. In this case there is a
commutative diagram (which motivates the terminology)
X ′
f ′

t

s′
  
X
f
''
s
ww
V W
We write (s, f) ∼ (s′, f ′) provided there are arrows t : X ′′ → X and t′ : X ′′ → X ′ from
X to X ′ through (some object) X ′′ such that s′t′ = st is an arrow in S and f ′g = ft.
Equivalently there is a roof (s′′, f ′′) from V to W through some object X ′′ which covers
both (s, f) and (s′, f ′). In this case we can summarise the situation using either of the
commutative diagrams
X ′′
t′
!!
t
}}
X
f
**
s
~~
X ′
f ′
!!s′
ttV W
X
s
}}
f
!!
V X ′′ //oo
t
OO
t′

W
X ′
f ′
==
s′
``
and stipulating that (any one of) the (equal) compositions X ′′ → V must define an arrow
in S. If (r, h) is a roof from U to V through Y and (s, f) is a roof from V to W through X
then, as S satisfies the right Ore condition (definition 3.3.3 (c)), there are arrows t : Z → Y
and t′ : Z → X such that t is from S and st′ = ht. In this case define the composition of
(r, h) and (s, f) to be (r, h) ◦ (s, f) := (rt, fg).
For a proof of the next lemma see [33, p.149].
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Lemma 3.3.6. The relation ∼ on roofs defines an equivalence relation that respects the
composition of roofs.
Definition 3.3.7. We denote the category of roofs in T with respect to S by T̂ (S), and
define it as follows. The objects of T̂ (S) will be the same as the objects in T . We define
the collection of arrows HomT̂ (S)(V,W ) to consist of equivalence classes (s, f) of roofs
(s, f) from V to W through some X.
Note that there is a functor Q̂ : T → T̂ (S) given by by taking an object X in T to the
corresponding object in T̂ (S), and taking an arrow f : X → Y in T to the roof equivalence
class (id, f). From the universal property of locaising categories (see lemma 3.3.2) we have
the following.
Lemma 3.3.8. [33, III.2.8 Lemma] If S is a multiplicative system of arrows in a category
T then the categories T [S−1] and T̂ (S) are isomorphic.
Proposition 3.3.9. [33, III.2.10 Proposition] Let S be a multiplicative system of arrows
in a category T , and let R be a full subcategory of T . Write SR for the class of all arrows
in S between objects in R.
Suppose that SR is a multiplicative system of arrows in R, and that for every object Z
in R and every morphism f : Y → Z in S there is a morphism g : X → Y such that
fg ∈ SR. Then the inclusion functor R̂(SR)→ T̂ (S) is full and faithful.
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3.3.2 Locally Small Compatible Systems.
Although all categories (such as T ) are assumed to be locally small, the category T [S−1]
need not be. This issue is not something easy to sweep under the rug. When localising the
homotopy catgeory K(A) at the multiplicative system of quasi isomorphisms we obtain
the derived category D(A). It is well-known (and shall be seen) that D(A) is triangulated,
so it must be additive and hence locally small. We would like to outline how to verify this.
We now see some conditions which, when held by T and S, force the category T [S−1] to
be locally small.
By using Von Neumann-Bernays-Go¨del (NBG) set theory we have a way of verifying
when certain classes are sets. We follow Jech [39, p.5].
Definition 3.3.10. Recall that (for any n ∈ N with n ≥ 1) a formula ϕ is built from
a countably infinite set of variables Var using the atomic symbols ∈ and = by means of
connectives ∧ and ¬ and the quatifier ∃. We use brackets (, ), to make sentences easier
to read. We also shorthand formulas. For example, α ∨ β means ¬(¬α ∧ ¬β), and ∀xα
means ¬∃x¬α (where α and β are formulas and x is a variable). A variable x which occurs
in a formula ϕ is said to freely occur if ϕ is not built using a formula of the form ∃xα
(and therefore, the building of ϕ cannot involve a formula of the form ∀xα). The notation
ϕ(u1, . . . , un) describes a formula ϕ where the free variables occurring in ϕ are among the
variables u1, . . . , un, which are assumed to be pairwise distinct, but not all ui need occur.
If ϕ(x, u1, . . . , un) is a formula and p1, . . . , pn are sets then the class C definable from
ϕ and the parameters p1, . . . , pn is the collection of sets a for which the statement found
by replacing x, u1, . . . , un with a, p1, . . . , pn (resp.) is true. We use the notation C = {a |
ϕ(a, p1, . . . , pn)}. We write b ∈ C to mean b is a set found in the collection C. Two classes
C = {a | ϕ(a, p1, . . . , pn)} and D = {b | ψ(b, q1, . . . , qm)} are said to be equal provided for
any set c we have ϕ(c, p1, . . . , pn)↔ ψ(c, q1, . . . , qm). In this case we write C = D.
Example 3.3.11. Let F : C → D be an isomorphism of categories where C is a locally
small catgeory. Let G : D → C be the inverse to F . For objects X and Y in D we consider
the subclass FX,Y of HomC(G(X), G(Y ))×HomD(X,Y ) given by the pairs (f, F (f)).
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FX,Y is a class mapping, and using the schema of replacement axiom we have that
{F (f) | f ∈ HomC(G(X), G(Y ))} is a set because HomC(G(X), G(Y )) is a set by
assumption. Thus HomD(X,Y ) is a set and so D is also locally small.
Definition 3.3.12. [64, 10.3.6] A multiplicative system S of arrows in a category T is
called locally small if for every object X there is a set SX of arrows s ∈ S of the form
X ′ → X, where for any arrow f : W → X in S there is an arrow g : V → W such that
fg ∈ SX .
Example 3.3.13. In the homotopy category of an abelian category, the multiplicative
system of quasi isomorphisms (see example 3.3.4) is locally small. A proof of this is given
in the proof of [64, Proposition 10.4.4]. In this proof one uses the idea from example
3.3.11.
The respective statement in the following is [47, Lemma 3.3.1].
Corollary 3.3.14. [64, Corollary 10.3.11] Let S be a locally small multiplicative system
in an additive (more generally, locally small) category T . Then T [S−1] is additive (resp.
locally small).
Definition 3.3.15. For an abelian category A the derived category of A is denoted D(A)
and defined by the localisation of K(A) at the class Sq of quasi isomorphisms in K(A).
By examples 3.3.4 and 3.3.13 Sq is a locally small multiplicative system in K(A), and so
D(A) ' K̂(A)(Sq) is a locally small category.
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3.3.3 K-Projective Complexes.
The final result of this section (corollary 3.3.28) may be summarised by [64, Exercise
10.4.5]. We shall explain some details for the proof, following work of Keller [43] and
Spaltenstein [60].
Definition 3.3.16. [60, p.125, 0.4] For objects X and Y of C(A) the associated
hom-complex is an object hom(X,Y ) of C(Ab) defined by hom(X,Y )n =∏
i∈Z HomA(X
i, Y i+n) for each n ∈ Z, and for (fi)i ∈ hom(X,Y )n setting
dnhom(X,Y )((fi)) = (d
i+n
Y fi − (−1)nfi+1diX)i.
For each n consider the assignment Hn(hom(X,Y )) → HomK(A)(X,Y [n]) defined by
(fi) + im(d
n−1
hom(X,Y )) 7→ [f ] (for each (fi) ∈ ker(dnhom(X,Y ))) where we let f i = fi. If
(fi) ∈ im(dn−1hom(X,Y )) then f : X → Y [n] is null-homotopic, where the homotopy s is given
by letting sj : Xj → Y j+n−1 be the arrow −fj when n is even, and fj when n is odd.
Hence this gives a well-defined function. By a similar argument this function is injective,
and it is clearly surjective and additive. Hence we have an isomorphism Hn(hom(X,Y ))→
HomK(A)(X,Y [n]) of abelian groups (this is precisely [60, 0.4 (3)]).
Definition 3.3.17. [60, p.127, Definition] We say a complex M of C(A) is K-projective
if, for any acyclic complex A, the complex hom(M,A) in C(Ab) is acyclic. We let Cp(A)
and Kp(A) denote the full subcategories of C(A) and K(A) respectively given by the
K-projective complexes.
Together with the above, this means that a complex M is K-projective iff
HomK(A)(M,A) = 0 for any acyclic complex A. This is the definition Keller uses (see
[43, 1.1 Unbounded resoloutions]). By [43, Theorem 1.1 (a)] K-projective complexes are
cellular complexes in the sense of Weibel (see [64, Exercise 10.4.5]).
Example 3.3.18. [60, 3.2 Examples (a)] Recall A is assumed to have enough projectives.
Let M be an object in C−(P) where (we recall that) P is the full subcategory of A
consisting of projective objects.
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Without loss of generality to this example we assume Mn = 0 for n > 0. Let f : M → A
be an arrow in K(A) where A is acyclic. By dualising the proof given in [33, p.180] one can
construct a homotopy equivalence f ∼ 0 using induction and the definition of a projective
object. Hence every object in C−(P) is K-projective (see the dual argument to [33, p.180,
Proof of III.5.22B, C] for details).
The next lemma generalises [67, Lemma 3.5.44] in light of example 3.3.18.
Lemma 3.3.19. Any quasi-isomorphism between K-projective complexes is a homotopy
equivalence.
Proposition 3.3.20. [60, 1.4 Proposition] For an object M of C(A) the following are
equivalent:
(i) M is K-projective;
(ii) for any complex N the homomorphism of abelian groups
HomK(A)(M,N)→ HomD(A)(M,N), [f ] 7→ (id, f)
(induced by the localisation functor) is an isomorphism;
(iii) for any quasi-isomorphism s : L→ N and any arrow f : M → N there is an arrow
g : M → L (in C(A)) such that [sg] = [f ]; and
(iv) for any quasi-isomorphism s : P → M there is an arrow t : M → P such that
[st] = [id].
To see an alternative explanation of example 3.3.18, apply the equivalence of (i) and
(ii) in proposition 3.3.20 to [64, Corollary 10.4.7]. Recall definitions 3.1.27 and 3.1.29 and
example 3.1.28.
Definition 3.3.21. [60, 0.5, p.126] We say an exact sequence
0 // X
f // Y
g // Z // 0
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in C(A) is semisplit if fn is a section (or equivalently, gn is a retraction) for each n ∈ Z.
If B is another abelian category, a (covariant or contravariant) functor F : C(A) → C(B)
is said to preserve semisplit sequences if the image of any semisplit sequence is a semisplit
sequence.
Definition 3.3.22. [60, Definitions 2.1 (a) and 2.6 (a)] Let X be a class of objects in
C(A) and let F : I → C(A) (resp. F : Iop → C(A)) be a direct (resp. inverse) system. We
say F is an X -special direct system (resp. an X -special inverse system) system if
(a) I is well-ordered,
(b) if i ∈ I does not have a predecessor then F (i) = Lim−−→h<iF (h) (resp. F (i) =
Lim←−−i<jF (j)),
and if i ∈ I has a predecessor i− 1, then
(c’) F (i− 1→ i) (resp. F (i→ i− 1)) is monic (resp. epic),
(c”) the object of C(A) given by coker(F (i − 1 → i)) (resp. ker(F (i → i − 1))) lies in
X , and
(c”’) the exact sequence 0 → F (i − 1) → F (i) → coker(F (i − 1 → i)) → 0 (resp.
0→ ker(F (i→ i− 1))→ F (i)→ F (i− 1)→ 0) is semsplit.
Definition 3.3.23. [60, Definitions 2.1 (b) and 2.6 (b)] Let X be a class of objects in
C(A). We say that X is closed under special inverse (resp. direct) limits if, for any X -
special direct system F , the direct limit Lim−−→(F ) (resp. inverse limit Lim←−−(F )) of F is an
object in X .
Example 3.3.24. [60, 2.3 Lemma, p.130] The collection of all acyclic complexes in C(Ab)
is closed under special inverse limits.
Proposition 3.3.25. [60, 2.7 Proposition] Let B be an abelian category and let X be a
class of objects in C(B) which is closed under special inverse limits. Suppose A has all its
direct limits. Let F : C(A) → C(B) be a contravariant functor which preserves semisplit
sequences and transforms direct limits into inverse limits.
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Then the class of objects M in C(A) such that F (M) is an object in X is closed under
special direct limits.
The next result follows by applying the above in case B = Ab, X is the class of acyclic
complexes and F is the contravariant functor hom(−, A) (and taking the union of the
resulting classes over all acyclic complexes A).
Corollary 3.3.26. [60, 2.8 Corollary] If A has all direct limits then the class Cp(A) in
C(A) is closed under special direct limits.
Recall definitions 3.2.3 and 3.2.14. Keller [43, p.14, Appendix: Proof of Theorem 1.1]
gives a proof of the following.
Lemma 3.3.27. [60, 3.5 Corollary] Suppose A has all direct limits and enough projectives.
Then every complex M in C(A) has a projective resoloution P such that tot
⊕
(P−) is K-
projective.
Corollary 3.3.28. The localisation functor K(A)→ D(A) restricts to give a commutative
diagram of functors
Kp(A) ∼ // D(A)
K−(P)
⋃ OO
∼ // D−(A)
⋃ OO
K−,b(P)
⋃ OO
∼ // Db(A)
⋃ OO
where each horizontal arrow is a triangle equivalence.
Proof. We shall only prove that there is a triangle equivalence Kp(A)→ D(A). The other
equivalences are well-known (see [64, Theorem 10.4.8] and [67, Proposition 3.5.43]). Let
T = K(A). Let S denote the class Sq of all quasi-isomorphisms in K(A) (which is a locally
small multiplicative system). Let R = Kp(A) and SR be the class of quasi-isomorphisms
in R. By lemma 3.3.19 every arrow in SR is an isomorphism in R and so by the universal
property of the localisation (lemma 3.3.2) the functor Q : R → R[S−1R ] is an isomorphism
of categories.
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The restriction of the homology functor H0 : T → A to the subcategory R of T defines
a homological functor R → A by theorem 3.1.25. By the equivalence of (i) and (iv) in
proposition 3.3.20 we can now apply proposition 3.3.9, which shows that the inclusion
functor ι : R[S−1R ]→ T [S−1] is full and faithful. This means the functor ιQ : R → T [S−1]
is also full and faithful. By lemmas 3.2.15 and 3.3.27 ιQ is also dense, and hence an
equivalence of categories.
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