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ABSTRACT 
Electrical energy forecasting is crucial for efficient, reliable, and economic operations of 
hospitals due to serving 365 days a year, 24/7, and they require round-the-clock energy. 
An accurate prediction of energy consumption is particularly required for energy 
management, maintenance scheduling, and future renewable investment planning of 
large facilities. The main objective of this study is to forecast electrical energy demand 
by performing and comparing well-known techniques, which are frequently applied to 
short-term electrical energy forecasting problem in the literature, such as multiple linear 
regression as a statistical technique and artificial intelligence techniques including 
artificial neural networks containing multilayer perceptron neural networks and radial 
basis function networks, and support vector machines through a case study of a regional 
hospital in the medium-term horizon. In this study, a state-of-the-art literature review of 
medium-term electrical energy forecasting, data set information, fundamentals of 
statistical and artificial intelligence techniques, analyses for aforementioned 
methodologies, and the obtained results are described meticulously. Consequently, 
support vector machines model with a Gaussian kernel has the best validation 
performance, and the study revealed that seasonality has a dominant influence on 
forecasting performance. Hence heating, ventilation, and air-conditioning systems cover
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the major part of electrical energy consumption of the regional hospital. Besides 
historical electrical energy consumption, outdoor mean temperature and calendar 
variables play a significant role in achieving accurate results. Furthermore, the study also 
unveiled that the number of patients is steady over the years with only small deviations 
and have no significant influence on medium-term electrical energy forecasting. 
KEYWORDS 
Electrical energy forecasting, Medium-term, Multiple linear regression, Artificial neural 
networks, Support vector machines, Hospital. 
INTRODUCTION 
Recently, accurate energy forecasting has become more of an issue for regional and 
national grids according to privatisation and deregulation of electric power system [1]. 
Precise energy forecasting models are requisite for devising and enhancement of the 
electric power systems [2]. However, it is complicated to forecast the consumed energy 
amount, because of the affecting factors consisting of climatological factors, social 
activities, and seasonal factors. Climatological factors depend on temperature and 
humidity, social factors imply human social activities consisting of work, school, and 
entertainment influencing the energy consumption, seasonal factors then contain 
seasonal climate change and annual load growth [3]. 
According to time horizon, there are four categories of electrical Energy  
Forecasting (EF):  
• Long-Term Electrical Energy Forecasting (LTEF), among 3-year and 50-year 
energy consumption is predicted;  
• If the forecast ranges from 2 weeks to 3-year, then it is considered as 
Medium-Term Electrical Energy Forecasting (MTEF);  
• Short-Term Electrical Energy Forecasting (STEF) refers to hour, day, or week 
ahead predictions;  
• Very Short-Term Electrical Energy Forecasting (VSTEF) which includes few 
minutes to an hour ahead forecasting of energy consumption [4].  
LTEF is utilised for the long-term power system planning in accordance with the 
future energy demand and energy policy of a country [5]. MTEF is being used for the 
efficient operation and maintenance of the large facilities in the power system [6].  
MTEF is especially interesting for companies and large state facilities operating in a 
deregulated environment, as it provides them valuable insights on the market need of 
energy, maintenance schedule, fuel supplies, and occasional needs for further 
investments related to renewable energy technologies [7, 8]. VSTEF and STEF play a 
crucial role in optimum unit commitment, control of spinning reserve, and evaluation of 
sales or purchase contracts between several companies [9, 10]. EF applications and 




Figure 1. Energy forecasting applications and classification [11] 
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Statistical and Artificial Intelligence (AI) techniques are broadly used for energy 
forecasting applications. In the state-of-the-art literature, widely utilised statistical 
methods are time series analysis and regression methods. Under ordinary daily 
circumstances, statistical techniques have good performances, but they are not updated 
over time, hence they cannot yield satisfying consequences by the reasons of 
climatological, economic, or sociological variations. Therefore, AI techniques have 
accomplished significance in decreasing prediction errors. There are several AI 
techniques used for EF such as genetic algorithms, particle swarm optimisation, fuzzy 
logic, Artificial Neural Networks (ANN) and Support Vector Machines (SVM) based 
models. Furthermore, hybrid techniques contain more than one statistical or AI technique, 
or two of them together [12]. In the assumption of time series models, the current and 
future electrical energy consumption is a function of the historical energy  
consumption [13].  
In the literature, Yu et al. [14] presented a large-scale study with 5,000 household 
meters on the performance of different forecasting methods containing the 
Autoregressive Integrated Moving Average (ARIMA), Holt-Winters, and ridge 
regression. De Oliveira and Oliveira [15] applied a combination approach of Bootstrap 
aggregating (Bagging) strategies and time series forecasting methods in order to predict 
monthly electrical energy consumption of different countries under two cases.  
Bennett et al. [16] identified the significant variables that affect residential low voltage 
network and developed next-day-energy-use and peak demand forecast models by 
utilising a hybrid model consisting of ARIMA with exogenous variables and neural 
networks for a transformer that distributes electric power to 128 residential customers in 
Brisbane, Australia. Qiu et al. [17] proposed an ensemble method composed of empirical 
mode decomposition and deep learning algorithms and applied on electric load demand 
data sets from Australian Energy Market Operator by comparing with nine benchmark 
methods. Han et al. [18] enhanced deep networks containing time-dependency 
convolutional neural networks and cycle-based long short-term memory to improve the 
forecasting performance of STEF and MTEF with a little payload of computational 
complexity. Zhang et al. [19] utilised the energy data collected for a period of one year 
for a building in a university campus in Singapore in order to forecast both half-hourly 
and daily electrical energy consumption by using weighted Support Vector Regression 
(SVR) with differential evolution algorithm. Gonzalez et al. [20] suggested a new 
functional forecasting method that attempts to generalise the standard seasonal 
autoregressive moving average with exogenous input model (ARMAX) to the L2 Hilbert 
space. Multiple linear regression techniques are also embroidered in the literature for 
residential electric energy demand forecasting. For instance, Verdejo et al. [21] reviewed 
the principal statistical linear parametric methods and implemented four of them to 
analyse real measure data from Chilean systems. Sarduy et al. [22] presented linear and 
nonlinear models to forecast the peak load of a campus of the University of Sao Paulo in 
order to choose the best one for generalisation. Goia and Gustavsen [23] carried out 
energy performance assessment of a semi-integrated Photovoltaic (PV) system in a 
zero-emission building through periodic linear regression method. Yukseltan et al. [24] 
developed an hourly demand forecasting method for Turkey on annual, weekly, and daily 
horizons by using a linear model. Ertugrul [25] performed a novel recurrent extreme 
learning machines approach to forecast electric load. Pino-Mejias et al. [26] tried to 
develop and compare linear regression models and ANN to predict the electrical energy 
consumption and other demands of office buildings in Chile. Rahman et al. [27] 
presented a recurrent neural network model to make medium-to-long-term predictions 
for commercial and residential buildings. Wei et al. [28] aimed at conducting a 
comprehensive review of the prevailing data-driven approaches and their applications to 
prediction and classification for building energy analysis under different patterns and 
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granularities. Xu et al. [29] established an improved SVM algorithm with immune 
algorithm and fruit fly optimisation algorithm for parameter optimisation to predict 
short-term distributed generation load. 
More specifically, studies in EF literature for hospitals or healthcare facilities are very 
limited and expressed as follows. Chen et al. [30] proposed STEF of air-conditioners of a 
hospital by using ANN for three scenarios. Morinigo-Sotelo et al. [31] presented STEF 
by using Multilayer Perceptron (MLP) with a sigmoid activation function for a hospital in 
Castile and Leon region of Spain. Bagnasco et al. [32] performed a-day-ahead STEF by 
using ANN for both a large university hospital located in Rome and the Cellini medical 
clinic of Turin [33]. Guillen-Garcia et al. [34] presented a methodology for VSTEF in a 
hospital in Castile and Leon region of Spain considering harmonics, inter-harmonics, and 
power quality disturbances. Damrongsak et al. [35] analysed the factor impacts on the 
energy usage of 14 hospitals in Thailand by executing Multiple Linear Regression 
(MLR) for MTEF. Gordillo-Orquera et al. [36] performed MTEF in a hospital and 
primary care centre in Fuenlabrada, Madrid for a 1-year horizon by using  
multivariate analysis. 
In this study, an application of MLR, ANN including MLP neural networks and 
Radial Basis Function (RBF) networks, and SVM for MTEF of a regional hospital in 
Adana, Turkey is performed. After introduction, hospital information, data set, 
fundamentals of statistical and AI techniques, and evaluation criteria are thoroughly 
presented under the section of materials and methods. Significant results and discussion 
of the study are given in the results and discussion section. Finally, consequences of the 
study are summarised in the conclusion section. 
Motivation 
In Turkey, hospitals are seeking for renewable energy investment opportunities such 
as installation of a PV system to supply electricity as a reliable alternative to the grid and 
to sell excess electrical energy to the grid with an advantageous tariff price containing 
incentives (from 13.3 USDc/kWh up to 20 USDc/kWh in case of using domestically 
manufactured equipment [37]). 
The hospitals are also planning to install tri-generation plants (so called CCHP plant 
which stands for combined cooling, heat, and power plant) fuelled by natural gas due to a 
directive [38] by Republic of Turkey Ministry of Health which states that hospitals 
equipped with more than 200 beds and spanning over 20,000 m2 of closed area shall 
install either co-generation (so called CHP which stands for combined heat and power) or 
tri-generation plant in order to supply their own energy demands for improving energy 
efficiency in health facilities [39, 40]. 
Before installing the mentioned plants for generating electricity to hospitals operating 
in a deregulated environment, MTEF, which is implemented by statistical and AI 
techniques, is an essential tool which provides monitoring electrical energy demand, 
finding base and peak loads, making viable decisions for the selection of the optimal 
capacity rating for both a PV system and a tri-generation plant, and enhancing energy 
management quality. 
Contribution 
The main contributions of this study are detailed as follows. 
MLR, MLP neural networks, RBF networks, and SVM are well-known statistical and 
AI techniques which are broadly used in the literature for STEF problem [41]. The first 
and the most important contribution of this study is to apply those techniques to MTEF 
problem of a regional hospital and to compare the performances of those techniques 
under identical constraints. 
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Secondly, the statistical and AI techniques are validated by using real-time data obtained 
from a regional hospital having diversified load characteristics, and the study unveiled that 
seasonality has a dominant influence on MTEF performance of the hospital wherein Heating, 
Ventilation, and Air-Conditioning (HVAC) systems constitute the major part of electrical 
energy consumption. In addition to historical electrical energy consumption, outdoor mean 
temperature and calendar variable play a significant role in achieving accurate results. 
Furthermore, studies in the MTEF literature are limited especially for real-time applications, 
and this study is considered to fill the gap in the EF literature. 
Thirdly, MTEF is performed for a 5-year period using statistical and AI techniques 
with the same validation method which is a 10-fold cross validation. Applying the same 
validation method reveals the genuine performance of the statistical and AI techniques 
for a better comparison in terms of coefficient of determination (R2), Root Mean Squared 
Error (RMSE), Mean Absolute Percentage Error (MAPE), and run time. 
Consequently, an introduction with the state-of-the-art literature, data set information 
with elucidate graphs, definition of the statistical and AI techniques with an explanatory 
table that addresses advantages and disadvantages of the techniques, evaluation criteria 
with mathematical formulae, and significant results containing a graph for predicted and 
actual target values are expressed and demonstrated throughout the study in detail in 
order to assist prospective researchers in the field. 
MATERIALS AND METHODS 
The regional hospital is a pioneer health institution and serves unceasingly a region in 
the Southern Turkey that covers the area containing Adana, Mersin, Hatay, Osmaniye, 
Kahramanmaraş, Gaziantep, and Kilis. Thus, it has continuous demands to supply 
electricity for one emergency service, forty-two polyclinics, twelve intensive care units, 
twenty-three operating rooms, forty-three clinical services, five laboratories, one 
radiology unit, nuclear medicine, one blood centre, one burn unit, one sterilisation unit, 
and one pharmacy, laundries, kitchens, and a morgue. The hospital has 1,200 beds and 
serves more than 3,000 patients per day with over 3,000 personnel and has an installed 
transformer capacity around 18 MVA [42]. Aerial view of the regional hospital is 




Figure 2. Aerial view of the regional hospital 
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Data set 
Input and output variables of data set are shown in Figure 3. In Figure 4, monthly 
mean electrical energy consumption per hour, monthly mean temperature, and monthly 
mean average of patients per day are illustrated to reflect hospital’s retrospective data. 
Monthly mean electrical energy consumption per hour varies between 1.221 MWh and 
5.078 MWh, monthly mean temperature changes from 8.3 °C to 30.8 °C, and monthly 
average of patients per day ranges from 1,209.06 patients to 2,407.48 patients. In order to 
show different kinds of data in the same graph, the values belonging to monthly mean 
temperature and monthly average of patients per day are divided by 10 and 1,000, 
respectively. Figure 4 reveals that the number of patients is steady over the years with 
small deviations and having no significant influence on forecasting, while seasonality 




Figure 3. Flowchart of input and output variables 
 
Hospital data are obtained for the time period between 2009 and 2015. The obtained data 
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Statistical and Artificial Intelligence techniques 
In this study, statistical technique as MLR and AI techniques including ANN and 
SVM are applied to MTEF. Ordinarily, these techniques are commonly used for STEF in 
the literature, and the reason behind the selection of those techniques is to implement the 
techniques to MTEF, to observe their performances, and to discuss the results whether 
they are applicable to MTEF or not. 
Comparison table of statistical and AI techniques that contains pros and cons of each 
technique individually is indicated in Table 1. 
 
Table 1. Comparison table of statistical and AI techniques [11, 41] 
 
Technique Model Pros Cons 
Statistical MLR 
Easy to calculate 
Fast 
Has good interpretability 
Requires less memory 
Its nature of assuming a linear  
relationship between dependent and 
independent variables 
Oversimplifies real world problems 
Can cause severe multicollinearity 
Prone to outliers 
AI 
ANN 
Needs less formal statistical training 
Implicitly detects complex relationships between 
dependent and independent variables 
Detects all possible interactions between  
predictor variables 
Has access to multiple training algorithms 
Its nature of being a backbox 
Has greater computational cost 
Tends to overfitting 
The empirical nature of the  
model development 
SVM 
Avoids overfitting by regularisation parameter 
Kernel trick 
Can be defined by an optimisation  
problem having no local minima and there  
are efficient methods for solution of it 
The first and biggest limitation depends  
on the choice of kernel 
The second limitation in speed and size  
for both in training and testing stages 
Significantly slow in the testing stage 
 
Multiple Linear Regression.  In the field of electrical energy consumption modelling, 
the goal of MLR as a statistical technique is to formalise the relationship among various 
explanatory variables such as weather and calendar information, and a dependent 
variable which is the amount of electrical energy demand as a linear function in order to 
predict the consumed energy amount as closely as possible [43]. The model using MLR is 
expressed as: 
  =  +  +  + ⋯ + 

 +  (1)
 
where   is the consumed energy,   is the value of independent variables,   is the 
regression parameter with respect to , and  represents error [44]. In MLR, the error 
term corresponds to a set of random variables, independent and identically distributed 
with a Gaussian distribution having zero mean [43]. 
The main reasons of the selection of MLR in this study as a statistical technique are its 
simplicity for understanding, its ease of use, and its faster operation in comparison with 
other techniques. 
 
Artificial Neural Networks.  The simplest and smallest unit of ANN is an artificial 
neuron which has the capability of managing complex behaviours between the operative 
neurons and weight parameters [45]. In general, the fundamental topology of ANN is 
represented by a feed-forward MLP neural network which is constituted by three types of 
neuron layers, namely input layer, hidden layer, and output layer: 
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where  represents the number inputs   and  is the number of hidden nodes in the 
network. The weights  = (, ), where  = [, … , ] and  = [, … , ], are for 
the hidden and output layer sequentially.  and  are the biases of each node, and the 
transfer function (∙) may be nonlinear and is usually either the sigmoid logistic or the 
hyperbolic tangent function [46]. 
Recently, RBF networks have been considered as a promising alternative to MLP 
neural networks owing to their broad spectrum of applications and quicker learning 
ability. In comparison with traditional sigmoidal MLP neural networks, RBF networks 
have minimal interaction between RBF units, because each RBF unit is typically 
influenced by smaller portions of input patterns [47]. In RBF networks, merely one 
hidden layer is in existence and neurons of the hidden layer contain radial basis activation 
functions. Hence, output of an RBF network is tantamount to the weighted summation of 
the responses of the hidden neurons and can be explained as: 
 
! =  !"(‖ − %‖)
 + ! , ( ' = 1,2, … , *) (3)
 
where the number of nodes in the hidden layer is *, input vector is , the centre of the +th 
hidden node is % , the weight of +th node of the hidden layer is ! , the radial basis 
function with % being its centre is ", and the bias of the ' node of output layer is !. 
The mapping from the input layer to the hidden layer is nonlinear, while it is linear from 
the hidden layer to the output layer. Herein, the radial basis function is a Gaussian 
function and input-to-centre distance is designated by utilising simple Euclidean distance 
as indicated below: 
 
"() = exp (− ‖ − %‖/ ) (4)
 
where / < 0 is a predefined spread value of the function. It should be noted that three 
key parameters are decided in RBF networks which are spread, centres, and 
inter-network weights [48]. 
The fundamental reasons behind the selection of ANN in this study as an AI 
technique are its fully approximation for any complex nonlinear relationship, its 
high-speed search in determining the ideal number of hidden layers and the optimal 
number of neurons within the layers, and capable of learning and adapting to unknown or 
uncertain systems. 
 
Support Vector Machines.  SVM is an AI technique for binary classification problems. 
With an extension to SVM, the technique can also be applied to regression problems  
(i.e. SVR) for function estimation [49]. SVR is utilised to constitute a quite flat function 2(), which is a linear regression function, that has the capability to get the nearest vector 
representing the real output with a tolerance 3 indicating error term. EF has nonlinear 
solutions just as most problems encountered on the Earth, hence input data are mapped 
into a higher-dimensional space by using SVR in order to find out probable linearities for 
training data, and linear regression technique can be applied to the consequent space: 
 2() =  × "() +  (5)
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where "() is a function used for mapping from nonlinear space to linear space and  
corresponds to the bias [50]. In order to guarantee the flatness of 2(), a function having 
a minimum norm value of ‖‖ should be obtained for each residual possessing a value 
smaller than 3. In practice, a cost can be defined for residuals that are not smaller than or 
equal to 3, because such function may not be obtained. For this optimisation problem, 
formulation of nonlinear 3-insensitive SVR (3-SVR) is as follows: 
 





>. @. A − 2() ≤ 3 + ;2() −  ≤ 3 + ;∗;, ;∗ ≥ 0  (7)
 
where the penalty imposed on observations that lie outside the 3 margin is controlled by : and shown by ;  and ;∗. Dual optimisation problem of 3-SVR can be acquired by 
introducing a Lagrangian function with multipliers D!  and D!∗ . Each instance must 
conform to Karush-Kuhn-Tucker (KKT) conditions as well. Lagrangian multipliers for 
all instances throughout the margin are zero. Instances having multipliers, that are not 
equal to zero, are support vectors. In that case, the function 2() is stated as: 
 
2() = ED! − D!∗FGE, !F + ℓ!  (8)
 
where G(, !) is a nonlinear kernel function [51]. Linear, sigmoid, polynomial, and 
Gaussian RBF are universally utilised kernels. Due to its simplicity and computational 
efficiency over the years, RBF kernel has been qualified as one of the best kernels [52]. 
RBF kernel function is expressed as: 
 
GE , !F = exp H− I − !I2/ J = exp (−K × I − !I) (9)
 
where  and ! are input instances, / is variance, and I − !I can be described as 
the squared Euclidean distance among two instances [51]. 
Moreover, cost (:) controls the SVR model’s empirical risk degree, gamma (K) 
controls the Gaussian function width, and epsilon (3) controls the 3-insensitive zone’s 
width sequentially. For the performance of SVR models, :, K, and 3 parameters should 
be well-determined in order to have a more accurate 3-SVR model [19]. 
In this study, SVM is chosen as an AI technique due to its ability to be performed with 
less parameters, its kernel trick which simplifies nonlinear relationships into linear ones 
by mapping, and its capability in improving generalisation performance. 
Evaluation criteria 
Normalisation process is essentially performed to eliminate the units of different data 
types in the data set, to maintain data integrity for decreasing execution time and 
occupying less memory, and to compare performances of heterogeneous data in a similar 
manner. In order to have a data distribution between 0 and 1 for each column vector 
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representing different data type, the following formula can be applied for LMN = 0 and LOP  1: 
 NQRL  LOP $ LMN 4 S  $ LMNLOP $ LMNT  LMN (10)
 
where   is a column vector, LMN  and LOP  correspond to minimum and maximum 
values of , while LMN and LOP are boundaries for distribution and NQRL represents a 
normalised column vector converted from , respectively [53]. 
Before evaluation, normalised data have to be de-normalised to calculate 
performance metrics which can only be compared between models whose errors are 
measured in the similar units such as RMSE. De-normalisation formula is the same as 
normalisation formula, but LOP and LMN represent the minimum and maximum known 
values of the previously normalised column vector . 
In order to evaluate the performances of different statistical and AI techniques, R2, 
RMSE, and MAPE are employed in this study. R2 corresponds to the coefficient of 
determination which is the proportion of the variance in the dependent variable that can 
be predicted from the independent variables [54]. RMSE is a quadratic scoring rule for the 
square root of the variance which also represents the average of the root forecasting error 
squares [55]. However, there is no precise criterion for an optimum value of RMSE, 
hence it is based on the scales of the measured variables and the size of the sample.  
RMSE can be only compared among models whose errors are measured in the same units 
[56]. On the other hand, MAPE performance metric does not depend on the magnitude of 
the unit of measurement. If the MAPE is small, then the model is accurate. MAPE is the 
most widely used error measure in energy forecasting [57]. Formulae of R2, RMSE, and 
MAPE are as follows: 
 
U  1 $ ∑  $ 
 ∑  $ W
  (11)
 
UXYZ  [∑  $ 
 *  (12)
 






where   is actual or measured output,   is predicted output, W is mean of  , and * 
indicates the number of observations. 
RESULTS AND DISCUSSION 
All analyses throughout this study are performed in MATLAB R2017b in a Windows 
based personal computer that has Intel Core i5-3330 CPU at 3.00GHz, 16GB DDR3 
RAM, and 1TB HDD. 
In all statistical and AI techniques, 10-fold cross validation method is employed for 
validating the models by training on 9-fold and testing on 1-fold in order to eliminate the 
bias and this process is implemented 10 times in a row. In Table 2, average values of the 
result of 10 iterations for cross validation are shown.  
MLR model is chosen to present the most widely used method because of its 
simplicity, and training MLR model is the fastest in comparison with others owing to 
requiring less memory for implementation as a statistical method. 
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In MLP neural networks, a search is performed from 2 to 20 neurons in order to find 
the optimal neuron number in the hidden layer, and the optimal neuron number is found 
as 2 because of having the minimum residual variance at that neuron number.  
Logistic activation functions are used for the hidden layer and linear activation functions 
are utilised for the output layer. Scaled Conjugate Gradient (SCG) back propagation 
algorithm is employed for the training method of MLP neural networks to optimise the 
weight values. 
 
Table 2. Performance comparison of the applied techniques 
 
Technique Model R2 [%] RMSE [MWh] MAPE [%] Run time [s] 
Statistical MLR 85.77 0.41 15.79 0.13 
AI 
MLP 93.61 0.27 9.52 0.55 
RBF 90.66 0.33 11.83 4.04 
SVM 94.90 0.24 8.89 2.28 
 
In RBF networks, different types of radial basis functions can be used, but the most 
common is the Gaussian function that is also utilised in this study. RBF networks can be 
evaluated as a specialised topology under MLP neural networks with a single hidden 
layer. Number of neurons in the hidden layer is changed from 2 to 50 in order to reach the 
optimal neuron number which is computed as 21. Minimum spread, maximum spread, 
minimum lambda, and maximum lambda are found as 0.023, 396.052, 0.155, and  
9.206 seriatim. 3-SVR is used with Gaussian kernel function for SVM model. A grid search is 
performed for model parameters between 0.1 and 5,000 for :, 0.001 and 50 for K, and 
0.0001 and 100 for 3 in order to overcome the generalisation problem by minimising 
Mean Squared Error (MSE), number of support vectors used by the model is 40, and the :, K and 3  parameters are respectively found as 36.0105, 0.4356, and 0.001. Graphs 
containing predicted and actual target values for each statistical and AI technique are 
given in Figure 5. 
According to the results indicated in Table 2, R2 values for all models are generally 
over 85%. In addition, the best performances of MAPE are 8.89% for SVM, 9.52% for 
MLP neural networks, 11.83% for RBF networks, and 15.79% for MLR models.  
RMSE performances are also the same with MAPE rankings. Run times of models are 
0.13 s for MLR, 0.55 s for MLP neural networks, 2.28 s for SVM, and 4.04 s for RBF 
networks. In addition to those, having the same variance in input data for all models, 
residual variances after the model fits are sequenced as 0.06 for SVM, 0.07 for MLP, 0.11 
for RBF, and 0.17 for MLR. The results exhibit that the best approach for MTEF was 
obtained by using SVM model having a MAPE of 8.89%. In other respects, it is obvious 
that MAPE of MLP neural networks model is close to SVM model’s performance, but it 
should be emphasised that run time of MLP neural networks model is almost one fourth 
of SVM model’s run time. 
Moreover, when all of the results are interpreted together for MTEF, SVM model is 
the best choice if the minimum error is primary target. MLP model is an excellent 
alternative when the minimum error and run time are taken into account together. 
Unlikely, RBF model does not seem as a suitable match with the data set used in this 
study and it is not recommended for MTEF applications. MLR model is suggested to use 
for MTEF if run time is the top priority for consideration. 
Furthermore, when relative importance of input variables is deeply investigated, it 
should be noted that beside historical electrical energy consumption, outdoor mean 
temperature and calendar variable play a significant role in achieving accurate results. 
Seasonality draws attention because of the fact that HVAC systems cover the major part 
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of electrical energy consumption of the regional hospital. The number of patients is 




Figure 5. Predicted and actual target value graphs for statistical and AI techniques [58, 59] 
CONCLUSIONS 
MTEF is a considerable tool that ensures monitoring electrical energy consumption, 
identifying base and peak loads, determining the optimal capacity rating for installing 
feasible power plants, and improving energy management quality in hospitals. 
In this study, statistical and AI techniques named as MLR, ANN containing MLP 
neural networks and RBF networks, and SVM, which are frequently utilised in the 
literature for STEF, are applied to real-time data obtained from a regional hospital in 
Adana, Turkey in order to perform MTEF under identical constraints and to fill the gap in 
the EF literature. The EF of the upcoming month is carried out by the models which take 
the impacts of various input parameters named as historical electrical energy 
consumption, outdoor mean temperature, outdoor maximum temperature, outdoor 
minimum temperature, sunshine duration, wind speed, relative humidity, number of 
registered patients, and number of months into account. 
The results indicate that presented statistical and AI techniques provide reasonable 
accuracy in forecasting monthly mean electrical energy consumption. However, when 
the obtained results are investigated, SVM model provides a successful convergence.  
In addition, MLP model’s performance is not only close to the SVM model, but also MLP 
model’s run time is one fourth of run time of the SVM model. Moreover, the case study 
revealed that the historical electrical energy consumption, outdoor mean temperature and 
calendar variable are the most determinative predictors among the utilised input 
parameters due to the dominant influence of seasonality because of the fact that HVAC 
systems cover the major part of electrical energy consumption of the regional hospital. 
Consequently, SVM and MLP neural networks give superior results for the EF 
problem. Also, this study unveiled that the SVM, MLP, and MLR models can be 
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implemented not only to STEF applications, but also MTEF applications for  
future studies. 
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NOMENCLATURE 
MAPE mean absolute percentage error [%] 
MSE mean squared error [MWh2] 
RMSE root mean squared error [MWh] 
R2 coefficient of determination [%] 
Abbreviations 
AI Artificial Intelligence  
ANN Artificial Neural Networks  
ARIMA Autoregressive Moving Average  
ARMAX Autoregressive Moving Average with Exogenous 
Input Model  
CCHP Combined Cooling, Heat, and Power  
CHP Combined Heat and Power  
CPU Central Processing Unit  
DDR Double Data Rate  
EF Electrical Energy Forecasting  
HDD Hard Disk Drive  
HVAC Heating, Ventilation, and Air-Conditioning  
KKT Karush-Kuhn-Tucker  
LTEF Long-Term Electrical Energy Forecasting  
MLP Multilayer Perceptron  
MLR Multiple Linear Regression  
MTEF Medium-Term Electrical Energy Forecasting  
PV Photovoltaic  
RAM Random Access Memory  
RBF Radial Basis Function  
SCG Scaled Conjugate Gradient  
STEF Short-Term Electrical Energy Forecasting  
SVM Support Vector Machines  
SVR Support Vector Regression  
US The United States  
VSTEF Very Short-Term Electrical Energy Forecasting  
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