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Jieqiang Wei1 and Arjan van der Schaft2
Abstract— This paper studies a basic model of a dynamical
distribution network, where the network topology is given by
a directed graph with storage variables corresponding to the
vertices and flow inputs corresponding to the edges. We aim at
regulating the system to consensus, while the storage variables
remain greater or equal than a given lower bound. The problem
is solved by using a distributed PI controller structure with
constraints which vary in time. It is shown how the constraints
can be obtained by solving an optimization problem.
I. INTRODUCTION
In this paper we continue our study of the dynamics of
distribution networks. Identifying the network with a directed
graph we associate with every vertex of the graph a state
variable corresponding to storage, and with every edge a
control input variable corresponding to flow, possibly subject
to constraints. In previous work [1], [2], [3] it has been
shown under which conditions a constrained proportional-
integral (PI) controller will regulate the system towards out-
put agreement in the presence of unknown constant external
disturbances (corresponding to constant in/outflows of the
network).
In many cases of practical interest it is natural to require
that the state variables of the distribution network will remain
larger than a given minimal value, e.g. zero. A hydraulic
network with state variables being the storage of fluid is a
clear example of such a situation. On the other hand, the
previously developed PI-controller can give rise to damped
oscillatory behavior which may violate such state constraints.
The aim of the current paper is to modify the PI-controller in
such a way that the lower bounds for the state variables will
be satisfied for all time while the system will still converge
to output agreement. This is done by adapting the constraints
of the PI controller.
The main related work can be summarized as follows.. In
[4] an alternative scheme is given in order that the state
variables remain nonnegative. However, this scheme does
not respect mass conservation. In [5], the authors consider
a similar distribution network model but with a propor-
tional controller instead of a PI controller. A discontinuous
Lyapunov-based controller is given to stabilize the system
without violating the storage and flow constraints; however
it is not robust with respect to constant disturbances). In
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[6], using the same model as in [5], the authors focus on a
different problem of driving the state to a small neighborhood
of the reference value and relate the control input value at
equilibrium to an optimization problem.
The structure of the paper is as follows. Preliminaries
and notations are given in Section II. In Section III, we
introduce the basic model which can be identified as a port-
Hamiltonian system, in line with the general definition of
port-Hamiltonian system on graphs [7], [8], [9], [10]; see also
[11], [12]. In Section IV we briefly recall from our previous
work [1], [2], [3] the necessary and sufficient graphical
conditions in order that a constrained PI controller structure
will solve the regulation problem.
In Section V we formulate the main problem of this paper,
namely the adaptation of the constraints of the PI-controller
such that the system will reach output agreement while the
state variables will remain greater or equal than a given
lower bound. In Section VI an optimal control protocol for
the adaptation of the flow (control) constraints is developed,
while stability analysis of the scheme is given in Section VII.
The conclusions are in Section VIII.
II. PRELIMINARIES AND NOTATIONS
We recall some standard definitions regarding directed
graphs, as can be found e.g. in [13]. A directed graph G
consists of a finite set V of vertices and a finite set E of
edges, together with a mapping from E to the set of ordered
pairs of V , where no self-loops are allowed. Thus to any edge
e ∈ E there corresponds an ordered pair (v, w) ∈ V×V (with
v 6= w), representing the tail vertex v and the head vertex w
of this edge.
A directed graph is specified by its incidence matrix B,
which is an n × m matrix, n and m being the number of
vertices and edges respectively, with (i, j)th element equal
to 1 if the jth edge is towards vertex i, and equal to −1 if
the jth edge is originating from vertex i, and 0 otherwise.
In this paper ‘graph’ will throughout mean ‘directed graph’
unless stated otherwise. A graph is strongly connected if
it is possible to reach any vertex starting from any other
vertex by traversing edges following their directions. It is
called weakly connected if it is possible to reach any vertex
from every other vertex using the edges not taking into
account their direction. A graph is weakly connected if
and only if kerBT = span1n. Here 1n denotes the n-
dimensional vector with all elements equal to 1. A graph
that is not weakly connected falls apart into a number of
weakly connected components. The number of connected
components is equal to dim kerBT . For each vertex, the
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number of incoming and outgoing edges are called the in
and out-degree of the vertex respectively. A graph is called
balanced if and only if the in-degree and out-degree of every
vertex are equal to each other. A graph is balanced if and
only if 1n ∈ kerB.
Given a graph, we define its vertex space as the vector
space of all functions from V to some linear space R. In the
rest of this paper we will take R = R, in which case the
vertex space can be identified with Rn. Similarly, we define
its edge space as the vector space of all functions from E
to R = R, which can be identified with Rm. In this way,
the incidence matrix B of the graph can be also regarded
as the matrix representation of a linear map from the edge
space Rm to the vertex space Rn. Extensions of the results
to general linear spaces R are straightforward.
Notation: For a, b ∈ {R,±∞}m the notation a 6 b (resp.
a < b) will denote element-wise inequality ai ≤ bi (resp.
ai < bi), i = 1, . . . ,m. For a < b the multidimensional
saturation function sat(x ; a, b) : Rm → Rm is defined as
sat(x ; a, b)i =
 ai if xi ≤ ai,xi if ai < xi < bi,
bi if xi ≥ bi,
i = 1, . . . ,m.
(1)
III. A DYNAMICAL NETWORK MODEL WITH PI
CONTROLLER
Let us consider the following dynamical system defined
on the vertices of graph ([10], [8], [7])
x˙ = u+ Ed¯, x, u ∈ Rn, d ∈ Rk
y = ∂H
∂x
(x), y ∈ Rn,
(2)
where H : Rn → R is a differentiable function, and ∂H∂x (x)
denotes the column vector of partial derivatives of H . Here
xi and ui are the state and input variable associated to the
ith vertex of the graph respectively. And E is an n × k
matrix whose columns consist of exactly one entry equal
to 1 (inflow) or −1 (outflow), while the rest of the elements
is zero. Thus E specifies the k terminal vertices where flows
can enter or leave the network ([14]). Finally, d¯ is a vector of
constant disturbances. System (2) defines a port-Hamiltonian
system ([14], [15]), satisfying the energy-balance
d
dt
H = uT y +
∂TH
∂x
(x)Ed¯. (3)
Here the state variables on vertices are controlled by the
flow in the edges of network in the following manner
u = Bµ, µ ∈ Rm (4)
where µj is a flow variable associated to the jth edge of the
graph. In this paper we consider the case when the controller
is defined on the edges to provide the flow variables. As
explained in [2], when d 6= 0, the proportional control will
not be sufficient to reach load balancing. Hence we consider
a proportional-integral (PI) controller given by the dynamic
output feedback
η˙ = ζ, η, ζ ∈ Rm,
µ = −Rζ − ∂Hc
∂η
(η)
(5)
where ηi is state variable associated to ith edge, R is
a diagonal matrix with strictly positive diagonal elements
r1, r2, . . . , rm, and Hc the Hamiltonian function correspond-
ing to the controller. Here the controller is driven by the
relative output of the systems (2) on vertices, i.e.,
ζ = BT y (6)
The closed-loop system of (2,4,5,6) is a port-Hamiltonian
system [
x˙
η˙
]
=
[−BRBT −B
BT 0
][ ∂H
∂x
(x)
∂Hc
∂η
(η)
]
+
[
E
0
]
d¯, (7)
with total Hamiltonian
Htot(x, η) := H(x) +Hc(η).
Suppose now that the constant disturbance d¯ satisfies the
matching condition, i.e., there exists a controller state η¯ such
that
Ed¯ = B
∂Hc
∂η
(η¯). (8)
By modifying the total Hamiltonian Htot into
Vd¯(x, η) := H(x) +Hc(η)− ∂
THc
∂η
(η¯)(η − η¯)−Hc(η¯) (9)
which serves as a candidate Lyapunov function, we can
obtaine the following theorem.
Theorem 1: ([1], [2]) Consider the dynamical system
(2,5,4,6) on the graph G. Let the constant disturbance d¯ satis-
fies the matching condition (8) with a η¯. Assume Vd¯(x, η) is
radially unbounded. Then the trajectories of the closed-loop
system (7) will converge to an element of the load balancing
set
Etot = {(x, η) | ∂H
∂x
(x) = α1, α ∈ R, B ∂Hc
∂η
(η) = Ed¯ }.
if and only if G is weakly connected.
Corollary 2: If kerB = 0, which is equivalent [13] to
the graph having no cycles, then for every d¯ there exists
a unique ∂Hc∂η (η¯) satisfying (8). Suppose Hc has positive
definite Hessian matrix, then in (8) η¯ is also unique and the
convergence is towards the set Etot = {(x, η¯) | ∂H∂x (x) =
α1, α ∈ R}.
Corollary 3: In case of the standard quadratic Hamiltoni-
ans H(x) = 12‖x‖2, Hc(η) = 12‖η‖2 there exists for every d¯
a controller state η¯ such that (8) holds if and only if
imE ⊂ imB. (10)
Furthermore, in this case Vd¯ equals the radially unbounded
function 12‖x‖2 + 12‖η − η¯‖2, while convergence will be
towards the load balancing set Etot = {(x, η) | x = α1, α ∈
R, Bη = Ed¯}.
A necessary (and in case the graph is weakly connected
necessary and sufficient) condition for the inclusion imE ⊂
imB is that 1TE = 0. In its turn 1TE = 0 is equivalent
to the fact that for every d¯ the total inflow into the network
equals to the total outflow). The condition 1TE = 0 also
implies
1
T x˙ = −1TBµ+ 1TEd¯ = 0,
implying (as in the case d = 0) that 1Tx is a conserved
quantity for the closed-loop system (7).
IV. RESULTS REVIEW FOR THE CASE WITH FLOW
CONSTRAINTS
In many cases of interest, the flows in the edges are
constrained. Here we briefly review the main results in [2],
[3] where we consider instead of (4) its constrained version
u = B sat(µ, µ−, µ+) (11)
where µ−, µ+ ∈ Rm are the lower and upper bounds for
the flow constraints. For simplcity of exposition we only
consider the PI controller (5) with Hc(·) = 12‖·‖22 and R = I .
As is shown in [2], [3], without loss of generality we
can assume that the flow constraints satisfy u+ ≥ u− ≥ 0
and the two equality signs do not hold at the same time.
We call this kind of the constraints are compatible with the
orientation. Furthermore, adding the disturbance satisfying
the constrained version of the matching condition, i.e.,
Ed¯ = B sat(η¯;µ−, µ+), (12)
is equivalent to translation of the constraints. It follows that,
without loss of generality, we can focus on the closed-loop
system without disturbance
x˙ = B sat(−BT ∂H
∂x
(x)− η, µ−, µ+),
η˙ = BT ∂H
∂x
(x).
(13)
The main results about system (13) are summarized in
Theorem 4: ([2]) Consider the dynamical system (13)
with compatible flow constraints. Then for any µ− < µ+ ∈
Rm+ such that ∩mi=1[µ−i , µ+i ] contains an open interval, the
trajectories of (13) converge to
Etot ={(x, η) | ∂H
∂x
(x) = α1, α ∈ R,
B sat(−η, µ−, µ+) = 0 }
(14)
if and only if the graph is strongly connected and balanced.
For any network with given orientation and constraints on
the edges, we can define the interior point condition.
Definition 5: (Interior Point Condition) Given a directed
graph with arbitrary constraints [µ−, µ+], the network will
be said to satisfy the interior point condition if there exists
a vector z ∈ [µ−, µ+] ∩ kerB such that the subgraph G0 ={V, E0} is weakly connected where
E0(z;µ−, µ+) = {ei | ei ∈ E , zi ∈ (µ−i , µ+i )}.
Theorem 6: ([3]) Consider the dynamical system (13)
defined on a weakly connected graph. Then the trajectories
will converge to
Etot = {(x, η) | ∂H
∂x
(x) = α1n, B sat(−η ;u−, u+) = 0}.
if and only if the network satisfies the interior point condi-
tion.
V. CONSTRAINED PI-CONTROLLERS MAINTAING A
LOWER BOUND FOR THE STATE VARIABLES
Although, as summarized in the previous sections, the PI
controller with both unconstrained (4) and constrained flow
connection (11) is successful in obtaining output agreement
for the plant, it introduces oscillatory behavior which may
cause the state variables x become smaller than some given
lower bounds. For certain applications this may be undesir-
able or infeasible, as is illustrated by the following example.
Example 5.1 (Hydraulic network): Consider a hydraulic
network, modeled as a directed graph with vertices (nodes)
corresponding to reservoirs, and edges (branches) corre-
sponding to pipes. Let xi be the volume of fluid stored at ver-
tex i, and µj the flow through edge j. Then the mass balance
of the network is summarized as (2) and (4). Let H(x) denote
the stored energy in the reservoirs (e.g., gravitational energy).
For cylindric reservoirs, xi = Sihi, Hi = 12ρSigh
2
i =
ρg
2Si
x2i
where Si is the bottom area, hi is the height of liquid
of ith reservoir respectively, and g is gravity coefficient.
Then Pi := ∂H∂xi (x) = ρghi =
ρgxi
Si
, i = 1, . . . , n, are the
pressures at the vertices and the output of the plant. The
jth element of the input to the controller which is given
as in (6) is the pressure difference Pi − Pk across the jth
edge. The proportional part µ = −Rζ = −RBT ∂H∂x (x)
of the PI controller (5) corresponds to adding damping
to the dynamics (proportional to the pressure differences
along the edges). The integral part of the controller has the
interpretation of adding compressibility to the compressible
fluid network dynamics. Using this emulated compressibility,
the PI-controllers (5) is able to regulate the fluid network to a
output agreement situation where all pressures Pi are equal,
irrespective of the constant inflow and outflow d¯ satisfying
the matching condition (8). However, since the PI controller
(5) can introduce the oscillation which can make the state
variables x of the closed-loop (7) become negative. This is
clearly infeasible.
This example motivates us to modify the flow connections
to time varying upper and lower bounds, i.e.
u(t) = B sat(µ(t);µ−(t), µ+(t)) (15)
such that the states variables x remain greater or equal than
a lower bound for all time (for instance, zero in Example
5.1), while the outputs of the plant ∂H∂xi still converges to
consensus.
For the rest of the paper we focus on the closed-loop
system (2,5,6,15), given as
x˙ = B sat(−RBT ∂H
∂x
(x)− ∂Hc
∂η
(η), µ−(t), µ+(t)),
η˙ = BT ∂H
∂x
(x).
(16)
with in/outflows are zero (i.e., d¯ = 0). Furthermore, we
assume Hc(η) ∈ C1, H(x) =
∑n
i=1Hi(xi) ∈ C2 with
Hi(·) : R → R be strictly convex and arg minHi(xi) =
γi, i = 1, 2, . . . , n, u−(t) and u+(t) are parameters to be
designed such that x(t) ≥ γ,∀t ≥ 0. Notice that this is
equivalent to keeping the output of the plant ∂H∂x being non-
negative.
Remark 7: Note that when H(x) = H1(x1) + . . . +
Hn(xn) and Hi are convex, there are many controllers which
fulfill the control aim of driving output of the plant ∂H∂x (x)
to agreement while keeping it non-negative. For example the
proportional controller
µ = −Rζ (17)
with R a positive diagonal matrix has the property that the
evolution of the closed-loop system (2,4,6,17) with d¯ = 0,
i.e.
x˙ = −BRBT ∂H
∂x
(x)
remains in the set {x | ∂H∂x (x(t)) ∈ Rn+,∀t ≥ 0}
whenever ∂H∂x (x(0)) ≥ 0. This directly follows from the
properties of the weighted Laplacian matrix BRBT : when-
ever at a certain moment ∂Hi∂xi (xi(t)) = 0, then x˙i(t) =
−∑j rk(∂Hi∂xi (xi(t))− ∂Hj∂xj (xj(t))) ≥ 0 where rk is the kth
diagonal element of R and ek ∼ (vi, vj). However for the
second order system (7), in order to achieve the control aim
the flows on the edges need to be regulated.
Example 5.2 (Hydraulic network continued): In this ex-
ample we want to show that instead of keeping ∂Hi∂xi > 0, i =
1, 2, . . . , n, they can be above any value y¯i satisfying y¯i =
∂Hi
∂xi
(x¯i) for some x¯i for all time. In that case we just replace
the Hamiltonian H in the system (16) by the Bregman
distance with respect to x¯i, i.e. H ′i(xi) = Hi(xi)− y¯i(xi −
x¯i)−H(x¯i), then the design of parameters u−(t) and u+(t)
as done in the next section will keep ∂Hi∂xi > y¯i. For instance
with the same setting as in Example 5.1, suppose we want
to keep the pressure of each reservoir greater or equal than
a given value P¯i = ρgh¯i ≥ 0, i = 1, 2, . . . , n, then we can
modify the Hamiltonian as Hi(xi) = ρg2Si (xi−Sih¯i)2, which
is the extra stored energy in the ith reservoir compared to
the stored energy at height h¯i. In this case ∂H∂xi = ρg(hi−h¯i)
which is the relative pressure with respect to the height h¯i.
VI. THE DESIGN OF THE FLOW CONSTRAINTS
In this section we will design the parameters µ−(t) and
µ+(t) in (16). The only situation in which a state variable xi
may become smaller than γi is that at a certain time instant
t, xi(t) = γi and x˙i(t) < 0. The basic idea underlying the
design of the time-varying flow constraints is to eliminate
this situation by adding saturation on the flows in the edges
in such a way that x˙i(t) ≥ 0 whenever xi(t) = γi. For each
time t and each vertex vi, the edges adjacent to it can be
divided into two sets
f invi (t) = {ej ∈ E | Bijµj > 0}
foutvi (t) = {ej ∈ E | Bijµj < 0}.
(18)
For each time t, the vertices of the network can be divided
into the following subsets, referred to as white, gray and
black (with the last category divided into two subsets)
VW (t) = {vi ∈ V | xi(t) > γi}
VG(t) = {vi ∈ V | xi(t) = γi}
VB1(t) = {vi ∈ VG | B(i, :)µ(t) < 0}
VB2(t) = {vi ∈ VG | ∃vj ∈ VB1 s.t. f invi (t) ∩ foutvj (t) 6= ∅}
where B(i, :) is the ith row of B. Furthermore, we denote
VB(t) = VB1(t) ∪ VB2(t).
Example 6.1: Let us consider a part of the network given
as given in Fig.1. This example shows that the states of the
black nodes can become negative. Indeed suppose that at
time t the state variable at v2, i.e. x2(t), decreases to γ2,
while µ2(t) + µ3(t) > µ1(t) ≥ 0, then x˙2(t) < 0.
Let us denote the set of outgoing edges of all vertices in
VB(t), i.e., ∪vi∈VB(t)foutvi , as EBout(t). Along the edges el ∈EBout(t), a saturation [−|φ∗l (t)|, |φ∗l (t)|] is imposed on the
flow, while along the rest of the edges there are no saturations
where φ∗(t) ∈ Rm is the optimal solution of the following
v1 v2
v3
v4
µ1
µ2
µ3
Fig. 1. Explanation about how the black vertices may exhibit negative
state values, with µi the output of the controller on the i-th edge.
optimization problem
min
φ
∑
ej∈EBout(t)
1
2|µj(t)|
((
φj − µj(t)
)2
+ φ2j
)
s.t. B(i, :)φ = 0, ∀vi ∈ VB(t),
φk = µk(t), if ek ∈ E \ EBout(t).
(19)
Furthermore, let us denote
φ+j (t) =
{
|φ∗j (t)| if ej ∈ EBout(t)
+∞ else, j = 1, . . . ,m. (20)
then the closed-loop (16) can be written as
x˙ = B sat(−RBT ∂H
∂x
(x)− ∂Hc
∂η
(η),−φ+(t), φ+(t)),
η˙ = BT ∂H
∂x
(x)
(21)
with the parameters µ−(t) and µ+(t) in (16) being chosen
as −φ+(t) and φ+(t) respectively.
Example 6.2: Continuing Example 6.1, suppose at time
t, the flows are subject to µ2(t) + µ3(t) > µ1(t) ≥ 0 and
x2(t) = γ2. Then the above control protocol will set x˙2 =
µ1(t) +
∑
i=2,3 sat(µi(t),−φ+i (t), φ+i (t)) where φ+i (t) =
| µ1(t)µi(t)∑
i=2,3 µi(t)
|, i = 2, 3.
Furthermore, the solution of the optimization problem (19)
can be seen as the limit of the following algorithm.
Algorithm: Initialization: at time t when there are grey
nodes in the network, set the initial value φ0 = µ(t) ∈ Rm.
Step k: Let φk−1 be the value from the previous step k− 1.
If there exists a node i such that B(i, :)φk−1 < 0, then
φkj =

∑
ej∈finvi
|φk−1j |∑
ej∈foutvi
|φk−1j |
φk−1j if ej ∈ foutvi
φk−1j else,
j = 1, . . . ,m.
(22)
This algorithm is converging since in every iteration the
absolute values of the flows are non-increasing. It can be
proved that limk→∞ φk(t) = φ∗(t). However the proof is
omitted due to lack of space.
Example 6.3: In this example, we consider the structure
of the network as given in Fig. 2. Suppose at time t, x1(t) >
γ1, x2(t) = γ2, x3(t) = γ3 and the output of controller (5)
is µ(t) = [1, 3, 1, 2]T , then VB(t) = {v2, v3}. By using the
algorithm, the flows on fout2 (t)∪ fout3 (t) = {e2, e3, e4}, are
saturated to the values 32 ,
1
2 and 1, respectively. Furthermore,
it can be verified that [ 32 ,
1
2 , 1]
T is the solution of optimiza-
tion problem (19).
VII. STABILITY ANALYSIS
In this section we will prove the stability of the system
(21), and its convergence to consensus.
v1
v2 v3
e1
e2
e3
e4
Fig. 2. Network of Example 6.3
Since the right-hand-side of the system (21) is discontin-
uous, we will consider Filippov solutions. The notations are
taken from [16].
Definition 8: ([16]) Let B(Rd) denote the collection of
subsets of Rd. For X : Rd → Rd, define the Filippov set-
valued map F [X] : Rd → B(Rd) as
F [X](x) ,
⋂
δ>0
⋂
µ(S)=0
co{X(B(x, δ)\S)} (23)
Definition 9: A Filippov solution of x˙(t) = X(x(t)) on
[0, t1] ⊂ R is an absolutely continuous map x : [0, t1]→ Rd
that satisfies
x˙(t) ∈ F [X](x) (24)
for almost all t ∈ [0, t1].
Here are two useful facts about computing the Filippov
set-valued map.
Proposition 10: ([16]) Product Rule: If X1 : Rd → Rd
and X2 : Rd → Rn are locally bounded at x ∈ Rd, then
F [(X1, X2)
T ](x) ⊆ F [X1](x)× F [X2](x). (25)
Moreover, if either X1 or X2 is continuous at x, then equality
holds.
Matrix Transformation Rule: If X : Rd → Rm is locally
bounded at x ∈ Rd and Z : Rd → Rd×m is continuous at
x ∈ Rd, then
F [ZX](x) = Z(x)F [X](x). (26)
Theorem 11: Consider the system (21) on the graph G
in closed loop with the saturation bounds as given in (20).
Assume that H =
∑n
i=1Hi(xi) ∈ C2 and Hc ∈ C1 are
positive definitive and radially unbounded. Furthermore Hi
are strictly convex with arg minx∈Rn H(x) = γ ∈ Rn. Then
(i) x(t) > γ for all t > 0 if x(0) ≥ γ;
(ii) the trajectories of the closed-loop system (21) will
converge to an element of the load balancing set
Etot = {(x, η) | ∂H
∂x
(x) = α1, α ∈ R+, B ∂Hc
∂η
(η) = 0 }.
if and only if G is weakly connected.
Proof: (i) It can be verified from the form of opti-
mization problem (19) which grantee that x˙i(t) ≥ 0 when
xi(t) = γi.
(ii) Sufficiency. First by using Proposition 10, the differen-
tial equations (21) are replaced by the differential inclusion[
x˙(t)
η˙(t)
]
∈ F
[ [
B sat(µ(t),−φ+(t), φ+(t))
BT ∂H
∂x
(x)
] ]
=
[
BF
[
sat(µ(t),−φ+(t), φ+(t))
]
BT ∂H
∂x
(x)
]
, F (x, η)
(27)
where the equality is implied by Proposition 10. Notice that
the set-valued map F (x, η) is locally bounded and its values
are nonempty, compact and convex sets. Furthermore, for
each t ∈ R, (x, η)→ F (x, η) is upper semi-continuous.
Take as Lyapunov function the Hamiltonian function
V (x, η) := H(x) +Hc(η), (28)
which is differentiable. Then the set-valued Lie derivative
L˜FV : Rn+m → B(R) of V with respect to F at (x, η) is
defined as
L˜FV = {(∇V )Tω | ω ∈ F (x, η)}
=
∂TH
∂x
(x)BF
[
sat(µ(t),−φ+(t), φ+(t))
]
+
∂TH
∂x
(x)B
∂Hc
∂η
(η)
(29)
For the i-th edge, the Filippov set-valued map is given as
F
[
sat(µi(t),−φ+i (t), φ+i (t))
]
⊂
 [0, µi(t)] ei ∈ E
B
out(t) ∧ µi(t) > 0,
[µi(t), 0] ei ∈ EBout(t) ∧ µi(t) < 0,
{µi(t)} else,
i = 1, . . . ,m.
(30)
For the i-th edge of G on which φ+i (t) = +∞, i.e. ei ∈E \ EBout(t), we have
∂TH
∂x
(x(t))BiF
[
sat(µi(t),−φ+i (t), φ+i (t))
]
+
∂TH
∂x
(x(t))Bi
∂Hc
∂ηi
(η(t))
=− ∂
TH
∂x
(x(t))BiB
T
i
∂H
∂x
(x(t))
(31)
where Bi is the i-th column of B.
For the i-th edge on which φ+i (t) < +∞, i.e. ei ∈ EBout(t),
we have that ∀ωi ∈ F
[
sat(−µi(t),−φ+i (t), φ+i (t))
]
; which
can be written as
ωi =(1− κi)0 + κi(µi(t)),
for some κi ∈ [0, 1], (32)
This implies that
∂TH
∂x
(x)BiF
[
sat(µi(t),−φ+i (t), φ+i (t))
]
+
∂TH
∂x
(x)Bi
∂Hc
∂ηi
(η)
={−κi ∂
TH
∂x
(x)BiB
T
i
∂H
∂x
(x)
+ (1− κi)∂
TH
∂x
(x)Bi
∂Hc
∂ηi
(η) | κi ∈ [0, 1]}
(33)
Furthermore, when η+i (t) < +∞, we have either
• BTi ∂H∂x (x) > 0 and −BTi ∂H∂x (x) − ∂Hc∂ηi (η) > 0 which
implies ∂
TH
∂x (x)Bi
∂Hc
∂ηi
(η) 6 −∂TH∂x (x)BiBTi ∂H∂x (x) or
• BTi ∂H∂x (x) 6 0 and −BTi ∂H∂x (x) − ∂Hc∂ηi (η) < 0 which
implies ∂
TH
∂x (x)Bi
∂Hc
∂ηi
(η) 6 −∂TH∂x (x)BiBTi ∂H∂x (x) again.
So far, we can conclude that
∂TH
∂x
(x)Bi
(
F
[
sat(µi(t),−φ+i (t), φ+i (t))
]
+
∂Hc
∂ηi
(η)
)
6− ∂
TH
∂x
(x)BiB
T
i
∂H
∂x
(x),
(34)
i.e. max L˜FVd¯(x, η) 6 −∂
TH
∂x (x)BB
T ∂H
∂x (x).
By LaSalle’s Invariance principle, the trajectories will
converge to the largest invariant set, denoted as I, within the
set where {(x, η) | V˙ = 0}, i.e. {(x, η) | BT ∂H∂x (x) = 0}.
In I we have
BT
∂2H
∂x2
B sat(−∂Hc
∂η
(η(t)),−φ+(t), φ+(t)) = 0 (35)
which implies that x remains at a constant value, denoted by
ν, in I and ∂H∂x (ν) = α1. Furthermore, in view of ν ≥ γ
and the convexity of H we can prove that α > 0. By the
optimal control protocol given in the previous section, we
have that all the vertices will be white for large enough t,
which implies at steady state B ∂Hc∂η (η) = 0. This concludes
the proof.
Necessity. If the graph is not weakly connected then the
above analysis will hold on every connected component,
and the common value α will be different for different
components.
Example 7.1 (Hydraulic network continued): In this ex-
ample we show the simulation results of the hydraulic
network defined on the graph given in Figure 3, with flow
constraints given as solution of the optimization problem
(19). The values of the parameters are taken as Si =
1m2, i = 1, · · · , 5, ρ = 1kg/m3, γ = 0 and [x(0), xc(0)] =
[0, 0.5, 1, 2, 0, 5, 9, 3, 0,−1,−2,−4]. In Figure 4, it can be
seen that the volume of each reservoir is kept nonnegative for
all times. Furthermore the pressures of reservoirs converge
to a common value (consensus).
1
2
3
4
5
e1
e2
e3
e4
e5
e6
e7
Fig. 3. Network structure of Example 7.1
Fig. 4. The time-evolutions x1(t), x2(t), x3(t), x4(t), x5(t) of the system
(21) defined on the graph as in Figure 3 using the solution of (19) as flow
constraints.
VIII. CONCLUSIONS
We have considered a basic model of dynamical distri-
bution networks with state inequality constraints. We have
formulated a distributed PI controller structure with time-
varying flow constraints which achieves consensus and main-
tains the state constraints. The flow constraints have been
expressed in terms of solutions of an optimization problem.
We have discussed the existence of solutions for the system
in the sense of Filippov, and carried out the stability analysis
of the network by taking the Hamiltonian of the system as
the Lyapunov function.
The results of this paper can be extended in a straightfor-
ward way to the case where the flows on the edges obey a
priori constraints; for instance a limitation on the capacity
of the pipes in hydraulic networks.
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