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Synopsis
The largest known class of gravitational backgrounds with an exact string theoretical
description is based on coset G/H CFTs and the corresponding gauged WZW models.
These backgrounds generically lack isometries and are quite complicated. Thus the cor-
responding field equations seem impossible to solve and their use in physical applications
becomes problematic. We develop a systematic general method enabling us to overcome
this problem using group theory. The method is inspired by observations made in some
elementary geometric coset and coset CFTs, but its full power is apparent in non-abelian
cases. We analyze exhaustively the coset SU(2) × SU(2)/SU(2) and explicitly solve
the scalar wave equation of the corresponding gravitational background. We also exam-
ine the high spin limit and derive the effective geometry that consistently captures the
corresponding sector in the theory.
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1 Introduction
Understanding and probing gravitational effects at the quantum level beyond the General
Theory of Relativity is an important issue. String theory has contributed decisively in
this by providing exact models with a clear spacetime interpretation. The most appealing
class of such models is based on coset conformal field theory (CFT), that is, models on
a G/H coset manifold [1] that admit a spacetime interpretation via the gauged WZW
models [2]. The extraction of the gravitational background fields follows a well established
procedure, initiated with the prototype example of a two-dimensional black hole in [3].
One major hurdle that has hindered the widespread usage of three- and higher-dimensional
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such models is their complexity, and, in particular, the generic lack of isometries of the
corresponding gravitational backgrounds. In physical applications one often has to deal
with field equations in order to extract physical information, and the absense of isome-
tries makes the exact solution of these equations an impossible task with any of the
traditional methods. In the present paper we overcome this problem by using methods
based on the rich, albeit not manifest, underlying group theoretic structure.
The present paper is organized as follows: In section 2 we review relevant aspects of
WZW and gauged WZW models. In section 3 we motivate the idea with some elemen-
tary examples involving the SU(2) group manifold and the geometric and CFT cosets
constructed by using a U(1) subgroup. We then present the general method for obtain-
ing the solution of the scalar wave equation for the general CFT coset G/H model. In
section 4 we test our general result by working out explicitly the details for the CFT
corresponding to the non-abelian SU(2)×SU(2)/SU(2) coset model. We also derive the
gravitational background that consistently describes the high spin sector of the theory.
Finally, in section 5 we present our conclusions as well as directions for future related
work.
2 Geometrical aspects of gauged WZW models
In this section we briefly review relevant aspects of WZW and gauged WZW models.
2.1 Aspects of WZW models
Consider a groupG and the associated Lie-algebra generators {TA}, A = 1, 2, . . . , dim(G),
obeying the commutation rules
[TA, TB] = ifAB
CTC , (2.1)
with structure constants fAB
C . The WZW action for a group element g in some repre-
sentation of G is given by [4, 5]
SWZW(g) = kI0(g) , (2.2)
where
I0(g) =
1
2π
∫
M
Tr(∂+g
−1∂−g) +
i
6π
∫
M
Tr(g−1dg)3 . (2.3)
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Here σ± denote light-cone coordinates on the worldsheet M and B is a three-dimensional
ball bounded by M . The relative coefficient of the cubic term is completely dictated by
the Polyakov–Wiegman identity [6]
I0(g1g2) = I0(g1) + I0(g2)− 1
π
∫
Tr(g−11 ∂−g1∂+g2g
−1
2 ) . (2.4)
One realizes an infinite dimensional current algebra symmetry [5] generated by the (on-
shell) chiral and anti-chiral currents J+ = ∂+gg
−1 and J− = g
−1∂−g. The central ex-
tensions of this algebra is an integer (for compact groups) k that appears as an overall
coefficient in the action (2.2). (The quantization of k can also be realized as a topological
quantization of the coefficient of the WZ term in the action.)
It will be useful to introduce the left- and right-invariant Maurer–Cartan forms with
components
LAM = −iTr(g−1∂MgTA) , RAM = −iTr(∂Mgg−1TA) , (2.5)
as well as the obvious notation for the currents LA± = L
A
M∂±X
M and RA± = R
A
M∂±X
M ,
with the XM ’s being the parameters of the group element g acting as coordinates in the
target space. This procedure recasts the original action (2.2) into the form
S0(g) =
k
π
∫
M
d2σ(GMN +BMN)∂−X
µ∂+X
ν , (2.6)
where GMN is the σ-model metric, given for WZW models by
GMN = G
(0)
MN ≡
1
2
ηABL
A
ML
B
N =
1
2
ηABR
A
MR
B
N , (2.7)
and BMN are the components of a two-form whose strength, defined by H = dB, reads
HMNP = H
(0)
MNP ≡
1
2
fABCL
A
ML
B
NL
C
P = −
1
2
fABCR
A
MR
B
NR
C
P . (2.8)
Note in passing that, even if an explicit parametrization of the element g in terms of
coordinates XM is given, it is sometimes more convenient to bypass the computation
of the left- and right-invariant forms and directly compute the σ-model action by using
repeatedly the Polyakov–Wiegman identity (2.4).
2.2 Aspects of gauged WZW models
The construction of conformal coset backgrounds based on the gauged WZW models
starts by introducing gauge fields A± in the Lie-algebra of a subgroup H ∈ G. These are
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used to gauge a subgroup of the symmetry group GL × GR. Restricting for simplicity
to the diagonal case, where H is embedded in GL and GR in the same manner, one
introduces the gauged WZW action [2]
SgWZW(g, A±) = kI0(g)+
k
π
∫
M
Tr(A−∂+gg
−1−A+g−1∂−g+A−gA+g−1−A−A+) . (2.9)
This is invariant under the gauge transformations
g → h−1gh , A± → h−1A±h− h−1∂±h , for h(σ+, σ−) ∈ H . (2.10)
The procedure of obtaining a σ-model involves two steps. Due to the gauge invariance
we may gauge fix dim(H) parameters in g, thus reducing the number of parameters to
dim(G/H), thereafter denoted by Xµ. Effectively, these are the parameters that are
gauge invariant [7] under the subgroup action (2.10). It is convenient to split the group
indices as A = (a, α) where a and α are subgroup and coset indices and expand the gauge
field in components as
A± = A
a
±Ta , (2.11)
where T a are generators of H appropriately embedded in G. In addition, we introduce
the dim(H) matrix M(g) with elements
Mab = Tr(tagtbg
−1)− ηab . (2.12)
Then, the part of the action in (2.9) involving the gauge fields becomes
k
π
∫
M
[
i(A−)aR
a
+ − i(A+)aLa− + Aa−MabAb+
]
. (2.13)
Being non-dynamical, the gauge fields A± can be integrated out using their equations of
motion, yielding
Aa+ = −i(M−1)ab(R+)b , Aa− = i(L−)b(M−1)ba . (2.14)
Substituting back into the action one obtains
−k
π
∫
M
Laµ(M
−1)abRbν∂−X
µ∂+X
ν , (2.15)
Therefore, the full action assumes the σ-model form (2.6) with [8]
Gµν = G
(0)
µν − La(µ(M−1)abRbν) , Bµν = B(0)µν − La[µ(M−1)abRbν] , (2.16)
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where G
(0)
µν and B
(0)
µν are given by (2.7) and (2.8). The process of integrating out the
gauge fields induces also a dilaton whose one-loop expression is given in general by [8]
e−2Φ = det(M) . (2.17)
Of particular interest in this paper are coset models of the type G
(1)
k1
×G(2)k2 /Hk1+k2 , with
the subgroup H appropriately embedded into the direct product of the groups G(1) and
G(2). The gauged WZW action is
SgWZW(g1, g2, A±) = k1I0(g1) + k2I0(g2)
+
1
π
∫
M
Tr
[
k1A−∂+g1g
−1
1 + k2A−∂+g2g
−1
2 − k1A+g−11 ∂−g1 (2.18)
− k2A+g−12 ∂−g2 + k1A−g1A+g−11 + k2A−g2A+g−12 − (k1 + k2)A−A+
]
,
where g1 and g2 are elements of the groups G
(1) and G(2), respectively. Then, the previous
general formulae are valid provided that one performs the replacements
kLa± → k1L(1)a± + k2L(2)a± , kRa± → k1R(1)a± + k2R(2)a± ,
kMab(g)→ k1M (1)ab (g1) + k2M (2)ab (g2) , (2.19)
where the superscripts (1) and (2) distinguish appropriately the two groups.
3 Field equations and strategy for solving them
The WZW model has a manifest GL ×GR group of isometries [5]. The gauging and the
elimination of the gauge fields leading to a σ-model with background fields (2.16) destroys
these isometries except those commuting with the gauge group H . This breaking is
manifest in explicit constructions of such backgrounds that can be found in the literature.
For instance, in the simplest such model, one starts with an SU(2) WZW model and
gauges one of the two available abelian symmetries that is either a vector U(1)V or an axial
U(1)A. The resulting background [9, 3] has a U(1) symmetry corresponding to the U(1)
which is not gauged. This situation is generic even for higher dimensional groups when
the gauge group is abelian. In higher dimensional group manifolds, when a maximal non-
abelian subgroup is gauged, there is no isometry left in the resulting background fields.
This has been explicitly shown for the three- and four-dimensional cosets SO(4)/SO(3)
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and SO(5)/SO(4) and their non-compact versions [8, 10]. If, instead, there is a subgroup
that commutes with the gauge group, then the corresponding symmetry becomes manifest
in the background geometry. This is the case for the three-dimensional black string
geometry based on the coset SL(2,R)×U(1)/U(1) [11] as well as for the five-dimensional
background corresponding to the coset SU(2, 1)/SU(2) [12], which have two commuting
isometries.
In physical applications based on the background geometry it is often the case that
one deals with field equations, for instance, for scalar, vector and spinor fields. Since
the background has generically very few, if any, isometries, solving these equations and
extracting physical information is problematic with standard methods, such as separation
of variables. In this section we present a robust method that overcomes this problem,
based on the group theoretic structure that underlies the entire construction.
To be concrete, we focus on the scalar field equation, which in a background with metric
Gµν and dilaton Φ is of the form
− 1
e−2Φ
√
G
∂µe
−2Φ
√
GGµν∂νΨ = EΨ . (3.1)
Note that the antisymmetric tensor does not enter explicitly, but only implicitly, being
necessary for the consistency of the background. The presence of the dilaton factor in the
measure can be understood in two complementary ways. Firstly, in the effective actions
of low energy string theories the right measure in the string frame is the combination
e−2Φ
√
G [13]. Secondly, we recall that in the Hamiltonian approach [14] to determine the
geometry corresponding to gauged WZW models the scalar equation is nothing but the
action of the zero mode of the energy momenum tensor of the coset construction G/H .
This essentially involves the quadratic Casimir operators for the group and the subgroup,
where the various currents are first order differential operators in terms of the elements
parametrizing the group element in G. Specifically,
H =
LALA
k + gG
− LaLa
k + gH
, LA = L
M
A ∂M , (3.2)
where LMA are the components of the inverse (left-invariant) Maurer–Cartan matrix de-
fined in (2.5) and gG, gH are the dual Coxeter numbers for G and H . A completely
equivalent expression is found using the right-invariant Maurer–Cartan matrix. Then, the
quadratic Casimirs act as second-order differential operators on a reduced space spanned
by H-invariant combinations of these group element variables [7, 14]. This effectively
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reduces it to a differential operator depending on dim(G/H) variables. Identifying it
with (3.1) is possible if and only if the indicated dilaton factor is present [14].
Due to the fact that gG and gH are different the resulting geometry depends non-trivially
on k. Our aim in this paper is to determine the eigenfunctions and eigenvalues Ψ and E.
It turns out, as will be explained below, that the eigenfunctions do not depend on k, so it
is enough to restrict ourselves to the semiclassical limit k ≫ 1 in which the backgrounds
considerably simplify and in fact are given by (2.16) and (2.17).
3.1 The SU(2) group manifold and associated cosets
We first illustrate the basic idea with elementary examples based on the SU(2)k WZW
model. We use the following parametrization for a group element g ∈ SU(2)
g = e
i
2
(φ1−φ2)σ3e
i
2
θσ2e
i
2
(φ1+φ2)σ3 =
(
cos θ
2
eiφ1 sin θ
2
e−iφ2
− sin θ
2
eiφ2 cos θ
2
e−iφ1
)
, (3.3)
which is the fundamental j = 1/2 representation in terms of angles (θ, φ, ψ) and where
we have set φ = φ1−φ2 and ψ = φ1+φ2. Inserting into (2.2) and applying the Polyakov–
Wiegmann identity, we obtain a σ-model with the S3-metric
ds2 = k
(
1
4
dθ2 + cos2
θ
2
dφ21 + sin
2 θ
2
dφ22
)
, (3.4)
an antisymmetric tensor (not needed for our purposes) and a constant dilaton. In this
coordinate system, the scalar wave equation (3.1) is readily solved by separation of vari-
ables. Using the ansatz
Ψ(θ, φ1, φ2) =
1
2π
ψ(θ)einφ1eimφ2 , m, n ∈ Z , (3.5)
one obtains the ordinary differential equation
1
sin θ
d
dθ
(
sin θ
dψ
dθ
)
− 1
4
(
m2
sin2 θ
2
+
n2
cos2 θ
2
)
ψ = −kE
4
ψ , (3.6)
which can be cast by an appropriate transformation into the standard Jacobi equation.
The complete set of normalizable solutions is given by
ψj,m,n(θ) =
(
sin
θ
2
)|m|(
cos
θ
2
)|n|
P
(|m|,|n|)
j−
|m|
2
−
|n|
2
(cos θ) , j− |m|
2
− |n|
2
= 0, 1, . . . , (3.7)
where P
(α,β)
n (x) is a Jacobi polynomial. In addition, the spectrum is quantized with
Ej =
4j(j + 1)
k
. (3.8)
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We want to use these solutions in order to generate the solutions of the wave equation
for the geometric coset SU(2)/U(1) corresponding to the S2-sphere, as well as for the
conformal SU(2)k/U(1) coset.
3.1.1 Geometric coset
The σ-model corresponding to the S2-metric is given by
ds2S2 = (L1µL1ν + L2µL2ν)dX
µdXν = dθ2 + sin2 θ dφ2 , (3.9)
where Liµ, i = 1, 2 are components of the Maurer–Cartan forms corresponding to the
Pauli-matrices σi and Xµ = (θ, φ). This reduction of dimensionality gives rise to the
geometric coset SU(2)/U(1).
The corresponding wave equation, after substituting an ansatz of the form
Ψ(θ, φ) =
1√
2π
einφψ(θ) , m ∈ Z , (3.10)
becomes
1
sin θ
d
dθ
(
sin θ
dΨ
dθ
)
− n
2
sin2 θ
Ψ = −EΨ . (3.11)
Although it is quite straightforward to solve it, we would like to obtain its solutions
indirectly from the wave equation for S3 given by (3.7). Since the S2-metric is two-
dimensional, if a solution of (3.7) is to solve (3.11) as well it should depend only on two
of the original Euler angles from (3.3), that is on θ and φ = φ1 − φ2. This implies that
we should set m = −n. We find that
ψj,n(θ) = sin
|n| θ P
(|n|,|n|)
j−|n| (cos θ) , j − |n| = 0, 1, . . . . (3.12)
The spectrum is quantized accordingly, as
Ej = j(j + 1) , (3.13)
which corresponds precisely to (3.8) (ignoring the factor 4/k). We note here that j is
an integer. One can readily verify that (3.12) with (3.13) solve the differential equation
(3.11). This is also consistent with the fact that the differential equation (3.11) is obtained
by setting m = −n in (3.6).
An equivalent method, and perhaps more amenable to generalizations in more com-
plicated coset spaces, is to invoke the subgroup U(1)L × U(1)R of the original global
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SU(2)L × SU(2)R symmetry of the S3 group manifold. In terms of the Euler angles in
(3.3) this correspond to the global shifts
φ→ φ+ ǫL , ψ → ψ + ǫR . (3.14)
The coset reduction requires a singlet under the U(1)R symmetry and therefore, as for
the metric case, the eigenfunctions of the Laplacian should be truncated to the singlet
subsector. Setting n = −m does precisely that.
The above motivates our basic assertion that solutions of the wave equation before any
reduction is applied contain enough information to determine the solutions of the same
equation in the reduced geometric coset space.
3.1.2 Conformal coset
We next apply the above ideas to the case of the background corresponding to the gauged
WZW model for the SU(2)k/U(1) CFT given by [9, 3]
ds2 = k
(
1
4
dθ2 + tan2
θ
2
dϕ2
)
, 0 6 θ < π , 0 6 ϕ < 2π ,
e−2Φ = e−2Φ0 cos2
θ
2
, (3.15)
where Φ0 is a constant. This background is obtained by gauging, in the sense described
in section 2, the axial subgroup U(1)A of the original global SU(2)L×SU(2)R symmetry
of the SU(2) WZW. In terms of the Euler angles in (3.3) it correspond to the shifts
φ→ φ+ ǫ , ψ → ψ + ǫ . (3.16)
For the wave equation consider an ansatz of the form
Ψ(θ, ϕ) =
1√
2π
eimϕψ(θ) , m ∈ Z . (3.17)
Then the amplitude obeys
1
sin θ
d
dθ
(
sin θ
dψ
dθ
)
− m
2
4
cot2
θ
2
ψ = −kE
4
ψ . (3.18)
The coset reduction should produce a singlet under the U(1)V symmetry. As before,
in order to project the eigenfunctions (3.7) to the singlet subsector of U(1)V we should
choose appropriately the eigenvalues. In this case the appropriate choice is to set n = 0.
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Then the solution (3.5) depends only on φ2 =
1
2
(ψ − φ), which, according to (3.16), is a
gauge invariant combination. The solution is given by
ψj,m(θ) =
(
sin
θ
2
)|m|
P
(|m|,0)
j− |m|
2
(cos θ) , j − |m|
2
= 0, 1, . . . . (3.19)
Note that now j is a half integer. Substituting the solution into (3.18) we find that the
spectrum is quantized accordingly as
Ej,m =
4j(j + 1)
k
− m
2
k
. (3.20)
This is consistent with the fact that (3.18) is obtained from (3.6) by setting n = 0 only
after we shift the energy as above. In addition, it is consistent with the CFT result in
the large k-limit, as can be seen from (3.2) above.
3.2 The general algorithm
The construction of eigenstates for a general conformal coset can be done using the group
structure of the model. In spite of the absence of any generic isometries, states can still
be found explicitly.
The starting point is the set of eigenstates of the Laplacian on the original group manifold
G, which need not be simple. If R is an irreducible representation (irrep) of G, then the
set of all matrix elements of g ∈ G in all irreps R constitute a complete set of eigenstates
for the Laplacian on the group manifold.
To review the above fact, denote by Rαβ(g) the matrix elements of g in the irrep R. They
obey the group property
Rαβ(g1g2) =
∑
γ
Rαγ(g1)Rγβ(g2) , (3.21)
where we assume that we work in a basis in which the invariant Killing metric is the
identity. The generators of left transformations on the group manifold LA act on R(g)
as
LARαβ(g) =
∑
γ
RAαγRγβ(g) , (3.22)
where RA = R(TA) is the A-th generator of G in the R irrep. The scalar field equation
on G is Hψ = Eψ, where H is essentially the (negative) Laplacian expressed as the
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quadratic sum of LA and acting on R(g) as
HRαβ(g) =
∑
A(L
A)2
k + gG
Rαβ(g) =
1
k + gG
∑
A;γ
(RA)2αγRγβ(g) . (3.23)
The sum
∑
A(R
A)2 is the quadratic Casimir of G and, in the irrep R, it is proportional
to the identity matrix C2(R)δαγ , giving
HRαβ(g) =
C2(R)
k + gG
Rαβ(g) , (3.24)
So we obtain dim(R) degenerate eigenstates corresponding to the eigenvalue E(R) =
C2(R)/(k + gG). A similar arguments works in terms of the generators of right transfor-
mations RA since the corresponding eigenvalues of the quadratic Casimir are the same
on the above states.
Under a global left- and right-rotation g → g
L
gg−1
R
the above degenerate eigenstates
transform as
Rαβ(gLgg
−1
R
) =
∑
γ,δ
Rαγ(gL)Rγδ(g)R
−1
δβ (gR) . (3.25)
So the left index in Rαβ(g) transforms in the irrep R under left rotations and the right
index transforms in the conjugate representation R¯ under right rotations of g.
To identify the eigenstates of the Laplacian on the conformal coset manifold Gk/Hk, with
H a subgroup of G, we need to find linear combinations of the states Rαβ(g) that are
singlets under the transformation g → hgh−1, h ∈ H . The irrep R of G is generically
reducible under H and decomposes into a direct sum of irreps ri of H . So under g →
hgh−1 the states Rαβ(g) transform in the representation
(r1 ⊕ r2 ⊕ · · ·)⊗ (r¯1 ⊕ r¯2 ⊕ · · ·) , (3.26)
with each index in Rαβ(g) transforming in the corresponding term of the above direct
product.
We form states invariant under the coset transformation by identifying the singlets in
the above direct product. Contracting each pair (ri, r¯i) we can form one singlet. So we
obtain one eigenstate of the Laplacian on the coset manifold for each distinct irrep ri of
H included in the irrep R of G. (If an irrep ri is included n times in R then we will get n
2
degenerate eigenstates.) Denoting by Caα(R, ri) the decomposition coefficients projecting
the state α of R into the state a of ri, the corresponding Gk/Hk eigenstate will be
ψR,ri(g) =
∑
a;α,β
Caα(R, ri)C
a
β(R, ri)Rαβ(g) , (3.27)
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with eigenvalue, according to (3.2), given by the coset Sugawara expression
E(R, ri) =
C2(R)
k + gG
− C2(ri)
k + gH
. (3.28)
The above analysis is completely general. In cases of direct product groups of the type
G
(1)
k1
× G(2)k2 /Hk1+k2, where H is a diagonal subgroup appropriately embedded in the
direct product, the configuration space is parametrized by the two group elements (g1, g2)
modulo the identification
(g1, g2) ∼ (hg1h−1, hg2h−1) , gi ∈ G(i) , i = 1, 2 , h ∈ H . (3.29)
The irreps of G(1) × G(2) are direct products of two irreps of the G(i)s, R(1) × R(2).
Therefore, the eigenstates of the Laplacian on the full group manifold are
R
(1)
αβ(g1)R
(2)
µν (g2) , (3.30)
with eigenvalues
E(R) =
C
(1)
2 (R)
k1 + gG(1)
+
C
(2)
2 (R)
k2 + gG(2)
. (3.31)
Under a vector H-transformation the above states transform in the representation
(R(1) × R(2))× (R¯(1) × R¯(2)) . (3.32)
Decomposing R(1) × R(2) into irreps ri of H and denoting by Caαµ(R(1), R(2); ri) the
Clebsch–Gordan coefficient projecting the state α of R(1) and the state µ of R(2) into
the state a of ri, we construct coset eigenstates as
ψR(1),R(2);ri(g1, g2) =
∑
a;α,β,µ,ν
Caαµ(R
(1), R(2); ri)C
a
βν(R
(1), R(2); ri)R
(1)
αβ(g1)R
(2)
µν (g2) , (3.33)
with eigenvalues
E(R(1), R(2); ri) =
C2(R
(1))
k1 + gG(1)
+
C2(R
(2))
k2 + gG(2)
− C2(ri)
k1 + k2 + gH
. (3.34)
This construction can be carried out explicitly whenever the expressions for the repre-
sentations R(g) and the Clebsch–Gordan coefficients Caαµ(R
(1), R(2); ri) of ri ∈ R(1)×R(2)
are known.
The above eigenstates should constitute a complete orthogonal set of solutions of the
wave equation for the background of the corresponding coset CFT. For our example this
will be verified below.
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In addition, it is obvious from the above construction that the states of the theory do not
depend on the level k (or k1 and k2 in the case of direct product). The levels appear non-
trivially only in the eigenvalues. Consequently, to simplify the upcoming discussion, we
will only keep the semiclassical expressions for the background fields in which the Coxeter
numbers are ignored. The full dependence of the eigenvalues on the renormalized levels
can easily be restored.
4 A non-trivial example: SU(2)k1 × SU(2)k2/SU(2)k1+k2
As a non-trivial test of our general idea, consider the coset SU(2)k1×SU(2)k2/SU(2)k1+k2,
for which the general gauged WZW action (2.18) for direct product groups can be used.
4.1 The background geometry
For our purposes, it will be most convenient to adopt the parametrization for the asso-
ciated group elements of the fundamental representation as
g1 =
(
α0 + iα3 α2 + iα1
−α2 + iα1 α0 − iα3
)
, g2 =
(
β0 + iβ3 β2 + iβ1
−β2 + iβ1 β0 − iβ3
)
, (4.1)
where from unitarity
α20 + ~α
2 = 1 , β20 +
~β2 = 1 . (4.2)
Consider first the corresponding WZW action. Inserting the above parametrization into
the WZW part of the action and using the constraints (4.2), it is easily seen that it leads
to a σ-model with metric given by ds2(1) + ds
2
(2) where
ds2(1) = 4k1
(
δij +
αiαj
α20
)
dαidαj , (4.3)
whereas the antisymmetric tensor has field strength
H(1) =
8k1
α0
dα1 ∧ dα2 ∧ dα3 . (4.4)
Similar expressions hold for ds2(2) and H
(2).
Next we gauge the diagonal SU(2) subgroup of the full SU(2) × SU(2) group. It turns
out that, in their infinitesimal form, the left group of transformations act as
δLα0 = −1
2
ǫ
(i)
L αi , δLαi =
1
2
α0ǫ
(i)
L +
1
2
ǫijkαjǫ
(k)
L . (4.5)
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For the right group of transformations we have instead
δRα0 = −1
2
ǫ
(i)
R αi , δRαi =
1
2
α0ǫ
(i)
R −
1
2
ǫijkαjǫ
(k)
R . (4.6)
Notice that the combined transformation δL + δR ≡ δ does not close into a group unless
ǫ
(i)
L = −ǫ(i)R = ǫ(i), that is we should consider the vector gauging, a situation that is
generic when the gauge group is non-abelian (for possible generalizations in asymmetric
cosets see [8, 15, 16]). Then we have that
δαi = ǫijkαjǫk , δβi = ǫijkβjǫk , (4.7)
implying that ~α and ~β indeed transform as vectors. On general grounds, the background
is expected to depend only on invariants of these three-vectors. They can be chosen to
be the three combinations
α = |~α| , β = |~β| , γ = ~α · ~β,
0 6 α, β 6 1 , |γ| 6 αβ . (4.8)
Alternatively, we may fix the gauge as
a2 = α3 = β3 = 0 (4.9)
and then perform the computation, which is greatly simplified. For instance, when the
gauge is fixed the torsion in (4.4) vanishes from the very beginning. At the end we may
pass to the gauge invariant combinations by setting
α1 = α , β1 =
γ
α
, β2 =
√
β2 − γ2/α2 . (4.10)
which follow by inserting the gauge-fixed expressions into (4.8). It is convenient to
introduce the ratio
r =
k2
k1
. (4.11)
Then, by following the general procedure and after a tedious computation, we obtain a
σ-model with metric1
ds2 =
k1 + k2
(1− α20)(1− β20)− γ2
(∆ααdα
2
0 +∆ββdβ
2
0 +∆γγdγ
2
+2∆αβdα0dβ0 + 2∆αγdα0dγ + 2∆βγdβ0dγ) (4.12)
1Since |γ| 6 αβ, a more appropriate global parametrization would be γ = αβ cosϕ, with 0 6 ϕ 6 pi.
This global parametrization of γ will be useful in checking the orthogonality properties of the eigenstates
of the scalar equation as we shall see at the end of subsection 4.2.
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with
∆αα =
(1 + r)2 − r(2 + r)β20
r(1 + r)2
, ∆ββ =
(1 + r−1)2 − r−1(2 + r−1)α20
r−1(1 + r−1)2
,
∆γγ =
1
2 + r + r−1
, ∆αβ = γ +
α0β0
2 + r + r−1
, (4.13)
∆αγ = − β0
(1 + r)2
, ∆βγ = − α0
(1 + r−1)2
.
The antisymmetric tensor is zero and the dilaton reads (up to a constant factor)
e−2Φ = (1− α20)(1− β20)− γ2 . (4.14)
The background is manifestly invariant under the interchange of α0 and β0 and a simulta-
neous inversion of the parameter r. This symmetry simply interchanges the two SU(2)s
that we gauge.
We have checked that the above background indeed solves the one-loop β-function for
conformal invariance, as it should. Since the subgroup of SU(2)× SU(2) that has been
gauged is the maximal one, namely the diagonal SU(2) subgroup, the above metric is
not expected to have any isometries and in fact it does not appear to have any (al-
though we have not checked that explicitly). We note that, even if there is an accidental
isometry, it is useful only if it can be made manifest. That would necessarily involve a
change of variables after which the global properties of the new coordinates would be less
transparent.
We also note that the background fields for this coset have also been worked out in [17]
(and implicitly in [8, 7] which dealt with the coset SO(4)/SO(3)). Due to the different
parametrization used in these references we found it more efficient to proceed with an
independent derivation.
4.2 Solving the wave equation
Clearly, the complexity of the metric (4.13), and in particular the apparent lack of isome-
tries, makes the scalar equation (3.1) very difficult to solve. Any attempt to integrate it
using conventional methods, such as separation of variables, would be hopeless. We will,
however, present the full solution according to our previous general discussion, by first
introducing some notation.
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Consider the fundamental representation of GL(2,R)
R1/2 =
(
a b
c d
)
. (4.15)
A general representation Rj has matrix elements [18]
Rjm1,m2(a, b, c, d) =
∑
k
Ajm1,m2,k a
j−m1−kdj+m2−kbkck+m1−m2 , (4.16)
where
Ajm1,m2,k =
√
(j +m1)!(j −m1)!(j +m2)!(j −m2)!
k!(j −m1 − k)!(j +m2 − k)!(k +m1 −m2)! . (4.17)
The summation over k extends to all values for which the factorials have non-negative
arguments.
For the group SU(2) that we are interested in particular, the fundamental representation
R1/2 is identified with (3.3). In addition, j is a half-integer and m1, m2 = −j,−j +
1, . . . , j. Then, the above sum is finite, ranging between the extreme values max(0, m2−
m1) and min(j + m2, j − m1). For the SU(2) case it is customary to use the notation
Djm1,m2(φ, θ, ψ), which are the so-call D-functions. Using the parametrization (3.3) these
can be expressed as
Djm1,m2(φ, θ, ψ) = e
−i(m1φ+m2ψ)djm1,m2(θ) , (4.18)
where the Wigner’s d-matrix can be written in terms of Jacobi polynomials. Introducing
for notational convenience the integers
m = m1 −m2 , n = m1 +m2 , (4.19)
one proves that
djm1,m2(θ) = (−1)
1
2
(|m|+m)
√
(j + |m|/2 + |n|/2)! (j − |m|/2− |n|/2)!
(j − |m|/2 + |n|/2)! (j + |m|/2− |n|/2)!
×
(
sin
θ
2
)|m|(
cos
θ
2
)|n|
P
|m|,|n|
j−|m|/2−|n|/2(cos θ) , (4.20)
where the first factor introduces a minus sign whenever m is an odd positive integer.
We note that in this way we recover (3.7) found previously by solving directly the wave
equation.
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Since we have two SU(2) factors we label the corresponding representations Rj1(g1) and
Rj2(g2), where g1 and g2 are the fundamental representations parametrized as in (4.1).
Then the general state is, according to (3.33)
Ψjj1,j2 =
j∑
m=−j
j1∑
m1,n1=−j1
j2∑
m2,n2=−j2
Cj,mj1,m1,j2,m2 C
j,m
j1,n1,j2,n2
Rj1m1,n1(g1) R
j2
m2,n2
(g2) , (4.21)
where Cj,mj1,m1,j2,m2 are the Clebsch–Gordan coefficients for a state |j,m〉 in the diagonal
SU(2)L composed from states |j1, m1〉|j2, m2〉 in SU(2)L × SU(2)L. Similarly, Cj,mj1,n1,j2,n2
are the Clebsch–Gordan coefficients for a state |j,m〉 in the diagonal SU(2)R composed
from states |j1, n1〉|j2, n2〉 in SU(2)R × SU(2)R. The sum ensures that a singlet of the
diagonal SU(2)L×SU(2)R is formed. Of course in the above summations we should also
ensure that
m = m1 +m2 = n1 + n2 , |j1 − j2| 6 j 6 j1 + j2 . (4.22)
Taking these into account we can reduce the number of summations in (4.21) and write
Ψjj1,j2 =
∑
m
j2∑
m2,n2=−j2
Cj,mj1,m−m2,j2,m2 C
j,m
j1,m−n2,j2,n2
Rj1m−m2,m−n2(g1) R
j2
m2,n2
(g2) ,
where −min(j1 −m2, j1 − n2, j) 6 m 6 min(j1 +m2, j1 + n2, j) . (4.23)
In explicitly evaluating this we will use the gauge fixing (4.9) followed by (4.10). In
addition, we will use the explicit formulae for the Clebsch–Gordan coefficients (see, e.g.,
page 3 of [19])
Cj,mj1,m1,j−n1,m−m1 =
∑
k
(−1)k
(
2j + 1
2j + 1 + j1 − n1
)1/2
× [(j1 − n1)!(j1 + n1)!(j1 +m1)!(j1 −m1)!]
1/2
k!(j1 −m1 − k)!(n1 +m1 + k)!(j1 − n1 − k)! (4.24)
×
(
(2j − j1 − n1)!(j +m− n1 −m1)!(j −m− n1 +m1)!(j +m)!(j −m)!
(2j + j1 − n1)![(j +m− n1 −m1 − k)!(j −m− j1 +m1 + k)!]2
)1/2
,
where, as before, the summation extends to all values for which the arguments of the fac-
torials are non-negative. Note that we have introduced the half integer n1 to parametrize
the deviation of the spin j2 from j, which one easily sees that it obeys |n1| 6 j1.
The state (4.23) should have an eigenvalue equal to
Ejj1,j2 =
j1(j1 + 1)
k1
+
j2(j2 + 1)
k2
− j(j + 1)
k1 + k2
. (4.25)
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Given a pair of values for (j1, j2) there are 2jmin+1 values for j, where jmin is the minimum
of the ji’s. The eigenvalues corresponding to these are in general non-degenerate, in
resonance with the absense of isometries of the background.
A particularly interesting special case is the one in which one of the spins is zero. Choos-
ing, for instance, j2 = 0 and thus j1 = j, we have that
Ψjj,0 =
j∑
m=−j
Rjm,m(g1) . (4.26)
This is nothing but the character of the representation, that is
Ψjj,0 =
sin(j + 1
2
)θ
sin θ/2
, cos
θ
2
= α0 (4.27)
where in relating the angle θ and α0 we used the group parametrization in terms of Euler
angles (3.3) together with (4.9) and (4.10). We can also express (4.27) directly in terms
of α0 as
Ψjj,0 =
[j]∑
m=0
(−1)m (2j + 1)!
(2m+ 1)! (2j − 2m)! α
2(j−m)
0 (1− α20)m
= 22jα2j0 − 22j−2(2j − 1)α2j−20 + · · · = U2j(α0) , (4.28)
where in the last step we used the standard notation U2j(α0) for the Chebyshev polyno-
mials of the 2nd kind.
Similarly, for the state with j1 = 0 and j2 = j we have that
Ψj0,j =
j∑
m=−j
Rjm,m(g2) = U2j(β0) . (4.29)
We present below some further explicit examples:
For (j1, j2) = (1/2, 0):
Ψ
1/2
1/2,0 = 2α0 . (4.30)
For (j1, j2) = (1/2, 1/2):
Ψ01/2,1/2 = α0β0 + γ ,
Ψ11/2,1/2 = 3α0β0 − γ . (4.31)
For (j1, j2) = (1, 0):
Ψ11,0 = 4α
2
0 − 1 . (4.32)
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For (j1, j2) = (1, 1/2):
Ψ
1/2
1,1/2 =
2
3
[
(4α20 − 1)β0 + 4α0γ
]
,
Ψ
3/2
1,1/2 =
4
3
[
(4α20 − 1)β0 − 2α0γ
]
. (4.33)
For (j1, j2) = (1, 1):
Ψ01,1 =
1
3
[
4(α0β0 + γ)
2 − 1] ,
Ψ11,1 = 6α
2
0β
2
0 + 4α0β0γ − 2γ2 − 2(α20 + β20) + 1 , (4.34)
Ψ21,1 =
1
3
[
26α20β
2
0 − 20α0β0γ + 2γ2 − 6(α20 + β20) + 1
]
.
For (j1, j2) = (3/2, 0):
Ψ
3/2
3/2,0 = 4α0(2α
2
0 − 1) . (4.35)
For (j1, j2) = (3/2, 1/2):
Ψ13/2,1/2 = 3α0β0(2α
2
0 − 1) + (6α20 − 1)γ ,
Ψ23/2,3/2 = 5α0β0(2α
2
0 − 1)− (6α20 − 1)γ . (4.36)
For (j1, j2) = (3/2, 1):
Ψ
1/2
3/2,1 =
2
3
[
6α30β
2
0 − α0(2β20 + 1) + 2β0(6α20 − 1)γ + 6α0γ2
]
,
Ψ
3/2
3/2,1 =
4
15
[
6α30(8β
2
0 − 3)− α0(28β20 − 13) + 4β0(6α20 − 1)γ − 24α0γ2
]
, (4.37)
Ψ
5/2
3/2,1 =
2
5
[
α30(38β
2
0 − 8)− 3α0(6β20 − 1)− 6β0(6α20 − 1)γ + 6α0γ2
]
.
Obviously, after a while the expressions become quite complicated. In all cases we have
verified that the indicated functions indeed solve the wave equation with the appropriate
eigenvalues given by (4.25). All solutions of the form Ψjj,0 agree with the general result
(4.28). As stressed before, the levels k1 and k2 do not appear in the eigenfunctions, not
even through their ratio r. They only appear in the associated eigenvalues.
We have checked that the above eigenstates are indeed orthogonal for different values of
the triad (j1, j2, j) with respect to the measure
e−2Φ
√
G dα0 ∧ dβ0 ∧ dγ ∼
√
(1− α20)(1− β20) cosϕ dα0 ∧ dβ0 ∧ dϕ , (4.38)
where we have used the global parametrization for γ as described in footnote 1 above.
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4.3 High spin limit and the corresponding effective geometry
Of particular interest is the large spin behaviour. We assume that one of the spins
becomes large, whereas the other one is kept finite. For instance, consider
j1 ≫ 1 , j2 = finite =⇒ j ≫ 1 , (4.39)
In this limit, the eigenvalues (4.25) become infinite unless the level k1 becomes large as
well, but in a way proportional to j. Specifically, let
j1 = j − n , k1 = k2
δ
j, (4.40)
where n is a half-integer and δ a positive real parameter. Then
Ej2,n,δ = lim
j→∞
Ejj1,j2 =
j2(j2 + 1)
k2
+
δ − 2n
k2
δ . (4.41)
Taking the level k1 → ∞ has implications for the geometry that can support the cor-
responding states with infinite spin. It is straightforward to show that in order for the
background to have a good limiting behaviour one should focus on part of the manifold.
Consider focusing near α0 = 0. Accordingly, we define a new variable and take the limit
α0 = rλ , r → 0 , (4.42)
where λ is the new uncompactified coordinate to be used instead of α0. In this limit the
product jα0 remains finite. We obtain for the metric the expression
ds2 =
k2
1− β20 − γ2
(
dλ2 + dβ20 + dγ
2 + 2γ dλdβ0 − 2β0 dλdγ
)
, (4.43)
whereas the dilaton becomes
e−2Φ = 1− β20 − γ2 . (4.44)
This background can be written in a simpler form by performing the transformation
γ = sin θ cos(ϕ+ λ) , β0 = sin θ sin(ϕ+ λ) , (4.45)
yielding the result
ds2 = k2(dλ
2 + dθ2 + tan2 θ dϕ2) , e−2Φ = cos2 θ . (4.46)
This is locally the background for the exact CFT SU(2)k2/U(1) × R, whose non-trivial
first factor has been used before in (3.15).
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Consider the states in (4.27) for which j2 = 0 and therefore j1 = j. Then we have that
(up to a constant)
Ψ = lim
j→∞
Ψjj,0 = sin 2δλ . (4.47)
This indeed solves the scalar field equation (3.1) with eigenvalue δ2/k2 in accordance
with E0,0,δ in (4.41). Also note the states Ψ
j
0,j, given by (4.29), which are insensitive to
the high spin limit that we consider in which only j1 becomes large. Nevertheless they
should solve the scalar wave equation with eigenvalue j(j+1)/k2. We have checked that
this is indeed the case, in agreement also with Ej,0,0 in (4.41).
The spectrum corresponding to (4.46) is of the form (4.41) and should correspond to the
spectrum (3.20) of (3.15). The two spectra however differ, the reason being the extra R
factor in (4.46), as well as the fact that the corresponding backgrounds are only locally
equivalent and differ in their global structure. To compare them, we must first add an
extra term δ2/k2 to (3.20), corresponding to the momentum contribution in the extra
λ-direction in (4.46) that does not appear in (3.15). Noticing, further, that the periodic
coordinate in the change of variables (4.45) is ϕ+λ, we must also make the replacement
δ → δ −m in this term. Upon doing that, we indeed obtain (4.41) (with m playing the
role of n).
Focusing around α0 = 0 in the high spin limit is not the only possibility. Consider,
instead, focusing around α0 = 1 and γ = 0, by performing first the coordinate transfor-
mation
α20 = 1− r2
[
(x1 + ψ)
2 + x23
]
, γ = r(x1 + ψ) cosψ , β0 = sinψ , (4.48)
followed by the limit r → 0. Then the new variables x1 and x3 that we will use, instead
of α0 and γ, become uncompacified. In this limit we obtain for the metric and dilaton
the expressions
ds2 = k2
(
dψ2 +
cos2 ψ
x23
dx21 +
(x3dx3 + (sinψ cosψ + x1 + ψ)dx1)
2
x23 cos
2 ψ
)
(4.49)
and
e−2Φ = x23 cos
2 ψ . (4.50)
It is easy to check that in this limit the state (4.27) becomes just a constant and trivially
solves the scalar wave equation (3.1) corresponding to the above background, with zero
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eigenvalue. Similarly, the state (4.29), which is insensitive to the high spin limit (4.39),
solves the same equation with eigenvalue j(j + 1)/k2.
The above backgrounds, that is (4.43), (4.44) and (4.49), (4.50), can be considered as the
effective backgrounds describing the high spin sector of the original CFT coset model.
According to a general result derived in [20] the above limit background (4.49), (4.50)
should be the non-abelian dual of the SU(2)k2 WZW model with respect to the vectorial
action of SU(2). Indeed, after a slight renaming of variables, it becomes identical to eqs.
(6.10) and (6.11) of [21]. This suggests that non-abelian duals of WZW models (and
possibly in other cases) describe in fact consistent sectors of representations with very
high values for the Casimir operators. This is analogous to the plane-wave geometry
[22] describing the high mass and spin dimension sector of N = 4 SYM within the
AdS/CFT correspondence [23]. The crucial step is to explicitly demonstrate that the
general state (4.23) has a well defined large spin limit that simultaneously solves the
scalar wave equation corresponding to the above limit background. We plan to present
work along these lines in the near future.
5 Concluding remarks and future directions
We have presented a group theoretical method allowing for the explicit solution of field
equations in string backgrounds based on coset CFTs and the associated gauged WZW
models. This is an impossible task with the traditional methods of solving differential
equations. We have presented a general formula for the scalar equation which we also
tested explicitly for the non-trivial case of the compact coset SU(2)× SU(2)/SU(2).
Our work opens several possibilities concerning physical applications of coset CFTs. In
particular, one of the original motivations of such models was to describe spacetimes
with one-time coordinate which requires the use of non-compact groups. In that respect,
consider the class of d-dimensional CFT coset models SO(d− 2, 2)/SO(d− 1, 1) [24], for
which the background fields for the low dimensional cases d = 3, 4 have been worked out
explicitly [8, 10]. They can be given a spacetime interpretation as anisotropic cosmologi-
cal models. It will be very interesting to study field propagation in these geometries and
extract physical information. This is possible using the methods we have developed, but
in practice it requires a knowledge of the representation theory of non-compact groups,
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especially in relation to the specific physical application, which is a quite involved subject
on its own.
In [25] it was shown that there exists a hierarchy of nested CFT cosets which schematically
means that the smaller in dimensionality model reside at the boundary of the immediately
higher one and in fact it generates it by marginal deformations. It will be interesting to
shed further light on this relation in view of our present work.
We conclude by pointing out that the scalar equation for conformal cosets of the form
SU(N)×SU(N)/SU(N), similar to the ones we considered in sections 3 and 4, is closely
related to the singlet sector of unitary two-matrix models. The singlet sector of the
unitary one-matrix model based on SU(N)/SU(N) is known to lead to free fermions,
while non-singlet sectors correspond to generalizations of the spin-Calogero-Sutherland
integrable model (see [26] for a review). Specific sectors of a unitary many-matrix model
are also known to give rise to further generalizations of the above integrable model with
anisotropic spin couplings [27], while G/G WZW models are related to its relativistic
version [28]. Implementation of the methods in the present paper may lead to further
connections between WZW models and generalized integrable models.
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