Abstract-In this article a fault classification algorithm based on a robust linear discrimination scheme, for the case of a squirrel-cage three phase induction motor, will be presented. The suggested scheme is based on a novel feature extraction mechanism from the measured magnitude and phase of current park's vector pattern. The proposed methodology has the merit to diagnose different types of faults such as: a) broken rotor bar, and b) short circuit in stator winding. The novel feature generation technique is able to transform the problem of fault detection and diagnosis into a simpler space, where direct robust linear discrimination can be applied for solving the classification problem. Robust linear discrimination has been one of the most widely used fault detection method in real life applications, as this methodology seeks for directions that are efficient for discrimination and at the same time requires a straight forward implementation. The efficacy of the proposed scheme will be evaluated based on multiple simulation results for different fault types.
I. INTRODUCTION
In every kind of industrial application, the operation of fault detection and diagnosis for induction motors is of paramount importance. These motors are the most widely utilized electrical machines, mainly due to their advantages such as: stability properties, robustness, durability, power to weight ratio, low production costs and easiness of controlling them [1] .
Among the most common faults that can be found in the area of induction motors are: a) opening or shorting of one or more of a stator's phase winding [2] , b) broken rotor bar or cracked rotor's end-rings [3] , c) static or dynamic air-gap irregularities [1] , and d) bearing failures [4] . The examined faults may occur during production as small faults or may result from production faults or mechanical, environmental, electromagnetic or thermal pressure on the rotor, when the motor is in operation [5] . Transient events (e.g. during a start up phase of a motor) can accelerate this growth, while all the previous mentioned faulty cases have a direct effect on the produced torque, current and speed of the motor [6] . For all these reasons, an online fault detection and diagnosis scheme [7] is very important for: a) reducing the maintenance cost, b) reducing the risk of unexpected failures, by allowing the early detection of destructive faults, and c) improving the performance of the motors.
Until now, in the related bibliography, many researchers have proposed a variety of techniques for fault detection and diagnosis, in both experimental and simulated verifications. Among those approaches, characteristic examples are methods that utilize: a) the motor current signature analysis [8] , b) the electromagnetic torque measurements [9] , c) set membership identification [10] , [11] , d) negative sequence components [12] , e) support vector machine [13] , f) principal component analysis [14] , g) linear discriminant analysis, and h) independent component analysis [15] .
In the specific area of model free fault detection and diagnosis, the Linear Discriminant Analysis (LDA) has been applied for fault diagnosis in induction motors [16] . This method is able to separate the feature classes in a low dimensional subspace, even under significant variations. Moreover, Singular Value Decomposition [17] has been utilized in the same problem, especially when direct separation of two data sets cannot be accomplished, and an affine function is needed to approximately classify the data. In general this approach is difficult and rather complicated to be directly applied to real life applications, while the general aim is to reduce the input dimension of the current value vector, measured at each period, by extracting specific feature vectors and in the sequel trying to apply the LDA principle [18] , [19] .
The novelty and the main contribution of the presented research work, stems from proposing a novel method for extracting features, only based on current measurements and in the sequel applying Robust Linear Discrimination for fault detection and classification. The proposed methodology: a) plots the q − d measured I ds and I qs stator currents, and b) applies periodic sampling on the resulting state diagram, while features are being extracted based on the magnitude and phase of current park's vector pattern. The proposed method is suitable for an online implementation, while retains complexity in significant low levels. The output, denoted as the maximum discrimination interval, is being calculated based on the theory of convex optimization and has the merit to include all the possible discrimination faulty lines, calculated by relevant methodologies [20] .
This article is structured as it follows. In Section II the CoDIT'13
978-1-4673-5549-0/13/$31.00 ©2013 IEEElinear discrimination algorithm is being presented, followed by the analysis of the proposed feature extraction mechanism in Section III. In Section IV multiple case studies of different fault types occurrences are being presented that prove the efficiency of the proposed algorithm. Finally, in Section V the conclusions are being drawn.
II. ROBUST LINEAR DISCRIMINATION
In most of the cases in pattern recognition and classification problems, two sets of data points C 1 , C 2 in ℜ n are being provided, denoted as C 1 : {x 1 , . . . , x N }, C 2 : {y 1 , . . . , y M } and with N, M ∈ Z + , while the overall goal is to find a f : ℜ n → ℜ, which is positive on the first set and negative on the second [20] , or:
In case that the inequalities in Eq. (1) hold, f , or its 0-level set denoted as {x| f (x) = 0}, separates, classifies, or discriminates the two sets of data points. In linear discrimination, the aim is to find an affine function f (x) = a T x − b, with a, b ∈ ℜ 2 that classifies the data points as:
From an equivalent geometrical point of view, the solution to the previous problem in Eq. (2) can be considered as the problem of finding a hyperplane, which separates these two sets of data points. Since the strict inequalities in Eq. (2) are homogeneous in the terms a and b, a feasible solution exists if and only if the set of the following non strict linear inequalities:
are feasible in the normalized variables of a and b. In Figure 1 a simple example of two data points sets are being depicted, with a linear discriminating function straight line, where the points x 1 , . . . , x N and y 1 , . . . , y M are represented by open and solid circles notations respectively. In case that the C 1 , C 2 sets can be linearly discriminated, there is always a polyhedron, which contains affine functions that discriminate the same problem, while these functions can present some robustness to the discrimination problem. In this case, the affine function is being calculated as the function that provides the maximum possible polyhedron width H ∈ ℜ + , between the positive values at the points x i and the negative values at the points y i . The problem can be solved by convex optimization with the following formulation From a geometrically, point of view, the solution to this problem is equivalent of finding the thickest hyperplane that separates the two sets of points, while a graphical solution to this linear discrimination problem in Eq. (4) is being depicted in Figure 2 . In this figure the optimal calculated width H = 2d is displayed, which is denoted as double of the distance between the convex hulls of the two sets of data points, a property that has been directly derived from the duality of the robust linear discrimination problem described in Eq. (1), while the mathematical solution to the described problem can be straight forward implemented by the utilization of the CVX, a software package for specifying and solving convex programs [21] . In the following Section, the application of the robust linear discrimination technique, combined with the novel suggested feature generation technique will be presented.
III. DATA GENERATION
This section will provide an overview of the utilized models for simulating the healthy and the faulty cases of the induction machine. The interested readers are suggested to refer to the articles refereed herein for an extended analysis of the presented modeling approaches.
CoDIT '13 978-1-4673-5549-0/13/$31.00 ©2013 IEEE 
A. Model of Three Phase Induction Motor
For simulating the healthy case of the induction motor, the following state space equations will be utilized [22] , [10] , [11] , [23] :
where:
B. Broken Bar Model of Three Phase Induction Motor
The most important factors for the existence of broken bar faults are mainly the thermal, magnetic, residual, dynamic, and mechanical stresses [2] . The event of a broken rotor bar causes asymmetry in the resistance and inductance of the rotor's phases, which results in asymmetry of the rotating electromagnetic field in the air gap between stator and rotor. Consequently, this will induce frequency harmonics in the stator current. The impact of broken rotor bars can be modeled by unbalancing the rotor resistance, while the inductance changes are being neglected due to their insignificance influence compared to the resistance changes [24] , [25] . The stator resistances and inductances stay unchanged [25] and for simplicity purposes, for a squirrel-cage rotor, the endring contribution is being also neglected. The modified and the details about the model of induction motor in the case of broken rotor bar could be found it in ( [10] , [23] ). The state space matrices in the faulty case will become A * b , B * b and are defined as:
. Stator Winding Short Circuit Modeling
In the examined case all the stator parameters are considered to be identical when short circuit happens in the winding of the three phase induction motor, while both stator's resistance and inductance, as also the mutual inductances between stator and rotor will be directly affected. In the case of such a fault, the corresponding modified (faulty) state space motor realization should be utilized. In this case the q − d reference frame transformation needs to be performed to these equations and by assuming that the short circuit occurs only in phase a of the stator for simplification reasons and without loosing generality, the resistance and inductance matrix of stator are being defined with shorted turns in the q − d reference frame as [25] :
where r qd0 sf is the stator winding resistance matrix in the faulty case. Let g sa be the percentage of the remaining un-shorted stator windings in stator phase a and the non-zero elements of the matrix r qd0 sf are being defined as [25] :
The modified and the details about the model of induction motor in the case of short circuit could be found it in [10] , [11] ). Therefore the matrices A and B in the faulty case will change and become as:
D. Data Feature Extraction
In all the model free fault detection and diagnosis methodologies, the feature extraction is one of the most significant step. The overall aim is to create a new simplified data set, from raw measurements, achieving a better minimization of the misclassification rate, denoted as the total number of incorrect classifications, divided by the total number of classifications. This dimensionality reduction of the feature extraction step is important for increasing the successful classification, especially during the evaluation of the suggested scheme with data that do not belong to the initially utilized training sets. In the existing literature, as it has been mentioned in the introduction, various feature extraction techniques have been already described. The main novelty of this article, stems
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For generating the necessary data sets for the application of the suggested discrimination based fault detection, simulated models of a three phase induction motor, under the healthy and faulty cases (broken rotor bar and short circuit in stator winding), in the q − d framework, have been adopted as it has been previously presented. In this simulation framework, which is being depicted in Figure 3 , the measured (noise corrupted) motor currents (I qs , I ds ) are been fed to the proposed feature extraction mechanism and in the sequel to the fault diagnosis algorithm. The feature generation mechanism is based initially on the sampled three phase motor currents I a , I b , I c . In the sequel these currents are being transformed to the Parks vector components I qs and I ds , by the utilization of the following transformations [26] :
The three phase currents lead to a Park's vector with the following components [26] :
where I, I a , I b and I c are the maximum value of the supply phase currents, and ω is the supply frequency. By plotting the current Park's vector pattern, (I qs versus I ds ), this relationship takes a form of multiple overlapping circular pattern, centered at the origin of the coordinates as illustrated in Figure 4 . The last step, in the proposed methodology for feature extraction, is the circular sampling of circular shape and representing every point of the I qs − I ds phase by its distance to the center of the circular D i ∈ ℜ + and the angle θ i ∈ [0, 2π] from the horizontal axis I ds , with:
The resulting data set, which contains multiple measure- The proposed overall algorithm is also presented in the flowchart in Figure 5 and as it will be demonstrated in the following section, the proposed feature extraction has the significant benefit of simplicity and fast real time application, for all the examined faulty cases.
IV. SIMULATION RESULTS
The proposed scheme for fault detection and diagnosis is being evaluated on a model of three phase induction motor having the parameters depicted in Table 1 . The cases that will be examined in the sequel are: a) 1 broken rotor Bar, b) 2% short circuit, while all the simulation results are being carried with respect to the presented induction motor types in Section 2.
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In this case, the proposed methodology is being evaluated in fault diagnosis between an one broken rotor bar fault and the healthy case. Figure 6 depicts the Park's vector pattern of the I ds and I qs currents, both in the case of the healthy and the broken bar case, while Figure 7 In the second simulated case study the fault diagnosis between 2% short circuit in stator winding fault and the healthy case has been considered. In Figure 8 the corresponding Park's vector pattern is being depicted, for both the examined test cases, where as it can be observed the relation between I qs and I ds and the gab between the two circular has been bigger, when compared with the first examined case. The resulting Fig. 7 . Robust linear discrimination between healthy and broken 1 rotor bar case data sets for D i and θ i are presented in Figure 9 . As previously, the proposed feature extraction algorithm has the merit to produce easily separated data sets, where the robust linear discrimination algorithm can be directly applied, without the need of data pre-processing. For the examined test case, the discriminating hyperplane, between the normal case and the short circuit case, had a width H = 0. 
