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For non-degenerate relative surface immersions x of a manifold M2 into aﬃne space A3, the curvature K̂ of the relative
metric h, the relative mean curvature H , and the Pick invariant J are related by
K̂ − H = J − 2‖T‖2, (1)
where T is the relative Tchebychev vector ﬁeld; the norm is taken with respect to h. This identity is called the relative
Theorema Egregium; it is a consequence of the integrability conditions.
Classiﬁcations under certain additional assumptions often involve examples where one or more terms in (1) are con-
stants. Also, such constant terms are a suggesting assumption alone, see [4,12] for such classiﬁcations with respect to
the Blaschke geometry. We give two further classiﬁcations. They differ from the majority of existing results in such that
the normalization is not ﬁxed. Differently speaking, the same surface equipped with two distinct relative normals is con-
sidered as two distinct objects. Both classiﬁcations lead to new and interesting examples among the ruled surfaces, with
certain relative normals.
Theorem1. Let x : M2 → A3 be a relative surface which is isoparametric and projectively ﬂat. Then it must be locally aﬃnely equivalent
to one of the following:
(i) a relative sphere,
(ii) aﬃne extremal ruled surfaces with an arbitrary relative normal which is constant along the ruling lines,
(iii) a ruled surface with Blaschke normal and constant non-zero Blaschke mean curvature, or
(iv) a generic ruled surface x(t, s) = a(s) + tb(s), where a, b satisfy (40), with relative normal
y(t, s) = −H((s−2 + t)b(s) + s−1b′(s)), 0 = H ∈ R.
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Corollary 2. Any projectively ﬂat relative surface with non-diagonalizable shape operator and H = const is locally aﬃnely equivalent
to an element of the classes (ii), (iii) or (iv) of Theorem 1.
It is clear how to specialize Theorem 1 to the centroaﬃne and Blaschke geometries: Any centroaﬃne surface is a sphere
and falls into class (i) of Theorem 1. For the Blaschke geometry we can state
Corollary 3. Any aﬃne surface which is isoparametric and projectively ﬂat must be locally aﬃnely equivalent to an aﬃne sphere or to
an element of the class (ii) or (iii) of Theorem 1.
The second classiﬁcation deals with relative Tchebychev surfaces [7], a property ﬁrst studied in the context of centroaﬃne
geometry [9]. It joins ruled surfaces and classes known from Blaschke and centroaﬃne geometry in the context of relative
geometry. Note that a centroaﬃne surface is called centroaﬃne canonical if (a) its centroaﬃne metric is ﬂat and (b) the
centroaﬃne cubic form is parallel with respect to the Levi-Civita connection of the centroaﬃne metric [8].
Theorem 4. Let x be a relative Tchebychev surface. Assume that K̂ = const, H = const, and J = const. Then it must be locally aﬃnely
equivalent to an open part of :
(i) an aﬃne sphere with Blaschke metric of constant curvature, cf. [12],
(ii) a centroaﬃne Tchebychev surface which is centroaﬃne canonical,
(iii) an aﬃne extremal ruled surface with f = 0 with respect to the centroaﬃne geometry, where f is as in Lemma 8,
(iv) a quadric with a special relative normal, or
(v) an element of the class of aﬃne extremal ruled surfaces with special relative normals from Lemma 17.
Since the aﬃne Tchebychev surfaces are exactly the aﬃne spheres, Theorem 4 reduces to class (i) when the relative
geometry is assumed to be the Blaschke geometry. For the centroaﬃne case we get
Corollary 5. Any centroaﬃne Tchebychev surface with K̂ = const, H = const and J = const must be locally aﬃnely equivalent to an
element of the class (ii) or (iii) of Theorem 4.
Sections 1 and 3 give an introduction to relative and ruled surfaces, respectively. Section 2 serves as a reference for
integrability conditions. Sections 4 and 6 study the aforementioned problems and prove Theorems 1 and 4, respectively. Sec-
tion 5 studies problems with respect to the Blaschke geometry, where not all terms in the Theorema Egregium are assumed
to be constant. The present results are contained in the author’s dissertation [1]. The author is indebted to L. Vrancken for
sharing his notes on ruled surfaces (personal communication).
1. Relative geometry and Tchebychev surfaces
Let A3 denote three-dimensional real aﬃne space; A3 comes with the canonical ﬂat aﬃne connection ∇ . An immer-
sion x : M2 → A3 of a connected and simply connected two-dimensional manifold is called a relative surface, if there is
a transversal ﬁeld y such that ∇ py has its image in dx(T pM). For any vector ﬁelds u and v tangent to M we have the
decompositions
∇udx(v) = dx(∇u v) + h(u, v)y, dy(u) = −dx(Su).
Such a transversal ﬁeld y is called a relative normal. The regularity of the symmetric tensor ﬁeld h is independent of the
choice of y, it is a property of x only. In the regular case, we call x a non-degenerate surface and h the relative metric
induced by y. From now on we will always assume that x is non-degenerate and that y is a relative normal.
∇ is a torsion-free Ricci-symmetric aﬃne connection called the relative induced connection; R denotes its curvature
tensor. S is called the relative shape operator. Its trace 2H := trace S is the relative mean curvature. A relative sphere is a
surface with S = H id and is called proper if H = 0, and improper if H = 0.
A relative surface is called projectively ﬂat if its relative induced connection is projectively ﬂat; this is equivalent to
traceh ∇ S = 0, cf. [11]. A relative surface is called isoparametric, if the characteristic polynomial of S has constant coeﬃ-
cients: H = const and det S = const.
Let ∇̂ and  denote the Levi-Civita connection and the Laplacian regarding h, respectively. Deﬁne the difference tensor
C by C(u, v) := ∇u v − ∇̂u v . The Tchebychev vector ﬁeld T is obtained from C by
2h(T ,u) := trace{v → C(v,u)}.
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the tensors S and S are related by S(u, v) = h(Su, v). The conormal Y corresponding to y is the dual vector ﬁeld satisfying
〈Y,dx〉 = 0 and 〈Y,y〉 = 1,
where 〈·,·〉 denotes the canonical pairing of (R3)∗ and R3. For non-degenerate surfaces, normals and conormals are in a
bijective correspondence. Moreover, any two relative normals y1, y2 of x are related by a function ϕ ∈ C∞(M) such that
Y1 = ±eϕY2 for the corresponding conormals.
The Blaschke normal ye is unique up to sign; it is characterized by T = 0 up to a constant factor, which is also called
the apolarity condition. Henceforth Blaschke invariants will be marked by e . Relative spheres with respect to the Blaschke
geometry are called aﬃne spheres.
The integrability conditions of a relative surface read
R(u, v)w = h(v,w)Su − h(u,w)Sv, (2)
∇h,∇ S are totally symmetric, (3)
S(u, v) = h(Su, v) = h(u, Sv) = S(v,u). (4)
We use C˜ to denote the traceless part of C , or more precisely
C˜(u, v) := C(u, v) − 1
2
(
T (u)v + T (v)u + h(u, v)T ).
A surface x with relative normal y is called a relative Tchebychev surface if the relative Tchebychev operator 2L := S−∇̂T
is a multiple of the identity. It is known that this is equivalent, for example, to ∇̂ C˜  being a totally symmetric tensor ﬁeld [7].
Another equivalent formulation is the identity
Se − Hehe = dϕ(Ce(·,·)), (5)
formulated in terms of the Blaschke geometry [2]. Any quadric is relative Tchebychev with respect to an arbitrary relative
normal, since quadrics are characterized by Ce = 0, cf. [13]. In the Blaschke geometry, the Tchebychev surfaces are exactly
the aﬃne spheres.
2. Integrability conditions for surfaces
The following lemma is a generalized version of [14, Lemma 2.1].
Lemma 6. Let x : M2 → A3 be a surface immersion with relative normal y. Then, for each p ∈ M, there is a neighborhood U of p, such
that, if necessary after replacing y by −y, exactly one of the following holds:
Case 1. Sq is real diagonalizable for each q ∈ U . Then there exists a frame (e1, e2) such that
h =
(
1 0
0 
)
and S =
(
λ1 0
0 λ2
)
where  = ±1.
Case 2. Sq is complex diagonalizable for each q ∈ U . There exists a frame (e1, e2) such that
h =
(
0 1
1 0
)
and S =
(
H −μ
μ H
)
where μ = 0.
Case 3. Sq is non-diagonalizable over C for each q ∈ U . We can ﬁnd a frame (e1, e2) such that
h =
(
0 1
1 0
)
and S =
(
H 0
1 H
)
.
Case 4. Sp is non-diagonalizable over C, and any open neighborhood of p contains a q such that Sq is real or complex diagonalizable.
As our considerations are local, we shall make restrictions to suitable subsets without mentioning this each time. Any
point p ∈ M satisfying Case 4 has arbitrarily close neighbors with neighborhoods from Case 1 or 2. Thus, from the local
point of view, Case 4 is uninteresting; we will ignore it from now on.
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[e1, e2] =: ae1 + be2.
The Lie bracket for a function ϕ is a synonym for the equation
e1
(
e2(ϕ)
)− e2(e1(ϕ))= ae1(ϕ) + be2(ϕ).
We express the integrability conditions locally for Cases 1, 2 and 3 of Lemma 6.
Case 1. We can express the induced connection, the Levi-Civita connection of h, and the components of C as
∇e1e1 = (−δ + α)e1 + ε(γ − a)e2, ∇̂e1e1 = −εae2, C(e1, e1) = (−δ + α)e1 + εγ e2,
∇e1e2 = (γ + a)e1 + δe2, ∇̂e1e2 = ae1, C(e1, e2) = γ e1 + δe2,
∇e2e1 = γ e1 + (δ − b)e2, ∇̂e2e1 = −be2,
∇e2e2 = ε(δ + b)e1 + (−γ + β)e2, ∇̂e2e2 = εbe1, C(e2, e2) = εδe1 + (−γ + β)e2.
The total symmetry of C  is included in the notation. The Tchebychev form T  and vector ﬁeld T are given by
2T (e1) = α, 2T (e2) = β, 2T = αe1 + εβe2.
The curvature tensor satisﬁes
R(e1, e2)e1 = −λ2e2, R(e1, e2)e2 = ελ1e1.
The Gauss curvature K̂ of h reads
K̂ = e1(b) − εe2(a) − εa2 − b2. (6)
Let us substitute the eigenvalues of S by 2H = λ1 + λ2 and μ := λ2 − λ1, where μ is differentiable due to the following
restriction. Since the coeﬃcients of S might not be differentiable in an umbilic point p having non-umbilic points in any of
its open neighborhoods, we exclude such points p from our local considerations. The integrability conditions come out as
K̂ − H = 2(εγ 2 + δ2)− (εβγ + αδ), (7)
e1
(
H + 1
2
μ
)
= e1(λ2) = (b − δ)μ, (8)
e2
(
H − 1
2
μ
)
= e2(λ1) = (a + γ )μ, (9)
e1(γ ) + e2(δ) = e2(α) + aα − 3(aδ − bγ ), (10)
e1(δ) − εe2(γ ) = 3(εaγ + bδ) − 1
2
μ − (εaβ + bα), (11)
e1(β) − e2(α) = αa + βb. (12)
Using (1) and the deﬁnitions we get
J = 2(εγ 2 + δ2)− (εβγ + αδ) + 1
2
(
α2 + εβ2),
‖T‖2 = 1
4
(
α2 + εβ2),
as well as
C˜(e1, e1) = −
(
δ − α
4
)
e1 + ε
(
γ − β
4
)
e2,
C˜(e1, e2) =
(
γ − β
4
)
e1 +
(
δ − α
4
)
e2,
C˜(e2, e2) = ε
(
δ − α
)
e1 −
(
γ − β
)
e2. (13)4 4
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2∇̂e1 T =
(
e1(α) + εβa
)
e1 + ε
(
e1(β) − αa
)
e2,
2∇̂e2 T =
(
e2(α) + βb
)
e1 +
(
εe2(β) − αb
)
e2.
Hence L is a multiple of the identity if and only if
−2μ = e1(α) − εe2(β) + αb + εβa, e2(α) = −βb, e1(β) = αa. (14)
Case 2. For ∇ , ∇̂ and C we obtain
∇e1e1 = (α − b)e1 + γ e2, ∇̂e1e1 = −be1, C(e1, e1) = αe1 + γ e2,
∇e1e2 = βe1 + (α + b)e2, ∇̂e1e2 = be2, C(e1, e2) = βe1 + αe2,
∇e2e1 = (β − a)e1 + αe2, ∇̂e2e1 = −ae1,
∇e2e2 = δe1 + (β + a)e2, ∇̂e2e2 = ae2, C(e2, e2) = δe1 + βe2. (15)
As in Case 1, the total symmetry of C  is built into the formulas. The Tchebychev form T  and vector ﬁeld T are given by
T (e1) = α, T (e2) = β, T = βe1 + αe2. (16)
The induced curvature tensor satisﬁes
R(e1, e2)e1 = He1 − μe2, R(e1, e2)e2 = −μe1 − He2.
Moreover,
K̂ = e2(b) − e1(a) + 2ab. (17)
The integrability conditions can be rewritten as
K̂ − H = γ δ − αβ, (18)
e1(H) + e2(μ) = −μ(2a + β + γ ), (19)
e1(μ) − e2(H) = μ(2b − α − δ), (20)
e1(α) − e2(γ ) = 3aγ − αb − μ, (21)
e1(δ) − e2(β) = 3bδ − βa − μ, (22)
e1(β) − e2(α) = αa + βb, (23)
where (23) is equivalent to the closedness of T  . As in the previous case we calculate
C˜(e1, e1) = γ e2, ‖T‖2 = 2αβ,
C˜(e1, e2) = 0, J = γ δ + 3αβ,
C˜(e2, e2) = δe1. (24)
Computing ∇̂T we get
∇̂e1 T =
(
e1(β) − βb
)
e1 +
(
e1(α) + αb
)
e2,
∇̂e2 T =
(
e2(β) − βa
)
e1 +
(
e2(α) + αa
)
e2. (25)
The relative Tchebychev condition then reads (note that one of the three equations is equivalent to (23), which expresses
the closedness of T ):
e1(α) = −αb − μ, e2(β) = βa + μ. (26)
Case 3. For ∇ , ∇̂ , C , K̂ and T , we get the same expressions (15), (16) and (17) as in Case 2. But the induced curvature
tensors differ:
R(e1, e2)e1 = He1, R(e1, e2)e2 = −e1 − He2.
The integrability conditions read
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e1(H) = −γ , (28)
e2(H) = α − 2b, (29)
e1(α) − e2(γ ) = 3aγ − αb, (30)
e1(δ) − e2(β) = 3bδ − aβ − 1, (31)
e1(β) − e2(α) = αa + βb. (32)
Also, the expressions for C˜ , ‖T‖2, J , ∇̂T are the same as in Case 2, cf. (24), (25). The relative Tchebychev condition however
reads
e1(α) = −αb, e2(β) = βa + 1. (33)
3. Aﬃne ruled surfaces
The “glue” in this section is due to L. Vrancken (personal communication); [10,3] are references related to aﬃne extremal
ruled surfaces. Let x : M2 → A3 be a non-degenerate surface immersion. We say that x is a ruled surface if, around each
p ∈ M , there exist an open dense subset U ⊆ M2 and coordinates (t, s) on U such that
x(t, s) = a(s) + tb(s), (34)
where a and b are space curves. When talking about aﬃne ruled surfaces, we mean that the surface is normalized by the
Blaschke normal, which we will assume for the rest of this section. On the one hand it is easy to check that the Blaschke
metric of a ruled surface is always indeﬁnite. On the other hand x is non-degenerate if and only if the curves a and b satisfy
[a′,b,b′] = 0. Therefore, we can reparametrize the curves such that[
a′,b,b′
]= ε = ±1.
From now on we will always assume that such a parametrization is chosen. By further computations we get the aﬃne mean
curvature
He = −ε[b,b′,b′′], (35)
of a ruled surface. From (35) it is clear that [b,b′,b′′] is independent of the parametrization of our ruled surface as long as
a and b are chosen in such a way that [a′,b,b′] = ε.
We say that x is an aﬃne extremal ruled surface if and only if He = 0 on M; x is called a generic ruled surface if
grad He = 0 on M .
Remark 7. Although [b,b′,b′′] is independent of the choice of a and b (whenever [a′,b,b′] = ε), the curves a and b are not
uniquely determined. Indeed, given a surface as described by (34), we can rewrite the same surface as
x(t, s) = a˜(s˜) + t˜b˜(s˜),
where
s = ρ(s˜), a˜(s˜) = a˜(ρ(s˜))+ τ (s˜)b(ρ(s˜)),
t˜ = t − τ (s˜)
k(s˜)
, b˜(s˜) = k(s˜)b(ρ(s˜)),
where ρ is a local diffeomorphism, k is a non-zero function and τ is an arbitrary function. Since [a˜′, b˜, b˜′] = ε = [a′,b,b′],
we also deduce that there exists δ = ±1 such that k = δ/ρ ′ . Depending on the type of ruled surface, we can choose the
curves a and b in a more speciﬁc way. Lemmas 8 and 12 below describe the result of appropriate reparametrizations for
aﬃne extremal and generic ruled surfaces, respectively.
Lemma 8. Let x : M2 → A3 be an aﬃne extremal ruled surface. Then there exists an open dense subset U of M such that x|U is locally
aﬃnely equivalent to the ruled surface
x(t, s) =
( f (s)β ′1(s) + tβ1(s)
f (s)β ′2(s) + tβ2(s)
εs
)
, y(t, s) =
(
β ′1(s)
β ′2(s)
0
)
.
Here f is an arbitrary local function and b = (β1, β2) is a planar curve parametrized such that [b,b′] = 1. Moreover, from the latter
equation, there is a function κ = κ(s) such that b′′ = κb.
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canonical parametrization of Lemma 8. We get
Se∂t = 0, Se∂s = −κ∂t . (36)
We also ﬁnd that
he(∂t, ∂t) = 0, he(∂t, ∂s) = 1, he(∂s, ∂s) = f ′′ + f κ. (37)
The induced connection, the Levi-Civita connection of the Blaschke metric, and the difference tensor read
∇et ∂t = 0, ∇et ∂s = ∇es∂t = 0, ∇es∂s =
(
2 f ′κ + f κ ′ + tκ)∂t,
∇̂et ∂t = 0, ∇̂et ∂s = ∇̂es∂t = 0, ∇̂es∂s =
1
2
(
f ′′′ + f ′κ + f κ ′)∂t,
Ce(∂t, ∂t) = 0, Ce(∂t, ∂s) = 0, Ce(∂s, ∂s) = 1
2
(
3 f ′κ + f κ ′ + 2tκ − f ′′′)∂t . (38)
Lemma 10. (See [3].) Let x : M2 → A3 be an aﬃne extremal ruled surface. If x is an improper aﬃne sphere, then there exists an open
dense subset U of M2 such that x|U is locally aﬃnely equivalent to a surface of the form
(t, s) → (±t, s, f (s) + ts)T . (39)
Remark 11. We check the relative Tchebychev condition in Blaschke terms for aﬃne extremal ruled surfaces. We show that
any aﬃne extremal ruled surface has an inﬁnite-dimensional family of relative Tchebychev normals. None of these normals
is deﬁned globally. We calculate
Se − Hehe =
(
0 0
0 −κ
)
=
(
0 0
0 12 (3 f
′κ + f κ ′ + 2tκ − f ′′′)ϕt
)
= dϕ(Ce).
Excluding κ = 0 which will be discussed in greater detail lateron, integration gives
eϕ = g(s)
∣∣∣∣12
(
f ′′′
κ
− 3 f ′ − f κ
′
κ
)
− t
∣∣∣∣−1.
Hence, an aﬃne extremal ruled surface is relative Tchebychev exactly if the conormal belongs to the class
Y ∈ {g(s)Y0 ∣∣ g ∈ C∞(R)}, Y0 := ∣∣∣∣12
(
f ′′′
κ
− 3 f ′ − f κ
′
κ
)
− t
∣∣∣∣−1Ye.
Lemma 12. Let x : M2 → A3 be a generic aﬃne ruled surface. Then, if necessary after applying a reﬂection, there exist coordinates
(t, s) and curves a and b such that
x(t, s) = a(s) + tb(s),
where a and b satisfy[
a′,b,b′
]= 1, [a′,b,b′′]= 0, [b,b′,b′′]= s. (40)
Clearly, (40) implies the existence of local functions κ1, κ2, κ3, each depending only on s, such that
a′′ = κ1b + κ2b′, b′′ = sa′ + κ3b.
4. Projectively ﬂat isoparametric relative surfaces
Lemma 13. Let x : M2 → A3 be a projectively ﬂat surface with relative normal which is not a relative sphere. If H = c for some c ∈ R,
then also K̂ = c.
Proof. The projective ﬂatness of the surface is also equivalent to
(∇̂u S)v − (∇̂v S)u = u(H)v − v(H)u
for arbitrary vector ﬁelds u, v , therefore ∇̂ S is a symmetric tensor ﬁeld. The latter implies H = K̂ . For details follow the
lines of [5]; the computations in question do not require apolarity. 
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surface. Then H = K̂ = J = 0 and the connection induced with respect to this normal is projectively ﬂat.
Proof. The relative normal associated with h = eϕhe is y = e−ϕ(ye + dx(grad eϕ)). y is constant along the ruling lines if and
only if
0 = yt = −e−ϕϕt
(
ye + dx(grad eϕ))+ e−ϕ(yet + dx(∇et grad eϕ)+ ϕtye)
= −e−ϕϕtdx
(
grad eϕ
) ⇔ ϕt = 0.
Thus we can assume ϕ = ϕ(s) from now on. Since grad eϕ = ϕ′∂t we obtain for the connection induced by y using formulas
for change of relative normalization and formulas from Section 3
∇t∂t = 0, ∇t∂s = ∇s∂t = −ϕ′∂t, ∇s∂s =
(
2 f ′κ + κt + f κ ′ − ϕ′( f ′′ + κ f ))∂t .
The inverse metric and the shape operator with respect to y read
h−1 = e−ϕ
(−( f ′′ + f κ) 1
1 0
)
, S =
(
0 0
e−ϕ(ϕ′2 − ϕ′′ − κ) 0
)
,
hence it suﬃces to verify (∇t S)∂t = 0 and (∇s S)∂t = 0 to show that traceh ∇ S = 0, hence the surface is projectively ﬂat.
For the ﬁrst part of the assertion we consider the transition Y = eϕYe for ϕ = ϕ(s). We get eϕ = 0 and ‖grad eϕ‖2 = 0,
hence using the formula for H under change of relative normalization
H = e−ϕ
(
He − 1
2
eϕ + 1
2
∥∥grad eϕ∥∥2)= 0.
Therefore K̂ = 0 from Lemma 13. Since T has the same direction as ∂t , we have ‖T‖2 = 0 and hence J = 0. 
Lemma 15. Suppose a generic aﬃne ruled surface x : M2 → A3 is given along with a special relative normal by
x(t, s) = a(s) + tb(s), y(t, s) = −H((s−2 + t)b(s) + s−1b′(s)),
where a, b satisfy (40) and H = const = 0 is the mean curvature with respect to y. Then K̂ = H, J = 0 = ‖T‖2 and the connection
induced by y is projectively ﬂat.
Proof. It is easy to check that
htt = 0, hts = −H−1s, hss = H−1s
(
st2 − κ2
)
,
∇t∂t = 0, ∇t∂s = −
(
s−1 + st)∂t, ∇s∂s = (κ1 + tκ3 + (t2s − κ2)(s−1 + ts))∂t + ts∂s,
S∂t = H∂t, S∂s = (. . .)∂t + H∂s.
As in Lemma 14 we have h−1ss = 0, therefore it suﬃces to conﬁrm (∇t S)∂t = 0 and (∇s S)∂t = 0 in order to show that ∇ is
projectively ﬂat. For the ﬁrst part of the assertion, recall that K̂ = H = const from Lemma 13. Hence it remains to check
J = 0, which is straightforward from the invariants given above. 
Proof of Theorem 1. As before, we proceed to analyze these conditions locally. In each of the three cases we re-express
projective ﬂatness in terms of the local notation in Section 2.
Case 1. We can suppose μ = 0, since the relative spheres are known solutions. We will show that there are no more
solutions in this case. The projective ﬂatness of ∇ is equivalent to
e1(μ) = 2bμ, e2(μ) = −2aμ, (41)
and additionally, we can eliminate λ1, λ2 by rewriting (8), (9) as
e1(H) = −δμ, e2(H) = γμ. (42)
On the one hand, H = const implies γ = 0 = δ from (42). On the other hand, since det S = H2 − 14μ2, we have μ = const,
which implies a = 0 = b from (41). But then from (11) it follows that μ = 0, which contradicts the assumption.
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e1(H) = −μ(β + γ ), e1(μ) = 2bμ,
e2(H) = μ(α + δ), e2(μ) = −2aμ. (43)
Clearly μ = const = 0 from the isoparametric property. (43) implies that a = 0 = b and α = −δ, β = −γ . Integrability
conditions (21) and (22) give a contradiction since μ = 0. Case 2 contributes no solutions.
Case 3. A relative surface with non-diagonalizable shape operator is projectively ﬂat if and only if b = 0. It is isoparametric
exactly if H = const. Therefore, all assumptions are equivalent to b = 0, α = 0, and γ = 0. Note that γ = 0 implies J e = 0,
thus all solutions will be ruled surfaces. Choose a nowhere vanishing function σ satisfying e2(σ ) = aσ . Then [σ e1, e2] = 0,
thus ∂t = σ e1 and ∂s = e2 are Gauss basis vectors induced by some parametrization (t, s). Rewriting all equations in terms
of the new parameters yields
at = −Hσ , βt = 0,
σs = aσ , σ−1δt − βs = −aβ − 1. (44)
Recalculating ∇ and h in terms of the parameters we get
∇t∂t = σt
σ
∂t, ∇t∂s = ∇s∂t = β∂t, ∇s∂s = σ−1δ∂t + (β + a)∂s,
h(∂t, ∂t) = 0, h(∂t, ∂s) = σ , h(∂s, ∂s) = 0. (45)
Let ϕ denote the transition function to the Blaschke normal, i.e. he = e−ϕh. Then T  = −dϕ and thus ϕt = 0 and ϕs = −β .
From the transition formula for H we deduce He = eϕH , which leads to:
(i) H = 0, then also He = 0 and we have aﬃne extremal ruled surfaces,
(ii) H = const = 0 and β = 0, then y is the Blaschke normal and He = const = 0,
(iii) H = const = 0 and locally, β is without zeros. Then we get a generic aﬃne ruled surface.
First, we will treat (i). Since at = 0 we can choose σ such that σt = 0, since this fulﬁlls the Lie bracket equation. Analyzing
the tt- and ts-equations of (45) we get that
x(t, s) = a(s) + tb(s), y(t, s) = σ−1(s)(b′(s) − β(s)b(s)).
We showed that the relative normal of the aﬃne extremal ruled surface does not depend on t . Conversely, from Lemma 14
we have that any such surface is projectively ﬂat. Since (ii) is known from Section 3, it remains to deal with (iii). Here, the
tt- and ts-equations of (45) give
x(t, s) = a(s) + a(t, s)b(s), y(t, s) = H((β(s) − a(t, s))b(s) − b′(s)).
This suggests a reparametrization t˜ = a(t, s) and s˜ = s. The Gauss basis vectors belonging to the new parameters read
∂t˜ =
1
at
∂t, ∂s˜ = −asat ∂t + ∂s.
The remaining conditions of (44) transform into β = β(s˜) and Hδt˜ +β ′ = t˜β+1. We remark that for quantities not depending
on t , or which is the same, on t˜ , the prime is unambiguous. The latter can be integrated as
δ(t˜, s˜) = H−1
(
t˜
(
1− β ′(s˜))+ 1
2
t˜2β(s˜)
)
+ v(s˜) (46)
for an arbitrary function v . The ﬁrst two Gauss structure equations change to
x(t˜, s˜) = a(s˜) + t˜b(s˜), y(t˜, s˜) = H((β(s˜) − t˜)b(s˜) − b′(s˜)). (47)
For the third, we notice that h(∂s˜, ∂s˜) = 2H−1as and using (45) and ats/at = a we get
∇s˜∂s˜ = −asat ∇t
(
−as
at
∂t + ∂s
)
+ ∇s
(
−as
at
∂t + ∂s
)
= as
at
astat − asatt
a2t
∂t + a
2
s
a2t
σt
σ
∂t − as
at
β∂t − assat − asats
a2t
∂t − as
at
β∂t + δσ−1∂t + (β + a)
(
∂s˜ + asat ∂t
)
= (−ass + as(3a − β) − Hδ)∂˜ + (β + a)∂s˜. (48)t
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as = 1
2
t˜2 + u(s˜), ass = ass˜ + asast˜ = u′(s˜) +
(
1
2
t˜2 + u(s˜)
)
t˜
for some u. Inserting this and (46) into (48) we conclude
∇s˜∂s˜ =
(
t˜3 − t˜2β + t˜(2u + β ′ − 1)− u′ − uβ − Hv)∂t˜ + (β + t˜)∂s˜.
Now we write down the third Gauss structure equation:
a′′ + t˜b′′ = xs˜s˜ = dx(∇s˜∂s˜) + h(∂s˜, ∂s˜)y
= (t˜3 − t˜2β + t˜(2u + β ′ − 1)− u′ − uβ − Hv)b′ + (β + t˜)(a′ + t˜b′)+ 2(1
2
t˜2 + u
)(
(β − t˜)b − b′)
= (β + t˜)a′ + (−u′ + uβ − t˜(1− β ′)− Hv)b + (t˜β − 2u)b′.
All information is now summarized by (47) together with the result of comparing the coeﬃcients of t˜ in the previous
equation:
a′′ = βa′ + (−u′ + uβ − Hv)b − 2ub′,
b′′ = a′ + (β ′ − 1)b + βb′.
Surprisingly, a and σ have disappeared, but u has entered. We now omit the tilde sign of the new parameters. It is our goal
to establish the parametrization of a generic aﬃne ruled surface given in Lemma 12. We use the approach of Remark 7:
a˜′ = ρ ′a′ + τ ′b + τρ ′b′,
a˜′′ = ρ ′′a′ + ρ ′2a′′ + τ ′′b + (2τ ′ρ ′ + τρ ′′)b′ + τρ ′2b′′,
b˜′ = k′b + kρ ′b′,
b˜′′ = k′′b + (2k′ρ ′ + kρ ′′)b′ + kρ ′2b′′.
It is clear from the context whether the prime relates to s or s˜. Now let us see what the three conditions (40) for a generic
aﬃne ruled surface look like here. First,
1 = [a˜′, b˜, b˜′]= k2ρ ′2[a′,b,b′]
ﬁxes kρ ′ up to sign. Second, deriving b˜′ and using the ODE for b′′ we get
b˜′′ = k′′b + (2k′ρ ′ + kρ ′′)b′ + kρ ′2((β ′ − 1)b + βb′ + a′)
= kρ ′(a˜′ − τ ′b − τρ ′b′)+ (k′′ + kρ ′2(β ′ − 1))b + (kρ ′′ + 2k′ρ ′ + βkρ ′2)b′
= kρ ′a˜′ + (. . .)b˜ +
(
ρ ′′
ρ
+ 2k
′
k
+ (β − τ )ρ ′
)
b˜′.
Finally, we use the ODE for a′′ and the previous condition and obtain
a˜′′ = ρ ′′a′ + ρ ′2((−u′ + uβ − Hv)b − 2ub′ + βa′)+ τ ′′b + (2τ ′ρ ′ + τρ ′′)b′ + τρ ′2((β ′ − 1)b + βb′ + a′)
= (ρ ′′ρ−1 + ρ ′(β + τ ))a˜′ + (. . .)b˜ + (. . .)b˜′.
The conditions for the canonical parametrization (40) demand that
0 = ρ
′′
ρ
+ ρ ′(β + τ ), 0 = ρ
′′
ρ
+ 2k
′
k
+ ρ ′(β − τ ), s˜ = kρ ′,
which is solved exactly by
k = −β s˜2, ρ ′ = −(β s˜)−1, τ = k′k−1ρ ′−1 = −β ′ s˜ − 2β.
Rewriting the relative normal (47) indeed we get
y(t˜, s˜) = H
k
((
β − (kt˜ + τ ))b˜ − 1
ρ ′
(
b˜′ − k
′
k
b
))
= −H
((
1
s˜2
+ t˜
)
b(s˜) + 1
s˜
b′(s˜)
)
.
The other direction follows from Lemma 15. 
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In this section we mix conditions with respect to a relative and to the Blaschke geometry. We assume that the corre-
sponding conormals are related by Y = eϕYe , where ϕ ∈ C∞(M).
Theorem 16. Let x : M2 → A3 be a relative Tchebychev surface. Assume that x has non-diagonalizable Blaschke shape operator and
ﬂat Blaschke metric. Then x is aﬃnely equivalent to an open set of one of the following surfaces:
(i) an aﬃne extremal ruled surface with a relative normal from Remark 11,
(ii) a non-ruled projectively ﬂat surface, cf. [6], with respect to a relative normal which is uniquely determined up to a constant factor,
or
(iii) the class of surfaces given by
xtt = cg−2xs, xts = y, xss = e−2s gxt,
where g = g(t) is a function satisfying g′′g = −2c ∈ R\{0}. Up to a constant factor, the relative conormal is given by Y = g′′Ye .
Proof. We are in Case 3 since Se is non-diagonalizable over C; keep in mind that α = 0 = β . Using (5) the relative Tcheby-
chev condition is equivalent to γ e2(ϕ) = 0 and δe1(ϕ) = 1. We can assume γ = 0, because otherwise we would have ruled
surfaces, which were studied in Section 3. Then e2(ϕ) = 0 and the Lie bracket for ϕ reads e2(δ) = aδ. First assume a = 0,
then also b = 0. We get exactly the class of non-ruled projectively ﬂat surfaces classiﬁed by W. Jelonek [6]. To obtain ϕ , we
must integrate ϕ = ϕ(t), ϕ′ = δ−1.
Finally, it remains to discuss the case a = 0. Computing Lie brackets for He and δ we get
e1(b) = b2 − aγ , K̂ e = 2
(
e2(b) − 2ab
)
, respectively.
Assuming K̂ e = 0 we can eliminate He = −γ δ. Deriving this equation yields
e1(γ ) = −3bγ + 2γ δ−1 and b = −aγ δ.
By deriving the latter equation we can verify that it does not mean any restriction, hence we can drop b after computing
its Lie bracket, which is e2(a) = a2. We end up in
e1(a) = −a2γ δ, e1(γ ) = 3aγ 2δ + 2γ δ−1, e1(δ) = −3aγ δ2 − 1,
e2(a) = a2, e2(γ ) = −3aγ , e2(δ) = aδ, (49)
where the PDE for e1(a) follows from K̂ e = 0. Observe that [ae1,a−1e2] = 0, hence there are parameters (t, s) which induce
∂t = ae1, ∂s = a−1e2 as a Gauss basis. Rewriting the system of PDEs (49) we obtain
at = −a3γ δ, γt = 3a2γ 2δ + 2aγ δ−1, δt = −3a2γ δ2 − a,
as = a, γs = −3γ , δs = δ. (50)
Computing the Gauss structure equations in these parameters we get
xtt = a3γ xs, xts = y, xss = a−3δxt .
Integrating the s-parts of (50) we get
a(t, s) = es+a˜(t), γ (t, s) = e−3s+γ˜ (t), δ(t, s) = es+δ˜(t),
where rewriting the three t-equations of (50) gives the following system of ODEs for the new functions a˜, γ˜ , δ˜:
a˜′ = −x, γ˜ ′ = 3x+ 2y, δ˜′ = −3x− y, where x := e2a˜+γ˜+δ˜ , y := ea˜−δ˜ .
Finally, setting
f (t) := a3γ = e3a˜(t)+γ˜ (t) and a−3δ = e−2se−3a˜(t)+δ˜(t) =: e−2s g(t),
it follows that f g2 = c ∈ R\{0} and g′′g = −2c. It remains to compute the relative normalization. Rewriting the pair of PDEs
for ϕ in terms of the parameters we get ϕ = ϕ(t) and ϕ′ = y. We can integrate the latter and obtain eϕ = cf g = −2cg′′ up
to a constant factor c ∈ R\{0}. 
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Lemma 17. Let x be an aﬃne extremal ruled surface with Se = 0 which is not a quadric. Then it is a relative Tchebychev surface with
respect to the conormal Y = eϕYe if and only if ϕ is a function depending only on s, where s is the parameter in (39). Moreover, in
this case we have H = K̂ = J = 0.
Proof. Using Remark 11 and (5) it follows that the relative Tchebychev property is satisﬁed if and only if ϕt = 0 or f ′′′ = 0.
The latter condition characterizes quadrics. The second part of the assertion is a special case of Lemma 14. 
Theorem 18. Let x be a relative Tchebychev surface. Suppose the relative shape operator is non-diagonalizable and H = const and
K̂ = const. Then H = K̂ = J = 0, and the surface must be aﬃnely equivalent to an open part of one of the examples of Lemma 17.
Proof. We are in Case 3 here. H = const implies γ = 0 and α = 2b. Taking the derivative of (27) with respect to e1, e2 we
get
αe1(β) = 1
2
α2β, βe2(α) = −α(βa + 1).
Suppose α = 0, then e1(β) = 12αβ and e2(α) = −αa from (32). The latter contradicts the second equation above. Hence we
can assume α = 0 and b = 0 from now on. Note on the side that x cannot be a Blaschke surfaces since β = 0 contradicts (33).
Computing the Lie bracket for β we get K̂ = −e1(a) = 0. Collecting all remaining PDEs yields
e1(a) = 0, e1(δ) = 0, e1(β) = 0, e2(β) = βa + 1.
There exists a nowhere vanishing function σ , unique up to a constant factor and satisfying e1(σ ) = 0, e2(σ ) = aσ . Since
[σ e1, e2] = 0, we deduce that there are parameters (t, s) which have ∂t = σ e1, ∂s = e2 as induced Gauss basis. It is now
straightforward to recompute the relative metric and the induced connection in terms of the new parameters. The result is
xtt = 0, xts = βxt + σy, xss = δσ−1xt + (β + a)xs
for functions a, β , δ, σ depending only on s, and a and β are related by β ′ = βa+1, where the prime denotes differentiation
with respect to s. The ﬁrst two equations above are equivalent to
x(t, s) = a(s) + tb(s), y(t, s) = σ−1(b′(s) − β(s)b(s))
for differentiable space curves a, b; the third equation imposes conditions on a, b:
a′′ = δσ−1b + (β + a)a′, b′′ = (β + a)b′.
Clearly, x is a ruled surface; since [b,b′,b′′] = 0 it is also aﬃne extremal. It is therefore our goal to express x in the
parametrization of Lemma 8. We reparametrize the surface according to Remark 7. Here we have arbitrary k, ρ , but τ = 0.
First,
ε = [a˜′, b˜, b˜′]= (kρ ′)2[a′,b,b′].
Recomputing b˜′′ in terms of the new basis vectors a˜′ , b˜, b˜′ we get
b˜′′ =
(
k′′
k
− k
′
k
ψ
)
b˜ + ψ b˜′, where ψ := 2k
′
k
+ ρ
′′
ρ
+ ρ ′(β + a). (51)
We may assume ψ = 0 since for any given function k there is a ρ such that ψ = 0. Expressing also a˜′′ we get
a˜′′ = −2k
′
k
a˜′ + (. . .)b˜ + (. . .)b˜′. (52)
Since b is a planar curve, after applying a suitable aﬃne transformation we can assume b˜3 = 0. From (51) we have
[b˜, b˜′′] = 0, therefore[
b˜, b˜′
]= b˜1b˜′2 − b˜2b˜′1 = c−1 ∈ R.
From [a˜′, b˜, b˜′] = ε it follows that a˜′3(s) = εc = 0. The third component of (52) shows that k = const, hence b˜′′ = 0 from (51).
We conclude that the assumptions of Lemma 17 are satisﬁed. 
Proof of Theorem 4. We proceed to analyze the problem locally depending on the diagonalizability of the relative shape
operator. The case when S is non-diagonalizable has already been investigated in Theorem 18 and leads to class (v) of
Theorem 4. It is straightforward to verify that all the surfaces listed in Theorem 4 are indeed relative Tchebychev surfaces
with constant terms in the Theorema Egregium.
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α = 0 or e1(α) = −εβa
)
and
(
β = 0 or e2(β) = εαb
)
. (53)
If α = 0 = β , then y is the Blaschke normal up to a constant factor and we have aﬃne spheres with K̂ = const. If neither
α nor β vanishes, then (14) and (53) show that μ = 0, which means that we have a relative sphere. Equivalently, y is the
centroaﬃne normal up to a constant factor (with respect to a certain origin if the sphere is proper). The Lie brackets for α
and β are both equivalent to K̂ = 0. Thus (after rescaling of y), we have a centroaﬃne Tchebychev surface with ﬂat metric.
In [9] it was shown that such a surface is centroaﬃne canonical (class (ii)) or equivalent to an aﬃne extremal ruled surface
with f = 0 with respect to the centroaﬃne normal, which is class (iii).
By symmetry, we can restrict ourselves to the remaining case when α = 0 and β = 0 and exclude relative spheres
(μ = 0) from now on. We conclude that x must be a quadric: From (14) and (53) we conclude that β = const and b = 0.
The assumption H = const implies that
e1(μ) = −2δμ, e2(μ) = −2(a + γ )μ.
Since −2μ = εβa from (14), it follows that
e1(a) = −2δa, e2(a) = −2(a + γ )a. (54)
Computing the Lie bracket for μ we get e1(γ ) − e2(δ) = 3aδ, together with (10) we have e1(γ ) = 0 and e2(δ) = −3aδ. We
can now rewrite (6) as
a2 + 2aγ − ε K̂ = 0.
Taking the e1 derivative we get e1(a) = 0 or a = −γ ; for the e2 derivative we get e2(γ ) = 2(a+γ )2. Taking the e1 derivative
of a = −γ we get e1(a) = 0, therefore we can assume e1(a) = 0 from now on. Keep in mind that a = 0 would imply a relative
sphere, hence we have δ = 0 from the ﬁrst equation of (54). Now K̂ − H = const implies γ = const; this in turn implies
a = −γ . Plugging everything into (11) we get 4γ = β . Since α = 0 = δ the surface satisﬁes C˜ = 0 from (13); it must be a
quadric.
Case 2. We show that for complex diagonalizable shape operator, a surface cannot be relative Tchebychev and have 2αβ =
‖T‖2 = const: Taking derivatives with respect to e1 and e2 it follows that
αe1(β) = β(αb + μ), βe2(α) = −α(βa + μ). (55)
Observe that α = 0 or β = 0 is impossible from (26), since either assumption would imply μ = 0. If neither α nor β
vanishes, then (55) and (23) again lead to μ = 0, which once more is a contradiction. 
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