Cross-sectional dependence model specifications in a static trade panel data setting 
Introduction
The empirical trade literature has largely ignored the issue of cross-sectional dependence between countries in econometric estimation of empirical trade flow models (Baltagi, Egger and Pfaffermayr, 2014) . In a cross-sectional setting, trade costs are incorporated using geographical distance between origin and destination dyads involved in trade flows, as well as socio-cultural factors. These might include: common language and currency, historical colonial relationships, common borders, trade agreements, etc. The latter are perceived as representing a generalization of distance that also influence trade costs. For example, common language and common currency should reduce trade costs.
In a panel data model setting, distance as well as socio-cultural factors (which we label generalized distance variables) are generally time invariant, so they are modeled using fixed effects. In a conventional panel setting the impact of time invariant variables reflects a source of heterogeneity, and introduction of appropriate fixed effects transformations are used to control for differences in the level of flows attributable to these country-specific time invariant factors. This paper argues that generalized distance variables can be viewed as transmission channels and modeled as a source of cross-sectional dependence, frequently observed in trade flows (see Porojan, 2001 ). The objective is to introduce alternative simultaneous dependence specifications for modeling time invariant factors such as generalized distance variables. These model specifications accommodate cross-sectional dependence, which we set forth along with Bayesian estimation methods. Ignoring cross-sectional dependence implies biased estimates from panel trade flow models that rely on fixed effects.
The idea of our modeling approach becomes most clear for the case of a dummy variable reflecting common borders that is often introduced as a generalized distance variable that impacts trade costs. When introduced as an indicator variable, the implication is that higher levels of flows exist between countries with common borders, a heterogeneity effect. As an alternative treatment, common borders could be introduced as a first-order contiguity spatial weight matrix.
A first-order contiguity spatial weight matrix, say W b , for exports from a sample of N countries would be of dimension N × N with non-zero elements in the (i, j)th position if countries i and j share a common border, and zeros on the main diagonal. Multiplying the N × N spatial weight matrix with an N × 1 vector of export/import flows f , or vector of income X produces a linear combination of neighboring country export/import flows W b f , or income W b X. Of course, we can take the same approach to forming an N × N matrix (say) W c having non-zero elements in the (i, j)th position if countries i and j share a common currency or language, or exhibiting colonial ties, etc. We will have more to say about this later, but we note that a vector W c X in this context represents a linear combination of income from countries showing a socio-cultural similarity measured in terms of common currency, language, colonial ties, and so on.
These vectors can be used to specify a model of cross-sectional dependence that reflects: (i) cross-sectional dependence reflecting interaction between neighboring countries, neighbors to the neighboring countries etc., which result in global spillover impacts, and (ii) contextual effects arising from neighboring countries, which result in local spillover impacts. This type of model has been labeled a spatial Durbin model (SDM) specification in the spatial econometrics literature.
Of course, it is possible that trade flows reflect both a heterogeneity impact from time invariant fixed effects as well as impacts of the type set forth in (i) and (ii) above. We can test our alternative cross-sectional dependence specification for consistency with sample data on trade flows by eliminating fixed effects (through a transformation) and testing the transformed model for: cross-sectional dependence, contextual effects, or a combination of these. It is worth noting that our SDM specification allows for the presence/absence of cross-sectional dependence, and/or contextual effects as well as a combination of these. Using data transformed to eliminate time invariant fixed effects, we estimate a Bayesian panel SDM model to determine if crosssectional dependence, contextual effects, or a specification with both of these is most consistent with a panel of imports and exports from a sample of 74 countries over the 38 year period from 1963 to 2000. Specifically, we consider 148 different panel data models, 74 models for imports of each country from all other 73 countries over the 38 year period in our sample, and another set of 74 panel data models for exports from each country to all other 73 countries, covering the 38 year time period.
Another methodological innovation is use of convex combinations of cross-sectional dependence weight matrix structures (see Pace and LeSage, 2002; Hazir, LeSage and Autant-Bernard, 2014; Debarsy and LeSage, 2017) . The weight matrix structures are constructed to reflect: spa-tial proximity between countries, as well as numerous types of socio-cultural proximity such as common currency, language, colonial ties, and so on. A convex combination of these multiple weight matrices (with associated parameters) is used to form a single weight matrix, where the parameters assign relative importance to each type of cross-sectional dependence. This approach allows us to treat socio-cultural factors (for example, common currency, common language, historical colonial relationships, trade agreements, and so on) that have been traditionally modeled as time invariant fixed effects as sources of cross-sectional dependence.
Constructing weight matrices from indicator variables reflecting socio-cultural factors allows our SDM specification to model time invariant factors as network links between countries that impact trade costs, rather than simply a source of heterogeneity. We set forth Bayesian MCMC estimation methods for our model specification that allows for cross-sectional dependence reflecting interaction and global spillover impacts as well as contextual effects arising from neighboring countries. Throughout the paper we use the label "spatial" when referring to the SDM model specification, but the reader should note that a more appropriate term would be cross-sectional dependence, since connectivity between countries consists of both pure spatial distance as well as socio-cultural proximity. Of course, we draw on the methodology and terminology set forth in the spatial econometrics literature.
Our Bayesian estimation approach allows for estimation and posterior inference on a vector of parameters that determines the relative importance of each type of cross-sectional dependence.
Estimates are based on data transformed using an approach from Lee and Yu (2010) that eliminates both time-specific and country-specific fixed effects using an orthogonality transformation.
If the generalized distance variables reflect only time invariant fixed effects, our model estimates should indicate no cross-sectional dependence or contextual effects. If this is not the case, we have evidence that these generalized distance variables have a greater impact on trade flows than the conventional heterogeneity view suggests.
Section 2 introduces conventional cross-sectional gravity models as used in the empirical trade literature, along with the notion of cross-sectional dependence. Section 3 discusses the formation of convex combinations of spatial and a host of socio-cultural proximity structures, and these are discussed in the context of the panel cross-sectional dependence specifications.
Section 4 outlines computationally efficient expressions for the static panel variant of the spatial Durbin model that we wish to estimate. Bayesian MCMC estimation and inference for the model specifications is discussed in section 5. Focus is on inference regarding the scalar parameters that determine the relative influence of five types of proximity that we consider (spatial, common language, common currency, trade agreements, and colonial ties) in our crosssectional dependence specification. Debarsy and LeSage (2017) point to three computational challenges that arise for this type of model where the weight matrix W c is a function of estimated parameters γ ( = 1, ..., L = 5) indicating the relative importance assigned to each type of connectivity structure. Each of these is discussed in Section 6 along with approaches set forth in Debarsy and LeSage (2017) for overcoming these challenges. Given the mixture of multiple proximity channels of transmission, interpretation of the estimates from our specification differs from that in conventional spatial models. Section 6 discusses interpretation of estimates from the cross-sectional model specification.
Section 7 applies the approach to panel data on trade flows covering the 38 years from 1963 to 2000. We provide empirical estimates for the scalar parameters reflecting the mixture of spatial and socio-cultural measures of proximity, and test our cross-sectional model specification for consistency with the sample data. The magnitude of bias arising from cross-sectional dependence is assessed by examining estimates of local and global spillover effects, since these are restricted to zero in conventional panel trade models.
Section 8 provides conclusions. Appendix A presents information on data used as well as sources.
Empirical cross-section trade models
Most trade models specify aggregate bilateral demand equations of consumers in countries j = 1, . . . , N from producers in countries i = 1, . . . , N in the general form: 1
where f ijt are bilateral exports of country i to country j at time t, l it are exporter time-specific factors, m jt are importer time-specific factors, while c ijt is a measure of all bilateral trade costs 1 We deal only with the case where the number of importing and exporting countries is the same. from i to j at time t, with τ reflecting the partial elasticity of trade flows with respect to trade costs (see Baltagi, Egger and Pfaffermayr, 2014) .
Specifics regarding what l it and m jt represent depend on the particular trade model. For example, using the model from Anderson and van Wincoop (2003) with a single sector, τ reflects a measure of the elasticity of substitution between products from different countries, and l it , m jt correspond to size measures such as gross domestic product (which we denote using X). This occurs since aggregated trade flows F it = N j=1 f ijt represent total sales in country i at time period t which corresponds to gross domestic product. Finally, trade flows f ijt are assumed to be inversely related to the bilateral trade costs c ijt .
For the cross-sectional case where we have a single year, the model in Eq. (1) is doubleindexed, resulting in a balanced panel in our case where the number of importing and exporting countries is equal. Applying a log-transformation to the deterministic part h ij = ln(l i , m j , c τ ij ) of the model in Eq. (1) results in:
where we have added a log-additive disturbance term e ij as well as an intercept term α, while δ is a conformable vector of parameters to be estimated. The log-linear representation produced by taking the log of trade flowsf ij = ln(f ij ):
with u i , v j reflecting exporter and importer specific effects when the data are organized first by exporter and then by importing countries. In matrix/vector notation we can write:
where y = vec(F ) is an N 2 × 1 vector of the trade flow matrix logged and the matrices ∆ u , ∆ v are N 2 × N , while the vectors u, v are N × 1. The matrices ∆ u , ∆ v map elements from the N × 1 vectors of country-specific exporter and importer effects in u, v to the appropriate origin-destination combination of countries reflected in the (i, j)th flow dyads in vec(F ). The matrix
, where LeSage and Pace (2008) show that
with X being an N × 1 vector of gross domestic product (gdp) for the countries, and ι N an N × 1 vector of ones. The Kronecker product (⊗) applied to the country-level (gdp) vector strategically arranges country-level incomes to match the export-import dyads of the dependent variable vector that arises from vectorizing the flow matrix. The term vec(C) is often simply a pairwise distance matrix vectorized as a proxy for trade costs between origin-destination dyads.
A conformable vector δ contains parameters β d , β o and c associated with the variable vectors
As noted in the introduction, we can generalize proxies for trade costs to include not only distance (vec(C)), but also, for example, common borders and language. These binary indicator variables can be represented using N × N matrices W b and W l . The matrix H can be extended to include these indicator variables:
, along with the extended vector δ.
A cross-sectional dependence specification that has been labeled the spatial Durbin model (SDM) is shown in Eq. (5), where we redefine
Here W c is an N × N matrix reflecting a convex combination of the two weight matrices W b and
The SDM specification allows for contextual effects as well as global spillovers from changes in country-level incomes reflected by elements contained in vectors X d , X o in the matrix H. This can be seen by noting that a change in income of country i, X i , will have a partial derivative impact that involves the matrix inverse:
LeSage and Thomas-Agnan (2015) , and LeSage and Fischer (2016) provide specifics regarding the nature of these partial derivatives, but for our purposes we simply note that changes taking place in one country will have global spillover impacts on trade flows in neighboring countries, neighbors to the neighbors, and so on. There will also be feedback effects arising from matrices such as W 2 c , since the diagonal elements of this matrix contain non-zero elements. These reflect the fact that country i is a neighbor to its neighboring country j, or a second-order neighbor to itself.
Panel data models
In a panel setting, explanatory variables from the matrix H in the cross-sectional model in Eq.
(5) that do not vary over time between countries must be eliminated. Variables such as distance vec(C), and indicator variables for common borders, language, currency and other socio-cultural measures of similarity (vec(W b ) and vec(W l )) do not vary over time. Transformations such as the within transformation or that suggested by Lee and Yu (2010) can be used to eliminate country-specific effects. Given the motivation for cross-sectional dependence set forth above, a question arises whether time invariant factors reflect heterogeneity that is eliminated by fixed effects transformations.
We consider panel model specifications that use the ith column of the flow matrixF representing exports from country i to all other countries as the dependent variable vector y over the T = 38 years from 1963 to 2000. We label the single explanatory variable (vector in the case of our application) X, containing (logged) gross domestic product per capita over the 38 years.
Given our sample of N = 74 countries, this results in 74 different panel data models having
An advantage of this approach is that we allow for different coefficient estimates for the model parameters for each of the N origin (exporting) countries and for a set of time invariant fixed effects for each destination (importing) country with respect to each origin country. This set of heterogenous coefficients contrasts with typical empirical trade panel data models that impose a restriction that coefficients on all explanatory variables are the same for all countries and time periods, with heterogeneity accounted for by the fixed effects parameters. Specifically, the conventional empirical trade panel models would stack the N 2 × T flow matrices as noted in the previous section and rely on a matrix H containing destination and origin incomes in the
In our set of (N −1)×T panel models, we used the within transformation to eliminate country-specific effects.
Convex combinations of proximity structures
We focus on convex combinations of weight matrices that result in a single weight matrix reflecting multiple types of connectivity, where coefficients from the convex combination can be used for inference regarding the relative importance of each type of connectivity. For example, in our case of L = 5 weight matrices, W , = 1, . . . , L reflecting L different types of dependence between our cross-section of countries:
The matrix W c reflects a convex combination of the L weight matrices, with the scalar parameters γ indicating the relative importance assigned to each type of dependence. We wish to consider both conventional spatial dependence, which represents one type of cross-sectional dependence as well as multiple types of socio-cultural dependence (specifically, common currency, common language, trade agreements and colonial ties).
The spatial weight matrix W =1 reflects spatial proximity of countries (specifically some number of nearest neighbors). We rely on six nearest neighbors to form W =1 . The other matrices W =2,...,5 , are constructed to reflect socio-cultural proximity based on: common currency W =2 , common language W =3 , membership in a trade agreement (excluding WTO membership) W =4 , and direct historical colonial ties W =5 .
There are some points to note regarding this approach. First, the matrices W must be distinct, but can be highly correlated. If, for example, W =1 = W =2 , the parameters γ 1 and γ 2 will not be properly identified. Second, the matrices W are row-normalized to have rowsums of unity, and zero diagonal elements. Zero diagonal elements exclude a country i from being a neighbor to itself. Row normalization ensures that the scalar cross-sectional dependence parameter ρ must be less than one, a conditional required for convergence of the infinite series expansion: 
with ρ denoting the scalar dependence parameter. The (N − 1)T × 1 vector y contains observations on exports (imports) from (to) country i to (from) all (N − 1) other countries for all time periods. These are organized with those for all (other) countries for the first time period, then all countries for the second time period, and so on. The (N − 1)T × (N − 1)T matrix (I T ⊗ W c ) uses the Kronecker product to replicate the weight matrix for each time period. The (N − 1)T × K matrix X in Eq. (8) contains the explanatory variables arranged in the same fashion as the dependent variable vector y, with β being the associated K × 1 vector of parameters. In our case, the explanatory variable vector X reflects gdp pc (gross domestic product per capita) of the destination or origin countries in the case of exports or imports respectively, with θ being the associated K × 1 vector of parameters. The (N − 1)T × K matrices 
A related model labeled the spatial autoregressive (SAR) model can be constructed by redefining the matrix Z = X. This type of model excludes contextual effects embedded in the various types of neighboring countries income represented by the variable vectors W X.
The value of isolating the parameter vector ω is that this allows us to pre-calculate the We rely on a normal prior for the parameters δ = β θ 1 . . . θ L :
We employ a uniform prior for ρ since this scalar dependence parameter is constrained to
lie in the open interval: (−1, 1). 5 The constraint (−1 < ρ < 1) is imposed during MCMC estimation using rejection sampling.
Since the parameters γ , = 1, . . . , L are a focus of inference, we do not impose a prior distribution on these parameters, but impose the closed interval [0, 1] for γ , = 1, . . . , L during MCMC estimation, and also impose
We discuss how proposal values for the vector of parameters Γ are generated later.
For the parameter σ 2 , we use an Inverse Gamma(ā,b) distribution shown in Eq. (13). We note that as values ofā,b → 0, this prior distribution becomes uninformative, which might be important in applied practice since there would be little basis for assigning prior values for the 4 We do not introduce an intercept vector and associated parameter since use of the within transformation to eliminate fixed effects precludes an intercept.
5 A value of −1 is often used in practice as this ensures that the matrix inverse (
exists. This has the advantage that we do not have to calculate the minimum eigenvalue of Wc which changes as a function of the values taken by γ.
parameter σ 2 .
As is traditional in the literature, we assume that priors for the parameters δ, ρ, Γ, σ 2 are independent. Given these priors, we require the conditional distributions for the parameters δ, σ 2 , ρ, Γ from which we sample to implement MCMC estimation. The conditional distribution for the parameters δ is multivariate normal with mean and variance-covariance shown in Eq. (14):
The conditional posterior for σ 2 (given δ, ρ, Γ) takes an Inverse Gamma (IG) form in Eq.
(15), when we set the prior parametersā =b = 0:
The (log) conditional posterior for ρ (given δ, Γ, σ 2 ) has the form in Eq. (16), where we use T ln|I N −1 − ρW c (Γ)| to show that the log-determinant term in this model depends on the vector Γ. For example, considering a convex combination of three matrices, we need to calculate:
details regarding a computationally efficient approach to calculating the log-determinant term in the next section.)
where we use the expression ω(ρ) to indicate that only the parameter ρ in the vector ω varies, with the parameter vector Γ fixed.
This distribution does not reflect a known form as in the case of the conditional distributions for δ and σ 2 . We sample the parameter ρ from this conditional distribution using a MetropolisHastings sampling approach. Details are described in the next section where we outline our approach to avoid repeated calculation of the log-determinant term in this conditional distribution.
The (log) conditional posterior for Γ (given δ, ρ, σ 2 ) takes the form in Eq. (17), where we also have a log-determinant that depends on values taken by the vector Γ. We use the expressions ω(Γ) to indicate that these parameter vectors depend on Γ with the parameter vectors ρ fixed.
As in the case of the conditional distribution for ρ, this distribution does not reflect a known form. We sample the parameter vector Γ as a block from this conditional distribution using a reversible jump procedure to produce proposal values for the vector Γ in conjunction with
Metropolis-Hastings sampling. Details are described in the next section.
6 A computationally efficient approach based on trace approximations Debarsy and LeSage (2017) point to three computational challenges arising for this type of model where the weight matrix W c is a function of estimated parameters γ . One is that the log-determinant term in the conditional distributions for ρ and Γ in Eqs. (16) and (17) In section 6.1, a Taylor series approximation for the log-determinant term is set forth. The log-determinant term arises in the conditional distributions [see Eqs. (16) and (17)] required to sample the dependence parameter ρ and the parameters γ , = 1, . . . , L that serve as weights in the convex combination. Section 6.2 describes a reversible jump approach to block sampling the parameters γ , = 1, . . . , L. Calculation of the effects estimates which represent partial derivatives of the dependent variable with respect to changes in the explanatory variables is the subject of section 6.3.
A Taylor series approximation for the log-determinant
Pace and LeSage (2002) set forth a Taylor series approximation for the log-determinant of a matrix like our expression: ln|I N −1 − ρW c |. They show that for a symmetric non-negative weight matrixW c with eigenvalues λ min ≥ −1, λ max ≤ 1, and 1/λ min < ρ < 1, and tr (W c ) = 0, where tr represents the trace:
Golub and van Loan (1996, p. 566) provide the expression in Eq. (18), while Pace and
LeSage (2002) note that due to the linearity of the trace operator we have expression (19). We note that the 1st-order trace involves tr (W c ) which is zero for any convex combination of weight matrices that have zero diagonal elements. For symmetric matrices W , we can express the 2nd-order trace as a quadratic form in Eq. (20) involving the vector of parameters Γ and all pairwise multiplications of the individual matrices W as shown in Eq. (21):
This formulation separates the parameters in the vector Γ from the matrix of traces, which allows pre-calculation of the matrix of traces for a given set of weight matrices W prior to MCMC sampling. For the case of asymmetric matrices we use matrix products
We note that row-normalized weight matrices would be an example of asymmetric matrices.
Our socio-cultural weight matrices are by definition symmetric, because countries i and j with common language, common currency, and so on, would result in countries j and i having common language, common currency, and so on. Debarsy and LeSage (2017) emphasize that a more efficient computational expression is (Γ ⊗ Γ)vec(Q 2 ), where ⊗ is the Kronecker product and vec the operator that stacks the columns of the matrix Q 2 . Using this approach leads to a similar expression for the 3rd-order trace, which in the case of L = 2 takes the form involving L 3 matrix products:
where again, we can use sums of matrix products to produce the L 3 matrix products required:
We rely on a 4th-order Taylor series approximation, since Debarsy and LeSage (2017) provide results from a Monte Carlo experiment showing that this produces the desired accuracy in a cross-sectional model setting.
A fourth-order Taylor series approximation to the log-determinant T ln|I N −1 − ρW c | takes the form in Eq. (25).
The conditional distribution for the parameter ρ consists of the log-determinant term as well as a term involving the sum of squared errors: (1/2σ 2 )e e, where e = (M y ω(ρ) − Zδ), and a third term: ((N − 1)T /2) ln σ 2 . We use ω(ρ) to indicate that only the scalar parameter ρ in the vector ω is varied with the vector Γ fixed when evaluating the conditional distribution for ρ. We note that e e = (M y ω(ρ) − Zδ) (M y ω(ρ) − Zδ) results in quadratic forms with the parameters as outer vectors: e e = ω(ρ) y M M y ω(ρ) − ω(ρ) y M Zδ − δ Z M y ω(ρ) + δ Z Zδ. Since the conditional distribution is evaluated twice when carrying out the Metropolis-Hastings step for sampling the parameter ρ, once at the current value of ρ (which we label ρ c ) and a second time at the proposed value (which we label ρ p ), the quadratic forms plus the Taylor series trace approximation to the log-determinant allow for rapid calculations. 7
The (log) conditional distribution for ρ is shown in Eq. (26), where the expression e e(ρ)
indicates that only the parameter ρ in the vector ω varies, with elements in the vector Γ fixed:
The current value of ρ c is evaluated in Eq. (26) as well as a proposal value ρ p . The proposal value is generated using a tuned random-walk procedure: ρ p = ρ c +κ N (0, 1), where κ is a tuning parameter and N (0, 1) denotes a standard normal distribution. The tuning parameter is adjusted based on monitoring the acceptance rates with κ adjusted downward using κ = κ/1.1 if the acceptance rate falls below 40%, and adjusted upward using κ = (1.1)κ when the acceptance rate rises about 60% (see LeSage and Pace, 2009, p. 137) . The (non-logged) conditional distributions are then used in expression (27) to calculate a Metropolis-Hastings acceptance probability ψ M H , where we use (·) to denote the conditioning parameters (δ, Γ, σ 2 ): (1)), the Metropolis-Hastings probability (M H p ) is set to one, otherwise, M H p is calculated using: ψ M H (ρ c , ρ p ). This probability (M H p ) is compared to a uniform(0, 1) random draw to make the accept/reject decision based on (uniform(0, 1) < M H p ) → accept), otherwise reject.
7 Note also that we pre-compute M y prior to MCMC sampling.
A reversible jump approach to block sampling Γ
A second computational challenge for MCMC estimation of the model is sampling parameters in the vector Γ, which must sum to one. We rely on a block-sampling approach set forth in Debarsy and LeSage (2017) . This involves a proposal vector of candidate values for γ , = 1, 2, . . . , L − 1,
. Since a vector of proposal values are produced, it is easy to impose the restriction that γ = 1. The conditional distributions for the current and proposed vectors that we label Γ c , Γ p are evaluated with a Metropolis-Hastings step used to either accept or reject the newly proposed vector Γ p . Block sampling the parameter vector Γ has the virtue that accepted vectors will obey the summing up restriction and reduce autocorrelation in the MCMC draws for these parameters. However, block sampling is known to produce lower acceptance rates which may require more MCMC draws in order to collect a sufficiently large sample of draws for posterior inference regarding Γ.
Debarsy and LeSage (2017) to a value ≤ 1/3, head #2 a value > 1/3 and ≤ 2/3, and head #3 equal to a value > 2/3 and smaller than one. Given a head #1 result, we set a proposal for γ p using a uniform random draw on the open interval (0 < γ c ), the current value. A head #2 results in setting the proposal value equal to the current value (γ p = γ c ), while a head #3 selects a proposal value based on a uniform random draw on the open interval (γ c < 1). 8
The (non-logged) conditional distributions in expression (28) are used to calculate a MetropolisHastings acceptance probability, where we use (·) to denote the conditioning parameters (δ, ρ, σ 2 ):
The (log) conditional posterior for the (say the proposal) vector Γ p (given δ, ρ, σ 2 ) in Eq.
(29) can be rapidly evaluated using the log-determinant approximation and the quadratic forms representation of the sum-of-squared errors. We use ω(Γ p ) in Eq. (30) to indicate that only the vector Γ changes in the vector ω, with the value of ρ fixed.
There are further computational gains from calculating some matrices prior to MCMC sampling. 9
Calculating effects estimates
The third computational challenge tackled by Debarsy and LeSage (2017) 
9 Specifically, T1 = y M M y, T2 = y M Z, T3 = Z M y, T4 = Z Z can be calculated since they consist of known quantities (sample data), so the quadratic forms are: e e = ω(Γ) T1ω(Γ) − ω(Γ) T2δ − δ T3ω(Γ) + δ T4δ. As noted, ω(Γ) indicates that ω(Γ) = 1 −ργ1 −ργ2 · · · −ργL , where the parameter ρ is conditioned on (fixed).
10 Elhorst (2013) points out that the effects for static spatial panel data models such as ours are the same as those developed by LeSage and Pace (2009) for the cross-sectional model, because the weight matrices and parameters do not vary over time periods.
summary measures of effects (own-and cross-partial derivatives) used to interpret the impact of changes in the SDM model explanatory variables on dependent variable outcomes, we also require measures of dispersion for the purpose of statistical tests regarding the significance of these effects. Use of an empirical distribution constructed by simulating the non-linear expressions in Eq. (31) Our situation differs because the matrix W c depends on estimated parameters γ , = 1, . . . , L ruling out use of estimated traces calculated prior to the simulation. We could rely on posterior means for γ , i.e.γ , to create a single matrixŴ c (γ ), for which estimated traces could be calculated prior to simulation. However, this would ignore stochastic variation in the effects estimates that arise from the fact that there is uncertainty regarding the parameters γ . Ideally, we would like to use draws for the γ parameters from their posterior distributions when simulating the empirical distribution of effects estimates. Debarsy and LeSage (2017) point out that since we have already calculated trace expressions for j = 2, 3, 4 in Eq. (19) to produce the Taylor series approximation to the log-determinant term based on the quadratic forms in Eq. (35), these can be used to replace low-order traces estimated based on posterior means (γ ) used to construct a single matrix W c . Higher-order traces decline in magnitude, so low-order traces are most important for accurate estimates of the effects.
Specifically, their approach estimates q = 100 traces using the approach of LeSage and Pace (2009), based on a single weight matrixŴ c = L =1γ W , constructed using posterior means for γ , then replace the estimated 1st-order trace with zero (a known value), and the 2nd-through 4th-order traces with terms shown in Eq. (35). The MCMC sampled parameters Γ are used in the expressions (35) during the simulation that produces the empirical distribution of effects estimates. Debarsy and LeSage (2017) note that this incorporates uncertainty regarding the parameters γ for low-order traces since they are using MCMC draws for these parameters. They argue that since higher-order terms involve increasingly smaller magnitudes of the parameters ρ and Γ, low-order traces are most important for accurate estimates of the effects.
Of course, this is a computational compromise between calculating an empirical distribution for the effects estimates based on the exact formula which would require thousands of evaluation Table A .1 in Appendix A) was constructed for which gdp, population and trade flows were available over the 38 years. 11
Given our sample of 74 countries, this results in 74 different panel data models for imports and 74 models for exports having dimension (N − 1) × T , where N = 74 and T = 38.
This approach allows panel estimation based on the T time periods for each country's exports/imports relationship such that we have heterogeneous coefficients across countries. Specifically, different (country-specific) dependence parameters ρ i reflect different levels of dependence, different responses δ i to own-and neighboring countries income, and parameters γ , = 1, . . . , L as well as different noise variance estimates σ 2 ε,i . The specification also implicitly allows for fixed effects between each dyad of countries, since there will be a set of N − 1 fixed effects for each country i's exports to (imports from) all other countries j. As already noted, we eliminated country-specific effects using the within-transformation to eliminate these effects prior to estimation.
Evidence of cross-sectional dependence
The first question we examine is whether trade flows exhibit cross-sectional dependence, which is a different phenomenon than heterogeneity modeled by the fixed effects transformations. In the presence of cross-sectional dependence, estimates from conventional models that ignore crosssectional dependence can be shown to be biased and inconsistent.
The presence of cross-sectional dependence also implies spillover impacts arising from changes in neighboring countries j = i income on country i's trade flows. In our model, neighbors are defined broadly to include both spatial neighbors as well as socio-cultural neighbors. Specifically, changes in income of countries j that have spatial, common language, currency, trade agreements, or colonial ties with country i will impact export or import flows in the SAR model, provided that the scalar dependence parameter ρ is different from zero and the parameter β is non-zero.
In the case of the SDM model, the scalar dependence parameter ρ could be zero but there will still be spillover impacts if the parameters θ , = 1, . . . , L are non-zero. Figure 1 shows a histogram of the distribution of estimates for the 74 different scalar de-11 In addition, we eliminated countries from our sample that had one or more zero rows in any of the five weight matrices. As noted earlier, this is necessary to ensure that the matrix Wc does not contain zero rows, when we allow individual γ , = 1, . . . , L parameters to take values of zero. This resulted in a few countries such as South Korea and Japan for which data was available to be excluded from our sample. ( Fig.1 and Fig.2 to be positioned here) Table 1 shows the mean value for ρ over all 74 countries along with standard deviations of the distribution across countries and a t−statistic constructed using the mean divided by the standard deviation. These results are consistent with the notion that we have a distribution of cross-sectional dependence estimates for our sample of 74 countries that is different from zero.
( Table 1 to be positioned here)
We note that estimates for the parameters γ that are discussed in the next section are not well-identified for values of ρ near zero. Intuitively, in the face of no cross-sectional dependence estimates of the relative importance/weights assigned to different types of cross-sectional connectivity structures are meaningless. Since estimates of the cross-sectional dependence parameters ρ were positive and different from zero for all countries, we can appropriately turn attention to the estimates for γ that provide an indication of the relative importance of each of the five types of dependence.
Relative importance of spatial and socio-cultural connections
As motivated, the relative sizes of the parameter estimates for γ allow us to draw conclusions about what types of connectivity are important. Figure 3 shows a histogram of these five sets of parameter estimates for the 74 countries determined using the import flows SDM models. Figure 4 shows these estimates for the export flows SDM models. (Fig.3 and Fig.4 to be positioned here)
For the import models we see a relatively large number of countries (48) where estimates for γ associated with common currency take on small values less than 0.1, and the same is true for common language where we see 30 countries in this range of small values. In the case of export model estimates shown in Figure 4 , we also see evidence that γ estimates associated with common language and currency weight matrices take on small values less than 0.1 for a large number (over 50) of the 74 countries.
A more formal approach to examining this issue involves counting countries where lower 0.05 bounds of the (truncated) distribution of MCMC draws for the parameters γ is greater than zero. 12 Table 2 shows these counts of countries for both the SAR and SDM models of import and export flows. From the table we see that for the case of the SDM models, spatial dependence and colonial ties were among the most important types of dependence in both import and export models. Of the 74 countries the γ parameters on W -space were non-zero in 58 and 59 countries for import and export models, respectively. In the case of colonial ties, there were 52 countries with non-zero weight placed on this type of dependence for the import models and 61 countries for the export models. This suggests that colonial ties are slightly more important for explaining variation in export flows than import flows.
( Table 2 to be positioned here)
For the SDM models, common currency was the least important type of dependence for import models, since only 18 countries had non-zero γ estimates, and common language for export models with 14 non-zero countries. Common currency was next least important for export models, while import models treated common language more importantly with 38 non-zero countries. Of course, imported consumer goods may require common language marketing labels and instruction manuals, partially explaining this type of result. The existence of trade agreements between countries seems to be important for both imports and exports in slightly more than half of the 74 countries examined (non-zero estimates for 37 and 41 countries respectively).
A similar pattern arose for the counts arising from the SAR models as discussed for the SDM models. Table 3 shows the means and standard deviations σ γ for the 74 countries posterior estimates of γ , for both the SAR and SDM models of import and export. We note that since the posterior means across γ , = 1, . . . , 5 sum to unity for each country, the means across our sample of 74 countries reported in the table also sum to one. (Table 3 to be positioned here)
The magnitudes reported reflect the patterns of counts from Table 3 , with average γ values for the spatial weights being the largest (around 0.33), for SAR and SDM models of both imports and exports. In the case of import models, the second most important type of connectivity between countries was the existence of trade agreements (except the SDM export model), with an average value around 0.23 for both SAR and SDM models of both imports and exports. In the case of SAR import models estimates give roughly equal weight of 0.13 to the remaining three types of connectivity structures (common currency, language and colonial ties) with SDM import models also roughly equal with slightly less weight given to common currency. We also see agreement between the SAR and SDM models with regard to the importance of the remaining three types of connectivity (common currency, language and colonial ties) for exports. Trade agreements and colonial ties were most important (around 0.23) and common language least important (around 0.07).
A more complete picture of the γ weights assigned to the various types of dependence is provided in Table 4 to Table 8 . Country-level estimates for each of the five γ parameters are sorted from low-to-high. It is important to note when considering the magnitudes of these estimates that simultaneous cross-sectional dependence implies that changes in income in country i will impact neighboring countries (first-order nodes in the connectivity structure/network) as well as higher-order neighboring nodes. That is, neighbors to the neighboring countries, neighbors to the neighbors of the neighbors, and so on, with the magnitude of impact declining for higher-order neighboring relations. (Table 4 -Table 8 to be positioned here)
An implication of this is that (for example) colonial ties could reflect an important connectivity structure for countries like Sweden or Finland who do not have immediate (first-order) colonial ties. Nonetheless, cross-sectional dependence suggests that if colonial ties are important for major trading partners of Sweden or Finland, then this type of connectivity structure would also be important (receive a large γ estimate) for Sweden or Finland. Similar statements could be made about other types of connectivity structures, important higher-order links/nodes in the network of trading partners can mean that these connectivity structures represent an important source of cross-sectional dependence.
An unfortunate aspect of models such as that set forth here that rely on multiple types of connectivity (simultaneous dependence weight matrices) is that we cannot separate out the spillover/network impacts arising from each type of connection. This can be seen by considering the matrix inverse: (I N − ρW c ) −1 = I N + ρW c + ρ 2 W 2 c + . . . which will contain numerous cross-products involving the different matrices W , = 1, . . . , L. Higher-order powers will in general involve increasing larger matrix cross-products. The spirit of the model specification is that (say) spatial proximity to countries whose trade patterns rely heavily on (say) colonial ties might lead to multiple transmission channels that ultimately impact the observed patterns of trade flows.
Empirical estimates of bias from ignoring cross-sectional dependence
Ignoring spatial and socio-cultural dependence when estimating empirical trade flow models will lead to bias in estimates of the impact arising from income on trade flows. The magnitude of the bias can be quantified by examining the size and significance of the indirect effects estimates from the SAR and SDM model specifications. The size of the indirect effects depends on the magnitude of the dependence parameter ρ as well as the coefficient on income β in the case of the SAR specification. Intuitively, in cases where there is an absence of cross-sectional dependence (ρ = 0) we will not see a large amount of bias.
For the SDM specification, the size of indirect effects is determined by the dependence parameter ρ, the coefficient on income β as well as coefficients θ , = 1, . . . , L. Here even in the absence of cross-sectional dependence, non-zero values for the parameters θ would indicate omitted variable bias arising from contextual effects ignored by traditional models that do not include explanatory variables measuring these influences. Cross-sectional dependence reflects the fact that trade takes place in the context of a world-wide network of flows.
Since conventional trade models ignore cross-sectional dependence of the type captured by the SAR specification by assuming that ρ = 0, this implies an assumption of no spillovers (indirect effects of zero). If the SAR specification is consistent with the data, omitted variables bias will arise, and estimates of the coefficients representing the impact of country-level income on trade flows will likely overstate this impact by inappropriately attributing variation in trade flows to own-country income. In cases where the SDM specification is most consistent with the data, conventional models ignore the influence of neighboring countries income, where neighboring countries are broadly defined to include spatial as well as socio-cultural neighbors. In cases where the SDM specification is the data generating process, bias in conventional models can be attributed to ignoring both interaction between countries (assuming ρ = 0) as well as contextual effects (assuming θ = 0). 
Closing remarks
We raise questions about the role played by time invariant country-specific factors in explaining variation in trade flows. These are typically viewed and modeled using fixed effects or transformations to capture the heterogeneity impact of these in panel data models of trade flows.
Our findings indicate that conventional approaches to eliminating fixed effects associated with time invariant factors leave a great deal of variation in trade flows unexplained. This unexplained variation takes the form of: (i) cross-sectional dependence of trade flows on neighboring country flows, and/or (ii) contextual effects from neighboring country income levels. Using data transformed to eliminate time invariant fixed effects, we use a panel data extension of the Bayesian SAR and SDM models set forth in Debarsy and LeSage (2017) The implications of our findings are twofold. One is that conventional treatment of generalized distance factors such as common language, free trade and stronger forms of agreements, common currency, and so on, as time invariant sources of heterogeneity in empirical panel trade model specifications ignores potential cross-sectional dependence and/or contextual effects (char-acteristics of neighboring countries). We explored the magnitude of bias that arises from this problem. A second implication is that from a theoretical perspective socio-cultural proximity of countries seems as important as pure geographical proximity. Our estimates point to spatial proximity receiving around 1/3 weight and socio-cultural proximity around 2/3 weight.
The results presented here suggest more attention be given to panel model specifications that allow for cross-sectional dependence in trade flows, as well as models that incorporate neighboring country characteristics. This suggests more emphasis on theoretical and empirical models of the type introduced by Lebreton and Roi (2011) 
