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1. Introduction
This article concerns the zeros of Dedekind zeta functions. We prove bounds for the number of
zeros of Dedekind zeta functions in boxes and we prove zero repulsion theorems for these zeros.
The formula for zeros in boxes is classical and dates back to Riemann and von Mangoldt. The zero
repulsion property is commonly referred to as the Deuring–Heilbronn phenomenon. It asserts that
if an L-function has a zero very close to s = 1 then the other zeros of this L-function are pushed
further away from s = 1. Theorems of this type already exist in the literature, but they do not give
explicit constants. Our theorems will determine such constants and this is important in our related
work which concerns an explicit bound for the least prime ideal in Chebotarev’s density theorem. Let
K0 be a number ﬁeld and K a Galois extension of K0 with ring of integers OK . Its degree is denoted
nK = [K : Q] and its absolute discriminant is dK . Let G be the Galois group of K/K0, and let C ⊂ G be
a conjugacy class. We show in [6] that there exists an unramiﬁed prime ideal p of degree one such
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H. Kadiri, N. Ng / Journal of Number Theory 132 (2012) 748–775 749that its Frobenius σp = C and its norm Np dC0K for an explicit constant C0 > 0. This theorem makes
use of various results concerning the location and number of zeros of the Dedekind zeta function
of K .
We now state our results. Throughout this article we shall encounter the quantity logdK . From
this point on, we shall employ the abbreviation
L = logdK . (1)
The Dedekind zeta function of K is
ζK (s) =
∑
a⊂OK
1
(Na)s
where a ranges through non-zero ideals. We now deﬁne a function which counts the zeros of ζK (s)
in boxes. Throughout this article we shall denote the non-trivial zeros of ζK (s) as  = β + iγ where
β,γ ∈ R. We set for T  0
NK (T ) = #
{

∣∣ ζK () = 0, 0< β < 1, |γ | T }.
Our ﬁrst result is
Theorem 1. Let T  1 and 0 < η 12 then
∣∣∣∣NK (T ) − Tπ log
((
T
2πe
)nK
dK
)∣∣∣∣ c1(η)(L + nK log T ) + c2(η)nK + 7.6227
where
c1(η) = 1+ 2η
π log2
, c2(η) = 0.2675− 0.2680η + 2
log2
log
ζ(1+ η)2
ζ(2+ 2η) +
2
π
log ζ
(
3
2
+ 2η
)
.
These results were proven by following arguments of Backlund [1], Rosser [17], and McCurley [12]
who obtained analogous results for the Riemann zeta function and Dirichlet L-functions. Their work
is important in arguments which give explicit zero-free regions for L-functions and explicit bounds
for prime counting functions.
Our next result is an inequality for the real part of the logarithmic derivative of ζK (s). We establish
Theorem 2. Let 0 < 	  10−2 , s = σ + it, σ > 1, |t| 1, and
φ =
1− 1√
5
2
= 0.276393 . . . . (2)
We deﬁne a multiset of non-trivial zeros of ζK (s) by
R	,t =
{

∣∣ ζK () = 0, 1− 	  β < 1, |γ − t| 1}. (3)
For 1< Re(s) 1+ 	 , we have
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(
ζ ′K
ζK
(s)
)
Re
(
1
s − 1
)
−
∑
∈R	,t
Re
(
1
s − 
)
+ φL − 0.0354nK
+ 5	(|R	,t | + 1)+ 0.1216. (4)
It is well known that there exists an explicit constant C0 such that nK  C0L for K = Q. This
follows from an inequality due to Minkowski:
dK >
(
π
4
)nK(nnKK
nK !
)2
for K = Q.
This combined with Theorem 1 implies there exists an explicit constant C1 such that
|R	,t | NK (2) C1L
for all |t| 1.
Corollary 2.1. Let 0 < 	  10−2 , s = σ + it, σ > 1, and |t| 1. If dK is suﬃciently large, then there exists an
positive constant C2 such that
−Re
(
ζ ′K
ζK
(s)
)
Re
(
1
s − 1
)
−
∑
∈R	,t
Re
(
1
s − 
)
+ (φ + C2	)L . (5)
The inequality given in Corollary 2.1 will play an important role in obtaining zero-free regions
and zero-repulsion theorems. Versions of this result have been proven in Graham [2] for Dirichlet L-
functions and implicitly in Stechkin [19] for the Riemann zeta function. Our proof, as in [19], uses the
global method, namely the classical explicit formula for −Re(ζ ′K (s)/ζK (s)) in conjunction with the
Stechkin differencing trick. In order to obtain a negative contribution in nK , we need to improve on a
lemma of McCurley on −Re(Γ ′(s)/Γ (s)). In [3], Heath-Brown employs a local method using a Jensen
type formula which produces much better values of φ (φ  16 ). Recently, Li [10, Lemma 4] applied
this method to ζK (s) and was able to obtain an inequality like (5) with φ = 14 and an extra term of
size 2nK log(LnK ) + O (nK ). If nK = o(L ), then Li’s result is superior to ours. On the other hand, for
those ﬁelds K with nK L this error term becomes weaker than (5).
In order to obtain good zero-free regions with nice constants we will develop a smooth vari-
ant of the above theorem. Such results have already been proven by Heath-Brown in the case of
Dirichlet L-functions. We shall follow closely his approach, though there are several differences in
the argument. Let f be a continuous function from [0,∞) to R and supported in [0, x0). In addition,
f is twice differentiable on (0, x0) with a bounded and continuous second derivative. Its associated
Laplace transform is F (z) = ∫∞0 f (t)e−zt dt .
Theorem 3. Let 0 < 	  10−2 , 0 < δ < 1, s = σ + it with σ > 1 − (1−δ)(logL )x0L , and |t|  1. Suppose
f (0) 0. If dK is suﬃciently large, then there exists a positive constant C3 such that
Re
( ∑
a⊂OK \{0}
Λ(a)
(Na)s
f
(
L −1 logNa
))
L Re F
(
(s − 1)L )−L ∑
∈R	,t
Re
(
F
(
(s − )L ))+ f (0)(φ + C3	)L .
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wide variety of functions f and it allows σ to be chosen inside the critical strip.
We now state our zero-repulsion theorems. It is known that ζK (s) possesses at most one real zero
in a region close to one. For example, it was proven in [8] that there exists a positive constant R such
that ζK (s) does not vanish in
Re(s) 1− 1
RL
and
∣∣Im(s)∣∣ 1 (6)
with the exception of possibly one real zero β1. Recently Kadiri [5] proved that R = 12.74 is a valid
constant. We now examine the consequences of the existence of this possible exceptional zero. Let
β1 = 1− λ1L −1 where λ1 > 0.
Let ′ = β ′ + iγ ′ be another zero satisfying
β ′ = 1− λ′L −1 where λ′ > 0 and ∣∣γ ′∣∣ 1.
We shall prove
Theorem 4. Let β1 be an exceptional zero of ζK (s) satisfying λ1 < R−1 . Let ′ = β ′ + iγ ′ be another zero
of ζK (s) satisfying |γ ′|  1, λ′ < 113.85 (logL ), and β ′ is maximal with respect to these conditions. If dK is
suﬃciently large, then
λ′  0.6546 log
(
λ−11
)
.
The ﬁrst proof of this type, in the case of Dirichlet L-functions, is due to Linnik [11]. His proof was
complicated; it made use of Brun’s sieve and convexity theorems for entire functions. It should be
noted that Linnik’s result plays an important role in the proof that the least prime in an arithmetic
progression modulo q is 
 qC4 for some positive constant C4. Knapowski [7] simpliﬁed the argument
by applying Turan’s power sum method. Later, Motohashi [14] and Jutila [4] independently showed
that an argument related to Selberg’s sieve led to better numerical results. Finally, Heath-Brown [3]
made signiﬁcant numerical improvements by employing a smoothed version of the explicit formula.
His corresponding theorem for Dirichlet L-functions has a 2 in place of our 0.6546 (see Lemma 8.1
and Table 2 of [3]). He makes use of an explicit formula for Dirichlet L-functions like our Theorem 3.
It turns out that the coeﬃcient of log(λ−11 ) depends on how small φ is. This was one of many ingredi-
ents in his proof that C4 = 5.5 is valid. In [8], Lagarias, Montgomery, and Odlyzko proved an inexplicit
version of Theorem 4. They used a smoothing through differentiation in conjunction with a variant of
Turan’s power sum method. Instead, we shall prove the above theorem by following Heath-Brown’s
method.
Conventions and Notation. We shall use extensively big O notation and Linnik’s notation. For a
complex number A and a real number B we shall use the notation A = O(B) and A 
 B or B  A
to mean there exists M > 0 such that |A| MB for A suﬃciently large.
2. Properties of the Dedekind zeta function
The Dedekind zeta function of K possesses the Euler product
ζK (s) =
∏
p
(
1− (Np)−s)−1
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zeta function
ξK (s) = s(s − 1)(dK )s/2γK (s)ζK (s), (7)
γK (s) =
(
πnK 22r2
)−s/2
Γ (s/2)r1Γ (s)r2 , (8)
where r1 and r2 are the number of real and complex places in K . The beneﬁt of working with ξK is
that it is entire of order 1, it satisﬁes the functional equation
ξK (s) = ξK (1− s), (9)
and its zeros are the non-trivial zeros of ζK (s).
3. Proof of Theorems 1 and 2
Proof of Theorem 1. Let 0 < η 12 and deﬁne
σ1 = 3
2
+ 2η.
Throughout this proof we shall let θ j , for j = 1, . . . ,4, denote real numbers which satisfy |θ j | 1. We
follow the argument of McCurley [12] which generalized earlier arguments of Backlund and Rosser.
Assume that ±T does not coincide with the ordinate of a zero. We consider the rectangle R with
vertices σ1− iT , σ1+ iT ,1−σ1+ iT , and 1−σ1− iT where σ1 > 1. Since ξK (s) is entire, the argument
principle yields
NK (T ) = 1
2π
R arg ξK (s).
Let C be the part of the contour R in Re(s)  12 and C0 the part of the contour in Re(s)  12 and
Im(s) 0. By the functional equation and by the formula ξK (s) = ξ(s) it follows that
R arg ξK (s) = 2C arg ξK (s) = 4C0 arg ξK (s)
and therefore
NK (T ) = 2
π
C0 arg ξK (s). (10)
We write ξK (s) = sB s2 Γ ( s2 )r1Γ (s)r2 (s − 1)ζK (s) where B = dKπnK 22r2 . Hence
C0 arg ξK (s) = C0 arg s + C0 arg B
s
2 + r1C0 argΓ
(
s
2
)
+ r2C0 argΓ (s) + C0 arg
(
(s − 1)ζK (s)
)
.
A straightforward calculation yields
C0 arg s = arctan(2T ), C0 arg B
s
2 = T
2
log B = T
2
log
(
dK
πnK 22r2
)
.
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logΓ (z) =
(
z − 1
2
)
log z − z + log2π
2
+ θ
6|z| (11)
with |arg z| π2 and |θ | 1. It follows, as in [12, p. 268], that∣∣∣∣Im logΓ
(
1
4
+ i T
2
)
− T
2
log
(
T
2e
)∣∣∣∣ T4 log
(
1+ 1
4T 2
)
+ 1
4
arctan(2T ) + 1
3
√
1
4 + T 2
,
∣∣∣∣Im logΓ
(
1
2
+ iT
)
− T log
(
T
e
)∣∣∣∣ T2 log
(
1+ 1
4T 2
)
+ 1
6
√
1
4 + T 2
.
As both functions on the right are decreasing for T  1, it follows that
∣∣∣∣Im logΓ
(
1
4
+ i T
2
)
− T
2
log
(
T
2e
)∣∣∣∣ 0.630716,∣∣∣∣Im logΓ
(
1
2
+ iT
)
− T log
(
T
e
)∣∣∣∣ 0.260643.
Therefore
C0 argΓ
(
s
2
)
= T
2
log
(
T
2e
)
+ 0.630716θ1, C0 argΓ (s) = T log
(
T
e
)
+ 0.260643θ2.
Combining these facts, we obtain
C0 arg ξK (s) = arctan(2T ) +
(
T
2
log(B) + r1 T
2
log
(
T
2e
)
+ r2T log
(
T
e
))
+ 0.630716r1θ1 + 0.260643r2θ2 + C0 arg
(
(s − 1)ζK (s)
)
.
Since r1 + 2r2 = nK , we have
T
2
log(B) + r1 T
2
log
(
T
2e
)
+ r2T log
(
T
e
)
= T
2
log
(
dK
(
T
2πe
)nK)
.
Combining (10) with the last two equations yields
NK (T ) = T
π
log
(
dK
(
T
2πe
)nK)
+ 2
π
C0 arg
(
(s − 1)ζK (s)
)+ 1.261431nK
π
θ3 + θ4. (12)
In order to complete the argument we must bound 2π C0 arg((s − 1)ζK (s)). We divide C0 into the
contours C1 and C2 as follows:
C1: σ1 to σ1 + iT and C2: σ1 + iT to 1
2
+ iT .
We begin with the argument change on C1. If σ > 1 then
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and therefore, since σ1 = 32 + 2η,
∣∣C1 arg ζK (s)∣∣ nK log ζ
(
3
2
+ 2η
)
.
In addition, C1 arg(s − 1) = arctan( Tσ1−1 ) = arctan( T2η+ 12 ) and we deduce that
2
π
∣∣C1 arg(s − 1)ζK (s)∣∣ 2nKπ log ζ
(
3
2
+ 2η
)
+ 1. (13)
We now bound the argument change on C2. Let a(w) = (w − 1)ζK (w) and consider
f (w) = 1
2
(
a(w + iT )N + a(w − iT )N), where N ∈ N. (14)
Note that
f (σ ) = Rea(σ + iT )N if σ ∈ R.
Suppose f (σ ) has n real zeros in the interval 12  σ  σ1. These zeros partition the interval into
n + 1 subintervals. On each of these subintervals arga(σ + iT )N can change by at most π , since
Rea(σ + iT )N is non-zero on the interior of each subinterval. It follows that
∣∣C2 arga(s)∣∣= 1N
∣∣C2 arga(s)N ∣∣ (n + 1)πN . (15)
We now provide an upper bound for n. Let 0 < η < 12 and
σ0 = 1+ η.
Jensen’s theorem asserts that
log
∣∣ f (σ0)∣∣+
1+2η∫
0
n(r)dr
r
= 1
2π
3π
2∫
− π2
log
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣dθ,
where n(r) denotes the number of zeros of f (z) in the circle centered at σ0 of radius r. Observe that
n(r) n for r  12 + η and thus
n log2 1
2π
3π
2∫
− π2
log
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣dθ − log∣∣ f (σ0)∣∣. (16)
The next step is to provide an upper bound for the integral. Rademacher proved an explicit version of
the Phragmén–Lindelöf theorem. Theorem 4 of [16] states that
H. Kadiri, N. Ng / Journal of Number Theory 132 (2012) 748–775 755∣∣ζK (w)∣∣ 3 |1+ w||1− w|
(
dK
( |w + 1|
2π
)nK) 1+η−Re(w)2
ζ(1+ η)nK
uniformly for −η  Re(w)  1 + η. An examination of the proof reveals that the slightly stronger
bound
∣∣ζK (w)∣∣ 3 |1+ w||1− w|
(
dK
( |w + 1|
2π
)nK) 1+η−Re(w)2
ζK (1+ η), (17)
holds for −ηRe(w) 1+η. Bound (7.1) in [16] is |ζK (1+η+ it)| ζ(1+η)nK for η > 0. However,
this may be replaced by
∣∣ζK (1+ η + it)∣∣ ζK (1+ η)
for η > 0 and this change in the argument immediately leads to (17). It follows that, for w = σ0 +
(1+ 2η)eiθ with θ ∈ [π2 , 3π2 ],
∣∣a(w ± iT )∣∣ 3|1+ w ± iT |(dK
( |1+ w ± iT |
2π
)nK)− 12 (1+2η) cos θ
ζK (1+ η). (18)
Since T  1 and 0 < η 12 ,
|1+ w ± iT | |1+ σ0 ± iT | + 1+ 2η =
√
T 2 + (2+ η)2 + 1+ 2η
√
T 2 +
(
5
2
)2
+ 2 (19)
and thus
log |1+ w ± iT | log(b1T ), (20)
where
b1 =
√(
1+
(
5
2
)2)
+ 2 = 4.692582 . . . . (21)
Putting together (14), (18), (19), taking logarithms, and then applying (20) gives
log
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣
−N
2
(1+ 2η)(cos θ)
(
L + nK log
(
b1T
2π
))
+ N(log(3b1T ) + log ζK (1+ η)),
valid for θ ∈ [π2 , 3π2 ]. Applying this bound on the left-hand side of the contour in (16) and employing
the integrals − 12π
∫ 3π
2
π (cos θ)dθ = 1π and 12π
∫ 3π
2
π dθ = 12 , we ﬁnd that2 2
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2π
3π
2∫
π
2
log
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣dθ
 N
2π
(1+ 2η)
(
L + nK log
(
b1T
2π
))
+ N
2
log(3b1T ) + N
2
log ζK (1+ η). (22)
For the right part of the contour in (16), we shall make use of the bound
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣ (1+ 3η + T )NζK (1+ η)N
valid for θ ∈ [−π/2,π/2]. This implies that
1
2π
π
2∫
− π2
log
∣∣ f (σ0 + (1+ 2η)eiθ )∣∣dθ  N
2
log(1+ 3η + T ) + N
2
log ζK (1+ η). (23)
Together with (16), (22), and (23), we obtain
n log2 N
2π
(1+ 2η)
(
L + nK log
(
b1T
2π
))
+ N
2
log(3b1T ) + N
2
log(1+ 3η + T )
+ N log ζK (1+ η) − log
∣∣ f (1+ η)∣∣. (24)
To complete our bound for n, we require a lower bound for log | f (1+η)|. We write a(1+η+ iT ) = reiφ
and then choose (by Dirichlet’s approximation theorem) a sequence of N ’s tending to inﬁnity such
that Nφ tends to 0 modulo 2π . It follows that
lim
N→∞
f (1+ η)
|a(1+ η + iT )|N = 1. (25)
Note that, for σ > 1, we have
∣∣ζK (s)∣∣=∏
p
∣∣1− N(p)−s∣∣−1 ∏
p
(
1+ 1
N(p)σ
)−1
= ζK (2σ)
ζK (σ )
(26)
and |1+ η + iT − 1| =√η2 + T 2 so that
∣∣a(1+ η + iT )∣∣√η2 + T 2 ζK (2+ 2η)
ζK (1+ η) . (27)
Thus we derive from (25), (26), and (27) that
log
∣∣ f (1+ η)∣∣ N log(√η2 + T 2 ζK (2+ 2η)
ζK (1+ η)
)
+ o(1),
where the term o(1) → 0 as N → ∞. Eq. (24) becomes
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2π
(1+ 2η)
(
L + nK log
(
b1T
2π
))
+ N
2
(
log(3b1T ) + log
(
5
2
+ T
))
+ N log ζK (1+ η) − N log ζK (2+ 2η)
ζK (1+ η) − N log
√
η2 + T 2 + o(1).
We combine the third and fourth terms and then use the inequality ζK (σ )
2
ζK (2σ)
 ( ζ(σ )
2
ζ(2σ) )
nK to obtain
n log2 N
2π
(1+ 2η)
(
L + nK log
(
b1T
2π
))
+ N
2
(
log(3b1T ) + log
(
5
2
+ T
))
+ Nnk log ζ(1+ η)
2
ζ(2+ 2η) − N log
√
η2 + T 2 + o(1).
By the last inequality and by (15), we have
2
π
∣∣C2 arga(s)∣∣ 1+ 2ηπ log2
(
L + nK log
(
b1T
2π
))
+ 1
log2
(
log(3b1T ) + log
(
5
2
+ T
))
+ 2nK
log2
log
ζ(1+ η)2
ζ(2+ 2η) −
log(η2 + T 2)
log2
+ o(1) (28)
where o(1) → 0 as N → ∞. We let N → ∞ and combine the results obtained for C1 in (13) and for
C2 in (28):
2
π
∣∣C0 arg(s − 1)ζK (s)∣∣ 1+ 2ηπ log2
(
L + nK log
(
b1T
2π
))
+ log(3b1T ) + log(
5
2 + T )
log2
+ 2nK
log2
log
ζ(1+ η)2
ζ(2+ 2η) −
log(η2 + T 2)
log2
+ 2nK
π
log ζ
(
3
2
+ 2η
)
+ 1.
Inserting this in (12) yields
∣∣∣∣NK (T ) − Tπ log
(
dK
(
T
2πe
)nK)∣∣∣∣ c1(η)(L + nK log T ) + c2(η)nK + g(T ),
where
c1(η) = 1+ 2η
π log2
, (29)
c2(η) = 1+ 2η
π log2
log
(
b1
2π
)
+ 2
log2
log
ζ(1+ η)2
ζ(2+ 2η) +
2
π
log ζ
(
3
2
+ 2η
)
+ 1.261431
π
, (30)
g(T ) = 1
log2
(
log(3b1T ) + log
(
5
2
+ T
)
− log(η2 + T 2))+ 2. (31)
Observe that
c2(η) = b2 − b3η + 2
log2
log
ζ(1+ η)2
ζ(2+ 2η) +
2
π
log ζ
(
3
2
+ 2η
)
where b1 is deﬁned in (21), and
758 H. Kadiri, N. Ng / Journal of Number Theory 132 (2012) 748–775b2 =
log( b12π )
π(log2)
+ 1.261431
π
= 0.267481 . . . , (32)
b3 = −
2 log( b12π )
π log2
= 0.268089 . . . . (33)
Since 0 < η 12 , we have that, for T  1,
g(T ) 1
log2
log
(
1+ 5
2T
)
+ 2+ log(3b1)
log2
= 7.622699 . . . . 
We now move on to the proof of Theorem 2. First, we require a couple of lemmas on some real-
valued functions. For a,b, c, x ∈ R, deﬁne
g(a,b, c; x) := κ
(
a
a2 + x2 +
b
b2 + x2
)
− c
c2 + x2 , (34)
with κ = 1√
5
.
Lemma 5. Let a0 =
√
5−1
2 ,b0 = 1+
√
5
2 , and c0 = 1.
(i) The inequality
−0.121585 . . . g(a0,b0, c0; x) 0
is valid for all x ∈ R.
(ii) Let 0 < 	  10−2 and let a,b, c ∈ R. If |a − a0| < 2	 , |b − b0| < 2	 , and |c − c0| < 2	 , then
−0.121585 . . . − 5	  g(a,b, c; x) 5	.
Proof. (i) Differentiating, we ﬁnd that
g′(a0,b0, c0; x)
= 2x−κa0(b
2
0 + x2)2(c20 + x2)2 − κb0(a20 + x2)2(c20 + x2)2 + c0(a20 + x2)2(b20 + x2)2
(a20 + x2)2(b20 + x2)2(c20 + x2)2
.
The polynomial in the numerator is of the form Ax8 + Bx6 + Cx4 + Dx2 + E , and it may be checked
that A = D = 0, B = 2, C = 4, and E = −1. Observe that the polynomial 2x6 +4x4 −1 has one positive
real root β = 0.672016 . . .. It follows from calculus that
0 g(a0,b0, c0; x) g(a0,b0, c0;β) = −0.121585 . . . .
(ii) We begin by considering the difference
g(a,b, c; x) − g(a0,b0, c0; x) = κ
(
a
a2 + x2 −
a0
a20 + x2
+ b
b2 + x2 −
b0
b20 + x2
)
− c
c2 + x2 +
c0
c20 + x2
.
For real numbers u and u0, we have that
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∣∣∣∣=
∣∣∣∣ (u − u0)(x2 − uu0)(u2 + x2)(u20 + x2)
∣∣∣∣ |u − u0|min(|u|, |u0|)2 .
Using this bound, the triangle inequality implies that
∣∣g(a,b, c; x) − g(a0,b0, c0; x)∣∣
 κ
(
2	
(a0 − 2	)2 +
2	
(b0 − 2	)2
)
+ 2	
(c0 − 2	)2
 2	
(
κ
(a0 − 2 · 10−2)2 +
κ
(b0 − 2 · 10−2)2 +
1
(c0 − 2 · 10−2)2
)
< 5	.
The above combined with (i) yields (ii). 
Let s = σ + it and s1 = σ1 + it where σ1 = 12 (1+
√
1+ 4σ 2). For a = 0,1, deﬁne the function
fa(σ , t) = 1
2
Re
(
Γ ′
Γ
(
s + a
2
)
− 1√
5
Γ ′
Γ
(
s1 + a
2
))
.
In order to abbreviate notation, we set ψ(z) = Γ ′
Γ
(z). We shall prove
Lemma 6. Let 	 > 0, σ ∈ [1,1+ 	], and |t| ∈ [0,1]. Then
fa(σ , t) Ca(	),
where
Ca(	) = fa(1,1) + 	
(
1
4
S
(
1+ a
2
,
1
2
)
+ 1
2
√
5
1+ 	√
1+ 4(1+ 	)2 S
( 1+√5
2 + a
2
,
1
2
))
(35)
and
S(x, y) =
∞∑
n=0
1
(x+ n)2 + y2 . (36)
Note that for 	 = 0.15, a Maple calculation gives
fa(σ , t)−0.088955 for 1 σ  1.15
which improves McCurley’s bound [13] fa(σ , t)−0.0390 in the same range. On the other hand, if
we take 	 = 0.01, we obtain
{
f0(σ , t) C0(0.01) < −0.303931,
f1(σ , t) C1(0.01) < −0.153758, for 1 σ  1.01. (37)
Proof. The lemma shall be proved as follows. First observe that fa(σ , t) is even in t and thus we
may assume that t  0. The ﬁrst step is to show that, for ﬁxed σ , fa(σ , t) increases with t and thus
fa(σ , t)  fa(σ ,1). Then we use the mean value theorem to write fa(σ ,1) = fa(1,1) + (σ − 1) ·
∂
∂σ fa(σ ,1)|σ=θ for θ ∈ [1,1+ 	]. These combine to give the bound
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1σ1+	
∣∣∣∣ ∂∂σ fa(σ ,1)
∣∣∣∣. (38)
A Maple calculation gives that fa(1,1) = −0.312948 . . . if a = 0, and = −0.158361 . . . if a = 1. The
ﬁnal step is to establish a bound for the above maximum term. We now show that fa(σ , t) increases
with t . We have the identity
Γ ′
Γ
(x+ iy) = −γ − 1
x+ iy +
∞∑
n=1
(
1
n
− 1
n + x+ iy
)
for x 0.
Setting
x1 = x1(σ ) = σ + a
2
, x2 = x2(σ ) = σ1 + a
2
, and y = t
2
,
it follows that
2 fa(σ , t) = −γ
(
1− 1√
5
)
+ g0(σ , y) +
∞∑
n=1
gn(σ , y)
where
g0(σ , y) = − x1
x21 + y2
+ 1√
5
x2
x22 + y2
,
gn(σ , y) = 1
n
(
1− 1√
5
)
− n + x1
(n + x1)2 + y2 +
1√
5
n + x2
(n + x2)2 + y2 for n 1.
It suﬃces to prove that gn(σ , y) is increasing in y for n ∈ N ∪ {0}. We have that
∂
∂ y
gn(σ , y) = 2y
(
(n + x1)
((n + x1)2 + y2)2 −
(n + x2)√
5((n + x2)2 + y2)2
)
.
Simplifying, we ﬁnd that ∂
∂ y gn(σ , y) = 2yQn(y)√5((n+x1)2+y2)2((n+x2)2+y2)2 , where
Qn(y) =
√
5(n + x1)
(
(n + x2)2 + y2
)2 − (n + x2)((n + x1)2 + y2)2.
It suﬃces to prove that Qn(y) is positive. Observe that Qn(y) = Ay4 + By2 + C where
A = √5(n + x1) − (n + x2),
B = 2(n + x1)(n + x2)
(√
5(n + x2) − (n + x1)
)
,
C = (n + x1)(n + x2)
(√
5(n + x2)3 − (n + x1)3
)
.
It is easy to see that A is positive if
√
5x1 − x2 is positive, B is positive if
√
5x2 − x1 is positive, and
C is positive if 5
1
6 x2 − x1 is positive. Note that
√
5x1 − x2 =
√
5
(
σ + a
2
)
− σ1 + a
2
=
√
5σ − σ1
2
+ a
2
(
√
5− 1) > 0
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√
5σ > σ1. Since x1 < x2 for σ > 1, it follows that 51/ j x2 − x1 > 0 for j ∈ N. Thus A, B , and C
are positive and it follows that ∂
∂t fa(σ , t) > 0 as desired.
In order to ﬁnish the proof, we will bound ∂
∂σ fa(σ ,1). Observe that
fa(σ ,1) = 1
2
Re
(
ψ
(
σ + a + i
2
)
− 1√
5
ψ
( 1+√1+4σ 2
2 + a + i
2
))
.
Thus
∂ fa(σ ,1)
∂σ
= 1
2
Re
(
1
2
ψ ′
(
σ + a + i
2
)
− σ√
5
√
1+ 4σ 2 ψ
′
( 1+√1+4σ 2
2 + a + i
2
))
.
It is well known that ψ ′(z) =∑∞n=0(n + z)−2 and thus |ψ ′(z)| S(Re(z),Im(z)), where S is given in
(36) and decreases with Re(z). Since σ√
1+4σ 2 increases with σ , we have
∣∣∣∣∂ fa(σ ,1)∂σ
∣∣∣∣ 14 S
(
1+ a
2
,1/2
)
+ 1
2
√
5
1+ 	√
1+ 4(1+ 	)2 S
( 1+√5
2 + a
2
,1/2
)
.
We combine the above together with (38) to obtain the bound Ca(	) as given by (35). 
With the previous lemmas in hand, we may now prove Theorem 2.
Proof of Theorem 2. Let s = σ + it , 0 < 	  10−2, and assume 1 < σ  1 + 	 . Recall that R	,t was
deﬁned to be the set of  which satisfy 1 − 	 Re() < 1 and |Im() − t| 1. Recall that ξK (s) is
deﬁned by (7) and it is entire and of order one. By the Hadamard–Weierstrass factorization theorem
ξK (s) = eA+Bs
∏

(
1− s

)
e
s

where  ranges through the non-trivial zeros of ζK (s). Logarithmically differentiating this expression
and employing ξK (s) = ξK (1− s) leads to the global formula
−Re ζ
′
K
ζK
(s) = −
∑

Re
(
1
s − 
)
+ 1
2
L + Re
(
1
s
)
+ Re
(
1
s − 1
)
+ Re γ
′
K
γK
(s). (39)
For full details of the derivation see Eq. (5.9) and Lemma 5.1 of [9] or [18, p. 965]. We now employ
Stechkin’s differencing method. Let κ = 1√
5
, σ1 = 12 (
√
1+ 4σ 2 + 1), and s1 = σ1 + it . Consider the
difference
−Re
(
ζ ′K
ζK
(s) − κ ζ
′
K
ζK
(s1)
)
= −
∑

Re
(
1
s −  − κ
1
s1 − 
)
+ 1− κ
2
L
+ Re
(
1
s
+ 1
s − 1 −
κ
s
− κ
s − 1
)
+ Re
(
γ ′K
γ
(s) − κ γ
′
K
γ
(s1)
)
. (40)1 1 K K
762 H. Kadiri, N. Ng / Journal of Number Theory 132 (2012) 748–775The beneﬁt of this formula is that the coeﬃcient of L has been reduced from 12 to
1−κ
2 . This argu-
ment allowed Stechkin to obtain an improved explicit zero-free region for ζ(s). Next observe that if 
is a zero of ζK (s) then so is 1− . It follows that for w ∈ C
∑

Re
(
1
w − 
)
=
∑
β 12
′
Re
(
1
w −  +
1
w − 1+ 
)
,
where
∑′
β 12
means that those terms with β = 12 are counted with weight one-half. Deﬁne, for
complex s and z,
D(s, z) = Re((s − z)−1 + (s − 1+ z)−1).
Therefore
−Re
(
ζ ′K
ζK
(s) − κ ζ
′
K
ζK
(s1)
)
= −
∑
β 12
′(
D(s,) − κD(s1,)
)+ 1− κ
2
L + (D(s,1) − κD(s1,1))
+ Re
(
γ ′K
γK
(s) − κ γ
′
K
γK
(s1)
)
. (41)
Stechkin [19, Lemma 2] proved that if Re(s) > 1 and 12 Re(z) 1, then
D(s, z) − κD(s1, z) 0.
Applying this positivity result, we discard those  /∈ R	,t to obtain
−Re
(
ζ ′K
ζK
(s) − κ ζ
′
K
ζK
(s1)
)
−
∑
∈R	,t
(
D(s,) − κD(s1,)
)+ 1− κ
2
L + (D(s,1) − κD(s1,1))
+ Re
(
γ ′K
γK
(s) − κ γ
′
K
γK
(s1)
)
. (42)
Observe that
−(D(s,) − κD(s1,))= −Re
(
1
s − 
)
+ Re
(
κ
s1 −  +
κ
s1 − 1+  −
1
s − 1+ 
)
.
We shall prove that the conditions on σ , t , β , and γ imply that
Re
(
κ
s1 −  +
κ
s1 − 1+  −
1
s − 1+ 
)
 5	.
The expression we want to bound equals
κ
σ1 − β
(σ1 − β)2 + (t − γ )2 + κ
σ1 − 1+ β
(σ1 − 1+ β)2 + (t − γ )2 −
σ − 1+ β
(σ − 1+ β)2 + (t − γ )2 .
Note that this is of the form g(a,b, c; x), as deﬁned in (34), where a = σ1 − β , b = σ1 − 1 + β ,
c = σ − 1+ β , and x = t − γ . The assumption 1 < σ  1+ 	 with 0 < 	  0.01 implies that
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2
 σ1 
1+ √5
2
+ 	.
Recall that 1− 	  β < 1. Together these conditions imply that
|a − a0| 2	, |b − b0| 2	, and |c − c0| 2	
where a0, b0, and c0 are the constants deﬁned in Lemma 5. By Lemma 5(ii), we have g(a,b, c; x) 5	 .
Thus
−
∑
∈R	,t
(
D(s,) − κD(s1,)
)
−
∑
∈R	,t
Re
(
1
s − ρ
)
+ 5	|R	,t |. (43)
Next, we observe that
D(s,1) − κD(s1,1) = Re
(
1
s − 1
)
− g(a,b, c; t)
where a = σ1 − 1, b = σ1, and c = σ . Since 1 < σ  1 + 	 , it follows that |a − a0|  	 , |b − b0|  	 ,
and |c − c0| < 	 . Therefore by Lemma 5(ii), −g(a,b, c; t) 0.121586+ 5	 , and then
D(s,1) − κD(s1,1)Re
(
1
s − 1
)
+ 0.121586+ 5	. (44)
Finally the gamma factors are dealt with. By the duplication formula Γ (s) = 2s−1√
π
Γ ( s2 )Γ (
s+1
2 ), it fol-
lows from (8) that γK (s) = (2√π)−r2π−nK s/2Γ ( s2 )r1+r2Γ ( s+12 )r2 . Therefore
Re
(
γ ′K
γK
(s) − κ γ
′
K
γK
(s1)
)
= −nK (1− κ) logπ
2
+ r1 + r2
2
Re
(
Γ ′
Γ
(
s
2
)
− κ Γ
′
Γ
(
s1
2
))
+ r2
2
Re
(
Γ ′
Γ
(
s + 1
2
)
− κ Γ
′
Γ
(
s1 + 1
2
))
.
By (37), the last two terms in the previous equation are bounded by
(r1 + r2)C0(0.01) + r2C1(0.01) nK max
(
C0(0.01),0.5
(
C0(0.01) + C1(0.01)
))
< −0.228844nK
for 1< Re(s) 1.01 and |Im(s)| 1. Thus
Re
(
γ ′K
γK
(s) − κ γ
′
K
γK
(s1)
)
 nK
(
−(1− κ) logπ
2
− 0.228844
)
< −0.545240nK . (45)
We also need
−κ Re ζ
′
K
ζK
(s1) κ
∣∣∣∣ζ ′KζK (s1)
∣∣∣∣−κnK ζ ′ζ (σ1)− nK√5
ζ ′
ζ
(
1+ √5
2
)
 0.509786nK . (46)
By (42) combined with (43), (44), (45), and (46), we arrive at
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(
ζ ′K
ζK
(s)
)
Re
(
1
s − 1
)
−
∑
∈R	,t
Re
(
1
s − 
)
+ 1− κ
2
L − 0.035454nK
+ 5	(|R	,t | + 1)+ 0.121586. 
4. An explicit formula
Classical theorems concerning zero-free regions deal with the logarithmic derivative
−ζ
′
K
ζK
(s) =
∑
a⊂OK
Λ(a)
(Na)s
(47)
where a ranges through non-zero ideals of OK and
Λ(a) =
{
log(Np) if a = pm where p is prime,
0 else.
The best explicit zero-free region theorems as in [3] deal with smoothed versions of the logarithmic
derivative. Throughout this section we set s = σ + it , |t| 1, and
K(s) = Re
( ∑
a⊂OK
Λ(a)
(Na)s
f
(
L −1 log(Na)
))
(48)
where a ranges through non-zero ideals and f is a real-valued function. In order to derive nice
properties of K(s), conditions will be imposed on f . In this section, we follow very closely the work
of Heath-Brown [3, pp. 280–283].
Condition 1. Let x0 be a positive constant. Let f be a continuous function from [0,∞) to R which
is supported in [0, x0) and satisﬁes f (0)  0. In addition, f is twice differentiable on (0, x0), f ′′ is
continuous, and there exists a positive constant B = B( f ) with | f ′′(t)| B( f ) for t ∈ (0, x0).
Associated to f is its Laplace transform
F (z) =
∞∫
0
e−zt f (t)dt.
As f is of compact support, F is entire. We now consider how F decays as |z| → ∞. Note that for
Re(z) > 0, an integration by parts yields
F (z) = f (0)
z
+ F0(z) (49)
where
F0(z) = 1
z
x0∫
0
e−zt f ′(t)dt. (50)
By analytic continuation, (49) holds for all z ∈ C. Our next step is to determine how F0 decays as
|z| → ∞. This will require some bounds for f and f ′ . By the mean value theorem, there exists t0 ∈
(0, x0) such that
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Another application of the mean value theorem yields
∣∣ f ′(t)∣∣ ∣∣ f ′(t) − f ′(t0)∣∣+ ∣∣ f ′(t0)∣∣ B( f )x0 + ∣∣ f (0)∣∣x−10 (51)
for all t ∈ (0, x0). Likewise,
∣∣ f (t)∣∣= ∣∣ f (t) − f (x0)∣∣ |t − x0|(B( f )x0 + ∣∣ f (0)∣∣x−10 ) B( f )x20 + ∣∣ f (0)∣∣ (52)
for all t ∈ (0, x0). Integrating (50) by parts again, it follows that
F0(z) = z−2
(
f ′
(
0+
)− f ′(x−0 )e−zx0)+ z−2
x0∫
0
e−zt f ′′(t)dt
and thus
∣∣F0(z)∣∣ c( f )|z|−2 (53)
where
c( f ) = 3B( f )x0 + 2
∣∣ f (0)∣∣x−10 . (54)
With this bound for F0(z), we are prepared to derive an explicit formula and an inequality relating
K(s) to the zeros of ζK (s).
Let c > 1 and suppose that σ > c. Consider the contour integral
I = 1
2π i
∫
(c)
(
−ζ
′
K
ζK
(w)
)
F0
(
(s − w)L )dw
where
∫
(c) = limT→∞
∫ c+iT
c−iT . Expanding out the Dirichlet series using (47), we have
I =
∑
a⊂OK
Λ(a)
1
2π i
∫
(c)
(Na)−w F0
(
(s − w)L )dw. (55)
The Laplace inversion formula is
f
(
L −1 log x
)= 1
2π i
∫
((σ−c)L )
ez
log x
L F (z)dz.
We may assume that x = Na > 1 since Λ(a) is supported on prime powers. By the variable change
z = (s − w)L and (49), we have
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(
L −1 log x
)=L 1
2π i
∫
(c)
xs−w F
(
(s − w)L )dw
= f (0)
2π i
∫
(c)
xs−w dw
s − w +
L
2π i
∫
(c)
xs−w F0
(
(s − w)L )dw. (56)
It follows from Perron’s formula that 12π i
∫
(c) x
s−w dw
s−w = 12π i
∫
(σ−c) x
z dz
z = 1 since x> 1 and σ − c > 0.
Thus (56) gives
1
2π i
∫
(c)
x−w F0
(
(s − w)L )dw =L −1x−s( f (L −1 log x)− f (0))
and, together with (55), we obtain
I =L −1
∑
a⊂OK
Λ(a)
(Na)s
f
(
L −1 logNa
)+L −1 f (0) ζ ′K
ζK
(s). (57)
Next, I is evaluated in a different way. The line of integration is moved left to Re(w) = − 12 . The poles
of − ζ ′K
ζK
(w) are located at w = 1, with residue 1, at the non-trivial zeros  of ζK , with residue −1,
and at w = 0, since ζK has a trivial zero there, with residue −(r1 + r2 − 1). This yields
I = 1
2π i
∫
(−1/2)
(
−ζ
′
K
ζK
(w)
)
F0
(
(s − w)L )dw + F0((s − 1)L )
−
∑

F0
(
(s − )L )− (r1 + r2 − 1)F0(sL ). (58)
By (53), |F0(sL )| c( f )(|s|L )−2 
 c( f )L −2. Thus
−(r1 + r2 − 1)F0(sL ) 
 c( f )nKL −2. (59)
By (7) and the functional equation (9),
ζ ′K
ζK
(w) = −ζ
′
K
ζK
(1− w) −L − γ
′
K
γK
(w) − γ
′
K
γK
(1− w).
We have | ζ ′K
ζK
(1− w)|−nK ζ ′ζ ( 32 ) and, by (8) and Stirling’s formula,
γ ′K
γK
(z) 
 nK log
(|z| + 2)
for Re z = − 12 or 32 . Therefore
ζ ′K
ζK
(w) = −L + O(nK log(|w| + 2)).
Together with (53), we deduce that
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2π i
∫
(−1/2)
(
−ζ
′
K
ζK
(w)
)
F0
(
(s − w)L )dw
= L
2π i
∫
(−1/2)
F0
(
(s − w)L )dw + O( c( f )nK
L 2
∫
(−1/2)
log(|w| + 2)
|s − w|2 |dw|
)
.
By moving the contour far to the left, it follows from F0(z) being analytic for Re(z) > 0, that the ﬁrst
integral is zero. The second integral is bounded by O(log(|s| + 2)). By (58), (59), and the fact that
nK 
L , it follows that
I = F0
(
(s − 1)L )−∑

F0
(
(s − )L )+ O(c( f )L −1 log(|s| + 2))
and thus, with (57),
∑
a⊂OK
Λ(a)
(Na)s
f
(
L −1 logNa
)=L F0((s − 1)L )−L∑

F0
(
(s − )L )
− f (0) ζ
′
K
ζK
(s) + O(c( f ) log(|s| + 2)), (60)
for all σ > c.
Let 	 > 0 and |t| 1. Consider the set R	,t deﬁned by (3). Those zeros which satisfy  /∈ R	,t may
be discarded with an error

L
∑
/∈R	,t
c( f )
L 2|s − |2 
	 L
−1c( f )
∑

1
1+ |t − γ |2 .
Assume that γ satisﬁes k |t − γ | k + 1 where k 1. Observe that since |t| 1, then
k − 1 |t − γ | − |t| |γ | |t − γ | + |t| k + 2.
It follows from Theorem 1 that
∑
k|t−γ |k+1 1
∑
k−1|γ |k+2 1 
L log(k + 2), and in addition,
we have
∑
|t−γ |1 1 
L . Employing these bounds, we obtain
∑

1
1+ |t − γ |2 
∞∑
k=0
1
1+ k2
∑
k|t−γ |k+1
1 
L
∞∑
k=0
log(k + 2)
1+ k2 
L ,
giving that the discarded zeros are bounded by O(c( f )). Taking real parts in (60) and recalling (49),
we obtain
K(s) =L Re F ((s − 1)L )− Re( f (0)
s − 1
)
−
∑
∈R	,t
(
L Re
(
F
(
(s − )L ))− Re( f (0)
s − 
))
− f (0)Re
(
ζ ′K
ζK
(s)
)
+ O(c( f )).
By Corollary 2.1,
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(
ζ ′K
ζK
(s)
)
Re
(
1
s − 1
)
−
∑
∈R	,t
Re
(
1
s − 
)
+ (φ + C2	)L
for dK suﬃciently large. Since f (0) 1, the last two formulae combine to give
K(s)L Re F ((s − 1)L )−L ∑
∈R	,t
Re
(
F
(
(s − )L ))
+ f (0)(φ + C2	)L + O
(
c( f )
)
(61)
for σ > c and |t|  1. We now extend the range of s for which this formula is valid. Let μ and δ
be real constants and assume that 0  μ  1−δx0
logL
L where 0 < δ < 0.5. Now consider the Laplace
transform pair
g(t) = eμt f (t) and G(z) =
∞∫
0
e−zt g(t)dt = F (z − μ).
The parameter μ will allow us to move into the critical strip because of the decay properties of g
and its derivatives. Moreover, g satisﬁes Condition 1 with the same x0 as before. However, by (51)
and (52)
B(g) 
 eμx0(B( f ) + 2μ(B( f )x0 + ∣∣ f (0)∣∣x−10 )+ μ2(B( f )x20 + ∣∣ f (0)∣∣)).
Consequently, by (54),
c(g) 
L 1−δ(logL )2 for 0μ 1− δ
x0
(logL )
where the implied constant depends on x0 and f . By applying (61) to the Laplace transform pair g
and G and noting that
x−s g
(
L −1 log x
)= x−s+μ/L f (L −1 log x),
we derive
K(s − μ/L )L Re F ((s − μ/L − 1)L )−L ∑
∈R	,t
Re
(
F
(
(s − μ/L − )L ))
+ g(0)(φ + C2	)L + O
(
c(g)
)
.
Replacing s − μ/L by s and noting that g(0) = f (0), we obtain
K(s)L Re F ((s − 1)L )−L ∑
∈R	,t
Re
(
F
(
(s − )L ))+ f (0)(φ + C2	)L
+ O (L 1−δ(logL )2)
valid for σ > c− (1−δ)(logL )x0L . Now choosing c = 1+
δ logL
x0L
, and then replacing 2δ by δ we obtain the
following.
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K(s)L Re F ((s − 1)L )−L ∑
∈R	,t
Re
(
F
(
(s − )L ))+ f (0)(φ + C3	)L
provided that dK is suﬃciently large.
5. The Deuring–Heilbronn phenomenon
Let 0 < 	 < 0.01, let 0 < δ < 1, and let f be a function satisfying Conditions 1 and 2. Associated to
f is the rectangle R deﬁned by
R =
{
s ∈ C
∣∣∣ 1− (1− δ)(logL )
x0L
 σ  1, |t| 1
}
. (62)
Suppose that 1 = β1 is a real zero in R. Moreover, suppose that β1 is the maximum real part of all
zeros of ζK (s) in R. We set
β1 = 1− λ1L −1.
Let ′ = β ′ + iγ ′ denote another zero of ζK (s) in R such that Re(′) is maximal. We shall write
β ′ = 1− λ′L −1 and γ ′ = μ′L −1.
The goal of this section is to derive inequalities which relate F , β1, and β ′ . From these inequalities we
derive our repulsion theorems which show that β ′ is far from 1 if β1 is very close to 1. Many proofs
of repulsion theorems involving real zeros of an L-function employ the inequality 1+ cos(x) 0. We
use this in the form
1+ Re((Na)−iγ ′) 0
where a is a nonzero ideal of K . This implies that
K(β ′)+ K(β ′ + iγ ′) 0 (63)
where K(s) is given by (48). This is the starting point of our argument. In order to obtain useful
information from this inequality we need to impose further conditions on f and F .
Condition 2. The function f is non-negative and
Re
(
F (z)
)
 0 for Re(z) 0. (64)
Before proceeding with our proof of Theorem 4, we will describe brieﬂy the argument employed
in [8]. In fact, the authors consider the function
H j(s) = Re
(
d j
ds j
(
−ζ
′
K
ζK
(s)
))
where j ∈ N. Their initial observation is that a variant of Turan’s second main theorem implies that
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(
2+ iγ ′) 0
for some j0 ∈ N. By differentiating the global explicit formula for −(ζ ′K /ζK )(s), the left-hand side of
this inequality may be related to a sum over zeros of ζK (s). In contrast, in our argument we shall
make use of the positivity condition (64) to obtain a lower bound for the relevant sum over zeros.
Numerically the method of [8] produces a smaller constant for the Deuring–Heilbronn phenomenon,
though it is valid for a larger range of β ′ .
We are now prepared to derive from (63) an inequality relating λ1, λ′ , f , and F . Since β ′ >
1− 1−δx0 (logL )L −1 we may apply Lemma 7:
K(β ′)L F ((β ′ − 1)L )−L ∑
∈R	,0
Re F
((
β ′ − )L )+ f (0)(φ + C3	)L .
By the choice of ′ , all terms  = 1 produce non-negative contributions and may be dropped. There-
fore
K(β ′)L F (−λ′)−L F (λ1 − λ′)+ f (0)(φ + C3	)L .
Also by Lemma 7
K(β ′ + iγ ′)L Re F ((β ′ + iγ ′ − 1)L )−L ∑
∈R	,γ ′
Re F
((
β ′ + iγ ′ − )L )
+ f (0)(φ + C3	)L .
For dK large enough, we have 1 − 	 < 1 − 1−δx0 (logL )L −1 < β ′ and thus ′ ∈ R	,γ ′ . In the sum
over zeros, we have a contribution from  = ′ which contributes a term F (0). Note that for all γ ′
satisfying |γ ′|  1, 1 occurs in the sum and makes a contribution Re F ((′ − 1)L ). Putting this
together yields
∑
∈R	,γ ′
Re F
((
β ′ + iγ ′ − )L ) F (0) + Re F ((′ − 1)L ).
We deduce that
K(β ′ + iγ ′)L (Re F (−λ′ + iμ′)− F (0) − Re F (λ1 − λ′ + iμ′)+ f (0)(φ + C3	)).
It follows from (63) that
F
(−λ′)− F (λ1 − λ′)+ Re F (−λ′ + iμ′)− F (0) − Re F (λ1 − λ′ + iμ′)+ f (0)(2φ + 2C3	) 0.
However, we observe that
Re
(
F
(−λ′ + iμ′)− F (λ1 − λ′ + iμ′))=
∞∫
0
f (t)eλ
′t(1− e−λ1t) cos(μ′t)dt

x0∫
0
f (t)eλ
′t(1− e−λ1t)dt
= F (−λ′)− F (λ1 − λ′).
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Lemma 8. Let 0 < 	 < 0.01, 0 < δ < 1, and f satisfy Conditions 1 and 2. Let β1 be an exceptional zero of
ζK (s) in R deﬁned by (62) and ′ = β ′ + iγ ′ be another zero of ζK (s) in R with β ′ maximal. Then we have
2F
(−λ′)− 2F (λ1 − λ′)− F (0) + f (0)(2φ + 2C3	) 0 (65)
provided that dK is suﬃciently large.
With this inequality in hand we may now prove an explicit version of the Deuring–Heilbronn
phenomenon. We shall derive lower bounds for λ′ in terms of λ1 by choosing speciﬁc test functions
f to use in (65). The choice of f will depend on the size of λ1. There are two ranges to consider: λ1
very small and λ1 of medium size. Note that when we apply Lemma 8 below we shall replace 2C3	
by 	 .
5.1. Case 1: λ1 very small
First we choose one of the simplest functions satisfying Conditions 1 and 2. Let
f (t) =
{
x0 − t for 0 t  x0,
0 for t > x0.
For this choice we have f (0) = x0 and F (0) =
∫ x0
0 (x0 − t)dt = 12 x20. Also, since λ1 is very small, we
use the simple inequality
F
(−λ′)− F (λ1 − λ′)=
∞∫
0
f (t)eλ
′t(1− e−λ1t)dt  λ1
∞∫
0
t f (t)eλ
′t dt.
However
x0∫
0
t(x0 − t)eλ′t dt = λ′−3
(
x0λ
′ex0λ′ − 2ex0λ′ + x0λ′ + 2
)
 λ′−3
(
x0λ
′ex0λ′
)
and thus
2F
(−λ′)− 2F (λ1 − λ′) 2x0λ1λ′−2ex0λ′ .
Therefore, by Lemma 8, we derive
2x0λ1λ
′−2ex0λ′ − 1
2
x20 + x0(2φ + 	) 0.
We choose x0 = 4φ + λ′−1 + 2	 to obtain
2λ1λ
′−2ex0λ′ − 1
2
λ′−1  0.
Rearranging, it follows that
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λ′
4e
exp
(−λ′(4φ + 2	)) exp(−λ′(4φ + 2	))
for λ′  4e and dK suﬃciently large. Further, solving for λ′ leads to
λ′ 
(
1
4φ + 2	
)
log
(
λ−11
)
.
Let 0 < 	  10−6. By the zero-free region bound (6) with R = 12.74, λ′−1  12.74 and thus x0 
4φ + R−1 + 2	 = 13.8456. Hence, if β ′ > 1− logL13.85L , then β ′ ∈ R for this choice of f and δ = 10−6.
We obtain the following lemma:
Lemma 9. Let β1 be an exceptional zero of ζK (s) and ′ = β ′ + iγ ′ be another zero of ζK (s) with λ′ <
1
13.85 logL and |γ ′| 1. Then either λ′ < 4e or
λ′  0.9045 log
(
λ−11
)
for dK suﬃciently large.
Under these conditions it follows that
λ′  0.9045 log
(
λ−11
)
> 4e
if λ1 < exp(− 4e0.9045 ) = 6.015645 . . . × 10−6.
Next we consider the case when λ1 is slightly larger.
5.2. λ1 medium size
Notice that
F
(−λ′)− F (λ1 − λ′)=
∞∫
0
f (t)eλ
′t(1− e−λ1t)dt
is increasing with respect to λ′ ∈ [λ1,1/2]. Therefore
2F (−λ1) − 3F (0) + f (0)(2φ + 	) 0 (66)
implies (65). In [3], Heath-Brown addressed the problem of minimizing the expression F (−λ) with
respect to f for a ﬁxed parameter λ and ﬁxed values of F (0) and f (0). Moreover, he determined
non-rigorously the optimal such f = fλ,θ , which depends on λ and another parameter θ . With this
function in hand, the minimization of (66) is equivalent to minimizing the expression
F (−λ) − 32 F (0)
f (0)
with respect to θ . It turns out that the optimal θ is the unique solution to
sin2(θ) = 3 (1− θ cot(θ)),
2
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θ = 1.272979 . . . . (67)
The function f is deﬁned as follows (see [3, Lemma 7.1]): f is chosen of the form f = g ∗ g to ensure
the positivity condition (64) for the Laplace transform F . In order to abbreviate notation, put
ζ = λ tan(θ) and dθ,λ = θζ−1 = θ
λ tan(θ)
.
We deﬁne
g(t) = gλ,θ (t) =
{
λ(1+ tan2(θ))(cos(ζ t) − cos θ) for |t| dθ,λ,
0 for |t| dθ,λ.
More explicitly, we have
f (t) = fλ,θ (t) = λ
(
1+ tan2(θ))(λ(1+ tan2(θ))(dθ,λ − t
2
)
cos(ζ t) + λ(2dθ,λ − t)
+ sin(2θ − ζ t)
sin(2θ)
− 2
(
1+ sin(θ − ζ t)
sin θ
))
(68)
for 0 t  2dθ,λ and f (t) = 0 for t  2dθ,λ . We have the speciﬁc values
f (0) = λ(1+ tan2(θ))(θ tan(θ) + 3θ cot(θ) − 3),
F (0) = 2(1+ tan2(θ))(1− θ cot(θ))2.
We shall apply f = fλ,θ in (65) for speciﬁc values of λ. It might be reasonable to expect that such a
function would be close to optimal in the inequality (65).
We now analyze (65) for various choices of λ. Let b be a ﬁxed positive number and select a ﬁxed
positive parameter λ = λb . This choice of λb completely determines the function f = fλb,θ given by
(68). For simplicity, we denote
h
(
λ1, λ
′)= 2F (−λ′)− 2F (λ1 − λ′)− F (0) + 2φ f (0).
Note that F (−λ′) − F (λ1 − λ′) increases with respect to λ1 and thus h(λ1, λ′) also increases with
respect to λ1. Hence, for all λ1 satisfying 0 λ1  b, we have
0 h
(
λ1, λ
′) h(b, λ′). (69)
Let λ′b be the solution of
h
(
b, λ′
)= 0. (70)
In fact, it may be shown that for all δ′ > 0 suﬃciently small, λ′  λ′b − δ′ . If not, there exists δ′′ > 0
such that λ′ < λ′b − δ′′ . Therefore h(b, λ′) < h(b, λ′b − δ′′) < 0. Next choose 	 so small that 	 f (0) <|h(b, λ′ − δ′′)|. This implies that
h
(
b, λ′
)+ 	 f (0) < h(b, λ′b − δ′′)+ 	 f (0) < 0
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b λ = λb λ′b log(b−1) x0 = x0(b)
10−6 0.543 12.3982 13.8155 1.4391
10−5 0.537 10.3716 11.5129 1.4552
10−4 0.526 8.2848 9.2103 1.4856
10−3 0.509 6.1120 6.9077 1.5353
0.005 0.490 4.5233 5.2983 1.5948
0.01 0.477 3.8182 4.6051 1.6383
0.02 0.462 3.1007 3.9120 1.6914
0.03 0.450 2.6764 3.5065 1.7366
0.04 0.441 2.3740 3.2188 1.7720
0.05 0.433 2.1391 2.9957 1.8047
0.055 0.429 2.0389 2.9004 1.8216
0.06 0.426 1.9474 2.8134 1.8344
0.065 0.422 1.8634 2.7333 1.8518
0.07 0.419 1.7857 2.6592 1.8650
0.071 0.418 1.7708 2.6450 1.8695
0.072 0.418 1.7562 2.6310 1.8695
0.073 0.417 1.7418 2.6172 1.8740
0.074 0.416 1.7275 2.6036 1.8785
0.075 0.416 1.7135 2.5902 1.8785
0.076 0.415 1.6996 2.5770 1.8830
0.077 0.415 1.6860 2.5639 1.8830
0.078 0.414 1.6725 2.5510 1.8876
1
12.74 = 0.0784 . . . 0.413 1.6659 2.5447 1.8921
which contradicts (65) for 	 suﬃciently small. Thus if dK is suﬃciently large with respect to 	 and
b and 0 λ1  b, then λ′  λ′b − δ′ for all δ′ suﬃciently small. We choose 	 such that δ′  10−6. We
have Table 1 (the values are truncated at the ﬁrst 4 digits). Recall that λ = λb determines the function
f = fλb,θ deﬁned by (68), λ′b is given by (70), and x0 = x0(b) = 2θλb tan(θ) determines the support of
f = fλb,θ . For each value of b, we determined λb by numerical experimentation. From this table we
are now able to derive a lower bound for λ′ . For instance if λ1 ∈ [0.078, 112.74 ], then
λ′  1.6659 1.6659
log(λ−11 )
log(0.078−1)
 0.6546 log
(
λ−11
)
.
By applying the same argument to each of the subintervals [10−6,10−5], [10−5,10−4], . . . , [0.076,
0.077], and [0.077,0.078], we deduce that λ′  0.6546 log(λ−11 ) in each of these subintervals. More-
over, glancing at the ﬁnal column of Table 1 we see that in each case x0 = x0(b) is bounded by
1.8922. Consequently, if β ′ > 1− 11.9 (logL )L −1 (or λ′ < 11.9 logL ), then β ′ ∈ R for each choice of
f = fλb,θ and δ  10−6. We thus derive our ﬁnal lemma.
Lemma 10. Let β1 be an exceptional zero of ζK (s) and ′ = β ′ + iγ ′ be another zero of ζK (s) with λ′ <
1
1.9 logL and |γ ′| 1. If 10−6  λ1  112.74 , then we have
λ′  0.6546 log
(
λ−11
)
for dK suﬃciently large.
Combining Lemmas 9 and 10 completes the proof of Theorem 4.
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