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Differentiability Properties of
Log-Analytic Functions
Tobias Kaiser and Andre Opris
Abstract. We show that the derivative of a log-analytic function is log-analytic. We prove
that log-analytic functions exhibit strong quasianalytic properties. We establish the para-
metric version of Tamm’s theorem for log-analytic functions.
Introduction
Log-analytic functions have been defined by Lion and Rolin in their seminal
paper [8]. Their definition is kind of hybrid. They are iterated compositions
from either side of globally subanalytic functions (i.e. functions definable in
the o-minimal structure Ran of restricted analytic functions) and the global
logarithm. An interesting class is formed by the constructible functions where
roughly globally subanalytic functions are composed with the logarithm on-
ce from the left. By Cluckers and Dan Miller [1], the class of constructible
functions is stable under parametric integration. From the viewpoint of logic,
log-analytic functions are definable in the o-minimal expansion Ran,exp of Ran
by the global exponential function; in fact they generate the whole structure
Ran,exp. But from the point of analysis their definition avoids the exponenti-
al function and should therefore also not exhibit properties of the function
exp(−1/x) as flatness or infinite differentiability but not real analyticity. This
seems to be obvious. But the problem is that a composition of globally sub-
analytic functions and the logarithm allows a representation by ’nice’ terms
only piecewise. Moreover the ’pieces’ are in general not definable in Ran but
only in Ran,exp as the following example shows (where the global logarithm is
extended by 0 to the real line).
Example
Let F (x, y) be the globally subanalytic function with F (x, y) = y − x if y >
x and zero else. Let f(x, y) be the log-analytic function F (x, log(y)). Then
f(x, y) = log(y)− x if y > exp(x) and zero else.
If a log-analytic function has on some ’piece’ a representation by nice terms
then on this piece the function is real analytic. But it is much harder to control
the function on the boundary of the piece as the following example indicates.
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Example
Let f(x, y) be the log-analytic function with f(x, y) = y − x/ log(y) if y > 0
and zero else. Then the following asymptotics hold. For every x 6= 0 we have
f(x,−) ∼ −1/ log(y) and f(0,−) ∼ y as y ց 0.
Hence one needs a better representation than a piecewise description by terms.
Such a good representation is given by the preparation theorems of Lion and
Rolin in [8] (see also Van den Dries and Speissegger [6]; compare also [7] for ano-
ther kind of preparation for the special class of constructible functions not in
terms of units but suitable for questions on integration). In case of log-analytic
functions it states that the log-analytic function f(x, y) where y is the last va-
riable can be piecewise written as f(x, y) = a(x)y0(x, y)
q0 · · · yr(x, y)qru(x, y)
where y0(x, y) = y − Θ0(x), y1(x, y) = log(|y0(x, y)|)− Θ1(x), . . ., the qj ’s are
rational exponents and u(x, y) is a unit of a special form. This gives roughly
that the functions f(x,−) behave piecewise as iterated logarithms indepen-
dently of x where the order of iteration is bounded in terms of f . But the
problem is that the functions a(x),Θ0(x), . . . ,Θr(x) although being definable
in Ran,exp are in general not log-analytic anymore. We will present an example
below. To be able to use the preparation theorems our initial result is the key
observation that on certain ’pieces’ which we call simple a log-analytic functi-
on can be prepared with log-analytic data only. For this one has do redo the
proof of the existing preparation result. This allows us to prove that the class
of log-analytic functions ist closed under taking derivatives.
Theorem A
Let U ⊂ Rn be open and let f : U → R be log-analytic. Let i ∈ {1, . . . , m}
be such that f is differentiable with respect to xi on U . Then ∂f/∂xi is log-
analytic.
The asymptotic behaviour of log-analytic functions given by the preparartion
results on simple sets implies strong quasianalyticity (see Miller [9] for this
result in polynomially bounded o-minimal structures).
Theorem B
Let U ⊂ Rn be a domain and let f : U → R be a log-analytic function. Then
there is N ∈ N with the following property. If f is CN and if there is a ∈ U such
that all derivaties of f up to order N vanish in a then f vanishes identically.
With the results above, we can generalize the parametric version of Tamm’s
theorem for globally subanalytic functions by Van den Dries and Miller [4] (see
Tamm [10] for the original version) to log-analytic functions by adapting their
arguments.
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Theorem C
Let f : Rn × Rm → R, (x, y) 7→ f(x, y), be a log-analytic function. Then there
is N ∈ N such that the following holds for every (x, y) ∈ Rn × Rm. If f(x,−)
is CN at y then f(x,−) is real analytic at y.
This implies in particular that the set of all x ∈ Rn such that f(x,−) is real
analytic is definable in Ran,exp and therefore o-minimal. This shows again that
the class of log-analytic functions is a proper extension of the class of globally
subanalytic functions but shares its properties from the viewpoint of analysis
and of o-minimality. The latter observation does not hold when the exponential
function comes into the game as remarked at the end of [4]. We formulate it
in the following way:
Example
Consider the function
f : R× R→ R, (x, y) 7→

|y||2x|, y 6= 0,
if
0, y = 0.
which is definable in Rexp. Then the set of all x ∈ R such that f(x,−) is
real-analytic is the set of integers.
The paper is organized as follows: In Section 1 we give the definition of log-
analytic functions and formulate elementary properties. In Section 2 we present
the preparation theorem of Lion-Rolin for log-analytic functions and prove the
pure preparation theorem on simple sets. Section 3 is devoted to the proof of
the above theorems.
Notations:
The empty sum is by definition 0 and the empty product is by definition 1.
By N = {1, 2, . . .} we denote the set of natural numbers and by N0 = {0, 1, 2, . . .}
the set of nonnegative integers. Given x ∈ R let ⌈x⌉ be the smallest integer
which is not smaller than x.
We set R>0 := {x ∈ R | x > 0}. For m,n ∈ N we denote by M(m × n,R) the
set of m × n-matrices with real entries. For P ∈ M(m × n,R) we denote by
tP ∈M(n×m,R) its transpose. Given x ∈ R\{0} we denote by sign(x) ∈ {±1}
its sign. For a, b ∈ R with a ≤ b we denote by [a, b] the closed interval and
by ]a, b[ the open interval with endpoints a, b, respectively. Denoting by | | the
euclidean norm on Rn we set Sn−1 := {x ∈ Rn | |x| = 1} and, for a ∈ Rn and
ε ∈ R>0, B(a, ε) := {x ∈ Rn | |x− a| < ε}. Given a subset A of Rn we denote
by A its closure. A domain in Rn is a nonempty, open and connected subset
of Rn.
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We use the usual o-notation and O-notation. By the symbol ∼ we denote
asymptotic eqivalence. By logk we denote the k-times iterated of the logarithm.
We assume familarity with basic facts about o-minimality as can be found in
Van den Dries [2] and basic knowledge of the o-minimal structures Ran and
Ran,exp as can be found in Van den Dries and Miller [5].
Conventions:
From now on definable means definable in the o-minimal structure Ran,exp with
parameters. A definable cell is assumed to be analytic.
1 Log-analytic functions
We give the definition of a logarithmic-analytic function (log-analytic for short)
established by Lion and Rolin in [8].
1.1 Definition
Let X ⊂ Rm be definable and let f : X → R be a function.
(a) Let r ∈ N0. By induction on r we define that f is log-analytic of order
at most r.
Base case: The function f is log-analytic of order at most 0 if f is
piecewise the restriction of globally subanalytic functions; i.e. there is a
finite decomposition C of X into definable sets such that for C ∈ C there
is a globally subanalytic function F : Rm → R such that f |C = F |C .
Inductive step: The function f is log-analytic of order at most r if the
following holds. There is a finite decomposition C of X into definable sets
such that for C ∈ C there are k, l ∈ N0, a globally subanalytic function
F : Rk+l → R and log-analytic functions g1, ..., gk : C → R, h1, . . . , hl :
C → R>0 of order at most r − 1 such that
f |C = F
(
g1, ..., gk, log(h1), ..., log(hl)
)
.
(b) Let r ∈ N0. We call f log-analytic of order r if f is log-analytic of
order at most r but not of order at most r − 1.
(c) We call f log-analytic if it is log-analytic of order r for some r ∈ N0.
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1.2 Remark
(1) A log-analytic function is definable.
(2) Let Lan be the natural language for Ran; i.e. Lan is the augmentation
of the language L of ordered rings by symbols for restricted analytic
functions. Then the log-analytic functions are precisely those definable
functions which are piecewise given by Lan(−1, ( n√...)n=2,3,..., log)-terms
(compare with Van den Dries et al. [3]).
(3) A function is log-analytic of order 0 if and only if it is piecewise the
restriction of globally subanalytic functions.
1.3 Remark
Let X ⊂ Rn be definable.
(1) Let r ∈ N0. The set of log-analytic functions on X of order at most r is
a ring with respect to pointwise addition and multiplication.
(2) The set of log-analytic functions on X is a ring with respect to pointwise
addition and multiplication.
2 Preparation of log-analytic functions
We let x = (x1, . . . , xn) range over R
n and y over R. We set pi : Rn × R →
Rn, (x, y) 7→ x.
2.1 Lion-Rolin preparation
Lion and Rolin [8] have established a preparation result for log-analytic func-
tions which we state here.
Let r ∈ N0. We let w = (w0, . . . , wr) range over Rr+1. We set pi∗ : Rn×Rr+1 →
Rn, (x, w) 7→ x.
2.1 Definition
Let r ∈ N0 and let D ⊂ Rn × Rr+1 be definable. A function u : D → R is
called a special unit on D if u = v ◦ ϕ where the following holds:
(a) The function ϕ is given by
ϕ : D → [−1, 1]s,
ϕ(x, w) =
(
b1(x)
r∏
j=0
|wj|p1j , . . . , bs(x)
r∏
j=0
|wj|psj
)
,
where s ∈ N0, pij ∈ Q for (i, j) ∈ {1, ..., s} × {0, ..., r} and b1, ..., bs are
definable functions on pi∗(D) which have no zeros.
5
(b) The function v is a real power series which converges absolutely on an
open neighbourhood of [−1, 1]s.
(c) There are d1, d2 ∈ R>0 such that d1 ≤ v ≤ d2 on [−1, 1]s.
We call b := (b1, ..., bs) a tuple of base functions for u and I :=
(
s, v, b, P
)
where
P :=

p10 · · p1r
· ·
· ·
ps0 · · psr
 ∈M(s× (r + 1),R)
a describing tuple for u.
Let C ⊂ Rn × R be definable and let r ∈ N0.
2.2 Definition
A tuple Y = (y0, ..., yr) of functions on C is called an r-logarithmic scale on
C with center Θ = (Θ0, . . . ,Θr) if the following holds:
(a) For every j ∈ {0, . . . , r} we have yj > 0 or yj < 0.
(b) The functions Θj are definable functions on pi(C) for every j ∈ {0, . . . , r}.
(c) It is y0(x, y) = y − Θ0(x) and yj(x, y) = log(|yj−1(x, y)|) − Θj(x) for
j ∈ {1, . . . , r}.
(d) There is ε0 ∈ ]0, 1[ such that 0 < |y0(x, y)| < ε0|y| for all (x, y) ∈ C
or Θ0 = 0, and for every j ∈ {1, ..., r} there is εj ∈ ]0, 1[ such that
0 < |yj(x, y)| < εj | log(|yj−1(x, y)|)| for all (x, y) ∈ C or Θj = 0.
Note that Θ is uniquely determined by Y . Note also that Y is log-analytic if
and only if Θ is log-analytic.
2.3 Definition
Let Y = (y0, . . . , yr) be an r-logarithmic scale on C. Its sign sign(Y) ∈
{−1, 1}r+1 is defined by
sign(Y) = (sign(y0), . . . , sign(yr)).
2.4 Definition
Let Y = (y0, . . . , yr) be an r-logarithmic scale on C. Let q = (q0, . . . , qr) ∈
Qr+1. We set
|Y|⊗q :=
r∏
j=0
|yj|qj .
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2.5 Definition
Let Y be an r-logarithmic scale on C. We set
CY :=
{(
x,Y(x, y)) ∣∣ (x, y) ∈ C} ⊂ Rn × Rr+1.
2.6 Definition
Let g : C → R be a function. We say that g is r-log-analytically prepared
with respect to y if
g(x, y) = a(x)|Y(x, y)|⊗qu(x,Y(x, y))
where a is a definable function on pi(C) which vanishes identically or has no
zero, Y is an r-logarithmic scale on C, q ∈ Qr+1 and u is a special unit on CY .
The function a is called coefficient of g and base functions b1, ..., bs of u are
called base functions of g. We call J := (r,Y , a, q, I) where I is a describing
tuple for u an r-preparing tuple for g.
2.7 Remark
Let g : C → R be a function. If g is r-log-analytically prepared with respect
to y then g is definable but not necessarily log-analytic.
2.8 Fact [8, Section 2.1]
Let X ⊂ Rn × R be definable and let f : X → R be a log-analytic function of
order r. Then there is a definable cell decomposition C of X such that f |C is
r-log-analytically prepared with respect to y for every C ∈ C.
Here is the promised example that the above can in general not be carried out
in the log-analytic category.
2.9 Example
Let ϕ : ]0,+∞[→ R, t 7→ t/(1 + t). Consider the log-analytic function
f : R>0 × R, (x, y) 7→ − 1
log(ϕ(y))
− x.
Then f is log-analytic of order 1 but does not allow a 1-log-analytic preparation
with log-analytic data only.
Proof:
Assume that the contrary holds. Let C be a corresponding cell decomposition.
Set ψ : ]0, 1[→ R, t 7→ t/(1− t). Then ψ is the compositional inverse of ϕ. Note
that f(x, ψ(e−1/x)) = 0 for all x ∈ R>0. Let α : R>0 → R, x 7→ ψ(e−1/x). Then
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α is not log-analytic and α(x) =
∑∞
n=1 e
−n/x for all x ∈ R>0. By passing to a
finer cell decomposition we find a cell C of the form
C :=
{
(x, y) ∈ R>0 × R>0
∣∣ 0 < x < ε, α(x) < y < α(x) + η(x)}
with some suitable ε ∈ R>0 and some definable function η : ]0, ε[→ R>0 such
that f is 1-log-analytically prepared on C with log-analytic data only. Let(
r,Y , a, q, I) be a 1-preparing tuple for f |C and let Θ = (Θ0,Θ1) be the center
of Y .
Claim: Θ0 = 0.
Proof of the claim: Assume that Θ0 is not the zero function. By the definition
of a 1-logarithmic scale we find ε0 ∈ ]0, 1[ such that |y0| < ε|y| on C. This
implies α(x) ≤ |α(x)− θ0(x)| for all 0 < x < ε. But this is not possible since
we have α = o(Θ0) at 0 by the assumption that Θ0 is log-analytic and not the
zero function. Claim
From
f(x, y) = a(x)|Y(x, y)|⊗qu(x,Y(x, y))
for all (x, y) ∈ C and limyցα(x) f(x, y) = 0 for all x ∈ ]0, ε[ we get by o-
minimality that there is, after shrinking ε > 0 if necessary, some j ∈ {0, 1}
such that limyցα(x) |yj(x, y)|qj = 0 for all x ∈ ]0, ε[. By the claim the case j = 0
is not possible. In the case j = 1 we have, again by the claim, that q1 > 0
and therefore Θ1 = log(α). But this is a contradiction to the assumption that
the function Θ1 is log-analytic since the function log(α) on the right is not
log-analytic. This can be seen by applying the logarithmic series. We obtain
that log(α(x)) + 1/x ∼ e−1/x. 
In the case of globally subanalytic functions (i.e. log-analytic functions of order
0) there is the following well known stronger result.
2.10 Remark [8, Section 1]
If f : X → R is globally subanalytic then there is a globally subanalytic cell
decomposition C of X such that f |C is globally subanalytic prepared with
respect to y for all C ∈ C; i.e.
f |C(x, y) = a(x)|y −Θ(x)|qv
(
b1(x)|y −Θ(x)|p1, . . . , bs(x)|y −Θ(x)|ps
)
where a, b1, . . . , bs,Θ : pi(C)→ R are globally subanalytic functions such that
the image of
(
b1(x)|y −Θ(x)|p1 , . . . , bs(x)|y −Θ(x)|ps
)
is contained in [−1, 1]s
and v is a real power series converging absolutely on [−1, 1]s with v([−1, 1]s) ⊂
R>0.
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2.2 Simple sets and simple preparation
Let C ⊂ Rn × R be definable and r ∈ N0.
2.11 Definition
(a) We call C r-admissible if there is an r-logarithmic scale on C.
(b) We call C r-unique if there is a unique r-logarithmic scale on C.
2.12 Definition
An r-logarithmic scale on C is called elementary if its center is vanishing.
2.13 Remark
An elementary r-logarithmic scale may not exist on C. If it exists it is uniquely
determined and log-analytic.
2.14 Definition
If C has an elementary r-logarithmic scale then we call C r-elementary. The
elementary r-logarithmic scale on C is then denoted by Yelr = Yelr,C .
For the next definition compare with the setting of [4, Section 4] and [7, Defi-
nition 3.6]. Given x ∈ Rn, we set Cx := {y ∈ R | (x, y) ∈ C}.
2.15 Definition
We call C simple if for every x ∈ pi(C) we have Cx = ]0, dx[ for some dx ∈
R>0 ∪ {+∞}.
2.16 Remark
Let C be a definable cell decomposition of Rn × R>0. Then
Rn =
⋃
{pi(C) | C ∈ C simple}.
We set e0 := 0 and er := exp(er−1) for r ∈ N. In the following we let 1/0 :=
+∞.
2.17 Proposition
Let C be simple and r-elementary and let Yelr,C = (y0, . . . , yr). Then the follo-
wing holds:
(1) supCx ≤ 1/er for all x ∈ pi(C).
(2) y0 = y, y1 = log(y), yj = logj−1(− log(y)) for j ∈ {2, . . . , r}.
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(3) sign(Yelr,C) = (1,−1, 1, . . . , 1) ∈ Rr+1.
Proof:
For x ∈ pi(C) let dx := supCx. Let (σ0, . . . , σr) be the sign of Yelr,C. We show by
induction on k ∈ {0, . . . , r} that dx ≤ 1/ek for all x ∈ pi(C), that y0 = y, y1 =
log(y), yj = logj−1(− log(y)) for all j ∈ {2, . . . , k} and that (σ0, . . . , σk) =
(1,−1, 1, . . . , 1) ∈ Rk+1.
k = 0: We have y0 = y by Definition 2.2. This gives σ0 = 1. That dx ≤ +∞ =
1/e0 for all x ∈ pi(C) is clear.
k = 1: Since y0 = y and σ0 = 1 by above we obtain according to Definition 2.2
that y1 = log(y) and that dx ≤ 1 = 1/e1 for all x ∈ pi(C). This gives σ1 = −1.
k = 2: Since σ1 = −1 we have y1 < 0. According to Definition 2.2 we get that
y2 = log(−y1) = log(− log(y)) and therefore that dx ≤ 1/exp(1) = 1/e2 and
σ2 = 1.
k → k + 1: We can assume that k ≥ 2. By the inductive hypothesis we have
yk = logk−1(− log(y)) > 0 and σk = 1. According to Definition 2.2 we obtain
that yk+1 = logk(− log(y)) and that dx ≤ 1/exp(ek) = 1/ek+1 for all x ∈ pi(C).
This gives also σk+1 = 1. 
2.18 Definition
We call C r-simple if it is simple and r-admissible.
2.19 Proposition
Let C be r-simple. Then C is r-elementary and r-unique.
Proof:
Let Y = (y0, . . . , yr) be an r-logarithmic scale on C. We show that Y is ele-
mentary and are done by Remark 2.13. Let Θ = (Θ0, . . . ,Θr) be the center of
Y . We show by induction on k ∈ {0, . . . , r} that Θ0 = . . . = Θk = 0.
k = 0: Assume that Θ0 6= 0. Then by Definition 2.2 there is ε0 ∈ ]0, 1[ such
that
|y −Θ0(x)| < ε0|y|
for all (x, y) ∈ C. Let x ∈ pi(C) such that Θ0(x) 6= 0. Then we obtain
+∞ = lim
yց0
∣∣∣1− Θ0(x)
y
∣∣∣ ≤ ε0
which is a contradiction.
k = 1: Assume that Θ1 6= 0. By the case k = 0 and Proposition 2.17 we have
y0 = y. According to Definition 2.2 there is ε1 ∈ ]0, 1[ such that
| log(y)−Θ1(x)| < ε1| log(y)|
10
for all (x, y) ∈ C. Therefore
1 = lim
yց0
∣∣∣1− Θ1(x)
log(y)
∣∣∣ ≤ ε1
for x ∈ pi(C) which is a contradiction.
k = 2: Assume that Θ2 6= 0. By the case k = 1 and Proposition 2.17 we have
y1 = log(y). According to Definition 2.2 there is ε2 ∈ ]0, 1[ such that
| log(−y1)−Θ1(x)| < ε2| log(−y1)|
for all (x, y) ∈ C. Therefore
1 = lim
yց0
∣∣∣1− Θ1(x)
log(−y1)
∣∣∣ ≤ ε2
for x ∈ pi(C) which is a contradiction.
k → k+1: We may assume that k ≥ 2. Assume that Θk+1 6= 0. By the inductive
hypothesis and Proposition 2.16 we have yk = logk−1(− log(y)). According to
Definition 2.2 there is εk+1 ∈ ]0, 1[ such that
| log(yk)−Θk+1(x)| < εk+1| log(yk)|
for all (x, y) ∈ C. Therefore
1 = lim
yց0
∣∣∣1− Θk+1(x)
log(yk)
∣∣∣ < εk+1
for x ∈ pi(C) which is a contradiction. 
2.20 Corollary
Let C be simple. Then the following are equivalent:
(i) C is r-simple.
(ii) supCx ≤ 1/er for every x ∈ pi(C).
Proof:
(i) ⇒ (ii): If C is r-simple then C is r-elementary by Proposition 2.19. By
Proposition 2.17 we obtain (ii).
(ii) ⇒ (i): Let y0 = y, y1 := log(y), yj = logj−1(− log(y)) for j ∈ {2, . . . , r}.
Then it is straightforward to see that Y := (y0, . . . , yr) is a well defined ele-
mentary r-logarithmic scale on C. 
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2.21 Definition
Let g : C → R be a function. We say that g is elementary r-log-analytically
prepared with respect to y if g is r-log-analytically prepared with elemen-
tary r-logarithmic scale.
2.22 Corollary
Let C be simple and let g : C → R be r-log-analytically prepared with respect
to y. Then g is elementary r-log-analytically prepared with respect to y.
Proof:
Since C is simple and since g has an r-log-analytic preparation we have that
C is r-simple. We are done by Proposition 2.19. 
Let q = (q0, . . . , qr) ∈ Qr+1 with q 6= 0. We set j(q) := min{j | qj 6= 0} and
σ(q) := sign(qj(q)) ∈ {±1}. Moreover, let
qdiff :=
(
q0 − 1, . . . , qj(q) − 1, qj(q)+1, . . . , qr
)
.
2.23 Remark
Let C be r-simple. Let q ∈ Qr+1 with q 6= 0. Then
lim
yց0
|Yelr,C(y)|⊗q =

0, j(q) = 0, σ(q) = +1,
+∞, j(q) = 0, σ(q) = −1,
+∞, j(q) > 0, σ(q) = +1,
0, j(q) > 0, σ(q) = −1,
2.24 Proposition
Let C be r-simple. Let q ∈ Qr+1 with q 6= 0. Then
lim
yց0
∣∣∣ ddy |Yelr,C(y)|⊗q|Yelr,C(y)|⊗qdiff
∣∣∣ = qj(q).
Proof:
Let Yelr,C = (y0, . . . , yr). We get by Proposition 2.17 that d|y0|/dy = 1 and that
for j ∈ {1, . . . , r}
d|yj|
dy
= − 1∏j−1
i=0 |yi|
.
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This gives
d
dy
r∏
j=0
|yj|qj = q0|y0|q0−1|y1|q1 · . . . · |yr|qr −
r∑
j=1
qj |yj|qj−1 1∏j−1
i=0 |yi|
∏
i 6=j
|yi|qi
= q0|y0|q0−1
∏
i>0
|yi|qi −
r∑
j=1
qj
∏
i≤j
|yi|qi−1
∏
i>j
|yi|qi.
We obtain the assertion by the growth properties of the iterated logarithms.

2.3 Pure preparation
Let C ⊂ Rn × R be definable.
2.25 Definition
Let g : C → R be a function. We say that g is purely r-log-analytically
prepared with respect to y if g is r-log-analytically prepared with respect to
y with log-analytic logarithmic scale, log-analytic coefficient and log-analytic
base functions. An r-preparing tuple for g with log-analytic components is then
called a purely r-preparing tuple for g.
2.26 Remark
Let g : C → R be a function. If g is purely r-log-analytically prepared with
respect to y then g is log-analytic.
In the next proposition and corollary we assume that r ≥ 1.
2.27 Proposition
Let C be r-simple.
(1) Let g : C → R be purely (r − 1)-log-analytically prepared with respect to
y. Then there are t ∈ N, a log-analytic function η : pi(C) → Rt and a
globally subanalytic function G : Rt × Rr → R such that
g(x, y) = G(η(x),Yelr−1,C(y))
for all (x, y) ∈ Rn × R.
(2) Let h : C → R>0 be purely (r − 1)-log-analytically prepared with respect
to y. Then there are t ∈ N, a log-analytic function η : pi(C)→ Rt and a
globally subanalytic function H : Rt × Rr+1 such that
log(h(x, y)) = H(η(x),Yelr,C(y))
for all (x, y) ∈ Rn × R.
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Proof:
(1): By Corollary 2.20 we have that C is (r− 1)-simple. By Corollary 2.22 we
have a purely (r − 1)-preparing tuple J for g of the form
J = (r − 1,Yelr−1,C, a, q, s, v, b, P )
where a, b1, . . . , bs are log-analytic functions on pi(C). Take t = s+ 1 and
η = (η0, . . . , ηs) : pi(C)→ Rt, x 7→
(
a(x), b1(x), . . . , bs(x)
)
.
Then η is log-analytic. Let z = (z0, . . . , zs) and w = (w0, . . . , wr−1). Set
α0 : R
t × Rr → R, (z, w) 7→ z0
r−1∏
j=0
|wj|qj .
For i ∈ {1, . . . , s} let
αi : R
t × Rr → R, (z, w) 7→ zi
r−1∏
j=0
|wj|pij .
Set
G : Rt × Rr, (z0, . . . , zs, w0, . . . , wr−1) 7→{
α0(z, w)v
(
α1(z, w), . . . , αs(z, w)
)
, |αi(z, w)| ≤ 1 for all i ∈ {1, . . . , s},
0, else.
Then G is globally subanalytic and we have
g(x, y) = G(η(x),Yelr−1,C(y))
for all (x, y) ∈ C.
(2): By Corollary 2.20 we have that C is (r− 1)-simple. By Corollary 2.22 we
have a purely (r − 1)-preparing tuple J for h of the form
J = (r − 1,Yelr−1,C, a, q, s, v, b, P )
where a, b1, . . . , bs are log-analytic functions on pi(C). Then a > 0. Take t =
s+ 1 and
η = (η0, . . . , ηs) : pi(C)→ Rt, x 7→
(
log(a(x)), b1(x), . . . , bs(x)
)
.
Then η is log-analytic. Let z = (z0, . . . , zs) and w = (w0, . . . , wr). Set
β0 : R
t × Rr → R, (z, w) 7→ z0 +
r−1∑
j=0
qjwj+1.
14
For i ∈ {1, . . . , s} let
αi : R
t × Rr → R, (z, w) 7→ zi
r−1∏
j=0
|wj|pij .
Set
H : Rt × Rr, (z0, . . . , zs, w0, . . . , wr−1) 7→{
β0(z, w) + log
(
v
(
α1(z, w), . . . , αs(z, w)
))
, |αi(z, w)| ≤ 1 for all i ∈ {1, . . . , s},
0, else.
Then H is globally subanalytic since log(v) is globally subanalytic and we have
log(h(x, y)) = H(η(x),Yelr,C(y))
for all (x, y) ∈ C. 
2.28 Corollary
Let C be r-simple and let g1, . . . , gk : C → R and h1, . . . , hl : C → R>0 be purely
(r−1)-log-analytically prepared with respect to y. Let F : Rk+l → R be globally
subanalytic. Then there are t ∈ N, a log-analytic function η : pi(C) → Rt and
a globally subanalytic function I : Rt × Rr+1 → R such that
F
(
g1(x, y), . . . , gk(x, y), log(h1(x, y)), . . . , log(hl(x, y))
)
= I(η(x),Yelr,C(x, y))
for all (x, y) ∈ C.
2.29 Proposition
Let C be r-simple and let i : C → R be a function. Assume that there are
t ∈ N, a log-analytic function η : pi(C)→ Rt and a globally subanalytic function
I : Rt × Rr+1 → R such that
i(x, y) = I(η(x),Yelr,C(y))
for all (x, y) ∈ C. Then there is a definable cell decomposition D of C such
that i|D is purely r-log-analytically prepared with respect to y for every simple
D ∈ D.
Proof:
We do induction on r. Let z := (z1, . . . , zt) and w := (w0, . . . , wr). We set
w′ := (w1, . . . , wr).
r = 0: We prepare I globally subanalytically with respect to the coordinate w0
and find a globally subanalytic cell decomposition E of Rt×R>0 such that for
every E ∈ E the restriction I|E is globally subanalytic prepared with respect
to w0. We find a definable cell decomposition A of C such that for every simple
15
A ∈ A there is EA ∈ E such that (η(x), y) ∈ EA for every (x, y) ∈ A. Fix a
simple A ∈ A. Since A is simple and y is plugged in for w0 we get that EA is
simple with respect to w0 and therefore by Remark 2.10 in combination with
Corollary 2.22 that I|EA is elementarily globally subanalytic prepared with
respect to w0. Hence again by Remark 2.10 we have that
I|EA = a(z)|w0|qv
(
b1(z)|w0|p1, . . . , bs(z)|w0|ps
)
where a, b1, . . . , bs are globally subanalytic functions on pi(EA). We obtain
i|C(x, y) = a(η(x))|y|qv
(
b1(η(x))|y|p1, . . . , bs(η(x))|y|ps
)
and are done.
r−1→ r: We prepare I globally subanalytically with respect to the coordinate
w0 and find a globally subanalytic cell decomposition E of Rt×R>0×Rr such
that for every E ∈ E the restriction I|E is globally subanalytic prepared with
respect to w0. We find a definable cell decomposition A of C such that for
every simple A ∈ A there is EA ∈ E such that (η(x),Yelr,C(y)) ∈ EA for every
(x, y) ∈ A. Fix a simple A ∈ A. Since A is simple and y is plugged in for w0
we get that EA is simple with respect to w0 and therefore by Remark 2.10 in
combination with Corollary 2.22 that I|EA is elementarily globally subanalytic
prepared with respect to w0. Hence again by Remark 2.10 we have that
I|EA = a(z, w′)|w0|qv
(
b1(z, w
′)|w0|p1, . . . , bs(z, w′)|w0|ps
)
where a, b1, . . . , bs are globally subanalytic functions. Denoting by c one of
these functions we have to deal with c(η(x), y1, . . . , yr). Using composition of
power series we are done with the following claim.
Claim: Let J : Rt×Rr → R be globally subanalytic. Then there is a definable
cell decomposition B of A such that for every simple B ∈ B the function
j : B → R, (x, y) 7→ J(η(x), y1, . . . , yr)
is purely r-log-analytically prepared.
Proof of the claim: Since C is r-simple we get that A is r-simple. Set
Â :=
{(
x,−1/ log(y)) ∣∣ (x, y) ∈ A}.
Then Â is (r − 1)-simple by Corollary 2.20. Set
Ĵ : Rt × Rr → R, (z, w′) 7→

α(z,−1/w1,−w2, w3, . . . , wr), w1 < 0,
if
0, else.
Then for (x, y) ∈ A we have
j(x, y) = Ĵ
(
η(x),Yel
r−1,Â
(− 1/ log(y))).
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Applying the inductive hypothesis to
ĵ : Â→ R, (x, y) 7→ Ĵ(η(x),Yel
r−1,Â
(y)
)
we are done. Claim

2.30 Theorem
Let f : Rn × R> → R be log-analytic of order r. Then there is a definable cell
decomposition C of X such that for every simple C ∈ C the cell C is r-simple
and f |C is purely r-log-analytically prepared with respect to y.
Proof:
We do induction on the log-analytic order r of f .
r = 0: Then f is piecewise globally subanalytic and we are done by Remark
2.10.
< r → r: It is enough to consider the following situation. Let g1, . . . , gk :
Rn × R → R, h1, . . . , hl : Rn × R → R>0 be log-analytic functions of order at
most r − 1 and let F : Rk+l → R be globally subanalytic such that
f = F (g1, . . . , gk, log(h1), . . . , log(hl)).
Applying the inductive hypothesis and Corollary 2.28 in combination with
Corollary 2.20 we find a definable cell decomposition C of Rn ×R>0 such that
every simple C ∈ C is r-simple and for every such C there is t ∈ N, a log-
analytic function η : pi(C)→ Rt of order at most r and a globally subanalytic
function E : Rt × Rr+1 → R, (z, w) 7→ E(z, w) such that
f |C = E(η(x),Yelr,C(x, y))
for all (x, y) ∈ C. By Proposition 2.29 we can refine the cell decomposition
such that the assertion follows. 
Note that the above result extends the Expansion Theorem of [4, Section 4]
to log-analytic functions.
3 Proof of the main results
3.1 Derivatives - Proof of Theorem A
3.1 Theorem
Let f : R × R>0 → R, (x, y) 7→ f(x, y), be log-analytic. Assume that for every
x ∈ Rn we have limyց0 f(x, y) ∈ R. Then the function h : Rn → R, x 7→
limyց0 f(x, y), is log-analytic.
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Proof:
By Theorem 2.30 we find a definable cell decomposition C of Rn×R>0 such that
for every simple C ∈ C the cell C is r-simple and f |C is purely r-log-analytically
prepared with respect to y. Let C ∈ C be a simple cell. Set g := f |C and let
J = (r,Yelr,C , a, q, s, v, b, P )
be a purely r-preparing tuple for g. Then
g(x, y) = a(x)|Yelr,C(y)|⊗qv
(
b1(x)|Yelr,C(y)|⊗p1, . . . , bs(x)|Yelr,C(y)|⊗ps
)
for (x, y) ∈ C. By the assumption, Remark 2.23 and Definition 2.1 we see that
A : pi(C)→ R, x 7→ lim
yց0
a(x)|Yelr,C(y)|⊗q,
and, for j ∈ {1, . . . , s},
Bi : pi(C)→ [−1, 1], x 7→ lim
yց0
bj(x)|Yelr,C(y)|⊗pi,
are well defined and log-analytic. We obtain that for x ∈ pi(C)
h(x) = A(x)v
(
B1(x), . . . , Bs(x)
)
.
Hence h is log-analytic on pi(C). By Remark 2.16 we get that h is log-analytic.

With the above theorem we are able to establish Theorem A.
Theorem A
Let U ⊂ Rn be definable and open and let f : U → R be log-analytic. Let
i ∈ {1, . . . , n} be such that f is differentiable with respect to the variable xi on
U . Then ∂f/∂xi is log-analytic.
Proof:
We may assume that f is differentiable with respect to the last variable xn.
We have to show that ∂f/∂xn is log-analytic. Let en := (0, . . . , 0, 1) ∈ Rn be
the nth unit vector. We define
V :=
{
(x, y) ∈ U × R>0
∣∣ x+ yen ∈ U}
and
F : V → R, (x, y) 7→ f(x+ yen)− f(x)
y
.
Then F is log-analytic. Since
∂f
∂xn
(x) = lim
yց0
F (x, y)
for x ∈ U we are done by Theorem 3.1. 
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3.2 Strong quasianalyticity - Proof of Theorem B
Let U ⊂ Rn be open and let g : U → R be a function. Let a ∈ U . The function
g is N-flat at a if g is CN at a and all partial derivatives of g of order at
most N vanish in a. The function g is flat at a if g is C∞ at a and all partial
derivatives of g vanish in a.
The asymptotic behaviour of log-analytic function on simple sets implied by
the elementary preparation gives the following (see [9] for the corresponding
result in polynomially bounded o-minimal structures).
3.2 Proposition
Let f : Rn ×R→ R, (x, y) 7→ f(x, y), be a log-analytic function. Then there is
N ∈ N such that the following holds for every x ∈ Rn: If f(x,−) is N-flat at
y = 0 then f(x,−) vanishes identically on some open interval around 0 ∈ R.
Proof:
By also considering the function f(x,−y) it is enough to show that the follo-
wing holds. There is N ∈ N such that for every x ∈ Rn with f(x,−) being
N -flat at y = 0 we have f(x, y) = 0 for all y ∈ ]0, εx[ for some εx ∈ R>0.
Let r be the log-analytic order of f . By Theorem 2.30 we find a definable cell
decomposition C of Rn × R such that for every simple C ∈ C the cell C is
r-simple and f |C is purely r-log-analytically prepared with respect to y. Let
C ∈ C be simple and let
J = (r,Yelr,C , a, q, s, v, b, P )
be a purely r-preparing tuple for f |C . We show that a vanishes identically.
Choose NC ∈ N such that NC ≥ q0. Let x ∈ pi(C). If f(x,−) is NC-flat at
y = 0 then f(x,−) = o(yNC) at y = 0. But |Yelr,C|⊗q/yNC 6= o(1) by Remark
2.22. Hence necessarily a(x) = 0.
By Remark 2.16 we are done by taking N := max{NC | C ∈ C simple}. 
With Proposition 3.2 we can prove Theorem B using familiar connectivity
arguments.
Theorem B
Let U ⊂ Rn be a definable domain and let f : U → R be a log-analytic function.
Then there is N ∈ N with the following property. If f is CN and if there is
a ∈ U such that f is N-flat at a then f vanishes identically.
Proof:
Let
V :=
{
(x, z, t, y) ∈ U × Sn−1 × R× R ∣∣ x+ (y − t)z ∈ U}
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and
F : V × R, (x, z, t, y) 7→ f(x+ (y − t)z).
Then F is log-analytic. By Proposition 3.2 there is N ∈ N such that the
following holds for every (x, z, t) ∈ U × Sn−1 × R such that (x, z, t, 0) ∈ V .
If F (x, z, t,−) is N -flat at y = 0 then F (x, z, t,−) vanishes identically on an
open interval around 0 ∈ R.
We assume that f is CN . Note that then F is CN . Let a ∈ U such that f
is N -flat at a. We show that this implies that f vanishes identically and are
done. We start with the following.
Claim: There is r ∈ R>0 such that f vanishes identically on B(a, r).
Proof of the claim: Let r ∈ R>0 be such that B(a, 4r) ⊂ U . Then
W := B(a, r)× Sn−1× ]− r, r[× ]− r, r[⊂ V.
Given z ∈ Sn−1 we have that F (a, z, 0,−) is N -flat at y = 0. Then by above
F (a, z, 0,−) vanishes on some open interval around 0. Fix z ∈ Sn−1 and let
Az be the set of all t ∈ ] − r, r[ such that F (a, z, t,−) vanishes identically on
some open interval around 0. Then Az 6= ∅ since 0 ∈ Az by above. Clearly Az
is open. Let t ∈ Az ∩ ]− r, r[. Then F (a, z, t,−) is N -flat at 0. Hence by above
F (a, z, t,−) vanishes identically on some open interval around 0. Therefore Az
is closed in ]− r, r[. Since intervals are connected we obtain that Az = ]− r, r[
and hence that F (a, z,−,−) vanishes identically on ] − r, r[× ] − r, r[. Since
z ∈ Sn−1 is arbitrary we get that f vanishes identically on B(a, r). Claim
Let X be the set of all x ∈ U such that f vanishes identically on some open
ball around x. Then X 6= ∅ since a ∈ X by the above. Clearly X is open. Let
x ∈ X ∩ U . Then f is N -flat at x. Again by the claim we get that x ∈ X .
Therefore X is closed in U . Since U is connected we obtain that X = U and
hence that f vanishes identically on U . 
3.3 Tamm’s theorem - Proof of Theorem C
With our result on pure preparation of log-analytic functions on simple sets
we can establish the parametric version of Tamm’s theorem for log-analytic
functions. For this we adapt the reasoning of Van den Dries and Miller [4].
The theorem below deals with the case of a parameterized family of unary
functions where the adaptions are most extensive.
3.3 Theorem
Let f : Rn × R → R, (x, y) 7→ f(x, y), be log-analytic. Then there is N ∈ N
such that the following holds for all x ∈ Rn: If f(x,−) is CN at 0 then f(x,−)
is real analytic at 0.
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Proof:
Let r ∈ N0 be the log-analytic order of f . By Theorem 2.30 we find a definable
cell decomposition C of Rn × R such that for every simple C ∈ C the cell
C is r-simple and f |C is purely r-log-analytically prepared with respect to
y. Fix a simple cell C ∈ C and set ηx := supCx for x ∈ pi(C). Let J =(
r,Yelr,C , a, q, s, v, b, P
)
be a purely r-preparing tuple for g := f |C. We set Y :=
Yelr,C. Let
∑
α∈Ns
0
cαX
α be the power series expansion of v. Let
Γ1 :=
{
α ∈ Ns0
∣∣ tPα+ q ∈ N0 × {0}r}
and Γ2 := N
s
0\Γ1. Set v1 :=
∑
α∈Γ1
cαX
α and v2 :=
∑
α∈Γ2
cαX
α. For l ∈ {1, 2}
let
gl : C → R, (x, y) 7→ a(x)|Y(y)|⊗qvl
(
b1(x)|Y(y)|⊗p1, . . . , bs(x)|Y(y)|⊗ps
)
.
Then g1, g2 are log-analytic and g = g1 + g2. For k ∈ N0 let
Γ1,k :=
{
α ∈ Ns0
∣∣ tPα+ q = (k, 0, . . . , 0)} ⊂ Γ1
and
dk : pi(C)→ R, x 7→ a(x)
∑
α∈Γk
cα
s∏
i=1
bi(x)
αi .
Then
g1(x, y) =
∞∑
k=0
dk(x)y
k
for (x, y) ∈ C. The series to the right converges absolutely on C and therefore
g1 extends to a well defined extension
gˆ1 : Cˆ :=
{
(x, y) ∈ Rn+1 ∣∣ x ∈ pi(C),−ηx < y < ηx}→ R,
(x, y) 7→
∞∑
k=0
dk(x)y
k,
such that gˆ1(x,−) is real analytic at 0 for every x ∈ pi(C).
Claim 1: The function gˆ1 is log-analytic.
Proof of Claim 1: Clearly Cˆ is definable. We show that gˆ1 is log-analytic
on Cˆ ∩ (Rn × R<0) and on Cˆ ∩ (Rn × {0}) and are done. For the former
let Γ1,e :=
⋃
k even Γ1,k and Γ1,o :=
⋃
k odd Γ1,k. Set v1,e :=
∑
α∈Γ1,e
cαX
α and
v1,e :=
∑
α∈Γ1,o
cαX
α. Then for (x, y) ∈ Cˆ with y < 0 we have
gˆ1(x, y) = a(x)|Y(−y)|⊗q
(
v1,e
(
b1(x)|Y(−y)|⊗p1, . . . , bs(x)|Y(−y)|⊗ps
)
−v1,o
(
b1(x)|Y(−y)|⊗p1, . . . , bs(x)|Y(−y)|⊗ps
))
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which implies the desired assertion. For the latter note that
gˆ1(x, 0) = lim
yց0
g1(x, y)
for x ∈ pi(C). We are done by Theorem 3.1. Claim1
Set
gˆ2 : Cˆ → R, (x, y) 7→ f(x, y)− gˆ1(x, y).
Then gˆ2 is log-analytic by Claim 1 and gˆ2|C = g2. Fix x∗ ∈ pi(C). Let
Λ :=
{t
Pα+ q
∣∣ α ∈ Γ2}.
Then Λ ⊂ Qr+1 \ (N0 × {0}r). For λ ∈ Λ, let
Γ2,λ :=
{
α ∈ Ns0
∣∣ tPα+ q = λ}
and
ex∗,λ := a(x
∗)
∑
α∈Γ2,λ
cα
s∏
i=0
bi(x
∗)αi ∈ R.
Then
gˆ2(x
∗,−) =
∑
λ∈Λ
ex∗,λ|Y|⊗λ
on ]0, ηx∗ [. Let
Λx∗ := {λ ∈ Λ | ex∗,λ 6= 0
}
.
If Λx∗ = ∅ then gˆ2(x∗,−) = 0 on ]0, ηx∗ [. If Λx∗ 6= ∅ there is µx∗ = (µx∗,0, . . . , µx∗,r) ∈
Λx∗ such that |Y|⊗λ = o(|Y|⊗µx∗) for all λ ∈ Λx∗ with λ 6= µx∗ .
Claim 2: Assume that Λx∗ 6= ∅. Let M ∈ N be such that f(x∗,−) is CM at 0.
Then µx∗,0 ≥M .
Proof of Claim 2: Assume that µx∗,0 < M .
Case 1: µx∗,0 ∈ N0.
Then m := µx∗,0+ 1 ≤M . Differentiating g2 m-times with respect to y we see
with Proposition 2.24 (note that µx∗ 6= 0) that there is β = (−1, β1, . . . , βr) ∈
Qr+1 such that
lim
yց0
∂mg2/∂y
m(x∗, y)
|Y(y)|⊗β ∈ R
∗.
Since gˆ2(x
∗,−) = f(x∗,−)− gˆ1(x∗,−) is CM at 0 we obtain that
lim
yց0
∂mgˆ2
∂ym
(x∗, y) =
∂mgˆ2
∂ym
(x∗, 0) ∈ R,
which contradicts that gˆ2(x
∗,−) extends g2(x∗,−).
22
Case 2: µx∗,0 /∈ N0.
Then m := ⌈µx∗,0⌉ ≤ M . Differentiating g2 m-times with respect to y we see
with Proposition 2.24 (note that µx∗ 6= 0) that there is β = (β0, β1, . . . , βr) ∈
Qr+1 with β0 < 0 such that
lim
yց0
∂mg2/∂y
m(x∗, y)
|Y|⊗β ∈ R
∗.
But gˆ2(x
∗,−) = f(x∗,−)− gˆ1(x∗,−) is CM at 0. We get the same contradiction
as in Case 1. Claim2
Claim 3: Let M ∈ N be such that f(x∗,−) is CM at 0. Then gˆ2(x∗,−) is
(M − 1)-flat at 0.
Proof of Claim 3:
Case 1: Λx∗ = ∅.
Then gˆ2(x
∗,−) = 0 on ]0, ηx∗[ and we are clearly done.
Case 2: Λx∗ 6= ∅.
By Claim 1 we obtain that µx∗,0 ≥ M . Hence we obtain by Proposition 2.24
and Remark 2.23 that
lim
yց0
∂mg2
∂ym
(x∗, y) = 0
for all m ∈ {0, . . . ,M − 1}. Since gˆ2(x∗,−) = f(x∗,−)− gˆ1(x∗,−) is CM at 0
and since gˆ2(x
∗,−) extends g2(x∗,−) we are done. Claim3
Since gˆ2 is log-analytic we find by Proposition 3.2 some KC ∈ N such that the
following holds for every x ∈ pi(C). If gˆ2(x,−) is KC-flat at y = 0 then gˆ2(x,−)
vanishes identically on some open interval around 0. Set NC := KC+1. Assume
that f(x,−) is CNC at 0. Then by Claim 3 gˆ2(x,−) is KC-flat and hence by the
above that f(x,−) = gˆ1(x,−) on some open interval around 0. Since gˆ1(x,−)
is real analytic at 0 we get that f(x,−) is real analytic at 0. By Remark 2.16
we are done by taking
N := max{NC | C ∈ C simple}.

3.4 Corollary
Let f : Rn × R → R, (x, y) 7→ f(x, y), be log-analytic such that f(x,−) is real
analytic at 0 for every x ∈ Rn. Then there is a definable cell decomposition B
of Rn such that B → R, x 7→ dk/dykf(x, 0), is real analytic for every B ∈ B
and every k ∈ N0.
Proof:
Using the notation of the previous proof we have f(x, y) = gˆ1(x, y) for all
(x, y) ∈ C where C is a simple cell of the constructed cell decomposition C.
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Since functions definable in Ran,exp are piecewise real analytic (see [5, Section
4]) we find a cell decomposition D of pi(C) ⊂ Rn such that the coefficient a
and the base functions b1, . . . , bs are real analytic on every D ∈ D. Hence on
each D ∈ D the coefficients dk of gˆ1 are real analytic for every k ∈ N0. Since
dk/dykf(x, 0) = k!dk(x) we are done by Remark 2.16. 
Now we can finish as in [4, Section 5]. For the reader’s convenience we give the
details.
Let U ⊂ Rn be open and let g : U → R be a function. Let a ∈ U . Let k ∈ N.
Then g is called k-times Gateaux-differentiable or Gk at a if y 7→ g(a+yz)
is Ck at y = 0 for every z ∈ Rn and z 7→ (dkg(a + yz)/dyk)(0) is given by a
homogeneous polynomial in z of degree k. The function g is called G∞ at a if
g is Gk at a for every k ∈ N. The following holds:
3.5 Fact [4, Proposition 2.2])
Let U ⊂ Rn be open and let g : U → R be a function. Let a ∈ U . The following
are equivalent.
(i) The function g is real analytic at a.
(ii) The function g is G∞ at a and there is ε ∈ R>0 such that for every
z ∈ Rn with |z| ≤ 1 the function y 7→ g(a + yz) is defined and real
analytic on ]− ε, ε[.
3.6 Proposition
Let f : Rn×Rm → R, (x, u) 7→ f(x, u), be a log-analytic function and let k ∈ N.
Then there is a log-analytic function wk : R
n × Rm × Rm → R, (x, u, v) 7→
wk(x, u, v), such that the following is equivalent for every (x, u) ∈ Rn × Rm.
(i) The function f(x,−) is Gk at u.
(ii) It is wk(x, u, v) = 0 for every v ∈ Rm.
Proof:
For k ∈ N let Wk be the set of all (x, u) ∈ Rn×Rm such that y 7→ f(x, u+ yv)
is k-times differentiable in 0 for every v ∈ Rm. We define
Φk : R
n × Rm × Rm → R, (x, u, v) 7→

dkf(x,u+yv)
dyk
(0), (x, u) ∈ Wk,
if
1, (x, u) /∈ Wk.
Then Φk is log-analytic by Theorem A. Let ν(k) be the dimension of the real
vector space of homogeneous real polynomials of degree k in the variables V :=
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(V1, . . . , Vm) and let M1(V ), . . . ,Mν(k)(V ) be the homogeneous monomials of
degree k in V . There are points pk,1, . . . , pk,ν(k) ∈ Rm and linear functions
a1, . . . , aν(k) : R
ν(k) → R such that for all s := (s1, . . . , sν(k)) ∈ Rν(k)
Pk(s, V ) :=
ν(k)∑
j=1
aj(s)Mj(V ) ∈ R[V ]
is the unique homogeneous polynomial of degree k with Pk(s, pk,i) = si for all
i ∈ {1, . . . , ν(k)} (see [4, Section 2.3]). Set
wˆk : R
n × Rm × Rm → R, (x, u, v) 7→ Pk
(
Φk(x, u, pk,1), . . . ,Φk(x, u, pk,ν(k)), v
)
and wk := wˆk −Φk. Then wk is log-analytic. We show that it fulfils the requi-
rements.
(i)⇒ (ii): Let (x, u) ∈ Rn×Rm be such that f(x,−) is Gk at u. Then (x, u) ∈
Wk and v 7→ Φk(x, u, v) is a homogeneous polynomial of degree k. By the
definition of wˆk we have wˆk(x, u, pk,i) = Φk(x, u, pk,i) for all i ∈ {1, . . . , ν(k)}.
By the uniqueness of Pk we obtain that
wˆk(x, u, v) = Pk
(
Φk(x, u, pk,1), . . . ,Φk(x, u, pk,ν(k)), v
)
= Φk(x, u, v)
and therefore wk(x, u, v) = 0 for all v ∈ Rm.
(ii) ⇒ (i): Let (x, u) ∈ Rn × Rm be such that wk(x, u, v) = 0 for all v ∈ Rm.
Then Φk(x, u, v) = wˆk(x, u, v) for all v ∈ Rm and therefore v 7→ Φk(x, u, v) is
a homogeneous polynomial of degree k. Since k ≥ 1 it is not constant. Hence
we get that (x, u) ∈ Wk and consequently f is Gk at u. 
3.7 Proposition
Let f : Rn × Rm → R, (x, u) 7→ f(x, u), be a log-analytic function. Then there
is N ∈ N such that the following holds for every (x, u) ∈ Rn × Rm. If f(x,−)
is GN at u then f(x,−) is G∞ at u.
Proof:
By Theorem 3.3 there is K ∈ N such that the following holds for every
(x, u, v) ∈ Rn×Rm×Rm. If y 7→ f(x, u+yv) is CK at 0 then y 7→ f(x, u+yv)
is real analytic at 0. Letting as in the previous proof Wk for k ∈ N to be the
set of all (x, u) ∈ Rn × Rm such that y 7→ f(x, u + yv) is k-times differen-
tiable at 0 for every v ∈ Rm we get that Wk = WK for all k ≥ K. Letting
also Φk for k ∈ N be as in the previous proof and dealing with Φ1, . . . ,ΦK−1
we find by Corollary 3.4 a definable cell decomposition C of Rn × Rm × Rm
such that Φk|C is real analytic for every C ∈ C and all k ∈ N. Constructing
wk : R
n × Rm × Rm → R, (x, u, v) → wk(x, u, v) for k ∈ N as in the previous
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proof we see that wk|C is real analytic for every k ∈ N. By Tougeron [11] (see
also [4, Proposition 1.6]) we find for every C ∈ C some NC ∈ N such that⋂
k∈N
{
(x, u, v) ∈ C ∣∣ wk(x, u, v) = 0} = ⋂
k≤NC
{
(x, u, v) ∈ C ∣∣ wk(x, u, v) = 0}.
Let N := max{NC | C ∈ C}. Then⋂
k∈N
{
(x, u, v) ∈ Rn × Rm × Rm ∣∣ wk(x, u, v) = 0} =
=
⋂
k≤N
{
(x, u, v) ∈ Rn × Rm × Rm ∣∣ wk(x, u, v) = 0}.
Hence for every (x, u) ∈ Rn ×Rm we have that f(x,−) is G∞ at u if and only
if wk(x, u, v) = 0 for all k ∈ N and all v ∈ Rm if and only if wk(x, u, v) = 0 for
all k ∈ {1, . . . , N} and all v ∈ Rm if and only if f(x,−) is GN at u. 
Theorem C
Let f : Rn × Rm → R, (x, y) 7→ f(x, y), be a log-analytic function. Then there
is N ∈ N such that the following holds for every (x, y) ∈ Rn × Rm. If f(x,−)
is CN at y then f(x,−) is real analytic at y.
Proof:
By Proposition 3.7 there is N1 ∈ N such that if f(x,−) is GN1 at y then
f(x,−) is G∞ at y. Let F : Rn×Rm×Rm×R→ R, (x, y, z, t) 7→ f(x, y+ tz).
By Theorem 3.4 there is N2 ∈ N such that if F (x, y, z,−) is CN2 at 0 then
F (x, y, z,−) is real analytic at 0. Taking N := max{N1, N2} we are done by
Fact 3.5. 
3.8 Corollary
Let f : Rn × Rm → R, (x, y) 7→ f(x, y), be a log-analytic function. Then the
set of all (x, y) ∈ Rn × Rm such that f(x,−) is real analytic at y is definable.
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