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1. INTRODUCTION 
A number of authors have posed applications that lead to functional 
differential equations (FDE) with state dependent delays (that is, delays 
which depend upon the unknown solution). For instance Cooke [5] has 
pointed out that population models and infection models lead, in simple 
cases, to the equation 
u’(t) + a . u(t - r(u(t))) = 0 
r(U) > 0, Y(0) = 0, a > 0. 
Cooke discussed the appropriateness of this model, and he presented some 
asymptotic theory. As early as 1960 Driver [8-111 pointed out that the two 
body problem of classical electrodynamics is properly modeled as an FDE 
with state dependent delays. Furthermore, he was (to the best of our knowl- 
edge) the first author to present an existence and uniqueness theory for such 
equations. 
The growth of interest in FDE has been stimulated by their wide-spread 
applications. Various forms of FDE provide the basis for mathematical 
models in numerous areas, including neural network theory, theory of 
learning, epidemiology, pharmacokinetics, and time lag control processes. 
For more detailed study of applications of FDE see [27]. 
In this paper we shall consider the scalar equation 
$4 =f(4 x(t), 444 44))) for t E [a, b] (l.la) 
44 = 40) for t E [a, u], (l.lb) 
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where 
z = min (~.(t, x(t)) for t 6 [a, h]. (1.2) 
Let ~(t, x(t)) < t be defined and continuous on [u, b]; m is called the retarding 
function, and t - c~(t, x(t)) is called the Zag function; 4(t) is a given initial 
function defined and continuous on [a, u]. When 5 == a, q4 need only be 
defined at t = a, and 4(a) is referred to as the initial value. 
iz function x(t) is said to be a solution to Eqs. (1 .I) provided: 
(i) x(t) is a continuous extension of + on [a, 61, 
(ii) a(t, x(t)) < t for t E [a, b], and 
(iii) k(t) satisfies (l.la) for t E [a, b], where a right-hand derivative is 
used at t =-: a. 
We shall refer to Eqs. (1.1) as the retarded ordinary differential equation 
(RODE) with state dependent lag (SDL), or for brevity the RODE problem 
(1.1). 
Special cases of the RODE problem (1.1) have received much attention 
during the past several decades. See Bellman and Cooke [2], El’sgol’ts [12], 
Kamenskii et al. [22], Myshkis [23], Myshk is and El’sgol’ts [24], Oguztijreli 
[26], and Zverkin et al. [28], for extensive bibliographies and comprehensive 
surveys of the literature. Recently equations with SDL have received con- 
siderable attention. See Cooke [3-61, G rimm [16], Hale [17], Hale and Cruz 
[18-191, Halanay and Yorke [20], and Jones [21]. 
Even if the functions f, 01, and 4 are analytic in their arguments, jump 
discontinuities can occur in various derivatives of the solution x(t) to the 
RODE ( 1.1). See Example 1.1, below. It is well known that the locations of 
these jump points depend upon the retarding function OL and upon the loca- 
tions of preceding jump points. In the case of SDL problems, these locations 
also depend upon the (unknown) solution. Consequently, the points of 
discontinuity in various derivatives of x(t) cannot necessarily be determined 
a priori. 
EXAMPLE I. 1. Consider 
R(t) = (I/t) x(t) x(ln x(t)) for t > 1 
x(t) = 1 fort < 1. 
Without knowing the solution to this problem (and one does not for more 
general examples), it is virtually impossible to predict that @J(t) has jumps 
at t = e (for p > 2) and at t = ea (for p > 3). The unique solution is 
x(t) = t l<t<e 
= exp(t/e) e < t < e2. 
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By integration by steps, the solution can be continued further, at least to 
t m exp(2.82). 
This paper studies aspects of the smoothness of solutions to RODE pro- 
blems with SDL and characterizes the nature and location of the jump 
discontinuities. Theorem 2.1 shows how the degree of smoothness of x(t) 
depends upon the “left-handed” multiplicity of appropriate zeros of parti- 
cular shifts of the retarding function 01. The smoothness also depends upon 
whether this multiplicity is even or odd. Section 3 classifies jump points and 
analyzes their propagating effect. Clearly, the classical smoothing property 
of constant delay problems need not necessarily apply to variable delay or to 
state dependent delay problems. However, the property of smoothing is 
generalized by noting (Section 4) that the jump points form a directed 
graph on which each chain exhibits classical smoothing. The machinery for 
constructing the graph is developed in Section 3 where generalized smoothing 
is defined. Section 4 gives a broad overview of this paper and can be read in 
conjunction with the rest of the paper. 
In sequel work the authors apply the results of this paper to the develop- 
ment and analysis of high-order methods for the numerical solution of SDL 
problems. The convergence properties of such methods depend critically 
on the degree of smoothness of x(t) and on the location of the appropriate 
jumps. Interested readers are referred to [15, 25, 141, as well as to Cooke and 
List [7]. 
2. PROPAGATION OF JUMPS 
The following five definitions introduce concepts that will be used 
repeatedly. Let x(t) be the solution to (1.1). 
DEFINITION 2.1. The initial function 4(t) of (1.1 b) will be called J-incom- 
patible provided J > 1 is the least integer such that dcJ)(a - 0) # #)(a + 0). 
If no such finite J exists, then 4 will be called compatible. 
DEFINITION 2.2. Let Y be a real number in the range of ol(t, x(t)) for 
t E [a, b]. Denote g(t) = cr(t, x(t)) - Y. 2 will be called a (left-handed) zero 
of multiplicitv m of g(t) provided 
(9 g(z) = 0, 
(ii) g(“)(Z-) exists from the left, 
(iii) m > 1 is the least integer such that g(“)(Z-) # 0. 
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DEFINITION 2.3. Let a < c < b and let u(t) be a function with p > 0 
continuous derivatives on [a, c]. The function *u(t) defined on [a, b] will be 
said to be a CP extension of u(t) from [a, c] to [a, b] provided: 
(i) *u(t) = U(t), for all t E [a, c] 
(ii) “u(t) has p continuous derivatives on [a, 61. 
DEFINITION 2.4. A function u(t) will be said to change sign at a point 
t = 2 provided there exists an open interval U containing 2 on which for all 
t E U either 
u(t) < 0, for t < 2 u(t) > 0, for t < 2 
= 0, for t = 2, or =O, fort =Z 
> 0, fort > 2 < 0, for t > 2. 
DEFINITION 2.5. The RODE problem (1.1) has continuity class p > 1 
if and only if the following hold over the appropriate domains: 
(i) f is continuous in its first argument and is uniformly Lipschitz 
continuous in its second and third arguments. 
(ii) All of the mixed partial derivatives fipi,* are continuous for all 
i+j+k<p- 1 (fori>O,j>O,andK>O). 
(iii) All of the mixed partial derivatives oli,j are continuous for all 
i+j<p(fori>Oandj>O). 
(iv) 4 E C”-l[& u]. +(a) = X(U) by (l.lb), however #j)(a) need not 
necessarily equal H(u) for any j > 1. 
Theorem 2.1, below, is the first main result. Its proof is located at the end 
of this section. 
THEOREM 2.1. Let the RODE problem (1.1) huwe continuity class p > 1. 
Let Y E [a, b) and an integer y E [ 1, p] be such that x(g) is continuous at t = Y 
for 0 < q - y - 1. Let x(P) be continuous on the intervals [Y - 1, Y] and 
[Y, Y + [] fey some 5 > 0. Assume there exists a least numbs 2 E (Y, b) such 
that Z is a zero of ol(t, x(t)) - Y, and let its integer multiplicity be m > 1. Then 
x(q) is continuous at t = Zfor all q where 
(0 O<q<P if WtiSC?Vt% 
(ii) 0 < q < min(p, m * y) ;f m is odd. 
Remark 2.1 Even if y is maximal, note that x(t) may have more continu- 
ous derivatives than guaranteed by Theorem 2.1 (see Example 2.2). If k is 
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the lowest order derivative of x with a jump discontinuity at t = Y, then 
Theorem 2.1 implies that xk is continuous at t = 2; that is, K + 1 
is the lowest order derivative of x that can possibly have a jump discon- 
tinuity at t = 2. This point will be used in the proof of Theorem 3.1. If 
or(t, x(t)) is strictly increasing in t, then this process is called smoothing. If 01 
is not strictly increasing, smoothing need not necessarily occur. See Remark 
3.1 for generalized smoothing. When (Y is state dependent, note that the 
degree of smoothness as well as the location of derivative jump points cannot 
be determined without knowing a priori the solution x(t). This poses very 
challenging numerical analysis problems (see [15, 251). 
The following three examples illustrate various aspects of the above 
theorem. Example 2.1 illustrates the sharpness of the above result for RODE 
with SDL. Example 2.2 shows that a higher degree of continuity can occur 
when certain partial derivatives off are zero at critical points (as can be 
expected from remarks prior to Eq. (2.10)). Finally, when m is even and f and 
01 are analytic, Example 2.3 shows that we can obtain a unique analytic solu- 
tion. 
EXAMPLE 2.1. 
f(t) = x(t) + x(x(t) - (t - 2) - 4 . (t - 2)“) - l/e for t >, 1 
x(t) =4(t) = I/e fort < 1. 
The solution is 
x(t) = exp(t - 2), l<t<2 
= B(t), 2<t<2+K 
where K is some positive number, and B(t) is the solution to the ODE 
B(t) = B(t) + exp(A(t) - 2) - l/e; B(2) = 1 
where A(t) = B(t) - (t - 2) - +(t - 2)2. 
By successive differentiation of the ode for B(t), one can calculate 
derivatives of its solution at t = 2 from the initial condition. It then can 
be observed that x(t) will have its first three derivatives continuous at t = 2 
and that a fourth derivative jump discontinuity occurs at t = 2. This cor- 
responds to Theorem 2.1 with Y = a = 1, 2 = 2, m = 3, p arbitrary, and 
(since the initial function is l-incompatible) y = 1. 
EXAMPLE 2.2 
2(t) = -3(t - 1)2X(X(t)) forO<t<2 
x(t) 3 C(t) zz -1 for t < 0. 
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The solution is 
x(t) = (t - I)“, 0<t<l 
= 1 - (2(t - 1)3 + 1)-l/a, 1 <t<2. 
Again m = 3 and y = 1; however, x(t) has its first five derivatives at t --- 1 
continuous and a jump in the 6th derivative. This indicates a higher degree of 
smoothness than suggested by Theorem 2.1. The reason for this extra 
smoothness is the fact that the partial off with respect to its third argument 
is -3(t - l)a, which is doubly zero at t = 1. Hence, at t = 1, instead of 
a fourth derivative jump discontinuity, there are discontinuities only in the 
sixth and higher-order derivatives. 
EXAMPLE 2.3. (Even multiplicity with Cm solution) 
i(t) = (cos t} x(x(t) - 2) on LO, a), 
x(t) --+6(t) = 1 for t < 0. 
The solution is 
x(t) = sin t + 1 on LO, 00). 
Observe that tj = 7rj2 + 2nj for any integerj > 0 is a zero of a(t, x(t)) - 0 = 
x(t) - 2 = sin t - 1. Since these points tj are zeros of even multiplicity, they 
are not jump points of any derivative. This illustrates Theorem 2.1 with 
m=2andp=oO. 
We now proceed with the proof of Theorem 2.1. It requires four lemmas 
and two propositions. Those who wish to omit such technical details upon 
their first reading should proceed directly to Section 3 where the ramifications 
of Theorem 2.1 are explored. 
LEMMA 2.1. Let 2 E [c, d] C [a, b]; let x(t) be continuous on [a, b] and have 
p continuous derivatives on the intervals [c, Z] and [Z, d], but not necessarily 
on [c, d]; and, let 01 havep continuous partial derivatives on [c, d] x [x(Z) - 5, 
x(Z) + [] for some 5 > 0. Let YE [a, b) and assume Z > Y is a zero of integer 
multiplicity m <p of cd(t, x(t)) - Y, and that *x is a CP extension of x from 
[c, Z] to [c, d]. Then 
(i) a(t, *x(t)) - I’ changes sign at t = 2 if and only if m is odd. 
(ii) a(t, *x(t)) - Y is nonzero and of one sign in some deleted neighborhood 
of Z if and only if m is even. 
Proof. Let *g(t) = a(t, *x(t)) - Y and g(t) = or(t, x(t)) - Y. It follows 
from the differentiability hypotheses on 01 that *g is a Cp extension of g from 
[c, Z] to [c, d]. By Taylor’s theorem there exists an s between t and Z such that 
*g(t) = (t - Z)m *gcm)(s)/m! (2.1) 
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Since g(“)(Z - 0) # 0 and since *g(@ is continuous at t = 2, there exists 
some neighborhood U of 2 where *gtm) is either negative or positive. Equation 
(2.1) now implies for all t E U that: 
(i) If m is odd, then sign *g(t) = sign(t - Z) . sign *g(“)(t). 
(ii) If m is even, then sign *g(t) = sign *g(“)(t). 
Since m is an integer and thus either even or odd, the desired conclusion 
follows. n 
Under liberal hypotheses the following propositions extend the above result 
to ol(t, x(t)) - Y despite possible derivative discontinuities at t = Z. 
PROPOSITION 2.1. Let the RODE prob2em (1 .l) have continuity class 
p > 1. Let Y E [a, b), and let there exist a Z E (Y, b) such that Z is a zero of 
integer multiplicity m < p of g(t), where g(t) = or(t, x(t)) - Y. Assume for 
some 5 > 0 that X(P) exists and is continuous on each of the intervals [Y - 5, Y], 
[Y, Z], and [Z, b], but not necessarily continuous on [Y - 5, b]. If m is odd, then 
the following conditions are equivalent. 
(i) g(t) changes sign at Z 
(ii) Z is not a cluster point of zeros of g(t). 
Note. If g is locally strictly monotone at Z, then clearly (i) holds. Of 
course the converse is false. 
Proof. By Definition 2.4 clearly (i) implies (ii). For the converse since m 
is odd, Lemma 2.1 implies that there exists a f1 > 0 such that either g(t) > 0 
or g(t) < 0 for all t ~1~ G [Z - t1 , Z). We shall show that if either case 
holds, then (ii) implies (i). Assume g(t) < 0 for t ~1~ . If (ii) holds, there 
exists a .$, > 0 such that g(t) > 0 or g(t) < 0 for all t ~1~ E (Z, Z + &I. 
If the former case holds, we are done. To arrive at a contradiction, assume 
the latter case. Henceg(t) < 0 for t E I1 u {Z} u I, . Let v(t) be the restriction 
of x to I0 I=_ [Y - 5, Y]. Th ere exists a 5 satisfying 0 < < < min([, , E,) 
such that for every t E I z [Z - [, Z + E] we haveg(t) + Y := a(t, x(t)) E 1s . 
Consequently, for t E 1, x(t) satisfies the relation 
n(t) = f (t, x(t), v(@, x(t)). (2.2) 
Thus, k(t) is the composition of 0-l functions on I; therefore, x E Cp(l). 
Since m is odd, Lemma 2.1 implies g changes sign at Z, the desired contra- 
diction, and (ii) implies (i) for the case g(t) < 0 on I1 . Identical arguments 
show (ii) implies (i) when g(t) > 0 on Ii . n 
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PROPOSITION 2.2. Assume the hypotheses of Proposition 2. I hold. Then m 
is even if and only if there exists a deleted neighborhood U of Z on which either 
g(t) > 0 for every t E U, 
OY 
g(t) -=I 0 for every t E U. 
Proof. Assume m is even. By Lemma 2.1 there exists an [r > 0 such that 
either 
(4 *g(t) = g(t) < 0 for all t E II = [Z - <, , Z) 
or 
(b) *g(t) = s(t) > 0 for all t E I, . 
Assume the former case holds, and let *x be a CP extention of x from 
I,, G [Y - 5, Y] to [Y - 5, Z]. Define v(t) = x(t) for t E [a, Z] and con- 
tinue v(t) for t > Z by the ODE 
(*I W = f (t, v(t), *x(4, v(t)))) on [Z, Z + 81 for some 5 > 0 
with v(Z) = x(Z). By the continuity of g(t) G a(t, x(t)) - Y, there exists a 
[s < fI such that t E Is = [Z - fz , Z] implies a(t, x(t)) E I,, However, for 
t E I,, , x(t) = *x(t); consequently x(t) for t E I, satisfies the relation (*) since 
2(t) = f (t, x(t), x(44 x(t)))) = f (t, x(t), *x(+, x(t)))). 
By induction and repeated differentiation of (*) one has x(Q)(Z-) = v(@(Z+); 
0 < q <p. Since v(t) = x(t) for t E [a; Z], then v(t) is a CP extension of x(t) 
from I, to [Z - & , Z + [I. Consequently, *g(t) = ol(t, v(t)) - Y is a 
CP extension of g(t) from I, to [Z - Es , Z + 8. Recall that m is even and 
g(t) < 0 on II . Hence by Lemma 2.1 *g(t) is nonzero and negative in some 
deleted neighborhood of Z. This plus the continuity of *g imply that there 
exists an interval 1s = [Z - Es , Z + &] such that 
for all t E 1s 
Let 7 = min(t, 6, , 5,). For t EI= [Z - 7, Z + 71, 
v(+ v(t)) = x(+, v(t)) = *&+, e)(t)>, 
and therefore 
e’(t) = f (4 v(t), v@(t, v(t)))) fortEI. 
Hence v(t), as an extension of x(t), satisfies the RODE problem (1.1) on 
[a, Z + +J. Since the solution to (1.1) is unique (see Driver [9, p. 326]), 
x(t) E v(t) fortEI. 
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This implies 
(4 x(t) E cw 
(b) *g(t) = g(t) on 1. 
The latter and case (ii) of Lemma 2.1 imply that g(t) is nonzero and negative 
on a deleted neighborhood of 2, as desired for the case g(t) < 0 on I1 . 
For the remaining case, g(t) > 0 on I1 , a similar type of argument (omitted) 
shows that g(t) > 0 on a deleted neighborhood of 2. This establishes the 
desired result when m is even. 
To obtain a contradiction and thus establish the converse, suppose that m 
were odd when g(t) is nonzero and of one sign in some deleted neighborhood 
U of 2. Then conclusion (i), and hence conclusion (ii), of Proposition 2.1 
would both fail to hold. Hence 2 would be a cluster point of zeros of g(t), 
which contradicts the assumption that g(t) is nonzero in U. Thus, m is 
even. n 
It is now possible to characterize jump points of the solution to the RODE 
problem (1 .l) with a series of results that describe the location and nature of 
derivative discontinuities. It will be necessary to employ the following 
technical lemmas which describe the general kth derivative of composite 
functions. 
For k 3 1 let ok be defined over all q-tuples of positive integers with 
il + ... + i, = k by the following recursion relationship: 
(i) o,(k) = 1 
(ii) ua+l(il ,..., ij , k - q + 1) = (“,! uq(il ,..., ii) 
where 
q = i1 + ..* + ij . 
Let W(t) be a vector valued function of t, and let U be a scalar function 
defined on the range of W. Set v(ct) = U’(W(t)). Let VU denote the gradient 
of U. Use the above notation in the following lemma. 
LEMMA 2.2. Assume U has its pth order partial derivatives continuous in 
the range of W(t) for t in some domain G. Let the vector function W(t) have a 
continuous pth derivative in G. Then for k < p 
@I)(,) = 5 c Q(... V(Vjy o WW) o w(h) ..*) c w(G) (2.4) 
q=l 
where the second sum is taken over all q-tuples of positive integers that sum to k 
and where o is vector dot product. 
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Proof. The proof follows from tedious but straightforward inductive 
arguments using the rules of vector calculus. The result is also a special case 
of formula 1.4 of Abraham and Robbin [I, p. 31. (Equation (2.3) above 
corrects a misprint in their result.) n 
The next lemma gives a formula proven in 1876 by Faa di Bruno [ 131 for 
the kth derivative of a composite of two functions of one variable. 
LEMMA 2.3. Assume wck)(t) exists for t E [A, B], and assume xo;)(t) exists 
for t in the range w(s) for s E [A, B]. Let 4(t) = x(w(t)). Then 
where 
$P’(t) = i WkQX( Q’(w (2.5) 
Q=l 
='kQ =~J$$--J (2.6) 
where the sum is taken over all k-tuples of nonnegative integers ( j, ,..., j,) that 
satisfy the following two conditions: 
(9 .i+j,+ . ..+jk=Q , 
(ii) jr + 2ja + *.. + kjlc =: k. 
LEMMA 2.4. Let u(t) be a continuous function of t except at t = 7 where it 
has a simple jump discontinuity. Let v(t) be a continuous function of t in a 
neighborhood of 7 such that V(T) = 0. Then the function u(t) v(t) is continuous in 
a neighborhood of t = T and at t = T. 
Proof. Simply note that lim,,,, v(t) u(t) = 0 and lim,,,- w(t) u(t) = 0, 
and the desired result follows. n 
Proofof Theorem2.1. LetA=Z--andB=Z+~where~>Oand 
where 
y -- 5 < 4, x(t)) < Y + 5 for A < t < B. 
Let w(t) = m(t, x(t)) and let 
W(t) = (4 4th x(46 x(t)))). (2.7) 
Apply Lemma 2.3 to obtain the third argument of the formal derivative 
W’“) and let c&l) denote (d/dt) a(t, x(t)): 
W(l)(t) = (1, x(l)(t), X(l)(oi) c%(l)) ( 2.8) 
W(k)(t) = 0, x’“‘(t), i i vkQx(Qya) fork > 2 (2.9) Q=l 
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where vko is defined by Eq. (2.6). Note that zu(j)(r) will involve derivatives of 
x at t of order < j. Consider Eq. (2.4) with Wtk)(t) defined above, with U = f, 
and with x(t) = v(t). 
@+l)@) = i c Q(... V(Vfo W(G) o w(4 . ..) o w(G). (2.4’) 
q=1 
Observe that the highest-order derivative of W occurs when q = 1 in Eq. 
(2.4’). (The term is Vf 0 W(“)). Consequently the highest-order derivative of x 
in any term on the right side of Eq. (2.4’) is the kth derivative. Since x(t) 
is continuous on [a, b] (see Driver [9]), it follows from Eq. (2.4’) that k(t) = 
G(t) is the composition of continuous functions, hence itself continuous, 
at t = 2. Since the RODE has continuity class p 3 1, it is easy to show by 
induction from Eq. (2.4’) that xfk) is continuous at t = Z for all K < y since 
y <p. (The induction terminates at the yth derivative because x(or(t, x(t)) 
need not necessarily have more than y - 1 derivatives at t = Z.) This bound 
on k can be improved. 
Let m be even. Proposition 2.2 implies that cx(t, x(t)) - Y will remain either 
nonnegative or nonpositive in some neighborhood of t = Z. In other words 
a(t, x(t)) for t in a neighborhood of Z will not range over intervals containing 
the jump point at t = Y. Hence x(E(t, x(t))) for t in a neighborhood of Z 
could have more than y continuous derivatives. It is easy to show by induction 
from Eq. (2.4’) that x(p) is continuous at t = Z. (The induction terminates at 
the pth derivative because in general f has only p - 1 continuous partial 
derivatives by Definition 2.5.) This establishes the first case. 
Let m be odd. By Proposition 2.1 either ol(t, x(t)) - Y changes sign at Z 
or Z is a cluster point of zeros of a(t, x(t)) - Y. In either case Z may be a 
derivative jump point. We shall show that the derivatives up to order 
m ‘y - 1 of x(a(t, x(t))) that could be discontinuous at t = Z in Eq. (2.4’) 
are actually multiplied by appropriate derivatives of order up to m - 1 of 
a(t, x(t)) which are continuous and which by hypotheses vanish at t = Z. 
Thus by Lemma 2.4 the effect of the discontinuities at t = Z are nullified. 
This will then complete the proof of the remaining case. 
Observe from Eq. (2.4’) that a general term in the derivative dkfl)(t) 
consists of terms that are products of 
(a) partial derivatives of f(t, x(t), x(a(t, x(t)))) 
(b) derivatives of x(t) 
(c) products ultimately involving derivatives of x(a(t, x(t))) of the form 
pJdp2) . . . pd where 1 <Pi<k for1 <i<L<k (2.10) 
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(in fact PI + .** + PL ,< k) and where by Faa di Bruno 
P, 
$bCPi) = c vp$.x (Q’(a) 
Q=l 
v’p,Q = c c(j, ,...,jp,) (dl)}‘l *‘* {oI(pi))jpi 
jl + -me +jPi =Q 






4il ,...,jP,> = Pi!* jy @1)-j l 
A! ..-.7pd! lzl 
as given by Lemma 2.3. 
In order to see that the appropriate derivatives of a(t, x(t)) are continuous 
and vanish at t = 2, apply Lemma 2.4 to Eq. (2.11). Then I,,V~~) in (2.11) will 
be continuous at t = 2 provided that the vpUo vanish for all Q satisfying 
y <Q < Pi. Usually, each term in the sum’in Eq. (2.12) will vanish for 
t = 2 by Definition (2.2). Such a term willfail to vanish only when all of the 
j, exponents are zero; that is, when 
j, = 0 foralls<m- 1. 
Assume j, = 0 for all s < m - 1. Since Q > y, Eq. (2.13) becomes 
y<.im+*..+jpt. (2.15) 
Multiply this by m; apply (2.14), and j, = 0 for s < m - 1 to obtain 
m *y < m(j, + .-* +jP,) < mj, + (m + l)j,+, + ..- + PijPi = Pi. 
(2.16) 
Hence j, = 0 for all s < m - 1 implies that Pi > m . y. Recall that k 3 Pi . 
If K + 1 < m . y, then the argument above shows that there is at least one 
positive integer s ,< m - 1 such that j, # 0, and therefore such that each 
vpiQ = 0 at t = Z. Now proceed by induction. Consider the following 
statement. Tk: c@(t) and G(t, x(t)) are continuous at t = Z for all q < k. 
It has already been shown that TV holds. Assume that Tk holds for some k 
satisfying y < k < min(p, m . y) - 1. Since vP,o = 0 (because k + 1 < 
m * y) and since a(“) is continuous at t = 2, then Lemma 2.4 plus Definition 
2.5 and Eq. (2.4’) together imply that x(h+r) is the composition of continuous 
functions, and hence itself continuous, at t = Z. Clearly &+r) is also con- 
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tinuous at t = Z; thus T,, holds. The induction is complete. Hence T* 
is true for all R < min(p, m . y). This completes the proof of the second 
case and of Theorem 2.1. n 
3. GENERALIZED SMOOTHING 
THEOREM 3.1. Let the RODE problem (1.1) haoe continuity class p 3 1. 
Assume that 2 < a. Let C# be J-incompatible for some positive integer J < p. 
De&e S, = (a}. Recursively define the sets SI, for k < p as follows: 
S, = U{z 1 g(Z) = 0 with some odd multiplicity < p/J} 
where the union is taken over all YE S,-, such that 
(3.1) 
a<Y<Z<b and where g(t) = a(t, x(t)) - Y. 
Then 
(i) The solution x(t) of (1.1) h as only simple jump discontinuities in its 
Jirst p derivatives on [a, b]. 
(ii) @ri S, contains all possible points of jump discontinuities in the $rst 
p derivatives of x on [a, b]. 
(iii) If Z E Sk , then x(Q) is continuous at t = Z for 0 < q < min(p, 
J + 4. 
(iv) If Z E [a, b] is a jump point of ~(“0) for some p, < p, then 
PO-J 
ZE (J Sk. 
k=O 
Proof. By Theorem 2.1 a point Z can be a jump point in the qth derivative 
of x for q < p only if Z is a zero of odd multiplicity of a(t, x(t)) - Y for some 
ancestor jump point Y. Since d, is J incompatible, Remark 2.1 implies that a 
discontinuity at any jump point Y can occur only in derivatives of x of order 
J or larger. Thus, if a zero Z has odd multiplicity >p/J, then Theorem 2.1 
implies that x(n) is continuous at t = Z. Since we are only interested in jumps 
in derivatives of x of order <p, we therefore restrict each set Sk so as to 
include only those zeros Z with odd multiplicity < p/J. 
Since the first p - 1 derivatives of q5 are continuous and hence bounded on 
[ii, u] and, from Eq. (2.4’), since x (k) fork < p is the composition of continuous 
functions for a < t < a + 17 for 7 sufficiently small, then the initial jumps 
(at t = a) are simple. In particular 6 is finite where 
S = *(a + 0) - cj(u - 0). 
409/56/3-14 
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Let Y=a and let Z=infS,. Then g(Z) : 0 with odd multiplicity. 
Differentiate Eq. (I.la) to obtain 
where 
and 
01(l) = (d/dt) cY(t, x(t)). 
. . i(Z + 0) - jE(Z - 0) = Sf2d1) at t = z. (3.3) 
If J = 1, then 6 # 0. (Recall that 6 is finite.) Consequently xc2) has a simple 
jump discontinuity at t = Z. It is easy to see how to continue this process for 
the first p derivatives of x throughout [a; b]. This establishes part (i). 
Theorem 2.1 and Remark 2.1 can be employed inductively to show that S, 
contains only points where the J + K or higher derivatives of x are discon- 
tinuous. It is not hard to show that parts(ii), (iii), and(iv) follow from this. n 
Remark 3.1 (Generalized smoothing). Let 
M(Z) = sup{4 1 X(R) is continuous at t = Z> (3.4) 
Nk = inf{M(Z) / Z E SJ. (3.5) 
Theorems 2.1 and 3.1 imply that Nk is strictly increasing with k; that is 
To see that this result generalizes the property classically called smoothing, 
consider the state independent case 01 = a(t) with c1 strictly increasing (for 
example, constant delays). Then the sets S, reduce to the singleton point sets 
{Z,} where Z,,, > Z, (see Corollary 3.1), and so Nk = M(Z,). Thus 
N,,, > Nk + 1 is equivalent to M(Z,+,) 3 M(.Z,) + 1, which means that in 
a neighborhood of t = Z, the smoothness of the solution x(t) increases by at 
least 1 as the index k increases by 1. When OL is strictly increasing and state 
independent, the result N k+l > Nk + 1 is what is classically called smoothing. 
Since we have just shown that Nk+r > NI, + 1 holds for all RODE (l.l), 
even state dependent ones, we call this property generalized smoothing. 
The following result is an immediate consequence of Theorem 3.1 and 
Eq. (3.5). 
COROLLARY 3.1. Let the hypotheses of Theorem 3.1 hold. If a(t, x(t)) is 
strictly increasing for t E [a, b], then the sets S, reduce to singleton point sets 
{Z,} where Z, = a and Z,-, = u(Z, , x(Z,)) for k < p. Furthermore, 
N,> J+k-1. (34 
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On the other hand if for all t E [a, b] either a(t, x(t)) < a OY a < ti(t, x(t)), 
then each S, is empty for all k 3 1 because jumps can occur only when 
cL(t, x(t)) - a changes sign. 
THEOREM 3.2. In addition to the hypotheses of Theorem 3.1 assume that 
a(t, x(t)) is strictly increasing for t E [a, b]. Let p = 00, and let there exist a 
jixed point t* of a(t, x(t)) such that t* E (a, b] and such that there are no other 
Jixed points of a(t, x(t)) in [a, t*). Then 
Proof. To simplify the notation, denote here 
g(t) = 4, x(t)). 
Let g(t) be strictly increasing on [a, b]. Then g-‘(t) exists and is strictly 
increasing on [g(a), g(b)]. F ur th ermore, 2, = g-1(Zk-,). Since t* is a fixed 
point of g(t), it is also a fixed point of g-‘(t). Since g(t) < t, then t <g-l(t); 
thus, 2, < g-‘(2,) = Z,,, . Hence, (Z,) is a nondecreasing sequence. For 
every t E [a, t*), 
g-‘(t) <g-‘(t*) = t”. 
Hence it can be shown by induction that 2, < t* for every k. Consequently 
(Z,}is a bounded nondecreasing sequenceand therefore has a limit Z* E [a, t*]. 
Since g is continuous, 
g(z*) = g($+li Z,,,) = t+z g(Z,+,) = k+i z, = z*. 
Thus Z* is a fixed point of ol(t, x(t)) in [a, t*]; therefore Z* = t*. n 
THEOREM 3.3. If, in addition to the hypotheses of Theorem 3.1, a(t, x(t)) 
is piecewise monotone in t for t in [a, b], then each set S, for 0 .< k < p has a 
jinite number of elements. (Note that for k >, 1, S, may be empty.) 
Proof. The hypotheses imply that [a, b] may be partitioned into a finite 
number of intervals over which a(t, x(t)) is strictly monotone. This implies 
that equations of the form ol(t, x(t)) - Y = 0 have at most a finite number of 
solutions. Since S, = {a}, it follows by induction and the definition of S, 
that each S, will have only a finite number elements for each k. n 
THEOREM 3.4. Assume that the hypotheses of Theorems 3.1 hold. Fix k < p 
such that S, is not empty. Let z be an arbitrary point in S, . For 0 < j < k there 
exists a unique jinite sequence of points {Zj} such that 
(i) a<Z,,<Z,<..*<Zk-Z<b. 
(ii) Zj E Si . 
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(iii) Zj is a zero of ol(t, x(t)) - Zj -r with odd multiplicity m, < p/J. 
64 xCq) is continuous at t : Z fov all q satisfying 
qz<J-1 for h r=- 0 
< min(p, pk) for 1 zz k --; p 
(3.7) 
where 
p, = Yk (J + y 1 iQ) and ri = m, * m, ..f mi . (3.8) 
2=1 
Proof. Since S, _= {a} is not empty, at least one possible choice fork exists. 
2, is defined to be Z. Then recursively generate the unique sequence {Zj} 
as follows: 
zj-1 = ct(Zj , x(Z,)) forj = k, R - I,..., 1. 
Since Z, E S, , then Z, is a zero of odd multiplicity <p/J of a(t, x(t)) - Z,-, 
where Z,-, E Sk-, (see Eq. (3.1)). C on t inuation of this procedure establishes 
parts (i), (ii), and (iii). 
Let qj denote the largest 9 satisfying (ii) of Theorem 2.1 such that x is 
continuous at t = Zj . Part (ii) of Theorem 2.1 implies that 
%+I = min(P, mj(l + qd). 
It is not hard to verify that 
Pi+l = mj+dl + Pi) 
and 
PI = mlJ = ql. 
Since Z = 2, , this establishes Eqs. (3.7) and (3.8). n 
4. SUMMARY 
The directed graph in Fig. 4.1 shows a typical jump discontinuity situation. 
Each node (dot) in the graph represents a zero Z of odd multiplicity of 
a(t, x(t)) - Y for some appropriate Y. Zeros of even multiplicity are excluded 
from the graph because by Theorem 2.1 they are not jump points. The cor- 
respondence between Y and Z is represented by an arrow. Z is at the tip of 
the arrow, and Y = a(Z, x(Z)) is at the tail of the arrow. Clearly each Z 
corresponds to only one Y although each Y could correspond to many different 
values of Z, possibly infinitely many. 
A connected collection of nodes and arrows beginning at level 0 is called 
a chain of jump points. By Theorem 2.1 each node is a possible jump point 







FIG. 4.1. Propagation of jumps (generalized smoothing). 2 is a root (with odd 
multiplicity) of a(t, x(t)) - Y = 0. 
for some suitable derivative of x. Each set Sk of Theorem 3.1 is represented 
by the union of all the nodes located at level k. Level 1 (S,) in the particular 
graph in Fig. 4.1 is composed of four nodes which represent all the zeros of 
odd multiplicity of a(t, x(t)) - a. 
The results of this paper now can be summarized in terms of the directed 
graph. Many of the hypotheses are omitted. 
THEOREM 2.1. Let Z be a node at level k and Y be its unique ancestor in 
level k - 1. Then x(q) is continuous at t = Z for q < min(p, m . y), where 
the odd integer m is the multiplicity of the zero Z of a(t, x(t)) - Y. Each 
chain terminates when q = p. 
THEOREM 3.1. The graph contains all possible jump points on [a, b] of 
derivatives of x of order p or less. x(Q) is continuous at all points in level k for 
q S. min(p, J + k). If x(“o) is not continuous at Zfor somep, < p, then either Z 
is in level p, - J or Z is an ancestor of some point in that level. 
Remark 3.1 (Generalized smoothing). Nk is the largest derivative of x that 
is continuous at all nodes in level k. Descending a chain increases the degree 
of smoothness of x by at least 1. This implies that N,,, > N, + 1. 
COROLLARY 3.1. If ol(t, x(t)) is a strictly increasing function, the entire 
graph degenerates to a single chain; further, if p is$nite, so is the chain (and it 
has no more than p - 1 levels). The graph for Example 1 .I degenerates to a 
single chain that is infinitely long. On the other hand if for all t E [a, b] either 
ol(t, x(t)) < a or a < a(t, x(t)) then the graph degenerates to the single node u. 
This is the situation for example 2.3. 
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THEOREI~I 3.2. When 01 is strictly increasing, the linearly ordered chain is 
injinite provided p = cc and provided that 31 has at least one Jixed point in 
[a, b]. There are injinitely many nodes Zk and the-v cluster at the$rst fixed point 
of Lx. 
THEOREM 3.3. If 01 is piecewise monotone on [a, b], then the graph cannot 
be injinitely broad without being infinitely long, and if p is Jinite, the graph 
cannot be injinitely long. 
THEOREM 3.4. Given a node in level k of the graph, there exists a unique 
jinite chain of length k connecting a to the node. Since the chain of ancestors to 
each node is unique, the graph has no cycles (closed chains); that is, the graph is a 
tree. 
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