Because of the small amplitudes of event related potentials (ERPs), they are usually hidden in electroencephalogram (EEG) recordings. This is particularly a problem when analyzing single-trial data. A spatial filtering method for P300 detection in oddball paradigm is proposed in this paper which is based on the assumption that brain responses to the same stimulus look the same (or at least do not change significantly over trials). Therefore, the sequence generated by concatenating all the responses to the same type of stimulus has a hidden periodicity. Enhancing the periodic structure of this sequence, a transformation is found to project the data into a lower dimensional subspace. Experiments show that even with a small subspace of the projected data, the classification performance in single-trial P300 detection is still high.
Introduction
Known patterns extracted from brain activity signals can be used to understand the cognitive states of the subjects. This information has been utilized in brain computer interfacing (BCI) systems to control devices, play games, and to communicate with the outside world (especially for disabled people) [1] .
Because of the high temporal resolution and ease of use (compared with the other brain activity acquisition techniques), EEG signals have been used widely in BCI systems. It is known that under oddball conditions the responses of brain to low-probability stimuli (targets) intermixed with high-probability stimuli (non-targets) differ in time domain, such that only target stimuli evoke an ERP called P300. P300 is the general heading for several sub components with different characteristics, i.e., novelty P3, P3a and P3b [2] . The amplitude of P300 does not depend on the physical characteristics of the stimulus, but is in general highly related to the subjective sensation of frequency of occurrence and salience or novelty (for novelty P3), and the task relevance of the stimulus (for P3b) [2] . Thus, P300 can be used as an indicator for attentional and early cognitive processes, i.e., target recognition [3] . However, low signal to noise ratio of the ERP signals is a major drawback for their usability in systems which are based on single trial ERP detection.
For the sake of reducing the dimensionality of the data and increasing the classification performance in BCI systems, different pre-processing methods have been proposed [4] . Sensor selection methods are based on off-line analysis of the EEG data and selecting the most relevant electrodes to be used in future recordings [5] . However, in some applications the subjects have to perform complex tasks and the environment is not fully under control. Therefore, a dense sensor network is used to ascertain that all possibly evoked brain activity that might be distributed over the whole skull is covert [3] . If the EEG signals are processed in real-time, reducing the dimensions of the data and adapting the system to the dynamics of the brain are essential. Spatial filters refer to a class of methods which enhance the quality of multi-channel measurements and transfer the data to a small subspace which contains maximum information about the signals of interest. These methods are usually developed based on the characteristics of the components which are intended to be classified.
The common spatial patterns (CSP) method, as one of the widely used spatial filters, maximizes the temporal variance of one class while minimizing the temporal variance of the other one [6] . This method has been successfully used in classification of EEG signals recorded during motor imagery tasks. However, the temporal variance is not a suitable criteria for classification of ERPs.
An ERP specific spatial filter has been proposed in [7] which is based on maximizing the sum of the squared distances of the components of the mean feature vectors. In another effort to enhance the ERPs, the xDAWN method has been proposed in [8] . This spatial filtering method is based on maximizing the signal to signal plus noise ratio (where signal refers to ERP, and noise includes ongoing EEG, artifacts and measurement interferences). The results, reported in [8] , show the outstanding performance of the xDAWN method compared with the other methods. Recently, tensor decomposition of the ERPs has been used to enhance the temporal and spatial features and reduce the dimensions of the data [9] . Although all these methods provide promising results for off-line applications, they need to efficiently adapt to new data to be used in on-line scenarios. Providing high quality features for classification and being fast and simple are the prerequisites for a spatial filter to be used in an adaptive configuration.
In this paper, a new spatial filtering method is proposed. The method, called periodic spatial filter (πSF), is based on two assumptions, 1) the ERPs are deterministic, and 2) the ongoing EEG and the sensor noise do not have determinacy property [10] . Therefore, by concatenating the samples of target class, new signals will be generated which have hidden periodic structure. Discriminating the target and non-target instances can be achieved by enhancing this periodic structure. A challenging argument can come from the fact that in very long recording sessions with variable arousal states this assumption can be violated. In the development of πSF it is not mandatory that all the target and non-target ERPs have exactly the same waveform (including amplitude and latency). It is known that the ERPs from different responses to the same stimulus are highly correlated, and the averaging method is based on this fact [11] . Therefore, high correlation of the ERP samples would be enough for the method to work.
Experimental results on EEG data from a brain reading system show that the classification accuracy of the data filtered with the proposed method (even with very low dimensions) is high. On the other hand, it is shown that the πSF method requires lower computational resources than xDAWN. The method is fast, simple and efficient.
The paper is structured as follows. Problem formulation and the proposed method are presented in the next section. Data description, experiments, and the results are introduced in section 3. Concluding discussions are presented in the last section.
Proposed method
It is assumed that the data have been recorded using n electrodes at m sample points and each ERP response lasts for n e samples, the system can be formulated as follows:
where
T is the n dimensional noise vector (including ongoing EEG),
T is an n e dimensional vector indicating the location of the targets in the EEG recording, and [.] T denotes the transpose of the enclosed term. If t k is the onset of the kth target stimulus and t k ≤ t < t k + n e then
are known matrices and the objective is to find a transformation which provides a subspace with the most discriminative features to be used for classification purposes, i.e., if X is an n × n e ERP instance with unknown type, X = W T X is the spatially filtered X where W is the n × n f spatial filter and n f < n is the number of retained filtered channels.
The least square solution to this problem could be estimated fromÊ
E is an estimate of brain responses to target stimuli calculated from the existing instances of the ERPs. Repeating the same procedure, one can construct D based on the timing of the non-target instances and calculateÊ as an estimate of the non-target responses.X =ÊD andX =Ê D can be used as enhanced versions of the brain responses, however, sinceÊ andÊ are low rank matrices it should be possible to use only a subspace of the data which is more relevant.
Assume that there are p and q instances of the target and non-target classes inX, labeled asŷ Ti (t ) and y Sj (t ) (for 1 ≤ i ≤ p and 1 ≤ j ≤ q), respectively. The n × (n e * p) and n × (n e * q) matrices y T and y S are constructed by horizontally concatenating all instances of target and non-target classes, respectively, i.e., y T = [ŷ T1 , ...,ŷ Tp ] and y S = [ŷ S1 , ...,ŷ Sq ]. In an ideal case, each row of y T (t ) and y S (t ) is a periodic signal with the period equal to the ERP window length. However, because of the high amplitude of the noise and ongoing EEG, the periodic structure would not be easily tractable. The target and non-target classes can be discriminated by enhancing the periodic structure in the data which will result in a set of signals that are more correlated with the brain responses. It is then possible to select only a small subspace of the data by sorting the signals based on their periodicity at certain periods.
Given the n-dimensional vectors y T (t ) and y S (t ), we seek for the linear mixture z(t ) = w T y T (t ) = n k=1 w k y T k (t ) with the maximum periodic structure compared with that of
This linear combination should strengthen the periodic components and weaken the noise. w can be found as the minimizer of the following cost function: where
E{.} denotes the expected value of the enclosed term, and
T } is the covariance matrix of a typical vector u(t ).
It can be easily shown that C u (−τ ) = C u (τ ) T . Therefore, A u (τ ) is a real symmetric matrix, and using the Rayleigh-Ritz theorem of linear algebra, the minimizer of (6) is given by the eigenvector corresponding to the smallest generalized eigenvalue of A y T (τ ) and A y S (τ ).
This means by reordering the generalized eigenvectors in ascending order of the corresponding generalized eigenvalues, the resulted z and v signals will be sorted based on the ratio of their periodicity at period τ . Therefore, selecting only the first few generalized eigenvectors will lead us to a subspace with the most relevant features for discriminating the target and non-target ERPs.
Due to using the periodicity of the signals of interest in the constructed vectors and following [12] the proposed method is called periodic spatial filter (πSF). The steps of the proposed method are described in the following.
1. Using (2), construct matrices D and D for targets and non-targets, respectively. 2. EstimateX and X using (4), i.e.,X
Construct y T and y S by concatenating all instances of target and non-target classes fromX andX , respectively. 4. Calculate A y T (τ ) and A y S (τ ) using (7). 5. Calculate the generalized eigenvalue decomposition of A y T (τ ) and A y S (τ ). 6. The first n f eigenvectors corresponding to the smallest eigenvalues are selected as the spatial filters.
Selecting τ The value of τ has to be equal to the number of samples in a period of the hidden periodic components. In our problem, this parameter depends on the length of the ERP windows used to construct y T and y S , i.e., τ = n e .
Feature vectors
Since the proposed method is based on maximizing the periodicity using the covariance matrices at some delay τ , one suggestion for feature vector generation would be to use J (w, τ ) as in (5) . However, as τ is equal to the length of the ERP samples, the covariance of the spatially filtered ERP sample at delay τ is always equal to zero. Instead, the feature vectors are generated by concatenating the time domain samples of all the retained channels.
Experiments
The proposed method was evaluated by offline classification of the target and non-target ERPs in a brain reading (BR) application. BR Interfaces are a kind of BCI system in which the current cognitive state of the subjects are identified by the machine passively. In other words, there is no feedback to the subject while the EEG signals are processed in the background. A typical application of BRIs is robotic tele-manipulation where the subjects are required to concentrate on the manipulation tasks while the brain activity is captured simultaneously [13] .
The EEG activity is analyzed in the ERP range under less controlled, more natural condition. Goal of our research is to show that EEG activity of subjects that are behaving and interacting can be analyzed to make predictions about the mental state of the subject, e.g., whether he perceived a given information while performing a manipulation task. Under such condition not just one kind of ERP or ERP complex but a more complex pattern of ERP activity should be observable, e.g., ERP's evoked by stimulus recognition and processing, task set changes and motor preparation [14] .
We assume that this activity is still typical, and describes the mental state of the subject and thus can be classified by means of machine learning methods usually applied under more controlled condition.
Data
EEG data were recorded from 6 male subjects participating in the Labyrinth Oddball scenario (see Figure 1) , a testbed for BRIs in robotic tele-manipulation. In this testbed, the operator has to distinguish two different kinds of stimuli while playing the Labyrinth game.
Each session consisted of five repetitions (called "runs") of the Labyrinth Oddball paradigm. After each of the five runs there was a break of 10 minutes. In each dataset, there were 720 and 120 non-target and target instances, respectively, presented with an inter-stimulus interval (ISI) of 1000 ms with a random jitter of ±100 ms. Data were continuously recorded at 1 kHz sampling rate from 64 electrodes (in accordance with extended 10-20 system with reference at electrode FCz), using an actiCap system (Brain Products GmbH, Munich, Germany) and amplified by two 32 channel BrainAmp DC amplifiers (Brain Products GmbH, Munich, Germany). The impedance was kept below 5 kΩ. Two channels (replacing the electrodes TP7 and TP8) were used to record electromyogram signals of muscles of the lower arm and have been discarded in this study. For more details about the datasets see [13] .
In this study, two datasets from the first recording session of each subject were used. Data from all EEG channels were band-pass filtered between 0.1 Hz and 7 Hz and down-sampled to 100 Hz. Each ERP was windowed between 0 to 1000 ms after the onset of the stimulus from the continuous EEG data recorded during the experiment. 
Classification
The classification accuracy was determined by crossvalidation. Each dataset was randomly divided into 3 splits, where two of them were used for training and the third one used for testing. The feature vectors generated by concatenating the data from all the retained channels were passed to a support vector machine (SVM) with linear kernel.
Results
In each experiment only a number of virtual channels were retained. For every selected number of virtual channels, the experiments were repeated three times with a different random splits of targets and non-targets. Table 1 shows the classification performance of the two methods when different number of channels were retained. The values presented in this table are the balanced accuracy metric values. This metric is suitable for imbalanced training classes, as in the case of the oddball paradigm (in our data the ratio is 1:6), and is defined as follows [15] : All the experimental results have been compared with those of xDAWN (with the same experimental set up), as one of the spatial filtering methods which provides outstanding results in ERP based BCI applications [8] .
The classification accuracies of the system with no spatial filters have also been evaluated and reported in table 2. Under the same conditions of the other experiments the data from all existing EEG channels were used for target versus non-target classification. Figure 2 illustrates the first four spatial filters trained for two of the datasets. As expected, the largest filter coefficients are mostly located in the central, parietal and occipital regions of the brain which correspond to the electrode positions that show P300 activity, as one of the most pronounced ERP activities evoked in our experimental set up by target stimuli compared to non-target stimuli.
The time required for calculating the spatial filters of a single dataset averaged over all subjects, were 59.7 s and 140.1 s for πSF and xDAWN, respectively. All experiments were conducted on an iMac, with Intel 3.2 GHz i3 CPU and 8 GB of memory. The reported time is the sum of the running times of all the CPU cores.
Discussions
The results of the experiments show that both spatial filtering methods improve the classification accuracy when only few spatially filtered channels are used. Compared to the results of the case when all the EEG channels are used (as in table 2) there is performance improvement even for less than 10 spatially filtered channels. Spatial filters were able to concentrate most of the required information for classification of target versus non-target instances in the first few filtered channels and using more filtered channels would not significantly improve the classification accuracy.
Classification performances reported in table 1 indicate that πSF is slightly better than xDAWN. However, the main advantage of πSF over xDAWN is the less computational resources that it needs. The xDAWN algorithm uses QR and SVD decompositions, whereas the πSF method relies on EVD decomposition. The computational complexities of QR, SVD, and EVD (via SVD) decompositions are O(mn 2 ), O(n 3 ), and O(n 3 ), respectively, where m is the total number of samples and n is the number of channels. The main problem using QR decomposition is the memory management. On the other hand, in optimization of the cost function (5) there is no need to use all the samples fromX. Instead, only the samples from the instances of target and standard ERPs are used.
Conclusion
The proposed spatial filter is simple and efficient and can be used in on-line applications to adapt to the new ERP instances. This is essential in BCI applications if we want to reduce the training time.
The proposed method is developed based on the assumption that different instances of P300 are similar. Although this is widely accepted and the well-known averaging method is based on this assumption, it is known that the ERP waveforms may vary over time and for different subjects. The effects of long recording sessions on the performance of the method and adapting the spatial filters trained on data from different sessions/subjects are out of the scope of the current work and would be the subject of future studies.
