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We develop a theory to measure the variance and covariance of probability distributions defined on
the nodes of a graph, which takes into account the distance between nodes. Our approach generalizes
the usual (co)variance to the setting of weighted graphs and retains many of its intuitive and desired
properties. Interestingly, we find that a number of famous concepts in graph theory and network
science can be reinterpreted in this setting as variances and covariances of particular distributions:
we show this correspondence for Kemeny’s constant, the Kirchhoff index, network modularity and
Markov stability. As a particular application, we define the maximum-variance problem on graphs
with respect to the effective resistance distance, and characterize the solutions to this problem both
numerically and theoretically. We show how the maximum-variance distribution can be interpreted
as a core-periphery measure, illustrated by the fact that these distributions are supported on the
leaf nodes of tree graphs, low-degree nodes in a configuration-like graph and boundary nodes in
random geometric graphs. Our theoretical results are supported by a number of experiments on
a network of mathematical concepts, where we use the variance and covariance as analytical tools
to study the (co-)occurrence of concepts in scientific papers with respect to the (network) relations
between these concepts.
I. INTRODUCTION
The variance of a probability distribution is a funda-
mental concept in the toolkit of probability theory and
statistics and is routinely applied throughout science, en-
gineering and numerous practical settings. Intuitively
speaking, the variance captures how spread-out the out-
comes of a distribution are, and thus reflects the inher-
ent variability in this distribution. In many practical
cases however, probability distributions are defined on
the nodes of a network: websites on the internet, indi-
viduals in a social network, neurons in the brain, etc.
These nodes are the building blocks of a network, and
when studying distributions or signals defined on nodes
it is natural to take the underlying network structure into
account. As the usual definition of variance can not take
this structure into account, we thus lack a basic method-
ological tool when analysing distributions and signals on
a graph.
In this article, we propose a measure of variance and
covariance for distributions defined on a network, which
take into account the underlying structure of the network
by considering the distances between nodes. These dis-
tances provide a notion of what it means to be ‘spread
out’ on the network, which in turn allows to define
(co)variances of distributions on the network. Our pro-
posed formulas for variance and covariance take a very
∗ corresponding author: devriendt@maths.ox.ac.uk
simple mathematical form (as a quadratic product and
matrix trace, respectively) yet still capture many of
the intuitive and mathematical properties of the usual
(co)variance. To illustrate our new measures in practice,
we apply the proposed variance and covariance measures
to the analysis of an empirical network of mathematical
concepts with data from a collection of scientific papers.
Our approach allows for a unified and intuitive treat-
ment of the structural (relations between concepts) and
functional data (usage of concepts in papers) in this sys-
tem and we describe some qualitative and quantitative
findings. As a second application, we show that the vari-
ance and covariance of some particular distributions cor-
respond to previously known graph characteristics. In
particular, we find an interpretation of Kemeny’s con-
stant and the Kirchhoff index (effective graph resistance)
in terms of graph variances, and an interpretation of net-
work modularity and Markov stability in terms of graph
covariances. These correspondences offer a new inter-
pretation and framework to understand these graph con-
cepts, and provides theoretical support for the specific
form of our introduced (co)variance measures.
We furthermore consider the maximum variance prob-
lem which asks to determine the largest possible vari-
ance on a given graph, and to characterize the distri-
bution(s) that attains it. As an important theoretical
contribution, we find a complete characterization of the
maximum variance distribution when considering the ef-
fective resistances as a distance measure between nodes.
Interestingly, we find an intuitive interpretation of this
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2maximum variance distribution (and its support) as a
core-periphery measure. To illustrate this interpretation,
we show that the maximum variance distribution can be
used to identify the leaf nodes of a tree graph, the low-
degree nodes in the case of a degree-determined (config-
uration) graph and boundary nodes in random geomet-
ric graphs. Finally, we provide a number of equivalent
characterizations for the equations that determine the
maximum variance distribution, which hints towards an
algebraic graph characteristic with a broader applicabil-
ity.
To the best of our knowledge, the introduced measures
for variance and covariance are new in the context of
distributions on networks. The effective resistance ma-
trix however is very well-studied [1–3] and our variance
quadratic form (3) and the related maximum variance
problem (5) were defined and studied before in differ-
ent contexts. Hjorth et al. [4] studied expression (5)
for general metric spaces as a generalization of the di-
ameter of these spaces and described the conditions for
which this problem has a unique solution. Dankelmann
defines the quadratic form in (3) for the geodesic graph
distance and solves the corresponding maximum problem
for tree and cycle graphs. These results are generalized
from the geodesic graph distance to the effective resis-
tance in [5, 6], where it is shown that the corresponding
maximum variance problem can be solved efficiently.
The rest of this article is organized as follows: In
Section II we introduce the relevant mathematical back-
ground about graphs and (joint) distributions on graphs
and introduce our new variance and covariance measures.
Section III treats an application of the (co)variance mea-
sures to a network of mathematical concepts. In Section
IV, we show how our new measures relate to a number of
existing concepts. In Section V we introduce and solve
the maximum variance problem on a graph, with respect
to the effective resistance distance. We characterize the
maximum variance solutions, with a particular focus on
the support of the the maximum variance distributions.
In Section VI finally, we list a number of equivalent char-
acterizations of ‘locally optimal solutions’ and conclude
the article in Section VII with a summary of the results
and outlook to further possible applications.
II. VARIANCE AND COVARIANCE ON
GRAPHS
A. preliminaries
We start by introducing a number of preliminary no-
tions about graphs and probability theory. A graph G
consists of a set of n nodes N and a set of links L that
connect pairs of nodes; a link between two nodes i and
j thus corresponds to an element (i, j) ∈ L. Every link
is furthermore assigned a (positive, real) weight cij > 0,
resulting in a weighted graph. Since graphs can be seen as
weighted graphs where cij = 1 for all links, we will further
work in the more general setting of weighted graphs. Fur-
thermore, we will assume all graphs to be finite (n <∞)
and connected, which means that there is a path between
every pair of nodes.
A distribution on a graph is a function p : N → [0, 1]
which assigns a nonnegative number p(i) to each node
in the graph, such that all number add up to one∑
i∈N p(i) = 1. Distributions can be used to define a
random node N , which is a random element of the node
set, with probability to equal any of the nodes i given
by the corresponding distribution p(i). In other words,
we can ‘sample’ the random node N and get any of the
nodes of G with probability
Pr[N = i] = p(i) for all i ∈ N .
For this reason, the value p(i) of an element is called the
probability of i. To specify the underlying distribution of
a random node N , we often write N ∼ p and say that N
is distributed according to p.
A joint distribution on a graph is a function P : N×N →
[0, 1] which assigns a nonnegative number P (i, j) to each
pair of nodes in the graph, such that all numbers add
up to one. A joint distribution can be used to define a
random pair of nodes (N,M) which are two random ele-
ments of the node set, with probability of being sampled
given by the joint distribution as
Pr[(N,M) = (i, j)] = P (i, j) for all (i, j) ∈ N ×N .
Any joint distribution P on node pairs also naturally
leads to two (simple) distributions p˜ and q˜ on the nodes,
defined by p˜(i) =
∑
j∈N P (i, j) and q˜(j) =
∑
i∈N P (i, j),
which are called the marginal distributions of P .
In Section III we consider an application of these concepts
in a practical setting, which serves as an illustration of
the definitions above. We will consider a graph made
up of nodes that represent mathematical concepts with
links that reflect conceptual relations between pairs of
concepts (inferred from Wikipedia hyperlinks) and study
a collection of scientific papers that use these concepts.
The occurrence of a subset of concepts in a given pa-
per is translated to a distribution on the relevant nodes
(concepts) in the network, and the frequency of pairs of
concepts appearing together in a paper is represented as
a joint distribution on the network.
B. (co)variance with respect to node distances
As introduced, the interpretation of a graph distribu-
tion is twofold: we can consider it as a signal (function)
on the nodes of a graph (see also [7]), or as represent-
ing a random node. In both cases, it is natural to ask
whether a distribution is centered, or concentrated, on a
small part of the graph and thus might be well under-
stood and described by restricting our attention to this
small part, or if instead the distribution is spread out
over the graph. In the setting of distributions on the
3real numbers (or other vector spaces), the variance is a
natural quantifier of exactly these properties; it reflects
how spread out a distribution is as the average squared
difference between a random outcome of the distribution
and the typical outcome (i.e. the mean). To generalize
this standard notion of variance to graphs, we propose to
take into account distances between nodes in the graph,
i.e. a function d : N ×N → R that says something about
‘how far’ d(i, j) two nodes i and j are in the graph. Given
such a distance notion between nodes, we propose a gen-
eralization of variance to distributions on a graph:
var(p) =
1
2
∑
i,j∈N
p(i)p(j)d2(i, j) (1)
As shown in Appendix A, definition (1) is a proper gen-
eralization of the usual variance, which is retrieved if
N ⊂ R with the usual Euclidean distance. We will later
discuss a number of examples of distance functions that
illustrate how expression (1) might be used in practice.
Figure 1 illustrates how our notion of variance captures
the variance of a graph distribution. In the case of joint
FIG. 1. The variance of distributions on a graph can be de-
fined with respect to a distance function between the nodes
of the graph. This measure allows to compare how ‘spread
out’ different distributions are on the network. In the exam-
ple above, the distributions become more spread out over the
network, going from distribution 1. → 4. with an increasing
variance as a result (calculated via (3)).
distributions (i.e. pairs of random variables), the covari-
ance is used much in the same way as the variance to
quantify whether random pairs sampled according to this
distribution are on average close together, or far apart.
Making use of a distance notion d again, we propose a
generalization of the covariance to joint distributions P
on a graph:
cov(P ) =
1
2
∑
i,j∈N
[p˜(i)q˜(j)− P (i, j)] d2(i, j) (2)
In Appendix A we show that equation (2) indeed gener-
alizes the usual covariance, which is retrieved if N ⊂ R
with the usual Euclidean distance.
C. Distance functions on graphs
Definitions (1) and (2) measure the variance and co-
variance of distributions on a graph with respect to a cer-
tain ‘distance’ between the nodes. The most famous dis-
tance on graphs is the shortest-path distance (or geodesic
distance) where d(i, j) is the length of the shortest path
between two nodes i and j [8]. More than just captur-
ing the intuitive notion of a distance between nodes, the
geodesic distance also satisfies the mathematical proper-
ties of a metric. Classically, we say that a distance func-
tion d is metric (or simply, d is a metric) if it satisfies the
following properties:
(i) d(i, j) ≥ 0 for all i, j
(ii) d(i, j) = 0 if and only if i = j
(iii) d(i, j) = d(j, i) for all i, j
(iv) d(i, j) + d(j, k) ≥ d(i, k) for all i, j, k
In other words, distances are non-negative and only zero
between a node and itself, the distances are symmetric
and they satisfy a triangle inequality. Metrics are an im-
portant example of distance functions on a graph, since
they are extensively studied mathematically.
Another important metric between the nodes of a graph
is the effective resistance. Similar to the geodesic dis-
tance, the effective resistance reflects the length of the
paths between a pair of nodes. However, instead of only
taking into account the length of the shortest path the
effective resistance is influenced by all paths (and their
lengths) between a pair of nodes, and becomes smaller
as more paths are available. We can define the effective
resistance using the Laplacian matrix of a graph, which
is the n× n matrix with entries given by
(Q)ij =

ki if i = j
−cij if (i, j) ∈ L
0 otherwise
where ki =
∑
j∈N cij is called the degree of node i [9]. Im-
portantly, for a connected graph, this Laplacian matrix is
positive semidefinite with a single zero eigenvalue for the
constant eigenvector u = (1, . . . , 1)T which means it has a
pseudoinverse Q† that satisfies QQ† = Q†Q = I−uuT /n.
Using this pseudoinverse, the effective resistance ωij is
then defined as the quadratic product
ωij , (ei − ej)TQ†(ei − ej),
where the unit vectors have entries (ei)k = 1 if k = i
and zero otherwise. Originally defined in the context of
electrical circuit, the effective resistance appears in many
applications of graph theory; for an overview of proper-
ties and results of the effective resistance, we refer the
readers to [1, 2, 10]. In a more applied context, the resis-
tance distance is better known under the name commute
distance, see for instance [11].
For our application, the most relevant property of effec-
tive resistances is that both d(i, j) = ωij and its square
4root d(i, j) =
√
ωij are metric [2, 12], and can thus be
used to measure the (co)variance of distributions. The
algebraic properties of the effective resistance have the
further advantage that they allow for a thorough theo-
retical investigation. When employing the square root
effective resistance as a metric, we find that the variance
and covariance can be written in matrix form as
varω(p) =
1
2p
TΩp, and covω(P ) =
1
2
[
p˜TΩq˜− tr(PΩ)]
(3)
with the n × n matrix Ω containing the effective re-
sistances as entries (Ω)ij = ωij , and with p =
(p(i), . . . , p(j))T the vector containing the probability for
all nodes, and similarly for p˜, q˜ and matrix (P )ij =
P (i, j) containing the probabilities of all pairs of nodes.
We will further also use pi to denote an entry of the prob-
ability vector p, which thus equals the probability p(i).
III. VARIANCE AND COVARIANCE IN A
NETWORK OF KNOWLEDGE
An often-followed approach in the study of networked
and complex systems is to divide the description of
the system under study into an underlying structure
- which can be a network or a more general structure
such as a multilayer, temporal or higher-order network
- and some processes that take place in the system
[13–15]. Together, these structural and functional
components make up a simplified model of the system
that captures its key properties. In this framework, our
proposed (co)variance measures can be used as a tool to
describe features of functional aspects of the networks
(e.g. distributions or signals) relative to the underlying
structure of the network.
As an example application, we study a ‘network of
knowledge’ made up of mathematical ideas and results
with links between related concepts. The code and
data of our analysis are available on GitHub [16]. We
consider a list of mathematical concepts (theorems,
lemmas, equations) compiled from four Wikipedia pages
that list these concepts, and we infer links between
the concepts from hyperlinks between their respective
Wikipedia pages. More information about the data
retrieval and filtering of the data set can be found in
[17], where (a higher-order variant of) this network was
investigated. The resulting network of concepts consists
of n = 1150 nodes and m = 4109 links and is shown
in Figure 2 below. We consider this network as the
underlying structure of mathematical concepts and use
it to investigate how these concepts are used in practice
by their occurrences in scientific papers.
To investigate the functional aspect of the network of
knowledge, we use a corpus of 140k+ papers from the
arXiv and the mathematical concepts used therein. For
each paper we count which of the mathematical concepts
appear and represent this by a uniform distribution
over the used concepts. Every paper i thus has a
FIG. 2. Hyperlink network of Wikipedia pages of the consid-
ered mathematical concepts (see [17]). The size of the nodes
is proportional to their PageRank and the color coding cor-
responds to communities found using the Louvain algorithm.
corresponding subset of concepts Vi and distribution p(i)
uniform over this set of concepts. This representation
of distributions on a graph allows to further analyse
the data of these papers in our introduced variance
framework.
A first question we consider is whether the mathemat-
ical papers contain ‘coherent’ sets of mathematical con-
cepts, or not. In terms of variance, this question can be
addressed by comparing the variance of the paper distri-
butions p(i) to a null model, representing ‘virtual papers’.
Figure 3 below shows that the paper distributions gener-
ally have a smaller variance, compared to virtual papers
made up of randomly sampled concepts according to their
relative frequency over the full corpus. Intuitively, this
reflects the idea that the practical use of mathematical
concepts is related to the underlying connections between
concepts, where a group of concepts is more likely to be
considered in a paper if this group is coherent, as mea-
sured by a small variance of their corresponding uniform
distribution. Furthermore, Figure 3 clearly indicates a
range of ‘typical’ variance values which could be used to
identify papers with exceptionally small (or high) vari-
ances. As a second application, the variance of paper
distributions p(i) could be used as a ground for (qual-
itative) comparison between different fields of study as
shown in Figure 4. More generally, this type of compar-
ative analysis might be useful when there are different
‘modes of operation’ of a single network, giving rise to
different functional signals.
On an aggregate level, we can study the corpus of pa-
pers by counting the co-occurrences of pairs of concepts
over all papers. This gives a joint distribution P , where
P (i, j) is proportional to the frequency of co-occurrence
of concepts i and j. To test how the function of the net-
work of knowledge relates to its structure, we compare
the covariance of this empirical distribution P on the
given graph against two null models: in the first model
the distribution P is left constant but the underlying
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FIG. 3. Distribution of network variances of concept distri-
butions p(i) in papers, calculated with respect to the geodesic
distance in the Wikipedia network. In each panel, the prob-
ability density function (pdf) of variances is calculated for
papers containing 3 (resp. 5,7,9) concepts present in the
Wikipedia network, and is compared with the variance pdf for
a collection of (null model) virtual papers with the same num-
ber of concepts. The empirical variance distributions seem to
be concentrated on smaller variances compared to the null
model variances.
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FIG. 4. Distribution of network variances of concept distri-
butions p(i) for arXiv papers from different sub-fields.
graph is randomized, while in the second model the dis-
tribution P is randomized while the graph kept constant.
Since we are comparing joint distributions with poten-
tially different marginals, we consider a normalization of
the covariance, which corresponds to the well-known con-
cept of correlation:
corr(P ) =
cov(P )√
var(p˜) var(q˜)
Since the co-occurrence joint probability distribution is
symmetric, we have p˜ = q˜, which means that the corre-
lation is simply calculated as corr(P )/ var(p˜).
As a first null model, we perform a degree-preserving
rewiring [18] of the Wikipedia network while keeping the
joint distribution constant. As seen in the left panel of
Figure 5, measuring the covariance of P with respect to
these randomized graphs yields significantly lower corre-
lation values; this would imply that the empirical correla-
tion is not simply a consequence of the (local) degree dis-
tribution of the network. Our second null model consists
of a marginal-preserving randomization of P while leav-
ing the network intact: we pick two pairs of nodes (i, j)
and (i′, j′) with non-zero joint probabilities and reshuffle
their joint probabilities as
P → P − α(vijvTij + vi′j′vTi′j′ − vij′vTij′ − vi′jvTi′j)
where vij = (ei+ej)(ei+ej)
T and with a uniform random
value α < min(P (i, j), P (i′, j′)). In other words, there is
a shift of probability mass α from (i, j)→ (i, j′) and from
(i′, j′)→ (i′, j). We repeat this procedure until all pairs
of nodes have been involved, which produces a (symmet-
rically) randomized joint distribution P ′ with the same
marginals as P . The right panel in Figure 5 shows that
these randomized joint distributions are concentrated on
significantly lower correlation values. Importantly, we re-
mark that the empirical covariance is highly atypical for
both null model classes and it is thus likely that these
models are discarding too much structure to give a reli-
able baseline for the empirical covariance. A further de-
velopment of appropriate null models for measuring the
covariance on a network would be an interesting line of
further research. We also calculated the co-occurrences
for a number of sub-fields separately and report their co-
variances in Table I.
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FIG. 5. Comparison between empirical covariance of the co-
occurrence distribution P on the Wikipedia network of con-
cepts and two null models. In the left panel, the covariance
of P is calculated with respect to the shortest-path distance
on the Wikipedia network (dashed line) and the shortest-path
distance on 100 realizations of a degree-preserving randomiza-
tion of the network (blue bars). In the right panel, the covari-
ance of P (dashed line) and of 100 realizations of a marginal-
preserving randomization of P (blue bars) are calculated with
respect to the shortest-path distance on the Wikipedia net-
work.
The above analysis illustrates a practical scenario
where data is available in different modalities (i.e. struc-
tural and functional) and for which our variance and co-
6TABLE I. Correlation of the joint probability distribution of
concepts for papers of different sub-fields.
Field Correlation
Analysis of PDEs 0.021
Mathematical Physics 0.065
Probability 0.042
Algebraic Geometry 0.051
Differential Geometry 0.054
Number Theory 0.058
Dynamical Systems 0.081
Combinatorics 0.073
Functional Analysis 0.067
variance measures enable a unified treatment of this sys-
tem data. Our framework is of course not restricted to
this specific example, but can be applied in the context of
many other network problems in which a combination of
structural and functional modalities are important. For
example, in the field of neuroscience there is a lot of in-
terest in trying to characterize the relationship between
the structural network of the brain (how different areas
are physically connected) and its functional network (how
the signals generated by different areas are related) [19–
21]. A possible approach in this setting could be to use
the (normalized) functional adjacency matrix as a joint
probability matrix. The covariance of this distribution
with respect to the distances in the structural network
could then be interpreted as a measure of correspondence
between both modalities.
Another potential application can be found in social
network analysis. In [22] the controversy (or social po-
larization) around a given issue is captured by partition-
ing a network of user interactions into two communities
and measuring how well the highest degree nodes from
both communities are connected (the lower the connec-
tivity, the higher the polarization). Our framework could
be used in this context by placing a uniform distribution
over the high degree nodes and using the corresponding
network variance as a proxy of polarization, since it di-
rectly measures how spread-out the distribution is. Other
probability distributions may also prove useful.
Economic complexity has been thoroughly studied us-
ing networks of products, industries, countries, ... which
in many cases are closely interrelated. Since there is a
great interest in characterizing the diversity of such eco-
nomic networks [23, 24], the network variance and covari-
ance might be vital tools for this discipline. As an exam-
ple, the variance of the distribution of exported products
of a given country could be computed with respect to
distances in the network of co-exported products, as de-
fined in [25]; the resulting quantity can be interpreted as
a measure of economic diversity of the country.
IV. CORRESPONDENCE BETWEEN
(CO)VARIANCES AND EXISTING GRAPH
MEASURES
Apart from using the variance to quantify the spread
of distributions in real-world applications, we can also
further study equations (1) and (2) theoretically. A first
interesting result is that our proposed variance and co-
variance measures correspond to a number of existing
concepts in graph theory and network science. This pro-
vides a new, probabilistic perspective on these concepts
which adds to their understanding.
A. Kemeny’s constant
A random walk on a graph is a process in which a
‘random walker’ makes its way across the nodes of a net-
work by following the links in the network with certain
probabilities. More precisely, a random walk describes a
sequence of random nodes {Nt}t∈N where the consecutive
random nodes Nt - which represent the position of the
random walker at timestep t - are related via a transition
matrix T as
Pr(Nt+1 = j|Nt = i) = Tji.
Taking into account that the walker can only cross links,
we have that Tji > 0 only if (i, j) ∈ L, while conservation
of probability requires that
∑
j∈N Tji = 1. Typically,
we furthermore assume that at any node, the likelihood
of the random walker to cross any of the possible links
is proportional to its weight, which gives Tji = cij/ki.
For this type of random walk on a connected graph,
the distribution of Nt converges to a unique stationary
distribution pi, with probabilities pi(i) = ki/(2m) where
m = 12
∑n
i=1 ki, independently of the distribution of the
initial position of the random walker N0.
There are numerous interesting questions one can ask
about random walks on a graph, with often very satisfy-
ing answers [26, 27]. One line of questions considers the
time (number of steps) it takes for a random walker to
travel through the graph in a certain way, e.g. from one
node to another (hitting time), back and forth between
two nodes (commute time) or visiting all nodes (cover-
ing time). The answers to these questions are all related
to the effective resistance in some way, see for instance
[26, 28–30]. Recently, another relation was discovered
between the effective resistance and a random-walk char-
acteristic. In [31], Kemeny discovered that the time κi it
takes on average for a random walker to go from node i
to a random node J ∼ pi (with the stationary distribu-
tion) is independent of the node under consideration; in
other words κi = κ is a constant independent of i, which
is now called Kemeny’s constant. In [32], a new formula
for Kemeny’s constant was found in terms of the effective
resistances of the underlying graph as
κ = mpiTΩpi. (4)
7Clearly, this expression is closely related to our definition
of the variance (3) with respect to the effective resistance;
consequently, we find the following correspondence:
Proposition 1 Kemeny’s constant κ of a random walker
is proportional to the steady-state variance of that ran-
dom walker, measured with respect to the square root ef-
fective resistance, as
κ = 2m varω(pi)
Proof: Proposition 1 follows from expression (3) for the
graph variance with respect to the square root effective
resistance, and expression (4) derived in [32]. 
Proposition 1 follows directly from our definition of the
graph variance, but has some interesting consequences.
Firstly, it provides a new interpretation of the Kemeny
constant as the variance of a distribution. This allows, for
instance, to derive new bounds for the Kemeny constant
based on the maximum variance results in Section V.
Conversely, Kemeny’s constant can serve as a reference
point for the variance of other distributions on a graph;
if a distribution has a higher (lower) variance than κ/2m
then we know that this distribution is more (resp. less)
spread out than the stationary random walk distribution.
B. Kirchhoff index/effective graph resistance
Apart from serving as a graph metric, the effective
resistance has been used in a variety of applications in
different domains. An important example is the sum of
all effective resistances
RG =
1
2
∑
i,j∈N
ωij
which is used in mathematical chemistry as a ‘fingerprint’
of a network that represents a chemical compound - here,
RG is called the Kirchhoff index [2, 33] - and is used as
a heuristic measure of robustness and connectedness in
the characterization of (empirical) networks - here, it is
called the effective graph resistance [10, 34]. Again, from
expression (3) for the graph variance, we immediately
find the following correspondence:
Proposition 2 The Kirchhoff index or effective graph
resistance RG of a graph is proportional to the variance
of the uniform distribution on that graph, measured with
respect to the square root effective resistance, as
RG = n
2 varω(u/n)
Proof: Inserting the uniform distribution (u/n)(i) =
1/n for all i, in equation (1) equals the formula for RG
up to the constant n2, which proves Proposition 2. 
We remark that the uniform distribution also appears
naturally as the stationary state of diffusion processes on
a graph, see Appendix B.
C. Network modularity and Markov stability
Similar to the variance, we find that formula (2) for the
graph covariance is related to some known expressions in
graph theory and its applications.
An important theme across the multidisciplinary field of
network science is the identification of groups of nodes in
a graph that are tightly connected within, but poorly
connected between the groups. These groups, known
as communities, play an important role in many appli-
cations since the community structure says something
about the higher-level or hierarchical organisation of a
network. Consequently, there has been a large research
effort to develop methods that uncover the underlying
community structure of a given network, with many of
these efforts centered around the concept of network
modularity. First formulated by Newman and Girvan
in [13], the network modularity M(g) of a proposed par-
titioning g : N → {1, . . . , k} of the graph into k disjoint
groups is a heuristic measure of how well these partitions
exhibit the community structure, i.e. with many links
within a group, but few between; the network modular-
ity is defined as:
M(g) =
1
2m
∑
i,j∈N
(
(A)ij − kikj
2m
)
δg(i)g(j)
with adjacency matrix A which has entries (A)ij = cij
for all links, and with the Kronecker delta defined as
δg(i)g(j) = 1 if and only if i and j are in the same group,
i.e. such that g(i) = g(j). Clearly this expression for
modularity resembles the definition of covariance (2) and,
indeed, if we let P be the joint distribution representing
the ends of a randomly sampled link of the graph (pro-
portional to its weight) as P (i, j) = cij/(2m), and take
the distance function dg(i, j) , (1−δg(i)g(j)) then we find
the correspondence:
Proposition 3 The network modularity M(g) of a node
partitioning g is equal to the covariance of the ends of a
random link of the graph with respect to the distance dg,
as
M(g) = 2 covdg (P )
Proof: For the proposed joint distribution and distance
function, we get the covariance expression
covdg (P ) =
1
2
∑
i,j∈N
[
kikj
(2m)2
− cij
2m
]
(1− δg(i)g(j))2
which by the fact that cij = (A)ij and δ
2
g(i)g(j) = δg(i)g(j)
for all i, j, and
∑
i,j Aij =
∑
i,j kikj/(2m) gives equality
with the network modularity M(g)/2. 
Proposition 3 shows that the usual interpretation of
network modularity is well reproduced in the setting
of covariances: for a proposed partitioning g, the
covariance covdg (P ) measures how likely a random link
8will fall within one of the groups instead of between two
different groups. A high covariance thus reflects a good
partitioning, in correspondence with the interpretation
of a high modularity M(g).
A recognized problem with the network modularity
is that it suffers from a so-called ‘resolution limit’.
This limit impedes the detection of small but strongly
connected groups of nodes [35] which is usually unde-
sired when trying to describe the community structure
of a network. One method to improve the detection
of communities across different scales is the so-called
Markov stability: the idea is to define the quality of
a proposed partitioning g by measuring how likely a
(continuous-time) random walker is to remain within
the same group after a certain (continuous) time τ . The
Markov stability rτ (g) measures this likelihood and is
defined as
rτ (g) = tr (Tτ diag(pi)∆g)− piT∆gpi
where (∆g)ij = δg(i)g(j) captures the proposed par-
titioning, Tτ determines the random walk process as
Pr(Nt+τ = j|Nt = i) = (Tτ )ji and with pi the steady
state distribution of this random walk process, i.e. sat-
isfying Tτpi = pi. This transition matrix can be seen
as a conditional probability matrix, such that Pτ ,
Tτ diag(pi) is a joint distribution that reflects the prob-
ability that the random walker occupies node i in the
stationary distribution and that it is at node j after a
time τ . In other words distribution Pτ describes the dis-
tribution of a pair of nodes (Nt, Nt+τ ). Again, the for-
mula for the Markov stability is reminiscent of the graph
covariance (2) and we find the following correspondence:
Proposition 4 The Markov stability rτ (g) of a node
partitioning g is equal to the covariance of the position
of a stationary random walker and its position after time
τ , with respect to the distance dg, as
rτ (g) = 2 covdg (Pτ )
Proof: The proposed covariance can be written as
covdg (PT ) =
1
2
∑
i,j∈N
(pi(i)pi(j)− (Tτ )ijpi(i))
(
1− δg(i)g(j)
)2
which by the fact that
∑
i,j pi(i)pi(j) =
∑
i,j(Tτ )ijpi(i)
gives equality with the Markov stability rτ (g)/2. 
Interestingly, in [36] the Markov stability measure is
derived based on a covariance matrix of the random
vectors X(t) = (X1(t), . . . , Xn(t))
T and X(t+ τ), where
Xi(t) is a Bernoulli random variable, with probability
Pr(Xi(t) = 1) = Pr(Nt = i). The Markov stability
is then found as the trace of this covariance matrix,
after taking into account the proposed partitioning. By
Proposition 4, this methodology is thus equivalent to
simply measuring the covariance of the joint distribution
(in contrast with the covariance of two random vectors)
with respect to the metric dg.
In Appendix B we briefly consider the variance for
diffusion processes on a graph, which are closely related
to the continuous-time random walk process used in the
Markov stability.
V. MAXIMUM VARIANCE DISTRIBUTIONS
We now discuss a number of properties of the variance
measured with respect to the square root effective resis-
tance, and consider the problem of finding the maximum
possible variance on a given graph. It will be useful to
consider the variance as a function on the collection of
all possible distributions (also called the probability sim-
plex)
∆n ,
{
p ∈ Rn : pi ≥ 0 and
n∑
i=1
pi = 1
}
as varω : ∆n → R defined by varω(p) = 12pTΩp, where
we fix an ordering of the nodes into the columns and rows
of the effective resistance matrix Ω. We remark that dis-
tributions with pi = 1 for a single element i (and thus
zero otherwise) correspond to the extreme points of ∆n,
also called the vertices. We find the following characteri-
zation of the variance function for a certain graph on the
probability simplex ∆n:
Proposition 5 The variance is strictly concave on ∆n
and bounded by 0 ≤ varω(p) ≤ σ2. The minimum vari-
ance 0 is attained if and only if the distribution is a ver-
tex of ∆n, and the maximum variance σ
2 is attained by
a unique distribution p?.
Proof: Strict concavity of the variance is proven in Ap-
pendix C based on the definition of the effective resis-
tance in terms of the Laplacian matrix. This concavity
means that for any two distinct distributions p and q, the
convex combinations of these distributions θp+ (1− θ)q
for θ ∈ (0, 1) have a higher variance than the correspond-
ing convex combination of their variances, in other words
varω(θp+ (1− θ)q) > θ varω(p) + (1− θ) varω(q).
For the vertices pi of ∆n we immediately find that
var(pi) = ωii/2 = 0. Furthermore, since any other
distribution (i.e. not equal to a vertex) can be written
as a strict convex combination of vertices, the strict
concavity of the variance says that no other distributions
can have variance zero, showing that the minimum is
only attained for vertices of ∆n. Next, since all effective
resistances and all possible distributions are finite,
the variance must be bounded from above by some
value σ2 which is attained by at least one distribution
p?. If another distribution q? also were to attain
this maximum we would find by strict concavity that
varω((p
? + q?)/2) > varω(p
?); since this contradicts the
9maximality of p?, the maximum variance distribution is
necessarily unique. 
Proposition 5 thus states that there is a unique
solution to the maximum variance problem
maximize
1
2
pTΩp (5)
subject to p ∈ ∆n.
We write the maximum variance as σ2, and the maxi-
mum variance distribution that attains it as p?.
Since the objective function of (5) can be rewritten as
varω(p) = −pQ†p + ζTp with ζ = diag(Q†), where the
pseudoinverse Laplacian is a positive semidefinite ma-
trix, we know that the objective function is concave.
Moreover, since the domain ∆n is convex, the maximum
variance problem (5) on a graph is a convex quadratic
program and can be solved numerically in a number of
steps which is polynomial in the size n of the graph [37].
In other words, the maximum variance problem can be
solved efficiently. This result was shown before in [6]
in context of calculating the average weighted resistance
distance on a graph. Using a standard convex program-
ming package CVX [38, 39], we calculate the maximum
variance distribution on a number of empirical graphs,
shown in Figure 6.
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FIG. 6. Degree sequence (blue) and maximum variance dis-
tribution (red) on a number of real-world networks from the
KONECT database [40]. The horizontal axis contains node
indices i, sorted according to decreasing degree. For each
node, the degree ki and maximum variance probability p
?
i are
given, with scales on the left and right vertical axis, respec-
tively.
Apart from finding the maximum variance σ2 and cor-
responding distribution p? numerically, we show in the
next section that we can further describe the specific
form of this distribution and its variance. This charac-
terization allows to calculate exactly the maximum vari-
ance distribution (or its support) for a number of specific
graph examples.
A. Characterizing maximum variance distributions
To further characterize the solution to the maximum
variance problem we will first consider some necessary
conditions that must be satisfied by any candidate opti-
mal solution. In what follows, we assume that we know
the maximum variance distribution p and derive three
necessary conditions for this distribution. We then show
that these conditions are also sufficient in the case of
varω, and thus fully characterize the maximum variance
distribution that solves problem (5).
A first necessary condition is a simple consequence of the
fact that p is a distribution and thus needs to have non-
negative entries and sum to one; in other words it must
satisfy the (entrywise) inequality and equality
p ≥ 0 and uTp = 1. (C1)
The non-negativity condition may be satisfied with equal-
ity for some nodes (i.e. p(i) = 0 for some i), which
can be captured in the support of the distribution as
supp(p) = {i ∈ N : p(i) > 0}. We will further ab-
breviate the support of our tentative optimal solution p
by the set V ⊆ N of size v.
Further optimality criteria can be derived from the fact
that the maximal distribution p has the largest variance
amongst all possible distributions, which means that any
small perturbation of this distribution to another distri-
bution must result in a decreasing variance. A first type
of perturbation is a small transfer of probability mass 
between between two nodes of the support i, j ∈ V, which
yields the perturbed distribution p′ = p − (ei − ej).
Comparing the variance of this distribution to the origi-
nal variance, we then must have
varω(p
′)− varω(p) ≤ 0 for all i, j ∈ V and .
Introducing expression (3) for the variance and omitting
the vanishing terms of order O(2), this condition can be
translated to the inequality 2(ei − ej)TΩp ≥ 0. Since
this must be true for all pairs of nodes in the support
and all (small) values of , the inequality must hold with
equality and we find the necessary condition
ΩVVpV = αu for some α ∈ R, (C2)
where ΩVV is the v×v principal submatrix of the effective
resistance matrix Ω, containing the resistances between
pairs of nodes in the support, and similarly the v×1 vec-
tor pV containing the probabilities of nodes in the sup-
port. Equation (C2) is the second necessary condition
for the maximum variance distribution, and it is a local
optimality criterion in the sense that it characterizes the
optimal solution amongst all solutions with a given sup-
port V. In the next section we show that equation (C2)
has a unique solution that is consistent with the normal-
ization condition in uTp = 1, which can be encoded by
letting α = 2 varω(p).
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The solution to equation (C2) is thus a candidate maxi-
mum variance distribution if this solution is a distribu-
tion. The question then remains which of these tenta-
tive distributions is the global optimum (i.e. for which
V)). For this reason, we consider a second type of pertur-
bation which amounts to a small transfer of probability
mass  > 0 from a node in the support i ∈ V to a node
outside of the support j ∈ Vc, yielding the perturbed
distribution p′′ = p− (ei−ej). Comparing the variance
of this distribution to the original variance, we thus must
have
varω(p
′′)− varω(p) < 0 for all i ∈ V, j ∈ Vc and  > 0,
which translates again to inequality 2(ei − ej)TΩp > 0
when introducing the variance and disregarding O(2)
terms. From the first two necessary conditions, we fur-
thermore know that eTi Ωp = 2 varω(p) for any i ∈ V,
such that these inequalities can be written as the follow-
ing (entrywise) inequality
ΩVcVpV < 2 varω(p)u, (C3)
where ΩVcV is the (n− v)× v submatrix of the effective
resistance matrix Ω, containing columns in V and rows
in its complement Vc. Equation (C3) is the third nec-
essary condition for the maximum variance distribution,
and it is a global optimality criterion since it guarantees
that the variance decreases when changing the support of
p by transferring probability mass to nodes outside the
support.
To summarize, we have identified three necessary con-
ditions for the maximum variance distribution p? that
solves problem (5) for any distance function; condition
(C1) guarantees that our solution is a distribution and
condition (C2) and (C3) make sure that any local change
in the distribution leads to a decrease in variance. In
other words, these three conditions characterize a local
maximum of the variance in the domain. Now, since the
variance with respect to the resistance distance is concave
this local solution also corresponds to the global maxi-
mum, i.e. the necessary conditions are also sufficient,
and we find the following characterization:
Proposition 6 The maximum variance distribution p?
with respect to the square root effective resistance is the
unique vector that satisfies conditions (C1), (C2) and
(C3).
Proof: As the variance is a strictly concave function, we
can bound the variance of any distribution q as
varω(q) < varω(p) + (q− p)T∇ varω(p)
where the gradient of the variance equals ∇ varω(p) =
Ωp. Rewriting the difference between distributions we
find that
varω(q) < varω(p) +
∑
i∈V,j∈N
piqj(ej − ei)TΩp
When a distribution p satisfies conditions (C1)−(C3), the
terms in the sum are all non-positive and thus varω(q) <
varω(p) holds for all q ∈ ∆n. This shows that these
conditions are not only necessary, but also sufficient for
the vector p to be the global optimum p?, which proves
the proposition. We remark that an alternative proof via
Lagrangian multipliers is quite instructive, in particular
with regards to the role of slack variables in encoding the
support V of a solution. 
Proposition 6 gives an exact description of what the max-
imum variance distribution looks like for a given graph.
Somewhat surprisingly, this distribution can (and often
will) have zero probability for a subset of the nodes. In-
tuitively, this means that when looking for a distribution
that is most spread out, some nodes are too central in
the network (i.e. too close on average to other nodes)
and are assigned zero probability as a consequence. The
remaining nodes which are in the maximum variance sup-
port V? on the other hand, are peripheral (or boundary)
nodes whose distance to other nodes is sufficiently large
to contribute to a high variance. By considering the max-
imum variance distribution, we thus have a procedure to
‘single out’ a subset of nodes V? from a given graph G,
which can be interpreted as a set of peripheral nodes. In
the following section, we further support this interpreta-
tion by characterizing V? on some simple graphs where
this maximum variance support indeed corresponds to a
peripheral set of nodes. For further discussions on core-
periphery structure in networks, see for instance [41]
In Appendix G we describe a potential application of
maximum variance supports in the context of a k-core
decomposition of networks.
B. Maximum variance support on some particular
graphs
A graph G is called a tree graph if there is exactly one
path between every two nodes, or equivalently, if it con-
tains no cycles. In many ways, tree graphs are the sim-
plest possible graphs and their properties can be studied
in great detail. The nodes of a tree graph fall in two cat-
egories: the leaf nodes [42] which have a single incident
link and form the ‘extremities’ of the tree, and the non-
leaf nodes that make up the ‘core’ of the tree; every path
between two leaf nodes necessarily passes through one of
the non-leaf nodes. This intuitively clear distinction be-
tween central and peripheral nodes in trees is well repro-
duced when considering the maximum variance support
V? on tree graphs; we find the following condition:
Proposition 7 On tree graphs, the maximum variance
support V? is a subset of the leaf nodes.
Proof: A proof of Proposition 7 was presented in [43]
when considering the equivalent problem of maximiz-
ing pTDp for shortest-path distance matrix D (which
equals the effective resistance matrix Ω in the case of tree
graphs) over all distributions p ∈ ∆n. For completeness,
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we include a self-contained proof in Appendix D based on
our expressions for the maximum variance distribution.
Moreover, the proof and thus Proposition 7 is valid for
any distance function d for which d(i, j) = d(i, x)+d(x, j)
whenever removing x from the graph disconnects i and
j. 
As discovered already in [4, 43], the maximum variance
support can be a strict subset of the leaf nodes in some
cases. To illustrate this, we further restrict our attention
to (weighted) star graphs as a special case of tree graphs.
A star graph on n + 1 nodes consists of a central (non-
leaf) node {0} connected to all the other (leaf) nodes,
with link weights c0i = ki, and no further connections
otherwise. The leaf node degrees k = {k1, . . . , kn} fully
parametrize a weighted star and all relevant properties
can be expressed in terms of these degrees. In particular,
the effective resistance between any two leaf nodes i and
j is given by ωij = k
−1
i + k
−1
j as shown in Appendix E.
For star graphs, we then find the following exact charac-
terization of the maximum variance support:
Proposition 8 On a weighted star graph with leaf-node
degrees k, the maximum variance support V? is equal to
the nodes with the ` smallest degrees, such that k` ≤ (`−
2)−1
∑`
i=1 ki < k`+1.
Proof: We prove Proposition 8 in Appendix E based
on the necessary conditions (C1)−(C3) for the maximum
variance distribution. 
Using Proposition 8 we find that the weighted star with
degrees {k, k, k, k′} is supported on the nodes with degree
k, i.e. a strict subset of the leaf nodes, whenever k′ > 3k,
corresponding to an example given in [4]. While very
simple and somewhat artificial, the problem of finding
the maximum variance support on a star graph is in fact
equivalent to the same problem on a more popular type
of graph. For a (multi)set of degrees k = {k1, . . . , kn},
the configuration graph Ck is a graph on n nodes where
each node i is assigned one of the degrees ki and has
link weights cij = kikj/(2m − 1) to all other nodes j.
These graphs appear as the ensemble average of the pop-
ular configuration random graphs (see e.g. [13]) which
are frequently used to study the influence of the degree
sequence on various graph properties, or as null models
in the analysis of empirical graphs; configuration graphs
also appear in the mean-field analysis of dynamical pro-
cesses on graphs such as epidemics [15]. In Appendix E
we show that the effective resistance between any two
nodes in Ck equals ωij = 2m/(2m− 1)(k−1i + k−1j ) as in
the star graph, which means that solving problem (5) on
configuration graphs and star graphs with the same de-
gree sequence k is equivalent, up to some constant factor.
We thus have the following Corollary of Proposition 8
Corollary 1 On configuration graphs with degree se-
quence k, the maximum variance support V?k equals
the nodes with the ` smallest nodes, where k` ≤ (` −
2)−1
∑`
i=1 ki < k`+1.
Proof: The proof of Corollary 1 is given in Appendix E
by establishing the equivalence of the maximum variance
problem (5) on weighted stars and configuration graphs
with the same degree sequence k. 
It was shown in [44, 45] that in certain parameter
regimes of random geometric graphs and for realizations
of the configuration model, the effective resistance be-
tween all node pairs will approximately be proportional
to k−1i + k
−1
j , in which case V?k is thus particularly
suitable as an approximate maximum variance support.
Furthermore, this result could explain our observation
in Section V C that nodes in the maximum variance sup-
port of a random geometric graphs seem more likely to
be located close to the boundaries of the sampled domain.
Our results above focus on the case where the maximum
variance support V? points to a subset of the total node
set. In some cases however, a graph might be ‘homoge-
neous’ in the sense that all nodes have similar distances
to the other nodes and no central or peripheral node sets
stand out. In the example above for instance, when the
degree sequence satisfies kmax/kmin < v/(v−2), all nodes
will be sufficiently similar with V? = N as a result. An
example of such homogeneous graphs are node-transitive
graphs (more commonly called vertex-transitive graphs).
A graph G = (N ,L) is node transitive [46] if for every
pair of nodes i and j, there exists a bijection pi : N → N
that maps i to j as pi(i) = pi(j) and where pi is an
automorphism such that (pi(a), pi(b)) ∈ L if and only if
(a, b) ∈ L. In other words, no two nodes (and thus no
subset of nodes) are ‘distinguishable’ from each other
by simply considering their position in the network.
Since all nodes in the network are indistinguishable,
the corresponding Laplacian and resistance matrices
are highly symmetrical from which the following result
follows:
Proposition 9 On node-transitive graphs, the maxi-
mum variance distribution is the uniform distribution
p? = u/n and the maximum variance support V? is the
full node set N .
Proof: In [3, Thm. 14] it is shown that
∑
j∼i cijωij =
2 − 2/n for any node i in a node-transitive graph. Fol-
lowing Proposition 11 (see later) we thus find p?i = 1/n
for every node and consequently V? = N . 
Some well-known examples of node-transitive graphs to
which this result thus applies are complete graphs, cycles
and hypercubes as well as all Cayley graphs (of which the
former are all examples) [46]. We remark that a maxi-
mum variance distribution supported on the full node
set has strong ‘topological’ implications for the underly-
ing graph; Fiedler found that in this case, removing any
set of r nodes can disconnect the graph into at most r−1
components and conjectured that, conversely, any graph
with this connectivity property must have V? = N [47,
Thm. 3.4.18].
To conclude we observe that the maximum variance sup-
port only contains two nodes in the case of a path graph,
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more precisely we find:
Proposition 10 The maximum variance support con-
tains exactly two nodes if and only if these nodes are
the ends of a path graph.
Proof: For a set of two nodes V = {a, b} we find that
equation (C2) yields pa = pb = 1/2 and that∑
i∈V
ωixpi −
∑
i,j∈V
ωikpipk =
1
2
(ωax + ωxb − ωab) ≥ 0
for all x /∈ V. This shows that condition (C3) is satisfied
if and only if ωax + ωxb = ωab for all x /∈ V, which is
equivalent to a and b being the ends of a path graph. 
We remark that this contradicts an example proposed in
[43] about a three-leaf tree graph with maximum variance
support on two leaf nodes.
C. Maximum variance support in random
geometric graphs
The results in the previous section provide theoretical
support for the interpretation that the maximum vari-
ance support indicates some sort of periphery or bound-
ary of a graph. Here, we provide another result in this
line by considering random geometric graphs (RGGs),
which are naturally embedded in some Euclidean space
and have a well-defined boundary.
For a set of points N ⊆ R2 in the plane, we define the
-graph G as a graph with nodes N and with pairs of
nodes linked if and only if they are closer than a certain
distance  > 0 from each other in the plane (the con-
nection radius). A random geometric graph on a subset
X ⊆ R2 of the plane is then determined by sampling n
points uniformly at random from X (or via a Poisson
point process with a certain rate) and constructing the
corresponding -graph. For more details and more gen-
eral constructions, see for instance [48].
In Figure 7 we show experimentally that the maximum
variance support nodes of a random geometric graph on
a domain X tend to be located close to the boundary of
this domain. Moreover, this observation seems to hold
quite robustly for different parameter settings of the ex-
periment (number of points, connection radius and shape
of the domain). We cannot provide a conclusive theoret-
ical explanation of the observations in Figure 7, but we
believe it could be related to the results of von Luxburg
et al. [44, 45]. Their work shows that in certain regimes
of (, n), the effective resistances in a random geometric
graph will be approximately ωij ≈ k−1i +k−1j , i.e. as in a
configuration graph. Consequently, we might conjecture
that the maximum variance support in this regime con-
verges accordingly to the result described in Corollary 1
for configuration graphs, and that the maximum variance
support will thus consist of low-degree nodes. As these
low-degree nodes are more likely to be located at the
boundary of the domain (due to the Poisson-distribution
property of Poisson point processes) the maximum vari-
ance support nodes would thus indeed be more likely to
be close to the domain boundaries. Developing a full the-
oretical understanding of our observations (potentially
following our guesses above), perhaps extending them to
RGGs on manifolds (the setting of [45]) and further in-
vestigating the role of curvature (points near a highly
curved boundary will likely have small degrees) seems to
be a particularly interesting venue for further research.
FIG. 7. The maximum variance support of random geometric
graphs (RGGs) in a bounded domain is more likely to contain
nodes which are located near the boundaries. Panel (a) shows
one realization of an RGG on n = 500 nodes in a domain
shaped as the letter ‘A’, with connection radius as indicated.
The nodes in the maximum variance support are colored red,
and are all located near the boundary of the domain. Panel
(b) summarizes the maximum variance support node loca-
tions calculated in 250 independent RGG realizations on the
given domains. A darker (resp. lighter) shading indicates
a higher (lower) density of maximum variance nodes. This
figure seems to confirm that the maximum variance support
nodes are more likely to be located near the domain bound-
aries and, in particular, near corners with ‘high curvature’.
VI. ALTERNATIVE FORMULATIONS OF
LOCALLY OPTIMAL SOLUTIONS
To conclude the article, we present a number of equiva-
lent formulations for the local optimality condition (C2).
These reformulations are relevant in the context of our
article since they determine the form of the maximum
variance solution p?, but more importantly, the vector
p that solves (C2) (with α = 2 varω(p)) uniquely for a
given graph seems to be a natural algebraic object on
this graph, worthy of a more thorough characterization.
The many different formulations in Proposition 11 below
are an attest to the different settings in which the vector
p seems to play a role.
We first introduce two results of Miroslav Fiedler from
which a distinct geometric and algebraic characteristic of
p will follow. In his book [47], Fiedler collects a broad
range of results that follow from a geometric perspective
on graphs. At the core of this perspective is the fact
that each graph has an embedding m : N → Rn−1 into
Euclidean space such that
‖m(i)−m(j)‖2 = ωij for all i, j ∈ N ,
where the embedded nodes are the vertices of a hyper-
acute simplex (see [47, 49] for more details). In other
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words m is an isometric embedding of the node set with
respect to the square root resistance distance. This em-
bedding can be extended to functions on the nodes as
m(q) =
∑
i∈N qim(i) which means that we can interpret
node functions as ‘coordinates’ of points in Rn−1. From
this perspective, we will see that p is the coordinate of a
distinguished point of the simplex with vertices m(N ).
A second place where equation (C2) appears in the work
of Fiedler is in a matrix identity between the effective
resistance and Laplacian matrices. Writing the local op-
timality condition (C2) in block-matrix form, we find(
0 uT
u Ω
)(−2σ2
p
)
=
(
1
0
)
with zero vector 0 = (0, . . . , 0)T .
The following result of Fiedler shows that this equation
can be completed to a full (inverse) matrix identity:
Theorem 1 (Fiedlers identity) The Laplacian ma-
trix Q and resistance matrix Ω of a graph satisfy the
matrix identity(
0 uT
u Ω
)−1
= −1
2
(
4σ2 −2pT
−2p Q
)
(6)
where Ωp = 2σ2u.
Proof: See proof in [47, Thm. 1.4.1]. The validity of
equation (6) can also be checked by multiplying both
matrices, which results in the identity matrix. 
Using the embedding m of a graph and Fiedlers identity
(6) we now find the following reformulations of equation
(C2):
Proposition 11 The following are equivalent character-
izations for a vector p ∈ Rn and its variance varω(p):
(i) Ωp = 2 varω(p)u. In other words, p solves equation
(C2) with α = 2 varω(p).
(ii) p = argmaxq
{
1
2q
TΩq s.t. uTq = 1
}
, with corre-
sponding optimal value varω(p)
(iii) ‖m(p) −m(i)‖2 = varω(p) for all i ∈ N and iso-
metric embedding m. In other words, m(p) is the
circumcenter of the sphere going through vertices
m(N ), with circumradius √varω(p).
(iv) p = 12Qζ + u/n, with corresponding variance
varω(p) =
1
4ζ
TQζ + uT ζ/n
(v) pi = 1− 12
∑
j∼i
cijωij for all i ∈ N
Proof: The proof is given in Appendix F. We remark
that the characterizations (i) and (iii) are discussed in
[47], and the form (v) appears in [50]. In formulation (v),
the normalization of pi is guaranteed by
∑
j∼i cijωij =
n− 1, which is known as Foster’s Theorem [51]. 
While formulated in terms of solutions of the local opti-
mality condition on the full node set N , Proposition 11
above in fact describes the solutions for general V due
to an important recursive structure of the effective re-
sistance: for any resistance matrix Ω of a graph G, the
submatrix ΩVV is again the resistance matrix of a graph
G′. More precisely, if we write the Laplacian matrix in
block-form Q =
(
QVV QVVc
QVcV QVcVc
)
for some node-set V and
its complement Vc, then the Schur complement of Q with
respect to V is defined as
Q/Vc , QVV −QVVc(QVcVc)−1QVcV (7)
and has the important properties that it is again a Lapla-
cian matrix of some graph G′ and that this graph has
resistance matrix Ω′ = ΩVV , see [47, 52]. Consequently,
the solutions described in Proposition 11 are valid for the
local optimum on any set V by considering the Laplacian
Q/Vc and effective resistance matrix ΩVV for which V
is the full node set. Due to this recursive structure of
Laplacians and the effective resistance, we can intuitively
understand the method of solving the maximum variance
problem as calculating the variance of the locally optimal
solution pV for each set V by (C2) and then choosing the
feasible ones (i.e. distributions) by (C1) and character-
izing the globally optimal one by condition (C3). In this
perspective, we have a last result that relates solutions of
(C2) and their variances between different sets of nodes:
Proposition 12 The solution p to equation (C2) for the
set V = N and p′ for the sets V = N\{x} are related by{
p′ = p− pxkx
∑
j∼x cxj(ex − ej)
varω(p
′) = varω(p)− p
2
x
kx
Proof: Proposition 12 is proven in Appendix F making
use of the Schur complement of the graph Laplacian and
Fiedlers identity. 
In particular, Proposition 12 thus shows that if a locally
optimal distribution is non-negative for a set V as pV ≥ 0,
then the locally optimal solutions for all subsets W ⊂ V
will be non-negative as well, by positivity of the factor
pxcxj/kx. Furthermore, we find that the variance varω
of locally optimal distributions is non-increasing when
considering subsets.
VII. CONCLUSION
In this paper, we have introduced two new measures
which allow to calculate the variance and covariance of
distributions defined on the nodes of a network, as a gen-
eralization of the standard (co)variance. These measures
take into account the underlying structure of the net-
work in the form of distance between nodes, thus pro-
viding a tool in the study of functional properties of the
network (distributions, signals, ...) relative to the under-
lying structure of the network. Furthermore, the vari-
ance and covariance take the simple form of a quadratic
product and matrix trace, respectively, which are easily
calculated using standard linear algebra solvers.
To support the specific form of our introduced variance
and covariance measures, we show that their definitions
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specialize to a number of known graph characteristics and
heuristics developed in network science and that there is
a conceptual correspondence between our (co)variance
measures and these graph characteristics. Specifically,
we show that Kemeny’s constant, the Kirchhoff index,
network modularity and Markov stability are obtained
as the (co)variance of specific distributions and distance
functions on a network.
We furthermore use the variance and covariance in a
practical scenario where both structural and functional
data of a networked system are known. We analyse a
‘network of knowledge’ consisting of mathematical con-
cepts as nodes and links inferred from hyperlinks on
Wikipedia. Based on a corpus of 140k+ papers on the
arXiv, we then analyse how this network of knowledge is
used in practice. We translate the occurrences and co-
occurrences of concepts in these papers into distributions
and joint distributions on the network, and show that
the corresponding variance is smaller, on average, com-
pared to a ‘virtual paper’ null model and similarly, that
the corresponding covariance is larger, on average, com-
pared to a randomized null model. Beyond this particular
setting, our framework has many potential applications
in fields like neuroscience, to characterize the relation-
ship between structural and functional brain networks in
terms of covariance; in economics, where variance can be
used as a measure of economic diversity, or in social net-
works, where the variance of certain distributions could
be interpreted as a measure of polarization.
In the second part of this paper, we consider the vari-
ance on a graph measured with respect to the square root
effective resistance distance. In this case, the variance is a
strictly concave function over the set of possible distribu-
tions ∆n and there is a unique maximizing distribution.
We give a detailed description of the maximum variance
problem and the numerical and theoretical approaches
to find the maximum variance distribution p?, and an
interpretation of this distribution as a core-periphery in-
dicator. We highlight the interesting observation that, in
general, the maximum variance distribution is supported
on a subset of the nodes V?. We furthermore character-
ize this maximum variance support V? on tree graphs,
weighted stars, configuration graphs and node-transitive
graphs to further support our interpretation of this set
as a collection of peripheral nodes. Additional evidence
is found by considering random geometric graphs where
we find in experiments that the maximum variance sup-
port nodes are most likely situated near the boundaries
of the domain of the geometric graphs. In Appendix B
and G we describe two potential further applications of
our variance and covariance framework.
Finally, we discuss a number of alternative characteriza-
tions of the vector determined by equation (C2) which
appears to be a natural algebraic object associated to
graphs, appearing in many interesting contexts such as
graph variances and Fiedlers graph-simplex correspon-
dence. While the theoretical analyses in this article fo-
cus on measuring variance with respect to the effective
resistance, we stress that definitions (1) and (2) work
for any distance function on a graph, and in many cases
other distances than the resistance distance are likely to
be more natural.
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Appendix A: Standard variance and covariance as a
special case of the graph (co)variance (1) and (2).
We consider the definition of variance and covariance
for distributions on N ⊂ R, a finite subset of the real line
R, and joint distributions on N ×N . Both the variance
and covariance make use of the expectation operator E :
N → R, which is defined as
E(N) ,
∑
i∈N
p(i)i for some N ∼ p. (A1)
This operator can be extended to functions on N as
E(f(N)) =
∑
p(i)f(i) for some f : N → R, which can
be interpreted as the expected outcome of the function f
when applied to the random variable N .
Using the expectation operator, the variance of a distri-
bution p is then defined as
var(p) = E
(
[N − E(N)]2) with N ∼ p. (A2)
In other words, the variance is the expected squared dif-
ference between a random outcome of distribution p and
its expected outcome. Importantly, for this definition to
make sense we need a ‘difference’ (i−E(N)) between an
element of the set and its average, and a way to ‘square’
this difference (i− E(N))2; both are possible when N is
a subset of the real line.
For a joint distribution P , the expectation operator on
a function f : N × N → R is defined similarly as
E(f(N,M)) =
∑
i,j∈N P (i, j)f(i, j) for a random pair
of nodes (N,M) ∼ P . The covariance of a joint distri-
bution P is then defined as
cov(P ) = E ([N − E(N)][M − E(M)]) with (N,M) ∼ P .
(A3)
We will now show that the usual definitions (A2) and
(A3) for the variance and covariance of distributions on
a subset of the real line correspond to the ‘metric’ defini-
tions (1) and (2), respectively when taking the Euclidean
distance d2(i, j) = ‖i− j‖22.
Introducing expression (A1) for the (linear) expectation
operator into the variance definition (A2), we find
var(p) =
∑
i∈N
p(i)
i−∑
j∈N
p(j)j
2
=
∑
i∈N
p(i)
i2 − 2i∑
j∈N
p(j)j +
∑
j,k∈N
p(j)p(k)jk

=
∑
i,j∈N
p(i)p(j)
[
i2 − ij]
=
1
2
∑
i,j∈N
p(i)p(j)
[
i2 − 2ij + j2]
=
1
2
∑
i,j∈N
p(i)p(j)d2(i, j)
as required. For the covariance, we start from the follow-
ing identities:{
cov(P ) = E(NM)− E(N)E(M)
E([N −M ]2) = E(N2)− 2E(NM) + E(M2)
which follow from the definition of covariance (A3) and
the expectation operator for functions of pairs of random
variables. Combining both identities, we find
cov(P ) =
1
2
(
E(N2)− 2E(N)E(M)
+ E(M2)− E([N −M ]2)).
Expanding the first three terms in this expression, we
find
E(N2)− 2E(N)E(M) + E(M2)
=
∑
i∈N
p˜(i)i2 − 2
∑
i∈N
p˜(i)i
∑
j∈N
q˜(j)j +
∑
j∈N
q˜(j)j2
=
∑
i∈N
p˜(i)i
i−∑
j∈N
q˜(j)j
+ ∑
j∈N
q˜(j)j
(
j −
∑
i∈N
p˜(i)i
)
=
∑
i∈N
p˜(i)i
∑
j∈N
q˜(j)(i− j)

+
∑
j∈N
q˜(j)j
(∑
i∈N
p˜(i)(j − i)
)
=
∑
i,j∈N
p˜(i)q˜(j)(i− j)2.
Consequently, the covariance (A3) can be written as
cov(P ) =
1
2
∑
i,j∈N
(p˜(i)q˜(j)− P (i, j))(i− j)2
which corresponds to expression (2) for the Euclidean
distance.
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Appendix B: Variance of diffusion processes and an
alternative distance measure
A well-studied dynamical process on networks is the
diffusion process, where a time-dependent state pt is de-
fined on the nodes of a graph with Laplacian Q and
evolves according to the diffusion equation (also called
heat equation)
d
dt
pt = −Qpt with solution pt = e−Qtp0 for t > 0
for some initial state p0. From properties of the Lapla-
cian matrix it follows that if the initial state of the process
is a distribution then all further states will be distribu-
tions as well, i.e. p0 ∈ ∆n ⇒ pt ∈ ∆n for all t > 0, with
the uniform distribution p∞ = u/n as eventual station-
ary state.
We now consider the variance varω(pt) of the time-
evolving distribution with respect to the square root ef-
fective resistance (3). Using the fact that ΩQ = 2I −
2upT (e.g. following (6)) with p as in Proposition 11, we
find that this variance evolves as
d
dt
varω(pt) = 2‖pt‖22 − 2pTpt.
In this expression, the first term causes the variance
to increase, while the second term causes a decreasing
variance depending on how similar (in the inner-product
sense) the probability at time t is to the vector p. This
effectively separates the probability simplex into two re-
gions
∆+n = {q ∈ ∆n : ‖q‖2 > pTq}, and
∆−n = {q ∈ ∆n : ‖q‖2 < pTq}
where the variance either increases or decreases for the
diffusion process.
In the particular case of node-transitive graphs, we find
a simplified evolution of the variance d varω(pt)/dt =
2‖pt‖2 − 2/n due to the fact that p = u/n (see proof
of Proposition 9). Since ‖q‖2 ≥ 1/n for all q ∈ ∆n with
equality only for the uniform distribution, this shows that
the diffusion process results in a strictly increasing vari-
ance up to the stationary state. In the case of arbitrary
graphs, a similar evolution is reproduced if we consider
the variance with respect to an alternative dissimilarity
d in definition (1) as varQ†(p) = −pTQ†p. The time-
evolution in this case is given by
d
dt
varQ†(pt) = 2‖pt‖22 − 2/n ≥ 0
with equality if and only if pt = p∞ = u/n. In other
words, the diffusion process results in a time-increasing
variance varQ† up to the uniform stationary distribution,
when the variance is maximised. Note the important dif-
ferences between the two choices varω and varQ† , whose
maximum distribution accumulates probability at the ex-
tremities of the graph in the former case, and spreads it
uniformly in the latter case.
Appendix C: Strict concavity of the variance
A function f on a set X is called strictly convex if it
satisfies
f(θx+ (1− θ)y) > θf(x) + (1− θ)f(y)
for all distinct x, y ∈ X and θ ∈ (0, 1). We now prove
that varω : ∆n → R is strictly concave.
Proof: For any θ ∈ [0, 1] and p,q ∈ ∆n we can write
θpTΩp+ (1− θ)qTΩq− [θp+ (1− θ)q]TΩ[θp+ (1− θ)q]
= θ(1− θ) [pTΩp+ qTΩq− 2pTΩq]
= θ(1− θ)(p− q)TΩ(p− q)
= −2θ(1− θ)(p− q)TQ†(p− q) ≤ 0.
In the last line, we first use the fact that by definition of
the effective resistance we have Ω = uζT + ζuT − 2Q†
where ζ = diag(Q†), such that xTΩx = −2xTQ†x for
all vectors x ⊥ u, and thus in particular for (p − q).
Since the Laplacian matrix is positive semidefinite, its
pseudoinverse Q† is positive semidefinite as well, result-
ing in the inequality and thus establishing concavity of
the variance. Moreover, since the (pseudoinverse) Lapla-
cian has a single zero eigenvalue corresponding to the
constant eigenvector and since (p − q) ⊥ u for distinct
distributions, the inequality is strict. 
We remark that the concavity of the variance is not a
generic property for all metrics d. For some metric on
the nodes d with matrix (D)ij = d
2(i, j) we can write
θ vard(p) + (1− θ) vard(p)− vard(θp+ (1− θ)q)
= θ(1− θ)(p− q)TD(p− q).
This shows that the variance vard is concave if and only
if
(p− q)TD(p− q) ≤ 0 for all p 6= q ∈ ∆n. (C1)
A result from distance geometry states that criterion (C1)
together with the conditions d(i, i) = 0 and d(i, j) =
d(j, i) for all i, j is satisfied if and only the metric space
(N ,√d) can be embedded isometrically in Euclidean
space [54], i.e. with a point m(i) ∈ Rr for each i such
that
√
d(i, j) = ‖m(i) −m(j)‖2. In Section VI we dis-
cuss how this ‘embedding criterion’ is satisfied for the
effective resistance as discovered by Miroslav Fiedler [47,
Thm. 1.2.4]. Similar criteria for distance matrices were
also studied in [4].
Appendix D: Maximum variance support for tree
graphs
We show Proposition 7 which says that the maximum
variance distribution on tree graphs is supported on the
leaf nodes. This result was mentioned in [4] without
proof, and was proven in [43] based on a perturbation
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argument of the maximum variance distribution for an
equivalent problem formulation.
Here, we present a proof by showing that having a non-
leaf node in the maximum variance support contradicts
the necessary conditions (C1)−(C3) for the maximum
variance distribution. For our proof, we will make use
of the fact that the effective resistance on trees corre-
sponds to the shortest path distance (see e.g. [2]) and
thus that
ωij = ωix + ωxj (D1)
whenever the (unique) path from i to j passes through
node x or, equivalently, when removing node x from the
graph disconnects i and j. We will consider an arbi-
trary non-leaf node x in the tree graph and one of its
neighbours y ∼ x. We write Ny for the connected set of
nodes after removal of x that contains node y, and write
Vy = Ny ∩ V? (which could be empty) and Vcy = V?\V
(which always contains x) as in the figure below. Follow-
ing (D1), we thus have ωiy = ωix + ωxy for all i ∈ Vcy
and since removing y disconnects Vy from x we also have
ωiy = ωix − ωxy for all i ∈ Vy. We now give the proof by
contradiction.
Proof of Proposition 7: Assume that a non-leaf node
x has non-zero probability in the maximum variance dis-
tribution p?, i.e. x ∈ V?, and let y be a neighbour of x.
We first show that Vy is non-empty. Assume otherwise
(in particular y /∈ V?), then we can write
∑
i∈V?(=Vcy)
p?iωiy −
∑
k∈V?
p?k
∑
i∈V?
p?iωik
=
∑
i∈Vcy
p?i (ωix + ωxy)−
∑
k∈V?
p?k
∑
i∈V?
p?iωik
= ωxy −
∑
k∈V?
p?k
∑
i∈V?
p?i (ωik − ωix)
= ωxy
where the last step uses (C2) as
∑
i∈V? p
?
iωik =∑
i∈V? p
?
iωix. Invoking the global optimality condition
we then find (C3)⇔ ωxy < 0 which contradicts the fact
that ωxy > 0. Consequently, for every neighbour y of x
the set Vy must be non-empty.
Next, we consider two cases for the neighbour y.
(Case 1) If y /∈ V? then we can write∑
i∈V?
p?iωiy −
∑
k∈V?
p?k
∑
i∈V?
p?iωik
=
∑
i∈Vy
p?i (ωix − ωxy) +
∑
i∈Vcy
p?i (ωix + ωxy)
−
∑
k∈V?
p?k
∑
i∈V?
p?iωik
= ωxy
∑
i∈Vcy
p?i −
∑
i∈Vy
p?i

= ωxy
1− 2 ∑
i∈Vy
p?i

The global optimality condition then gives that
(C3)⇔
∑
i∈Vy
p?i >
1
2
for all y ∼ x with y /∈ V?
(Case 2) If y ∈ V? then we can write∑
i∈V?
p?iωix −
∑
i∈V?
p?iωiy
=
∑
i∈Vy
p?i (ωiy + ωix) +
∑
i∈Vcy
p?i (ωiy − ωix)−
∑
i∈V?
p?iωiy
=
∑
i∈Vcy
p?i −
∑
i∈Vy
p?i
= 1− 2
∑
i∈Vcy
p?i
The local optimality condition then gives
(C2)⇔
∑
i∈Vy
p?i =
1
2
for all y ∼ x with y ∈ V?
Since each neighbour is either in the maximum variance
support (Case 2) or not (Case 1), we have that
1 =
∑
i∈V?
p?i = p
?
x +
∑
y∼x
∑
i∈Vy
p?i >
∑
y∼x
1
2
which shows that x can have at most one neighbour. This
contradicts our initial assumption that x is a non-leaf
node and thus shows that no maximum variance distri-
bution (satisfying (C1)−(C3)) can have a non-leaf node
in the support, hence V? must be a subset of the leaf
nodes. 
Appendix E: Maximum variance distribution on
weighted stars and configuration graphs
We show Proposition 8 and Corollary 1 that charac-
terize the maximum variance distributions on weighted
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star graphs and configuration graphs, respectively. We
first derive the solution for the weighted star using prop-
erties of tree graphs, and then show an equivalence to
the maximum variance problem on configuration graphs
which leads to the corollary.
We start with the following result about the solution to
equation (C2) for (the leaf nodes of) a weighted star:
Lemma 1 For any subset V of the leaf nodes of a
weighted star, the solution p to equation (C2) is given
by
pi =
1
2
− (v − 2)ki
4mV
for all i ∈ V (E1)
where 2mV =
∑
i∈V ki.
Proof: We can assume without loss of generality that
V is the full set of leaf nodes. If V is a subset of the
leaf nodes, we can remove those leaf nodes not in V and
obtain a weighted star (parametrized by degrees {ki}i∈V)
with leaf nodes V, to which the Lemma is then applicable.
As pointed out in Appendix D, the effective resistance on
tree graphs (and thus weighted stars) equals the shortest
path distance. For the leaf nodes in a weighted star,
which are connected by a single, weighted link to node
0, we thus find that ωio = c
−1
io = k
−1
i . Furthermore, for
pairs of leaf nodes we find
ωij = ωi0 + ω0j = k
−1
i + k
−1
j for leaf nodes i, j
since removing {0} disconnects all leaf nodes. If we let
k˜ = (k−11 , . . . , k
−1
n ) we can thus write the resistance ma-
trix between leaf nodes V as
ΩVV = k˜uT + uk˜T − 2 diag(k˜).
We now show that the local optimality condition ΩVVp =
(2σ2)u for the maximum variance solution p is satisfied
by the proposed solution. Introducing solution (E1) in
vector form into condition (C2), we find
ΩVVp = (k˜uT + uk˜T − 2 diag(k˜))
[
1
2
u− (v − 2)
4mV
k
]
=
[
v
2
− (v − 2)
2
− 1
]
k˜
+
[
k˜Tu
2
− v(v − 2)
4mV
+
(v − 2)
2mV
]
u
=
[
k˜Tu
2
− (v − 2)
2
2mV
]
u
as required, which completes the proof. Alternatively,
(E1) can be derived from equation ΩVVp = 2σ2u by in-
troducing the found effective resistance matrix. 
We can now continue to prove Proposition 8, by showing
that the solution p to equation (C2) described in Lemma
1 together with conditions (C1) and (C3) are equivalent
to the conditions described in the proposition. We as-
sume all degrees to be ordered in increasing order, i.e.
with ki ≤ ki+1 for all i < n.
Proof of Proposition 8: From Lemma 1 we know that
the local optimality condition (C2) is equivalent to (E1).
We now consider when the two other necessary and suf-
ficient conditions are met.
Introducing expression (E1) for the solution to the local
optimality condition into the positivity condition (C1)
for p, we find that
(C1)⇔ ki ≤
∑
j∈V kj
v − 2 for all i ∈ V.
Next, if V is a subset of the leaf nodes we let j /∈ V be
one of the leaf nodes not in the support, and write∑
i∈V
piωij −
∑
i,r∈V
piprωir
=
∑
i∈V
pi(k
−1
i + k
−1
j )−
∑
i,r∈V
pipr(k
−1
i + k
−1
r ) + 2
∑
i∈V
p2i k
−1
i
= k−1j −
∑
i∈V
pik
−1
i + 2
∑
i∈V
p2i k
−1
i
= k−1j − 2
∑
i∈V
pik
−1
i
(
1
2
− pi
)
= k−1j −
(v − 2)
2mV
∑
i∈V
pi = k
−1
j −
(v − 2)
2mV
.
Consequently, the global optimality condition (C3) is
equivalent to
(C3)⇔
∑
j∈V kj
v − 2 < ki for all i /∈ V
Taking into account the most extreme cases, the optimal-
ity conditions (C1)−(C3) for the maximum variance set
V? are thus
max
i∈V?
ki ≤
∑
j∈V? kj
v − 2 < mini/∈V? ki
which in particular shows that ki < kj for all i ∈ V? and
j /∈ V? and thus that V? can only be equal to a set of
nodes with the ` smallest degrees. More precisely, making
use of the ordering we find that V? = {i ∈ N : ki ≤ k`}
where k` satisfies
k` ≤
∑`
i=1 ki
`− 2 < k`+1
and defining kn+1 = ∞ for consistency. Since the max-
imum variance support is a subset of the leaf nodes (by
Proposition 7), the above expression fully characterizes
the maximum variance support V?. 
We now show that the result for weighted star graphs
immediately implies the result for configuration graphs,
based on the following correspondence between effective
resistances in both graphs
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Lemma 2 The effective resistance ωij between pairs of
nodes in a configuration graph and ω′ij between pairs of
leaf nodes in a weighted star parametrized by the same
degree sequence k is proportional:
ωij =
2m
2m− 1ω
′
ij (E2)
where i and j correspond to nodes with the same degrees
in both graphs.
Proof: Our proof will make use of the Schur comple-
ment. An important property of the Schur complement
of a Laplacian matrix is that it leaves the effective resis-
tances invariant [52], see also Section VI. More precisely,
if Ω is the effective resistance matrix of a Laplacian ma-
trix Q, then the Schur complement Q/Vc with respect to
some set V has effective resistance matrix ΩVV equal to
the submatrix of Ω with rows and columns in V.
The Laplacian Q′ of the weighted star can be written in
block-form as
Q′ =
(
2m −kT
−k diag(k)
)
where the first row and column correspond to node {0}
in the star. Taking the Schur complement with respect
to the leaf nodes {0}c we find
Q′/{0} = diag(k)− kkT /2m = 2m
2m− 1Q
with Q the Laplacian of the configuration graph. Since
the Schur complement leaves the effective resistances in-
variant, we thus find that
Ω′VV =
2m− 1
2m
Ω
as required. 
Corollary 1 now follows as a simply corollary of Lemma
1 and Proposition 8 combined:
Proof of Corollary 1: Since the maximum variance
distribution on a weighted star is always supported on
the leaf nodes, the maximum variance problem (5) for
the distance matrix Ω′ of the weighted star is the same as
the maximum variance problem on the distance matrix
Ω′VV , which is equivalent to the optimization problem
on the rescaled distance matrix Ω of the configuration
graph, up to a scaling of mm−1 of the maximum variance
solution 2σ2. The criterion for the maximum variance
support V? for weighted star graphs given in Proposition
8 thus also describes the maximum variance support for
configuration graphs as in Corollary 1. 
Appendix F: Reformulations of the local optimality
condition
We prove Proposition 11 which describes equivalent
characterizations for a vector p ∈ Rn.
Proof of Proposition 11: (i)⇔(ii) Using a similar
derivation as in Section V A which considers a transfer
of probability  between nodes i and j, we find that a
necessary condition for any solution p to the optimization
problem in (ii) is that Ωp = 2 varω(p)u, in other words
(ii)⇒(i). Since there is a unique solution to (i) this means
it is also necessary and (i)⇒(ii).
(i)⇔(iii) To prove this result, we make use of a particular
embedding m based on the (n− 1) eigenvectors zk ∈ Rn
with zk ⊥ u and non-zero eigenvalues µk of the Laplacian
Q as (see [49])
(m(i))k = (zk)iµ
−1/2
k for all i ∈ N and k < n.
This embedding satisfies m(i)Tm(j) = (Q†)ij for all
i, j ∈ N , which means we can write the distance from
a point m(p) to a vertex as
‖m(p)−m(i)‖2 = (ei − p)TQ†(ei − p)
We then find that
‖m(p)−m(i)‖2 − ‖m(p)−m(j)‖2
= eTi Q
†ei − eTj Q†ej − 2pTQ†(ei − ej)
= (ei − ej)TΩp
which shows that the distance from m(p) is the same to
all vertices m(i) if and only if Ωp is a constant vector. In
this case, the radius of the circumsphere can furthermore
be calculated as
‖m(p)−m(i)‖2 = (p− ei)TQ†(p− ei)
= −1
2
(p− ei)TΩ(p− ei)
= −1
2
(
pTΩp− 2eTi Ωp
)
=
1
2
pTΩp = varω(p)
This confirms that (i)⇔(iii)
(i)⇔(iv) Using the definition of the effective resistance
matrix, we can write
Ωp− 2 varω(p)u
=
[
(I − uuT /n)ζ − 2Q†p]
− [2 varω(p)− ζTp− uT ζ/n]u.
Since the first term in square brackets is in u⊥ while the
second term is parallel to u we know that (i) holds if and
only if both terms are zero, and thus
2Q†p = (I − uuT /n)ζ and varω(p) = ζTp− uT ζ/n
which is satisfied if and only (iv) holds, i.e. when
p = 12Qζ + u/n and with the corresponding variance
varω(p) =
1
4ζ
TQζ + uT ζ/n.
(i)⇔(v) Using Fiedlers identity (6) to encode (i), we can
write(−2 varω(p) pT
p − 12Q
)(
0 uT
u Ω
)
= I ⇒ puT = 1
2
QΩ− I.
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Hence, taking the ith diagonal of this expression and us-
ing the fact that ωii = 0, we find
pi = 1− 1
2
∑
j∼i
cijωij
which proves (i)⇔(iv) and thus completes the proof. 
We now derive Proposition 12 which relates the solution
p of (C2) for the full node set, to the solution for subsets.
Proof of Proposition 12: We let V = N\{x} and from
Fiedlers identity for the resistance matrix ΩVV we find
p′i = e
T
1
(
0 uT
u ΩVV
)−1
ei.
where p′ solves condition (C2) for the set V. This inverse
resistance matrix is the inverse of a submatrix of the
matrix
(
0 uT
u Ω
)
which appears in Fiedlers identity (6) for
the full node set. Using the Schur complement formula
for block-matrix inversion (see also (7)), we find that
(
0 uT
u ΩVV
)−1
=
(−2σ2 pTV
pV −12 QVV
)
+
2
kx
(
px
1
2cx
)(
px
1
2cx
)
,
with vector (cx)i = cix. Consequently, for p
′
i and σ
′2 we
find

p′i = pi + cix/kx
varω(p
′) = varω(p)2 − p
2
x
kx
as required. 
Remark: To illustrate the convenience of Proposition 12
we note that it allows for a particularly simple proof of
Lemma 1. In any weighted star on n leaf nodes, the
solution to (C2) gives p
′
i = 1/2 for each leaf node and
p′0 = (2 − v)/2 (e.g. by Proposition 11 (v)). Thus if we
take the Schur complement with respect to {0}c we find
by Proposition 12 that pi = 1/2 − (v − 2)ki/(4mV) as
required.
Appendix G: Application: iterated core-periphery
decomposition
For large graphs, the k-core decomposition is used as
a tool to visualise graphs, identify clusters of important
nodes or map the hierarchical structures in a network
[55]. This decomposition divides the nodes of a net-
work into (overlapping) subgraphs by recursively deleting
nodes with the smallest degree from a graph until all re-
maining nodes have at least a certain degree k: starting
from k = 1, all nodes are in the 1-core; then all nodes of
degree one are removed consecutively, until all remaining
nodes have degree two, which makes up the 2-core. This
process is then repeated until no nodes remain.
We now consider an adaptation of the k-core decompo-
sition by consecutively removing the peripheral nodes,
defined as the maximum variance support. This proce-
dure gives a recursive definition of the kth core Ck ⊆ N
as {
1-core: C1 = N\V?(G)
k-core: Ck = Ck−1\V?(Gk−1) for k > 1
where Gk is the induced subgraph on the nodes Ck. When
a subgraph Gk is disconnected, the maximum variance
support is calculated for each connected component sep-
arately. The coreness ci of a node is determined by the
‘highest’ core it is part of, as ci = maxk{i ∈ Ck}. Figure
8 below illustrates the k-core decomposition on two net-
works, which shows that our adapted decomposition can
fulfill a similar visualisation or summarization role as the
standard one.
FIG. 8. The iterated core-periphery decomposition divides
the nodes of a graph into layers of increasing centrality or
‘coreness’. The figure above shows the coreness ci of nodes
in the Karate club network (obtained from the KONECT
database [40]) and four random geometric graphs (see Sec-
tion V C).
