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Abstract
Nowadays, geographic information is increasingly used by several entities around the world. Then, the
need of sharing information from diﬀerent sources is an obvious consequence from such proliferation of
systems. Unfortunately, integrating geographic information is not a trivial issue. We must deal with several
heterogeneity problems, which increase complexity of integration approaches. In order to alleviate some
problems, we introduce an integration process based on two main sets of tasks – non-logic and logic. The
former is aimed at ﬁnding similarities based on structural and syntactic analyzes of geographic data; and the
latter is used to calculate inferences from semantics of data by using ontologies. We illustrate the approach
by integrating information from two governmental entities, which manage geographic information of North
Patagonia, Argentina.
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1 Introduction
Currently, newer and better technologies and devices are being created in order
to capture a large amount of information about Earth. Nowadays, GPS (Global
Positioning System) technology is so common that it is spread all over around such
as in cell phones, cars, etc. All of this geographic information is analyzed and stored
at diﬀerent levels of detail in Geographic Information Systems (GIS), possibly
distributed on the Web. Then, a fast search for geographic information on the Web
will return several links representing diﬀerent parts of our World. But, what does
happen when someone needs information that is divided into more than one system?
For example, information about rivers in Patagonia can be obtained by querying
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two or more diﬀerent systems. Even distribution of information is one of the prob-
lems, there are some others: these systems have been developed by diﬀerent entities
with diﬀerent points of view and vocabularies, and here is when we have to face
heterogeneity problems. They are encountered in every communication between
interoperating systems, where interoperability refers to interaction between infor-
mation from diﬀerent sources involving the task of data integration to combine data.
Two systems sharing data representing rivers can be an example to clarify
diﬀerent types of heterogeneity problems as follows [14]: heterogeneity in the
conceptual model – one system represents a river as an object class and the
other as a relationship; heterogeneity in the spatial model – rivers can be rep-
resented by polygons (or a segment of pixels) in one system, while they are
represented by lines in the second system; structure or schema heterogeneity
– both systems hold the name of a river but one keeps information about the
border; and semantic heterogeneity – one system may consider a river as a
natural stream of water larger than a creek with border and the other deﬁnes a
river as any natural stream of water reaching from the sea, a lake, etc. into the land.
In this work we focus on the last problem, semantic heterogeneity, during the
schema integration of diﬀerent but related information sources. Generally speak-
ing, two essential tasks are involved in the semantic integration process: semantic
enrichment and mapping discovery [34]. The main goal of Semantic Enrichment is
to reconcile semantic heterogeneity, so it involves adding more semantic informa-
tion about the data. Various proposed approaches add extra semantic information
through the use of metadata or ontologies. We are particularly interested in those
using ontologies because, by deﬁnition, they provide a vocabulary to represent and
communicate knowledge about the domain and a set of relationships containing the
terms of the vocabulary at a conceptual level. Ontologies are actually extensively
proposed as tools to face heterogeneity problems. For example, diﬀerent proposals
are using formal ontologies to enrich the conceptual schema and thus to improve
the integration process [7,8,14,15].
The semantic enrichment task is essential to reach the second task, Mapping
Discovery. Several surveys [16,18] have been presented analyzing diﬀerent proposals
related to semantic matching, i.e. building of mappings. As we build our process
upon ﬁnding of mappings, we further describe some of these proposals in Section 2.
Our approach is focused on searching mappings between two geographic ontolo-
gies. These mappings are used to generate a global integrated ontology containing
the structure of data of a federated system, which includes a set of distributed and
autonomous sources of data.
Our proposal is at schema level, that is, instances of concepts are not taken into
account but only the structure of data. From these data, formal ontologies are built
based on geographic standards and using classes, properties, constraints, etc. All of
these elements of the ontologies are taken into account in the process of searching
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mappings. Novelty of our proposal bases on that not only taxonomic relationships
are considered but also more complex elements of the ontologies.
Additionally, we should consider the following hypothesis tested by Mark et al.:
“geographic and non-geographic entities are ontologically distinct in a number of
ways”. Their experiments tested the degree to which ordinary people can code the
geographic domain at conceptual level. As a conclusion of this study, there is a set
of geographic terms that have higher frequency, that is, they are more recurrent
terms. In principle, by knowing which these terms are, the similarity process could
be simpliﬁed.
As formal ontologies are used by our proposal, a logical formalism is needed
to represent them. As Cocchiarella wrote 3 “Formal ontology is a discipline in
which the formal methods of mathematical logic are combined with the intuitive,
philosophical analyzes and principles of ontology”. In particular, Description Logic
[2] has been selected to formalize our ontologies. Besides capabilities any logic
language provides, reasoning systems capable of processing such formalism exists.
Thus, our proposal takes advantage of these features and applies them in the
inferred mapping process.
This paper is organized as follows: next Section presents related works in the
literature together with relations to our approach. Then, an overview of the ar-
chitecture brieﬂy describing the main components of our proposal is presented in
Section 3, followed by a description of our integration process. Then, a case study
illustrating the application of our method is shown in Section 4. Future work and
conclusions are discussed afterwards.
2 Related Work
Mapping discovery by using ontologies has being extensively investigated during
the last years. Various approaches have emerged proposing processes and tech-
niques to ﬁnd similarities between elements of diﬀerent but related ontologies.
Some approaches [4,21,24,25,10] involve non-speciﬁc information systems and oth-
ers [14,30,31,34,36] are speciﬁcally oriented towards geographic information. Both
groups complement each other because solutions proposed by some of them can be
used by others. For example, the similarity functions proposed in [31] have been
applied in [4].
With respect to the ﬁrst group, OBSERVER [25] is one of the approaches more
referenced in the literature. It deﬁnes a model for dealing with multiple ontologies
avoiding problems about integrating global ontologies. One important component in
OBSERVER is the IRM (Interontology Relationships Manager) shared repository.
It can be seen as a catalog of semantics of the system used to solve the “vocabulary
problem” (heterogeneous vocabularies used to describe the same information). The
IRM component supports ontology-based interoperation by deﬁning several kinds of
interoperable relationships as synonym, hyponym, hypernym, overlap, etc. among
3 http://www.stoqnet.org/lat notes.html
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the terms of diﬀerent (locally developed) ontologies. These relationships are nec-
essary to map the elements of the ontologies, but OBSERVER does not propose a
semantic matching method, so the mappings must be found manually.
Additionally, examples of semantic matching methods are described in
[4,21,24,10]. For example, [10] and [24] propose two similar ontology-merging tools.
On one hand, the PROMPT tool described in [10] proposes an interactive tool
that guides the user through the merging process. However the main problem with
the PROMPT tool is that it is highly dependent on the names of the concepts in
the ontology. On the other hand, Chimarea [24] provides support for merging of
ontological terms from diﬀerent sources, checking the coverage and correctness of
ontologies and maintaining ontologies over time. Except for several situations refer-
ring to structural aspects of the ontologies, Chimarea does not make any suggestion
to the user; and the only relation that Chimarea considers is the subclass/superclass
relation.
Another proposal for semantic matching is introduced in [21], where a lexical
and a conceptual layer are used to ﬁnd similarities. At the lexical level, the method
uses a lexical function called lexical similarity measure (SM). At the conceptual
level, concepts (classes and properties) are compared taking into account the
taxonomies in which they appear. However, some types of properties are not
considered by this method.
With respect to the second group, which involves geographic information, the
work in [30] presents a combination of two diﬀerent approaches to similarity as-
sessment – the feature matching process [35] and the semantic distance. Common
features increase the similarity value and distinct features decrease it. The main
disadvantage with this method is that the similarity values cannot be calculated nei-
ther automatically nor semi-automatically due to the high dependence on natural
language descriptions.
Another example is the work introduced in [14],which deﬁnes a method by using
ontologies represented by a logical language to integrate data base schemata. A
reasoning system is used to merge ontologies based on a set of inferred similarity
relations. Source ontologies are built based on the elements of source schemas and
taking into account a higher-level ontology (which is an ontology with general terms
and minimum constraints). The results are formal ontologies written in description
logic. As these source ontologies are based on a higher-level ontology (that is, they
include this ontology in their deﬁnitions and add more detailed deﬁnitions for some
other elements), the reasoning system only has to ﬁnd similarity relations between
them. The PowerLoom [20] reasoning system was used to evaluate DL deﬁnitions.
In the ODGIS (Ontology-Driven Geographic Information Systems) approach [6]
authors introduce a framework for the integration of geographic information. This
framework has two main aspects, the knowledge generation in which the ontologies
are speciﬁed and the knowledge use in which a group of components interact to
answer a query (by using mechanisms to retrieve instances of instances of classes
from ontologies). Particularly in the ﬁrst one, ontologies of diﬀerent level of detail
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are speciﬁed – a high-level ontology (at the top level), domain ontologies (based on
the the previous one), and task ontologies are some of them. The main contribution
of this approach is the use of roles denoting diﬀerent functions an object can take
depending on the perspective. Thus, each entity of an ontology can play many
roles. Roles and hierarchy mechanisms are used as a tool to integrate the diﬀerent
ontologies.
Finally, in [34] by using conceptual models and description logics, a method-
ology for the integration of spatio-temporal conceptual schemas is deﬁned. The
sources to be integrated are represented by using the MADS conceptual data model
(Modeling of Application Data with Spatio-temporal features [27]) with its multiple
representation capabilities [26] in order to manipulate geographical information
through multiple perspectives of the same information. The proposal is based on
the speciﬁcation and use of inter-schema knowledge, that is, they are not focused
on the semantic matching activity but on a methodology to build an integrated
system. An expert designer is responsible of ﬁnding the possible mappings between
two MADS conceptual models. Description logic reasoning services are used to
check the satisﬁability of the set of inter-schema mappings. The model has a rich
spatio-temporal semantics, but the mappings must be discovered manually.
By implementing two kind of processes, logic and non-logic, our method com-
bines two aspects of the integration problem. Firstly, a formal language is used in
order to represent the ontologies. These “formal ontologies” are built based on the
standards deﬁned for geographic information systems. By representing ontologies
with a formal language, we ﬁnd new relations taking advantage of the logic of data.
A reasoning system is used to perform inferences about the deﬁned taxonomy. Thus,
implicit relations are found and added to the ontologies.
The second important aspect is the syntactic and structural analysis of the
elements of the ontologies. These analyzes are aimed at ﬁnding similarities that can
not be found by the logic process. Therefore, both processes complement each other.
Comparing our proposal with those in the literature, some points in common can
be found with respect to the proposal described in [14]. For example, Description
Logics is used as a tool to represent domain ontologies in order to take advantage of
the inference mechanisms. But in [14], domain ontologies must commit to the same
high-level ontology to allow the reasoning system to start the integration process.
Thus, domain ontologies are not independent because diﬀerent communities must
agree with the high-level ontology. Another proposal with some similarities with
respect to ours is the ODGIS approach [6]. The way semantic granularity is man-
aged by this approach is applied to our methodology (looking for the ﬁrst possible
intersection going upward in the ontology trees); however we do not use ontologies
of diﬀerent levels of detail. As diﬀerences, this proposal needs human intervention
(on the ontology creation and on the role deﬁnitions) and uses a reduced set of se-
mantic relations (is-a, part-of, and whole-of). Besides, as in [14], domain ontologies
are based on a high-level ontology.
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Fig. 1. Architecture of our Proposal
3 Overview of our Architecture
In previous works [4,5], we have proposed a layered-based architecture (Figure 1)
to integrate diﬀerent information sources by using ontologies. Besides, an ontology-
merging method based on the components of this architecture has been deﬁned.
There, the ontologies can be non-formal because syntactic and semantic relation-
ships are only taken into account. The method contains three levels (syntactic,
semantic and user level) allowing a user to ﬁnd several correct mappings.
Now, to instantiate our approach to deal with geographic information, source
information is represented by local and autonomous geographic information systems
as parts of the ﬁrst layer. Formal ontologies are in the next layer representing
information extracted from each source. Logic is used as a formalism for ontology
representation by using for example Description Logic (DL) [2] and Frame-based
Logic (FLogic) [17]. An exhaustive comparison between them can be found in [14].
Due to several advantages of DL with respect to FLogic, DL has been selected to
represent our ontologies. Besides, a reasoning system has been used in order to
perform inferences about semantics of data.
To build the integrated system, the next layer deﬁnes six main components.
As a result, a global ontology is built involving the concepts included in the formal
ontologies. In order to query the system, potential users browse this global ontology.
Let us brieﬂy describe the components’ proﬁle. The Reasoning System and
Thesaurus are external components because they are out of the scope of our devel-
opment, although they are part of the integration process indeed. The Reasoning
System is used to perform inferences between ontologies such as inferred subsump-
tion relations between concepts. Thesaurus is used by the non-logic process in
which the mappings are found by comparing concepts syntactic and structurally.
Our integration process is divided into two main sets of tasks – logic and non-logic.
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Logic tasks involve the Reasoning System aforementioned. Non-logic tasks involve
the Syntactic Comparison, Structural Comparison and Thesaurus components. The
Syntactic Comparison component analyzes concepts from diﬀerent ontologies syn-
tactically. That is, the name of concepts are compared. Following, the Structural
Information component analyzes relationships and attributes of the elements of the
ontologies. Besides, the Thesaurus component is used to extract semantic informa-
tion in order to ﬁnd synonym relationships. By using the syntactic and thesaurus
results, and performing a structural matching, the Structural Comparison compo-
nent generates a set of mappings relating source concepts.
Next Section contains a detailed explanation about our integration process.
3.1 The Integration Process
The geographic information is the base of our system. This information is rep-
resented by using formal ontologies in order to take advantage of the semantic of
data. By using geographic standards such as ISO/IS 19107 [12], ISO/DIS 19109 [11],
etc., formal ontologies are created. Firstly, a conceptual model is built capturing
the information represented by the geographic sources. And later, these conceptual
models are translated to formal ontologies by using any ontology editor (in this case,
Prote´ge´ [28]). Thus, these ontologies are then inputs of our integration process.
The integration process analyzes them taking into account classes, properties
(associations and attributes), specialization/generalization relations and constraints
of the ontologies [4].
Two main sets of tasks are involved in this process – non-logic and logic tasks –
each of them focusing on diﬀerent mismatches between the two ontologies. The ﬁrst
group, non-logic tasks, takes into account syntactic and structural analyses involv-
ing ﬁve components: Syntactic Comparison, Structural Comparison, Thesaurus,
Mappings Rules and Global Ontology (Figure 1).
In the syntactic analysis (performed by the Syntactic Comparison component)
two formal ontologies are analyzed looking for syntactic similarities between ele-
ments involved in them. Three similarity functions are used here as follows.
• The edit distance function, which considers the number of changes that must be
done to turn one string into the other, and weights the number of these changes
with respect to the length of the shortest string.
• The trigram function [19], which is based on the number of diﬀerent trigrams
in two concepts or strings.
• And the check constrains function, which compares the constrains applied to the
properties, for example, cardinality constrains. Only when both properties have
the same restrictions, the function returns 1; otherwise it returns a percentage
according to the number of restrictions that are the same.
The ﬁrst two functions compare the names of the concepts in a diﬀerent way.
Thus, both functions return a diﬀerent similarity result depending on the syntaxis
of the compared names.
Following, in the structural analysis (performed by the Structural Comparison
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component) two main steps are carried out. In the ﬁrst step, the results of the
syntactic analysis are combined together with the results from the thesaurus in-
formation. The Thesaurus component is used to extract synonym relationships
between the concepts of the ontologies. These relationships are necessary because
synonyms (in general) are not similar syntactically. In this case, EuroWordNet 4
is used as the thesaurus. EuroWordNet is a multilingual database with wordnets
for several European languages, such as Spanish, that is the one we are interested
in. It is based on the American wordnet for English (WordNet [29]). However, the
main problem we have to face at this point is that not every wordnet in WordNet
is in EuroWordNet; only around 35% of the wordnets is translated. Thus, there
are several words representing elements in the formal ontologies without synonym
relations. Besides, EuroWordNet (like WordNet) is not speciﬁcally for geographic
information and when some speciﬁc geographic words are used, they cannot be
found. Nevertheless, to the best of our knowledge geographic thesauruses have not
yet been created.
In the second step, in order to perform an structural comparison, the similarity
function described in [3,31] is used. This function compares the number of properties
that the classes have in common and analyzes them in a hierarchy (by calculating
the depth of the most common superclass between the classes). For example, if a
“Country” class is described by three attributes (name, border and inhabitants) in
one ontology, and in the other the same class is also described by three attributes
(name, border and isCapital), the function returns 23 (when these classes are in the
same depth in the hierarchy).
Thus, with the results of the last analysis (structural analysis), mapping rules
are generated. They are used to build the global ontology which is browsed by
users in order to query the integrated system.
Now, we should look at the logic tasks. Three components of our architecture
are involved in the logic process (Figure 1): Reasoning System, Formal Ontologies
and Global Ontology. This process takes place in two diﬀerent moments within the
whole integration process, before and after the non-logic tasks. In both moments,
the Reasoning System component is used to take advantage of the logic of data.
Remember that we are working with formal ontologies which are represented by a
logical language (in this case, Description Logic). Therefore, by means of a reasoning
system, such as RACER [13], inferences over the ontologies can be performed. We
take advantage of the capability of inferring subsumption relations between classes
and properties in the schema (TBox). That is, the reasoning system will determine
where a concept can be located in a taxonomy hierarchy (a hierarchy built by means
of a subconcept relation).
Before the non-logic tasks, the logic process is performed to recognize subsump-
tion relations in each formal ontology. That is, the reasoning system checks for
class subsumption on the formal ontologies. Moreover, equivalent classes can be
found within an ontology because two concepts C and D are equivalent when C is
4 http://www.illc.uva.nl/EuroWordNet/
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subsumed by D and D is subsumed by C [2]. Thus, each formal ontology enters in
the non-logic process with an inferred hierarchy (computed by the reasoner).
After the non-logic tasks, the reasoning system is used to analyze possible sub-
sumption relations in the global ontology. Remember that this ontology has been
generated by using the mapping rules obtained by the non-logic process. Thus, the
global ontology will also contain the inferred hierarchy.
Besides, the reasoning system is used to check the consistency of each model, the
formal ontologies, and the resultant global ontology. Here, the validity of intentional
deﬁnitions (in TBOX) is checked. If an inconsistency is found, an expert user is
responsible of solving it.
4 A Case Study
In order to illustrate the process, two diﬀerent geographic information systems have
been selected to participate in the integration. These systems are not currently
working together but they store similar information. One system is managed by
the AIC (Autoridad Interjurisdiccional de Cuencas) entity which is in charge of
managing, controlling, using and preserving the basins of the rivers Neuque´n, Limay
and Negro in Patagonia, Argentine. The covered area includes the Rı´o Negro,
Neuque´n and part of Buenos Aires provinces (about 140.000 Km2 representing the
5 % of the Argentinean total territory). The another system is implemented by the
Provincial Oﬃce of Territorial Cadaster (DPCT - Direccio´n Provincial de Catastro
Territorial) in which all information about buildings, streets, parcels, etc. is stored.
The covered area includes only the Neuque´n Province (about 94.068 Km2).
Figure 2 graphically shows a simpliﬁed part of the conceptual model of the AIC
system. The map shows some of the real objects entities represented (dot arrows
references them). Three geometric types are used in this model and references are
shown in the right side of the ﬁgure.
Figure 3 graphically shows part of the other conceptual model, the DPCT sys-
tem. Both models have diﬀerent granularity because of their diﬀerent interests.
Granularity here refers to semantic granularity including the level of detail involved
in the selection of features [9]. The AIC system represents natural objects (rivers,
lakes, mountains, etc.) with more detail than the DPCT system. On the other
hand, objects such as buildings, owners and city organization are more detailed in
the DPCT system.
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Fig. 2. Conceptual Model for AIC system
Fig. 3. Conceptual Model for DPCT system
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Granularity is managed by using generalization/specialization relationships [9].
When the information about these relationships is not enough, EuroWordNet is
used as a tool to obtain them. Besides, relations of hypernyms and hyponyms are
browsed in this situation.
The logic process is the beginning of the integration process between these two
ontologies. We represent both conceptual models by using an ontological language
(in this case, OWL [1] and Prote´ge´ [28] to model the ontologies). The geographic
data types have been imported from the iso-19107 5 ontology. They are part of the
feature geometry model [32] used to represent geographical types.
For example, in the case of the DPCT conceptual model (Figure 3) the “Cap-
ital”(representing Capitals of a province or state) and “Localidad” (representing
cities of a province) classes are deﬁned as following:
<owl:Class rdf:ID="Localidad">
<owl:equivalentClass>
<owl:Restriction>
<owl:onProperty rdf:resource="#compuestoPor"/>
<owl:allValuesFrom rdf:resource="#Area"/>
</owl:Restriction>
</owl:equivalentClass>
<rdfs:comment rdf:datatype="&xsd;string"
>Parte en que se divide un territorio</rdfs:comment>
</owl:Class>
<owl:Class rdf:ID="Capital">
<rdfs:subClassOf rdf:resource="&owl;Thing"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#compuestoPor"/>
<owl:allValuesFrom rdf:resource="#Area"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:comment rdf:datatype="&xsd;string"
>Poblacin principal de un pas o de una provincia</rdfs:comment>
</owl:Class>
The “Area” class represents diﬀerent areas that compose a city or a capital of
a province (represented by the “compuestoPor” property). These two deﬁnitions
of the classes generate an inferred hierarchy in which “Capital” is proposed as
subclass of “Localidad”. “Localidad” is a deﬁned class containing one necessary
and suﬃcient restriction (the “compuestoPor” property). Thus, any individual
that satisﬁes the deﬁnition will belong to the class. Otherwise, this deﬁnition is a
necessary condition for “Capital”. Note that if the “compuestoPor” property is a
necessary condition in both classes, the reasoning system computes an equivalence
relation.
Once the classiﬁcation of the taxonomy is applied separately to both formal
ontologies, the non-logic process starts. To do so, both ontologies are analyzed
syntactically by comparing the names of the elements. Three functions are used to
ﬁnd similarities between them. For example, when “Ciudad” (representing cities)
of the ﬁrst ontology (AIC ontology, Figure 2) and “Localidad” of the other (DPCT
ontology, Figure 3) are compared, the results of the two ﬁrst syntactic functions
are very low because these concepts are not similar syntactically. The edit distance
function returns 0, and the trigram function returns 110 . Finally, the check constrain
5 http://loki.cae.drexel.edu/ wbs/ontology/iso-19107.htm
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function is equal to 1 because the constrains applied to these classes are the same.
Following, during the structural analysis, synonym relations are extracted from
the thesaurus to determine if the compared elements are related. In this example,
these classes contain a synonym relation.
The second step of the structural analysis compares only the classes calculating
the number of properties they have in common. Following our example, the “Ciu-
dad” and “Localidad” classes are deﬁned with “nombre” (denoting the name of the
city), “limite” (denoting the boundary of the city), and “compuestoPor” (denoting
the areas that compose a city) as properties. In the case of the DPCT ontology, the
“Localidad” class is a superclass of the “Capital” class. Besides, as these classes are
in the same level in the hierarchy, a very high result is returned by the structural
function.
Then, all the information of both analyzes (syntactic and structural) are com-
bined in order to obtain similarity values as results. More speciﬁcally, these results
are parts of similarity functions in which a sum of products (value × weight(w))
is performed. In this case study we consider that the weights (w values) in the
similarity functions are evenly distributed (the sum of weights is equal to 1). But
these weights can change accordingly with the importance that an expert user
wants to give them. Then, the mapping rules are generated by using the results of
these similarity functions.
Finally, when the mapping rules have been generated and an initial global ontol-
ogy has been built, the logic process starts again in order to perform classiﬁcation
tasks. In this step and as before, subsume relations can be found including sub-
class/superclass and equivalence relations. Besides, if the global ontology is found
to be inconsistent (due to the result of some mapping rule), an expert user is needed
to solve the problem. So, he/she has to reconsider some decisions of the non-logic
analysis.
Table 1 shows the mapping rules found for the classes in the case study presented.
The properties “cruza” (meaning crosses) and “atraviesa” (meaning traverses) are
found similar because they are synonyms. Then, all the equally named properties
are also found as similar.
Provincia
.
= Provincia Chacra
.
= Chacra
Cuidad
.
= Localidad Lago
.
= Lago
CuerpoDeAgua
.
= MasaDeAgua Rio
.
= Rio
Area
.
= Area Barrio
.
= Barrio
Table 1
Mappings Rules generated by our Integration Process
By applying our method in this case study, we can see the set of mappings that
are possible to be found taking into account all the elements of the ontologies. On-
tologies are not only taxonomies but also properties denoting more semantics. These
properties (used in all conceptual models) are compared in the non-logic process.
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Moreover, a logic process is performed in order to infer implicit relations that can
not be found by the non-logic process. Therefore, by combining the two processes
our method allows to discover more suitable mappings than similar approaches,
such as the ones cited in Section 2.
5 Conclusion and Future Work
In this work an architecture and a process to integrate geographic sources have
been described. In particular, we work with two geographic sources managed by
two organizations of our region. Our method is aimed to assist part of the whole
integration process giving solutions to the construction of the new system. The
main advantage of our method is the combination of two processes, logic and non-
logic, which complement each other. That is, mappings or implicit relations found
in one process are taken into account by the other. In this way, more properties of
the ontologies are represented and compared.
As a future work we are working on two processes. Firstly, on the logic part,
inconsistencies are being analyzed in order to investigate automatic options to solve
them. Remember that currently they are manually solved by an expert user. On the
other hand, on the non-logic part, NLP (Natural Language Processing) techniques
are being considered as tools to ﬁnd one-to-many mappings; that is, one element
of one ontology might be mapped to two elements of the other. A preliminary
work by using NLP tools can be found in [33] where the “multiconcept” deﬁnition
(MCR)[22], is used in order to ﬁnd the complex mappings. Besides, we are working
on deﬁning a set of structural terms frequently used in geographic domains. It is a
similar study to the one introduced in [23], but using the Spanish language instead.
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