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1. Introduction
Let G be a simple graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G). For v ∈ V (G), let NG(v) (or N(v) for
short) be the set of vertices which are adjacent to v in G and d(v) = |N(v)| be the degree of v. For any e 6∈ E(G), we use G+ e
to denote the graph obtained by adding e to G. Similarly, for any setW of edges, G−W and G+W are the graphs obtained
by deleting the edges inW from G and by adding the edges inW to G, respectively. The union of two disjoint graphs G and
H is denoted by G ∪ H . The readers are referred to [1] for undefined terms.
Let A(G) and D(G) be the adjacency matrix and the diagonal matrix of vertex degrees of G, respectively. The Laplacian
matrix of G is defined as L(G) = D(G)− A(G). It is easy to see that L(G) is a symmetric positive semidefinite matrix having
0 as an eigenvalue. Thus, the eigenvalues µi(G)’s of L(G) (or the Laplacian eigenvalues of G) satisfy
µ1(G) ≥ µ2(G) ≥ · · · ≥ µn(G) = 0,
repeated according to their multiplicities. Fiedler [4] showed that the second smallest Laplacian eigenvalue µn−1(G) is 0 if
and only if G is disconnected. Thus µn−1(G) is popularly known as the algebraic connectivity of G and is usually denoted by
α(G).
Let y ∈ Rn be a column vector, and yv denote the entry of y corresponding to the vertex v of G. Such labellings are
sometimes called valuations of the vertices of G (see, [10]) and y is called a valuation of G. If x is a unit eigenvector of L(G)
corresponding to α(G), we commonly call it a Fiedler vector of G. Then we have the following set of equations, known in
general as eigenvalue equations:
α(G)xv = d(v)xv −
∑
u∈N(v)
xu for v ∈ V (G). (1.1)
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Fig. 1. Unicyclic graphs Gi (1 ≤ i ≤ 7).
It is obvious that xT e = 0, where e is an n dimensional all ones column vector, and the following description is well
known:
α(G) = (x, L(G)x) =
∑
vivj∈E(G)
(xvi − xvj)2 = miny∈Rn\{0}
yT e=0
yT L(G)y
yTy
. (1.2)
LetUn be the set of all unicyclic graphs of order n. LetU
g
n be the set of all unicyclic graphs of order nwith girth g . Let Cn,g
be the graph obtained by appending a cycle Cg to a pendant vertex of Pn−g . Clearly, Cn,g ∈ U gn . For the algebraic connectivity
of a connected graph, Guo [8] proved the following theorem which was conjectured by Fallat and Kirkland [3].
Theorem 1.1 ([8]). Let G be a connected graph of order n with girth g ≥ 3. Then α(G) ≥ α(Cn,g), and the equality holds if and
only if G ∼= Cn,g .
Moreover, this result was used by Guo [8] to determine the graph with first smallest algebraic connectivity among all
graphs in Un. Recently, Liu and Liu [9] further determined the graphs with the second and the three smallest algebraic
connectivities among all graphs in Un, respectively. So the first three unicyclic graphs (according to their smallest algebraic
connectivities) are determined asG1,G2 andG3 (shown in Fig. 1), respectively. In this paper, we further determine the fourth
to seventh unicyclic graphs, which are G4,G5,G6 and G7 (shown in Fig. 1), respectively. That is, we will prove the following
main theorem:
Main theorem. Let G∈ U n \{G1,G2,G3,G4,G5,G6,G7} with n ≥ 13. Then α(G) > α(G7). Moreover α(G1) < α(G2) <
α(G3) < α(G4) < α(G5) < α(G6) < α(G7).
The rest of this paper is organized as follows: in Section 2, we present some preliminary results, which will be used in
the subsequent sections; in Section 3, we give some results for unicyclic graphs with girth 3; in Section 4, we give some
results for unicyclic graphs with girth 4 and then determine the last seven unicyclic graphs (according to their algebraic
connectivities) among all unicyclic graphs of order n.
2. Preliminaries
For v ∈ V (G), let Lv(G) be the principal sub-matrix of L(G) obtained by deleting the row and column corresponding to
the vertex v. Similarly, for any subset V1 ⊂ V (G). Let LV1(G) be the principal sub-matrix of L(G) obtained by deleting the
rows and columns corresponding to the vertices of V1. Let Bn and Hn be two matrices of order n. The first one is obtained
from L(Pn+1) by deleting the row and column corresponding to one of end vertices of Pn+1 and the second one is obtained
from L(Pn+2) by deleting the rows and columns corresponding to two end vertices of Pn+2.
For a square matrix B, let τ(B) be the smallest positive eigenvalue of B and Φ(B) = Φ(B; x) = det(xI − B) be the
characteristic polynomial of B. If B = L(G), we write Φ(L(G); x) (the Laplacian characteristic polynomial of G) as Φ(G) or
Φ(G; x) for convenience. The following two lemmas are often used to calculate the Laplacian characteristic polynomial of G.
Lemma 2.1 ([6]). Let uv be a cut edge of G such that G− uv = G1 ∪ G2, where u ∈ V (G1) and v ∈ V (G2). Then
Φ(L(G)) = Φ(L(G1))Φ(L(G2))− Φ(L(G1))Φ(Lv(G2))− Φ(L(G2))Φ(Lu(G1)).
Lemma 2.2 ([8]). Set Φ(P0) = 0,Φ(B0) = 1 andΦ(H0) = 1. Then we have
(1) Φ(Pn+1) = (x− 2)Φ(Pn)− Φ(Pn−1)(n ≥ 1);
(2) xΦ(Bn) = Φ(Pn+1)+ Φ(Pn);
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Fig. 2. Grafting an edge.
(3) xΦ(Hn) = Φ(Pn+1) (n ≥ 1);
(4) Φ(Pm)Φ(Pn)− Φ(Pm−1)Φ(Pn+1) = Φ(Pm−1)Φ(Pn−1)− Φ(Pm−2)Φ(Pn)(m ≥ 2, n ≥ 1).
Lemma 2.3 ([2]). Let G be a graph of order n different from the complete graph and let G′ = G + e be the graph obtained from
G by adding a new edge e. Then the Laplacian eigenvalues of G and G′ interlace, that is
µi+1(G′) ≤ µi(G) ≤ µi(G′) for 1 ≤ i ≤ n− 1.
By Lemma 2.3, the following corollary is immediate.
Corollary 2.4. Let G be a connected graph and v be a pendant vertex of G. Then α(G) ≤ α(G− v).
The following inequalities are known as Cauchy’s inequalities and the whole theorem is also known as interlacing
theorem [2].
Lemma 2.5. Let A be a Hermitian matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn and B be a principal sub-matrix of A. Let B has
eigenvalues ρ1 ≥ ρ2 ≥ · · · ≥ ρm(m ≤ n). Then the inequalities λn−m+i ≤ ρi ≤ λi hold for i = 1, 2, . . . ,m.
Corollary 2.6. If k > l ≥ 1, then α(Pl) > α(Pk) and τ(Bl) > τ(Bk). Moreover, τ(Bn) = α(P2n+1).
Proof. Note that α(Pl) = 4 sin2 pi2l > 4 sin2 pi2k = α(Pk) for k > l ≥ 1. By Lemma 2.5, we have τ(Bn) = α(P2n+1). Thus
τ(Bl) = α(P2l+1) > α(P2k+1) = τ(Bk). 
Let v be a vertex of a graphG. Suppose that two newpaths P = vvk · · · v2v1 andQ = vul · · · u2u1 of length k and l (k ≥ l ≥ 1),
respectively, are attached to G at v to form a new graph Gk,l (shown in Fig. 2), where v1, v2, . . . , vk and u1, u2, . . . , ul are
distinct. Let
Gk+1,l−1 = Gk,l − u1u2 + v1u1.
We call that Gk+1,l−1 is obtained from Gk,l by grafting an edge (see Fig. 2).
Lemma 2.7 ([7]). Let Gk,l and Gk+1,l−1(k ≥ l ≥ 1) be the graphs as defined above. Let x be a Fiedler vector of Gk,l. Then
α(Gk,l) ≥ α(Gk+1,l−1).
Moreover, the inequality is strict if either xv1 6= 0 or xu1 6= 0.
Lemma 2.8 ([8]). Let u and v be two vertices of G. Suppose that two new paths P = vvk · · · v2v1 and Q = uul · · · u2u1 of length
k and l (k ≥ l ≥ 1), respectively, are attached to G at v and u to form a new graph Hk,l, where v1, v2, . . . , vk and u1, u2, . . . , ul
are distinct. Let x be a Fiedler vector of Hk,l and let
H ′k+l = Hk,l − vvk + u1vk and
H ′′k+l = Hk,l − uul + v1ul.
If xv1xu1 ≥ 0, then we have α(Hk,l) ≥ min{α(H ′k+l), α(H ′′k+l)}.
Lemma 2.9 ([7,8]). Let G be a connected graph of order n with girth g ≥ 3. Then
(1) α(G) ≥ α(Cn,g), and the equality holds if and only if G ∼= Cn,g .
(2) α(Cn,g+1) > α(Cn,g).
Lemma 2.10 ([11]). Let G be a connected graph of order n. Suppose that v1, . . . , vs (s ≥ 2) are non-adjacent vertices of G
and N(v1) = · · · = N(vs). Let Gt be a graph obtained from G by adding any t(0 ≤ t ≤ s(s−1)2 ) edges among v1, . . . , vs. If
α(G) 6= d(v1), then α(G) = α(Gt).
Lemma 2.11 ([11]). Let v be a vertex of a connected graph G. Suppose that s(s ≥ 2) new paths (with equal length k)
vvik · · · vi1 (i = 1, 2, . . . , s; k ≥ 1) are attached to G at v, respectively, to form a new graph Gks , where vik, . . . , vi2, vi1 (i =
1, 2, . . . , s) are distinct. Let G′ be the graph obtained from Gks by arbitrarily adding edges among vertices v1j, . . . , vsj (1 ≤ j ≤ k).
If α(Gks ) 6= τ(Bk), then α(G′) = α(Gks ).
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Fig. 3. Unicyclic graph C3(i, j, k)with i ≥ j ≥ k ≥ 0.
Example 2.1. Suppose G = vv2 · · · vn−4, which is a path of length n − 5, for n ≥ 8. Let vu1u2 and vw1w2 be two
new paths attached to G at v. Then the resulting graph is a spider graph with three legs of lengths n − 5, 2 and 2
respectively. It is denoted by Sn−5,2,2. Note that Sn−5,2,2 + u2w2 ∼= Cn,5. By Corollaries 2.4 and 2.6 with n ≥ 8, we have
α(Sn−5,2,2) ≤ α(Pn−2) < α(P5) = τ(B2). Thus, by Lemma 2.11, we have
α(Sn−5,2,2) = α(Sn−5,2,2 + u1w1) = α(Sn−5,2,2 + u2w2) = α(Cn,5). (2.1)
Lemma 2.12 ([10]). Let µ be a Laplacian eigenvalue of G afforded by eigenvector x. If xu = xv , then µ is also a Laplacian
eigenvalue of G′ afforded by x, where G′ is the graph obtained from G by deleting or adding an edge e = uv depending on it is or
not an edge of G.
Lemma 2.13. Let e = uv be an edge of G, and x be a Fiedler vector of G. If xu 6= xv , then α(G) > α(G− e).
Proof. From (1.2), we have α(G) = xT L(G)x > xT L(G− e)x ≥ α(G− e). 
The following is a well-known result due to Fiedler [5].
Lemma 2.14 ([5]). Let G be a connected graph, and x be a Fiedler vector of G. Let v be a cut vertex of G and G − v =
G0 ∪ G1 ∪ · · · ∪ Gr , where G0,G1, . . . ,Gr are all components of G− v. Then we have
(1) if xv > 0, then exactly one of the components Gi contains a vertex negatively valuated in x. For all vertices vj in the remaining
components xvj > xv;
(2) if xv = 0 and there is a component Gi containing both positively and negatively valuated vertices, then there is exactly one
such component and all vertices in the remaining components are zero valuated;
(3) if xv = 0 and no component contains both positively and negatively valuated vertices, then each component Gi only contains
either positively valuated, negatively valuated, or zero valuated vertices.
3. Unicyclic graphs with girth 3
Firstly, we introduce some notation that are used in this section. If G ∈ U 3n , then G consists of the cycle C3(=uvwu)
and three trees T1, T2 and T3 (|V (T1)| ≥ |V (T2)| ≥ |V (T3)| ≥ 1) attached at the vertices u, v and w, respectively. Clearly,
|V (T1)| + |V (T2)| + |V (T3)| = n. Then for each G ∈ U 3n , we write G = C3(T1, T2, T3). We also write G = C3(i, j, k) instead of
C3(Pi+1, Pj+1, Pk+1) (see Fig. 3), where i ≥ j ≥ k ≥ 0. Also, we will keep this vertex labeling in this paper. If k = 0, then we
write C3(i, j, 0) as C3(i, j) for convenience. Clearly, C3(n− 4, 1) = G3.
Theorem 3.1. For each C3(T1, T2, T3) ∈ U 3n with |V (T1)| ≥ |V (T2)| ≥ |V (T3)| ≥ 2 and n ≥ 8, we have α(C3(T1, T2, T3)) ≥
α(Cn,5), and the equality holds if and only if T1 = Pn−4 and T2 = T3 = P2.
Proof. Let |V (T1)| = i+1, |V (T2)| = j+1 and |V (T3)| = k+1. Then Lemma2.7 implies thatα(C3(T1, T2, T3)) ≥ α(C3(i, j, k)).
Moreover, by Lemmas 2.3 and 2.7, we have
α(C3(i, j, k)) ≥ α(C3(i, j, k)− wv) ≥ α(C3(n− 5, 1, 1)− wv).
By using (1.1), it is easy to check that at least two of xu1 , xv1 and xw1 are nonzero. Thus, the second equality holds if and only
if j = k = 1 (by Lemma 2.7). Moreover, by Corollaries 2.4 and 2.6 with n ≥ 8, we have α(C3(n−5, 1, 1)−wv) ≤ α(Pn−2) <
α(P5) = τ(B2). Note that C3(n − 5, 1, 1) − wv is isomorphic to the spider Sn−5,2,2. Also note that, by keeping the vertex
labeling described in Example 2.1 we have Sn−5,2,2 + u1w1 ∼= C3(n− 5, 1, 1). Thus by (2.1) we have
α(C3(n− 5, 1, 1)) = α(C3(n− 5, 1, 1)− wv) = α(Cn,5).
The result follows. 
For C3(i, j)with i ≥ j ≥ 1, Liu and Liu [9] gave the following result.
Lemma 3.2. For i ≥ j ≥ 1 and i+ j = n− 3, we have
α(C3(i, j)) > α(C3(i+ 1, j− 1)) > · · · > α(C3(n− 5, 2)) > α(C3(n− 4, 1)).
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Fig. 4. Unicyclic graph U+n (i).
Fig. 5. Unicyclic graphs C3(n− 5, 2) and Cn,5 .
For 2 ≤ i ≤ n−4, letU+n (i) be the graph obtained from the path Pn−2 = v1v2 · · · vn−2 by adding two new vertices vn−1, vn
and three edges vn−3vn−1, vn−4vn−1 and vivn, which is shown in Fig. 4 (the vertex vi is simply written as i for 1 ≤ i ≤ n).
Clearly, G7 = U+n (2). We want to prove the following two lemmas.
Lemma 3.3. For n ≥ 13, we have α(U+n (2)) < α(C3(n− 5, 2)) ≤ α(Cn,5).
Proof. Since Cn,5 + vn−3vn − vn−1vn = C3(n − 5, 2) (see Fig. 5, the vertex vi is simply written as i for 1 ≤ i ≤ n), by
Lemmas 2.3 and 2.11, we have
α(Cn,5) = α(Cn,5 + vn−3vn) ≥ α(Cn,5 + vn−3vn − vn−1vn) = α(C3(n− 5, 2)).
Applying Lemma 2.1 with cut edges vn−2vn−1 ∈ E(C3(n− 5, 2)) and v2vn ∈ E(U+n (2)) initially, and Lemmas 2.1 and 2.2
repeatedly, it is not difficult to calculate that
Φ(C3(n− 5, 2))− Φ(U+n (2)) = x2(2x2 − 10x+ 9)Φ(Bn−6)− x(x3 − 4x2 + x− 1)Φ(Pn−6). (3.1)
According to the structure of the unicyclic graph C3(n− 5, 2) (see Fig. 5), we have
Lvn−5(C3(n− 5, 2)) = LV1(C3(n− 5, 2))⊕ Bn−6,
where⊕ is the direct sum of matrices and V1 = {v1, v2, . . . , vn−5}.
It is easy to calculate that τ(LV1(C3(n − 5, 2))) .= 0.1206 > τ(B5) .= 0.0810. Moreover, since n ≥ 13, by Corollary 2.6,
we have
τ(LV1(C3(n− 5, 2))) > τ(B5) > τ(Bn−6).
Let α = α(C3(n− 5, 2)). Then Lemma 2.5 (Cauchy interlacing theorem) implies that
α ≥ τ(Lvn−5(C3(n− 5, 2))) = min{τ(LV1(C3(n− 5, 2))), τ (Bn−6)} = τ(Bn−6).
Moreover, since Bn−6 is a principal sub-matrix of L(C3(n− 5, 2)), Lemma 2.5 also implies that
µn−7(Bn−6) ≥ α ≥ τ(Bn−6) = µn−6(Bn−6).
Therefore, we have
(−1)n−6Φ(Bn−6;α) =
n−6∏
i=1
(µi(Bn−6)− α) ≤ 0.
Also, by Corollaries 2.4 and 2.6 and Lemma 2.10, we have α = α(C3(n − 5, 2)) ≤ α(Cn−2,3) ≤ α(Pn−3) < α(Pn−6). So we
have
(−1)n−6Φ(Pn−6;α) =
n−6∏
i=1
(µi(Pn−6)− α) < 0.
Let µ1 ≥ µ2 ≥ · · · ≥ µn−1 ≥ µn = 0 be the Laplacian eigenvalues of U+n (2). It is clear that
C3(n− 5, 2)− vn−2vn−1 ∼= U+n (2)− v2vn.
Thus Lemma 2.3 implies that
α = µn−1(C3(n− 5, 2)) ≤ µn−2(C3(n− 5, 2)− vn−2vn−1)
= µn−2(U+n (2)− v2vn) ≤ µn−2(U+n (2)) = µn−2.
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Recall that α < α(Pn−6) ≤ α(P7) < 15 . Let f (x) = x2(2x2 − 10x+ 9) and g(x) = x(x3 − 4x2 + x− 1). Then it is easy to see
that f (x) > 0 and g(x) < 0 for x ∈ (0, 15 ). Therefore f (α) > 0 and g(α) < 0. Recall thatΦ(C3(n− 5, 2);α) = 0. From (3.1)
we have
α(µ1 − α) · · · (µn−1 − α) = (−1)n+1Φ(U+n (2)) = (−1)n[f (α)Φ(Bn−6;α)− g(α)Φ(Pn−6;α)]
= (−1)6 [f (α)(−1)n−6Φ(Bn−6;α)− g(α)(−1)n−6Φ(Pn−6;α)] < 0.
So we have µn−1 < α. That is α(U+n (2)) < α(C3(n− 5, 2)). 
Lemma 3.4. For 2 ≤ i ≤ n− 4,
(1) α(U+n (i)) > α(U+n (i− 1)) for 3 ≤ i ≤
⌊ n−3
2
⌋
;
(2) α(U+n (i)) > α(U+n (i+ 1)) for
⌊ n
2
⌋+ 1 ≤ i ≤ n− 5;
(3) α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n−3
2
⌋))
or α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋+ 1)) for odd n;
α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋− 1)) > α (U+n (⌊ n−32 ⌋)) or α (U+n (⌊ n2⌋− 1)) > α (U+n (⌊ n2⌋)) > α (U+n (⌊ n2⌋+ 1)), or
α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋+ 1)) and α (U+n (⌊ n2⌋− 1)) > α (U+n (⌊ n−32 ⌋)) for even n.
Proof. Let α = α(U+n (i)). Recall that Pn is the unique graph with the smallest algebraic connectivity among all connected
graphs of order n [11]. Then by Corollary 2.4 and Lemma 2.10, we have
α(Pn) < α = α(U+n (i)) ≤ α(Pn−3) ≤ α
(
P
2
⌊
n−3
2
⌋) < 1.
Moreover, by Corollary 2.6, we have
τ
(
Bb n2c
)
< α(U+n (i)) < τ
(
B⌊ n−3
2
⌋
−1
)
. (3.2)
Let x be a Fiedler vector of U+n (i). Then Guo [7] proved that
xvi = xv1
i−1∏
k=1
(µk(Bi−1)− α), (3.3)
where µk(Bi−1) is the kth largest eigenvalue of Bi−1 for 1 ≤ k ≤ i− 1.
If xv1 = 0, then by (1.1) and (3.3), we have xv1 = xv2 = · · · = xvn−4 = 0 and xvn = 0. Then Lemma 2.12 implies that α is
also a Laplacian eigenvalue of C4,3. So α ∈ {0, 1, 3, 4}. This is a contradiction, since 0 < α < 1. Hence xv1 6= 0. Since−x is
also a Fiedler vector of U+n (i), without loss of generality, we may assume that xv1 > 0.
(1) Since 3 ≤ i ≤ ⌊ n−32 ⌋, by Corollary 2.6 and (3.2), it is easy to see that τ(Bi−1) > α for 3 ≤ i ≤ ⌊ n−32 ⌋. Moreover, from
(3.3) and (1.1) and by Lemma 2.14, we have 0 < xvi < xvi−1 and xvn > 0.
Let y be a valuation of U+n (i− 1) such that
yvk =

xvk −
xvi−1 − xvi
n
k 6= n,
xvn +
(n− 1)(xvi−1 − xvi)
n
k = n.
Then it is easy to see that yT e = 0, yT L(U+n (i− 1))y = xT L(U+n (i))x = α and
yTy =
n−1∑
k=1
(
xvk −
xvi−1 − xvi
n
)2
+
(
xvn +
(n− 1)(xvi−1 − xvi)
n
)2
= xTx+ 2xvn(xvi−1 − xvi)︸ ︷︷ ︸
>0
+ (n− 1)(xvi−1 − xvi)
2
n︸ ︷︷ ︸
>0
> 1.
Then by (1.2), we have
α = xT L(U+n (i))x >
yT L(U+n (i− 1))y
yTy
≥ α(U+n (i− 1)) for 3 ≤ i ≤
⌊
n− 3
2
⌋
.
(2) Since α ≤ α(Pn−3), from Lemma 2.5 we have
α ≤ µn−5(Bn−4) < µn−6(Bn−5) < · · · < µi−2(Bi−1) for 3 ≤ i ≤ n− 4.
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Moreover, from (3.2), we haveα > τ(Bi−1) for
⌊ n
2
⌋+1 ≤ i ≤ n−5. Thus (3.3) and (1.1) implies that xvi < 0 and xvn < 0.
Consider −x (also a Fiedler vector of U+n (i)). From Lemma 2.14, we have −xvi+1 > −xvi > 0 (i.e., xvi+1 < xvi < 0) for⌊ n
2
⌋+ 1 ≤ i ≤ n− 5. Let y be a valuation of U+n (i+ 1) such that
yvk =

xvk −
xvi+1 − xvi
n
k 6= n,
xvn +
(n− 1)(xvi+1 − xvi)
n
k = n.
Then it is easy to see that yT e = 0, yT L(U+n (i+ 1))y = xT L(U+n (i))x = α and
yTy =
n−1∑
k=1
(
xvk −
xvi+1 − xvi
n
)2
+
(
xvn +
(n− 1)(xvi+1 − xvi)
n
)2
= xTx+ 2xvn(xvi+1 − xvi)︸ ︷︷ ︸
>0
+ (n− 1)(xvi+1 − xvi)
2
n︸ ︷︷ ︸
>0
> 1.
Then by (1.2), we have
α = xT L(U+n (i))x >
yT L(U+n (i+ 1))y
yTy
≥ α(U+n (i+ 1)) for
⌊n
2
⌋
+ 1 ≤ i ≤ n− 5.
(3) Note that
⌊ n−3
2
⌋+ 1 = ⌊ n2⌋when n is odd and ⌊ n−32 ⌋+ 1 = ⌊ n2⌋− 1 when n is even.
Let x = (xv1 , . . . , xvn) and x′ = (x′v1 , . . . , x′vn) be the Fiedler vectors of U+n
(⌊ n
2
⌋)
and U+n
(⌊ n
2
⌋− 1), respectively.
Similarly, we may also assume that xv1 > 0 and x
′
v1
> 0. First we claim that the case when both xvb n2c = 0 and
xvb n2c−1 = 0 does not occur. Otherwise, from (1.1), it is easy to see that xv1 = · · · = xvn−4 = 0, a contradiction with
xv1 > 0. Similarly, for the case that both x
′
vb n2c−1 = 0 and x
′
vb n2c = 0 does not occur.
If xvb n2c ≥ 0, then by Corollary 2.6 and (3.2) we have xvb n2c ≤ xvb n2c−1 and vxn ≥ 0. Since xvb n2c and xvb n2c−1 are
not both zero, by the argument similar to (1), we have α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n−3
2
⌋))
; if xvb n2c < 0, then by using a
similar argument as that of (2), we have α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋+ 1)). Thus (3) holds when n is odd.
Suppose that n is even. If xvb n2c ≥ 0, thenwe claim that x
′
vb n2c−1 ≥ 0. Otherwise, by the argument similar to that of (2),
we have α
(
U+n
(⌊ n
2
⌋− 1)) > α (U+n (⌊ n2⌋)). This contradicts α (U+n (⌊ n2⌋)) > α (U+n (⌊ n−32 ⌋)) = α (U+n (⌊ n2⌋− 1)).
Moreover, by using the same argument as that of (1), we have α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋− 1)) > α (U+n (⌊ n−32 ⌋));
similarly, if x′vb n2c−1 < 0, then we can claim that xvb n2c < 0. Using a similar argument as that of (2), we have
α
(
U+n
(⌊ n
2
⌋− 1)) > α (U+n (⌊ n2⌋)) > α (U+n (⌊ n2⌋+ 1)). Thus the remaining case is xvb n2c < 0 and x′vb n2c−1 ≥ 0.
Using a similar arguments as that of (1) and (2), respectively, we have α
(
U+n
(⌊ n
2
⌋))
> α
(
U+n
(⌊ n
2
⌋+ 1)) and
α
(
U+n
(⌊ n
2
⌋− 1)) > α (U+n (⌊ n−32 ⌋)).
Thus the result follows. 
Lemma 3.5. For 3 ≤ i ≤ n− 4(n ≥ 13), we have α(U+n (i)) > α(U+n (2)), where U+n (i) is shown in Fig. 4.
Proof. By Lemma 3.4, we only need to prove that α(U+n (n − 4)) > α(U+n (2)). Applying Lemma 2.1 with cut edges
vn−4vn ∈ E(U+n (n− 4)) and v2vn ∈ E(U+n (2)) initially, and Lemmas 2.1 and 2.2 repeatedly, it is easy to calculate that
Φ(U+n (n− 4))− Φ(U+n (2)) = −x(x3 − 6x2 + 10x− 6)Φ(Pn−6).
Let α = α(U+n (n− 4)) and µ1 ≥ µ2 ≥ · · ·µn−1 ≥ µn = 0 be the Laplacian eigenvalues of U+n (2). It is clear that
U+n (n− 4)− vn−4vn = U+n (2)− v2vn.
Thus Lemma 2.3 implies that
α = µn−1(U+n (n− 4)) ≤ µn−2(U+n (n− 4)− vn−4vn) = µn−2(U+n (2)− v2vn) ≤ µn−2(U+n (2)) = µn−2.
Moreover, by Corollaries 2.4 and 2.6 and Lemma 2.10 with n ≥ 13, we have
α = α(U+n (n− 4)) ≤ α(Cn−2,3) ≤ α(Pn−3) < α(Pn−6) ≤ α(P7) <
1
5
.
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Fig. 6. Unicyclic graph Un(i) and tree Tn(i).
Let f (x) = −x(x3−6x2+10x−6). It is easy to see that f (x) > 0 for x ∈ (0, 15 ). Thus f (α) > 0. Recall thatΦ(U+n (n−4);α) = 0.
Then we have
α(µ1 − α) · · · (µn−1 − α) = (−1)n+1Φ(U+n (2);α) = (−1)nf (α)Φ(Pn−6;α)
= (−1)6f (α)
n−6∏
i=1
(µi(Pn−6)− α) < 0.
This implies that µn−1 < α. That is α(U+n (2)) < α(U+n (n− 4)). 
Theorem 3.6. For each C3(T1, T2, T3) ∈ U 3n with |V (T1)| ≥ |V (T2)| ≥ 2 and |V (T3)| = 1, if C3(T1, T2, T3) is not isomorphic to
C3(n− 4, 1) or U+n (2), then α(C3(T1, T2, T3)) > α(U+n (2)).
Proof. If |V (T2)| ≥ 3, then from Lemmas 2.7, 3.2 and 3.3, we have
α(C3(T1, T2, T3)) ≥ α(C3(n− 5, 2)) > α(U+n (2)).
If |V (T2)| = 2, since C3(T1, T2, T3) is not isomorphic to C3(n − 4, 1) or U+n (2), then from Lemmas 2.7 and 3.5, we have
α(C3(T1, T2, T3)) > α(U+n (2)). 
In what follows, we will consider the case that C3(T1, T2, T3)∈ U 3n with |V (T1)| ≥ 2 and |V (T2)| = |V (T3)| = 1. Let Tn(i)
be the tree obtained from the path Pn−2 = v1v2 · · · vn−2 by adding two new vertices vn−1, vn and two edges vn−3vn−1 and
vivn; and let Un(i) = Tn(i)+ vn−2vn−1, which are shown in Fig. 6 (the vertex vi is simply written as i for 1 ≤ i ≤ n), where
2 ≤ i ≤ n− 3. It is clear that G2 = Un(2), G5 = Un(n− 3) and G6 = Un(3). Then by Corollaries 2.4 and 2.6 and Lemma 2.10,
we have α(Pn) < α(Un(i)) ≤ α(Pn−2) ≤ α(P2b n−22 c). Using the same argument as the proof of Lemma 3.4, we have the
following result.
Lemma 3.7. Let Un(i) be the unicyclic graph shown in Fig. 6, where 2 ≤ i ≤ n− 3. Then
(1) for 3 ≤ i ≤ ⌊ n−22 ⌋, we have α(Un(i)) > α(Un(i− 1));
(2) for
⌊ n
2
⌋+ 1 ≤ i ≤ n− 4, we have α(Un(i)) > α(Un(i+ 1));
(3) for i = ⌊ n−22 ⌋+ 1 = ⌊ n2⌋, we have α (Un (⌊ n2⌋)) > α (Un (⌊ n−22 ⌋)) or α (Un (⌊ n2⌋)) > α (Un (⌊ n2⌋+ 1)).
Lemma 3.8 ([9]). Let G ∈ Un\{G1,G2,G3}with n ≥ 12, where G1,G2 and G3 are shown in Fig. 1. Thenα(G) > α(G3). Moreover
α(G1) < α(G2) < α(G3).
Lemma 3.9. For n ≥ 12, we have α(Un(2)) < α(Un(n− 3)) < α(Un(3)) < α(Un(n− 4)) < α(Un(4)).
Proof. By Lemma 3.8, we have α(G2) = α(Un(2)) < α(Un(n− 3)).
Now, we want to prove that α(Un(n− 3)) < α(Un(3)). By Lemma 2.10, we have α(Un(i)) = α(Tn(i)) for 2 ≤ i ≤ n− 3.
Moreover, applying Lemma 2.1 with cut edges v3vn ∈ E(Tn(3)) and vn−3vn ∈ E(Tn(n− 3)) initially, and Lemmas 2.1 and 2.2
repeatedly, it is easy to compute that
Φ(Tn(3))− Φ(Tn(n− 3)) = x2(x− 1)(x− 3)Φ(Pn−6).
Let α = α(Tn(3)) and µ1 ≥ µ2 ≥ · · · ≥ µn−1 ≥ µn = 0 be the Laplacian eigenvalues of Tn(n − 3). It is clear that
Tn(3)− v3vn ∼= Tn(n− 3)− vn−3vn. Thus Lemma 2.3 implies that
α = µn−1(Tn(3)) ≤ µn−2(Tn(3)− v3vn) = µn−2(Tn(n− 3)− vn−3vn) ≤ µn−2(Tn(n− 3)) = µn−2.
And
α ≤ α(Tn(3)− vn) ≤ α(Pn−6) < 1.
Therefore,
Φ(Tn(3);α)− Φ(Tn(n− 3);α) = α2(α − 1)(α − 3)Φ(Pn−6;α),
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Fig. 7. Unicyclic graph Un(i, j)with j > i.
Fig. 8. Unicyclic graph Qn(i).
i.e.,−(α − µ1)(α − µ2) · · · (α − µn−1)α = α3(α − 1)(α − 3)∏n−7i=1 (α − µi(Pn−6)). Thus
α(µ1 − α) · · · (µn−2 − α)(µn−1 − α) = (−1)7α3(α − 1)(α − 3)
n−7∏
i=1
(µi(Pn−6)− α) < 0.
Therefore, we have µn−1 − α < 0, i.e., µn−1 < α. That is α(Un(n− 3)) < α(Un(3)).
Similarly, applying Lemma 2.1 with cut edges v3vn ∈ E(Tn(3)), vn−4vn ∈ E(Tn(n− 4)) and v4vn ∈ E(Tn(4)) initially, and
Lemmas 2.1 and 2.2 repeatedly, we have
Φ(Tn(3))− Φ(Tn(n− 4)) = x(x− 1)2Φ(Pn−7)
and
Φ(Tn(n− 4))− Φ(Tn(4)) = −x2(x− 3)(x− 1)Φ(Pn−8).
Using a similar argument as above, we have α(Tn(3)) < α(Tn(n− 4)) and α(Tn(n− 4)) < α(Tn(4)).
Thus the result follows. 
Lemma 3.10. For 4 ≤ i ≤ n− 4(n ≥ 12), we have α(Un(i)) > α(C3(n− 5, 2)) > α(U+n (2)).
Proof. By Lemmas 3.3, 3.7 and 3.9, we only need to prove that α(Un(n− 4)) > α(C3(n− 5, 2)). Applying Lemma 2.1 with
cut edges vn−5vn−4 ∈ E(Un(n− 4)) and vn−5vn−4 ∈ E(C3(n− 5, 2)) initially, and Lemmas 2.1 and 2.2 repeatedly, we have
Φ(Un(n− 4))− Φ(C3(n− 5, 2)) = −xΦ(Pn−5).
Using a similar argument as the proof of Lemma 3.9, we have α(Un(n− 4)) > α(C3(n− 5, 2)). Thus the result follows. 
For 2 ≤ i < j ≤ n − 4, let Un(i, j) be the unicyclic graph obtained from Un−1(j) by adding a new vertex vn and the edge
vivn, which is shown in Fig. 7 (the vertex vi is simply written as i for 1 ≤ i ≤ n). For 2 ≤ i ≤ n− 4, let Qn(i) be the unicyclic
graph obtained from the path Pn−1 = v1v2 · · · vn−1 by adding a new vertex vn and two edges vn−4vn−1 and vivn, which is
shown in Fig. 8 (the vertex vi is simply written as i for 1 ≤ i ≤ n).
Then we have
Lemma 3.11. For 2 ≤ i < j ≤ n− 4 with n ≥ 13, α(Un(i, j)) > α(U+n (2)).
Proof. Suppose that j 6= n− 4. By Lemmas 2.7 and 3.10, we have α(Un(i, j)) > α(U+n (2)).
Suppose that j = n− 4. If i > 2, then Lemma 2.10 implies that α(Un(i, n− 4)) = α(Un(i, n− 4)+ vn−2vn−1). Moreover,
since Un(i, n− 4)+ vn−2vn−1− vn−3vn−4 ∼= U+n (i), by Lemmas 2.3 and 3.5, the result follows. If i = 2, then by Lemmas 2.10
and 2.3, we have
α(Un(2, n− 4)) = α(Un(2, n− 4)− vn−3vn−2) and
α(Un(2, n− 4)− vn−3vn−2) = α(Qn(2)+ vn−2vn−4) ≥ α(Qn(2)).
By Lemmas 2.3 and 2.10 again, we have
α(U+n (2)) ≤ α(U+n (2)+ vn−2vn−1) = α(U+n (2)+ vn−2vn−1 − vn−3vn−1) = α(Qn(2)).
Thus, we only need to prove that α(U+n (2)) < α(Qn(2)). Let x be a Fiedler vector of Qn(2). From (1.1), we have xvn−3 = xvn−1
(see Fig. 8). Moreover, Lemma 2.12 implies that x is also a Fiedler vector of Qn(2)+ vn−3vn−1.
Suppose xvn−2 = xvn−1 . Since xvn−3 = xvn−1 , xvn−3 = xvn−1 = xvn−2 . From (1.1), we have
α(Qn(2)+ vn−3vn−1)xvn−2 = 2xvn−2 − xvn−3 − xvn−1 = 0, hence, xvn−2 = 0.
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Fig. 9. Unicyclic graph U ′n(i)with 3 ≤ i ≤ n− 4.
Fig. 10. Unicyclic graphs C14 (i, j) and C
2
4 (i, j)with i ≥ j ≥ 1.
Therefore xvn−3 = xvn−1 = xvn−2 = 0. Moreover, by Lemma 2.3 and Corollary 2.4 with n ≥ 13, we have α(Qn(2)) ≤
α(Pn−5) < 1. Thus from (1.1), we have xvn−1 = · · · = xv2 = xvn = xv1 = 0. This is a contradiction. Thus xvn−2 6= xvn−1 . Since
Qn(2)+ vn−3vn−1 − vn−2vn−1 = U+n (2), by Lemma 2.13, we have
α(Qn(2)) = α(Qn(2)+ vn−3vn−1)
> α(Qn(2)+ vn−3vn−1 − vn−2vn−1) = α(U+n (2)).
Hence the proof is completed. 
Let U ′n(i) be the unicyclic graph obtained from Un−1(i) by subdividing the edge vivn−1 by a new vertex vn, which is shown
in Fig. 9 (the vertex vi is simply written as i for 1 ≤ i ≤ n), where 3 ≤ i ≤ n− 4.
Lemma 3.12. For 3 ≤ i ≤ n− 4, α(U ′n(i)) > α(U+n (2)).
Proof. If i 6= n− 4, then by Lemmas 2.7 and 3.10, the result follows.
If i = n− 4, then by Lemmas 2.3 and 2.10, we have
α(U ′n(n− 4)) ≥ α(U ′n(n− 4)− vn−4vn−2) and
α(Cn,5) = α(Cn,5 − vn−2vn−1) (notation are refereed to Fig. 5)
Since U ′n(n− 4)− vn−4vn−2 ∼= Cn,5 − vn−2vn−1 and by Lemma 3.3, we get the result. 
Combining Lemmas 2.7 and 3.10–3.12, we have the following theorem.
Theorem 3.13. For each C3(T1, T2, T3)∈ U 3n with |V (T1)| ≥ 2 and |V (T2)| = |V (T3)| = 1, if C3(T1, T2, T3) is not isomorphic
to any one of Cn,3, Un(2), Un(3) and Un(n− 3), then we have α(C3(T1, T2, T3)) > α(U+n (2)).
4. Unicyclic graphs with girth g ≥ 4
Similarly, if G ∈ U 4n , then G can be written as G = C4(T1, T2, T3, T4), where |V (Ti)| ≥ 1 for 1 ≤ i ≤ 4. We begin this
section with proving the following two lemmas.
Lemma 4.1. For 2 ≤ i ≤ n− 4, α(Qn(i)) > α(U+n (2)).
Proof. By Lemma 2.10, for 2 ≤ i ≤ n−4,we haveα(Qn(i)) = α(Qn(i)+vn−3vn−1). Moreover,Qn(i)+vn−3vn−1−vn−2vn−1 =
U+n (i). If 3 ≤ i ≤ n− 4, then by Lemmas 2.3 and 3.5, we have
α(Qn(i)) = α(Qn(i)+ vn−3vn−1) ≥ α(Qn(i)+ vn−3vn−1 − vn−2vn−1) = α(U+n (i)) > α(U+n (2)).
If i = 2, then the fact α(Qn(2)) > α(U+n (2)) has been proved in Lemma 3.11. Thus the result follows. 
For i ≥ j ≥ 1, let C14 (i, j) be the unicyclic graph obtained from the cycle C4 = uxyvu by attaching two paths v1v2 · · · vjv
and u1u2 · · · uiu; let C24 (i, j) be the unicyclic graph obtained from the cycle C4 = uxvyu by attaching two paths v1v2 · · · vjv
and u1u2 · · · uiu. These graph are shown in Fig. 10.
Lemma 4.2. For i ≥ j ≥ 1 and i+ j = n− 4, α(C14 (i, j)) ≥ α(Cn,5) and α(C24 (i, j)) ≥ α(C3(n− 5, 2)).
Proof. Firstly, we prove that α(C14 (i, j)) ≥ α(Cn,5) for i ≥ j ≥ 1. If i = j, then Lemmas 2.3 and 2.7 and (2.1) imply that
α(C14 (i, j)) ≥ α(C14 (i, j)− yv) ≥ α(C14 (i, j)− yv − ui−2ui−1 + v1ui−2) = α(Cn,5). If i > j, then Lemmas 2.3 and 2.7 and (2.1)
also imply that α(C14 (i, j)) ≥ α(C14 (i, j)− yv) ≥ α(C14 (i, j)− yv − vjvj−1 + u1uj−1) = α(Cn,5).
Secondly, we prove that α(C24 (i, j)) ≥ α(C3(n − 5, 2)). By Lemma 2.12, we have α(C24 (i, j)) = α(C24 (i, j) + xy).
Furthermore, Lemmas 2.3 and 3.2 imply that α(C24 (i, j)+ xy) ≥ α(C24 (i, j)+ xy− vy) ≥ α(C3(n− 5, 2)). 
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Theorem 4.3. For each G = C4(T1, T2, T3, T4) ∈ U 4n \ {Cn,4} with n ≥ 8, α(G) > α(U+n (2)).
Proof. If at least two of |V (T1)|, |V (T2)|, |V (T3)|, |V (T4)| are greater than 1, then by Lemmas 2.7, 2.8, 4.2 and 3.3, the
result fellows. If only one of |V (T1)|, |V (T2)|, |V (T3)|, |V (T4)| is greater than 1, then by Lemmas 2.7 and 4.1, the result also
follows. 
Lemma 4.4. α(Un(3)) < α(U+n (2)).
Proof. Let x be a Fiedler vector of U+n (2). Suppose that xvn−3 = xvn−1 . From (1.1), we have
α(U+n (2))xvn−1 = 2xvn−1 − xvn−3 − xvn−4 (4.1)
and
α(U+n (2))xvn−3 = 3xvn−3 − xvn−1 − xvn−2 − xvn−4 . (4.2)
Combining (4.1) and (4.2), we have xvn−1 = xvn−3 = xvn−2 . Then Lemma 2.12 implies that
α(U+n (2)) = α(U+n (2)+ vn−2vn−1).
Since U+n (2)+ vn−2vn−1 − vvn−3vn−1 ∼= Qn(2), then by Lemma 2.10, we have
α(U+n (2)) = α(U+n (2)+ vn−2vn−1) = α(U+n (2)+ vn−2vn−1 − vvn−3vn−1) = α(Qn(2)).
This conflicts with the fact that α(Qn(2)) > α(U+n (2)), which has been prove in Lemma 3.10. Thus xvn−3 6= xvn−1 . Note that,
Lemma 2.10 implies that α(Un(3)) = α(Un(3) − vn−2vn−1). Since Un(3) − vn−2vn−1 ∼= U+n (2) − vn−3vn−1, by Lemma 2.13
we have
α(U+n (2)) > α(U
+
n (2)− vn−3vn−1) = α(Un(3)− vn−2vn−1) = α(Un(3)). 
Moreover, G1 = Cn,3, G2 = Un(2), G6 = Un(3), G7 = U+n (2). Combining Theorems 3.1, 3.6 and 3.13 and Lemmas 3.3, 3.8,
3.9 and 4.4, we have
Theorem 4.5. Let G ∈ U 3n \ {G1,G2,G3,G5,G6,G7} with n ≥ 13, where Gi are shown in Fig. 1. Then α(G) > α(G7). Moreover
α(G1) < α(G2) < α(G3) < α(G5) < α(G6) < α(G7).
Lemma 4.6. For n ≥ 12, α(G3) < α(G4) < α(G5), where G3 = C3(n− 4, 1), G4 = Cn,4 and G5 = Un(n− 3).
Proof. Lemma 3.8 implies that α(G3) < α(G4). Thus we only need to prove that α(G4) < α(G5).
By Lemma 2.10, we have α(G5) = α(G5 − vn−2vn−1) = α(G5 + vn−1vn). Let x be a Fiedler vector of G5 − vn−2vn−1. Then
from (1.1), we have xvn−2 = xvn−1 = xvn . Moreover, Lemma 2.12 implies that x is also a Fiedler vector of G5+ vn−1vn (or G5).
Suppose that xvn−3 = xvn−1 . Recall that xvn−2 = xvn−1 = xvn . From (1.1), we have
α(G5 + vn−1vn)xvn−1 = 3xvn−1 − xvn−3 − xvn−2 − xvn = 0, hence, xvn−1 = 0.
Thus xvn−3 = xvn−2 = xvn−1 = xvn = 0. From (1.2), we have xvn = xvn−1 = · · · = xv1 = 0. This is a contradiction. Thus,
xvn−3 6= xvn−1 . Since G5 + vn−1vn − vn−3vn−1 ∼= G4, by Lemma 2.13, we have
α(G5) = α(G5 + vn−1vn) > α(G5 + vn−1vn − vn−3vn−1) = α(G4). 
The extension of the results given in Lemma 3.8 are summarized in Theorem 4.7 and were proved in Lemmas 2.9 and 3.3
for the girth g ≥ 5 and n ≥ 13; in Theorem 4.3 for g = 4 and n ≥ 13; in Theorem 4.5 for g = 3 and n ≥ 13.
Theorem 4.7. Let G ∈ Un \ {G1,G2,G3,G4,G5,G6,G7} with n ≥ 13. Then α(G) > α(G7).
Combining Theorems 4.5 and 4.7 and Lemma 4.6, we obtain the Main Theorem.
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