In this paper, we de ne and study a new class of optimal stochastic control problems which is closely related to the theory of Backward SDE's and forward-backward SDE's. The controlled process (X Y ) takes values in IR d IR and a g i v en initial data for X (0). Then, the control problem is to nd the minimal initial data for Y so that it reaches a stochastic target at a speci ed terminal time T . The main application is from nancial mathematics in which the process X is related to stock p r i c e , Y is the wealth process, and is the portfolio.
Introduction
Let ( F P ) be a probability space, T > 0, and fW(t), 0 
t Tg a d-dimensional
Brownian motion whose P-completed natural ltration is denoted by IF. Given a control process = f (t), 0 t Tg with values in the control set U, w e consider the controlled process Z y = ( X y Y y ) 2 IR d IR satisfying dZ(t) = (t Z(t) (t)) dt + (t Z(t) (t)) dW(t) 0 t < T (1.1) together with the initial data Z (0) = ( X(0) y ).
For a given a real-valued function g, t h e s t o c hastic target control problem is to minimize the initial data y while satisfying the random constraint Y y (T ) g(X y (T )) with probability one, i.e., v(0 X (0)) := inf n y 2 IR : 9 2 U Y y (T ) g X y (T ) P ; a.s. o which w e c a l l s t o c hastic target problem.
Chief goal of this paper is to obtain a characterization of the value function v as a discontinuous viscosity solution of an associated Hamilton-Jacobi-Bellman (HJB) second order partial di erential equation (PDE) with suitable boundary conditions. The main step in the derivation of the above-mentioned PDE characterization is a non-classical dynamic programming principle. To the best of our knowledge, this dynamic programming is new it was only partially used by the authors in a previous paper 21] .
This dynamic programming principle is closely related to the theory of viscosity solutions. In the derivation of the supersolution property of the HJB equation, the notion of viscosity solutions is only used to handle the lack o f a priori regularity of the value function. However, the use of the notion of viscosity solutions seems necessary in order to derive the subsolution property from our dynamic programming principle, even if the value function were knowntobesmooth.
This study is mainly motivated by applications to nancial mathematics. Indeed, a special speci cation of the coe cients and (see section 6) leads to the so-called superreplication problem see e.g. El Karoui In the nancial mathematics literature, the super-replication problem is usually solved via convex duality. In this approach, a classical optimal control problem is derived rst applying the duality, see Jouini and Kallal 14] , El Karoui and Quenez 10], Cvitani c and Karatzas 5] , and F ollmer and Kramkov 12] . Then, one may use the classical dynamic programming to obtain the PDE characterization of the value function v. However, this method can not be applied to the general stochastic target problem, because of the presence of the control in the di usion part of the state process X . The methodology developed in this paper allows precisely to avoid this step, and to obtain the PDE characterization directly from the initial (non-classical) formulation of the problem without using the duality.
The stochastic target problem is also closely related to the theory of backward SDE's and forward-backward SDE's see Antonelli Notice that the non-decreasing process A is involved in the above de nition to account for possible constraints on the control see 6]. In nancial applications, this connection has been observed by Cvitani c and Ma 7] and El Karoui and Quenez 11] .
The paper is organized as follows: the de nition of the stochastic target problem is formulated in section 2. In section 3, we state the dynamic programming principle. Section 4 studies the HJB equation satis ed by the value function v in the discontinuous viscosity sense. In section 5, the terminal condition of the problem is characterized by a rst order variational inequality again in the discontinuous viscosity sense. Finally, in section 6, we apply our results to the problem of super-replication under portfolio constraints in a large investor nancial market.
Stochastic target problem
In this section, we de ne a nonstandard stochastic control problem.
Let T > 0 bethe nite time horizon and W = fW(t), 0 t Tg bea d-dimensional Brownian motion de ned on a complete probability space ( F P ). We denote by IF = fF(t), 0 t Tg the P-augmentation of the ltration generated by W.
We assume that the control set U is a convex compact subset of IR d with non-empty interior, and we denote by U the set of all progressively measurable processes = f (t) 0 t Tg with values in U.
The state process is de ned as follow: given an initial data z = (x y) 2 IR d IR, an initial time t 2 0 T ], and a control process 2 U , let controlled process Z t z = ( X t x Y t z ) be the solution of the stochastic di erential equation :
with initial data X t x (t) = x Y t x y (t) = y where M denotes the transpose of the matrix M, a n d , , b, a are bounded functions on 0 T ] IR k U (k = d or d + 1) satisfying usual conditions in order for the process Z t z to bewell-de ned.
Throughout the paper we assume that the matrix (t x r) i s i n vertible and the function r 7 ! ;1 (t x r)a(t x y r) is one to one for all (t x y). Let be its inverse, i.e.
;1 (t x r)a(t x y r) = p () r = (t x y p) :
This is a crucial assumption which enables us to match the stochastic parts of the X and the Y processes by a judicial choice of the control process . Similar assumptions were also utilized in the backward-forward stochastic di erential equations. Now we are in a position to de ne the \stochastic target" control problem. Let In some cases, it is possible to nd an initial data and a control so that Y t x y (T ) = g(X t x (T )). In that case, this problem is equivalent to a backward-forward stochastic differential equation see the discussion in our introduction. Proof. Let z = (x y) and as in the statement of (DP1). By the de nition of A(t z), Z t z (T ) 2 E pi(g). Since Z t z (T ) = Z Z t z ( ) (T ), it follows that ( ) 2 A (w) Z t z (t + (w)) for P-almost every w 2 :
Then, again for P almost every w 2 , Y t z ( (w)) 2 Y (w) X t x ( (w)) and by the de nition of the value function, v (w) X t x ( (w)) Y t z ( (w)).
We prove (DP2) by contraposition. So towards a contradiction, suppose that there exists a t T)-valued stopping time such t h a t :
Y t x y ; ( ) > v X t x ( ) P ; a.s. :
In view of Remark 2.1, this proves that Y t x y ; ( ) 2 Y X t x ( ) . Then, there exists a control^ 2 U such that Y^ Z t x y ; ( ) (T ) g X^ X t x ( ) (T ) P ; a.s.
Since the process X^ X t x ( ) Ŷ Z t x y ; ( ) depends on^ only through its realizations in the stochastic interval t ], we m a y c hose^ so as^ = on t ]. Then Z^ Z t x y ; ( ) (T ) = Z^ t x y ; (T ) and therefore y ; 2 Y (t x), hence y ; v(t x). Recall that by de nition
The dynamic programming principle stated in Theorem 3.1 does not require all the assumptions made in the rst section. Namely, the control set U does not need to be convex nor compact, and the function ;1 (t x r)a(t x y r) is not required to beone to one in the r variable.
If the in mum in the de nition of the stochastic target problem happens to be attained, then, following the lines of the above proof, we obtain a stronger version (but more natural) of the dynamic programming principle. We will not use the following version of the dynamic programming in this paper, a detailed discussion is given in 22]. Finally, we introduce the Dynkin second order di erential operator associated to the process X :
where Duand D 2 u denote, respectively, the gradient and the Hessian matrix of u with respect to the x variable. The proof of Theorem 4.1 will be completed in the following two subsections. The supersolution part of the claim follows from DP1 and a classical argument in the viscosity theory which is due to P.-L. Lions. We shall take advantage of the fact that inequality in DP1 is in the a.s. sense. This allows for suitable change of measure before taking expectations. The subsolution part is obtained from DP2 by means of a contraposition argument.
4.1
Proof of the viscosity supersolution property. Step 1. Let (t n x n ) n 1 be a sequence in 0 T ) IR d such that :
(t n x n ) ! (t 0 x 0 ) and v(t n x n ) ! v (t 0 x 0 ) : Set y n := v(t n x n ) + ( 1 =n) and z n := (x n y n ). Then, by the de nition of the stochastic target control problem, the set A(t n z n ) is not empty. Let n beany element o f A(t n z n ). For any 0 T ; t n )-valued stopping time n (to be chosen later), DP1 yields Y n tn zn (t n + n ) v (t n + n X tn xn (t n + n )) P ; a.s. Set n := y n ; '(t n x n ). Since as n tends to in nity, y n ! v (t 0 x 0 ) and '(t n x n ) ! '(t 0 x 0 ) = v (t 0 x 0 ), n ! 0 :
Further, since v v ', w e h a ve v (t n + n X tn xn (t n + n )) ' (t n + n X tn xn (t n + n )) P-a.s.. Then t^ n > t 0 for all t > t 0 :
For 2 IR, w e i n troduce the probability measure P n equivalent t o P de ned by the density Suppose that the set fn 1 : n = 0 g is nite. Then there exists a subsequence, renamed ( n ) n 1 such that n 6 = 0 for all n 1. Set h n = p j n j and k n := n^hn . If the set fn 1 : n = 0 g is not nite, then there exists a subsequence, renamed ( n ) n 1 such that n = 0 for all n 1. Set h n := n ;1 and k n := n^hn . Final inequality still holds if we replace t^ n with k n . We then divide this inequality by h n and send n to in nity by using(4. We continue by using the following result whose proof is given after the proof of the supersolution property. In view of this lemma, for all 2 IR.
Step 3. For a large positive integer n, set = ;n. Since U is compact, the supremum in The supersolution property n o w follows from (4.9), (4.10) and (4.11).
2
Proof of Lemma 4. We start with a technical lemma which will be used bothin the proof of the subsolution property and also in the next section on the characterization of the terminal data. We rst 
(t X (t) Y (t) (t)).
Let be the stopping time := inf f s > 0 : (t 0 + s X (t 0 + s)) 6 In most cases, since a subsolution is not greater than a supersolution, this characterization implies that G G and therefore G = G. In the next section we provide examples for which this holds and we will also compute G := G = G explicitly in those examples.
The rest of this section is devoted to the proof of Theorem 5.1. Proof. Take a sequence (x n t n ) ! (x T) with t n < T . Set y n := v(t n x n ) + ( 1 =n). For each n, there exists a control n 2 U satisfying Y n tn xn yn (T ) g X n tn xn (T ) P ; a:s:
Since a and b are bounded, E h Y n tn xn yn (T ) i y n + kbk 1 (T ; t n ) = v(t n x n ) + 1 n + kbk 1 (T ; t n ) :
We c o n tinue by using the following claim whose proof will be provided later : Tkbk 1 + jv(t n x n )j + Z T tn a u Z n tn xn yn (u) n (u) dW(u) : Now, observe that lim supv(t n x n ) lim sup v (t n x n ) G(x) and lim inf v(t n x n ) lim inf v (t n x n ) G(x). This proves that the sequence v(t n x n ) is bounded. In order to complete the proof, it su ces to show that the sequence fU n := R T tn a u Z n tn xn yn (u) n (u) dW(u), n 0g is uniformly bounded. Since a is bounded, Hence fU n , n 0g is bounded in L 2 and, therefore, it is uniformly bounded.
2
Next, we will show that G is a viscosity supersolution of H 0, where H is as in (4.3).
Lemma 5. Step 2. We claim that for su ciently large n, t n < T , and x n converges to x 0 . Indeed, for su ciently large n, (v ; ' n )(s n n ) ; 1 2(T ; s n ) : On the other hand, for any x 2 B,
Comparing the two inequality l e a d s us to conclude that t n < T for large n. Suppose that on a subsequence x n converges to x . Since t n s n , and (t n x n ) minimizes the di erence This implies that for all su ciently large n, (t n x n ) is a local minimizer of the di erence (v ; ' n ). In view of general theory of viscosity solutions (see for instance Fleming and
Soner 13]), viscosity property o f v holds at (t n x n ).
Step 3. We n o w use the viscosity property o f v in 0 T ) IR d : for every n H(t n x n v (t n x n ) D ' n (x n t n )) 0 :
Note that D' n (x n t n ) = Df(x n t n );(x n ;x 0 ), and recall that H is continuous, see In order to obtain the required result, we shall rst prove that test function ' n does not satisfy the condition of Lemma 4.2 on s n T ] B R (x 0 ) for some R > 0, then pass to the limit as n ! 1 .
Step 1 Step 2. Let (t n x n ) n bea maximizing sequence of (v ; ' n ) on s n T ] @B R (x 0 ). Then, since T ; t n T ; s n = n ;2 , lim sup This together with (5.8) implies that for all R > 0 there exists n(R) such that for all n > n (R),
Hence, it follows from Lemma 4.2 that (s n T ) B R (x 0 ) is not a subset of M 0 (' n ) for all n > n (R) :
(5.9)
Step 3. Observe that, for all 2 U, and (t x y),
provided that n is su ciently large. Then, for large n,
In view of this, it follows from (5.9) that there is a sequence (t n x n ) c o n verging to (T x 0 )
such that H(t n x n ' n (t n x n ) D ' n (t n x n )) 0 :
We n o w let n tend to in nity to obtain (5.5). 2 6 Application : super-replication problem in nance.
Consider a nancial market consisting of a non risky asset with price processX 0 normalized to unity, a risky assetX de ned by a positive price process with dynamics described by a stochastic di erential equation.
A trading strategy is an IF-adapted process = f (t), 0 t Tg valued in the closed interval ;` u] with` u 2 0 1) and`+ u > 0. At each time t 2 0 T ], (t) represents the proportion of wealth invested in the risky assetX. The set of all trading strategies is denoted by U.
Given an initial capitalỹ > 0 and a trading strategy , the wealth processỸ is de ned by :Ỹ ỹ (0) =ỹ and dỸ ỹ (t) =Ỹ ỹ (t) (t) dX(t) X(t) :
We shall consider a \large investor" model in which t h e dynamics of the risky asset price process may be a ected by trading strategies. Namely, given a trading strategy 2 U ,
where W is a one-dimensional Brownian motion. De ne the log-wealth process :
Y y (0) = y := ln (y) and Y y (t) = ln Ỹ ỹ (t) :
Then, a direct application of Itô's lemma provides : The rest of this section is devoted to the characterization of the terminal functions F and F. It is known that the rst order variational inequality appearing in part (ii) of the above Theorem could fail to have a unique bounded discontinuous viscosity solution : under our condition (f ) f, all viscosity discontinuous bounded solutions have the same lower semicontinuous envelope see Barles 3] . Therefore, we do not have m uch t o s a y in the case where the payo function f is not continuous. 
