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ON THE MICROSCOPIC SPACETIME CONVEXITY PRINCIPLE FOR FULLY NONLINEAR
PARABOLIC EQUATIONS II: SPACETIME QUASICONCAVE SOLUTIONS
CHUANQIANG CHEN
Abstract. In [13], Chen-Ma-Salani established the strict convexity of spacetime level sets of solutions to heat
equation in convex rings, using the constant rank theorem and a deformation method. In this paper, we general-
ize the constant rank theorem in [13] to fully nonlinear parabolic equations, that is, establish the corresponding
microscopic spacetime convexity principles for spacetime level sets. In fact, the results hold for fully nonlinear
parabolic equations under a general structural condition, including the p-Laplacian parabolic equations (p > 1)
and some mean curvature type parabolic equations.
1. Introduction
This paper is devoted to the microscopic spacetime convexity principle for the second fundamental forms
of the spatial and spacetime level sets of the solutions to fully nonlinear parabolic equations. In this paper,
we consider the spatial convexity and the spacetime convexity of the level sets of the spacetime quasi-
concave solutions to the heat equation. A continuous function u(x, t) on Ω × (0, T ] is called spacetime
quasiconcave if the spacetime superlevel sets {(x, t) ∈ Ω × (0, T )|u(x, t) ≥ c} are convex for each constant c.
Spacetime convexity is a basic geometric property of the solutions of parabolic equations.In [5, 6, 7],
Borell used the Brownian motion to study certain spacetime convexities of the solutions of diffusion equa-
tions and the level sets of the solution to a heat equations with Schro¨dinger potential. Ishige-Salani intro-
duced some notions of parabolic quasiconcavity in [18, 19] and parabolic power concavity in [20], which
are some kinds of spacetime convexity. In [18, 19, 20], they studied the corresponding parabolic boundary
value problems using the convex envelope method, which is a macroscopic method. At the same time, Hu-
Ma [17] established a constant rank theorem for the space-time Hessian of space-time convex solutions to
the heat equation, which is the microscopic method. Chen-Hu [12] generalized the microscopic spacetime
convexity principle to fully nonlinear parabolic equations. Recently, Chen-Ma-Salani [13] established the
strict convexity of spacetime level sets of solutions to the heat equation in convex rings, using the constant
rank theorem and a deformation process. In this paper, we generalize the constant rank theorem in [13] to
fully nonlinear parabolic equations. And the results hold for fully nonlinear parabolic equations under a
general structural condition, including the p-Laplacian parabolic equations (p > 1) and some mean curva-
ture type parabolic equations. As in [13], this approach can be used to establish some spacetime convexity
of the solutions of some parabolic equations in convex rings, by combining a deformation process.
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The convexity of the level sets of the solutions to elliptic partial differential equations has been studied
extensively. For instance, Ahlfors [1] contains the well-known result that level curves of Green function
on simply connected convex domain in the plane are the convex Jordan curves. In 1956, Shiffman [29]
studied the minimal annulus in R3 whose boundary consists of two closed convex curves in parallel planes
P1, P2. He proved that the intersection of the surface with any parallel plane P, between P1 and P2, is
a convex Jordan curve. In 1957, Gabriel [15] proved that the level sets of the Green function on a 3-
dimensional bounded convex domain are strictly convex. In 1977, Lewis [23] extended Gabriel’s result to
p-harmonic functions in higher dimensions. Caffarelli-Spruck [9] generalized the Lewis [23] results to a
class of semilinear elliptic partial differential equations. Motivated by the result of Caffarelli-Friedman [8],
Korevaar [22] gave a new proof on the results of Gabriel and Lewis by applying the deformation process and
the constant rank theorem of the second fundamental form of the convex level sets of p-harmonic function.
A survey of this subject is given by Kawohl [21]. For more recent related extensions, please see the papers
by Bianchini-Longinetti-Salani [4], Bian-Guan [2], Xu [31] and Bian-Guan-Ma-Xu [3].
For the convexity of spacetime level sets, Ishige-Salani [18, 19] introduced some notions of parabolic
quasiconcavity, and studied the corresponding parabolic boundary value problems using the convex en-
velope method. Recently, Chen-Ma-Salani made a break through for the heat equation in [13] using the
constant rank theorem method.
There is also an extensive literature on the curvature estimates of the level sets of the solutions to elliptic
partial differential equations, see [28], [25], [26], [27], [10], [16] and references therein.
Let us introduce some notations.
Definition 1.1. For each θ ∈ Sn−1, denote θ⊥ the linear subspace in Rn which is orthogonal to θ. Define
S−n (θ) to be the class of n × n symmetric real matrices which are negative definite on θ⊥. Denote S0−n (θ)
the subclass of S−n (θ) of matrices that have θ as eigenvector with corresponding null eigenvalue. For any
b ∈ Rn with s = 〈b, θ〉 > 0, define
B
−
θ (Υ) =
{
B ∈ Sn+1|B =
(
B˜ bT
b χ
)
with B˜ ∈ S0−n (θ) ∩ Υ, χ ∈ R
}
,
where Sn+1 denote the space of real symmetric n + 1 × n + 1 matrices,
Denote J = (In|0) the n × (n + 1) matrix, where In is the n × n identity matrix and 0 is the null vector in
R
n
.
In this paper, we consider the spacetime quasiconcave solution to fully nonlinear parabolic equation as
follows,
(1.1) ∂u
∂t
= F(∇2u,∇u, u, x, t), in Ω × (0, T ],
where Ω is a domain in Rn, ∇u = (ux1 , · · · , uxn) and ∇2u = (uxi x j )n×n. Let Λ ⊂ Sn be an open set, Sn−1 a unit
sphere and F = F(r, p, u, x, t) a C2,1 function in Λ × Rn × R × Ω × [0, T ]. We will assume that F satisfies
the following conditions:
(1.2)
(
Fαβ
)
:=
(
∂F
∂rαβ
(∇2u,∇u, u, x, t)
)
> 0, ∀ (x, t) ∈ Ω × [0, T ],
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and for each (θ, u) ∈ Sn−1 × R fixed,
(1.3) F(s−1JB−1JT , s−1θ, u, x, t) is locally concave in (B, x, t).
In fact, we always assume
(1.4) |∇u| > 0 and ut > 0 in Ω × (0, T ].
Now we state our theorems.
Theorem 1.2. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to fully nonlinear parabolic
equation (1.1), and F satisfies conditions (1.2)-(1.4). Then the second fundamental form of spacetime level
sets ˆΣc = {(x, t) ∈ Ω× (0, T )|u(x, t) = c} has the same constant rank inΩ for each fixed t ∈ (0, T ]. Moreover,
let l(t) be the minimal rank of the second fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
For the study of the spacetime level sets of fully nonlinear equation, we should consider the spatial level
sets first. Suppose u is the spacetime quasiconcave solution to fully nonlinear parabolic equation (1.1), then
u is also spatial quasiconcave, that is the spatial level sets Σc = {x ∈ Ω|u(x, t) = c} are all convex. And we
get the following constant rank theorem for the second fundamental form of the spatial level sets.
Theorem 1.3. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to fully nonlinear parabolic
equation (1.1), and F satisfies conditions (1.2)-(1.4). Then the second fundamental form of spatial level
sets Σc = {x ∈ Ω|u(x, t) = c} has the same constant rankin Ω for each fixed t ∈ (0, T ]. Moreover, let l(t) be
the minimal rank of the second fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
As it is well known, one needs to choose a suitable coordinate system to simplify the calculations in the
proof of the constant rank theorem. In [13], the proof for the heat equation is based on a coordinate system
such that the spatial second fundamental form a(x, t) (see (2.3)) is diagonalized at each point. In this paper,
we generalize the constant rank theorem in [13] to fully nonlinear parabolic equations, and we give a more
technical proof under the coordinate system such that the spacetime second fundamental form aˆ(x, t) (see
(2.7)) is diagonalized at each point. As in [17, 12] and [11], the key difficulties of two calculations are the
same, and the processes of the two proofs are also the same. So the corresponding proof holds for fully
nonlinear equations based on the coordinate system such that the spatial second fundamental form a(x, t) is
diagonalized at each point, and the calculations must be more complicate than [13].
Remark 1.4. In fact, in the proof of Theorem 1.3, we just need a weaker structural condition as follows
instead of (1.3),
(1.5) F(s−1JB−1JT , s−1θ, u, x, t) is locally concave in (B, x), for fixed (θ, u) ∈ Sn−1 × R.
But the condition that u is spacetime quasiconcave is necessary, and it is the main difference between
Theorem 1.3 and the result in [14]. That is, if u is spacetime quasiconcave, the constant rank theorem
for spatial level sets holds for the parabolic equations with (1.5). Otherwise, if u is spatial quasiconcave,
the constant rank theorem for spatial level sets holds for the parabolic equations with a totally different
structural condition in [14].
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In fact, the p-Laplacian operator and the mean curvature operators, that is, the parabolic equations
ut = div (|∇u|p−2∇u), p > 1,(1.6)
ut = div( ∇u√
1 + |∇u|2
),(1.7)
ut = (1 + |∇u|2) 32 div( ∇u√
1 + |∇u|2
),(1.8)
do not satisfy the structure condition (1.3) or (1.5). But we have the following theorem.
Theorem 1.5. Theorem 1.2 and Theorem 1.3 holds for the spacetime quasiconcave solutions to the para-
bolic equations (1.6), (1.7) and (1.8).
Remark 1.6. Theorem 1.3 can be looked as a parabolic version for Theorem 1.1 in [3].
Remark 1.7. The microscopic spacetime convexity principle can be used to establish the spacetime con-
vexity of the solutions of some parabolic equations in convex rings, by combining the deformation process.
For example, Chen-Ma-Salani [13] consider the heat equation in convex rings, and get the strict convexity
of the spacetime level sets, with some compatible conditions on the initial data and the convex rings.
The rest of the paper is organized as follows. Section 2 contains some preliminaries. In Section 3,
we prove the constant rank theorem of the spatial second fundamental from, that is Theorem 1.3 and the
corresponding part of Theorem 1.5. For the constant rank theorem of the spacetime second fundamental
form is proved in Section 4, including Theorem 1.2 and the corresponding part of Theorem 1.5.
2. Preliminaries
In this section, we will give some preliminaries.
First, we introduce the definitions of spatial quasiconcave and spacetime quasiconcave.
Definition 2.1. A continuous function u(x, t) on Ω × (0, T ] is called spatial quasiconcave if its superlevel
sets {x ∈ Ω|u(x, t) ≥ c} are convex for each constant c and any fixed t ∈ (0, T ]. And u(x, t) is called
spacetime quasiconcave if its superlevel sets {(x, t) ∈ Ω × (0, T )|u(x, t) ≥ c} are convex for each constant c.
In the following, we always assume∇u = (u1, · · · , un) is the spatial gradient of u and Du = (u1, · · · , un, ut)
the spacetime gradient.
2.1. Spatial level sets and the spatial second fundamental form. Suppose u(x, t) ∈ C2(Ω × (0, T ]), and
un , 0 for any fixed (x, t) ∈ Ω × (0, T ]. It follows that the upward inner normal direction of the spatial level
sets Σc = {x ∈ Ω|u(x, t) = c} is
~ν =
|un|
|∇u|un
(u1, u2, · · · , un−1, un),(2.1)
where ∇u = (u1, u2, · · · , un−1, un) is the spatial gradient of u.
The second fundamental form II of the spatial level sets of function u with respect to the upward normal
direction (2.1) is
bi j = −
|un|(u2nui j + unnuiu j − unu juin − unuiu jn)
|∇u|u3n
, 1 ≤ i, j ≤ n − 1.
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Set
(2.2) hi j = u2nui j + unnuiu j − unu juin − unuiu jn, 1 ≤ i, j ≤ n − 1,
then we may write
bi j = −
|un|hi j
|∇u|u3n
.
Note that if Σc = {x ∈ Ω|u(x, t) = c} is locally convex, then the second fundamental form of Σc is semi-
positive definite with respect to the upward normal direction (2.1). Let a(x, t) = (ai j(x, t)) be the symmetric
Weingarten tensor of Σc = {x ∈ Ω|u(x, t) = c}, then a is semipositive definite. As computed in [3], if un , 0,
and the Weingarten tensor is
(2.3) ai j = − |un|
|∇u|un3
Ai j, 1 ≤ i, j ≤ n − 1,
where
(2.4) Ai j = hi j −
uiulh jl
W(1 +W)u2n
−
u julhil
W(1 +W)u2n
+
uiu jukulhkl
W2(1 +W)2u4n
, W =
|∇u|
|un|
.
With the above notations, at the point (x, t) where un(x, t) = |∇u(x, t)| > 0, ui(x, t) = 0, i = 1, · · · , n− 1, ai j,k
is commutative, that is, they satisfy the Codazzi property ai j,k = aik, j, ∀i, j, k ≤ n − 1.
2.2. Spacetime level sets and the spacetime second fundamental form. Suppose u(x, t) ∈ C2(Ω×(0, T ]),
and ut , 0 for any fixed (x, t) ∈ Ω × (0, T ]. It follows that the upward inner normal direction of the spatial
level sets ˆΣc = {(x, t) ∈ Ω × (0, T )|u(x, t) = c} is
~ˆν =
|ut|
|Du|ut
(u1, u2, · · · , un−1, un, ut),(2.5)
where Du = (u1, u2, · · · , un−1, un, ut) is the spacetime gradient of u.
The second fundamental form II of the spacetime level sets of function u with respect to the upward
normal direction (2.5) is
ˆbαβ = −
|ut|(u2t uαβ + uttuαuβ − utuβuαt − utuαuβt)
|Du|u3t
, 1 ≤ α, β ≤ n.
Set
(2.6) ˆhαβ = u2t uαβ + uttuαuβ − utuβuαt − utuαuβt, 1 ≤ α, β ≤ n,
then we may write
ˆbαβ = −
|ut|ˆhαβ
|Du|u3t
.
Note that if ˆΣc = {(x, t) ∈ Ω × (0, T )|u(x, t) = c} is locally convex, then the second fundamental form of
Σ
c,t is semipositive definite with respect to the upward normal direction (2.5). Let aˆ(x, t) = (aˆi j(x, t)) be
the symmetric Weingarten tensor of ˆΣc = {(x, t) ∈ Ω × (0, T )|u(x, t) = c}, then aˆ is semipositive definite. If
ut , 0, and the Weingarten tensor is
(2.7) aˆαβ = − |ut|
|Du|ut3
ˆAαβ, 1 ≤ α, β ≤ n,
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where
(2.8) ˆAαβ = ˆhαβ −
uαuγ ˆhβγ
ˆW(1 + ˆW)u2t
−
uβuγ ˆhαγ
ˆW(1 + ˆW)u2t
+
uαuβuγuη ˆhγη
ˆW2(1 + ˆW)2u4t
, ˆW =
|Du|
|ut|
.
With the above notations, at the point (x, t) where ut(x, t) > 0, un(x, t) = |∇u(x, t)| > 0, ui(x, t) = 0,
i = 1, · · · , n − 1, we get
1 −
u2n
ˆW(1 + ˆW)u2t
≡
ˆWu2t + ˆW2u2t − u2n
ˆW(1 + ˆW)u2t
=
1
ˆW
.(2.9)
So
ˆAαβ =ˆhαβ = u2t uαβ, 1 ≤ α, β ≤ n − 1;(2.10)
ˆAαn =ˆhαn −
u2n ˆhαn
ˆW(1 + ˆW)u2t
=
1
ˆW
ˆhαn =
1
ˆW
[u2t uαn − utunuαt], 1 ≤ α ≤ n − 1;(2.11)
ˆAnn =ˆhnn − 2
u2n ˆhnn
ˆW(1 + ˆW)u2t
+
u4n ˆhnn
ˆW2(1 + ˆW)2u4t
=
1
ˆW2
ˆhnn
=
1
ˆW2
[u2t unn + u2nutt − 2utununt].(2.12)
Also, at any point (x, t), we can translate the spacetime coordinate systems. When we choose the co-
ordinates y = (y1, · · · , yn, yn+1) as a new spacetime coordinates, such that uyn+1 > 0, the Weingarten tensor
is
(2.13) a¯αβ = −
|uyn+1 |
|Du|uyn+1 3
¯Aαβ, 1 ≤ α, β ≤ n,
where
(2.14) ¯Aαβ = ¯hαβ −
uyαuyγ
¯hβγ
¯W(1 + ¯W)u2yn+1
−
uyβuyγ
¯hαγ
¯W(1 + ¯W)u2yn+1
+
uyαuyβuyγuyη
¯hγη
¯W2(1 + ¯W)2u4yn+1
, ¯W =
|Du|
|uyn+1 |
,
(2.15) ¯hαβ = u2yn+1 uyαyβ + uyn+1yn+1 uyαuyβ − uyn+1uyβuyαyn+1 − uyn+1uyαuyβyn+1 , 1 ≤ α, β ≤ n.
With the above notations, at the point (x, t) with the new coordinates y such that uyi = 0 for any 1 ≤ i ≤ n
and uyn+1 = |Du| > 0, we get
(2.16) ¯Aαβ = ¯hαβ = u2yn+1uyαyβ , 1 ≤ α, β ≤ n,
2.3. Elementary symmetric functions. In this subsection, we recall the definition and some basic prop-
erties of elementary symmetric functions, which could be found in [24].
Definition 2.2. For any k = 1, 2, · · · , n, we set
σk(λ) =
∑
1≤i1<i2<···<ik≤n
λi1λi2 · · ·λik , for any λ = (λ1, · · · , λn) ∈ Rn.(2.17)
We also set σ0 = 1 and σk = 0 for k > n.
We denote by σk(λ |i ) the symmetric function with λi = 0 and σk(λ |i j ) the symmetric function with
λi = λ j = 0.
We need the following standard formulas of elementary symmetric functions.
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Proposition 2.3. Let λ = (λ1, . . . , λn) ∈ Rn and k = 0, 1, · · · , n, then
σk(λ) = σk(λ|i) + λiσk−1(λ|i), ∀ 1 ≤ i ≤ n,
n∑
i=1
λiσk−1(λ|i) = kσk(λ),
n∑
i=1
σk(λ|i) = (n − k)σk(λ).
The definition can be extended to symmetric matrices by letting σk(W) = σk(λ(W)), where λ(W) =
(λ1(W), λ2(W), · · · , λn(W)) are the eigenvalues of the symmetric matrix W. We also denote by σk(W |i ) the
symmetric function with W deleting the i-row and i-column and σk(W |i j ) the symmetric function with W
deleting the i, j-rows and i, j-columns. Then we have the following identities.
Proposition 2.4. Suppose W = (Wi j) is diagonal, and m is a positive integer, then
∂σm(W)
∂Wi j
=
σm−1(W |i ), if i = j,0, if i , j.(2.18)
and
∂2σm(W)
∂Wi j∂Wkl
=

σm−2(W |ik ), if i = j, k = l, i , k,
−σm−2(W |ik ), if i = l, j = k, i , j,
0, otherwise .
(2.19)
To study the rank of the spacetime second fundamental form aˆ, we need the following simple lemma.
Lemma 2.5. Suppose aˆ ≥ 0, and l = Rank{aˆ(x0, t0)} 6 n − 1, and
(
aˆαβ(x0, t0)
)
n−1×n−1
is diagonal with
aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1, then at (x0, t0), there is a positive constant C0 such that
CASE 1:
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1.
CASE 2:
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆnn =
l∑
i=1
aˆ2in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
PROOF. Set M =
(
aˆαβ(x0, t0)
)
n−1×n−1
= diag(aˆ11, aˆ22, · · · , aˆn−1n−1) ≥ 0 and we can assume Rank{M} = k
at (x0, t0), then we can obtain k = l − 1 or k = l. Otherwise, if k < l − 1, we know
aˆl−1l−1 = · · · = aˆn−1n−1 = 0 at (x0, t0),
and from aˆ(x0, t0) ≥ 0, we get
aˆl−1n = · · · = aˆn−1n = 0 at (x0, t0).
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So Rank{aˆ} ≤ l − 1, contradiction. If k > l, we have
l = Rank{aˆ} ≥ Rank{M} = k ≥ l + 1 at (x0, t0).
This is impossible.
For k = l − 1, we know at (x0, t0)
aˆ11 ≥ · · · ≥ aˆl−1l−1 > 0, aˆll = · · · = aˆn−1n−1 = 0,
and due to aˆ(x0, t0) ≥ 0, we get
aˆln = · · · = aˆn−1n = 0.
Since Rank{aˆ} = l, then σl(aˆ) > 0. Direct computation yields
σl(aˆ) = aˆnnσl−1(M) −
l−1∑
i=1
aˆniaˆinσl−2(M|i) = σl−1(M)[aˆnn −
l−1∑
i=1
aˆ2in
aˆii
] > 0,
so we have
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
> 0.
This is CASE 1.
For k = l, we know at (x0, t0)
aˆ11 ≥ · · · ≥ aˆll > 0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
and due to aˆ(x0, t0) ≥ 0, we get
aˆl+1n = · · · = aˆn−1n = 0.
Since Rank{aˆ} = l, then σl+1(aˆ) = 0. Direct computation yields
σl+1(aˆ) = aˆnnσl(M) −
l∑
i=1
aˆniaˆinσl−1(M|i) = σl(M)[aˆnn −
l∑
i=1
aˆ2in
aˆii
] = 0,
so we have
aˆnn −
l∑
i=1
aˆ2in
aˆii
= 0.
This is CASE 2. 
2.4. Structural conditions (1.3) and (1.5). Now we discuss the structural conditions (1.3)and (1.5).
First, we introduce the following set to study the matrix B−.
Definition 2.6. For each θ ∈ Sn−1, define A −θ as follows
(2.20) A −θ (Υ) =
{
A ∈ Sn+1|A =
(
A˜ µθT
µθ 0
)
with A˜ ∈ S−n (θ) ∩ Υ, µ > 0
}
.
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Properties of A −θ , B−θ and their relationship have been studied in [4]. In particular, if θ = (0, · · · , 0, 1),
(2.21) B =

0 ×
ai j
...
...
0 ×
0 · · · 0 0 s
× · · · × s χ

∈ B−θ (Υ),
then
(2.22) A = B−1 =

× 0
ai j
...
...
× 0
× · · · × × µ
0 · · · 0 µ 0

.
where the (n − 1) × (n − 1) matrix (ai j) is negative definite and can be assumed diagonal, (ai j) is the inverse
matrix of (ai j), s = Bn+1,n = 1µ > 0. The values at the positions denoted by ”×” which are not important in
the calculations.
For any given V = ((Xαβ), Y, (Zi), D) ∈ Sn × R × Rn × R, we define a quadratic form
Q∗(V,V) = Fαβ,γηXαβXγη + 2Fαβ,ulθlXαβY + 2Fαβ,xk XαβZk + 2Fαβ,tXαβD
+Fuk ,ulθkθlY2 + 2Fuk,xlθkYZl + 2Fuk,tθkYD + F xk,xlZkZl
+2F xk,tZkD + F t,tD2 + 2sFukθkY2 + 6sFαβXαβY − 6sFαβAαβY2
+2s
∑
i∈T
Fαβ
Aii
[Xiα − 2AiαY][Xiβ − 2AiβY],(2.23)
where the derivative functions of F are evaluated at (s−1A˜, s−1θ, u, x, t) and T := {1, 2, · · · , n − 1}.
Through direct calculations, we can get
Lemma 2.7. F satisfies the condition (1.3) if and only if for each p ∈ Rn
Q∗(V,V) ≤ 0, ∀ V = ((Xαβ), Y, (Zi), D) ∈ Sn × R × Rn × R,(2.24)
where the derivative functions of F are evaluated at (s−1A˜, s−1θ, u, x, t), and Q∗ is defined in (2.23).
The proof of Lemma 2.7 is similar to the discussion in [2], and we omit it.
Remark 2.8. F satisfies the condition (1.5) if and only if for each fixed p ∈ Rn, and for any ˜V =
((Xαβ), Y, (Zi), 0) ∈ Sn × R × Rn × R
Q∗( ˜V , ˜V) =Fαβ,γηXαβXγη + 2Fαβ,ulθlXαβY + 2Fαβ,xk XαβZk + Fuk ,ulθkθlY2
+ 2Fuk,xlθkYZl + F xk,xlZkZl + 2sFukθkY2 + 6sFαβXαβY − 6sFαβAαβY2(2.25)
+ 2s
∑
i∈T
Fαβ
Aii
[Xiα − 2AiαY][Xiβ − 2AiβY]
≤0,
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where the derivative functions of F are evaluated at (s−1A˜, s−1θ, u, x, t), and Q∗ is defined in (2.23). Obvi-
ously, the condition (1.5) is weaker than the condition (1.3).
2.5. An auxiliary lemma. Similarly to the Lemma 2.5 in Bian-Guan[2], we have
Lemma 2.9. Suppose W(x) = (Wi j(x))N×N ≥ 0 for every x ∈ Ω ⊂ Rn, and Wi j(x) ∈ C1,1(Ω), then for every
O ⊂⊂ Ω, there exists a positive constant C depending only on the dist{O, ∂Ω} and ‖W‖C1,1(Ω) such that
(2.26)
∣∣∣∇Wi j∣∣∣ 6 C(WiiW j j) 14 ,
for every x ∈ O and 1 ≤ i, j ≤ N.
Proof: The same arguments as in the proof of Lemma 2.5 in [2] carry through with a small modification
since W is a general matrix instead of a Hessian of a convex function.
It’s known that for any nonnegative C1,1 function h, |∇h(x)| ≤ Ch 12 (x) for all x ∈ O, where C depends
only on ||h||C1,1(Ω) and dist{O, ∂Ω} (see [30]).
Since W(x) ≥ 0, so we choose h(x) = Wii(x) ≥ 0. Then we can get from the above argument
|∇Wii| 6 C1(Wii) 12 = C1(WiiWii) 14 ,
so (2.26) holds for i = j.
Similarly, for i , j, we choose h = √WiiW j j ≥ 0, then we get
(2.27)
∣∣∣∇√WiiW j j∣∣∣ 6 C2(√WiiW j j) 12 = C2(WiiW j j) 14 .
And for h =
√
WiiW j j − Wi j, we have
(2.28)
∣∣∣∇(√WiiW j j − Wi j)∣∣∣ 6 C3(√WiiW j j − Wi j) 12 ≤ C3(WiiW j j) 14 .
So from (2.27) and (2.28), we get∣∣∣∇Wi j∣∣∣ = ∣∣∣∇√WiiW j j − ∇(√WiiW j j − Wi j)∣∣∣
≤
∣∣∣∇√WiiW j j∣∣∣ + ∣∣∣∇(√WiiW j j − Wi j)∣∣∣
≤(C2 +C3)(WiiW j j) 14 .
So (2.26) holds for i , j. 
Remark 2.10. If W(x, t) = (Wi j(x, t))N×N ≥ 0 for every (x, t) ∈ Ω × (0, T ], and Wi j(x, t) ∈ C1,1(Ω × (0, T ]),
then for every O × (t0 − δ, t0] ⊂⊂ Ω × (0, T ] with t0 < T, there exists a positive constant C depending only
on the dist(O × (t0 − δ, t0], ∂(Ω × (0, T ])), t0, δ and ‖W‖C1,1(Ω×(0,T ]) such that
(2.29)
∣∣∣DWi j∣∣∣ 6 C(WiiW j j) 14 ,
for every (x, t) ∈ O × (t0 − δ, t0] and 1 ≤ i, j ≤ N. Notice that DWi j = (∇xWi j, ∂tWi j). In fact, if t0 = T, it
only holds
(2.30)
∣∣∣∇xWi j∣∣∣ 6 C(WiiW j j) 14 .
for every (x, t) ∈ O × (t0 − δ, t0] and 1 ≤ i, j ≤ N.
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3. Constant rank theorem of the spatial second fundamental form
In this section, we consider the spatial level sets Σc = {x ∈ Ω|u(x, t) = c}. Since u is the spacetime
quasiconcave solution to fully nonlinear parabolic equation (1.1), u is also spatial quasiconcave, that is the
spatial level sets Σc are all convex for t ∈ (0, T ], that is the spatial second fundamental form a ≥ 0. We will
establish the constant rank theorem for the spatial second fundamental form a under the structural condition
(1.5) as follows.
Theorem 3.1. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to fully nonlinear parabolic
equation (1.1), and F satisfies conditions (1.2), (1.4) and (1.5). Then the second fundamental form of
spatial level sets Σc = {x ∈ Ω|u(x, t) = c} has the same constant rank inΩ for any fixed t ∈ (0, T ]. Moreover,
let l(t) be the minimal rank of the second fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
From the discussion in Section 2, the structural condition (1.5) is weaker than the structural condition
(1.3), then Theorem 1.3 holds directly from Theorem 3.1.
In the following of this section, we will prove Theorem 3.1, and discuss some constant rank properties
of the spatial second fundamental form a. And we will prove the constant rank theorem of the spatial
fundamental form of the spacetime quasiconcave solutions to the parabolic equations (1.6)-(1.8).
3.1. Proof of Theorem 3.1. Suppose a(x, t) attains minimal rank l at some point (x0, t0) ∈ Ω × (0, T ].
We may assume l 6 n − 2, otherwise there is nothing to prove. And we assume u ∈ C4(Ω × (0, T ]) and
un(x0, t0) > 0. So there is a neighborhoodO× (t0 − δ, t0] of (x0, t0), such that there are l ”good” eigenvalues
of (ai j) which are bounded below by a positive constant, and the other n − 1 − l ”bad” eigenvalues of (ai j)
are very small. Denote G be the index set of these ”good” eigenvalues and B be the index set of ”bad”
eigenvalues. And for any fixed point (x, t) ∈ O × (t0 − δ, t0], we may express (ai j) in a form of (2.3), by
choosing e1, · · · , en−1, en such that
(3.1) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1 is diagonal at (x, t).
Without loss of generality we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O × (t0 − δ, t0], from
(2.2)-(2.4), we have the matrix
(
ai j
)
1≤i, j≤n−1 is also diagonal, and a11 ≥ a22 ≥ · · · ≥ an−1,n−1. There is a
positive constant C > 0 depending only on ‖u‖C2 and O × (t0 − δ, t0], such that a11 ≥ a22 ≥ · · · ≥ all > C
for all (x, t) ∈ O × (t0 − δ, t0]. For convenience we denote G = {1, · · · , l} and B = {l + 1, · · · , n − 1} be the
”good” and ”bad” sets of indices respectively. If there is no confusion, we also denote
G = {a11, · · · , all}, B = {al+1l+1, · · · , an−1n−1}.(3.2)
Note that for any δ > 0, we may choose O × (t0 − δ, t0] small enough such that a j j < δ for all j ∈ B and
(x, t) ∈ O × (t0 − δ, t0].
For each c, let a = (ai j) be the symmetric Weingarten tensor of Σc. Set
p(a) = σl+1(ai j), q(a) =

σl+2(ai j)
σl+1(ai j) , if σl+1(ai j) > 0,
0, otherwise.
(3.3)
Since we are dealing with general fully nonlinear equation (1.1), as in the case for the convexity of solutions
in [2], there are technical difficulties to deal with p(a) alone. A key idea in [2] is the introduction of function
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q as in (3.3) and explore some crucial concavity properties of q. We consider function
(3.4) φ(x, t) = p(a) + q(a),
where p and q as in (3.3). We will prove the differential inequality
(3.5)
n∑
α,β=1
Fαβφαβ(x, t) − φt ≤ C(φ + |∇φ|), ∀ (x, t) ∈ O × (t0 − δ, t0],
where C is a positive constant independent of φ. Combining with the conditions
φ ≥ 0, in O × (t0 − δ, t0],
φ(x0, t0) = 0,
we can get by the strong maximum principle
φ ≡ 0, in O × (t0 − δ, t0].
Hence
σl+1(a) ≡ 0, in O × (t0 − δ, t0].
By the method of continuity, Theorem 3.1 holds. In the following, we prove the differential inequality (3.5).
To get around σl+1(a) = 0 in q(a), for ε > 0 sufficiently small, we instead consider
(3.6) φε(a) = φ(aε),
where aε = a + εI. We will also denote Gε = {aii + ε, i ∈ G}, Bε = {aii + ε, i ∈ B}.
To simplify the notations, we will drop subindex ε with the understanding that all the estimates will be
independent of ε. In this setting, if we pick O × (t0 − δ, t0] small enough, there is C > 0 independent of ε
such that
(3.7) φ(a(x, t)) ≥ Cε, σ1(B) ≥ Cε, for all (x, t) ∈ O × (t0 − δ, t0].
In the following, we denote
Hφ =
∑
i, j∈B
|∇ai j| + φ.
We will use notion h = O(Hφ) if |h(x, t)| ≤ CHφ for (x, t) ∈ O × (t0 − δ, t0] with positive constant C under
control.
For any fixed point (x, t) ∈ O× (t0−δ, t0], we choose a coordinate system as in (3.1) so that |∇u| = un > 0
and the matrix (ai j(x, t)) is diagonal for 1 ≤ i, j ≤ n − 1 and semipositive definite. From the definition of φ,
we get
φ ≥ σl(G)
∑
i∈B
aii ≥ 0,
so
(3.8) aii = O(φ) = O(Hφ), ∀i ∈ B.
And from (2.2) - (2.4), we get
aii = −
hii
u3n
= −
uii
un
,
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so
(3.9) hii = O(Hφ), uii = O(Hφ), ∀i ∈ B.
From the definition of ai j, and uk = 0 for k = 1, · · · , n − 1, we can get
ai j,α =
(
−
|un|
|∇u|un3
)
α
hi j +
(
−
|un|
|∇u|un3
)
hi j,α
= 3un−4u2nui j − un−3[u2nui jα + 2ununαui j − uiαunu jn − u jαunuin]
= −un
−2[unui jα − unαui j − uiαu jn − u jαuin],(3.10)
so for i, j ∈ B, we get
ui jα = O(Hφ), ∀α < n,(3.11)
unui jn = 2uinu jn + O(Hφ).(3.12)
In fact, from (2.6)-(2.8),
aˆ j j = −
|ut|
|Du|ut3
ˆh j j = −
u j j
|Du|
= O(Hφ), ∀ j ∈ B,
and from the spacetime convexity, we can get
aˆ2jn =
[
−
|ut|
|Du|ut3
1
ˆW
ˆh jn
]2
≤ aˆ j jaˆnn = O(Hφ), ∀ j ∈ B,
so it yields
ˆh2jn = O(Hφ),∀ j ∈ B.(3.13)
Following the proof of Lemma 2.1 in [14], we can get
φt =
n−1∑
i j=1
∂φ
∂ai j
ai j,t
= − u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 [u2nu j jt − 2unu jnu jt] + O(Hφ)(3.14)
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and
n∑
α,β=1
Fαβφαβ =
n∑
α,β=1
Fαβ
[ n−1∑
i j=1
∂φ
∂ai j
ai j,αβ +
n−1∑
i jkl=1
∂2φ
∂ai j∂akl
ai j,αakl,β
]
= u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 [−u2n n∑
α,β=1
Fαβuαβ j j + 6unun j
n∑
α,β=1
Fαβuαβ j
−6u2n j
n∑
α,β=1
Fαβuαβ]
+2u−3n
∑
j∈B,i∈G
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 n∑
α,β=1
Fαβ
1
uii
[unui jα − 2uiαu jn][unui jβ − 2uiβu jn]
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β](3.15)
−
1
σ1(B)
n∑
α,β=1
∑
i, j∈B
Fαβai j,αai j,β + O(Hφ).
Hence
n∑
α,β=1
Fαβφαβ − φt
= −u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 [u2n( n∑
α,β=1
Fαβu j jαβ − u j jt) + 2unu jnu jt
−6unu jn
n∑
α,β=1
Fαβu jαβ + 6u2jn
n∑
α,β=1
Fαβuαβ
]
+2u−3n
∑
j∈B,i∈G
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 n∑
α,β=1
Fαβ
1
uii
[unui jα − 2uiαu jn][unui jβ − 2uiβu jn]
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β](3.16)
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Fαβai j,αai j,β + O(Hφ).
From ˆh jn = u2t u jn − unutu jt, we have
2unu jnu jt = −
1
ut
[(
ˆh jn
ut
)2 − (utu jn)2 − (unu jt)2]
=O(Hφ) + 1
ut
[(utu jn)2 + (unu jt)2],(3.17)
where the second ”=” holds from (3.13).
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For each j ∈ B, differentiating equation (1.1) in e j direction at x,
u j jt =
n∑
kl=1
Fklukl j j +
n∑
i=1
Fui u j ji + Fuu j j
+
n∑
klpq=1
Fkl,pqukl jupq j + 2
n∑
ikl=1
Fkl,uiukl jui j + 2
n∑
kl=1
Fkl,uukl ju j
+ 2
n∑
kl=1
Fkl,x j ukl j +
n∑
ik=1
Fui ,uk ui juk j + 2
n∑
i=1
Fui,uui ju j + 2
n∑
i=1
Fui,x j ui j
+ Fu,uu2j + 2F
u,x ju j + F x j ,x j
=
n∑
kl=1
Fklukl j j + 2
Fun
un
u2jn +
n∑
klpq=1
Fkl,pqukl jupq j + 2
n∑
kl=1
Fkl,un ukl ju jn
+ 2
n∑
kl=1
Fkl,x j ukl j + Fun,un u2jn + 2F
un,x ju jn + F x j,x j + O(Hφ).(3.18)
Set
Q j =
n∑
klpq=1
Fkl,pqukl jupq ju2n + 2
n∑
kl=1
Fkl,unukl ju jnu2n + 2
n∑
kl=1
Fkl,x jukl ju2n + Fun,unu2jnu
2
n
+ 2Fun,x ju jnu2n + F x j ,x ju2n + 2Fun unu2jn + 6unu jn
n∑
α,β=1
Fαβu jαβ − 6u2jn
n∑
α,β=1
Fαβuαβ(3.19)
+ 2
∑
i∈G
n∑
α,β=1
Fαβ
1
uii
[unui jα − 2uiαu jn][unui jβ − 2uiβu jn],
and denote
s =
1
un
=
1
|∇u|
, Ai j = sui j =
ui j
un
, θ = (0, 0, · · · , 0, 1);
Xαβ = 2uαβu jn, α ∈ B or β ∈ B;
Xαβ = uαβ jun, otherwise ;
Y = u jnun;
Zi = δi j, i = 1, 2, · · · , n;
˜V = ((Xαβ), Y, (Zi), 0) ∈ Sn × R × Rn × R;
then we can get
Xiα − 2AiαY = 0, i ∈ B.
So it yields
Q j = Q∗( ˜V , ˜V),(3.20)
where Q∗( ˜V , ˜V) is defined in (2.25).
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From (3.16) - (3.18)), it yields
Fαβφαβ − φt
= u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 (Q j − 2unu jnu jt)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Fαβai j,αai j,β + O(Hφ)
≤ u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 Q j
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Fαβai j,αai j,β + O(Hφ).(3.21)
From the structural condition (1.5) (i.e. Remark 2.8), it implies
Q∗( ˜V , ˜V) ≤ 0.
so for j ∈ B, we get
Q j = Q∗( ˜V , ˜V) ≤ 0.(3.22)
Condition (1.2) implies
(3.23) (Fαβ) ≥ δ0In, for some δ0 > 0, and ∀x ∈ O.
Set
Viα = σ1(B)aii,α − aii
∑
j∈B
a j j,α.
Combining (3.21), (3.22) and (3.23),
Fαβφαβ ≤ C(φ +
∑
i, j∈B
|∇ai j|) − δ0[
∑n
i, j∈B,α=1 a
2
i j,α
σ1(B) +
∑n
i∈B,α=1 V2iα
σ31(B)
].(3.24)
By Lemma 3.3 in [2], for each M ≥ 1, for any M ≥ |γi| ≥ 1M , there is a constant C depending only on n and
M such that, ∀α,
(3.25)
∑
i, j∈B
|ai j,α| ≤ C(1 + 1
δ20
)(σ1(B) + |
∑
i∈B
γiaii,α|) + δ02 [
∑
i, j∈B |ai j,α|2
σ1(B) +
∑
i∈B V2iα
σ31(B)
].
Taking γi = σl(G) + σ
2
1(B|i)−σ2(B|i)
σ21(B)
for each i ∈ B, the Newton-MacLaurine inequality implies
σl(G) + 1 ≥ σl(G) +
σ21(B| j) − σ2(B| j)
σ21(B)
≥ σl(G), ∀ j ∈ B.
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and
(3.26) φα =
n−1∑
i j=1
∂φ
∂ai j
ai j,α =
∑
i∈B
γiaii,α + O(φ).
Therefore we conclude from (3.25) and (3.26) that ∑i, j∈B |∇ai j| can be controlled by the rest terms on the
right hand side in (3.24) and φ + |∇φ|. So (3.5) holds, and the proof of Theorem 3.1 is complete. 
3.2. Constant rank properties of a. In the proof of Theorem 3.1, we can get for any (x, t) ∈ O× (t0 −δ, t0]
with the suitable coordinate (3.1),
n∑
α,β=1
Fαβφαβ − φt
= u−3n
∑
j∈B,i∈G
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 (Q j − 1
ut
[(utu jn)2 + (unu jt)2]
)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Fαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β](3.27)
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Fαβai j,αai j,β + O(Hφ)
≤ C(φ + |∇φ|),
and by the strong maximum principle,
φ = 0 for (x, t) ∈ O × (t0 − δ, t0].(3.28)
So it must have for any (x, t) ∈ O × (t0 − δ, t0] with the suitable coordinate (3.1)
a j j = 0, for j ∈ B.(3.29)
In fact, we can get more information from the differential inequality, and the constant rank properties is
as follows
Corollary 3.2. For any (x, t) ∈ O × (t0 − δ, t0) with the suitable coordinate (3.1)
u jn = u jt = 0, |Du j| = 0, for j ∈ B;(3.30)
n∑
kl=1
Fklukl j j − u j jt = 2
∑
i∈G
n∑
α,β=1
Fαβ
u2nui jαui jβ
uii
, for j ∈ B;(3.31)
|Dui j| = 0, for i ∈ B, j = 1, 2, · · · , n − 1.(3.32)
PROOF. For (x, t) ∈ O × (t0 − δ, t0) with the suitable coordinate (3.1), we have from (2.3) and (3.29)
u j j = 0, for j ∈ B.
and from (3.28) and (3.27), we get for j ∈ B,
Q j = 0,
utu jn = unu jt = 0.
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So
u jn = u jt = 0, for j ∈ B,(3.33)
then
|Du j| = 0, for j ∈ B.(3.34)
From the definition of Q j, and (3.28), (3.32), (3.33), we get
0 = Q j =
n∑
klmn=1
Fkl,mnukl jumn ju2n + 2
n∑
kl=1
Fkl,un ukl ju jnu2n + 2
n∑
kl=1
Fkl,x jukl ju2n
+Fun,un u2jnu
2
n + 2Fun,x ju jnu2n + F x j,x j u2n + 2
∑
i∈G
n∑
α,β=1
Fαβ
u2nui jαui jβ
uii
= u j jt −
n∑
kl=1
Fklukl j j + 2
∑
i∈G
n∑
α,β=1
Fαβ
u2nui jαui jβ
uii
, for j ∈ B.
Also, we can get from (3.28), and Lemma 2.9 (i.e. Remark 2.10)
|Dai j| = 0, for i ∈ B, j = 1, 2, · · · , n − 1,
then from (3.10) and (3.32)
|Dui j| = 0, for i ∈ B, j = 1, 2, · · · , n − 1.
So the proof is complete. 
3.3. Constant rank theorem of the spatial fundamental form for the equation (1.6). In this subsection,
we consider the p-Laplacian parabolic equation, that is
ut = div(|∇u|p−2∇u) = Lαβ(∇u)uαβ, in Ω × (0, T ],(3.35)
where
Lαβ(∇u) = |∇u|p−2δαβ + (p − 2)|∇u|p−4uαuβ, 1 ≤ α, β ≤ n.(3.36)
It is easy to know the equation (3.35) is parabolic when p > 1 and |∇u| > 0 in Ω × [0, T ]. We will establish
the constant rank theorem for the spatial second fundamental form a as follows.
Theorem 3.3. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to the parabolic equation (3.35)
and satisfies (1.4). Then the second fundamental form of spatial level sets Σc = {x ∈ Ω|u(x, t) = c} has
the same constant rank in Ω for any fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal rank of the second
fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
PROOF. The proof is similar to the the proof of Theorem 3.1, with some modifications.
Suppose a(x, t) attains minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume l 6 n − 2,
otherwise there is nothing to prove. So there is a small neighborhoodO×(t0−δ, t0] of (x0, t0), such that there
are l ”good” eigenvalues of (ai j) which are bounded below by a positive constant, and the other n − 1 − l
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”bad” eigenvalues of (ai j) are very small. Denote G be the index set of these ”good” eigenvalues and B be
the index set of ”bad” eigenvalues. We will prove the differential inequality
(3.37)
n∑
α,β=1
Lαβφαβ(x, t) − φt ≤ C(φ + |∇φ|), ∀ (x, t) ∈ O × (t0 − δ, t0],
where φ is defined in (3.4) and C is a positive constant independent of φ. Then by the strong maximum
principle and the method of continuity, Theorem 3.3 holds.
For any fixed point (x, t) ∈ O × (t0 − δ, t0], we may express (ai j) in a form of (2.3), by choosing
e1, · · · , en−1, en such that
(3.38) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1is diagonal at (x, t).
Following the proof of Theorem 3.1, we get from (3.21)
Lαβφαβ − φt
= u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 (Q j − 2unu jnu jt)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Lαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Lαβai j,αai j,β + O(Hφ),(3.39)
where
Q j =2
n∑
kl=1
∂Lkl
∂un
ukl ju jnu2n +
n∑
kl=1
∂2Lkl
∂u2n
uklu
2
jnu
2
n
+ 2
n∑
kl=1
∂Lkl
∂un
uklunu
2
jn + 6unu jn
n∑
kl=1
Lklu jkl − 6u2jn
n∑
kl=1
Lklukl
+ 2
∑
i∈G
n∑
α,β=1
1
uii
Lαβ[unui jα − 2uiαu jn][unui jβ − 2uiβu jn].
Under the coordinate (3.38), we get
Lkl = 0, k , l; Lkk = up−2n , k < n; Lnn = (p − 1)up−2n ;(3.40)
∂Lkl
∂un
= 0, k , l;(3.41)
∂Lkk
∂un
= (p − 2)up−3n = (p − 2)
Lkk
un
, k < n;(3.42)
∂Lnn
∂un
= (p − 1)(p − 2)up−3n = (p − 2)
Lnn
un
.(3.43)
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and
∂2Lkl
∂u2n
= 0, k , l;(3.44)
∂2Lkk
∂u2n
= (p − 2)(p − 3)up−4n = (p − 2)(p − 3)
Lkk
u2n
, k < n;(3.45)
∂2Lnn
∂u2n
= (p − 1)(p − 2)(p − 3)up−4n = (p − 2)(p − 3)
Lnn
u2n
.(3.46)
From the equation (3.35), we know
ut = Lkkukk,
and for j ∈ B
ut j =Lkkukk j +
∂Lkl
∂up
up jukl = Lkkukk j +
∂Lkl
∂u j
u j jukl +
∂Lkl
∂un
un jukl
=Lkkukk j + O(Hφ) + ∂Lkk
∂un
un jukk = Lkkukk j + (p − 2) Lkk
un
un jukk + O(Hφ)
=Lkkukk j + (p − 2) ut
un
un j + O(Hφ).(3.47)
And from (3.13), we get
ˆh2jn = O(Hφ),∀ j ∈ B.(3.48)
So
Q j =2
n∑
k=1
(p − 2) Lkk
un
ukk ju jnu2n +
n∑
k=1
(p − 2)(p − 3) Lkk
u2n
ukku
2
jnu
2
n
+ 2
n∑
k=1
(p − 2) Lkk
un
ukkunu
2
jn + 6unu jn
n∑
k=1
Lkkukk j − 6u2jnut
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2
=2(p − 2)[ut j − (p − 2) ut
un
un j]u jnun + (p − 2)(p − 3)utu2jn
+ 2(p − 2)utu2jn + 6unu jn[ut j − (p − 2)
ut
un
un j] − 6u2jnut
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2 + O(Hφ)
=(2p + 2)unu jnut j − (p2 + p)utu2jn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2 + O(Hφ).
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Hence
Q j − 2unu jnut j =2punu jnut j − (p2 + p)utu2jn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2 + O(Hφ)
=2pu jn[utu jn −
ˆh jn
ut
] − (p2 + p)utu2jn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2 + O(Hφ)
=
p
ut
[ 1
p − 1
ˆh2jn
u2t
− (p − 1)(utu jn + 1p − 1
ˆh jn
ut
)2]
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unui jα − 2uiαu jn]2 + O(Hφ)
≤
p
ut
·
1
p − 1
ˆh2jn
u2t
+ O(Hφ) = O(Hφ).
So we can get
Lαβφαβ − φt ≤ C(φ +
∑
i, j∈B
|∇ai j|)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Lαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Lαβai j,αai j,β,(3.49)
Following the proof of Theorem 3.1, we get (3.37).

Remark 3.4. The constant rank properties ( that is, Corollary 3.2) still holds for the equation (1.6).
3.4. Constant rank theorem of the spatial fundamental form for the equation (1.7). In this subsection,
we consider the mean curvature parabolic equation, that is
ut = div( ∇u√
1 + |∇u|2
) = mαβ(∇u)uαβ, in Ω × (0, T ],(3.50)
where
mαβ(∇u) = (1 + |∇u|2)− 12 δαβ − (1 + |∇u|2)− 32 uαuβ.(3.51)
We will establish the constant rank theorem for the spatial second fundamental form a as follows.
Theorem 3.5. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to the parabolic equation (3.50)
and satisfies (1.4). Then the second fundamental form of spatial level sets Σc = {x ∈ Ω|u(x, t) = c} has
the same constant rank in Ω for any fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal rank of the second
fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
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PROOF. The proof is similar to the the proof of Theorem 3.1 and Theorem 3.3, with some modifications.
Suppose a(x, t) attains minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume l 6 n − 2,
otherwise there is nothing to prove. So there is a small neighborhoodO×(t0−δ, t0] of (x0, t0), such that there
are l ”good” eigenvalues of (ai j) which are bounded below by a positive constant, and the other n − 1 − l
”bad” eigenvalues of (ai j) are very small. Denote G be the index set of these ”good” eigenvalues and B be
the index set of ”bad” eigenvalues. We will prove the differential inequality
(3.52)
n∑
α,β=1
mαβφαβ(x, t) − φt ≤ C(φ + |∇φ|), ∀ (x, t) ∈ O × (t0 − δ, t0],
where φ is defined in (3.4) and C is a positive constant independent of φ. Then by the strong maximum
principle and the method of continuity, Theorem 3.5 holds.
For any fixed point (x, t) ∈ O × (t0 − δ, t0], we may express (ai j) in a form of (2.3), by choosing
e1, · · · , en−1, en such that
(3.53) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1is diagonal at (x, t).
Following the proof of Theorem 3.1, we get from (3.21)
mαβφαβ − φt
= u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 (Q j − 2unu jnu jt)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
mαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
mαβai j,αai j,β + O(Hφ),(3.54)
where
Q j =2
n∑
kl=1
∂mkl
∂un
ukl ju jnu2n +
n∑
kl=1
∂2mkl
∂u2n
uklu
2
jnu
2
n
+ 2
n∑
kl=1
∂mkl
∂un
uklunu
2
jn + 6unu jn
n∑
kl=1
mklu jkl − 6u2jn
n∑
kl=1
mklukl
+ 2
∑
i∈G
n∑
α,β=1
1
uii
mαβ[unui jα − 2uiαu jn][unui jβ − 2uiβu jn].
Under the coordinate (3.53), we get
mkl = 0, k , l; mkk = (1 + u2n)−
1
2 , k < n; mnn = (1 + u2n)−
3
2 ;
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∂mkl
∂un
= 0, k , l;
∂mkk
∂un
= −(1 + u2n)−
3
2 un, k < n;
∂mnn
∂un
= −3(1 + u2n)−
5
2 un;
and
∂2mkl
∂u2n
= 0, k , l;
∂2mkk
∂u2n
= −(1 + u2n)−
3
2 + 3(1 + u2n)−
5
2 u2n, k < n;
∂2mnn
∂u2n
= −3(1 + u2n)−
5
2 + 15(1 + u2n)−
7
2 u2n.
From (3.9), and (3.11)
(3.55) ukk = O(Hφ), ukk j = O(Hφ), ∀k ∈ B, j ∈ B,
From (3.13), we get
ˆh2jn = O(Hφ),∀ j ∈ B.(3.56)
From the equation (3.50), we know
ut =
n∑
k=1
mkkukk = (1 + u2n)−
1
2
n−1∑
k=1
ukk + (1 + u2n)−
3
2 unn,
so we get
ut − (1 + u2n)−
3
2 unn =(1 + u2n)−
1
2
n−1∑
k=1
ukk
=(1 + u2n)−
1
2
∑
k∈G
ukk + O(Hφ),
and since ukk ≤ 0 for k < n, it yields
(1 + u2n)−
3
2 unn ≥ ut.
Hence we can get
n∑
kl=1
∂mkl
∂un
ukl =
n∑
k=1
∂mkk
∂un
ukk =
n−1∑
k=1
∂mkk
∂un
ukk +
∂mnn
∂un
unn
= − (1 + u2n)−
3
2 un
n−1∑
k=1
ukk − 3(1 + u2n)−
5
2 ununn
= − (1 + u2n)−1un[ut − (1 + u2n)−
3
2 unn] − 3(1 + u2n)−
5
2 ununn
= − (1 + u2n)−1utun − 2(1 + u2n)−
5
2 ununn.
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and
n∑
kl=1
∂2mkl
∂u2n
ukl =
n∑
k=1
∂2mkk
∂u2n
ukk =
n−1∑
k=1
∂2mkk
∂u2n
ukk +
∂2mnn
∂u2n
unn
=
[
− (1 + u2n)−
3
2 + 3(1 + u2n)−
5
2 u2n
] n−1∑
k=1
ukk +
[
− 3(1 + u2n)−
5
2 + 15(1 + u2n)−
7
2 u2n
]
unn
=
[
− (1 + u2n)−1 + 3(1 + u2n)−2u2n
]
[ut − (1 + u2n)−
3
2 unn] +
[
− 3(1 + u2n)−
5
2 + 15(1 + u2n)−
7
2 u2n
]
unn
= − (1 + u2n)−1ut + 3(1 + u2n)−2u2nut +
[
− 2(1 + u2n)−
5
2 + 12(1 + u2n)−
7
2 u2n
]
unn
For j ∈ B, differentiating the equation once in x j, we get
ut j =
n∑
k=1
mkkukk j +
n∑
k=1
∂mkk
∂un
un jukk + O(Hφ),
so
n∑
kl=1
mklukl j =
n∑
k=1
mkkukk j = ut j −
n∑
k=1
∂mkl
∂un
un jukl −
n∑
k=1
∂mkl
∂u j
u j jukl
=ut j −
n∑
k=1
∂mkk
∂un
un jukk + O(Hφ)
=ut j + (1 + u2n)−
3
2 unun j
n−1∑
k=1
ukk + 3(1 + u2n)−
5
2 unun junn + O(Hφ)
=ut j + (1 + u2n)−1unun j[ut − (1 + u2n)−
3
2 unn] + 3(1 + u2n)−
5
2 unun junn + O(Hφ)
=ut j + (1 + u2n)−1utunun j + 2(1 + u2n)−
5
2 unun junn + O(Hφ),
and from (3.56),
(1 + u2n)−
3
2 unn j =ut j − (1 + u2n)−
1
2
n−1∑
k=1
ukk j + (1 + u2n)−1utunun j + 2(1 + u2n)−
5
2 unun junn + O(Hφ)
=ut j − (1 + u2n)−
1
2
∑
k∈G
ukk j + (1 + u2n)−1utunun j + 2(1 + u2n)−
5
2 unun junn + O(Hφ).
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Hence
n∑
kl=1
∂mkl
∂un
ukl j =
n∑
k=1
∂mkk
∂un
ukk j =
n−1∑
k=1
∂mkk
∂un
ukk j +
∂mnn
∂un
unn j
= − (1 + u2n)−
3
2 un
n−1∑
k=1
ukk j − 3(1 + u2n)−
5
2 ununn j
= − (1 + u2n)−
3
2 un
∑
k∈G
ukk j + O(Hφ)
− 3(1 + u2n)−1un
[
ut j − (1 + u2n)−
1
2
n−1∑
k=1
ukk j + (1 + u2n)−1utunun j + 2(1 + u2n)−
5
2 unun junn
]
= − 3(1 + u2n)−1unut j + 2(1 + u2n)−
3
2 un
∑
k∈G
ukk j − 3(1 + u2n)−2utu2nun j
− 6(1 + u2n)−
7
2 u2nun junn + O(Hφ).
So
Q j =4(1 + u2n)−
3
2 un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2
+ 2
[
− 3(1 + u2n)−1unut j − 3(1 + u2n)−2utu2nun j − 6(1 + u2n)−
7
2 u2nun junn
]
u jnu2n
+
[
− (1 + u2n)−1ut + 3(1 + u2n)−2u2nut +
(
− 2(1 + u2n)−
5
2 + 12(1 + u2n)−
7
2 u2n
)
unn
]
u2jnu
2
n
+ 2
[
− (1 + u2n)−1utun − 2(1 + u2n)−
5
2 ununn
]
unu
2
jn
+ 6unu jn
[
ut j + (1 + u2n)−1utunun j + 2(1 + u2n)−
5
2 unun junn
]
− 6u2jnut
+ 2
∑
i∈G
n∑
α=1,α,i
1
uii
mαα[unui jα − 2uiαu jn]2 + O(Hφ)
=4(1 + u2n)−
3
2 un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2
− 6(1 + u2n)−1u2n · unut ju jn − 3(1 + u2n)−2u4n · utu2n j + 3(1 + u2n)−1u2n · utu2n j
+ 6(1 + u2n)−
5
2 u2n · unnu
2
jn + 6unu jnut j − 6u2jnut
+ 2
∑
i∈G
n∑
α=1,α,i
1
uii
mαα[unui jα − 2uiαu jn]2 + O(Hφ)
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where
4(1 + u2n)−
3
2 un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2
=2(1 + u2n)−
1
2
(∑
k∈G
1
ukk
[unukk j − 2ukku jn]2 + 2(1 + u2n)−1u2nu jn
∑
k∈G
[unukk j − 2ukku jn + 2ukku jn]
)
=2(1 + u2n)−
1
2
(∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2 −
∑
k∈G
1
ukk
[(1 + u2n)−1u2nu jnukk]2
)
+ 8(1 + u2n)−
3
2 u2nu
2
jn
∑
k∈G
ukk
=2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
− 2(1 + u2n)−
5
2 u4nu
2
jn
∑
k∈G
ukk + 8(1 + u2n)−
3
2 u2nu
2
jn
∑
k∈G
ukk
=2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
− 2(1 + u2n)−2u4nu2jn[ut − (1 + u2n)−
3
2 unn] + 8(1 + u2n)−1u2nu2jn[ut − (1 + u2n)−
3
2 unn] + O(Hφ)
=2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2 + O(Hφ)
− 2(1 + u2n)−2u4n · utu2jn + 8(1 + u2n)−1u2n · utu2jn + [2(1 + u2n)−
7
2 u4n − 8(1 + u2n)−
5
2 u2n]unnu2jn
So we can get
Q j − 2unu jnut j =2(1 + u2n)−
1
2
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
− 6(1 + u2n)−1u2n · unut ju jn − 5(1 + u2n)−2u4n · utu2n j + 11(1 + u2n)−1u2n · utu2n j
+ [2(1 + u2n)−
7
2 u4n − 2(1 + u2n)−
5
2 u2n]unnu2jn + 4unu jnut j − 6u2jnut
+ 2
∑
i∈G
n∑
α=1,α,i
1
uii
mαα[unui jα − 2uiαu jn]2 + O(Hφ)
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Hence
Q j − 2unu jnut j ≤ − 6(1 + u2n)−1u2n · unut ju jn − 5(1 + u2n)−2u4n · utu2n j + 11(1 + u2n)−1u2n · utu2n j
+ [2(1 + u2n)−2u4n − 2(1 + u2n)−1u2n] · utu2jn + 4unu jnut j − 6u2jnut + O(Hφ)
= − 6(1 + u2n)−1u2n · u jn[utu jn −
ˆh jn
ut
] − 3(1 + u2n)−2u4n · utu2n j
+ 9(1 + u2n)−1u2n · utu2n j + 4u jn[utu jn −
ˆh jn
ut
] − 6u2jnut + O(Hφ)
=
ˆh jn
ut
[6(1 + u2n)−1u2n − 4] · u jn
+ [−2 + 3(1 + u2n)−1u2n − 3(1 + u2n)−2u4n] · utu2n j + O(Hφ)
=
ˆh jn
ut
[6(1 + u2n)−1u2n − 4] · u jn −
5
4
utu
2
n j
− 3[(1 + u2n)−1u2n −
1
2
]2 · utu2n j + O(Hφ)
= − ut
( ˆh jn
u2t
[3(1 + u2n)−1u2n − 2] − u jn
)2
+ ut[3(1 + u2n)−1u2n − 2]2
ˆh2jn
u4t
−
1
4
utu
2
n j
− 3[(1 + u2n)−1u2n −
1
2
]2 · utu2n j + O(Hφ)
≤ut[3(1 + u2n)−1u2n − 2]2
ˆh2jn
u4t
+ O(Hφ) = O(Hφ)
So we can get
mαβφαβ − φt ≤ C(φ +
∑
i, j∈B
|∇ai j|)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
mαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
mαβai j,αai j,β,(3.57)
Following the proof of Theorem 3.1, we get (3.52). 
Remark 3.6. The constant rank properties ( that is, Corollary 3.2) still holds for the equation (1.7).
3.5. Constant rank theorem of the spatial fundamental form for the equation (1.8). In this subsection,
we consider the mean curvature parabolic equation, that is
ut = (1 + |∇u|2) 32 div( ∇u√
1 + |∇u|2
) = Mαβ(∇u)uαβ, in Ω × (0, T ],(3.58)
where
Mαβ(∇u) = (1 + |∇u|2)δαβ − uαuβ.(3.59)
We will establish the constant rank theorem for the spatial second fundamental form a as follows.
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Theorem 3.7. Suppose u ∈ C3,1(Ω × (0, T ]) is a spacetime quasiconcave to the parabolic equation (3.58)
and satisfies (1.4). Then the second fundamental form of spatial level sets Σc = {x ∈ Ω|u(x, t) = c} has
the same constant rank in Ω for any fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal rank of the second
fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
PROOF. The proof is similar to the the proof of Theorem 3.1, with some modifications.
Suppose a(x, t) attains minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume l 6 n − 2,
otherwise there is nothing to prove. So there is a small neighborhoodO×(t0−δ, t0] of (x0, t0), such that there
are l ”good” eigenvalues of (ai j) which are bounded below by a positive constant, and the other n − 1 − l
”bad” eigenvalues of (ai j) are very small. Denote G be the index set of these ”good” eigenvalues and B be
the index set of ”bad” eigenvalues. We will prove the differential inequality
(3.60)
n∑
α,β=1
Mαβφαβ(x, t) − φt ≤ C(φ + |∇φ|), ∀ (x, t) ∈ O × (t0 − δ, t0],
where φ is defined in (3.4) and C is a positive constant independent of φ. Then by the strong maximum
principle and the method of continuity, Theorem 3.7 holds.
For any fixed point (x, t) ∈ O × (t0 − δ, t0], we may express (ai j) in a form of (2.3), by choosing
e1, · · · , en−1, en such that
(3.61) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1is diagonal at (x, t).
Following the proof of Theorem 3.1, we get from (3.21)
Mαβφαβ − φt
= u−3n
∑
j∈B
σl(G) + σ21(B| j) − σ2(B| j)
σ21(B)
 (Q j − 2unu jnu jt)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Mαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Mαβai j,αai j,β + O(Hφ),(3.62)
where
Q j =2
n∑
kl=1
∂Mkl
∂un
ukl ju jnu2n +
n∑
kl=1
∂2Mkl
∂u2n
uklu
2
jnu
2
n
+ 2
n∑
kl=1
∂Mkl
∂un
uklunu
2
jn + 6unu jn
n∑
kl=1
Mklu jkl − 6u2jn
n∑
kl=1
Mklukl
+ 2
∑
i∈G
n∑
α,β=1
1
uii
Mαβ[unui jα − 2uiαu jn][unui jβ − 2uiβu jn].
Under the coordinate (3.61), we get
Mkl = 0, k , l; Mkk = 1 + u2n, k < n; Mnn = 1;
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∂Mkl
∂un
= 0, k , l; ∂Mkk
∂un
= 2un, k < n;
∂Mnn
∂un
= 0;
and
∂2Mkl
∂u2n
= 0, k , l; ∂
2Mkk
∂u2n
= 2, k < n; ∂
2Mnn
∂u2n
= 0.
From (3.9), (3.11)
(3.63) ukk = O(Hφ), ukk j = O(Hφ), ∀k ∈ B, j ∈ B.
From (3.13), we get
ˆh2jn = O(Hφ),∀ j ∈ B.(3.64)
From the equation (3.58), we know
ut =
n∑
k=1
Mkkukk = (1 + u2n)
n−1∑
k=1
ukk + unn,
so we get
(1 + u2n)
n−1∑
k=1
ukk = ut − unn,
and by ukk ≤ 0 for k < n, it yields
unn ≥ ut.
Hence we can get
n∑
kl=1
∂Mkl
∂un
ukl =
n∑
k=1
∂Mkk
∂un
ukk =
n−1∑
k=1
∂Mkk
∂un
ukk +
∂Mnn
∂un
unn
=2un
n−1∑
k=1
ukk
=2un(1 + u2n)−1[ut − unn]
=2(1 + u2n)−1utun − 2(1 + u2n)−1ununn.
and
n∑
kl=1
∂2Mkl
∂u2n
ukl =
n∑
k=1
∂2Mkk
∂u2n
ukk =
n−1∑
k=1
∂2Mkk
∂u2n
ukk +
∂2Mnn
∂u2n
unn
=2
n−1∑
k=1
ukk = 2(1 + u2n)−1[ut − unn]
=2(1 + u2n)−1ut − 2(1 + u2n)−1unn
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For j ∈ B, differentiating the equation once in x j, we get
ut j =
n∑
k=1
Mkkukk j +
n∑
kl=1
∂Mkl
∂up
up jukl
=
n∑
k=1
Mkkukk j +
n∑
kl=1
∂Mkl
∂u j
u j jukl +
n∑
kl=1
∂Mkl
∂un
un jukl
=
n∑
k=1
Mkkukk j +
n∑
k=1
∂Mkk
∂un
un jukk + O(Hφ),
so
n∑
kl=1
Mklukl j =
n∑
k=1
Mkkukk j
=ut j −
n∑
k=1
∂Mkk
∂un
un jukk + O(Hφ)
=ut j − 2unun j
n−1∑
k=1
ukk + O(Hφ)
=ut j − 2unun j(1 + u2n)−1[ut − unn] + O(Hφ)
=ut j − 2(1 + u2n)−1utunun j + 2(1 + u2n)−1unun junn + O(Hφ)
Hence from (3.63),
n∑
kl=1
∂Mkl
∂un
ukl j =
n∑
k=1
∂Mkk
∂un
ukk j =
n−1∑
k=1
∂Mkk
∂un
ukk j +
∂Mnn
∂un
unn j
=2un
n−1∑
k=1
ukk j
=2un
∑
k∈G
ukk j + O(Hφ)
So
Q j =4un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)−1[ut − unn]u2nu2jn + 4un(1 + u2n)−1[ut − unn]unu2jn
+ 6unu jn
[
ut j − 2(1 + u2n)−1utunun j + 2(1 + u2n)−1unun junn
]
− 6u2jnut
+ 2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2 + 2
∑
i∈G
n∑
α=1,α,i
1
uii
Mαα[unui jα − 2uiαu jn]2 + O(Hφ)
=4un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2
− 6(1 + u2n)−1u2n · u2n j[ut − unn] + 6unu jnut j − 6u2jnut
+ 2
∑
i∈G
n∑
α=1,α,i
1
uii
Mαα[unui jα − 2uiαu jn]2 + O(Hφ)
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where
4un
∑
k∈G
ukk j · u jnu2n + 2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn]2
=2(1 + u2n)
(∑
k∈G
1
ukk
[unukk j − 2ukku jn]2 + 2(1 + u2n)−1u2nu jn
∑
k∈G
[unukk j − 2ukku jn + 2ukku jn]
)
=2(1 + u2n)
(∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2 −
∑
k∈G
1
ukk
[(1 + u2n)−1u2nu jnukk]2
)
+ 8u2nu2jn
∑
k∈G
ukk
=2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
− 2(1 + u2n)−1u4nu2jn
∑
k∈G
ukk + 8u2nu2jn
∑
k∈G
ukk
=2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
− 2(1 + u2n)−2u4n · u2jn[ut − unn] + 8(1 + u2n)−1u2n · u2jn[ut − unn] + O(Hφ)
So we can get
Q j − 2unu jnut j =2(1 + u2n)
∑
k∈G
1
ukk
[unukk j − 2ukku jn + (1 + u2n)−1u2nu jnukk]2
+ [2(1 + u2n)−1u2n − 2(1 + u2n)−2u4n]u2jn[ut − unn] + 4unu jnut j − 6u2jnut
+ 2
∑
i∈G
n∑
α=1,α,i
1
uii
Mαα[unui jα − 2uiαu jn]2 + O(Hφ)
≤4unu jnut j − 6u2jnut + O(Hφ)
=4u jn[utu jn −
ˆh jn
ut
]2 − 6u2jnut + O(Hφ)
= − 2ut[u jn +
ˆh jn
u2t
]2 + 2
ˆh2jn
u3t
+ O(Hφ)
≤O(Hφ)
So we can get
Mαβφαβ − φt ≤ C(φ +
∑
i, j∈B
|∇ai j|)
−
1
σ31(B)
n∑
α,β=1
∑
i∈B
Mαβ[σ1(B)aii,α − aii
∑
j∈B
a j j,α][σ1(B)aii,β − aii
∑
j∈B
a j j,β]
−
1
σ1(B)
n∑
α,β=1
∑
i, j,i, j∈B
Mαβai j,αai j,β,(3.65)
Following the proof of Theorem 3.1, we get (3.60). 
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Remark 3.8. The constant rank properties ( that is, Corollary 3.2) still holds for the equation (1.8).
4. Constant rank theorem of the spacetime second fundamental form
In this section, we start to consider the spacetime level sets ˆΣc = {(x, t) ∈ Ω × (0, T )|u(x, t) = c}, and as
in Section 2, the Weingarten tensor is
(4.1) aˆαβ = − |ut|
|Du|ut3
ˆAαβ, 1 ≤ α, β ≤ n,
where
(4.2) ˆAαβ = ˆhαβ −
uαuγ ˆhβγ
ˆW(1 + ˆW)u2t
−
uβuγ ˆhαγ
ˆW(1 + ˆW)u2t
+
uαuβuγuη ˆhγη
ˆW2(1 + ˆW)2u4t
, ˆW =
|Du|
|ut|
.
Suppose aˆ(x, t) = (aˆαβ)n×n attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume
l 6 n − 1, otherwise there is nothing to prove. At (x0, t0), we may choose e1, · · · , en−1, en such that
(4.3) |∇u(x0, t0)| = un(x0, t0) > 0 and
(
ui j
)
1≤i, j≤n−1 is diagonal at (x0, t0).
Without loss of generality we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x0, t0), from (4.1), we have the
matrix
(
aˆi j
)
1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. From lemma 2.5, there is a positive
constant C0 such that at (x0, t0)
CASE 1:
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1.
CASE 2:
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆtt =
l∑
i=1
aˆ2in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
4.1. CASE 1. In this subsection, we consider CASE 1, that is, at (x0, t0), we have
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1.
Then there is a neighborhood O × (t0 − δ, t0] of (x0, t0), such that for any fixed point (x, t) ∈ O × (t0 − δ, t0],
we may choose e1, · · · , en−1, en such that
(4.4) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1is diagonal at (x, t).
Similarly we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O× (t0 − δ, t0], from (4.1), we have the matrix(
aˆi j
)
1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. There is a positive constant C0 > 0 depending
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only on ‖u‖C4 and O × (t0 − δ, t0], such that
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0,
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
≥ C0.
for (x, t) ∈ O × (t0 − δ, t0]. For convenience we denote G = {1, · · · , l − 1} and B = {l, · · · , n − 1} be the
”good” and ”bad” sets of indices respectively.
Since
(4.5) aˆi j = |∇u|
|Du|
ai j, 1 ≤ i, j ≤ n − 1,
there is a positive constant C > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
(4.6) a11 ≥ · · · ≥ al−1l−1 ≥ C, (x, t) ∈ O × (t0 − δ, t0],
and
(4.7) all(x0, t0) = · · · = an−1n−1(x0, t0) = 0.
So the spatial second fundamental form a = (ai j)n−1×n−1 attains the minimal rank l − 1 at (x0, t0). From
Theorem 3.1, the constant rank theorem holds for the spatial second fundamental form a. So we can get
aii = 0,∀i ∈ B for any (x, t) ∈ O × (t0 − δ, t0]. Furthermore,
(4.8) aˆii = 0,∀i ∈ B.
We denote M = (aˆi j)1≤i, j≤n−1, so
(4.9) σl+1(M) = σl(M) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0].
Then we have
(4.10) 0 ≤ σl+1(aˆ) ≤ σl+1(M) + aˆnnσl(M) = 0.
So
(4.11) σl+1(aˆ) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0].
By the continuity method, Theorem 1.2 holds under the CASE 1.
4.2. CASE 2. In this subsection, we consider CASE 2. From Lemma 2.5, aˆ(x, t) = (aˆαβ)n×n attains the
minimal rank l at some point (x0, t0) ∈ Ω × (0, T ] and at (x0, t0), we may choose e1, · · · , en−1, en such that
|∇u| = un > 0 and (ui j)1≤i, j≤n−1 is diagonal at (x0, t0).
Then we have
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆnn =
l∑
i=1
aˆ2in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
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Then there is a small enough neighborhood O × (t0 − δ, t0] of (x0, t0), such that for any fixed point (x, t) ∈
O × (t0 − δ, t0], we may choose e1, · · · , en−1, en such that
(4.12) |∇u(x, t)| = un(x, t) > 0 and (ui j)1≤i, j≤n−1 is diagonal at (x, t).
Similarly we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x, t) ∈ O× (t0 − δ, t0], from (4.1), we have the matrix(
aˆi j
)
1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. There is a positive constant C > 0 depending
only on ‖u‖C4 and O × (t0 − δ, t0], such that
aˆ11 ≥ · · · ≥ aˆll ≥ C,
for all (x, t) ∈ O × (t0 − δ, t0]. For convenience we denote G = {1, · · · , l} and B = {l + 1, · · · , n − 1} be the
”good” and ”bad” sets of indices respectively. Since
aˆi j =
|∇u|
|Du|
ai j, 1 ≤ i, j ≤ n − 1,
there is a positive constant C > 0 depending only on ‖u‖C4 and O × (t0 − δ, t0], such that
(4.13) a11 ≥ · · · ≥ al−1l−1 ≥ C, (x, t) ∈ O × (t0 − δ, t0],
and
all(x0, t0) = · · · = an−1n−1(x0, t0) = 0.
So the spatial second fundamental form a = (ai j)n−1×n−1 attains the minimal rank l at (x0, t0). From Theorem
3.1, the constant rank theorem holds for the spatial second fundamental form a. So we can get aii = 0,∀i ∈ B
for any (x, t) ∈ O × (t0 − δ, t0]. Furthermore, uxi xi = 0,∀i ∈ B.
In order to simplify the calculations, we need a new spacetime coordinate system. For any fixed point
(x, t) ∈ O × (t0 − δ, t0], {e1, · · · , en−1, en} is the coordinate satisfying (4.12) and (4.13), and en+1 is the time
coordinate. First, by translating {en, en+1}, we get the coordinate {e1, · · · , en−1, eˆn, eˆn+1} with
z = (z1, · · · , zn, zn+1) = (x, t)O,(4.14)
where
O = (Oab)n+1×n+1 =

1
. . .
1
cos θ sin θ
− sin θ cos θ

,(4.15)
such that
(4.16) uzn+1 = |Du| > 0, uz1 = · · · = uzn = 0, at (x, t).
So from (1.4), we have θ ∈ (0, π2 ). Now we fix the coordinate {el+1, · · · , en−1, eˆn+1} and translate {e1, · · · , el, eˆn},
and we get the coordinates {e¯1, · · · , e¯l, el+1, · · · , en−1, e¯n, eˆn+1} with
y = (y1, · · · , yn, yn+1) = (z1, · · · , zn, zn+1)T,(4.17)
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where
T =
(
Tαβ
)
n+1×n+1
=

T11 · · · T1l T1n
...
. . .
...
...
Tl1 · · · Tll Tln
1 0
. . .
...
1 0
Tn1 · · · Tnl 0 · · · 0 1
1

(4.18)
such that
(4.19)
(
uyαyβ
)
1≤α,β≤n
is diagonal at (x, t).
Finally, we get a new spacetime coordinate {e¯1, · · · , e¯l, el+1, · · · , en−1, e¯n, eˆn+1} with
y = (y1, · · · , yn, yn+1) = (x, t)P, P = OT(4.20)
such that
uyn+1 = |Du| > 0, uy1 = · · · = uyn = 0, at (x, t),(4.21) (
uyαyβ
)
1≤α,β≤n
is diagonal at (x, t).(4.22)
From (2.13)-(2.15), we get
(4.23) a¯αβ = − 1
uyn+1
uyαyβ , 1 ≤ α, β ≤ n,
Without loss of generality, we can assume ∂2u
∂y1∂y1
6 · · · 6 ∂
2u
∂yl∂yl
6 −C < 0, where the positive constant C > 0
depending only on ‖u‖C3,1 . Then we have
a¯11 ≥ · · · ≥ a¯ll ≥ C.(4.24)
For convenience we denote G = {1, · · · , l} and B = {l + 1, · · · , n − 1} which mean good terms and bad
ones of indices respectively. Without confusion we will also simply denote G = {a¯11, · · · , a¯ll} and B =
{a¯l+1l+1, · · · , a¯n−1n−1}. We set
φ = σl+1(a¯).(4.25)
In the following, we will prove a differential inequality
n∑
i j=1
F i jφi j − φt ≤ C(φ + |∇xφ|) in O × (t0 − δ, t0].(4.26)
In fact, if t0 = T and (x, t) ∈ O × {t0}, we only have (2.30) instead of (2.29) from Lemma 2.9 ( see Remark
2.10). So in order to utilizing (2.29), we just prove (4.26) holds for any (x, t) ∈ O × (t0 − δ, t0), with a
constant C independent of dist(O × (t0 − δ, t0], ∂(Ω× (0, T ])) and then by a approximation, (4.26) holds for
t = t0. Then by the strong maximum principle and the method of continuity, we can prove Theorem 1.2
under CASE 2.
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For convenience, we will use i, j, k, l = 1, · · · , n to represent the x coordinates, t still the time coordinate,
and α, β, γ, η = 1, · · · , n + 1 the y coordinates. And we have
∂yα
∂xi
= Piα(4.27)
∂yα
∂t
= Pn+1α(4.28)
In the following, we always denote
ui =
∂u
∂xi
, ut =
∂u
∂t
, uα =
∂u
∂yα
, un+1 =
∂u
∂yn+1
,
ui j =
∂2u
∂xi∂x j
, uit =
∂2u
∂xi∂t
, utt =
∂2u
∂t2
, uiα =
∂2u
∂xi∂yα
,
uαt =
∂2u
∂yα∂t
, uαβ =
∂2u
∂yα∂yβ
, etc.
Also, we will use notion h = O(φ) if |h(x, t)| ≤ C(φ) for (x, t) ∈ O× (t0−δ, t0) with positive constant C under
control, and h = O(φ + |∇φ|) has a similar meaning.
From the above discussions, for any (x, t) ∈ O × (t0 − δ, t0) with the coordinate (4.21) and (4.22), we get
uαα =
∂2u
∂yα∂yα
=
∂2u
∂xα∂xα
= 0, ∀α ∈ B.(4.29)
Under above assumptions, we can get
Proposition 4.1. For any (x, t) ∈ O × (t0 − δ, t0) with the coordinate (4.21) and (4.22), we can get
a¯αα(x, t) = 0, α ∈ B.(4.30)
Furthermore, we have from the semipositive definite of a¯,
a¯αβ(x, t) = 0, α ∈ B, β ∈ B ∪G,(4.31)
a¯αn(x, t) = aˆnα(x, t) = 0, α ∈ B,(4.32)
Da¯αβ(x, t) = 0, α ∈ B, β ∈ B ∪G,(4.33)
Da¯αn(x, t) = 0, α ∈ B.(4.34)
PROOF. The proof is directly from the constant rank theorem of a and Lemma 2.9.
For any (x, t) ∈ O × (t0 − δ, t0) with the coordinate (4.21) and (4.22), we can get from (4.29)
a¯αα(x, t) = − 1
|Du|
uαα = 0,∀α ∈ B.
From the positive definite of a¯ at (x, t), we get
a¯αβ(x, t) = 0, α ∈ B, β ∈ B ∪G,
a¯αn(x, t) = 0,∀α ∈ B.
And from Lemma 2.9 (i.e. Remark 2.10), we get
|Da¯αβ|(x, t) = 0, α ∈ B, β ∈ B ∪G,
|Da¯αn|(x, t) = 0,∀α ∈ B.
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So the lemma holds.

Lemma 4.2.
Duα = 0, α ∈ B,(4.35)
Duαβ = 0, α ∈ B, β ∈ B,(4.36)
Duαβ = 0, α ∈ B, β ∈ G ∪ {n}.(4.37)
PROOF. By the constant rank properties Corollary 3.2, (4.35) holds since the yα coordinate is the xα
coordinate for α ∈ B.
By (2.13), (2.14), (4.33) and (4.34), we get for α ∈ B and β = 1, · · · , n,
0 = Da¯αβ = −
|un+1|
|Du|un+13
D ¯Aαβ = −
|un+1|
|Du|un+13
D¯hαβ,
so from (2.15), we get
0 = D¯hαβ =u2n+1Duαβ + 2un+1Dun+1uαβ − un+1uαn+1Duβ − un+1uβn+1Duα
=u2n+1Duαβ, α ∈ B, β = 1, · · · , n.
Hence the lemma holds. 
Lemma 4.3.
uynyn = O(φ),(4.38)
uxiyn = O(φ), i < n;(4.39)
uynyn xi = O(φ + |∇φ|), i = 1, · · · , n − 1,(4.40)
uynyn xn = 2
1
uyn+1
uyn xn uynyn+1 + O(φ + |∇φ|)(4.41)
Proof: In the y coordinates, we have from (4.30)
φ = σl+1(a) = σl(G)ann ≥ 0,
so we have
ann = O(φ).(4.42)
By (2.13)-(2.15), we have
a¯nn = −
|uyn+1 |
|Du|uyn+1 3
¯Ann = −
|uyn+1 |
|Du|uyn+1 3
¯hnn = −
|uyn+1 |
|Du|uyn+1 3
un+1
2uynyn ,
so
(4.43) ¯Ann = O(φ), ¯hnn = O(φ), uynyn = O(φ).
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Taking the first derivatives of φ in x, we have
φi =
∂φ
∂xi
=
n∑
α=1
σl(a|α)aαα,i
=
∑
α∈G
σl(a|α)a¯αα,i +
∑
α∈B
σl(a|α)aαα,i +
∑
α=n
σl(a|α)aαα,i
=σl(G)ann,i + O(φ),(4.44)
and from (2.13)-(2.15)
a¯nn,i =(− |un+1|
|Du|un+13
)i ¯Ann − |un+1|
|Du|un+13
¯Ann,i = O(φ) − |un+1|
|Du|un+13
¯Ann,i
= −
|un+1|
|Du|un+13
¯hnn,i + O(φ)
= −
|un+1|
|Du|un+13
[u2yn+1uynyn xi − 2uyn+1uyn xiuynyn+1 ] + O(φ),(4.45)
so
(4.46) a¯nn,i = O(φ + |∇φ|), ¯Ann,i = O(φ + |∇φ|), ¯hnn,i = O(φ + |∇φ|),
and
uynyn xi = 2
1
uyn+1
uyn xiuynyn+1 + O(φ + |∇φ|).(4.47)
It is easy to know for i = 1, · · · , n − 1,
uyn xi =uynyα
∂yα
∂xi
= uynyn
∂yn
∂xi
+ uynyn+1
∂yn+1
∂xi
= O(φ) + uynyn+1
∂yn+1
∂xi
=uynyn+1
∂zn+1
∂xi
+ O(φ) = 0 + O(φ).(4.48)
Hence the lemma holds from (4.47) and (4.48). 
Lemma 4.4.
uyn+1 uxnyn = uxnuynyn+1 + O(φ),(4.49)
uyn+1 uynt = utuynyn+1 + O(φ).(4.50)
PROOF. By the chain rule, we get
uxn uynyn+1 = uyα
∂yα
∂xn
uynyn+1 = uyn+1
∂yn+1
∂xn
uynyn+1 ,
and
uyn+1 uxnyn = uyn+1 uyαyn
∂yα
∂xn
= uyn+1uynyn
∂yn
∂xn
+ uyn+1uyn+1yn
∂yn+1
∂xn
= O(φ) + uyn+1 uyn+1yn
∂yn+1
∂xn
.
so (4.49)holds.
Similarly, we have
utuynyn+1 = uyα
∂yα
∂t
uynyn+1 = uyn+1
∂yn+1
∂t
uynyn+1 ,
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and
uyn+1 uynt = uyn+1 uynyα
∂yα
∂t
= uynyn
∂yn
∂t
+ uyn+1uynyn+1
∂yn+1
∂t
= O(φ) + uyn+1 uynyn+1
∂yn+1
∂t
.
so (4.50) holds. 
Lemma 4.5.
n∑
kl=1
Fkluklyγyγ = 0, for γ ∈ B.(4.51)
PROOF. From (3.31) (i.e. the constant rank properties Corollary 3.2) and (4.36), we have for γ ∈ B
n∑
kl=1
Fkluklyγyγ = =
n∑
kl=1
Fkluklyγyγ − uyγyγt
=
n∑
kl=1
Fkluklxγxγ − uxγxγt = 2
∑
i∈G
n∑
k,l=1
Fkl
u2xnuikxγuilxγ
uii
.(4.52)
In fact, for i ∈ G, γ ∈ B, we have from (4.36) and (4.37),
uikxγ = uikyγ = uyαxkyγ
∂yα
∂xi
=
∑
α≤n
∂uyαyγ
∂xk
∂yα
∂xi
+ uyn+1 xkyγ
∂yn+1
∂xi
= 0 + uyn+1kyγ
∂zn+1
∂xi
= 0.(4.53)
So (4.51) holds from (4.52) and (4.53).

Lemma 4.6.
n∑
i j=1
F i jφi j = σl(G)
n∑
i j=1
F i jann,i j − 2σl(G)
n∑
i j=1
F i j
∑
η∈G
anη,iaηn, j
aηη
+ O(φ + |∇xφ|).(4.54)
PROOF. Taking the second derivatives of φ in y coordinates, we have
φαβ =
∂2φ
∂yα∂yβ
=
n∑
γ=1
∂σl+1
∂aγγ
aγγ,αβ +
∑
γ,η
∂2σl+1
∂aγγ∂aηη
aγγ,αaηη,β +
∑
γ,η
∂2σl+1
∂aγη∂aηγ
aγη,αaηγ,β
=
n∑
γ=1
σl(a|γ)aγγ,αβ +
∑
γ,η
σl−1(a|γη)aγγ,αaηη,β −
∑
γ,η
σl−1(a|γη)aγη,αaηγ,β,(4.55)
where
n∑
γ=1
σl(a|γ)aγγ,αβ =
∑
γ∈G
σl(a|γ)aγγ,αβ +
∑
γ∈B
σl(a|γ)aγγ,αβ +
∑
γ=n
σl(a|γ)aγγ,αβ
=σl(G)
∑
γ∈B
aγγ,αβ + σl(G)ann,αβ + O(φ)(4.56)
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∑
γ,η
σl−1(a|γη)aγγ,αaηη,β =
∑
γη∈G
γ,η
σl−1(a|γη)aγγ,αaηη,β +
∑
γ=n
η∈G
σl−1(a|γη)aγγ,αaηη,β
+
∑
γ∈G
η=n
σl−1(a|γη)aγγ,αaηη,β
=O(φ) +
∑
η∈G
σl−1(G|η)aηη,βann,α +
∑
γ∈G
σl−1(G|γ)aγγ,αann,β
=σl(G)[
∑
η∈G
aηη,β
aηη
ann,α +
∑
γ∈G
aγγ,α
aγγ
ann,β] + O(φ)(4.57)
and
∑
γ,η
σl−1(a|γη)aγη,αaηγ,β =
∑
γη∈G
γ,η
σl−1(a|γη)aγη,αaηγ,β +
∑
γ=n
η∈G
σl−1(a|γη)aγη,αaηγ,β
+
∑
γ∈G
η=n
σl−1(a|γη)aγη,αaηγ,β
=O(φ) +
∑
η∈G
σl−1(G|η)anη,αaηn,β +
∑
γ∈G
σl−1(G|γ)aγn,αanγ,β
=2σl(G)
∑
η∈G
anη,αaηn,β
aηη
+ O(φ)(4.58)
So we have
φαβ =σl(G)
∑
γ∈B
aγγ,αβ + σl(G)ann,αβ − 2σl(G)
∑
η∈G
anη,αaηn,β
aηη
+ σl(G)[
∑
η∈G
aηη,β
aηη
ann,α +
∑
γ∈G
aγγ,α
aγγ
ann,β] + O(φ)(4.59)
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So we have
n∑
i j=1
F i jφi j =
n∑
i j=1
F i j
n+1∑
αβ=1
PiαP jβφαβ
=σl(G)
∑
γ∈B
n∑
i j=1
F i j
n+1∑
αβ=1
PiαP jβaγγ,αβ + σl(G)
n∑
i j=1
F i j
n+1∑
αβ=1
PiαP jβann,αβ
− 2σl(G)
n∑
i j=1
F i j
∑
η∈G
[
n+1∑
α=1
Piαanη,α][
n+1∑
β=1
P jβaηn,β]
aηη
+ σl(G)
n∑
i j=1
F i j[
∑
η∈G
n+1∑
β=1
P jβaηη,β
aηη
n+1∑
α=1
Piαann,α +
∑
γ∈G
n+1∑
α=1
Piαaγγ,α
aγγ
n+1∑
β=1
P jβann,β] + O(φ)
=σl(G)
∑
γ∈B
n∑
i j=1
F i jaγγ,i j + σl(G)
n∑
i j=1
F i jann,i j − 2σl(G)
n∑
i j=1
F i j
∑
η∈G
anη,iaηn, j
aηη
+ σl(G)
n∑
i j=1
F i j[
∑
η∈G
aηη, j
aηη
ann,i +
∑
γ∈G
aγγ,i
aγγ
ann, j] + O(φ)
=σl(G)
∑
γ∈B
n∑
i j=1
F i jaγγ,i j + σl(G)
n∑
i j=1
F i jann,i j − 2σl(G)
n∑
i j=1
F i j
∑
η∈G
anη,iaηn, j
aηη
+ O(φ + |∇xφ|).(4.60)
For γ ∈ B, we have
a¯γγ,i j = −
|un+1|
|Du|un+13
¯Aγγ,i j = −
|un+1|
|Du|un+13
¯hγγ,i j = −
|un+1|
|Du|un+13
[u2yn+1uyγyγxi x j ],
so
σl(G)
∑
γ∈B
n∑
i j=1
F i jaγγ,i j = −
|un+1|
|Du|un+13
σl(G)
∑
γ∈B
u2yn+1
n∑
i j=1
F i juyγyγxi x j = 0.(4.61)
From (4.60) and (4.61), (4.54) holds.

Lemma 4.7.
φt = −u
−3
yn+1σl(G)[u2yn+1uynynt − 2uyn+1uynyn+1 uynt] + O(φ),(4.62)
and
n∑
i, j=1
F i jφi j =u−3yn+1σl(G)[−u2yn+1
n∑
i, j=1
F i jui jynyn + 6uyn+1uynyn+1
n∑
i, j=1
F i jui jyn − 6u2ynyn+1
n∑
i, j=1
F i jui j]
+ 2u−3yn+1σl(G)
∑
α∈G
n∑
i, j=1
F i j
1
uαα
[uyn+1uiynyα − 2uiyαuynyn+1 ][uyn+1u jynyα − 2u jyαuynyn+1 ](4.63)
+ O(φ + |∇xφ|).
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PROOF. Similarly with (4.44), taking the first derivatives of φ in t, we have
φt =
∂φ
∂t
=
n∑
α=1
σl(a|α)aαα,t = σl(G)ann,t + O(φ)
= −
|un+1|
|Du|un+13
σl(G)¯hnn,t + O(φ)
= −
1
un+13
σl(G)[u2yn+1uynynt − 2uyn+1uyntuynyn+1 ] + O(φ).(4.64)
In the following, we prove (4.63). In fact, the calculation is similar as in [3] and [16].
It is easy to know
n∑
i j=1
F i jann,i j − 2
n∑
i j=1
F i j
∑
η∈G
anη,iaηn, j
aηη
=
n+1∑
αβ=1
Gαβann,αβ − 2
n+1∑
αβ=1
Gαβ
∑
η∈G
anη,αaηn,β
aηη
,(4.65)
where
Gαβ =
n∑
i j=1
F i jPiαP jβ.(4.66)
By (2.13)-(2.15), we have
a¯nn,α =(− |un+1|
|Du|un+13
)α ¯Ann − |un+1|
|Du|un+13
¯Ann,α = O(φ) − |un+1|
|Du|un+13
¯Ann,α
= −
|un+1|
|Du|un+13
¯hnn,α + O(φ)
= −
1
un+13
[u2yn+1uynynyα − 2uyn+1uynyαuynyn+1 ] + O(φ),(4.67)
and
a¯nn,αβ = (− |un+1|
|Du|un+13
)αβ ¯Ann + (− |un+1|
|Du|un+13
)α ¯Ann,β + (− |un+1|
|Du|un+13
)β ¯Ann,α − |un+1|
|Du|un+13
¯Ann,αβ
= O(φ) + (− |un+1|
|Du|un+13
)α ¯Ann,β + (− |un+1|
|Du|un+13
)β ¯Ann,α − |un+1|
|Du|un+13
¯Ann,αβ
= (− |un+1|
|Du|un+13
)α ¯Ann,β + (− |un+1|
|Du|un+13
)β ¯Ann,α − 1
un+13
¯hnn,αβ + O(φ).(4.68)
and
¯hnn,αβ =un+12uynynαβ + 2un+1uyn+1yαuynynyβ + 2un+1uyn+1yβuynynyα + 2uyn+1yn+1 uynyαuynyβ
− 2uyn+1uynyαyβuynyn+1 − 2uyn+1uynyαuynyn+1yβ − 2uyn+1uynyβuynyn+1yα
− 2uyn+1yβuynyαuynyn+1 − 2uyn+1yαuynyβuynyn+1
=un+1
2uynynαβ + 2uyn+1yαuynyβuynyn+1 + 2uyn+1yβuynyαuynyn+1 + 2uyn+1yn+1 uynyαuynyβ
− 2uyn+1uynyαyβuynyn+1 − 2uyn+1uynyαuynyn+1yβ − 2uyn+1uynyβuynyn+1yα
+ 2uyn+1yα [−u2yn+1 a¯nn,β] + 2uyn+1yβ[−u2yn+1 a¯nn,α] + O(φ)(4.69)
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Hence,
n+1∑
αβ=1
Gαβann,αβ =
n+1∑
αβ=1
Gαβ[− 1
un+13
¯hnn,αβ] + O(φ + |∇xφ|)
= −
1
un+13
n+1∑
αβ=1
Gαβ[un+12uynynαβ + 4uyn+1yαuynyβuynyn+1 + 2uyn+1yn+1 uynyαuynyβ
− 2uyn+1uynyαyβuynyn+1 − 4uyn+1uynyαuynyn+1yβ] + O(φ + |∇xφ|).(4.70)
where
n+1∑
αβ=1
Gαβuyn+1yαuynyβuynyn+1 =u2ynyn+1
n+1∑
α=1
Gαn+1uyn+1yα + O(φ)
=u2ynyn+1 (
n+1∑
α,β=1
−
n∑
β=1
n+1∑
α=1
)Gαβuαβ + O(φ),(4.71)
n+1∑
α,β=1
Gαβuyn+1 uynyαuynyn+1yβ =uyn+1 uynyn+1
n+1∑
β=1
Gn+1βuynyn+1yβ + O(φ)
=uyn+1 uynyn+1 (
n+1∑
α,β=1
−
n∑
α=1
n+1∑
β=1
)Gαβuynαβ + O(φ),(4.72)
and
n+1∑
α,β=1
Gαβuyn+1yn+1 uynyαuynyβ = uyn+1yn+1Gn+1n+1u2ynyn+1 + O(φ)
= u2ynyn+1
n+1∑
α,β=1
Gαβuyαyβ − 2u2ynyn+1
n∑
α=1
Gαn+1uyn+1yα − u2ynyn+1
n∑
α,β=1
Gαβuyαyβ + O(φ).(4.73)
So
un+1
3
n+1∑
αβ=1
Gαβann,αβ = −un+12
n+1∑
αβ=1
Gαβuynynαβ + 6uyn+1uynyn+1
n+1∑
α,β=1
Gαβuynαβ
−6u2ynyn+1
n+1∑
α,β=1
Gαβuαβ − 4uyn+1uynyn+1
n∑
α=1
n+1∑
β=1
Gαβuynαβ
+8u2ynyn+1
n∑
α=1
Gαn+1uyn+1yα + 6u2ynyn+1
n∑
α,β=1
Gαβuyαyβ + O(φ).(4.74)
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and
uyn+1 uynyn+1
n∑
α=1
n+1∑
β=1
Gαβuynαβ
= uyn+1 uynyn+1
n+1∑
β=1
(∑
α∈B
Gαβuynαβ +
∑
α∈G
Gαβuynαβ
)
= uyn+1 uynyn+1
n+1∑
β=1
∑
α∈G
Gαβuynαβ
= uynyn+1
n+1∑
β=1
∑
α∈G
Gαβ[−u2yn+1 a¯nα,β + uyαyβuynyn+1 + uynyβuyαyn+1 ] + O(φ)
= −u2yn+1uynyn+1
n+1∑
β=1
∑
α∈G
Gαβa¯nα,β + u2ynyn+1
∑
α∈G
Gααuyαyα + 2u2ynyn+1
∑
α∈G
Gαn+1uyαyn+1 + O(φ).(4.75)
(4.74) and (4.75) yield
un+1
3
n+1∑
αβ=1
Gαβann,αβ
= −un+1
2
n+1∑
αβ=1
Gαβuynynαβ + 6uyn+1uynyn+1
n+1∑
α,β=1
Gαβuynαβ − 6u2ynyn+1
n+1∑
α,β=1
Gαβuαβ
+4u2yn+1uynyn+1
n+1∑
β=1
∑
α∈G
Gαβa¯nα,β + 2u2ynyn+1
∑
α∈G
Gααuyαyα + O(φ).(4.76)
So,
n+1∑
αβ=1
Gαβann,αβ − 2
n+1∑
αβ=1
Gαβ
∑
η∈G
anη,αaηn,β
aηη
=
1
u3yn+1
−un+12
n+1∑
αβ=1
Gαβuynynαβ + 6uyn+1uynyn+1
n+1∑
α,β=1
Gαβuynαβ − 6u2ynyn+1
n+1∑
α,β=1
Gαβuαβ

−2
∑
η∈G

n+1∑
αβ=1
Gαβ
anη,αaηn,β
aηη
− 2
uynyn+1
uyn+1
n+1∑
β=1
Gηβa¯nη,β −
u2ynyn+1
u3yn+1
Gηηuyηyη
 + O(φ).(4.77)
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In fact, for any η ∈ G,
n+1∑
αβ=1
Gαβ
anη,αaηn,β
aηη
− 2
uynyn+1
uyn+1
n+1∑
β=1
Gηβa¯nη,β −
u2ynyn+1
u3yn+1
Gηηuyηyη
= −
1
u3yn+1
[
n+1∑
αβ=1
Gαβ
hnη,αhηn,β
hηη
− 2
uynyn+1
uyn+1
n+1∑
β=1
Gηβ ¯hnη,β − u2ynyn+1G
ηηuyηyη ]
= −
1
u3yn+1

n∑
α,β=1
Gαβ 1
u2yn+1uηη
[u2yn+1unηα − uyn+1 uηαuynyn+1 ][u2yn+1unηβ − uyn+1 uηβuynyn+1 ] + O(φ)
+2
n∑
α=1
Gαn+1 1
u2yn+1uηη
[u2yn+1 unηα − uyn+1 uηαuynyn+1 ][u2yn+1unηn+1 − 2uyn+1uηn+1uynyn+1 ] + O(φ)
+Gn+1n+1 1
u2yn+1 uηη
[u2yn+1unηn+1 − 2uyn+1uηn+1uynyn+1 ][u2yn+1unηn+1 − 2uyn+1uηn+1uynyn+1 ]
−2
n∑
α=1
Gαη 1
u2yn+1 uηη
[u2yn+1unηα − uyn+1 uηαuynyn+1 ][uyn+1uηηuynyn+1 ] + O(φ)
−2Gn+1η 1
u2yn+1uηη
[u2yn+1unηn+1 − 2uyn+1uηn+1uynyn+1 ][uyn+1uηηuynyn+1 ]
+Gηη
1
u2yn+1uηη
(uyn+1 uηηuynyn+1 )2

= −
1
u3yn+1
n+1∑
α,β=1
Gαβ 1
uηη
[uyn+1unηα − 2uηαuynyn+1 ][uyn+1unηβ − 2uηβuynyn+1 ] + O(φ).
Then we get
n+1∑
αβ=1
Gαβann,αβ − 2
n+1∑
αβ=1
Gαβ
∑
η∈G
anη,αaηn,β
aηη
=u−3yn+1 [−u2yn+1
n∑
i, j=1
F i jui jynyn + 6uyn+1uynyn+1
n∑
i, j=1
F i jui jyn − 6u2ynyn+1
n∑
i, j=1
F i jui j]
+ 2u−3yn+1
∑
α∈G
n∑
i, j=1
F i j
1
uαα
[uyn+1uiynyα − 2uiyαuynyn+1 ][uyn+1u jynyα − 2u jyαuynyn+1 ] + O(φ + |∇xφ|).(4.78)
Hence (4.63) holds from (4.65) and (4.78). 
Lemma 4.8.
∑
α∈G
n∑
i, j=1
F i j
1
uyαyα
[uyn+1uiynyα − 2uiyαuynyn+1 ][uyn+1u jynyα − 2u jyαuynyn+1 ]
≤
∑
k∈G
n∑
i, j=1
F i j
1
uxk xk
[uyn+1uiyn xk − 2uixk uynyn+1 ][uyn+1u jyn xk − 2u jxkuynyn+1 ] + O(φ + |∇xφ|).(4.79)
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PROOF. First, we consider a special case: F i j = δi j. That is, we need to prove
∑
α∈G
n∑
i=1
1
uyαyα
[uyn+1uiynyα − 2uiyαuynyn+1 ]2 ≤
∑
k∈G
n∑
i=1
1
uxk xk
[uyn+1uiyn xk − 2uixkuynyn+1 ]2 + O(φ + |∇xφ|).(4.80)
Form (4.35)-(4.37), (4.40) and (4.41), we have
uyn+1uiynyα − 2uiyαuynyn+1 = 0, α ∈ G, i ∈ B;(4.81)
uyn+1uiynyα − 2uiyαuynyn+1 = 0, α ∈ B, i ∈ G ∪ {n};(4.82)
uyn+1uiynyn − 2uiynuynyn+1 = O(φ + |∇xφ|), i ∈ G ∪ {n}.(4.83)
Since ∇2yu =
(
uyiy j
)
1≤i, j≤n
≤ 0 is diagonal, by the approximation, we have for i ∈ G ∪ {n}
∑
α∈G
1
uyαyα
[uyn+1uiynyα − 2uiyαuynyn+1 ]2
= lim
ε→0+
(uyn+1∇yuiyn − 2∇yuiuynyn+1 )
(
∇2yu − εIn
)−1 (uyn+1∇yuiyn − 2∇yuiuynyn+1 )T + O(φ + |∇xφ|),(4.84)
where ε > 0 small, and
(uyn+1∇yuiyn − 2∇yuiuynyn+1 )
(
∇2yu − εIn
)−1 (uyn+1∇yuiyn − 2∇yuiuynyn+1 )T
=(uyn+1∇zuiyn − 2∇zuiuynyn+1 )T T
(
∇2yu − εIn
)−1
T (uyn+1∇zuiyn − 2∇zuiuynyn+1 )T
=(uyn+1∇zuiyn − 2∇zuiuynyn+1 )
(
∇2z u − εIn
)−1 (uyn+1∇zuiyn − 2∇zuiuynyn+1 )T .(4.85)
Denote
C := uznzn − ε −
l∑
i=1
u2zizn
uzizi − ε
< 0,(4.86)
then
(
∇2z u − εIn
)−1
=diag( 1
uz1z1 − ε
, · · · ,
1
uzlzl − ε
,−
1
ε
, · · · ,−
1
ε
, 0)
+
1
C
(− uz1zn
uz1z1 − ε
, · · · ,−
uzlzn
uzlzl − ε
, 0, · · · , 0, 1)T (− uz1zn
uz1z1 − ε
, · · · ,−
uzlzn
uzlzl − ε
, 0, · · · , 0, 1)
≤diag( 1
uz1z1 − ε
, · · · ,
1
uzlzl − ε
, 0, · · · , 0, 0).
So
(uyn+1∇zuiyn − 2∇zuiuynyn+1 )
(
∇2z u − εIn
)−1 (uyn+1∇zuiyn − 2∇zuiuynyn+1 )T
≤
∑
k∈G
1
uzkzk − ε
[uyn+1 uiynzk − 2uizkuynyn+1 ]2 =
∑
k∈G
1
uxk xk − ε
[uyn+1uiyn xk − 2uixk uynyn+1 ]2.(4.87)
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Then we have for i ∈ G ∪ {n}
∑
α∈G
1
uyαyα
[uyn+1uiynyα − 2uiyαuynyn+1 ]2
≤ lim
ε→0+
∑
k∈G
1
uxk xk − ε
[uyn+1uiyn xk − 2uixk uynyn+1 ]2 + O(φ + |∇xφ|)
=
∑
k∈G
1
uxk xk
[uyn+1 uiyn xk − 2uixkuynyn+1 ]2 + O(φ + |∇xφ|).(4.88)
Hence, (4.80) holds from (4.81) and (4.88).
For the general case, the CLAIM also holds following the above proof. 
Theorem 4.9. Under the assumptions of Theorem 1.2 and the above notations, we have for any fixed point
(x, t) ∈ O × (t0 − δ, t0),
(4.89)
n∑
i j=1
F i jφi j − φt ≤ c0(φ + |∇xφ|)
PROOF. From (4.62), (4.63) and (4.79),
n∑
i, j=1
F i jφi j − φt ≤u−3yn+1σl(G)
[
− u2yn+1(
n∑
i, j=1
F i jui jynyn − uynynt) − 2uyn+1uynyn+1 uynt
+ 6uyn+1uynyn+1
n∑
i, j=1
F i jui jyn − 6u2ynyn+1
n∑
i, j=1
F i jui j
]
+ 2u−3yn+1σl(G)
∑
k∈G
n∑
i, j=1
F i j
1
uxk xk
[uyn+1 uiyn xk − 2uixkuynyn+1 ][uyn+1u jyn xk − 2u jxkuynyn+1 ]
+ O(φ + |∇xφ|).(4.90)
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From the equation (1.1), we get
uynynt =
n∑
i j=1
F i juynyni j +
n∑
k=1
Fuk ukynyn + F
u,uuynyn
+
n∑
i jkl=1
F i j,klui jynuklyn + 2
n∑
i jk=1
F i j,uk ui jynukyn + 2
n∑
i j=1
F i j,uui jynuyn
+ 2
n∑
i jk=1
F i j,xkui jyn
∂xk
∂yn
+ 2
n∑
i j=1
F i j,tui jyn
∂t
∂yn
+
n∑
kl=1
Fuk ,ul ukynulyn + 2
n∑
k=1
Fuk ,uukynuyn
+ 2
n∑
kl=1
Fuk ,xlukyn
∂xl
∂yn
+ 2
n∑
k=1
Fuk ,tukyn
∂t
∂yn
+ Fu,uu2yn + 2
n∑
k=1
Fu,xk uyn
∂xk
∂yn
+ 2Fu,tuyn
∂t
∂yn
+
n∑
ik=1
F xi,xk
∂xi
∂yn
∂xk
∂yn
+ 2
n∑
i=1
F xi,t
∂xi
∂yn
∂t
∂yn
+ F t,t
(
∂t
∂yn
)2
=
n∑
i j=1
F i juynyni j + F
un uxnynyn + O(φ + |∇xφ|)
+
n∑
i jkl=1
F i j,klui jynuklyn + 2
n∑
i j=1
F i j,un ui jynuxnyn + 2
n∑
i jk=1
F i j,xkui jyn
∂xk
∂yn
+ 2
n∑
i j=1
F i j,tui jyn
∂t
∂yn
+ Fun,unu2xnyn + 2
n∑
l=1
Fun,xluxnyn
∂xl
∂yn
(4.91)
+ 2Fun,tuxnyn
∂t
∂yn
+
n∑
ik=1
F xi,xk
∂xi
∂yn
∂xk
∂yn
+ 2
n∑
i=1
F xi,t
∂xi
∂yn
∂t
∂yn
+ F t,t
(
∂t
∂yn
)2
,
And from (4.49),
uxnuynyn+1 = uyn+1uxnyn + O(φ),(4.92)
so
uxnynyn = 2
1
uyn+1
uxnyn uynyn+1 + O(φ) = 2
uynyn+1
uyn+1
uxnyn + O(φ) = 2
uxnyn
uxn
uxnyn + O(φ).(4.93)
Hence
n∑
i, j=1
F i jφi j − φt ≤u−3yn+1σl(G)
(
Q − 2uyn+1uynyn+1 uynt
)
+ O(φ + |∇xφ|).(4.94)
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where
Q =
n∑
i jkl=1
F i j,klui jyn uklynu
2
yn+1 + 2
n∑
i j=1
F i j,un ui jynuxnyn u
2
yn+1 + 2
n∑
i jk=1
F i j,xkui jyn
∂xk
∂yn
u2yn+1
+ 2
n∑
i j=1
F i j,tui jyn
∂t
∂yn
u2yn+1 + F
un,un u2xnyn u
2
yn+1 + 2
n∑
l=1
Fun,xluxnyn
∂xl
∂yn
u2yn+1
+ 2Fun,tuxnyn
∂t
∂yn
u2yn+1 +
n∑
ik=1
F xi ,xk
∂xi
∂yn
∂xk
∂yn
u2yn+1 + 2
n∑
i=1
F xi ,t
∂xi
∂yn
∂t
∂yn
u2yn+1 + F
t,t
(
∂t
∂yn
)2
u2yn+1
+ 2Fun 1
uxn
u2xnyn u
2
yn+1 + 6
u2yn+1
uxn
uyn xn
n∑
i j=1
F i jui jyn − 6u2yn+1
u2yn xn
u2xn
n∑
i j=1
F i jui j(4.95)
+ 2
∑
k∈G
n∑
i, j=1
F i j
1
uxk xk
[uyn+1uiyn xk − 2uixk uynyn+1 ][uyn+1u jyn xk − 2u jxkuynyn+1 ],
From (4.50), we have
uyn+1 uynyn+1 uynt = utu
2
ynyn+1 + O(φ) ≥ O(φ),(4.96)
Set
s =
1
uxn
, Ai j = sui j =
ui j
uxn
, θ = (0, · · · , 0, 1),
Xαβ = uxαxβyn uxn ,
Y = uxnyn uxn ,
Zk =
∂xk
∂yn
uxn ,
D =
∂t
∂yn
uxn ,
V = ((Xαβ), Y, (Zi), D) ∈ Sn × R × Rn × R;
then we get
Xiα = 0, Aiα = 0, Xiα − 2AiαY = 0, i ∈ B.
So it yields
Q = u
2
yn+1
u2xn
Q∗(V,V),(4.97)
where Q∗(V,V) is defined in (2.23).
From the structural condition (1.3) (i.e. Lemma 2.7),
Q∗(V,V) ≤ 0.
so we get
Q = u
2
yn+1
u2xn
Q∗(V,V) ≤ 0.(4.98)
Hence (4.89) holds from (4.94), (4.96) and (4.98). 
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4.3. Constant rank theorem of the spacetime fundamental form for the equations (1.6)-(1.8). Follow-
ing the proof of Theorem 1.2, we establish the constant rank theorem for the spacetime fundamental form
for the equations (1.6)-(1.8) in this subsection as follows.
Theorem 4.10. Suppose u ∈ C3,1(Ω × [0, T ]) is a spacetime quasiconcave to the parabolic equation (1.6)-
(1.8), and satisfies the condition (1.4). Then the second fundamental form of spatial level sets ˆΣc = {(x, t) ∈
Ω × (0, T )|u(x, t) = c} has the same constant rank in Ω for any fixed t ∈ (0, T ]. Moreover, let l(t) be the
minimal rank of the second fundamental form in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T.
PROOF. The proof is following the proof of Theorem 1.2.
Suppose aˆ(x, t) = (aˆαβ)n×n attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume
l 6 n − 1, otherwise there is nothing to prove. At (x0, t0), we may choose e1, · · · , en−1, en such that
(4.99) |∇u(x0, t0)| = un(x0, t0) > 0 and
(
ui j
)
1≤i, j≤n−1is diagonal at (x0, t0).
Without loss of generality we assume u11 ≤ u22 ≤ · · · ≤ un−1n−1. So, at (x0, t0), from (4.1), we have the
matrix
(
aˆi j
)
1≤i, j≤n−1 is also diagonal, and aˆ11 ≥ aˆ22 ≥ · · · ≥ aˆn−1n−1. From lemma 2.5, there is a positive
constant C0 such that at (x0, t0)
CASE 1:
aˆ11 ≥ · · · ≥ aˆl−1l−1 ≥ C0, aˆll = · · · = aˆn−1n−1 = 0,
aˆnn −
l−1∑
i=1
aˆ2in
aˆii
≥ C0, aˆin = 0, l 6 i 6 n − 1.
CASE 2:
aˆ11 ≥ · · · ≥ aˆll ≥ C0, aˆl+1l+1 = · · · = aˆn−1n−1 = 0,
aˆtt =
l∑
i=1
aˆ2in
aˆii
, aˆin = 0, l + 1 6 i 6 n − 1.
For the CASE 1, the theorem holds from Subsection 4.1 and Theorem 3.3, Theorem 3.5, Theorem 3.7.
For the CASE 2, we need to prove the differential inequality (4.89), which is similar to the proof of
Theorem 3.3, Theorem 3.5, and Theorem 3.7, with some modifications. In the following, we just prove
(4.89) for the equation (1.6). And for the equation (1.7) and (1.8), the proofs follow from the proofs of
Theorem 3.5 and Theorem 3.7 with the same modifications.
For the equation (1.6), following the assumptions and notations, we need to prove
(4.100)
n∑
α,β=1
Lαβφαβ(x, t) − φt ≤ C(φ + |∇xφ|), ∀ (x, t) ∈ O × (t0 − δ0, t0),
where φ is defined in (4.25) and C is a positive constant independent of φ. Then by a approximation,
(4.100) holds for t = t0. Then by the strong maximum principle and the method of continuity, we can prove
Theorem 4.10 under CASE 2.
For any fixed point (x, t) ∈ O × (t0 − δ, t0], following the Subsection 4.2, we first choose the space
coordinates e1, · · · , en−1, en, en+1 still the time coordinate with
y = (y1, · · · , yn, yn+1) = (x, t)P, P = OT,
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such that
(4.101) |∇u(x, t)| = un(x, t) > 0 and
(
ui j
)
1≤i, j≤n−1 is diagonal at (x, t).
Finally, we get a new spacetime coordinate {e¯1, · · · , e¯l, el+1, · · · , en−1, e¯n, eˆn+1} such that
uyn+1 = |Du| > 0, uy1 = · · · = uyn = 0, at (x, t),(4.102) (
uyαyβ
)
1≤α,β≤n
is diagonal at (x, t).(4.103)
Also we will use i, j, k, l = 1, · · · , n to represent the x coordinates, t still the time coordinate, and
α, β, γ, η = 1, · · · , n + 1 the y coordinates.
Following the proof of Theorem 4.9, we get from (4.94)
n∑
i, j=1
Li jφi j − φt ≤u−3yn+1σl(G)
(
Q − 2uyn+1uynyn+1 uynt
)
+ O(φ + |∇xφ|)
=u−3yn+1σl(G)
u2yn+1
u2xn
(
Q∗(V,V) − 2uxnuxnyn uynt
)
+ O(φ + |∇xφ|).(4.104)
where
Q∗(V,V) =2
n∑
kl=1
∂Lkl
∂un
uklynunyn u
2
n +
n∑
kl=1
∂2Lkl
∂u2n
uklu
2
nynu
2
n
+ 2
n∑
kl=1
∂Lkl
∂un
uklunu
2
nyn + 6ununyn
n∑
kl=1
Lkluklyn − 6u2nyn
n∑
kl=1
Lklukl
+ 2
∑
i∈G
n∑
α,β=1
1
uii
Lαβ[unuiαyn − 2uiαunyn ][unuiβyn − 2uiβunyn ].
Under the coordinate (4.101) ( i.e. (3.38)), we still have (3.40) - (3.46). So from the equation (1.6), we
know
ut = Lkkukk,
and differentiating the equation in yn,
utyn =Lkkukkyn +
∂Lkl
∂ui
uiyn ukl = Lkkukkyn +
∂Lkl
∂un
unynukl + O(φ)
=Lkkukkyn + (p − 2)
Lkk
un
unyn ukk + O(φ)
=Lkkukkyn + (p − 2)
ut
un
unyn + O(φ).(4.105)
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So
Q∗(V,V) =2
n∑
k=1
(p − 2) Lkk
un
ukkynunynu
2
n +
n∑
k=1
(p − 2)(p − 3) Lkk
u2n
ukku
2
nynu
2
n
+ 2
n∑
k=1
(p − 2) Lkk
un
ukkunu
2
nyn + 6ununyn
n∑
k=1
Lkkukkyn − 6u2nynut
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ)
=2(p − 2)[utyn − (p − 2)
ut
un
unyn]unynun + (p − 2)(p − 3)utu2nyn
+ 2(p − 2)utu2nyn + 6ununyn[utyn − (p − 2)
ut
un
unyn ] − 6u2nynut
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ)
=(2p + 2)ununynutyn − (p2 + p)utu2nyn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ).
Hence from (4.49) and (4.50),
Q∗(V,V) − 2ununynutyn =2pununynutyn − (p2 + p)utu2nyn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ)
=2punyn[utunyn + O(φ)] − (p2 + p)utu2jn
+ 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ)
= − (p2 − p)utu2jn + 2
∑
i∈G
n∑
α=1
1
uii
Lαα[unuiαyn − 2uiαunyn]2 + O(φ)
≤Cφ.
So we get (4.100). 
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