Motivation: Automated selection of signals in protein NMR spectra, known as peak picking, has been studied for over 20 years, nevertheless existing peak picking methods are still largely deficient. Accurate and precise automated peak picking would accelerate the structure calculation, and analysis of dynamics and interactions of macromolecules. Recent advancement in handling big data, together with an outburst of machine learning techniques, offer an opportunity to tackle the peak picking problem substantially faster than manual picking and on par with human accuracy. In particular, deep learning has proven to systematically achieve human-level performance in various recognition tasks, and thus emerges as an ideal tool to address automated identification of NMR signals. Results: We have applied a convolutional neural network for visual analysis of multidimensional NMR spectra. A comprehensive test on 31 manually annotated spectra has demonstrated top-tier average precision (AP) of 0.9596, 0.9058 and 0.8271 for backbone, side-chain and NOESY spectra, respectively. Furthermore, a combination of extracted peak lists with automated assignment routine, FLYA, outperformed other methods, including the manual one, and led to correct resonance assignment at the levels of 90.40%, 89.90% and 90.20% for three benchmark proteins. Availability and implementation: The proposed model is a part of a Dumpling software (platform for protein NMR data analysis), and is available at https://dumpling.bio/.
Introduction
Nuclear Magnetic Resonance (NMR) spectroscopy, as a key technique in structural biology, allows for in vitro and in vivo studies of macromolecules in solution (Wü thrich, 1986) . These, together with NMR's capacity to capture transient and weak interactions between macromolecules and their ligands, place NMR at the forefront of biophysical techniques in academia and industry.
The biggest difficulty in automation of peak picking comes from frequent omission of real signals and distinguishing them from artifacts, which arise from sample impurities, protein degradation, temperature perturbation and magnetic field inhomogeneity (Klukowski et al., 2015a) .
First attempts to automate peak picking date to the late 1980s, when most of the approaches utilized such features as symmetry and intensity of the peaks (Kleywegt et al., 1990) .
More up-to-date approaches utilize picking signals based on their intensities, volumes, or local signal-to-noise ratio and are frequently combined with methods that improve spectrum quality, such as wavelet transform (Liu et al., 2012) . Threshold approaches are the most popular among available packages, e.g. NMRView (Johnson, 2004; Johnson and Blevins, 1994) , XEASY (Bartels et al., 1995) and CCPN (Skinner et al., 2016) .
The concept of signal classification based on its geometry assumes that real peaks feature more regular shapes than artifacts. Historically, one of the first attempts for geometry-based peak picking is CAPP (Garrett et al., 1991) , in which peaks are classified based on their resemblance to ellipses.
Another approach, AUTOPSY (Koradi et al., 1998) , engages an array of procedures of noise estimation, spectrum segmentation, signal symmetry and spectrum decomposition. The preeminent assumption of AUTOPSY is that peak shape can be modeled as outer product of 1D lineshapes and intensity matrix. An approach presented in a recent study by Wü rz et al. derives from AUTOPSY (local noise estimation) and CAPP (ellipse approximation), to successfully perform peak picking (Wü rz and Gü ntert, 2017). Another group of peak picking algorithms exploits matrix factorization, such as three-way decomposition (Korzhnev et al., 2001; Orekhov et al., 2001) , singular value decomposition (Alipanahi et al., 2009) or nonnegative matrix factorization (Tikole et al., 2014) . PICKY (Alipanahi et al., 2009) introduces local noise estimation and floodfill algorithm to identify clusters of peaks, which undergo singular value decomposition into 1D lineshapes. One of the newest methods (Tikole et al., 2014) , decomposes spectrum into so-called mixing and source matrices using non-negative matrix factorization. A key issue, selection of the number of true components, was solved by an exhaustive search procedure that aims at minimizing residual values. The final peak lists are obtained by fitting ideal Gaussian shapes to decomposed components and applying a user-defined intensity threshold.
Bayesian approaches to automated peak picking have been studied since 1990s (Rouh et al., 1994; Antz et al., 1995) . The most recent approach (Cheng et al., 2014) models spectral data as mixture of multi-variate Gaussian densities and solves peak picking problem with stochastic approximation Monte Carlo. Finally, the artificial intelligence approaches were introduced for peak picking in 2D spectra of macromolecules (Carrara et al., 1993; Corne et al., 1992) . Machine learning was revised in 2015, when support vector machine classifier combined with histogram of oriented gradients (Klukowski et al., 2015b) was used to analyze variety of spectral images of proteins.
Although dozens of peak picking methods have been broadly available, none of them have gained vast acceptance (Gao, 2013; Wü rz and Gü ntert, 2017) . Introduction of an efficient, user-friendly and top-performing automated peak picker would open new opportunities for structural studies by NMR.
In this article, we propose method which uses convolutional neural network (CNN) for automation of protein NMR spectra peak picking. Our work is motivated by recent advances in deep learning, where neural network models have achieved human-level performance in various visual recognition tasks (He et al., 2015) . To enable training of our model with NMR data coming from different experimental settings, we have developed a two-way normalization technique, which normalizes intensity and resolution of NMR spectra.
Materials and methods

Automated peak picking workflow
The NMRNet peak picking routine comprises following procedures:
1. Identification of extrema. A local extremum is considered a peak candidate in d dimensional spectrum, if a given voxel has larger intensity than its 2d neighbors (e.g. top, bottom, left and right neighbor for 2D spectrum). 2. Selection of the initial signals. Peak candidates with the lowest intensities (below noise level) are excluded from further analysis. 3. Two-way normalization of spectra. The resolution and intensity of spectra are normalized. 4. Peak classification. Each peak candidate is fed to CNN, which returns a real value between 0 and 1, representing the odds of peak being a meaningful signal. 5. Postprocessing. The resulting peak list is created and refined by rule-based filtering.
Selection of initial signals
Due to presence of noise, up to several thousand extrema per layer can be detected in NMR spectrum. It is substantially more than the number of expected true signals. To preserve high performance and reduce computational cost, we analyze 500-2000 of the most intense signals on each layer, which corresponds to 32 000 analyzed signals for backbone spectra, and 256 000 for high-resolution NOESY (as presented in Supplementary Fig. S1 ). This approach was inspired by threshold-based methods, such as NMRView (Johnson, 2004; Johnson and Blevins, 1994) , XEASY (Bartels et al., 1995) and CCPN (Skinner et al., 2016) . However, in contrast to those, we apply a very low threshold to reduce the number of predictions with CNN.
Two-way spectra normalization
CNN are primarily applied to the recognition of natural images, which feature perspective (distance-size dependence, e.g. objects placed further appear smaller), fixed aspect ratio and are regular grids of discrete-value pixels (0-255 in RGB space). NMR spectra have different properties. They consist of continuous values (with unlimited voxel intensities), may have >2 dimensions, and neither perspective effects nor fixed aspect ratio is present. For those reasons, a basic approach to object detection, based on scanning an image with sliding windows of different size, is prone to errors. To overcome this limitation, we introduce a two-way spectra normalization, where data is normalized with respect to intensity and resolution ( Fig. 1) . Properties of final NMR spectrum are consequence of the experimental setup: starting from sample preparation, through parameters recording, up to FID processing. Therefore, each spectrum shows unique distribution of voxel intensities, which makes it cumbersome to estimate the parameters of the model. To apply machine learning training on the NMR spectra, we normalize signal intensities. In the preliminary step we transform negative signals simply by taking the absolute values. We can observe, that the intensities adopt the exponential distribution. Further, we calculate median of signal intensities,x, and scale spectra by factor ln2 x , so that they are distributed according to exponential distribution with scale parameter of 1.
Additional challenge when working with protein NMR spectra is resolution normalization along axis of the NMR spectrum, which precludes comparisons of peaks across different spectra. Variable aspect ratio of NMR spectra particularly affects geometry-based and machine learning peak pickers. In the previous works, this problem was addressed indirectly: (i) by introduction of three spectrum dependent parameters, which scale contour lines (Wü rz and Gü ntert, 2017), (ii) iterative calibration of peak volumes (Liu et al., 2012) or (iii) introduction of user-defined scanning window (Klukowski et al., 2015b) .
Here, we present a direct method for normalization of the resolution, which consists of four sequential steps:
• Selection of M most intense extrema from spectrum S (excluding the water region) located at points 
where Having FWHM of signals estimated, spectra are rescaled to obtain a fixed aspect ratio in each dimension (Fig. 1) . We found that M ¼ 100, M 0 ¼10 and L ¼ 31 works well in practice. This method is robust for wide range of parameter values.
Peak classification
For peak classification we utilize a deep convolutional neural network (CNN). Overall architecture of the model (Fig. 2) consists of four learned layers, including two convolutional layers followed by max pooling, one fully connected layer, and one classification layer with a sigmoid activation function. The model is fed with a matrix of 48 Â 48 pixel values, representing a cropped fragment of the normalized spectrum. Details related to model training and hyperparameter tuning are presented in the Supplementary Material.
Postprocessing
Since the NMRNet works on noisy spectra, we introduce a postprocessing step, which handles multiple extrema located two voxels away from each other. We have implemented a heuristic (also used in CCPN picker), which removes extremum of lower intensity from the peak list.
Implementation
The NMRNet is implemented as part of the Dumpling software, which is a desktop standalone application operating under Windows, macOS and Linux systems. Dumpling does not require any third party libraries or programs apart from Java 8 and is publicly available at https://dumpling.bio.
Results
Benchmark dataset and visual annotations
In the study, we use 71 spectra comprising through-bond and through-space experiments from 14 proteins: At5g66040 (seven spectra, PDB 1TQ1, (Cornilescu et al., 2006) ), CG11242 (11 spectra, PDB 2KJR, unpublished), MrR110B (13 spectra, PDB 2K5V, unpublished), TM1290 (three spectra, PDB 1RDU, (EtezadyEsfarjani et al., 2003) ), PrimPol [three spectra, PDB 1RNI, (Lipps et al., 2004) ], AF9 [two spectra, PDB 2LM0, (Leach et al., 2013) ], KcsA [two spectra, PDB 5J9P, (Baker et al., 2007) ], IDP [two spectra, (Wood et al., 2012) ], dADAR [two spectra, PDB 2LJH, (Masliah et al., 2013) ], FimAwt [four spectra, PDB 2M5G, (Walczak et al., 2014) ], CC138 (four spectra, unpublished), AcrA61-210 [five spectra, PDB 2K32, (Slynko et al., 2009) ], ACP (five spectra, PDB 2ML8, unpublished) and CCL2 [eight spectra, PDB 2LIQ, (Schubert et al., 2012) ]. These spectra were recorded at spectrometer's frequencies ranging from 600 to 1000 MHz, contain number of artifacts, overlapping peaks and are characterized by variable signal-to-noise ratio. Detailed information about proteins is presented in Supplementary Table S1 . The set of spectra expands the previously published dataset (Klukowski et al., 2015a) . Proteins AcrA61-210, CC138, dADAR, TM1290, FimAwt, IDP, KcsA and AF9 are used for training. As a consequence, the training set is composed of macromolecules having variable sequence length (from 57 amino acids, CC138, to 219 KcsA), percentage of helical secondary structures (from 1%, FimAwt, to 25%, AF9), percentage of strands (from 0%, IDP, to 48%, KcsA).
The validation set is composed of two large proteins ACP (183 residues) and Primpol (216 residues). The first one has multiple helices (49% of sequence), the utter one is composed of 33% helices and 24% strands.
The test set is composed of four proteins (At5g66040, CG11242, MrR110B, CCL2) with varying content of secondary structure elements (MrR110B: 0% helix, 58% strand; CCL2: 37% helix, 0% strand), and sequence lengths ranging from 95 to 153 residues. The largest test macromolecule (CCL2) is a protein-glycan with intrinsically disordered N-terminus. CCL2 is the only substantially unstructured protein in the dataset and it allows for the in-depth qualitative and quantitative analysis (Section 3.4) in the context of the overall performance of the CNN network across various measurements.
The NMR spectra were collected from different laboratories to reduce a bias resulting from data collection and processing practices.
In the previous studies, performance of the peak picking routines was evaluated indirectly by the completeness of automated chemical shift assignment or quality of a protein structure. Such approaches have two main limitations: (i) it precludes evaluation of the peak picking performance for each spectrum individually, and (ii) methods for chemical shift assignment/structure calculation correct their inputs using information that is not available at a peak picking stage. Ideally, the output of the peak picking routines should be compared to annotations prepared by spectroscopists, who inspected each signal in the spectrum manually. To allow more informative assessment of the performance, we prepared manually inspected peak lists of At5g66040, CG11242, MrR110B and CCL2. These peak lists are later called visual annotations.
Comparison of automated peak picking results with visual annotations
In the first experiment, we compared NMRNet approach with publicly available methods, CCPN, NMRViewJ and CV-peak picker, by scanning 31 spectra coming from At5g66040, CG11242 and MrR110B. The results of peak picking were juxtaposed with visual annotations (Fig. 3 for summary, Supplementary Figs S3-S7 for details). Precision and recall were used as quality metrics, where the first criterion refers to false signals picked by the algorithm as real ones, and the second one informs about omitted real peaks.
The machine learning methods, NMRNet and CV-Peak Picker, assign a probability value to each signal in the spectrum. The final classification is performed basing on the assigned value and the established threshold. This allows for the calculation of the considered quality metrics for every threshold and to visualize the results as precision-recall curves (Fig. 3 and Supplementary Figs S3-S7 ).
NMRViewJ features a peak picking routine, which requires no tuning. The peak picking method used by CCPN requires tuning of several parameters. To generate the list of predicted peak, we selected a threshold value close to the number of the peaks in visual annotation. The remaining parameters were kept at their default values.
Both of the reference methods generate discrete lists of peaks as an output without any confidence rate. As a consequence, the models are represented by single points on the precision-recall curve ( Fig. 3 and Supplementary Figs S3-S7) .
The aggregated results are presented in Figure 3 . We analyze the precision score obtained at fixed recall values (vertical dashed lines), as well as recall scores obtained at fixed precision values (horizontal dashed lines). The NMRNet outperformed reference methods on all three test proteins. The average gain in precision is 0.10, 0.15 and 0.27 over CV-Peak picker, NMRViewJ and CCPN, respectively. Simultaneously, the NMRNet achieves better recall, higher by 0.06, 0.13 and 0.11 than CV-Peak picker, CCPN and NMRViewJ.
Detailed analysis of precision-recall curves plotted for individual spectra (Supplementary Figs S3-S7) shows that the most prominent advantage of NMRNet is observed for TOCSY/COSY and NOESY spectra, where it surpasses the other methods in all nine spectra. The particular advantage of machine learning-based method is demonstrated for 13 C-resolved NOESY spectra ( Supplementary Fig. S6 , 13 C-resolved NOESY-aliphatic, 13 C-resolved NOESY-aromatic). Output of the convolutional neural network corresponds to probability that fragment of NMR spectrum contains a true peak. The boxes in the figure represent the processed image by the subsequent layers of the network. The numbers beside each of the boxes represent the size of the image after processing on the corresponding stage of the network. Classification layer is a fully connected layer, composed of single neuron, with sigmoid activation function
Evaluation based on resonance assignment
To complete the comparison, we fed all the automatically generated peak lists into FLYA for the automated assignment of resonances (Schmidt and Gü ntert, 2012) . For each set of peak lists, FLYA was executed 10 times to ensure reproducibility of the results. As a reference, the same procedure was repeated for the visually annotated and ideal peak lists. As expected, the best results were achieved when ideal peak lists were used as an input. For At5g66040, MrR110B and CG11242 proteins, 97.70, 94.05 and 97.00 percent of chemical shifts were correctly identified, which is set for the upper limit for evaluation of the other approaches. Perfect assignment was impossible due to ambiguities of chemical shifts.
The results obtained for automated peak picking routines indicate on a specific pattern, where completeness of chemical shifts is always the highest for the NMRNet, while CV-Peak Picker, CCPN and NMRViewJ perform successively worse. Peak lists obtained from NMRNet resulted in 90.40%, 89.90% and 90.20% completeness of resonance assignments of At5g66040, MrR110B and CG11242 (median values), leading to an average improvement of 1.3% over 88.95% and 88.95%), 5.83% over CCPN (81.20%, 83.45% and 88.35%) and 7.23% over NMRViewJ (77.90%, 83.55% and 87.35%) .
Completeness of the resonance assignment based on visual annotations varies the most (85.95%, 83.40% and 91.40%). Moreover, visual annotations are superior to all automated routines only on CG11242 dataset and on par with the three worst methods for the remaining proteins.
3.4 Quantitative and qualitative evaluation of peak picking approaches using CCL2 protein-glycan complex the protein (56 out of 156 residues) adopts beta structure, whereas the remaining 63% is disordered.
In this experiment we evaluate the quality of the proposed model by precision-recall analysis for particular numbers of predicted peaks. For each spectrum and each peak picking routine, seven peak lists of variable lengths were prepared. Number of entries in each lists corresponds to 1.0Â, 1.25Â, 1.5Â, 2Â, 3Â, 5Â, 10Â number of peaks found by spectroscopist in each spectrum.
The precision-recall curves are presented in the Figure 4 . The major improvement in peak classification is observed for the HNCACB, 13 C-resolved NOESY and 15 N-resolved NOESY spectra.
The NOESY spectra feature high signal congestions and multiple weak signals at the noise level. Both factors increase number of false negatives of CCPN, NMRViewJ and CV-Peak picker. Examples of such regions are presented in Figure 5 and Supplementary Figures S12 and S14.
Optimality of network architecture
To maximize performance of the model, we tested different variants of CNN's architecture (Table 1) . Two of the most influential factors were considered such as: model architecture and data normalization. Interestingly, addition (þfc1) or removal (Àfc1) of a single fully connected or convolutional layer (Àconv1 or Àconv2) resulted in the decrease of mean AP on the validation set. Removal of the 2 key convolutional layers (Àconv1 and Àconv2) led to the most severe performance drop (À0.1144). The results show importance of intensity and resolution normalization (À0.103 and À0.0247).
Discussion
In this study, we propose a deep learning-based method, NMRNet, to perform peak picking in NMR spectra, and show its capability of achieving high accuracy on datasets of proteins of all kind. In addition, we introduced a novel two-way spectra normalization, which significantly helps the model to generalize across spectra of various type and resolution.
Performance of the proposed method was compared with publicly available peak picking routines, such as CV-Peak picker, CCPN and NMRViewJ, by (i) comparison with manual annotations, (ii) completeness of resonance assignment carried out by FLYA and (iii) quantitative and qualitative analysis of CCL2 protein-glycan complex. The NMRNet significantly outperformed the reference methods on difficult spectra, with many overlapping signals and low signal-to-noise ratio, like TOCSY or NOESY, and achieved Fig. 4 . Precision-recall curves of the CCL2 spectra. We prepared a group of seven peak lists for each spectrum and each peak picking routine. Peak lists within a group have variable size, which is equal to 1.0Â, 1.25Â, 1.5Â, 2Â, 3Â, 5Â, 10Â number of peaks found by spectroscopist in a spectrum. For the each peak list, precision and recall scores were calculated. For 13 C-resolved NOESY and 15 N-resolved NOESY the longest peak lists were not generated due to memory error in reference method Fig. 5 . Fragment of CCL2 13 C-NOESY spectrum characterized by high signal congestion. Diagonal and water band are excluded from analysis. In range 8.5-10.5 ppm multiple weak peaks are manually identified. They are handled differently by peak picking routines. Precision and recall scores presented above each contour plot are calculated exclusively for presented spectral congestion region comparable results on backbone spectra, where all methods performed well. We suspect that the advantage of the proposed approach is caused by utilizing the whole peak neighborhood in the prediction process by convolutional neural network. Having more information about the context where the signal is present allows to increase the prediction accuracy. The NMRNet model presented in this article was trained and tested on multiple spectrum types from 14 proteins, which cover number of shapes of real peaks and artifacts. The architecture of the network was designed to balance between the ultimate performance and the model size to enable efficient analysis of large 3D and 4D spectra. As a future development, due to widespread known ability of deep neural networks to continuously improve their performance by increasing amount of training data, we believe that the our method can achieve even better results when new datasets become available.
Finally, the method proposed in this article is implemented as an automated peak picking module in the Dumpling software (available at https://dumpling.bio/). Note: Symbols 'þ' and '-' indicate that certain element was added or removed from the NMRNet before trainig.
