Abstract. We contribute a further step towards the plausible real time construction of suffix trees by presenting an on-line algorithm that spends O(log log n) time processing each input symbol and takes O(n log log n) time in total. Our results improve on a previously published algorithm that take O(log n) time per symbol and O(n log n) time in total. The improvements are achieved using a new data structure for the fringe marked ancestor problem, a special case of the nearest marked ancestor problem, which may be of independent interest.
Introduction
The suffix tree is a ubiquitous data structure at the heart of numerous text algorithms. Weiner [25] introduced suffix trees and gave a linear-time on-line algorithm for their reverse right-to-left construction. Ukkonen [24] derived a linear-time left-to-right on-line algorithm that is a close relative of an earlier algorithm by McCreight [20] . The analysis of these three algorithms is amortized and the algorithms may spend up to O(n) time processing some input symbols. Suffix arrays, that were introduced by Manber and Myers [19] , provide similar theoretical benefits to suffix trees and are much more efficient in practice thanks to their use of a compact array representation, but lose some of their advantages in the on-line setting. Throughout this paper, unless specified otherwise, we assume that the input alphabet has constant size.
Amir et al. [2, 16] reported some progress towards constructing the suffix tree in real-time, namely, attempting to limit the time spent while processing each individual input symbol in the worst case. Their algorithm uses balanced search trees to maintain a balanced indexing structure that quickly finds the suffix tree insertion points, for an input text that is extended from right-to-left over an arbitrarily large but ordered alphabet, spending O(log n) time processing each symbol and O(n log n) time in total. They also note that similar results could be derived by using existing more complicated dynamic data structures for searching multidimensional keys [11, 13] . The suffix tree insertion point of any given suffix is its longest prefix that has already appeared earlier in the text; it has numerous applications in text algorithms and in data compression.
In related work, Kosaraju [17] and Amir and Nor [3] solve the real-time pattern matching and indexing problems by building a suffix tree in quasi real-time using Kosaraju's "candelabra" approach. Although Slisenko [22] claimed to have solved these problems and even to classify all periodicities in a string in real-time, a convincing solution was considered to be an open problem [3, 12, 17] . Quasi real-time means that sufficient parts of the suffix tree are built "just in time" before needed by an algorithm that is traversing the suffix tree starting from its root. The size of the candelabra can be quite large, however, and neither algorithm guarantees any meaningful upper bound on the time required to find the insertion points of a specific text suffix, but only that parts of the suffix tree will be completed before reached. Thus, finding the suffix tree insertion points is at least as hard, if not harder, than the real-time pattern matching and indexing problems that offer further amortization opportunities, distilling the following question: is it possible to compute the suffix tree insertion points in real-time?
We present an algorithm that spends only O(log log n) time processing each input symbol and takes O(n log log n) time in total, contributing a further step towards the plausible real-time construction of suffix trees. To achieve these bounds, we design a data structure for the dynamic fringe marked ancestor problem, a special case of the nearest marked ancestor problem on trees [1] , where the marked nodes form a contiguous subtree. Our data structure, which may be of independent interest, supports updates and queries in worst case O(log log n) time. We use our new fringe marked ancestor data structure in an adaptation of Weiner's [25] right-to-left on-line suffix tree construction algorithm, shortcutting the occasional long path traversals using fringe-ancestor queries and de-amortizing certain skipped invisible internal updates over time. Weiner's [9, 14, 25 ] algorithm maintains suffix links, which are invisible internal components that are not part of the suffix tree's definition, but are, nonetheless, useful in many applications. Our suffix links, which are related to the edges of the directed acyclic word graph [4, 8, 9] and were also used by Kosaraju [17] and by Amir and Nor [3] , turn out to be extremely helpful in navigating the suffix tree by allowing us to use our fringe marked ancestor data structure instead of the nearest marked ancestor data structure that was used by Breslauer [6] to build the suffix tree of a tree in a related approach that spends O( log n log log n ) time per symbol [1] . However, these invisible suffix links need to be individually created and repeatedly updated, tasks that are postponed and later de-amortized over time while the complete visible suffix tree is available immediately at all times. The invisible suffix links could be made available "just in time", if required, to an algorithm that traverses the suffix tree starting from its root, similarly to Kosaraju's [17] "quasi" real-time construction. Our use of the word "quasi" in this context has a double meaning here: not only are parts of the construction de-amortized and completed later, but the time spent processing each input symbol is up to O(log log n) rather than constant time.
