We design an algorithm to embed graph metrics into p with dimension and distortion both dependent only upon the bandwidth of the graph. In particular, we show that any graph of bandwidth k embeds with distortion polynomial in k into
Introduction
The problem of embedding graph metrics into normed spaces with low dimension and distortion has attracted much research attention (cf. [LLR95] ). In this paper we study the family of graphs with bounded bandwidth. The bandwidth of an unweighted graph G = (V, E) is the minimal k such that there exists an ordering of the vertices in which the end points of every edge are at most k apart. Let d G be the shortest path metric on the graph G. Let (Y, ρ) be a metric space, we say that an embedding f : V → Y has distortion D ≥ 1 if there exists a constant c > 0 such that for all x, y ∈ V , d G (x, y) ≤ cρ(f (x), f (y)) ≤ Dd G (x, y) .
Our main result is the following. Our work is related to a conjecture of Assouad [Ass83] . The doubling constant of a metric space is the minimal α, such that any ball of radius r can be covered by α balls of half the radius. The doubling dimension of a metric space is defined as log 2 α. Assouad proved that for any metric (V, d), the "snow-flake" metric (V, d 1− ) embeds into Euclidean space with both distortion and dimension depending only on the doubling constant of (V, d) and . Assouad conjectured that this is possible even when = 0, but this was disproved by [Sem96] (a quantitative bound was given by [GKL03] ). It is also shown in [GKL03] that Assouad's conjecture holds for the family of doubling tree metrics. As the doubling constant of graphs with bandwidth k can be bounded by O(k), one can view our result as providing a different family of doubling metrics for which Assouad's conjecture holds.
Graphs with low bandwidth play an important role in fast manipulation of matrices, in particular computing Gauss elimination and multiplication [CCDG82] . In his seminal paper Feige [Fei98] showed an approximation algorithm for computing the bandwidth with poly-logarithmic guarantee. The bandwidth of a graph also plays a role in certain biological settings, such as gene clustering problems [ZACS09] .
There has been a great deal of previous work on embedding families of graphs into p with bounded distortion (for example [CGN + 03, GKL03, GNRS99, Rao99, CJLV08]). The problem of embedding graphs of bounded bandwidth has been first tackled by [CGM06] . They show that this family of graphs includes interesting instances which do not fall within any of the cases for which constant distortion embeddings are known. In their paper they show that bounded bandwidth graphs can be embedded into 1 [CGM06] with distortion independent of the number of vertices n. However, the distortion of their embedding was exponential in the bandwidth k. Also, the dimension of that embedding was dependent on the number of vertices (in fact polynomial in n). We improve the result of [CGM06] for graphs of bandwidth k in several ways: First, our embedding works for any p space (1 ≤ p ≤ ∞) as a target space, not just 1 . Second, the distortion obtained is polynomial in k; specifically: O(k 2+θ ). Finally, we show that the dimension can be independent of n as well, and as low as O((log k)/θ) (for any 0 < θ < 1).
Note that the fact that a graph has bandwidth k can be viewed as providing an embedding into 1 dimension with expansion bounded by k, but without any control on the contraction. Our result means that by increasing the dimension to O(log k), one can get a bound not only on the expansion but also on the contraction of the embedding.
The low dimensionality of our embedding follows from a generalization we give for a result of [ABN08] , who study embedding metric spaces in their intrinsic dimension. In [ABN08] it is shown that for any n point metric space, with doubling constant α, there exists an embedding into p space with distortion O(log 1+θ n) and dimension O((log α)/θ) (for any 0 < θ < 1). Here, we extend their method in a way that may be applicable for reducing the dimension of embeddings in other settings. We show sufficient conditions on an embedding of any metric space (V, d) into p (possibly high dimensional) with distortion γ, allowing to reduce the dimension to O((log α)/θ) with distortion only O(γ 1+θ ).
Our embedding for graphs of bandwidth k is obtained as follows: we first provide an embedding with distortion O(k 2 ) which satisfies the conditions of the dimension reduction theorem. Our final embedding follows from the fact that the doubling constant of graphs of bandwidth k is O(k).
It is worth noting that our embedding provides bounds independent of n for all 1 ≤ p ≤ ∞. This is unusual: most previous non-trivial results for embedding infinite graph classes into normed spaces with constant distortion (independent of n) have 1 as a target metric [CGN + 03, GNRS99] (and require high dimension). This is because of strong lower bounds indicating that trees have a distortion of Ω( √ log log n) [Mat99] and tree-width two graphs have a distortion of Ω( √ log n) when embedded into 2 [NR02] . Since bandwidth k graphs do not include all trees, these lower bounds will not apply and we are able to embed into 2 with constant (independent of n) distortion. We observe that 2 is potentially a more natural and useful target metric, as many algorithms are tailored for Euclidean space.
We extend our study to graphs of bounded tree-bandwidth [CGM06] (see Definition 4.1 for precise definition). In their paper, [CGM06] showed an embedding of tree-bandwidth k graphs into 1 with distortion O(k · 2 k ). While this family of graphs includes all trees and thus requires distortion at least Ω( √ log log n) when embedded into 2 , we are still able to apply our techniques with an additional overhead related to the embeddability of trees. We show the following: Theorem 1.2. There is a randomized algorithm to embed tree-bandwidth k graphs into p with expected distortion O(k 3 log k + kρ) where ρ is the distortion required for embedding a tree into p .
Thus for p = 2 the distortion is O(poly(k) √ log log n) and into 1 the distortion is polynomial in k. Moreover, when the graph has bounded doubling dimension we can apply our dimension reduction technique to achieve expected distortion and dimension depending solely on the doubling dimension and on k, utilizing the embedding of [GKL03] for trees with bounded doubling dimension.
In general there has been a great deal of work on finding low-distortion embeddings. These embeddings have a wide range of applications in approximation algorithms, and in most cases low dimension is also desirable (for example improving the running time). Our work makes further progress towards achieving low-distortion results with dimension reduced to the intrinsic dimension. In particular, our embeddings imply better bounds in applications such as nearest neighbor search, distance labeling and clustering.
Summary of Techniques
The result of [ABN08] includes the design of a specific embedding technique (locally padded probabilistic partitions), combined with the careful application of the Lovasz Local Lemma to show that it is possible to randomly merge the coordinates of this embedding in such a way that there is a non-zero probability that no distance is contracted. This can then be combined with constructive versions of the local lemma [Bec91, MT10] to deterministically produce a low-dimensional embedding with no contraction.
We decouple the embedding technique of [ABN08] from the local lemma, showing that any embedding technique which satisfies certain locality properties as well as having a single coordinate which lower bounds each particular distance can be applied in this way. Given any metric space (V, d) with doubling constant α, we give sufficient conditions to reduce the dimension of an embedding of V into p with distortion γ to have dimension O((log α log γ)/ log(1/ )) and distortion O(γ/ ) where γ −1 < < 1. This approach allows some modularity in defining an embeddingif we are given a low distortion embedding (potentially much lower distortion than log n for some source metrics) which satisfies the locality properties then we can maintain the low distortion while obtaining low dimension as well.
In order to demonstrate the power of this approach, we apply it to the problem of embedding bounded bandwidth graphs into p . We first need to define a low distortion embedding. The embedding of [CGM06] is not useful for our purpose as it does not satisfy the necessary properties (in particular the single coordinate lower bound on distances fails) and because its distortion is undesirably high (exponential in bandwidth). Instead, we define a new embedding. The basis for our embedding is the standard scale based approach [Rao99] using probabilistic partitions of [GKL03, ABN08] as a black box. The problem is that when using this approach we obtain an expansion factor of 1 at each scale of the embedding. The number of scales is logarithmic in the graph diameter, giving us a total expansion of Θ(log n). The key innovation of our bandwidth embedding is showing that the number of scales can be reduced to O(k).
Of course, for any scale there may be some point pair whose distance is at that scale (there are n 2 point pairs and only log n scales after all). We cannot simply remove some scales and expect our distortion to be reasonable. Instead, we compute a set of active scales for each graph vertex; these are the scales that represent distances to other points which are nearby in the optimum bandwidth ordering of the graph. We will reduce coordinate values to zero for vertices which do not consider the coordinate's scale to be active. Each vertex has only O(k) active scales; the issue now is that different vertices have different scales and if two adjacent vertices have different active scales we might potentially introduce large expansion. In addition, we need to show that the critical coordinates which maintain the lower bound of d(x, y) (thus preventing contraction) are active at one of the two points (x or y). Instead of applying active coordinates directly, we allow coordinates to decline gracefully by upper-bounding them by the distance to the nearest point where they are inactive, then use the bandwidth ordering to prove that the critical coordinates for preventing contraction are not only active where they need to be, but have not declined by too much to be useful.
A careful analysis of this construction shows that we can obtain distortion of O(k 2 ). We also show that our modified embedding still possesses the locality properties. Thus we can apply our dimension reduction technique to get dimension O((log k)/θ) while maintaining the distortion bound up to a factor O(k θ ).
Embedding in the Doubling Dimension

Preliminaries and Definitions
Definition 2.1. The doubling constant of a metric space (V, d) is the minimal integer α such that for any r > 0 and x ∈ V , the ball B(x, 2r) can be covered by α balls of radius r. The doubling dimension or intrinsic dimension, denoted by dim(V ), is defined as log α.
Suppose we are given a metric space (V, d) along with a randomly selected mapping φ : V → D for some dimension D. For 1 ≤ c ≤ D we denote by φ c (x) the c'th coordinate of φ(x) and thus we have φ c : V → . We may assume w.l.o.g that all coordinates of all points in the range of this mapping are non-negative.
Definition 2.2. The mapping φ is single-coordinate ( , β) lower-bounded if for every pair of points x, y ∈ V there is some coordinate c such that |φ c (x) − φ c (y)| ≥ βd(x, y) with probability at least 1 − .
In the metric embedding literature, we often speak of an embedding having contraction β. For 1 embedding, this means there is a set of coordinates whose sum is lower-bounded by βd(x, y). The single-coordinate ( , β) lower-bounded condition is stronger than contraction β, although for p norms with large values of p (i.e. as p tends towards infinity) it becomes equivalent. Definition 2.3. Given a mapping φ, the 1 expansion of φ is δ = max x,y
.
We observe that the expansion of φ when viewed as an p embedding for p > 1 will be at most the 1 expansion. On the other hand, the single-coordinate ( , β) lower-bound condition will still imply that the embedding has contraction β (for any pair of points with 1 − probability). We observe that a mapping φ can be viewed as an embedding of (V, d) into normed space. Provided that the mapping is single-coordinate ( , β) lower-bounded, we can eliminate contraction by repeatedly (and independently) selecting such mappings many times over and weighting the results by the number of selections, then multiplying all coordinates by 1 β . This provides an embedding into 1 with distortion upper-bounded by δ β ; note that this embedding can also be viewed as into p for any p > 1 and in fact will have only lower distortion (the single-coordinate lower-bound condition still guarantees non-contraction).
Low Dimensional Embedding
An embedding φ maps (V, d) to potentially high dimensional space, and we are interested in reducing the dimension of such an embedding to resemble the doubling dimension of (V, d) without increasing the distortion. While for general φ such a result would imply dimension reduction for Theorem 2.5. Suppose we are given a metric space (V, d) with doubling constant α and a mapping φ : (V, d) → D where φ is single-coordinate ( , β) lower-bounded, local, and has 1 expansion at most δ for some β/δ ≤ ≤ 1/8. Then for any 1 ≤ p ≤ ∞ we can produce in polynomial time an
Next we construct an embedding with the local property, which will serve as a basis embedding in Section 3. Recall that a partition P = {C 1 , . . . , C n } of an n-point metric space (V, d) is a pairwise disjoint collection of clusters (possibly some clusters are empty) which covers V , and P (x) denotes the cluster containing x ∈ V . W.l.o.g we may assume that min x =y∈X {d(x, y)} ≥ 1. The following lemma is a generalization of a lemma of [GKL03] and was proven in [ABN08] .
Lemma 2.6. For any metric space (V, d) with doubling constant α, any 0 < Λ < diam(V ) and 0 < ≤ 1/2 there exists a distributionP over a set of partitions P such that the following conditions hold.
•
For every scale s
. . , C n (s)} be a random partition sampled fromP with Λ = s, and let c 1 (s), . . . c n (s) be n coordinates that are assigned to the scale s. The random mapping is defined as
and
Claim 2.7. For any 0 < ≤ 1/2 the mapping φ is single-coordinate ( , /(128 log α)) lower-bounded, and its 1 expansion is at most O(log(diam(V ))).
Proof. For any x, y ∈ V let s be a power of two such that s < d(x, y) ≤ 2s, then in the coordinates assigned to scale s, the first property of Lemma 2.6 suggests that it must be that x, y fall into different clusters of the partition associated with the coordinates. Let j be such that x ∈ C j , it follows that with probability 1 − , φ c j (s) (x) ≥ s/(64 log α) ≥ d(x, y)/(128 log α) and that with probability 1, φ c j (s) (y) = 0. To see that the 1 expansion is at most 2(log(diam(V )) + 2), note that the triangle inequality implies that |φ c j (s) (x) − φ c j (s) (y)| ≤ d(x, y) for any x, y ∈ V and j ∈ [n], and since φ c j (s) (x) is non-zero for a single j ∈ [n] it follows that for any s ∈ I
and hence
Claim 2.8. The mapping φ has the local property.
Proof. The first local property is immediate by the first property of Lemma 2.6 and by (1). The second local property follows from the choice of s in the proof of Claim 2.7.
3 Low Distortion p -embeddings of Low Bandwidth Graphs
Preliminaries and Definitions
Definition 3.1. Given graph G = (V, E) and linear ordering f :
The bandwidth of G is the minimum bandwidth over all linear orderings f . Given an optimal bandwidth ordering f , the index of u is simply f (u).
Definition 3.2. Define λ(x, y) = |f (x) − f (y)| which is the distance between x, y in the bandwidth ordering f of G.
In what follows we are given a graph G of bandwidth k, the metric space associated with G is the usual shortest-path metric, and we assume we are given the optimal ordering f obtaining this bandwidth. This ordering is computable in time exponential in k, and since our embedding only improves upon previous work (for example Bourgain [Bou85] ) when k is quite small, it may be reasonable to assume that the ordering is given. In general computing the best bandwidth ordering is NP-Hard, and the best approximations are poly-logarithmic in n [Fei98] .
Claim 3.3. Let G be a graph of bandwidth k. Then there exists an ordering where for any x, y ∈ G,
Proof. Assume d(x, y) = r, and let P xy = (x = v 0 , v 1 , . . . , v r = y) be a shortest path in G connecting x and y, then by the triangle inequality λ( Proof. Consider the ball of radius 2r about some point x ∈ V . We must show that this ball can be covered by at most 4k + 1 balls of radius r.
Consider any integer 0 < a ≤ r. Let Y a be the set of points y such that d(x, y) = a; similarly let Y a+r be the set of points y such that d(x, y) = a + r. We claim that the set of balls of radius r centered at points in {x} ∪ Y a ∪ Y a+r covers the ball of radius 2r around x. In particular, consider any point z in this ball. If d(x, z) ≤ r then z ∈ B(x, r). If a ≤ d(x, z) < a + r then there is some shortest path from x to z of length d(x, z) which must include a point y with d(x, y) = a and d(y, z) = d(x, z) − a < r. It follows that z ∈ B(y, r) and that y ∈ Y a . If a + r ≤ d(x, z) < 2r then again there is a shortest path from x to z of length d(x, z) which must include a point y with d(x, y) = a + r and d(y, z) = d(x, z) − a − r < r. It follows that z ∈ B(y, r) and y ∈ Y a+r . Now consider the various sets {x} ∪ Y a ∪ Y a+r as we allow a to range from 1 to r. With the exception of x, these sets are disjoint for distinct values of r. So every point in B(x, 2r) other than x appears exactly once. It follows that there must be some choice of a such that the size of this set is only 1 + 1 r |B(x, 2r)|. Since the graph G has bandwidth k, it follows that any pair of adjacent nodes are within k of each other in the bandwidth ordering. So all points in B(x, 2r) are within 2rk of x in the ordering, and thus there are at most 4rk such points. From this it follows that we need only 4k + 1 balls to cover B(x, 2r).
The remainder of this section will be devoted to proving our main theorem, that graphs of bounded bandwidth embed into p with low dimension and distortion.
Theorem 3.5. Let G be a graph with bandwidth k and let 0 < θ < 1, then for any p ≥ 1, there exists an embedding of G into p with distortion O(k 2+θ ) and dimension O((log k)/θ).
Proof of Theorem 3.5
Consider the mapping φ defined in (2). By Claim 2.7 combined with Theorem 2.5 (noting that for unweighted graphs we get O(log n) 1 expansion) we can transform it into an embedding of a graph with bandwidth k into any p space of dimension O((log k)/θ) with distortion O(log 1+θ n) for any 0 < θ ≤ 1. Our main innovation is to reduce the number of scales effecting each of the points, thereby reducing the overall distortion to O(k 2 ).
Let G be a graph with bandwidth k and f be the optimal ordering obtaining this bandwidth. Let α ≤ 4k + 1 be the doubling constant of G. For each scale s, we will say that scale s is active at point x if there exists a y such that λ(x, y) ≤ k and s/8 ≤ d(x, y) ≤ 4s. We define h s (x) to be the distance from x to the nearest point z for which s is not active (note that h s (x) = 0 if s is not active at x). We then define a mappingφ as follows:
We add an extra coordinate f which is the location of the points in the bandwidth ordering. We will claim that thisφ is single-coordinate Proof. Consider any pair of points x, y. We observe that the total number of scales which are active for these two points is at most O(k). In total there are at most O(k) non-zero coordinates for these two points. So the 1 expansion expression has only O(k) non-zero terms. Let c be a non-zero coordinate. Because each coordinate produces expansion of at most 1 in φ (see proof of Claim 2.7), we have:
Ifφ c (y) = φ c (y) then sinceφ c (x) ≤ φ c (x), we can write:
On the other hand, suppose thatφ c (y)
From this we conclude that each non-zero coordinate produces expansion at most O(1), and when we total this over O(k) non-zero coordinates we get total 1 expansion at most O(k).
We note that adding the coordinate f does not increase the expansion by much. In particular, for any point pair x, y we have |f (x) − f (y)| ≤ kd(x, y) by Claim 3.3. So the extra coordinate increases expansion by at most an additive k.
The tricky part is proving that the mapping is single-coordinate ( , 1 k ) lower-bounded. Given some pair of points x, y, one might imagine that the critical coordinates were deemed inactive for x and y, and thus the single-coordinate lower-bound will no longer hold. We will prove that this is not the case.
Lemma
and of courseφ c (y) = 0. We conclude that x, y are ( , Ω(1/k)) lower bounded.
In the remainder of proof we show that indeed scale s must be active at either x or y . Since
and similarly for |f (y) − f (y )| from which we can conclude that |f (x ) − f (y )| ≤ 1 2 d(x, y). Now consider a fixed shortest path from x to y . Assume without loss of generality that f (x ) < f (y ). We define two special points along this path as follows:
•x is the first point on the path from x to y such that for all points z subsequent to or equal tox on the path, we have f (z) ≥ f (x ).
•ỹ is the first point on the path fromx to y with f (ỹ) ≥ f (y ) These points will be auxiliary points showing that scale s is active at either x or y . For instance to show that scale s is active at x it is enough to show that λ(x ,x) ≤ k and that s/8 ≤ d(x ,x) ≤ 4s. We observe that because any pair of consecutive vertices on a path are at most k apart in the bandwidth ordering, it must be that |f (x ) − f (x)| ≤ k and |f (y ) − f (ỹ)| ≤ k (because the point x just beforex on the path has f (x ) ≤ f (x ), and similarly for y). Note that for every point z on the path fromx toỹ, the value of f (z) is a unique point between f (x ) and f (y ). We conclude that d(x,ỹ) ≤ |f (x ) − f (y )| ≤ Proof. The first condition follows immediately from the fact that φ is local andφ c (x) ≤ φ c (x) for all c and x. The second condition follow from Lemma 3.7.
We now combine the lemmas and apply Theorem 2.5 toφ. This guarantees bounded contraction for point pairs with |f (x) − f (y)| ≤ 1 4 d(x, y). We add the single additional coordinate f , and this guarantees bounded contraction for points with |f (x) − f (y)| ≥ 1 4 d(x, y). Choosing for any 0 < θ < 1, = k −θ will give distortion O(k 2+θ ) and dimension O((log k)/θ).
Tree Bandwidth
Definitions and Preliminaries
We will give an embedding of a graph of low tree-bandwidth [CGM06] into p . The distortion will be polynomial in k, with a multiplicative O( √ log log n) term for p > 1 [Bou86] . This improves upon the result of [CGM06] by reducing the distortion and extending to p . We first define tree bandwidth and valid partitionings:
] Given a graph G = (V, E), we say that it has tree-bandwidth k if there is a rooted tree T = (I, F ) and a collection of sets {X i ⊂ V |i ∈ I} such that: ∀i, |X i | ≤ k, V = X i , the X i are disjoint, ∀(u, v) ∈ E, u and v lie in the same set X i or u ∈ X i and v ∈ X j and (i, j) ∈ F , and if i has parent
Definition 4.2. Given a metric space (V, d), a partitioning C s at scale s is valid if for any pair of points x, y ∈ V with d(x, y) > s, C j partitions x, y into separate clusters, and for any pair of points x, y ∈ V with d(x, y) ≤ s |V | , C j places x, y in the same cluster. Definition 4.3. Given a metric space (V, d), a partitioning C s at scale s is almost-valid if for any pair of points x, y ∈ V with d(x, y) > 2s, C j partitions x, y into separate clusters, and for any pair of points x, y ∈ V with d(x, y) ≤ s 2|V | , C j places x, y in the same cluster. A family of partitions contains a partition for each scale s which is a power of two, up to the diameter of (V, d). We will say a family of partitions is valid (almost-valid) if every partition in the family is valid (almost-valid). We first show that it is always possible to construct a valid partition. We will now define an embedding technique based upon almost-valid partition families. When we embed tree-bandwidth, we apply this technique separately to each of the node sets in the tree bandwidth decomposition.
Theorem 4.5. Suppose we are given an almost-valid family of partitions. We define a coordinate for each cluster of C s , such that this coordinate has value 4s for points in the cluster and 0 for other points. After creating such a coordinate for each cluster and scale s, the resulting mapping of (V, d) into high dimensional space does not contract any distance for any p norm, and does not expand any distance by more than 32|V |.
Proof. Consider some x, y with s < d(x, y) ≤ 2s.
We observe that x, y will be in the same cluster for
Thus the embedded distance between x and y will be at most 2Σ m<4s|V | 4m ≤ 32s|V | ≤ 32|V |d(x, y), which bounds the expansion (the sum is over m which are powers of two and thus is geometric).
On the other hand, x, y will be partitioned into different clusters by C s/2 (and C m for m ≤ s/2) since d(x, y) > 2 s 2 . Thus the embedded distance between x and y will be at least 4 s 2 ≥ 2s ≥ d(x, y), implying no contraction.
The following theorem is our main result of this section, its proof will be given below in Section 4.2, using almost-valid families of partitions to produce a low-distortion embedding of a graph of tree-bandwidth k into p .
Theorem 4.6. There is a randomized algorithm to embed tree-bandwidth k graphs into p with expected distortion O(k 3 log k + kρ) where ρ is the distortion for embedding the tree decomposition into p .
In the case of 1 , there is a simple embedding of a tree with ρ = 1. For 2 , the bound of [Bou86] ensures ρ = O( √ log log n). We can also apply Theorem 2.5 to reduce the dimension of the embedding of Theorem 4.6. To do this we need to bound the dimension in which the tree can be embedded.
Lemma 4.7. Let G be a graph with tree bandwidth k, and let α be the doubling constant of G, then the doubling dimension of the decomposition tree T for G is log α T = O((log α)(log k)).
Proof. Let T = (I, F ) be the tree decomposition of G. Assume that T has doubling constant α T , then there must be r > 0 and α T nodes s 1 , . . . , s α T ∈ I such that d(s i , s j ) > r for all i = j but there is y ∈ I with s i ∈ B(y, 2r) for all i (otherwise the doubling constant of T would be less than α T ). Let z be the least common ancestor of s 1 , . . . , s α T , since T is a tree it must be that d T (z, s i ) ≤ 2r. By the definition of tree bandwidth, for every u ∈ X s i there is a node v ∈ X z such that d G (u, v) ≤ 2rk, and since X z contains at most k points there must be a node w ∈ X z which is the ancestor for at least α T /k nodes u i ∈ X s i for different i. Consider two such nodes u i ∈ X s i and u j ∈ X s j , i = j, then since d T (s i , s j ) > r it must be that d G (u i , u j ) > r for any (it can be checked that tree distances lower bound the graph distances), and also for all i: u i ∈ B(w, 2rk). This implies that in the graph G there are α T /k points which are r apart but all within a ball of radius 2rk. Since the graph G has doubling constant α there can be at most α log(2k) such points, which yields α T /k ≤ α 2 log(2k) , and hence: log α T ≤ O(log α log k).
It follows that we can use an embedding for the decomposition tree T of G where the distortion and dimension are function of the doubling dimension of T , and therefore function of α and k. In particular, we can use the tree embedding of [GKL03] .
Corollary 4.8. Suppose that we are given a tree-bandwidth k graph along with its tree decomposition. Let the doubling constant of this graph be α. Let α T be the doubling constant of T , given by Lemma 4.7. Further, suppose that there exists an embedding of the tree decomposition into d(α T ) dimensional p with distortion ρ(α T ). Then for any 0 < θ < 1 there is an embedding of the graph into p with expected distortion O(k 3+θ log k + kρ(α T )) and dimension O((log α)/θ + d(α T )).
Proof of Theorem 4.6
Proof overview: We construct an almost-valid partition at each scale for each of the sets of nodes X i in the bandwidth decomposition. We start with the root and construct a valid partition for each scale s. We also define a timer τ s which is initialized to a value selected uniformly from [0, s 4k 2 − 1]. We now traverse the tree, moving downwards from the root. For each set of nodes X i , we copy the values of τ s for each scale from the parent set X p(i) . We then increment the τ s which correspond to a scale such that there are two points x, y ∈ X i with s 2k ≤ d(x, y) ≤ 2s. If the timer has τ s < s 4k 2 then we produce partition C s by using the same clusters which we defined for the parent, and adding each point x ∈ X i to the cluster containing its nearest neighbor in X p(i) . Otherwise we have τ s = s 4k 2 and we construct a valid partition C s from scratch using Theorem 4.4. We then reset τ s to zero.
We now have many partitions corresponding to each scale. We create a coordinate for each cluster in each partition and give that coordinate value 4s for points in that cluster and 0 for other points. We additionally create coordinates which embed the tree-bandwidth decomposition tree into p with distortion ρ; for each point in X i we assign values to these coordinates corresponding to X i . We then multiply all of these tree-bandwidth decomposition based coordinates by k. We claim that the coordinates described here will satisfy Theorem 4.6.
The proof will be based upon proving that all the partitions we use are almost-valid, that not too many timers are incremented at any step, and that therefore the expected expansion between a parent and child cannot be too large. We observe that this construction will be single-coordinate lower bounded except for pairs obtaining contribution from the embedding of the tree, since the proof proceeds by showing that points x, y should belong to different clusters of an almost-valid partition at an appropriate scale. Similarly, the local property will hold which implies Corollary 4.8. We now provide the detailed proof.
Lemma 4.9. The clusterings we use for X i are almost-valid.
Proof. Consider some clustering C s that is not almost-valid. It follows that there is some pair x, y ∈ X i such that d(x, y) ≤ s 2k but where x, y are in different clusters, or that there is some pair x, y ∈ X i such that d(x, y) > 2s but where x, y are in the same cluster. We will consider the first case (the proof of contradiction for the second case is similar). We backtrack to the most recent time when we replaced cluster C s . At that time, there were some ancestors of x, y which we will call a(x), a(y). Since we have simply copied the clusters from the ancestors, and at that time the partition was valid, it must be that d(a(x), a(y)) > s k . By triangle inequality, it must be that either d(x, a(x)) > Lemma 4.10. When we update timers for X i , at most O(k log k) timers will be incremented.
Proof. We first observe that a single distance can increment at most O(log k) timers. Consider building the minimum spanning tree on the nodes of X i , where the weight of an edge equals the distance between its endpoints. There are k − 1 edges in this spanning tree. Now consider any pair of points x, y in X i . Consider the path P (x, y) through the spanning tree. If the distance between x, y is less than the length of the longest spanning tree edge in P (x, y), then we could produce a better spanning tree by removing that longest edge and replacing it with (x, y). On the other hand, the distance between x, y cannot exceed the length of P (x, y) which is at most (k − 1) times the length of the longest spanning tree edge in P (x, y). Thus every distance is within a factor of k of the length of some spanning tree edge. Distances within a factor of k of a particular distance can increment only O(log k) timers, so we get at most O(k log k) timers incremented in total.
Lemma 4.11. For any timer τ s which is incremented, the probability of defining a new partition C s for X i is exactly 4k 2 s ; for any timer τ s which is not incremented, the probability of defining a new partition C s for X i is zero.
Proof. We always maintain that timers have value at most s 4k 2 − 1, so we can only define a new clustering C s if we increment timer τ s . The number of times τ s has been incremented since the root node is deterministic, so there is exactly one initial value for τ s such that we will define a new clustering C s . Since the initial values were determined uniformly at random, the lemma follows.
Theorem 4.12. The expected embedded distance between x ∈ X i and p(x) ∈ X p(i) is no more than O(k 3 log k + kρ) and at least k.
Proof. Consider nodes x and p(x). The coordinates which differ for these nodes are the coordinates corresponding to the tree-bandwidth decomposition X i and X p(i) as well as possibly some coordinates corresponding to partitions. Since the embedding of the tree-bandwidth decomposition has distortion ρ and X i and X p(i) are adjacent, using these coordinates and multiplying them by k gives us a distance of at most kρ and at least k. This immediately gives us the lower bound claimed; we will prove the upper bound.
Inherited partitions don't create any distance between parent and child -the same coordinate will be given the same value. The coordinates where x and p(x) differ are those corresponding to clusters of partitions C s where we defined a new valid partition for X i . Whenever this happens, we will have x and p(x) in different clusters, so we will have a pair of coordinates one of which is 4s and the other of which is zero for x, with p(x) being exactly the opposite. For any C s where we incremented the timer, the probability of this mismatch will be 4k 2 s by 4.11. Applying linearity of expectations and the fact that at most k log k timers were incremented by lemma 4.10, we can conclude that the expected 1 distance between parent and child is at most O(k 3 log k + kρ). Since the p distance can never exceed the 1 distance (for p > 1) we have the same bound for p .
We will now complete the proof of Theorem 4.6. We will define d E (x, y) to be the embedded distance between x and y, and attempt to relate it to d(x, y). We consider three cases:
1. If x, y are in the same set X i in the tree decomposition, then we simply combine Theorem 4.5 with Lemma 4.9 to see that their embedded distance via the clusterings does not contract the real distance and does not expand the real distance by more than O(k). We observe that the coordinates corresponding to the tree decomposition will be identical for x and y and will therefore have no effect.
this distance. For the distance between x and its parent, we apply Theorem 4.12. Combining these yields
On the other hand, we also guarantee that 3. If x ∈ X i and y ∈ X j for distinct, non-adjacent sets X i , X j , then there is some path Q through the tree T = (I, F ) from i to j. We will prove our bound by induction on the length of this path, with the base case being covered in the previous case where |Q| = 1 and X i , X j are thus adjacent. Inductively, we find the shortest path in the original metric between x and y, and observe that it must visit some node z in each set Z lying on the path Q. Since z is closer in the tree-bandwidth decomposition to both x and y, we can inductively write We now need to bound the contraction. We consider W to be the common ancestor of the super-nodes containing x and y, and let x , y be closest nodes in W to x and y respectively. The coordinates representing partitions guarantee that d E (x, y) ≥ d E (x , y ) since x and y inherit clusterings from their ancestors (i.e. x and y cannot be in the same cluster at a particular scale unless x , y are also in the same cluster). The tree decomposition coordinates give d E (x, y) ≥ k|Q|. Since x , y are in the same super-node we have d E (x , y ) ≥ d(x , y ), and because of the parent-child distance of at most k we can guarantee that d(x , y ) ≥ d(x, y) − k|Q|. Combining these yields:
Thus we have expansion by at most O(k 3 log k + kρ) and contraction by at most a factor of two. We can eliminate contraction by simply doubling the values of all coordinates (which increases expansion by a factor of two).
In general we will have ρ ≤ O( √ log log n) as this is the bound for embedding trees into p . Of course, for 1 we have ρ = 1 and for specific trees we may have smaller ρ values in 2 .
A Proof of Theorem 2.5
Consider the following transformation of φ. The first step is to unite coordinates assigned to the same scale, and make sure the value of any scale s is bounded. Let φ (s) = min{Σ c:sc=s φ c , βs}. Note that for any x, y ∈ V , if φ (s) (y) = βs then φ (s) (x) − φ (s) (y) ≤ βs − βs = 0 and if φ (s) (y) = Σ c:sc=s φ c (y) then φ (s) (x) − φ (s) (y) ≤ Σ c:sc=s (φ c (x) − φ c (y)). In any case it holds by symmetry of x, y that |φ (s) (x) − φ (s) (y)| ≤ Σ c:sc=s |φ c (x) − φ c (y)|.
Let I be the set of new coordinates, its exact size will be determined later. For each scale s and i ∈ I we select σ i s independently and uniformly from [0, 1]. We now define:
This replaces the D coordinates generated by φ with a single coordinate. We observe that the
The problem is that this transformation may introduce contraction. We will first show that for any pair of points, the contraction is bounded with 1 − 2 probability. In what follows we assume w.l.o.g that the lower bound single coordinate for any pair x, y ∈ X has scale s such that s < d(x, y) ≤ 2s (this will only affect the constant factors of the following analysis).
Lemma A.1. For any pair of points x, y ∈ V , we have |φ i (x)−φ i (y)| ≥ βd(x, y)/4 with probability at least 1 − 2 .
Proof. This follows from the single-coordinate ( , β) lower-bound condition. Let E be the event that there is a lower bounding coordinate, and let z be that coordinate, i.e. |φ z (x) − φ z (y)| ≥ βd(x, y). Recall that Pr[E] ≥ 1 − . Let s = s z and note that since s < d(x, y) the second local condition implies that either φ (s) (x) or φ (s) (y) is zero. Assume w.l.o.g that φ (s) (y) = 0, then assuming event E we get that φ z (x) ≥ βd(x, y) > βs and so φ (s) (x) = βs (recall that we assumed that the range of φ is non-negative).
Let f (x) = Σ t =s σ i t φ (t) (x), and denote A = βs. Assuming that event E occurred, the random variable σ i s φ (s) (x) takes values uniformly on the interval [0, A], independently from the random choices determining f (x) and f (y). Therefore for any value of |f (x) − f (y)| there is probability at least 1 − that the distance of σ i s φ (s) (x) from |f (x) − f (y)| is at least A/2. In such a case we get that
The probability of both these independent events happening is at least (1 − ) 2 ≥ 1 − 2 . The proof is completed recalling that s ≥ d(x, y)/2.
Of course, this contraction bound is not independent from one pair of points to another. This is why we have the superscript i; we will in fact generate many functions φ i , each of which will be one coordinate in our normed space. We can use Chernoff bounds to show that O(log n) coordinates are sufficient; however we would like to reduce the dimension to resemble the doubling dimension of (V, d) which may be substantially smaller than log n. The idea is to use locality along with the Lovasz Local Lemma. We want to establish that for a sufficient number of dimensions, there is a non-zero probability that no distance contracts.
For any pair x, y, let z be the single-coordinate lower-bound for (x, y). We define Z i (x, y) to be the event that if σ i s were zero for all s < Qs z (for Q < 1 to be defined later), then we would contract by at most a factor of β/4. In other words, it is the event that: 
The second locality property implies that s z < cd(x, y) for some constant c, and by selecting sufficiently small Q = /(8c) we can make (4) at most βd(x, y)/8, which enables us to complete the proof.
We define G(x, y) to be the event that Z i (x, y) = 1 for at least 1/2 of the i values. We will establish that if G(x, y) holds for every pair x, y in a net, then this will be sufficient to imply that no contraction occurs. Since we have x, y ∈ N s , the event G(x, y) must hold, and therefore there are a constant fraction of i ∈ I for which Z i (x, y) = 1. Applying lemma A.2 we conclude that the weighted sum of φ i gives us an embedded distance between x and y of at least βd(x, y)/8. Letd(u, v) be the embedded distance between u and v using the weighted combination of φ i coordinates. Then:d The first inequality follows from triangle inequality; the second from the expansion bound of δ ond(x, u) andd(y, v).
We now need to argue that the probability of all G(x, y) events holding simultaneously is nonzero. We will do this by applying Lemma A.6, combined with the following lemmas about the probabilities.
We will apply this lemma to complete the proof of Theorem 2.5. The "rating function" referred to in the local lemma will simply order the coordinates by their scales (decreasing order). The dependency graph connects the event G(u, v) to the events G(u , v ) for the pairs u , v ∈ T . We can , since < 1/8 it follows that the above expression is bounded by exp{−1/(8 ) · ln(1/(4 )) · 2 m} ≤ exp{−Ω(log α log(δ/β))} as required. As Lemma A.4 suggests, this bound still holds even if we condition on events G(u , v ) for some u , v ∈ N s \ T .
It will follow that the probability of simultaneously having all G events occur for pairs satisfying the condition of Lemma A.3 will be nonzero. We can find the choice of randomness necessary for this to occur in polynomial time using a technique similar to [Bec91, MT10] as described in [ABN08] . We can make this embedding non-contracting by simply multiplying all coordinates by O(1/( 2 β)).
