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Abstract
We present a Korn-Poincare´-type inequality in a planar setting which is
in the spirit of the Poincare´ inequality in SBV due to De Giorgi, Carriero,
Leaci (see [14]). We show that for each function in SBD2 with small jump
set one can find a modification which differs from the original displacement
field only on a finite union of rectangles with small measure such that
the distance of the modification from a suitable infinitesimal rigid motion
can be controlled by an appropriate combination of the elastic and the
surface energy. In particular, the result can be used to obtain compactness
estimates for functions of bounded deformation.
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1 Introduction
The propagation of crack has been studied in the realm of linearized elasticity
since the seminal work of Griffith (see [23]) and led to a lot of realistic appli-
cations in engineering. Also from a mathematical point of view the theory is
well developed (see [1, 4]) and adopted in many recent works in applied analysis
(see e.g. [4, 5, 7, 8, 16, 24, 26]). A natural framework for the investigation of
fracture models in a geometrically linear setting is given by the space of functions
of bounded deformation, denoted by BD(Ω,Rd), which consists of all functions
u ∈ L1(Ω,Rd) whose symmetrized distributional derivative Eu := 1
2
((Du)T +Du)
is a finite Rd×dsym-valued Radon measure. To study problems in fracture mechan-
ics with variational methods Francfort and Marigo [17] have introduced energy
functionals which are essentially of the form∫
Ω
|e(u)|2 dx+Hd−1(Ju), (1.1)
where u ∈ SBD2(Ω,Rd). (For the definition and properties of this space we
refer to Section A.1 below.) These so-called Griffith functionals comprise elastic
bulk contributions for the unfractured regions of the body represented by the
linear elastic strain e(u) := 1
2
(∇uT +∇u) and surface terms that assign energy
contributions on the crack paths comparable to the size of the crack Hd−1(Ju).
A major difficulty of these problems is given by the fact that there is no
control over the skew-symmetric part of the distributional derivative. Indeed, it
would be desirable that uniform bounds on (1.1) induce estimates for the strain
∇u or the function u itself and that accordingly suitable compactness results can
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be derived. However, simple examples (see e.g. [1]) show that such properties
cannot be inferred in general as the behavior of small pieces being almost or
completely separated from the bulk part may not be controlled. On the one
hand, this observation particularly implies that SBD is not contained in SBV.
(For the definition and properties of SBV we refer to [2].) On the other hand,
it leads to the natural question if certain estimates still hold (1) up to a small
exceptional set or (2) after passing to a slightly modified displacement field. The
goal of the work at hand is to show that indeed the distance of the function u from
an infinitesimal rigid motion can be estimated by an appropriate combination of
the energy terms given in (1.1).
The starting point of our analysis is the classical Korn-Poincare´ inequality in
BD (see [27]) stating that there is a constant C(Ω) depending only on the domain
Ω ⊂ Rd such that
‖u− Pu‖
L
d
d−1 (Ω)
≤ C(Ω)|Eu|(Ω) (1.2)
for all u ∈ BD(Ω,Rd), where P is a linear projection onto the space of in-
finitesimal rigid motions and |Eu| denotes the total variation of the symmetrized
distributional derivative. This is a remarkable result in consideration of the fact
that corresponding estimates also involving the absolutely continuous part of the
derivative ∇u do not hold since Korn’s inequality fails in BD (cf. [10]).
It first appears that the inequality is not adapted for problems of the form
(1.1) as in |Eu|(Ω) the jump height is involved and in (1.1) we only have control
over the size of the crack. However, the main strategy of our approach is to
prove that one may indeed find bounds on the jump heights after a suitable
modification of the jump set and the displacement field whose total energy (1.1)
almost coincides with the original energy. In particular, (1.2) is then applicable
and it can be shown that the distance of the modification from an infinitesimal
rigid motion can already be controlled in terms of the elastic energy.
The goal of this work is to prove the following Korn-Poincare´-type inequality
for SBD2 functions. For µ > 0 let Qµ = (−µ, µ)2 and by diam(R) denote the
diameter of a rectangle R ⊂ Qµ.
Theorem 1.1 Let θ > 0. Then there is a constant C = C(θ) > 0 such that
for all ε > 0 and all u ∈ SBD2(Qµ,R2) the following holds: We get paraxial
rectangles R1, . . . , Rn with∑n
j=1
diam(Rj) ≤ (1 + θ)
(H1(Ju) + ε−1‖e(u)‖2L2(Qµ)) (1.3)
such that for E :=
⋃n
j=1Rj and the square Q˜ = (−µ˜, µ˜)2 with µ˜ = max{µ −
3
∑
j diam(Rj), 0} we have |E| ≤
∑
j(diam(Rj))
2 and
‖u− (A ·+b)‖2
L2(Q˜\E) ≤ Cµ2
(‖e(u)‖2L2(Qµ) + εH1(Ju)) (1.4)
for some A ∈ R2×2skew and b ∈ R2.
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The specific choice ε = ‖e(u)‖2L2(Qµ)(H1(Ju))−1 shows that the distance from
an infinitesimal rigid motion may indeed be controlled exclusively by the elas-
tic part of the energy. As a direct consequence we obtain a modification u˜ ∈
SBD2(Qµ,R2) with u˜ = u on Qµ \ E and u˜(x) = Ax + b for x ∈ E such that
the estimate in Theorem 1.1 still holds. To the best of our knowledge our Korn-
Poincare´ inequality differs from other inequalities of this type available in the
SBV-setting (see [6, 14]) as it is not based on a truncation of the function (which
is forbidden in the SBD framework), but on a modification of the displacement
field on an exceptional set E =
⋃
j Rj. This set is associated to the parts of Qµ
being detached from the bulk part of Qµ by Ju. In contrast to the recently es-
tablished estimate in [9], Theorem 1.1 provides an exceptional set with a rather
simple geometry. In particular, we have control over H1(∂E) which allows to
apply compactness results for GSBD functions (see [12]).
In revising the present contribution let us also mention that after submis-
sion of the original version of this article, similar inequalities [11, 18] in a planar
setting occurred also providing a bound on the perimeter of an exceptional set.
In contrast to these results our modification technique allows to obtain a very
fine estimate on the sum of the diameter of the rectangles if in (1.3) we choose
ε = θ−1‖e(u)‖2L2(Qµ)(H1(Ju))−1 for given small θ. In fact, also in related ques-
tions concerning the approximation of SBD functions (see e.g. [8, 24]) it turned
out that the derivation of sharp estimates for the surface energy is a particularly
challenging problem. The bound in (1.3) will be fundamental in the rigidity es-
timates in [21], where based on Theorem 1.1 we construct a modification whose
crack length essentially coincides with the surface energy of the original displace-
ment field.
Apart from (1.4) we also provide a trace estimate for a modification u¯ of u on
the boundary ∂E (see Section 2.2 below), i.e. we do not only control the length
of ∂E, but also the jump height of u¯ along ∂E. This byproduct of our main
result is (1) again essential in [21] to estimate the fracture energy and (2) a basic
ingredient for the derivation of a Korn-type inequality in SBD [18].
We comment that the original motivation for establishing Theorem 1.1 was the
investigation of quantitative geometric rigidity results in SBD and the derivation
of linearized Griffith energies from nonlinear models (see [19, 21]) generalizing
the results in nonlinear elasticity theory (cf. [13, 22]) to the framework of brittle
materials. Nevertheless, we believe that this inequality is of independent interest
and may contribute to solve related problems in the future, especially concerning
fracture models in the realm of linearized elasticity which are related to problems
in SBV where Poincare´ inequalities (see [14]) have proved to be useful. Moreover,
although similarly as other results in this context (see [6, 9, 14]) Theorem 1.1
provides an estimate only for functions with small jump sets, the modification
technique presented in this article is adapted for problems involving functions
with possibly large jump sets (see [20, 21, 25]) where arguments based on slicing
4
are not expedient.
The derivation of our main result is very involved as apart from the fact that
the body may be disconnected by the jump set one has to face the problems that
e.g. (1) the body might be still connected but only in a small region where the
elastic energy is possibly large, (2) the crack geometry might become extremely
complex including highly oscillating crack paths, (3) there might be infinite crack
patterns occurring on different scales. The common difficulty of all these phenom-
ena is the possible high irregularity of the jump set whence there are no uniform
bounds for the constant in (1.2). Therefore, our proof is based on a modification
algorithm which analyzes the problem iteratively on regions of mesoscopic size
gradually becoming larger. In each step we have to carefully balance the elastic
and surface contributions as well as the crack geometry and decide whether to
establish an estimate for the function using (1.2) or to alter the jump set.
Although we in principle believe that the main strategy and a lot of techniques
can be employed to treat the problem in arbitrary space dimension, we only prove
the result in a planar setting in order to avoid even more technical difficulties
concerning the topological structure of the crack geometries occurring in d ≥ 3.
As the proof of Theorem 1.1 is very technical and long, we give a short
overview and highlight the principal proof strategies for convenience of the reader
at the end of this introduction. The rest of the paper is then organized as follows.
In Section 2 we present the main modification results and show that Theorem 1.1
may be derived herefrom. Section 3 is devoted to a fine investigation of the crack
geometry in the neighborhood of a jump component which is the starting point
for the derivation of a trace estimate. In Section 4 we then present a modification
algorithm which iteratively modifies the jump set such that the estimates on the
jump height may be applied. Section 5 and Section 6 contain the proofs of the
technical results. Finally, in Appendix A we provide some auxiliary estimates
including an analysis for the constant of the Korn-Poincare´ inequality in BD (see
(1.2)) for varying domains and a trace theorem in SBD which allows to control the
L2-norm of the functions on the boundary. Here we also give a list of frequently
used notation.
Overview of the proof
We give an outline of the principal proof ideas.
(A) First, by approximation of u ∈ SBD2(Qµ) we can assume that the jump
set can be covered by a finite number of rectangles (see Theorem A.3 and the proof
of Theorem 2.2). The boundary of these sets, called boundary components in the
following, will be altered during an iterative procedure and we measure their
length by a convex combination of the Hausdorff-measure H1 and the ‘diameter’
defined by
|Γ|∗ := h∗H1(Γ) + (1− h∗)|Γ|∞ with |Γ|∞ =
√
|pi1Γ|2 + |pi2Γ|2
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for 0 < h∗ < 1 small, where Γ denotes the boundary component and pi1, pi2 the
orthogonal projections onto the coordinate axes.
(B) Beginning with small components
the goal is to derive a trace estimate
on each Γ such that replacing the func-
tion u by an appropriate infinitesimal
rigid motion in the interior of the rect-
angle we get [u] ∼ √|Γ|∞ε on Γ. Here
the scaling of [u] reflects the intuition
that the crack opening of small cracks
is generically small. Then the estimate
(1.4) in Theorem 1.1 can be established
by (1.2). The fundamental ingredient
in the proof is a modification algorithm
introduced in Section 4.2 which iter-
atively changes the jump set and de-
termines the trace at boundary com-
ponents once specific conditions in a
neighborhood are fulfilled.
Γ1
Γ3Γ
′
Γ′′
Γ4
Γ2
N(Γ1)
Figure 1: Different boundary components
whose interior is illustrated in light grey.
In dark grey we depicted N(Γ1).
(C) To derive a trace estimate for Γ we consider a rectangular neighborhood
N = N(Γ) (see Γ1 in Figure 1 and Section 3.1). If N does not contain other
components (see Γ1) and the elastic energy ‖e(u)‖2L2(N) is bounded by ∼ |Γ|∞ε,
the property essentially follows by a scaling argument in (1.2) and a corresponding
trace theorem. Likewise, an estimate can be derived if N contains only small
components (Γl)l, for which [u] ∼
√|Γl|∞ε on Γl has already been established
and one has
∑
l |Γl|∞ ≤ C|Γ|∞ (see Γ2).
We will even see that the behavior of u in N is still sufficiently rigid if there
are (at most) two large components Γ′, Γ′′ intersecting N and the elastic and
surface energy in the two areas close to Γ,Γ′ and Γ, Γ′′ are small enough (see Γ3).
We refer to the beginning of Section 6 for a more detailed overview of the proof
of the trace estimate and to Section 3.3 where the statement is formulated and
the required bounds on the energy in N are listed.
(D) In general, however, there is no control over the elastic energy and the
components intersecting N (see Γ4). We will show that in this case the jump set
can be changed without substantial increase of
∑
j |Γj|∗, which will be crucial for
the derivation of (1.3). We essentially consider three situations (see case (a)-(c)
in the proof of Theorem 2.3 in Section 4.3):
(D1) If the size of the jump components (Γl)l in N is much larger than
|Γ|∞, then it is favorable to replace the component by a larger rectangle Γ˜ since
|Γ˜|∗ ≤ |Γ|∗ +
∑
l |Γl|∗ (see Figure 2 (a)) and the sets Γ, (Γl)l will not be ‘used’
anymore in the following iteration steps. A similar construction may be applied
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if the elastic energy exceeds ε|Γ|∞. (Here we see why in (1.3) also ‖e(u)‖2L2(Qµ)
occurs.)
(D2) Moreover, we show by exploiting the properties of | · |∞ that it is never
convenient if there are three components Γ1,Γ2,Γ3 ∩N 6= ∅ (or more) whose size
is comparable to |Γ|∞. As illustrated in Figure 2 (b), the strict convexity of the
euclidian norm |(pi1Γ, pi2Γ)| =
√|pi1Γ|2 + |pi2Γ|2 implies that the contribution of
|Γ|∗, (|Γk|∗)3k=1 can be ‘used’ to generate a new rectangular component Γ˜ without
increase of the surface energy measured in terms of | · |∗. Likewise, the position
of the components with respect to Γ can be investigated (see Figure 7 below).
Γ
N(Γ)
(a) (b)
Γ˜ Γ˜
N(Γ)
Γ
Γ1
Γ2
Γ3
Figure 2: (a) The components Γ and (Γl)l are replaced by a larger dotted rectangle Γ˜
which in general strictly contains N(Γ). (b) Exploiting the properties of | · |∞ we find
|Γ˜|∞ < |Γ|∞ +
∑
k=1,2,3 |Γk|∞ and then also |Γ˜|∗ < |Γ|∗ +
∑
k=1,2,3 |Γk|∗ for h∗ small.
(D3) Finally, if the region Ψ = Ψ(Γ,Γ′) close to Γ,Γ′ contains too much
jump or elastic energy, the components can be combined to a new component
Γ˜ as depicted in Figure 3 (a). In contrast to (D1),(D2), however, we see that Ψ
in general is not included in the rectangle Γ˜ and therefore the energy contained
therein is potentially ‘used’ again in a subsequent iteration step. To keep track
of this fact, we assign a weight 0 < ω(Γl) < 1 to all Γl intersecting Ψ indicating
that the component has already been involved in a modification of this kind. In
the following steps we then may not use the full contribution |Γl|∗, but only
|Γl|ω := ω(Γl)(1− h∗)|Γl|∞ + h∗|Γl|H.
(E) To establish an estimate of the form (1.3), it is crucial that each compo-
nent is only involved in a bounded number of applications of (D3). Although in
general Ψ(Γ,Γ′) is not contained in the new component Γ˜, we will see (cf. Figure
3 (b) and also Lemma 4.7, Figure 12 below) that it is always included in a neigh-
borhood M(Γ˜) which differs from N(Γ˜) by removing the parts at the corners of
the rectangle. (For a detailed illustration of the neighborhood we refer to Figure
9 in Section 3.2.) There are in principle two different situations (see Lemma 4.7):
(E1) If the mutual position of Γ,Γ′ is as illustrated in Figure 3 (a), then
the set Ψ(Γ,Γ′), whose size and shape is essential for the derivation of the trace
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estimate, can be chosen such that (M(Γ)∪M(Γ′))∩Ψ(Γ,Γ′) = ∅. Consequently,
other sets (Ψl)l in M(Γ)∪M(Γ′) given by previous steps have empty intersection
with Ψ(Γ,Γ′) and therefore their contribution is not used again.
(E2) In the other possible situation depicted in Figure 3 (b) for components
Γ˜,Γ′′ we observe that in general Ψ(Γ˜,Γ′′)∩(M(Γ˜)∪M(Γ′′)) 6= ∅. However, in this
case we find a ball B(Γ˜,Γ′′) ⊃ Ψ(Γ˜,Γ′′) which is contained in the newly generated
rectangle Γˆ. This then implies that each component is involved in at most two
applications of (D3).
(a) (b)
Γ˜
Γ′′
Γ∗
@@
Ψ(Γ,Γ′)
Γ˜
Γˆ
Ψ(Γ,Γ′) ∪ Γ∗
 
 
B(Γ˜,Γ′′)M(Γ)
M(Γ′)
Γ
Γ′
Γ′′
M(Γ˜)
Figure 3: (a) The newly generated rectangle Γ˜ including Γ,Γ′ does not completely
contain Ψ(Γ,Γ′) ∪ Γ∗. Note that Ψ(Γ,Γ′) (the set in dark grey) does not intersect
M(Γ)∪M(Γ′). (b) Ψ(Γ,Γ′)∪Γ∗ is contained in the neighborhoodM(Γ˜) whose boundary
has been illustrated in dashed lines. (For convenience only the relevant of the four
connected component of M(Γ˜) is depicted.) Moreover, B(Γ˜,Γ′′) as well as Ψ(Γ,Γ′) ∪
Γ∗ are contained in the rectangle Γˆ which arises from the combination of Γ˜ and Γ′′.
Consequently, even if possibly Ψ(Γ,Γ′)∩Ψ(Γ˜,Γ′′) 6= ∅, the contribution of Ψ(Γ,Γ′)∪Γ∗
will not be involved in subsequent steps and is used in at most two applications of (D3).
(F) After the derivation of a trace estimate in (C) or the modification of the
jump set in (D) we pass to the next iteration step. We observe that possibly
not all boundary components of the new configuration are pairwise disjoint and
rectangular (cf. Figure 4 (a),(b)).
(F1) Therefore, similarly as in (D2) above we apply another modification
combining different components with nonempty intersection (see Figure 4 (b),(c)
and Lemma 4.2). By iterative application of this argument we obtain a configu-
ration where all components with weight 1 are rectangular and pairwise disjoint
(cf. Figure 1).
(F2) For Γl with ω(Γl) < 1, however, a similar reasoning is not possible since
we may only use the contribution |Γl|ω, where |Γl|ω < |Γl|∗. In this case we do not
combine the sets, but consider the part Γ′l not covered by the newly generated
rectangle as a new component (see Figure 4 (d)). Since for Γl a trace estimate
has already been established in a previous step, it is indeed not necessary that
Γ′l is rectangular. In this context, however, it is crucial to ensure that
ω(Γ′l)|Γ′l|∞ ≥ c|Γl|∞ (1.5)
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since [u] ∼ √|Γl|∞ε has been derived in terms of the original diameter |Γl|∞.
To this end, we (1) always assign to Γ′l its original rectangle Γl (see (2.7)(i),(ii))
and (2) carefully adjust the weight ω(Γ′l) such that (1.5) still holds after further
modifications (see Section 4.1).
(a) (b) (c) (d)
Γ˜ Γ˜′′Γ˜′Γ˜
Γ˜′ Γ˜′′
Γ1 Γ
′
1
Γ2 Γ2 Γ
′
2
Γ3 Γ3 Γ3 Γ
′
3
Figure 4: (a) Consider a newly generated rectangle Γ˜ and Γ1,Γ2,Γ3 with ω(Γ1) = 1,
ω(Γ2), ω(Γ3) < 1. (b) Γ˜ and Γ
′
1 are combined to Γ˜
′. (c) Due to (1.5) we get ω(Γ′2) = 1
and Γ˜′, Γ′2 are combined to Γ˜′′. (d) As ω(Γ′3) < 1, we do not further combine. In dark
grey the rectangle Γ3 corresponding to Γ
′
3 is depicted.
2 Basic notions and main modification theorem
In this section we first introduce basic notions including the definition of boundary
components and a corresponding measure for the length of a component being a
convex combination of the Hausdorff-measureH1 and the ‘diameter’. Afterwards,
we present our main modification results and show how Theorem 1.1 can be
derived herefrom.
2.1 Basic notions
Sets and boundary components. For s > 0 we partition R2 up to a set of
measure zero into squares Qs(p) = p+ s(−1, 1)2 for p ∈ Is := s(1, 1) + 2sZ2 and
define
U s :=
{
U ⊂ R2 : ∃I ⊂ Is : U =
(⋃
p∈I
Qs(p)
)◦}
. (2.1)
Let Qµ = (−µ, µ)2. We will concern ourselves with subsets V ⊂ Qµ of the form
Vs := {V ⊂ Qµ : V = Qµ \
⋃m
i=1
Xi, Xi ∈ U s, Xi pairwise disjoint} (2.2)
for s > 0. Note that each set in V ∈ Vs coincides with a set U ∈ U s up
to subtracting a set of zero Lebesgue measure, i.e. U ⊂ V , L2(V \ U) = 0.
The essential difference of V and the corresponding U concerns the connected
components of the complements Qµ \ V and Qµ \ U . Observe that one may
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have Qµ \
⋃m
i=1Xi = Qµ \
⋃mˆ
i=1 Xˆi with (X1, . . . , Xm) 6= (Xˆ1, . . . , Xˆmˆ), e.g.
by combination of different sets (see Figure 5). In such a case we will regard
V1 = Qµ \
⋃m
i=1Xi and V2 = Qµ \
⋃mˆ
i=1 Xˆi as different elements of Vs. For this
and the following sections we will always tacitly assume that all considered sets
are elements of Vs for some small, fixed s > 0.
X1 = Xˆ1
X5 = Xˆ4
X4 = Xˆ3
X3 ⊂ Xˆ2
X2 ⊂ Xˆ2
V
Figure 5: The square Qµ with a subset V . The set V has two representations V1 =
Qµ \
⋃5
i=1Xi and V2 = Qµ \
⋃4
i=1 Xˆi, where Xˆ2 = X2 ∪ X3, which are regarded as
different elements of Vs. The corresponding set U ∈ Us arises from V by subtracting
the black boundary lines
⋃5
i=1 ∂Xi.
Let W ∈ Vs and arrange the components X1, . . . , Xm of the complement such
that ∂Xi ⊂ Qµ for 1 ≤ i ≤ n and ∂Xi∩ ∂Qµ 6= ∅ otherwise. Define Γi(W ) = ∂Xi
for i = 1, . . . , n. In the following we will often refer to these sets as boundary
components and say the component Γi(W ) is connected if Xi is connected. Note
that
⋃n
i=1 Γi(W ) might not cover ∂W ∩ Qµ completely if n < m. We frequently
drop the subscript and write Γ(W ) or just Γ if no confusion arises. We remark
that for technical reasons, in particular concerning the application in [21], we
here only consider the components not intersecting the boundary. As a further
preparation, we define H(W ) ⊃ W ∈ Vs as the ‘variant of W without holes, i.e.
H(W ) = W ∪
⋃n
j=1
Xj. (2.3)
Surface measures. In addition to the Hausdorff-measure |Γ|H = H1(Γ) (we
will use both notations) we define the ‘diameter’ of a boundary component by
|Γ|∞ :=
√|pi1Γ|2 + |pi2Γ|2, where pi1, pi2 denote the orthogonal projections onto
the coordinate axes.
Note that by definition of Vs (in contrast to the definition of U s) two compo-
nents in (Γi)i might not be disjoint. Therefore, we choose an (arbitrary) order
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(Γi)
n
i=1 = (Γi(W ))
n
i=1 of the boundary components of W , introduce
Θi = Θi(W ) = Γi \
⋃
j<i
Γj (2.4)
for i = 1, . . . , n and observe that the components (Θi)i are pairwise disjoint.
Again we will often drop the subscript if we consider a fixed boundary component.
We now introduce a convex combination of | · |∞ and | · |H. For 0 < h∗ < 1 to be
specified below we set
|Θi|∗ = h∗|Θi|H + (1− h∗)|Γi|∞. (2.5)
For sets W ∈ Vs we then define
‖W‖Z =
∑n
j=1
|Θj(W )|Z
for Z = H,∞, ∗. Note that ‖W‖∞, ‖W‖H and thus also ‖W‖∗ are independent
of the specific order which we have chosen in (2.4). Indeed, for ‖W‖∞ this is
clear, for ‖W‖H it follows from the fact that ‖W‖H = H1(
⋃n
i=1 Γi(W )).
We collect some elementary properties of | · |∗ which follow directly from the
definition.
Lemma 2.1 Let s > 0 and W ∈ Vs. Let Γ = Γ(W ) be a boundary component
with Γ = ∂X and let Θ ⊂ Γ be the corresponding set defined in (2.4). Moreover,
let V ∈ U s be a rectangle with V ∩X 6= ∅. Then
(i) |Θ|∗ = |Γ|∗ ⇔ |Θ|H = |Γ|H, |Γ|∞ ≤ 12 |Γ|H
(ii) |∂(X \ V )|∞ ≤ |Γ|∞ and |Θ \ V |H ≤ |Θ|H,
(iii) |∂(V ∪X)|∞ ≤ |∂V |∞ + |Γ|∞ and |∂(V ∪X)|H ≤ |∂V |H + |Γ \ ∂V |H
(iv) 1√
2
|Γ|H ≤ 2|Γ|∞ ≤ |Γ|H if Γ = ∂R for a rectangle R ∈ U s.
Weights. As alluded to in (D3), it will be convenient for the modification
scheme to introduce weights associated to the boundary components. Given a
set W ∈ Vs we say ω is a corresponding weight if ωmin ≤ ω(Γi) ≤ 1 for all
Γi = Γi(W ), where
1
2
≤ ωmin < 1 to be specified below. We define
|Θi|ω = (1− h∗)ω(Γi)|Γi|∞ + h∗|Θi|H, ‖W‖ω :=
∑n
j=1
|Θj|ω. (2.6)
For λ ≥ 0 and fixed small υ > 0 to be specified below let Wsλ ⊂ Vs be the subset
consisting of the sets W ∈ Vs with a corresponding weight ω and an ordering of
the boundary components (Γi)
n
i=1 such that the following properties are satisfied:
(i) Θi ⊂ ∂Ri, Γi ⊂ Ri for a rectangle Ri ⊂ Qµ ∀ Γi : ω(Γi) < 1,
(ii) |∂Ri|∞ ≤ ω−1min ω(Γi)|Γi|∞ ∀ Γi : ω(Γi) < 1,
(iii) Ri \Xj is connected for all j = 1, . . . , n ∀ Γi : ω(Γi) < 1, (2.7)
(iv) ω(Γi) = 1 ∀ Γi : |Γi|∞ ≥ 19υλ,
(v) Γi = Θi = ∂Ri for a rectangle Ri ∀ Γi : ω(Γi) = 1.
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Observe that (iv),(v) imply that boundary components larger than 19υλ are
always rectangular and pairwise disjoint (cf. (F1)). In particular, (i)-(iii) are
trivially satisfied for Ws0 and all sets in Ws0 have rectangular boundary compo-
nents. Due to (i) we see that the choice of a specific ordering for the components
is essential. The conditions (i)-(ii) reflect the motivation given in (F2) and Figure
4. In the modification scheme presented in Section 4.2 we will start with a set
in Ws0 and see that by our modifications the properties in (2.7) remain true (see
Lemma 4.2 below). In this context, λ will stand for the size of the component
being analyzed in the actual iteration step.
The diameter of Γi and the corresponding rectangle Ri are comparable. More
precisely, we have
(i) |Γi|∞ ≤ |∂Ri|∞ ≤ 2|Γi|∞, (ii) |Θi|H ≤ 4
√
2|Γi|∞, (2.8)
where (i) follows from (2.7)(i),(ii),(v) as well as ωmin ≥ 12 and (ii) is a consequence
of (2.7)(i), (2.8)(i) and Lemma 2.1(iv).
Modification. Consider a set W = Qµ \
⋃m
i=1Xi ∈ Wsλ, λ ≥ 0, and a
rectangle V ∈ U s with |∂V |∞ ≥ λ and V ⊂ Qµ. We define a modification of W
by
W˜ = Qµ \
⋃m
i=0
X˜i, (2.9)
where X˜i = Xi\V for i = 1, . . . ,m and X˜0 = V . We observe that W˜ = (W \V )∪
∂V (as a subset of R2). Therefore, for shorthand we will write W˜ = (W \V )∪∂V
to indicate the element of Vs which is given by (2.9). For the new set W˜ there is
in general also a new corresponding weight. As its definition will first be needed
in Section 4, we omit it at this stage and refer to Section 4.1 for details.
Parameters. In this section we have already introduced the (small) param-
eters h∗, ωmin, υ. In the following sections we will additionally consider q, r. The
relation between the parameters will be crucial for our analysis. To avoid con-
fusion, we state at this point that the parameters can be chosen in the order
h∗, q, ωmin, r, υ. More explicitly, we have the following dependencies for suitable
c1 = c1(h∗) < c2 = c2(h∗):
(i) q = q(h∗), ωmin = ωmin(h∗), r = r(h∗, q), υ = υ(h∗, q, ωmin, r),
(ii) c1(1− ωmin)3 ≤ υ ≤ c2(1− ωmin)3.
(2.10)
2.2 Main modification results
We now state our main modification results from which we eventually will deduce
Theorem 1.1. For basic properties of SBD functions we refer to Appendix A.1.
Recall that | · |∞ denotes the diameter of a component and Qµ = (−µ, µ)2 for
µ > 0.
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Theorem 2.2 Let θ > 0. Then there is a constant C = C(θ) and a universal
constant c > 0 such that for all ε > 0, δ > 0 and all u ∈ SBD2(Qµ,R2) the
following holds: There are paraxial rectangles R1, . . . , Rn with∑n
j=1
|∂Rj|∞ ≤ (1 + cθ)
(H1(Ju) + ε−1‖e(u)‖2L2(Qµ)) (2.11)
and a modification u¯ ∈ SBD2(Q˜,R2) with Ju¯ ⊂
⋃n
j=1 ∂Rj and
‖u¯− u‖L2(Q˜\E) ≤ δ, ‖e(u¯)‖L2(Q˜) ≤ ‖e(u)‖L2(Qµ) + δ, (2.12)
where E :=
⋃n
j=1 Rj and Q˜ := (−µ˜, µ˜)2 with µ˜ = max{µ− 3
∑
j |∂Rj|∞, 0}, such
that for all measurable sets D ⊂ Q˜ we have
(|Eu¯|(D))2 ≤ c|D|‖e(u¯)‖2L2(D) + CεH1(D ∩ Ju¯)
∑
Rj∈R(D)
|∂Rj|2∞, (2.13)
where R(D) := {Rj : D ∩Rj 6= ∅}. Moreover, if u ∈ L∞(Qµ), we can choose the
modification such that ‖u¯‖L∞(Q˜\E) ≤ ‖u‖L∞(Qµ).
The above theorem, particularly (2.11) and (2.13), are not only the key in-
gredients for the proof of Theorem 1.1, but also fundamental for the analysis of
modifications in [21]. In this context, it is important that we are free to choose ε
and that θ may be selected arbitrarily small as hereby one can construct modifica-
tions whose crack lengths essentially coincide with H1(Ju). Moreover, the above
estimates are the starting point for the derivation of a Korn-type inequality [18].
The main ingredient for the proof of Theorem 2.2 will be the following techni-
cal modification result. As a preparation we define for U ∈ Wsλ an interior square
QU = (−µU , µU)2 with
µU = max
{
µ− 3
∑n
j=1
|∂Rj|∞ −
∑m
j=n+1
|∂Xj(U)|∞, 0
}
, (2.14)
where (Rj)
n
j=1 are the rectangles corresponding to (Γj(U))
n
j=1 given by (2.7)(i) or
(2.7)(v), respectively, and (Xj(U))
m
j=n+1 denote the components at the boundary
(see before (2.3)). Recall also (2.3).
Theorem 2.3 Let h∗ > 0 sufficiently small and σ > 0. Then there are constants
C1 = C1(σ, h∗) ≥ 1 and 0 < C2 = C2(σ, h∗) < 1 such that for all ε > 0 the
following holds: For all W ∈ Vs with connected boundary components and u ∈
H1(W ) there is a set U ∈ WC2sλ for some λ ≥ 0 with |U \W | = 0, H(U) ⊃ H(W )
and a modification and extension u¯ in SBD defined by
u¯(x) =
{
Aj x+ bj x ∈ Xj for all Xj with Xj ∩QU 6= ∅,
u(x) else,
(2.15)
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with Aj ∈ R2×2skew, bj ∈ R2 such that for all Γj(U) = ∂Xj with Xj ∩QU 6= ∅∫
Θj(U)
|[u¯](x)|2 dH1(x) ≤ C1ε|Γj(U)|2∞. (2.16)
Moreover, one has |W \ U | ≤ ‖U‖2∞ and
ε‖U‖∗ + ‖e(u)‖2L2(U) ≤ (1 + σ)(ε‖W‖∗ + ‖e(u)‖2L2(W )). (2.17)
Remark 2.4 (i) In the proof of Theorem 2.3 we will see that the constants
Ci = Ci(σ, h∗) have polynomial growth in σ: We find z ∈ N large enough such
that C1(σ, h∗) ≤ C(h∗)σ−z and C2(σ, h∗) ≥ C(h∗)σz.
(ii) By (2.15) we particularly get that the domain of u¯ contains QU .
(iii) More precisely, a trace estimate (2.16) (with extension defined as in
(2.15)) can be established for all boundary components Γj(U) such that Rj ⊂
H(W ) and dist(∂Rj, ∂H(W )) ≥ C¯C2|∂Rj|∞ for some C¯ = C¯(h∗) large enough
with C¯C2 ≤ h∗, where Rj is the corresponding rectangle given by (2.7)(i) or
(2.7)(v), respectively, and H(W ) as introduced in (2.3).
(iv) The proof shows |∂Rj|∞ ≤ (1 + 2 max{h∗, σ})|Θj(U)|∗ for all Γj(U).
The next sections are devoted to the proof of Theorem 2.3 which relies on an
iterative modification procedure. We show that in each step we either (1) find a
boundary component satisfying certain conditions in a neighborhood (see Section
3) such that a trace estimate of the form (2.16) can be derived (see Section 6) or
(2) we can modify the components in such a way that a bound of the form (2.17)
also holds for the new configuration (see Section 4).
Before we start with the proof of Theorem 2.3 we show that hereby we indeed
obtain our main result.
2.3 Proof of the Korn-Poincare´ inequality
In this section we prove our Korn-Poincare´-type inequality. We split the proof
into three steps and begin with a corollary of Theorem 2.3.
Corollary 2.5 Let be given the situation of Theorem 2.3. Then there is a uni-
versal constant C > 0 such that for all measurable sets D ⊂ QU we have
(|Eu¯|(D))2 ≤ C|D|‖e(u)‖2L2(U∩D) + CC1εH1(D ∩ Ju¯)
∑
Rj∈R(D)
|∂Rj|2∞,
where C1 is the constant in Theorem 2.3 and R(D) := {Rj : D ∩Rj 6= ∅}.
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Proof. Let D ⊂ QU be given. First, by Ho¨lder’s inequality we have
(|Eu¯|(D))2 ≤ C|D|‖e(u¯)‖2L2(D) + CH1(D ∩ Ju¯)
∫
D∩Ju¯
|[u¯]|2 dH1. (2.18)
By (2.15) we find ‖e(u¯)‖L2(D) = ‖e(u)‖2L2(U∩D). Moreover, we have Ju¯ ∩ D =⋃
j Θj(U) ∩D by (2.15) and thus by (2.16)∫
D∩Ju¯
|[u¯]|2 dH1 ≤
∑
Θj(U)∩D 6=∅
∫
Θj(U)
|[u¯]|2 dH1 ≤ C1ε
∑
Θj(U)∩D 6=∅
|Γj(U)|2∞
≤ C1ε
∑
Rj∈R(D)
|∂Rj|2∞,
where in the last step we used (2.8)(i). 
In [21] we will also use the following properties.
Remark 2.6 (i) Here and in (2.13) we can replace |Eu¯|(D) by ‖e(u¯)‖L1(D) +∫
D∩Ju¯ |[u¯]| dH1.
(ii) By (2.15) we haveH1(D∩Ju¯) ≤ H1(D∩∂U). By |∂Rj|∞ ≤ 2
√
2µ and (2.8)
we get
∑
j |∂Rj|2∞ ≤ 4
√
2µ
∑
j |Γj|∞ ≤ 4
√
2µ
∑
j |Γj|H ≤ 8
√
2µH1(Qµ ∩ ∂U).
We are now in the position to prove the modification result.
Proof of Theorem 2.2. Let θ > 0 and u ∈ SBD2(Qµ,R2) be given. Clearly, is
suffices to show the assertion for 0 < δ ≤ δ0 for δ0 small depending on u and
θ. Fix 0 < δ ≤ δ0. Due to the fact that u ∈ L2(Qµ) we can apply Theorem
A.3 to find u˜ ∈ SBD2(Qµ,R2) satisfying (A.2) for δ. As the jump set of u˜
consists of a finite number of closed, connected pieces of C1-curves, we can cover
Ju˜ up to a negligible set with finitely many, pairwise disjoint paraxial rectangles
(Qj)
m
j=1 ⊂ U s for some s > 0 small enough such that∑m
j=1
|∂Qj|∞ ≤ H1(Ju˜) + δ ≤ H1(Ju) + 2δ ≤ H1(Ju) + 2δ0.
We first assume that Qj ⊂ Qµ for all j = 1, . . . ,m and indicate the adaption for
the general case at the end of the proof. We then get W := Qµ \
⋃m
j=1Qj ∈ Vs
with connected boundary components and H(W ) = Qµ. Choosing h∗ ≤ θ2 we
find for δ0 sufficiently small
‖W‖∗ ≤ (1 + ch∗)
∑m
j=1
|∂Qj|∞ ≤ (1 + cθ)H1(Ju). (2.19)
We now apply Theorem 2.3 on u˜|W ∈ H1(W ) to obtain a modification u¯ and
a set U ∈ WC2sλ , λ ≥ 0, with H(U) = Qµ as H(U) ⊃ H(W ). Let (Rj)nj=1 be
the rectangles corresponding to (Γj(U))
n
j=1 as given by (2.7)(i),(v), respectively.
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Then choosing σ ≤ θ
2
we derive by Remark 2.4(iv), (2.17) and (2.19)
n∑
j=1
|∂Rj|∞ ≤ (1 + θ)
n∑
j=1
|Θj|∗ = (1 + θ)‖U‖∗ ≤ (1 + θ)2
(‖W‖∗ + 1ε‖e(u˜)‖2L2(W ))
≤ (1 + cθ)(H1(Ju) + ε−1‖e(u)‖2L2(Qµ)),
where in the last step we used (A.2) for δ0 small enough. Letting E :=
⋃n
j=1Rj
we see that (2.12) follows from (2.7)(i), (2.15) and (A.2). Likewise, ‖u¯‖L∞(Q˜\E) ≤
‖u‖L∞(Qµ) holds if u ∈ L∞(Qµ). As H(U) = Qµ, (2.14) implies Q˜ = QU and then
(2.13) is a consequence of Corollary 2.5. Finally, Ju¯ ⊂
⋃
j ∂Rj follows from (2.15)
and (2.7)(i).
It remains to treat the case when H(W ) 6= Qµ. As W is the union of squares,
we can extend u˜|W ∈ H1(W ) from W to W ∪ (R2 \Qµ), still denoted by u˜, and
can choose a square Q′µ ⊃ Qµ such that ‖e(u˜)‖L2(Q′µ\Qµ) ≤ ‖∇u˜‖L2(Q′µ\Qµ) ≤ δ.
Then we may proceed as above with W ′ := W ∪ (Q′µ \Qµ) and Q′µ in place of W
and Qµ. 
We can now finally give the proof of Theorem 1.1.
Proof of Theorem 1.1. We apply Theorem 2.2 for θ
c
in place of θ with c as in
Theorem 2.2. Then (1.3) directly follows and to see (1.4), we use (2.13) for
D = Q˜, (2.12) and Theorem A.1 to get A ∈ R2×2skew, b ∈ R2 such that
‖u− (A ·+b)‖2
L2(Q˜\E) ≤ Cδ2 + C‖u¯− (A ·+b)‖2L2(Q˜\E)
≤ Cδ2 + Cµ2‖e(u¯)‖2
L2(Q˜)
+ CεH1(Q˜ ∩ Ju¯)
∑n
j=1
|∂Rj|2∞.
We can assume that
∑
j |∂Rj|∞ ≤ Cµ as otherwise the assertion trivially holds.
This together with H1(Q˜ ∩ Ju¯) ≤
∑n
j=1 |∂Rj|H ≤ Cµ and (2.12) yields
‖u− (A ·+b)‖2
L2(Q˜\E) ≤ Cδ2 + Cµ2‖e(u)‖2L2(Qµ) + Cµ2ε
∑n
j=1
|∂Rj|∞.
We now conclude by (2.11) and the fact that δ was arbitrary. 
Remark 2.7 Using the density result [24] instead of Theorem A.3 in the proof
of Theorem 2.2 we see that in Theorem 1.1 and Theorem 2.2 we can replace
SBD2(Qµ,R2) by GSBD2(Qµ)∩L2(Qµ) (see [12] for the definition of this space).
3 Neighborhoods of boundary components and
trace estimate
The goal of this section is to formulate conditions such that one can derive a
trace estimate of the form (2.16) for a boundary component. For the whole
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section we consider some W ∈ Wsλ for λ ≥ 0 and a component Γ = Γ(W ) with
ω(Γ) = 1 and |Γ|∞ ≥ λ. This implies that Γ has rectangular shape by (2.7)(v). As
motivated in (C), we will first concern ourselves with rectangular neighborhoods
and investigate their properties (see Section 3.1). In (E) we have seen that in
addition we have to consider neighborhoods where parts at the corners have been
removed. These sets, which in general have dodecagonal shape, will be discussed
in Section 3.2. Afterwards, in Section 3.3 we can formulate the trace estimate
(see Theorem 3.6).
The main condition for both Theorem 3.6 and the analysis of the neighbor-
hoods will be the following minimality condition for ‖ · ‖ω: We require
‖W˜‖ω ≥ ‖W‖ω for all rectangles V ∈ U s with Γ ⊂ V ⊂ Qµ, (3.1)
where W˜ = (W \ V ) ∪ ∂V as defined in (2.9). We recall that as discussed below
(2.9) for the configuration W˜ there are in general also new weights which will be
introduced below in Section 4.1. If (3.1) is violated for some W˜ , we will see that
it is convenient to replace W by W˜ . (Recall the motivation in (D1),(D2) and see
also case (a) in the proof of Theorem 2.3.)
3.1 Rectangular neighborhood
This section is devoted to the definition and properties of rectangular neighbor-
hoods of Γ. Without restriction let Γ = ∂X with X = (−l1, l1) × (−l2, l2) for
0 < l2 ≤ l1 and l1, l2 ∈ sN. For t ∈ sN with t small with respect to l1 we set
N t(Γ) := (−t− l1, l1 + t)× (−t− l2, l2 + t) \X,
N tj,±(Γ) := N
t(Γ) ∩ {±xj ≥ lj} for j = 1, 2.
(In the following we will use ± for shorthand if something holds for sets with
index + and −.) We drop Γ in the brackets if no confusion arises.
XΓ
N t(Γ)
N t1,−(Γ)
Γj1
Θj2Γj3
Figure 6: Neigborhood N t(Γ) with other small boundary components. The part
N t1,−(Γ) is colored in dark grey.
17
For shorthand we define τ¯ = υ|Γ|∞ with υ > 0 as in (2.10) and we will assume
that (possibly by passing to a smaller s)
τ¯ = υ|Γ|∞ ∈ sN and τ¯  s. (3.2)
This ensures that all the neighborhoods we consider below can be chosen as
elements of U s.
Properties of rectangular neighborhoods. We now present some prop-
erties of N t(Γ) induced by condition (3.1). In particular, we will see that the
neighborhood contains at most two other ‘large’ boundary components. For the
proofs of the following lemmas we refer to Section 5.2. Let (Γj)j = (Γj(W ))j be
the boundary components of W and recall (2.3). We will always add a subscript
to avoid a mix up with Γ. The following lemma shows that one can control the
size of other components in the neighborhood.
Lemma 3.1 Let λ ≥ 0 and 0 < h∗ < 1 small. Let W ∈ Wsλ and let Γ be a
boundary component with ω(Γ) = 1 and |Γ|∞ ≥ λ. Assume that (3.1) holds.
Then for all t > 0 such that N t ⊂ H(W ) one has
|∂W ∩N t|H ≤ 8th∗ .
The proof is essentially based on the observation that (3.1) is violated for
V = N t(Γ) ∪ X if the property does not hold. Note that h∗ appears in the
denominator due to the definition of | · |∗ in (2.5). We now formulate the main
lemma about the number and position of large components intersecting N t.
Lemma 3.2 For h∗, υ and 1 − ωmin as in (2.10) small enough the following
holds: For all λ ≥ 0, W ∈ Wsλ and boundary components Γ satisfying ω(Γ) = 1,
|Γ|∞ ≥ λ and (3.1) we have for all τ¯ ≤ t ≤ 22τ¯ that there are at most two
boundary components Γ1 and Γ2 with |Γi|∞ ≥ 19t having nonempty intersection
with N t.
If Γ1, Γ2 exist, Γ1 ∪ Γ2 intersects both N t1,+ and N t1,− or both N t2,+ and N t2,−.
Additionally, if l2 ≤ l12 then Γ1∪Γ2 intersects both N t1,+, N t1,− and |pi1Γk| ≥ 12 |pi2Γk|
for k = 1, 2.
We remark that the additional statement |pi1Γk| ≥ 12 |pi2Γk| also holds if only
one Γk exists. The properties can be established by exploiting elementary geo-
metric arguments and essential ideas of the procedure are exemplarily illustrated
in Figure 7.
We close this first part by introducing a specific size of the neighborhood
which will be needed in the following. By Lemma 3.2 for t = τ¯ we find (at most)
two Γi, i = 1, 2, with |Γ1|∞, |Γ2|∞ ≥ 19τ¯ intersecting N τ¯ . We can choose
1
800
τ¯ ≤ τ ≤ 1
2
τ¯ (3.3)
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in such a way that the neighborhood N τ = N τ (Γ) satisfies Γi ∩ N τ/20 6= ∅ or
Γi∩N τ = ∅ for i = 1, 2: If Γ1,Γ2∩N τ¯/800 6= ∅ choose τ = τ¯2 , if Γ1,Γ2∩N τ¯ /800 = ∅
choose τ = τ¯
800
, otherwise choose either τ = τ¯
2
or τ = 1
40
τ¯ .
Γ
N t(Γ)
Γ1Γ2
Γ3
V
N t(Γ)
V
Γ
Γ1
Γ2
Figure 7: The left picture shows three boundary components Γ1,Γ2,Γ3 intersecting
N t(Γ). In the proof we argue that such a configuration violates (3.1) for W˜ = (W \V )∪
∂V , where V is dotted rectangle. Indeed, one might have |∂V |H > |Γ|H+
∑
k=1,2,3 |Γk|H,
but we can show that one always has |∂V |∞ < |Γ|∞ +
∑
k=1,2,3 |Γk|∞ exploiting the
properties of | · |∞. Hereby we obtain |∂V |∗ < |Γ|∗ +
∑
k=1,2,3 |Γk|∗ for h∗ sufficiently
small. Likewise, we can control the position of the at most two large components Γ1,Γ2
in N t(Γ): A configuration depicted on the right, where Γ1,Γ2 do not intersect opposite
parts of N t(Γ), violates (3.1) for the dotted rectangle V .
Covering and projections. We now discuss a generalization of Lemma 3.2.
We show that there are at most two small exceptional sets K1, K2 ⊂ N τ , where
|K1∩∂W |H, |K2∩∂W |H is ‘large’ in a sense to be specified below. In particular,
we will see that the at most two large components Γ1,Γ2 intersecting N
τ satisfy
(Γ1 ∪ Γ2) ∩N τ ⊂ K1 ∪K2.
More precisely, we will construct a covering of the neighborhood (see Figure
8) and show that on the elements not intersecting K1, K2 the projection ‖ · ‖pi
(see (3.6)) can be controlled. As the construction provided below will in principle
first be needed in Section 6 for a slicing argument in the proof of Theorem 3.6,
the reader is invited to skip the details of the remainder of this section. For the
following sections we essentially only need the existence of the exceptional sets
K1, K2 (see Lemma 3.3).
We now proceed with the definition of the covering. We cover N t2,± up to a set
of measure 0 with disjoint translates of a ‘quasi square’ (0, t˜)×(0, t), t˜
t
≈ 1. If l2 ≥
t
2
we cover N t1,± \ (N t2,−∪N t2,+) with translates of the rectangle (0, t)× (0, a) with
1
2
t ≤ a ≤ t. By Et±,± we denote the four squares in the corners whose boundaries
contain the points (±l1,±l2), respectively. For l2 < t2 we cover each N t1,± by
itself, i.e. by a translate of the rectangle (0, t)× (0, 2t+ 2l2). For convenience we
will often refer to these sets as ‘squares’ in the following. We number the squares
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by Qt0, Q
t
1, . . . , Q
t
n = Q
t
0 such that Q
t
j ∩ Qtj+1 6= ∅ for j = 0, . . . , n − 1 and let
J t = {Qt1, . . . , Qtn}.
We now introduce a coarser covering of N t: Let Y t be the union of connected
sets Y having the form Y =
(⋃k
i=j Q
t
i
)◦
for Qti ∈ J t. Cover each set N t2,± with
seven sets Y j2,± such that
|Y j2,±| ≥ C¯t|Γ|∞, 18C¯t|Γ|∞ ≤ |Y j2,± ∩ Y j+12,± | ≤ 14C¯t|Γ|∞ (3.4)
for a constant C¯ > 0. If l2 ≥ l12 we proceed likewise for N t1,± passing possibly to
a smaller constant C¯. If l2 <
l1
2
we cover N t1,± by itself. Denote the covering by
Ct = Ct(Γ) = {Y t0 , . . . Y tm−1} and order the sets in a way that Y ti ∩Y ti+1 6= ∅ for all
i = 0, . . . ,m − 1, where by convention Y ti = Y timodm. In particular, (3.4) implies
Y ti ∩Y tj = ∅ for |i− j| ≥ 2. For later purposes, for a set Y ti ∈ Ct we also introduce
the enlarged set
Y¯ ti =
⋃
|l|≤1
Y ti+l. (3.5)
XΓ
︸ ︷︷ ︸ ︸︷︷︸
︷ ︸︸ ︷
︷ ︸︸ ︷
︸ ︷︷ ︸
Y 22,+ Y
3
2,+ ∩ Y 42,+
Y 72,+
Y¯ ti
Y ti
Figure 8: On the upper left side of the neigborhood N t(Γ) one can see elements of
the partition Ct(Γ) (which are not necessarily of the same size). The sets where two
elements overlap are striped. In the lower part an element Y ti and the corresponding
enlarged set Y¯ ti are highlighted.
Let (Rj)j be the rectangles corresponding to the components (Γj)j given by
(2.7)(i),(v). For Y ⊂ N t we set R(Y ) = {Rj : Rj ∩ Y 6= ∅} and define
|∂Rj|pi = min{|∂Rj|∞, t−maxi=1,2 dist(piiRj, piiΓ)} (3.6)
for all Rj ∈ R(N t). Observe that |∂Rj|pi ≤ |∂Rj|∞ and that the definition of
| · |pi depends on t. For a set Y ⊂ N t we then let ‖Y ‖pi =
∑
Rj∈R(Y ) |∂Rj|pi. The
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projection ‖ · ‖pi is one essential object we will need to apply a slicing argument
in the investigation of the jump heights in Section 6.
Recall the specific choice of τ in (3.3). We close this section with a lemma
providing bounds on ‖ · ‖pi.
Lemma 3.3 There are universal c > 0 small and C > 0 large such that the
following holds for h∗, υ and 1− ωmin as in (2.10) small enough: For all λ ≥ 0,
W ∈ Wsλ and boundary components Γ satisfying ω(Γ) = 1, |Γ|∞ ≥ λ, (3.1)
and N τ¯ ⊂ H(W ) we obtain sets K1, K2 ∈ Yτ with |Kj| ≤ C τ2h∗ , j = 1, 2, and
dist(K1, K2) ≥ c|Γ|∞ such that
(i) The covering {Yˆ1, . . . , Yˆk} of N τ \ (K1 ∪ K2) consisting of the connected
components of {Y τ \ (K1 ∪ K2) : Y τ ∈ Cτ}, satisfies ‖Yˆi‖pi ≤ 1920τ for all
i = 1, . . . , k.
(ii) Γi ∩N τ ⊂ K1 ∪K2 for the (at most two) components Γi with |Γi|∞ ≥ 19τ¯ .
The basic proof idea is very similar to the one in Lemma 3.2 (cf. also Figure
7): One shows that there are at most two sets Y 1, Y 2 ∈ Cτ , where ‖ · ‖pi exceeds
19
20
τ . For later purposes, we remark that the proof shows that if Ki∩(Γ1∪Γ2) 6= ∅
for i = 1, 2, then Ki is contained in one of the sets N
τ
j,±, j = 1, 2.
3.2 Dodecagonal neighborhood
We now introduce neighborhoods of Γ which in general have dodecagonal shape
and differ from N t(Γ) near the corners of Γ. These neighborhoods will be essential
in the modification algorithm below (see Section 4.2) as we have to treat the
modification near the corners of a boundary component with special care. For
further motivation we also refer to (D3) and (E).
Definition of neighborhoods. For t > 0 we define
Mˆ t(Γ) =
⋃
i=1,2
{x ∈ N t(Γ) : |xi + li| ≥ qh−1∗ t, |xi − li| ≥ qh−1∗ t} (3.7)
for q ≥ 1 sufficiently large to be specified below (cf. (2.10)). Moreover, for
l˜ = l1 + min{t, q−1h∗l2} let
M t(Γ) := co(Mˆ t(Γ) ∪ Γ ∪ (l˜, 0) ∪ (−l˜, 0)) ∩N t(Γ), (3.8)
where co(·) denotes the convex hull of a set. Observe that M t(Γ) ⊃ Mˆ t(Γ) and
that M t(Γ), Mˆ t(Γ) may differ by some triangles. Moreover, the shape of M t(Γ)
is dodecagonal for l2 > qh
−1
∗ t and decagonal otherwise, cf. Figure 11. For later
reference we also define
M tk(Γ) = M
t(Γ) ∩ (N tk,+(Γ) ∪N tk,−(Γ)) for k = 1, 2. (3.9)
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Recall the definition of τ¯ in (3.2) and the choice τ in (3.3). Let K1, K2 ∈ Yτ
be the sets constructed in Lemma 3.3. Let Γm = Γm(W ) be another boundary
component satisfying Γm ∩K 6= ∅ for some K ∈ {K1, K2} and |Γm|∞ ≥ q2τ¯h∗ with
q given in (3.7). For q large enough we have |Γm|∞ ≥ 19τ¯ and thus ω(Γm) = 1 by
(2.7)(iv). Moreover, (3.3) implies that Γm is one of the (at most) two rectangular
boundary components given by Lemma 3.2. Recalling the remark below Lemma
3.3, K is contained in one of the sets N τj,±, j = 1, 2. Let Xm ∈ U s be the
corresponding component of Qµ \W .
Definition of sets Ψ near Γm. We now define sets near Γ and Γm for which
we will formulate a specific condition in Section 3.3 necessary for the derivation
of the trace estimate. The properties of these sets will be exploited in Lemma
4.6, Lemma 4.7 and Section 6 below. For the formulation of the trace estimate
(Section 3.3) and the modification algorithm (Section 4.2) we will essentially
only need that such sets Ψ and the corresponding ‘distance between Γ and Γm’,
denoted by ψ, exist, where there are in principle three different situations depicted
in Figure 9 and Figure 10. Consequently, the reader may skip the details below
on first reading.
For shorthand we write M = M τ (Γ), Mˆ = Mˆ τ (Γ) and N = N τ (Γ), Nj,± =
N τj,±(Γ) in the following. We treat two different cases depending on whether K
is near a corner of Γ or not:
(I) Assume K∩Mˆ 6= ∅. As K is contained in one of the sets Nj,±, j = 1, 2, we
assume e.g. K ⊂ N1,−. As |K| ≤ C τ2h∗ by Lemma 3.3, we find |pi2Γm| ≤ C τh∗ and
thus recalling (3.3) and |Γm|∞ ≥ q2τ¯h∗ we get that |Γm|∞ ≥
q2τ¯
2h∗ for q sufficiently
large. Consequently, for q sufficiently large we have |pi1Γm| is large with respect
to τ¯ which implies
Γm ∩ {−l1 − 21τ¯} × R 6= ∅. (3.10)
Let Q1, Q2 ∈ Jτ be the neighboring squares of K, i.e. Qi∩K = ∅ and ∂K∩∂Qi 6=
∅ for i = 1, 2. Let Ψ = (Q1 ∪K ∪Q2 \ Xm)◦ and observe that Ψ ⊂ N1,− as
K∩Mˆ 6= ∅. By (3.10) the set Ψ = Ψ1∪Ψ2∪Ψ3 decomposes into three rectangles,
where (up to translation and sets of measure zero) Ψ1 = (0, τ)× (0, τ +a1), Ψ2 =
(0, ψ) × (0, ψˆ) and Ψ3 = (0, τ) × (0, τ + a3) for −12τ ≤ a1, a3 ≤ τ . Furthermore,
let
Φ = {x ∈ Qµ : dist(x,Ψ) ≤ 20τ¯}.
Before we go on with case (II) we state two observations. We say that two sets
are C-Lipschitz equivalent if they are related through a bi-Lipschitzian home-
omorphism with Lipschitz constants of both the homeomorphism itself and its
inverse bounded by C.
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XM t(Γ)
Γ
Γ2m
Γ1m
Ψˆ13
@
Ψˆ12
Ψˆ11
Ψ21
Ψ22
Ψ23
Figure 9: Neigborhood M t(Γ) with two other boundary components Γ1m, Γ
2
m (the
interiors X1m, X
2
m are striped) and corresponding sets Ψˆ
1 and Ψ2.
Lemma 3.4 Let Γ,Γm with ω(Γm) = ω(Γ) = 1, N τ¯ ⊂ H(W ) and |Γ|∞ ≥ λ,
|Γm|∞ ≥ q2 τ¯h∗ be given. In the situation of (I) the following holds:
(i) Let V ∈ U s be the smallest rectangle containing X and Xm. Then Φ ⊂ V .
(ii) ψˆ ≤ 16ψ
h∗ . In particular, there is a suitable set Ψ2 ⊂ Ψ∗2 ⊂ Ψ such that each
set Ψ1,Ψ
∗
2,Ψ3 is C(h∗)-Lipschitz equivalent to a square.
Proof. (i) As K ∩Mˆ 6= ∅, we get that Φ ⊂ N∗ := N21τ¯1,− \ (N21τ¯2,+ ∪N21τ¯2,− ) if we again
choose q large enough. By (3.10) we have ∂N∗ ∩Γm 6= ∅. Therefore, the smallest
rectangle V containing Γ and Γm satisfies N
∗ ⊂ V which gives the assertion.
(ii) By Lemma 3.1 we obtain ψˆ ≤ |Γm ∩N2ψ|H ≤ 16ψh∗ . If also ψˆ ≥ h∗ψ, we set
Ψ∗2 = Ψ2, otherwise we choose some Ψ
∗
2 ⊃ Ψ2 with |pi2Ψ∗2| = ψ. 
The situation of property (i) is described in (E2) (see Figure 3 (b)).
(II) Assume now K ∩Mˆ = ∅. (i) We first treat the case l2 ≥ C ′ τh∗ for C ′ large
enough and similarly as in (I) suppose without restriction that K ⊂ N1,−. Again
let Q1, Q2 be the neighboring squares of K and set Ψˆ = (Q1 ∪K ∪Q2 \Xm)◦. If
Qj ⊂ N1,− for j = 1, 2, the set Ψˆ decomposes as before in (I).
Otherwise, we may assume that e.g. Q1 ⊂ N2,− \ N1,−. Observe that then
K,Q2 ⊂ N1,− as |K| ≤ C τ2h∗ and l2 ≥ C ′ τh∗ . As indicated in Figure 9, the set Ψˆ
contains three rectangles Ψˆ1, Ψˆ2, Ψˆ3, where (up to translation and sets of measure
zero) Ψˆ1 = (0, τ + ψ)× (0, τ), Ψˆ2 = (0, ψ)× (0, ψˆ) and Ψˆ3 = (0, τ)× (0, τ + a3)
for 0 ≤ a3 ≤ τ . Note that ψˆ = 0 is possible and that an argumentation as in
Lemma 3.4 yields ψˆ ≤ 16ψ
h∗ . Now let
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Ψj = Ψˆj \ (M21τ¯ (Γ) ∪M21τ¯m(Γm)), j = 1, 2, 3, Ψ =
(⋃3
j=1
Ψj
)◦
,
where τ¯m = υ|Γm|∞. Furthermore, let Φ = {x ∈ Qµ : dist(x,Ψ) ≤ 20τ¯}. The
fact that we subtract M21τ¯ (Γ)∪M21τ¯m(Γm) from Ψˆj has been motivated in (E1)
(cf. Figure 3 (a)).
X
Xm
M21τ¯m2 (Γm)
M21τ¯m1 (Γm)
Θl1
Θl2
︸ ︷︷ ︸
ψ
Ψ
Figure 10: Sketch of Ψ (grey) in the case (II)(ii), where only parts of the boundary
components Γ,Γm are depicted. In particular M
21τ¯m(Γm)∩Ψ 6= ∅ and M21τ¯ (Γ)∩Ψ = ∅.
Also note thatM21τ¯m(Γm) is dodecagonal, whereasM
21τ¯ (Γ) is decagonal. Moreover, for
later reference (see proof of Lemma 4.7) we have also drawn two boundary components
Θl1 ,Θl2 ⊂M21τ¯m(Γm) in dashed lines.
(ii) We finally treat the case that l2 is small with respect to l1 (i.e. l2 ≤ C ′ τh∗ )
which particularly implies thatM21τ¯ (Γ) is decagonal. Suppose without restriction
that K ⊂ N1,−. If K ∩ N2,+ = ∅ or K ∩ N2,− = ∅, we may proceed as before in
(II)(i). Otherwise, the set Ψˆ ⊃ Ψˆ1∪Ψˆ2∪Ψˆ3 contains three rectangles, where (up to
translation and sets of measure zero) Ψˆ1 = (0, τ+ψ)×(0, τ), Ψˆ2 = (0, ψ)×(0, 2l2)
and Ψˆ3 = (0, τ+ψ)×(0, τ) (cf. Figure 10). The same argumentation as in Lemma
3.4(ii) yields 2l2 ≤ 16ψh∗ . We let Ψj = Ψˆj \ M21τ¯ (Γ) for j = 1, 2, 3. Observe
that in contrast to case (II)(i) we only subtract the set M21τ¯ (Γ). We again let
Φ = {x ∈ Qµ : dist(x,Ψ) ≤ 20τ¯}. We now have the following properties.
Lemma 3.5 Let Γ,Γm with ω(Γm) = ω(Γ) = 1, N τ¯ ⊂ H(W ) and |Γ|∞ ≥ λ,
|Γm|∞ ≥ q2 τ¯h∗ be given. In the situation of (II) the following holds:
(i) Let V ∈ U s be the smallest rectangle containing X and Xm. Then we have
Φ ∩ {x : x1 ≥ −l1 − ψ} ∩M21τ¯m(Γm) ⊂ V .
(ii) In the cases (II)(i),(ii) we have ψˆ ≤ 16ψ
h∗ and 2l2 ≤
16ψ
h∗ , respectively. More-
over, there is a suitable set Ψ2 ⊂ Ψ∗2 ⊂ Ψ such that each set Ψ1,Ψ∗2,Ψ3 is
C(h∗)-Lipschitz equivalent to a square.
24
Proof. (i) It suffices to note that {x : x1 ≥ −l1 − ψ} ∩ M21τ¯m(Γm) ⊂ [−l1 −
ψ,∞)× pi2Γm and pi1Φ ⊂ (−∞, l1] (cf. Figure 10).
(ii) The bounds on ψˆ and l2 were already discussed above. As in the proof of
Lemma 3.4(ii) we can choose Ψˆ∗2 ⊃ Ψˆ2 such that Ψˆ∗2 is C(h∗)-Lipschitz equivalent
to a square. Let Ψ∗2 = Ψˆ
∗
2 \ (M21τ¯ (Γ) ∪ M21τ¯m(Γm)) or Ψ∗2 = Ψˆ∗2 \ M21τ¯ (Γ),
respectively, depending on the cases (II)(i) and (II)(ii). For q sufficiently large in
(3.7) it is elementary to see that Ψ1,Ψ
∗
2,Ψ3 are C(h∗)-Lipschitz equivalent to a
square. 
We remark that property (i) is a ‘variant’ of the situation described in (E2)
which we did not discuss explicitly in the introduction. The basic idea, however,
is the same in the sense that the part of M21τ¯m(Γm) intersecting Ψ is contained
in the larger rectangle V (see Figure 10).
3.3 Conditions for boundary components and trace esti-
mate
After the introduction of the neighborhoods we are now in the position to for-
mulate the trace estimate. As before we consider Wi ∈ Wsλ for λ ≥ 0 with
the corresponding weight ω and a specific ordering of the boundary components
(Γj(Wi))
n
j=1 (cf. (2.7)). (In Section 4 the subscript i will indicate the itera-
tion step and we already use the notation here for later reference.) Consider
Γ = Γ(Wi) with |Γ|∞ ≥ λ and recall that Γ = Θ is rectangular by (2.7)(v).
Suppose there is another set W ∈ Vs with |Wi \ W | = 0 and assume that
u ∈ H1(W ) is given. (W will be the starting point for our modification.) As in
the following we will consider the elastic energy on various subsets, it is convenient
to set for shorthand α(U) = ‖e(u)‖2L2(U) for U ⊂ W .
In (3.1) we have already introduced a first condition whereby the number
and position of other components in a neighborhood can be controlled. We now
present additional conditions concerning (1) the elastic energy in a neighborhood,
(2) the behavior in the small sets Ψ constructed in Section 3.2 and (3) the property
that a trace estimate has already been established for smaller components (cf.
(C)). Consider N2τˆ = N2τˆ (Γ) with
τˆ = q2τ¯h−1∗ = q
2υh−1∗ |Γ|∞ with τˆ ≤ ch∗|Γ|∞ (3.11)
for some c > 0 small with q from (3.7) and τ¯ as defined in (3.2). The latter
inequality holds in view of (2.10) for υ small enough with respect to h∗, q. Recall
that τˆ is the least length of boundary components considered in Section 3.2. For
ε > 0 and for D = D(h∗) sufficiently large to be specified later (see case (b),(c)
in the proof of Theorem 2.3) we require
α(N2τˆ ∩Wi) + ε|∂Wi ∩N2τˆ |H ≤ Dετˆ . (3.12)
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Moreover, let Ψj and ψj, j = 1, 2, be defined as in Section 3.2 (I),(II) (cf. Figure
9 and Figure 10) corresponding to the sets Kj, j = 1, 2, provided by Lemma 3.3.
We introduce the condition
α(Ψj ∩Wi) + ε|∂Wi ∩Ψj|H ≤ D(1− ωmin)−1εψj (3.13)
for j = 1, 2, where D = D(h∗) as in (3.12). For η ≥ 0 we let Tη(Wi,W ) be the
set of Γl(Wi) satisfying |Γl(Wi)|∞ ≤ η and (recall (2.3))
N2τˆl(∂Rl) ⊂ H(W ), (3.14)
where τˆl = q
2υ|Γl|∞h−1∗ (cf. (3.11)) and Rl is the corresponding rectangle given
in (2.7)(i) or (2.7)(v), respectively. We assume that for all Γl(Wi) ∈ Tτˆ (Wi,W )
there are Al ∈ R2×2skew, bl ∈ R2 such that for the modification u¯ in SBD defined by
u¯(x) =
{
Al x+ bl x ∈ Xl for Γl(Wi) ∈ Tτˆ (Wi,W )
u(x) else,
(3.15)
we have for all Γl(Wi) ∈ Tτˆ (Wi,W ) the trace estimate∫
Θl(Wi)
|u¯(x)− (Al x+ bl)|2 dH1(x) =
∫
Θl(Wi)
|[u¯](x)|2 dH1(x)
≤ C∗ ε
υ4
|Γl(Wi)|2∞
(3.16)
for some C∗ = C∗(h∗) > 0 sufficiently large. (The left hand side has to be
understood as the trace of u¯|Wi on Θl(Wi).) We now state that under the above
conditions also Γ = Γ(Wi) with |Γ|∞ ≥ λ satisfies an estimate similar to (3.16).
Theorem 3.6 Let h∗, ωmin, q > 0 as in (2.10). Then there is a constant Cˆ =
Cˆ(h∗) > 0 independent of ωmin such that for υ sufficiently small (depending on h∗,
ωmin and q) the following holds: For all ε > 0, λ > 0, for all Wi ∈ Wsλ, W ∈ Vs
with |Wi \ W | = 0, for all u ∈ H1(W ) and boundary components Γ = Γ(Wi)
with |Γ|∞ ≥ λ such that (3.1), (3.12), (3.13), N2τˆ (Γ) ⊂ H(W ) hold and (3.16)
is satisfied for Tτˆ (Wi,W ) one has (in the sense of traces)∫
Γ
|u¯(x)− (Ax+ b)|2 dH1(x) ≤
(
Cˆ +
C∗
2
) ε
υ4
|Γ|2∞ (3.17)
for suitable A ∈ R2×2skew, b ∈ R2.
As the proof of this assertion is very technical and involves several steps, we
postpone it to Section 6. In the next section we proceed with the formulation of
the modification algorithm and the proof of Theorem 2.3.
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4 Proof of the modification result
This section is devoted to the proof of Theorem 2.3 which relies on an iterative
modification procedure. We we will first give a precise meaning to the modi-
fication of sets and the adjustment of the corresponding weights (Section 4.1).
Afterwards, we present the modification algorithm in Section 4.2 and give the
proof in Section 4.3.
4.1 Modification of sets
As motivated in (D),(F) a basic idea in our construction is the replacement of
certain boundary components by (larger) rectangles. As before we consider W =
Qµ \
⋃m
i=1Xi ∈ Wsλ for λ ≥ 0 with the corresponding weight ω and a specific
ordering of the boundary components (Γj(W ))
n
j=1 (cf. Section 2.1).
Recall from (2.9) that for a rectangle V ∈ U s with |∂V |∞ ≥ λ, V ⊂ Qµ
we introduced the modification W˜ = (W \ V ) ∪ ∂V , or more precisely W˜ =
Qµ \
⋃m
i=0 X˜i, where X˜i = Xi \ V for i = 1, . . . ,m and X˜0 = V .
Components and weights. We will now give a precise meaning to the
boundary components of W˜ , their ordering and the corresponding weight. First
let Γ0(W˜ ) = ∂V (it is convenient to start with index 0) and for j ≥ 1 we have
by construction Γj(W˜ ) = ∂(Xj \ V ). Observe that some boundary components
may be empty and therefore reordering the indices we let (Γj(W˜ ))
n˜
j=1 for n˜ ≤ n
be the nonempty boundary components. Clearly, for each Γj(W˜ ), j ≥ 1, there is
exactly one corresponding ∂Xij = Γij(W ) such that Γj(W˜ ) = ∂(Xij \ V ). (This
mapping is injective.) We order the components of W˜ such that 1 ≤ j1 < j2 if
and only if ij1 < ij2 , i.e. we preserve the ordering of W .
We now define the corresponding subsets as in (2.4) and obtain Θ0(W˜ ) = ∂V
as well as
Θj(W˜ ) = Θij(W ) \ V (4.1)
for j ≥ 1. Moreover, we choose the same corresponding rectangles as given for
W by (2.7)(i), i.e. for Γj(W˜ ) with ω(Γj(W˜ )) < 1 we define Rj(W˜ ) = Rij(W ).
From now on for notational convenience we may assume that ij = j for all
j ≥ 1. Recall that for our analysis it is also crucial to adjust the weights (cf.
(F2)). We define the following ‘new’ weights: Set ω(Γ0(W˜ )) = 1 and for j ≥ 1
ω(Γj(W˜ )) =
{
1 if ω(Γj(W )) = 1,
min
{
|Γj(W )|∞
|Γj(W˜ )|∞ω(Γj(W )), 1
}
else.
(4.2)
Basic properties. We note that
ω(Γj(W˜ )) ≥ ω(Γj(W )) and ω(Γj(W˜ ))|Γj(W˜ )|∞ ≤ ω(Γj(W ))|Γj(W )|∞ (4.3)
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for all j ≥ 1. To see this, it suffices to observe |Γj(W˜ )|∞ ≤ |Γj(W )|∞ which
follows from Γj(W˜ ) = ∂(Xj \ V ) and Lemma 2.1(ii). We now state a basic
estimate that we will frequently use. Recall (2.6).
Lemma 4.1 Let λ ≥ 0 and W ∈ Wsλ. Let W˜ = (W \ V ) ∪ ∂V for a rectangle
V ∈ U s with V ⊂ Qµ and let LV ⊂ (Γj(W ))nj=1 be the components satisfying
Γj(W ) ⊂ V . (i) We have
‖W˜‖ω ≤ |∂V |∗ + ‖W‖ω − (1− h∗)
∑
Γj(W )∈LV
ω(Γj(W ))|Γj(W )|∞ − h∗|∂VW ∩ V |H,
where we adjusted the weights as in (4.2) and for shorthand ∂VW =
⋃n
j=1 Θj(W ).
(ii) In particular, we get
‖W˜‖ω ≤ |∂V |∗ + ‖W‖ω −
∑
Γl(W )∈LV
|Θj(W )|ω.
Proof. We first observe
‖W˜‖ω = |∂V |∗ +
n∑
j=1
|Θj(W˜ )|ω = |∂V |∗ + ‖W‖ω +
n∑
j=1
(|Θj(W˜ )|ω − |Θj(W )|ω),
where Θj(W˜ ) = Θj(W ) \ V . For Γj(W ) ∈ LV we have Θj(W˜ ) = ∅ and thus
|Θj(W˜ )|ω − |Θj(W )|ω = −(1− h∗)ω(Γj(W ))|Γj(W )|∞ − h∗|Θj(W ) ∩ V |H
by (2.6). By (4.3) we find |Θj(W˜ )|ω−|Θj(W )|ω ≤ h∗(|Θj(W˜ )|H−|Θj(W )|H) ≤ 0
for Γj(W ) /∈ LV . Now (i) follows from Θj(W˜ ) = Θj(W ) \ V and the fact that
(Θj(W ))j are pairwise disjoint (see (2.4)). Moreover, as Θj(W˜ ) = ∅ for Γj(W ) ∈
LV and |Θj(W˜ )|ω − |Θj(W )|ω ≤ 0 for Γj(W ) /∈ LV , (ii) holds. 
Modifications. We observe that W˜ might not be an element of Wsλ. One
can show, however, that W˜ can be modified to a set in Wsλ.
Lemma 4.2 Let λ ≥ 0 and W ∈ Wsλ. Let W˜ = (W \ V ) ∪ ∂V for a rectangle
V ∈ U s with |∂V |∞ ≥ λ and V ⊂ Qµ. Then there is another rectangle V ′ ∈ U s
with V ⊂ V ′ ⊂ Qµ such that U := (W \ V ′) ∪ ∂V ′ ∈ Wsλ, H(U) = H(W ) ∪ V ′
and
‖U‖ω ≤ ‖W˜‖ω, (4.4)
where for both sets W˜ , U we adjusted the weights as in (4.2).
The proof idea is as follows: If W˜ /∈ Wsλ, we observe that one of the condi-
tions (2.7)(iii),(v) is violated and so we particularly find a boundary component
Γj(W˜ ) having nonempty intersection with V . We then modify W˜ by cutting out
the smallest rectangle containing V and Γj(W˜ ) (see Figure 4). This procedure
possibly has to be repeated iteratively. To see (4.4) we then exploit the properties
stated in Lemma 2.1.
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Remark 4.3 In the proof of Lemma 4.2 we see that each Γ(W ) with ω(Γ(W )) =
1 (and so particularly each Γ(W ) with |Γ(W )|∞ ≥ λ) is either left unchanged,
i.e. Γ(W ) = Γ(U) for a component Γ(U) of U with Γ(U)∩V ′ = ∅ or Γ(W ) ⊂ V ′.
As a consequence of the above result, we derive that sets in Vs (cf. (2.2)) can
be modified such that the boundary components have rectangular form.
Corollary 4.4 Let W ∈ Vs with connected boundary components. Then there is
a subset U ⊂ W with H(U) ⊃ H(W ) such that |W \U | ≤ ‖U‖2∞ and all boundary
components of U are rectangular and pairwise disjoint. Moreover, we have
‖U‖∗ ≤ ‖W‖∗.
In particular, if we introduce a weight ω corresponding to U by ω(Γj(U)) = 1
for all j and define an (arbitrary) ordering of the boundary components we obtain
U ∈ Ws0 . The proofs of these modification results will be given in Section 5.1.
4.2 Modification algorithm
In this section we present the modification algorithm needed for the proof of
Theorem 2.3. Let be given W ∈ Vs with connected boundary components and
u ∈ H1(W ). For shorthand we again write α(U) = ‖e(u)‖2L2(U) for U ⊂ W .
As a preparation we introduce a further notion needed in the formulation of
the modification algorithm. For Wi ∈ Wsλ, λ ≥ 0, and a component Γl(Wi) we
define
S(Γl(Wi)) =
⋃
Γk(Wi)∈S(Γl(Wi))
Γk(Wi) (4.5)
with S(Γl(Wi)) = {Γk(Wi) : ω(Γk(Wi)) = 1, |Γk(Wi)|∞ > |Γl(Wi)|∞}. Before we
start, we specify the constant C2 in Theorem 2.3 to be
C2 = C
′υ (4.6)
for a universal constant C ′ small enough and consider W ∈ Vs as an element
of VC2s such that (3.2) (with C2s in place of s) is satisfied for all boundary
components Γl(W ). From now on we will always tacitly assume that all involved
sets lie in VC2s and write Wλ instead of WC2sλ . In the proof below we will show
that C2 is in fact a constant only depending on h∗ and σ as claimed in Theorem
2.3.
We set W0 = Wˆ , where Wˆ is the modification given by Corollary 4.4. Choos-
ing an (arbitrary) ordering of the boundary components and setting ω(Γj(W0)) =
1 for all j we obtain W0 ∈ W0. Moreover, we let λ0 = 0, B00 = ∅. Assume that
λi ≥ λ0 and Wi ∈ Wλi with |Wi \W0| = 0 and H(Wi) ⊃ H(W ) (recall (2.3)) are
given. Suppose there are sets {Bij : j = 0, . . . , i} which will represent the sets
where we already ‘used’ the ‘energy lying in the set’ to modify W (see (D),(E)).
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Suppose that in the iteration step i the following conditions are satisfied:
ε‖Wi‖ω + α(Wi) ≤ ε‖W‖∗ + α(W ) + h∗(1− ωmin)
∑i
j=0
α(Bij) (4.7)
as well as
(i) Each x ∈ Qµ lies in at most two different Bij1 , Bij2 and
each x ∈ Wi lies in at most one Bij, j, j1, j2 ∈ {0, . . . , i},
(ii) Either Θl(Wi) ⊂ Bij for some 0 ≤ j ≤ i or
Γl(Wi) ∈ Gi :=
{
Γl : Γl ∩
⋃i
j=0
Bij = ∅, ω(Γl) = 1
}
for all Γl(Wi),
(iii) Each Bij with B
i
j ∩Wi 6= ∅ satisfies Bij ∩Wi ⊂Mη
i
l
k (Γl(Wi)) \ S(Γl(Wi)),
for some Γl(Wi) ∈ Gi and k ∈ {1, 2}, j = 0, . . . , i.
(4.8)
Here ηil := 21υmin{|Γl(Wi)|∞, λi} = min{21τ¯l, 21υλi}, the neighborhood Mk
was defined in (3.9) and S(Γl(Wi)) as in (4.5). Moreover, recalling (3.11) and the
definition before (3.14) we suppose
α(N τˆl(Γl(Wi)) ∩Wi) + ε|N τˆl(Γl(Wi)) ∩
(
∂Wi \ S(Γl(Wi))
)|H ≤ Dετˆl
for all Γl(Wi) ∈ Gi ∩ Tλi(Wi,W ),
(4.9)
where D as defined in (3.12). Furthermore, we assume that there is an extension
u¯i in SBD defined as in (3.15) with suitable Al ∈ R2×2skew and bl ∈ R2 for all
Γl(Wi) ∈ Tλi(Wi,W ) such that all Γl(Wi) ∈ Tλi(Wi,W ) satisfy∫
Θl(Wi)
|u¯i − (Al x+ bl)|2 dH1 ≤ Cˆ
i∑
n=0
(2
3
)n ω(Γl(Wi))2
ωˆi(Γl(Wi))2
ε
υ4
|Γl(Wi)|2∞, (4.10)
where ωˆi(Γl(Wi)) := 1 − 1−ωmin2 #{j = 0, . . . , i : Θl(Wi) ⊂ Bij} and Cˆ is the
constant from (3.17). Finally, we assume
(i) ω(Γl(Wi)) ≥ ωˆi(Γl(Wi)), ∀ Γl,
(ii) |∂Rl(Wi)|∞ ≤ ω(Γl(Wi))(ωˆi(Γl(Wi)))−1|Γl(Wi)|∞, ∀ Γl : ω(Γl) < 1.
(4.11)
Recall that ∂Wi∩Qµ ⊂ Wi by definition (see (2.2)). This particularly implies that
each Θl(Wi) is contained in at most one set B
i
j (see (4.8)(i),(ii)). Consequently,
we have ωˆi(Γl(Wi)) ≥ ωmin and see that for components satisfying (4.10) also
(3.16) holds if we replace C∗ by Cˆω−2min
∑i
n=0(2/3)
n.
Condition (4.7) yields a bound on the length of the boundary components ulti-
mately leading to (2.17). In (4.8) the properties of the sets ‘used’ for the modifica-
tion are described. In particular, (4.8)(i) is discussed in (E2) and (4.8)(iii) reflects
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the observation in (E). Moreover, (4.9) and (4.10) state that a trace estimate al-
ready holds for smaller components and that the energy in a neighborhood can
be controlled (cf. (C)). The second condition in (4.11) is a refinement of (2.7)(ii).
In the proof of Theorem 2.3 it will be crucial that the above stated conditions
are preserved under modification. To state this property, it is convenient to
assume that there is an additional set Bii+1 ⊂ Qµ and to define
ωˆ∗i (Γl(Wi)) := 1− 12(1− ωmin) #{j = 0, . . . , i+ 1 : Θl(Wi) ⊂ Bij}. (4.12)
Clearly, if Bii+1 = ∅, then ωˆ∗i (Γl(Wi)) = ωˆi(Γl(Wi)) for all Γl(Wi).
Lemma 4.5 Let ε > 0 and λ ≥ 0. Let Wi ∈ Wλ, u¯i and {Bij : j = 0, . . . , i} be
given such that (4.7)-(4.9) hold for Wi and λ in place of λi. Moreover, suppose
that (4.10)-(4.11) are satisfied for u¯i and ωˆ
∗
i in place of ωˆi for an additional set
Bii+1 ⊂ Qµ. For a rectangle V ⊂ Qµ with |∂V |∞ > λ, let W˜i = (Wi \ V ) ∪ ∂V
and assume that (recall (2.9), (4.2))
ε‖W˜i‖ω + α(W˜i) ≤ ε‖Wi‖ω + α(Wi).
Let Wi+1 = (Wi \ V ′) ∪ ∂V ′ ∈ Wλ be the set given by Lemma 4.2. Define
Bi+1j = B
i
j \ ∂V ′ for j = 0, . . . , i+ 1 and u¯i+1 = u¯i. Then the following holds:
(i) (4.7) and (4.9)-(4.11) are satisfied for Wi+1, u¯i+1, ωˆi+1 and λ in place of
λi+1.
(ii) If Bii+1 = ∅, then (4.8) holds for Wi+1 and λ in place of λi+1.
We will first give the proof of Theorem 2.3 to see how the above algorithm is
applied and postpone the proof of Lemma 4.5 to the end of Section 4.3. Moreover,
the corresponding property (ii) in the case Bii+1 6= ∅ will be stated below in
Lemma 4.7 since it relies on the construction of Bii+1 in (4.13).
4.3 Proof of Theorem 2.3
We are now in a position to prove Theorem 2.3.
Proof of Theorem 2.3. Using Corollary 4.4 we first see that (4.7) holds for W0 =
Wˆ and (4.8)-(4.11) are trivially satisfied for λ0 = 0, B
0
0 = ∅. Assume that λi,
Wi ∈ Wλi , {Bij : j = 0, . . . , i} and u¯i have already been constructed and that
(4.7)-(4.11) hold.
If now all Γl(Wi) with N2τˆl(∂Rl(Wi)) ⊂ H(W ) satisfy |Γl(Wi)|∞ ≤ λi we
stop and set U = Wi. We will see that in this case (2.16) holds for C1 =
Cˆ
∑∞
n=0(2/3)
nω−2minυ
−4 by (4.10). Otherwise, there is some smallest Γ = Γ(Wi)
with respect to | · |∞ satisfying |Γ|∞ > λi and N2τˆ (Γ) ⊂ H(W ) with τˆ =
q2υh−1∗ |Γ|∞ as defined in (3.11). To simplify the exposition, we will suppose
31
that the choice of Γ is unique. At the end of the proof we briefly indicate the
necessary changes if there are several components of the same size.
Choose ωmin ≥
√
3
4
. We observe that Tτˆ (Wi,W ) ⊂ Tλi(Wi,W ). Indeed,
for τˆ ≤ λi it is obvious and for τˆ > λi it follows from the choice of Γ with
respect to | · |∞. Thus, by (4.10) we get that (3.16) is satisfied replacing C∗ by
4
3
Cˆ
∑i
n=0(2/3)
n.
Trace estimate. If Γ additionally fulfills (3.1), (3.12) and (3.13), we may
apply Theorem 3.6. Therefore, recalling ω(Γ) = 1 we get that for suitable A ∈
R2×2skew, b ∈ R2∫
Γ
|u¯i(x)− (Ax+ b)|2 dx ≤
(
Cˆ +
1
2
· 4
3
Cˆ
∑i
n=0
(2
3
)n) ε
υ4
|Γ|2∞
≤ Cˆ
∑i+1
n=0
(2
3
)n ω(Γ)2
ωˆi+1(Γ)2
ε
υ4
|Γ|2∞.
Thus, (4.10) holds, as desired. We define u¯i+1(x) = Ax + b for x ∈ X and
u¯i+1 = u¯i else, where ∂X = Γ. Moreover, we set Wi+1 = Wi, λi+1 = |Γ|∞,
Bi+1j = B
i
j for j = 0, . . . , i and B
i+1
i+1 = ∅. Now (4.7)-(4.11) still hold due to
choice of Γ with respect to | · |∞. In particular, for (4.9), (4.10) we note that
Tλi+1(Wi+1,W ) = Tλi(Wi,W ) ∪ {Γ} and in (4.9) we additionally take (3.12) for
the component Γ into account. Moreover, (4.8)(iii) still holds as λi+1 ≥ λi. As
also (2.7) is satisfied for λi+1, we get Wi+1 ∈ Wλi+1 . We continue with the next
iteration step.
Otherwise (a) (3.1), (b) (3.12) or (c) (3.13) is violated. We refer to (D1)-(D3)
where the basic situation of each case is described.
Case (a). We find some V ⊃ Γ with ∂V 6= Γ and V ⊂ Qµ such that setting
W˜i = (Wi \ V ) ∪ ∂V , we get ‖W˜i‖ω ≤ ‖Wi‖ω and therefore
ε‖W˜i‖ω + α(W˜i) ≤ ε‖Wi‖ω + α(Wi).
Here we adjusted the weights as in (4.2). Define Bii+1 = ∅ and observe that
ωˆ∗i = ωˆi with ωˆ
∗
i as defined in (4.12). Then Lemma 4.5 applied for λ = λi
yields a set Wi+1 ∈ Wλi with |Wi+1 \ W˜i| = 0 and H(Wi+1) ⊃ H(Wi) ⊃ H(W ),
corresponding (Bi+1j )
i+1
j=0 and u¯i+1 = u¯i such that (4.7)-(4.11) hold for Wi+1, u¯i+1,
ωˆi+1 and λi. Let λi+1 = |Γ|∞ and observe that Wi+1 ∈ Wλi+1 satisfies (4.7)-(4.11)
also for λi+1. Indeed, (4.9) and (4.10) follow from the choice of Γ with respect to
| · |∞, Remark 4.3 and the fact that |∂V |∞ > λi+1. For the other properties we
may argue as before. We now continue with the next iteration step.
Case (b). First, suppose |∂Wi ∩ N2τˆ |H > 16τˆh∗ . In view of N2τˆ ⊂ H(W ) ⊂
H(Wi) this contradicts the assertion of Lemma 3.1 and shows that also (3.1) is
violated. Thus, we can proceed as in case (a). Otherwise, choosing D = D(h∗) ≥
32
h∗ , the fact that (3.12) does not hold yields α(N
2τˆ ∩Wi) > D2 ετˆ .
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We set W˜i = (Wi \V )∪∂V , where V is the smallest rectangle containing N2τˆ .
We observe that V ⊂ Qµ and a short computation yields |∂V |∗ − |Γ|∗ ≤ 8 · 2τˆ .
Thus, using Lemma 4.1(ii) and noting that Γ ∈ LV we derive
ε‖W˜i‖ω + α(W˜i) ≤ ε‖Wi‖ω + α(Wi) + 16ετˆ − α(V ∩Wi) ≤ ε‖Wi‖ω + α(Wi).
We now may proceed exactly as in case (a) and then continue with the next
iteration step.
Case (c). Let Ψi = Ψ
j and ψi = ψ
j, where Ψj is a set such that (3.13)
is violated. As discussed above in Section 3.2, we find a boundary component
Γm = Γm(Wi) with |Γm|∞ ≥ τˆ , ω(Γm) = 1. Moreover, there is a rectangle T ⊂ Qµ
with |∂T |H ≤ 4ψi and T ∩ Γ 6= ∅, T ∩ Γm 6= ∅ (cf. Figure 12 below).
XXm
Γl1 Γl3
Γl2
Θl4
Bij1
Bij2

  
Ψ
Figure 11: On the left side Ψ (the set surrounded by the dashed grey line) and parts
of Γ, Γm are sketched. Observe that M
21τ¯m(Γm) ∩ Ψ = M21τ¯ (Γ) ∩ Ψ = ∅. Moreover,
the picture includes several boundary components with corresponding dodecagonal or
decagonal neighborhoods as well as four striped sets Bij1 , . . . , B
i
j4
. On the right hand
side the resulting Bii+1 is drawn, where ∂B
i
i+1 is black and the interior (B
i
i+1)
◦ is grey.
Observe that in general only parts of ∂Bii+1 are contained in B
i
i+1.
Let Ai ⊂ (Γl(Wi))l\{Γ,Γm} be the boundary components with Θl(Wi)∩Ψi 6=
∅ or, if Γl(Wi) = Θl(Wi) ∈ Gi, with Mηil (Γl(Wi)) ∩Ψi 6= ∅. (Recall the definition
of Gi in (4.8)(ii) and see (3.8) for the neighborhood.) We now define an additional
set Bii+1, where we will ‘use the energy’ to modify Wi. Let
Bii+1 =
(
(Ψi ∩Wi) ∪
⋃
Γl(Wi)∈Ai
Θl(Wi)
)
\
⋃
Bij∈Bi
Bij, (4.13)
where Bi := {Bij : Bij ∩Wi ⊂ Mηil (Γl(Wi)) for some Γl(Wi) ∈ Ai ∩ Gi}. In the
definition of Bii+1 it is essential to subtract the set on the right hand side such
that we will be able to ensure (4.8)(i).
Note that by (4.8) we have for all Γl(Wi) ∈ Ai either Θl(Wi) ⊂ Bii+1 or
Θl(Wi) ∩ Bii+1 = ∅ depending on whether Θl(Wi) ∩
⋃
Bij∈Bi B
i
j = ∅ or Θl(Wi) ⊂
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Bij ∈ Bi. Moreover, the components Γl(Wi) /∈ Ai clearly satisfy Θl(Wi)∩Bii+1 = ∅
by the definition of Ai. Denote by A˜i ⊂ Ai the boundary components completely
contained in Bii+1 and observe that Gi ∩ Ai ⊂ A˜i (see (4.8)(ii)). This definition
implies ⋃
Γl(Wi)∈A˜i
Θl(Wi) = ∂Wi ∩Bii+1. (4.14)
One can show that |Γl(Wi)|∞ < 19τ¯ and dist(Γl(Wi),Ψi) ≤ τ¯ for all Γl(Wi) ∈ Ai
which we postpone to Lemma 4.6 below for convenience. This together with (3.3),
(3.11) and the fact that Ψi ⊂ N τ (Γ) ⊂ N τ¯ (Γ) implies N2τˆl(∂Rl) ⊂ N2τˆ (Γ) ⊂
H(W ) for all Γl(Wi) ∈ Ai for q large enough, where Rl are as usual the corre-
sponding rectangles. Then, as |Γl(Wi)|∞ < |Γ|∞, by the choice of Γ with respect
to | · |∞ we obtain |Γl(Wi)|∞ ≤ λi for all Γl(Wi) ∈ Ai and thus Ai ⊂ Tλi(Wi,W ).
Consequently, by (4.9) we have γ(M21τ¯l(Γl(Wi)) \ S(Γl(Wi))) ≤ Dετˆl for all
Γl(Wi) ∈ Ai ∩ Gi, where
γ(A) := α(A ∩Wi ∩Ψi) + ε|A ∩ (∂Wi ∩Ψi)|H
for A ⊂ R2. Observe that ηil = 21τ¯l as |Γl(Wi)|∞ ≤ λi for all Γl(Wi) ∈ Ai.
Using the definition of Bi below (4.13) as well as (3.11), (4.8)(iii) and recalling
D = D(h∗) we find for υ small enough (with respect to h∗ and q, cf. (2.10))∑
Bij∈Bi
γ(Bij) ≤
∑
Γl(Wi)∈Ai∩Gi
γ(M21τ¯l(Γl(Wi)) \ S(Γl(Wi)))
≤
∑
Γl(Wi)∈A˜i∩Gi
ε|Γl(Wi)|∞ ≤ ε|∂Wi ∩Bii+1|H.
In the first step we used that Bij1 ∩ Bij2 ∩ Wi = ∅ for j1 6= j2 by (4.8)(i) and
∂Wi ∩ Qµ ⊂ Wi. The last step follows from (4.14). The fact that (3.13) is
violated and the definition of Bii+1 in (4.13) then imply
D(1− ωmin)−1εψi < α(Ψi ∩Wi) + ε|∂Wi ∩Ψi|H
≤ α(Ψi ∩Wi) + ε|∂Wi ∩Ψi|H −
∑
Bij∈Bi
γ(Bij)
+ ε|∂Wi ∩Bii+1|H
≤ α(Bii+1) + 2ε|∂Wi ∩Bii+1|H.
(4.15)
We adjust the weights for components in A˜i: Let W ∗i = Wi and ω(Γl(W ∗i )) =
ω(Γl(Wi)) − 1−ωmin2 for Γl(W ∗i ) = Γl(Wi) ∈ A˜i and ω(Γl(W ∗i )) = ω(Γl(Wi)) oth-
erwise. (The set as a subset of R2 is left unchanged, we have only changed the
weights of the boundary components.) By (2.6), (2.8)(ii) and (4.14) we derive
‖W ∗i ‖ω = ‖Wi‖ω − 12(1− h∗)(1− ωmin)
∑
Γl(Wi)∈A˜i
|Γl(Wi)|∞
≤ ‖Wi‖ω − h∗(1− ωmin)|∂Wi ∩Bii+1|H
(4.16)
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for h∗ small enough. We briefly note that (4.10), (4.11) are still satisfied for W ∗i
if we replace ωˆi by ωˆ
∗
i as given in (4.12). Indeed, as ω(Γl(Wi)) ≥ ωˆi(Γl(Wi)) by
(4.11) we find
ω(Γl(W
∗
i ))
ωˆ∗i (Γl(W
∗
i ))
=
ω(Γl(Wi))− (1− ωmin)/2
ωˆi(Γl(Wi))− (1− ωmin)/2 ≥
ω(Γl(Wi))
ωˆi(Γl(Wi))
≥ 1
for Γl(Wi) ∈ A˜i. We set W˜i = (W ∗i \ V ) ∪ ∂V , where V ⊂ Qµ is the smallest
rectangle containing Γ, Γm and T . As usual we define ω(∂V ) = 1 and adjust the
other weights as in (4.2). Observe that |∂V |∗ ≤ |Γ|∗ + |Γm|∗ + |∂T |H. We then
derive by (4.15), (4.16) and Lemma 4.1(ii) in view of {Γ,Γm} ⊂ LV
‖W˜i‖ω ≤ ‖W ∗i ‖ω + |∂T |H ≤ ‖Wi‖ω − h∗(1− ωmin)|∂Wi ∩Bii+1|H + |∂T |H
≤ ‖Wi‖ω + h∗(1− ωmin) 12εα(Bii+1)− 12h∗Dψi + |∂T |H.
Recall |∂T |H ≤ 4ψi. Now choosing D ≥ 8h∗ we conclude
ε‖W˜i‖ω + α(W˜i) ≤ ε‖Wi‖ω + α(Wi) + h∗(1− ωmin)α(Bii+1).
Let λi+1 = |Γ|∞. We observe that (4.7)-(4.11) hold for W ∗i for all λ ∈ [λi, λi+1),
where we particularly use Tλ(W ∗i ,W ) = Tλi(W ∗i ,W ) due to the choice of Γ with
respect to | · |∞. Choosing λ′ ∈ [λi, λi+1) large enough we get that W ∗i ∈ Wλ′ . In
fact, (2.7)(iv) follows from the definition of the weights and Lemma 4.6 below in
view of τ¯ = υλi+1. Moreover, (2.7)(ii) is a consequence of (4.11)(ii).
Recall that (4.10) and (4.11) hold for W ∗i and ωˆ
∗
i . By Lemma 4.5 for λ = λ
′
we find a set Wi+1 = (W
∗
i \ V ′) ∪ ∂V ′ ∈ Wλ′ for a rectangle V ⊂ V ′ ⊂ Qµ with
|Wi+1 \ W˜i| = 0 and H(Wi+1) ⊃ H(Wi) ⊃ H(W ). Moreover, with u¯i+1 = u¯i and
the sets Bi+1j = B
i
j \ ∂V ′ for j = 0, . . . , i + 1 we find that (4.7) and (4.9)-(4.11)
hold for Wi+1, u¯i+1, ωˆi+1 and λ
′. Observe that (4.8) does not follow from Lemma
4.5 as in general Bii+1 6= ∅. We postpone the proof of (4.8) to Lemma 4.7 below.
Then arguing as before in case (a) we get that Wi+1 ∈ Wλi+1 satisfies (4.7)-(4.11)
also for λi+1. We continue with the next iteration step.
Conclusion. In each iteration step either the number of components satis-
fying (4.10) increases or the volume of Wi decreases by at least (2C2s)
2. Conse-
quently, after a finite number of steps, denoted by i∗, we find a set U = Wi∗ ∈
WC2sλU , λU ≥ 0, with H(U) ⊃ H(W ) satisfying (4.10) for all boundary components
Γl(U) with N2τˆl(∂Rl(U)) ⊂ H(W ). Let u¯ = u¯i∗ . Then (2.16) holds for a constant
C1 = C(h∗)υ−4 for all such boundary components as Cˆ = Cˆ(h∗),
∑
n(2/3)
n <∞
as well as ωˆ(Γl(U)) ≥ ωmin for all Γl(U) by (4.8)(i). (Below we will show that
indeed C1 = C1(h∗, σ).)
In view of (2.10), (3.11) and (4.6) we see that Remark 2.4(iii) holds for
some C¯ = C¯(h∗) large enough with C¯C2 ≤ h∗. In particular, this also im-
plies that (2.16) holds for Γl(U) with Xl ∩ QU 6= ∅, where QU = (−µU , µU)2,
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µU = max
{
µ − 3∑nl=1 |∂Rl|∞ − ∑ml=n+1 |∂Xl(U)|∞, 0} (see (2.14)). Indeed,
dist(∂QµU , ∂H(W )) ≥ 2
∑n
l=1 |∂Rl|∞ and then the claim follows from Remark
2.4(iii) for h∗ small.
We now show (2.17). By (4.8)(i) we find
∑i∗
j=0 α(B
i∗
j ) ≤ 2α(W ) and by
(4.8)(i), (4.11) we get ω(Γl(U)) ≥ ωmin for all Γl(U). Possibly passing to a larger
ωmin, we may assume that σ
′ := 2(1−ωmin) ≤ σ with σ as in the assertion. Then
using (4.7) and h∗ ≤ 1 we conclude
ε‖U‖∗ + α(U) ≤ (1− 12σ′)−1ε‖W‖∗ + (1 + σ′)α(W ) ≤ (1 + σ)(ε‖W‖∗ + α(W )).
In view of (2.5),(2.7)(ii) we get |∂Rl|∞ ≤ ω−1min(1 − h∗)−1|Θl(U)|∗ and by the
choice of σ we also get Remark 2.4(iv) for h∗ small enough. To see that C1 and
C2 indeed only depend on h∗ and σ, we recall that C1 = C1(h∗)υ−4 and C2 = C ′υ
(see (4.6)). Then the claim follows from the fact that ωmin = ωmin(h∗, σ) and
υ = υ(h∗, ωmin) by (2.10). Likewise, Remark 2.4(i) also follows from (2.10) and
the choice of ωmin with respect to σ. Finally, to find |W \U | ≤ ‖U‖2∞, we observe
W \ U ⊂ ⋃nl=1Xl(U) and compute
|W \ U | ≤
∑
l
|Xl(U)| ≤
∑
l
|Γl(U)|2∞ ≤ ‖U‖2∞. (4.17)
Adaptions for the general case. It remains to indicate the necessary
changes if in some iteration step i the choice of Γ is not unique. If there are several
components Γ1, . . . ,Γm with λi+1 := |Γj|∞ > λi for j = 1, . . . ,m, we choose
an order such that Γ1, . . . ,Γm′ , m
′ ≤ m, are the components satisfying (3.1),
(3.12), (3.13). We now apply Theorem 3.6 successively on each Γj, j = 1, . . . ,m
′,
and replace Tλi+1(Wi+1,W ) in (4.9), (4.10) by T jλi+1(Wi+1,W ) := Tλi(Wi,W ) ∪⋃j
k=1{Γk}. For each Γj, j = m′ + 1, . . . ,m, we proceed as in one of the cases
(a)-(c) and let T jλi+1(Wi+1,W ) := Tλi(Wi,W ) ∪
⋃m′
k=1{Γk} in (4.9), (4.10). 
Recall that we have first proven Theorem 2.3 and have postponed the proof
of some lemmas. We now concern ourselves with Lemma 4.5.
Proof of Lemma 4.5. Let W˜ = (Wi\V )∪∂V for some rectangle V with |∂V |∞ > λ
and choose V ⊂ V ′ ⊂ Qµ such that Wi+1 := (Wi \ V ′) ∪ ∂V ′ ∈ Wλ as in
Lemma 4.2. Due to the definition of boundary components in Section 4.1 (see
(4.1)) we observe that for each Γl(Wi+1) 6= ∂V ′ there is a (unique) corresponding
Γl(Wi) (for notational convenience we use the same index) such that Θl(Wi+1) =
Θl(Wi) \ V ′. In particular, as Bi+1j = Bij \ ∂V ′ for j = 0, . . . , i+ 1, this implies
Θl(Wi) ⊂ Bij ⇒ Θl(Wi+1) ⊂ Bi+1j . (4.18)
We begin with the proof of (i). First, by assumption and (4.4) we have ε‖Wi+1‖ω+
α(Wi+1) ≤ ε‖Wi‖ω + α(Wi), where we adjust the weights as described in (4.2).
As |Bij \Bi+1j | = 0 for all j = 0, . . . , i, (4.7) is trivially satisfied.
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We now confirm (4.11)(i), i.e. ω(Γl(Wi+1)) ≥ ωˆi+1(Γl(Wi+1)) for all Γl(Wi+1).
First, we observe that ωˆi+1(∂V
′) = ω(∂V ′) = 1. Moreover, recalling (4.12) we
get in view of (4.18)
ωˆi+1(Γl(Wi+1)) ≤ ωˆ∗i (Γl(Wi)) (4.19)
for all Γl(Wi+1) 6= ∂V ′, where Γl(Wi) is the unique corresponding component.
This together with the fact that ω(Γl(Wi+1)) ≥ ω(Γl(Wi)) (see (4.3)) yields the
desired property. We now show that (4.10) remains true. As a preparation we
find
(i) ω(Γl(Wi+1))|Γl(Wi+1))|∞ = ω(Γl(Wi))|Γl(Wi)|∞, for all Γl(Wi+1) 6= ∂V ′,
(ii) |Γl(Wi)|∞ ≤ λ for all Γl(Wi+1) ∈ Tλ(Wi+1,W ),
(4.20)
where Γl(Wi) is the unique corresponding component. If Γl(Wi+1) ∩ ∂V ′ = ∅,
then Γl(Wi+1) = Γl(Wi) and therefore ω(Γl(Wi+1)) = ω(Γl(Wi)) by (4.2) and
in addition, if Γl(Wi+1) ∈ Tλ(Wi+1,W ), we have |Γl(Wi)|∞ = |Γl(Wi+1)|∞ ≤ λ.
Otherwise, as Wi+1 ∈ Wλ, we deduce ω(Γl(Wi+1)) < 1 by (2.7)(v) and then (i)
also follows from (4.2). Note that |Γl(Wi+1)|∞ ≤ 19υλ by (2.7)(iv) and thus
(4.20)(i) implies |Γl(Wi)|∞ ≤ λ for υ small enough.
Moreover, we observe that also (3.14) holds since in the modification pro-
cedure described in Section 4.1 we never change the rectangles ∂Rl given by
(2.7)(i)(v). Consequently, we get Γl(Wi) ∈ Tλ(Wi,W ) if Γl(Wi+1) ∈ Tλ(Wi+1,W ).
This together with the fact that u¯i+1 = u¯i as well as (4.19) and (4.20)(i) yields
(4.10). By the same argument as in (4.19), (4.20)(i) and the fact that the rect-
angles ∂Rl are never changed, property (4.11)(ii) is satisfied.
To conclude the proof of (i), it remains to show (4.9). For a given Γl(Wi+1) ∈
Tλ(Wi+1,W )∩Gi+1 we deduce Γl(Wi+1)∩∂V ′ = ∅ by (2.7)(v) and thus Γl(Wi+1) =
Γl(Wi) ∈ Tλ(Wi,W ) ∩ Gi. The assertion now follows from the i-th iteration step
of (4.9). In fact, for the left part it suffices to recall |Wi+1 \Wi| = 0. For the
right part we note ∂V ′ ⊂ S(Γl(Wi+1)) as |∂V ′|∞ > λ and ω(∂V ′) = 1. Moreover,
Remark 4.3 implies (S(Γl(Wi)) \ S(Γl(Wi+1))) ∩ ∂Wi+1 = ∅. Consequently, as
∂Wi+1 \ ∂Wi ⊂ ∂V ′, an elementary computation shows ∂Wi+1 \ S(Γl(Wi+1)) ⊂
∂Wi \ S(Γl(Wi)).
We now show (ii). Clearly, (4.8)(i) still holds as Bi+1j ⊂ Bij for all j = 0, . . . , i
and Bi+1i+1 = ∅. To see (4.8)(ii), we first observe ∂V ′ ∈ Gi+1 by definition of
(Bi+1j )
i+1
j=1 and it thus suffices to consider Γl(Wi+1) 6= ∂V ′. If the corresponding
Γl(Wi) lies in Gi, we immediately get Γl(Wi+1) ∈ Gi+1 by (4.3) and the fact
that the sets (Bij)
i
j=1 do not become larger. Consequently, we can assume that
Θl(Wi) ⊂ Bij for some j. Then (4.18) implies (4.8)(ii).
Due to Remark 4.3 for all Γl(Wi) ∈ Gi we find a Γj(Wi+1) ∈ Gi+1 such that
Γl(Wi) ⊂ Xj(Wi+1), where ∂Xj(Wi+1) = Γj(Wi+1). In fact, one can choose
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either Γl(Wi) itself or ∂V
′. (Note that both are elements of Gi+1.) Therefore,
M
ηil
k (Γl(Wi)) ⊂ M
ηi+1j
k (Γj(Wi+1)) for k = 1, 2. Moreover, in both cases we have
(S(Γj(Wi+1)) \S(Γl(Wi)))∩ (Wi+1 \∂V ′) = ∅ by Remark 4.3. This together with
Wi+1 \Wi ⊂ ∂V ′ and Bi+1j = Bij \ ∂V ′ yields (4.8)(iii). 
We now prove a property for sets in Ai needed in the proof of the main result.
For the following lemma recall the construction of the sets Ψi in Section 3.2.
Lemma 4.6 Let be given the situation of case (c) in the proof of Theorem 2.3.
Then we have
|Γl(Wi)|∞ < 19τ¯ and dist(Γl(Wi),Ψi) ≤ τ¯ for all Γl(Wi) ∈ Ai. (4.21)
Proof. Let Γm be the component considered in case (c) (cf. before (4.13)). Recall
that Γm ∩ Ψi 6= ∅ and |Γm|∞ ≥ τˆ ≥ 19 · 22τ¯ for q large enough (see (3.2) and
(3.11)). For sets Γl = Γl(Wi) ∈ Ai intersecting Ψi ⊂ N τ¯ (Γ) the assertion is clear
by construction of Ψi and Lemma 3.2. (We can assume that property (3.1) holds
and Lemma 3.2 is applicable as otherwise we would have applied case (a).)
Now assume Γl ∩ Ψi = ∅ but Mηil (Γl) ∩ Ψi 6= ∅ for Γl ∈ Ai ∩ Gi, which
implies dist(Γl,Ψi) < η
l
i ≤ 21υλi ≤ 21τ¯ since |Γ|∞ > λi. In particular, this
yields Γl ∩ N22τ¯ (Γ) 6= ∅. In view of |Γm|∞ ≥ τˆ ≥ 19 · 22τ¯ we apply Lemma 3.2
for t = 22τ¯ and derive that |Γl|∞ ≤ 19 · 22τ¯ . Repeating the above arguments
we obtain dist(Γl,Ψi) ≤ ηli ≤ 21τ¯l ≤ υ · 21 · 19 · 22τ¯ < τ¯2 for υ small enough.
This gives the second part of (4.21). Moreover, we have Γl ∩ N τ¯ (Γ) 6= ∅ as
dist(Γl, N
τ (Γ)) < τ¯
2
and τ ≤ τ¯
2
by (3.3). Then the first part of (4.21) follows
again from Lemma 3.2. 
Γ
Γm
∂V
Ψ
B
M21υλ
′
2 (∂V )
M21υλ
′
1 (∂V )
∂T
Figure 12: Sketch of the components Γ, Γm, ∂T and in dotted lines the corresponding
rectangle V (which in this example coincides with V ′). The ball B is chosen large
enough such that Φ ⊂ B. (The proportions were adapted for illustration purposes.)
It remains to formulate and prove the analog of Lemma 4.5(ii) in case (c).
Recall the construction of the sets in case (c) of the proof of Theorem 2.3. We
refer to (E) and Figure 3 where the basic idea has been described.
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Lemma 4.7 If in the i-th iteration step of the above modification procedure case
(c) is applied, then for λ′ ∈ [λi, λi+1) sufficiently large we get that (4.8) holds for
Wi+1 and λ
′ in place of λi+1.
Proof. Note that by Lemma 4.5 we have Wi+1 = (W
∗
i \ V ′) ∪ ∂V ′ for a rectangle
V ′ which contains Γ, Γm and T . Moreover, recall that Wi = W ∗i only differ by
the definition of the weights.
First of all, to see (4.8)(ii) it suffices to show that either Θl(W
∗
i ) ⊂ Bij for
some 0 ≤ j ≤ i+ 1 or Θl(W ∗i )∩
⋃i+1
j=0B
i
j = ∅ and ω(Γl(W ∗i )) = 1. In fact, we can
then follow exactly the argumentation in the proof of Lemma 4.5, particularly
using (4.18), to obtain the desired property also for the sets Bi+1j = B
i
j \ ∂V ′,
j = 0, . . . , i+ 1.
Recall that Θl(W
∗
i ) ⊂ Bii+1 or Θl(W ∗i ) ∩ Bii+1 = ∅ for all Γl(W ∗i ) (see before
(4.14)). Thus, if Θl(W
∗
i ) 6⊂ Bij for some 0 ≤ j ≤ i+1 we find Θl(W ∗i )∩
⋃i+1
j=0B
i
j =
∅ by (4.8)(ii) for iteration step i. This particularly implies Γl(W ∗i ) /∈ A˜i as
Θl(W
∗
i ) ∩ Bii+1 = ∅. Again by (4.8)(ii) and the construction of the weights in
(4.16) we then get ω(Γl(W
∗
i )) = 1, as desired.
We concern ourselves with (4.8)(i). First, the assertion is clear for x ∈ Wi+1 \
Wi as Wi+1 \ Wi ⊂ ∂V ′ and ∂V ′ ∩
⋃i+1
j=0 B
i+1
j = ∅. For x /∈ Wi+1 \ Wi it is
enough to show the property for (Bij)
i+1
j=0 since B
i+1
j ⊂ Bij for j = 0, . . . , i+ 1. As⋃n
l=1 Θl(Wi) ⊂ Wi and thus Bii+1 ⊂ Wi (see (4.13)), it is elementary to see that
it suffices to confirm Bii+1 ∩
⋃i
j=0 B
i
j ⊂ Wi \Wi+1. Recall that Γ,Γm /∈ Ai. We
now show that
Bii+1 ∩
⋃i
j=0
Bij ⊂ Bii+1 ∩
(
f(M21τ¯ (Γ)) ∪ f(M21τ¯m(Γm))
)
, (4.22)
where f(A) = A if A ∩ Ψi 6= ∅ and f(A) = ∅ else for A ⊂ R2. (The possible
different cases can be seen in Figure 9, 10, 11.) To see this, let A∗ ⊂ {Γ,Γm}
such that the boundary component is contained in A∗ if the corresponding neigh-
borhood intersects Ψi. Fix j. Observe that if B
i
j ∩ Bii+1 6= ∅, then by (4.8)(iii)
(for Wi) and the definition of B
i
i+1 in (4.13) we get
Bij ∩Bii+1 ⊂ Bij ∩Wi ⊂Mη
i
k(Γk(Wi)) for some Γk(Wi) ∈ Gi \ Ai. (4.23)
On the other hand, by (4.8)(ii) and the definition of Ai we derive that each
Γl(Wi) ∈ Ai with Θl(Wi) ⊂ Bij satisfies Γl(Wi) /∈ Gi and thus Θl(Wi) ∩ Ψi 6= ∅.
Therefore, Θl(Wi) 6⊂ Mηik(Γk(Wi)) for all Γk(Wi) ∈ Gi \ (Ai ∪ A∗). Likewise, we
get Ψi 6⊂ Mηik(Γk(Wi)) for all Γk(Wi) ∈ Gi \ (Ai ∪ A∗) and thus (Bij ∩ Bii+1) 6⊂
Mη
i
k(Γk(Wi)) for all Γk(Wi) ∈ Gi\(Ai∪A∗).This implies Bij∩Bii+1 ⊂Mηik(Γk(Wi))
for some Γk(Wi) ∈ A∗ by (4.23) and shows (4.22) as j was arbitrary.
Setting Φ := {x ∈ Qµ : dist(x,Ψi) ≤ 20τ¯} and recalling (4.13), (4.21) we then
find by (4.22)
Bii+1 ∩
⋃i
j=0
Bij ⊂ Φ ∩
(
f(M21τ¯ (Γ)) ∪ f(M21τ¯m(Γm))
)
.
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We are now in the position to confirm Bii+1 ∩
⋃i
j=0B
i
j ⊂ Wi \Wi+1 and differ the
cases (I) and (II) as considered in Lemma 3.4, 3.5. In case (I) we get Φ∩Wi+1 = ∅
as by Lemma 3.4(i) the rectangle V ′ satisfies Φ ⊂ V ′. In (II)(i) the assertion
follows as M21τ¯ (Γ),M21τ¯m(Γm) ∩Ψi = ∅ . Finally, in (II)(ii) it suffices to derive
Bii+1 ∩
⋃i
j=0
Bij ⊂ Φ ∩ {x : x1 ≥ −l1 − ψ} ∩M21τ¯m(Γm), (4.24)
where without restriction we treat the case Γm∩N τ (Γ) ⊂ N τ1,−(Γ). Then Lemma
3.5(i) gives Φ∩ {x : x1 ≥ −l1−ψ} ∩M21τ¯m(Γm) ⊂ V ′ which finishes the proof of
(4.8)(i). To see (4.24), first note that f(M21τ¯ (Γ)) = ∅ and Ψi ⊂ {x : x1 ≥ −l1 −
ψ}. Consequently, recalling (4.8)(ii),(iii), if the assertion was wrong, there would
be some Γl(Wi) ∈ Ai \ Gi which satisfies Θl(Wi) ⊂M21τ¯m(Γm) and Θl(Wi)∩ {x :
x1 < −l1 − ψ} 6= ∅. Again by (4.8)(iii) we then get Θl(Wi) ⊂ M21τ¯m2 (Γm) (see
Figure 10) and therefore Θl(Wi) ∩ Ψi = ∅. This implies Γl(Wi) /∈ Ai and yields
a contradiction.
Finally, we now show (4.8)(iii). It suffices to consider Bi+1i+1 as for the other
sets the property follows by an argumentation as in the proof of Lemma 4.5.
Without restriction we set V ′ = (−v1, v1) × (−v2, v2). We first observe that
Φ \ V ′ ⊂ N21υλ′(∂V ′) for λ′ ∈ [λi, λi+1) large enough. This is a consequence of
the definition of Φ and the fact that τ¯ = υ|Γ|∞ = υλi+1. We may assume that
|pi1Γm| ≥ 12 |pi2Γm|. In fact, if l2 ≤ l12 this follows from Lemma 3.2 and the remark
below Lemma 3.2, if l2 ≥ l12 then l1, l2 are comparable and the assumption holds
possibly after a rotation of the components by pi
2
. (As before, l1, l2 denote the
sidelengths of the rectangle Γ.) As |Γm|∞ ≥ τˆ , we obtain |pi1Γm| ≥ 1√5 τˆ = q
2τ¯√
5h∗
.
Recall that |pi1Γm ∩ pi1Γ| ≤ 8 τ¯h∗ by Lemma 3.1 (for t = τ¯). We now find for all
x ∈ Φ \ V ′ with x1, x2 ≥ 0
v1 − x1
x2 − v2 ≥
min{|pi1Γ|, |pi1Γm|} − 8τ¯h−1∗
21τ¯
≥ q
2τ¯(
√
5h∗)−1 − 8τ¯h−1∗
21τ¯
≥ qh−1∗
for q sufficiently large and may proceed likewise for ±x1,±x2 ≥ 0. Thus, recalling
(3.7) and (3.8), we obtain Bii+1 ∩Wi+1 ⊂ Φ \ V ′ ⊂ M21υλ′2 (∂V ′) (cf. Figure 12).
Moreover, Bii+1 ∩ S(∂V ′) = ∅ due to (4.21) with S(∂V ′) as defined in (4.5)
(as a component of Wi+1). Consequently, as υ|∂V ′|∞ ≥ υλ′, ω(∂V ′) = 1 and
∂V ′ ∩⋃i+1j=0Bi+1j = 0, we finally obtain (4.8)(iii). 
We close this section with a remark useful for the analysis in [21].
Remark 4.8 (i) During the modification process in Theorem 2.3 the compo-
nents Xn+1(W ), . . . , Xm(W ) at the boundary of Qµ might be changed and the
corresponding components of U are given by Xj(U) = Xj(W ) \ H(U) for j =
n+1, . . . ,m. In particular, by Lemma 2.1(ii) we observe |∂Xj(U)|∗ ≤ |∂Xj(W )|∗.
(ii) In view of the modification process described in Section 4.1, in particular
Lemma 4.2, we find that each rectangle Rj(U) given by (2.7)(i),(v) is contained
in H(U) \ U .
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(iii) In general, the components of the set U might not be connected as they
can be separated by other components. However, by combining boundary compo-
nents with nonempty intersection we can pass to a configuration U ′ ∈ VC2s with
connected boundary components satisfying U ′ ⊂ U , |U \U ′| = 0, H(U) = H(U ′)
and ‖U ′‖∗ ≤ ‖U‖∗, where the last property follows from Lemma 2.1. Then by
Corollary 4.4 we obtain a set U ′′ ⊂ U with ‖U ′′‖∗ ≤ ‖U‖∗ and |U \ U ′′| ≤
‖U ′′‖2∞ ≤ Cµ‖U ′′‖∞ such that all components of U ′′ are pairwise disjoint and
rectangular. As in (ii) we find that for each Γj(U) the corresponding rectangle
Rj(U) is contained in a boundary component of U
′′.
5 Proofs of lemmas
In this section we prove the lemmas stated in Section 3.1 and Section 4.1.
5.1 Modifications of sets
Before we give the proof of Lemma 4.2 and Corollary 4.4, we collect some further
properties of | · |∗ (see (2.5)).
Lemma 5.1 Let W ∈ Vs and let Γ = Γ(W ) be a boundary component with
Γ = ∂X. Moreover, let V ∈ U s be a rectangle with V ∩ X 6= ∅. Then for h∗
sufficiently small and c > 0 small (independent of W , Γ and V ) the following
holds:
(i) If Γ is connected, then |Γ|∗ ≥ |∂R(Γ)|∗, where R(Γ) denotes the smallest
(closed) rectangle such that Γ ⊂ R(Γ).
(ii) If X is a rectangle, |Γ|∞ ≤ c|∂V |∞ and Γ \ V is not connected, then we
have |∂(V ∪X)|∗ ≤ |∂V |∗ + 12(1− h∗)|Γ|∞.
Proof. To see (i) it suffices to observe that for Γ connected one has |Γ|H ≥
|∂R(Γ)|H and |Γ|∞ = |∂R(Γ)|∞. Consider (ii). After translation and rotation
we can assume V = (−a, a) × (0, b) and pi1X = (−d1, d2) with d1, d2 ≥ a as
well as pi2X ⊂ (0, b), where pi1X, pi2X denote the orthogonal projections onto
the coordinate axes. Letting d = d1 + d2 we derive |∂(V ∪ X)|∞ =
√
d2 + b2 ≤
b + d
2
2b
≤ b + d
4
≤ |∂V |∞ + 14 |Γ|∞. Here we used that 2d ≤ b for c small enough.
As |∂(V ∪X)|H ≤ |∂V |H + |Γ|H ≤ |∂V |H + 2
√
2|Γ|∞ by Lemma 2.1(iii),(iv) the
claim now follows from (2.5) for h∗ small enough. 
We now give the proof of Lemma 4.2. Recall (2.9) and the definition of the
components and the weights in (4.1) and (4.2), respectively.
Proof of Lemma 4.2. Without restriction we can assume V ∩ W 6= ∅ as oth-
erwise there is nothing to show. Let W˜ = (W \ V ) ∪ ∂V . Due to the defini-
tion of boundary components in Section 4.1 (see (4.1)) we observe that for each
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Γj(W˜ ) 6= ∂V there is a (unique) corresponding Γj(W ) (for notational convenience
we use the same index) such that Θj(W˜ ) = Θj(W ) \ V . Then W˜ clearly satisfies
(2.7)(i),(iv), where (2.7)(iv) follows from (4.2) and for (2.7)(i) we use the fact that
Rj(W˜ ) = Rj(W ), i.e we take the same rectangles as for the boundary components
of W (cf. below (4.1)). To see (2.7)(ii), it suffices to note that for a given Γj(W˜ )
with ω(Γj(W˜ )) < 1, (4.2) implies ω(Γj(W˜ ))|Γj(W˜ )|∞ = ω(Γj(W ))|Γj(W )|∞.
Possibly (2.7)(iii) or (2.7)(v) are violated: Let F10 be the set of components
Γj(W˜ ) with ω(Γj(W˜ )) = 1 such that Γj(W˜ ) is not rectangular or Γj(W˜ ) 6= Θj(W˜ )
and let F20 be the set of components Γj(W˜ ) such that for the corresponding
rectangles Rj given by (2.7)(i) one has that Rj \X is disconnected for a suitable
component X of W˜ . As (2.7)(iii),(v) are satisfied for W , we have Γj(W˜ )∩∂V 6= ∅
for Γj(W˜ ) ∈ F10 and Rj\V is disconnected for Γj(W˜ ) ∈ F20 . The goal is to modify
W˜ iteratively to obtain a set satisfying (2.7)(iii) and (2.7)(v).
Set W0 = W˜ and V0 = V . Assume Wi = (W˜ \ Vi) ∪ ∂Vi has been con-
structed, where Vi ∈ U s is a rectangle with V ⊂ Vi ⊂ Qµ, and assume that
the boundary component ∂Vi = Γ0(Wi) satisfies ω(Γ0(Wi)) = 1. Moreover, sup-
pose that (2.7)(i),(ii),(iv) hold for Wi and that there is a subset of components
Gi ⊂ (Γj(W˜ ))j such that
(i) Γj(W˜ ) ⊂ Vi for all Γj(W˜ ) ∈ Gi, (5.1)
(ii) (1− h∗)
∑
Γj(W˜ )∈Gi
ω(Γj(W˜ ))|Γj(W˜ )|∞ + h∗|∂VW˜ ∩ (Vi \ V )|H + |∂V |∗ ≥ |∂Vi|∗,
where for shorthand ∂VW˜ =
⋃
j Θj(W˜ ). As before by F1i we denote the set
of components Γj(Wi) with ω(Γj(Wi)) = 1 which are not rectangular or satisfy
Γj(Wi) 6= Θj(Wi) and F2i denotes the set of boundary components for which the
corresponding rectangle is disconnected. We suppose that Γj(Wi) ∩ ∂Vi 6= ∅ for
Γj(Wi) ∈ F1i and Rj \ Vi is disconnected for Γj(Wi) ∈ F2i .
Observe that |∂Vi|∞ ≥ λ as |∂V |∞ ≥ λ. If now Wi ∈ Wsλ (i.e F1i = F2i = ∅),
we stop and set U = Wi. Otherwise, we choose Γk(Wi) ∈ Fi and let Xk be the
component of Qµ \Wi corresponding to Γk(Wi). Note that by (4.1) there is a
component Γk(W˜ ) such that Γk(Wi) = Γk(W˜ )\Vi (we again use the same index for
convenience). If Γk(Wi) ∈ F1i , we let Vi+1 ∈ U s be the smallest rectangle whose
closure contains Vi and Γk(Wi). By Lemma 5.1(i) applied on Γ = ∂(Vi ∪Xk) we
get |∂Vi+1|∗ ≤ |∂(Vi ∪Xk)|∗. Moreover, (2.5) and Lemma 2.1(iii) yield
|∂(Vi ∪Xk)|∗ ≤ (1− h∗)(|∂Vi|∞ + |Γk(Wi)|∞) + h∗(|∂Vi|H + |Γk(Wi) \ ∂Vi|H)
= |∂Vi|∗ + (1− h∗)ω(Γk(Wi))|Γk(Wi)|∞ + h∗|Γk(Wi) \ ∂Vi|H,
where we used ω(Γk(Wi)) = 1. In view of (2.9) we have Γk(Wi) \ ∂Vi = Γk(W˜ )∩
(Vi+1 \ Vi). Then by (4.3) we get
|∂Vi+1|∗ ≤ |∂Vi|∗ + (1− h∗)ω(Γk(W˜ ))|Γk(W˜ )|∞ + h∗|∂VW˜ ∩ (Vi+1 \ Vi)|H. (5.2)
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If Γk(Wi) ∈ F2i \ F1i we let Vi+1 ∈ U s be the smallest rectangle whose closure
contains Vi and ∂Rk, where Rk is the rectangle given by (2.7)(i) associated to
both sets Γk(W˜ ) and Γk(Wi). As (2.7)(ii),(iv) hold for Wi, we get |∂Rk|∞ ≤
2|Γk(Wi)|∞ ≤ 38υ|∂Vi|∞ using ωmin ≥ 12 and |∂Vi|∞ ≥ λ. Consequently, due to
the fact that Rk \ Vi is disconnected by assumption Lemma 5.1(i),(ii) then yields
for υ sufficiently small by (2.7)(ii) and ωmin ≥ 12
|∂Vi+1|∗ ≤ |∂(Vi ∪Rk)|∗ ≤ |∂Vi|∗ + 12(1− h∗)|∂Rk|∞
≤ |∂Vi|∗ + (1− h∗)ω(Γk(Wi))|Γk(Wi)|∞
≤ |∂Vi|∗ + (1− h∗)ω(Γk(W˜ ))|Γk(W˜ )|∞,
(5.3)
where in the last step we used (4.3). We now define the set Wi+1 = (W˜ \ Vi+1)∪
∂Vi+1 (recall (2.9)) and adjust the weights of the boundary components of Wi+1
as in (4.2). Moreover, we let Gi+1 = Gi ∪ {Γk(W˜ )}. In view of Vi ⊂ Vi+1,
Γk(W˜ ) ⊂ Vi+1 and (5.2)-(5.3) we observe that (5.1) holds.
Repeating the arguments at the beginning of the proof for Wi+1 in place of
W˜ we see that Wi+1 satisfies (2.7)(i),(ii),(iv). Moreover, there are sets F1i+1 and
F2i+1 defined as below (5.1) such that Γj(Wi+1) ∩ ∂Vi+1 6= ∅ for Γj(Wi+1) ∈ F1i+1
and Rj \ Vi+1 is disconnected for Γj(Wi+1) ∈ F2i+1. We continue with the next
iteration step.
After a finite number of steps i∗ we find a rectangle Vi∗ with V ⊂ Vi∗ ⊂ Qµ
and a set Wi∗ = (W˜ \ Vi∗) ∪ ∂Vi∗ ∈ Wsλ as in each step the number of boundary
components decreases. Letting G ′ = Gi∗ ∪ {∂V } we derive by (2.6), (5.1)(ii) and
the fact that ω(∂V ) = 1
|∂Vi∗|∗ ≤ (1− h∗)
∑
Γj(W˜ )∈G′
ω(Γj(W˜ ))|Γj(W˜ )|∞ + h∗|∂V |H + h∗|∂VW˜ ∩ (Vi∗ \ V )|H
≤ (1− h∗)
∑
Γj(W˜ )∈G′
ω(Γj(W˜ ))|Γj(W˜ )|∞ + h∗|∂VW˜ ∩ Vi∗ |H.
We apply Lemma 4.1(i) for Wi∗ = (W˜ \ Vi∗) ∪ ∂Vi∗ . Recalling that G ′ ⊂ LVi∗ by
(5.1)(i) we get ‖Wi∗‖ω ≤ ‖W˜‖ω. Define V ′ = Vi∗ and U = Wi∗ as an element of
Wsλ, i.e. with the same weights and the same order for the components. Then we
clearly have (4.4) and H(U) = H(W ) ∪ V ′.
It remains to show that U coincides with (W \V ′)∪ ∂V ′ in the sense of (2.9),
i.e. Xj(U) = Xj(W ) \ V ′ for all j, and that the weights are adjusted as in (4.2).
First, we see that ω(Γ0(U)) = 1 with Γ0(U) = ∂V
′ as required. Fix another
component Γj(U) = ∂Xj(U) and let Γj(W ) = ∂Xj(W ), Γj(W˜ ) = ∂Xj(W˜ ) be
the corresponding components. We observe
Xj(W˜ ) = Xj(W ) \ V , Xj(U) = Xj(W˜ ) \ V ′.
This gives Xj(U) = Xj(W ) \ V ′ and establishes (2.9). To see (4.2), we use that
for the sets W˜ = (W \ V ) ∪ ∂V , U = (W˜ \ V ′) ∪ ∂V ′ the weights have been
adjusted as in (4.2) and argue as follows:
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If Γj(U) ∩ ∂V ′ = ∅, the component has not been changed during the mod-
ification process and thus in view of (4.2) we have ω(Γj(U)) = ω(Γj(W˜ )) and
ω(Γj(W˜ )) = ω(Γj(W )). This gives ω(Γj(U)) = ω(Γj(W )) and confirms (4.2).
Otherwise, if Γj(U) ∩ ∂V ′ 6= ∅, (2.7)(v) implies that ω(Γj(U)) < 1 since
components with weight 1 are pairwise disjoint. Then again by (4.2) we have
ω(Γj(U))|Γj(U)|∞ = ω(Γj(W˜ ))|Γj(W˜ )|∞. Due to (4.3) we have ω(Γj(W˜ )) ≤
ω(Γj(U)) < 1 and thus using (4.2) once more we get ω(Γj(W˜ ))|Γj(W˜ )|∞ =
ω(Γj(W ))|Γj(W )|∞. This yields ω(Γj(U))|Γj(U)|∞ = ω(Γj(W ))|Γj(W )|∞ and
confirms (4.2) in this case, as desired. 
We observe that Remark 4.3 follows from the construction above since for
each Γ(W ) with ω(Γ(W )) = 1 and Γ(W )∩V ′ 6= ∅, Γ(W ) 6⊂ V ′ the corresponding
component Γ(U) (satisfying ω(Γ(U)) = 1) would have nonempty intersection
with the component ∂V ′ which contradicts (2.7)(v). An adaption of the above
arguments leads to the proof of Corollary 4.4.
Proof of Corollary 4.4. Set W0 = W and assume Wi ⊂ W with connected
boundary components has been constructed with ‖Wi‖∗ ≤ ‖W‖∗. If Wi ∈ Ws0 ,
we stop, otherwise we find a component Γ = Γ(Wi) ∈ (Γj(Wi))nj=1 which is
not rectangular or satisfies Γ 6= Θ. Let Gi be the components Γj(Wi) having
nonempty intersection with Γ and set G ′ = {Γ} ∪ Gi. Let W ′i+1 = (Wi \ V )∪ ∂V ,
where V ⊂ Qµ is the smallest closed rectangle which contains the components in
G ′. By (2.5) and arguing as in Lemma 2.1(iii), Lemma 5.1(i) we get
|∂V |∗ ≤ (1− h∗)
∑
Γj(Wi)∈G′
|Γj(Wi)|∞ + h∗
∣∣⋃
Γj(Wi)∈G′
Γj(Wi)
∣∣
≤ (1− h∗)
∑
Γj(Wi)∈G′
|Γj(Wi)|∞ + h∗
∣∣⋃n
j=1
Θj(Wi) ∩ V
∣∣.
Noting that all sets in G ′ are contained in V and repeating the calculation in
Lemma 4.1(i) (the assumption Wi ∈ Wsλ is not needed as no weights are in-
troduced) we then get ‖W ′i+1‖∗ ≤ ‖Wi‖∗ ≤ ‖W‖∗. By combining all boundary
components of W ′i+1 having nonempty intersection with ∂V we obtain a set Wi+1
with connected boundary components with Wi+1 ⊂ W ′i+1, |W ′i+1 \Wi+1| = 0 and
‖Wi+1‖∗ ≤ ‖W ′i+1‖∗ arguing as in Lemma 2.1. We now continue with iteration
step i+ 1 and note that we find the desired set U after a finite number of itera-
tions. We observe that H(U) ⊃ H(W ) and as W \ U ⊂ ⋃nl=1Xl(U) we conclude
|W \ U | ≤∑nl=1 |Xl(U)| ≤∑nl=1 |Γl(U)|2∞ ≤ ‖U‖2∞. 
5.2 Neighborhoods
We now prove the properties of rectangular neighborhoods announced in Section
3.1. Let W ∈ Wsλ for λ ≥ 0 be given and a component Γ = ∂X = Γ(W ) with
ω(Γ) = 1, |Γ|∞ ≥ λ and X = (−l1, l1) × (−l2, l2). Recall the definition of the
neighborhood before (3.2). Let (Γj)j = (Γj(W ))j be the boundary components
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of W with the corresponding subsets (Θj)j and rectangles (Rj)j as given in (2.4)
and (2.7), respectively. We will always add a subscript to avoid a mix up with
Γ. We begin with the proof of Lemma 3.1.
Proof of Lemma 3.1. Let t > 0 be given and define V = (−l1− t, l1 + t)× (−l2−
t, l2 + t) ∈ U s with V ⊂ Qµ. Let W˜ = (W \ V ) ∪ ∂V and adjust the weights as
in (4.2). It is not hard to see that |∂V |∗ ≤ |Γ|∗+ 8t. We apply Lemma 4.1(i) and
derive in view of Γ ∈ LV and ω(Γ) = 1
‖W˜‖ω ≤ ‖W‖ω + |∂V |∗ − (1− h∗)|Γ|∞ − h∗
∣∣⋃
j
Θj(W ) ∩ V
∣∣
H
≤ ‖W‖ω + |∂V |∗ − (1− h∗)|Γ|∞ − h∗|Γ|H − h∗|∂W ∩N t|H
≤ ‖W‖ω + 8t− h∗|∂W ∩N t|H,
where in the second step we used that N t∩Γ = ∅ and ∂W ∩N t = ⋃j Θj(W )∩N t
since N t ⊂ H(W ). Since ‖W‖ω ≤ ‖W˜‖ω by condition (3.1), we find |∂W∩N t|H ≤
8t
h∗ . 
Before we proceed with the proof of Lemma 3.2, we state an adaption of
Lemma 4.1.
Lemma 5.2 Let c′ > 0. Then there is a constant C = C(c′) > 0 such that for
h∗, 1 − ωmin as in (2.10) small enough depending on c′ the following holds: For
all λ ≥ 0, W ∈ Wsλ and boundary components Γ satisfying ω(Γ) = 1, |Γ|∞ ≥ λ
and (3.1) we get that for all t ≥ c′τ¯ and for all subsets R ⊂ {Rj : Rj ∩N t 6= ∅}
‖W˜‖ω ≤ ‖W‖ω + (1− h∗)(|∂V |∞ − |Γ|∞ −
∑
Rj∈R
|∂Rj|∞) + Cth∗,
where W˜ = (W \ V ) ∪ ∂V with V being the smallest rectangle whose closure
contains Γ and the rectangles R. The weights have been adjusted as in (4.2).
Proof. First, we control the difference of |∂Rj|∗ and |Θj|ω for Rj ∈ R. Let
R′ = {Rj ∈ R : |∂Rj|∞ ≤ 38τ¯}. By (2.7)(ii),(iv),(v), (2.8)(i) and the fact that
τ¯ ≥ υλ we have |Θj|ω = |∂Rj|∗ if Rj /∈ R′ and for Rj ∈ R′
|Θj|ω = (1− h∗)ω(Γj)|Γj|∞ + h∗|Θj|H ≥ (1− h∗)ωmin|∂Rj|∞
≥ (1− 3h∗)ωmin|∂Rj|∗ ≥ (1− 4h∗)|∂Rj|∗.
(5.4)
Here the third step holds by Lemma 2.1(iv) for h∗ small enough and in the last
step we have chosen 1−ωmin small with respect to h∗ (cf. (2.10)). Let V ′ ∈ U s be
the smallest rectangle whose closure contains Γ and the rectangles R′. By (2.7)(i)
we get V ′ ⊂ Qµ and a short computation yields |∂V ′|∗ ≤ |Γ|∗ + 8(t + 38τ¯) ≤
|Γ|∗+Ct for C = C(c′) large enough. Defining W ′ = (W \ V ′)∪ ∂V ′ we then get
by (3.1) and Lemma 4.1(ii)
0 ≤ ‖W ′‖ω − ‖W‖ω ≤ Ct−
∑
Rj∈R′
|Θj|ω, (5.5)
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where we used that {Γ} ∪ {Γj : Rj ∈ R′} ⊂ LV ′ . For notational convenience we
define ‖W‖ω,R = ‖W‖ω +
∑
Rj∈R(|∂Rj|∗ − |Θj|ω). We obtain by (5.4) and (5.5)
‖W‖ω,R ≤ ‖W‖ω +
∑
Rj∈R′
((1− 4h∗)−1 − 1)|Θj|ω
≤ ‖W‖ω + Ct((1− 4h∗)−1 − 1) ≤ ‖W‖ω + Cth∗
(5.6)
for h∗ small enough for a constant C = C(c′). Now let V ∈ U s be the smallest
rectangle whose closure contains Γ and R. We obtain V ⊂ Qµ by (2.7)(i) and
|∂V |H ≤ |Γ|H +
∑
Rj∈R |∂Rj|H + 8t. Then applying again Lemma 4.1(ii) and
noting that {Γ} ∪ {Γj : Rj ∈ R} ⊂ LV we get
‖W˜‖ω ≤ ‖W‖ω + |∂V |∗ − |Γ|∗ −
∑
Rj∈R
|Θj|ω.
Using ‖W‖ω,R = ‖W‖ω +
∑
Rj∈R(|∂Rj|∗ − |Θj|ω) we then find by (2.5), (5.6)
‖W˜‖ω − ‖W‖ω ≤ ‖W˜‖ω − ‖W‖ω,R + Cth∗
≤ |∂V |∗ − |Γ|∗ −
∑
Rj∈R
|∂Rj|∗ + Cth∗
≤ (1− h∗)(|∂V |∞ − |Γ|∞ −
∑
Rj∈R
|∂Rj|∞) + 8th∗ + Cth∗.

As a preparation for the proof of Lemma 3.2 and Lemma 3.3 we formulate a
lemma which shows that ‖ · ‖pi can be controlled in a suitable way. Recall the
construction of the covering Ct in (3.4) consisting of sets in Y t and the definition
of ‖ · ‖pi in (3.6). Let 1800 τ¯ ≤ t ≤ 20 · 22τ¯ be given with τ¯ as in (3.2) and assume
N t ⊂ H(W ). We note that the construction in (3.6) implies for υ sufficiently
small (with respect to h∗)
Rj ∩ Y ti 6= ∅ ⇒ Rj ∩ Y ti+l = ∅ for |l| ≥ 3 (5.7)
for all rectangles Rj given by (2.7) and i = 0, . . . ,m − 1. To see this, we first
observe that
|∂Rj ∩N t|H ≤ Cth−1∗ ≤ Cυh−1∗ |Γ|∞ (5.8)
for C > 0 large enough. Indeed, if |Γj|∞ < 19τ¯ , we obtain |∂Rj|∞ < 38τ¯ by
(2.8)(i) and thus |∂Rj|H ≤ 2
√
2|∂Rj|∞ ≤ Ct. Otherwise, recalling |Γ|∞ ≥ λ, by
(2.7)(iv),(v) we have ∂Rj = Γj, ω(Γj) = 1 and thus employing Lemma 3.1 we get
|∂Rj ∩N t|H ≤ 8th−1∗ .
Let C¯ as in (3.4). If now dist(Y ti , Y
t
i+l) ≥ C¯|Γ|∞ for some |l| ≥ 3, (5.7) follows
as by (5.8) we get that |∂Rj ∩ N t|H is small with respect to C¯|Γ|∞ for υ small
enough (depending on h∗, C¯).
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On the other hand, suppose dist(Y ti , Y
t
i+l) ≤ C¯|Γ|∞. This is only possible in
the case l2 ≤ l12 if (up to interchanging + and −) Y ti ⊂ N t2,+\(N t1,−∪N t1,+), Y ti+l ⊂
N t2,− and dist(Y
t
i , N
t
1,±) ≥ c|Γ|∞ or dist(Y ti+l, N t1,±) ≥ c|Γ|∞ for a universal c > 0.
Now assume that (5.7) was wrong. Then by (3.4) and the fact that |∂Rj ∩N t|H
is small with respect to C¯|Γ|∞ (for υ small) this would imply Rj ∩N t2,± 6= ∅ and
Rj ∩ (N t1,− ∪ N t1,+) = ∅. But then we would get that Rj \ X is not connected,
where as before X is the component with ∂X = Γ. This, however, contradicts
(2.7)(iii).
After this preparation we now prove the following lemma yielding a bound on
‖ · ‖pi. Recall the definition of the enlarged sets in (3.5).
Lemma 5.3 For h∗, υ and 1 − ωmin as in (2.10) small enough the following
holds: For all λ ≥ 0, W ∈ Wsλ and boundary components Γ satisfying ω(Γ) = 1,
|Γ|∞ ≥ λ and (3.1) we get for all 1800 τ¯ ≤ t ≤ 20 · 22τ¯ with N t ⊂ H(W ) that
there are two sets Y 1, Y 2 ∈ Ct such that ‖Y t‖pi ≤ 1920t for all Y t ∈ Ct with
Y t ∩ (Y¯ 1 ∪ Y¯ 2) = ∅.
Additionally, if ‖Y 1‖pi, ‖Y 2‖pi ≥ 1920t, then Y¯ 1 ∪ Y¯ 2 intersects both N t1,+ and N t1,−
or both N t2,+ and N
t
2,−. If l2 ≤ l12 , then Y¯ 1 ∪ Y¯ 2 intersects N t1,+ and N t1,−.
We briefly remark that by similar arguments the additional statement can
also be proved without the extra assumption ‖Y 1‖pi, ‖Y 2‖pi ≥ 1920t. We omit the
proof of this fact here as we will not need it in the following.
Proof. For convenience we drop the superscript t in the following proof. We
proceed in two steps:
In a) we first show that it is not possible that there are three sets Y 1, Y 2, Y 3 ∈
C such that Y¯ k ∩Y l = ∅ if k 6= l and ‖Y k‖pi > 1920t for k, l = 1, 2, 3. Provided that
a) is proven we can then select the two desired sets Y 1, Y 2 as follows:
(1) If ‖Y ‖pi ≤ 1920t for all Y ∈ C, we can choose arbitrary sets Y 1, Y 2 satisfying
the additional condition. Otherwise, we can assume that there is some Y ∗ with
‖Y ∗‖pi > 1920t.
(2) If ‖Y ‖pi ≤ 1920t for all Y ∈ Ct with Y ∩ Y¯ ∗ = ∅, we set Y 1 = Y ∗ and choose
Y 2 arbitrarily such that the additional condition holds.
(3) Otherwise, we set Y 1 = Y ∗ and choose Y 2 with ‖Y 2‖pi > 1920t and Y 2∩Y¯ ∗ =∅. Now a) indeed shows that ‖Y ‖pi ≤ 1920t for all Y ∈ Ct with Y ∩ (Y¯ 1 ∪ Y¯ 2) = ∅.
In step b) we concern ourselves with the additional assertions on the position
of Y¯ 1 ∪ Y¯ 2 in case (3).
a) Suppose that there are three sets Y 1, Y 2, Y 3 ∈ C such that Y¯ k ∩ Y l = ∅ if
k 6= l and ‖Y k‖pi > 1920t for k, l = 1, 2, 3. First note that the assumption implies
that if e.g. Y 1 = Yi, then Y
2, Y 3 /∈ {Yi−2, . . . , Yi+2}. Let V be the smallest
rectangle whose closure contains Γ and the sets R := ⋃3k=1R(Y k) with R(Y k) as
defined before (3.6). Define W˜ = (W \ V )∪ ∂V (recall (2.9)). We will show that
|∂V |∞ ≤ |Γ|∞ +
∑
Rj∈R
|∂Rj|∞ − 150t. (5.9)
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Then applying Lemma 5.2 we get ‖W˜‖ω − ‖W‖ω ≤ −(1 − h∗) 150t + Ch∗t < 0
for h∗ small enough. This then gives a contradiction to (3.1) and concludes the
proof of a).
We now proceed to show (5.9). (We refer to Figure 7 where the essential idea
is illustrated.) Assume V = (−a1,−−l1, l1+a1,+)×(−a2,−−l2, l2+a2,+) and select
(not necessarily pairwise different) Rk,± ∈ R such that ±(lk + ak,±) ∈ pik∂Rk,±
for k = 1, 2. (If ak,± = 0 then Rk,± = ∅.) We find by (3.6)
|pikRk,±| ≥ ak,± − dist(pikRk,±, pikΓ) ≥ ak,± − t+ |∂Rk,±|pi. (5.10)
We suppose for the moment that Rk,+ 6= Rk,− for k = 1, 2. (In particular, this
implies that three rectangles never coincide.) At the end of the proof we will
briefly indicate how the following arguments can be adapted to the general case.
We first assume that two rectangles coincide, e.g. R = R1,− = R2,−. By (5.10)
and an elementary computation we obtain√
a21,− + a
2
2,− ≤ |∂R|∞ +
√
2(t− |∂R|pi) ≤ |∂R|∞ +
√
2t− |∂R|pi.
Otherwise, if e.g. R1,− 6= R2,−, again applying (5.10) we get√
a21,− + a
2
2,− ≤
√
(t+ (|∂R1,−|∞ − |∂R1,−|pi))2 + (t+ (|∂R2,−|∞ − |∂R2,−|pi))2
≤
√
2t+ |∂R1,−|∞ − |∂R1,−|pi + |∂R2,−|∞ − |∂R2,−|pi.
Consequently, we obtain
F ≤ 2
√
2t+
∑
k,±
(|∂Rk,±|∞ − |∂Rk,±|pi), (5.11)
where each rectangle is only counted once in the sum and
F =
√
a21,− + a
2
2,− +
√
a21,+ + a
2
2,+ or F =
√
a21,− + a
2
2,+ +
√
a21,+ + a
2
2,−.
Moreover, note that by assumption on the sets Y 1, Y 2, Y 3 and (5.7) each rectangle
Rj intersects at most one of the three sets Y
k. Therefore, as | · |∞ ≥ | · |pi we
obtain
|∂V |∞ ≤ |Γ|∞ + F ≤ |Γ|∞ + 2
√
2t+
∑
Rj∈R
(|∂Rj|∞ − |∂Rj|pi)
= |Γ|∞ +
∑
Rj∈R
|∂Rj|∞ + 2
√
2t−
∑3
k=1
‖Y k‖pi.
(5.12)
As
∑3
k=1 ‖Y k‖pi ≥ 3 · 1920t, this gives (5.9).
b) Suppose that Y 1, Y 2 ∈ C with ‖Y 1‖pi, ‖Y 2‖pi ≥ 1920t have been chosen ac-
cording to case (3) above. We show that Y¯ 1 ∪ Y¯ 2 intersect both N1,+ and N1,−
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or both N2,+ and N2,− (N1,± if l2 ≤ l12 ). Let V be the smallest rectangle whose
closure contains Γ and the sets R := ⋃2k=1R(Y k). Set W˜ = (W \ V ) ∪ ∂V .
Observe that by assumption and (5.7) each boundary component Rj intersects
at most one of the two sets Y k.
(i) First we assume Y¯1∪ Y¯2 intersects at most two adjacent parts of the neigh-
borhood, e.g. (Y¯1∪Y¯2)∩(N1,+∪N2,+) = ∅. This implies V = (−a1−l1, l1)×(−a2−
l2, l2). Selecting (not necessarily different) R1, R2 such that −lk−ak ∈ pik∂Rk for
k = 1, 2 and proceeding as in (5.11) we obtain√
a21 + a
2
2 ≤
√
2t+
∑
k=1,2
(|∂Rk|∞ − |∂Rk|pi)
and therefore
|∂V |∞ ≤ |Γ|∞ +
∑
Rj∈R
|∂Rj|∞ +
√
2t−
∑
k=1,2
‖Y k‖pi (5.13)
Applying Lemma 5.2 and using
∑
k ‖Y k‖pi ≥ 2· 1920t we again find ‖W˜‖ω−‖W‖ω <
0 for h∗ small enough which contradicts (3.1).
(ii) We finally show the additional statement that Y¯1 ∪ Y¯2 intersects N1,± in
the case l2 ≤ l12 . Assume without restriction that (Y¯1 ∪ Y¯2) ∩N1,+(Γ) = ∅. Then
we have V = (−a1− l1, l1)× (−a−− l2, l2 + a+) and select rectangles R1, R−, R+
as before. (For the moment we assume Rk,+ 6= Rk,− for k = 1, 2.) Similarly as in
a), we find√
a21 + a
2− ≤
√
2t+
∑
k=1,−
(|∂Rk|∞ − |∂Rk|pi), a+ ≤ t+ |∂R+|∞ − |∂R+|pi.
Then
|∂V |∞ = maxx∈[0,1]
(√
1− x2|pi1Γ|+ x|pi2Γ|+
√
1− x2a1 + x(a+ + a−)
)
.
We define f(x) = 2√
5
(
√
1− x2 + 1
2
x) for x ≥ 1√
5
and f(x) = 1 else. As l2 ≤ l12
an elementary argument yields
√
1− x2|pi1Γ|+x|pi2Γ| ≤ f(x)|Γ|∞. Using |Γ|∞ ≥
(20 · 22υ)−1t we then obtain
|∂V |∞ ≤ maxx∈[0,1]
(
f(x)|Γ|∞ +
√
2t+ xt+
∑
k=1,±
(|∂Rk|∞ − |∂Rk|pi)
)
≤ |Γ|∞ + tmaxx∈[0,1] r(x) +
∑
Rj∈R
|∂Rj|∞ −
∑
k=1,2
‖Y k‖pi,
(5.14)
where r(x) = (f(x)−1)(20·22υ)−1+√2+x. A computation yields r(x) ≤ 19
10
− 1
100
for x ≤
√
9
40
as f ≤ 1. Otherwise we have max
[
√
9
40
,1]
(f(x)− 1) < 0 and thus for
υ sufficiently small we also obtain r(x) ≤ 19
10
− 1
100
for x ∈ [
√
9
40
, 1]. Consequently,
due to
∑
k ‖Y k‖pi ≥ 2 · 1920t we have
|∂V |∞ ≤ |Γ|∞ +
∑
Rj∈R
|∂Rj|∞ − 1100t. (5.15)
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By Lemma 5.2 we now again derive a contradiction to (3.1) for h∗ small enough.
To finish the proof we briefly indicate how to proceed if e.g. R2,− = R2,+. This
may happen in the cases a) and b)(ii) above if l2  l1. In this case we reduce the
problem to the above treated situation by applying a translation argument: We
replace Rj by R
′
j := Rj − a2,+e2 for all Rj ∈ R as well as V by V ′ := V − a2,+e2.
Then we may set R2,+ = ∅ and can repeat the arguments above to derive (5.9),
(5.13) and (5.15), respectively, for V ′ and R′k,±. But then (5.9), (5.13) and (5.15)
also hold for the original sets V and Rj ∈ R as |V ′|∗ = |V | and |R′k,±|∗ = |Rk,±|∗.
Consequently, we may then proceed as before and use Lemma 5.2 to derive a
contradiction to (3.1). 
We now can derive Lemma 3.2 as a special case of the previous lemma.
Proof of Lemma 3.2. Let τ¯ ≤ t ≤ 22τ¯ be given and assume that there are three
components Γk, k = 1, 2, 3, intersecting N
t with |Γk|∞ ≥ 19t. By (2.7)(iv),(v),
(3.2) and t ≥ τ¯ we see that Γk are rectangular with ω(Γk) = 1 for k = 1, 2, 3. Set
t¯ = 20t and recalling (3.6) we observe that |Γk|pi ≥ 19t = 1920 t¯. (Here | · |pi has to be
understood with respect to the neighborhood N t¯.) In view of t¯ ≤ 20 ·22τ¯ we now
may follow the lines of the proof of Lemma 5.3 for the neighborhood N t¯ with
the essential difference that we replace the set of rectangles R = ⋃3k=1R(Y k)
(see beginning of step a)) by R = {Γ1} ∪ {Γ2} ∪ {Γ3} and in (5.12) we replace∑3
k=1 ‖Y k‖pi by
∑3
k=1 |Γk|pi. (Observe that in this case the assumption N t¯ ⊂
H(W ) can be dropped as it was only needed for (5.7).) Noting that
∑3
k=1 |Γk|pi ≥
3 · 19
20
t¯ we again obtain a contradiction to (3.1) and thus there are at most two
large components Γk, k = 1, 2, in N
t. Likewise, we can proceed to determine the
possible position of the two sets.
It remains to show that |pi1Γk| < 12 |pi2Γk| leads to a contradiction if l2 ≤ l12 .
Let V be the smallest rectangle whose closure contains Γ, Γk and derive similarly
as in (5.14)
|∂V |∞ ≤ maxx∈[0,1]
(√
1− x2|pi1Γ|+ x|pi2Γ|+
√
1− x2(t+ |pi1Γk|) + x(t+ |pi2Γk|)
)
≤ maxx∈[0,1]
(
f(x)|Γ|∞ +
√
2t+
√
1− x2|pi1Γk|+ x|pi2Γk|)
)
with f as defined before (5.14), where we used
√
1− x2|pi1Γ|+x|pi2Γ| ≤ f(x)|Γ|∞
due to the fact that |pi2Γ| ≤ 12 |pi1Γ|. Likewise, using the assumption |pi1Γk| <
1
2
|pi2Γk| we find
√
1− x2|pi1Γk|+ x|pi2Γk| ≤ f(
√
1− x2)|Γk|∞ and thus obtain
|∂V |∞ ≤ |Γ|∞ + |Γk|∞ +
√
2t+ max
x∈[0,1]
(
(f(x)− 1)υ−1 t
22
+ (f(
√
1− x2)− 1)19t),
where we used |Γ|∞ = υ−1τ¯ ≥ υ−1 t22 and |Γk|∞ ≥ 19t. Again separating the
cases x ≥
√
9
40
, where max
x∈[
√
9
40
,1]
(f(x)− 1) < 0, and x ≤
√
9
40
, where we find
(f(
√
1− x2)−1)19t ≤ −3t, we obtain for υ small enough |∂V |∞ ≤ |Γ|∞+|Γk|∞−t.
As |∂V |H ≤ |Γ|H + 4t+ |Γk|H, we derive ‖W˜‖ω − ‖W‖ω < 0 for h∗ small enough
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by Lemma 4.1(ii) since {Γ,Γk} ⊂ LV , where W˜ = (W \ V ) ∪ ∂V. This gives a
contradiction to (3.1) and finishes the proof. 
We close this section with the proof of Lemma 3.3. Recall the specific choice
of τ in (3.3) and set N = N τ (Γ), J = Jτ , Y = Yτ , C = Cτ for shorthand.
Proof of Lemma 3.3. As 1
800
τ¯ ≤ τ ≤ 1
2
τ¯ , we can apply Lemma 5.3 to obtain that
there are two sets Y 1, Y 2 ∈ C with Y¯ 1 ∩ Y¯ 2 = ∅ such that ‖Y ‖pi ≤ 1920τ for Y ∈ C
with Y ∩ (Y¯ 1 ∪ Y¯ 2) = ∅. We only construct the set K1. Choose Yi = Y 1 and set
Sl = Yi+l ∈ C for |l| ≤ 3. In particular, we have Sl ∩ S0 6= ∅ for l = −1, 1 and
‖Sl‖pi ≤ 1920τ for l = −3, 3. Set S =
⋃2
l=−2 Sl.
Let R(S) be defined as before (3.6). Arguing as in (5.13) or (5.15) for t = τ ,
respectively, depending on whether S is contained in at most two adjacent parts
of the neighborhood or S intersects three parts of the neighborhood (possible for
l2 ≤ l12 ), we derive |∂V |∞ ≤ |Γ|∞+
∑
Rj∈R(S) |∂Rj|∞+ (1910 − 1100)τ −‖S‖pi, where
V is the smallest rectangle whose closure contains Γ and R(S). (Note that in the
above calculation we possibly have to repeat the translation argument indicated
at the end of the proof of Lemma 3.3.) Thus, by Lemma 5.2 for t = τ and (3.1)
0 ≤ ‖W˜‖ω − ‖W‖ω ≤ (1− h∗)
(
(19
10
− 1
100
)τ − ‖S‖pi
)
+ Ch∗τ
≤ (1− h∗)1910τ − (1− h∗)‖S‖pi
(5.16)
for h∗ small enough, where W˜ = (W \ V ) ∪ ∂V . We now construct the set K1
and the corresponding (at most) two connected components T1, T2 of S \K1 by
distinction of the two following cases:
a) If there is some Rj with |∂Rj|pi ≥ 1920τ we choose K1 ∈ Y as the smallest set
such that Rj ∩N ⊂ K1. Then the (at most) two connected components T1, T2 of
S \K1 satisfy ‖Ti‖pi ≤ 1920τ by (5.16). Using (5.8) we derive that |K1| ≤ C τ
2
h∗ , as
desired.
b) Otherwise, we choose K1 as follows. Assume S = (
⋃n′
i=1Qi)
◦ for Qi ∈ J and
let k ∈ {0, . . . , n′} be the index (if existent) such that ‖(⋃ki=1Qi)◦‖pi ≤ 1920τ and
‖(⋃k+1i=1 Qi)◦‖pi > 1920τ . Now define T1 = (⋃ki=1Qi)◦ and choose K1 = (⋃li=k+1Qi)◦
for l large enough such that |K1| ≥ c¯ τ2h∗ . Finally, let T2 = S \ (T1 ∪K1) and
observe that for c¯ large enough also ‖T2‖pi ≤ 1920τ by (5.16) and (5.8) since each
rectangle can intersect at most one of the sets T1, T2.
Let S1l , S
2
l be the connected components of Sl\K1 for l = −2,−1, 0, 1, 2. Both
cases a),b) above imply ‖Sil \ K1‖pi ≤ maxk=1,2 ‖Tk‖pi ≤ 1920τ for l = −2, . . . , 2,
i = 1, 2, which gives assertion (i). Assertion (ii) follows from the construction of
the set K1 and definition (3.3). Indeed, if Γi ∩N 6= ∅, then Γi ∩N τ/20 and thus
recalling (3.6) we find |Γi|pi ≥ 1920τ and then Γi ∩N ⊂ Y¯ 1 ∪ Y¯ 2. This also shows,
as remarked at the end of Section 3.1, that in this case K1 is contained in one of
the sets Nj,±, j = 1, 2.
Finally, in the case ‖Y 1‖pi, ‖Y 2‖pi ≥ 1920τ the statement dist(K1, K2) ≥ c|Γ|∞
follows directly from the fact that the set Y¯ 1 ∪ Y¯ 2 intersects both N1,+ and N1,−
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or both N2,+ and N2,− (N1,± if l2 ≤ l12 ). Otherwise, we can set K1 = ∅ or K2 = ∅
and the property trivially holds. 
6 Trace estimates for boundary components
This section is entirely devoted to the proof of Theorem 3.6 and we start with
an outline of the proof. We first give some preliminary estimates including an
approximation of u by a piecewise infinitesimal rigid motion. Here we also discuss
the passage from an estimate in the neighborhood to a trace estimate. Afterwards,
we proceed in several steps.
In Step 1 we assume that in the neighborhood N of Γ only small cracks Γl are
present. This indeed induces that |Eu|(N) is sufficiently small as on each Γl we
have by assumption [u] ∼√|Γl|∞ε. In general, the idea is to construct thin long
paths in N which avoid cracks being to large. We then first measure the distance
of the function from an infinitesimal rigid motion only on this path and may
apply this result to estimate the distance in the whole set N afterwards. A major
drawback of such a technique is that the constant in (1.2) crucially depends on
the domain and blows up for sets getting arbitrarily thin. Consequently, in this
context we have to carry out a careful quantitative analysis how the constant in
(1.2) depends on the shape of the domain (see Section A.2).
In Step 2 we suppose that we have a bound on the projection ‖ · ‖pi (recall
definition (3.6)). We observe that the paths in general cannot be selected in such
a way that they only intersect sufficiently small cracks. Nevertheless, it can be
shown that boundary components being too large for a direct application of the
above ideas occupy only a comparably small region. In this region we then do
not use the Korn-Poincare´ inequality in (1.2), but circumvent the estimate of the
surface energy by a slicing technique and the fact that by the bound on ‖ · ‖pi we
find small stripes in the neighborhood, which do not intersect the jump set at all.
The assertion then follows as this exceptional set can then be taken arbitrarily
small by an iterative application of the slicing method.
In Step 3 we repeat the ideas of Step 2 near the corners of Γ. Finally, in Step
4 we present the general proof taking into account the possible existence of sets
Ψ1, Ψ2 discussed in Section 3.2. We remark that the result crucially depends on
a suitable L2- trace theorem for SBD functions (see Lemma A.3) which can be
established in our framework due to the sufficiently regular jump set. Moreover,
it is essential that there are at most two large cracks in a neighborhood. Already
with three or four cracks the configurations might be significantly less rigid.
6.1 Preliminary estimates
We remark that in this section we will frequently use the estimates derived in
Appendix A.2 and A.3. Moreover, recall the construction of the neighborhoods
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in Section 3. We start with a discussion about the parameters.
Assume h∗, q, ωmin > 0 as in (2.10) have been chosen in the previous sections
and υ > 0 is small enough with respect to h∗, q. (Note that in the proofs up to now
the choice of υ was independent of ωmin.) Below we will introduce r = r(h∗, q) ∈
(0, 1) and we then possibly pass to a smaller υ > 0 such that r(1 − ωmin)3 ≥ υ.
This indeed implies υ = υ(h∗, q, ωmin, r) and also shows (2.10)(ii) as r = r(h∗)
since q = q(h∗).
As in the assumption of Theorem 3.6 we let ε > 0, λ > 0, W ∈ Vs, Wi ∈ Wsλ
and let u ∈ H1(W ). Let Γ = Γ(W ) with |Γ|∞ ≥ λ and the corresponding
neighborhoods N τ = N τ (Γ) and N2τˆ = N2τˆ (Γ) be given. Suppose that (3.1),
(3.12), (3.13) and (3.16) for Tτˆ (Wi,W ) hold. Assume that N2τˆ ⊂ H(W ).
In addition, we define the neighborhood N˜ = N(Γ)\ (X1∪X2), where ∂X1 =
Γ1, ∂X2 = Γ2 are the boundary components satisfying |Γi|∞ ≥ τˆ = q2h−1∗ υ|Γ|∞
and Γi ∩ N τ 6= ∅, see Lemma 3.2 (note that X1, X2 = ∅ is possible). In the
following we will write for shorthand N , N2τˆ and N˜ if no confusion arises. By
Remark A.8(i) it is not restrictive to assume that J = Jτ (Γ) as defined before
equation (3.4) consists of (almost) squares.
Note that the inclusion Wi ∩N ⊂ N˜ may be strict due to boundary compo-
nents Γl with |Γl|∞ < τˆ having nonempty intersection with N . Observe that by
(2.7)(iv),(v) and (2.8)(i) for q large we have |∂Rl|∞ < τˆ for these Γl, where Rl
is the corresponding rectangle given by (2.7)(i),(v). Then recalling (3.11), for q
sufficiently large and h∗ small we get
N2τˆl(∂Rl) ⊂ N2τˆ (Γ) ⊂ H(W ) (6.1)
and thus Γl ∈ Tτˆ (Wi,W ). Consequently, we can extend u as an SBD function
from N ∩Wi to N˜ as defined in (3.15). As before, we will write for shorthand
α(U) = ‖e(u¯)‖2L2(U) as well as
E(U) =
∫
U
|e(u¯)|+
∫
Ju¯∩U
|[u¯]| dH1, αˆ(U) =
∫
U
|e(u¯)| (6.2)
for U ⊂ N˜ . Note that α(U) = α(U ∩Wi).
We now begin with some preliminary estimates. First assume N˜ = N . We
apply Theorem A.1 on each Q ∈ J recalling that the constant is invariant under
rescaling of the domain: This yields functions A¯ : N → R2×2skew, b¯ : N → R2 being
constant on each Q ∈ J such that by (3.12) and (3.16) we obtain∫
N
|u¯(x)− (A¯ x+ b¯)|2 dx ≤ C
∑
Q∈J
(E(Q))2 ≤ C(E(N))2
≤ Cυ|Γ|2∞α(N) + C
(∑
l
|Θl ∩N |1/2H ‖[u¯]‖L2(Θl)
)2
≤ Cυ2|Γ|3∞ε+ CC∗υ−4ε|∂Wi ∩N |H
(∑
l
|Γl|∞
)2
≤ Cυ2|Γ|3∞ε+ CC∗υ−4ε|∂Wi ∩N2τˆ |3H ≤ C(1 + C∗)υ−1|Γ|3∞ε
(6.3)
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for some C = C(h∗, q). Here and in the following the sum always runs over the
boundary components having nonempty intersection with N . In the third step
we employed Ho¨lder’s inequality and |N | ≤ Cυ|Γ|2∞. In the penultimate step
we used
∑
l |Γl|∞ ≤
∑
l |Γl|H ≤ 2|∂Wi ∩ N2τˆ |H by Lemma 2.1(i) and (6.1). The
constants used in this section may as usual vary from line to line depending on
h∗ and q, but are always independent of the parameters r, ωmin and υ.
In the general case, recall the definition of Ψ1 and Ψ2 in Section 3.2. By
Lemma 3.4(ii), Lemma 3.5(ii) and Remark A.8(i) it is not restrictive to assume
that Ψi1, Ψ
i,∗
2 , Ψ
i
3 are squares for i = 1, 2. For simplicity we write Ψ
i
2 instead of
Ψi,∗2 in the following. Similarly as in the previous estimate we obtain functions
A¯ : N → R2×2skew, b¯ : N → R2 being constant on each Q ∈ J with Q∩(Ψ1∪Ψ2) = ∅
and Ψij, i = 1, 2, j = 1, 2, 3, such that
(i)
∫
N˜\(Ψ1∪Ψ2)
|u¯(x)− (A¯ x+ b¯)|2 dx ≤ C(1 + C∗)υ−1|Γ|3∞ε,
(ii)
∫
Ψij
|u¯(x)− (A¯ x+ b¯)|2 dx ≤ C(1 + C∗)υ−3|Γ|2∞ψiε.
(6.4)
To see (ii), we apply Theorem A.1 on the sets Ψi1, Ψ
i
2, Ψ
i
3 and follow the lines of the
previous estimate to obtain that the left hand side is bounded by Cυ|Γ|2∞α(Ψij)+
CC∗υ−4ε|∂Wi ∩ Ψij|H|∂Wi ∩ N2τˆ |2H. We then use α(Ψij) ≤ Dε(1 − ωmin)−1ψi ≤
Dευ−1ψi and |∂Wi ∩Ψi|H ≤ Cυ−1ψi by (3.12), (3.13).
The goal will be to replace the functions A¯, b¯ in (6.4) by constants A ∈ R2×2skew
and b ∈ R2 such that
(i)
∫
N˜\(Ψ12∪Ψ22)
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + rC∗)υ−3|Γ|3∞ε,
(ii)
∫
Ψi2
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + rC∗)υ−4|Γ|2∞ψiε,
(6.5)
for i = 1, 2 and for r(1 − ωmin)3 ≥ υ. Then the trace theorem applied on each
square (if J or Ψj, j = 1, 2, consist also of rectangles, they can be covered by
possibly overlapping squares) implies the assertion as follows:
To satisfy the assumptions of Lemma A.10, the jump set has to be the union
of rectangle boundaries. Therefore, we extend Ju¯ ∩ N˜ to J˜u¯ =
⋃
l ∂Rl ∩ N˜ by
[u¯](x) = 0 for x ∈ J˜u¯ \ Ju¯, where Rl are the corresponding rectangles given
in (2.7)(i),(v). We observe that by Lemma 2.1(i),(iv) and (2.8)(i) we get for a
universal C > 0∑
l
|∂Rl|H ≤ C
∑
l
|Γl|H,
∑
l
|∂Rl|−1H |Γl|2∞ ≤ C
∑
l
|Γl|H. (6.6)
Note that every boundary component Γl intersects at most C(h∗, q) different
squares since |Γl|∞ < τˆ (see before (6.1)). Then by Lemma A.10, applied on each
54
square in J , either for µ ∼ υ|Γ|∞ or µ ∼ ψi, taking the sum over all squares we
obtain by (6.5) and (3.16) for υ small enough∫
Γ
|u¯(x)− (Ax+ b)|2 dH1(x)
≤ Cυ|Γ|∞α(N˜) + CC∗
∑
l
|∂Rl|H
∑
l
|∂Rl|−1H ευ−4|Γl|2∞
+ C(υ|Γ|∞)−1‖u¯− (A ·+b)‖2L2(N˜\(Ψ12∪Ψ22) +
∑2
i=1
C(ψi)−1‖u¯− (A ·+b)‖2L2(Ψi2)
≤ C(1 + rC∗)υ−2|Γ|2∞ε+ C(1 + rC∗)υ−4|Γ|2∞ε ≤ C(1 + rC∗)ευ−4|Γ|2∞,
where for the first two terms we proceeded similarly as in (6.3), also taking
(6.6) into account. Finally, choosing Cˆ = C = C(h∗, q) and r = r(h∗, q) small
enough (i.e. also υ small enough) such that rCˆ ≤ 1
2
we get (3.17), as desired.
Consequently, it suffices to establish (6.5).
6.2 Step 1: Small boundary components
We first treat the case that only small components Γl lie in N . For 1 > r ≥ υ > 0
define T = blogr(υ)c and let for all Q ∈ J
St(Q) = {Γl : Γl ∩Q 6= ∅, υ4r−2t|Γ|∞ < |Γl|∞ ≤ υ4r−2t−2|Γ|∞} (6.7)
for all t ∈ N and S0(Q) = {Γl : Γl ∩Q 6= ∅, |Γl|∞ ≤ υ4r−2|Γ|∞}. Moreover, by Y ′
we denote the set of subsets of N consisting of squares in J . (In contrast to Yτ
as defined before (3.4) the connectedness of the sets is not required.)
Lemma 6.1 Theorem 3.6 holds under the additional assumption that there is
some T
4
+2 ≤ t ≤ T
2
−1 such that ⋃s>t Ss(Q) = ∅ for all Q ∈ J and ∑Q #St(Q) ≤
υ−3r2t+3.
Proof. We first observe that the assumption implies N˜ = N . Let T
4
+2 ≤ t ≤ T
2
−1
with the above properties be given and write υˆ = υ2r−
2t+1
2 for shorthand. For
later we note that
υ
7
4 r−
3
2 ≤ υˆ ≤ υ 32√r. (6.8)
We cover N with squares Qˆ(ξ) = Qˆυˆ|Γ|∞(ξ) of length 2υˆ|Γ|∞ and midpoint ξ.
(If the sets in J = J(Γ) constructed in Section 3.1 are not perfect squares, the
sets Qˆ(ξ) shall be chosen appropriately. The difference in the possible shapes,
however, does not affect the following estimates by Remark A.8(i).) We will
now consider a rectangular path, i.e. a path ξ = (ξ0, . . . ξn = ξ0) of square
midpoints intersecting all Q ∈ J such that there are indices i1, i2, i3 with ξj −
ξj−1 = ±2υˆ|Γ|∞e1 for all 0 ≤ j ≤ i1, i2 ≤ j ≤ i3 and ξj − ξj−1 = ±2υˆ|Γ|∞e2 else.
Observe that the number of squares in a path satisfies n ≤ Cυˆ−1 and that we
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can find ∼ υυˆ−1 disjoint rectangular paths in N . Consequently, by assumption
and (3.12) we can find at least one rectangular path P :=
⋃
j Qˆ(ξj) such that
α(P ) ≤ Cυˆε|Γ|∞,
∑
Γl∈Sˆ(P )
|Γl|∞ ≤ Cυˆ|Γ|∞, #Sˆt(P ) ≤ C υˆυυ−3r2t+3 (6.9)
for some sufficiently large constant C = C(h∗, q), where Sˆ(P ) = {Γl : Γl∩P 6= ∅}
and Sˆt(P ) = Sˆ(P ) ∩ ⋃Q St(Q). Here we used that each Γl ∈ ⋃Q∈J ⋃s≤t Ss(Q)
intersects at most four adjacent squares Qˆ because |∂Rl|∞ ≤ Cυˆ2r−1|Γ|∞ 
υˆ|Γ|∞ by (2.8)(i), (6.8) and Γl ⊂ Rl (see (2.7)(i)). Observe that the above path
can be chosen in the way that also |P ∩ Q| ≥ C υˆ
υ
|Q| for Q = E±,±, where E±,±
denote the squares in the corners of N , i.e. (±l1,±l2) ∩ E±,± 6= ∅. (Recall the
construction of the neighborhood in Section 3.1.) This implies |P ∩Q| ≥ C υˆ
υ
|Q|
for all Q ∈ J . It is convenient to write the above estimate in the form
υ4r−2t−1±1 = υˆ2r±1, #Sˆt(P )υ4r−2t−2 ≤ Cυˆr. (6.10)
We now apply Lemma A.7(ii) with s = υˆ|Γ|∞ and U = P with |P | ≤ Cυˆ|Γ|2∞.
For later purpose in Section 6.3, we consider general subsets Z ∈ Y ′ consist-
ing of squares in J . Recall that we get ‖[u¯]‖L1(Θl) ≤
√|Θl|H‖[u¯]‖L2(Θl) ≤
C
√
C∗ευ−4|Γl|3/2∞ by (2.8)(ii), (3.16) and Ho¨lder’s inequality. Arguing similarly
as in (6.3) we find A ∈ R2×2skew and b ∈ R2 such that by (6.1), (6.9) and (6.10)
(−
∫
P∩Z stands for
1
|P∩Z|
∫
P∩Z)
|P |−
∫
P∩Z
|u¯(x)− (Ax+ b)|2 dx ≤ Cυˆ−3(E(P ))2
≤ Cυˆ−3υˆ|Γ|2∞α(P ) + CC∗υˆ−3
ε
υ4
(∑
Γl∈Sˆ(P )
|Γl|3/2∞
)2
≤ Cυˆ−1|Γ|3∞ε+ CC∗υˆ−1r−1|Γ|∞
ε
υ4
(∑
Γl∈Sˆt(P )
|Γl|∞
)2
+ CC∗υˆ−1r|Γ|∞ ε
υ4
(∑
Γl∈Sˆ(P )\Sˆt(P )
|Γl|∞
)2
≤ Cυˆ−1|Γ|3∞ε+ CC∗υˆr
ε
υ4
|Γ|3∞ + CC∗υˆr
ε
υ4
|Γ|3∞.
(6.11)
Observing that υˆ−1 ≤ υˆυ−4 by definition of υˆ, we derive
|P |−
∫
P∩Z
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + C∗r) υˆ ε
υ4
|Γ|3∞ =: F. (6.12)
We now pass from an estimate on P to an estimate on N . Since |P ∩Q| ≥ C υˆ
υ
|Q|
for all Q ∈ J we find |Z||N | ≥ C |Z∩P ||P | ≥ Cυ. Therefore, by (6.3) (recall that N˜ = N)
and υ2 ≤ υˆr (see (6.8)) we also have∫
Z
|u¯(x)− (A¯ x+ b¯)|2 dx ≤ |Z ∩ P ||P |−1CF ≤ C|Z||N |−1F.
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We apply the triangle inequality, Lemma A.4(ii) and Remark A.5(i) on each
Q ⊂ Z with D1 = P ∩Q, D2 = Q noting that A¯, b¯ are constant on each square.
As |P ∩Q| ≥ C υˆ
υ
|Q| for all Q ∈ J and diam(D1) ≥ Cdiam(D2) we obtain
‖(A¯ ·+b¯)− (A ·+b)‖2L2(Q) ≤ C
υ
υˆ
(‖u¯− (A¯ ·+b¯)‖2L2(Q) + ‖u¯− (A ·+b)‖2L2(P∩Q))
and thus summing over all Q ⊂ Z we derive again by the triangle inequality
|N |−
∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ Cυˆ−1υF = C(1 + C∗r) ε
υ3
|Γ|3∞. (6.13)
Consequently, setting Z = N , (6.5)(i) is established, as desired. 
6.3 Step 2: Subset with small projection of components
The next step will be the case that ‖ ·‖pi is not too large. For that purpose, recall
(3.6) and the definition of Y = Yτ (see before (3.4)). Consider some U ∈ Y . In
this section we show that for all Z ⊂ U , Z ∈ Y ′, one has
|U |−
∫
Z
|u¯(x)− (AU x+ bU)|2 dx ≤ C(1 + rC∗)υ−3|Γ|3∞ε (6.14)
for AU ∈ R2×2skew, bU ∈ R2. Recall that E±,± denote the squares at the corners of
Γ (see construction before (3.4)). We start with an auxiliary result.
Lemma 6.2 Let r ≥ υ > 0 as in (2.10) small enough and C ′ > 0. Then there
is a constant C = C(C ′) > 0 independent of r, υ such that for all U ∈ Y with
|U | ≥ C ′υ|Γ|2∞, U ∩E±,± = ∅ and ‖U‖pi ≤ 1920τ there is a subset U ′ ⊂ U , U ′ ∈ Y ′,
with |U \ U ′| ≤ Cr|U | such that (6.14) holds for all Z ⊂ U ′, Z ∈ Y ′.
Proof. Let U ∈ Y be given with ‖U‖pi ≤ 1920τ and assume without restriction
U ⊂ N2,+ \ (N1,− ∪ N1,+). By the choice of τ in (3.3) and the definition of
‖ · ‖pi in (3.6) we obtain that all Γl having nonempty intersection with U satisfy
|Γl|∞ < 19τ¯ . In particular, this implies U ∩ N˜ = U . Let (∂Rl)l be the rectangles
corresponding to (Γl)l as given by (2.7)(i),(v). We first prove that there is a
T
4
+ 2 ≤ t ≤ T
2
− 1 such that ∑Q⊂U #St(Q) ≤ υ−3r2t+3 as in the assumption of
Lemma 6.1. If the claim were false, we would have (assume without restriction
that T ∈ 4N)
|∂Wi ∩N τ+38τ¯ |H ≥ C
∑T
2
−1
t=T
4
+2
∑
Q⊂U
#St(Q)υ4r−2t|Γ|∞ ≥ CTυr3|Γ|∞
≥ Clogr(υ)r3υ|Γ|∞, (6.15)
where in the first step we used that |∂Rl|∞ < 38τ¯ by (2.8)(i) which implies Γl ⊂
Rl ⊂ N τ+38τ¯ and ensures that Γl intersects only a uniformly bounded number
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of different squares Q ⊂ U (independently of r, υ). As for υ small enough (with
respect to r = r(h∗, q), q and h∗) this is larger than Dτˆ , we get a contradiction
to (3.12). As before, we define υˆ = υ2r−
2t+1
2 for shorthand.
As in the previous proof we will select a path in U with certain properties.
Recalling (3.6) it is not hard to see that |pi2(Rl∩U)| ≤ |∂Rl|pi. As by assumption
‖U‖pi ≤ 1920τ , we find a set S ⊂ (l2, l2 + τ) being the union of intervals 2k′s +
(−s, s), k′ ∈ Z, with |S| ≥ τ
20
such that the stripe Uˆ = U ∩ (R × S) satisfies
∂Wi ∩ Uˆ = ∅. We cover U by k horizontal paths P = (Pi)ki=1, consisting of
Qˆ(ξ) = Qˆυˆ|Γ|∞(ξ), i.e. k = d(2υˆ|Γ|∞)−1τe as |pi2U | = τ . We can find a subset
Pˆ1 ⊂ P with #Pˆ1 ≥ c1k for c1 small enough such that
Γl ∩ Pi = ∅ for all |Γl|∞ ≥ C¯2υˆ|Γ|∞ and Pi ∈ Pˆ1 (6.16)
and |S ∩ pi2
⋃
Pi∈Pˆ1 Pi| ≥ τ21 , if C¯ = C¯(h∗, q) is chosen sufficiently large. Indeed,
for {Γl : |pi2Γl| ≥ C¯υˆ|Γ|∞} this follows by an elementary argument in view of
‖U‖pi ≤ 1920τ . On the other hand, by (2.8)(i) we see that each component in
G := {Γl : |Γl|∞ ≥ C¯2υˆ|Γ|∞, |pi2Γl| ≤ C¯υˆ|Γ|∞}
intersects at most ∼ C¯υˆ|Γ|∞
υˆ|Γ|∞ = C¯ different Pi ∈ P and thus using (3.12) the
components in G intersect at most C¯ Dτˆ
C¯2υˆ|Γ|∞ ∼ Dτˆυˆ|Γ|∞C¯  τ|Γ|∞υˆ different Pi ∈ P .
Moreover, we can then find a subset Pˆ2 ⊂ Pˆ1 with #Pˆ2 ≥ c2k for c2 sufficiently
small such that
|pi2(Pi ∩ Uˆ)| ≥ 1222υˆ|Γ|∞ for all Pi ∈ Pˆ2. (6.17)
Recall that we have already found a T
4
+2 ≤ t ≤ T
2
−1 such that∑Q⊂U #St(Q) ≤
υ−3r2t+3. Using (6.16) we can now choose a path P =
⋃
j Qˆ(ξj) ∈ Pˆ2 such that
(6.9) is satisfied possibly passing to a larger constant C > 0 depending on C¯.
(The essential difference to the argument developed in (6.9) is the fact that every
boundary component may intersect not only four squares but a number depending
on C¯.) Observe that n ≤ Cυˆ−1 for a universal C > 0, where n denotes the number
of squares in the path P . Recall (6.7), Sˆ(P ) = {Γl : Γl ∩ P 6= ∅} and let
Sˆt>(P ) = {Γl : Γl ∩ P 6= ∅,Γl ∈
⋃
Q∈J
⋃
s>t
Ss(Q)}. (6.18)
Moreover, define K = {Qˆ = Qˆ(ξj) : Qˆ ∩ Γl = ∅ for all Γl ∈ Sˆt>(P )}. By
(6.9) it is elementary to see that #Sˆt>(P ) ≤ Cυˆ|Γ|∞(υ4r−2t−2|Γ|∞)−1 = Cυˆ−1r.
Consequently, as by (6.16) every Γl ∈ Sˆt>(P ) intersects only a uniformly bounded
number of adjacent sets, we find
n−#K ≤ C#Sˆt>(P ) ≤ Cυˆ−1r. (6.19)
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Consider two squares Qˆ(ξ0), Qˆ(ξm) ∈ K and the path (ξ0, ξ1, . . . , ξm). Define
D =
⋃m
j=0 Qˆ(ξj). Without restriction we assume Qˆ0 := Qˆ(ξ0) = µ(−1, 1)2 and
Qˆm := Qˆ(ξm) = µ((2m, 0) + (−1, 1)2), where for shorthand we write µ = υˆ|Γ|∞.
We will now derive an estimate such that Lemma A.6(i) is applicable. First of
all, Theorem A.1, Theorem A.2 and a scaling argument show (recall (6.2))
‖u¯− (Ai ·+bi)‖L2(Qˆi) ≤ CE(Qˆi), ‖u¯− (Ai ·+bi)‖L1(∂Qˆi) ≤ CE(Qˆi) (6.20)
for Ai ∈ R2×2skew, bi ∈ R2, i = 0,m, and a constant independent of µ. We claim
that
µ2|a0 − am|+ µ|b01 − bm1 | ≤ C(E(Qˆ0) + E(Qˆm)) + Cαˆ(D),
µ|b02 − bm2 | ≤ Cm(E(Qˆ0) + E(Qˆm)) + Cmαˆ(D),
(6.21)
where bij denotes the j-th component of b
i, i = 0,m, and a0, am are defined such
that Ai =
(
0 ai
−ai 0
)
. By (6.17) we find two (measurable) sets B1, B2 ⊂ µ(−1, 1)
such that |Bj| ≥ µ44 , dist(B1, B2) ≥ µ22 and E := µ(−1, 2m+ 1)× B1 ∪ B2 ⊂ Wi.
We apply a slicing argument in the first coordinate direction and obtain∫
B1∪B2
|u¯1(µ(2m− 1), y)− u¯1(µ, y)| dy
≤
∫
B1∪B2
∣∣∣ ∫ µ(2m−1)
µ
∂1u¯1(t, y) dt
∣∣∣ dy ≤ Cαˆ(E). (6.22)
This together with (6.20) and the triangle inequality yields
‖(a0 − am) ·+(b01 − bm1 )‖L1(B1∪B2) ≤ C(E(Qˆ0) + E(Qˆm)) + Cαˆ(E).
Choose f : B1 → R such that id + f : B1 → B2 is piecewise constant and
bijective. Thanks to |B1| ≥ µ44 and f(y) ≥ µ22 for y ∈ B1 we derive
µ2|a0 − am| ≤ C‖(a0 − am) f(·)‖L1(B1) ≤ C‖(a0 − am) ·+(b01 − bm1 )‖L1(B1)
+ C‖(a0 − am) (·+ f(·)) + (b01 − bm1 )‖L1(B1) ≤ C(E(Qˆ0) + E(Qˆm)) + Cαˆ(E)
and likewise µ|b01− bm1 | ≤ C(E(Qˆ0) +E(Qˆm)) +Cαˆ(E). This gives the first bound
in (6.21) since E ⊂ D. Analogously, we slice in ζ = µ(2m − 2, d) direction for
0 < d < 1. By (6.9) we find |pi2(∂Wi ∩ Pi)| ≤ Cµ. Consequently, choosing d
small enough and recalling (6.17), we find a set B3 ⊂ µ(−1, 1 − d) with |B3| ≥
1
24
2υˆ|Γ|∞ = µ12 such that {µ} ×B3 + [0, 1]ζ ⊂ Wi. Letting ζ¯ = ζ|ζ| we get∫
B3
|u¯(µ, y) · ζ¯ − u¯((µ, y) + ζ) · ζ¯| dy ≤ Cαˆ(E)
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similarly to (6.22) and thus, using (6.20) and the fact that Am ζ¯ · ζ¯ = 0, we derive∫
B3
|(A0 − Am) (µ, y)T · ζ¯ + (b0 − bm) · ζ¯| dy ≤ C(E(Qˆ0) + E(Qˆm)) + Cαˆ(E).
This together with the first part of (6.21) then leads to
µ|b02 − bm2 + (am − a0)µ| d|ζ| ≤ Cαˆ(E) + C(E(Qˆ0) + E(Qˆm))
and implies the second part of (6.21) as E ⊂ D. Summarizing, (6.21) yields
‖b0 − bm + (A0 − Am) · ‖L2(Qˆ0∪Qˆm) ≤ Cυˆ−1(E(Qˆ0) + E(Qˆm) + αˆ(D)), (6.23)
where we used that m ≤ n ≤ Cυˆ−1. Define P˜ = ⋃Qˆ∈K Qˆ and apply Lemma
A.7(i) for s = υˆ|Γ|∞, U = P˜ with |P˜ | ≤ Cυˆ|Γ|2∞ and Z ⊂ U , Z ∈ Y ′ to derive by
(6.20) and (6.23)
‖u¯− (A ·+b)‖2
L2(P˜∩Z) ≤ C|P˜ ∩ Z||P˜ |−1υˆ−3((E(P˜ ))2 + (αˆ(P ))2) (6.24)
for suitable A ∈ R2×2skew and b ∈ R2. Note that the difference to the estimate in
the proof of Lemma 6.1 is that due to the above slicing argument it suffices to
consider the elastic part of the energy in the connected components of P \ P˜ (cf.
(6.11)). Recall the definition of K (cf. (6.18)) and note that Γl ∩ P˜ = ∅ for all
Γl ∈ Sˆt>. Proceeding as in (6.11) and (6.12), in particular using (6.9) and (6.10),
we then obtain
‖u¯− (A ·+b)‖2
L2(P˜∩Z) ≤ C|P˜ ∩ Z||P˜ |−1(1 + C∗r) υˆ
ε
υ4
|Γ|3∞. (6.25)
Now let J ′ ⊂ J be the set of squares such that |Q∩P˜ | ≥ Cυυˆ|Γ|2∞ ≥ C υˆυ |Q| for all
Q ∈ J ′. Setting U ′ = (⋃Q∈J ′ Q)◦ ∈ Y ′ it is not hard to see that |U \U ′| ≤ Cr|U |
for r small enough and a constant C = C(C ′) as |P \ P˜ | ≤ Cr|P | by (6.19). Then
applying Lemma A.4(ii), (6.3) and arguing as in (6.13) we derive for Z ⊂ U ′,
Z ∈ Y ′
|U ′|−
∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + C∗r) ε
υ3
|Γ|3∞.
As |U \ U ′| ≤ Cr|U |, this gives (6.14) for r small enough, as desired. 
The next step will be to replace U ′ by U in Lemma 6.2 and to drop the
assumption |U | ≥ C ′υ|Γ|2∞. To this end, we will apply the above arguments
iteratively.
Lemma 6.3 Let r ≥ υ > 0 as in (2.10) small enough. Then for all U ∈ Y with
U ∩ E±,± = ∅ and ‖U‖pi ≤ 1920τ the estimate (6.14) holds.
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Proof. We first treat the case that |U | ≥ C ′υ|Γ|2∞ with C ′ as in Lemma 6.2
and indicate the adaptions for the general case at the end of the proof. Define
U1 = U
′ and J1 = J ′ as given in Lemma 6.2 (see below (6.25)). Assume that
Ui =
(⋃
Q∈Ji Q
)◦
, Ji ⊂ J , with U1 ⊂ . . . ⊂ Ui is given such that for C¯ > 0
sufficiently large
|U \ Ui| ≤ C¯ri|U | (6.26)
and for all Z ⊂ Ui, Z ∈ Y ′, one has∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ |Z||U |−1C
∏i−1
j=0
(
1 + C¯r
j
8
)
G, (6.27)
where A ∈ R2×2skew, b ∈ R2 as in Lemma 6.2 and G := (1 + C∗r) ευ3 |Γ|3∞.
Observe that (6.26), (6.27) hold for i = 1 by Lemma 6.2. We now pass from
i to i + 1 and suppose i ≤ T + 2. First, it is not restrictive to assume that
|U \Ui| ≥ C¯ri+1|U | for C¯ > 0 as above since otherwise we may set Ui+1 = Ui. We
cover U \ Ui with pairwise disjoint, connected sets N1i , . . . , Nmi ∈ Y , such that
1
2
r
i
8 |Nki | ≤ |Nki \ Ui| ≤ 2r
i
8 |Nki | (6.28)
for all k = 1, . . . ,m. This can be done in the following way: Let V0 = U =
(
⋃n
j=1Qj)
◦. First, to construct an auxiliary set N˜1i let l1, l2 be the smallest and
largest index, respectively, such that Ql ⊂ U \ Ui and choose l = l1 if l1 < n− l2
and l = l2 otherwise. Then add neighbors Ql−1, Ql+1 ⊂ U , Ql−2, Ql+2 ⊂ U , . . .
until |N˜1i \ Ui| ≤ 2r
i
8 |N˜1i | holds. (I.e. the right inequality in (6.28) is satisfied.)
This is possible due to the fact that |V0 \ Ui| ≤ C¯ri|V0| ≤ 12r
i
8 |V0| by (6.26) for r
sufficiently small. Then note that also r
i
8 |N˜1i | ≤ |N˜1i \Ui| holds, in particular the
left inequality in (6.28) is fulfilled. We now define V1 as the connected component
of V0 \ N˜1i which is not completely contained in Ui. (If both are contained in Ui
we have finished.) We repeat the procedure on sets Vj to define N˜
j
i , 1 ≤ j ≤ k,
satisfying (6.28), where k is the smallest index such that |Vk \Ui| > 12r
i
8 |Vk|. We
now define N ji = N˜
j
i for j < k and N
k
i := N˜
k
i ∪ Vk.
It remains to show that also Nki satisfies (6.28). Recall |Vk−1\Ui| ≤ 12r
i
8 |Vk−1|.
As due to the choice of l and the fact that r
i
8 |N˜k−1i | ≤ |N˜k−1i \Ui| we have |Vk| ≥
1
2
|Vk−1| − |N˜k−1i | and |Vk \Ui| = |Vk−1 \Ui| − |N˜k−1i \Ui| ≤ 12r
i
8 |Vk−1| − r i8 |N˜k−1i |,
we find |Vk \ Ui| ≤ r i8 |Vk|. This together with (6.28) for N˜ki implies the desired
property for Nki .
Let Ni =
⋃m
k=1N
k
i . Similarly as in (6.15) we find some
T
4
+ 2 ≤ t ≤ T
2
− 1
such that for ti = t +
9
8
· i
2
we have
∑
Q⊂Ni #Sti(Q) ≤ υ−3r2ti+3. Again set
υˆ = υ2r−
2t+1
2 . Arguing as in (6.17) we can find a horizontal path Pi consisting
of Qˆ(ξj) = Qˆ
υˆ|Γ|∞(ξj), j = 1, . . . , ni, and lying in Ni such that (6.9), (6.16) and
(6.17) are satisfied replacing t by ti. By (6.26) and (6.28) we obtain
C¯ri+1υˆ−1 ≤ ni ≤ CC¯ri− i8 υˆ−1. (6.29)
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Clearly, in general the path Pi is not connected. Define Sˆti>(Pi) and Ki similarly
as in (6.18). By (6.9) we get
#Sˆti>(Pi) ≤ Cυˆ|Γ|∞(υ4r−2ti−2|Γ|∞)−1 ≤ Cυˆ−1r
9
8
ir = Cυˆ−1r
9
8
i+1.
Therefore, letting P˜i =
⋃
Qˆ∈Ki Qˆ ⊂ Pi we find by (6.16) (cf. (6.19))
ni −#Ki ≤ Cυˆ−1r 98 i+1 and |Pi| − |P˜i| ≤ Cr 98 i+1υˆ|Γ|2∞. (6.30)
We now repeat the slicing arguments above on each Nki and obtain expressions
similar to (6.23). As before, applying Lemma A.7(i) we get (cf. (6.24))
|P˜i ∩Nki |−
∫
P˜i∩Nki ∩Z
|u¯− (Ak x+ bk)|2 dx ≤ C(nk)3(E(P˜i ∩Nki ) + αˆ(Pi ∩Nki ))2
for suitable Ak ∈ R2×2skew, bk ∈ R2 and Z ∈ Y ′, Z ⊂ Nki (recall the definition
in (6.2)). Here nk denotes the number of squares forming the path Pi ∩ Nki ,
particularly ni =
∑m
k=1 n
k. We observe that by (6.9) the estimate in (6.10) can
now be replaced by
υ4r−2ti−1±1 = υˆ2r−
9
8
i±1, #Sˆti(P )υ4r−2ti−2 ≤ Cυˆr.
Consequently, recalling ni ≤ CC¯r 78 iυˆ−1 by (6.29), ti = t+ 98 · i2 and following the
arguments in (6.11), (6.24) and (6.25) we obtain for Z ⊂ Ni, Z ∈ Y ′∑
k
(nk)−1|Nki ∩ P˜i|−
∫
Nki ∩P˜i∩Z
|u¯(x)− (Ak x+ bk)|2 dx
≤ C
∑
k
(nk)2(E(Nki ∩ P˜i) + αˆ(Nki ∩ Pi))2 ≤ Cn2i (E(P˜i) + αˆ(Pi))2
≤ Cυˆr 74 iυˆ−3(E(P˜i) + αˆ(Pi))2 ≤ Cυˆr 74 i r− 98 iF ≤ Cυˆr i2F,
(6.31)
where F was defined in (6.12). Observe that in the calculation the additional
r−
9
8
i in front of F occurs as in (6.10) υ4r−2t−1±1 was replaced by υ4r−2t−1±1r−
9
8
i.
Define Jki ⊂ J such that |Q ∩ (P˜i ∩ Nki )| ≥ Cυυˆ|Γ|2∞ ≥ C υˆυ |Q| for Q ∈ Jki and
set Nˆki =
⋃
Q∈Jki Q. Assume Nˆ
k
i ∩ Z 6= ∅ which implies |Nˆki ∩ Z| ≥ υ2|Γ|2∞.
Observe υˆ ≥ υ 74 r− 32 ≥ υ2r− i4−1 by (6.8) and the fact that i ≤ T + 2. As
|Nki |(nk)−1 ≤ Cυˆυ|Γ|2∞, we find by (6.3)∑
k
(nk)−1|Nˆki |−
∫
Nˆki ∩Z
|u¯(x)− (A¯ x+ b¯)|2 dx
≤ Cυˆυ−1
∫
U
|u¯(x)− (A¯ x+ b¯)|2 dx ≤ Cυˆυ−1 υ3(υˆr)−1F ≤ Cυˆr i4F.
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Again arguing as in (6.13), in particular applying Lemma A.4(ii), we derive by
the triangle inequality and (6.31)∑
k
(nk)−1|Nˆki |−
∫
Z∩Nˆki
|u¯(x)− (Ak x+ bk)|2 dx ≤ Cυˆr i4 υˆ−1υF = Cr i4υF. (6.32)
We set Uki = Nˆ
k
i if |Nki \ Nˆki | ≤ r
i
8 |Nki | and Uki = ∅ else for all k = 1, . . . ,m.
We now estimate the difference between A, b given in (6.27) and Ak, bk for k =
1, . . . ,m. Consider Uki such that U
k
i = Nˆ
k
i . Then |Uki | ≥ (1 − r
i
8 )|Nki | and thus
by (6.28) we have
|Uki ∩ Ui| ≥ |Nki ∩ Ui| − |Nki \ Nˆki | ≥ (1− Cr
i
8 )|Nki | ≥ (1− Cr
i
8 )|Uki |
for r sufficiently small and some C > 0. We are now in the position to apply
Lemma A.9 for B2 = U
k
i , B1 = U
k
i ∩ Ui and s = τ2 , δ = Cr
i
8 , where we observe
that for C large enough we have diam(Uki ) ≥ sδ by (6.28) and diam(Uki ∩ Ui) ≥
(1 − δ)diam(Nki ) ≥ (1 − δ)diam(Uki ) by the previous estimate and the fact that
Nki is connected. Set C¯i = C
∏i−1
j=0
(
1 + C¯r
j
8
)
(cf. (6.27)). Using (6.27) and
(6.32), in particular recalling that the sets (Nˆki )k are pairwise disjoint, we find
for Z ⊂ U , Z ∈ Y ′
‖u¯− (A ·+b)‖2L2(Uki ∩Ui∩Z) ≤ |U
k
i ∩ Ui ∩ Z||Uki |−1Hk1 ,
‖u¯− (Ak ·+bk)‖2L2(Uki ∩Z) ≤ |U
k
i ∩ Z||Uki |−1Hk2 ,
where Hk1 = |Uki ||U |−1C¯iG and Hk2 = Cnkr
i
4υF . Therefore, Lemma A.9 yields
‖u¯− (A ·+b)‖2L2(Uki ∩Z) ≤ |U
k
i ∩ Z||Uki |−1(1 + Cr
i
8 )|Uki ||U |−1C¯iG
+ |Uki ∩ Z||Uki |−1Cr−
i
8nkr
i
4υF.
(6.33)
For shorthand we write U∗ =
(⋃m
k=1 U
k
i
)◦
and define Ui+1 = (Ui∪U∗)◦. We recall
Ni =
⋃m
k=1 N
k
i as constructed in (6.28). We claim
|Ni \ U∗| ≤ Cri+1|U | (6.34)
and postpone the proof of this assertion to the end of the proof. Then (6.29)
for C¯ sufficiently large implies |U∗| ≥ |Ni| − Cri+1|U | ≥ cniυˆ|U |. As for Uki 6= ∅
we have |Nki | ≤ (1 − r
i
8 )−1|Uki |, it is not hard to see that |U
∗|
|Uki |
≤ C ni
nk
and thus
nk|Uki |−1 ≤ C|U∗|−1ni ≤ C|U |−1υˆ−1. Let Z ⊂ Ui+1, Z ∈ Y ′. Now by (6.33), the
fact that the sets Uki are pairwise disjoint and F ≤ Cυˆυ−1G we derive∑m
k=1
‖u¯− (A ·+b)‖2L2(Uki ∩Z) ≤ |U
∗ ∩ Z||U |−1(C¯i(1 + Cr i8 )G+ Cr i8G)
≤ |U∗ ∩ Z||U |−1C¯i+1G.
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The last estimate follows for C¯ sufficiently large. By (6.27) we now conclude for
Z ⊂ Ui+1
‖u¯− (A ·+b)‖2L2(Z) = ‖u¯− (A ·+b)‖2L2(Z\U∗) +
∑
k
‖u¯− (A ·+b)‖2L2(Uki ∩Z)
≤ |Z \ U∗||U |−1C¯iG+ |U∗ ∩ Z||U |−1C¯i+1G
≤ |Z||U |−1C¯i+1G.
This yields (6.27). To see (6.26) for i+ 1, we apply (6.34) to obtain |U \Ui+1| ≤
|(U \ Ui) \Ni|+ |Ni \ U∗| ≤ 0 + C¯ri+1|U |. Here we used that U \ Ui ⊂ Ni.
Finally, we choose i∗ ≤ T + 2 large enough such that |U \ Ui∗| ≤ C¯rυ|U | 
(υ|Γ|∞)2 for r sufficiently small which implies Ui∗ = U . Consequently, thanks to
(6.27), (6.14) holds.
To finish the proof in the case |U | ≥ C ′υ|Γ|2∞, it remains to show (6.34). First,
by (6.30) and the construction of Nˆki we have |
⋃
kN
k
i \
⋃
k Nˆ
k
i | =
∑
k |Nki \ Nˆki | ≤
Cr
9
8
i+1υ|Γ|2∞ ≤ Cr
9
8
i+1|U |. Therefore, it suffices to prove∑
k
|Nˆki \ Uki | ≤ r−
i
8
∑
k
|Nki \ Nˆki | (6.35)
as then we conclude |Ni \ U∗| ≤
∑
k |Nki \ Nˆki |+
∑
k |Nˆki \ Uki | ≤ Cri+1|U |.
To see (6.35) we observe that if Nˆki 6= Uk, then |Nˆki | ≤ |Nki | < r−
i
8 |Nki \ Nˆki |.
Consequently, we calculate
∑
k |Nˆki \ Uki | =
∑
k:Uki =∅ |Nˆ
k
i | ≤ r−
i
8
∑
k:Uki =∅ |N
k
i \
Nˆki | ≤ r−
i
8
∑
k |Nki \ Nˆki |, as desired.
It remains to indicate the adaptions for the (general) case that U ∈ Y is
of arbitrary size. We choose 0 ≤ i0 ≤ T + 2 such that Cri0+1υ|Γ|2∞ < |U | ≤
Cri0υ|Γ|2∞ and begin the induction in (6.26), (6.27) not for i = 1, but for i = i0.
For the first step i = i0 we do not apply Lemma 6.2, but follow the lines of the
above proof for one single set N1i0 = U . 
We now drop the assumption that U ∈ Y does not intersect a corner of Γ.
Corollary 6.4 Let r ≥ υ > 0 as in (2.10) small enough. Then for all U ∈ Y,
U ⊂ Nj,±, j = 1, 2, with ‖U‖pi ≤ 1920τ the estimate (6.14) holds.
Proof. Assume without restriction E+,+ ⊂ U and define U ′ = U \ E+,+. Using
Lemma 6.3 we find
|U ′|−
∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ CG
for Z ⊂ U ′, Z ∈ Y ′, where G := (1 + C∗r) ευ3 |Γ|3∞. Let Q ∈ J , Q ⊂ U ′ such that
∂Q ∩ E+,+ 6= ∅. Setting Z = Q in the above inequality and arguing as in (6.3)
we find Aˆ ∈ R2×2skew, bˆ ∈ R2 such that∫
Q
|u¯(x)− (Ax+ b)|2 dx ≤ CυG,
∫
Q∪E+,+
|u¯(x)− (Aˆ x+ bˆ)|2 dx ≤ Cυ2r−1G.
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Applying the triangle inequality and Lemma A.4(ii) on D1 = Q and D2 = Q ∪
E+,+ we find ‖u¯ − (A · +b)‖2L2(Q∪E+,+) ≤ CυG as υ ≤ r. Now it is not hard to
see that (6.14) is satisfied. 
6.4 Step 3: Neighborhood with small projection of com-
ponents
Recall the covering C of the neighborhood N introduced in (3.4) (see also Figure
8). We now treat the case that ‖U‖pi is small for all U ∈ C. It is essential that
adjacent elements of the covering overlap sufficiently. Therefore, we introduce
another covering Cˆ as follows. First assume l2 ≥ l12 . If some U ∈ C intersects
only one of the four sets Nj,±, j = 1, 2, we let U ∈ Cˆ. Then eight sets U1±,±, U2±,±
remain where U i±,± ∩ E±,± 6= ∅ and U i±,± ⊂ Ni,− ∪ Ni,+ for i = 1, 2. As before
E±,± denote the sets at the corners of Γ. Add the four sets U1±,± ∪ U2±,± to Cˆ. If
l2 <
l1
2
we proceed likewise with the only difference that instead of U1±,± ∪ U2±,±
we add the two sets U2k,+ ∪ U1k,+ ∪ U1k,− ∪ U2k,−, k = +,−, to Cˆ. (Note that by
definition of C we have U1±,+ = U1±,− = N1,± in this case.)
Lemma 6.5 Theorem 3.6 holds under the additional assumption that ‖U‖pi ≤
19
20
τ for all U ∈ C.
Proof. It suffices to show that for all U ∈ Cˆ there are AU ∈ R2×2skew, bU ∈ R2 such
that
|U |−
∫
Z
|u¯(x)− (AU x+ bU)|2 dx ≤ C(1 + rC∗)υ−3|Γ|3∞ε (6.36)
holds for all Z ⊂ U , Z ∈ Y ′. Indeed, the desired result then follows from the
construction of the covering Cˆ and Lemma A.4: Write Cˆ = {U1, . . . , Un} with
Ui−1 ∩ Ui 6= ∅ for all i = 1, . . . , n, where U0 = Un.
As |Ui ∩ Ui+1| ≥ cυ|Γ|2∞ and diam(Ui ∩ Ui+1) ≥ c|Γ|∞ for c small enough,
(6.36), the triangle inequality and Lemma A.4(ii) for D1 = Ui∩Ui+1 and D2 = N
yield for all Z ⊂ N , Z ∈ Y ′,
|N |−
∫
Z
|(AUi x+ bUi)− (AUi+1 x+ bUi+1)|2 dx ≤ C(1 + rC∗)υ−3|Γ|3∞ε.
As #Cˆ is uniformly bounded, the triangle inequality yields that the last estimate
holds for two mappings AUi , bUi and AUj , bUj for 1 ≤ i, j ≤ n for a larger constant
C. Then setting A = AU1 , b = bU1 , using (6.36) and again the triangle inequality
we get
|N |−
∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + rC∗)υ−3|Γ|3∞ε (6.37)
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for all Z ⊂ N , Z ∈ Y ′.
It remains to establish (6.36) for U ∈ Cˆ. By assumption and Lemma 6.3 the
assertion is clear if U ∩ E±,± = ∅ as then particularly U ∈ C. Therefore, we first
let l2 ≥ l12 and assume that e.g. U ∩ E+,+ 6= ∅. The necessary changes for the
case l2 ≤ l12 are indicated at the end of the proof.
As in (6.15) we find T
4
+ 2 ≤ t ≤ T
2
− 1 such that ∑Q⊂U #St(Q) ≤ υ−3r2t+3.
Again let υˆ = υ2r−
2t+1
2 . As before, the main strategy will be to construct a
suitable path in U . Let (Γl)l be the boundary components such that the cor-
responding rectangles (∂Rl)l given by (2.7)(i) and (2.7)(v), respectively, satisfy
∂Rl ∩U 6= ∅ and |∂Rl|pi 6= |∂Rl|∞. Let Vl ⊂ N be the smallest rectangle contain-
ing Rl ∩ N and (l1 + τ, l2 + τ). We partition (Vl)l into V1 and V2 depending on
whether |pi1Vl| ≤ |pi2Vl| or |pi1Vl| > |pi2Vl|. Recalling (3.6) it is not hard to see that
|pijVl| = |Rl|pi for Vl ∈ Vj for j = 1, 2. Let dj = inf{s ∈ R : s ∈ pijVl for a Vl ∈ Vj}
and define the stripes
D1 = (−∞, d1)× (−∞, d2) ∩N1,+ ∩ U, D2 = (−∞, d1)× (−∞, d2) ∩N2,+ ∩ U.
X N(Γ)
D2
∂Rl1
∂Rl2
∂Rl3
D1
Figure 13: Sketch of a part of N(Γ) containing U1+,+ ∪ U2+,+. The sets D1, D2 are
highlighted in grey.
As by assumption ‖U‖pi ≤ 1920τ for all U ∈ C, we find sets Sj ⊂ (lj, dj) with
|Sj| ≥ τ20 such that the stripes Dˆ1 = D1∩(S1×R) ∈ U s and Dˆ2 = D2∩(R×S2) ∈
U s satisfy ∂Wi ∩ Dˆj = ∅ for j = 1, 2. Moreover, observe that |dj − lj| ≥ τ20 for
j = 1, 2. We cover D1 by vertical paths P1 = (P 1i )i, i = 1, . . . , k1, and D2 by
horizontal paths P2 = (P 2i )i, i = 1, . . . , k2, consisting of squares Qˆυˆ|Γ|∞(ξ) = Qˆ(ξ),
i.e. kj = d(2υˆ|Γ|∞)−1(dj−lj)e. As in (6.17) we find that there are subsets Pˆj ⊂ Pj
with #Pˆj ≥ ckj ≥ cυυˆ−1 for c > 0 sufficiently small such that (6.16) and (6.17)
hold for all P ji ∈ Pˆj, j = 1, 2. We can now choose P j ∈ Pˆj, j = 1, 2, such that
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(6.9) is satisfied possibly passing to a larger constant. Moreover, this can be done
in such a way that Q∗ := P 1 ∩ P 2 satisfies∑
Γk∩Q∗ 6=∅
|Γk|∞ ≤ C˜υ−1υˆ2|Γ|∞,
Q∗ ∩ Γk = ∅ for all Γk : |Γk| ≥ C˜υˆ2υ−1|Γ|∞,
(6.38)
for C˜ > 0 sufficiently large. To see the latter, note that we have ∼ τ¯ 2(υˆ|Γ|∞)−2 =
υ2υˆ−2 possibilities to combine paths in Pˆ1, Pˆ2 such that (6.9) holds. Moreover,
we also have ∼ τ¯ 2(υˆ|Γ|∞)−2 = υ2υˆ−2 possibilities to combine paths in Pˆ1, Pˆ2
such that Q∗ additionally has empty intersection with all Γk satisfying |Γk|∞ ≥
C˜υˆ2υ−1|Γ|∞. This follows from (6.16) and the fact that by (3.12) we derive
#{Qˆ : ∃Γk : C˜υˆ2υ−1|Γ|∞ ≤ |Γk|∞ ≤ C¯2υˆ|Γ|∞,Γk ∩ Qˆ 6= ∅} ≤ CC˜−1υ2υˆ−2
for C = C(h∗, q, C¯) large enough with C¯ from (6.16). Since all other components
Γk intersect at most four adjacent squares Qˆ, using again (3.12) we can select Q
∗
such that also
∑
Γk∩Q∗ 6=∅ |Γk|∞ ≤ Cυ|Γ|∞υ−2υˆ2 holds.
Let P = Pˆ 1 ∪ Q∗ ∪ Pˆ 2, where Pˆ j, j = 1, 2, is the connected component of
P j \Q∗ not completely contained in E+,+. Denote the midpoints of the squares
in P by (ξ1, . . . , ξn). Recall the definition of Sˆt> in (6.18) and let
K = {Qˆ = Qˆ(ξj) : Qˆ ∩ Γl = ∅ for all Γl ∈ Sˆt>(P )} ∪ {Q∗}.
Consider two sets Qˆ(ξ0), Qˆ(ξm) ∈ K and the path (ξ0, . . . , ξm). We can repeat the
slicing method of the previous proofs and end up with an estimate of the form
(cf. (6.23))
‖b0−bm+(A0−Am) ·‖L2(Qˆ(ξ0)∪Qˆ(ξm)) ≤ Cυˆ−1
(
E(Qˆ(ξ0))+E(Qˆ(ξm))+E(Qˆ∗)+αˆ(D)
)
for suitable A0, Am ∈ R2×2skew, b0, bm ∈ R2, where D =
⋃m
j=0 Qˆ(ξj). In fact, if
Qˆ(ξ0), Qˆ(ξm) ⊂ Pˆ j for some j = 1, 2, this follows immediately. Otherwise, we
apply the arguments leading to (6.21) on each pair Qˆ(ξ0), Q
∗ and Q∗, Qˆ(ξm) and
employ the triangle inequality.
Defining P˜ =
⋃
Qˆ∈K Qˆ and arguing as in (6.24), we then obtain for Z ⊂ U ,
Z ∈ Y ′
‖u¯− (A ·+b)‖2
L2(P˜∩Z) ≤ C|P˜ ∩ Z||P˜ |−1υˆ−3((E(P˜ ))2 + (α(P ))2)
≤ C|P˜ ∩ Z||P˜ |−1(1 + C∗r)ευˆ
υ4
|Γ|3∞ + C
1
υˆ3
(E(Qˆ∗))2
for some A ∈ R2×2skew and b ∈ R2. In the last step we proceeded as in (6.25) (see
also (6.11)), observing that the paths P˜ defined here and in the proof of Lemma
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6.2 differ essentially by the square Q∗. By (6.8) we get υˆ3υ−3 ≤ υˆr and using
(6.38) as well as (3.16) we derive (cf. (6.11))
υˆ−3(E(Qˆ∗))2 ≤ Cυˆ−1|Γ|3∞ε+ Cυˆ−3C∗
ε
υ4
(∑
Γl∩Q∗ 6=∅
(|Γl|∞)3/2
)2
≤ Cυˆ−1|Γ|3∞ε+ C|Γ|∞υˆ−1υ−1C∗
ε
υ4
(∑
Γl∩Q∗ 6=∅
|Γl|∞
)2
≤ C(1 + C∗r) υˆ ε
υ4
|Γ|3∞.
(6.39)
Consequently, we have re-derived (6.25). Proceeding as in Lemma 6.2 we obtain
a set U ′ ⊂ U with |U \ U ′| ≤ Cr|U | such that
|U |−
∫
Z
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + C∗r) ε
υ3
|Γ|3∞
for Z ⊂ U ′, Z ∈ Y ′. On the other hand, by Corollary 6.4 we find Aj ∈ R2×2skew,
bj ∈ R2 for j = 1, 2 such that
|U ∩Nj,+|−
∫
Z∩Nj,+
|u¯(x)− (Aj x+ bj)|2 dx ≤ C(1 + C∗r) ε
υ3
|Γ|3∞ (6.40)
for all Z ⊂ U , Z ∈ Y ′. Now (6.36) follows by applying the triangle inequality
and Lemma A.4(ii) on D1 = U
′ ∩Nj,+ and D2 = U ∩Nj,+.
Finally, the essential difference in the treatment of the case l2 ≤ l12 is that in
the construction of the path P one has to choose two sets Q∗1,Q
∗
2 where the path
changes its direction. Following the above arguments we observe that these sets
can be selected so that the required conditions, in particular (6.38), are satisfied.

6.5 Step 4: General case
We are eventually in a position to give the proof of Theorem 3.6. We briefly
remark that the following proof crucially depends on the trace theorem estab-
lished in Lemma A.3 and the fact that there are at most two large cracks in the
neighborhood of Γ.
Proof of Theorem 3.6. In the general situation we possibly have N 6= N˜ with
N˜ = N \ (X1 ∪X2) as introduced at the beginning of Section 6.1. Let Cˆ be the
covering considered in Lemma 6.5. Let K1, K2 with dist(K1, K2) ≥ c|Γ|∞ be the
sets given by Lemma 3.3 and let C˜ be the covering of N\(K1∪K2) consisting of the
connected components of the sets U \(K1∪K2), U ∈ Cˆ. To simplify the exposition
we prefer to present first a special case where K1, K2 have the form K− := K1 =
(−τ−l1,−l1)×(−τ, τ) andK+ := K2 = (l1, l1+τ)×(−τ, τ). Moreover, we suppose
that the sets Ψ± associated to boundary components larger than τˆ – if they exist
at all – have the form Ψ± = Ψ±1 ∪Ψ±2 ∪Ψ±3 , where Ψ±1 = (±l1,±(l1+τ))×(ψ±, 2τ),
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Ψ±2 = (±l1,±(l1 + ψ±)) × (−ψ±, ψ±) and Ψ±3 = (±l1,±(l1 + τ)) × (−2τ,−ψ±).
Here ψ± denote the corresponding values to Ψ± (see Section 3.2).
If Ψ− or Ψ+ do not exist, we set Ψ−2 = K1, Ψ
+
2 = K2, respectively, and let
Ψ±j , j = 1, 3, be the adjacent squares. In addition, we then define ψ
± = τ . We
will treat both cases simultaneously in the following.
This special case already covers the fundamental ideas of the proof as the
arguments essentially rely on the property that dist(K1, K2) ≥ c|Γ|∞ and the
fact that the shapes of all sets are comparable (through homeomorphisms with
constants depending on h∗) to squares. We will indicate the necessary adaptions
for the general case at the end of the proof.
Let N ′± = N ∩ {±x2 ≥ 0} \ (K1 ∪ K2). By Lemma 3.3 the assumptions
of Lemma 6.5 are satisfied on each set N ′+ and N
′
−. Consequently, there are
A± ∈ R2×2skew and b± ∈ R2 such that for all V± ⊂ N ′±, V± ∈ Y , one has
|N ′±|−
∫
V±
|u¯(x)− (A± x− b±)|2 dx ≤ C(1 + C∗r) ε
υ3
|Γ|3∞ =: G (6.41)
by (6.37). We let Ξ+0 = (l1, l1 + ψ
+) × {0}, Ξ−0 = (−l1 − ψ−,−l1) × {0} and
without restriction (possibly after a small translation in e2-direction) we can
assume H1(Ξ±0 ∩ ∂Wi) = 0. The goal is to show∫
Ξ±0
|(A+ − A−)x+ (b+ − b−)|2 dH1(x) ≤ C ψ
±
υ|Γ|2∞
G. (6.42)
We prove this only for Ξ−0 . As a preparation let Ψ˜
−
1 = (− τ2 − l1,−l1)× (ψ−, 32τ),
Ψ˜−3 = (− τ2 − l1,−l1)× (−32τ,−ψ−) and Ψ˜− =
(
Ψ˜−1 ∪Ψ−2 ∪ Ψ˜−3
)◦
. We observe∑
Γl∩Ψ˜− 6=∅
|Γl|H ≤ C(1− ωmin)−1ψ− (6.43)
for C = C(h∗, q). If ψ− ≥ c(1 − ωmin)τ this follows from (3.12) and the fact
that Γl ⊂ Rl ⊂ N2τˆ for all Γl with Γl ∩ Ψ˜− 6= ∅ by (2.7)(i) and (6.1). If
ψ− ≤ c(1− ωmin)τ , by (3.13) we obtain |Ψ− ∩ ∂Wi|H ≤ D(1− ωmin)−1ψ−, which
for c = c(h∗) > 0 sufficiently small is small with respect to τ . Thus, we can assume
that Γl ⊂ Ψ− if Γl ∩ Ψ˜− 6= ∅. This implies
∑
Γl∩Ψ˜−i 6=∅ |Γl|H ≤ C|Ψ
− ∩ ∂Wi|H and
gives the assertion by (3.13).
Recall that υ ≤ r(1−ωmin)3 (see beginning of Section 6.1). Applying Theorem
A.1 we obtain by (3.13), (3.16), (6.43) and the fact that ψ− ≤ υ|Γ|∞ (cf. also
(6.3) for a similar estimate)∫
Ψ˜−i
|u¯(x)− (Ai x+ bi)|2 dx
≤ C|Ψ˜−i |α(Ψ˜−i ) + CC∗ευ−4|∂Wi ∩ Ψ˜−i |
(∑
Γl∩Ψ˜−i 6=∅
|Γl|∞
)2
≤ Cυ2|Γ|2∞(1− ωmin)−1εψ− + CC∗(1− ωmin)−3ευ−2|Γ|2∞ψ−
≤ C(1 + C∗r)υ−3|Γ|2∞ψ−ε
(6.44)
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for Ai ∈ R2×2skew and bi ∈ R2, i = 1, 3. Likewise using particularly (6.43) and
|Ψ−2 | ≤ C(ψ−)2 we get∫
Ψ−2
|u¯(x)−(A2 x+ b2)|2 dx ≤ C(1 + C∗r)υ−4|Γ|∞(ψ−)2ε (6.45)
for A2 ∈ R2×2skew and b2 ∈ R2. By (6.41) for V± = Ψ−1 \K1,Ψ−3 \K1 we see that
‖u¯− (A+ x+ b+)‖2L2(Ψ−1 \K1) + ‖u¯− (A− x+ b−)‖
2
L2(Ψ−3 \K1)
≤ CυG.
Applying Lemma A.4(i) on D1 = Ψ˜
−
i \K1, D2 = Ψ˜−i i = 1, 3, we then derive by
(6.44) employing ψ− ≤ υ|Γ|∞
τ 2|A+ − A1|2 + |b+ − b1 + (A+ − A1) d+|2 ≤ C(υ|Γ|2∞)−1G,
τ 2|A− − A3|2 + |b− − b3 + (A− − A3) d−|2 ≤ C(υ|Γ|2∞)−1G,
(6.46)
where d− = (−l1,−τ)T and d+ = (−l1, τ)T . Furthermore, Lemma A.10, (3.13),
(3.16), (6.6), (6.43) and (6.44) yield∫
∂Ψ˜−i
|u¯(x)− (Ai x+ bi)|2 dH1(x)
≤ C(υ|Γ|∞)−1‖u¯− (Ai ·+bi)‖2L2(Ψ˜−i ) + Cυ|Γ|∞α(Ψ˜
−
i )
+ CC∗ευ−4
∑
Γl∩Ψ˜−i 6=∅
|Γl|H
∑
Γl∩Ψ˜−i 6=∅
|Γl|H
≤ C(1 + rC∗)υ−4|Γ|∞ψ−ε ≤ Cψ−(υ|Γ|2∞)−1G
(6.47)
for i = 1, 3, where we tacitly assumed that all boundary components are rectangu-
lar (cf. discussion after (6.5)). In the penultimate step we again used ψ− ≤ υ|Γ|∞
and υ ≤ r(1− ωmin)3. Likewise, we get∫
∂Ψ−2 ∪Ξ−0
|u¯(x)− (A2 x+ b2)|2 dH1(x) ≤ Cψ−(υ|Γ|2∞)−1G, (6.48)
where we replaced (υ|Γ|∞)−1 by (ψ−)−1 in the second line of (6.47) and used
(6.45) instead of (6.44). Observe that (6.48) is well defined in the sense of traces
since H1(Ξ−0 ∩ ∂Wi) = 0. Define Ξ−± = (−ψ
−
2
− l1,−l1) × {±ψ−} and note that
Ξ−+ ⊂ ∂Ψ−2 ∩ ∂Ψ˜−1 and Ξ−− ⊂ ∂Ψ−2 ∩ ∂Ψ˜−3 . Again up to a small translation in e2-
direction we may suppose H1(Ξ−± ∩ ∂Wi) = 0. Combining the estimates (6.46),
(6.47) for i = 1, 3 we obtain∫
Ξ−+
|u¯− (A+ x+ b+)|2 dH1 +
∫
Ξ−−
|u¯− (A− x+ b−)|2 dH1 ≤ Cψ−(υ|Γ|2∞)−1G.
By Remark A.5(ii) we estimate the difference of A±, A2 and b±, b2 on the bound-
aries Ξ−± and obtain by (6.48) an expression similar to (6.46)
(ψ−)2|A± − A2|2 + |b± − b2 + (A± − A2) d2|2 ≤ C(υ|Γ|2∞)−1G, (6.49)
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where d2 = (−l1, 0)T . Together with (6.48) this leads to∫
Ξ−0
|u¯(x)− (A± x+ b±)|2 dH1(x) ≤ Cψ−(υ|Γ|2∞)−1G
and then by the triangle inequality we derive∫
Ξ−0
|(A+ − A−)x+ (b+ − b−)|2 dH1(x) ≤ Cψ−(υ|Γ|2∞)−1G.
This gives the desired estimate (6.42). From (6.42) applied on both sets, Ξ−0 and
Ξ+0 , we deduce
−C(l1υ)2|(A+ − A−) e1|2 + | − (A+ − A−) l1e1 + (b+ − b−)|2 ≤ C(υ|Γ|2∞)−1G
and
−C(l1υ)2|(A+ − A−) e1|2 + |(A+ − A−) l1e1 + (b+ − b−)|2 ≤ C(υ|Γ|2∞)−1G.
Combining these two estimates we find for υ sufficiently small l21|A+ − A−|2 =
2l21|(A+ − A−)e1|2 ≤ C(υ|Γ|2∞)−1G and then also |b+ − b−|2 ≤ C(υ|Γ|2∞)−1G.
(This is the step where we fundamentally use dist(K1, K2) ≥ c|Γ|∞.) We choose
A = A− and b = b−. Recalling the definition of G and |N | ≤ υ|Γ|2∞ we obtain by
(6.41) for V± = N ′±∫
N ′+∪N ′−
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + C∗r) ε
υ3
|Γ|3∞,
which together with the estimates (6.44) and (6.46) gives (6.5)(i). Finally, (6.49)
yields (ψ−)2|A − A2|2 ≤ C(υ|Γ|2∞)−1G and |b − b2 + (A − A2) (−l1, 0)T |2 ≤
C(υ|Γ|2∞)−1G. Then by (6.45) and the fact that |Ψ−2 | ≤ C(ψ−)2 ≤ Cψ−υ|Γ|∞ we
conclude ∫
Ψ−2
|u¯(x)− (Ax+ b)|2 dx ≤ C(1 + rC∗)υ−3|Γ|2∞ψ−ε
giving (6.5)(ii). The estimate for Ψ+2 follows analogously.
It remains to briefly indicate the necessary adaptions for the general case. The
main differences are (i) the shape of the sets Ψ±i , i = 1, 2, 3 and (ii) the position
of the sets K1, K2. For (i) we observe that Ψ
±
i , i = 1, 3, are C(h∗)-Lipschitz
equivalent to a square by Lemma 3.4(ii) and Lemma 3.5(ii) whereby (6.44) can
still be derived (cf. Remark A.8(i)). (Note that the sets are even related by
affine mappings.) Likewise, an estimate of the form (6.45) can be derived for sets
(Ψ±2 )
∗ ⊃ Ψ±2 which have been constructed in Section 3.2. Moreover, although
not stated explicitly in Section A.3, the trace estimate used in (6.47), (6.48)
can also be applied for sets being an affine transformation of a square. The
rest of the arguments concerning the difference of infinitesimal rigid motions (see
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(6.46), (6.49)) remains unchanged. For (ii) we observe that in the derivation of
|A+ − A−|2 ≤ Cl−21 (υ|Γ|2∞)−1G we fundamentally used that dist(K1, K2) ∼ l1,
but the exact position of the sets K1, K2 was not essential. 
We close this section with an estimate for the skew symmetric matrices in-
volved in the above results which will be needed in the derivation of the nonlinear
rigidity estimates in [21].
Lemma 6.6 Let be given the situation of Theorem 2.3 for a function u ∈ H1(W )
and define y = R¯ (id+u), where id denotes the identity function and R¯ ∈ SO(2).
Let V ⊂ Qµ be a rectangle and let F(V ) be the boundary components (Γl)l =
(Γl(U))l satisfying N
τˆl(∂Rl) ⊂ V and (2.16). Then there is a C3 = C3(σ, h∗)
independent of u,W, R¯ and V such that∑
Γl∈F(V )
|Γl|2∞|Al|p ≤ C3
(‖∇y − R¯‖pLp(V ∩W ) + (εs−1) p2−1ε|∂U ∩ V |H)
for p = 2, 4, where Al ∈ R2×2skew is given in (2.15).
Remark 6.7 Similarly as in Remark 2.4(i) we note that the constant C3 =
C3(σ, h∗) has polynomial growth in σ, i.e. C3(σ, h∗) ≤ C(h∗)σ−z for some z ∈ N.
Proof. Let p = 2, 4. Consider a component Γ = Γl(U) with corresponding
rectangle R and X with ∂X = Γ. Let A ∈ R2×2skew as given by (2.15). It suffices to
show
|Γ|2∞|A|p ≤ C3
(‖∇y − R¯‖pLp(N ′) + (εs−1) p2−1ε|Γ|H)
for this component, where N ′ = N τˆ (∂R) \ ⋃Γl∈I(Γ)N τˆl(∂Rl) and I(Γ) = {Γl :
|Γl|∞ ≤ |Γ|∞}. Then the assertion follows by summation over all components.
As Γ satisfies (2.16), we observe that we applied Theorem 3.6 on ∂R in some
iteration step, in particular (6.5) is satisfied. Recall the rectangular neighborhood
of ∂R and its coverings as constructed in Section 3.1 with R = (−l1, l1)×(−l2, l2).
Choose U ∈ C with U ⊂ N2,+(∂R) as considered in Lemma 6.3. By assumption
we find a set S ⊂ (l2, l2 +τ) with |S| ≥ 12 τ20 such that for T = (R×S)∩U we have
T ∩⋃Γl∈I(Γ)N τˆl(∂Rl) = ∅ for h∗ small enough (see (3.11)). In view of Remark
4.8(ii) we get T ⊂ W . Moreover, |T | ≥ Cυ|∂R|2∞ by (3.4). It is not restrictive to
assume that S is connected as otherwise we follow the subsequent arguments for
every connected component of S. Recall |Γ|∞ ≤ |∂R|∞ ≤ 2|Γ|∞ by (2.8)(i). The
Poincare´ inequality and a scaling argument imply∫
T
|u(x)− bˆ|2 dx ≤ C|T |1− 2p |Γ|2∞‖∇y − R¯‖2Lp(T )
for a constant bˆ ∈ R2 and p = 2, 4. This together with (6.5) yields∫
T
|Ax+ b− bˆ|2 dx ≤ C(υ|Γ|2∞)1−
2
p |Γ|2∞‖∇y − R¯‖2Lp(T ) + CCˆ
∞∑
n=0
(2
3
)n
υ−3|Γ|3∞ε.
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For the constant in the latter part see (4.10). By Lemma A.4(i) we then find
|T ||Γ|2∞|A|2 ≤ C
∫
T
|Ax+b− bˆ|2 dx and thus by |T | ≥ Cυ|Γ|2∞ and an elementary
calculation we derive
|Γ|2∞|A|4 ≤ Cυ−1‖∇y − R¯‖4L4(T ) + Cυ−8ε2.
Since W ∈ Vs, we get |∂R|∞ ≥ s and obtain |Γ|H ≥ |Γ|∞ ≥ 12 |∂R|∞ ≥ s2
by (2.8)(i). Recalling T ⊂ N τ¯ (∂R) \ ⋃Γl∈I(Γ)N τ¯l(∂Rl) ⊂ V we find for C3 =
C(h∗)υ−8 with C(h∗) large enough
|Γ|2∞|A|4 ≤ C3‖∇y − R¯‖4L4(N ′) + C3εs−1ε|Γ|H.
giving the claim for p = 4. Likewise, for p = 2 we deduce
|Γ|2∞|A|2 ≤ Cυ−1‖∇y − R¯‖2L2(T ) + Cυ−4ε|Γ|∞ ≤ C3‖∇y − R¯‖2L2(N ′) + C3ε|Γ|H.
Recalling the definition of C1 = C1(h∗, σ) before (4.17) we see C3 ≤ C(h∗)C21 .
This yields C3 = C3(h∗, σ) and also Remark 6.7 by Remark 2.4(i). 
A Appendix
In this section we recall the definition and basic properties of functions of bounded
deformation, derive estimates on the difference of infinitesimal rigid motions and
establish a trace theorem.
A.1 Functions of bounded deformation
We collect the definitions and some fundamental properties of functions of bounded
deformation. Let Ω ⊂ Rd open, bounded with Lipschitz boundary. Recall that
the space BD(Ω,Rd) of functions of bounded deformation consists of functions
u ∈ L1(Ω,Rd) whose symmetrized distributional derivative Eu := (Du)T+Du
2
is a
finite Rd×dsym-valued Radon measure. In [1] it is shown that it can be decomposed
as
Eu = e(u)Ld + Esu = e(u)Ld + [u] ξuHd−1|Ju + Ec(u), (A.1)
where e(u) is the absolutely continuous part of Eu with respect to the Lebesgue
measure, Ec(u) denotes the ‘Cantor part’, Ju (the ‘crack path’) is an Hd−1-
rectifiable set in Ω, ξu is a normal of Ju and [u] = u
+ − u− (the ‘crack opening’)
with u± being the one-sided limits of u at Ju. Here Ld denotes the d-dimensional
Lebesgue measure, Hd−1 denotes the (d− 1)-dimensional Hausdorff measure and
a b = 1
2
(a⊗ b+ b⊗ a).
The space SBD(Ω,Rd) of special functions of bounded deformation consists
of all u ∈ BD(Ω,Rd) with Ec(u) = 0. If in addition e(u) ∈ L2(Ω) and Hd−1(Ju) <
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∞, we write u ∈ SBD2(Ω). For basic properties of this function space we refer
to [1, 4].
We recall a Korn-Poincare´ inequality and a trace theorem in BD (see [3, 27]).
Theorem A.1 Let Ω ⊂ Rd open, bounded, connected with Lipschitz boundary
and let P : L2(Ω,Rd) → L2(Ω,Rd) be a linear projection onto the space of in-
finitesimal rigid motions. Then there is a constant C > 0, which is invariant
under rescaling of the domain, such that for all u ∈ BD(Ω,Rd)
‖u− Pu‖
L
d
d−1 (Ω)
≤ C|Eu|(Ω).
Theorem A.2 Let Ω ⊂ Rd open, bounded, connected with Lipschitz boundary.
There exists a constant C > 0 such that the trace mapping γ : BD(Ω,R2) →
L1(∂Ω,R2) is well defined and satisfies the estimate
‖γu‖L1(∂Ω) ≤ C
(‖u‖L1(Ω) + |Eu|(Ω))
for each u ∈ BD(Ω,R2).
For sets which are related through bi-Lipschitzian homeomorphisms with Lip-
schitz constants of both the homeomorphism itself and its inverse uniformly
bounded the constants in Theorem A.1 can be chosen independently of these
sets, see e.g. [22]. We now present a density result in SBD2(Ω) (see [8, Theorem
3, Remark 5.3])).
Theorem A.3 Let Ω ⊂ Rd open, bounded with Lipschitz boundary. Then for
every u ∈ SBD2(Ω)∩L2(Ω) and δ > 0 there is a function u˜ ∈ SBD2(Ω)∩L2(Ω)
such that Ju˜ is the finite union of closed connected pieces of C
1-hypersurfaces and
u|Ω\Ju˜ ∈ H1(Ω \ Ju˜) such that
‖u− u˜‖L2(Ω) + ‖e(u)− e(u˜)‖L2(Ω) ≤ δ, H1(Ju˜) ≤ H1(Ju) + δ. (A.2)
Moreover, if u ∈ L∞(Qµ), one can ensure that ‖u˜‖∞ ≤ ‖u‖∞.
A.2 Korn-Poincare´-inequality and infinitesimal rigid mo-
tions
In this section we provide estimates for infinitesimal rigid motions and analyze
how the constant of the Korn-Poincare´ inequality in Theorem A.1 depends on
the set shape. For A ∈ R2×2skew, b ∈ R2 we define for shorthand the mapping
a = aA,b : R2 → R2 with a(x) = Ax + b for x ∈ R2. By diam(D) we denote the
diameter of a set D ⊂ R2. We start with an elementary property of infinitesimal
rigid motions.
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Lemma A.4 Let c > 0. Then there is a constant C = C(c) > 0 such that for all
measurable sets D1 ⊂ D2 ⊂ R2, satisfying |D1 \Bρ| ≥ 12 |D1| for all balls Bρ with
radius ρ = c diam(D1), and for all infinitesimal rigid motions a = aA,b we have
(i) (diam(D1))
2|A|2 ≤ C 1|D1|‖a‖2L2(D1), ‖a‖2L∞(D2) ≤ C 1|D1|
(
diam(D2)
diam(D1)
)2‖a‖2L2(D1),
(ii) ‖a‖2L2(Z) ≤ C|Z| 1|D1|
(diam(D2)
diam(D1)
)2‖a‖2L2(D1)
for all measurable Z ⊂ D2.
Proof. Without restriction assume that A 6= 0 as otherwise the statement is clear.
The assumption A ∈ R2×2skew implies that A is invertible and that |Ay| =
√
2
2
|A||y|
for all y ∈ R2. Setting z := −A−1b we find for all x ∈ D1
1√
2
|A||x− z| = |a(x)|.
By assumption we have |D1 \ Bρ(z)| ≥ 12 |D1| with ρ = c diam(D1). This implies
(diam(D1))
2|D1||A|2 ≤ C‖a‖2L2(D1). Observe that there is some x0 ∈ D1 with
|Ax0 + b|2 ≤ |D1|−1‖a‖2L2(D1). This together with the bound on |A| yields for all
x ∈ D2
|Ax+ b|2 ≤ C|Ax0 + b|2 + C|A|2(diam(D2))2 ≤ C|D1|−1
(
diam(D2)
diam(D1)
)2‖a‖2L2(D1).
This shows (i) and (ii) follows directly from the estimate on ‖a‖L∞(D2). 
Remark A.5 (i) The assumption on D1 is particularly satisfied for rectangles
for a universal constant c small enough.
(ii) Analogous estimates hold on segments. If, e.g., S = (0, l)× {0} for l > 0,
then for a universal constant C > 0 we have for all infinitesimal rigid motions
a = aA,b
l2|A|2 + maxx∈S |a(x)|2 ≤ Cl−1
∫
S
|a(x)|2 dH1(x).
In order to quantify how the constant in Theorem A.1 depends on the set
shape we will estimate the variation of infinitesimal rigid motions on different
squares (cf. also [22]). For s > 0 we partition R2 up to a set of measure zero
into squares Qs(p) = p+ s(−1, 1)2 for p ∈ Is := s(1, 1) + 2sZ2. We first have the
following estimate.
Lemma A.6 There is a universal constant C > 0 such that for all s > 0, N ∈
N, squares Qs(ξ1), . . . , Qs(ξN) and infinitesimal rigid motions ai = aAi,bi, i =
1, . . . , N one has for all j = 1, . . . , N
max
1≤i1,i2≤N
‖ai1 − ai2‖L2(Qs(ξj)) ≤ Cds−1
∑N−1
i=1
‖ai − ai+1‖L2(Qs(ξi)∪Qs(ξi+1)),
where d = max1≤i1,i2≤N |ξi1 − ξi2|.
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Proof. For shorthand we set Qi = Q
s(ξi) and Qi,i+1 = (Qs(ξi) ∪Qs(ξi+1))◦ for
i = 1, . . . , N . Fix Qj. First, for each i = 1, . . . , N − 1 by Lemma A.4(ii) for
D1 = Qi,i+1 and D2 = Qj ∪Qi,i+1 we have
‖ai − ai+1‖L2(Qj∪Qi,i+1) ≤ Cds−1‖ai − ai+1‖L2(Qi,i+1).
Consider ξi1 and ξi2 for 1 ≤ i1, i2 ≤ N . Then the triangle inequality yields
‖ai2 − ai1‖L2(Qj) ≤
∑i2−1
i=i1
‖ai+1 − ai‖L2(Qj) ≤ Cds−1
∑N−1
i=1
‖ai − ai+1‖L2(Qi,i+1).

We now derive a Korn-Poincare´-inequality for sets in
U s :=
{
U ⊂ R2 : ∃I ⊂ Is : U =
(⋃
p∈I
Qs(p)
)◦}
.
Let Is(U) = {p ∈ Is : Qs(p) ⊂ U}. In the following −∫
Z
stands for 1|Z|
∫
Z
.
Lemma A.7 There is a constant C > 0 such that for all s > 0, for all sets
U ∈ U s and u ∈ SBD2(U) the following holds:
(i) For all infinitesimal rigid motions a(p), p ∈ Is(U), we find A ∈ R2×2skew and
b ∈ R2 such that for all Z ⊂ U , Z ∈ U s, we have
|U |−
∫
Z
|u(x)− (Ax+ b)|2 dx ≤ Cs−2|U |
∑
p∈Is(U)
‖u− a(p)‖2L2(Qs(p))
+ Cs−2|U | max
p1,p2∈Is(U)
‖a(p1)− a(p2)‖2L2(Qs(p1)∪Qs(p2)),
(ii) If U is connected, there are A ∈ R2×2skew and b ∈ R2 such that for all Z ⊂ U ,
Z ∈ U s
|U |−
∫
Z
|u(x)− (Ax+ b)|2 dx ≤ C(s−2|U |)3(|Eu|(U))2.
Proof. (i) We fix p0 ∈ Is(U) and set set A = A(p0), b = b(p0). Summing over all
p ∈ Is(U) with Qs(p) ⊂ Z ⊂ U we derive by the triangle inequality
‖u− a(p0)‖2L2(Z) ≤ C
∑
p∈Is(U)
‖u− a(p)‖2L2(Qs(p))
+ C|Z|s−2 max
p∈Is(U)
‖a(p0)− a(p)‖2L2(Qs(p)).
The claim follows by multiplication with |U ||Z| and the observation that |Z| ≥ 4s2.
(ii) For each Qs(p) ⊂ U we can apply Theorem A.1 to obtain an infinitesimal
rigid motion a(p) such that
‖u− a(p)‖L2(Qs(p)) ≤ C|Eu|(Qs(p)) (A.3)
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for a universal constant (independent of u,s). Fix arbitrary p1, p2 ∈ Is(U). As
U is connected, there is a path ξ = (ξ1 = p1, . . . , ξN = p2) with N ≤ |U |(2s)−2
and ξj − ξj−1 = ±2sei for some i = 1, 2 for all j = 2, . . . , N . As in the previous
proof we let Qi = Q
s(ξi) and Qi,i+1 = (Qs(ξi) ∪Qs(ξi+1))◦. Then we derive by
Theorem A.1
‖u− ai,i+1‖L2(Qi,i+1) ≤ C|Eu|(Qi,i+1) (A.4)
for a suitable infinitesimal rigid motion ai,i+1. Let j ∈ {i, i+ 1}. By (A.3), (A.4),
the triangle inequality and Lemma A.4(ii) for D1 = Qj and D2 = Qi,i+1 we obtain
‖a(ξj)− ai,i+1‖L2(Qi,i+1) ≤ C‖a(ξj)− ai,i+1‖L2(Qj) ≤ C|Eu|(Qi,i+1)
for a universal constant C > 0 and therefore again by the triangle inequality
‖a(ξi+1)− a(ξi)‖L2(Qi,i+1) ≤ C|Eu|(Qi,i+1). (A.5)
This allows to estimate the difference of the infinitesimal rigid motions on Qs(p1)
and Qs(p2) by Lemma A.6 and we derive
‖a(p1)− a(p2)‖L2(Qs(p1)∪Qs(p2)) ≤ Cs−2|U ||Eu|(U),
where in the last step we used d ≤ CNs and N ≤ |U |(2s)−2. This together with
(A.3) yields the claim by (i). 
Remark A.8 (i) The fact that we covered the sets U with squares is not es-
sential. Recalling how we derived (A.3), (A.5) we could as well cover U with
rectangles Ri = ti+(−ai, ai)×(−bi, bi), where c1ai ≤ bi ≤ c2ai and c1s ≤ bi ≤ c2s
for constants 0 < c1 < c2. The constants in (A.3), (A.4) only depend on c1, c2
as all the possible shapes are related to (−s, s)2 through bi-Lipschitzian home-
omorphisms with Lipschitz constants of both the homeomorphism itself and its
inverse bounded (see Section A.1).
(ii) In view of the proof, in the choice of Ax+ b we have the freedom to select
any of the infinitesimal rigid motions which are given on the squares Qs(p) ⊂ U .
We now show that under additional assumptions on the energies the constants
involved in the above estimates may be refined.
Lemma A.9 There is a universal constant C > 0 such that for all δ ∈ (0, 1
2
) and
for all B1, B2 ∈ U s with B1 ⊂ B2 ⊂ R × (−s, s), 11−δdiam(B1) ≥ diam(B2) ≥ sδ
and |B2 \ B1| ≤ δ|B2| the following holds: For all u ∈ L2(B2) and infinitesimal
rigid motions a1, a2 as well as H1, H2 ≥ 0 such that one has
‖u− ai‖2L2(Bi∩Z) ≤ |Bi ∩ Z||B2|−1Hi (A.6)
for i = 1, 2 and all Z ⊂ B2, Z ∈ U s, we find
‖u− a1‖2L2(Z) ≤ (1 + Cδ)|B2|−1|Z|H1 + Cδ |B2|−1|Z|H2
for all Z ⊂ B2, Z ∈ U s.
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Proof. Let ai = aAi,bi for i = 1, 2 and u ∈ L2(B2) be given such that (A.6)
holds. As diam(B1) ≥ 12diam(B2), we can choose two squares Q1, Q2 ⊂ B1
with diam(Q1 ∪Q2) ≥ c diam(B2) for c small enough. Then Lemma A.4(i) with
D1 = D2 = Q1 ∪Q2 together with (A.6) and the triangle inequality yields
(diam(B2))
2|A1 − A2|2 ≤ C|B2|−1(H1 +H2). (A.7)
For shorthand we write a¯ = a1− a2 and A¯ = A1−A2. Let x0 ∈ B2 arbitrary. As
|B2 \ B1| ≤ δ|B2| and diam(B1) ≥ (1 − δ)diam(B2), we find some x′0 ∈ B1 with
|x0 − x′0| ≤ Cδdiam(B2) for a universal C > 0 large enough. Let Q ⊂ B1 be the
square containing x′0 and observe |x−x0| ≤ C(s+ δdiam(B2)) ≤ Cδdiam(B2) for
all x ∈ Q, where in the last step we used s ≤ δdiam(B2). Then applying a scaled
version of Young’s inequality, the triangle inequality and (A.7) we compute
|Q||a¯(x0)|2 = ‖a¯(x0)‖2L2(Q) ≤ (1 + δ)‖a¯‖2L2(Q) + (1 + 1δ )‖A¯ (· − x0)‖2L2(Q)
≤ (1 + δ)2‖u− a1‖2L2(Q) + Cδ ‖u− a2‖2L2(Q)
+ C
δ
|Q|maxx∈Q |x− x0|2|B2|−1(diam(B2))−2(H1 +H2)
≤ (1 + Cδ)|B2|−1|Q|H1 + Cδ |B2|−1|Q|H2 + C|B2|−1|Q|δ(H1 +H2)
≤ (1 + Cδ)|B2|−1|Q|H1 + Cδ |B2|−1|Q|H2.
As x0 ∈ B2 was arbitrary, we conclude by (A.6) and Young’s inequality for all
Z ⊂ B2, Z ∈ U s
‖u− a1‖2L2(Z) ≤ (1 + δ)‖a¯‖2L2(Z) + (1 + 1δ )‖u− a2‖2L2(Z)
≤ (1 + Cδ)|B2|−1|Z|H1 + Cδ |B2|−1|Z|H2.

A.3 A trace theorem in SBD2
By the trace theorem for BD functions (Theorem A.2) one can control the L1-
norm of the function on the boundary. In our framework we may establish a
trace theorem in L2 for SBD2 functions if the jump set is sufficiently regular:
Let Qµ = (−µ, µ)2 and recall the definition of SBD2(Qµ) in Section A.1. We
suppose that some u ∈ SBD2(Qµ) satisfies Ju =
⋃
j Γj ∩ Qµ, where Γi = ∂Ri
for rectangles Ri = (a
i
1, a
i
2)× (bi1, bi2) ⊂ R2 (note that for the application we have
in mind we do not require that the rectangles are subsets of Qµ.). Clearly, as
u ∈ H1(Qµ \ Ju) the trace is well defined in L2. More precisely, we have the
following statement.
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Lemma A.10 Let µ > 0. There is a constant C > 0 such that for all u ∈
SBD2(Qµ) with Ju =
⋃n
j=1 Γj ∩Qµ, where Γj = ∂Rj, one has∫
∂Qµ
|u|2 dH1 ≤ Cµ‖e(u)‖2L2(Qµ) + Cµ ‖u‖2L2(Qµ)
+ C
∑n
j=1
H1(Γj)
∑n
j=1
(
(H1(Γj))−1
∫
Γj∩Qµ
|[u]|2 dH1
)
.
(A.8)
Proof. Let Qµ = (−µ, µ)2 and u ∈ SBD2(Qµ) with Ju =
⋃n
j=1 Γj ∩Qµ. In what
follows we drop the subscript µ for notational convenience. First by approxima-
tion of Sobolev functions on Lipschitz sets (see, e.g., [15, Section 4.2]) we may
assume that u|Rj is smooth for j = 0, . . . , n, where R0 = Q \
⋃n
j=1Rj. We only
consider the part ∂′Q = (−µ, µ) × {µ} of the boundary. Let pix = {x} × R and
compute for the second component u2 by a slicing argument in e2-direction:∫ µ
−µ
∫ µ
−µ
|u2(x, µ)− u2(x, y)|2 dx dy =
∫ µ
−µ
∫ µ
−µ
∣∣∣ ∫ µ
y
D2u2(x, t) dt
∣∣∣2 dx dy
≤ C
∫ µ
−µ
∫ µ
−µ
(
µ
∫ µ
−µ
|∂2u2(x, t)|2 dt+
( ∑
z∈Ju∩pix
|[u](z)|
)2)
dx dy
≤ Cµ2‖e(u)‖2L2(Q) + Cµ
∫ µ
−µ
( ∑
z∈Ju∩pix
|[u](z)|
)2
dx.
In the second step we have used Ho¨lder’s inequality. We now estimate the term
on the right side. As Γj is a rectangle, except for two x-values there are exactly
two points t1j , t
2
j ∈ R such that Γj∩pix = {(x, t1j), (x, t2j)} if Γj∩pix 6= ∅ . We write
|Γj|H = H1(Γj), |S|H =
∑
jH1(Γj) for shorthand. Letting zk,xj = (x, tkj ) ∈ R2
and setting |[u](zk,xj )| = 0 if zk,xj /∈ Q∩Γj, we then obtain by the discrete version
of Jensen’s inequality∫ µ
−µ
( ∑
z∈Ju∩pix
|[u](z)|
)2
dx = 4
∫ µ
−µ
(∑
j
∑
k=1,2
|Γj|H
2|S|H |[u](z
k,x
j )|
|S|H
|Γj|H
)2
dx
≤ 4
∫ µ
−µ
∑
j
∑
k=1,2
|Γj|H
2|S|H
(
|[u](zk,xj )|
|S|H
|Γj|H
)2
dx
≤ 2|S|H
∑
j
(
|Γj|−1H
∫
Γj∩Q
|[u]|2 dH1
)
.
Consequently, letting E be the right hand side of (A.8) we derive∫
∂′Q
|u2|2 dH1 ≤ C
µ
(∫ µ
−µ
∫ µ
−µ
|u2(x, µ)− u2(x, y)|2 dx dy + ‖u‖2L2(Q)
)
≤ CE.
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The same argument with slicing in the directions ξ1 =
1√
2
(1,−1) and ξ1 =
1√
2
(−1,−1) yields∫
∂′1Q
|u · ξ1|2 dH1 ≤ CE,
∫
∂′2Q
|u · ξ2|2 dH1 ≤ CE,
where ∂′1Q = (−µ, 0) × {µ} and ∂′2Q = (0, µ) × {µ}. The claim now follows by
combination of the previous estimates. 
A.4 Notation
We provide a list of frequently used notation for convenience of the reader.
Energies
• α(·): Before (3.11)
• αˆ(·): (6.2)
• E(·): (6.2)
Measures
• | · |H, | · |∞, | · |∗: (2.5)
• ‖ · ‖H, ‖ · ‖∞, ‖ · ‖∗: Below (2.5)
• ω(·): Before (2.6)
• | · |ω, ‖ · ‖ω: (2.6)
• | · |pi, ‖ · ‖pi: (3.6)
Neighborhoods
• Ct = {Y t0 , . . . Y tm−1}: (3.4)
• J t = {Qt1, . . . , Qtn}: Before (3.4)
• M t: (3.8)
• M tk, k = 1, 2: (3.9)
• N t, N tj,±: Before (3.2)
• N˜ : Before (6.1)
• Ψ, ψ: Section 3.2
• Φ: Section 3.2
• τ¯ = υ|Γ|∞: (3.2)
• τ : (3.3)
• τˆ : (3.11)
• Yt: Before (3.4)
• Y ′: Before Lemma 6.1
Parameters
• h∗: (2.5)
• ωmin : Before (2.6)
• q: (3.7)
• r: (6.5)
• υ: (2.7)
• υˆ: (6.8)
Sets and components
• Γ, Θ: (2.4)
• H(·): (2.3)
• R: (2.7)(i),(v)
• Tη(·, ·): Before (3.14)
• Us: (2.1)
• Vs: (2.2)
• Vsλ: (2.7)
• X: Before (2.3)
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