Numerical methods for advection-diffusion-reaction equations

and medical applications by Montecinos, Gino Ignacio
Doctoral School in Environmental Engineering
Numerical methods for
advection-diffusion-reaction equations
and medical applications
Gino Ignacio Montecinos Gu´zman
Laboratory of Applied Mathematics
April 2014

Doctoral thesis in Environmental Engineering, 26 cycle
Department of Civil, Environmental and Mechanical Engineering, University of Trento
Academic year 2013/2014
Supervisor: Eleuterio F. Toro, University of Trento
University of Trento
Trento, Italy
/ / 2014
Abstract
The purpose of this thesis is twofold, firstly, the study of a relaxation procedure for
numerically solving advection-diffusion-reaction equations, and secondly, a medical ap-
plication.
Concerning the first topic, we extend the applicability of the Cattaneo relaxation ap-
proach to reformulate time-dependent advection-diffusion-reaction equations, that may
include stiff reactive terms, as hyperbolic balance laws with stiff source terms. The
resulting systems of hyperbolic balance laws are solved by extending the applicabil-
ity of existing high-order ADER schemes, including well-balanced and non-conservative
schemes. Moreover, we also present a new locally implicit version of the ADER method
to solve general hyperbolic balance laws with stiff source terms. The relaxation proce-
dure depends on the choice of a relaxation parameter . Here we propose a criterion
for selecting  in an optimal manner, relating the order of accuracy r of the numerical
scheme used, the mesh size ∆x and the chosen . This results in considerably more effi-
cient schemes than some methods with the parabolic restriction reported in the current
literature. The resulting present methodology is validated by applying it to a blood flow
model for a network of viscoelastic vessels, for which experimental and numerical results
are available. Convergence-rates assessment for some selected second-order model equa-
tions, is carried out, which also validates the applicability of the criterion to choose the
relaxation parameter.
The second topic of this thesis concerns the numerical study of the haemodynamics im-
pact of stenoses in the internal jugular veins. This is motivated by the recent discovery
of a range of extra cranial venous anomalies, termed Chronic CerbroSpinal Venous Insuf-
ficiency (CCSVI) syndrome, and its potential link to neurodegenerative diseases, such
as Multiple Sclerosis. The study considers patient specific anatomical configurations
obtained from MRI data. Computational results are compared with measured data.
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Chapter 1
Introduction
1.1 Motivation of the thesis
Advection-Diffusion-Reaction Partial Differential Equations (adrPDEs) arise in a wide
range of scientific disciplines. These include astrophysics, biology, aerospace sciences,
industrial and environmental problems. Specific examples of our interest here include,
heat conduction [12, 14, 109], haemodynamics [34, 130, 136], dynamics of blood coagu-
lation [16, 120], cardiac arrhythmias [29, 131] and atherosclerosis [48, 68].
Of particular interest in this thesis are the ardPDEs of parabolic type [53, 78]. These
equations contain second-order spatial derivatives (diffusive terms) and present several
challenging difficulties. For example, at the physical/mathematical level, the heat equa-
tion presents the phenomenon of infinite speed of propagation of information [107]. The
heat equation is based on the Fourier law. Cattaneo [25] and Vernotte [160], inde-
pendently, proposed a modification of the Fourier law, which avoided the instantaneous
propagation of information, leading to the reformulation of the heat equation as a hyper-
bolic system with a stiff source term. This is today recognised as a major achievement.
Extensions of this reformulation have been possible for more general advection-diffusion-
reaction equations. A consequence of these reformulations, however, is that all possible
problems associated with second-order terms are replaced by other difficulties, namely
that of solving hyperbolic balance laws with stiff source terms. Therefore, in order to
fully exploit the Cattaneo approach, we need to develop numerical methodology capable
of solving, efficiently, hyperbolic balance laws with stiff source terms.
Given the above considerations, we will first extend the Cattaneo relaxation approach,
so that general, time-dependent adrPDEs can be reformulated as hyperbolic balance
laws with stiff source terms. In addition, we shall exploit existing methods and develop
new ones for tackling hyperbolic balance laws with stiff source terms.
1
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In this thesis, we also study some applications of current medical interest, in which
some of the mathematical/numerical advances reported in this thesis are applied. One
of these applications concerns the Chronic CerbroSpinal Venous Insufficiency (CCSVI)
syndrome, characterized by the presence of stenoses in internal jugular veins and azygous
veins [166]. Stenoses are diagnosed by following some criteria as; i) measurements of the
cross-sectional area below a prescribed value, ii) the assessments of mechanical properties
like velocity ratio between inlet and outlet velocities. However, in these diagnosis criteria
no patient specific features are considered. The investigation of the effects of stenoses
in a patient specific context is an issue which can be studied.
1.2 State of the art
A first order system with a reactive source term can be associated with an advection-
diffusion-reaction equation in the limiting of a small reactive scale [69, 70, 95, 122, 123],
in this range the source term is stiff. On the other hand, the procedure to obtain
a first order system from an advection-reaction-diffusion equation is named relaxation
procedure. The original idea of Cattaneo [25] and Vernotte [160] provide a relaxation
procedure for the heat equation. Other relaxation procedures are for example, the
relaxation of Liu [94], see also [95, 122], and that implemented by Go´mez et al. [58, 59].
There are several investigations devoted to the study of the behaviour of first-order
systems with reactive source terms [9, 93, 94, 128]. However, the number of works
dealing with the relaxation as an alternative solution for advection-diffusion-reactions,
is small. See for example the works of Nishikawa [111–113] where steady state solutions
are obtained using the Cattaneo relaxation procedure. See Jin and Liu [75], Jin and
Levermore [74] and the works of Go´mez et al. [58, 59] where unsteady solutions were
obtained.
The relaxation procedures associated to Liu [94] and Go´mez [58] have some features
which are different from that of Cattaneo; i) these relaxations require to satisfy the so-
called sub-characteristic condition, see Liu [94], ii) these relaxations modify the original
governing advection-diffusion-reaction equation by including the advective term as a
source term in the new first-order system.
Numerical schemes for solving the direct advection-diffusion-reaction equations range
from; i) finite difference methods [5, 28, 84, 97, 97, 98, 102], ii) finite element methods
[7, 8, 52, 71], iii) mixtures of methods as given by splitting schemes [56, 83, 135, 169] and
iv) finite volume methods. Of particular interest to us are the class of high-order finite
volume ADER (Arbittrary accuracy DERivative Riemann problem) methods, [144, 150,
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154]. See [22, 100] and chapters 19 and 20 of [147] for a review and the many relevant
references therein.
Titarev and Toro [145, 153] first applied ADER to solve the model advection-reaction-
diffusion equation. Hidalgo and Toro applied ADER to a purely diffusion equation in
[149]; Dumbser [46], Hidalgo and Dumbser [67] applied ADER to solve the compress-
ible Navier-Stokes equations to very high order of accuracy. Hidalgo et al. [68] also
applied ADER to a system of time-dependent diffusion-reaction equations that model
atherosclerosis. However, a disadvantage of such direct approach to solve advection-
diffusion-reaction equations is the parabolic-like time stability constraint, of the type
∆x2. An extension of ADER that is able to overcome the parabolic limitations was pro-
posed by Zambra et al. [168] for solving the Richards equation. The scheme is globally
implicit, see also [158, 159].
The solution of a first order system as the solution approximation of an advection-
diffusion-reaction equation can be found in the works of Boscarino and collaborators
[17, 18] following the Implicit-Explicit (IMEX) methods and Nishikawa [111, 112] based
on residual-distribution numerical methodologies [126, 127] for steady computations and
Go´mez et al [58, 59] for unsteady computations and based on discontinuous Galerkin
methods.
In recent years, computational haemodynamics has become a valuable, non-invasive al-
ternative tool for gaining additional insight on patient haemodynamics, in terms of flow
patterns, pressure, wall shear stress (see [82, 87, 156, 164]), as well as for computing
clinically relevant indicators [62, 85]. However, the feasibility of detailed computer sim-
ulation is still limited by the prohibitive computational cost, especially when considering
a large number of blood vessels and complex topologies. This issue is particularly impor-
tant when modelling the haemodynamics in veins, as small vessels and minor collaterals
might be determinant for the physiological flow conditions. In order to reduce the model
complexity, 3D models are often used in combination with reduced one-dimensional (1D)
models, to simulate haemodynamics in large vessel networks (see [15, 49, 50, 92, 119]),
and lumped parameter or zero-dimensional (0D) models, which are introduced to take
into account the influence of smaller and terminal vessels (see [161, 162]).
1.3 Research aims of the thesis
The purpose of this thesis is twofold, firstly, the study of a relaxation procedure for
numerically solving advection-diffusion-reaction equations, and secondly, some medical
applications.
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Regarding the first topic, in this thesis only the one-dimensional case is studied. How-
ever, there exists evidence that the relaxation approach of Cattaneo can be extended
to the two-dimensional case, see for example [112], where the steady case was stud-
ied.However we note that the extension of the methodology proposed in this thesis to
multiple space dimensions poses several challenges. Obviously, a solid starting point is
a thorough study of the one-dimensional case, which is done here. This topic is divided
into the objectives listed below:
• Investigation of the relaxation approach of Cattaneo and Vernotte, called here the
Cattaneo relaxation approach. The investigation includes the comparison with
another relaxation approach for advective and diffusive regimes.
• Study the limitation of the applicability of the proposed methodology to third-
order partial differential equations.
• Present two extensions of the relaxation approach of Cattaneo and provide the
respective sufficiency criteria for hyperbolicity.
• Provide a theoretical result to choose the optimal relaxation parameter, such that
stability and accuracy are ensured for the hyperbolic reformulations.
• Illustrate how ADER schemes able to solve hyperbolic balance laws with stiff source
terms, can efficiently be applied to solve advection-diffusion-reaction equations
with a suitable choice of the relaxation parameter.
• Introduce a new, locally-implicit solver for the generalised Riemann problem that
includes stiff source terms. The resulting ADER schemes, with the new local solver,
is then able to deal with the general initial-boundary value problem for hyperbolic
balance laws with stiff source terms and is thus able to compute approximate
solutions to general, time-dependent advection-diffusion-reaction equations.
• Provide theoretical and empirical results, which show that the relaxation approach
presented in this thesis is an efficient, simple and powerful alternative for solving
general time-dependent advection-diffusion-reaction equations.
Another topic of this thesis concerns the study of the haemodynamics influence of a
stenosis in the internal jugular veins. Here the objectives are:
• Implementation of a multi-scale model where a three-dimensional geometry is ob-
tained from MRI imaging and it is coupled with a one-dimensional network ac-
counting for major cerebral veins.
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• Numerical assessment of diagnosis criteria of stenoses. Using the multi scale model,
the haemodynamics impact of a stenosis it is studied in terms of measurements of
pressure drops, velocity ratios and estimations of the wall shear stress patterns.
1.4 Contents of the thesis
In chapter 2 the ADER type method reported in [41] is introduced. The Cattaneo’s
relaxation approach is presented and compared with another used relaxation approach.
A criterion to choose the relaxation parameters, which ensures the accuracy of hyperbolic
reformulations is obtained and empirical convergence rate assessments are presented.
The issues of parabolic time step constraints as well as limitations to apply the Cattaneo
relaxation to partial differential equations of third order, are discussed.
In chapter 3 extensions of the relaxation of Cattaneo for general advection-diffusion-
reaction equations are presented. These reformulations are applied to the one-dimensional
compressible Navier-Stokes equations and sufficiency criteria that ensure the hyperbol-
icty of new reformulations are presented. A brief review of ADER method is done, as
that following the Toro-Titarev philosophy [150] as well as that of Harten et al. [66]. A
new locally-implicit gneralized Riemann solver based on the previous work of Montecinos
and Toro [101], is presented.
In chapter 4 a blood flow model is introduced and its hyperbolic reformulation is pre-
sented. The ADER methodology used for that model is reviewed. A numerical evidence
that confirms the applicability of the criterion to choose the relaxation parameter intro-
duced in chapter 2, is provided. The proposed methodology is validated by comparing
our numerical results with experimental measurements and numerical results reported
in the literature a for one-dimensional blood flow model in a network of viscoelastic
vessels.
In chapter 5 we describe the setup of our in-silico stenotic vein model and the method-
ologies for the numerical simulations of stenotic jugular veins are described. The com-
putational results are presented.
In chapter 6 global conclusions are done.
Chapter 2
Advection-diffusion-reaction
equations: hyperbolisation and
high-order ADER discretizations
2.1 Introduction
In this chapter we are interested in hyperbolization, via a relaxation approach, of time-
dependent Advection-Diffusion-Reaction Partial Differential Equations (adrPDEs) and
high-order numerical discretizations. The relaxation approach appears to have first been
put forward by Cattaneo [24, 25] as applied to the heat equation. See also Vernotte
[160] who, independently, reported the same approach, and the paper by Nagy and
collaborators [107] who review quite in detail Cattaneo’s approach. The heat equation is
the canonical equation for diffusion-type problems. One of the first relaxation approaches
arises naturally from a reformulation of Fourier law’s, by introducing a term governed
by a relaxation time, in order to resolve the unphysical phenomenon of instantaneous
wave propagation. This provided the motivation for the work of Cattaneo and Vernotte.
Following the reformulation of Cattaneo, a hyperbolic system is obtained. Indeed, the
resulting first order system is known as the hyperbolic heat equation. Subsequently,
Roetzel et al. [129] proved that the new reformulation in fact governs heat conduction
for finite relaxation times. In the present chapter we consider the constitutive equation
proposed by Cattaneo and Vernote, which is similar to the augmented Fourier law, to
remove second-order terms. We name this procedure the Cattaneo’s relaxation approach.
At this stage, it is appropriate to mention that another relaxation approach has been
studied by Jin and Xin [77] to solve hyperbolic equations numerically. In this approach,
the augmented, reformulated hyperbolic systems are linear but with stiff non-linear
6
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source terms. Subsequently, Jin and Levermore [74] and Jin et al. [76] extended such
approach to solve adrPDEs. See, for example, Pember [122, 123], Lowrie and Morel [95].
The approach was first studied theoretically by Liu [94] and subsequently an entropy
conditions was obtained by Chen et al. [26]. We note that the relaxation approach
in [74, 76] is related to Cattaneo’s approach. However in the former the augmented
Fourier law contains additional, convective, terms. Both relaxation approaches when
applied to homogeneous (no reaction terms) purely diffusion equations, produce hyper-
bolic systems with stiff source terms. There are however, substantial differences between
both approaches. The relaxation approach of Jin an collaborators [74, 76] imposes re-
laxation of sub-characteristics, see [94], whereas Cattaneo’s approach does not require
such condition. Abgrall and Karni [1] have confirmed the need to impose such sub-
characteristics condition, in a numerical context. On the other hand, in the relaxation
approach of Cattaneo, one carries out a relaxation of spatial gradients and the structure
of the original equations does do not change significantly. This is quite different to the
relaxation approach of Jin et al. [74, 76] in which the structure of the original equations
does change appreciably.
In this chapter we investigate the relaxation approach in the sense of Cattaneo to solve
numerically non-linear, time-dependent advection-diffusion-reaction equations, including
stiff reaction terms. In addition, we identify the limitation of this approach, as applied
to third-order partial differential equations. This kind of relaxation approach was first
applied to simplified advection-diffusion equations by Gomez et al. [58]. They solved
a two-dimensional linear problem with a numerical scheme of second-order accuracy,
based on the finite element method. Nishikawa [111, 112], has investigated residual-
distribution numerical methodologies [126, 127] to compute steady-state solutions of
model, advection-diffusion equations, with emphasis on the steady-state case. Here,
time-dependent advection-diffusion equations with stiff reaction terms are transformed
to hyperbolic equations with stiff source terms. The stiff nature of such source terms is
independent of the nature of the reaction terms in the original equations. In fact, even
if the original equations are homogeneous (no source terms), the reformulated equations
will still have stiff source terms.
Here we implement a numerical methodology in the frame of the high-order finite vol-
ume ADER scheme, [144, 150, 154]. See [22, 100] and chapters 19 and 20 of [147]
for a review and the many relevant references therein. ADER schemes have already
been implemented to solve adrPDEs in a straightforward manner. Titarev and Toro
[145, 153] first applied ADER to solve the model advection-reaction-diffusion equation.
Hidalgo and Toro applied ADER to a purely diffusion equation in [149]; Dumbser [37]
and Hidalgo and Dumbser [67] applied ADER to solve the compressible Navier-Stokes
equations to very high order of accuracy. Hidalgo et al. [68] also applied ADER to a
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system of time-dependent diffusion-reaction equations that model atherosclerosis. How-
ever, a disadvantage of such direct approach to solve adrPDEs is the parabolic-like time
stability constraint, of the type ∆x2. An extension of ADER that is able to overcome the
parabolic limitations was proposed by Zambra et al. [168] for solving the Richards equa-
tion. The scheme is globally implicit, see also [158, 159]. With the relaxation approach
in the sense of Cattaneo, we expect to relax such restriction. From the numerical point
of view, which is one of the main motivations of the present chapter, the challenge is to
reconcile stiffness and high accuracy, requirements that tend to be contradictory. For
overcoming this difficulty we solve the associated generalised Riemann problem (GRP)
by a locally implicit methodology due to Dumbser, Enaux and Toro in [41]. A systematic
assessment of the reported numerical schemes is carried out, which includes comparison
with existing methodologies. It is shown that our approach exhibits considerable gains
in terms of CPU times, due to a generous stability restriction when choosing the time
step.
The remaining part of this chapter is organised as follows. Sec. 2.2 gives a brief intro-
duction to the finite volume and ADER methods. In Sec. 2.3 we introduce Cattaneo’s
relaxation approach to reformulate adrPDEs as hyperbolic systems with stiff source
terms. A comparison of this relaxation procedure with other commonly used approaches
is carried out. A theoretical result to choose the relaxation parameter, which ensures
the accuracy of hyperbolic reformulations and an empirical convergence rate assessment
is carried out in Sec. 2.4. The issue of parabolic time step limitation is discussed in
Sec. 2.5. Our reformulated adrPDEs are solved numerically; comparisons with exact
solutions are made and convergence rates are studied. In Sec. 2.6 we apply the devel-
oped ADER methods to solve a system of reaction-diffusion equations associated to a
model for atherosclerosis. In section 2.7 we prove that partial differential equations of
third order cannot be reduced to hyperbolic systems, following the Cattaneo approach.
Concluding remarks are found in Sec. 2.8.
2.2 The ADER approach for hyperbolic equations
We first recall the finite volume method and then succinctly review the a variant of
the ADER approach, which will be extended here to solve advection-diffusion-reaction
equations.
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2.2.1 The finite volume framework
We are interested in solving the general initial-boundary value problem
PDE : ∂tq(x, t) + ∂xf(q(x, t)) = s(q(x, t)) , x ∈ [a, b] , t > 0 ,
IC : q(x, 0) = h(x) ,
BCs : q(a, t) = qL(t) , q(b, t) = qR(t) ,

(2.1)
where q(x, t) is the conserved quantity, f(q(x, t)) is a prescribed physical flux function
and s(q(x, t)) is the source term, also prescribed. The initial condition is h(x), while
qL(t) and qR(t) are the boundary conditions. The finite volume method results from
integrating the PDE in (2.1), in space and time, in the control volume [xi− 1
2
, xi+ 1
2
] ×
[tn, tn+1] of dimensions ∆x = xi+ 1
2
− xi− 1
2
and ∆t = tn+1 − tn. One obtains
qn+1i = q
n
i −
∆t
∆x
[fi+ 1
2
− fi− 1
2
] + ∆tsi , (2.2)
where qni is the spatial-integral average at time t = t
n
qni =
1
∆x
∫ i+ 1
2
i− 1
2
q(x, tn)dx , (2.3)
fi+ 1
2
is the time-integral average
fi+ 1
2
=
1
∆t
∫ tn+1
tn
f(q(xi+ 1
2
, t))dt (2.4)
and si is the space-time integral average
si =
1
∆t
1
∆x
∫ tn+1
tn
∫ x
i+ 12
x
i− 12
s(q(x, t))dxdt . (2.5)
Formula (2.2) is exact if definitions (2.3)-(2.5) are adhered to. The finite volume scheme
begins by interpreting (2.2) in an approximate manner, as a numerical formula to update
in time, approximations to cell integral averages (2.3). Let us denote by Ii = [xi− 1
2
, xi+ 1
2
]
a cell, or volume, in the discretised domain [a, b]. A finite volume method is determined
once approximations to fi+ 1
2
and si are proposed. These are respectively termed the
numerical flux and the numerical source. There are many ways of constructing finite
volume methods. Next we briefly review the ADER methodology.
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2.2.2 ADER finite volume schemes
The ADER finite volume approach computes high-order approximations to the integral
averages (2.4) and (2.5), to obtain an ADER numerical flux and an ADER numerical
source. The ADER methodology is an extension of the second-order method of Ben-
Artzi and Falcoviz [10]. The extension concerns the generalised Riemann problem (GRP)
to evaluate the numerical flux, and is twofold: (a) the initial condition for the GRP is
piece-wise polynomials of any degree, and (b) the equations preserve their source terms, if
present originally. We also remark that ADER is akin to the method proposed by Harten
et al. [66], as noted by Castro and Toro [22]. The ADER approach was first put forward
by Toro et al. [150] for linear problems on Cartesian meshes, see also [132]. Several
extensions have been done to non-linear problems on Cartesian meshes [144, 146, 154]
and on non Cartesian meshes [21, 79, 80], to mention but a few. Extension of the
ADER approach in the framework of discontinuous Galerkin finite element methods
is due to Dumbser; see [35, 36, 45], for instance. The ADER methods are one-step
schemes, fully discrete, containing two main ingredients to determine the numerical flux,
namely (i) a high-order, non-linear spatial reconstruction procedure and (ii) solution of
a generalised, or high order, Riemann problem at each cell interface. If source terms are
present, an additional, analogous step is required. Reconstructions should be non-linear,
to circumvent Godunov’s theorem [55, 147]. Concerning the GRP, in this chapter we
use the solver due to Dumbser et al. [41], that allows the treatment of stiff source terms
in a way that the usually contradictory requirements of high accuracy and stiffness are
reconciled. For a review of ADER see [22, 100] and chapters 19 and 20 of [147].
2.2.3 Generalised Riemann problem, flux and source
The ADER approach requires a high-order representation of the solution in each volume,
or cell, at any given time tn, typically via spatial polynomials of high degree. We use a
WENO interpolation procedure to circumvent Godunov’s theorem and control spurious
oscillations.
The Generalized Riemann Problem (GRP) for (2.1) is the Cauchy problem
PDE: ∂tq + ∂xf(q) = s(q) ,
IC : q(x, 0) =

pi(x) if x < 0 ,
pi+1(x) if x > 0 .

(2.6)
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Here pi(x) and pi+1(x) are polynomials of arbitrary degree resulting from a reconstruc-
tion procedure. The solution of (2.6) at the fixed interface position xi+ 1
2
, or x = 0 in
local coordinates, denoted by qi+ 1
2
(τ), is a function of time and will be available once the
GRP (2.6) is solved. The first practical solver for the GRP is due to Toro and Titarev
[154]. A review of GRP solvers is found in [100]. The numerical flux fi+ 1
2
results from
the evaluation of
fi+ 1
2
=
1
∆t
∫ ∆t
0
f(qi+ 1
2
(τ))dτ . (2.7)
In the presence of source terms we construct an approximation qi(x, t) of the solution of
the Cauchy problem
PDE: ∂tq + ∂xf(q) = s(q) , x ∈ [xi− 1
2
, xi+ 1
2
] , t > 0 ,
IC : q(x, 0) = pi(x) .
 (2.8)
Then the numerical source is
si =
1
∆t
1
∆x
∫ ∆t
0
∫ x
i+ 12
x
i− 12
s(qi(x, t))dxdt . (2.9)
For the rest of this chapter we assume that the function qi+ 1
2
(τ) is computed by using
the DET solver [41] for the GRP, to be briefly described in the next subsection.
2.2.4 The Dumbser-Enaux-Toro (DET) solver for the GRP
Here we briefly outline the two mains steps of the procedure to solve the GRP using the
method proposed by Dumbser et al. [41]: (i) evolution of the initial conditions to the
left and right of the interface and (ii) interaction of the evolved data at the interface, at
any specified time, by solving a classical Riemann problem.
2.2.4.1 Data evolution
The data-evolution step first defines two space-time control volumes, namely IL =
[−∆x, 0] × [0,∆t] to the left of the interface and IR = [0,∆x] × [0,∆t] to the right
of the interface. Then, in each of these domains one defines the Cauchy problem
PDE: ∂tq + ∂xf(q) = s(q) ,
IC : q(x, 0) = pk(x) ,
 (2.10)
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where k = i for IL and k = i + 1 for IR. For convenience we transform IL and IR into
the reference domain [0, 1]× [0, 1] using
x(ξ) = (ξ − 1)∆x , t(τ) = τ∆t , for (x, t) ∈ IL (2.11)
and
x(ξ) = ξ∆x , t(τ) = τ∆t , for (x, t) ∈ IR . (2.12)
In ξ − τ coordinates the Cauchy problem (2.10) becomes
PDE: ∂τr(ξ, τ) + ∂ξg(r(ξ, τ)) = z(r(ξ, τ)) ,
IC : r(ξ, 0) = pk(x(ξ)) ,
 (2.13)
where
r(ξ, τ) = q(x(ξ), t(τ)) , g(r) =
∆t
∆x
f(r) , z(r) = ∆ts(r) . (2.14)
Problem (2.13) is now solved using a space-time discontinuous Galerkin method. Con-
sider a space V formed by nodal space-time polynomials θp(ξ, τ) defined in [0, 1]× [0, 1],
whose basis is {θ1, ..., θm}. Here m = (K + 1)2, with K the degree of the reconstruction
polynomials pk(x), with K + 1 degrees of freedom. Note that K + 1 will also be the
order of accuracy of the resulting ADER numerical scheme.
We seek solutions of the form
r(ξ, τ) =
∑m
p=1 θp(ξ, τ)rˆp (2.15)
and introduce the following operators for any two functions φ(ξ, τ) and ψ(ξ, τ), namely
[φ, ψ]τ =
∫ 1
0 φ(ξ, τ)ψ(ξ, τ)dξ , 〈φ, ψ〉 =
∫ 1
0
∫ 1
0 φ(ξ, τ)ψ(ξ, τ)dξdτ . (2.16)
Then, multiplying (2.13) by a test function θl ∈ V and integrating the first term on the
left hand side by parts, in time τ , yields
[r, θl]1 − 〈r, ∂τθl〉+ 〈∂ξg(r), θl〉 = 〈z(r), θl〉+ [pk, θl]0 , (2.17)
with
[pk, θl]0 =
∫ 1
0 pk(x(ξ))θl(ξ, 0)dξ . (2.18)
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We now define matrices
K1k,l = [θk, θl]1 − 〈θk, ∂τθl〉 ,
Kξk,l = 〈∂ξθk, θl〉 ,
Mk,l = 〈θk, θl〉 ,
Wl = [pk, θl]0

(2.19)
and vectors
R =

rˆ1
...
rˆm
 , G(R) =

g(rˆ1)
...
g(rˆm)
 , Z(R) =

z(rˆ1)
...
z(rˆm)
 . (2.20)
Then, as the polynomial basis is nodal, (4.54) can be written as
K1R+ KξG(R)−MZ(R) = W . (2.21)
This is a system of non-linear algebraic equations for R. Standard fix-point iteration
methods can be used. Here we suggest that proposed in [23], namely
K1Rn+1 + KξG(Rn)−MZ(Rn+1) = W, (2.22)
where n stands for the Newton iteration step. Once R is known, the sought coefficients
are known and the polynomial representations of the form (4.56) for the evolved data on
both sides of the interface are available, which are denoted by ri and ri+1 respectively.
2.2.4.2 Data interaction for flux evaluation
To compute the numerical flux we need to determine a function qi+ 1
2
(τ). This is achieved
by solving the following classical Riemann problem
PDE: ∂tq(x, t) + ∂xf(q(x, t)) = 0 ,
IC: q(x, 0) =
{
ri(1, τ) if x < 0 ,
ri+1(0, τ) if x > 0 .

(2.23)
In local coordinates, denote by u(xˆ/tˆ) the self-similar solution of (2.23), then qi+ 1
2
(τ) =
u(0). To evaluate the numerical flux we only require to compute the function qi+ 1
2
(τ) at
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τ
b b
x = xi+ 12
ξ = 1− ξ = 0+
bb τ = τk
pi(xi+ 12 ) pi+1(xi+
1
2
)
ri+1(0+, τk)ri(1−, τk)
qi+ 12 (τk)
τ = 0
x
x = xi+ 12 −∆x x = xi+ 12 +∆x
Figure 2.1: Illustration of the DET solver for the GRP at the interface, at a given
time τk.
selected integration points τk, as illustrated in Fig. 2.1. The evaluation of the numerical
source is very simple, one just proceeds to evaluate the space-time integral (2.9) using
the evolved data ri(ξ, τ) in IL for cell i. In the next section we deal with reformulations
of adrPDEs in terms of hyperbolic problems with stiff source terms.
2.3 Advection-diffusion-reaction equations
In this section we formulate the family of advection-diffusion-reaction partial differential
equations as hyperbolised equations with stiff source terms, following the Cattaneo’s
relaxation approach, as used in [111] and [112], for example. First we deal with the
linear scalar case.
2.3.1 The linear scalar case
Consider the time-dependent, advection-diffusion-reaction equation, with stiff or non-
stiff reaction term
∂tq1(x, t) + λˆ∂xq1(x, t) = α∂
2
xq1(x, t) + βq1(x, t) . (2.24)
Here the unknown function is q1(x, t), λˆ is the characteristic speed, α > 0 is the diffusion
coefficient and β ≤ 0 is the reaction coefficient. We allow for stiff reaction, for which
|β| >> 1. Note that the formulation works equally well for non-stiff source terms, or no
source term.
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We introduce a relaxation time ε, with 0 < ε << 1, and an auxiliary function q2(x, t)
such that
q2(x, t)→ ∂xq1(x, t) as ε→ 0 . (2.25)
Then we consider the following additional partial differential equation
∂tq2(x, t) = (∂xq1(x, t)− q2(x, t)) 1
ε
. (2.26)
Equations (2.24) and (2.26) constitute a relaxation system
∂tq1(x, t) + λˆ∂xq1(x, t)− α∂xq2(x, t) = βq1(x, t) ,
∂tq2(x, t)− 1ε∂xq1(x, t) = −q2(x, t)1ε ,
 (2.27)
whose solutions approximates those of the original equation (2.24).
2.3.2 Comparison between Cattaneo’s and commonly used relaxation
approaches
The constitutive equation (2.26) is equivalent to the original, augmented Fourier law
proposed by Cattaneo [25] and Vernotte [160]. See [107] for a detailed review of the
hyperbolic heat equation and how it is obtained from the modified Fourier law.
At this point, we remark that there exist other relaxation approaches, which are charac-
terised by different constitutive equations but still able to reproduce (2.25). Examples
include [74–76, 108], whose origin can be traced to the theoretical work of Liu [94].
This approach [74], which we refer to as the Jin and Levermore relaxation procedure, is
different from Cattaneo’s original ideas. The constitutive equation is given by
∂tq2(x, t) =
(
λˆq1(x, t)− α∂xq1(x, t)− q2(x, t)
)
1
ε
. (2.28)
Note however, that in contrast to relaxation (2.27), the constitutive equation (2.28)
completely modifies the governing equation (2.24). Now, convective terms become source
terms in (2.28). This relaxation approach reads
∂tq1(x, t) + ∂xq2(x, t) = βq1(x, t) ,
∂tq2(x, t) +
α
ε ∂xq1(x, t) =
(
λˆq1(x, t)− q2(x, t)
)
1
ε .
 (2.29)
Motivated by the analysis reported in [128], we have carried out a dispersive analysis of
the relaxation approaches (2.27) and (2.29), and the original equation (2.24). In what
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follows, we briefly describe this procedure. Let us consider the Fourier modes
q1 = Q1exp(Iwt− ξx) ,
q2 = Q2exp(Iwt− ξx) ,
(2.30)
with I2 = −1. Assume the expression w = wR +wII, where wR is a wave speed and wI
is a damping rate. Then we substitute (2.30) into equations (2.24), (2.27) and (2.29).
In order to study just advection and diffusion, source terms have been neglected in all
equations. Thus, for each case we obtain algebraic equations for wR and wI as functions
of the parameter τ = ξε
1
2 .
For a comparison, the important quantities are the dimensionless wave speed a(ξ) := wRξ
and damping eτb(ξ), where b(ξ) is the dimensionless damping rate defined as b(ξ) := wI
ξ2
.
Fig 2.2 shows the behaviour of the dimensionless wave speed as function of τ for two
regimes. The top frame shows the diffusion-dominated case, while the bottom frame
shows the advection-dominated case.
The figure illustrates the fact that both relaxations (2.31) and (2.29) have similar wave
speeds for the range of small values of τ . However, this is not so, for the range of larger
values of τ . This difference is more evident for the advection-dominated case, see bottom
frame. For the diffusion-dominated case, both approaches cease to work for values of
τ greater than approximately 0.5, see top frame. For the advection-dominated case,
Cattaneo’s approach correctly follows the parabolic wave speed, while the approach of
Jin and Levermore [74–76, 108] fails to do so, stating from a relatively small value of τ
of approximately between 10−2 and 5×10−2. Note that τ = ξε 12 and thus the discussion
regarding its range is relevant when it comes to the choice of the relaxation parameter
ε.
2.3.3 Hyperbolic reformulation of the linear scalar problem
System (2.24) and (2.26) can be written in the form of a system of hyperbolic balance
laws with source terms, namely
∂tQ + ∂xF(Q) = S(Q) , (2.31)
with
Q =
[
q1
q2
]
, F =
[
f1
f2
]
=
[
λˆq1 − αq2
−q1/ε
]
, S =
[
s1
s2
]
=
[
βq1
−q2/ε
]
. (2.32)
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Figure 2.2: Comparison of relaxation approaches. Behaviour of the dimensionless
wave speed as function of τ for two regimes: Top frame shows the diffusion-dominated
case, while the bottom frame shows the advection-dominated case.
Note that irrespectively of the nature of the source term s(q1) in the original equation,
the relaxation system is stiff due to the new source term −q2/ε.
Below we prove hyperbolicty of system (2.31), a result that the reader can also find in
[112]. However, for the sake of completeness we provide full details, here.
Proposition 2.1. The relaxation system (2.31) is strictly hyperbolic for all nonzero
values of the relaxation parameter ε.
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Proof. Written in quasilinear form, system (2.31) reads
∂tQ + A∂xQ = S(Q) , (2.33)
in which the Jacobian matrix is
A =
∂F
∂Q
=

∂f1/∂q1 ∂f1/∂q2
∂f2/∂q1 ∂f2/∂q2
 =

λˆ −α
−1ε 0
 . (2.34)
The eigenvalues of A are the roots of the characteristic polynomial |A− λI| = 0, where
I is the identity matrix and λ is a parameter. The eigenvalues are both real and distinct,
given as
λ1 =
1
2
λˆ−
√(
1
2
λˆ
)2
+
α
ε
, λ2 =
1
2
λˆ+
√(
1
2
λˆ
)2
+
α
ε
. (2.35)
Note that the associated wave pattern satisfies
λ1 < λˆ < λ2 . (2.36)
The right eigenvectors, for appropriate scalings, are
R1 =
[
ελ1
−1
]
, R2 =
[
ελ2
−1
]
, (2.37)
which for λ1 6= λ2 are linearly independent. Therefore the relaxation system (2.31) is
strictly hyperbolic and Proposition 2.3.3 is thus proved.
Next we find exact solutions to the relaxation system.
Proposition 2.2. For all values of ε and β satisfying
β = −1/ε , (2.38)
the general initial value problem for system (2.31) with initial conditions
Q(0)(x) = Q(x, 0) =
[
q
(0)
1 (x)
q
(0)
2 (x)
]
, (2.39)
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has exact solution
q1(x, t) =
e−
1
ε
t
(λ2 − λ1)λ1[−q
(0)
1 (x− λ1t)− ελ2q(0)2 (x− λ1t)]
+
e−
1
ε
t
(λ2 − λ1)λ2[q
(0)
1 (x− λ2t) + ελ1q(0)2 (x− λ2t)] ,

(2.40)
and
q2(x, t) = − e
− 1
ε
t
ε(λ2 − λ1) [q
(0)
1 (x− λ1t) + ελ2q(0)2 (x− λ1t)]
+
e−
1
ε
t
ε(λ2 − λ1) [q
(0)
1 (x− λ2t) + ελ1q(0)2 (x− λ2t)] .

(2.41)
Proof. The matrix of right eigenvectors is
R =
[
ελ1 ελ2
−1 −1
]
(2.42)
and the characteristic are variables
C =
[
c1
c2
]
= R−1Q . (2.43)
We can express system (2.31) in characteristic variables as
∂tC + Λ∂xC = Sˆ , (2.44)
with diagonal coefficient matrix
Λ =
[
λ1 0
0 λ2
]
(2.45)
and transformed source term as
Sˆ =
[
sˆ1
sˆ2
]
= R−1S . (2.46)
Now, under assumption (2.38) it is shown that
sˆ1 = −1
ε
c1 , sˆ1 = −1
ε
c1 , (2.47)
Chapter 2. Advection-diffusion-reaction equations: hyperbolisation and high-order
ADER discretizations 20
so that system (2.44) becomes decoupled and the exact solutions for c1(x, t) and c2(x, t)
can be computed as
c1(x, t) = c
(0)
1 (x− λ1t)e
1
ε
t ,
c2(x, t) = c
(0)
2 (x− λ2t)e−
1
ε
t .
 (2.48)
Transforming back to the original variables we obtain the solution for the initial value
problem for (2.31) with initial condition (2.39), given in (2.40)-(2.41), as claimed.
The exact solution to the relaxation system just constructed will be used to assess the
performance of numerical methods. Next we deal with the non-linear case.
2.3.4 The non-linear case
We consider the initial-value problem for a general non-linear advection-diffusion-reaction
equation
∂tq(x, t) + ∂xf(q(x, t)) = ∂x(α(q(x, t)∂xq(x, t)) + s(q(x, t)) ,
q(x, 0) = h(x) ,
 (2.49)
with f(q) the flux function, s(q) the source function and α(q) the diffusion coefficient,
a non-negative function of q. We propose the relaxation formulation for (2.49) as
∂tq1(x, t) + ∂xf(q1(x, t)) = ∂x(α(q1(x, t)q2(x, t)) + s(q1(x, t)) ,
∂tq2(x, t)− 1ε∂xq1(x, t) = −1εq2(x, t) .
 (2.50)
In conservative form the system reads
∂tQ + ∂xF(Q) = S(Q) , (2.51)
where
Q =
[
q1
q2
]
, F =
[
f(q1)− α(q1)q2
−1εq1
]
S =
[
s(q1)
−1εq2
]
. (2.52)
Written in quasilinear form, system (2.51) reads
∂tQ + A(Q)∂xQ = S(Q) , (2.53)
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where A is the Jacobian matrix
A =
[
η(q1, q2) −α(q1)
−1ε 0
]
. (2.54)
Here
η(q1, q2) = λˆ(q1)− α′(q1)q2 , λˆ(q) = f ′(q) . (2.55)
The eigenvalues of A are
λ1 =
η
2 −
√(η
2
)2
+ αε , λ2 =
η
2 +
√(η
2
)2
+ αε .
(2.56)
As we have assumed α to be non-negative, the eigenvalues are always real and distinct.
The corresponding eigenvectors are
R1 =
[
ελ1
−1
]
, R2 =
[
ελ2
−1
]
. (2.57)
The eigenvectors are linearly independent and thus the relaxation system (2.51) is,
strictly, hyperbolic. Note in addition that the associated wave patterns for the system
always satisfy λ1 ≤ η ≤ λ2, for η positive. This is defined as the sub-characteristic
condition [94] and also occurs for the relaxation approaches in [74, 76, 95]. But for the
present work this feature is not a requirement for stability and well posedness.
2.4 Relaxation system versus the original equation
Note that the relaxation system (2.31) approaches the original advection-diffusion-reaction
equation (2.24), in the limit as ε tends to zero. For finite values of ε solutions of the
relaxation system differ from those of the original equation, giving rise to an error due
to the formulation. When solving the relaxation system numerically, there will be an
additional error, a numerical error that depends on the mesh and on the order of accu-
racy of the numerical method used. In order to illustrate these issues we perform some
numerical calculations. Consider (2.24) with the initial condition
q1(x, 0) = h(x) = sin(pix) , (2.58)
whose exact solution is
q1(x, t) = exp(
(−αpi2 + β) t)sin(pi(x− λt)) . (2.59)
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The corresponding relaxation hyperbolic system (2.33) for the particular case β = −1ε has
exact solution given by (2.40) and (2.41). We now carry out some numerical experiments,
for which we introduce the Pe´clet number
Pe =
λL
α
(2.60)
to assess the relative importance of advection and diffusion. Figure 2.3 shows the results
of computations performed for a fixed mesh of M = 64 cells and Pe = 10. The figure
shows L1 errors as functions of 1/ε for schemes of 3rd, 5th and 7th order of accuracy.
The L1 errors are measured with reference to the exact solution of the original advection-
diffusion-reaction equation. For large ε the error will be large, mainly due to the error in
the relaxation formulation. The message is that in practical computations, specially if
high-order methods are used, the error in the hyperbolised formulation must be reduced
by taking suitably small values of ε. For large ε we see that changing the accuracy of
the numerical method has no effect. As ε decreases, the error begins to decrease, as
the relaxation system begins to get closer to the original equation. The error decreases
for all methods used, but up to a point. At a certain value of ε the third order scheme
can no longer decrease the error, as it is constrained by the fixed mesh of 64 cells. Due
to their higher accuracy, the errors for the other methods continue to decrease, but
again we see that the fifth order method reaches a point beyond which it cannot longer
decrease its error. The error for the seventh order method continues to decrease. The
general observation here is that the accuracy of the numerical method and the value of
the relaxation parameter are intimately linked.
A key issue in our hyperbolic formulation of advection-diffusion-reaction equations, is
the choice of the relaxation parameter ε. Clearly as ε tends to zero, the hyperbolic
formulation recovers the original equations. A sufficiently small ε guarantees a small
formulation error. In addition, small values of ε imply a more stringent CFL stability
condition, resulting in smaller-than-necessarily time steps, which does scarifies efficiency.
Large values of ε would imply larger time steps, but, this would also imply a larger for-
mulation error. Moreover, in this range of larger values of ε, it could well happen that
the use of fine meshes or high accurate methods is wasted due to the fact that the for-
mulation error dominates. Below we state a theoretical result that resolves this problem.
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2.4.1 A sufficiency criterion for ensuring theoretically expected accu-
racy
From Nagy et al. [107] the solution of the hyperbolized problem, uh, and the solution
of the original ADR problem, up, are related by
up = uh +O(ε) , (2.61)
where O(ε) represents the formulation error in the relaxation approach. If we consider a
numerical scheme able to solve a hyperbolic problem with an accuracy of order q, then,
taking into account the cfl stability condition, we can write
u˜ = uh +O(∆x
q) , (2.62)
where u˜ represents the numerical solution and ∆x is the mesh size. Thus O(∆xq) repre-
sents the numerical error for the hyperbolic problem. The following result summarizes a
sufficiency condition which guarantees that the adrPDE problem is solved with accuracy
q.
Proposition 2.3. The solution of the adrPDE by means of the hyperbolic reformulation,
is approximated with accuracy q for all ε and ∆x satisfying
4q := ε
(∆x)q
Kq(q) = O(1) , (2.63)
where
Kq(q) =
1− 2− 12
2q−
1
2 − 1
.
Proof. From (2.61) and (2.62) we obtain
u˜− up = uh − up +O(∆xq) , (2.64)
which allows us to relate the formulation error and the numerical error as
O(∆xr) = O(ε) +O(∆xq) , (2.65)
where r is the order of accuracy by which the numerical scheme approximates the solution
of original adrPDE. Note that the numerical error can be expressed as
O(∆xr) = C∆xr , (2.66)
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with C depending on the problem to be solved, but is independent of the mesh spacing
∆x.
We denote by u˜k the numerical solution obtained with a mesh of length ∆xk. Therefore,
from (2.65) and (2.66), on two successive meshes with lengths ∆xk, ∆xk+1, we obtain(
∆xk
∆xk+1
)r
=
O(ε) +O(∆xqk)
O(ε) +O(∆xqk+1)
, (2.67)
yielding after manipulations(
∆xk
∆xk+1
)r
=
(
∆xk
∆xk+1
)q
θ , (2.68)
with
θ =
O(ε)
O(∆xqk)
+O(1)
O(ε)
O(∆xqk+1)
+O(1)
. (2.69)
Without loss of generality, we assume ∆xk = 2∆xk+1. Taking logarithm in (2.68), we
obtain
r = q + log(θ)/ log(2) . (2.70)
Let us now assume that given an expected order of accuracy q, we consider that the
numerical scheme yields this accuracy if
r ≥ q − 1
2
.
Therefore, the order of accuracy for the adrPDE attains that of the hyperbolic problem
when
−12 < log(θ)/ log(2) . (2.71)
From the monotonicity of the logarithm, (2.71) is equivalent to
1√
2
< θ , (2.72)
which yields
1√
2
(
2q
O(ε)
O(∆xqk)
+O(1)
)
<
O(ε)
O(∆xqk)
+O(1) , (2.73)
Chapter 2. Advection-diffusion-reaction equations: hyperbolisation and high-order
ADER discretizations 25
or
O(ε)
O(∆xqk)
< O(1)
(
1− 2− 12
2q−
1
2 − 1
)
. (2.74)
Moreover, we assume that
O(ε)
O(∆xqk)
= O
(
ε
∆xqk
)
= K
ε
∆xqk
, (2.75)
with K to be determined. Therefore, we impose that
K
ε
∆xqk
= O(1) , (2.76)
or
Kε2n¯q = O(1) , (2.77)
noting that it is possible to set ∆x = 2−n¯, where n¯ = log2(1/∆x). So, inspired by (2.74),
for all n¯ ≥ 0 we set
Kε ≤ 1
2n¯q
(
1− 2− 12
2q−
1
2 − 1
)
≤
(
1− 2− 12
2q−
1
2 − 1
)
. (2.78)
For convenience we take K ≤ ε−1Kmax, as to maintain order O(1). Thus, we have
Kmax := ε
1− 2− 12
2q−
1
2 − 1
. (2.79)
In this manner, a sufficiency condition to maintain accuracy solving the adrPDE problem
for a given mesh of size ∆x is given by
ε
(∆x)q
Kq(q) = O(1) , (2.80)
where Kq(q) := ε
−1Kmax .
Remark 2.4. Note that if in equation (2.63) the left-hand side is greater than O(1), the
formulation error dominates over the numerical one. From the right hand side in (2.65),
a mesh refinement reduces the numerical error whereas the formulation error remains,
becoming the barrier for the accuracy of the numerical scheme.
Remark 2.5. In this thesis we assume O(1) = 15, which is the sum of the maximum
magnitude accepted as O(1), plus its rounding error. We observe that given a relaxation
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parameter ε it is possible to predict the maximum number of cells such that the sought
accuracy is attained.
Proposition 2.6. Given a mesh spacing ∆x and a numerical method of order q for solv-
ing hyperbolic formulations of advection-diffusion-reaction equations, then the optimal
choice εr of the relaxation parameter ε obeys
εq :=
O(1)∆xq
Kq(q)
. (2.81)
Proof. It is directly obtained from the proposition 2.6.
Remark 2.7. Note that (2.81) provides a practical and optimal way of choosing the re-
laxation time. For ε < εq, the numerical error dominates over the formulation error and
for ε > εq, the formulation error dominates over the numerical error. This provides an
explanation for the results shown in Figure 2.3.
2.4.2 Convergence rates study
Given two successive meshesMn andMn+1 with respective mesh sizes hn and h+1, the
empirical convergence rate r is
r = log
(
Epn
Epn+1
)
/log
(
hn
hn+1
)
, (2.82)
where Epn denotes the error for mesh Mn measured with an Lp norm.
Table 2.1 shows convergence rates for ε = 0.1 at output time tout = 0.5, with Pe =
10, α = 0.2, β = −1 and Ccfl = 0.9. Here the error is measure against the exact
solution of the relaxation system, for a large value of the relaxation parameter, ε = 0.1.
Note that convergence rates attained are those theoretically expected. Had the error
been measured against the exact solution of original equations, then we would have not
expected the convergence rates to match those theoretically expected. In fact this is
verified by our computations, not shown here.
Errors between the numerical solution from the relaxation procedure and the exact so-
lution of the original advection-diffusion-reaction equation are evaluated at output time
tout = 0.1, for parameters Pe = 10, α = 0.2, β = −1 and Ccfl = 0.9. Results are shown
in tables 2.2 to 2.5, for ε = 10−6, ε = 10−5, ε = 10−4 and ε = 10−3, respectively. We also
vary the value of relaxation parameter ε. Recall that from proposition 2.6, see (2.63), we
can predict the range of mesh sizes for which the formulation error becomes dominant;
in such case we cannot compute numerical solution with the expected order of accuracy.
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Figure 2.3: Influence of ε on the accuracy of the hyperbolised system. Error in the
L1 norm is measured with respect to the original advection-diffusion-reaction equation
using M = 64 cells and Pe = 10, for schemes of 3rd, 5th and 7th order.
The highlighted rows in Tables 2.2 to 2.5 show the results for finest predicted meshes
that correspond to the optimal predicted choice of the relaxation parameter (∆r > 15).
The use of finer meshes, see rows below the highlighted ones, does no longer make sense.
The last column of each table shows the corresponding CPU times.
2.5 Discussion on stability restrictions
This section regards a discussion of stability for advection-diffusion and diffusion-reaction
regimes. We compare the efficiency of our scheme with respect to numerical schemes
with parabolic restrictions.
2.5.1 Stability for diffusion-reaction regimes
Time step ∆th for numerical implementation of our schemes applied to hyperbolic bal-
ance laws is subject to a hyperbolic type condition computed according to
∆th = Ccfl
∆x
λnmax
, (2.83)
where λnmax = max{|λ1|, |λ2|, . . . , |λm|} with λi denoting the eigenvalues of the Jacobian
matrix. For a model problem, we shall quantify the efficiency of our scheme as compared
to a scheme subject to a parabolic-type stability restriction. Our method has a clear
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Theoretical order : 3
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
8 4.27e-04 0.00 6.00e-04 0.00 4.60e-04 0.00
16 4.75e-05 3.17 6.15e-05 3.29 4.80e-05 3.26
32 5.10e-06 3.22 6.51e-06 3.24 5.11e-06 3.23
64 5.86e-07 3.12 7.46e-07 3.13 5.86e-07 3.12
Theoretical order : 5
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
8 4.83e-05 0.00 6.43e-05 0.00 4.98e-05 0.00
16 1.28e-06 5.23 1.67e-06 5.27 1.30e-06 5.25
32 3.43e-08 5.23 4.38e-08 5.25 3.44e-08 5.25
64 9.80e-10 5.13 1.25e-09 5.13 9.80e-10 5.13
Theoretical order : 7
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
8 5.82e-06 0.00 7.73e-06 0.00 5.99e-06 0.00
16 3.97e-08 7.19 5.16e-08 7.22 4.03e-08 7.21
32 2.86e-10 7.12 3.68e-10 7.13 2.88e-10 7.13
64 3.82e-11 2.91 1.88e-11 4.29 1.60e-11 4.17
Table 2.1: Convergence rates for the hyperbolised system at output time tout = 0.5,
with α = 0.2, Pe = 10 and Ccfl = 0.9. The error is measure against the exact solution
of the relaxation system, for a large value of the relaxation parameter, namely ε = 0.1.
Note that convergence rates are those theoretically expected.
advantage when the adrPDE’s contain stiff reactive terms. In order to highlight how
our scheme works in this regime, we consider the model problem
∂τq = α∂
(2)
ξ q + βq , (2.84)
with β < 0 and α > 0. In order to assess stability criteria in both diffusive and reactive
regimes, we introduce the dimensionless variables ξ = Lx and τ = |β|−1t, which produce
the dimensionless equation
∂tq =
1
P ∂
(2)
x q − q , (2.85)
where P = |β|L
2
α is a dimensionless number. Note that P → 0 implies a diffusive regime
whereas P →∞ means a reactive (stiff) regime. Thus, if we implement a finite volume
scheme for this equation we obtain
qn+1i = q
n
i +
∆t
∆x [gi+ 12
− gi− 1
2
] + ∆tsi , (2.86)
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Theoretical order : 3
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆3 CPU time(s)
8 7.18e− 01 0.00 8.94e− 01 0.00 7.20e− 01 0.00 3.31e− 06 0.04
16 3.66e− 01 0.97 4.71e− 01 0.93 3.68e− 01 0.97 2.65e− 05 0.13
32 6.21e− 02 2.56 7.90e− 02 2.57 6.21e− 02 2.57 2.12e− 04 0.48
64 8.02e− 03 2.95 1.02e− 02 2.95 8.02e− 03 2.95 1.70e− 03 1.84
128 9.87e− 04 3.02 1.26e− 03 3.02 9.87e− 04 3.02 1.36e− 02 7.15
256 1.19e− 04 3.05 1.52e− 04 3.05 1.19e− 04 3.05 1.09e− 01 28.33
512 1.43e− 05 3.05 1.82e− 05 3.05 1.43e− 05 3.05 8.69e− 01 112.44
1024 2.08e− 06 2.78 2.64e− 06 2.79 2.08e− 06 2.79 6.95e− 00 447.17
2048 7.72e− 07 1.43 9.79e− 07 1.43 7.66e− 07 1.44 55.59e− 00 1785.64
4096 6.49e− 07 0.25 8.24e− 07 0.25 6.44e− 07 0.25 444.76e− 00 7126.93
Theoretical order : 5
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆5 CPU time(s)
8 3.26e− 01 0.00 4.07e− 01 0.00 3.27e− 01 0.00 1.33e− 05 0.33
16 1.52e− 02 4.42 1.96e− 02 4.37 1.53e− 02 4.41 4.24e− 04 0.89
32 4.98e− 04 4.94 6.33e− 04 4.95 4.98e− 04 4.95 1.36e− 02 2.61
64 1.59e− 05 4.97 2.02e− 05 4.97 1.59e− 05 4.97 4.34e− 01 8.62
128 1.02e− 06 3.97 1.29e− 06 3.97 1.01e− 06 3.98 1.39e+ 01 31.07
256 6.44e− 07 0.66 8.17e− 07 0.66 6.39e− 07 0.66 4.45e+ 02 101.14
Theoretical order : 7
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆7 CPU time(s)
8 1.70e− 02 0.00 2.13e− 02 0.00 1.71e− 02 0.00 5.30e− 04 0.64
16 1.62e− 04 6.72 2.07e− 04 6.68 1.63e− 04 6.72 6.79e− 02 1.49
32 7.27e− 06 4.48 9.29e− 06 4.48 7.28e− 06 4.48 8.69e− 00 3.76
64 6.35e− 06 0.19 8.10e− 06 0.20 6.36e− 06 0.20 1.11e+ 02 10.97
128 6.35e− 06 0.00 8.08e− 06 0.00 6.34e− 06 0.00 1.42e+ 05 35.91
256 6.35e− 06 0.00 8.08e− 06 0.00 6.34e− 06 0.00 1.82e+ 07 110.00
Table 2.2: Convergence rates for ε = 10−6 at output time tout = 0.1, with Pe = 10,
α = 0.2, β = −1 and Ccfl = 0.9. The error is measured against the original advection-
diffusion-reaction equation. Theoretically expected convergence rates are attained. The
highlighted row corresponds to the largest number of cells N for which, predicted by
proposition 2.3, the theoretical convergence rate is expected to be achieved.
with the numerical flux, generally defines as
gi+ 1
2
= 1∆t
∫ ∆t
0
α∂xq(xi+ 1
2
, t)dt . (2.87)
Let us consider the simple numerical flux
gi+ 1
2
= 1P
(
qni+1 − qni
∆x
)
. (2.88)
For the numerical source term the simplest evaluation of the volume integral (2.9) gives
si = −qni . (2.89)
Therefore, introducing the quantity
d = P−1 ∆t
∆x2
, (2.90)
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Theoretical order : 3
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆3 CPU time(s)
8 5.83e− 01 0.00 7.27e− 01 0.00 5.85e− 01 0.00 3.31e− 05 0.01
16 1.43e− 01 2.03 1.84e− 01 1.98 1.44e− 01 2.02 2.65e− 04 0.04
32 1.98e− 02 2.85 2.52e− 02 2.87 1.98e− 02 2.86 2.12e− 03 0.16
64 2.44e− 03 3.02 3.11e− 03 3.02 2.44e− 03 3.02 1.70e− 02 0.60
128 2.93e− 04 3.06 3.73e− 04 3.06 2.93e− 04 3.06 1.36e− 01 2.37
256 3.80e− 05 2.95 4.84e− 05 2.95 3.80e− 05 2.95 1.09e− 00 9.33
512 9.40e− 06 0.00 1.20e− 05 0.00 9.39e− 06 0.00 8.69e− 00 36.60
1024 6.66e− 06 0.50 8.47e− 06 0.50 6.65e− 06 0.50 69.49e− 00 147.11
2048 6.38e− 06 0.06 8.12e− 06 0.06 6.37e− 06 0.06 555.95e− 00 589.29
Theoretical order : 5
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆5 CPU time(s)
8 1.25e− 01 0.00 1.56e− 01 0.00 1.26e− 01 0.00 1.33e− 04 0.10
16 4.81e− 03 4.70 6.18e− 03 4.66 4.84e− 03 4.70 4.24e− 03 0.28
32 1.58e− 04 4.93 2.00e− 04 4.95 1.58e− 04 4.94 1.36e− 01 0.83
64 1.01e− 05 3.96 1.29e− 05 3.96 1.01e− 05 3.96 4.34e− 00 2.75
128 6.44e− 06 0.65 8.19e− 06 0.65 6.43e− 06 0.65 1.39e+ 01 9.80
256 6.34e− 06 0.02 8.08e− 06 0.02 6.34e− 06 0.02 4.45e+ 02 36.09
Theoretical order : 7
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆7 CPU time(s)
8 1.70e− 02 0.00 2.13e− 02 0.00 1.71e− 02 0.00 5.30e− 04 0.66
16 1.62e− 04 6.72 2.07e− 04 6.68 1.63e− 04 6.72 6.79e− 02 1.53
32 7.27e− 06 4.48 9.29e− 06 4.48 7.28e− 06 4.48 8.69e− 00 3.80
64 6.35e− 06 0.19 8.10e− 06 0.20 6.36e− 06 0.20 1.11e+ 02 11.14
128 6.35e− 06 0.00 8.08e− 06 0.00 6.34e− 06 0.00 1.42e+ 05 34.59
256 6.35e− 06 0.00 8.08e− 06 0.00 6.34e− 06 0.00 1.82e+ 07 107.97
Table 2.3: Convergence rates for ε = 10−5 at output time tout = 0.1, with Pe = 10,
α = 0.2, β = −1 and Ccfl = 0.9. The error is measured against the original advection-
diffusion-reaction equation. Theoretically expected convergence rates are attained. The
highlighted row corresponds to the largest number of cells N for which, predicted by
proposition 2.3, the theoretical convergence rate is expected to be achieved.
the scheme becomes
qn+1i = dq
n
i−1 + (1− 2d−∆t)qni + dqni+1 . (2.91)
A simple exercise provides the stability requirement
2d−∆t < 1 , (2.92)
which gives the parabolic constraint for ∆t as
∆t <
∆x2
2P−1 + ∆x2
. (2.93)
Thus the time step for this scheme is assumed to be computed as
∆tp = Ccfl
∆x2
2P−1 + ∆x2
. (2.94)
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Theoretical order : 3
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆3 CPU time(s)
8 2.94e− 01 0.00 3.67e− 01 0.00 2.95e− 01 0.00 3.31e− 04 0.00
16 4.74e− 02 2.63 6.10e− 02 2.59 4.77e− 02 2.63 2.65e− 03 0.02
32 5.99e− 03 2.99 7.61e− 03 3.00 5.99e− 03 3.00 2.12e− 02 0.05
64 7.41e− 04 3.01 9.43e− 04 3.01 7.41e− 04 3.01 1.70e− 01 0.19
128 1.32e− 04 2.49 1.68e− 04 2.49 1.32e− 04 2.49 1.36e− 00 0.75
256 7.01e− 05 0.91 8.93e− 05 0.91 7.01e− 05 0.91 1.09e+ 01 2.98
512 6.42e− 05 0.00 8.17e− 05 0.00 6.42e− 05 0.00 8.69e+ 01 11.36
1024 6.35e− 05 0.02 8.08e− 05 0.02 6.35e− 05 0.02 6.95e+ 02 45.68
Theoretical order : 5
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆5 CPU time(s)
8 4.22e− 02 0.00 5.29e− 02 0.00 4.24e− 02 0.00 1.33e− 03 0.03
16 1.52e− 03 4.79 1.95e− 03 4.76 1.53e− 03 4.79 4.24e− 02 0.09
32 9.97e− 05 3.93 1.27e− 04 3.93 9.99e− 05 3.94 1.36e− 00 0.26
64 6.42e− 05 0.63 8.19e− 05 0.64 6.43e− 05 0.64 4.34e+ 01 0.87
128 6.34e− 05 0.02 8.07e− 05 0.02 6.34e− 05 0.02 1.39e+ 02 3.13
256 6.34e− 05 0.00 8.07e− 05 0.00 6.34e− 05 0.00 4.45e+ 03 11.74
Theoretical order : 7
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆7 CPU time(s)
8 5.46e− 03 0.00 6.85e− 03 0.00 5.49e− 03 0.00 5.30e− 03 0.21
16 1.02e− 04 5.74 1.30e− 04 5.72 1.02e− 04 5.74 6.79e− 01 0.49
32 6.36e− 05 0.69 8.07e− 05 0.69 6.35e− 05 0.69 8.687e+ 01 1.26
64 6.33e− 05 0.01 8.07e− 05 0.00 6.34e− 05 0.00 1.11e+ 03 3.42
128 6.33e− 05 0.00 8.07e− 05 0.00 6.34e− 05 0.00 1.42e+ 06 11.17
256 6.33e− 05 0.00 8.07e− 05 0.00 6.34e− 05 0.00 1.82e+ 08 35.79
Table 2.4: Convergence rates for ε = 10−4 at output time tout = 0.1, with Pe = 10,
α = 0.2, β = −1 and Ccfl = 0.9. The error is measured against the original advection-
diffusion-reaction equation. Theoretically expected convergence rates are attained. The
highlighted row corresponds to the largest number of cells N for which, predicted by
proposition 2.3, the theoretical convergence rate is expected to be achieved.
On the other hand, the numerical scheme of the present chapter for the hyperbolic
reformulation of (2.85) has the stability restriction
∆th = Ccfl
∆x√
P−1
ε
.
(2.95)
Thus the efficiency of our schemes relative to the parabolic-type restriction can be mea-
sured in terms of the ratio
rph :=
∆tp
∆th
, (2.96)
thus, the present methodology is more efficient than the other one if rph < 1, which is
equivalent to
∆x <
√
P−1ε
(
2 + ∆x2P
)
. (2.97)
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Theoretical order : 3
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆3 CPU time(s)
8 1.07e− 01 0.00 1.35e− 01 0.00 1.08e− 01 0.00 3.31e− 03 0.00
16 1.51e− 02 2.82 1.93e− 02 2.81 1.52e− 02 2.83 2.65e− 02 0.00
32 2.20e− 03 2.78 2.80e− 03 2.79 2.20e− 03 2.79 2.12e− 01 0.02
64 7.81e− 04 1.50 9.95e− 04 1.49 7.81e− 04 1.49 1.70e− 00 0.06
128 6.47e− 04 0.27 8.24e− 04 0.27 6.47e− 04 0.27 1.36e+ 01 0.24
256 6.33e− 04 0.03 8.06e− 04 0.03 6.33e− 04 0.03 1.09e+ 02 0.94
Theoretical order : 5
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆5 CPU time(s)
8 1.35e− 02 0.00 1.72e− 02 0.00 1.36e− 02 0.00 1.33e− 02 0.01
16 9.89e− 04 3.77 1.25e− 03 3.79 9.89e− 04 3.78 4.24e− 01 0.03
32 6.39e− 04 0.63 8.11e− 04 0.62 6.39e− 04 0.63 1.36e+ 01 0.09
64 6.30e− 04 0.02 8.03e− 04 0.01 6.31e− 04 0.02 4.34e+ 02 0.29
128 6.30e− 04 0.00 8.03e− 04 0.00 6.31e− 04 0.00 1.39e+ 03 1.02
Theoretical order : 7
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord ∆7 CPU time(s)
8 2.03e− 03 0.00 2.78e− 03 0.00 2.14e− 03 0.00 5.30e− 02 0.07
16 6.33e− 04 1.68 8.13e− 04 1.78 6.37e− 04 1.75 6.79e− 00 0.16
32 6.30e− 04 0.01 8.00e− 04 0.02 6.30e− 04 0.02 8.67e+ 02 0.42
64 6.30e− 04 0.00 8.00e− 04 0.00 6.30e− 04 0.00 1.11e+ 04 1.12
128 6.30e− 04 0.00 8.00e− 04 0.00 6.30e− 04 0.00 1.42e+ 07 3.60
Table 2.5: Convergence rates for ε = 10−3 at output time tout = 0.1, with Pe = 10,
α = 0.2, β = −1 and Ccfl = 0.9. The error is measured against the original advection-
diffusion-reaction equation. Theoretically expected convergence rates are attained. The
highlighted row corresponds to the largest number of cells N for which, predicted by
proposition 2.3, the theoretical convergence rate is expected to be achieved.
We consider the optimal ε, which provides the inequality
∆x
2
< a1∆x
r
2 + a2∆x
r
2
+2 (2.98)
or
1
2 < a1∆x
r
2
−1 + a2∆x
r
2
+1 , (2.99)
with a1 =
(
O(1)P−1
Kr(r)
) 1
2
and a2 =
(
O(1)
4Kr(r)P−1
) 1
2
. Let us consider the function
Ψ(∆x) = −1
2
+ a1∆x
r
2
−1 + a2∆x
r
2
+1 . (2.100)
Note that the necessary condition for efficiency given by (2.98) is recovered for Ψ > 0.
Additionally
Ψ′(∆x) =
(
r
2 − 1
)
a1∆x
r
2
−2 +
(
r
2 + 1
)
a2∆x
r
2 . (2.101)
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Thus if r > 2, Ψ is an increasing function in [0,∞], with Ψ(0) = −12 . Therefore, there
exists ∆x∗ such that Ψ(∆x∗) = 0, Ψ′(∆x∗) > 0 and Ψ(∆x) > 0 for all ∆x > ∆x∗. Now,
we look for an estimate of ∆x∗. Note that we can write
∆xΨ′(∆x) = ( r2 + 1)(Ψ(∆x) +
1
2)− 2a1∆x
r
2
−1 , (2.102)
and hence
0 ≤ 12( r2 + 1)− 2a1(∆x∗)
r
2
−1 , (2.103)
which yields
∆x∗ ≤ ∆x∗max :=
(
1
4a1
(1 + r2)
) 2
r−2
. (2.104)
Note that if r = 2 then
∆x∗ = ∆x∗max :=
(
1
a2
max{12 − a1, 0}
) 1
2
. (2.105)
For r = 1, Ψ(∆x) > 0 for all ∆x satisfying
∆x∗max :=
(
1
2a2
) 2
3
≤ ∆x . (2.106)
Therefore, with these choices of ∆x∗max, we have that Ψ(∆x) > 0 for all ∆x > ∆x∗max ≥
∆x∗ and thus rph < 1.
Table 2.6 shows the ratio rph, time steps ∆tp and ∆th, and ∆
∗
max for regimes ranging from
stiff reaction up to stiff diffusion. Though we are considering dimensionless quantities,
the analysis illustrates the behaviour of the efficiency of the relaxation procedure for
diffusive and reactive regimes. We observe that the present method is more efficient for
reactive and diffusive regimes for coarse meshes, which determine large enough optimum
relaxation parameters. For stiff reactive terms the efficiency of present method is up to
three orders of magnitude more efficient than that of the standard parabolic restriction,
while for stiff diffusive processes the present method is up to one order of magnitude
more efficient.
2.5.2 Stability for advection-diffusion regimes
We now carry out a comparison of the time efficiency of our schemes following a different
approach, that is by comparing our approach to that of the family of PNPM schemes
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P = 1e+ 03 (stiff reaction)
r rph ∆tp ∆th ∆x
∗
max
2 1.00e+ 00 3.88e− 01 3.88e− 01 3.56e− 02
3 5.96e− 04 9.99e− 01 1.68e+ 03 1.64e+ 00
5 1.46e− 03 9.97e− 01 6.84e+ 02 8.84e− 01
7 1.48e− 03 9.97e− 01 6.72e+ 02 7.73e− 01
P = 1e+ 01 (reaction)
r rph ∆tp ∆th ∆x
∗
max
2 1.63e− 01 3.27e− 13 2.00e− 12 2.56e− 07
3 7.99e− 01 1.34e− 03 1.68e− 03 1.64e− 02
5 4.84e− 01 1.54e− 01 3.18e− 01 1.90e− 01
7 3.02e− 01 3.21e− 01 1.07e+ 00 3.08e− 01
P = 1.00e+ 00 (intermediate)
r rph ∆tp ∆th ∆x
∗
max
2 5.17e− 02 1.03e− 13 2.00e− 12 4.55e− 07
3 8.00e− 01 1.34e− 06 1.68e− 06 1.64e− 03
5 5.69e− 01 3.89e− 03 6.84e− 03 8.84e− 02
7 4.36e− 01 1.85e− 02 4.24e− 02 1.94e− 01
P = 1.00e− 01 (diffusion)
r rph ∆tp ∆th ∆x
∗
max
2 1.63e− 02 3.27e− 14 2.00e− 12 8.08e− 07
3 8.00e− 01 1.34e− 09 1.68e− 09 1.64e− 04
5 5.71e− 01 8.42e− 05 1.47e− 04 4.10e− 02
7 4.44e− 01 7.50e− 04 1.69e− 03 1.23e− 01
P = 1.00e− 03 (stiff diffusion)
r rph ∆tp ∆th ∆x
∗
max
2 1.63e− 03 3.27e− 15 2.00e− 12 2.56e− 06
3 8.00e− 01 1.34e− 15 1.68e− 15 1.64e− 06
5 5.71e− 01 3.91e− 08 6.84e− 08 8.84e− 03
7 4.44e− 01 1.19e− 06 2.68e− 06 4.88e− 02
Table 2.6: Efficiency for model diffusion-reaction equation measured for diffusive and
reactive regimes.
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proposed by Dumbser et al. [38]. See also [37]. The extension of these schemes, originally
developed for hyperbolic equations, to parabolic equations is conventional, in that the
discretisation of advection-diffusion-reaction equations is direct and straightforward. We
shall focus on advection-diffusion type problems, as the treatment of reactive terms is
similar in both methodologies. We consider the scheme with N=M, whose stable time
step is given by
∆tdg = Ccfl
∆x
(2r − 1)
(
λˆ+ 2 α∆x(2r − 1)
) .
(2.107)
Here λˆ is the maximum eigenvalue associated with the advection terms, exclusively; α
is the maximum eigenvalue associated with the diffusion terms, exclusively. The time
step of our scheme in this case has the form
∆th = Ccfl
∆x
λˆ
2 +
√
( λˆ2 )
2 + αε
. (2.108)
The efficiency assessment of both schemes can be done in terms of the ratio defined as
rdgh :=
∆tdg
∆th
. (2.109)
For rdgh < 1, the present approach will be more efficient than the direct discretization
scheme of [37]. For the empirical comparison we take α = 1 and λˆ = 1.
Results are displayed in Figs. 2.4, 2.5 and 2.6, for ∆x = 5 × 10−2, ∆x = 1 × 10−2 and
∆x = 1× 10−3, respectively. The optimal relaxation parameter values εr are computed
for the corresponding orders of accuracy and these are depicted as vertical lines in the
figures. Recall that for each order of accuracy r there corresponds an optimal relaxation
parameter value εr. For relaxation parameters T > Tr the formulation error dominates
over the numerical error, whereas the opposite occurs for ε ≤ εr, where the numerical
schemes attain the expected order of accuracy.
Figure 2.4 shows results for a coarse mesh and a corresponding range of large relaxation
parameters. Results tell us that the present methods have efficiency gains for all values of
ε. From our calculations we note the following: the third order scheme attains its order
of accuracy for ε ≤ ε3 = 2.98× 10−2; the fifth order scheme attains its order of accuracy
for ε ≤ ε5 = 3.46× 10−4 and the seventh order scheme does it for ε ≤ ε7 = 3.58× 10−6.
Figure 2.5 shows results for an intermediate mesh and a corresponding range of inter-
mediate relaxation parameters. Results show that for example, the third order version
of the present method has efficiency gains for ε > 2 × 10−8 and its order of accuracy
is expected for ε < ε3 = 2.38 × 10−4, whereas the accuracy should be sub-optimal for
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Figure 2.4: Time-efficiency gains for fixed ∆x = 5 × 10−2. Time step ratio rdgh, as
function of the relaxation parameter ε, reveals the time efficiency of the present schemes
as compared with the state-of-the art PNPM schemes [38], [37].
ε > ε3. The fifth order scheme has efficiency gains, with the expected order of accuracy,
for ε in the range 3 × 10−9 ≤ ε ≤ ε5 = 1.11 × 10−7; however for ε > ε5, the fifth
order scheme is efficient but the accuracy is sub-optimal. The seventh order scheme has
efficiency gains but the accuracy is sub-optimal for ε > 9× 10−10.
Figure 2.6 shows results for a fine mesh and a corresponding range of small relaxation
parameters. Note that the scheme of third order is more efficient, with expected order
of accuracy, for ε in the range 2× 10−10 ≤ ε ≤ ε3 = 2.38× 10−7 and it is more efficient
but the accuracy is sub-optimal for ε > ε3 = 2.38 × 10−7. The fifth order scheme is
efficient but its accuracy is sub-optimal for ε > 4× 10−11. The seventh order scheme is
more efficient but also its accuracy is sub-optimal for ε > 8× 10−12.
In following section we illustrated the performance of our methods through computations
for a viscous shock wave, as modelled by the viscous Burgers equation. Results are
compared with those obtained from the method reported in [37].
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Figure 2.5: Time-efficiency gains for fixed ∆x = 1 × 10−2. Time step ratio rdgh, as
function of the relaxation parameter ε, reveals the time efficiency of the present schemes
as compared with the state-of-the art PNPM schemes [38], [37].
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Figure 2.6: Time-efficiency gains for fixed ∆x = 1 × 10−3. Time step ratio rdgh, as
function of the relaxation parameter ε, reveals the time efficiency of the present schemes
as compared with the state-of-the art PNPM schemes [38], [37].
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∆t CPU time
Orders Ord 3 Ord 5 Ord 7 Ord 3 Ord 5 Ord 7
Present scheme, ε = 10−3 1.2e−02 1.2e−02 1.2e−02 1.2e−02 5.6e−02 2.4e−01
Scheme of Ref. [37] 3.6e−03 4.9e−04 2.4e−04 5.6e−02 2.8 33.1
Table 2.7: Computations for the viscous Burgers equation. Comparison of time step
size and CPU time between the present approach and that of Ref. [37]. The comparison
is carried out for schemes of 3rd, 5th and 7th order of accuracy in space and time.
2.5.3 Computational results for the viscous Burgers’ equation
We consider the viscous Burgers’ equation
∂tq(x, t) + ∂xf(q(x, t)) = α∂
(2)
x q(x, t) , (2.110)
(2.111)
with physical flux f(q) = 12q
2 and α a constant. The initial condition considered is
h(x) =
{
qL = 2, x < 0 ,
qR = 1, x > 0 .
(2.112)
As qL > qR, the solution is a (viscous) shock wave given as
q(x, t) = qR +
1
2(qL − qR) [1− tanh((qL − qR)(x− st)/4α)] , (2.113)
with s = 12(qL + qR) being the shock speed. We solve (2.49), (2.112) numerically in
the domain [−3.0, 3.0], with ε = 10−3 using the present finite volume ADER schemes
of 3rd, 5th and 7th order of accuracy. Figure 2.7 shows computed results for physical
viscosity α = 0.2, at time tout = 0.2, with Ccfl = 0.9 and mesh M = 30 cells. The choice
of ε = 10−3 for the relaxation parameter ε ensures that the numerical error dominates
over the formulation error. Computed results (empty symbols) are compared to the
exact solution (full line). Also shown are results obtained from the scheme of [37] (filled
symbols). Table 2.7 shows time steps and the CPU times for both schemes for orders
of accuracy 3rd, 5th and 7th. We observe that the present approach is significantly
more efficient, particularly for the higher-order range. For example, for 7th order of
accuracy the present scheme is more than two orders of magnitude more efficient than
its counterpart.
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Figure 2.7: Viscous shock. Computed (blank symbols) and exact (line) solutions to
Burgers’ equation with ε = 10−3, at tout = 0.2, using ADER schemes and ADER-DG
(fill symbols) reported in [37]. Mesh used: 30 cells.
2.6 Application to an atherosclerosis model
Here we illustrate the applicability of the ADER high-order numerical methodology pre-
sented in this chapter by solving a system of time-dependent diffusion-reaction equations
associated with a model for atherosclerosis. For background on the physiopathological
aspects of atherosclerosis, see [91]. For details on the mathematical model see [48] and
[68].
2.6.1 The mathematical model
The mathematical model of interest here consists of a system of diffusion-reaction equa-
tions, put forward by El Khatib et al. [48]. The equations are
∂tM = α1∂
2
xM + f1(A)− γ1M ,
∂tA = α2∂
2
xA+ f2(A)M − γ2A ,
 (2.114)
in the spatial domain 0 < x < L, for time t > 0. Boundary conditions are
∂xM(0, t) = 0 , ∂xM(L, t) = 0 , ∂xA(0, t) = 0 , ∂xA(L, t) = 0 (2.115)
Chapter 2. Advection-diffusion-reaction equations: hyperbolisation and high-order
ADER discretizations 40
and initial conditions are
M(x, 0) = M0(x) , A(x, 0) = A0(x) . (2.116)
Here M(x, t) is density of immune cells (monocytes, macrophages); A(x, t) is density of
cytokines secreted by immune cells. The function f1(A) accounts for the recruitment of
immune cells from the blood stream and function f2(A) is the cytokine production rate.
The functions f1(A) and f2(A) are given as
f1(A) =
δ1 + βA
1 +A/τ1
, f2(A) =
δ2A
1 +A/τ2
. (2.117)
All parameters of the model δ1, δ2, α1, α2, τ1, τ2, γ1, γ2, β are positive. For further
details on the physiological meaning of the model and its parameters see [48] and [68].
2.6.2 Hyperbolisation of the equations
First, we re-write equations (2.114) as
∂tM1 = α1∂
2
xM1 + f1(A1)− γ1M1 ,
∂tA1 = α2∂
2
xA1 + f2(A1)M1 − γ2A1 ,
 (2.118)
with M ≡M1, A ≡ A1 and source terms
S11 = f1(A1)− γ1M1 , S21 = f2(A1)M1 − γ2A1 . (2.119)
Introducing two new functions A2(x, t) and M2(x, t) such that
A2(x, t)→ ∂xA1(x, t) , M2(x, t)→ ∂xM1(x, t) , as ε→ 0 (2.120)
we express system (2.118) as
∂tQ + A∂xQ = S(Q) , (2.121)
where
Q =

M1
M2
A1
A2
 , A =

0 −α1 0 0
−1/ε 0 0 0
0 0 0 −α2
0 0 −1/ε 0
 (2.122)
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and
S =

s11
s12
s21
s22
 =

f1(A1)− δ1M1
−M2/ε
f2(A1)M1 − δ2A1
−A2/ε
 . (2.123)
The eigenvalues of A are
λ1 = −
√
α1
ε
, λ2 = −
√
α2
ε
, λ3 =
√
α2
ε
, λ4 =
√
α1
ε
. (2.124)
They are all real and distinct. The corresponding right eigenvectors are
R1 =

1
−λ1α1
0
0
 , R2 =

0
0
1
−λ2α2
 , R3 =

0
0
1
−λ3α2
 , R4 =

1
−λ4α1
0
0
 .
They are linearly independent. Hence the relaxation system (2.122) is hyperbolic and
the associated wave pattern is always subsonic, that is λmin < 0 < λmax, with λmin =
min{λi}, λmax = max{λi}.
2.6.3 Numerical Results
We solve system (2.121) numerically for one of the three test problems proposed in [68].
The initial conditions are
M1(x) = 2 + ¯e
−(3(x−5))2 ,
M2(x) = −6(x− 5)¯e−(3(x−5))2 ,
A1(x) = ¯e
−(3(x−5))2 ,
A2(x) = −6(x− 5)¯e−(3(x−5))2 .

(2.125)
Here ¯ = 0.2 is a perturbation parameter. We consider a test problem, which is defined
by the parameters given in Table 2.9. Figure 2.8, shows the space-time distribution of
the computed solution up to time tout = 20. In the computations we use Ccfl = 0.9 and
a mesh of 200 cells. This test shows the evolution of the initial perturbation of a healthy
state to a steady-state solution that corresponds to an inflammatory state.
We compare our numerical solutions at the fixed time tout = 0.5s, for the optimal
ε3 = 2.9× 10−2, with those reported in [68] and with those obtained with the scheme of
[37]. Results are displayed in Figure 2.9 for M(x, tout). Excellent agreement is observed.
Table 2.8 contains detailed information concerning the computations performed. CPU
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Scheme CPU time ( tout = 0.5s) CPU time ( tout = 20s) ∆t
Scheme of Ref. [68] 1.20e− 01 4.37e+ 00 1.20e−02
Present method, ε = 2.9× 10−2 1.10e− 01 5.62e+ 00 2.42e−02
Present method, ε = 1.0× 10−2 1.70e− 01 9.22e+ 00 1.42e−02
Present method, ε = 1.0× 10−3 5.00e− 01 2.79e+ 01 4.50e−03
Scheme of Ref. [37], N = M = 3 5.71e+ 00 2.27e+ 02 3.00e−04
Table 2.8: CPU times and time steps for schemes of third order of accuracy, as applied
to system (2.114).
α1 α2 β δ1 δ2 γ1 γ2 τ1 τ2
0.01 0.1 8 2 1 1 1 1 42/43
Table 2.9: Parameters for the atherosclerosis model.
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Figure 2.8: Evolution in space and time of density of immune cellsM(x, t). Simulation
carried out up to tout = 20s, with 200 cells, ε = 2.9× 10−2 and Ccfl = 0.9.
times and time steps ∆t are shown for all three schemes and at two output times,
tout = 0.5s and tout = 20s.
In the next section we address the question of the applicability of the relaxation approach
to higher-order partial differential equations.
2.7 Limitations of Cattaneo’s relaxation approach
In this section we show that the Cattaneo relaxation approach adopted in this thesis
cannot be directly applied to third-order partial differential equations. In particular,
the methodology as applied to generalized Korteweg-deVries equations, leads to systems
with complex eigenvalues, and hence not hyperbolic.
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Figure 2.9: Results for function M(x, t). Comparisons amongst 3rd order numerical
solutions. Present scheme with ε = 2.9× 10−2 (empty square), the numerical solution
from [37] (filled triangle) and the reference solution from [68] (full line) at time tout =
0.5s. Computational parameters are: 200 cells and Ccfl = 0.9.
2.7.1 The governing equation
Let us consider partial differential equations written in the general form
∂tq = ∂xG(q, ∂xq, ∂
(2)
x q) + s(q, ∂xq, ∂
(2)
x q) , (2.126)
where G(q, ∂xq, ∂
(2)
x q) and s(q, ∂xq, ∂
(2)
x q) are two functionals. For convenience we define
∂qG(q, ∂xq, ∂
(2)
x q) = −α1(q, ∂xq, ∂(2)x q) ,
∂(∂xq)G(q, ∂xq, ∂
(2)
x q) = α2(q, ∂xq, ∂
(2)
x q) ,
∂
(∂
(2)
x q)
G(q, ∂xq, ∂
(2)
x q) = α3(q, ∂xq, ∂
(2)
x q) .

(2.127)
We impose α3 6= 0 to ensure a third order partial differential equation. By virtue of the
chain rule and definitions (2.127) we can express (2.126) as
∂tq + α1∂xq = α2∂
(2)
x q1 + α3∂
(3)
x q + s(q, ∂xq, ∂
(2)
x q) . (2.128)
Following the direct application of the original idea of Cattaneo’s, we sequentially replace
high-order spatial derivatives by functions q2(x, t) and q3(x, t), such that q2 → ∂xq1 and
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q3 → ∂xq2 ≡ ∂(2)x q1, and which, more formally, satisfy the following partial differential
equations
∂tq2 =
1
ε
(∂xq1 − q2) , ∂tq3 = 1
ε
(∂xq2 − q3) . (2.129)
Note that when ε→ 0 above, q1 → q, q2 → ∂xq1 and q3 → ∂xq2 ≡ ∂(2)x q1. The resulting
relaxation system written in quasilinear form is
∂tQ + A∂xQ = S(Q) , (2.130)
with
Q =

q1
q2
q3

, A =

α1 −α2 −α3
−1
ε
0 0
0 −1ε 0

, S =

s(q1, q2, q3)
−q2
ε
−q3
ε

. (2.131)
Note that (2.129) provides two functions whose limiting behaviour is that of the spatial
gradients. The original governing equation (2.128) can be represented in several forms.
Equations (2.130)-(2.131) represent all possible forms. Now the task is to determine the
nature of the system. To this end we study its eigenvalues, which are the roots of the
characteristic polynomial
p(λ) = λ3 − α1λ2 − α2
ε
λ+
α3
ε2
= 0 . (2.132)
From Cardano’s formula, we know that all roots of a third order polynomial
λ3 + aλ2 + bλ+ c = 0 (2.133)
are real if and only if the discriminant ∆ satisfies
∆ :=
(
2a3
27
− ab
3
+ c
)2
+
4
27
(
b− a
2
3
)3
≤ 0 . (2.134)
Therefore, identifying terms between (2.132) and (2.133), we note that two roots of
p(λ) = 0 will be complex if only if the discriminant ∆ satisfies
27∆ = −α1 α3
(
18α2
ε + 4α1
2
)
ε2
+
α2
2
(−4α2ε − α12)
ε2
+
27α3
2
ε4
> 0 . (2.135)
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The dominant term in (2.135), for small values of ε, is 27α23. Then ∆ > 0 for sufficiently
small ε. This claim is proved below.
Proposition 2.8. The first-order system (2.130) has complex eigenvalues under the
following condition on the relaxation parameter ε
√
3|α3|
M
√
15M + 22
> ε , M =
α21 + α2 + α
2
3
3
. (2.136)
Consequently, system (2.130) is not hyperbolic.
Proof. First note that (2.135) can be written as
27∆ =
F (ε)
ε4
, (2.137)
with
F (ε) = 27α23 − εr1 − ε2r2 (2.138)
and
r1 = 18α1α2α3 + 4α
3
2 , r2 = 4α
3
1α3 + α
2
1α
2
2 . (2.139)
Since
|α1| ≤
√
3M , α2 ≤ 3M , |α3| ≤
√
3M (2.140)
and ε < 1, after some manipulations, the claimed result follows.
2.7.2 Special cases
Here we illustrate the above result for more specific equations, in particular equations
of Korteweg-deVries type and Korteweg-deVries-Burgers type. A more detailed study
of the nature of eigenvalues of A can be carried out by noting that cubic polynomials
contain two local critical points (maximum and minimum), which are solutions of p′(λ) =
0, denoted here as λ− and λ+. If λ− 6= λ+ then the roots of p(λ) = 0 are all real if and
only if p(λ−) and p(λ+) have the same sign. The critical points in this case are
λ± =
α1 ±
√
α21 + 3
α2
ε
3
.
(2.141)
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For the particular case in which s = 0 and G has the form
G(q, ∂(2)x q) = G1(q) +G2(q, ∂
(2)
x q) , (2.142)
then
α2 = 0 . (2.143)
If in addition we assume α3 < 0 we obtain the generalized Korteweg-deVries equations
[31] and for α1(q1) = q1 we have the Korteweg-deVries-Burgers equations [99]. Therefore,
the characteristic polynomial becomes
p(λ−)
p(λ+)
= −4α1
3 ε2 − 27α3
27α3
. (2.144)
If α1 > 0 the polynomial has two complex roots; this is because p(λ−) and p(λ+) have
the same sign and λ− 6= λ+. On the other hand, if α1 < 0, then for
3
√
3|α3|
2|α1| 32
> ε , (2.145)
we again have that p(λ−) and p(λ+) have the same sign; therefore the polynomial has
complex roots and hence the formulation cannot be hyperbolic.
Note that the Korteweg-deVries-Burgers equation can be written as
G(q, ∂xq, ∂
(x)
x q) = G(∂
(2)
x q) , s(q, ∂xq, ∂
(x)
x q) = −q∂xq . (2.146)
We reformulate the system as
∂tq1 − α3(q1)∂xq3 = −q1q2 ,
∂tq2 − 1
ε
∂xq1 = −1
ε
q2 ,
∂tq3 − 1
ε
∂xq2 = −1
ε
q3 .

(2.147)
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In conservative form this can be written as (2.130), with
Q =

q1
q2
q3

, A =

0 0 −α3
−1
ε
0 0
0 −1ε 0

, S =

−q1q2
−q2
ε
−q3
ε

. (2.148)
The eigenvalues are
λ1 = −
(√
3 i− 1) α3 13
2 ε
2
3
, λ2 =
(√
3 i+ 1
)
α3
1
3
2 ε
2
3
, λ3 = −α3
1
3
ε
2
3
, (2.149)
with i2 = −1. Therefore, this reformulation does not yield a hyperbolic system.
2.8 Conclusions
In this chapter we have first extended the applicability of the Cattaneo relaxation ap-
proach to reformulate time-dependent advection-diffusion-reaction equations, that may
include stiff reactive terms, as hyperbolic balance laws with stiff source terms. The
procedure has been shown to be successful for second order PDEs but not so for third-
order PDEs, such as the Korteweg-deVries-Burgers type. Additionally, we have extended
the applicability of existent high-order numerical schemes to approximate numerically
advection-diffusion-reaction partial differential equations. Next, we defined a criterion
for selecting the relaxation time which depends only on the order of accuracy of the
numerical scheme used to solve the hyperbolic system and the mesh spacing. We have
studied linear and non-linear problems and have applied the methodologies to a diffusion-
reaction system modelling atherosclerosis. The proposed hyperbolisation procedures
turn out to give a generous stability range for the choice of the time step. This results in
considerably more efficient schemes than some methods subject to the parabolic restric-
tion reported in the current literature. Implementations of our numerical schemes and
convergence-rates assessment are carried out for methods of up to 7-th order of accuracy
in both space and time.
Chapter 3
Reformulations for general
advection-diffusion-reaction
equations and locally implicit
ADER schemes
3.1 Introduction
Advection-Diffusion-Reaction Partial Differential Equations (adrPDEs) govern many
physical phenomena, the heat equation being one of the simplest examples. Catta-
neo, in his pioneering work [24, 25], attempted to resolve the paradox of infinite speed
of wave propagation in the heat equation. He did so by extending Fourier’s law by in-
cluding a transient term dominated by a relaxation time. As a consequence, a first order
system with stiff source terms arises. See also the work of Vernotte [160] and the more
recent work of Nagy et al. [107] for a review of the subject. In this chapter we pursue
the relaxation approach of Cattaneo but first note that this is different to the relaxation
framework introduced by Jin and Xin [77] to transform non-linear hyperbolic systems
into enlarged linear hyperbolic systems with stiff source terms. The present approach is
also different to that introduced later by Jin et al. [73] to solve diffusive problems. See
also the related work of Liu [94].
The relaxation approach in the sense of Cattaneo has already been employed to approx-
imate numerically adrPDEs problems via hyperbolic reformulations. See, for example,
Go´mez and collaborators [58, 59], who solved time-dependent, linear advection-diffusion
equations in two space dimensions, in the frame of finite element methods. Nishikawa
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[111] solved the steady heat equation, reformulated as a hyperbolic system, using resid-
ual distribution methods [126, 127]. Later, Nishikawa [112] extended his methods to
solve steady, linear advection-diffusion equations in two space dimensions.
In the present chapter, following Cattaneo’s philosophy, we propose two classes of relax-
ation, whereby time-dependent, non-linear systems of advection-diffusion-reaction equa-
tions are reformulated as time-dependent, non-linear hyperbolic balance laws with stiff
source terms. The first type of relaxation, named Canonical Relaxation Formulation,
applies Cattaneo’s law to all variables, ending up with an enlarged system of double the
number of variables of the original adrPDE system. The second method, called Ad Hoc
Relaxation Formulation, depends on particular features of the problem at hand. In both
formulations, spatial gradients of the original variables are relaxed. In both cases the
original adrPDE system is recovered, as the relaxation parameter tends to zero.
There are two main issues to be considered. The first concerns the formulation at the
analytical level, that is the mathematical analysis of the resulting first-order inhomo-
geneous systems. Here we prove, in fairly general terms, necessary conditions for the
resulting systems to have real eigenvalues. The second crucial issue is that of devising
suitable numerical methods to solve the reformulated systems. In this chapter, we adopt
the ADER high order approach, first put forward by Toro et al. [150]. The ADER fi-
nite volume scheme for solving simple adrPDEs has already been investigated, see for
example the work of Titarev and Toro [145], Toro and Hidalgo [149] and Hidalgo et al.
[68]. The compressible Navier-Stokes equations were solved by Dumbser and collabora-
tors [37, 67]. In all of these cases, solutions were computed to high-order of accuracy in
space and time. However, the schemes reported were subject to the stability restriction
O(∆x2).
The ADER approach was first put forward by Toro et al. [150] for linear hyperbolic
problems, see also [132]. This methodology has been extended to non-linear hyperbolic
systems on Cartesian and unstructured meshes, see for example [21, 79–81, 141, 144, 146,
154, 155]. ADER has also been extended in the framework of discontinuous Galerkin
finite element methods by Dumbser and collaborators, see for example [35, 36, 43–45].
ADER methods are one-step, fully discrete schemes, containing two main ingredients,
namely (i) a high-order, non-linear spatial reconstruction procedure and (ii) solution of
a generalised Riemann problem at each cell interface to compute the numerical flux to
high accuracy. In the presence of source terms, local Cauchy problems inside the volumes
are used to compute the numerical source. Note that the spatial reconstruction could
also be linear (fixed stencil), but the non-linearity is required to circumvent Godunov’s
theorem [55, 147]. There are two types of generalised Riemann solvers: In the first
type, the solution at any time τˆ is obtained from the time evolution of the boundary
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extrapolated values of the reconstructed data, interacted at time τˆ , by the solution of a
classical Riemann problem at the cell interface [41, 66]. In the second type, the solution
is obtained at the cell interface from a time Taylor series expansion, whose coefficients
are determined from the solution of a classical non-linear Riemann problem, the use
of the Cauchy-Kowaleski procedure and the solution of a sequence of classical linear
Riemann problems for spatial derivatives [154]. See reviews [22, 100] and chapters 19
and 20 of [147].
In this chapter we present a new, locally implicit solver for generalised Riemann problem,
which is able to handle stiff source terms. The solver is an extension of that first put
forward by Montecinos and Toro for the scalar, linear case [101] and is inspired by the
work of Scott [133] who used the idea of implicit Taylor expansions to develop methods
to solve stiff ordinary differential equations. This new method can deal with hyperbolic
balance laws with stiff source terms, reconciling stiffness and high accuracy, unlike the
original solver of Toro and Titarev [154] that is unable to deal with stiff source terms.
The method is an alternative to that of Dumbser et al. [41]. In this chapter we apply the
proposed relaxation formulations and the new ADER-type numerical method to solve the
compressible Navier-Stokes equations. We systematically assess the computed results
and compare numerical solutions against accurate reference solutions for a range of
viscosity values. The results are very satisfactory. In addition we carry out a convergence
rates study to verify that that the theoretically expected accuracy is actually obtained
in practice.
The rest of this chapter is structured as follows. In Section 3.2 we state the form of
general advection-diffusion-reaction equations and introduce the relaxation approaches.
We also present theoretical results that ensure that all eigenvalues of the relaxation
systems are real. In Section 3 we apply the formulations to the compressible Navier-
Stokes equations and obtain a theoretical result for the Ad Hoc Relaxation Formulation
to ensure real eigenvalues. In section 3.4 we reviewed the ADER methodology, with
the focus on the Toro-Titarev solver and that of Harten et al. [66]. In addition, the
reconstruction procedure, Cauchy-Kowalewski procedure and the solution strategy for
the GRP via classical Riemann problems are illustrated. In section 3.5 we present
the newly proposed method. The methodology is assessed with scalar problems with
stiff source terms. In section 3.6 we present numerical results for the one-dimensional
compressible Navier-Stokes equations and convergence rates are empirically assessed. In
Section 3.7 conclusions and remarks are drawn.
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3.2 Advection-Diffusion-Reaction Equations
We consider systems of m non-linear advection-diffusion-reaction equations
∂tQ + ∂xF(Q) = ∂xG(Q, ∂xQ) + S(Q) . (3.1)
Here Q ∈ Rm is the vector of unknowns; F(Q) is the inviscid flux; G(Q, ∂xQ) represents
the viscous flux and S(Q) is the reaction term, a function of the unknown. For later use
we introduce the following matrices
A(Q) =
∂F(Q)
∂Q
, B(Q, ∂xQ) =
∂G(Q, ∂xQ)
∂Q
, D(Q, ∂xQ) =
∂G(Q, ∂xQ)
∂(∂xQ)
, (3.2)
and for convenience, we shall often drop their arguments. In this section, inspired by
the works of Cattaneo [24, 25] we introduce reformulations of adrPDEs (3.1), written as
first order systems. See also the work of Nishikawa [111].
3.2.1 Reformulations for advection-diffusion-reaction equations
The key step of the approach is to replace the spatial gradient ∂xQ in the viscous flux
by a new vector of unknowns. Formally, we introduce the vector U ∈ Rm and a small
parameter ε > 0, such that
U→ ∂xQ , as ε→ 0 . (3.3)
In addition, we introduce the following system of evolution equations
∂tU =
∂xQ−U
ε
. (3.4)
Now the original adrPDE system (3.1) of m equations is replaced by an enlarged first
order system of 2m equations
∂tQ + ∂xF(Q) = ∂xG(Q,U) + S(Q)
∂tU− ∂x
(
Q
ε
)
= −U
ε
.
 (3.5)
Equations (3.5) are called a relaxation system, with relaxation parameter ε. This gen-
eral formulation will be referred to as Canonical Relaxation Formulation, whose number
of unknown is double that of the original system.
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It is also possible to consider reduced, ad hoc, formulations which exploit the particular
features of the original adrPDE system of interest, so that the number of unknowns of
the extra equations n is less than that of the original system m. We introduce a vector
of new unknowns
Q˜ = [q˜1, q˜2, ..., q˜n]
T . (3.6)
with q˜k ∈ {q1, q2, ..., qm}, Q˜ ∈ Rn and n < m. The non-linear adrPDE system (3.1) has
now viscous flux given as
G(Q, ∂xΦ(Q˜)) , (3.7)
with Φ : Rn → Rr differentiable and r ≥ 1. In an analogous manner as for the canonical
relaxation formulation we introduce a function Ψ, of the same dimensions as Φ, and a
small parameter ε > 0 such that
Ψ→ ∂xΦ(Q˜) , as ε→ 0 . (3.8)
We also introduce the evolutions
∂tΨ =
∂xΦ(Q˜)−Ψ
ε
(3.9)
so that the enlarged new system becomes
∂tQ + ∂xF(Q) = ∂xG(Q,Ψ) + S(Q)
∂tΨ− ∂x
(
Φ(Q˜)
ε
)
= −Ψ
ε
.
 (3.10)
Equations (3.10) will be called the Ad Hoc Relaxation Formulation. Next we study
conditions for the hyperbolicity of both formulations.
3.2.2 Hyperbolicity of the relaxation formulations
Ensuring hyperbolicity of the formulations is a challenging task. For the general Canoni-
cal Relaxation Formulation we identify conditions under which the system has real eigen-
values. Unfortunately this falls short of proving hyperbolicity, for which in addition one
needs to show the existence of a complete set of linearly independent eigenvectors. For
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the Ad Hoc Relaxation Formulation the nature of the eigenstructure depends on the
particular system of interest and the analysis must be carried out case by case.
Both formulations can be written as
∂tW + ∂xH(W) = L(W) . (3.11)
For the Canonical Relaxation Formulation
W =

Q
U
 , L(W) =

0
−1εU
 , H(W) =

F(Q)−G(Q,U)
−1εQ
 , (3.12)
with W ∈ R2m. For the Ad Hoc Relaxation Formulation we have
W =

Q
Ψ
 , L(W) =

0
−1εΨ
 , H(W) =

F(Q)−G(Q,Ψ)
−1εΦ(Q˜)
 , (3.13)
with W ∈ Rm+r.
For later use we introduce the Jacobian matrix
J(W) =
∂H(W)
∂W
. (3.14)
Lemma 3.1. Let M1 and M2 be two real square matrices, with M2 a semi-positive
definite matrix. Then there exists a positive real number ε0 such that M1 +
1
εM2 is
semi-positive definite for all ε < ε0.
Proof. We prove this by contradiction. We suppose that there exists a vector v ∈ Rm,
with v 6= 0, such that
vTM1v +
1
εv
TM2v < 0 , ∀ε 6= 0 , (3.15)
which requires vTM1v 6= 0. Then, as v is fixed, if we take ε = ε¯ := vTM2v|vTM1v| in (3.15) we
obtain
(
vTM1v + |vTM1v|
)
< 0. This is a contradiction. Then there exists a positive
ε0 given as ε0 = ε¯. As
1
ε ≥ 1ε0 for all 0 < ε ≤ ε0 the result holds.
Lemma 3.2. Let A1 and A2 be square matrices, with A2 semi-positive definite. Then,
there exists a positive real number ε0, such that the quadratic matrix problem for Σ
Σ2 = A21 +
1
εA2 + [A1,Σ] , (3.16)
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with [A1,Σ] = A1Σ−ΣA1 the commutator operator, is solvable for all ε < ε0 .
Proof. This quadratic matrix problem in the sense of Shurbet et al. [140] corresponds
to a nonlinear algebraic-Riccati-equation type [63, 88]. Then, from Guo and Laub [64]
there exists a solution which is a positive definite matrix, if the Hamiltonian given by
H =
[
−A1 −I
− (A21 + 1εA2) −A1
]
, (3.17)
can be decomposed as αI−N, where Ni,j ≥ 0, α > ρ(N), with ρ(N) the spectral radius
of N. From Lemma 3.1 we take
M1 = A
2
1 , M2 = A2 . (3.18)
Then there exists ε0 such that A
2
1 +
1
εA2 is semi-positive definite for all ε < ε0, then as
for all α > −Ai,j the matrix
N =
[
αI + A1 I(
A21 +
1
εA2
)
αI + A1
]
(3.19)
satisfies the requirements [64] for all α and ε < ε0. The result follows.
Proposition 3.3. If D in (3.2) is similar to a semi-positive definite and all eigenvalues
of A−B from (3.2) are real. Then, there exists ε0 > 0 such that for ε < ε0 all eigenvalues
of the Jacobian (3.14) of the Canonical Formulation (3.11)-(3.12) are real.
Proof. The eigenvalues of J in (3.14) for (3.11)-(3.12) are the roots of the characteristic
polynomial
0 = p(λ) = det
(
λ2I− λ(A−B)− 1εD
)
, (3.20)
with I the identity matrix. Moreover, there exist matrices M¯1 and M¯2 such that
M¯1 + M¯2 = A−B , M¯1M¯2 = −1ε D . (3.21)
Therefore
(
λI− M¯1
) (
λI− M¯2
)
=
(
λ2I− λ(A−B) + −1ε D
)
(3.22)
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and so the eigenvalues of J are the eigenvalues of M¯1 or M¯2. Note from (3.21) that M¯1
satisfies
M¯21 +
−1
ε D = M¯1 (A−B) . (3.23)
We denote by δi eigenvalues of D, by µi the eigenvalues of A−B and by λi the eigenvalues
of J. Then from
(
M¯21 +
−1
ε D
)
vi = M¯1 (A−B) vi (3.24)
we obtain
(
λ2i − λiµi − 1εδi
)
vi = 0 . (3.25)
Therefore the sought eigenvalues have the form
λ±i =
1
2
(
µi ±
√
µ2i +
4
εδi
)
. (3.26)
Note, that the same result is obtained if we consider M¯2 with the relation
−1
ε D + M¯
2
2 = (A−B) M¯2 (3.27)
obtained from (3.21). On the other hand, as D is similar to a semi-positive matrix we
assume that there exist matrices Λ and P such that
Λ = P−1DP .
Then, motivated by Lemma 3.2 with
A1 = P
−1 (A−B) P , A2 = 4Λ , (3.28)
there exists a ε0 such that
Σ˜2 = (A˜− B˜)2 + 4εΛ +
[
A˜− B˜, Σ˜
]
(3.29)
is solvable for all ε < ε0. Note that for a given matrix C we have adopted the notation
C˜ := P−1CP. Therefore, M¯1 and M¯2 are defined as
M¯1 =
1
2
(
(A−B)−PΣ˜P−1
)
,
M¯2 =
1
2
(
(A−B) + PΣ˜P−1
)
.
(3.30)
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Hence the claimed result holds.
Remark 3.4. For very small values ε > 0 we observe that the eigenvalues λ±i behave as
λ±,∞i = ±
√
δi
ε
. (3.31)
This means that if D is a semi-positive definite matrix, then there exists a dominant
eigenvalue
√
δ
ε , where δ the largest of all eigenvalues of D.
3.3 The One-Dimensional Compressible Navier-Stokes Equa-
tions
The one-dimensional compressible Navier-Stokes equations are given as
∂tρ+ ∂x(ρu) = 0 ,
∂t (ρu) + ∂x
(
ρu2 + p
)
= 43∂
(2)
x (ηu) ,
∂tE + ∂x((E + p)u) =
4
3∂x (ηu∂xu)− ∂x (κ∂xT ) .

(3.32)
Here ρ is density, u is velocity, E is total energy, p is pressure, T is temperature, η is
viscosity coefficient, κ is the heat transfer coefficient. The total energy is given as
E = ρ
(
1
2u
2 + e(p, ρ)
)
, (3.33)
where e(p, ρ) is the specific internal energy. For ideal gases e(p, ρ) is given by the equation
of state
e(p, ρ) =
p
(γ − 1)ρ , (3.34)
with γ the ratio of specific heats. Here we take γ = 1.4. When written as (3.1), system
(3.32) has
Q =

ρ
ρu
E
 , F =

ρu
ρu2 + p
u(E + p)
 , G =

0
4
3η∂xu
4
3 (ηu∂xu)− (κ∂xT )
 . (3.35)
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In what follows we take
α = 43η , κ = 0 . (3.36)
3.3.1 Canonical formulation
To apply the canonical formulation following (3.11) and (3.12) we take U = [ψ1, ψ2, ψ3]
T ,
such that
ψ1 → ∂xρ , ψ2 → ∂x(ρu) , ψ3 → ∂xE , as ε→ 0 . (3.37)
This behaviour is achieved by the evolution equations
∂tψ1 = (∂xρ− ψ1) 1
ε
,
∂tψ2 = (∂x(ρu)− ψ2) 1
ε
,
∂tψ3 = (∂xE − ψ3) 1
ε
.

(3.38)
Therefore, the canonical formulation of (3.35) is
∂tρ+ ∂x(ρu) = 0 ,
∂t (ρu) + ∂x
(
ρu2 + p− α
(
ψ2
ρ
− uψ1
ρ
))
= 0 ,
∂tE + ∂x
(
u
(
E + p− α
(
ψ2
ρ
− uψ1
ρ
)))
= 0 ,
∂tψ1 + ∂x
(−1
ε ρ
)
= −1εψ1 ,
∂tψ2 + ∂x
(−1ερu) = −1εψ2 ,
∂tψ3 + ∂x
(−1εE) = −1εψ3 .

(3.39)
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When (3.39) is written as in (3.11), the matrices (3.2) become
A =

0 1 0
1
2
(γ − 3)u2 (3− γ)u γ − 1
1
2
(γ − 2)u3 − c
2u
γ − 1
(3− 2γ)
2
u2 − c
2
γ − 1 γu

,
B =

0 0 0
− α
ρ2
(
ψ2 − 2ψ1u
ρ
)
−αψ1
ρ3
0
−αu
ρ2
(
2ψ2 − 3ψ1u
ρ
)
α
ρ2
(
ψ2 − 2ψ1u
ρ
)
0

,
D = αρ

0 0 0
−u 1 0
−u2 u 0

.

(3.40)
Note that D = PΛP−1 where Λ is a diagonal matrix containing the eigenvalues of D
δ1 = δ2 = 0 , δ3 =
α
ρ
(3.41)
and P is given by
P =

1 0 0
u 0 1
0 1 u
 . (3.42)
The eigenvalues of matrix A are
a1 = u− c , a2 = u , a3 = u+ c , (3.43)
with
c =
√
γp
ρ
(3.44)
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being the sound speed. The eigenvalues of B are
b1 = −αψ1
ρ2
, b2 = b3 = 0 . (3.45)
Remark 3.5. We cannot give a closed form for the eigenvalues µi of A−B. However, from
Cardano’s formula [110], we known that all eigenvalues of A−B are real. Numerically,
we have verified that eigenvalues are always real, confirming the theory.
3.3.2 Ad Hoc relaxation formulation
System (3.35) allows an ad hoc relaxation formulation with
Q˜ =
[
ρ
ρu
]
≡
[
q1
q2
]
, Φ(Q˜) =
q2
q1
= u, Ψ = ψ . (3.46)
In this case Q˜ ∈ R2 and Ψ ∈ R. Introducing
ψ → ∂u∂x , as ε→ 0 (3.47)
the Ad Hoc Formulation, written in full, becomes
∂tρ+ ∂x(ρu) = 0 ,
∂t (ρu) + ∂x
(
ρu2 + p− αψ) = 0 ,
∂tE + ∂x(u(E + p− αψ)) = 0 ,
∂tψ = (∂xu− ψ) 1ε .

(3.48)
Proposition 3.6. If
α(γ − 1)ψ
ρ
< c2 , (3.49)
then all the eigenvalues of the Ad Hoc Formulation (3.48) are real, for ε satisfying
ε <
α
ρ|κ¯|
( √
3 + 2
2
√
3− 2
)
, (3.50)
with
κ¯ =
αψ(γ − 1)
ρ
− c2 . (3.51)
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Proof. System (3.48), written as (3.11), (3.13), but in physical variables and in quasi-
linear form becomes
∂tW + J(W)∂xW = S(W) , (3.52)
with
W =

ρ
u
p
ψ
 , S(W) =

0
0
0
−ψ
ε
 , J(W) =

u ρ 0 0
0 u 1ρ
−α
ρ
0 c2ρ− αψ(γ − 1) u 0
0 −1ε 0 0
 .(3.53)
The characteristic polynomial of J(W) has the form
p(x) = (u− x)
(
−α (u− x)
ρ ε
− (u− x)2 x+
(
c2 ρ− α (γ − 1) ψ) x
ρ
)
, (3.54)
of which clearly u is an eigenvalue. To find the other eigenvalues we should find the
roots of the reduced polynomial of third degree
p3(x) =
α (u− x)
ρ ε
+ (u− x)2 x−
(
c2 ρ− α (γ − 1)ψ) x
ρ
, (3.55)
which can be written as
p3(x) = x
3 + c1x
2 + c2x+ c3 . (3.56)
The roots of this polynomial can be found using the Cardano’s formula [110], which in
order to have real roots has the constraint
D ≤ 0 , (3.57)
where
D = Q3 +R2 (3.58)
and
Q =
3c2 − c21
9
, R =
9c1c2 − 27c3 − 2c31
54
. (3.59)
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The strategy will consist in writing D as function of u and look for conditions on pa-
rameters in order to satisfy D ≤ 0 for all u. Note that we can express Q and R as
Q = L1 − u
2
9
, R = u
(
L2 − u
2
27
)
, (3.60)
with
L1 = − α
3 ρ ε
+
αψ
3 ρ
(γ − 1)− c
2
3
= − α
3ρε
+
κ¯
3
,
L2 = − α
6 ρ ε
− αψ
3 ρ
(γ − 1) + c
2
3
= − α
6ρε
− κ¯
3
.
(3.61)
Therefore
D(u) = L31 + u
2
(
L22 −
L21
3
)
+
u4
27
(L1 − 2L2) , (3.62)
or
D(u) = d0 + u
2d1 +
u4
27
d2 , (3.63)
where
d0 := L
3
1 , d1 := L
2
2 − L21/3 , d2 := L1 − 2L2 . (3.64)
As κ¯ < 0 then d0 < 0 and as ε satisfies
ε <
α
ρ|κ¯|
( √
3 + 2
2
√
3− 2
)
, (3.65)
then d1 < 0 and d2 = κ¯ < 0 by definition. So D(u) < 0 for all u. Therefore the solutions
can be found as
λ1 = S1 + S2 − a1
3
,
λ2 = −S1 + S2
2
− a1
3
+ i
√
3
2
(S1 − S2) ,
λ3 = −S1 + S2
2
− a1
3
− i
√
3
2
(S1 − S2) ,

(3.66)
where
S1 =
3
√
R+
√
D ,S2 =
3
√
R−√D . (3.67)
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Remark: The above proposition imposes a strong restriction on variable ψ, which is
undesirable. Next, we improve upon this result.
Proposition 3.7. The Ad Hoc Relaxation Formulation (3.48) has real eigenvalues for
sufficiently small relaxation parameter ε satisfying
ε ≤ α
3ρM∗
, (3.68)
with
M∗ =
160
3
(
u2 + |K|
2
)
, K =
κ¯
3
=
1
3
[
ψα(γ − 1)
ρ
− c2
]
. (3.69)
Proof. We note that L1 and L2 in (3.61) can be written as
L1 = M +K , L2 =
M
2
−K , (3.70)
with
M = − α
3ρε
. (3.71)
Thus from (3.62) we obtain
D = M3 + p2(M) , (3.72)
with
p2(M) = M
2
(
3K − u
2
12
)
+M
(
3K2 − 5u
2K
2
)
+
(
K3 +
2u2K2
3
+ 3u4K
)
.(3.73)
Note that we need the range of M < 0 such that D ≤ 0, which is equivalent to the range
of M > 0 such that
p2(−M) < M3 . (3.74)
In such a case we observe that
−M
(
3K2 − 5u
2K
2
)
≤ 5
2
Mu2|K| , (3.75)
for all K and M > 0 and thus
p2(−M) ≤ 3M2K +M 5
2
|K|u2 +
(
K3 +
2u2K2
3
+ 3u4K
)
. (3.76)
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On the other hand we define L˜ = 1603 and M˜ such that
u2 ≤ 2M˜, |K| ≤ 2M˜ . (3.77)
Therefore (3.76) satisfies
p2(−M) ≤M2 M˜6 +MM˜210 + M˜3
(
112
3
)
. (3.78)
By considering M in the range M˜L˜ ≤M , then M˜2 ≤ M˜M and M˜3 ≤ M˜2M . Therefore
p2(−M) ≤M2 M˜
(
160
3
) ≤M3 . (3.79)
Hence (3.74) is satisfied for M > M˜L˜ and the result holds, with M˜ = u
2+|K|
2 .
Remark 3.8. With above results we have demonstrated a necessary condition for systems
resulting from relaxation formulation of (3.1), (3.35) to be hyperbolic. We are also in a
position to give the form of the eigenvalues, as shown in appendix A. From a numerical
point of view, with this information, we are able to improve upon existing strategies,
whereby eigenvalue are estimated on splitting between viscous and inviscid operators
[39, 67, 113]. In appendix A we consider a linear problem and we make a comparison of
the splitting technique and our approach.
The following section is devoted to recall a new methodology to solve hyperbolic systems
with stiff source terms.
3.4 ADER Finite Volume Schemes for Advection-Reaction
Equations. Brief Review
Consider the hyperbolic balance laws
∂tQ + ∂xF(Q) = S(Q) . (3.80)
By integrating (3.80) in the control volume V = [xi− 1
2
, xi+ 1
2
]× [tn, tn+1] we obtain
Qn+1i = Q
n
i −
∆t
∆x
[
Fi+ 1
2
− Fi− 1
2
]
+ ∆tSi , (3.81)
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with
Qni =
1
∆x
∫ x
i+ 12
x
i− 12
Q(x, tn)dx ,
Fi+ 1
2
=
1
∆t
∫ tn+1
tn
F(Q(xi+ 1
2
, t))dt ,
Si =
1
∆t∆x
∫ x
i+ 12
x
i− 12
∫ tn+1
tn
S(Q(x, t))dtdx .

(3.82)
Here ∆x = xi+ 1
2
−xi+ 1
2
and ∆t = tn+1− tn. Note that (3.81) is exact whenever integrals
in (3.82) are satisfied exactly.
Finite volume methods are based on reinterpreting formula (3.81) approximately. In this
manner, an approximation to Fi+ 1
2
becomes the numerical flux and and approximation
to Si becomes the numerical source. There are many ways of constructing finite volume
methods.
Next we briefly review the ADER methodology based on the one-step finite volume
formula (3.81). For background on ADER see Chaps. 19 and 20 of [147] and references
therein. ADER has two main steps: (1) non-linear spatial reconstruction and (2) solution
of the generalised Riemann problem to compute Fi+ 1
2
and Si to high order of accuracy.
3.4.1 Generalized Riemann Problem
The Generalized Riemann Problem (GRP) is a particular Cauchy problem with piecewise
smooth initial data, namely
∂tQ + ∂xF(Q) = S(Q) ,
Q(x, 0) =

QL(x) x < 0 ,
QR(x) x > 0 .

(3.83)
Here QL(x) and QR(x) are, for example, polynomials of degree M resulting from a
reconstruction procedure. We are interested in the solution at the interface position, as
function of time, denoted by QLR(τ). Next we briefly review two existent solvers for
the GRP based on the Cauchy-Kowalewski procedure, illustrated below.
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3.4.2 The Cauchy-Kowalewski procedure
We can express time derivatives in term of spatial derivatives by using the governing
equations. To illustrate the procedure we consider the scalar hyperbolic balance law
∂tq + ∂xf(q) = s(q) . (3.84)
We define functionals G(1), G(2), . . . , G(k) as
∂tq = G
(1)(q, ∂xq) , ∂
(2)
t q = G
(2)(q, ∂xq, ∂
(2)
x q) , ∂
(k)
t q = G
(k)(q, ∂xq, . . . , ∂
(k)
x q) .(3.85)
In particular
G(1)(q, ∂xq) := s(q)− λ(q)∂xq ,
G(2)(q, ∂xq, ∂
(2)
x q) := [s(q)− λ(q)∂xq]
[
µ(q)− λ(q)′∂xq
]
−λ(q)
(
µ(q)∂xq − λ(q)′(∂xq)2 − λ(q)∂(2)x q
)
,

(3.86)
with
λ(q) =
df(q)
dq
. (3.87)
For the spacial case f(q) = λq and s(q) = βq, with λ and β constant
G(k)(q, ∂xq, ..., ∂
(k)
x q) :=
k−l∑
l=0
βk−lλl
k!
(k − l)!l!∂
(l)
x q , (3.88)
where ∂
(0)
x q = q and n! = n(n− 1)!, with notation 0! = 1.
The same procedure applies for systems, but symbolic manipulators may be needed
for the calculations. The Cauchy-Kowalewski procedure replaces time derivatives by a
functional of spatial derivatives
∂
(k)
t Q(x, t) = G
(k)(Q(x, t), ..., ∂
(k)
x Q(x, t)) . (3.89)
G(k) will be called Cauchy-Kowalewski functional, whose arguments will often be omit-
ted.
Next we review two solvers based on Taylor expansions and the Cauchy-Kowalewski
procedure. Two more solvers are found in [22] and [41]. For a thorough review of GRP
solvers see [100].
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3.4.3 The Toro-Titarev solver (TT)
Following [154] the solution of QLR(τ) at the interface is assumed to have the Taylor
series expansion
QLR(τ) = Q(0, 0+) +
M∑
k=1
τk
k!
∂
(k)
t Q(0, 0+) , (3.90)
with
Q(0, 0+) = lim
t→0+
Q(0, t) . (3.91)
Following (3.89), time derivatives ∂
(k)
t Q are replaced by their respective Cauchy-Kowalewski
functionals G(k)
∂
(k)
t Q(0, 0+) = G
(k)(Q(0, 0+), ..., ∂
(k)
x Q(0, 0+)) . (3.92)
The leading term Q(0, 0+) is found as the self-similar solution of the classical Riemann
problem
∂tQ + ∂xF(Q) = 0 ,
Q(x, 0) =

QL(0−) = lim
x→0−
QL(x) x < 0 ,
QR(0+) = lim
x→0+
QR(x) x > 0 .

(3.93)
Spatial derivatives are found as self-similar solutions of the following derivative, classical
Riemann problems
∂t
(
∂
(k)
x Q
)
+ A(Q(0, 0+))∂x
(
∂
(k)
x Q
)
= 0 ,
∂
(k)
x Q(x, 0) =

Q
(k)
L (0−) = limx→0−
dk
dxk
QL(x) x < 0 ,
Q
(k)
R (0+) = limx→0+
dk
dxk
QR(x) x > 0 ,

(3.94)
where A(Q) is the Jacobian. Details on the evolution equations in (3.94) for spatial
derivatives can be found in [154].
Note that this solver requires (a) the solution of one non-linear classical Riemann prob-
lem for the leading term and (b) the solution of a sequence of linear classical Riemann
problems for spatial derivatives.
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3.4.4 The Harten-Engquist-Osher-Chakravarthy (HEOC) solver
Here we review the re-interpretation of Castro and Toro [22] of the Harten et al. method
[66]. The GRP solution QLR(τ) at each time τ is found as the self-similar solution of
the associated classical Riemann problem
∂tQ + ∂xF(Q) = 0 ,
Q(x, 0) =

QˆL(τ) x < 0 ,
QˆR(τ) x > 0

(3.95)
evaluated at the interface x/t = 0, where
QˆL(τ) = QL(0) +
M∑
k=1
τk
k!
G(k) (QL(0), ..., ∂xQL(0)) ,
QˆR(τ) = QR(0) +
M∑
k=1
τk
k!
G(k) (QR(0), ..., ∂xQR(0)) .

(3.96)
Note that this solver generally requires (a) the solution of K non-linear, classical Rie-
mann problems at the interface and (b) the evaluation of two Taylor series expansions
(3.96) at each integration time τk, for k = 1, 2, . . . ,K, where K is the number of inte-
gration points in the evaluation of the time integral to find the numerical flux in (3.82).
3.5 A New Locally Implicit Solver for the GRP
It is possible to solve the GRP by means of an implicit Taylor series expansion, as shown
below. Such implicit form allows us to develop an alternative to solver, still based on
Taylor series expansion and the Cauchy-Kowalewski procedure. This solver has the
advantage of being able to handle stiff source terms and therefore is directly applicable
to the hyperbolic reformulations of advection-diffusion-reaction equations, as presented
in Sect. 3.2.1. The methodology was first communicated in [101] for the scalar case. We
call the solver the MT solver (for Montecinos and Toro).
3.5.1 Implicit Taylor series expansion
A key aspect of the Montecinos-Toro Implicit Solver results from the following, simple
observation.
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Lemma 3.9. Let Q(x, τ) be an analytical function of τ , then Q(x, τ) can be expressed
in terms of the implicit Taylor series in time
Q(x, τ) = Q(x, 0+)−
∞∑
k=1
(−τ)k
k!
∂
(k)
t Q(x, τ) . (3.97)
Proof.
Q(x, 0+) = lim
→0
Q(x, 0 + )
= lim
→0
Q(x, τ − τ + )
= lim
→0
{
Q(x, τ) +
∞∑
k=1
(−τ + )k
k!
∂
(k)
t Q(x, τ)
}
= Q(x, τ) +
∞∑
k=1
(−τ)k
k!
∂
(k)
t Q(x, τ) .
(3.98)
Note that from the analyticity of Q(x, τ) the Taylor series is uniformly convergent for
ε, so the limiting operation can be interchanged with the summation. Therefore solving
for Q(x, τ) gives the sought result.
This result will be used both for computing the numerical flux, for which we need Q(0, τ),
and for computing the source term within the control volume.
The result just proved will be used to construct an alternative GRP solver to that of
Toro and Titarev based on the explicit Taylor expansion (3.90). The present solver is
based on the implicit expansion (3.97) at x = 0, truncated after M terms, that is
Q(0, τ) = Q(0, 0+)−
M∑
k=1
(−τ)k
k!
∂
(k)
t Q(0, τ) , (3.99)
where the Cauchy-Kowalewski functionals are used to evaluate time derivatives as in
(3.92) but now done implicitly
∂
(k)
t Q(0, τ) = G
(k)(Q(0, τ), ..., ∂
(k)
x Q(0, τ)) . (3.100)
Then expansion (3.99) becomes
Q(0, τ) = Q(0, 0+)−
M∑
k=1
(−τ)k
k!
G(k)(Q(0, τ), ..., ∂(k)x Q(0, τ)) . (3.101)
In [101], only the source term was considered implicitly; spatial derivatives were dealt
with explicitly resulting in a useful scheme but with a much reduced stability range.
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The present formulation overcomes that problem, restoring stability in the expected full
range of explicit ADER schemes for non-stiff problems, unity for the model equation.
For the present formulation, for each time τ , we have M algebraic problems for spatial
derivatives
∂
(l)
x Q(0, τ) = ∂
(l)
x Q(0, 0+)−
M−l∑
k=1
(−τ)k
k!
∂
(k)
t (∂
(l)
x Q(0, τ)) , l = 1, ...,M , (3.102)
which by virtue of (3.100) becomes
∂
(l)
x Q(0, τ) = ∂
(l)
x Q(0, 0+)−
M−l∑
k=1
(−τ)k
k!
∂(l)x G
(k)(Q(0, τ), ..., ∂(k)x Q(0, τ)) . (3.103)
In the next section we present a second-order version of this scheme, though the approach
is capable of producing schemes of any order.
3.5.2 Second-order MT solver for GRP
We consider the problem (3.83), with QL(x) and QR(x) polynomials of degree one. We
denote by A the Jacobian of F with respect to Q and by B the Jacobian of S with
respect to Q.
3.5.2.1 The MT-TT approach
Here we present an extension of the TT approach for solving the GRP, whereby a locally
implicit approach is used. For the second order scheme one has
Q(0, τ) = Q(0, 0+) + τ∂tQ(0, τ) . (3.104)
Using the Cauchy-Kowalewski procedurewe have
Q(0, τ) = Q(0, 0+) + τ [−A(Q(0, τ))∂xQ(0, τ) + S(Q(0, τ))] . (3.105)
To evaluate spatial derivatives we use again the implicit Taylor series
∂xQ(0, τ) = ∂xQ(0, 0+) + τ∂t(∂xQ(0, τ)) . (3.106)
which after using the Cauchy-Kowalewski procedure becomes
∂xQ(0, τ) = ∂xQ(0, 0+) + τ∂x [−A(Q(0, τ))∂xQ(0, τ) + S(Q(0, τ))] . (3.107)
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At this stage we linearise A(Q) by evaluating it at the leading term Q(0, 0+). Then
∂xQ(0, τ) = ∂xQ(0, 0+) + τ∂x [−A(Q(0, 0+))∂xQ(0, τ) + S(Q(0, τ))] . (3.108)
Since QL(x) and QR(x) are of degree one
∂xQ(0, τ) = ∂xQ(0, 0+) + τB(Q(0, τ))∂xQ(0, τ) , (3.109)
from which
∂xQ(0, τ) = [I− τB(Q(0, τ))]−1 ∂xQ(0, 0+) , (3.110)
where I denotes the identity matrix. By substituting (3.110) into (3.105) and denoting
Q(0, τ) by QLR, we obtain a non-linear algebraic system for QLR, at a specified time τ ,
namely
QLR = Q(0, 0+) + τ
[
−A(QLR) [I− τB(QLR)]−1 ∂xQ(0, 0+) + S(QLR)
]
. (3.111)
Then, by solving (3.111) we obtain the solution of the GRP at given the time τ . We use
a nested Newton method, written as fixed point iteration
Qr+1LR = Q(0, 0+) + τ
[
−A(Qr+1LR ) [I− τB(QrLR)]−1 ∂xQ(0, 0+) + S(Qr+1LR )
]
. (3.112)
Note that in this formulation the leading term Q(0, 0+) and the derivative ∂xQ(0, 0+)
are computed as in the Toro-Titarev scheme, by solving (3.93) and (3.94) respectively.
3.5.2.2 The MT-HEOC approach
The HEOC approach for solving the GRP can also be extended by resorting to a locally
implicit approach. The solution QLR(τ) is found as the self-similar solution of the
classical Riemann problem
∂tQ + ∂xF(Q) = 0 ,
Q(x, 0) =

QˆL(τ) x < 0 ,
QˆR(τ) x > 0 ,

(3.113)
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with initial condition obtained from two implicit Taylor series expansions, namely
QˆL(τ) = QL(0) + τ
[
−A(QˆL(τ))
[
I− τB(QˆL(τ))
]−1
∂xQL(0) + S(QˆL(τ))
]
,
QˆR(τ) = QR(0) + τ
[
−A(QˆR(τ))
[
I− τB(QˆR(τ))
]−1
∂xQR(0) + S(QˆR(τ))
]
.
(3.114)
Next we illustrate the second order scheme for a scalar case.
3.5.2.3 Second-order scheme for the model advection-reaction equation
We illustrate the methodology by constructing a second-order scheme based on the
solution to the Generalized Riemann problems via an implicit Taylor series, all as applied
to the model scalar equation
∂tq(x, t) + λ∂xq(x, t) = βq(x, t) , β ≤ 0 . (3.115)
We assume the solution of (3.115) to be computed with the one-step finite volume
formula (3.81), on a computational domain consisting on M cells. To update the solution
from time tn to time tn+1 the ADER methodology requires (i) a reconstruction procedure
and (ii) the solution of GRPs to compute the numerical flux and the numerical source.
3.5.2.4 ENO reconstruction
We adopt the ENO reconstruction procedure by constructing local, first-degree polyno-
mials pi(x) in each cell [xi− 1
2
, xi+ 1
2
], of the form
pi(x) = q
n
i + (x− xi)∆i , (3.116)
with xi = (xi+ 1
2
+xi− 1
2
)/2. Recall that in order to circumvent Godunov’s Theorem [55],
the reconstruction must be non linear. See Chap. 20 of [147] for background. Here the
non-linearity of the scheme is ensured by taking the slope ∆i as
∆i =

qni − qni−1
∆x
if |qni − qni−1| < |qni+1 − qni | ,
qni+1 − qni
∆x
if |qni − qni−1| ≥ |qni+1 − qni | .
 (3.117)
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3.5.2.5 Generalized Riemann problem
For a second-order scheme the generalised Riemann problem for (3.115) has piecewise
linear initial conditions. That is the GRP is
∂
∂t
q(x, t) + λ
∂
∂x
q(x, t) = βq(x, t) ,
q(x, 0) =
 pi(x) if x < xi+ 12 ,pi+1(x) if x > xi+ 1
2
,

(3.118)
where pi(x) and pi+1(x) are reconstruction polynomials of degree one on the left and right
sides of the interface x = xi+ 1
2
. We transform the problem (3.118) to local coordinates
via ξ = x − xi+ 1
2
and τ = t − tn. Let qLR(τ) be the time-dependent solution of the
generalised Riemann problem (3.118) at the interface in local reference coordinates; we
express qLR(τ) via the first-order implicit Taylor series in time as
qLR(τ) = q(0, 0+) + τ∂tq(0, τ) . (3.119)
The time derivative is evaluated using Cauchy-Kowalewski functional G(1) which de-
pends on the data and its spatial derivative, which from (3.115) is given as
G(1) (q(0, τ), ∂xq(0, τ)) := −λ∂xq(0, τ) + βq(0, τ) . (3.120)
Recall that q(0, τ) is the sought solution at the interface position. The term ∂∂xq(0, τ) is
found as
∂xq(0, τ) = ∂xq(0, 0+) + τ∂x [βq(0, τ)− λ∂xq(0, τ)] ,
∂xq(0, τ) = ∂xq(0, 0+) + βτ∂xq(0, τ) ,
∂xq(0, τ) =
∂xq(0, 0+)
1− τβ .

(3.121)
By replacing the first spatial derivative in (3.120) and solving the implicit Taylor series
(3.119) for qLR(τ) we obtain
qLR(τ) =
q(0, 0+)− τλ
1− τβ ∂xq(0, 0+)
1− τβ . (3.122)
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The leading term q(0, 0+) is computed as the self-similar solution, at the interface, of
the classical Riemann problem
∂tq(x, t) + λ∂xq(x, t) = 0 ,
q(x, 0) =

pi(xi+ 1
2
) ≡ qni +
∆x
2
∆i, x < 0 ,
pi+1(xi+ 1
2
) ≡ qni+1 −
∆x
2
∆i+1, x > 0 .

(3.123)
Analogously, the spatial derivative ∂xq(0, 0+) is computed as the self-similar solution,
at the interface, of the classical Riemann problem
∂t (∂xq(x, t)) + λ∂x (∂xq(x, t)) = 0 ,
∂xq(x, 0) =

d
dx
pi(xi+ 1
2
) ≡ ∆i, x < 0 ,
d
dx
pi+1(xi+ 1
2
) ≡ ∆i+1, x > 0 .

(3.124)
3.5.2.6 Numerical flux and numerical source
For λ > 0 the solutions of the classical Riemann problems (3.123) and (3.124) at the
interface are
q(0, 0+) = q
n
i +
∆x
2 ∆i , ∂xq(0, 0+) = ∆i . (3.125)
The sought GRP solution at the interface is
qLR(τ) =
qni +
∆x
2
∆i − τλ
1−∆tβ∆i
1− βτ . (3.126)
We are now able to evaluate the numerical flux. For second-order accuracy it is enough
to use the mid-point integration rule for which one integration point is needed. We
obtain
fi+ 1
2
= λ

qni +
∆x
2 ∆i −
∆t
2 λ
1− ∆t2 β
∆i
1− β∆t2
 . (3.127)
To compute the numerical source term we use the same methodology, but now we solve
an initial value problem inside the cell, consisting of the governing equation (3.115) and
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the function pi(x) as initial condition. Following (3.82) we need to evaluate a space-
time integral, for which we again use the mid-point rule in space and time. Then we
only need the solution in time, to the initial value problem at xi, which is expressed
with a Taylor series analogous to (3.119), but with leading term q(0, 0+) = pi(xi) and
∂xq(0, 0+) =
d
dxpi(xi). Then the numerical source is
si = β

qni −
∆t
2 λ
1− ∆t2 β
∆i
1− β∆t2
 . (3.128)
The second-order, locally implicit ADER scheme for the model advection-reaction equa-
tion is now complete. The numerical flux and the numerical source are inserted into the
finite volume formula (3.81) to march the solution in time.
3.5.3 Numerical experiments for model advection-reaction equation
Here we assess the methodology with two classical test problems with stiff source terms.
3.5.3.1 Convergence rates study
We consider equation (3.115) with flux f(q) = λq, source s(q) = βq, domain [0, 1], initial
condition
q(x, 0) = sin(2pix) (3.129)
and periodic boundary conditions. Table 3.1 shows convergence rates for this test, for
β = −10, Ccfl = 0.9, at the output time tout = 1. As expected, second-order accuracy
is achieved.
3.5.3.2 LeVeque and Yee Test
We apply the scheme to the challenging LeVeque-Yee test [90]. The flux is f(q) = λq and
the source term has the expression s(q) = βq(q − 1)(q − 12), with β ≤ 0, constant. The
computational domain is [0, 1] and boundary conditions are transmissive. The initial
condition is
q(x, 0) =

1 if x < 0.3 ,
0 if x > 0.3 .
(3.130)
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Theoretical order : 2
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
32 2.46e− 05 3.95 9.43e− 06 3.53 1.11e− 05 3.85
64 2.59e− 06 3.25 1.77e− 06 2.42 1.83e− 06 2.61
128 5.47e− 07 2.24 4.06e− 07 2.12 4.22e− 07 2.11
256 1.45e− 07 1.92 9.93e− 08 2.03 1.04e− 07 2.02
512 4.90e− 08 1.56 2.47e− 08 2.01 2.62e− 08 2.00
Table 3.1: Empirical convergence rates for linear advection-reaction equation at out-
put time tout = 1, with β = −10 and CFL number Ccfl = 0.9. Second-order accuracy
is attained.
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Figure 3.1: LeVeque-Yee Test. Numerical solution (symbols) compared against the
exact solution (line) at the output time tout = 0.3, for β = −1000. Computational
parameters are: M = 100 cells and CFL number Ccfl = 0.5.
Figure 3.1 shows a comparison between exact (line) and numerical (symbols) solutions
at time tout = 0.3, for β = −1000, M = 100 cells and Ccfl = 0.5.
We remark that ADER-type schemes with conventional GRP solvers using explicit Tay-
lor series expansions are unable to capture the correct solution, with the correct wave
speed. In the next section we apply the proposed methodology to solve the compressible
Navier-Stokes equations via two relaxation approaches, leading to stiff balance laws.
3.6 Application to the Compressible Navier-Stokes Equa-
tions
Here we implement the new MT solver in the HEOC framework, in which only one clas-
sical non-linear Riemann problem is solved at the cell interface but two implicit Taylor
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expansions are required, one on each side of the interface. The other possibility is to use
the solver MT in the Titarev-Toro framework (TT). For this one would need to solve
one classical non-linear Riemann problem for the leading term and one linear, classi-
cal Riemann problem for the spatial derivative. If the eigenstructure of the equations
were known, then an exact or approximate classical Riemann solver could be used to
find the state Q(0, 0+). See [147] and references therein. However, for the reformulated
Navier-Stokes equations we do not know the complete eigenstructure and it is a pending,
formidable task to find a state-Riemann solver. It is easier to find an approximate flux
Riemann solver and this is why the MT-HEOC formulation is more attractive. Here we
use the Dumbser-Osher-Toro (DOT) Riemann solver, [47] and the complete eigenstruc-
ture is computed numerically. See [104] for recent developments and a novel application
to haemodynamics. Next, we briefly describe the DOT solver to evaluate the numerical
flux in the finite volume formula (3.81) associated to (3.11).
3.6.1 Dumbser-Osher-Toro (DOT) Riemann solver: Numerical flux
Let J(W) be the Jacobian matrix of H(W) with respect to W in (3.11); let λi(W) be the
i−th eigenvalue of J(W) and let Λ(W) be the diagonal matrix formed by all eigenvalues
λi(W). Then we denote by R(W) the matrix formed by the right eigenvectors of J(W)
and define
λi(W)
+ = max{λi(W), 0} , λi(W)− = min{λi(W), 0} . (3.131)
Let Λ(W)+ be the diagonal matrix formed by λi(W)
+ and let Λ(W)− be the diagonal
matrix formed by λi(W)
−. Then we define the matrices |Λ| and |J| by
|Λ(W)| = Λ(W)+ −Λ(W)− (3.132)
and
|J(W)| = R(W)|Λ(W)|R(W)−1 . (3.133)
Let us consider the interface xi+ 1
2
where data on the left is denoted by WL and that on
the right is denoted by WR. Then the numerical flux at the interface is
Hi+ 1
2
= 12 (H(WL) + H(WR))− 12
(∫ 1
0
|J(Φ(s))|ds
)
(WR −WL) . (3.134)
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By evaluating the integral numerically using a Gaussian quadrature of nG points, with
weights {ωj , sj}, the numerical flux is
Hi+ 1
2
= 12 (H(WL) + H(WR))− 12
 nG∑
j=1
ωj |J(Φ(sj))|
 (WR −WL) , (3.135)
with the linear path defined as
Φ(s) = WL + s (WR −WL) . (3.136)
We have used three Gaussian points to evaluate integrals. The time step ∆t at time tn
is computed as
∆t = Ccfl
∆x
λmax
, (3.137)
where
λmax = maxi=1,...,M {maxj=1,...,m {|λj(Wni )|}} .
3.6.2 Convergence rates study
We assess empirically, the convergence rates of the present scheme as applied to the
compressible Navier-Stokes equations. Following [37] we define the function
Q˜(x, t) =

ρ¯+ ρ0cos(kx− ωt)
u¯+ u0sin(kx− ωt)
p¯+ p0sin(kx− ωt)
 (3.138)
which we then introduce into the governing equations, resulting in the modified system
∂tQ + ∂xF(Q) = ∂xG(Q, ∂xQ) + S˜(x, t) . (3.139)
Here the source term S˜(x, t), which depends only on x and t, can be computed explicitly.
We take k = 2pi/L, L = 2, ω = 2pi, ρ¯ = 1, p¯ = ρ¯/γ, u¯ = 0, ρ0 = p0 = 1/2 and
v0 = 1/4. In the numerical experiments we take CCFL = 0.7, ε = 10
−4 and output time
is tout = 0.5. Periodic boundary conditions are applied.
Comparison of the canonical relaxation formulation and ad the hoc relaxation formula-
tion against the exact solution (3.138) is shown in Figure 3.2 for density and pressure.
Numerical results were obtained with M = 128 cells. Excellent agreement is observed.
Empirical convergence rates are depicted in table 3.2 for the ad hoc relaxation formula-
tion, for the velocity, while Table 3.3 shows empirical convergence rates for the canonical
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relaxation formulation, again for velocity. Second-order of accuracy is attained with both
approaches. Note that for the value of ε used here, the associated hyperbolic relaxation
problem is stiff. Thus conventional, explicit GRP solvers introduced in section 3.4 are
unsuitable to solve this problem. This highlights the importance of the local, implicit
formulation of the GRP solver presented in this chapter.
Theoretical order : 2
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
16 1.52e− 01 - 1.86e− 01 - 1.44e− 01 -
32 6.90e− 02 1.14 8.35e− 02 1.15 6.33e− 02 1.19
64 2.11e− 02 1.71 2.29e− 02 1.87 1.77e− 02 1.84
128 5.55e− 03 1.93 5.26e− 03 2.12 4.44e− 03 2.00
Table 3.2: Compressible Navier-Stokes equations. Empirical convergence rates for
the Ad Hoc Relaxation Formulation. Parameters are: ε = 10−4, µ = 3/40Pa/s, output
time tout = 0.5s and Ccfl = 0.7. Second-order accuracy is attained.
Theoretical order : 2
Mesh L∞ - err L∞- ord L1 - err L1 - ord L2 - err L2 - ord
16 1.53e− 01 - 1.86e− 01 - 1.45e− 01 -
32 6.92e− 02 1.14 8.38e− 02 1.15 6.35e− 02 1.19
64 2.12e− 02 1.71 2.29e− 02 1.87 1.77e− 02 1.84
128 5.59e− 03 1.92 5.26e− 03 2.12 4.44e− 03 2.00
Table 3.3: Compressible Navier-Stokes equations. Empirical convergence rates for the
Canonical Relaxation Formulation. Parameters are: ε = 10−4, µ = 3/40Pa/s, output
time tout = 0.5s and Ccfl = 0.7. Second-order accuracy is attained.
3.6.3 Shock-tube problem
Here we assess the hyperbolic formulations and the numerical schemes presented in this
chapter for a problem with discontinuous initial conditions so that the solution includes
a shock wave, a contact surface and a rarefaction wave. The computational domain
is [−1, 1], with the initial discontinuity at x = 0. To the left of x = 0 the initial
condition is: density ρL = 1.29Kg/m
3, velocity uL = 0m/s, pressure pL = 2929.73Pa.
To the right of x = 0 the initial condition is: ρR = 1.784Kg/m
3, velocity uR = 0m/s,
pressure pR = 4349.31Pa. See [89] for details about the range of physical parameters for
gases. Here we simulate three cases with different viscosities. We show results for both
relaxation formulations, the canonical and the ad hoc, and compare numerical results
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Figure 3.2: Compressible Navier-Stokes equations. Comparison between the exact
(line) and numerical solutions using the Canonical Formulation (circles) and the Ad
Hoc Formulation (squares). Parameters are: ε = 10−4, M = 128 cells, µ = 3/40,
output time tout = 0.5 and CCFL = 0.7.
against a reference solution obtained numerically by solving (3.1), (3.35) with a splitting
method, on a very fine mesh of M = 10000 cells.
Figure 3.3 depicts results for µ = 2Pa/s, figure 3.4 shows the results for µ = 0.2Pa/s
and figure 3.5 shows the results for µ = 0.001Pa/s. In all simulations we took as output
time tout = 0.02, M = 100 cells, Ccfl = 0.7 and ε = 10
−4.
We have assessed our second-order method as applied to both hyperbolic relaxation
formulations for the compressible Navier-Stokes equations. Results are very satisfactory.
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Figure 3.3: Compressible Navier-Stokes equations for µ = 2Pa/s. Numerical (sym-
bols) and reference (line) solutions at output time tout = 0.01s, for ε = 10
−4, M = 100
cells and Ccfl = 0.7. Canonical Relaxation Formulation (circles) and Ad Hoc Relaxation
Formulation (squares).
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Figure 3.4: Compressible Navier-Stokes equations for µ = 0.2Pa/s. Numerical (sym-
bols) and reference (line) solutions at output time tout = 0.01s, for ε = 10
−4, M = 100
cells and Ccfl = 0.7. Canonical Relaxation Formulation (circles) and Ad Hoc Relaxation
Formulation (squares).
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Figure 3.5: Compressible Navier-Stokes equations for µ = 0.001Pa. Numerical (sym-
bols) and reference (line) solutions at output time tout = 0.01s, for ε = 10
−4, M = 100
cells and Ccfl = 0.7. Canonical Relaxation Formulation (circles) and Ad Hoc Relaxation
Formulation (squares).
3.7 Conclusions
In this chapter we have introduced and systematically assessed two approaches to solve
advection-diffusion-reaction equations, the canonical relaxation and the ad hoc relax-
ation formulations. Such formulations convert advection-diffusion-reaction equations
into hyperbolic systems with stiff source terms. The ad hoc relaxation formulation
needs less variables than the canonical approach and depends on the specific problem.
We have derived theoretical results which ensure real eigenvalues for both types of re-
laxation systems. In addition, we have proposed a new methodology for solving the
generalised Riemann problem based on an implicit Taylor expansion and the Cauchy-
Kowalewski procedure. Using this locally implicit GRP solver in the ADER approach,
one is able to solve hyperbolic equations with stiff source terms. To illustrate the com-
plete methodology we have solved the compressible Navier-Stokes equations. In this
chapter we have restricted the presentation of the methodology to second order accu-
racy, but in principle, the approach can be generalised to any order of accuracy, in both
space and time. Future work will include extensions of the relaxation approaches to
multidimensional problems on unstructured meshes.
Chapter 4
Hyperbolic reformulation of a 1D
viscoelastic blood flow model and
ADER finite volume schemes
4.1 Introduction
The validity of one-dimensional blood flow models for reproducing pressure and flow
rate waveforms in the cardiovascular system has been confirmed in multiple ways. It
has been shown that these models well reproduce pressure and flow rate waves obtained
using three-dimensional computational models in real vascular geometries using both,
rigid boundaries, see Grinberg et al. [60] and fully three-dimensional Fluid-Structure-
Interaction (FSI) models, see Xiao et al. [163]. One-dimensional blood flow models
have also shown to reproduce measured pressure and flow rate wave patterns in animal
arteries Steele et al. [139], human arteries Reymond et al [125] and human veins Mu¨eller
and Toro [105]. Moreover, these models have been used to study a variety of pathological
conditions, like the assessment of variations and occlusions of the Circle of Willis, see
Alastruey et al. [3] or the study of the influence of aortic valve stenosis in systemic
circulation, see Liang et al. [92]. Another relevant application of one-dimensional models
is to provide boundary conditions for three-dimensional FSI models, see Blanco et al.
[15].
In this chapter we solve a time-dependent, one-dimensional system that is a model for
blood flow in vessels with walls having viscoelastic properties. First, we reformulate the
original Advection-Diffusion-Reaction Partial Differential Equations (adrPDE) problem
via a relaxation technique introduced by Cattaneo [24, 25], obtaining a hyperbolic system
82
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with stiff source terms. Then, we solve the resulting system using appropriate high-order
accurate numerical methods.
Cattaneo [24] and Vernotte [160] are credited for having introduced a relaxation tech-
nique for the heat equation, as a strategy for resolving the paradox of instantaneous
wave propagation. See also Nagy et al. [107]. The relaxation approach consists of
augmenting the Fourier law with a transient term involving a relaxation time, a param-
eter, which recovers the original Fourier law for small relaxation times. Even though
this relaxation technique was originally developed to avoid a non-physical description of
instantaneous heat propagation, it is also appropriate for the construction of numerical
schemes that transform adrPDE into hyperbolic systems which may be stiff for small
relaxation parameters.
Relaxation in the sense of Cattaneo has been applied to solve adrPDEs, see for example
Go´mez and collaborators [57, 58], where two-dimensional implementations have been
carried out for linear problems in the frame of finite element methods. Nishikawa and
Roe [114, 115] and subsequently Nishikawa [112, 113] have implemented this approach
in the frame of residual distribution schemes to find steady state solutions to parabolic
partial differential equations.
We remark that there exist other relaxation approaches, as for example the one due
to Jin et al. [76], which is an extension of the relaxation strategy presented by Jin
and Xin [77], initially proposed to cast non-linear hyperbolic problems into linear hy-
perbolic systems with stiff source terms. However, this form of relaxation imposes a
sub-characteristic condition for the derived hyperbolic systems and spurious oscillations
appear when this condition is not ensured [1]. This relaxation approach also requires
the sub-characteristic condition when applied to adrPDEs, requiring small relaxation
parameters. Furthermore, the relaxation parameter for the adrPDE case is present in
the advective components. Therefore, stability depends on the relaxation. In the con-
text of implicit-explicit methods [17, 18, 118], the influence of these parameters on the
stability has been reduced by introducing an artificial viscosity. However, the accuracy
of these methods is reached in the parabolic limit of the adrPDEs, i.e. for very small
relaxation parameters.
Here we make use of Cattaneo’s relaxation technique because; i) avoids the sub-characteristic
condition [76, 77] and therefore allows a large enough relaxation parameter suitable for
numerical implementations; ii) allows selective relaxation of specific terms, in order to re-
move second order derivatives present in the original model requiring only minor changes
in the mathematical formulation of the problem, maintaining the physical meaning of the
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relaxed model and allowing for larger relaxation parameters in comparison to alterna-
tive approaches; iii) allows to compute accurate and efficient solutions by implementing
numerical schemes able to handle stiff source terms.
The hyperbolic system obtained by relaxation of the original adrPDE system contains
a stiff source term. The numerical methods implemented here make use of the method-
ology presented by Mu¨ller and Toro [104], which proposes high-order ADER (Arbitrary
Accuracy DERivative Riemann problem) schemes for one-dimensional blood flow mod-
els, which reconcile source term stiffness, well-balanced properties, accuracy and sta-
bility. The ADER approach was put forward by Toro et al. [150] for linear problems
on Cartesian meshes. Nowadays ADER schemes can be implemented in both the fi-
nite volume and discontinuous Galerkin finite element frameworks. ADER schemes
are arbitrarily accurate in both space and time and are applicable to general geome-
tries in multiple space dimensions. ADER schemes have recently been implemented
to solve one-dimensional blood flow models for elastic vessels with varying geometri-
cal and mechanical properties [103, 104] in the context of non-conservative hyperbolic
systems. Moreover, ADER schemes have been applied to adrPDEs. Titarev and Toro
[145] extended the ADER methodology in a straightforward fashion to solve the model
advection-diffusion equation. See also Toro and Hidalgo [148] and Hidalgo et al. [68]
for applications of ADER to pure diffusion equations. ADER was applied to the com-
pressible Navier-Stokes equations by Dumbser [37] and by Hidalgo and Dumbser in [67].
A disadvantage of the approach used in the above cited works is the time stability
constraint that scales with ∆x2, instead of the classical scaling of ADER schemes for
hyperbolic problems, which is ∆x. In this chapter we relax this restriction exploiting the
fact that ADER schemes can efficiently treat stiff source terms and are thus an excellent
candidate to solve adrPDEs using the hyperbolisation approach. For an introduction to
ADER schemes and a review of the literature see chapters 19 and 20 of [147].
This chapter is organised as follows. The governing equations, the relaxation procedure
and the blood flow model and its hyperbolic reformulation are presented in section 4.2.
In section 4.3 we briefly introduce the concepts of the ADER approach and the numerical
methodology used in this chapter. In section 4.4 we provide numerical evidence that
confirms the proposed criterion (Proposition 2.3) to choice the relaxation parameter
ε. In section 4.5 we validate the proposed methodology by comparing our numerical
results with experimental measurements and numerical results reported in the literature
for one-dimensional blood flow in a network of viscoelastic vessels. Conclusions and
remarks are drawn in section 5.7.
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4.2 Governing equations
We consider non-linear advection-diffusion-reaction equations written in the form
∂tQ + A(Q)∂xQ = ∂xG(Q, ∂xQ) + S(Q) . (4.1)
Here, Q ∈ Rm is the vector of unknowns; A(Q) is a matrix; G(Q, ∂xQ) represents the
viscous flux and S(Q) is the reaction term, a function of the unknown.
We introduce the following matrices
B(Q, ∂xQ) =
∂G(Q, ∂xQ)
∂Q
, D(Q, ∂xQ) =
∂G(Q, ∂xQ)
∂(∂xQ)
. (4.2)
With these definitions we can write the governing equations as
∂tQ +
(
A(Q)−B(Q, ∂xQ)
)
∂xQ = D(Q, ∂xQ)∂
(2)
x Q + S(Q) . (4.3)
4.2.1 General formulation
We will relax system (4.3) by following the constitutive Cattaneo’s law [24],
∂tU− 1ε∂xQ = −1εU , (4.4)
where ε > 0 is a parameter. In practice, the strategy introduces the new variable U
instead of gradients ∂xQ for selected terms of the original adrPDEs. The evolution
equation (4.4) for these new variables gives an asymptotic behaviour toward the original
gradient. This allows to write (4.3) as
∂tQ +
(
A(Q)−B(Q,U)
)
∂xQ = D(Q,U)∂xU + S(Q) . (4.5)
We only consider components of U as the non-zero components i of ∂xQ such that the
i-th column of D in (4.2) is not null. If we consider n ≤ m columns of D to be not null
then, we can consider U ∈ Rn and
∂tQ +
(
A(Q)−B(Q,U)
)
∂xQ = D(Q,U)∂xU + S(Q) .
∂tU− 1ε∂xQ = −1εU .
(4.6)
System (4.6) written in a semilinear form gives
∂tW + J(Q)∂xW = L(W) , (4.7)
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where
W =
[
Q
U
]
, J(W) =
[
A−B −D¯
−1εI 0
]
, L(W) =
[
S(Q)
−1εU
]
, (4.8)
with matrix D¯ ∈ Rm×n containing only the n not null column vectors of D, I is the
identity matrix in Rn×n and 0 is the null matrix in Rn×m.
4.2.2 One-dimensional blood flow model for viscoelastic vessels
Let us consider well-known equations that describe one-dimensional blood flow as in
[104]
∂tA(x, t) + ∂xq(x, t) = 0 ,
∂tq(x, t) + ∂x
(
αˆ
q(x, t)2
A(x, t)
)
+
A(x, t)
ρ
∂xp(x, t) = f(x, t) ,
 (4.9)
where x is the axial coordinate along the vessel, t is time, A(x, t) is the cross-sectional
area, q(x, t) is the flow rate, αˆ ≡ 1, which indicates a blunt velocity profile, ρ is the fluid
density, assumed as a constant, p(x, t) is the average internal pressure and f(x, t) is the
friction force per unit length, given by
f(x, t) = −γpiν qA , (4.10)
where ν is the kinematic viscosity. Here, we take γ = 22, as specified in [2].
To close system (4.9) we introduce an additional equation known as tube law
p = pe + ψ(A,A0,K) + ϕ(A,A0)∂tA , (4.11)
where pe(x, t) is the external pressure and ψ is the transmural pressure given by
ψ(A(x, t), A0(x),K(x)) = K(x)φ(A(x, t), A0(x)),
with
φ(A(x, t), A0(x)) =
((
A(x, t)
A0(x)
)m
−
(
A(x, t)
A0(x)
)n)
. (4.12)
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A0(x) is the cross-sectional area at equilibrium, K(x) is a positive function which de-
pends on the Young modulus, the wall thickness and A0, with m > 0 and n ∈ (−2, 0].
See [19] for details.
Moreover, the viscoelastic term ϕ(A,A0)∂tA, taken as in [2], is
ϕ(A,A0) =
Γ
A0
√
A
, (4.13)
where Γ is a constant related to the viscoelastic properties of the vessel wall.
From the governing equations we obtain ∂tA = −∂xq, allowing us to write
p = pe + ψ(A,A0,K)− ϕ(A,A0)∂xq . (4.14)
The pressure gradient is thus
∂xp = [1] ∂xpe + [φ] ∂xK + [K(∂Aφ)− (∂Aϕ)(∂xq)] ∂xA
+ [K(∂A0φ)− (∂A0ϕ)(∂xq)] ∂xA0 − [ϕ] ∂(2)x q .
(4.15)
4.2.3 Hyperbolic reformulation of the equations
Following Toro and Siviglia [152], we write system (4.9) with viscoelastic tube law (4.11)
as
∂tA(x, t) + ∂xq(x, t) = 0 ,
∂tq(x, t) + ∂x
(
αˆ
q(x, t)2
A(x, t)
)
= −
[
A
ρ
]
∂xpe −
[
A
ρ φ
]
∂xK
−Aρ [K(∂Aφ)− (∂Aϕ)(∂xq)] ∂xA
−Aρ [K(∂A0φ)− (∂A0ϕ)(∂xq)] ∂xA0
+Aρ [ϕ] ∂
(2)
x q + f ,
∂tK = 0 ,
∂tA0 = 0 ,
∂tpe = 0 ,

(4.16)
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which can be written as (4.1) with the following definitions
Q =
[
A q K A0 pe
]T
,
A =

0 1 0 0 0
c2 − u2 + ϕ∂xq2ρ 2u Aρ φ AA0
(
ϕ∂xq
ρ − c2
)
A
ρ
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

,
S =
[
0 f 0 0 0
]T
,
∂xG(Q, ∂xQ) =
[
0 ϕAρ ∂
(2)
x q 0 0 0
]T
.

(4.17)
We introduce a new variable Ψ and a relaxation parameter ε > 0 such that
Ψ→ ∂xq , ε→ 0 . (4.18)
In addition, we mimic the Cattaneo’s law [24] with an evolution equation for Ψ given by
∂tΨ =
1
ε
(∂xq −Ψ) . (4.19)
Therefore, we can reformulate system (4.16) as
∂tA(x, t) + ∂xq(x, t) = 0 ,
∂tq(x, t) + ∂x
(
αˆ
q(x, t)2
A(x, t)
)
= −
[
A
ρ
]
∂xpe −
[
A
ρ φ
]
∂xK
−Aρ [K(∂Aφ)− (∂Aϕ)Ψ] ∂xA
−Aρ [K(∂A0φ)− (∂A0ϕ)Ψ] ∂xA0
−Aρ [ϕ] ∂xΨ + f ,
∂tK = 0 ,
∂tA0 = 0 ,
∂tpe = 0 ,
∂tΨ +
−1
ε ∂xq = −1εΨ ,

(4.20)
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which can be written in quasi-linear form (4.7) with
W =
[
A q K A0 pe Ψ
]T
,
J =

0 1 0 0 0 0
c2 − u2 + aΓ2 2u Aρ φ AA0
(
aΓ − c2
)
A
ρ −Aρ ϕ
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −1ε 0 0 0 0

,
L =
[
0 f 0 0 0 −1εΨ
]T
,

(4.21)
where
c2 = AρK∂Aφ , u =
q
A , aΓ =
ϕΨ
ρ . (4.22)
4.2.4 Eigenstructure
In this section we study the eigenstructure for the first order system (4.7) with Jacobian
(4.21).
Proposition 4.1. System (4.7) with Jacobian (4.21) is hyperbolic provided that
ε−1 ≥ − Ψ
2A
− ρ c
2
ϕA
, (4.23)
with eigenvalues
λ1 = u− c˜ , λ2 = λ3 = λ4 = λ5 = 0 , λ6 = u+ c˜, (4.24)
where
c˜ =
√
c2 + ω , ω = ϕAρε +
aΓ
2
(4.25)
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and linear independent eigenvectors
v1 =

1
u− c˜
0
0
0
−1ε

, v6 =

1
u+ c˜
0
0
0
−1ε

, v2 =

1
0
0
0
0
(c2+aΓ/2)−u2
ϕA ρ

,
v3 =

0
0
1
0
0
φ
ϕ

, v4 =

0
0
0
1
0
(aΓ−c2)
ϕA0
ρ

, v5 =

0
0
0
0
1
1
ϕ

.

(4.26)
Proof. (omitted) .
Proposition 4.2. Fields associated to eigenvectors v1 and v6 are genuinely non-linear.
Proof. We denote λ1 = λ− and λ6 = λ+. In a similar manner we redefine sub-indices of
associated eigenvectors. The result follows by noting that
∇Wλ± · v± = −1q ± 1c˜
(
c ∂c∂A +
∂ω
∂A
)− (u± c˜) A
q2
± 12c˜ ∂ω∂Ψ 6= 0 . (4.27)
Proposition 4.3. Fields associated to eigenvectors v2 to v5 are linearly-degenerated
fields.
Proof. The proof follows from the fact that for these eigenvectors, the associated eigen-
values are identically zero, so that
∇Wλ = 0 . (4.28)
Proposition 4.4. Let N 1(W) and N 6(W) be two functions of W. Riemann invariants
associated to genuinely non-linear fields for eigenvectors v1 and v6 satisfy
N 1 := u−
∫
c˜
A
dA = constant , N 6 := u+
∫
c˜
A
dA = constant, (4.29)
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respectively.
Proof. From eigenvectors associated to genuinely non-linear fields, the significant Rie-
mann invariant for non-linear fields is
1
dA
=
u± c˜
dq
. (4.30)
By considering uA = q and manipulating the above expression we obtain
du = ± c˜
A
dA (4.31)
and the result holds.
Proposition 4.5. Let L1(W) and L2(W) functions of W. For pe, A0 and K constants,
Riemann invariants associated to linearly degenerate fields for eigenvectors v2 to v5
satisfy
L1 := p˜+ 12ρu
2 = constant , L2 := q = constant , (4.32)
with p˜ = pe + ψ − ϕΨ.
Proof. We note that for constant values of pe, A0 and K we can consider a reduced
system of the form (4.7) with
W =
[
A q Ψ
]T
,
J =

0 1 0
c2 − u2 + aΓ
2
2u −Aρ ϕ
0 −1ε 0
 ,
S =
[
0 f −1εΨ
]T
.

(4.33)
This system has eigenvalues
λ1 = u− c˜ , λ2 = 0 , λ3 = u+ c˜ . (4.34)
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Corresponding eigenvectors are
v1 =

1
u− c˜
−1ε
 , v2 =

1
0
− ρϕA
{
u2 − (c2 + aΓ/2)
}
 , v3 =

1
u+ c˜
−1ε
 . (4.35)
Riemann invariants associated to the stationary contact discontinuity (characteristic
field associated to the eigenvalue λ2) are
1
dA
=
0
dq
=
− ρϕA
{
u2 − (c2 + aΓ/2)
}
dΨ
. (4.36)
Hence, we obtain L2 = q = constant and
M(A,Ψ)dΨ +N(A,Ψ)dA = 0 , (4.37)
with
M(A,Ψ) = Aϕρ , N(A,Ψ) = u
2 − c2 + aΓρ . (4.38)
This ordinary differential problem is not exact because
∂M
∂A
6= ∂N
∂Ψ
.
However, it can be proved that an integrating factor for this problem is F (A) = 1A , i.e.
∂(FM)
∂A
=
∂(FN)
∂Ψ
.
Moreover, (4.37) is equivalent to
F (A)M(A,Ψ)dΨ + F (A)N(A,Ψ)dA = 0 . (4.39)
Hence, the Riemann invariant is a function L1(A,Ψ) which satisfies dL1 = 0 or
∂AL
1(A,Ψ) = F (A)N(A,Ψ) = 1A
(
u2 − c2 − aΓ2
)
,
∂ΨL
1(A,Ψ) = F (A)M(A) = ϕρ .
(4.40)
To find L1 we first integrate ∂ΨL
1 in (4.40) with respect to Ψ which yields
L1(A,Ψ) = aΓ + g(A) . (4.41)
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Then, g(A) is found by differentiating (4.41) with respect to A and using (4.40) to obtain
g′(A) =
u2 − c2
A
, (4.42)
providing
L1(A,Ψ) = aΓ − ψ
ρ
− u
2
2
. (4.43)
Since ρ is constant, from (4.37) and (4.39) we conclude that L1(A,Ψ) is constant across
waves associated to linearly-degenerate fields.
4.3 Numerical methods
The ADER methodology [144, 150, 154] consists of two main building blocks: a spatial
reconstruction procedure and the solution of a generalised Riemann problem at each
interface. ADER is, effectively, an extension of the second-order method of Ben-Artzi
and Falcovitz [10]. The extension relates to the generalised Riemann problem and is
twofold: (i) initial conditions are piece-wise smooth, for example piece-wise polynomials
of any degree and (ii) source terms in the equations are included, if present originally.
We also remark that ADER is akin to the method proposed by Harten et al. [66], as
noted by Castro and Toro [22]. The ADER approach was first put forward by Toro et
al. [150] for linear problems on Cartesian meshes, see also [132]. Several extensions have
been proposed for non-linear problems on Cartesian [146] and non Cartesian meshes
[21, 79, 80], to mention but a few. Extension of the ADER approach in the framework
of discontinuous Galerkin finite element methods is due to Dumbser and collaborators;
see [35, 36, 45], for instance. Subsequently, the ADER approach was extended to non-
conservative balance laws,[20, 40, 42, 46] to mention but a few. ADER methods are
one-step schemes, fully discrete, containing two main ingredients: (i) a high-order spatial
reconstruction procedure and (ii) the solution of a generalised, or high order, Riemann
problem (GRP) at each cell interface. Reconstructions should be non-linear in order to
circumvent Godunov’s theorem [55, 147]. Concerning the GRP, in this chapter we use
the solver due to Dumbser et al. [41], that allows the treatment of stiff source terms in
such a way that the usually contradictory requirements of high accuracy and stiffness
are reconciled. For a review of ADER see [22, 100] and chapters 19 and 20 of [147].
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4.3.1 ADER framework
We discretize the computational domain by a set of intervals Ii = [xi− 1
2
, xi+ 1
2
] of length
∆x = xi+ 1
2
− xi− 1
2
. Then we integrate (4.7) on the space-time cell, or volume, Ini :=
Ii × [tn, tn+1] which as shown in [40, 46] yields
Wn+1i = W
n
i +
1
∆x
∫ tn+1
tn
∫ x
i+ 12
x
i− 12
J(Wi)∂xWidxdt
+
1
∆x
∫ tn+1
tn
∫ x
i+ 12
x
i− 12
L(Wi)dxdt
− ∆t∆x
[
D−
i+ 1
2
+ D+
i− 1
2
]
,

(4.44)
with
D−
i+ 1
2
=
1
∆t
∫ tn+1
tn
D−
i+ 1
2
(W−
i+ 1
2
,W+
i+ 1
2
)dt ,
D+
i− 1
2
=
1
∆t
∫ tn+1
tn
D+
i− 1
2
(W−
i− 1
2
,W+
i− 1
2
)dt

. (4.45)
Fluctuations D±
i+ 1
2
are defined by
D±
i+ 1
2
(W−
i+ 1
2
,W+
i+ 1
2
) = 12
∫ 1
0
(
J (Θ(s))± |J (Θ(s)) |
)
dΘ
ds
ds, (4.46)
with Θ a Liptschitzian path in [0, 1] satisfying
Θ(0) = W−
i+ 1
2
, Θ(1) = W+
i+ 1
2
.
For more details see [33, 103, 117] and references therein.
4.3.2 The Dumbser-Enaux-Toro (DET) solver for the GRP
Here the generalized Riemann problem is the following Cauchy problem
∂tW + J∂xW = L(W) ,
W(x, 0) =
 Pi(x) , x < xi+ 12 ,Pi+1(x) , x > xi+ 1
2
,

(4.47)
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where Pi(x) and Pi+1(x) are reconstruction polynomials defined in Ii and Ii+1 respec-
tively. In this chapter we use the WENO reconstruction procedure proposed in [104].
See also [72] and [40] for background on WENO reconstruction.
The solution of (4.47) allows us to approximate time integrals (4.45) with a required
order of accuracy. Here we use the Dumbser-Enaux-Toro (DET) solver [41]. Data to the
left and right of the interface xi+ 1
2
, necessary for the computation of numerical fluxes at
quadrature points, are obtained by solving a local Cauchy problem in each element of
the computational mesh. This solver yields Wi(x, t), that will be used to approximate
integrals appearing in (4.44) by quadrature rules.
In the DET solver, we solve the local Cauchy problem in Ini , namely
∂tW + J∂xW = L(W) ,
W(x, 0) = Pi(x) .
}
(4.48)
We transform the space-time interval Ini into [0, 1]× [0, 1], with reference variables ξ− τ
given by the change of variables x = x(ξ) = xi− 1
2
+ ξ∆x and t = t(τ) = tn + τ∆t. The
problem in ξ − τ variables reads
∂τW + J∂ξW = L(W) ,
W(ξ, 0) = Pi(x(ξ)) ,
(4.49)
with J = ∆t∆xJ and L = ∆tL.
Problem (4.49) is now solved using a space-time discontinuous Galerkin method. Con-
sider a space V formed by nodal space-time polynomials θp(ξ, τ) defined in [0, 1]× [0, 1],
whose basis is {θ1, ..., θm}. Here m = (K + 1)2, with K the degree of the reconstruction
polynomials in (4.48) and K + 1 the degrees of freedom of the space-time basis. Note
that K + 1 will also be the order of accuracy of the resulting ADER numerical scheme.
Multiplying (4.49) by a test function θl ∈ V and integrating in [0, 1]× [0, 1] we have
∫ 1
0
∫ 1
0 [(∂τW)θl + (J(W)∂ξW)θl] dξdτ =
∫ 1
0
∫ 1
0 L(W)θldξdτ . (4.50)
Integrating by parts in time τ the first term on the left hand side yields
∫ 1
0
∫ 1
0 ∂τW(ξ, τ)θl(ξ, τ)dξdτ =
∫ 1
0 W(ξ, 1)θl(ξ, 1)dξ
− ∫ 10 Pi(x(ξ))θl(ξ, 0)dξ − ∫ 10 ∫ 10 W(ξ, τ)∂τθl(ξ, τ)dξdτ .
 (4.51)
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Substituting (4.51) into (4.50) gives
∫ 1
0 W(ξ, 1)θl(ξ, 1)−
∫ 1
0
∫ 1
0 W(ξ, τ)∂τθl(ξ, τ)dξdτ
+
∫ 1
0
∫ 1
0 J(W(ξ, τ))∂ξW(ξ, τ)θl(ξ, τ)dξdτ
=
∫ 1
0
∫ 1
0 L(W(ξ, τ))θl(ξ, τ)dξdτ +
∫ 1
0 Pi(x(ξ))θl(ξ, 0)dξ .

(4.52)
We now introduce the following operators for any two functions φ(ξ, τ) and ψ(ξ, τ),
namely
[φ, ψ]τ =
∫ 1
0 φ(ξ, τ)ψ(ξ, τ)dξ , 〈φ, ψ〉 =
∫ 1
0
∫ 1
0 φ(ξ, τ)ψ(ξ, τ)dξdτ . (4.53)
Introducing these definitions into (4.52) yields
[W, θl]1 − 〈W, ∂τθl〉+ 〈J(W)∂ξW, θl〉 = 〈L(W), θl〉+ [Pi, θl]0 , (4.54)
with
[Pi, θl]0 =
∫ 1
0 Pi(x(ξ))θl(ξ, 0)dξ . (4.55)
We seek solutions of the form
W(ξ, τ) = ∑mp=1 θp(ξ, τ)Wˆp , (4.56)
with coefficients Wˆk yet to be determined.
For convenience we define matrices
K1k,l = [θk, θl]1 − 〈θk, ∂τθl〉 ,
Kξk,l = 〈∂ξθk, θl〉 ,
Mk,l = 〈θk, θl〉 ,
Vrec,l = [Pi, θl]0 .

(4.57)
On the other hand, as we are considering a nodal base, then
J(W)∂ξW = J
( m∑
p=1
θp(ξ, τ)Wˆp
)
∂ξ(
m∑
p=1
θp(ξ, τ)Wˆp) ≈
m∑
p=1
∂ξθp(ξ, τ)J(Wˆp)Wˆp =
m∑
p=1
θp(ξ, τ)Xˆp .(4.58)
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with Xˆp coefficients directly computed on the polynomial space V, i. e. solving
X = M−1KξJW , (4.59)
with X =
[
Xˆ1, ..., Xˆm
]T
and JW =
[
J(Wˆ1)Wˆ1, ..., J(Wˆm)Wˆm
]T
. In the same manner
by projection on the polynomial space we obtain
L(W) ≈ ∑mp=1 θp(ξ, τ)L(Wˆp) . (4.60)
Note that Xˆ depends on coefficients Wˆ so that we can define the vectors
R =

Wˆ1
...
Wˆm
 , G(R) =

Xˆ1(R)
...
Xˆm(R)
 , Z(R) =

L(Wˆ1)
...
L(Wˆm)
 . (4.61)
Then, (4.54) can be written as
K1R+ MG(R)−MZ(R) = Vrec . (4.62)
This is a system of non-linear algebraic equations for R which can be solved by the fixed
point iteration procedure proposed in [38], namely
K1Rn+1 −MZ(Rn+1) = Vrec −MG(Rn), (4.63)
where n stands for the iteration step. Once R is known, the sought coefficients are
known and so the solution (4.56). We denote the solution to (4.49) byWi(ξ, τ) to clarify
that it corresponds to the solution of the Cauchy problem in Ini .
Once that Wi(ξ, τ) is available in all computational cells, integrals in (4.44) can be
approximated by evaluatingWi(ξ, τ) in selected quadrature points. Moreover, numerical
fluctuations appearing in time integrals in (4.45) are obtained by using a first order
classical Riemann solver at required quadrature points τk withWi(1, τk) andWi+1(0, τk).
In the following section we introduce the first order Riemann solver used in the present
chapter. Moreover, fluctuations in (4.45) can be evaluated by noting that
W−
i+ 1
2
= lim
ξ→1−
Wi(ξ, 0), W+i+ 1
2
= lim
ξ→0+
Wi+1(ξ, 0) .
To compute fluctuations we will use the DOT solver of Dumbser and Toro [47]. Let
λi(W) be the i− th eigenvalue of J(W), then Λ(W) is the matrix formed by all eigen-
values λi(W), and let R(W) be the matrix formed by the right eigenvectors of J(W).
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We define
λi(W)
+ = max{λi(W), 0} , λi(W)− = min{λi(W), 0} . (4.64)
Let Λ(W)+ be the diagonal matrix formed by λi(W)
+ and let Λ(W)− be the diagonal
matrix formed by λi(W)
−. Then, we define the matrices |Λ| and |J| by
|Λ(W)| = Λ(W)+ −Λ(W)− (4.65)
and
|J(W)| = R(W)|Λ(W)|R(W)−1 . (4.66)
Let us consider the interface xi+ 1
2
where data on the left is denoted by WL and data on
the right is denoted by WR. The fluctuation at the interface is computed as
D±
i+ 1
2
(WL,WR) =
1
2
∫ 1
0
(
J(Θ(s))± |J(Θ(s))|
)
∂Θ
∂s
ds , (4.67)
where the integral is evaluated numerically. We consider a Gaussian quadrature of n
points and weights {ωj , sj}.
We still have to define the integration path Θ. If we choose the path
Θ(s) = WL + s (WR −WL) , (4.68)
the fluctuations are
D±
i+ 1
2
(WL,WR) =
1
2
n∑
j=1
ωj
(
J(Θ(sj))± |J(Θ(sj))|
)
(WR −WL) . (4.69)
However, in order to preserve and guarantee well-balanced properties, the integration
path Θ(s) should be chosen as the parametrization in phase-space of the curve L1 in
proposition 4.5, defined by the Riemann invariants associated to linearly-degenerate
fields as proposed by Mu¨ller et al. [103, 104]. In the next subsection we illustrate how
path Θ is constructed.
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4.3.3 Integration path
As proposed in [104], to guarantee well-balanced properties we take the integration path
as
Θ(s) =

A(s)
q(s) = q−
i+ 1
2
+ s
(
q+
i+ 1
2
− q−
i+ 1
2
)
K(s) = K−
i+ 1
2
+ s
(
K+
i+ 1
2
−K−
i+ 1
2
)
A0(s) = A
−
0,i+ 1
2
+ s
(
A+
0,i+ 1
2
−A−
0,i+ 1
2
)
pe(s) = p
−
e,i+ 1
2
+ s
(
p+
e,i+ 1
2
− p−
e,i+ 1
2
)
Ψ(s) = Ψ−
i+ 1
2
+ s
(
Ψ+
i+ 1
2
−Ψ−
i+ 1
2
)

, (4.70)
where super index − refers to the data immediately to the left of the interface and super
index + refers to the data immediately to the right of the interface. A(s) is obtained
from the arch joining two states A−
i+ 1
2
and A+
i+ 1
2
, through the curve defined by Riemann
invariants L1 of the linearly degenerated field. To determine this curve, we first note
that for the stationary state case, q = 0, we have
L1(A,A0,K, pe) = Kφ(A,A0) + pe . (4.71)
Therefore, A(s) can be obtained from the algebraic equation
φ(A(s), A0(s)) =
L¯1(s)− pe(s)
K(s)
,
with
L¯1(s) = (1− s) L1(A−
i+ 1
2
, A−
0,i+ 1
2
,K−
i+ 1
2
, p−
e,i+ 1
2
) + s L1(A+
i+ 1
2
, A+
0,i+ 1
2
,K+
i+ 1
2
, p+
e,i+ 1
2
) .(4.72)
Finally, we define the time step at time tn as
∆t = Ccfl
∆x
λmax
, (4.73)
where λmax = maxi=1,...,m|λi(Wn)| and Wn is the corresponding data evaluated at time
tn.
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4.4 Numerical accuracy of solutions to advecion-diffusion-
reaction equations by hyperbolic reformulation
In order to solve numerically adrPDEs, we reformulate them as hyperbolic systems with
stiff source terms. Subsequently, we implement a numerical scheme which solves the stiff
hyperbolic problem with order of accuracy q. Proposition 2.3 is a result of sufficiency
which ensures that the numerical solution approximates the solution to the original
adrPDE with the same order of accuracy q. This result is independent of the specific
adrPDE problem and depends only on the relaxation time ε, the convergence rate q
and the mesh spacing ∆x. In this section we provide further numerical evidence that
supports this result.
4.4.1 Convergence rate study for an advection-diffusion-reaction prob-
lem via hyperbolic reformulation
Here, we provide numerical results that confirm proposition 2.3 for the particular case
of the one-dimensional blood flow model (4.16). To assess empirically the accuracy of
the high-order numerical scheme (4.44) and the ability of reformulation (4.20) to recover
the solution of the original viscoelastic problem (4.16), we construct a modified problem
with exact solution. This is achieved by prescribing a function to be inserted in (4.16).
Here we choose such function as
Qˆ(x, t) =

Aˆ(x, t)
qˆ(x, t)
Kˆ(x)
Aˆ0(x)
pˆe(x)

=

A˜+ a˜ sin
(
2pi
L x
)
cos
(
2pi
T0
t
)
q˜ − a˜ LT0 cos
(
2pi
L x
)
sin
(
2pi
T0
t
)
K˜
A˜0
P˜e

. (4.74)
Inserting (4.74) in (4.16) leads to the modified system
∂tQ + A(Q)∂xQ = ∂xG(Q, ∂xQ) + S(Q) + Sˆ(x, t) , (4.75)
where Sˆ(x, t) results from the evaluation of (4.74) in (4.16) and is only a function of
time t and space x variables. Sˆ(x, t) may be found with an algebraic manipulator and
is not reported here. For the present study we use the following parameters: L = 1.0m,
T0 = 1.0 s, A˜ = A˜0 = 4.0× 10−4m2, a˜ = 4.0× 10−5m2, q˜ = 0.0m3 s−1 , K˜ = 50.0KPa,
P˜e = 0.0Pa, m = 1/2 and n = 0. For this test we used a CFL = 0.9.
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Tables 4.1 to 4.4 show the empirical convergence rates from second to fifth order ADER
schemes with several relaxation times ε. The highlighted row corresponds to the largest
number of cells N for which, according to proposition 2.3, the theoretical convergence
rate is expected to be achieved. It can be seen that the expected empirical accuracy is
achieved for all orders of accuracy, and at least up to the predicted maximum number
of cells.
Another interesting aspect to be noted is that when the discretization error becomes
smaller than the formulation error, the error norms become independent from further
mesh refinement, as expected.
4.5 Computational results for a network of viscoelastic
vessels
In this section we validate our numerical scheme in the context of an in-vitro model of
the human arterial system.
4.5.1 Review of reference in-vitro model of the arterial system
An in-vitro model of the human arterial system was put forward by Matthys et al.
[96]. Along with an accurate description of the physical model, the authors constructed
the corresponding mathematical model for one-dimensional blood flow in elastic vessels
and provided a wealth of measurements and numerical results. The vessel network is
composed of 37 silicone tubes resembling major arteries, a pump acting as the heart
and terminal resistances representing the peripheral circulation. We refer the reader to
the above named reference for details on the topography of the network, the description
of mechanical properties, geometry of the vessels, terminal resistances and flow rate
measured at the root of the ascending aorta. In a subsequent publication, Alastruey
et al. [2], a viscoelastic vessel wall model was used in order to improve computational
results for specific portions of the network, where non-physical high amplitude oscillation
were observed. This test constitutes an ideal benchmark for assessing the performance
of the methodology proposed in this chapter in the context of a complex network of
viscoelastic vessels.
4.5.2 Details on the settings of the network solver
Modelling the network of vessels proposed in [96] requires dealing with other aspects
besides the solution of system (4.16) within the one-dimensional domain. In particular,
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the flow rate has to be prescribed at the root of the aorta, terminal lumped parame-
ter models have to be resolved and interface conditions at the junction between two or
more vessels have to be given. Boundary conditions involving a prescribed flow rate or
terminal resistances were treated as in [4]. For the treatment of junctions, the method-
ology proposed in [137] was used. Details on the treatment of boundary conditions and
junctions are given in appendix B.
We adopted the spatial discretisation of [2]: vessels longer than 1.5 cm were divided
in non-overlapping cells of a maximum length of 2 cm; for vessels shorter than 1.5 cm
a single cell was used. Taking into account the results of proposition 2.3 and the fact
that the characteristic mesh spacing is of order ∆x = 2 cm for almost all vessels, we
used a relaxation time  = 10−3 s over the entire network. This choice ensures that the
formulation error will be smaller than the numerical error for all vessels, except for 3
vessels which would require a relaxation time of  = 10−4 s. As we shall see later, this
choice will not have a significant impact on the numerical results.
Computations were performed using a Ccfl = 0.9, which combined with the chosen
relaxation time results in an average time step of approximately ∆t = 400µ s. Note
that the time step ∆t is computed at each time step, in order to advance as much as
possible in time during each step, within the linear stability limit of unity of our explicit
scheme.
4.5.3 Comparison of solutions obtained using elastic and viscoelastic
vessel wall models
Our first validation regards a comparison among experimental measurements reported
in [2], numerical results for elastic vessels reported in [104] and numerical results for the
viscoelastic model (4.16) obtained with the methodology presented in section 4.3 of this
chapter. We note that the one-dimensional model for elastic vessels results from taking
Γ = 0 in (4.13).
Figure 4.1 shows experimental measurements and computational results for both the
elastic and viscoelastic vessel wall models. It can be easily seen that the solution obtained
with the elastic model presents abnormally large amplitude fluctuations, as compared to
experiments, in the left renal and right carotid arteries during diastole. This phenomenon
can be observed for both measured quantities, pressure and flow rate, being more evident
for the later one. The viscoelastic formulation significantly increases the accuracy by
which the numerical solution approximates experimental measurements, reducing non-
physical oscillations for pressure and flow rate.
Chapter 4. Hyperbolic reformulation of a 1D viscoelastic blood flow model and ADER
finite volume schemes 103
4.5.4 Comparison with published numerical results
Here, we compare numerical results obtained with the proposed formulation and numer-
ical results previously reported in [2]. Figure 4.2 shows both numerical results, along
with experimental measurements for several vessels. Agreement between numerical re-
sults obtained with the proposed methodology and those reported in [2] is excellent. We
note that the time step of our explicit scheme is around 20 times larger than that in [2],
where a time step of ∆t = 20µ s was reported.
4.5.5 Sensitivity of the numerical solution to the relaxation time ε
In figure 4.3 we report numerical results for different relaxation times ε. As expected,
there is a significant difference between results obtained using ε = 10−2 s and ε = 10−3 s
for vessels which show high frequency oscillations (right carotid artery). This is due to
the fact that in the first case the formulation error dominates over the discretization
error, whereas for ε = 10−3 s we are attaining the expected accuracy of the numerical
scheme for almost all vessels. Further reduction of ε does not result in significant im-
provement of the numerical solution, since the discretization error remains dominant.
Finally, the last row of figure 4.3 shows computational results for the shortest vessel
of the network, which would require a relaxation time ε = 10−4 s. Improvements with
respect to the numerical solution obtained using ε = 10−3 s are negligible.
4.6 Conclusions
In this chapter we have reformulated a one-dimensional blood flow model for viscoelas-
tic vessels in the form of a hyperbolic system with stiff source terms, via a relaxation
approach. After carefully studying the mathematical properties of the resulting system
we proposed a methodology for its numerical solution, ensuring high-order accuracy and
well-balanced properties. The criterion for selecting the relaxation time presented in
chapter 2, ensures that the formulation error will be smaller than the discretisation er-
ror. Moreover, the order of accuracy of the numerical scheme, as well as the proposed
criterion for the definition of the relaxation time, were tested via an empirical conver-
gence rate study up to fifth order of accuracy in space and time. Empirical results
confirm the theory. Finally, we validated the proposed methodology by comparing our
numerical results with experimental measurements, as well as with numerical results
reported in the literature for a network of viscoelastic vessels. We showed that: the
viscoelastic formulation improves the agreement between numerical results and exper-
imental measurements, as compared to the results obtained considering elastic vessels;
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numerical results obtained with the proposed methodology are in agreement with previ-
ously reported data. The choice of the relaxation time via the proposed criterion ensures
an accurate numerical solution, also in the context of complex vessel networks.
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ADER-O2
ε N L1 L2 L∞ O(L1) O(L2) O(L∞) tCPU [s] 42
10−2 4 1.08e-05 1.23e-05 2.46e-05 - - - 0.59
8 2.58e-06 3.02e-06 7.42e-06 2.1 2.0 1.7 0.92 1.03e-01
16 5.58e-07 7.01e-07 2.11e-06 2.2 2.1 1.8 1.90 4.10e-01
32 1.34e-07 1.70e-07 5.24e-07 2.1 2.0 2.0 4.49 1.64e+00
64 3.50e-08 4.34e-08 1.19e-07 1.9 2.0 2.1 10.14 6.52e+00
128 1.48e-08 1.87e-08 4.18e-08 1.2 1.2 1.5 25.22 2.62e+01
10−3 4 1.05e-05 1.27e-05 2.86e-05 - - - 0.89
8 2.34e-06 3.07e-06 9.24e-06 2.2 2.0 1.6 1.17 1.03e-02
16 5.39e-07 7.45e-07 2.45e-06 2.1 2.0 1.9 3.81 4.10e-02
32 1.30e-07 1.83e-07 6.17e-07 2.1 2.0 2.0 8.10 1.64e-01
64 3.17e-08 4.50e-08 1.55e-07 2.0 2.0 2.0 16.23 6.58e-01
128 7.79e-09 1.08e-08 3.76e-08 2.0 2.1 2.0 39.74 2.62e+00
256 2.06e-09 2.59e-09 7.64e-09 1.9 2.1 2.3 92.13 1.05e+01
512 1.26e-09 1.53e-09 3.05e-09 0.7 0.8 1.3 276.16 4.20e+01
10−4 4 1.14e-05 1.28e-05 2.18e-05 - - - 2.25
8 2.26e-06 3.29e-06 1.04e-05 2.3 2.0 1.1 2.32 1.03e-03
16 5.65e-07 8.54e-07 2.82e-06 2.0 1.9 1.9 8.09 4.10e-03
32 1.36e-07 2.03e-07 6.85e-07 2.1 2.1 2.0 21.26 1.64e-02
64 3.31e-08 4.96e-08 1.69e-07 2.0 2.0 2.0 42.51 6.56e-02
128 8.20e-09 1.23e-08 4.23e-08 2.0 2.0 2.0 89.87 2.62e-01
256 2.02e-09 3.02e-09 1.04e-08 2.0 2.0 2.0 234.33 1.05e-00
512 4.85e-10 6.96e-10 2.43e-09 2.1 2.1 2.1 738.74 4.20e+00
1024 1.37e-10 1.69e-10 4.27e-10 1.8 2.0 2.5 2501.83 1.68e+01
2048 1.29e-10 1.48e-10 2.70e-10 0.1 0.2 0.7 8757.74 6.72e+01
10−5 4 1.95e-05 2.25e-05 3.33e-05 - - - 5.40
8 5.75e-06 6.97e-06 1.45e-05 1.8 1.7 1.2 9.50 1.03e-04
16 1.04e-06 1.40e-06 3.40e-06 2.5 2.3 2.1 27.35 4.10e-04
32 1.83e-07 2.57e-07 7.60e-07 2.5 2.4 2.2 59.42 1.64e-03
64 3.74e-08 5.51e-08 1.81e-07 2.3 2.2 2.1 128.79 6.56e-03
128 8.76e-09 1.33e-08 4.48e-08 2.1 2.1 2.0 279.25 2.62e-02
256 2.15e-09 3.29e-09 1.12e-08 2.0 2.0 2.0 745.23 1.05e-01
512 5.33e-10 8.17e-10 2.78e-09 2.0 2.0 2.0 2210.56 4.20e-01
1024 1.29e-10 1.97e-10 6.78e-10 2.0 2.1 2.0 7216.78 1.68e+00
2048 3.03e-11 4.30e-11 1.51e-10 2.1 2.2 2.2 25564.93 6.72e+00
4096 1.07e-11 1.32e-11 2.78e-11 1.5 1.7 2.4 96751.62 2.69e+01
Table 4.1: Empirical convergence rates for a second order ADER scheme with several
relaxation times ε. N is the number of cells. Errors are computed for variable A. CPU
times are reported for all tests. The highlighted row corresponds to the largest number
of cells N for which, predicted by proposition 2.3, the theoretical convergence rate is
expected to be achieved.
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ADER-O3
ε N L1 L2 L∞ O(L1) O(L2) O(L∞) tCPU [s] 43
10−2 4 4.31e-06 4.85e-06 8.38e-06 - - - 0.70
8 5.91e-07 7.16e-07 1.46e-06 2.9 2.8 2.5 1.34 3.22e-01
16 7.43e-08 9.18e-08 2.03e-07 3.0 3.0 2.8 2.70 2.58e+00
32 1.84e-08 2.07e-08 3.57e-08 2.0 2.2 2.5 5.54 2.06e+01
64 1.54e-08 1.71e-08 2.52e-08 0.3 0.3 0.5 15.93 1.65e+02
10−3 4 3.82e-06 4.59e-06 9.08e-06 - - - 0.94
8 5.46e-07 6.77e-07 1.47e-06 2.8 2.8 2.6 2.07 3.22e-02
16 7.17e-08 8.94e-08 2.00e-07 2.9 2.9 2.9 4.14 2.58e-01
32 9.06e-09 1.13e-08 2.60e-08 3.0 3.0 2.9 9.25 2.06e+00
64 1.91e-09 2.16e-09 4.03e-09 2.2 2.4 2.7 24.20 1.65e+01
10−4 4 3.82e-06 4.59e-06 9.10e-06 - - - 1.83
8 5.58e-07 6.90e-07 1.48e-06 2.8 2.7 2.6 5.14 3.22e-03
16 7.35e-08 9.03e-08 1.99e-07 2.9 2.9 2.9 10.32 2.58e-02
32 9.22e-09 1.14e-08 2.59e-08 3.0 3.0 2.9 25.53 2.06e-01
64 1.15e-09 1.43e-09 3.39e-09 3.0 3.0 2.9 61.13 1.65e+00
128 2.05e-10 2.37e-10 4.91e-10 2.5 2.6 2.8 161.16 1.32e+01
256 1.53e-10 1.71e-10 2.65e-10 0.4 0.5 0.9 488.69 1.06e+02
10−5 4 7.92e-06 9.24e-06 1.46e-05 - - - 6.21
8 5.75e-07 7.01e-07 1.49e-06 3.8 3.7 3.3 14.84 3.22e-04
16 7.24e-08 8.98e-08 2.00e-07 3.0 3.0 2.9 32.91 2.58e-03
32 9.58e-09 1.16e-08 2.59e-08 2.9 2.9 3.0 70.57 2.06e-02
64 1.20e-09 1.47e-09 3.40e-09 3.0 3.0 2.9 175.85 1.65e-01
128 1.50e-10 1.84e-10 4.54e-10 3.0 3.0 2.9 491.91 1.32e+00
256 2.25e-11 2.72e-11 6.47e-11 2.7 2.8 2.8 1674.83 1.06e+01
512 1.50e-11 1.68e-11 2.90e-11 0.6 0.7 1.2 4963.15 8.44e+01
Table 4.2: Empirical convergence rates for a third order ADER scheme with several
relaxation times ε. N is the number of cells. Errors are computed for variable A. CPU
times are reported for all tests. The highlighted row corresponds to the largest number
of cells N for which, according to proposition 2.3, the theoretical convergence rate is
expected to be achieved.
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ADER-O4
ε N L1 L2 L∞ O(L1) O(L2) O(L∞) tCPU [s] 44
10−2 4 6.73e-06 7.68e-06 1.64e-05 - - - 0.81
8 3.94e-07 4.83e-07 1.21e-06 4.1 4.0 3.8 1.62 1.16e+00
16 2.18e-08 2.47e-08 5.65e-08 4.2 4.3 4.4 3.66 1.86e+01
32 1.49e-08 1.65e-08 2.55e-08 0.6 0.6 1.1 10.42 2.98e+02
10−3 4 5.91e-06 7.80e-06 1.89e-05 - - - 1.11
8 4.94e-07 6.09e-07 1.55e-06 3.6 3.7 3.6 2.52 1.16e-01
16 2.80e-08 3.56e-08 9.79e-08 4.1 4.1 4.0 6.02 1.86e+00
32 9.59e-10 1.22e-09 4.02e-09 4.9 4.9 4.6 16.06 2.98e+01
64 1.44e-09 1.60e-09 2.44e-09 -0.6 -0.4 0.7 40.93 4.76e+02
10−4 4 6.27e-06 7.49e-06 1.74e-05 - - - 2.43
8 6.80e-07 8.16e-07 1.85e-06 3.2 3.2 3.2 6.32 1.16e-02
16 4.00e-08 4.78e-08 1.18e-07 4.1 4.1 4.0 15.28 1.86e-01
32 2.29e-09 2.77e-09 7.21e-09 4.1 4.1 4.0 39.87 2.98e+00
64 5.79e-11 7.43e-11 2.61e-10 5.3 5.2 4.8 107.24 4.76e+01
128 1.44e-10 1.61e-10 2.55e-10 -1.3 -1.1 0.0 335.48 7.62e+02
10−5 4 1.57e-05 1.81e-05 2.64e-05 - - - 8.23
8 5.50e-07 6.73e-07 1.66e-06 4.8 4.7 4.0 18.71 1.16e-03
16 4.53e-08 5.33e-08 1.26e-07 3.6 3.7 3.7 44.81 1.86e-02
32 2.64e-09 3.12e-09 7.74e-09 4.1 4.1 4.0 113.75 2.98e-01
64 1.46e-10 1.78e-10 4.89e-10 4.2 4.1 4.0 344.79 4.76e+00
128 2.06e-11 2.24e-11 4.12e-11 2.8 3.0 3.6 1068.13 7.62e+01
Table 4.3: Empirical convergence rates for a fourth order ADER scheme with several
relaxation times ε. N is the number of cells. Errors are computed for variable A. CPU
times are reported for all tests. The highlighted row corresponds to the largest number
of cells N for which, according to proposition 2.3, the theoretical convergence rate is
expected to be achieved.
Chapter 4. Hyperbolic reformulation of a 1D viscoelastic blood flow model and ADER
finite volume schemes 108
ADER-O5
ε N L1 L2 L∞ O(L1) O(L2) O(L∞) tCPU [s] 45
10−2 4 1.88e-06 2.10e-06 3.37e-06 - - - 1.08
8 7.88e-08 9.43e-08 1.90e-07 4.6 4.5 4.1 2.60 4.44e+00
16 1.58e-08 1.75e-08 2.57e-08 2.3 2.4 2.9 6.75 1.42e+02
32 1.54e-08 1.71e-08 2.47e-08 0.0 0.0 0.1 19.59 4.54e+03
10−3 4 1.61e-06 1.88e-06 3.48e-06 - - - 1.32
8 6.71e-08 8.22e-08 1.71e-07 4.6 4.5 4.3 3.80 4.44e-01
16 2.71e-09 3.21e-09 6.61e-09 4.6 4.7 4.7 10.52 1.42e+01
32 1.54e-09 1.72e-09 2.49e-09 0.8 0.9 1.4 29.37 4.54e+02
10−4 4 1.57e-06 1.94e-06 3.55e-06 - - - 3.51
8 6.90e-08 8.41e-08 1.73e-07 4.5 4.5 4.4 9.45 4.44e-02
16 2.29e-09 2.83e-09 6.02e-09 4.9 4.9 4.8 25.46 1.42e+00
32 1.66e-10 1.86e-10 3.08e-10 3.8 3.9 4.3 77.60 4.54e+01
10−5 4 2.00e-06 2.24e-06 3.34e-06 - - - 10.37
8 6.93e-08 8.44e-08 1.74e-07 4.8 4.7 4.3 27.91 4.44e-03
16 2.46e-09 2.92e-09 6.00e-09 4.8 4.9 4.9 78.60 1.42e-01
32 7.24e-11 9.00e-11 1.95e-10 5.1 5.0 4.9 215.37 4.54e+00
64 1.71e-11 1.90e-11 3.01e-11 2.1 2.2 2.7 724.42 1.54e+02
Table 4.4: Empirical convergence rates for a fifth order ADER scheme with several
relaxation times ε. N is the number of cells. Errors are computed for variable A. CPU
times are reported for all tests. The highlighted row corresponds to the largest number
of cells N for which, according to proposition 2.3, the theoretical convergence rate is
expected to be achieved.
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Figure 4.1: Comparison of numerical results obtained with a third order numerical
scheme for the elastic model (dashed line) and the viscoelastic model with a relax-
ation time ε = 10−3 s (thick continuous line) and experimental measurements (thin
continuous line) reported in [2].
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Figure 4.2: Comparison of numerical results obtained with our third order numerical
scheme for the viscoelastic model with a relaxation time ε = 10−3 s (thick continuous
line), reference numerical results (dashed line) and experimental measurements (thin
continuous line), both reported in [2].
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Figure 4.3: Comparison of numerical results obtained with our third order numerical
scheme for the viscoelastic model with relaxation times ε = 10−2 s (dashed line), ε =
10−3 s (thick continuous line) and ε = 10−4 s (thin continuous line).
Chapter 5
Computational Haemodynamics
in Stenotic Internal Jugular Veins
5.1 Introduction
Internal jugular veins (IJVs) are the main paths of discharge of blood from brain to-
wards the heart for most subjects in supine position. When these paths are perturbed,
cerebral venous drainage is assured by collateral circles. The potential higher pressures
and consequences on cerebral blood flow still need to be fully understood. Chronic
CerebroSpinal Venous Insufficiency (CCSVI) is a recently described vascular condition
[165, 166] which is characterized by an anomalous cerebral venous drainage. This dis-
covery has given rise to the still controversial hypothesis that such venous pathology
can have a role in the aetiology of Multiple Sclerosis [165, 167]. IJV stenoses, defined
as occlusions of the blood vessel, represent one of the diagnosis criteria of CCSVI. In
this context, stenoses, as other venous anomalies, are assessed non-invasively through
MRI and Echo-Colour Doppler imaging, which allows visualisation of the morphology
of head and neck veins, as well as their haemodynamics. These criteria, however, are
strongly dependent on subjective evaluation and often do not take into account specific
anatomical features of patients. In particular, stenoses are mainly diagnosed based on
the reduction in the cross-sectional area. For example in [165] an IJV is considered
stenotic if its area is smaller than 0.3 cm2 .
In recent years, computational haemodynamics has become a valuable, non-invasive
alternative tool for gaining additional insight on patient haemodynamics, in terms of
flow patterns, pressure, wall shear stress (see, e.g.,[82, 87, 156, 164]), as well as for
computing clinically relevant indicators [62, 85].
112
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However, the feasibility of detailed computer simulation is still limited by the prohibitive
computational cost, especially when considering a large number of blood vessels and com-
plex topologies. This issue is particularly important when modelling the haemodynamics
of veins, as small vessels and minor collaterals (which are usually neglected in arterial
blood flow modelling) might be determinant for the physiological flow conditions. In
order to reduce the model complexity, 3D models are often used in combination with
reduced one-dimensional (1D) models, to simulate haemodynamics in large vessel net-
works (see e.g. [15, 49, 50, 92, 119]), and lumped parameter or zero-dimensional (0D)
models, which are introduced to take into account the influence of smaller and terminal
vessels (see, e.g., [161, 162]). A further application of these reduced models is the simu-
lation of one-dimensional stenoses, modelled as a reduction of vessel cross sectional area
[106, 134].
In this chapter we propose a multiscale computational framework to support the diag-
nosis and the characterization of internal jugular vein stenoses. To this end we will first
construct a model of IJV stenosis in a realistic context, by deforming locally a patient-
specific geometry, obtained from medical imaging. Through a geometrical multiscale
model, taking into account realistic flow rates profiles for the straight sinuses and bra-
chiocephalic veins, we investigate different scenarios involving occlusions of the IJVs of
different severity and different morphologies of cerebral veins. Computationally, stenoses
will be characterised through the perturbation of cerebral haemodynamics as function
of the reduction of cross sectional area of the jugular veins. Haemodynamics quantities
to monitor include pressure increase across the stenosis (a criteria used for diagnosis
in e.g. [157, 165]), peak velocity increase [86] and wall shear stress. As a result, our
study provides the possibility of improving these diagnosis criteria, through a detailed
investigation of flow field perturbation and considering variable veins morphology.
The rest of the chapter is organized as follows. In Section 5.2 we describe the tools
and the algorithms used for the setup of our in-silico stenotic vein model, while the
methodologies for the numerical simulations of stenotic jugular veins is described in
Section 5.3. Section 5.4 describes the setup of the computational study, while results
are presented in Section 5.5 and discussed in detail in Section 5.6. Finally, conclusions
are drawn in Section 5.7.
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5.2 Anatomical model set up
5.2.1 Data acquisition
Patients data and medical images used in this study have been obtained from the Detroit
MR Imaging Center (Wayne State University, Detroit, MI, USA). Data were obtained
following the MRI protocols described in [157], specifically designed to assess CCSVI,
with particular focus on the imaging of head, neck, and spine (to image the azygos
system). The veins of interest for the present study were imaged using 2D time-of-flight
MR venography and 3D contrast-enhanced MR angiography/venography. Imaged vessels
include the superior vena cava, brachiocephalic veins, internal jugular veins and dural
sinuses. These vessels are responsible for almost the totality of cerebral venous drainage
towards the heart in supine position. Besides anatomical images, 2D phase-contrast MRI
(PC-MRI) flow acquisitions have been collected in the neck, positioned at the level of the
second and third vertebrae of the cervical spine (C2/C3). Manually defined contours on
PC-MRI allowed for quantification of flow variables, including average velocity, positive
(toward the brain), negative (toward the heart), and combined volume flow rates [157].
5.2.2 Image segmentation
MRI data has been segmented using the open-source software VMTK (Vascular Modeling
ToolKit, [6, 143]). In particular, we extracted the surface representation of the two IJVs,
right and left brachiocephalic veins, up to the superior vena cava and the subclavian
veins (Figure 5.1, left). From the triangulated surface geometries, three-dimensional
meshes for computational analysis were obtained using the open-source mesh generator
TetGen [138].
5.2.3 Mathematical model of a stenosis
Our goal is to set up a model for blood flow in stenotic veins, able to take into account
realistic flow conditions as well as the realistic patients anatomies. To this end we
adopted a computational procedure to create stenotic IJVs artificially, starting from the
geometry of a healthy (i.e. non stenotic) patient. Let us denote with S a given patient
surface geometry (see Figure 5.1, left) obtained from medical imaging, and with Ω the
corresponding three-dimensional computational domain. In order to obtain a stenotic
geometry, we consider the computational domain Ω as it would be filled with an ideal
elastic material at rest. The narrowing of cross sectional area, defining the stenosis,
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Figure 5.1: Left: View of a patient surface geometry after segmentation. Right:
Stenotic geometry, with a local CSA reduction of 77% along the left IJV (in yellow).
is then created applying an external compression force on a small subset Γsten of the
surface S.
In practice, a stenotic mesh is obtained by deforming the original mesh through a dis-
placement field d : Ω→ R3, solution of the partial differential equation give by
∇ · σe(d) = 0, on Ω ,
d = 0, on ∂Ω/Γsten ,
σe(d)n = −fn, on Γsten ,
(5.1)
where σe(d) plays the role of the second Piola-Kirchhoff stress tensor for an elastic
material, related to the ∇d through a constitutive law, e.g.
σe(d) = κ
(∇d +∇dT ) , κ > 0
(for a linear elastic model). In (5.1), fn is a normal force, whose entity (to be tuned
according to the particular geometry) defines the reduction of the cross sectional area,
while κ is a free parameter which corresponds to the elastic modulus of the ideal material.
Equation (5.1) is solved numerically using piecewise linear finite elements in a prepro-
cessing step. From the solution of (5.1), the deformed surface is recovered adding the
displacement d to the original mesh. Figure 5.1 (right) shows the result of this procedure
for a CSA reduction of 77%.
Chapter 5. Computational Haemodynamics in Stenotic Internal Jugular Veins 116
5.3 Computational haemodynamics
5.3.1 Three-dimensional blood flow modelling
In order to simulate the blood flow in internal jugular veins, we consider the boundary
of the computational domain Ω partitioned as
∂Ω = Γin ∪ Γwall ∪ Γout,
denoting, respectively, the inflow boundaries, the vessel wall and the outflow boundaries.
The images have been acquired in supine position, when the internal jugular veins rep-
resent the main discharge path for cerebral blood flow, and have relatively low volume
changes during the cardiac cycle. Hence, as a first approximation, we consider the do-
main Ω to be constant in time. Furthermore, as MRI-derived flow rate wave forms
exhibited a marked pulsatility in phase with the cardiac cycle (time scale less than one
second), the blood flow within the domain of interests can be assumed to behave as a
Newtonian fluid (see e.g. the discussion in [49, chapter 6] and [51])1
Thus, we describe the blood flow in Ω in terms of the velocity u : Ω×R+ → R3 and the
pressure p : Ω× R+ → R solution of the incompressible Navier-Stokes equations
ρ∂tu + ρu · ∇u +∇p− 2µdiv (u) = 0 in Ω,
div u = 0 in Ω,
u = uin on Γin,
u = 0 on Γwall,
σ(u, p)n = pout on Γout .
(5.2)
In (5.2) ρ stands for the density of the fluid (1060 Kg/m3) and the fluid Cauchy-stress
tensor is given by
σ(u, p) = −pI + 2µ(u), (u) def= 1
2
(∇u +∇uT) ,
µ being the dynamic viscosity of the fluid (4 · 10−3 Pa · s).
Moreover, uin and pout represent a given inlet velocity and a given outlet pressure,
imposed at inflow and outflow boundaries, respectively. In order to simulate a physiologic
regime, these values have been prescribed based on realistic flow rate and pressure profiles
(see Section 5.4.1).
1 This assumption was also verified a posteriori, computing the value of shear rates from the numerical
results of exploratory simulations, which resulted to be always larger than 1 s−1, below which non-
Newtonian effects becomes important [49, chapter 6].
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5.3.1.1 Numerical solution
In order to numerically solve problem (5.2), we consider first a time-discretization based
on a Chorin-Temam projection scheme [27, 61, 142]. In this approach, velocity and
pressure are computed separately in two sub-steps. Let tn denote the time at the n-th
time step performed with an uniform time step τ . For a given initial condition u0 = u0,
each time iteration consists of solving the two problems:
• an advection-diffusion problem for the velocity un+1, obtained by relaxing the
incompressibility constrain
ρ
un+1 − un
τ
+ ρun ·∇un+1 − 2µ∇ · (un+1) +∇pn = 0 in Ω̂,
un = uin(tn+1) on Γin,
2µ(un+1)n = 0 on Γout,
un = 0 on Γwall.
(5.3)
• a Poisson problem for the pressure pn+1, obtained by projecting the velocity onto
a divergence-free space
−τ
ρ
∆pn+1 = −∇ · un+1 in Ω̂,
τ
ρ
∂pn+1
∂n
= 0 on Γin ∪ Γwall,
pn+1 = pn+1out on Γout.
(5.4)
Problems (5.3)-(5.4) are solved using continuous piece-wise linear finite elements on the
tetrahedral mesh.
5.3.1.2 Boundary conditions of the 3D model
In the numerical studies presented in Section 5.4–5.5, the inlet boundary Γin is composed
by the (left and right) internal jugular veins and by the (left and right) subclavian veins
(see also Figure 5.2, left). At these locations we impose flow rates via prescribing in (5.3)
a plug velocity profile uin. At the outflow boundary (superior vena cava), we prescribe a
given pressure profile, which is imposed through a Dirichlet boundary condition on the
pressure in equation (5.4). Further details on the physiological inlet flow rates and outlet
pressure profiles used in the simulation will be provided in Section 5.4.1. Additionally,
a recently proposed regularization method [13] for backflow stabilization has been used,
in order to prevent numerical instability at the outflow boundary.
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5.3.2 One-dimensional blood-flow model
Due to their relatively high computational cost, full 3D fluid models can be currently
used to resolve the blood flow only locally, i.e. focusing on a limited number of vessels. In
order to investigate the cerebral haemodynamics from a more general point of view, one
has to reduce the complexity of the original Navier-Stokes equations (5.2). This can be
done considering the cardiovascular system as a network of interconnected and compliant
vessels, in which the flow is assumed to be one-dimensional. Integrating the mass and
momentum conservation equations (5.2) over each pipe cross section one obtains (see,
e.g., [124]) 
∂A
∂t
+
∂
∂x
(uA) = 0,
∂(uA)
∂t
+
∂
∂x
(
αˆu2A
)
+
A
ρ
∂p
∂x
= f,
(5.5)
where A(x, t) is the cross sectional area along the longitudinal axis, u(x, t) the cross-
sectional averaged axial velocity, p(x, t) the average internal pressure over the cross-
section, f(x, t) stands for the friction force per unit length, and the parameter αˆ depends
on the shape of the velocity profile along the cross section (usually assumed equal to 1,
which corresponds to a constant velocity over the cross section). As in (5.2), ρ denotes
the blood density.
System (5.5) for the three unknowns A, u and p requires a closure condition. This is
usually accomplished via a tube law involving a pressure-area relation. In this manner
the vessel deformation is related to changes in transmural pressure [121], namely
p(x, t) = pe(x, t) +K(x)φ(A(x, t), A0(x)) , (5.6)
with
φ(A,A0) =
(
A
A0
)m
−
(
A
A0
)n
. (5.7)
Here pe(x, t) denotes the external pressure, K(x) is the bending stiffness of the vessel
wall (related the Young modulus, the wall thickness, and the vessel radius in an unloaded
reference configuration), while A0(x) denotes the cross-sectional area at reference pres-
sure.
5.3.2.1 Numerical scheme for the 1D model
We reformulate (5.5) in quasilinear form as proposed in [151]:
∂tQ + A(Q)∂xQ = S(Q) , (5.8)
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in terms of the unknowns
Q =
[
A, q,K,A0, pe
]T
, (5.9)
where q = Au is the mass flow rate. Now the source term vector in (5.8) is
S(Q) = [0,−f, 0, 0, 0]T (5.10)
and the coefficient matrix A(Q) is given by
A(Q) =

0 1 0 0 0
c2 − u2 2u Aρ φ K Aρ ∂φ∂A0 Aρ
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, (5.11)
c =
√
A
ρK
∂φ
∂A being the wave speed. See [151] for the details of the derivation and for a
detailed mathematical analysis of the system.
We solve numerically system (5.8) using a high-order ADER finite volume scheme [150],
with the DET solver for the generalised Riemann problem [41]. As is well known, all
GRP solvers require in addition a classical Riemann solver (piece-wise constant data),
see [100]; to this end here we adopt the Dumber-Osher-Toro (DOT) scheme [46] a mod-
ification described in [104]. For a full description of the global, closed-loop multi-scale
model see [105]. For background on the ADER approach and recent developments see
[147] (Chapters 19 and 20) and references therein.
5.3.3 Geometrical multiscale model
To take into account the effect of the upstream veins on the haemodynamics of stenotic
IJVs, we consider a multi-scale model combining the local three-dimensional finite el-
ement solver for stenotic IJVs with a one-dimensional network containing the sigmoid
sinuses, the transverse sinuses, the straight and the sagittal sinuses (see Figure 5.2).
From the computational point of view, the coupled model consists of solving equa-
tions (5.2) and equations (5.8) on two separate domains. The outgoing fluxes from the
one-dimensional model, at each 3D-1D interface, are used to impose inlet boundary
conditions for the velocity in (5.2), prescribing a 3D velocity profile satisfying
qn+13D = q
n+1
1D ,
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Figure 5.2: Left. A sketch of the multiscale 3D-1D model. Fluid 3D simulations
are used for the left and right internal jugular veins, denoted by LIJV and RIJV re-
spectively, up to the left and right subclavian veins (LSCV and RSCV respectively)
and the superior vena cava (SVC), while a 1D network takes into account the response
up to the level of traight and superior sagittal sinuses. Right. The coupling between
dimensionally heterogeneous models is acomplished by imposing the outgoing 1D flow
to the 3D model (5.2), and imposing the resulting pressure as boundary condition for
(5.8), at terminal segments of the 1D network.
while the resulting 3D pressures are used to modify the boundary conditions of problem
(5.8) at the end of the network (Figure 5.2, right). The pressure coupling is implemented
following the approach proposed in [119] (in the form of a preconditioned Richardson
iteration), setting the 1D pressure as
pn+11D = γp
n+1
3D + (1− γ)pn1D
for a parameter γ ∈ (0, 1].
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5.3.4 Computation of Wall Shear Stress
Besides the velocity and pressure fields, another quantity of clinical relevance is the Wall
Shear Stress (WSS), defined as the tangential component of the normal shear stress at
the vessel wall:
τWSS
def
= τn − (τn · n)n (5.12)
(where τn = n
T ∇u denotes the normal shear stress).
In fact, it has been shown that an abnormal WSS might affect the biology of endothelial
cells, playing a relevant role in the development of pathologies and in the triggering of
inflammatory responses (see, e.g., [11, 82, 116]).
In this context, an important mechanical indicator, monitoring the oscillatory behaviour
in time of WSS, is the so-called Oscillatory Stress Index (OSI), defined as
OSIWSS
def
=
1
2
(
1− ‖〈τWSS〉‖〈‖τWSS‖〉
)
, (5.13)
where 〈·〉 stands for the average value over a period (cardiac cycle). Namely, the OSI
quantifies the WSS vector deflection from blood flow predominant direction (varying
from 0.0, for no-cyclic variation of WSS vector, to 0.5, for 180 degrees deflection of WSS
direction).
In computational haemodynamics, the calculation of accurate wall shear stresses is a
relatively complex issue, as it strongly depends on the level of approximation of the
surface geometry (hence on the quality of the medical images). Using piecewise linear
finite elements for the three-dimensional fluid solutions (Section 5.3.1.1), the velocity on
the surface is approximated by linear polynomials, which results in a piecewise constant
distribution of gradients. In order to reconstruct a smoother stress distribution at the
surface nodes, we have computed nodal approximations of the velocity gradient con-
sidering all the neighbouring mesh points using then the smoothing and approximation
procedure recently described in [32].
5.4 Case studies
Starting from a patient-specific reference domain for a healthy subject (not diagnosed
as having a stenosis), we consider different set-ups of the computational model, which
are depicted in Figure 5.3. First, we create artificial stenosis of increasing severity,
using the procedure described in Section 5.2.3, obtaining CSA reductions from 20%
up to 77% at the bottom of the left IJV (Figure 5.3, bottom). At the same time, in
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Figure 5.3: Model setups considered in our study. At the top, the different one-
dimensional networks modelling the cerebral veins up to the straight and superior
sagittal sinuses, considering the cases of disconnected, weakly connected and strongly
connected sinuses (a, b and c, respectively). At the bottom, different stenotic geometries
(with reduction of CSA of 39%, 55%, 66% and 77%, respectively) obtained perturbing
the original patient-specific mesh at the bottom of the left IJV.
order to take into account the effect of upstream veins, we coupled the computational
3D domain to a 1D network of compliant vessels up to the Straight Sinus (STS) and
Superior Sagittal Sinus (SSS), through the geometrical multiscale method described in
Section 5.3.3. Anatomical studies have shown that in about 50% of the population the
SSS is drained by both transverse sinuses, whereas in the remaining cases drainage is
unilateral [54]. This aspect might play a relevant role in the presence of a stenosis, as the
connection between sinuses represents an important alternative discharge path in case
of stenosis (as will be illustrated in Sections 5.5.2–5.5.3). Hence, in order to account for
the variability of the intracranial venous network topology, three different versions of
the multi-scale model have been considered:
• no connection between transverse sinuses (Figure 5.3a);
• weak connection (Figure 5.3b);
• strong connection (Figure 5.3c).
These different upstream models have been investigated in combination with all the
different stenotic configurations.
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5.4.1 Physiological boundary conditions
On each computational (3D-1D) domain, blood flow has been simulated through the
coupled approach described in Section 5.3. Flow rates at inlet boundaries of the one-
dimensional network, that is at the inlet of STS, SSS, VLs and SCVs, and pressure at
the SVC outlet boundary (depicted in Figure 5.4) have been prescribed using values
obtained from a closed-loop one-dimensional model of the cardiovascular system [105].
See [4, 137] for more details about settings of the network solver regarding the treatment
of junctions and boundary conditions.
5.5 Simulation results
This section presents the outcome of our computational study on the effect of a pro-
gressive IJV stenosis. In particular, we assessed the impact of an IJV stenosis according
to
• the maximum pressure drop, defined as the pressure difference between IJV inlet
and SVC outlet, as measured in [166],
• the peak velocity ratio, which refers to the ratio between the maximum pre-stenotic
and post-stenotic velocities [86],
• the perturbation induced on the flow, in terms of WSS and OSI.
Finally, we provide computational evidence on the mesh independence of reported nu-
merical results.
5.5.1 Computational results vs MRI-derived flow rate measurements
In Figure 5.5, we compare numerically computed flow rates at C2/C3 level for the
weak confluence configuration (without stenosis) vs PC-MRI flow quantification data for
the same patient. The qualitative and quantitative agreement for the left IJV is very
satisfactory, both for the average flow (computed value of 6.68 ml/s versus a measured
flow of 6.98 ml/s) and for the pulsatility. In the case of the right IJV we obtain a
computed average flow rate of 2.94 ml/s versus a measured average flow of 4.18 ml/s.
Moreover the computed flow rate pulsatility for this vessel is lower than the one obtained
from PC-MRI measurements. This mismatch can be explained by the fact that the mass
entering the domain is given by prescribed boundary conditions in intracranial 1D vessels
and SCVs. In reality, many small collaterals, not considered in this model, contribute
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Figure 5.4: Flow rates and pressure used as boundary conditions for the 3D-1D
computational model [105]. Top: Flow rates for the SSS, STS, left Vein of Labbe
(VLL) and right Vein of Labbe (VLR). Middle: Flow rates for the left Subclavian
Vein (LSCV) and right Subclavian Veins (RSCV). Bottom: Pressure profile imposed
at the Superior Vena Cava (SVC).
to an increase of flow rate along the IJV as one moves towards the heart. In any case,
due to the simplifications adopted in this model and to the absence of patient-specific
boundary conditions, we consider the agreement between MRI-derived and computed
flow rates as satisfactory for the purposes of this work.
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Figure 5.5: Top: Comparison of numerically computed flow rate (Simulation, full
line) and PC-MRI measurements (MRI, dashed line) for the left IJV at C2/C3 level.
Bottom: Comparison of computed flow rate (Simulation, full line) and PC-MRI mea-
surements (MRI, dashed line) for the right IJV at C2/C3 level.
5.5.2 Intracranial venous pressure increase
Figure 5.6 shows the maximum pressure drop across the stenotic vein, throughout one
cardiac cycle, as function of the variation of the CSA, which represents the variation of
the severity of the left IJV stenosis; results are shown for all three configurations of the
confluence of sinuses considered. Computed pressure drop is in agreement with results
reported in [166], with pressure drops larger than 1.3 mmHg for a CSA reduction higher
than 50%, and with maximum values of about 2.5 mmHg. We note that in a normal
subject the reported pressure drop is about 1 mmHg.
However, the result is highly depending on the morphology of cerebral veins. We remark
that strongly connected left and right transverse sinuses have regulatory effects, allowing
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Figure 5.6: Maximum pressure drop (mmHg) across the stenotic IJV versus the
reduction (in %) of CSA.
a redistribution of flow between the two IJVs. This aspect is further evidenced in
Figure 5.7 (right). While flow is deviated from the left to the right IJV, pressure drop
decreases in the stenotic left IJV (LIJV) due to the collateral path, and increases in the
stenotic right IJV (RIJV), which is receiving more flow. For comparison, we simulated
a pathological case where stenoses are present in both right and left IJVs (Figure 5.7,
left), with CSA reductions of 77% (from 105 mm2 to 24 mm2) and 50% (from 40 mm2
to 20 mm2), respectively (Figure 5.7, left). The results are shown in Figure 5.7 (right).
In this situation, the augmented resistance of the right IJV reduces the regulatory effect
of the confluence of sinuses yielding a higher pressure also in the right IJV.
Finally, Figures 5.8 and 5.9 depict the computed pressures in the SSS and STS for the
non-stenotic case, and for the case of stenoses in both IJVs. The maximum pressure
increase in the SSS reaches 4 mmHg (from 9 mmHg to 13 mmHg) in the morphology
without connection, while it remains relatively constant when transverse sinuses are con-
nected. On the other hand, one can observe that a strong transverse sinuses connection,
while reducing the pressure in the SSS, yields a pressure increases in the STS.
5.5.3 Flow perturbation
The perturbation of the flow field (upstream and downstream) due to the stenosis is also
a relevant aspect, which might have clinical implications. In Figure 5.10 (top) we show
the peak velocity ratio, i.e. the ratio between pre-stenotic and post-stenotic velocity,
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Figure 5.7: Left: Configuration with stenoses in both IJVs (frontal and lateral views).
CSA reduction: 50% (right IJV) and 77% (left IJV). Right: Maximum pressure drop
(for both left and right IJVs) depending on the degree of connection of confluence of
sinuses, comparing the case of a single stenosis, case A (left IJV, CSA reduction of
77%) and stenoses in both IJVs, case B (CSA reduction of 50% – right IJV – and 77%
– left IJV).
Figure 5.8: Computed pressure (in mmHg) in the SSS for different configurations of
the confluence of sinuses. Left: Original geometry (no CSA reduction). Right: Left
IJV CSA reduction of 77%.
for the different stenotic configuration and for the different considered topologies. In
all cases, values are larger than 2.5 for CSA reduction higher than 60%. These values
are in agreement with the results of [86], where a peak velocity ratio of 2.5 was used
to characterise stenosis in the SVC. On the other hand, the behaviour is almost inde-
pendent from the existence of sinuses connection. In fact the peak velocity ratio is not
very sensitive to maximum pressure drop magnitude for different configurations of dural
sinuses, as we can see in Figure 5.10 (bottom).
Next, Figure 5.11 shows a snapshot of the streamlines near the stenotic region. One can
clearly observe flow disturbances in the post-stenotic region, which, for severe stenosis
degree, might lead to flow recirculation. A further quantity that might be perturbed by
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Figure 5.9: Computed pressure (in mmHg) in the STS for different configurations of
the confluence of sinuses. Left: Original geometry (no CSA reduction). Right: Left
IJV CSA reduction of 77%.
the presence of a stenosis is the WSS, depicted in Figures 5.12 to 5.14 for three selected
points in space, located before, within and after the stenosis, respectively. While inside
the stenotic area the WSS increases accordingly to the reduction of CSA (expected, as a
consequence of higher peak velocity), one can observe an irregular behaviour when the
occlusion reaches 50%, which results in a lower post-stenosis WSS.
The same effect can be observed from a different perspective in Figure 5.15, which shows
the WSS over the surface of the 3D domain at time 0.2 s (corresponding to the maximum
WSS in the non-stenotic configuration). Furthermore, Figure 5.16 depicts the surface
OSI, an indicator of WSS perturbation, which quantifyies the change in the periodic
behaviour of shear stresses. Although the stenosis seems to have a moderate influence,
due to the fact that the flow in the IJVs is mainly unidirectional, the area of highest
perturbation is the one immediately after the stenosis and includes the brachiocephalic
vein.
5.5.4 Computational domain and mesh independence study
Here we carry out a mesh refinement exercise by considering a sequence of three di-
mensional meshes: Mesh 1 (66K tetrahedra), Mesh 2 (135 K tetrahedra) and Mesh 3
(240K tetrahedra). The corresponding results show that the change in the solution from
Mesh 2 to Mesh 3 is virtually negligible. Computations are carried out for the stenotic
geometry with a 66% CSA reduction and weakly connected transverse sinuses.
Figure 5.17 shows the result for all three meshes, for the pressure at the inlet of the left
and right internal jugular veins. It is clearly seen that the computational results from
Mesh 2 and Mesh 3 are almost indistinguishable. Most results in this chapter are from
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Figure 5.10: Top: Peak velocity ratio across the stenosis as function of relative
reduction of its diameter. Bottom: Maximum pressure drop on LIJV as function of
peak velocity ratio.
Mesh 2 and note that the pressure at the inlet plays a key role in our study. Moreover,
figure 5.18 shows the pressure history at the point of coordinates (13.1, 13.7, 13.0), close
to the pre-stenotic zone. Again the results support our observation that the spatial
discretization of Mesh 2 implies reliable solutions of the partial differential equation.
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Figure 5.11: Snapshot of the streamlines near the stenotic area (time 0.2 s) for the
simulation without confluence of transverse sinuses. Left: Non-stenotic configuration
(CSA = 105 mm2). Right: Configuration with the largest occlusion (reduction of 77%,
CSA = 35 mm2).
5.6 Discussion
5.6.1 General remarks
Despite the several simplifications at the base of our computational model, we obtain a
satisfactory agreement between computed IJV flow rates and patient-specific PC-MRI
measurements (see Figure 5.5). The best match has been obtained for the left IJV flow
rate for a weak connection of both transverse sinuses, which in this case corresponds to
the patient morphology observed in the MRI images. It is worth noticing that this vein
is the one where we focus our attention throughout this study. On the other hand, since
many tributaries and collaterals that might contribute to cerebral venous flow are not
taken into account in the present study, the model seems to underestimate flow in the
right IJV. Moreover, as the following sections will show, we note that for stenotic IJVs
our computational results are in agreement with reported values for pressure drop [166]
and peak velocity ratio [86].
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Figure 5.12: Behaviour in time of WSS at three selected points for the no connection
confluence of sinuses configuration. Top: before; Middle: inside and Bottom: after
the stenotic region.
5.6.2 Pressure increase and importance of intracranial venous topol-
ogy
The relation between CSA reduction and maximum pressure drop appears to behave
exponentially when the CSA reduction is larger than 60% (Figure 5.6). This finding
supports the indications given in a recent clinical study based on ultrasound imaging
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Figure 5.13: Behaviour in time of WSS at three selected points for the weak connection
confluence of sinuses configuration. Top: before; Middle: inside and Bottom: after
the stenotic region.
[86], in which only a CSA reduction higher than 75% was considered to be clinically
significant.
On the other hand, we observe that the magnitude of the maximum pressure drop ap-
pears to be strongly correlated to the intracranial venous configuration. This is an
aspect that, due to the technical complications in imaging minor veins, makes their
investigation difficult, from an experimental point of view. The no connection configu-
ration yields the most pronounced pressure increase (Figure 5.6). For instance, a CSA
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Figure 5.14: Behaviour in time of WSS at three selected points for the strong connec-
tion confluence of sinuses configuration. Top: before; Middle: inside and Bottom:
after the stenotic region.
reduction of 66% leads to a maximum pressure drops of 1.06, 1.17 and 1.47 (mmHg),
for confluence of sinuses with strong connection, weak connection and no connection,
respectively. This behaviour is, to some extent, to be expected, as in the no connection
configuration the intracranial venous systems are separated circuits and the regulatory
mechanism can not take place. However, it is interesting to see that a weak connection
might already be able to bring the pressure to a normal value.
The effect of the morphology of the confluence of sinuses can also be seen in Figures
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Figure 5.15: WSS magnitude on neck veins for the strong confluence configuration,
at time t=0.2. Left: Non-stenotic configuration (CSA = 105 mm2). Right: Large
occlusion (reduction of 66%, CSA = 35 mm2).
5.8 and 5.9. Comparing pressures in the SSS and STS, for non-stenotic and stenotic
IJVs, we obtained higher dural sinuses pressures for the no connection case. For the
non-stenotic case, peak pressures in SSS and STS are 9.3 vs 7.0 mmHg, for the no
connection configuration and 8.0 vs 7.8 mmHg for the strong connection configuration.
Similarly, for the stenotic case, pressures in SSS and STS are 11.0 vs 7.8 mmHg, for the no
connection configuration and 8.7 vs 8.5 mmHg for the strong connection configuration.
In the presence of well connected transverse sinuses, flow distribution can easily take
place, yielding similar pressures in SSS and STS and lowering peak pressure values.
5.6.3 Flow field perturbation
The oscillatory behaviour of WSS, as well as abnormal WSS intensity have been reported
as key factors influencing the morphology and disposition of endothelial cells [65]. There
is medical evidence that pathological conditions are caused by low or highly oscillatory
shear stress. In the context of our study, this potentially pathological condition can
be observed in the post-stenotic area for all considered confluence of sinuses (see, e.g,
Figure 5.13). As expected, WSS inside the stenotic area is considerably higher than in
pre- and post stenotic regions (Figures 5.12 to 5.14). As reported in [30], this higher
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Figure 5.16: OSI near the stenosis for the case of sinuses without confluence. Left:
Non-stenotic configuration (CSA = 105 mm2). Right: Configuration with the largest
occlusion (reduction of 66%, CSA = 35 mm2).
Figure 5.17: Pressure history for the stenotic geometry with a 66% CSA reduction
for three different 3D meshes. (Left) Pressure at the LIJV inlet. (Right) Pressure at
the RIJV inlet.
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Figure 5.18: Pressure history at a fixed point in the pre-stenotic zone, for the stenotic
geometry with a 66% CSA reduction for three different 3D meshes and weakly connected
transverse sinuses. Note that results from meshes Mesh 2 and Mesh 3 are almost
indistinguishable.
shear stresses might induce morphological and histological changes in the affected IJVs.
On the other hand, it is important to notice that the venous outflow in the IJV is
mainly unidirectional, and reflux, which might take place for very short times in the
case of strong CSA reduction (Figures 5.12 to 5.14) is limited to portions of the vessel
after the stenosis.
We note that although WSS can also be computed using 1D models, these have serious
limitations for producing physically meaningful results [82]. One limitation is to have to
assume a velocity profile. The main motivation of the work presented in this chapter, is
to locally resolve the flow in 3 space dimensions so that computation of WSS and other
physical quantities is physically more correct.
5.6.4 Diagnosis criteria for IJV stenosis
Criteria for assessing the presence of a stenosis are currently defined according to the
severity of the venous occlusion, i.e. based on the reduction of CSA below a fixed
threshold [157, 166], or on the post- vs pre-stenotic peak velocities ratio [86]. Our com-
putational results show that the peak velocity ratio criteria proposed in [86] is able to
accurately identify a significant reduction of CSA, while it is not a relevant indicator for
a pathological pressure drop, since peak velocity ratio for different intracranial venous
configurations is almost identical (Figure 5.10), while pressure drops vary considerably
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(Figure 5.6). In the extreme cases considered, for a CSA reduction of 77%, peak ve-
locity ratios for no connection and strong connection configurations are identical, while
maximum pressure drops are 2.60 mmHg and 1.69 mmHg, respectively.
Another outcome of our study is that the criterion of a fixed threshold value of CSA, to
identify clinically relevant stenoses, must be applied very carefully. For the particular
configuration studied in this chapter, the right IJV would have been considered a stenotic
vein, even in its physiological (sane) configuration. In fact, the impact of a stenosis in
terms of pressure increase, which might yield pathological conditions in the cerebral
venous system, is related not only to geometrical aspects (such as CSA reduction and,
consequently high peak velocity ratio), but also to the flow rate across the stenosis. This
aspect has been clearly shown for blood flow in different configurations of the confluence
of sinuses (as discussed in Section 5.6.2). While CSA reduction and peak velocity ratio
were identical for all intracranial venous morphologies, the related pressure increases
differed considerably from case to case.
5.6.5 Model limitations
Although our model is based on patient-specific geometries and we achieve a satisfac-
tory agreement with patient-measured flow data, some of the simplifications made in
this study must be underlined. In this study we have considered rigid vessel walls for
the local 3D domain (IJVs). Although veins typically have a relatively high compliance,
this simplification might be acceptable for a subject in supine position. In the case of
a stenotic vessel, a compliant IJV would compensate a pressure increase by a volume
change. In order to take this aspect into account, we introduced compliant intracra-
nial vessels, modelled through a one-dimensional network, which allows to significantly
reduce the computational complexity of the simulation. On the other hand, it is well
known that these vessels are stiffer than neck veins, and, therefore, pressure changes must
be considered as an upper-bound of a realistic situation. Another important aspect to
be explored in future studies is the influence of alternative cerebral drainage pathways,
such as vertebral veins, deep cervical veins, vertebral venous plexus and anastomoses
between IJVs and external jugular veins. The presence of well developed collaterals
might reduce the impact of a stenotic IJV on cerebral venous drainage.
5.7 Conclusions
We have developed a computational framework to study, in a patient-specific setting,
the effect of a stenosis of IJVs on cerebral haemodynamics. In particular, starting
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from individual images of the head and neck veins and using patient-specific measured
blood flow rates, we have investigated the perturbation induced by stenoses of increasing
severity in terms of extracranial (IJVs) and intracranial venous pressure increase as well
as flow disturbances. We have assessed our results utilizing widely used clinical criteria
for the diagnosis of stenoses.
Furthermore, using a multi-scale mathematical blood flow model we have been able to
investigate different topologies of intracranial veins. Our computational study shows that
currently used diagnosis criteria should be applied cautiously. In particular, a purely
geometric criterion such as absolute CSA might be misleading, whilst a local criterion,
such as the CSA ratio between pre- and stenotic portions of the veins (equivalent, to
some extent, to a peak velocity ratio criterion) would be more significant. Moreover,
we have illustrated the relevance of cerebral venous topology in relation to considerable
pressure increments caused by stenotic IJVs. Note the important fact that the size of
the pressure changes are no to be judged in absolute terms, but relative to the usual
venous pressures. This means that the computed pressure drops are, percentage wise,
actually quite high. We have observed that venous configurations with well-connected
transverse sinuses are much less sensitive to IJV stenoses than weakly connected ones.
This suggests that the morphology of the cerebral venous system should also be taken
into account as a relevant aspect, when diagnosing an IJV stenosis.
The work presented in this chapter, represents a first step towards a computer aided
diagnosis of venous anomalies and venous insufficiencies. These pathologies are currently
assessed through criteria that do not consider patient specific anatomies. Further studies
will extend the computational analysis to take into account anatomical data of a large set
of individual geometries, in order to provide statistically significant trends. The coupling
of the local three-dimensional stenotic model to a closed-loop, global one-dimensional
model will be the subject of future investigations.
Chapter 6
Summary of the thesis
In this thesis two topics have been considered, firstly, the study of the Cattaneo re-
laxation procedure for numerically solving advection-diffusion-reaction equations, and
secondly, a medical application of current interest.
Concerning the first topic, we have extended the applicability of the Cattaneo relaxation
approach to reformulate time-dependent advection-diffusion-reaction equations. Based
on the approach of Cattaneo two new relaxations have been proposed, the canonical
relaxation formulation and the the ad-hoc relaxation formulation. We have presented
an strategy to choose the relaxation parameter which is independent of model equations
and numerical methodologies. This strategy relates the mesh spacing ∆x, an order of
accuracy r and the relaxation parameter ε. So, an optimal ε can be chosen in terms of
∆x and ε. This results in a more generous time step restriction than some conventional
numerical schemes with parabolic stability constraint.
The ADER methodology has been extended to solve advection-diffusion-reaction equa-
tions. Furthermore, a new locally implicit generalized Riemann problem has been pre-
sented, which is based on the implicit Taylor expansion and the Cauchy-Kowalewski
procedure. The ADER method resulting from this new solver, is able to solve balance
laws with stiff source terms. Only the second-order version has been implemented in
this thesis. However, the basis for constructing high order schemes has been presented.
We have solved selected model equations and convergence rate assessments have been
carried out for some of them. Additionally, a blood flow model for a network of viscoelas-
tic vessels has been solved and the results have been compared with existing experimental
measurements and reference numerical solutions.
Regarding the second topic of this thesis, a numerical study of the haemodynamics
impact of stenoses in the internal jugular veins has been carried out. A 3D/1D multi
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scale flow model has been used in this study. MRI imaging has provided patient-specific
information for the multi-scale model, as well as, the three-dimensional geometry and
blood flow rates. Different topologies of intracranial veins have considered as 1D models.
Using this mathematical framework, several degrees of stenoses have been investigated
in terms of extracranial (IJVs) and intracranial venous pressure increase as well as flow
disturbances.
We have assessed some conventional clinical criteria for the diagnosis of stenoses. We
have observed that topologies of intracranial veins result in considerable pressure incre-
ments caused by stenotic IJVs, which suggested that the morphology of the cerebral
venous system should also be taken into account as a relevant aspect, when diagnosing
an IJV stenosis.
Appendix A
Linear
advection-diffusion-reaction
partial differential equations
Here, via an example, we compare our approach to an existing approach to calculate the
eigenvalues of relaxation systems. The relevance of this concerns the efficiency of the
time marching procedure, as the time step is computed from a CFL condition involving
an estimate for the maximum signal speed.
Consider the linear adrPDE system
∂tQ + ∂x (AQ) = ∂xG(Q, ∂xQ) , (A.1)
with Q = [q1, q2]
T and G(Q, ∂xQ) = (BQ + D∂xQ) where
A =
[
2 −1
4 −2
]
, B =
[
−1 0
3 −7
]
, D =
[
1 0
1 2
]
. (A.2)
We shall consider the following:
• Verify if conditions of Proposition (3.3) apply and;
• Compare the eigenvalues from existing splitting operator procedure and the present
approach.
To assess the conditions of Proposition (3.3), we must check that D is similar to a semi
positive definite matrix and that A − B has real eigenvalues only. The eigenvalues of
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D are δ1 := 1 δ2 := 2 and it is similar to the diagonal matrix formed by δ1 and δ2.
In addition, the eigenvalues of A − B are µ1 = µ2 = 4, which are real. Thus, the
requirements of Proposition (3.3) are satisfied.
A canonical relaxation formulation of the system under consideration is
∂tQ + ∂x ((A−B) Q−DU) = 0 ,
∂tU + ∂x
(−1εQ) = 1εU , (A.3)
with U = [u1, u2]
T . The Jacobian of this system with respect to W = [Q,U]T is
J =
[
A−B −D
−1εI 0
]
=

3 −1 −1 0
1 5 −1 −2
−1ε 0 0 0
0 −1ε 0 0
 (A.4)
and its eigenvalues are given by
λ1 =
1
2
{
4−
√
16 + 4ε
}
, λ2 =
1
2
{
4 +
√
16 + 4ε
}
,
λ3 =
1
2
{
4−
√
16 + 8ε
}
, λ4 =
1
2
{
4 +
√
16 + 8ε
}
.
(A.5)
As predicted by proposition (3.3) they have the form
λ±i =
1
2
{
µi ±
√
µ2i +
4
ε
δi
}
. (A.6)
Note that this system has distinct eigenvalues and is therefore hyperbolic, even if the
advective part in the original system is not hyperbolic (eigenvectors of A do not form a
set on two linearly independent vectors. A only contains one eigenvector).
On the other hand, following a splitting operator procedure to approximate eigenvalues
of J. As for example such of Nishikawa [113], the eigenvalues λi derive from the viscous
part Fv and the inviscid part Fi
Fi =
[
AQ
0
]
, Fv =
[
−BQ−DU
−1εQ
]
. (A.7)
The eigenvalues of the viscous and inviscid part are computed with respect to W. If
we denote by λij the eigenvalues of the inviscid part and by λ
v
j the eigenvalues of the
viscous part, with j = 1, 2, 3, 4. Then the splitting operator procedure suggest that the
maximum eigenvalue of J is approximated by λsmax := max{|λij |}+max{|λvj |}.
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On the other hand, the eigenvalues for the inviscid part are λi1 = λ
i
2 = λ
i
3 = λ
i
4 = 0 and
for the viscous part are
λv1 =
1
2
{
1−
√
1 + 4ε
}
, λv2 =
1
2
{
1 +
√
1 + 4ε
}
,
λv3 =
1
2
{
7−
√
49 + 8ε
}
, λv4 =
1
2
{
7 +
√
49 + 8ε
}
.
(A.8)
Therefore, the approximation to the maximum wave speed is λsmax =
1
2
{
7 +
√
49 + 8ε
}
,
whereas the maximum exact wave speed is λmax =
1
2
{
4 +
√
16 + 8ε
}
. Consequently,
the splitting approach overestimates the signal speed and thus underestimates the time
step, making it more inefficient.
Appendix B
Junctions and boundary
conditions
While blood flow within each vessel is modelled using equations (4.20), we still need
to treat boundary conditions arising from measurements to be prescribed or from the
interaction of one-dimensional vessels with lumped parameter models [4]. Here we briefly
explain how to treat junction and to assign boundary conditions for the one-dimensional
model. Details on the numerical treatment of lumped parameter models can be found
in [4, 96].
B.1 Junction treatments
Let us consider a junction to be the point where J+1 vessels are confluent, where Qj
is the state vector associated to vessel j -th, with j = 0, . . . , J . We assume that at the
junction
dA0 = dK = dpe = 0 (B.1)
and that the vessel wall has elastic properties, as proposed in [96]. We want to find state
vectors Q∗j = [A
∗
j , q
∗
j ] to be used as boundary conditions for each vessel. Therefore, for
J + 1 vessels we need to compute 2 (J + 1) unknowns. J + 1 equations are provided by
requiring mass conservation
J∑
j=0
gj q
∗
j = 0 (B.2)
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and continuity of total pressure
p˜∗0 +
1
2
ρ
(
q∗0
A∗0
)2
− p˜j − 1
2
ρ
(
qj
Aj
)2
= 0, j = 1, ..., J . (B.3)
In (B.2) gj is given as
gj(Ij) =
 1 , if Ij = Nj ,− 1 , if Ij = 1 , (B.4)
where Ij is the index of the computational cell of the j-th vessel that shares an interface
with the junction and Nj is the number of computational cells of vessel j. Finally,
the missing J + 1 equations are provided by Riemann invariants for waves leaving the
one-dimensional domain
q∗j
A∗j
+ gj
∫ A∗j
A0
c(A)
A
dA− qj
Aj
− gj
∫ Aj
A0
c(A)
A
dA = 0 j = 0, ..., J . (B.5)
Equations (B.2), (B.3) and (B.5) constitute a non-linear system with 2 (J+1) equations
and 2 (J + 1) unknowns and is solved using a Newton method. For further details on
this methodology see [137].
B.2 Assigning boundary conditions for the one-dimensional
model
Let Q = [A1D, q1D]
T be the state of a computational cell at the extremity of a one-
dimensional vessel sharing a boundary, where we want to prescribe the cross-sectional
area Abc, the flow rate qbc, or both of them. These quantities might arise from lumped
parameter models, from measurements or from coupling conditions at junctions. If only
one component of Q is known we compute the value of the remaining component by
solving the following equation
q1D
A1D
+ g1D
∫ A1D
A0
c(A)
A
dA− qbc
Abc
− g1D
∫ Abc
A0
c(A)
A
dA = 0 (B.6)
for the unknown quantity. Here, g1D plays the role of gj in (B.4), i.e. it identifies if
computational cell at the extremity corresponds to the beginning or to the end of the
vessel.
We denote by QLbc = [A
L
bc, q
L
bc]
T and QRbc = [A
R
bc, q
R
bc]
T the state vectors for boundary
conditions on the left and right boundaries of the vessel, obtained from (B.6). To
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prescribe these values at the vessel extremities, we use the fluctuations
D+
1− 1
2
= f(QL1D)− f(QLbc) , D−N+ 1
2
= f(QRbc)− f(QR1D) , (B.7)
where f is a flux to be determined, N is the total number of cells of the vessel and QL,R1D
are the state vectors inside the computational domain for the left and right boundaries,
respectively. Moreover, assuming
dA0 = dK = dpe = dΨ = 0 , (B.8)
from the momentum equation in (4.20) f must satisfy
fA∂xA+ fq∂xq =
(
c2 − u2 + aΓ
2
)
∂xA+
(
2u
)
∂xq = 0 . (B.9)
The reader can check that this is an exact differential equation. Therefore, flux f is
found simply from integration of (B.9), yielding
f(A, q) = A
[
K
ρ
(
m
m+1
(
A
A0
)m − nn+1 ( AA0)n)+ u2 + aΓ] . (B.10)
This procedure ensures exact mass conservation over the network at a discrete level.
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