In this paper, we formulate and investigate the following problem: given integers d, k and r where k > r ≥ 1, d ≥ 2, and a prime power q, arrange d hyperplanes on F k q to maximize the number of r-dimensional subspaces of F k q each of which belongs to at least one of the hyperplanes. The problem is motivated by the need to give tighter bounds for an error-tolerant pooling design based on finite vector spaces.
Introduction
Designing good error-tolerant pooling design is a central problem in the area of non-adaptive group testing [9] , which has many practical applications including DNA library screening [8, 10, 21] , multiple access control [5-7, 17, 26] , and error correcting/detecting superimposed codes [11] [12] [13] [14] [15] , to name a few.
To date, there are relatively few papers addressing the problem of designing and analyzing errortolerant pooling designs [1, 3, 4, 16, 19, 20, 22, 24] . In [22] , Ngo and Du introduced a non-adaptive pooling design based on finite vector spaces, which was later found to be highly error-tolerant by D'yachkov et a. [10] . The analysis of the design in [10] was not very tight. In this paper, we give a tighter analysis of the design. This is done via formulating a new and very interesting hyperplane arrangement problem on finite fields.
To formally describe our problem, we first need a few definitions. A 01-matrix M is said to be d-disjunct if and only if no column is contained in the union of d others. (Here, columns are viewed as characteristic vectors of sets of rows.) A d-disjunct matrix corresponds precisely to a pooling design which can identify at most d negative items. For the design to tolerate a few errors in outcomes, it is not sufficient for a column to just not be covered by d others. A d z -disjunct matrix is a matrix where, given any d + 1 columns C 0 , C 1 , . . . , C d , the set C 0 \ C 1 ∪ · · · ∪ C d has at least z elements. It is easy to show that a d z -disjunct matrix can detect z − 1 errors and correct (z − 1)/2 errors.
The construction in [22] is as follows. Let q be a prime power and m, k, r be integers such that m > k > r ≥ 1. Let M q (m, k, r) be the 01-matrix whose rows are indexed by r-dimensional subspaces of F m q and whose columns are indexed by k-dimensional subspaces of F m q . M q (m, k, r) has a 1 in row R and column C if and only if R is a subspace of C. It is easy to see that M q (m, k, d) is d-disjunct (the containment method by Macula [18] ). Later, D'yachkov et al. [10] realized that we do not have to take r = d for M q (m, k, r) to be d-disjunct (r could be a lot smaller than d, even r = 1 works sometimes). Moreover, the construction can, in general, tolerate a lot of errors. Specifically, their main result was that,
q , the number of r-dimensional subspaces each of which belongs to C 0 but not other C i is at least
and that the bound is tight for d ≤ q + 1. Here, for any non-negative integers m, n, n m q denotes the Gaussian coefficient, to be defined in the next section.
The number of columns of M q (m, k, r) is m k q , exponentially larger than q +1. Hence, it is desirable to devise tight bounds for the case when q + 1 < d ≤ m k q − 1. In this paper, we partially address this problem. In the process, we formulate a new -to the best of the author's knowledge -hyperplane arrangement problem on finite fields.
The rest of this paper is organized as follows. Section 2 motivates the hyperplane arrangement problem and presents preliminary results on the problem. Section 3 gives tighter bounds for the original group testing problem using results from Section 2. Section 4 concludes the paper with additional remarks and a conjecture.
2 An extremal hyperplane arrangement problem on finite fields
Motivation and notations
Henceforth, we shall use (a; q) n (or (a) n for short) to denote the q-shifted factorial:
The q-analogue of a natural number n is denoted by [n] q , and the Gaussian coefficient is denoted by n m q
. They are defined as follows.
[0] q := 0
otherwise.
We shall drop the subscript q and write [n] and n m when there is no potential confusion as to what q is. Our notations are standard in the q-series literature [2] .
For any vector space X, let X denote the set of all r-dimensional subspaces of X, and dim(X) the dimension of X. Then, it is well known (see, e.g. [25] ) that
For any vector spaces X and Y ,
because any vector space which is a subspace of X and a subspace of Y is also a subspace of the vector space X ∩ Y . Note that, in general X ∪ Y is not a vector space, and
Thus, we want to find k-dimensional subspaces C 0 , C 1 , . . . , C d of F m q that minimizes the quantity
For any i ∈ {1, . . . , d}, let 
maximized, the above discussion motivates the following problem.
Problem 1 (Our Hyperplane Arrangement Problem).
Given a k-dimensional vector space C over F q , and an integer d such that
At least, find good upper bounds for the quantity.
The result in [10] can be restated as follows
Theorem 2.1 (D'yachkov et al.). Given integers
The bound is tight when d ≤ q + 1.
Initial observations
By inclusion-exclusion, we have
As we will see later, it is not easy to determine the dimension of the intersection of a given number of arbitrary hyperplanes. That is why inclusion-exclusion does not help us directly solve the problem. Next, for any two vector spaces X and Y ,
In particular, if X is a hyperplane and Y is a proper subspace of a k-dimensional vector space, then either
In words, a hyperplane either contains Y or "cut into" Y at one dimension lower than that of Y . This observation leads to the following simple yet important lemma.
Lemma 2.2. Let H 1 , . . . , H x be some x hyperplanes of an l-dimensional vector space over F q whose intersection is I = H 1 ∩ · · · ∩ H x . Let H be any hyperplane not containing I, and set
Proof. Because H does not contain I, H does not contain i∈S H i for any S. Thus,
The Y i actually are hyperplanes of H. What this lemma tells us is that, the inter-relationship (in terms of dimensions of intersections) between the hyperplanes H 1 , . . . , H x is the same as the inter-relationship between the hyperplanes
Consider an i-dimensional subspace X of a k-dimensional vector space S over F q . Let l be an integer where i ≤ l ≤ k. Then, the number of l-dimensional subspaces of S containing X is k−i l−i . In particular, when i = k − 2 the number of hyperplanes that contains X is
Lastly, the following identity is the q-analog of the Pascal's triangle identity for binomial coefficients [25] :
The cases of 4 and 5 hyperplanes
Using the basic observations in the previous section, when there are a constant number of hyperplanes it is possible to enumerate all possible classes of arrangements (with respect to our objective function). In this section, we will compute the objective function for all arrangements of 4 and 5 hyperplanes. These arrangements will serve as the base case to prove generic bounds in the next section. We will be working on an l-dimensional vector space S over F q , namely S is isomorphic to F l q . For any set of (at least two) hyperplanes H, let x(H) be the maximum number of hyperplanes in H whose intersection has dimension l − 2. Note that 2 ≤ x(H) ≤ q + 1. Also define
We first consider the 4-hyperplane case.
1 := 4
This case can only hold when q ≥ 3.
(ii) If x(H) = 3, then
2 := 4
(iii) If x(H) = 2, then there are two cases:
Moreover, g
1 ≥ g
2 ≥ g
3 ≥ g
4 .
Proof. Cases (i) and (ii) follow straightforwardly from the inclusion-exclusion formula (3) and Lemma 2.2. Suppose
, and the formula for g (4) g
Lemma 2.4. Let
1 := 5
This case can only hold when q ≥ 4.
(ii) If x(H) = 4, then
2 := 5
(iii) If x(H) = 3, then there are three cases:
g(H) = g
The last case (of g
5 ) can only hold when q ≥ 3). (iv) If x(H) = 2, then there are four cases:
8
9
9 can only hold when q ≥ 3). Moreover, g
5 ; and g
9 . Also, g when q ≥ 4.
Proof.
• Cases (i) and (ii) follow straightforwardly from the inclusion-exclusion formula (3) and Lemma 2.2.
• Suppose x(H) = 3, and assume V = H 1 ∩ H 2 ∩ H 3 has dimension l − 2. Let V i = H 4 ∩ H i , for i = 1, 2, 3, and U = H 1 ∩ H 2 ∩ H 3 ∩ H 4 . Since x(H) = 3, H 4 does not contain V and thus dim(U ) = l − 3 by Lemma (2.2). We consider three cases as follows. 
3 .
Case 2: H 5 contains U but does not contain any W i for i = 1, 2, 3. In this case, H 1 , H 2 , H 3 , H 4 intersect H 5 at 4 different hyperplanes all of which contains U . It follows that
5 .
Case 3: H 5 does not contain U . This is the situation of Lemma 2.2. We have
• If x(H) = 2, then W = H 1 ∩ H 2 ∩ H 3 has dimension l − 3. The formula for g
6 comes from the case when H 4 and H 5 both contain W ; g (5) 7 is obtained when W ⊂ H 4 but W ⊂ H 5 or vice versa; g (5) 8 is obtained when W is neither a subspace of H 4 or H 5 and H 5 does not contain the intersection U = H 1 ∩ H 2 ∩ H 3 ∩ H 4 , and g (5) 9 is obtained when W is neither a subspace of H 4 nor H 5 , yet H 5 does contain U . The computation is similar to the previous case.
Tighter bounds and the packing arrangement
We first consider the simplest case when r = 1. The total number of lines (i.e. 1-dimensional subspaces) of a k-dimensional vector space S over F q is
Let V be any k−2-dimensional subspace of S, and H 1 , . . . , H q+1 be the set of all hyperplanes containing V . Then, the inclusion-exclusion formula (3) gives
The following theorem follows immediately. For the rest of this section, we can assume r ≥ 2. We first give a particular arrangement called the packing arrangement which proves to be optimal in certain cases. Definition 2.6 (Packing Arrangement). Suppose 1 + q < d ≤ 1 + q + q 2 . Let S be the k-dimensional vector space that the hyperplanes belong to. Let V be any (k − 2)-dimensional subspace of S, and W be any (k − 3)-dimensional subspace of V . The packing arrangement of d hyperplanes is an arrangement in which q + 1 hyperplanes, say H 1 , . . . , H q+1 , all contain V and the rest of the hyperplanes contain W .
We could define the packing arrangement for larger values of d. However, for the purposes of this paper d ≤ 1 + q + q 2 is sufficient. The following lemma tells us the "cost" of this arrangement.
Lemma 2.7. Consider 1 + q < d ≤ 1 + q + q 2 , and let H 1 , . . . , H d be in the packing configuration. Then,
Proof. Without loss of generality, assume H 1 , . . . , H q+1 intersect at a (k − 2)-dimensional subspace V and the rest of the hyperplanes contain a (k − 3)-dimensional subspace W ⊂ V . Consider any H i where
Note that all V j contain W ; and, due to Lemma 2.2 it is easy to see that V 1 , . . . , V q+1 are different hyperplanes of H i . Moreover, the total number of hyperplanes in H i that contain W is exactly 1 + q. Hence,
Consequently,
Proof. Without loss of generality, assume H 1 , . . . , H x intersect at V of dimension (k − 2), and no other H i contains V . We invoke Lemmas 2.2 and formula (3) again. Since H i does not contain V , it is easy to see that, for 1 ≤ j ≤ x, the vector spaces V j = H i ∩ H j are all distinct with dimension one less than H j . Also, the intersection of the V j has dimension one less than V . It follows that
We get Theorem 2.1 for free. 
Moreover, there exists an arrangement of hyperplanes achieving the right hand side.
Proof. Without loss of generality, suppose H 1 , . . . , H x intersect at some (k − 2)-dimensional subspace V , and no other
Relation (21) implies
The inequality is tight because equality can be obtained by choosing 
Moreover, when d = q + 2 the packing arrangement achieves the bound.
Proof. Without loss of generality, suppose H 1 , . . . , H x intersect at some (k − 2)-dimensional subspace V , and no other H i contains V . Note that, in this case 2 ≤ x ≤ q + 1, and thus
When d = q + 2, we only have to verify that the right hand side of (23) is the same as that of (20), which is mechanical. 
Moreover, when d = q + 3 the packing arrangement achieves the bound.
Tighter analysis of
The results of the previous section help us analyze the M q (m, k, r) construction. Firstly, we show that M q (m, k, 1) is not a good design when d ≥ q + 1. The result is a direct corollary of Theorem 2.5.
Proof. Let C 0 be a k-dimensional subspace of F m q . Let H 1 , . . . , H q+1 be hyperplanes of C 0 chosen according to Theorem 2.5. Let v be any vector in F m q not belonging to C 0 . For i = 1, . . . , d, let C i = span{H i , v}. Choose arbitrarily k-dimensional subspaces C q+2 , . . . , C d . Then, it is easy to see
Secondly, the number of columns of M q (m, k, r) is m k , which is exponentially larger than [k], the number of hyperplanes in a k-dimensional vector space. The following theorem shows a limit of the pooling design.
Discussions
It is very natural to ask the converse of our hyperplane arrangement problem, leading to the following: Historically, there have been quite a lot of studies on hyperplane arrangements. The extremal problems such as the problem of dividing a space into as many regions as possible given a fixed number of hyperplanes are mostly on infinite vector spaces. Arrangement problems and results on finite fields mostly are about algebraic and structural information (Möbius functions, Poincaré polynomials, ...) or topological structures. The reader is referred to [23] for a good treatment of such problems. Our two hyperplane arrangement problems are new, to be best of the author's knowledge.
It is possible to show that the packing arrangement is the best for d = q + 5 (q ≥ 3) and so on, but the current method becomes too tedious to be useful. We conjecture that the packing arrangement is best for Problem 1 when 1 + q < d ≤ 1 + q + q 2 . We also leave open Problem 2 at this point.
