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The global demand of liquefied natural gas (LNG) rises rapidly in recent years for the 
reasons of energy security and sustainable development. This has led to considerable 
recent research interests and efforts in the LNG production chain and associated risks 
in handling, storage and transport of LNG, largely driven by the intrinsic process 
safety issues of LNG, potential terrorist threats and public confidence in LNG safety.  
 
This thesis firstly presents a comprehensive review on some recent advances in LNG 
value chain, covering upstream gas production and gathering, liquefaction, shipping 
and regasification processes. Recent developments in the experimentation and 
modelling of LNG spills associated with LNG value chain are then summarized, 
covering the events following an LNG spill including LNG pool formation, vapour 
dispersion and combustion. The consequent hazards and safety issues are also 
discussed, with a focus on the methods for improving the safety of personnel, facilities 
and ships. The key technical gaps in the related research areas have been identified and 
future research directions are outlined. 
 
Following the review on recent advances in LNG value chain and focusing on LNG 
spill, pool formation and dispersion, this PhD study has developed a CFD code that 
directly models the complete spill and pool formation process (Direct CFD simulation 
method), taking into consideration heat and mass transfer governing equations and the 
Monin-Obukhov similarity theory for atmospheric stability. The model (direct CFD 
simulation method) was validated against the experimental data from the Burro and 
Falcon test series. The direct CFD simulation method was shown to provide better 
predictions than the conventional approach that simply estimates the pool size from 
natural gas inlet conditions and uses fixed vaporization rate.  
 
This PhD study further applies the direct CFD simulation method to investigate: a) the 
effect of an impoundment on LNG spill and dispersion mitigation; b) the thermal 
effect of substrate and atmosphere on LNG spill, pool formation and vapour cloud 
dispersion; and c) the stability effect of atmosphere and sea on LNG pool formation 




It was clearly shown that an impoundment can confine the LNG spill and control the 
dispersion by both increasing air flow turbulence and generation of a 
swirl/recirculation at the upwind walls resulting in reduction of vapour cloud 
dispersion by up to 55%. 
 
The simulations on the thermal effect simulations show that increasing thermal 
conditions has little effect on the initial growth rate of the LNG pool (0 – 50 s); 
however as the LNG discharge rate starts to decrease (~50 – 400 s), the effect of 
increasing thermal conditions becomes more apparent, with the pool size decreasing. 
Overall this led to a significant increase in downwind dispersion (by up to 26%) 
accompanied with a slight decrease in lateral dispersion (by up to 6%) and a slight 
increase in the vertical dispersion (by up to 5%). The prediction also shows that 
thermal conditions of spill substrate (in this case, the sea surface) have a greater 
impact on the dispersion process than that of the atmosphere. 
 
By incorporating a wave modelling method into the previously develop direct CFD 
simulation method, the stability effect of atmospheric and sea (sea waves in particular) 
on LNG pool formation and dispersion process was then investigated. Pasquill 
stability was used to determine the stability classes for each of the scenarios and cases 
studied. The importance of modelling the roll and pitch of LNG carriers was 
investigated; with sloshing leading to an increase of up to 31% on tank wall pressure 
and an increase of 100 seconds on spill time. Analyses show that as stability increase, 
LNG pool radius also increase; and a larger pool radius was indicative of a lower 
evaporation rate. The increasing stability (more stable conditions) was shown to have 
little effect on the earlier growth of the LNG pool and the temporal evolution of 
evaporation rate (0 – 50 s); once the discharge of LNG from the tanker starts 
decreasing, the effect of increasing stability in each case , starts becoming visible (~50 
s and onwards). The results showed that stability effects induced by the sea waves 
were noted to have a greater impact on the whole spill and dispersion process. Overall 
the increasing stability conditions led to an 8% increase in downwind dispersion of the 
vapour cloud, 11% increase in the crosswind dispersion and a 19% decrease in vertical 
dispersion. Finally the implications of this study to Australian LNG export was 
investigated, from which it was concluded that LNG exports during winter can lead to 
IV 
 
the least affected areas compared to that in summer. In order to mitigate LNG spill 
hazards from an LNG carrier, the areas of focus should be on travel routes in close 
proximity to islands; and following an LNG spill, stopping the LNG carrier would 
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1.1 Background and Motives 
1.1.1 Global Energy Outlook and the Role of Natural Gas 
 
The global energy demand is rapidly growing and at a time when the threat of climate 
change needs to be addressed by reducing carbon dioxide emissions, most of which 
comes from the use of fossil fuels. Figure 1 illustrates the growth of the world energy 
mix with a forecast to 2030 derived from the BP statistical review of world energy 
2013.2 This figure depicts the growth of energy consumption by fuel source, with 
natural gas approaching the consumption levels of coal and oil. The total global energy 
use for the year 2012 was 521.97 EJ (494.73 Quadrillion Btu), with oil as the leading 
energy source at 33%, followed by coal at 30%, natural gas at 24%, nuclear at 4% and 
other sources (wind, solar etc.) at 9%. In Australia however, the total energy use is 
521.97 EJ (494.73 Quadrillion Btu), with coal as the leading energy source at 39%, 
followed by oil at 37%, natural gas at 18%, other sources (wind, solar etc.) at 6% and 
without nuclear (0%). 
 
Of the three largest energy sources (coal, oil and natural gas), natural gas continues to 
be favour, due to its environmental friendly nature and is arguably the cleanest fossil 
fuel.3 In comparison to oil and coal, it emits virtually no sulfur, far less nitrogen oxide, 
no solid waste and significantly less carbon dioxide than oil and coal. The direct 
greenhouse gas emissions from combustion for coal and oil are significantly higher per 
unit of energy compared to that of natural gas (Table 1) based on the review paper by 
Lim et al.4 and the carbon dioxide emission coefficient of the U.S. Energy Information 
Administration5.  In addition, according to US Energy Information Administration,6 
new gas power plants required ~50% of the levelised capital cost of coal per MWh, 
less than 33% the cost of nuclear, and less than 20% the cost of onshore wind, let 






Figure 1: Growth of world energy mix from 1990 and extrapolated to 2030 (data were 
extracted from literature;2 1EJ = 0.9478 quadrillion Btu). 
 
Table 1: Emission of air pollutants from the direct combustion of coal, oil and natural gasa 
 Carbon dioxide Nitrogen oxides Sulphur dioxide
kg/GJ kg/GJ kg/GJ 
(lbs/MMBtu) (lbs/MMBtu) (lbs/MMBtu) 
Coal  90.37 (210.2) 196.47 (457) 1113.93 (2591) 
Oil  70.50 (164 ) 209.80 (488) 482.37 (1122) 
Natural Gas  50.30 (117) 39.55 (92) 0.26 (0.6) 
aData were extracted and converted from the literature4, 5 
 
Table 2: Average levelised capital costs of new power generation resourcesa 
Energy Source 













Natural Gas 15.8 – 44.2 4.63 – 12.95 65.6 – 130.3     19.23 – 38.19 
Coal 65.7 – 88.4 19.25 – 25.91 100.1 – 135.5 29.34 – 39.71 
Nuclear 83.4 24.44 108.4 31.77 
Wind (onshore) 70.3 20.60 86.6 25.38 
Wind (offshore) 193.4 56.68 221.5 64.92 
aData were extracted and converted from the U.S. Energy Information Administration6 
bLevelised capital cost is the price that the generating asset must receive over its lifetime to 
break even 
 































Within the next fifteen years, many coal-fired power plants will likely be retired, and 
if these power stations are replaced with gas-fired power plants, overall emissions can 
be reduced by up to 50% per unit of energy produced as depicted in Table 2. 
 
1.1.2 Importance of Liquefied Natural Gas (LNG) for Natural Gas Utilisation 
 
Although natural gas is considered to be the most favoured fossil fuel, it still faces 
challenges such as transportation to demand sites; manly due to its gaseous state. The 
two most common transportation methods are via pipeline or as LNG. An economic 
analysis (Figure 2) by the Center for Energy Economics in the University of Texas at 
Austin7 shows that transport of natural gas as LNG becomes cheaper compared to 
offshore pipelines for distances greater than 1130 km (~700 miles) or 3540 km (~2200 
miles) for onshore pipelines. A comparison of the fuel properties of natural gas at 
standard temperature and pressure (STP) and LNG (-162 °C), is shown in Table 3. It 
can be seen that the liquefaction of natural gas into LNG is ideal as it increase the 
energy density of the fuel, enabling for more economic long-distance transportation of 
the fuel. In addition, international trade of natural gas is typically in distances 
exceeding 3540 km (~2200 miles), further reinforcing the value of transporting natural 




Figure 2: Transport cost of natural gas technologies relative to distance (data extracted from 
literature,7 1$/GJ = 1.055$/MMBtu) 
 
 














 Gas pipeline: Offshore












Table 3: Fuel properties of natural gas at standard temperature and pressure (STP)8-11 
compared to those of LNG (-162 °C)3, 12-15 
Properties Natural Gas 
(S.T.P) 
LNG (-162 °C) 
Molecular weight (g/mol) 19.5 16.043 
Density (kg/m3) 0.7 – 0.9 422.5 
Energy density (MJ/L) 8.5 – 9.5 20.3 – 22.5 
Boiling point(°C) -161 -161 
Viscosity (kg/m*s) 1.1 * 10-5 114 * 106 
Surface tension (N/m) - 13.36 
Specific heat (kJ/kg*K) 2.215 4.186 
Thermal conductivity (W/m*K) 0.033 0.2015 
Shelf life (days) - 5 - 7 
 
Table 4: Some key LNG projects worldwide16-24 





Darwin LNG Australia 3.7 1 Operating 
Brass LNG Nigeria 10.0 2 Operating 
Venezuela LNG Venezuela 14.1 3 Operating 
Trinidad & 
Tobago Trinidad 15.7 4 Operating 
North West Shelf Australia 17.1 5 Operation 
Arzew Algeria 17.3 3 Operating 
Bontang LNG Indonesia 22.2 8 Operating 
Nigeria LNG Nigeria 22.2 6 Operating 
Qatar gas 1 - 4 Ras Laffan 41.2 7 Operating 
Gorgon Project Australia 15.6 3 Operating 
Wheatstone Australia 25 2 Operating/Expansion - 2017 
Gladstone LNG Australia 7.2 2 Operating 
Ichthys LNG Australia 8.4 2 Under Construction - 2017 
Yamal LNG Yamal 16.5 3 Under Construction - 2018 
 
Therefore the supply chain of LNG has been subject to significant developments in 
recent years as a result of rising energy production costs, increasing natural gas prices, 
rising gas import and concerns over increasing requirements on energy security.25 The 
global LNG trade has grown from 73.62 billion cubic meters (bcm) [2.6 trillion cubic 
feet (tcf)] in 1990 to 283.17 bcm (10 tcf) in 2010 and is estimated to rise to 566.34 
bcm (20 tcf) by 2040.26 Another surge in the LNG trade is expected between 2015 – 
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2025 as major LNG projects in Australia are completed by 2020; closely followed by 
completion of projects in North America.26 Table 4 presents some key worldwide 
LNG projects.  
 
The profitability of LNG value chains have increased significantly,27 due to 
technological advances and resulted in a reduction in cost of LNG value chains by 30 
– 50% between 1980s and 2003.28, 29 The average cost breakdown for an LNG value 
chain is ~21% for upstream exploration and production, ~40% for liquefaction plant, 
~20% for shipping facilities and ~18% for storage and regasification terminals.4, 30 
Fixed values are dependent on different factors including trade volume, transportation 
distance and technology employed. The typical investment for an 8 mtpa LNG process 
is shown in Table 5. The upstream gas prices depend mainly on the reservoir while 
liquefaction costs depend on feed gas composition and liquefaction technologies in 
use. The shipping cost are based on the distance between seller and buyer while 
regasification prices are dependent on construction cost, regasification technologies 
and storage capacity in use.29 
 
Table 5: LNG value chain costs for a typical 8 mtpa process29, 31 
 Upstream Liquefaction Shipping Regasification Total
Gas use 
 













- 5% - 7% of 
capital cost 
- 3% - 4% of 
capital cost 
- 




($1 – 3) 
$2.84 – 4.27 





$0.38 – 0.76 






1.1.3 Life Cycle Performance of Natural Gas and LNG 
The life cycle performance of coal (underground and surface mining),6, 32, 33 natural 
gas (conventional and shale gas),6, 32-34 oil (crude and oil sands)32-34 and biofuel6, 33-35 
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energy systems for a period of 20 years is presented in Table 6. It can be seen that, of 
the total greenhouse gas (GHG) emissions in the life cycle assessment (LCA) of the 
energy systems, approximately 91, 95 and 79% for coal, oil and natural gas 
respectively are released during downstream combustion. Additionally, on average, 
emission during fuel production is 3% lower for oil and 21% higher for coal compared 
to natural gas. This is mainly due to the high emissions during the fuel combustion 
stages in coal system. It has also been noted that biofuels can be produced from 
numerous sources as a result, deriving an average emission comparison to that of fossil 
fuels is quite challenging. 
 
Table 6: LCA of different energy sectors for a 20-yeara period6, 32-35 
 Coal Natural Gas Oil Biofuels 
Fuel Producedb (g 
CO2eq/MJ) 
110 – 130 
 
90 – 101 
 
97 – 116 
 
68 – 131 
 
Electricity Producedb (g 
CO2eq/kWh) 
 
675 – 1,689 
 
290 – 930 
 
510 – 1,170 
 





- 155 – 185 
 
185 – 220 
 
15 – 195 
 
Total system levelised 
cost 
($/MWh) 
100.1 – 135.5 65.6 – 130.3 - 111.0 
aThe 20 year period was chosen due to the global warming potential of the specified fuel 
sources within that time frame. 
 bThe green-house gas emission is a summation of possible green-house gases released during 
the development of the infrastructure, during production/procurement of fuel and during the 
combustion of the fuel. 
 
A similar trend is observed in the electricity production analysis, in which coal and oil 
on average produce more emissions that natural gas; biofuels had the least emissions 
compared to fossil fuels. It is important to note that the electricity production analysis 
for biofuels (Table 6) did not consider the carbon emissions from land use, and most 
biomass studies do not include the CO2 emission from biomass plants with the 
assumption that CO2 emission is equal to the CO2 absorbed during the growth stages 
of the biomass plants.33 Because the main area of biofuels is in transportation, biofuels 
have a low GHG emission per kilometre travelled in a passenger car, closely followed 
by natural gas, and then oil with the highest GHG emissions. Overall, the LCA in 
Table 6 shows that natural gas on average produces low GHG emissions for fuel 
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production, electricity production and transport use and costs less as a system 
compared to other fossil fuels; making it a very strong competitor in the world energy 
market. Even though biofuels have low GHG emissions compared to fossil fuels, the 
biofuels sector is still in its early stages and still has a long way to go to, before it can 
start making large contributions to the world energy market. 
 
In comparison to pipeline gas, LNG results in ~50% increase of GHG emissions as 
results of additional liquefaction and tanker transportation, according to the LCA by 
Jaramillo et al.36 presented in Table 7. It is important to note that emission due to 
leakages from pipeline transport method was neglected. To compensate for the 
increased emission due to LNG transportation; LNG value chain technologies have 
demonstrated increased energy efficiency ranging from 60 to 90%.31, 37 
 
Table 7: LCA of LNG vs. pipeline transporta 
Stages of life cycle Emission intensity (g CO2eq/kWh) 
LNG Pipeline (Natural gas) 














Regasification 5 N/A 
aData were extracted from the study by Jaraillo et al.36 
 
1.2 Scope and Objectives 
As natural gas demands continue to rise, it is crucial that risks in handling, storage and 
transportation of LNG are well understood. This thesis is therefore aimed at 
investigating, via means of mathematical modelling, LNG dispersion under various 
conditions. Below is a list of the main objectives of this thesis: 
1. By utilising the ANSYS Fluent software, develop a CFD code for modelling 
LNG spill, pool formation and dispersion; 
2. Investigate the effect of obstacles on the dispersion process of LNG vapour 
clouds; 
3. To study the effect of sea surface and air temperatures on LNG spill, pool 
formation and dispersion; 
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4. To investigate the stability effect of sea and atmospheric dynamics on the 
dispersion process of LNG, following a spill and implications to Australian 
LNG transport. 
 
1.3 Thesis Outline 
This thesis is composed of a total of nine chapters (including this chapter); below is a 
brief summary of content covered in each chapter with a thesis map (Figure 3) to 
further illustrate the structure of the document. 
o Chapter 1 contains the background, motives and objectives of this thesis. 
o Chapter 2 reviews the LNG value chain, from production, liquefaction, storage, 
transportation and regasification; from which, the most likely source of hazards 
are identified and further discussed. Recent advances in the LNG production, 
spills, dispersion and safety are also gathered; from which research gaps are 
identified and forms the basis of this thesis. 
o Chapter 3 summaries the methodology of the study from geometry creation, 
setting up the simulation to analysing the results. 
o Chapter 4 summarises the main codes used to develop the direct CFD simulation 
method and simulation setup procedure. The results and discussion of the newly 
developed direct CFD simulation method benchmarked against experimental data 
and compared to conventional modelling methods is the presented. Finally the 
effect of impoundment on controlling LNG spill and vapour cloud dispersion is 
investigated. 
o Chapter 5 validation of the newly developed direct CFD simulation method 
benchmarked against further experimental data is the presented. Followed by 
investigation on the effect of sea surface and air temperatures on LNG spill, pool 
formation and vapour cloud dispersion. 
o Chapter 6 reports the effect of sea and atmospheric stability on LNG spill, pool 
formation and vapour cloud dispersion; followed by implications to Australian 
LNG transport. 
























Figure 3: Thesis Map 
Objective 4 Investigate 
stability effect 
Objective 1 Develop CFD code Objective 2 Investigate 
effects of obstacles 
Objective 3 Investigate thermal effect 
Chapter 1 Introduction 
- Research background and motives 
- Scope and objectives 
- Thesis outline 
Chapter 2 Literature Review 
- LNG production chain 
- Areas of potential hazard 
- Current research knowledge including 
research gaps 
Chapter 3 Methodology 
- Pre-processing 
- Processing 
- Post processing 
Chapter 5 Effect of air and sea surface temperatures 
simulation 
- Validation method 
- Simulation techniques 
- Benchmarked against experimental data (Falcon 1) 
- Spatial evolution of vapour cloud 
- Temporal evolution of vapour cloud concentration 
- Effect of sea surface and air temperature analysis 
Chapter 6 Stability effect simulation and analysis of LNG 
dispersion 
- Simulation techniques 
- Sloshing 
- Stability effect, spatial and temporal evolution of vapour 
cloud 
- Implications to Australian LNG export 
Chapter 7 Conclusion and 
Recommendations 
Chapter 4 Simulation and analysis of 
LNG dispersion 
- LNG spill, pool formation and 
dispersion CFD code development 
- Validation method 
- Simulation techniques 
- Benchmarked against experimental 
data (Burro 8) and comparison to 
conventional methods 





2 LITERATURE REVIEW 
  
2.1 Introduction 
Considerable recent research has been conducted in developing efficient LNG value 
chains and managing the associated risks such as those in handling, storage and 
transportation of LNG. This has been largely driven by the increases in production 
and use of LNG, potential terrorist threats and public confidence in LNG safety.  
 
The potential hazards include cryogenic tissue damage and embrittlement of 
material. Such hazards can be potentially caused by various physical and chemical 
interactions with LNG via direct contact, pressure from rapid phase transitions 
(RPT), asphyxiation,  LNG pool fires, LNG vapour cloud fires, deflagration and 
detonations. Upon an LNG spill, an LNG pool forms on the substrate and vaporizes 
quickly to form a vapour cloud due to local mixing and heat transfer. Ignition of the 
LNG pool (LNG pool fire), or the LNG vapour cloud (vapour cloud fire) both affect 
the vaporization/dispersion process and causes thermal hazards.  
 
Table 8 contains a summary of the recent reviews in literature on different aspects of 
the LNG value chain. From Table 8 it can be seen that the existing reviews relating 
to LNG production and events following an LNG spill were all done up to 2006.  
Therefore this literature review focuses on some of the recent research advances in 
LNG production, spill, dispersion and safety from 2007, although the classic earlier 
literature will also be cover in order to maintain a smooth connection to prior 








Table 8: Published review papers regarding different aspects of the LNG value chain 
Reference Literature covered Years 
covered 
Aspects covered 
Wood25 Outlook of the 
global LNG trade 
Up to 2012 Current status and future growth 
of global LNG 
 
 
Lim et al4 LNG plant designs Up to 2012 Available LNG plant designs 
and implemented designs and 
their optimisations in practice 
based on costs. 
 
 
Luketa-Hanlin38 Studies on large-
scale LNG spills 
Up to 2006 Behaviour of LNG spill 
including combustion and 
development of predictive 
models, concluding that 




Cleaver et al39 Summary of 
experimental data 
on LNG safety 
Up to 2006 Behaviour of LNG spill, 
combustion and modelling 
issues, concluding that more 




Koopman et al40 LNG safety 
research 
Up to 2006 Behaviour of LNG from 
research performed by Lawrence 
Livermore National Laboratory; 




Raj41 LNG fires Up to 2006 Some LNG fire experiments on 
land and water from 1970s to 
1980s are reviewed, including 
fire hazard prediction models. 
 
 
Havens and Spicer42 Problems  with the 
United States LNG 
siting regulations 
Up to 2006 Problems with determining and 
specifying exclusion zones for 








2.2 LNG Production Chain 
An LNG value chain transforms the raw natural gas into LNG as a carrier product for 
transport and distribution to end users. It consists of four main stages including 
upstream gas production and gathering, liquefaction, shipping and regasification. 
Below is a brief overview of these four stages including some recent research and 
development in these aspects. 
2.2.1 Upstream Gas Production and Gathering 
Fossil fuels are formed as the remains of plants, animals and microorganisms are 
compressed underneath the earth, under high pressures and temperatures for long 
periods of time. Based on the geological conditions, the carbon bonds in the organic 
matter are broken down to form natural gas, oil or coal, with more oil formed at 
lower temperatures but more natural gas formed at higher temperatures.43 Natural gas 
is normally trapped under ground in a reservoir (conventional gas), by sedimentary 
rock (shale gas) and at time, interacts and is absorbed by coal (coal seam gas).44 
Natural gas can be found onshore or offshore, as associated gas or non- associated 
gas.29 The non-associated gas can be dry, meaning that it is composed of mostly 
methane or it could be wet, containing hydrocarbons, such as butane, propane and 
other condensates. On the other hand, the additional expense of gathering associated 
gas is not deemed appropriate and as a result it is flared.29 The typical composition of 
natural gas is listed in Table 9; the data was obtained from a sample taken from 
Qatar’s North Field.45 
 
All forms of natural gas needs to be treated to remove impurities (e.g. carbon 
dioxide, nitrogen, mercury and hydrogen sulphide) and/or heavier hydrocarbons (e.g. 
propane and butane), prior to the gas been sent to the liquefaction plant. The pre-
treatment may consist of three main stages: acid removal, dehydration and mercury 
removal (Figure 4).46 Impurities in the gas stream are referred to as acid gas; and can 
be removed by using an amine solvent mixed with water.47 If significant hydrogen 
sulphide is present in the acid gas, then a separate stream is required for sulphur 
recovery.29 Gas leaving the acid removal system is generally saturated and as a result 





Table 9: Typical composition of natural gas compared to LNG.45 
Component, mol % Natural Gas LNG
H2S 0.96 -
CO2 2.45 -
N2 3.97 0.00 – 1.00
CH4 82.62 84.55 – 96.38
C2H6 4.84 2.00 – 11.41
C3H8 1.78 0.35 – 3.21
i-C4H10 0.39 0.00 – 0.70
n-C4H10 0.67 0.00 – 1.30
i-C5H12 0.29 0.00 – 0.02





This is to prevent freezing when the gas reaches the liquefaction exchanger and is 
achieved by first cooling the gas with water, air or a refrigerant and then passing it 
through a molecular sized sieve.7 The final stage of gas pre-treatment is mercury 
removal; as mercury can corrode aluminium and snice most of the components in the 
heat exchange is made from aluminium, it is crucial that this process is carried out.47 
Mercury removal is achieved by passing the feed gas through a sulphur-impregnated 
carbon bed, during which the mercury becomes non-volatile mercury sulphide.47 








2.2.2 Liquefaction and Storage 
Natural gas leaving the production facility is piped to a liquefaction plant, which can 
be located onshore or offshore (to date most have been located onshore) and may 
have a number of parallel systems (called trains) of heat exchanges and gas or steam 
turbines driving the compressor.29 The natural gas is liquefied into LNG via cooling 
it to 112K,48 reducing the volume of natural gas by a factor of 600. The LNG product 
is then stored in double-walled insulated tanks designed to maintain the low 
temperatures of the LNG. These storage tanks contain an inner cryogenic nickel/steel 
tank, surrounded by a layer of insulation and then followed by a prestressed concrete 
or mild steel outer tank (when mild steel is used a berm is constructed to contain the 
LNG in the case of a spill).29 
 
The rising demand of LNG has led to the development of gravity-based structures 
(GBS) and floating LNG (FLNG) terminals aimed at exploiting offshore natural gas 
reservoirs that are either too remote and/or not economically viable for onshore 
liquefaction facilities.49 The GBS is an artificial island, intended for shallow waters 
where LNG production and storage will take place, such as the Adriatic LNG 
terminal.50 Unlike the GBS, the FLNG is a floating, mobile system. The idea is that 
the structure will be constructed onshore and then sank to the seafloor at the desired 
location, such as Prelude FLNG. This technology has been applied to multiple oil 
and production facilities.49 However, such LNG facilities also suffer from some 
undesired disadvantages, including large footprints, large construction costs, constant 
upgrading for existing onshore facilities, only applicable to a small range of water 
depths and potential safety risks (requiring a safe mechanism for LNG transfer to 
LNG tankers).29 
 
Various liquefaction processes have been developed by difference companies as 
reviewed in a recent publication4 and also summarised in Table 10 and Table 11.51-72 
The fundamental principles of these process can be found in other related 
publications by Barron,73 Walker,74 or Timmerhaus and Flynn.75 As can be seen in 
Table 10 and Table 11, these processes have different single train capacity and 
efficiency (relative to cascade or C3MR) and deploy a range of refrigerants and heat 
exchanges for precooling, liquefaction and/or subcooling. The efficiency values 
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presented in Table 10 were reported in different studies, with each study claiming 
that a different process was the most efficient. 
 
Table 10: Commonly used LNG liquefaction processesa 












ConocoPhillips 4 – 9 1.00 1.16 
PRICO Black and Veatch 
Pritchard 




APCI 0.5  – 6.1 1.15 1.00 
Shell and APCI Dual 
Mixed Refrigerants 
(DMR) 
Shell and APCI 0.5 – 8.4 N/A 1.03 
IFP/Axens Liquefin IFP/Axens N/A N/A N/A 
Parallel Mixed 
Refrigerant (PMR) 
Shell 6 – 9 N/A N/A 
Gaz de France Integral 
Incorporated Cascade 
(CII) 
Gaz de France N/A N/A N/A 
APCI AP-X APCI 5.8 – 9 N/A N/A 
Statoil-Linde Mixed 




4 – 6.6 N/A N/A 
aData were extracted from the study by Lim et al.4 that was based on the literature.51-72 
 
In addition, after liquefaction, LNG is stored in storage tanks at some point in the 
production chain, before been transferred to the LNG tankers for transportation. 
Compared to several conventional LNG storage models, a recent model94 based on 
normal equations applied to non-linear parameter estimation has significantly 
improved the modelling accuracy for safe and economic managing of LNG storage 
sites (prevent stratification and rollover of LNG).  The model also converges faster to 
a heat and mass transfer coefficient and can be used with level-temperature-density 




Table 11: Comparison of refrigeration cycle configurationsa 
Process 
Refrigerant Heat exchanger 
(P) (L) (S) (P) (L) (S) 







PRICO MR - - Cold box 
(PFHEs) 
- - 
C3MR Propane MR - Core-in-
kettle 
CWHE - 











- - - - 











MFC MR MR MR PFHE CWHE CWHE 
aData were extracted from the study Lim et al.4 that was based on the literature.51-72 
(P) = Precooling, (L) = Liquefaction, (S) = Subcooling 
 
2.2.3 Shipping 
After liquefaction and storage, the LNG is then loaded into ships for the long-
distance transportation to the desired locations. The LNG ships (LNG tankers) are 
designed with double hulls for structural integrity, which also provides space for 
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ballast water to be stored, considering the light weight of the cargo. The cargo tanks 
are not part of the ship structure and are installed separately into the ship’s holds. 
 
Four main types of LNG tankers have been in developed since the late 1960s; Table 
12 lists the features and characteristics of these LNG tankers.95-98 The membrane 
type ships, one of the most common LNG tankers, ranging in size from 145,000 – 
265,000 m3, utilize fully integrated rectangular tanks with reinforced polyurethane or 
plywood/perlite insulation.96  Its close competitor, the moss type ships, range in size 
from 138,000 – 255,000 m3, are designed with spherical tanks, independent of the 
hull structure and utilise polyurethane insulation.96 The preference for the membrane 
tankers, is mostly because of its capacity efficiency (use of the hull shape), with little 
to no void space between the storage tanks and the ballast tanks.29 This makes a moss 
tanker of similar capacity as the membrane tanker, more expensive. The moss tanker 
however does have a higher resistance to sloshing and will most likely be considered 
for future offshore storage; especially in areas of bad weather. Next is the IHI SPB 
type ships that also use rectangular tanks with polyurethane insulation; however, 
unlike the membrane type tanks, the IHI SPB does not rely on the ship’s hull for 
structural support.97 The IHI SPB ships are also resistant to sloshing (due to its baffle 
technology) but its expensive design and small capacity (87,500 m3) compared to 
that of the Membrane or the Moss systems explains why only two ships are currently 
in-service. The last type is the Type C (cylindrical) system. The cylindrical shape of 
the Type C ships allows it to resist sloshing, while utilising polystyrene for 
insulation. These ships were designed specifically for cases where small cargo 




Table 12: A summary of various cargo containing systems for LNG95-98 
Type Membrane Moss IHI SPB Cylindrical 
Appearance 
Source: BG Group Source: LNG World 
Shipping  
Source: FLEX LNG  
Source: TGE Marine  
Classification Integrated tanks Independent tanks (Type B) Independent tanks (Type B) Independent tanks (Type C) 
Types  GTT No. 96 
 GTT Mark III 
 GTT CS1 
 Membrane double row 
- -  Cylindrical design 




Less than 70 kPa Less than 70 kPa Less than 70 kPa Greater than 200 kPa 
Capacity 145,000 – 265,000 m3 (4 – 5 
cargo holds) 
138,000 – 255,000 m3 (4 – 5 
cargo holds) 







No (Reacts with hull structure) Yes (Independent of hull 
structure) 
Yes (Independent of hull 
structure) 




 36% nickel steel (Invar) 
 Stainless steel 
Aluminium alloy of 9% 
nickel steel 
Aluminium alloy of 9% nickel 
steel 
 Aluminium alloy of 9% 
nickel steel 
 Stainless steel 
Insulation 
properties 
 530 mm insulation plywood 
boxes filled with perlite 
 250 - 270 mm reinforced 
polyurethane foam 
220 mm polyurethane foam Polyurethane foam 300 mm polystyrene panels 
Secondary 
barrier 
Full secondary barrier Partial secondary barrier Partial secondary barrier No secondary barrier 
Ability of 
partial filling 
Tanks are to operate at below 
10% or above 80% of tank depth; 
to reduce sloshing 
No limits as spherical tank 
shape prevent sloshing 
No limits as centreline 
bulkhead prevents sloshing 
No limits as tank shape 
prevent sloshing 
Deck space Flat deck space with chamfer Very limited deck space Plenty of deck space Plenty of deck space 
Maintenance 
on site 
Poor accessibility to tanks and 
requires staging 
- Excellent accessibility to tanks - 
Ships in 
serves 





During transportation of the LNG, boil-off occurs daily (approximately 0.15% of the 
cargo29). Since current LNG tankers are not constructed with on-board regasification 
facilities, the boil-off gas is captured and used as fuel to assist in propelling the 
tankers. Once at the import terminal, the LNG is unloaded, leaving behind a small 
amount of LNG, the heel, to keep the tanks cool in the ballast voyage.29 To date there 
has been no LNG cargo lost or spilled during the shipping phase, and it is believed 
that with acceptable maintenance the LNG vessels can have a working life of 40 
years or more.29 
2.2.4 Regasification Terminals 
The LNG value chain ends at the regasification terminals. At each unloading berth, 
several unloading arms are employed for transferring LNG from the LNG tankers to 
the storage tanks. The main purpose of the storage tanks are to hold the LNG until it 
is ready to be vaporized for use as fuel. The storage tanks at the regasification 
terminals are exactly the same as those at the liquefaction plant.29 
 
The LNG is then passed through vaporizers, which warm the LNG to or above 5°C 
(41°F) by utilising either seawater, air, natural gas or an external heat source and 
consumes a significant amount of electrical energy. By utilising a new combined 
power cycle, that incorporates a gas turbine and an ammonia cycle with one pressure 
step, the efficiency can be improved from 44% up to 46%, while decreasing capital 
cost.99 Boil-off also occurs in the storage tanks at the regasification terminal at a rate 
of 0.05% of tank volume per day or less. In order to decrease boil-off gas (BOG) it is 
believed that the number of stages (compression and reliquefaction) in the 
regasification system should be increased; because an increase in the number of 
stages leads to a decrease in BOG flow rate.100 Although this will reduce the 
operation cost, it will also increase the total capital cost; therefore an optimum 
number of stages will need to be determined (via optimization using models, e.g. that 
developed by Liu et al.100). 
 
Cold is also an important energy source that is available during regasification. 
Innovative technologies such as a novel co-generation concept have been proposed to 
recover exergy from LNG for the generation of power (with overall system 
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efficiency of 52%).101, 102 There is potential for this novel co-generation concept to be 
improved by focusing on the gas-turbine power system, in order to improve 
efficiency, reduce environmental impact and improve cost.103 Other innovative 
technologies utilising cold energy, consider the use of helium (49% efficiency),104, 105 
ammonia-water mixture (48% efficiency),106 and a combination of 
tetrafluroromethane and propane (23.5% efficiency)107 as a working fluid, with some 
plants even able to achieve near-zero CO2 emission.
108 The feasibility of using cold 
energy from LNG regasification in other industries such as deep freezing agro food 
industries, air conditioning facilities in supermarkets and hypermarkets has also been 
demonstrated in numerous literatures; with carbon dioxide as the preferred fluid for 
transferring the cold energy.109-112 
 
 After LNG regasification and prior to any natural gas leaving the regasification 
terminal, it is metered, during which quality and pressure is regulated to meet 
customer requirements; at times the natural gas is also odorized in order to improve 
the chances of locating leaks in transportation systems or customer appliances, if 
there were to occur.29 
2.2.5 LNG Value Chain Potential Hazards 
During the LNG process, some simple features/events can lead to a series of 
catastrophic event; with the most common been a LNG spill. Figure 5 below shows 
the likely series of even that can occur following an LNG spill. The factors and 
parameters that influence and control the spread of these events are not fully 
understood. These events can be categorised into three main sections: a) pool 
formation – understanding is needed on the key factors that affect the pool spreading, 
pool boiling, and the occurrence of rapid phase transitions; b) vapour dispersion – 
understanding is needed on what effect wind and obstacles have on the dispersion 
processes of the vapour cloud; and are there other governing factors; and c) 
combustion – understanding is needed on the characteristics of (and the key factors 
influence) the pool fire and vapour cloud fire formation and spread, how do the two 
different fires compare to each other. These types of questions have led to the use of 
experimentation and mathematical modelling to study LNG spills, with the aim of 
improving knowledge and further understanding the likely case of events following 
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an LNG spill and how it can be prevented and/or managed. Such knowledge and 















2.3 LNG Spill, Vapour Production, Dispersion and Combustion 
From the early 1970s, lab and field scale experimental studies of LNG vapour 
production, dispersion and combustion have been conducted.39 These studies were 
conducted with the aim of collecting data, that can later be used for benchmarking 
and the validation of computer models.113, 114 Extensive measurements were 
conducted considering various parameters including meteorological parameters (e.g. 
temperature, humidity, wind speed, turbulence, solar heat flux etc) and gas 
parameters (e.g. temperature, concentration and ground heat flux etc).39 LNG spills 
on land or water can range from all sizes and at times the anticipated spill size or 
conditions cannot be replicated experimentally. This has prompted the use of 
mathematical models in order to simulate, study and understand the characteristics of 
an LNG spill leading to vapour production, dispersion and/or combustion. These 
mathematical models need to be validated, with existing experimental studies, to be 
confident in using them for further studies. 
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2.3.1 Pool Formation 
Upon spilling on water, LNG spreads and boils due to the large temperature 
difference between the LNG, water surface and surroundings. Spills on confined, 
calm water can behaviour similarly to spills on land, due to the formation of ice 
which results in a decrease in evaporation rate over time. Vaporization rate is also 
important in that it influences the distance to the low flammability limit (LFL) and 
the burn rate of pool fires. Therefore, vaporization rate, including the size and shape 
of the LNG pool are key parameters influencing LNG pool formation.38 
2.3.1.1 LNG Spread on Water 
In the literature, most of the experiments concerning LNG spreading on water were 
conducted prior to 2007. Those experiments were on small scales (with spill volume 
of approximately 3 m3 and less) and application of such experimental results to large-
scale spills (with volumes of approximately 8 m3 and greater), are known to have 
technical uncertainties in terms of the dynamics of the front of the spreading pool 
and the heat transfer rate.38 While efforts were made to deploy models for simulating 
bubble formation at large scales based on small-scale experimental data, the effect of 
waves and ice formation can introduce some more uncertainties in such prediction.39 
Therefore, large-scale experiments are certainly still in need.  
2.3.1.2 Pool Boiling 
Pool boiling occurs when LNG is spilled on water through three stages; namely, the 
nucleate boiling, transition boiling and film boiling. To date, research and 
development (R&D), on pool boiling of LNG leads to several major conclusions:38, 
115  a) evaporation is a function of the molecular weight of the material (starting from 
the lowest); b) boiling does not take place at a constant temperature; c) the 
vaporization rate of LNG is very different from that of pure methane, the addition of 
ethane or propane results in a more rapid vaporization and increased boil-off rates by 
a factor of 1.5 – 2; and d) evaporation during the spill phase is also an important 
consideration as it may contribute to up to 20% of  the overall evaporation. 
2.3.1.3 RPTs 
Rapid phase transitions (RPTs) are physical or mechanical expansions in which high-
pressure energy is released and can occur when cold LNG comes into contact with 
water. RPTs occur primarily during experiments at laboratory scale.38 The only large 
scale RPTs observed were during the Coyote test series, in which 6 of 13 spills 
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carried out resulted in RPTs. To date, R&D on this aspects has led to the following 
observations:38-40 a) RPTs at large scale behave differently to those small-scale 
counterparts; b) occurrence is significantly influenced by water temperature and 
depth of penetration; c) the strength of RPTs correlates with spill rate and d) RPTs 
can lead to an increase in the distance, to the LFL by up to 65%. Several theoretical 
models exist for studying RPTs, such as the superheat theory, the predictive 
empirical model and the CFD model.38, 39 
2.3.1.4 Modelling 
Recent studies on LNG pools have focused more on modelling of the pool formation 
process rather than on experimental work. The numerical models used are mainly 
classified into two categories: the integral model or the Navier-Stokes model. There 
are numerous models for studying LNG pool formation, including Raj and 
Kalenkar,116 Opschoor,117 SOURCE 5,42, 118-120 GASP,121, 122 SafeSite3G,123, 124 
PHAST,125-129 ALOHA,130-132 ABS Consulting model,12 LNGMAP12, 133, 134 and 
FLACS.135, 136 Of these models, the most commonly used are presented in Table 13. 
 
The simpler of the two methods is the integral models which originated in 1980s. 
These models utilise algebraic equations to obtain solutions and are usually limited 
to modelling of circular pools, flat substrates and heat transfer only from the 
substrates. Table 13 contains some commonly used integral models for pool 
formation modelling. The LNGMAP12, 133, 134 is the most robust due to its ability to 
effectively incorporate real-time geographic information such as wind effects, 
current effect, atmospheric conditions etc., into the model.133 PHAST,125-129 is an 
older model than LNGMAP12, 133, 134 and seems to be more widely used and will most 
likely continue to be, due to its ability to model spills both on land and water. 
PHAST,125-129 is also more superior to SOURCE 542, 118-120 and GASP,121, 122 models 
due to its ability to account for non-circular LNG pool formation and inclusion of 
heat convection/radiation from sources other than the substrate. Navier-Stokes 
models are more complex and the most complete models. Modelling pool formation 
with Navier-Stokes models can be time consuming due to their complexity. As a 
result, researchers prefer to model pool formation with integral models and then 
transfer the data over to Navier-Stokes models for further analysis.118 A more in-




The current pool spread models (e.g the standard model of inertial-gravity spreading) 
are based on oil pools spreading, however it is important to note that oil and LNG 
behave differently.137 This standard model is applicable for rapidly formed pools; to 
account for this, many assume that the spill of LNG from a tanker is due to quasi-
steady gravity flow.137 The pressure field is also assumed to be hydrostatic, which is 
not the case in the pool front. The spread of a LNG pool is treated as inviscid by the 
standard model; which is a reasonable assumption due to the occurrence of the 
Liedenfrost effect. Fay137 carried out studies in which the properties of LNG spills 
were examined to suggest that a different model should be used and to compare the 
differences that would ensue from the use of an alternative model.  
 
An alternative model, characterised by an asymptotic spreading law, called the 
supercritical model was also developed.137 due to questions arising, based on the 
density ratio between the spill substances and the sea, the effects of the pool leading 
edge and the initial, and spill conditions. When the maximum radius and evaporation 
time of the supercritical model was compared to the standard model, a ratio (super to 
standard) of 2.51 was obtained for the maximum radius and 0.159 for the evaporation 
time.137 Based on this, a supercritical model would result in a larger maximum radius 
and shorter evaporation time than the standard model. These findings were also 
verified by a Chian Lake experiment in which the supercritical model had a better fit 






Table 13: Some well-known pool formation models for LNG pool modelling 
Model 
LNG pool formation models 
SOURCE542, 118-120 GASP121, 122 PHAST125-129   LNGMAP12, 133, 134 
Integral model Integral model Integral model Integral model 
Principles  Initiated in 1980s and 
simulates instantaneous or 
continues releases, pool 
formation and evaporation. 
 Initiated in 1980s and 
simulates instantaneous or 
continues releases of a 
circular pool and 
vaporisation rate. 
 Initiated in 2002 and 
simulates discharge, pool 
formation, evaporation, 
dense gas dispersion and 
fires. 
 Initiated in 2005 and 
simulates instantaneous or 
continues releases of a 
circular pool, vaporisation 
rate and fires for marine 
spills. 
 
Method  Algebraic equations, and in 
some cases are solutions of 
ordinary differential 
equations. 
 Models bulk quantities as a 
function of time. 
 Algebraic equations, and in 
some cases are solutions of 
ordinary differential 
equations. 
 Models bulk quantities as a 
function of time. 
 Algebraic equations, and in 




approach for mixtures. 
 Discrete set of linked 






Accuracy - - -  Can range from 1% – 38%, 
however no large scale 
experiments are available 
to be used for validation. 
 
Validations  Unclear, although it might 
have been validated in the 
process of validating 
DEGADIS. 
 Some validations were 
conducted during the 
development of the 
program but most was not 
published. 
 Wind tunnel experiments. 
 Kit Fox. 
 Numerous field 
experiments. 





Advantages  Output from SOURCE5 
can be used as input to the 
DEGADIS dispersion 
code. 
 Can model LNG spreading 
on land, confinement by a 
simple shape bund/dike, 
instantaneous or 
continuous releases, 
drainage and permeable 
ground. 
 Can also model LNG 
spread on water for both 
instantaneous and 
continuous releases. 
 Accounts for heat 
conduction from substrate. 
 Can account for spills on 
land and water. 
 Can model LNG spreading 
on land, confinement by a 
simple shape bund/dike, 
instantaneous or 
continuous releases. 
 Accounts for smooth and 
rough ground. 
 Heat transfer from the sun, 
substrate and air are all 
included. 
 Can account for spills on 
land or water surfaces. 
 Accounts for instantaneous 
and continuous releases. 
 Effects of bund walls. 
 Can model heat conduction 
from the substrate, 
convection from the air 
and radiation. 
 Can model pool spreading, 
transport on water, 
evaporation from water 
and the transport in the 
atmosphere; either constant 
or time dependent. 
 Accounts for thermal 
effects of conduction and 
radiation. 
 
Disadvantages  Cannot model a rough or 
slopping ground. 
 Cannot model non-circular 
pools, channelled flows, or 
confinement by arbitrary 
shaped dikes. 
 Heat transfer from the sun, 
fires and air are all 
neglected. 
 Inability to account for 
mixing with air in a 
confinement. 
 Inability to account for 
expansion of the vapour 
 Permeable ground, sloping 
ground and drainage are 
not modelled. 
 Does not account for non-
circular pools. 
 Radiative heat from fire 
are not included; but can 
be added as user-defined 
input. 
 Does not account for 
RPTs. 
 Cannot model non-flat 
ground. 
 Cannot account for RPTs. 
 Restricted to marine spills 
(spills on a water surface). 
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volume due to heating 
above the boiling 
temperature. 
Scales  Field. 
 Laboratory. 
 Field.  Field.   Field. 
 
 
Applications  LNG hazard assessment.  LNG Hazard assessment.   Hazard analysis (power 
plants, refineries, chemical 
plants, petrochemical 
plants, pharmaceutical 
facilities, oil rigs) 
 Hazard analysis (LNG 














2.3.2 Vapour Dispersion 
In the case of unconfined LNG spills on water, the LNG cloud travels at the wind 
speed prior to dispersion. Since the vapour forms at the boiling temperature of LNG, 
it will initially be denser than air. For land-based facilities, dense gas behaviour is 
advantageous because it can be easily controlled. However; this can also be a 
disadvantage since it takes longer to disperse. Most of large-scale LNG dispersion 
tests of spills on water were done prior to 2007, with the key experimental conditions 
being summarised in Table 14 by Luketa-Hanlin.38 The spill volume, spill rate, 
vaporization rate, presence of obstacles and the atmospheric conditions are 
considered to be key parameters in determining the LFL.68, 70, 73 The recent research 
advance in LNG spill has been focusing on vapour dispersion, including 
experimental studies on the effect of water curtains, underwater releases and 
turbulence on vapour dispersion and modelling studies on the use and development 
of models for simulating vapour dispersion. 
 
Table 14: LNG dispersion test on water38 







to LFL (m) (max) 
ESSO 0.73 – 10.2 18.9 7 – 14 442 
Shell 27 – 193 2.7 – 19.3  NA (jettisoned) 2,250 (visual) 
Maplin Sands 5 – 20  1.5 – 4  ~10 190 ± 20 
Avocet (LLNL) 4.2 – 4.52 4 6.82 – 7.22 220 
Burro (LLNL) 24 – 39  11.3 – 18.4 ~5 420 
Coyote (LLNL) 8 – 28  14 – 19 Not reported 310 
Falcon (LLNL) 20.6 – 66.4  8.7 – 30.3 Not reported 380 
 
2.3.2.1 Water Curtains 
The water spray curtain is widely used as an inexpensive technique for controlling 
and mitigating many toxic and flammable vapours. Field tests138-143 have shown that 
water curtains can reduce concentration of LNG vapour clouds and are able to 
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interact with vapour clouds by imparting momentum, heat transfer and air 
entrainment. However, the effectiveness of different water curtains (with different 
flow configurations, drop sizes, coverage height and coverage width) for LNG 
concentration reduction and temperature increase is still largely unknown. Such 
knowledge is essential to developing structured engineering guidelines for the design 
of water curtains in practical applications. 
 
Rana et al.144, 145 investigated the effectiveness of two different water curtains in 
dispersing LNG vapour cloud using an experimental setup consisting of LNG 
supplied by a tanker truck and discharged on a spill area (concrete pad), enclosed 
with wooden frames. The nozzles selected were a 60º full cone spiral and 180º flat-
fan water curtain types which were placed downwind of the spill site. Forced 
dispersion from the water curtains led to a reduction in the LNG vapour 
concentration. However, by studying the strength and dilution ratios of both water 
curtains, it was evident that the full cone spray is more effective at creating 
turbulence and therefore increasing mixing with air. However, the flat-fan is 
effective in creating a solid barrier hence pushing the vapour cloud upwards and 
reducing ground level concentration. A further study by Rana et al.146 involved the 
LNG been spilled on a water surface. A comparison between the vapour cloud 
motion from the two studies suggests that water curtains disperse LNG vapour 
clouds by air entrainment and mixing. From these studies, it is evident that the full 
cone water curtain is the most efficient (as shown in Figure 6 where the full cone 
spray resulted in a higher heat loss compared to the flat fan). However, a 
combination of different types of sprays will ensure sufficient mixing, heat transfer 
and momentum impact to disperse various size of LNG vapour clouds. Olewski et 
al.147 also carried out water curtain dispersion experiments using a smoke trace in 
place of LNG for safety reasons. A flare was placed in front of an improvised wind 
tunnel. Two types of flat-fan sprays were tested with several water flow rates and fan 
speeds, totalling to 24 different tests. Experimental results reinforced the findings by 
other researchers as to the ability of water curtains to control vapour clouds by 





Figure 6: Calculated heat loss by water curtain (data were extracted from Rana et al.146) 
Kim et al.148 carried out CFD simulation (on a similar experimental setup to that used 
by Rana et al.145) of water curtains using ANSYS Fluent, as current models were not 
enough to draw a final conclusion on design parameters and the fact that heat transfer 
and well defined atmospheric dispersion was not included in most water curtain 
models. With broadly good prediction, the model simulation over-predicted the 
experimental data, which was desirable when trying to find the vapour cloud 
exclusion zone,148 The added heat transfer effect was noted to induce distinct air-
vapour mixture, resulting from the natural circulation within the air-vapour mixture. 
An increase in heat and/or mass transfer leaded to a reduction in the vapour cloud 
exclusion zone. Further CFD simulations by Kim et al.149 aimed at determining key 
parameters (including  droplet sizes, droplet temperature and installation 
configurations) for water curtain emergency system design. Even though further 
investigations are required, especially regarding turbulent effects of different sprays, 
there were several important conclusions: a) heat transfer rate increases with water 
flow rate; for droplet sizes ranging from 0.58 – 1.43 mm, a 0.94 mm droplet was 
noted to have the highest heat transfer rate per water flow rate; b) the higher the 
droplet temperature the better the dispersion; a 313 K droplet temperature was the 
most optimal, and any droplet temperature below this showed signs of potential 
hazards with the LNG vapour cloud flowing around the water curtain due to 
insufficient heat transfer; and c) the installation configurations have an optimal tilt 
angle with the wind (in that case 60° compared to other angles) and the closer the 
nozzles are to the source, the better the interaction and forced dispersion of the 
vapour cloud. 
 























2.3.2.2 Underwater Releases 
Little is known about behaviour of LNG following its release underwater and current 
models are not sufficient to quantify the potential hazards from such a spill. Using a 
concrete pit filled with water, Qi et al.150 carried out tests at the Brayton Fire 
Training Field to understand the phenomena that occur from an underwater LNG 
release including the behaviour of the emanating vapour. LNG was released from a 
2.5 cm (9.84 in) nozzle at a depth of 0.71 m (2.33 ft) below the water surface. There 
was no notable LNG pool formation on the water surface, most likely due to the high 
rates of evaporation and gas release. It is also possible that all the LNG was not 
vaporised underwater, but instead was thrown up with the rest of the vaporised 
liquid. The vapour cloud that emanated from the water surface was at a temperature 
below the dew point of air and as a result the vapour cloud was visible. The lowest 
temperature recorded for the vapour cloud was -1 ºC, which explains why the vapour 
cloud was buoyant as the neutral buoyancy temperature of natural gas is -117 ºC. 
2.3.2.3 Effects of Turbulence 
The rate of evaporation is necessary for the accurate prediction of the formation, 
growth and dispersion of vapour clouds. Typically it is assumed that the evaporation 
rate is constant, for example the detailed CFD study by Cormier et al.151 used a 
constant mean evaporation rate. However, it is known that at the spill point, as well 
as the leading edge of the pool, turbulence and evaporation rate are both elevated. 
Morse et al.152 focused on providing data regarding the evaporation rate of LNG 
from a water surface by controlling the turbulence. Small scale experiments were 
performed in a double-walled vertical cylinder, with a submerged turbulent jet, as 
shown in Figure 7. The water level was held at a constant level, and once the 
turbulence surface was established, the LNG was poured onto the water surface. The 
pressure in the cylinder as well as the temperature of the escaping vapour were 
recorded and used to calculate the evaporation rate. Morse et al.152 observed that for 
every 1cm (0.39 in) increase in LNG thickness, there was approximately a 10% 
increase in evaporation rate. On the other hand, if turbulence intensity doubles, then 
the evaporation rate will also double. Based on this it is clear that evaporation rate 
depends on turbulence intensity, and at a smaller level, the thickness of the LNG 






Figure 7: Small-scale experimental setup for measuring the evaporation rate of LNG from a 




Since the 1980s, various numerical models have been developed for studying LNG 
vapour dispersion; with the main difference between models evident in their ability 
to completely simulate the dispersion process, their capabilities in different release 
processes, their ability of the model to describe process, the completeness in fields 
and data used, and the complexity of the terrain for which the model is situated in.40 
Other differences which are considered when looking at numerical models include 
the computational requirements such as power, speed and memory. These 
mathematical models can be classified as either box/top-hat models or Navier-Stokes 
models.153 
 
Box or Top-hat Models 
There are two types of box or top-hat models: modified Gaussian models and 
similarity-profile models, depending on the complexity of conservation equations 
that must be solved.40 The Modified Gaussian models are the simplest as Gaussian 
equation is used for the conservation of species, while neglecting or simplifying 
those for momentum and energy.153 The similarity-profile models utilise simplified 
conservation equations with a mathematical complexity of one dimension.38 Such 
simplicity is achieved via averaging the LNG cloud properties across the surface of 
the entire cloud or over the cross wind plane.38, 40 To regain the structural loss due to 
averaging, similarity profiles are used; therefore leading to quasi-three-dimensional 
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solutions. Examples of similarity-profile models include SCIPUFF,154 TWODEE,155, 
156 SLAB,157 HEGADAS,158-160 DEGADIS,161 ALOHA131, 132 and GASTAR.162 Of 
these models, the most commonly used are, SLAB, HEGADAS, DEGADIS and 
ALOHA (Table 15).131, 132, 157-159, 161 ALOHA seems to be the most widely used for 
safety engineering modelling applications in industry, due to is fast computational 
time and reasonable accuracy.131 On the other hand, the ease of use and fast 
computational time of DEGADIS and SLAB have led to them been used in both the 
public and private sectors.38 
 
Navier-stokes Models 
The Navier-Stokes models contain the most physically complete description of LNG 
dispersion process and are constructed from three-dimensional and time dependent 
conservation equations of momentum, mass, energy and species.118, 135, 136, 151, 163-167 
Examples of Navier-Stokes models that have been used for denser-than-air 
modelling include FEM3, FEMSET, FLACS, HEAVYGAS, ZEPHYR.135, 136, 160, 168 
Table 16 lists the key features and comparisons of four well-known Navier-Stokes 
models (FEM3, FLACS, FLUENT and CFX) for LNG vapour dispersion. It can be 
seen that recently Fluent and CFX numerical models have been the main Navier-
Stokes models used for modelling. This is largely due to the key advantages of these 
models including robustness, multiple solving methods, high levels of accuracy and 
ability to add to the coding for specific simulations.169 Although giving a more 
complete description of the physical processes available and performing better than 
box or top-hat models,38 the Navier-Stokes models are more computationally 
expensive.153 
 
The recent developments in modelling are on four aspects including developments in 
models, modelling of complex geometries, modelling of complex scenarios (e.g. the 
effect of wind and ship motion) and evaluation of mathematical models. These 
advances are summarised below. 
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Table 15: Some well-known Similarity-Profile/Modified Gaussian models for LNG vapour dispersion 
Model 
Similarity-Profile Models/Modified Gaussian Models 
SLAB157 HEGADIS158-160 DEGADIS161 ALOHA131, 132 
Principles  Simulates the atmospheric 
dispersion of denser-than-air 
releases. 
 
 Simulates the steady state or 
transient ground-level 
dispersion of a heavy gas 
cloud. 
 
 Simulates a wide variety 
of denser-than-air gas 
releases. 
 




Method  Spatial averaging so as to 
treat the clouds as a steady 
state plume, transient puff or 
a combination of both. 
 Conservation equations of 
mass, momentum, energy and 
species.  
 
 Time dependent model uses 
a quasi-steady-state 
description by utilising 
‘observers’.  
 Lumped parameter 
approach. 
 
 Gaussian and heavy gas 
dispersion models. 
 
Accuracy  LFL was predicted to +/- 
15% for LNG spills. 
 
 The prediction of maximum 
downwind concentration is 
over predicted. However 
this prediction then to 
become more accurate as 
the downwind distance 
increases.  
 
 Downwind gas 




 Performed well for all 
validation tests.  
Validations  Burro and Coyote series tests. 
 Eagle series. 
 
 Wind tunnel and laboratory 
experiments. 
 Maplin Sands field tests. 
 Thorney Island experiments. 
Goldfish 1 experiment. 
 Burro and Coyote series 
tests. 
 Maplin Sands. 
 Thorney Island Phase I 
trials. 
 
 Prairie Grass. 




Advantages  Typical dispersion 
simulations can be solved in a 
few minutes on a IBM-AT 
class computer. 
 
 Simulation of instantaneous 
releases, time varying 
releases, and continuous 
releases. 
 
 Simulation of 
instantaneous releases, 
time varying releases, and 
continuous releases. 
 
 Models puff and plume, 
and heavy gas dispersion. 
 Simulations can be 
conducted within a few 
minutes.  
Disadvantages  Can’t model complex terrain 
or flow around obstacles. 
 
 Can’t model complex terrain 
or flow around obstacles. 
 Can’t model elevated source 
flows. 
 Can’t model complex 




 Can’t model 
complex/changing terrain. 
 Can’t model particulate 
dispersion. 
 









Applications  Ground level evaporating 
pool, an elevated horizontal 
jet, a stack or elevated 
vertical jet and an 
instantaneous volume source. 
 
 Dispersion downwind of a 
transient ground-level 
source or a vertical 
transition plane with a near 
field jet model. 
 Heat and water-vapour 
transfer from substrate. 
 Gravity slumping and 
dispersion. 
 
 Prediction of 
concentrations in the low 
flammability range. 
 Designed for people 
responding to chemical 
accidents. 
 Emergency planning and 
training. 
 












Table 16: Some well-known Navier-Stokes models for LNG vapour dispersion 
Model 
Navier-Stokes Models 
FEM3164, 169 FLACS135, 136 FLUENT118, 165, 166 CFX151, 163, 167 
Principles  Initiated in 1973. 
 Simulation of large heavier-
than-air gas releases. 
 Initiated in 1980s. 
 Simulation of gas dispersion 
and subsequent explosion. 
 Initiated in 1983. 




 Simulation of various flow 
scenarios. 
 
Method  Modified Galerkin finite 
element method. 
 Time-dependent equations 
of mass, momentum, energy 
and species. 
 Reynolds averaged Navier-
Stokes equations (RANS) 
for calculating the process 
of momentum. 
 K-theory sub model for 
turbulence. 
 Finite volume method. 
 Time-dependent equations 
of mass, momentum, energy 
and species. 
 k-  for turbulence. 
 
 Finite volume method. 
 Time-dependent equations 
of mass, momentum, energy 
and species. 
 Reynolds averaged Navier-
Stokes equations (RANS) 
and Reynolds stress models 
(RSM) for calculating the 
process of momentum. 
 Realized k-  for turbulence. 
 Multiple solving 
approaches. 
 Finite volume method. 
 Time-dependent equations 
of mass, momentum and 
energy. 
 Reynolds averaged Navier-
Stokes equations (RANS) 
for calculating the process 
of momentum. 
 k-  for turbulence. 
 other mathematical models 
available for modelling 
processes such as 
combustion or radiation. 





Accuracy  Under prediction of peak 
concentrations values by a 
factor of 2. 
 Predicts well the salient 
features in large 
instantaneous releases. 
 70% of the time it predicted 
values are within a factor of 
two of the observed 
experimental data. 
 Can accurately predict 
down wash from large 
tanks. 
 
 RSM predicted the 
turbulence kinetic energy to 
within 80% of the expected 
value; however reduced to 
50% at ground level. 
 Gas concentrations was 
within 80% of the 




 Over prediction of thermal 
impulses by a factor of two, 
however still acceptable 
from a safety point of view. 
 Under prediction of 
concentrations at high 
elevations due to over 
assumption of gas 
behaviour. 
Validations  Thorney Island Phase 1 
trials. 
 Prairie Grass. 
 Kit Fox. 
 EMU. 
 MUST.  
 Burro series field test. 
 DEGADIS model. 
 ADMS model. 
 Falcon tests. 
 
 
 Coyote series trials. 
 Brayton Fire Field Tests. 
 
Advantages  3D 
 Can model complex terrain 
and flow around obstacles. 
 Can accommodate multiple 
instantaneous sources. 
 3D 
 Can model complex terrain 
and flow around obstacles. 
 Distributed porosity concept 
is used to characterise the 
geometry while not 
reducing calculation time as 
much as other models. 
 
 3D 
 Can model complex terrain 
and flow around obstacles. 
 Can create user defined 
functions. 
 Can model temporal and 
spatial gas dispersion, 
including gravity slumping 





 Can model complex terrain 
and flow around obstacles. 
 User interface that allows 






Disadvantages  Inappropriate K-theory 
submodel. 
 Can’t model in homogenous 
vegetation cover all in the 
same computational 
domain. 
 Can’t model jet releases, 
explosive sources and 
chemical reactions. 
 
 In the case of flat terrain 
simulations, Gaussian 
models can provide better 
accuracy than the FLACS 
model. 
 
 More complex than other 
specific models such as 
ADMS. 
 Long simulation times 
required.  
 More complex than other 
specific models. 
 Long simulation times 
required. 
 Single solver, unlike 
FLUENT. 
 





Applications  Modelling of gravity 
slumping and spreading, 
formation of doughnut-
shaped cloud and cloud 
bifurcation in the case of 
LNG spill. 
 Submodel for treating 
aerosol effects in 
pressurized NH3 spills. 
 Phase-change model for 
humidity. 
 Tool for emergency 
response planning for liquid 
Cl spills. 
 Primarily designed to model 
explosions in offshore oil 
platforms. 
 Can model dispersion and 
ventilation in complex 
geometries. 
 
 Design and optimisation of 
most industrial applications. 
 Modelling of complex flows 
including turbulence, heat 
transfer and radiation, 
chemical reactions, 
combustion, multiphase 
flows and moving 
geometries. 
 Modelling of complex flows 
including turbulence, heat 
transfer and radiation, 
chemical reactions, 
combustion, multiphase 









 Accessible through user 
defined functions. 
 
 User interface that allows 
for customisation and 
automation using session 




2.3.2.4.1 Developments in Models 
Federal Energy Regulatory Commission (FERC) developed a box/top hat type model 
that uses the model developed by ABS Consulting12 for source term modelling and 
DEGADIS for vapour dispersion modelling. The FERC model was successfully used 
for a comprehensive sensitivity analysis on the effect of tank (25,000 m3) conditions, 
release scenarios, and environmental conditions on LNG spill, spread and 
dispersion.170 Table 17 summarises the main conclusions of the simulations, 
considering key parameters such as breach diameter, ullage pressure, weather 
conditions and surface roughness on LNG spill and dispersion.170 It was concluded 
that breach size and ullage pressure are important parameters that have significant 
effect on LNG spill duration, pool size and dispersion. LNG spilled from a spherical 
tank always has a higher spill rate.  
 
Table 17: The effect of hole size and breach diameter on spill and dispersions using the 
FERC modela  
Time to 
empty 
Decreases dramatically with 
increase in hole size, pool radius 
also increase (asymptotes at 5m 
hole size) 
Decreases with increase in ullage 
pressure, pool radius also increase size 
Vapour 
dispersion 
Decreases dramatically with 
increase in hole size, pool radius 
also increase (asymptotes at 5m 
hole size) 
- 
LFL - Increases with increase in ullage 
pressure (not affect for ullage pressure 
> 13.79 kPa) 
aData extracted from the study by Qiao et al.170 
 
The most recent SafeSite3G
TM model is also a box/top-hat type model that was 
developed to predict the dynamic effect of LNG discharge and pool ignition on the 
pool spread process.123 The model was utilised for the dynamic analysis of an LNG 
tank (25,000 m3) release conditions, LNG spread, dispersion and combustion. It was 
found that the bevelled cross-section of a membrane tank can easily be replaced with 
a rectangular cross-section and still obtain a high degree of accuracy (discharge rate 
vs. time). The analysis showed that when the average pool depth is above a 
minimum, both burning and non-burning pools spread at the same rate but the 
evaporation flux of the discharged LNG is dependent on turbulence generated during 
the spill.123 SafeSite3G
TM was also able to capture and show, that for a period of 
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constant discharge rate,  the discharge rate would be greater than evaporation rate; 
this effect was also noted by Johnson et al171 by using the consequences analysis 
methodology developed by FERC. 
 
LNGMAP is another box/top-hat type model that uses a discrete set of algorithms 
within a geographic information system framework for studying LNG releases and 
transport for marine spills,133 overcoming a series of limitations of existing 
models.172, 173 The model predicts time-dependent release, spreading and transport of 
LNG on water surface, LNG evaporation from the water surface (effect of current 
and waves), LNG transport and dispersion in the atmosphere, and the burning and 
associated radiant fields of LNG fires.133 The model was validated by carrying out 
simulations presented in the ABS Consulting12 and Sandia reports.134 Compared to 
the Sandia cases, LNGMAP predicted the distance to the thermal radiation contours 
being larger for small holes sizes and lower for the largest hole size (see Table 18). 
LNGMAP was successfully used to simulate three emergency LNG tanker cases 
(both with and without ignition of the LNG pool): a tanker continuing on course at 
7.5 m/s (24.61 ft/s), a tanker stopping within 3 min and a tanker changing direction 
and heading to the nearest location to ground. 
 
Table 18: Comparison of LNGMAP to Sandia predictionsa  
 Hole size 1 and 2 
m2 
Hole size 5 m2 
Pool diameter (m) ~ 15 – 23% larger ~ 15% lower 
Spill duration (min) ~ 1% larger 0% difference 
Distance to thermal radiation contours 
(m)  
~ 10 - 20% larger 10 - 38% lower 
aData were extracted from the study by Spaulding et al.133 
 
Vilchez et al.174 deviced a “dispersion safety factor” (DSF) based on the concept that 
when LNG is spilled on land or on water, the visible cloud formed is due to the air 
reaching the dew point temperature of water resulting in condensation. DSF can be 
calculated based on a relationship between the downwind length of the flammable 
cloud at LFL, XLFL (m), and the downwind length of the visible cloud, XVIS (m): DSF 
= XLFL/XVIS. With the help of DEGADIS, DSF was validated against the experimental 
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data of Maplin, Burro and Coyote tests. As humidity increases, DSF decreases, 
which leads to the flammable region falling within the limits of the visible cloud 
(safer situation). If humidity decreases, DSF increases, which leads to the flammable 
region extending beyond the limits of the visible cloud (more dangerous). If XVIS is 
known, XLFL can be determined via gathering significant sets of data.  
2.3.2.4.2 Modelling of Complex Geometries 
Most field studies, with the exception of the Falcon trials, of LNG dispersion are in 
unobstructed conditions. In practice, in the event of an LNG spill onshore, the 
receiving terminals are designed to direct the spill towards a sump or impoundment 
area where an LNG pool is formed.175 In order to study the dispersion of natural gas 
clouds evolving from LNG pools in trenches, Melton et al.176 deployed a fire 
dynamics simulator, a CFD model original developed from modelling thermally-
driven fluid flow behaviour during fires in a 450,000 m3 capacity LNG import 
terminal. The focus was on the effect of the substrate material and the terrain, via 
varying the combination of medium density concrete, spill into trench and flowing to 
impoundment and direct spill into impoundment. It was evident that the inclusion of 
terrain effects increases turbulence and mixing, resulting in shorter dispersion 
distances (but not always being the case). It is important to define where the LFL is 
measured from as a “pocket” or isolated volume of cloud can result in a larger LFL - 
an increase of 10% - 30% identified in the study. 
 
Gavelli et al.177 also investigated LNG dispersion from the trench, using a hydraulic 
model (not accounting for decrease in mass flow rate) to analytically calculate the 
evolving LNG flow and vaporization rate along the trench. This was then imported 
into CFD Fluent to calculate the dispersion of the vapours. For cloud dispersion from 
a trench with perpendicular wind flow direction (relative to the trench), the ½-LFL 
extended 65m (213.25 ft) downwind of the trench and receded before the 10 min 
spill duration was over as results of the decreases in heat transfer from the trench. 
When wind direction was parallel to the trench, ½-LFL was in the order of 100 m 
(328.08 ft). However, the inclusion of a vapour fence had little effect in containing 
the cloud; instead it increased turbulence and mixing, increased the dissipation and 




Considering LNG spill and dispersion into a sump or impoundment, Ponchaut et 
al.175 solved the shallow water equations (SWEs). Unlike the integral models, SWEs 
account for the pool thickness distribution and the growth of the pool with time, 
using one-dimensional Fourier conduction equation for modelling the heat transfer. 
The SWEs account for pool thickness and hydraulic jump, which cannot be modelled 
by integral models. The pool was predicted to reach the sump wall in 6s via SWEs, 
instead of 9s via PHAST that is a common integral model. This resulted in a slightly 
lower vaporization rate in the PHAST model. The effects of elevation of the spill 
source and the effect of sump floor shape (conical vs. flat) were also considered. An 
increase in the spill source elevation led to a higher peak vaporization rate. However, 
a conical sump floor would be more favourable in the case of hazard mitigation in 
cases where the sump floor is close to property boundaries, as peak vaporization was 
reduced. 
2.3.2.4.3 Modelling of Complex Scenarios 
The use of SOURCE5 and DEGADIS is not accurate for predicting flammable 
vapour dispersion from LNG spills into impoundments because vapour entrainment 
by wind is not considered. More accurate CFD package Fluent was used for such 
prediction, validated using Flacon test data.118 The comparison between the CFD 
simulation results and the experimental data clearly showed that the general shape of 
the cloud captures the stable stratification that was measured in the experiments. 
Even though there were some discrepancies, the CFD predictions showed good 
agreement with the experimental data in terms of gas concentration profile. The 
effect of the impoundment and source turbulence were also studied. As expected, the 
impoundment partially contained the spill and limits its spread in the downwind and 
lateral direction, while a decrease in source turbulence led to highly stratified and 
undiluted with vapour cloud within the impoundment. Therefore, mixing seems be 
dominated by the turbulence generated by the spill and that the turbulent-driven 
entrainment affects the rate at which the gas is dispersed and as a result the 
downwind concentrations. 
 
Considering the effect of wind at a -9.3° wind direction, Giannissi et al.178 simulated 
the Falcon test series to study the effect of a two-phase jet release, using ADREA-HF 
that is a three-dimensional CFD code developed for  pollutant and hazardous gas 
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dispersion studies.179-181 The simulations considered two cases, the first was a two-
phase release and the second involved a mass flux from the water pond surface, 
similar to that of Gavelli et al.118 Both source modelling techniques were in good 
agreement with the experimental data. However, the two-phase case was better at 
predicting the maximum concentration and arrival time and the mass flux case 
resulted in longer vapour cloud hold up within the impoundment when compared to 
the two-phase jet case. This is most likely due to the more realistic/accurate 
representation of the effect of turbulence generated by the two-phase source as the 
LNG impacts the water surface. The effect of a -9.3° wind direction was noted to 
have a large impact on the vapour cloud for the mass flux case as compared with the 
two-phase release case. This agrees with Gavelli et al.,118 that under low wind and 
stable atmospheric conditions source turbulence will dominate the mixing and 
dispersion process. Modelling the spill as a two-phase jet release appears to give a 
more realistic simulation and more accurate results. 
 
Qi et al.163 utilised the CFD code ANSYS CFX to simulate an environmental setup 
similar to that used in the Falcon series trials, with additional experimental data in 
the Brayton Fire training Field (BFTF) where no upwind obstacle was used. It 
involved spilling LNG unto a water surface in an impoundment. The physical 
behaviour of the LNG vapour cloud was well captured. Unlike the studies conducted 
by Gavelli et al.118 and Giannissi et al.,178 it was clear that both wind velocity and 
turbulence were dominant in terms of vapour dispersion. This is because that in the 
experimental work of Qi et al,163 the wind velocity was higher and the spill rate was 
lower (Table 19) than that of Gavelli et al.118 and Giannissi et al.178 This would result 
in lower source turbulence, allowing the wind to dominate the flow process. The 
simulation results from ANSYS CFX were in reasonable overall agreement with the 
experimental data (as shown in Table 20); however, it under-predicts ground level 
gas concentration, while underestimating downwind gas concentrations at higher 
elevations. This suggests that CFX overly assumes the slumping behaviour of the gas 
and takes less into account the buoyancy change. Qi et al.163 believed that this might 
be due to incomplete description of the heat transfer process during the simulation 
setup and other sources of uncertainty such as mesh size and source term turbulence. 
The cruciality of a sensitivity study in model validation was demonstrated by 
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decreasing the maximum mesh spacing, which changed the results from 
underestimated to actually matching the experimental results. 
 
Table 19: Test conditions for spills into impoundments followed by dispersion.  
 Wind speed (m/s) Spill rate (m3/min) 
Qi et al.163  1.8 – 2.2 m/s 0.265 – 0.75 m3/min 
Gavelli et al.118 1.7 m/s 28.7 m3/min 
Giannissi et al.178 1.7 m/s 28.7 m3/min 
 
 
Table 20: Comparison of the distance to LFL for LNG dispersion in BFTFa 
 LFL (5% v/v concentration of LNG) 
 At 0.3 m (height) At 1.22 m (height) 
Experiment 8.69 – 13.53 m 6.09 – 13.47 m 
ANSYS CFX Simulation 9.80 m 13.47 m 
aData were extracted from the study by Qi et al.163 
 
Spaulding et al.133 found that compared to the stationary case, the moving motion of 
the vessel leads to much lower concentrations of LNG vapour distributed over a 
much wider area. This is because as soon as the vessel stops, the LNG pool will be 
restricted, reaching a maximum pool area and for a longer duration, therefore 
resulting in a higher vapour cloud concentration than if it continues moving. A 
similar conclusion was also deduced for an ignited LNG pool, in which an earlier 
stop of the vessel results in a more isolated thermal radiated area, which lasts for a 
longer time. The modular algorithm based design of LNGMAP makes it able to 
incorporate new algorithms. Currently, LNGMAP is more computational efficient 
than CFD models, and with further advancement might be confidently used to 
provide more realistic spill consequences. 
 
There has been little focus on the effect of a substrate temperature to the vaporization 
of LNG; especially for LNG spills on water. Vesovic182 investigated the rate of 
vaporization of LNG, by developing a model for heat transfer from water to the 
LNG, with the assumption that LNG is released instantaneously and the spreading 
pool forms a cylindrical shape. The spreading occurs in the gravitational-inertial 
regime, in which the height of the pool provides the driving force, while the inertia of 
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the ambient water provides the resistance to spreading.182 Two scenarios were 
considered; firstly water temperature remains constant and secondly heat arrives to 
the water surface by conduction only. It was found that the maximum evaporation 
time is proportional to the forth root of the initial mass spilled. The derived 
expression is similar to that of Raj and Kalelkar116 and Opschoor.117 However, the 
results are 10% higher, most likely due to the different assumptions and models used. 
In the second case which heat transfer was assumed to be by conduction, the results 
showed that rate of vaporization of LNG depends not only on its composition but 
also on the dynamics and surface temperature of the water. Initially the thermal 
inertia of the thin vapour film governs the heat transfer, and 10 – 15 s after the spill 
the transition boiling will start, leading to the thermal inertia of the growing ice layer 
governing the heat transfer. 
2.3.2.4.4 Evaluation of Models	
Various models for simulating LNG dispersion relied on different assumptions and 
empirical constants which can cause uncertainty. The uncertainty due to lack of 
knowledge (i.e. epistemic uncertainty) can be reduced over time as more data are 
available while the uncertainty due to variability within a model’s variables (i.e. 
aleatory uncertainty) cannot be reduced. Siuta et al.183 showed that two respective 
methods can be used to evaluate the uncertainty of models, i.e. the fuzzy sets (FS) 
theory for analysing epistemic uncertainty and the Monte Carlo (MC) simulation for 
analysing the aleatory uncertainty. These techniques have been successfully applied 
to evaluate the prediction from the Classical model (developed by ABS 
Consulting),12 Gaussian dispersion (GD) model and Britter-McQuaid184 (BMQ) 
model for the Maplin Sand and Coyote field experiments (see Table 21). 
 
Table 21: One of the test cases comparing the addition of the fuzzy and MC methods to the 
source term modelling of the Classical modela 
 Fuzzy/MC compared to Classical model 
Maximum release rate  ~ 20% lower 
Spill duration 15% higher 
Maximum pool radius 12.5 – 20.7% lower 
Maximum evaporation times  8.5% lower 




Ivings et al.185 proposed a comprehensive model evaluation protocol (MEP) for 
evaluating the accuracy of various models. The MEP was devised for the National 
Fire Protection Association (NFPA) Standard 59A. Four main pillars were 
considered: a model evaluation questionnaire for collecting essential information 
needed for model assessment; a model validation database with sufficient 
information for verification and validation (following the method developed during 
the SMEDIS project186-188); a set of qualitative and quantitative model assessment 
criteria (stated in MEP189) for qualitative assessment against statistical performance 
measures; and a comprehensive model evaluation report as key output of the MEP. 
MEP has been fully used and published for a CFD model by Hansen et al.190 and for 
the evaluation of the integral model PHAST that has now been approved for use in 
LNG siting applications in the USA. 
2.3.3 Combustion 
2.3.3.1 LNG Poll Fire and Vapour Cloud Fire Experiments 
A variety of LNG fire tests were conducted over the past three decades. These fire 
tests can be classified as fires of LNG pool and vapour cloud on land or fires of LNG 
pool and vapour on water, with the differences mainly in the burn rate and the 
resulting flame height.38 Compared to land LNG pool fires, fires on water has a 
higher burn rate and flame height by as much as a factor of two, as results of 
additional heat flux from the water.38 On the other hand, surface emissivity power for 
both water and land tests, has been found to be similar for LNG pool diameters up to 
15m (49.21 ft).38, 41 Table 22 lists the up-to-date large tests for LNG pool and vapour 
cloud, summarised by Luketa-Hanlin38 and extracted from previous studies.191-199 It 
was also found that pool fires are affected by wind and can be influenced by the 
shape of any surrounding bunds; whereas surface emissivity is affected by pool 
size.39 The area of burn is also dependent on the type of ignition.41 
 
There have been limited recent research on LNG combustion tests which focused on 
the properties/governing factors of pool fires and vapour cloud fires. Lowesmith et 
al.200 investigated the nature of two-phased oil and gas jet fires, considering the 
effects of confinement on jet fires and their behaviour with water deluge for 
simplifying hazard assessment. Correlations and guidance for assessing jet fires were 
48 
 
successfully developed based on experiments from various studies including those 
conducted by Advantica Limited, SINTEF and Shell since 1980s.  
 
Studer et al.201 studied the properties (such as flame visible length, radiation flux and 
blowout) of large-scale methane/hydrogen jet fires. The CAST3M code was in good 
agreement with the experimental results and later used to calculate some safety 
related quantities. It was found that right after ignition, a flame ball formed, and 
flame length was noted to decrease with time due to a decrease in the mass flow rate. 
A set of correlations were then developed for estimating the flame length.201 
However, the predictions using these correlations are ~15% lower than those 
predicted by the correlations developed by Lowesmith  et al,200 mainly because the 
released power of the experiments in the study by Studer et al.201 is at the lower limit 
of the correlation.  
 
Advances have also been made to develop blowout stability (flame stability) 
diagrams for different fuels. For example, Wu et al.202 carried out a study that 
developed a blowout stability diagram of hydrogen flame diameter vs. atmospheric 
pressure. Lowesmith et al.200 developed one for natural gas flames. When blowout of 
the Studer et al.201 experiment was imposed onto the flame stability diagrams of Wu 
et al.202 and Lowesmith et al.,200 good agreements have been reached. It is clear that 
the phenomenological model developed by Studer et al.201 is capable of predicting 
flame length, blowout velocities and radiant fluxes while Lowesmith et al.200 have 
presented good background and correlations for jet flame hazard assessment. 
2.3.3.2 Deflagration/Detonation Experiments 
Explosion from fuel combustion can be classified as deflagration or detonation.  In 
deflagration the fuel-air mixture burns slowly at speeds in the order of 1 m/s; 
whereas in detonation the flame front travels at a shock wave at speeds in the order 
of 2,000 – 3,000 m/s (6,561.68 – 9,842.52 ft/s) followed by a combusting wave that 
supplies it with energy.38, 39 Since the reviews published in 2007, no significant 
deflagration/detonation experiments have been performed. As concluded previously, 
detonations are very difficult to achieve in LNG fires because the primary 
component methane has a low reactivity; and deflagrations can transition into a 
detonation explosion if there is a confinement or blockage.38, 39 
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Surface emissive power 
(kW/m2) 
Burn rate   













Water 3 – 5.7 1.2 – 6.6 ~15 
(effective) 




220 ± 50 
(wide) 
220 ± 30 
(narrow) 
200 ± 90 
(wide) 
4 – 11 (.18 – 
.495) 
(calculated) 





Water 5 – 20 3.2 – 5.8 30 (effective) 80 (2.6) 178 – 248 
203 (avg) 




4.5 – 6.0 
Coyote197 Water 14.6 – 28 13.5 – 
17.1 
Not measured Not 
measured 








NA 20 43 (2.15) 153 (avg) 
219 (max) 
NA 2.37 (0.106) 
(measured) 
NA 
Montoir199 Land 238 NA 35 77 (2.2) 290 – 320 
(narrow angle) 
257 – 273 
(wide angle) 
350 (max) 
NA 3.1 (0.14) 
(measured) 
NA 




An LNG pool fire can transmit significant radiant heat to an object outside the fire, 
with the heat flux strongly dependent on various parameters including the properties 
of fire (e.g. size, shape and geometry), surrounding atmosphere (e.g. transmissivity) 
and the object (e.g. location, orientation).41 Technical issues that arise when 
modelling LNG pool fires are usually due to the scale of the fire. As pool fires 
become larger, physical phenomena such as oxygen starvation in the centre of the 
pool fire, smoke generation and a reduction in the emissivity power become more 
important.39 Extrapolation from small fires can lead to misleading results so that 
developing modelling techniques are in great need for studying large scale LNG pool 
fires.  
 
Typically, there are three approaches to modelling LNG fires: the point source 
method (simplest), solid flame method (next level of complexity) and field (or 
Navier Stokes) method (most complex/complete) as shown in Table 23. The point 
source model can easily produce result, however the assumptions taken, such as 
neglecting wind and obstacle effects, assuming that all heat is radiated at ground 
level, can lead to questionable accuracy.194 On the other hand the solid flame model 
accounts for wind and atmospheric condtions, however the cylindrical flame 
modelling approach can at times lead to in accurate results.194, 203-208 Navier-Stokes 
models as previously discussed in Section 2.3.2.4 are the most complete and robust 
able to provide the most accurate results.118, 167, 194 The same conclusion stated in 
Section 2.3.2.4 applies here. Fire modelling can only be improved if further 
evaluation studies are carried. In doing so, issues such as the effects of radiation, 
surface emissivity, flame interaction with objects, and the effect of pool fire size 
need to be studied extensively at the field scale in order to generate data for model 
evaluation/validation. 
2.3.3.3.1 Overpressure from LNG vapour Cloud Ignition 
Previous studies for LNG facilities focused on overpressures from ignition of vapour 
clouds or pool fires from an LNG spill. These analyses were usually performed with 
simple methods such as TNO-Multi Energy Method (MEM) or the Baker-Strehlow-
Tang (BST) method.209 However these models are inadequate for near field 
calculations, are not sensitive to degree of congestion, and cannot account for 
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obstacles. Gavelli et al.209 used the advanced modelling tool FLACS to study LNG 
vapour cloud explosions in two spill scenarios (a worst case and a realistic case) 
occurred from a 140,000 m3 Moss-type LNG vessel moored at an offloading pier. In 
the worst case scenario, 23,000 m3 of stoichiometric gas cloud was spilled, and in the 
realistic scenario (one of many possible encounters) LNG was spilled at the loading 
rate of 5,000 m3/h for 10s and then dispersed for 3 mins by wind. In both cases, the 
resulting overpressure was well below the minimum threshold for human injury 
(16.54 – 20.68 kPa) or facility damage (101.35 kPa).209 Clearly, the low reactivity of 
methane results in overpressures although such overpressures appear to occur within 
a safe range even at an applied safety factor of two for accounting for uncertainties in 
modelling.  
 
Abe et al.210 studied the blast effects of liquid oxygen/LNG fuel mixture using the 
hypercode ANSYS AUTODYN, considering four cases including two large scale 
liquid fuel explosion of 17 and 5 tonnes, two equivalent scale gas explosions (~13 
and 3.9 tonnes), and 5.8 grams gas explosion. Assumptions such as wind-free and a 
static state environment were assumed. From the large scale simulations, it is clear 
that overpressures are generated. A secondary shock wave was also noted (believed 
to be the reflection of the shock wave from the ground). As the overpressure moved 
further away, the constant volume combustion pressure profile formed is nearly 
identical to that of a detonation. For the liquid case, blast effects were noted to be 40 
– 50% higher at any distance than those for the gas cases. The properties of the blast 
wave at relatively long distances were also believed to be independent of ignition 
conditions. The maximum overpressure recorded was ~65 kPa (9.42 psig) at 100m 
from the explosion point, which is well above the safety thresholds for human (16.54 
– 20.68 kPa), but below that for facilities (101.35 kPa). However, it is important to 
note that the study did not consider wind disturbances and weather conditions that 







Table 23: Some well-known models for LNG fire modelling 
Model 
LNG Fire models 
Point Source194 Solid Flame194, 203-208 Navier-Stokes118, 167, 194 
Principles  Initiated prior to 1970s and simulates 
pool fire as a point at ground level. 
 Initiated in prior to 1970s and 
simulates fires as a geometric shape, 
usually based on wind condition. 
 Initiated in the 1970s and simulates 
any type of fire with any shape.  
Method  Semi-empirical approach. 
 Inverse square law of radiation 
 Semi-empirical approach. 
 Representation of fire as a geometric 
shape, usually cylinder. 
 Finite volume method. 
 Time dependent equations of motion. 
 k-  for turbulence. 
 Combustion and soot models can be 
incorporated. 
 
Accuracy  Provides a reasonably good agreement 
with experimental data, which is 
variable due to the assumption made. 
 
 Provides a reasonably good agreement 
with experimental data, which is 
variable due to the assumption made  
 
 
 Provides good agreement with 
experimental data if the correct physics 
is applied. 
Validations  Different correlations and related 
factors have been developed based on 
findings from experimental work; and 
are selectively been used based on the 
modelling taking place. 
 Different correlations and related 
factors have been developed based on 
findings from experimental work; and 
are selectively been used based on the 
modelling taking place. 
 
 Via experiments such as the Esso tests, 
China Lake tests, Maplin sands tests, 
Gaz de France and many more. 
Advantages  Simple and can easily produce results.  Can account for interactions with water 
vapour and carbon dioxide in the 
atmosphere. 
 Effects due to wind, such as flame tilt 
can be modelled. 
 
 Can capture complex flame shapes and 
interaction of flames with objects. 
 Can model pool fires, vapour cloud 
fires and fireballs. 
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Disadvantages  Energy radiated depends on a number 
of factors and is not an intrinsic 
property of combustion. 
 Assumes that all radiant energy freed 
at ground level. 
 Assumes that the fire is small element 
at ground level. 
 Cannot account for wind and obstacle 
effects. 
 Flames with complex shapes, 
especially those arising from irregular 
shaped pools cannot be modelled. 
 Cannot account for flame zones in with 
object interaction. 
 Main disadvantage is the 
computational requirement compared 
to other models. 
 More complex compare to the other 
models. 
Scales  Field.  
 
 Field.   Field. 
 Laboratory. 





 N/A  Some Navier-Stokes models e.g. 






2.3.3.3.2 LNG, LPG and Gasoline Modelling	
The consequence analysis methodology developed by Federal Energy Regulatory 
Commission (FERC) has become the standard method of modelling LNG releases, 
spread and pool fires.171 Vaporization can occur from two mechanisms: heat transfer 
from the spill surface and heat transfer from a flame. In both cases FERC methods 
assumes constant heat flux, i.e. 85 kW/m2 (0.167 kg/m2 s) for a non-burning LNG 
pool and 143 kW/m2 (0.282 kg/m2 s) for a burning LNG pool. On the other hand, 
radiation from a flame is modelled by means of the solid flame model.  
 
Johnson and Cornwell171 performed studies to evaluate the effectiveness of the FERC 
method in simulating spills, vaporization and pool fires of material other than LNG 
(such as LPG and gasoline), considering two release scenarios. In the first scenario of 
an equal release volume of all three liquids, the burning gasoline pool reached the 
largest diameter, mainly due to its low vaporization rate, although the impacts from 
an expanding burning pool were nearly identical for all liquids. In the second 
scenario of the respective ship containment system of the different liquids, the 
gasoline pool was still larger than the LNG pool although the total volume of LNG 
spilt was five times larger. Therefore, an LNG release and ignition will not 
necessarily produce a significantly larger radiant impact than a smaller release of a 
less volatile material, such as gasoline for typical cargo containers under similar 
releases conditions. The FERC spill, vaporization and burning modelling method for 
LNG can also be used for other material such as LPG and gasoline if the correct 
material properties and physical data are used. 
 
2.4 Safety 
Accidental release to the environment poses a risk and requires special care when 
handling. Marine vessels, unloading facilities, land storage tanks and processing 
facilities are considered to be the key areas where risks are to be quantified.211 The 
key issues of siting LNG terminals include: a) no exclusion zone sitting for spills on 
water; b) misleading or erroneous specifications of input parameters for exclusions 
zone modelling; c) the use of unreliable models for exclusion zone calculations.42 
While there have been no major incidents in this industry with the use of the current 
system, recent studies have focused on safety measures for human, LNG facilities 
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and ships, due to rapid increases in production and use of LNG, potential terrorist 
threats and public confidence in LNG safety. 
2.4.1 Facilities 
In the past, the relatively low demand for natural gas storage made it possible to 
locate such installations away from densely populated areas. However, it has become 
clear that there are advantages in bringing storage facilities closer to points of use. 
When studying the risks involved in an LNG facility, it is therefore crucial to deal 
with scenarios that are:217 a) feasible in the course of operation; b) feasible by 
interaction with the surroundings; c) highly improbable, but theoretically possible; 
and d) intentional damage to the installation with a view of restricting the functions 
or endangering the surroundings. However, most safety and security documentation 
barely cover these scenarios. Scenarios a-c can be simulated using typical 
mathematical models while for scenario d, modelling of the entrance, including the 
influence of protective measure should be taken into account. As a result, Bernatik et 
al.217 devised a method adapted from the critical evaluation for national monuments 
under the National Infrastructure Protection Plan;218 and applied it to an LNG 
facility. This safety assessment method, allows for a simple mathematical equation 
that considers type of infrastructure, the casualties, economic impact, length of 
outage, impact on other sectors and environmental impact that would ensue from an 
LNG hazard. Coupled with a logical flow process (which involves setting security 
goals, identifying assets, risks to assets and implementing protective programs), this 
method can determine the effectiveness of a protective measure for an LNG facility.    
2.4.1.1 Accident Modelling/Mitigation 
Continuous monitoring and implementation of appropriate actions are essential to 
prevent, control and mitigate unfavourable consequences of LNG production and 
use. LNG facilities have a good safety record and as a result failure data on LNG 
systems are sparse. Due to this limitation in failure data for risk analysis, Yun et 
al.219 devised a Bayesian-LOPA (layer or protection analysis) method for obtaining 
risk with less effort and time compared to most other methods. The Bayesian 
estimation allows for generic failure data (fire or explosion) from other industries, to 
be coupled with likelihood information from LNG industry, in order to determine 
failure data to be used in the risk analysis. HAZOP (Hazards and Operability Study) 
was incorporated, including gamma and Poisson distribution for prior and likelihood 
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information. This methodology was validated against existing data and studies to 
show that it is a powerful method especially for an industry (such as the LNG 
industry) where failure data is sparse.  
 
Considering the cryogenic properties and flammable/explosive behaviour of LNG, 
Rathnayaka et al.220 recently developed and validated a new accident modelling 
approach that also incorporates HAZOP based on system safety identification, 
protection and prevention (i.e. SHIPP) for applications to an LNG facility. SHIPP is 
a safety assessment methodology that describes the steps of process safety 
assessment and provides a guide to possible improvement at every step of the 
accident process. Following the process accident scenarios identified using HAZOP, 
the accident process follows three steps: initiation, propagation and termination. To 
develop a predictive model for the occurrence of abnormal events, a Poisson 
probabilistic distribution was incorporated. This method was tested to be reasonably 
effective using realistic data from an LNG facility,220 with an overestimation up to 
14% for the first three time intervals and then underestimations (with decreasing 
accuracy) as time intervals increases. 
 
On the other hand, Parihar et al.221 devised a method for consequence analysis at 
deep-water facilities. The method consists of the use of analytical models to describe 
the dynamics of unconfined spills; semi-empirical models for pool fires; and CFD for 
vapour cloud dispersion (this information was previously discussed). Such 
information is routinely needed for independent risk assessment studies of proposed 
facilities and the methodology has been validated and scrutinised against test data.  
 
Li and Huang222 developed a more mathematical based approach for assessing the 
level of risk and damage to facilities and humans at different radii from an LNG fire 
or explosion. The analysis consists of using the DOW method for fire risk analysis 
and a vapour cloud explosion (VCE) model. It is generally accepted that the 
likelihood of a boiling liquid expanding vapour explosion (BLEVE) occurring in an 
LNG tank during an LNG pool fire is low due to safety measures currently in 
place.223 However, BLEVE should not be disregarded as one BLEVE event did take 
place in Spain (June 2002), involving a road LNG tanker accident.224 The BLEVE 
event is usually followed by a fireball from which ~one-fourth of its energy is 
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releases as radiation.225 Li and Huang222 included BLEVE for risk analysis by 
making use of the BLEVE model proposed by International Labour organisation. 
In the event of a leakage or emergency, emergency shutdown (ESD) systems in the 
LNG plants can be used for stopping pumps etc. and isolating the leakage 
automatically.226 Therefore it is crucial that this ESD system is reliable and always 
operational in order to mitigate hazards and prevent escalation. Cheng et al227 
devised a method in which fault tree analysis coupled with intuitionistic fuzzy set can 
be used to assess the reliability and find the component/s of the ESD that requires the 
most attention. Even though human expertise and knowledge of operations and 
maintenance of the ESD is required to collect failure information; this method has 
proven to be able to locate equipment whose improvements will greatly increase the 
reliability of the ESD, and resulting safety of the facility.   
 
Looking from a different perspective, shutdowns are also periods during which 
maintenance takes place. To  prevent loss of potential revenue during routine 
shutdowns, Keshavarz et al.228 determined a risk-based shutdown strategy to 
minimise the number of shutdowns, while maintaining minimal risk for the expected 
life time of the plant. This method is superior to traditional methods as it uses the 
Weibull distribution rather than linear failure probability methods; and can therefore 
accurately and easily use failure history data. The method can be used on both 
standby and redundant systems and takes account of numerous parameters including 
the current costs of the product. It was successfully tested on an APCI’s  PPMR 
process, showing that active redundancy reduces the risk for most short goal times. 
However, as the goal time increases there is a shift towards the standby strategy for 
reducing risk, suggesting that standby, active redundancy and preventative 
maintenance is crucial to preventing operational risks.228 
 
In the case that a pool fire occurs, expansion foam, particularly high expansion 
(HEX) foam, can be effective in controlling LNG pool fire229 by blanketing the LNG 
pool surface, as a result preventing oxygen reaching the fire and also acting as an 
insulator by reducing fire radiation from the pool fire. An HEX foam application rate 
of 10 L/(min m2) is the most applicable and the fire control time can be reduced with 
an increase in application rate. The location of foam generation units and design are 
all crucial factors that should be considered; it is also important that the units are 
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available and operational at all times. Further investigation230 showed Foamglas is 
also able to significantly suppress LNG pool fires and is comparable (if not more 
effective) than expansion foams. However, Foamglas is not effective at LNG vapour 
mitigation. 
 
Mitigation is also possible via CFD-based dynamic simulations of hazard 
consequence reduction. Sun et al.231 examined both vapour dispersion by water 
curtains and fire mitigation by HEX foam using CFD validated against the well-
known Falcon tests for vapour dispersion and the Montoir tests for pool fire 
radiation. Water curtains can reduce vapour cloud distance by approximately 61 – 
84% while HEX foam application leads to a fire control time (time to reduced heat 
radiation by 90%) of 130s and 55s, which are comparable to 100 s and 60s from the 
respective experiments.229 This clearly demonstrates the great capability and 
applicability of CFD to hazard mitigation studies.  
 
2.4.1.2 Other Safety Considerations 
The historical safety record of LNG facilities has been excellent, mainly due to the 
international standard NFPA 59A design codes followed by the designers, 
constructors and operators. Taylor232 presents a summary of the processes (NFPA 
59A) that would be followed for site location and equipment placement. On the other 
hand, Raj and Lemoff233 discusses the risk evaluation approach of  the 2009 edition 
(latest edition) of the NFPA 59A, compares it with the risk process of Europe and 
presents an example of how the NFPA 59A can be used. However, the NFPA is still 
lacking especially on criteria regarding radiant heat. It is clear that with the inclusion 
of consequence modelling, the process of determining the most cost effective and 
safest LNG plant can be accelerated. 
 
Downstream safety in design is for chemical and refinery plants and follows a 
deterministic approach; while upstream is for offshore platforms and follows a risk 
based approach considering all risks. LNG plants are categorized as midstream. Due 
to increasing number of developments, the modularization concept is being widely 
applied to onshore LNG plant, leading to the plant design features becoming similar 
to that of offshore plants. Tanabe and Miyake234 compares the two approaches and 
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proposes a safety design approach for LNG plants, concluding that the most efficient 
way to ensure the safety integrity of the design is to have a good design basis and 
minimise uncertainty. Due to less flexibility of the module design, a deterministic 
approach appears to be more applicable for onshore modularized LNG plant and the 
approaches of using ‘Safety Criteria Design Basis Matrix’ and a ‘Hazard-Design 
Logical relation Tree’ are effective.234 
 
Safety measures which are not usually fully developed at the early stages in current 
design practises are the emergency systems, the modularized plant and layout, and 
the tank selection. Due to this, Tanabe and Miyake235 discuses an approach to 
enhance safety design application at the concept definition phase. The proposed 
method is a combination of a ‘deterministic and risk based’ approach, which can 
overcome difficulties and restrictions due to limited information at the early stages of 
a project and will yield schedule and cost benefits. 
2.4.2 Ships 
Ships are the major carrier of LNG and the current world fleet consists of ~400 ships 
in size of 120,000 – 250,000 m3.238 There has been considerable interest in the use of 
LNG for ship propulsion,239 such as the dual-fuel steam turbine mechanical (DFSM) 
propulsion, dual-fuel gas turbine electric (DFGE) propulsion, dual-fuel diesel electric 
(DFDE) propulsion, and diesel mechanical propulsion with reliquefaction 
(SFDM+R).240, 241 Traditionally the DFSM propulsion has been the main system used 
but of low efficiency,240 with increase in LNG carrier size more suitable propulsion 
systems such as DFGE propulsion system is required. However, assessment on the 
applicability, availability and safety of these systems requires the considerations of 
numerous factors. For example, in terms of LNG vapour hazards for a gas leak in the 
DFGE compressor room, CFD simulations (using FLACS) showed that moving gas 
detectors to within the compressor room will eliminate a 50 s delayed detection 
time.240 It was also concluded that there is no benefit in having a second ventilation 
fan within the compressor room for leaks larger than 1.27 cm; and equipment outside 
the compressor room will not be affect by any fire that breaks out, unless the 




The major contributors of risk associated with LNG shipping can also be determined 
via high-level risk assessments for LNG carriers. One approach is based on historical 
data of LNG accidents, published damage statistics and expert judgments for events 
such as collision, grounding, contact, fire and explosion and other events during 
loading and unloading.238 It was found that collision, grounding and contact was 
noted, together to account for 90% of the total incidents while LNG containment 
failure appears be amongst the highest contributors to risk (Table 24).238 Therefore, 
given the good safety record of LNG shipping, it is reasonable to focus more on 
ensuring that the LNG containments systems are designed to an acceptable standard; 
with cryogenic reliability and high thermal insulation performance for safe and 
efficient transport of LNG. 
 
Table 24: Distribution of known relevant LNG accidents238 
Accident category Accidents (#) Frequency (per shipyear) 
Collision 19 6.7 x 10-3 
Grounding 8 2.8 x 10-3 
Contact 8 2.8 x 10-3 
Fire and explosion 10 3.5 x 10-3 
Equipment and machinery failure 55 1.9 x 10-2 
Heavy weather 9 3.2 x 10-3 
Events while loading/unloading 22 7.8 x 10-3 
Failure of cargo containment system 27 9.5 x 10-3 
Total 158 5.6 x 10-2 
 
2.4.2.1 Structure 
Transportation of LNG is highly dependent on LNG tanker technology. As discussed 
in Section 2.2.3, the two mainstream tank systems are the membrane and the 
spherical tank systems (see Table 12) and recently the membrane tank system has 
been widely adopted due to its large capacity. The membrane system has a thermal 
insulating layer and a metallic membrane covering to maintain liquid-tightness 
without any leakage (as shown in Figure 8). The load of the LNG cargo is 
transmitted to the thermal insulating layers through the membrane (primary barrier). 
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It is likely that increased sloshing load in large-capacity LNG cargo containers may 




Figure 8: Schematic diagrams of LNG cargo containment system composed of primary and 
secondary barriers: a) overall drawing; b) enlarged view of the corner of top bridge pad; and 
c) insulation panels with level difference (adapted from the study by Bang et al.243) 
 
Chul Kim et al.250 employed both experimental methods and finite element analyses 
(ABAQUS V6.7) to evaluate the pressure resistance of the conventional stainless 
steel membrane, via applying pressure loads to a 304L stainless steel corrugated 
membrane that is in most membrane tanks of Mark-III.  Chul Kim et al.250 found the 
local yielding and plastic buckling loads of the three types of corrugations (the large 
corrugation, small corrugation and the large corrugation with reinforcing ribs) under 
the conditions of both symmetric loading and asymmetric loading (Figure 9). The 
addition of reinforcing ribs only seems to move the stress concentrations towards the 
ribs and results in larger deformations than the standard corrugations without ribs. 
Therefore, a new reinforcement method was then developed that inserts 2 mm thick 
6061-T6 aluminium pipes into the corrugations. With testing it was confirmed that 
this new reinforcement method resulted in no permanent deformation of the 
corrugations or membrane; as a result increasing the pressure resistance of the 





Figure 9: Yielding and buckling pressures of corrugations under symmetric loading 
a) symmetric loading b) asymmetric loading (data were extracted from the study by 
Chul Kim et al.250) 
 
In addition to membrane with rigid supports (rigid membrane), it is also important to 
model the membrane with flexible supports in both static and dynamic cases. Finite 
element analysis (software ABAQUS) for such cases showed that the responses from 
the dynamic case significantly exceed those of a rigid supported insulation, 
demonstrating the need to include both the flexibility and dynamic loading 
conditions in analyses for LNG membrane systems.251 This is particularly important 
because sloshing flow in ship containment systems is excited by ship motion and the 
sloshing motion itself can also affect the ship motion. However, up to date, most 
studies are limited to linear studies of both ship motion and/or sloshing. An example 
is the study of Pistani and Thiagarajan252 in which impact pressures from a sloshing 
experiment was measured for a two-dimensional tank, with discussion on the 
problems that would be encountered in sloshing experimentation and how to 
overcome those problems. Mitra et al.253 developed an analysis method coupled both 
finite difference and time domain panel approaches for 3D sloshing and ship motion, 
capable of predicting both sloshing heights and the hydrodynamic pressures on the 
containment walls for further analysis. The method was verified against the data 
from existing scaled experiments. As expected, that the sloshing height increases 
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with wave height; and the waves, current and wind acting at 90° to the direction of 
ship motion results in the highest sloshing values. However, the effects of the waves 
were significantly more dominant (by up to 33%) than that of the wind and currents. 
The study further illustrates the need to include dynamic effects on studies of 
sloshing within LNG ship containment systems. 
 
2.5 Conclusion and Research Gaps 
The increasing demand of LNG as an energy source has led to increasing research 
interests regarding the risks involved in LNG storage, handling and transportation. 
Major conclusion in research gaps are briefly summarised below. 
2.5.1 LNG Spill, Vapour Production, Dispersion, and Combustion 
In spite of significant research advances, further research is required to better 
understand the hazards following an LNG spill. Particularly, there is a lack of 
experimental data from large-scale spills; under the circumstances where large-scale 
experiments are not feasible, specially-designed small-scale experiments need to be 
carried out for validating mathematical models.  
 
Pool formation. The effect of sea waves on LNG pool formation and spread is not 
well understood. A major assumption so far is that the surface of the sea is flat while 
in reality it is dynamic and turbulent. The effect of currents associated with the 
waves can also have a large impact on the dynamics of the LNG pool and should be 
considered in future studies. Future research is also need to investigate the influence 
of the surface temperature of the substrate on LNG pool formation, especially ice 
formation from LNG spill on water due to the cryogenic temperatures of the LNG. 
 
Vapour dispersion. There are various factors affecting LNG vapour clouds such as 
method of release (above water verse under water), spill rate, wind speed, 
atmospheric stability, rapid phase transitions, vaporization rate, obstructions and 
terrain. Recent studies have added to our knowledge by showing that water curtains 
are effective methods of controlling LNG vapour dispersion by imparting heat and 
momentum to the vapour cloud. Any increase in the turbulence of the substrate (spill 
on water) will lead to an increase in the evaporation rate of the LNG. Obstacles also 
result in a decreased lower flammability limit and terrain effects can lead to an 
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increase in turbulence. Therefore, the use of vapour fences for LNG dispersion 
control can be effective. However, new hazards can develop due to the build-up of 
vapour within the vapour fence. The past studies were also on small scales so that 
future experimental investigations are required at medium/intermediate scale 
experiments (200 m3) for reducing epistemic and aleatory uncertainties. In addition, 
the scientific basis of many models have been questions especially integral models so 
that vapour dispersion simulation utilising field models (Navier-Stokes models) is 
highly desired because these models provide the most complete representation of the 
fundamental fluid dynamics. 
 
Combustion. There have been several studies on LNG fires with the aim of 
determining the thermal radiation, burn rate and flame speed. Recent studies have 
shown that in the case of LNG vapour cloud ignition, the low reactivity of methane 
(the main component of LNG) results in overpressures within a safe range but the 
likelihood of high overpressures should not be neglected. It is also concluded that 
LNG releases and ignition will not produce a significantly large impact than a 
smaller less volatile material such as gasoline or LPG. A key gap in the field is the 
lack of large-scales LNG fire experiments, which should be well designed and 
conducted with correct instrumentation in a controlled environment, enabling easier 
determination of the key parameters affecting the flame’s behaviour. Such more 
experimental data are essential to the validation of flame model. 
2.5.2 Safety 
The majority of studies on LNG deal with safety, with some focusing on the effects 
of LNG hazards on personnel or facilities. Various modelling techniques have been 
developed for safety assessment and may be effect for studying realistic scenarios. 
Mitigation techniques such as ESD, routine shutdowns, and the use of HEX and 
Foamglas have also been studied with the aim of improving safety in the most cost-
effective way. In regards to LNG carriers, the flame treatment of the aluminium 
sheets in the insulation barrier of LNG ship containment systems is now known to 
lead to best bond strength. With the assistance of stud welding of support plates, 
adaptive curing of the adhesive, and glass reinforced fibres, the insulation foam is 





There are at least several aspects that require future R&D. First, it is still unclear 
whether the current criteria for exposure to a radiant heat flux of 5 kW/m2 is suitable 
to prevent 2nd degree burn injuries. Therefore, further research that also considers 
duration of exposure and the physical, thermal and physiological properties of the 
receptor need to be conducted to determine whether this radiant heat flux range is 
suitable. Second, assessments of LNG safety issues need to integrate the credible 
inputs from the predictions of modelling with relevant complex conditions and 
geometries tailored to the underlying applications. Third, further improvements are 
required in the methodology of studying the LNG containment systems of ships. 
Particularly, the use of dynamic simulations/studies is highly recommended because 
the effect of dynamic loading (such as sloshing) can exceed those of static loaded 
cases. 
 
2.6 Research Objectives of Current Study 
Numerous research gaps in the LNG value chain have been identified from the 
literature review, as listed in Section 2.5. The scope of the thesis focuses on the 
downstream side of the value chain, notably LNG spill, pool formation and 
dispersion modelling. The main objectives of the study are listed below: 
 
(1) To develop a CFD code for modelling LNG spill, pool formation and vapour 
cloud dispersion; 
(2) Investigate the effect of impoundments, such as vapour fences, on LNG spill, 
pool formation and vapour cloud dispersion; 
(3) To examine the effect of air and sea surface temperatures on LNG spill, pool 
formation and vapour cloud dispersion; 
(4) To investigate the effect of atmospheric and sea stability on LNG spill, pool 
formation and vapour cloud dispersion; and the implications of the finds on 








The aim of this study is gain a clearer understanding of LNG spills, pool formation 
and dispersion. To achieve this, the popular and commonly used ANSYS Fluent 
CFD program was utilised to conduct an in-depth analysis of LNG spills, pool 
formation and dispersion modelling. A series of three-dimensional simulations were 
carried out, so that the evolution of natural gas vapour cloud following an LNG spill 
can be monitored. This chapter details the methodology used to setup and run 
conduct the various studies. 
 
3.2 Pre-Processing 
The pre-processing section is the first stage of fluid modelling. In this stage the 
domain is created, meshed, initial conditions and boundary conditions applied, and 
simulation controls are set.  
3.2.1 Geometry 
Fluent uses Gambit, an industrially recognised geometry and meshing program for its 
applications. Most geometry can be built in Gambit or imported from another 
computer aided design system. Imported geometries are converted into suitable 
domains by virtual tools, in preparation for analysis by Fluent. As the geometries for 
this study are relatively simple, all geometry generation were conducted in Gambit. 
3.2.2 Meshing 
As mentioned previously, meshing is also conducted via Gambit.  The following 
meshing techniques are automatically created by Gambit.  
For 2D cases the following meshing types can be selected: 
 Quadrilaterals 
 Triangles 








Once the geometry has been created and meshed, it is ready to be opened in Fluent. 
When Fluent is opened it is crucial that the mesh is scaled to ensure that the 
appropriate dimensions are transported over. It is also very important to check the 
mesh using Fluent to ensure that no errors are evident which could cause problems 
when the simulation is running. 
Once the mesh has been checked and scaled the model is ready to be finalized for 
simulation. In this stage the following steps must be defined and inputted: 
1. Define the models and solver controls 
2. Define the material properties 
3. Define the operating conditions 
4. Define the boundary conditions 
5. Solver residuals 
6. Solver initialization 
7. Solver iteration 
In Step 1 the models and solver controls need to be defined. For a transient buoyancy 
and velocity driven flow (as is the case in the current study), a pressure based solver 
with continuity models, energy equation models, turbulence models, multiphase 
models, mass transfer models and species transport models are needed; and as the 
study progresses to Chapter 6, wave modelling is also required.  
In Steps 2 to 4, the material properties, operating and boundary conditions are 
defined.  
In Steps 5 to 7, the simulation controls are set. These include the Solver initialization 
in which initial simulation values are set; Solver residuals, in which a means for 
monitoring convergence is set; and Solver iteration, in which simulation iteration 
step sizes and run time is set. 
 
3.3 Processing 
The computational grid (mesh) is the core of the CFD calculations. The mesh divides 
the domain into a great deal of tiny cells (finite volumes) and calculations are 
conducted at the nodes of each of these tiny volumes.  Unstructured grid technology 
is used by Fluent, meaning that the grid can consist of multiple meshing types. This 
combination of complex modelling and unstructured meshing allows Fluent to 
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accurately model and analyse laminar and turbulent flows, with and without heat 
transfer, reactions or phase change. 
To reduce the computation time of modelling, Fluent can utilise a non-iterative time 
advancement scheme and/or parallel processing. The non-iterative time advancement 
scheme reduces the time it takes transient simulations to obtain a solution, whereas 
the parallel processing capability involves distributing the work load dynamically 
among multiple computers in a network to solve a simulation, effectively reducing 
the simulation time. 
 
3.4 Post Processing 
This is the final stage of fluid modelling, in which the data is analysed. Fluent uses a 
wide range of post processing tools including: 
 Shaded/transparent surfaces 
 Fluid pathlines 
 Scene reconstruction 
 Contour and vector plots 
The solutions will be exported to CFD-Post, an independent program for analysing 
the simulation data. A wide range of post processing tools are utilised by CFD-Post 
which include: 
 Overlaying the model with plots including contour, X-Y plots and sketches. 
 The ability to dissect models to observe internal flow patterns. These can be 
captured in screenshots and later animated. 
 Being able to obtain data about the flow conditions at different points of the 
model. 
Concentration contours were the main method of analysing data in this study of LNG 
spills. Firstly, concentration contours developed in Fluent were visually analysed by 
focusing on the flow behaviour and distance to the lower flammability limit (LFL).  
After the visual analysis, time-variant concertation profiles (change of temperature 
with time) at fixed locations were obtained to analysis the dispersion behaviour of 
the vapour cloud within the flow domain. Based on the LFL and the time-variant 
concentration profiles, a clearer understanding of LNG spill and vapour cloud 




3.5 Utilisation of Methodology 
This section contains a summarised description of how the above methodology is 
utilised within Chapters 4, 5 and 6. 
 
In Chapter 4 the direct CFD simulation method is developed. To validate the model, 
geometry replicating the Burro 8 spill terrain was created and meshed. The Burro 8 
spill boundary and initial conditions were then applied and a simulation was 
conducted. The validated direct CFD simulation method was then used to study the 
effect of impoundments. During this simulation the geometry including meshing, 
boundary and initial conditions were also set to replicate that used in the Burro 8 
spill; however an impoundment was also created around the spill pond. 
 
In Chapter 5 further validation tests were carried out against Falcon 1 spill tests. This 
was achieved by creating geometry to replicate the spill environment of the Falcon 1 
tests. The Falcon 1 spill boundary and initial conditions were then applied and a 
simulation was conducted. The validated code was then used to study the effect of 
sea surface and air temperatures. This was achieved by first constructing an LNG 
tanker on the sea surface, with a breach on the side of the LNG tanker just above sea 
level; the domain was then meshed. Boundary and initial conditions were set and a 
simulation of LNG spill, pool formation and dispersion was conducted. 
 
In Chapter 6, the effect of sea surface and atmospheric stability on LNG spill, pool 
formation and vapour cloud dispersion was investigated. To carry out this study, 
wave modelling techniques were coupled with the direct CFD simulation method. 
The same LNG tanker geometry used in Chapter 5 was also used in this chapter. 
Boundary and initial conditions were set to investigate the effect of stability, and the 







4 A CFD MODEL FOR THE SIMULATION AND ANALYSIS 
OF LNG DISPERSION 
 
Based on the literature review in Chapter 2, it is clear that there are still numerous 
research gaps surrounding the LNG value chain. In Section 2.2.5, we showed that 
from the complete LNG value chain, the most likely cause of catastrophic events 
would be an LNG spill. Therefore the aim of this study is to gain a clearer 
understanding of factors affecting LNG dispersion process, following an LNG spill. 
To achieve this, the popular and commonly used ANSYS Fluent CFD program is 
deployed to develop a CFD code with the aim of been able to more accurately model 
LNG pool formation and dispersion process.  
 
4.1 Direct CFD Simulation Method Development 
4.1.1 Introduction 
The spill and dispersion behaviour of LNG have been investigated via numerous 
experimental studies, such as  the Burro Series,113, 114 Coyote Series,254, 255 Falcon 
Series,256 Maplin Sands tests,257 Esso tests,258 Shell jettison tests,259 Avocet260 and 
BFTF.151 However, due the difficult, risks and high cost associated with such large 
scale experiments, computational modelling of LNG spill and dispersion is strongly 
favoured.  
 
As mentioned in Section 2.3.2.4 there are three categories of computational methods 
for modelling LNG spill and dispersion. The integral models, Box or Top-Hat 
models and Navier-Stokes models; of which the Navier-Stokes models such as 
computational fluid dynamic (CFD) models are been favoured for LNG spill and 
dispersion studies due to their accuracy and completeness.118, 163, 178, 261 However, in 
most CFD modelling of LNG dispersion different assumptions and estimates are 
made, such as; a) simplifying and combining the LNG spill, pool formation and 
vaporization is simplified to a natural gas mass flux source term; such as using the 
water pond surface in the Burro and Falcon series tests as the natural gas source 
term.118, 165 b) The vaporization rate is also often fixed to a constant value such as 
0.029 and 0.195.118, 165 These estimates are derived from previously published 
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experimental data of LNG spills,38 such an approach is not desired because the pool 
radius and vaporization rate for an LNG spill are not constant.123, 133, 183 During an 
LNG spill, the pool starts forming and as LNG evaporates due to heat transfer from 
the substrate, the vapour cloud forms. If the LNG spill rate is lower than the 
vaporization rate, the size of the pool will decrease and subsequently the evaporation 
of LNG; this results in a decrease of vapour cloud formation. Neglecting the pool 
formation process via a mass flux source term and fixing the vaporization rate to a 
constant value does not reflect the actual physical process. A two-phase jet model178 
was developed for LNG dispersion modelling; however the flash vaporization 
assumptions made, resulted in the LNG inlet conditions been set primarily as a 
vapour inlet condition (98.04% vapour volume/total volume), therefore restricting 
the models ability to demonstrate pool formation/spread modelling. Furthermore, it is 
believed that the CFD model should be able to capture the whole process including 
flash vaporization (if it occurs), based on the inlet and given conditions and in 
particular more accurately capture the turbulence generated during the spill. 
Therefore, the objective of this section is to develop a detailed CFD model which 
captures the spill, pool formation and dispersion of LNG, with the validation using 
experimental data from a Burro series test.  
4.1.2 The Burro Series Test 
The Burro series tests were conducted in conjunction by the Lawrence Livermore 
National Laboratory (LLNL) and the Naval Weapons Center (NWC) at the China 
Lake, California in 1980.113, 114, 262 Sponsored by the U.S. Department of Energy, the 
Burro series tests consist of eight LNG spills and one liquid nitrogen spill. The LNG 
was released through a 0.25m diameter pipe straight downwards at the centre of the 






Figure 10: Spill facility and water pond.262 
 
The spill volume ranged from 24 to 39 m3, the spill rate from 11.3 to 18.4 m3/min, 
the wind speed from 1.8 to 9.1 m/s, and the atmospheric stability from unstable to 
slightly stable. Twenty-five gas sensor stations were arranged in arcs, in the 
downwind side of the pool at distances of 57, 140, 400 and 800 m, respectively. Five 
turbulence stations and 20 wind field stations were arranged both in the upwind and 
downwind directions (see Figure 11). In this study, Burro 8 was selected to validate 
the model simulations because it was the most stable of the entire Burro series tests 
which resulted in a gravity driven dispersion process. The experimental data of the 





Figure 11: Gas sensor stations arrangement.113, 114 
 
Table 25: Burro 8 Spill: Atmospheric and Boundary Layer Conditions.a 
LNG composition (%) 
Methane – 87.4 
Ethane – 10.3 
Propane – 2.3 
Spill temperature (K) 111.7 
Water pond diameter (m) 58.0 
Spill rate (m3/s) 16.0 
Spill duration (s) 107 
Spill volume (m3) 28.4 
Wind speed (m/s) 1.8 (–9.8º, wind direction) 
Relative humidity (%) 4.6 
Ambient temperature (K) 306.25 
Atmospheric stability Slightly stable (Class E) 
Friction velocity, u* (m/s) 0.075 
Dynamical temperatureb, T* (K) 0.029 
Surface temperature, T0 (K) 310.76 
Monin-Obukhov length (m) 15.1 
Roughness height (m) 0.0002 
aData extracted from Koopman et al.113, 114, 262  
bDynamic temperature also known as potential temperature is the temperature a parcel of air 





4.1.3 Mathematical Formulation 
The direct CFD simulation method (DCSM) has been developed in ANSYS Fluent 
for predicting the spread and dispersion of natural gas by combining the Reynolds 
averaged Navier-Stokes (RANS) equations and Reynolds stress models (RSM) for 
process calculations. The major flow equations include the momentum, continuity, 
energy, turbulence and species equations,263 which are presented below. These flow 
equations are then closed by including a mass transfer model to incorporate phase 
change; while interaction between phases are considered via drag, slip velocities and 






∙ ρ 0 
 
(1) 
where ρ is the density of the vapour cloud and  is the three dimensional velocity 
vector. In the case of a multiphase flow, the continuity equation needs to integrate 
the mass transfer terms between phases and therefore Eq. (1) is modified as shown 























where P is pressure, ̿ is the stress tensor, ρ  is the gravitational body force,  is the 
sum of body forces including user defined sources, μ is the dynamic viscosity and	  














where E is the total energy, is the effective thermal conductivity,	  is the 
sensible or latent enthalpy, → is the diffusion flux of the species and  is the energy 
from a chemical reaction, if one exists. 
 
Turbulence equations 
The turbulence model used in this study is the realizable  model, which is more 
superior than the standard	  model and reported to be excellent at capturing 
gravity slumping of dense gas flow, including the spatial and temporal concentration 
profiles of the vapour cloud in proximity of obstacles.118, 261 The realizable  
model is presented below. 
































where  is the turbulence viscosity, k is the turbulence kinetic energy, ε is the 
turbulence eddy dissipation,	  and  are turbulence kinetic energy generation due 
to velocity gradients and buoyancy respectively, while  and  are the user defined 
source terms for k and ε. 
 
Species transport equations 









  (11) 
where  is the mass fraction of each species, calculated, based on the compositions 
given in Table 25,  is the diffusion flux,  is the net rate of species production,  
is the source term, while ,  and ,  are the mass diffusion and thermal diffusion 
coefficients, respectively. Since there is no species production or source term but 
rather a mass transfer from liquid to gaseous mixture Eq. (10) can be modified to 










Mass transfer equations 
To integrate phase change the above transport equations need to be closed. For mass 
transfer rate from a smooth phased interface, the Hertz-Knudsen-Schrage equation264 
gives the following vaporization-condensation flux, based on gas kinetic theory. By 
tracking the volume fraction for LNG in each cell, it is possible to determine the 
interface between the LNG pool and the surround air and/or natural gas vapour; and 






where F has units of kg/s/m2, β is the accommodating coefficient (molar fraction of 
condensation species in the gas mixture for condensation or molar fraction of 
evaporation species in the liquid mixture for evaporation), T, P an R are the 
temperature, pressure and universal gas constant, respectively. When Eq. (13) is 
coupled with the Clausius-Clapeyron equation,265 to account for saturation 






where  is the latent heat and   represents the saturated temperature at vapour 
pressure. When modelling multiphase flows, the interfacial area density can be 
calculated as below.266  
 
6 ,   
(15) 
where  is the area of contact between the phases of interest and  is the cell 
volume,  is bubble diameter or pool length; when the interfacial area density is 
combined with Eq. (14) we arrive at the phase change source term (mass transfer 
equations). 
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4.2 Direct CFD Simulation Method Validation 
4.2.1 Computation Geometry and Grid 
As illustrated in Figure 12, the domain is a rectangular prism, oriented in such a way 
that the x-direction is the horizontal and parallel to the wind, the z-direction is 
horizontal and perpendicular to the wind and the y-direction is vertical. The origin of 
the domain is at the centre of the water pond and at ground level. The dimensions of 
the domain are 1000 m × 50 m × 500 m in the x, y and z directions, respectively. The 
domain was created in ANSYS design modeller by drawing a rectangular shape 
(1000 m × 50 m) and then extruding to the desired width (500 m). A Boolean feature 
was then used to imprint the water pond at the desired location. The domain was 
discretised with hexahedral elements, which are known to be more computational 
efficient than tetrahedral elements. The mesh as shown in Figure 12 is non-uniform, 
this allows for a finer mesh to be used in areas of high flow gradients such as at the 
ground level and towards the centre of the water pond. This resulted in a total of 





Figure 12: (a) Experimental layout and (b) hexahedral mesh with refinements towards the 







4.2.2 Boundary Conditions and Initial Conditions 
The computation domain consists of seven boundaries. The upwind boundary was set 
as a velocity inlet. The values for velocity, turbulence kinetic energy and dissipation 
and temperature were calculated as a function of height based on the Monin-
Obukhov similarity theory,268 as shown below in Eq. (17) - (20). 
 
For stable atmospheric conditions: 


















For neutral atmospheric conditions: 
 ∅ ∅ 1  (20) 
where ∅  and ∅  are the Monin-Obukov similarity profile functions for momentum 
and heat transfer respectively,  is the height and  is the Monin-Obukov length (see 
Table 25). 
 
For computational efficiency the side and top boundaries were set as symmetrical 
boundaries, since they are located far from the flow region of interest. This means 
that no flow crosses the top or side boundaries and there is no scalar flux across these 
boundaries. A wall boundary condition was applied to the ground with a surface 
roughness value of 0.0002 m, while temperature at this boundary was obtained by 
preventing heat flux out or in from this boundary. The outlet boundary was set as a 
pressure outlet boundary as flow conditions are not known at this boundary. This 
allows for the flow properties to be extrapolated based on the continuity equations. 
For the LNG inlet above the water pond, mass flow inlet was specified with a liquid 




4.2.3 Solution Method 
Boundary conditions throughout the domain such as the height-dependant velocity, 
temperature and turbulence were set according to the Monin-Obukhov theory.269 The 
following solution controls were selected, SIMPLE algorithm for pressure-velocity 
coupling scheme. The pressure, momentum and energy discretisations were changed 
to ‘Second Order upwind’ as it provides a higher level of accuracy. Parameters such 
as the under relaxation factors and the resolution were left as the default values as 
these parameters were suitable for the simulations been conducted. Prior to the 
injection of LNG, a steady state solution was obtained for the air velocity field. 
These values were then used as the initial conditions at time t= 0s, when LNG was 
injected into the computational domain. For the spill duration of 107 s, the LNG 
mass flow inlet boundary condition was maintained and then set to a mass flow rate 
of 0 kg/s for the remainder of the simulation (up to 560s).  
4.2.4 Crosswind Dispersion  
Figure 13 presents a time varying crosswind comparison of simulation to 
experimental results, vapour cloud concentration contours, at a 1m height, for 20, 60 
and 100 s respectively after the LNG spill. The Burro 8 experiment had a stability 
class E, which means that the vapour cloud dispersion would be gravity-driven. This 
effect of gravity-driven flow, due to a heavier-than-air gas, leading to negative-
buoyancy, can be clearly seen in the CFD simulation results. This coupled with a 
reduction in vertical turbulent mixing of the vapour cloud, has led to a more 
predominate growth in the lateral direction, earlier in the simulation and is in good 
agreement with dense gas behaviour.  
 
The lateral spread of the vapour cloud was observed in both the experimental and 
simulated studies; however the lateral spread of the dense gas, for the simulated 
results, tends to be unpredicted throughout the simulation and becomes more 
accurate as the simulation progresses (Table 26). Earlier in the simulation, at 20 secs, 
the Direct CFD simulation method under predicts the vapour cloud lateral spread by 
up to 7.5% (Table 26) and this is due to the fact that the vapour cloud is in the early 
stages of forming so the effect of gravity flow is not as dominant.  To add to this, the 
turbulent properties, such as the turbulent dissipation rate and kinetic energy were 
not provided in the Burro 8 experimental data (Table 25); as a result this was 
estimated based on other turbulent properties in the flow domain. As the vapour 
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cloud continued to spread, at 60 secs, the Direct CFD simulation method prediction 
for the vapour cloud lateral spread becomes more accurate, with an under prediction 
of 1.9%. At this point of the simulation the effect of gravity spreading and the 
atmospheric turbulent properties mixing the vapour cloud with the air is rightly 
captured.  However as the simulation progress to 100 secs, it can be seen that the 
vapour cloud lateral spread under prediction is less accurate than that at 60 secs, but 
more accurate than that at 20 secs. This is a result of the vapour cloud approaching 
steady state and the estimated inlet wind conditions (due to fluctuating wind 
directions and speed in the Burro 8 experiments) which is now more dominant than 
the effect of gravity on the spreading process. 
 
The comparison of vapour cloud lateral spread (Table 26) for the Direct CFD 
simulation method to the conventional estimated pool method shows that the Direct 
CFD simulation method is clearly in better agreement with experimental results; 
especially in the earlier stages of the simulation. This is because the conventional 
estimated pool method assumes that the LNG evaporates as fast as it is spilled, and 
that the evaporation process takes place over the entire water pond. However this is 
not the case, not only does the LNG not evaporate as soon as it is spilled but the 
turbulence generated during the spill and evaporating LNG pool has an overall effect 
on the LNG dispersion process. Therefore, capturing this phase change, which occurs 
earlier in the simulation including the properties of the different species involved, 
clearly has an impact on the lateral spread of the vapour cloud.   
4.2.5 Downwind Dispersion 
The downwind spread comparison of simulation to experimental results of vapour 
cloud concentration contours, at a 1m height, for 20, 60 and 100s respectively after 
the LNG spill, can also be analysed from Figure 13. As previously mentioned, due to 
a heavier-than-air gas, the effect of gravity leading to negative-buoyancy is well 
captured by the simulation; this including the effect of inlet wind flow has led to 
vapour cloud flow in the downwind direction and is in good agreement with dense 
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Figure 13: Comparison of CFD vapour cloud dispersion contours at a height of 1m to 
experimental results. 
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Table 26: Comparison of simulation crosswind and downwind dispersion to experimental 
data. 




























































The downwind spread of the vapour cloud was observed for both experimental and 
simulated studies. It was noted that the downwind spread of the vapour cloud tends 
to be under predicted, and seems to be more accurate earlier in the simulation; as 
shown in Table 26. In the early stages of the simulation, at 20 secs, the vapour cloud 
downwind spread from the Direct CFD simulation method is under predicted by up 
to 2.7% and as previously mentioned, this is due to the fact that the vapour cloud is 
in the early stages of forming and therefore gravity flow is not as dominant. 
However, when the downwind spread and its lateral counterpart is compared to 
experimental data, at 20 secs, it is clear that the downwind spread is more accurate. 
The wind flow effect is more dominant in the downwind direction during this period 
of the simulation, this result in an increased vertical turbulent mixing and 
subsequently in a more accurate downwind vapour cloud spread. As the simulation 
progress, at 60 secs, the Direct CFD simulation method becomes less accurate, with 
an under prediction of 5.7%. The effect of gravity flow is becoming more dominated 
and therefore the vertical turbulence mixing of the vapour cloud with the surrounding 
air is reduced. This process decreases the effect the wind velocity and flow properties 
have on the vapour cloud and as a result the downwind spread is under predicted. By 
comparing the downwind and lateral spreads to experimental data, at 60 secs, it is 
clear that the lateral spread is more accurate. This can be attributed to the estimated 
inlet wind conditions provided (due to fluctuating wind directions and speed in the 
Burro 8 experiments) which are time averaged data and can result in under- or over 
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prediction of results. As the simulations approaches 100 secs, the Direct CFD 
simulation method has little to no change for downwind vapour cloud spread; as a 
result of the vapour cloud approaching steady state and the wind velocity/flow 
properties having a more dominate impact on the downwind spread of the vapour 
cloud due to increased vertical turbulence mixing. 
 
Another important observed effect is the bifurcated vapour cloud effect, due to 
dominant gravity flow observed during the Burro experiments. At 100s into the 
simulation, the half lower flammability limit (1/2 LFL), for experimental results, was 
approximately at 196m downwind of the spill. This cloud bifurcation was well 
captured by the CFD simulation and overall has led to 1/2 LFL of 183m and 170m, 
for Direct CFD simulation method and the estimated pool respectively. The 
turbulence generated during LNG spill and phase change, captured by the Direct 
CFD simulation method induces earlier mixing with the atmosphere compared to the 
conventional estimated pool method; and complied with the energy 
utilisation/interaction with the environment and substrate can be seen to have an 
impact on the downwind vapour cloud spread and subsequently the LFL. This results 
in the Direct CFD simulation method providing results which are in better agreement 
with experimental data compared to the estimated pool method (Table 26). 
4.2.6 Time Variant Vapour Gas Concentration Comparison 
Time variant vapour gas concentration for both an estimated pool and Direct CFD 
simulation method formation are compared in Figure 14. Based on Figure 14 and 
Table 27, it can be seen that both Direct CFD simulation method and the estimated 
pool modelling under predict the maximum vapour cloud concentration; however the 
Direct CFD simulation method formation is in better agreement with experimental 
results.  
 
The time required to reach peak concentration (arrival time) is similar for the 
simulation and experimental results (Figure 14) at sensors g02 and g07. On the other 
hand, the arrival time is shorter for the simulated methods when comparing to the 
experimental results for the sensor g10. It is can be seen that volume concentration of 
the methane at the g02 and g07sensors, for the experimental data is always higher 
than that of the simulated methods. The concentration vs time curve follows this 
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trend until approximately 300 secs and 350 secs for the g02 and g07sensors 
respectively. This under prediction by the simulated methods is due to not accurately 
capturing two main factors, the inlet conditions (namely the high momentum 
resulting from vertical turbulent mixing) and modelling of downwind dispersion. The 
high momentum from vertical turbulent mixing leads to a higher rate of vapour cloud 
production from the LNG pool and therefore a higher vapour cloud concentration in 
the atmosphere. On the other hand, the downwind dispersion influences the vapour 
cloud dispersion due to the turbulence properties of the flow field; higher turbulence 
will lead to more vertical mixing and subsequently a higher volume concentration vs 
time. As previously mentioned the atmospheric properties used in during the 
simulations were based on time averaged Burro 8 data and therefore does not 
accurately capture the peak concentration reached during the experiments. However, 
the ability of Direct CFD simulation method to utilise and capture phase change and 
mass transfer between the different phases allowed for a more accurate prediction of 
the peak methane concentration. This is because the vapour could dispersion and 
subsequently, methane peak concentration is link to the LNG entering the domain. 
Therefore accurately calculating the amount of LNG entering the domain will lead to 
a more accurate peak concentration.   
 
As time passes, after the 300 secs and 350 secs mark, the methane concentration for 
the simulated methods are higher than that of the experimental results. This 
behaviour can be attributed to the downwind atmospheric turbulence and flow 
properties limiting the mixing of the vapour cloud with the surrounding air; because 
at this point of the simulation the vapour cloud is nearly completely dispersed, with 
the dispersion been primarily driven by atmospheric turbulence and flow properties. 
As previously mentioned, increased turbulence results in an increase in vertical 
mixing between the vapour cloud and the atmosphere. In the case of the simulated 
methods, the downwind turbulence properties were set equal to the upwind 
turbulence properties because they were not provided in the Burro 8 experimental 
data, this has contributed to an over prediction of the vapour cloud concentration 
after 300 secs as the vapour cloud approaches the downwind side of the domain. 
Other flow properties such as wind velocity, limit the speed at which the vapour 
cloud travels; temperature, control the rate of energy change between the LNG and 
vapour with the surrounds; and atmospheric turbulence can limit the mixing of the 
85 
 
vapour cloud with the atmosphere. However these atmospheric turbulence and flow 
properties were provided as time average data due to the fluctuating conditions 
experienced during the Burro 8 experiment and therefore not accurately represented 
during the CFD simulations. This behaviour is also the main reason for shorter 
arrival time presented by the simulated methods and subsequently the shape of the 
methane concentration curve for the g10 sensor. With the g10 sensor positioned far 
from the spill point, it is expected that the vapour cloud would be well mixed with 
the surrounding air and predominately driven by the atmospheric flow properties, 
resulting in a low volume concentration. 
 
Statistical measures, as shown in equations (21) – (22), were also used for 
comparison of the experimental data to the two modelling methods, using fractional 
bias (FB), normalised mean square error (NMSE), geometric mean bias (MG) and 
geometric mean variance (VG). 
 
















where  is the time average vapour cloud concertation, ̅ is the mean value of  











Figure 14: Comparison of time variant vapour gas volume concentration for predicted LNG 
pool formation vs direct CFD simulation method at different sensory locations with sensor’s 
(x, y, z) coordinates given.  
 








































































Sensor g02 (50, 1, -30) 
Sensor g07 (130, 1, -60) 
Sensor g10 (400, 1, -165) 
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Table 27: Peak vapour gas concentrations at sensor locations. 
 Concentration (v/v) 
Downwind distance 
(m) 
Experimental Estimated pool Direct CFD 
simulation method 
50 0.550 0.39 0.45 
140 0.146 0.087 0.121 
400 0.043 0.020 0.033 
 
 
Table 28: Statistical performance comparison for the two source modelling methods. 
 Trial 
Statistical number Ideal value Estimated pool Direct CFD 
simulation method 
FB 0 –0.340 –0.201 
NMSE 0 0.119 0.041 
MG 1 0.709 0.817 
ln(VG) 0 0.118 0.041 
 
Ideal values and the statistical performance measures are displayed in Table 28. 
Negative FB and MG lower than 1; means that vapour gas concentration is 
underestimated compared to experimental. Based on the statistical measure analysis, 
it is clear that the vapour gas concentration of both the modelling approaches under 
predicted the expected value, which was previously noted. Even though both inlet 
modelling methods under predict the expected vapour cloud concentration, it can be 
seen that the Direct CFD simulation method is closer to the ideal value and with less 
scatter than the estimated pool formation method.  
 
4.3 Effect of Impoundments on LNG Dispersion 
Impoundments are required for LNG spill control and depending on the type and size 
of the impoundment, LNG flow and vapour cloud dispersion can be controlled. In 
this study an impoundment of 80 m × 80 m × 3 m was used to enclose the water 
pond on which the LNG was spilt during the Burro 8 experiments. The geometry and 
mesh is shown in Figure 15. The boundary conditions and simulation setup are 
similar to that of the Burro 8 simulations with an LNG spill rate of 117 kg/s, wind 
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velocity of 2 m/s and direction of –9.3º and the simulation was run for 180 seconds 
(methodology detailed in Section 4.1). Two cases were considered; one without an 






Figure 15: a) Experimental layout b) hexahedral mesh with refinements around water pond 
and vapour fence. 
4.3.1 Vapour Cloud Dispersion 
As mention in Section 4.2.4 the flow conditions of the Burro 8 experiment had a 
stability class of E, which led to a gravity driven flow and coupled with reduced 
vertical turbulence mixing led to a higher vapour cloud rate in the lateral direction, 
earlier in the simulation. This same effect can be seen in Figure 16. Table 29 contains 
the overall vapour cloud size, while Figure 16 shows the vapour cloud concentration 
contours for 15%, 5% and 1% respectively (left-right) and Figure 17 shows the iso-
surface of ½ LFL (2.5% v/v). At the 20 s mark, Figure 16, it can be seen that the case 
with an impoundment has a wider vapour cloud compare to that without an 








the vapour cloud within the impoundment has reached the upwind fence and 
therefore spreading in the lateral direction as the vapour cloud builds up at the 
vapour fence. Without an impoundment the vapour cloud has no obstacles restricting 
its flow and therefore continues to disperse downwind. The flow restrictions induced 
by the vapour fence then results in a thinner vapour cloud, 1% contour, past the 
vapour fence location compared to the case without a vapour fence. The length of the 
vapour cloud at this point in time is similar for all contours.  
 
As the simulation progress, 100 s, the flow restrictions induced by the vapour fence 
is becoming more apparent; the vapour cloud without an impoundment already has a 
greater lateral and downwind spread. At this point the vapour cloud within the 
impoundment has fully encased the impoundment region and now with increased 
vertical turbulence and mixing with the atmosphere, is creeping over the 
impoundment (Figure 17). 
 
At the 180 s mark, the different between the vapour cloud dispersion, with and 
without an impoundment, is quite drastic (Figure 16 and Figure 17). However it is 
interesting to note that there was little change in the overall vapour cloud spatial 
evolution from 100 s to 180 s (Figure 17). The main reason for this behaviour, in 
addition to its denser-than-air properties, is due to increased air flow turbulence and 
wind swirl/recirculation generated at the upwind side of the impoundment due to a 
reduced pressure gradient. This effect continues throughout the duration of the 
simulation, helping to contain most of the vapour cloud within the impoundment.  
 
Table 29: Comparison of vapour cloud spatial evolution without impoundment vs with 
impoundment. 
 20 s 100 s 180 s 
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Figure 16: Comparison of CFD vapour cloud dispersion contours 15%, 5% and 1% 
respectively at a height of 1 m.  













































































































4.3.2 Time Variant Vapour Gas Concentration Comparison 
The time variant vapour gas concentrations are shown in Figure 18 with peak 
concentration values presented in Table 30 for the cases without and with an 
impoundment. Given that the dimensions of the impoundment are 80 m × 80 m × 3 
m, it is clear that vertex 1 is located within the impoundment. The temporal evolution 
of the vapour cloud concentration at this point shows that with an impoundment, the 
vapour cloud concentration is slightly higher (Table 30). This is because as 
previously mentioned in Section 4.3.1 with the vapour cloud contained within the 
vapour fence,  it has a high amount of vertical turbulence mixing, however is unable 
to disperse downwind, unlike the case without an impound which is able to disperse 
downwind while mixing. The time required to reach peak concertation (arrival time) 
is similar for both cases (Figure 18), again the case with an impoundment has a 
higher arrival time, due to containment within the vapour fence. 
 
Vertex 2 is located downwind of the vapour fence; therefore the peak concentration 
is now higher for the case without an impoundment (Table 30); as the vapour cloud 
for the case without an impoundment is now primarily driven by the flow field with 
increased vertical turbulence mixing. However, in the case with an impoundment, a 
majority of the vapour cloud is contained within the impoundment and the little 
amount that does manage to creep over the vapour fence is still primarily driven by 
the denser-than-air properties of the vapour cloud. This leads to the lower peak 
concentration at vertex 2; upon this the arrival time was still similar for both cases as 
was expected (Figure 18). This same trend continues as we move further away from 
the vapour fence; with vertex 3 located a significant distance from the vapour fence, 
the vapour cloud concentration, for the case with an impoundment, is almost non-
existent Figure 18. However it is interesting to note that the different between peak 
concentrations for the two cases at vertex 2 is also the same at vertex 3. This suggests 
that vapour fences have a fixed reduction on the peak concertation of vapour clouds 
that manage to creep over the vapour fence. In this case the reduction in peak 






Table 30: Comparison of peak vapour gas concentrations at different locations. 
 Concentration (v/v) 
Downwind distance (m) Without impoundment With impoundment 
Vertex 1 0.44 0.45 
Vertex 2 0.121 0.095 




























Figure 18: Comparison of time variant vapour gas volume concentration without 
impoundment vs with impoundment at different locations with sample points (x, y, z) 
coordinates given.  
 





































































Vertex 1 (50, 1, -30) 
Vertex 2 (130, 1, -60) 




The Fluent CFD code was utilised to simulate the Burro 8 test, which involved LNG 
spill unto a water pond and dispersion downwind in an atmospherically stable 
environment. Two different input modelling methods were compared a) conventional 
estimated pool method and b) direct CFD simulation method. Both modelling 
methods were compared to experimental data and were noted to under predict both 
the general shape of the vapour cloud, the dispersion process, the volume 
concentration and arrival time of the vapour cloud. The underestimation of the 
vapour cloud behaviour is most likely due to many reasons with the two most 
significant been; the turbulence properties of the LNG inlet pipe been estimated and 
using a time averaged turbulent, atmospheric and boundary conditions. Upon this, 
when statistical measures were included in the analysis, it became clear that the LNG 
spill and phase change process, captured by the direct CFD simulation method, is 
significant and able to produce a more accurately representation of experimental 
data. These results show that, the direct CFD simulation method is more accurate and 
where possible, should be used when carrying out LNG dispersion simulations. 
The DCSM was then utilised to investigate the effect of an impoundment on 
controlling LNG spill and dispersion in an atmospherically stable environment. An 
impoundment was found to contain an LNG spill and subsequent the vapour cloud to 
an extent. This was not only due to the barrier but also due to the increased air flow 
turbulence and swirl/recirculation at the upwind end of the impoundment. This 
analysis shows the power of an impoundment in controlling LNG spill and vapour 
dispersion, which will be valuable for LNG regasification terminals and LNG 
tankers. Overall, the effect of an impoundment on mitigating an LNG spill can be 
clearly seen. The impoundment contains the spill and limits its dispersion to an 
extent; in this case the impoundment was able to limit downwind dispersion by up to 
55%, while limiting lateral spread by up to 25%, and led to a decrease in peak vapour 







5 EFFECT OF SEA SURFACE AND AIR TEMPERATURE ON 
LNG DISPERSION 
 
In this chapter, the direct CFD simulation code is used to investigate the thermal 
effects of substrates and surround atmosphere on LNG pool formation and dispersion 
process.  
 
5.1 Modelling and Validation According to Sea Surface and Air 
Temperatures 
5.1.1 Introduction 
Demands for natural gas as an energy source continue to grow as natural gas 
continues to be favoured as an environmentally friendly fuel.3 This growing demand 
of natural gas has led to the increased marine transportation of liquefied natural gas 
(LNG). The flammable characteristics of LNG and its growing demand and potential 
to impact economy make it a potential terrorist target.170, 270  Even though the safety 
records for marine transportation of LNG has been good since 1959,271, 272 it is 
crucial to understand the essential hazards involved in the transportation of LNG.1 
 
Various experiments were conducted to understand LNG spill and dispersion 
including Burro series,113, 114 Coyote series,254, 255 Falcon series,256 Maplin Sands 
tests,257 ESSO tests,258 Shell jettison tests,259 Avocet260 and Brayton Fire Training 
Field (BFTF).151 Of the previous LNG transportation spill studies conducted, certain 
factors that affect LNG spill and dispersion process have been considered such as but 
not limited to breach diameter and ullage pressure of containment tank,170 unignited 
and ignited LNG pools123, stationary and non-stationary tankers during spill process 










Figure 19: (a) Major LNG trade movement in 2014 (billion cubic meters)273 and (b) 




Figure 19 presents the major LNG trade movement in 2014273 and the corresponding 
sea surface temperatures.274 It is shown that the LNG transportation takes places in 
different oceans, which have a wide range of different environments and temperature 
conditions. Unfortunately, little has been done on the effects of such sea conditions 
on LNG spill and dispersion process. A recent study developed a LNG spill and 
dispersion modelling method based on computational fluid dynamics (CFD) that is 
able to model the complete LNG spill, pool formation and dispersion process.267 This 
direct CFD method eliminates the use of estimates such as the fixed vaporization rate 
or estimates mass flux source terms that are commonly used in the conventional 
methods118, 178 and lead to inaccurate predictions. Therefore the objective of this 
section is to utilise the direct CFD simulation method267 developed in Section 4.1 for 
assessing the effect of the ocean and surrounding temperatures on LNG spill, pool 
formation and dispersion. It is important to note that the case simulation includes an 
LNG tanker that will also act as an obstacle in the flow domain. Therefore, the 
Flacon series test experimental data that contain such obstacles were used for 
validation. Two tasks were completed in this section. One is the validation of the 
direct CFD simulation method using experimental data from the Falcon 1 series tests. 
The other is the use of the direct CFD simulation method to evaluate the thermal 
effect of the substrate and atmosphere on LNG spill and dispersion process.   
5.1.2 Falcon Series Test 
The Falcon series tests, sponsored by the U.S. Department of Energy, were 
performed by the Lawrence Livermore National Laboratory (LLNL) at the French 
Flat area, Nevada in 1987.256  The Falcon series tests were aimed at evaluating the 
effectiveness of impoundment walls and barriers for hazard mitigation from LNG 
spills and providing experimental data for model validations. Unlike other well-
known large scale LNG spill tests, the Falcon series test contains obstacles such as 
the billboard and vapour fence. The Falcon series test consists of five LNG spills, 
during which the LNG was released through a 0.11 m diameter spill “spider” (Figure 
20) straight downward at the center of a rectangular water pond with dimensions of 







Figure 20: Falcon series experimental setup.118 
 
The water pond was equipped with a recirculation system to maintain the surface 
temperature of the water pond, as would be expected of the water temperature at sea. 
The impoundment area 44 m × 88 m, was enclosed by a 8.7 m high vapour fence, 
with the addition of a 13.3 m tall, 17.1 m wide, billboard upwind of the water pond to 
act as a barrier as shown in Figure 2. The spill volumes ranged from 20.6 to 66.4 m3, 
the spill rate from 8.7 to 30.3 m3/min, the wind speed from 1.7 to 5.2 m/s, and 
atmospheric stability from neutral to stable. A total of 77 gas sensor stations, 18 
turbulence stations, and 19 wind field stations were arranged all across the terrain to 
measure quantities such as pressure, humidity, temperature, heat flux, wind speed 
and direction, turbulence intensity and vapour gas concertation. In this study, Falcon 
1 was selected to validate the model simulations because it was the most stable of the 
entire Falcon series tests with low wind speeds and large spill volume and flow rate. 
This is ideal for dispersion studies because it provides the worst case scenario in 
which the vapour cloud would not easily mix with the wind and would, therefore, 
linger with high concentrations compared to other cases.  The experimental data of 





Table 31: Falcon 1 Spill: Atmospheric and Boundary Layer Conditions.a 
LNG composition (%) 
Methane – 87.4 
Ethane – 10.3 
Propane – 2.3 
Spill rate (m3/s) 28.7 
Spill duration (s) 138.8 
Spill volume (m3) 66.4 
Wind speed (m/s) 1.7 
Relative humidity (%) 4.6 
Ambient temperature (K) 306.25 
Atmospheric stability Slightly stable (Class E) 
Friction velocity, u* (m/s) 0.0605 
Dynamical temperature, T* (K) 0.0577 
Surface temperature, T0 (K) 304.5 
Monin-Obukhov length (m) 4.963 
Roughness height (m) 0.008 
aData extracted from Brown et al.256 
 
5.1.3 Mathematical Formulation 
The mathematical formulation is exactly the same as developed and explained in 
Section 4.1.3. 
5.1.4 Computation Geometry and Grid 
The computational domain is generated in a rectangular prism, as illustrated in 
Figure 21 oriented in such a way that the x-direction is the horizontal and parallel to 
the wind, the z-direction is horizontal and perpendicular to the wind and the y-
direction is vertical. The origin of the domain is at the centre of the water pond, in-
between the spill “spider” arms and at ground level. The dimensions of the domain 
are 500 m × 50 m × 500 m in the x, y and z directions, respectively. The domain was 
created in ANSYS design modeller by first creating the individual faces of the 
vapour fence and billboard. A rectangular shape (500 m × 50 m) was then drawn and 
extruded to the desired width (500 m). A Boolean feature was then used to subtract 
the vapour fence and billboard from the flow domain; while a Boolean-imprint 
feature was used to generate the water pond at the desired location. Hexahedral 
elements were used to discretise the domain and known to be more computational 
efficient than tetrahedral elements. The mesh as shown in Figure 21 is non-uniform, 
allowing for mesh refinement in areas of high flow gradients such as at the ground 
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level, including around the vapour fence and at spill points in the water pond. This 
resulted in a total of approximately 647683 hexahedra elements within the 






Figure 21: (a) Experimental layout and (b) hexahedral mesh with refinements around the 
water pond and approaching the ground surface.  
 
5.1.5 Boundary Conditions and Initial Conditions 
The boundary and initial condition setup is exactly the same as that demonstrated in 
Section 4.2.2, however with the use of experimental data from Table 31 for the 









following boundary and initial conditions were used to evaluate thermal effect of 
substrate and atmosphere on LNG dispersion process. A total of three scenarios were 
considered: the first scenario is a realistic scenario, in that both the air and sea 
temperatures are incremented from cool sea environments (toward the Arctic) to 
warmer sea environment (Pacific and Indian oceans) (Table 32), to accommodate for 
the travel routes of LNG tankers as depicted in Figure 19. In the second scenario the 
sea temperature is constant, while the surround air temperature is varied (Table 32). 
In the third and last scenario, the surround air temperature is held constant while the 
sea temperature is varied (Table 32). The simulation involved LNG spilling from a 
membrane LNG tanker, with a 1 m breach diameter, at a position 1 m above the sea 
surface (Figure 22). The LNG tanker was constructed to the dimensions reported 
previously:276 a double-hulled membrane tanker with full cargo capacity of 228000 
m3, approximately 45600 m3 for each storage tank. The boundary conditions and 
simulation setup are similar to that of the Falcon 1 simulations, however with a wind 
velocity of 2 m/s. 
 
Table 32: Air and Sea Surface Temperatures for the Different Scenarios and Corresponding 
Cases.  
 Scenario 1a Scenario 2b Scenario 3c 
 Temperature (K) Temperature (K) Temperature (K) 
 Air  Air  Air  Sea Sea Sea 
Case 1 278.15 278.15 278.15 305.45 313.15 271.15 
Case 2 286.90 286.90 286.90 305.45 313.15 279.73 
Case 3 295.65 295.65 295.65 305.45 313.15 288.30 
Case 4 304.40 304.40 304.40 305.45 313.15 296.88 
Case 5 313.15 313.15 313.15 305.45 313.15 305.45 
aScenario 1: Realistic scenario with varying air and sea surface temperatures 
bScenario 2: Air temperature varied while sea surface temperature is constant 







Figure 22: (a) Experimental layout and (b) hexahedral mesh with refinements in areas of 
high flow gradient.  
 
5.1.6 Solution Method 
The Monin-Obukhov theory and solution controls utilised in Section 4.2.3 were also 
used for the Falcon test and thermal effect simulation setups. For the Falcon test 
simulation, the following solution method was used; prior to the injection of LNG, a 
steady state solution was obtained for the air velocity field. These values were then 
used as the initial conditions at time t=0 s, when LNG was injected into the 
computational domain. For the spill duration of 138.8s, the LNG mass flow inlet 
boundary condition was maintained and then set to a mass flow rate of 0 kg/s for the 
remainder of the simulation (up to 800s).  Prior to the injection of LNG, a steady 
state solution was also obtained for the air velocity field. These values were used as 







domain. The location of the 1 m breach led to a 27 m, LNG level above the breach, 
with a working pressure of 22 KPa driving the spill from the tanker and resulted in a 
spill time of 1297.89 seconds. 
5.1.7 Vapour Cloud Dispersion Analysis 
Figure 23 shows comparisons at different time frames between experimental and 
modelling results. The vapour cloud concentration contours were measured at a 1m 
height, for 100, 140, and 180 s at a plane 150 m downwind of the spill point. The 
low-wind and stable atmospheric conditions of the Falcon 1 test, including the 
vapour fence and billboard acting as obstacles, meant that the vapour was not easily 
mixed with the wind and, as a result, was primarily gravity-driven. This led to 
negative-buoyancy effects and when coupled with the reduced vertical turbulent 
mixing of the vapour cloud, has led to a more predominate growth in the lateral 
direction, earlier in the simulation, and is in good agreement with dense gas 
behaviour.  
 
The general shape of the vapour cloud, both lateral spread and height, including the 
maximum methane concentrations were well-captured by the simulated studies. 
However as recorded in Table 33, the general shape of the vapour cloud tends to be 
slightly underpredicted earlier in the simulation. According to Table 2, at 100 s, the 
vapour cloud shape is slightly underpredicted by 1% and 3.3%, for width and height, 
respectively. This is primarily due to the turbulence properties, such as turbulence 
kinetic energy and dissipation rate, not been provided for the LNG inlet (Table 31).  
The turbulence properties were therefore estimated on the basis of the turbulence 
properties of the flow domain, primarily the turbulence generated as a result of the 
billboard and vapour fence. This coupled with the fact that the LNG pool (radius) is 
still growing, has led to the underprediction of the vapour cloud plume. As the 
vapour cloud dispersion continued, 140 s, the LNG spill has already ceased, which 
led to the LNG pool completely vaporizing with the vapour cloud rising higher 
within the impoundment. This eliminated the need of estimating the turbulence 
properties of the LNG inlet; therefore, with the turbulence properties now solely 
calculated on the basis of interactions with the billboard and vapour fence, has 
resulted in a more accurate simulated vapour cloud shape prediction, albeit with 
slight underpredictions of 0.7% and 2.1% for width and height, respectively. As the 
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simulation progresses to 180 s, the LNG pool is now non-existent, the vapour cloud 
is now approaching steady state, and the wind conditions now have a high impact in 
the dispersion process with increased mixing as the vapour cloud continues to rise. 
This is due to vertical turbulence and the billboard, resulting in increased wake 
effects. Overall, this lead to the direct CFD simulation method accurately capturing 
the vapour cloud shape at 180 s (Table 33). The effect of bifurcation and lofted 
plume dispersion was also observed and occurred as a result of the billboard acting 
as an obstacle (Figure 20), and the interaction of the vapour cloud with the wind. 
This effect, in addition to the lofted plume dispersion behaviour, led to a ½ lower 
flammability limit (LFL) of approximately 450 m downwind of the spill point. 
5.1.8 Time Variant Vapour Gas Concentration Comparison 
Time variant vapour gas concentration at three different sensory locations, 50, 150, 
and 250 m, and at a height of 1 m were analysed and present in Figure 24, with peak 
concentrations recorded in Table 34 The arrival time and temporal concentration 
behaviour of sensors g04 and g11 are well-captured by the direct CFD simulation 
method. However, for sensor g18, 250 m downwind, the direct CFD simulation does 
not accurately capture the temporal concentration; this was expected because the 
arrival time at this sensor was slightly earlier than the experimental results.  In 
addition, the peak concentration of the vapour cloud at all sensors was 
underpredicted. This underprediction of peak concentration, including the earlier 
arrival time at sensor g18 can be attributed to not accurately capturing the high 
momentum of the LNG inlet and mixing imparted by the billboard and vapour fence, 
which is a result of the turbulence properties at the LNG inlet not been provided and 







Figure 23: Comparison of CFD vapour cloud dispersion to experimental results at the 150 m 
sensory row.  























































F1 Test, Time 100 sec
F1 Test, Time 140 sec





Table 33: Comparison of simulation crosswind and downwind dispersion to experimental. 
data.  
    50 s 150 s 250 s 




















Table 34: Peak vapour gas concentrations at sensor locations.  
 Concentration (v/v) 
Downwind distance 
(m) 
Experimental Direct CFD Method 
50 0.230 0.210 
150 0.110 0.100 








Figure 24: Comparison of time variant vapour gas volume concentration at different sensory 
locations with sensor’s (x, y and z) coordinates given.  




























































Sensor G04 (50, 1, 0) 
Sensor G11 (150, 1, 0) 




Statistical performance measures previously introduced in Section 4.2.6 were also 
used for quantitative comparison of the direct CFD simulation method with the 
experimental data. Statistical performance values for the direct CFD simulation 
method including ideal values are shown in Table 35. Negative fractional bias (FB) 
and geometric mean bias (MG) lower than 1 mean that vapour gas concentration is 
underestimated. The statistical measure analysis shows that, even though the vapour 
gas concentration is underpredicted, which was previously noted, it is still in good 
agreement with experimental data.  
 
Table 35: Statistical performance of the direct CFD simulation method.  
 Trial 
Statistical number Ideal value Direct CFD Method 
FB 0 -0.091 
NMSE 0 0.008 
MG 1 0.913 
ln(VG) 0 0.008 
 
 
5.2 Effect of Sea Surface and Air Temperature Analysis 
At the initial stage of the spill (0 – 50 s), the LNG pool radius increases rapidly; 
however, the growth rate starts to decrease as the discharge rate from the LNG tanker 
decreases (~50 – 400 s). Once the evaporation rate of LNG is equal to the discharge 
rate from the tanker, the pool reaches a steady state (~400 – 1297 s). After the 
discharge of LNG from the tanker has ceased (1297s and onward), the pool radius 
starts to decrease rapidly as a result of the evaporative losses exceeding that of the 
discharge. This trend was observed in all five cases. As the temperature increases in 
cases 1 - 5 (Figure 25), it is clear that there is little change in the initial growth rate of 
the LNG pool (0 – 50 s). The difference in pool radius growth starts becoming 
apparent as the reduction in discharge rate becomes significant (~50 – 400 s) and this 
trend remains for the duration of the spill. The largest pool radius, 110 m, occurred in 
case 1, which was expected given the cooler conditions, 278.15 K (air) and 271.15 K 






Figure 25: Pool radius (m) versus time (s) comparison for a realistic scenario with (air and 
sea) temperatures given for each case.  
 
The ½ LFL of the vapour cloud for the different cases are presented in Figure 26 - 
Figure 28. On analysis it can be seen that as temperature increases, from cases 1 – 5, 
the length and height of the vapour cloud increase, while the width of the vapour 
cloud decreases. This is due to the fact that the energy available for the vapour cloud 
is increasing; therefore allowing the vapour cloud to rise higher and disperse further 
downwind. The width of the vapour cloud decreases because in such stable 
atmospheric conditions, the vapour cloud would linger as a result of reduced vertical 
turbulence mixing; however with the increasing energy added to the system, the 
vapour cloud is able to travel further and, therefore, not spread laterally.  
 













 Case 1 (278.15, 271.15)
 Case 2 (286.90, 279.73)
 Case 3 (295.65, 288.30)
 Case 4 (304.40, 296.88)















Figure 26: Effect of the temperature on vapour cloud dispersion of (air and sea) 
temperatures for each case, with varying air and sea surface temperatures (results 
obtained at ½ LFL).  









Case 1 (278.15, 271.15)
Case 2 (286.90, 279.73)
Case 3 (295.65, 288.30)
Case 4 (304.40, 296.88)






































Figure 26 presents the data for varying both air and sea temperatures. As the 
environmental temperature increases from case 1 to 2, the growth rate of the vapour 
cloud downwind dispersion is at a maximum. This is because at such low 
atmospheric stability, the vapour cloud is obtaining its energy from the turbulence 
generated during the spill as well as the temperature of the sea surface. Therefore as 
the sea temperature changes from below to above 273.15 K (0 ºC) between case 1 
and case 2 (scenario 1 of Table 32), the enthalpy of the whole system increase 
significantly. Between cases 2 and 5, the growth rate of the vapour cloud downwind 
dispersion follows a steadier trend. A similar trend was also observed for the lateral 
growth rate of the vapour cloud, with a significant decrease in lateral spread, 
followed by a more steady decrease in vapour cloud lateral spread. With this 
observation, it is easy to deduce that a correlation with an inverse relation might be 
possible for such dispersion scenarios. The growth rate of the vapour cloud in the 
vertical direction (height) is quite steady and has little change as the environmental 
temperatures are increased in the system compared to the downwind and lateral 
spread of the vapour cloud. 
 
As the air temperatures are increased while maintaining the sea surface temperatures 
(Figure 27 and scenario 2 of Table 32) the growth of the vapour cloud still follows a 
similar trend to that mentioned above. By comparison of the results from Figure 27 
(varying atmospheric temperature) to that in Figure 26 (varying atmospheric and sea 
temperatures), it was observed that with a high sea surface temperature and the same 
air temperature, the vapour cloud disperses further downwind, is narrower and rises 







Figure 27: Effect of the temperature on vapour cloud dispersion of (air and sea) 
temperature for each case, with varying air temperatures and constant sea surface 
temperatures (results obtained at ½ LFL).  









Case 1 (278.15, 305.45)
Case 2 (286.90, 305.45)
Case 3 (295.65, 305.45)
Case 4 (304.40, 305.45)










































Figure 28: Effect of the temperature on vapour cloud dispersion of (air and sea) 
temperatures for each case, with constant air temperatures and varying sea surface 
temperatures (results obtained at ½ LFL).  









Case 1 (313.15, 271.15)
Case 2 (313.15, 279.73)
Case 3 (313.15, 288.30)
Case 4 (313.15, 296.88)






































Figure 28 show the results for maintaining the air temperature while changing the sea 
surface temperature. By comparison of the results from Figure 28 (varying sea 
temperature) to that of Figure 26 (varying both sea and air temperatures), it is clear 
that, with a higher air temperature and the same sea temperature, the vapour cloud 
still disperses further downwind, is narrower, and rises higher. This is expected 
because the enthalpy of the system is still increasing. However, the cases in Figure 
27 represents a larger vapour cloud, when compared to Figure 26, unlike the cases in 
Figure 28; albeit with a similar increment rate on the varying conditions (whether sea 
or air temperatures). This suggests that a majority of the energy needed to disperse 
the vapour cloud is initially obtained from the interaction with the sea surface or 
substrate below, especially in stable atmospheric conditions such as the conditions 
used during this study. 
 
5.3 Conclusion 
A Fluent CFD code for predicting LNG spill and dispersion was used to simulate the 
Falcon 1 test; it involved spilling LNG onto a water pond with obstacles. A newly 
developed CFD code, direct CFD simulation method, was shown to accurately 
capture vapour cloud dispersion behaviour and was in very good agreement with 
experimental data. The code was then used to investigate the effect of the air 
temperature and sea surface on LNG spill and dispersion. It was shown that, as the 
temperature of the environment increases, the length of the vapour cloud increases, 
by up to 26%, the width decreases, by up to 6%, and the height increases, by up to 
5%, as a result of increasing enthalpy in the system. When isolated, the sea 
temperatures were shown to have a greater impact on the overall dispersion process 
compared to that of the air. It was also interesting to note that, in cooler conditions 
(sea temperature below 273.15 K), the growth of the vapour cloud follows a different 
trend compared to that at warmer conditions (sea temperature above 273.15 K). With 
further studies and analysis, a correlation might be possible that will assist hazard 
response personnel to make quick estimates based on spill and environmental 







6 EFFECT OF ATMOSPHERIC AND SEA STABILITY ON 
LNG DISPERSION AND IMPLICATIONS TO AUSTRALIAN 
LNG MARINE TRANSPORT 
 
In this chapter, wave modelling techniques are incorporated into the direct CFD 
simulation code with the aim of investigating the stability effects of sea waves and 
the surround wind dynamics on LNG pool formation and dispersion process. 
 
6.1 Wave Modelling and Stability Effect Simulation Methodology 
6.1.1 Introduction 
Liquefied natural gas (LNG) has been playing an increasingly role in the world’s 
energy market since last decade because of its environmental-friendly properties and 
increasingly demand (at an average annual growing rate of 2.3% 3). This has led to 
increasing marine transport of LNG for reducing overall costs 277. Marine transport 
of LNG (especially the LNG vessels) has been having a good safety record 271, 272. 
However, LNG’s flammable nature, its impact to economy and  likelihood being a 
potential terrorist target 170, 270 have led to substantial R&D on LNG technology and 
the essential hazards associated with LNG transport 1, 4, 39, 40, 224, 237, 278-280. Previous 
experimental studies 113, 114, 151, 254-260 were focused on large-scale LNG spill and 
subsequent pool fires to understand LNG spill and dispersion. However, none of 
these large scale studies has incorporated the scenarios of LNG tankers during 
transport. Recent studies 123, 170, 267 are focused on LNG spills during marine 
transport, considering a range of various parameters and factors. Unfortunately, little 
has been done on the effect of atmospheric stability and sea waves on LNG spill and 
dispersion process. 
 
Australia’s LNG is mainly exported the Asian market, with Japan and China among 
the main consumers; importing 80% and 16% respectively 281. Figure 29 illustrates 
the key global LNG marine transport in 2014273 and the corresponding sea wave 
conditions.282 The figure clearly shows that the marine transport for Australia’s LNG 
export travels across various oceans with varying atmospheric and wave conditions.   
The objective of this chapter is therefore to utilise the direct CFD simulation 
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method267 developed in Section 4.1 for assessing the stability effect of the 
atmosphere and sea waves on LNG spill, pool formation and dispersion. The findings 
are then used to investigate LNG spill and dispersion behaviour during transport 







Figure 29: (a) Major LNG trade movement in 2014 (billion cubic meters)273 and (b) 




6.1.2 Pasquill Stability 
Turbulence increases the dispersion of air borne pollutants by increasing the 
entrainment and mixing of air into the plume; and therefore reduces the 
concentration of pollutants in the plume. The oldest and most common method for 
categorizing atmospheric turbulence is the Pasquill atmospheric stability classes. The 
Pasquill stability classes was developed in 1961 and involves the categorization of 
atmospheric turbulence into six stability classes A, B, C, D, E and F as shown in 
Table 36 283 with class A been the most unstable (most turbulent) to class F been the 
most stable (least turbulent). These stability levels are due to correlations between 
wind speeds and incoming solar radiation. For this study we have selected different 
stability classes (Table 37) as the base case, to match the different travel routes of 
LNG tankers as shown in Figure 29. The wind speeds will be used as presented, 
while the effect of incoming solar radiation will be modelled as sea surface 
temperatures and atmospheric (wind) temperatures.  The given wind 
speed/turbulence will then give rise to different sea wave conditions which are the 
main focus of this study. 
 
Table 36: Meteorological Conditions Defining Pasquill Turbulence.a 
A: Extremely unstable conditions D: Neutral conditionb 
B: Moderately unstable conditions E: Slightly stable conditions 








(300 – 600) 
Slight  
(< 300) 
Thin overcast or 
≤ 4/8 cloudinessc 
≤ 3/8 
cloudiness 
< 2 A A - B B - - 
   2 
 
A - B B C E F 
   4 
 
B B - C C D E 
   6 C C - D D D D 
> 6 C D D D D 
aData extracted from the study by Ermak et al.284  
bApplicable to heavy overcast day or night 
cThe degree of cloudiness is defined as that fraction of the sky above the local apparent 
horizon that is covered by clouds 
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Table 37: Base Stability Conditions and Resultant Sea and Atmospheric temperatures 











1 650 A 305.45 313.15 
3 
 
450 B 294.02 301.48 
4 280 C 282.60 289.82 
7 250 D 271.15 278.15 
 
6.1.3 Mathematical Formulation 
The mathematical formulation is the same as developed and explained in Section 4.1; 
however with the addition of wave modelling techniques which shall ne described 
below. 
 
Wave modelling for this study shall utilise the wave modelling equations in 
WAVEWATCH III code and ANSYS 15.263, 286 The governing equations for wave 
motion, in particular, the stokes wave theory for gravity waves are presented below.  
 
Wave height 
  H 2A    (27) 
where A is the wave amplitude,  is the amplitude at the trough and  is the amplitude 











where λ is the wave length, k  is the wave number in the direction of flow and k , the wave 
number in the cross flow direction. 
 
Wave frequency 





where g is gravity magnitude,  is the wave number, A is the wave amplitude,  and 
 are functions of wave length and liquid height,287 and h is the liquid height.  
 
Effective wave frequency 
  ω ω k    (30) 
where ω is the wave frequency, k  is the wave number in the direction of flow and U is the 
uniform flow velocity magnitude. 
 
Wave speed 
  c    (31) 








where ϕ is the velocity potential, c is the wave speed, A is the wave amplitude,  is the 
wave number, x, y and z are the space coordinates,  is the effective wave frequency, t 


















where V is the velocity vector for incoming waves, U is the uniform flow velocity 










Figure 30: (a) Experimental layout and (b) hexahedral mesh with refinements in areas of 
high flow gradient.  
 
6.1.4 Computation Geometry and Grid 
The dimensions of the domain are 500 m × 110 m x 500 m in the x, y and z direction 
respectively (Figure 30). The domain is oriented so that the x-direction is the 
horizontal and parallel to the wind, the z-direction is horizontal and perpendicular to 
the wind and the y-direction is vertical. The origin of the domain is at the centre of 
the breach and 1 m above the sea surface. The domain was created in ANSYS design 
modeller by first creating a double-hulled membrane LNG tanker with a full cargo 







domain was the created by first generating a rectangular shape (500 m × 110 m), 
which was then extruded to the desired width (500 m). A Boolean-imprint feature 
was then used to create the 1 m breach (LNG inlet) on the side of the LNG tanker.  
Hexahedral elements are known to be more computational efficient than tetrahedral 
elements, and therefore were used to discretise the domain; resulting in a total of 
1069321 hexahedra elements. The mesh as shown in Figure 30 is non-uniform, 
allowing for mesh refinement in areas of high flow gradients such as at sea surface, 
contact points between the tanker and the sea and around the breach location. 
 
6.1.5 Boundary Conditions and Initial Conditions 
The boundary and initial condition setup are exactly the same as that demonstrated in 
Section 4.2.2, however to evaluate the stability effect of the atmosphere and sea on 
LNG spill and dispersion, a total of three scenarios were investigated:  
 
 Scenario I that is a realistic scenario consists of four cases, where both the 
wind and sea conditions are incremented in each case to match the Pasquill 
stability classes (Table 38);  
 
 Scenario II, also consists of four cases, however the wind conditions and 
surrounding temperatures are held constant in order to evaluate the effect of 
sea waves on the dispersion process with each subsequent case (Table 39); 
and 
 
 Scenario III consists of four cases, in which the sea wave conditions and 
surrounding temperatures are held constant in order to evaluate the effect of 
wind dynamics on LNG spill and dispersion process with each subsequent 




Table 38: Scenario I as realistic scenario under varying wind and sea conditions.  



















1 305.45 313.15 0.25 8.50 3.00 2.80 
3 294.02 301.48 0.90 21.66 4.00 4.45 
4 282.60 289.82 1.20 27.73 5.05 5.20 
7 271.15 278.15 1.50 33.80 5.70 5.94 
 
 
Table 39: Scenario II under varying wave conditions while wind speed and surrounding 
temperatures are constant.  



















7 271.15 278.15 0.25 8.50 3.00 2.80 
7 271.15 278.15 0.90 21.66 4.00 4.45 
7 271.15 278.15 1.20 27.73 5.05 5.20 
7 271.15 278.15 1.50 33.80 5.70 5.94 
 
 
Table 40: Scenario III at varying wind speed while wave conditions and surround 
temperatures are held constant.  



















1 271.15 278.15 0.25 8.50 3.00 2.80 
3 271.15 278.15 0.25 8.50 3.00 2.80 
4 271.15 278.15 0.25 8.50 3.00 2.80 




6.1.6 Solution Method 
The Monin-Obukhov theory and solution controls utilised in Section 0 was also used 
for the stability effect simulation setup. 
 
6.2 Analysis of Stability Effect on LNG Spill and Vapour Cloud 
Dispersion 
6.2.1 Effect of Sloshing on LNG Dispersion  
Sloshing has been studied over a long period of time because of its significance 
across numerous disciplines.288-292 In most cases, the study of sloshing is focused on 
the damage that could result due to sloshing.250-253 However, this study is focused on 
how sloshing can affect LNG spill process. Table 38 shows the conditions for 
Scenario I, the realistic scenario, with four cases under which both wind and sea 
conditions are incremented to match the Pasquill stability classes; a simplified way to 
model this would be to allow the LNG to spill from a stationary LNG carrier onto the 
sea. However this is not ideal, as any sloshing that would occur due to roll and pitch 
of the LNG carrier, induced by sea waves, would not be captured. To evaluate the 
effect of sloshing on LNG spill, the pressure on the tank walls and the spill time of 
the LNG (see Figure 31) can be observed. When roll and pitch are introduced to the 
LNG carrier, the LNG inside the storage tanks moves and has a higher dynamic 
pressure than if the roll and pitch were not introduced. This higher dynamic pressure 
coupled with the hydrostatic pressure distribution of the LNG increases the overall 
pressure impacted on the tank walls, as can be seen in Figure 31. As the wind speed, 
wave height and wave length increase, from case 1 to case 4, the maximum pressure 
exerted on the LNG storage tank walls also increases. This is expected as a large 
wave height and/or wave length would result in more LNG motion inside the storage 
tanks. The differences in pressures exerted on the LNG storage tank walls range from 
17% in case 1 to 31% in case 4, further reinforcing the need to include wave induced 
motion into LNG tanker simulations. Furthermore, as the LNG level approaches the 
breach location, the sloshing can lead to air entering the storage tank, as the LNG 
backpressure is lower than atmospheric pressure. This condition would increase the 
spill time as the LNG spill would not be as continuous, as in a case without sloshing 
(see Figure 31).  The difference in spill times were not drastic; however by including 
sloshing in this study, the LNG spill time was noted to take up to 100 seconds longer 





          a) 
 
             b) 
Figure 31: The effect of sloshing (in Scenario I) on (a) Maximum pressure on tank wall and 
(b) total LNG spill time with each case’s (sea, air) temperatures given.  
 
6.2.2 Stability Effect and Vapour Cloud Dispersion Analysis 
Figure 32 presents the LNG pool evaporation rate and pool radius evolution for 
Scenario I, the realistic scenario, with four cases under which both wind and sea 
conditions are incremented to match the Pasquill stability classes (see Table 38 for 
wind and sea conditions). In the early stage (0 – 50 s), the LNG pool radius is 
growing at a high rate; however, as the process progresses (~50 – 400 s), this growth 
rate is noted to decrease as the discharge rate from the LNG tanker is also 









Case 1 (305.45, 313.15)
Case 2 (294.02, 301.48)
Case 3 (282.60, 289.82)
































decreasing.  Once the evaporation rate of LNG is equal to the discharge rate from the 
tanker, the pool reaches a steady state (~400 – 1297 s); until the LNG spill has 
ceased (1297s and onward) during which evaporative losses exceed that of the 
discharge, resulting in the pool radius decreasing at a rapid rate.  
 
This trend was noted in all four cases; however the evaporation rate vs time follows a 
different curve (see Figure 32). The evaporation rate grows at a steady rate in the 
early stage (0 – 400 s), until the evaporation rate of LNG is equal to the discharge 
rate from the tanker (~400 – 1297 s), followed by the evaporation rate dropping 
rapidly as the evaporative loses are greater than the release rate of LNG from the 
tanker (1297s and onward). As stability conditions increase, from case 1 to case 4 
(Figure 32), the initial growth rate (0 – 50s) of the LNG pool follows a similar trend 
across all cases. As the spill continues (~50 – 400 s), the difference in LNG pool 
growth rate can now be differentiated; and this difference is clear for the remainder 
of the LNG spill. It is important to note that as stability increases the pool radius also 
increases subsequently (see Figure 32). However, the opposite effect is evident for 
the evaporation rate (see Figure 32) that decreases with increasing stability. This is 
because an increase in stability means the environmental conditions are calmer and 
therefore less turbulence to increase mixing, evaporation, and dispersion of the LNG. 
The largest pool radius was observed in case 4, at 121 m while the highest 











      a) 
 
       b) 
Figure 32: Scenario I case comparison: a) Pool evaporation rate (kg/s) vs time (s); b) Pool 
radius (m) vs time (s) with each case’s (sea, air) temperatures given.  
 
The half lower flammability limit (½ LFL) represents the distance at which methane 
in the vapour cloud is 2.5% v/v; at this distance the vapour cloud cannot sustain a 
flame if ignited.38 Figure 33 presents the results on the ½ LFL data for Scenario I, 
which is a realistic scenario, with four cases under which both the wind and sea 
conditions increment matching the Pasquill stability classes (see Table 38). As the 
stability conditions of the environment increases, from case 1 to case 4, the 
downwind dispersion (length) of the vapour cloud is noted to follow a steady growth. 
This is due to the turbulence and overall energy in the system decreasing as stability 
decreases; and therefore reducing the rate at which the vapour cloud mixes and 
disperses.  This trend is also illustrated in the lateral (width) growth of the vapour, 
with a steady growth in lateral spread as the stability of the environment increases. 










 Case 1 (305.45, 313.15)
 Case 2 (294.02, 301.48)
 Case 3 (282.60, 289.82)
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 Case 2 (294.02, 301.48)
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However, the vertical (height) growth of the vapour cloud follows an opposite trend; 
the height of the vapour cloud decreases as the stability in the environment increases. 
This is simply due to the fact that as the stability conditions increase; the thermal 
conditions are decreasing, wind speed increasing and wave conditions increasing (see 
Table 38). Overall, this stable condition and high wind speed results in a majority of 
the energy in the system focused in dispersing the vapour cloud downwind and in the 
lateral direction, with reduced vertical turbulent mixing. 
 
For Scenario II, in which the wind speed, sea and atmospheric temperatures are held 
constant while varying the wave conditions, the results are showed in Figure 34. It 
can be seen that the growth of the vapour cloud follows an opposite trend to that of 
Scenario I; the downwind and crosswind dispersion of the vapour decreases (with 
increasing wave conditions), while vertical growth of the vapour cloud increases. 
The reason was that with these fixed wind speeds and thermal conditions, increasing 
wave conditions results in less stability and therefore more turbulence and mixing on 
the sea surface. Overall this lead to an increase in the evaporation rate of LNG from 
the LNG pool due to increased vertical turbulence. This increased vertical turbulence 
mixing appears to lead to an increase in the vertical growth of the vapour cloud; and 
with majority of the energy spent on dispersing the vapour cloud vertically, lead to a 




















Figure 33: Stability effect on vapour could dispersion for Scenario I under varying ocean and 














Case 1 (305.45, 313.15)
Case 2 (294.02, 301.48)
Case 3 (282.60, 289.82)








































Figure 34: Stability effect on vapour could dispersion for Scenario II under varying wave 
conditions, constant wind speed and constant temperatures, with each case’s (sea, air) 
temperatures given (results obtained at ½ LFL).  
 
 











Case 1 (271.15, 278.15)
Case 2 (271.15, 278.15)
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Figure 35: Stability effect on vapour could dispersion for Scenario III at varying wind 
speeds, constant wave conditions and constant temperatures, with each case’s (sea, air) 
temperatures given (results obtained at ½ LFL).  
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For Scenario III, in which wind speed was increased while maintaining thermal and 
wave conditions, the results are presented in Figure 35. The growth of the vapour 
cloud in Scenario III mirrors that of Scenario I with an increase in downwind and 
crosswind dispersion. However, the vertical growth of the vapour cloud decreases, 
albeit with different growth rates. As the wind speed is increased, the turbulence in 
the system is increased and therefore the vapour cloud is able to mix and disperser 
further in the downwind and crosswind directions. It is important to note that as the 
wind speed increases, the ability of the vapour cloud to linger, while mixing, 
decreases as the dispersion of the vapour cloud becomes primarily driven by the 
wind speed. By comparing case 4 in Figure 35 (Scenario III) to case 4 in Figure 33 
(Scenario I), it can be seen that the larger wave conditions, case 4 in Table 38 
(Scenario I), results in a lingering effect with the vapour cloud not dispersing as far 
downwind as case 4 in Table 40 (Scenario III) but disperses locally with larger 
crosswind and vertical dispersion. 
 
6.3 Implications to Australian LNG Marine Transport 
Australia is currently the world’s second largest LNG exporter and export most of 
LNG exported to Asian market with major customers being Japan and China who 
import 80% and 16%, respectively.281 Figure 36 show the LNG carrier travel routes 
from Australia to China or Japan. The LNG carrier starts off from Australia and 
travels through the Java sea, past Indonesia then goes through the Celebes and Sulu 
seas, between Indonesia and Philippines to enter the South China sea, from which the 
LNG carrier travels on to China (total of approximately 5078 km) or changes 
direction and heads northeast, through the North Pacific ocean to arrive in Japan 
(total of approximately 7542 km). The analysis in this section is focused on LNG 
spilling from a double-hulled membrane tanker with a full cargo capacity of 228000 
m3 (the same tanker described in Section 0). As shown in Figure 36, the LNG carrier 
travel routes are segmented based on the corresponding sea conditions, with sea and 
wave conditions listed in Table 41 and Table 42. The analysis then considers the 
implications of an LNG spill during summer (December 2015 – February 2016) vs. 
an LNG spill during winter (June 2016 – August 2016), with the season in question 
based on the corresponding Australian season. It is noted that the discussion in this 
section is addressed mainly on the travel route from Australia to Japan, as it 
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encompasses that to China. In addition the following naming convention shall be 
used for the travel route segments: Section ab, implies that the LNG carrier travels 
from point a to point b; Section ad, implies that the LNG carrier travels from point a 
to point d; Section df implies that the LNG carrier travels from point d to point f 




Figure 36: LNG carrier travel routes with segmented sections for analysis; China: a-e and 











Table 41: Sea surface temperature and wave conditions during LNG transport in summer.  
Australia to Japan
 Temperatures Wave Conditions 










ab 307.15 2.50 50.22 9.5 9.9 
bc 307.15 2.50 50.22 9.5 9.9 
cd 294.70 0.30 10.20 3.60 3.36 
df 291.65 1.30 30.04 5.47 5.63 
Australia to China 
 Temperatures Wave Conditions 










ab 307.15 2.50 50.22 9.5 9.9 
bc 307.15 2.50 50.22 9.5 9.9 
cd 294.70 0.30 10.20 3.60 3.36 
de 294.70 0.30 10.20 3.60 3.36 
 
 
Table 42: Sea surface temperature and wave conditions during LNG transport in winter.  
Australia to Japan 
 Temperatures Wave Conditions 










ab 294.70 2.50 50.22 9.5 9.9 
bc 301.15 0.30 10.20 3.60 3.36 
cd 301.15 0.30 10.20 3.60 3.36 
df 307.15 1.30 30.04 5.47 5.63 
Australia to China 











ab 294.70 2.50 50.22 9.5 9.9 
bc 301.15 0.30 10.20 3.60 3.36 
cd 301.15 0.30 10.20 3.60 3.36 




For the summer journey, the LNG carrier begins in warmer sea and high wave 
conditions (see Table 41), from Australia to the Sulu Sea, Section a-c (see Figure 
36); an LNG spill would result in a vapour cloud of length 102.33 m, width of 55 m 
and height of 7.45 m. These warm conditions would typically result in the vapour 
cloud dispersing further downwind; however with the high wave conditions, the 
LNG pool and subsequent vapour cloud is contained to a localized area (see Table 
41). This leads to an increased vertical turbulence mixing and therefore the vapour 
cloud dispersing more in the vertical direction, resulting in such a high vapour cloud 
height. As the LNG carrier continues its journey through from the Sulu Sea into the 
South China Sea, the conditions become cooler and wave conditions are at the 
lowest, Section cd (see Table 41). During this period of the journey, an LNG spill 
would lead to a higher vapour cloud downwind dispersion, lower crosswind and 
vertical dispersion, than that in Section ab (see Table 43). This is because under the 
lower thermal conditions, less energy is transferred to the LNG pool and subsequent 
vapour cloud. In addition to this, the overall more stable sea and environmental 
conditions, allows the vapour cloud to travel and stay closer to ground level due to a 
reduction in air entrainment and mixing. By this point the LNG carrier should have 
reached China, however if the LNG carrier was headed for Japan it would now be in 
Section df (see Table 41). At this point the thermal conditions are at the lowest, while 
the wave conditions are higher than that of Section cd but lower than that of Section 
a-c. This lower thermal condition again further reduces the energy that can be 
transferred to the LNG pool and subsequent vapour cloud. However, with a more 
unstable condition compared to Section cd, the reduction in downwind dispersion is 
transferred to an increase in lateral and vertical dispersion. 
 
Table 43: ½ LFL of vapour cloud in summer.  
Section Sea Surface 
Temperature (K) 
Length (m) Width (m) Height (m) 
ab 307.15 102.33 55 7.45 
bc 307.15 102.33 55 7.45 
cd  294.70 140.10 48.68 5.39 




It’s interesting to note that for the winter journey, the wave conditions are relatively 
similar to summer, with the main differences being observed in the thermal 
conditions (see Table 41 and Table 42). As the LNG carrier begins its journey, 
Section ab, the thermal conditions are at the lowest while the wave conditions are at 
the highest (see Table 42). This low thermal condition reduces the amount of energy 
that could otherwise be transferred into the LNG pool and vapour cloud, which 
should result in a small LNG vapour cloud formation. However, with the high wave 
conditions, the vapour cloud was able to spread lateral and in the vertical direction 
due to increase air entrainment as a result of the unstable conditions (see Table 44). 
As the LNG carrier moves on, Section bd, the thermal conditions increase while the 
wave conditions are at the lowest (see Table 42). This increase in thermal conditions 
leads to an increase in the energy transferred into the LNG pool and vapour cloud, 
allowing the vapour cloud to travel further downwind than in Section ab (see Table 
44). However, with a more stable and low wave conditions, it leads to a reduction in 
lateral and vertical dispersion of the vapour cloud. The LNG carrier would have 
reached China at Point e, however if the LNG carrier was headed for Japan, it would 
now move on into Section df (see Figure 36). In this Section the thermal conditions 
are at the highest and the wave conditions are higher than Section bd but lower than 
Section ab (see Table 42). The high thermal conditions of Section df allowed for the 
vapour cloud to trave further than in Section ab. However, with more unstable 
conditions compared to Section bd, the vapour cloud was able to disperse further in 
the lateral and vertical directions.  
 
Table 44: ½ LFL of vapour cloud in winter.  




Width (m) Height (m) 
ab 294.70 113.47 55.55 6.59 
bc 301.15 132.54 48.45 5.95 
cd 301.15 132.54 48.45 5.95 










Figure 37: Summer vs. winter comparison of vapour cloud dimensions in each section 
(results obtained at ½ LFL).  
 






















































Figure 37 summarises a comparison of the vapour cloud dimensions at ½ LFL 
between summer and winter transport. It can be seen that the height length of the 
vapour cloud has the highest difference between the two seasons, while the 
difference in width of the vapour cloud was miniscule. This analysis and results in 
Figure 37 are useful for deducing which routes need to be watched carefully in order 
to reduce potential hazards that would occur from an LNG spill during LNG 
transport. In the earlier parts of Section ab, the LNG carrier is in open seas and in 
order to minimise affected zones during an LNG spill, the length of the vapour cloud 
should be an area of focus across both seasons. As the LNG carrier travels on, it soon 
approaches Bail and is passing between islands; therefore the width and height of the 
vapour cloud are the main areas of interest in this Section. Based on the results 
presented in Figure 37, the winter season leads to the lowest vapour cloud height 
while there is little difference in the width of the vapour cloud. As the LNG carrier 
passes Indonesia and the Philippines, it is now in Section bc, again amongst islands; 
in this Section the length, width and height of the vapour cloud are all important. 
Figure 37 shows us that LNG spill during either summer or winter transport can lead 
to the most affected zone and depends on the orientation of the LNG carrier when the 
spill occurs. This conclusion can also be applied to the earlier parts of Section cd 
before the LNG carriers arrives at the South China Sea. Once in the South China Sea, 
the LNG carrier is now in open waters and in order to reduce any potential 
hazardous, the area of focus should be on how to control the length of the vapour 
cloud. As the LNG carrier now enters the North Pacific Ocean towards Japan, 
Section df the LNG carrier is now in open waters therefore the vapour cloud size is 
not a major concern in such environments. However, with safety in mind, it is always 
idea to minimise the affect zone, and in this case an LNG spill during summer can 
lead to the most affect zone.  
 
Overall this analysis suggests that an LNG spill during winter can lead to the least 
affect zone for Australian LNG transport compared to a spill during summer. By 
analysing the seasons individually, in order to minimise potential hazards from an 
LNG spill during summer, the main focus should be on Section bc as the LNG 
carrier would be surrounded by islands. On the other hand, during winter, Section bd 
should be the area of focus; due to the LNG carrier being surrounded by islands. In 
each season, these potential hazardous sections, Section bc (summer) and Section bd 
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(winter) are dependent on the orientation of the LNG carrier. Assuming that the 
length of the vapour cloud is not as significant due to the relatively clear/straight, 
kilometres long, path that the LNG carrier can follow, then devising a method to 
control or limit the vertical dispersion of the vapour cloud can mitigate any potential 
hazards.  
 
It’s also important to note that in this analysis it was assumed that the LNG carrier 
stops after the LNG spill occurs. This is ideal if the aim is to reduce the LNG vapour 
cloud dispersion, therefore containing the vapour cloud within a certain area; 
however if the aim is not to contain the vapour cloud, then continued motion of the 
LNG carrier will allow the vapour cloud to disperse and not linger. Many 
environmental, spill and LNG carrier conditions would lead to different results and 
this analysis provides a basis for further simulations of the like, to be carried out 
where/and when needed. For example, at the time of writing of this paper, typhoon 
Meranti was causing havoc in the South China Sea with winds of up to 370 km/hr 
and waves up to 11m;293 needless to say, an LNG carrier should not be operating 
under such conditions, however the variability of environmental conditions makes it 
necessary that simulations should be conducted for every scenario that is of interest. 
 
6.4 Conclusion 
A wave modelling code was developed based on CFD and used to investigate the 
stability effects of the sea waves and the atmosphere on LNG spill and dispersion. 
The importance of including ship motion that would induce sloshing was discussed. 
It was shown that by including sloshing the overall pressure on the tank walls were 
increased by up to 31% while the spill time was increased by up to 100s due to air 
back flowing into the storage tanks. The effect of stability were then considered and 
was observed that as stability effects increase, LNG pool size increases and 
evaporation rate decreases subsequently as a result of the decreased turbulence and 
mixing in the process. The stability/turbulence induced by the sea waves was noted 
to have a higher impact on the overall pool formation and dispersion process than 
that of the wind speed. An increase in stability effects were shown to quantitatively 
affect vapour cloud dispersion across possible LNG trade routes:  up to 8% increase 
in vapour cloud length, 11% increase in vapour loud width and a 19% decrease in 
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vapour cloud height. There are numerous wind speed, thermal conditions and wave 
conditions that can lead to different stability conditions, and with further studies a 
correlation could be developed to assist both researchers and hazard response 
personnel in making quick estimates on vapour cloud behaviour, given a set of 
conditions. The implications of an LNG spill from Australian LNG transport to 
China and Japan were investigated. It was concluded that across both seasons, areas 
that can lead to the greatest hazards are the travel routes surrounded by islands; such 
as between Bail, Indonesia and the Philippines. On another hand, when compared to 
summer, an LNG spill during winter was shown to result in the least hazard or affect 
area. In order to mitigate the potential hazard in either season, a method to control or 
limit the vertical dispersion of the vapour cloud is needed; in addition to stopping the 









7 CONCLUSION AND FUTURE WORK 
 
7.1 Introduction 
Significant research advances have been made in LNG value chain and the 
understanding and management of the associated risks/safety issues during the 
handling, storage and transport of LNG. Recent developments in LNG production 
chain were focused on optimising the process for efficiency improvement, 
particularly those in the liquefaction and regasification processes, of which several 
have been implemented. Extensive research has improved our understanding of the 
fundamental mechanisms that control the dynamics of an LNG spill and the pool 
formation, vapour dispersion and potential combustion/fire following such a spill. 
Such knowledge and discovery has allowed for establishing and validating 
mathematical models for hazard prediction and for developing methods for 
improving the safety of personnel, facilities and ships. This chapter summarizes the 
key findings of this study, in addition with recommendations for future work, to 
better improve and expand on our understanding of the present research.   
 
7.2 Conclusion 
7.2.1 Simulation and Analysis of LNG Dispersion 
 There are still various important technical gaps, which led to the development of a 
Fluent CFD code, the direct CFD simulation method;  
 This new modelling method was compared to conventional estimated pool 
methods and experimental data from the Burro 8 tests. Both modelling methods 
under predicted the general shape of the vapour cloud, the dispersion process, 
volume concentration and arrival time of the vapour cloud; 
 However, with the inclusion of statistical measures in the analysis, the direct CFD 
simulation method was shown to be superior to the conventional pool estimation 
method; by being able to accurately capture the LNG spill and phase change 
process.  
 The power of an impoundment on controlling LNG spill and vapour cloud 
dispersion was observed; with the vapour fence both acting as a barrier and also 
increasing air flow, turbulence and swirl/recirculation at the upwind fence;  
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 Lead to a reduction in downwind dispersion by up to 55%, while limiting lateral 
spread by up to 25%; 
 Also led to a decrease in peak vapour cloud concertation of 2.6% v/v outside the 
vapour fence;  
 These finds will be valuable for LNG regasification terminals and LNG tankers. 
7.2.2 Effect of Sea Surface and Air Temperatures Simulation 
 Falcon 1 test was simulated with the direct CFD simulation method and shown to 
have good agreement with experimental data;  
 The effect of air and sea surface temperatures on LNG spill and dispersion was 
investigated with the effect of the sea surface temperature shown to have a greater 
impact on the dispersion process;  
 Overall, an increase in the temperature of the environment led to the following 
vapour cloud spatial evolution, the length of the vapour cloud increased, by up to 
26%, the width decreased, by up to 6%, and the height increased, by up to 5%, as 
a result of increasing enthalpy in the system;  
 It was also noted that in cooler conditions (sea temperature below 0 ºC), the 
growth of the vapour cloud flows a different trend compared to that at warmer 
conditions (sea temperature above 0 ºC). 
7.2.3 Stability Effect Simulation and Analysis of LNG Dispersion 
 A wave modelling method was incorporated into the direct CFD simulation 
method and used to investigate stability effect on LNG spill and dispersion;  
 The importance of modelling sloshing, induced by ship motion was shown, with 
sloshing leading to an increase of tank wall pressure by up to 31% and an increase 
in spill times by up to 100 s;  
 Analysis on the effect of stability showed that as stability increases, LNG pool 
size also increases, while evaporation rate decreases as a result of the decreased 
turbulence and mixing in the process;  
 The stability/turbulence induced by the sea waves, were noted to have a greater 
impact on the dispersion process;  
 Overall, it was shown that increasing the stability of the system, leads to an 8% 
increase in vapour cloud length, 11% increase in vapour cloud width and a 19% 
decrease in vapour cloud height;  
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 Finally the overall implications of this study to Australian LNG transport to China 
and Japan was conducted, from which it was concluded that across both seasons, 
travel routes surrounded by islands can lead to the greatest hazards in the event of 
a LNG spill. On another hand, a LNG spill during winter, compared to summer, 
has shown to result in a reduced hazardous area; 
 To mitigate potential hazards, a method to control or limit the vertical dispersion 
of the vapour cloud is needed, in addition to stopping the LNG carrier once a spill 
has occurred. 
 
7.3 Future Work 
Basis on the conclusions drawn from this PhD study, the following future research is 
suggested. 
(1) The ability of impoundments to control LNG spills and subsequent vapour cloud 
dispersion was investigated. As good as impoundments being for containing and 
controlling spill, the use of impoundments can also cause another hazard due to 
the build-up of vapour cloud within the impoundment. Further research is 
needed in order to determine best practices of increasing the dispersion within 
the vapour cloud and how different vapour fence sizes can affect this dispersion 
process. 
(2) The thermal effect of spill substrate and atmosphere on LNG pool formation and 
dispersion was investigated; formation of ice can lead to decreased evaporation 
rate and other uncertainties. Ice formation was not observed in this study; 
however ice formation can occur in confined LNG spills under certain 
conditions.182 Therefore further research is needed by focusing on confined LNG 
spills to understand how ice formation affects LNG pool formation and vapour 
cloud dispersion. 
(3) Effect of stability (sea and atmospheric dynamics) was investigated; as was 
address in Section 6.1 Pasquill stability is determined primarily based on a 
combination of atmospheric and in coming solar radiation and this study focused 
primarily on LNG tanker routes. For LNG transports in other oceans and 
regions, there are possibly other combinations that may lead to different stability 
class. Therefore, future research is needed to investigate those possible 
combinations specific to those conditions in order to understand how 
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atmospheric and sea dynamics effect the LNG spill, pool formation and 
dispersion process under the prevailing conditions. 
(4) This PhD study only concerns the simulation of LNG spill, pool formation and 
dispersion. It is important to extend the model to include LNG pool firing and 
cloud combustion. 
 
Future research is warranted in these important areas for addressing the challenges 
arising from the rapid increases in production and use of LNG, potential terrorist 
threats and public confidence in LNG safety. While there have been no major 
incidents in the LNG industry with the use of current systems, with further studies 
and continuous improvements, this safety record can be maintained while developing 
correlations which could assist both researchers and hazard response personnel in 
making quick estimates, based on spill and environmental conditions in order to 
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