Introduction
In this paper a parallel method (based on sparse grid and the FFT) for pricing multi-asset options is presented. The core of the method is the computation of a multi-dimensional integral. By means of the Fast Fourier Transform (FFT) we can compute this integral efficiently. Deterministic solvers (as opposed to Monte-Carlo methods) on tensor-product grids for multi-dimensional problems however suffer from the so-called curse of dimensionality, i.e., the exponential increase in the number of unknowns as the dimension d increases. This is also true for the FFT-based technique presented here. In order to reduce the complexity we combine a parallel partitioning method for the Fourier transform with a sparse grid method. The method is evaluated in terms of complexity analysis and by means of numerical experiments for multi-asset options for up to seven dimensions.
Besides others, FT-based methods have been successfully applied by Bakshi [1] and Scott [13] in computational finance. Here, we discuss a method by Lord et. al. [12] , which has been developed in particular for pricing early-exercise options.
This paper is organized in five sections. In Section 2, we describe the Fourier-based method for multi-asset options on tensor-product grids, called the multi-dimensional CONV method. Section 3 discusses the partitioning and corresponding parallelization of the method. This section also contains some parallel multi-asset results. In Section 4, we combine the method with the parallel sparse grid technique [17] which is based on [15] and present results from numerical experiments on sparse grids. In Section 5, we draw our conclusions from this work.
The options considered in this paper have their payoff given by:
(call on the geometric average of the assets).
• d j=1 c j S j − K + , with c j the basket weights (basket call).
• Options on the minimum or maximum of the underlying assets, for example: (K − max j S j ) + , put on the maximum of the underlying assets.
The multi-dimensional CONV method
The method presented falls in the category of transform methods. These methods are based on the risk-neutral valuation formula, for options on a single asset:
V (t, S(t)) = e −r(T −t) E [V (T, S(T ))] ,
where V denotes the value of the option, r is the risk-free interest rate, t is the current time, T is the maturity date and S represents the price of the underlying. Interest rate, r, is assumed to be deterministic here. Equation (1) is an expectation and can be valuated using numerical integration provided that the probability density function is known. Equation (1) can be written as,
with K * = ln K, x(t) = ln S(t) and f (x) the probability density function. The value of V (t, x(t)) tends to S(0) as K * tends to −∞ and hence the call price is not square integrable. Therefore, the payoff is multiplied by damping factor exp (αK * ), with α > 0. The computation of the Fourier transform of the option value, ψ, can be done by using the characteristic function, φ(ω), as proposed by Carr and Madan [5] : 
where the characteristic function of the underlying is defined by φ(u) = E e iu ln S(T ) .
For a European call an exact solution exists. To compute the call price, the inverse Fourier transform has to be computed:
Following the same steps for basket options, however, would need the characteristic function of a basket value, which is not known in general. For common baskets quite accurate approximations can be obtained by assuming that the basket itself is an asset following the same distribution as one of the underlying assets [7] . Here, we evaluate a method which does not rely on such an approximation. Like all transform-based methods, the CONV method [12] is based on the risk-neutral valuation formula (1). In the multi-dimensional version we need to compute:
where x = ln S(t) is a vector of the log-asset prices, y = ln S(T ) and f (y|x) is the probability density function of the transition of x at time t to y at time T .
With the right to exercise at certain times, t n , before the maturity date, T , the Bermudan option price is defined by:
with E(t n , x(t n )) the exercise payoff at t n .
At each exercise date, t n , valuation of (7) can be interpreted as a Europeanstyle contract with maturity time t n+1 and "initial" time t n . For the derivation of the multi-asset CONV method, we can therefore focus on (6) and keep the notation as in (6) .
The main premise of the CONV method is that the transition density function f (y|x) equals the density of the difference of y and x:
This holds for several models, such as geometric Brownian motion and, more generally, Lévy processes, which have independent increments. Then with z = y − x, we have:
which is a cross-correlation between V and f . The cross-correlation operator can be treated as a convolution operator [9] and therefore the method is called the CONV method in [12] . The valuation of equation (9) can be done numerically for known probability density functions. For several asset price models, including the Lévy processes, however, only the characteristic function is known. When transforming the cross-correlation operator to Fourier-space, we have to deal with a product of the Fourier transform of the payoff and the Fourier transform of the probability density function, which is the characteristic function.
The Fourier transform of a function can however only be taken if the function is L 1 −integrable. This is typically not the case for multi-asset payoff functions but damping techniques [5] and [12] are not available for multi-asset options in general. As an example we try to integrate a payoff of a two-dimensional basket call, which is damped by e α 1 x 1 +α 2 x 2 ,
The second term in (10) is unbounded because of the integration over R for x 1 . It is not possible to find a proper value for α 1 to bound this integral.
In the multi-dimensional CONV method the computation is done numerically and therefore the domain of integration has to be truncated. If the payoff itself is truncated to a certain bounded subset Ω d , it is L 1 -integrable. We therefore redefine the payoff function as,
We now take the Fourier transform of equation (9):
Here the multi-dimensional Fourier transform, and its inverse, are defined as:
with, for example,
Changing the order of integration in (12) and using y = x + z, we find:
with φ the characteristic function. After taking the inverse Fourier transform, the option price is found to be:
In this paper the asset prices are modeled as correlated log-normal distributions. The characteristic function can be computed via the probability density function,
, Σ is the correlation matrix with [σ] jk = ρ jk σ j σ k and |Σ| its determinant. Dividend-yields δ j , volatilities σ j and the correlation coefficients ρ jk are assumed to stay constant. The characteristic function reads, by using equation (4),
Equation (14) can now be solved numerically with the help of multi-dimensional quadrature rules. A computation using the FFT requires equidistant grids for x, y and ω:
where the index j denotes the j-th coordinate, j = 1, . . . , d, and k j ∈ [0, N j − 1] and dx j = dy j . The Nyquist relation has to be fulfilled to avoid aliasing:
We abbreviate
and the repeated sum by
. . .
Approximating the inner integral of (14) by the trapezoidal rule gives:
and the trapezoidal weights,
The terms exp(iω n j y k j ), j = 1 . . . d, can be rewritten as,
We choose ω j,0 = − 1 2 N j dω j and y j,0 = − 1 2 N j dy j , meaning that the grids are centered at the origin. Furthermore, we introduce the standard DFT notation,
, and have:
Equation (20) can be written as:
are the discrete Fourier transform (DFT) and inverse Fourier transform, respectively, we have:
where
The outer integral of equation (14) is treated by the left-hand rectangle rule in accordance with the error analysis [12] . So, we have,
with φ n = φ(−ω n 1 , . . . , −ω n d ), and by using (19),
Again we can replace,
Combining (23), (24) and (25) gives:
We see that the products (−1)
N j vanish when combining (26) and (21). The combination of the two discretized integrals leads to the multi-dimensional CONV method:
Parallel partitioning
Equation (27) is set up for tensor-product multi-dimensional grids. For an increasing number of dimensions, however, the total number of points will increase exponentially. This so-called curse of dimensionality [2] renders many nice sequential algorithms useless. Even on state of the art sequential computers, the memory is not large enough to store vectors of size N = d j=1 N j , for d sufficiently large. One of the possibilities to solve on finer grids is to partition the problem and solve the different parts separately in parallel.
The partitioning chosen here is based on the down-sampling method [9] . The basis of this method is a splitting of the input vector (in our case the Fourier transformed payoff) into two parts: one part containing the even and one containing the odd points. These two DFTs can be computed independently and their result can be added. A straightforward sequential implementation of the DFT of size N uses N 2 computations, whereas the partitioned version needs N 2 2 computations for each DFT plus one summation. This partitioning can be continued. It will converge to O(N log N ) computations, like the FFT. Taking N as a power of two is the most efficient choice. Equation (27) is based on the transform of the payoff and the inverse transform of the product. This structure complicates the partitioning to some extent, but it can still be used, as described below.
Consider first the one-dimensional version of equation (27):
where we omit the discounting factor. As mentioned, we split (28) into two sums of size M = N/2:
where we use
The two DFTs in (29) can be solved in parallel. The inner parts φ 2n , φ 2n+1 , V 2n and V 2n+1 can be computed by addressing the appropriate points. V 2n and V 2n+1 are based on a size N vector, V , which we partition as well.
For the even elements, we can write:
and for the odd elements:
We observe that (30) and (31) are again a sum of two DFTs of size N/2. When the splittings (29), (30) and (31) are combined, we find the one-dimensional partitioned version of equation (28). The multiple partitioned version is based on a repetition of this splitting which we derive for β parts, with β a power of two. The size of the computations is then M = β −1 N . The points used in the splitting of the inverse transform are given by βn + q, with q ∈ [0, β − 1]. So, the multiple partitioned version of equation (28) 
The partitioning into the odd and even parts can now be included:
where we used
Combining (32) and (33), we obtain the one-dimensional multiple split version of equation (28):
This partitioning can be generalized to the multi-dimensional case. We then have a partitioning vector β containing β j -parts for each coordinate j. The points in the outer transform (32) are represented by βn+q = (
The points of the payoff addressed in (33) are represented by
When using the multi-dimensional summation, the multiple partitioned version of equation (27) reads:
We see that if one of the coordinate grids is split into two parts, i.e. β k = 2, β j =k = 1, the computation of equation (35) would be a combination of 4 DFTs of size
If the same coordinate would be partitioned again, we would deal with 16 DFTs of size
The parallel efficiency is low in this case, as the number of processors needed grows quadratically with β j . Therefore, we rewrite equation (35) as,
(36) In this case the computations are partitioned over the q-sum into B = d j=1 β j parts. Each processor now has to compute the p parts of the payoff function.
The summation over p could also be done in parallel with communication among the processors. A drawback of allowing communication for high-dimensional problems is the need to transfer very large vectors from one processor to another. We certainly need the communication when solving early exercise options in parallel, but not for European options. So, early exercise options would be parallelized efficiently on a parallel machine with some form of shared memory. An alternative to this type of parallelization could be the sparse grid method for which parallelization is straightforward. We focus on the communication-less version of this parallel approach and solve European style options with it.
Complexity analysis
We now evaluate the parallelization technique to solve equation (27) by a complexity analysis, and first briefly summarize the procedure to solve (27) below. 7. For Bermudan options: Take the maximum of this value and the payoff function at t n . Repeat the procedure from step 2 until t 0 is reached.
The construction of the payoff function is a significantly faster procedure than the computation of the two FFTs and the multiplication by the characteristic function. We distinguish three portions of time consumption during the solution process of European options:
• T pay is the time needed to construct the payoff including the multiplication with the function Z k and W −qk N in (36),
• T f our is the time in steps 3 to 6 in the algorithm,
• T add is the additional time needed for starting the computation, reading and writing files.
We assume here that T add is negligible. The total time needed to compute equation (27) is then T tot ≈ T pay + T f our . We further assume that T f our = AT pay . If technique (36) is used and we partition the problem in B parts, the computational time per processor reads,
with 
Full grid experiments
We evaluate the CPU-times of the parallel CONV method for some multidimensional experiments on tensor-product grids. We first evaluate the option on the geometric average for which we compare the numerical result with an analytic solution [14] . This solution can be obtained by the use of a coordinate transformation y = 
In Table 1 , the prices for the 4D call option on the geometric average of the assets are presented for a different number of grid points. The first column in Table 1 represents the number of grid points per coordinate N j = 2 n f , j = 1, . . . , 4. The final computation, n f = 7, requires 4 GB of memory and has a complexity of 2 28 -points.
The option parameters chosen are r = 6%, σ j = 0.2, δ j = 0.04, ρ jk = 0.25 if j = k and T = 1. The strike price is e40, as is S(0).
The desired accuracy of errors being less than e0.01 is achieved for n f = 5. We observe a second order convergence on the finer grids. The right-side part of Table 1 presents timings on a parallel machine, which consists of nodes with two processors each, having 8 GB of memory. Parameter A, as in (37) Based on these results we conclude that the partitioning strategy reduces total CPU time well. Parallel efficiency would improve on finer grids and in higher dimensions.
We now consider problems that require more than the maximum available physical memory per processor. The parallel partitioning is then mandatory. In Table 2 , we present the prices of a digital put on the geometric average of five assets. As the payoff function of the digital option (it will pay an amount of e1 when the geometric average is less than the strike price in our experiment) has a discontinuity along the hyper-surface d j=1 e x j d = 1, it is expected that this leads to only first order error convergence. Table 2 indeed displays first order convergence (again the exact solution is known for the digital put on the geometric average) and we see that a grid size with n f = 6 is not sufficient to reach the desired accuracy. Table 3 presents the solution of a 6D standard basket put with equally weighted assets (c i = 1 6 ). The error convergence is irregular for this payoff, but at least of second order. The size of n f = 5 is again sufficient to reach the desired accuracy. The CPU times for B = 32 in Tables 2 and 3 are estimated times when the number of processors Q is equal to the number of parts B. Table 3 : Option prices for the 6D basket put, plus parallel timing results.
The hedge parameters can easily be obtained using the CONV method. We refer to the appendix for the derivation and some numerical results for Delta.
In the next section, we will describe the sparse grid technique to solve multiasset options. The sparse grids technique can be chosen if the required memory or the required number of processors for the partitioned full grid version is just too large. However, the efficient use of the sparse grid technique in computational finance is seriously restricted by the types of multi-asset option contracts in use. An acceptable accuracy with the sparse grids method can only be expected if the solution has bounded mixed derivatives. The payoffs of the examples presented in Tables 1, 2 and 3 do not have this property. It may be possible to transform a payoff so that the kink (or discontinuity for a digital option) is aligned with a grid line [11] , but this cannot be done for every payoff. A call or put option based on the maximum or minimum of the underlying assets has its non-differentiability on grid lines, see Figure 1 . It is therefore expected that these options can be handled well in the sparse grid setting.
Sparse grids
The partitioning of equation (27) to get (36) is not sufficient to deal with the curse of dimensionality. It helps to get problems of moderate size into the memory or to speed up the computation of medium-sized problems. A 5D problem with 2 6 grid points per coordinate would need vectors containing 2 30 elements (about 16 GB of memory). With a maximum of 4 GB of memory per processor, we could solve the problem on 4 processors (splitting the problem twice). However, a 7D problem with 2 7 grid points per coordinate is too large to partition with a moderate number of processors. Vectors on this grid will consist of 2 49 elements. If machines of 4 GB memory are available, the number of splittings required is 21 and we would have 2 21 subproblems of a reasonable size. Of course, several subproblems can be solved on a single processor as the FFT-based computation is typically fast. With 2 11 subproblems on one processor, we would need 2 10 ≈ 1000 processors. The (computer dependent) restrictions on the number of dimensions and the tensor-product grid sizes that can be efficiently handled in parallel can be calculated easily.
The sparse grid method, developed by Zenger and co-workers [4, 17] is an approach which allows the solution of problems with higher dimensionality. The solution is obtained via a combination of approximations obtained on relatively coarse high-dimensional grids, that are called subproblems here. The solution of this combination technique mimics the solution on a full tensor-product grid.
Let's consider a full grid with N j = 2 ns , i.e., the number of grid points for coordinate direction j. The sparse grid method combines subproblems with a maximum number of 2 ns -points in one coordinate. The other coordinates of the subproblem are discretized with a minimum number of grid points per direction, 2 b , called 'the base' here. The number of subproblems to combine depends on the number of dimensions, the base, and the number of points of the full grid to mimic. These subproblems are ordered in d layers with the complexity of each subproblem within the layer being the same. The ordering of layers in the sparse grid combination technique is defined via a multi-index.
Definition 1 A multi-index I d,ℓ related to a d−dimensional grid is the collection of the sets of numbers (n 1 , n 2 , . . . , n d ) which have the property: 
To form the solution a weighted combination of layers is taken with the binomial coefficients as the weights [4] ,
This construction is similar to the difference quadrature formulation of Smolyak [15] . The combined solution leads to a sparse grid solution, see Figure 2 . Example: Consider a 3D grid of size 16 3 , whose solution we would like to mimic by the sparse grid method. Now n s = 4, d = 3 and we have 3 layers of subproblems. Suppose that we need a grid that consists of at least 4 points per coordinate (b = 2), then we find: • Second layer, ℓ = 7, with grids (8 × 4 × 4), (4 × 8 × 4) and (4 × 4 × 8).
• Third layer, ℓ = 6, with grid (4 × 4 × 4). • Second layer, ℓ = 9, with grid (8 × 8 × 8).
In this paper, the grid is chosen such that the value of the origin is the grid's central point. This origin is then a grid point of every subproblem. The solution at another grid point can either be found by shifting the grid so that the point lies in the center, or we can use interpolation to find the value. Although we do not have an exponentially growing number of points with this method, number of subproblems to be solved for increasing dimensions increases significantly. It is related to the number of elements, M d,ℓ , in the multi-index, which is based on layer number, ℓ, in equation (39). For a given n s , b and d it reads:
The total number of points on this layer reads,
, and the total number of points in a sparse grid computation, mimicking a full grid of size 2 ns in each direction, follows from (39), (40), and (41):
Example: We return to the example of a 7D problem with n s = 7, and choose b = 2. From the definition of the multi-index, it follows that 5 layers are needed, because two layers have empty multi-indices. The ℓ-values range from 15 ℓ 19, the complexities from 2 21 points on the lowest, ℓ = 15, to 2 25 on the top layer (ℓ = 19). The number of subproblems is 330, ranging from 1 for the lowest to 210 for the top layer. The overall grid complexity according to (42) is 2 33 -points. The subproblems can be solved in parallel and we would not need the additional FFT parallelization, as 2 25 -points fit in the memory of a 4GB machine. The parallel efficiency of the sparse grid technique is high, because of the significantly large number of subproblems. All subproblems can be distributed, for example, to only two processors and the total computational time is about half. If N >> Q many subproblems have to be solved on the same processor.
If, however, a subproblem does not fit into the memory, we additionally have to make use of the parallelization strategy from Section 3, partitioning the multi-dimensional CONV method for all the subproblems in a sparse grid layer. Let's consider, as an example, a 7D problem with n s = 10 and b = 2. This problem requires 2 28 -grid points for the subproblems in the top layer. The total number of subproblems in that layer is 1716, but these subproblems need to be partitioned once according to the splitting in Section 3. Therefore, we deal with 3432 subproblems of roughly 2 27 -points. The full grid problem would require 2 70 -grid points (2 43 GB), which is infeasible. The overall sparse grid complexity is 2 39 -points, subdivided into 5147 subproblems.
The accuracy of the CONV method can form the basis for some insight in the error for the sparse grid case. For a single-asset option with the asset modeled by geometric Brownian motion a second order full grid convergence was derived in [12] . We assume an error of O( d j=1 ∆x 2 j ) for the multi-dimensional problem. For the sparse grid integration technique, Gerstner [8] showed that the order of convergence is of O(∆x 2 log ∆x −1 d−1 ), for problems with bounded mixed derivatives. We assume here that this sparse grid error expansion is also valid for the max-and min-asset contracts evaluated in the next section. The accuracy for the sparse grid case depending on the maximum number of grid points in one direction (N S = 2 ns ) can be related "globally" to the number of grid points N j = 2 n f in the full grid case, as follows:
with constants C f and C s . The solution to this equation is given by:
and L is the Lambert W function 1 . With this expression, we can compute the required number of grid points for a sparse grid computation to mimic a certain full grid problem with grid size n f , given the desired accuracy ε, constant C f and number n f and the upper-bound of C s . The constants C f and C s can be determined from a small-sized experiment taking into account that especially C s is problem dependent.
Sparse grid computations
In the sparse grid method, we use the CONV algorithm as in the full grid case. In fact, the sparse grid method can be coded as an outer loop running over all subproblems. Within the loop, the CONV method is called with the desired grid parameters. We developed the algorithm so that if the subproblems in the sparse grid are additionally partitioned as described in Section 3, the number of parallel tasks increases to U = N B, where B is the number of parts of a subproblem. The algorithm loops over all tasks U . Every task is sent to a different processor as soon as the processor is available. The maximum number of tasks in a problem is limited to 2 31 on a 32-bit machine and 2 63 on a 64-bit machine. As soon as the problem is solved for a certain q and multi-index I d,ℓ , the solution (an option value) is returned to the master process and summed. After this task is performed, a new task can be assigned to this processor. This kind of parallel coding is not straightforward, due to the three different types of partitioning within the algorithm, but it can be used on a heterogeneous cluster.
We now perform numerical experiments with option contracts on the maximum or minimum of the underlying assets. The option parameters for these experiments are
• K = 100, T = 1 year, r = 4.5%,.
• 
with R the matrix with the correlation coefficients ρ jk . We start with the 4D problem and compare the sparse and the full grid results. The parameters for this experiment are listed above, where we take the first four subscript entries. In Table 4 , the results for the full grid experiment are presented for a European and a Bermudan style contract. The Bermudan style contract has ten exercise dates during the lifetime of the option contract. The results are presented for grids with N j = 2 n f , j = 1, . . . , d points. We see a smooth convergence for this type of European contract and a accuracy better than e0.01 when n f = 7. For the Bermudan contract, the convergence ratio Table 4 : European and Bermudan 4D put option on the maximum of the underlying assets on a full grid.The Bermudan contract has 10 exercise dates.
is less smooth, but the accuracy is again satisfactory. Although the results are satisfactory in the 4D case, the Bermudan option contract, for example, cannot be computed with n f = 7 in higher dimensional cases without any form of communication. In Section 4, we derived an expression to compute the number of grid points N s = 2 ns needed for mimicking the solution with sparse grid, given the accuracy and the number of grid points N f = 2 n f in the full grid.
The estimate of the number of grid points is very global and we assume the value of C f as an upper bound for C s . If the desired accuracy is ≈ 10 −3 , we need in the full grid n f = 8 by applying the convergence ratio. From the results in Table 4 , we have with n f = 7 C f ≈ 74. Solving equation (43), the number of grid points for the sparse grid computation is n s = 13, to have an accuracy of 10 −3 . The choice of the base b in the sparse grid technique has a major influence on the complexity. The CONV method does not work if one of the coordinates is discretized in only two points, so b 2. It is also reasonable for accuracy reasons to use a higher base [11] , for example b = 3 which means at least 8 points per coordinate. This however has a significant impact on the costs of the method.
In Table 5 , the results for the put option an the maximum of the underlying assets are presented in four and five dimensional case and for European and Bermudan style based on a sparse grid technique with b = 2. In this table, the first column represents the mimic of the full grid. With n s = 13, we conclude that the desired accuracy of 10 −3 is a proper choice. The sparse grid method also converges to the same value as the full grid case (see Table 4 ), although the convergence tends to be of first order and irregular. For the five asset problem (right part of Table 5 ), we see the same behavior of the four asset problem by means of accuracy and convergence. Finally, the Bermudan option contract also reaches the desired accuracy when n s = 13.
The interesting point is the CPU time. In Table 4 , we have an accuracy of 4.5 × 10 −3 when n f = 7 for the full grid European 4D option. The CPU time on 16 equivalent processors for the full grid problem (see Table 1 ) is 25 seconds. We have an accuracy of 4.68 × 10 −3 with n s = 11 in Table 6 for the same option, but now in sparse grid case. In Table 6 , the parameters are presented for the 4D sparse grid case with n s = 11. Each row in Table six Table 6 : Problem parameters for sparse grid (mimic of the 4D 2 11 full grid) a specific layer, the layer's total sequential CPU time and parallel CPU time when 12 CPUs are used. The total time on a single computer is 124.2 seconds and on a heterogeneous cluster 11.1 seconds. The efficiency is 11.23, which is high when 12 is the ideal case. Also we see that the CPU time in the sparse grid on 12 CPUs is even lower than the CPU time for the full grid case on 16 CPUs (25 seconds, see Table 1 ). We conclude that the sparse grid technique is an efficient method to use in parallel on a low number of CPUs, whereas the problem size of the partitioned full grid is still large. For example, the problem size of a problem in the top layer of the 5D 2 13 mimic in Table 5 has a total complexity of 2 25 or 512 MB. We conclude our sparse grid results with the higher dimensional examples of the option contracts on the maximum or minimum of the assets. In Table  7 , the results of the sparse grid computation are presented for a put option on the maximum and minimum of the six or seven underlying assets. We again see a satisfactory accuracy with n s = 10 and an irregular convergence. The 7D sparse grid problem with n s = 10 uses the sparse grid technique as well as the partition technique in Section 3, because the maximum available memory is 2GB on our heterogeneous cluster. The problem size of this experiment in the top layer is 4 GB and therefore it is partitioned with B = 2. Again the base of the sparse grid technique is set to b = 2. The hedge parameters can also be computed with the sparse grid technique. See the appendix for the results for ∆ and Γ. 
Conclusions
The multi-dimensional CONV method is a powerful and fast method. It is able to efficiently price multi-asset options of European and early-exercise type under Lévy price dynamics, including geometric Brownian motion, and to compute the hedge parameters. The partitioning of the method enables us to distribute some multi-dimensional splitted parts over a system of parallel computers, which speeds up the computation. Since we chose to avoid communication in the parallel system, and thus require some additional computation, the parallel efficiency is not optimal. With the help of the sparse grid technique, we can climb in the number of dimensions of the multi-dimensional contracts. The size of the target problem depends, of course, on the number of parallel processors that are at one's disposal. An important remark is, however, that the basic sparse grid technique, without any enhancements, can only be successfully applied for certain payoffs, i.e., solutions should have bounded mixed derivatives. We show that the minand max-asset options exhibit a satisfactory sparse grid convergence. The parallel efficiency of the sparse grid method is excellent, as each subproblem can be computed independently.
For high-dimensional problems it becomes necessary to combine the parallel sparse grid method with the parallel version of the CONV method.
A logical next step in our research is to evaluate the resulting parallel method on a machine containing a significant amount of parallel processors. Table 9 : Hedge parameters for the 4D put option on the minimum of the assets in full and sparse grid
