Being a unique phenomenon in hybrid systems, mode switch is of fundamental importance in dynamic and control analysis. In this paper, we focus on global long-time switching and stability properties of conewise linear systems (CLSs), which are a class of linear hybrid systems subject to state-triggered switchings recently introduced for modeling piecewise linear systems. By exploiting the conic subdivision structure, the "simple switching behavior" of the CLSs is proved. The infinitetime mode switching behavior of the CLSs is shown to be critically dependent on two attracting cones associated with each mode; fundamental properties of such cones are investigated. Verifiable necessary and sufficient conditions are derived for the CLSs with infinite mode switches. Switch-free CLSs are also characterized by exploring the polyhedral structure and the global dynamical properties. The equivalence of asymptotic and exponential stability of the CLSs is established via the uniform asymptotic stability of the CLSs that in turn is proved by the continuous solution dependence on initial conditions. Finally, necessary and sufficient stability conditions are obtained for switch-free CLSs.
Introduction
A conewise linear system (CLS) is a dynamical system consisting of a finite number of linear dynamical systems that are active on certain polyhedral cones which partition the entire Euclidean state space [11] . Each of these linear systems is called a mode of the CLS; transitions between modes occur along a state trajectory. Introduced in [11] for modeling Lipschitz piecewise linear systems, the CLSs form a special class of linear hybrid automata [24] , where the vector fields are linear in states, the invariant sets are solid polyhedral cones, the guard Keywords and phrases. Variable structure systems, Lyapunov and other classical stabilities, asymptotic stability.
sets are the boundaries of these cones, and the reset maps are all identity [11] . A distinct feature of a CLS is that it possesses finitely many modes and is subject to state-dependent mode switchings with implicit transition times and implicit mode selection at switching times. Being common in applications, state-dependent switchings complicate many fundamental dynamical and control issues of hybrid systems [11] , e.g., the (non)-Zeno and stability analysis.
Among various piecewise linear systems modeled by the CLSs, linear complementarity systems (LCSs) satisfying singleton properties [33, 34] have attracted focused attention in recent years. Roughly speaking, an LCS is described by a linear time-invariant ordinary differential equation (ODE) coupled with a linear complementarity problem (LCP) [14] . The LCSs and their generalizations, e.g., differential variational inequalities (DVIs) [29] , have received a surge of research interest across several areas, including optimization, systems/control, and robotics, due to their wide applications in the modeling of nonsmooth physical systems and dynamic optimization in operations research. See the two survey articles [8, 32] and the research papers [10] [11] [12] 18, 28, 29, [33] [34] [35] as well as the references therein for various issues and results arising from many theoretical and applied problems.
Mode switching is a unique and intrinsic phenomenon in hybrid ODE systems and it plays a critical role in determining fundamental solution properties, e.g., well-posedness, and understanding control-theoretical issues such as stability and observability as well as the numerical analysis of a hybrid system. Stimulated by the modeling and control of complex dynamical systems subject to constraints and possessing multiple subsystems, extensive efforts have been devoted recently to investigating dynamical properties under various mode switching conditions, e.g., [19, 24] . For hybrid systems subject to state-dependent mode switchings, the Zeno behavior, which refers to the existence of infinitely many mode switches in finite time, is one of the most crucial switching properties for short-time or finite-time dynamic analysis. It has been shown in [11] that the CLSs are free of Zeno states and hence possess piecewise analytic state trajectories. Additional non-Zeno results have also been obtained for the LCSs satisfying certain singleton properties [33, 34] , the strongly regular nonlinear complementarity systems [28] , and a class of DVIs [17] . In spite of the advances in non-Zeno analysis, much less is known about the mode switching behavior over infinite time domain, which we refer to as the long-time switching behavior throughout the paper. Motivated by the global and long-time dynamic analysis of the CLSs and related systems, for example, stability and long-time observability analysis, the present paper investigates long-time mode switching and stability properties of the CLSs. In particular, long-time switching properties are characterized for several important classes of the CLSs, either expressed in terms of attracting cones or described by finitely verifiable algebraic conditions. By exploiting the switching results and other analytic properties of the CLSs, stability analysis is performed and new stability results are obtained. Compared with the existing stability results for hybrid/switched systems, e.g., [19, 20, 23, 24] , the current paper focuses on the CLSs, a class of switched linear systems subject to state-dependent mode switchings, by fully exploring the conic subdivision structure of the systems [15, 31] . In the recent paper [1] , Arapostathis and Broucke address stability and controllability of planar conewise linear systems with discontinuous right-hand sides. While their characterization of such a CLS is rather complete, their techniques are restricted to planar geometry. It is unclear at this stage whether these techniques can be extended to the general CLS on R n , which is the main concern of our work.
The rest of the paper is organized as follows. In Section 2, mode switching is defined and the "simple switching property" of the CLSs, which pertains to the persistence of certain index sets corresponding to both the forwardtime and the backward-time trajectories, is proved. In Section 3, the notions of attracting cones and global attracting cones are introduced for each mode of a CLS. With the help of these two cones, long-time invariant behaviors of the CLS are investigated. Sections 4 and 5 address the CLSs with infinite mode switchings and the switch-free CLSs respectively; explicit verifiable algebraic conditions are derived to characterize these two classes of CLSs. By linking asymptotic stability to uniform asymptotic stability, the equivalence of asymptotic and exponential stability for the CLS is established in Section 6.2; necessary and sufficient Lyapunov stability conditions for switch-free CLSs are given in Section 6.3 via the switching results obtained in Section 5.
Mode switchings of conewise linear systems
A conewise linear system (CLS) on R n is given by:
where A i ∈ R n×n and C i ∈ R i×n . The family of all the cones X i forms a conic subdivision of R n [31] , and the right-hand side of the ODE satisfies the following continuity condition: x ∈ X i ∩ X j ⇒ A i x = A j x. Recall that a conic subdivision of R n possesses the following properties:
(a) the union of all the cones is equal to R n , i.e., m i=1 X i = R n ; (b) each cone is solid, i.e., it has a nonempty interior (thus is of dimension n); and (c) the intersection of any two cones is either empty or a common proper face of both cones, i.e., X i ∩ X j = X i ∩ {x | (C i x) α = 0} = X j ∩ {x | (C j x) β = 0} for nonempty index sets α and β.
The right-hand side of (2.1) is continuous and piecewise linear in x, and thus is globally Lipschitz in x. Hence it follows that (2.1) has a unique C 1 state trajectory, denoted by x(t, x 0 ), for any initial state x 0 and all t. Without loss of generality, we assume throughout the paper that each matrix C i has no zero rows. Due to this assumption and the fact that X i is of full dimension, we see that for each index k = 1, . . . , i , there exists a vector x k ∈ X i such that (C i x k ) k > 0. Therefore, we must have
where int denotes the interior of a set. By (c) of the conic subdivision, it further follows that X j ∩ int X i = ∅ for all i = j. Let bdX i ≡ X i \ intX i = {x ∈ X i | (C i x) k = 0 for some k} be the boundary of X i . Associated with the "forward-time" system (2.1) is a backward-time (or reverse-time) system that allows us to obtain reverse-time results easily from a forward-time analysis. Specifically, for a given terminal time T > 0, define x r (t) ≡ x(T − t). We have x r (0) = x(T ) anḋ
where A i ≡ −A i . The latter system remains a CLS. The reverse-time system can be used to derive backwardtime results pertaining to the forward-time trajectory. In particular, the reverse-time CLS has a unique state trajectory for all times and any initial condition. 
x 0 be the semiobservable cone associated with the pair (C i , A i ). It is known that for any x 0 , x(t, x 0 ) ∈ X i for all t ≥ 0 sufficiently small if and only if x 0 ∈ Y i [11] . For the given pair (
Similarly, we can define J r (ξ) for the associated reverse-time system. It is shown in [11] that a time t * > 0 is a switching time along a given trajectory x(t, x 0 ) if and only if J (x(t * , x 0 )) ∩ J r (x(t * , x 0 )) = ∅. In [11] , Example 3.12, a CLS is given with J (x(t * , x 0 )) = J r (x(t * , x 0 )) at a non-switching time t * . However, this example does not satisfy the proper face property of the conic subdivision. The following proposition shows that the equality J (x(t * , x 0 )) = J r (x(t * , x 0 )) holds at any non-switching time t * under the proper face condition. Thus at a non-switching time t * , if the forward-time trajectory starting from x(t * , x 0 ) stays in a cone X i for a while, then the reverse-time trajectory starting from the same state must also remain in X i for some time. This property, referred to as the simple switching property, is illustrated in Figure 2 ; Figure 1 shows a mode switch. Incidentally, while being intuitive, the proof of the simple switching property is not totally trivial as seen below. More importantly, this property is critical to several subsequent results; see Propositions 3.6, 4.1 and Lemma 5.1, the latter being instrumental in proving Proposition 5.2.
Proposition 2.2. For any trajectory x(t, x
0 ) of the CLS (2.1), a time t * > 0 is a non-switching time along
Proof. For notational simplicity, let x * = x(t * , x 0 ). The "if" part follows readily from the facts that J (x(t, x 0 )) is nonempty for all t ≥ 0 and that t * is a non-switching time if and only if J (x * ) ∩ J r (x * ) = ∅. In the next, we show the "only if" part using the proper face property of the conic subdivision. Since t * is a nonswitching time, there is a j ∈ J (x * ) ∩ J r (x * ). We claim that J r (x * ) ⊆ J (x * ). Suppose not. Then there
. Hence, i = j. By the choice of j, we deduce the existence of ε > 0
, by the proper face condition, there exist two nonempty index sets α and β such that
However, this is a contradiction to the assumption that i ∈ J (x * ). Therefore, the claim holds. By the similar argument for the reverse-time system, we conclude that
Attracting cones and long-time mode switching properties
In this section, we study long-time mode switching behaviors of CLS trajectories. It is shown below that such switching behaviors are critically dependent on two attracting cones associated with each mode. We begin by introducing a key positively invariant cone corresponding to a given mode. It is easy to verify that the set 
A further characterization of the attracting cone for a given pair (C i , A i ) seems difficult. For one thing, such a cone is usually non-polyhedral. As an example, consider the pair
In general, if A i has the zero eigenvalue only, then characterizing its attracting cone can be formulated as a semialgebraic problem; see Section 4.1.1. Despite this difficulty, the next theorem provides a useful result that relates the non-triviality of A i to a constrained eigenvector property of A i on X i ; its proof follows from [27] , Lemma 1, based on a fixed point argument. An interpretation of Theorem 3.2 in term of mode switchings is given in Remark 4.9. This theorem can be used to characterize cone observability [4] . Specifically, consider a closed convex cone K and a linear system associated with A ∈ R n×n and C ∈ R m×n :ẋ = Ax, y = Cx, (3.1) and define the set A(A, C, Extending the cone A i , we define the global attracting cone A i associated with the mode X i as: 
The next result identifies several important properties of the cone A i . It provides a clue as to why this cone may not be closed, showing in particular that the last switching time τ * (v) of a state v ∈ A i , which is defined as: 
Then exactly one of the following two cases holds: ] . In this case, we define the curve c : Besides, it is easy to verify
curve is continuous because of continuous solution dependence on initial conditions and the solution uniqueness of the reverse-time CLS implies that the curve is one-to-one.
, we obtain connecting u * and v * without passing through the origin. This is a contradiction to the hypothesis that (c1)
does not hold.
The above connectedness result is geometrically appealing and provides additional structure to the cone A i . For example, if A i = {0} is such that there is a unique continuous injective curve in A i connecting any two different points in A i , then A i is either (i) a linear ray with the origin as its starting point, or (ii) a line through the origin. In the former case, A i = A i , and Figures 3 and 4 for illustration of a possible and an impossible configuration of A i in R 2 . The global attracting cone A i can be used to characterize the CLS with finitely many mode switchings. The proof uses the simple switching property.
Proposition 3.6. Each CLS trajectory has finitely many mode switches in [0, ∞) if and only if
Proof. For the "if" part, let x 0 ∈ R n be arbitrary. It follows that x 0 ∈ A i for some i. Therefore, a time t * ≥ 0 exists such that x(t, x 0 ) ∈ X i for all t ≥ t * . This means that there is no mode switching after t * . On the other hand, the non-Zeno result in [11] shows that there are finitely many mode switchings along x(t, x 0 ) on [0, t * ]. Hence, every trajectory of the CLS has finitely many mode switches on [0, ∞). Conversely, suppose that the CLS has a finite number of mode switches on [0, ∞) along any trajectory. Then for any given x 0 ∈ R n , there is a time t * ≥ 0 such that any t ≥ t * is a non-switching time along x(t, x 0 ). By Proposition 2.2, we see that
For a CLS such that each trajectory has finitely many mode switchings in infinite (forward) time, the number of mode switchings is generally unbounded for all trajectories, even for the trajectories reaching the same point. This causes difficulty in studying long-time switching behavior of the CLS. To overcome this difficulty, we introduce the "uniform" mode switching notion as follows. We call an will remain in one piece for all t sufficiently large, which leads to a contradiction). That is, for any positive number M , there is a t M ≥ 0 such that there are M mode switchings along
before it reaches the non-switching state x * . Since M is arbitrarily large, we conclude that the number of mode switchings of all the trajectories reaching x * in the forward time is unbounded. This is a contradiction.
We say that a CLS satisfies the uniform finite switching property if (i) any (forward-time) trajectory of the CLS has finitely many mode switchings in infinite time, and (ii) each A i contains regular attracting points only. The following result is easy to obtain via Proposition 3.7: the CLS (2.1) satisfies the uniform finite switching property if and only if
A r i = R n . This result may be served as a necessary condition for a CLS with a bound on the number of mode switchings of all trajectories. However, instead of pursuing further general discussion, we address two special classes of the CLSs in the next two sections by obtaining explicit characterization conditions for these CLSs.
CLSs with infinite mode switchings
In this section, we focus on the CLSs satisfying (b) of Proposition 4.1 below, which are referred to as the CLSs with infinite mode switchings. To characterize such CLSs, we only need to consider trajectories starting from non-equilibrium states when dealing with those with at least one switching. 
. , m and any
be the last switching time defined in (3.3). Thus the trajectory starting from x(t * + 1, x 0 ) has no switching in the forward time. By (a), x(t * + 1, x 0 ) must be in E. This shows that x(t * + 1, x 0 ) is an equilibrium of the CLS. We deduce, via the solution uniqueness of the reverse-time trajectory, that x(t, x 0 ) is an equilibrium for all t ≥ 0. This is a contradiction to the assumption
Hence no switching occurs along x(t, x 0 ), which is a contradiction since x 0 ∈ E. To show the reverse, recall that for any
where the former condition further shows that i ∈ J r (x( t, x 0 )). Hence, we deduce via the simple switching property proven in Proposition 2.2 that
has a mode switching at t. This leads to (a). (a) ⇔ (d). We first show that (a) implies
; the other direction is trivial. Similarly, one can show, via the equivalence of (a) and (b), that if
, there exists t * > 0 such that e Ait * x 0 ∈ X i . This shows the existence of one switching along the trajectory x(t, x 0 ) via the previous argument for (c) ⇒ (a). Consequently, (a) holds true.
Finally, if any one of conditions (a)-
Further necessary and sufficient conditions
In this section, we derive verifiable conditions that characterize the CLSs with infinitely many mode switchings. In view of (c) and (d) of Proposition 4.1, it suffices to treat each pair (C i , A i ) individually. For notational simplicity, we drop the subscript in this pair and use (C, A) throughout this subsection. We also assume without loss of generality that A is in real Jordan canonical form via a (real) similar transformation. Let A have p distinct real eigenvalues λ i and s distinct complex eigenvalue pairs μ j andμ j . Hence, A has the following Jordan form [13] , Section 5.6,
where J i denotes all the Jordan blocks associated with a real eigenvalue λ i or a complex eigenvalue and its conjugate (i.e. μ i andμ j ). (We assume that J 1 , . . . , J p correspond to the distinct real eigenvalues and J p+1 , . . . , J p+s correspond to the distinct complex eigenvalue pairs.) Specifically, J i is given by
Here r(i) is the number of Jordan blocks in J i and J ij is the jth (real) Jordan block given by
corresponding to the real eigenvalue λ i ; or
corresponding to the complex eigenvalue pair σ i ± ı ω i , where
Accordingly, the matrix C can be written as
where
and C ij represents the th column of the block C ij . Obviously, C ij has at least one column (resp. two columns) if it corresponds to a real eigenvalue (resp. a complex eigenvalue pair). In addition, associated with each real eigenvalue λ i or complex eigenvalue pair (μ i ,μ i ), we define C i as the collection of the th columns of C ij (if they exist), namely,
The observability result presented below is a modification of [13] The next result shows that C ij1 plays a dominant role in characterizing the long time behavior associated with its real eigenvalue. 
Proof. Using the Jordan form of J ij , we have
The following technical results, stated in a slightly general setting, are useful to characterize the longtime behaviors corresponding to complex eigenvalues of the matrix A. We call a continuous periodic function 
Proof. Let the function g(t) ≡ g 1 (t), . . . , g m (t) , and let , 2π) , . . . , mod (ω m t, 2π) respectively. It is easy to verify that g = h • p and that h is continuous and surjective. Due to the the irrational frequency ratios, the range of p is dense on T m [2] , Example 3, p. 73. In particular, for any neighborhood
and a given ε > 0, it follows from the continuity and surjectivity of h that 
Proof. Without loss of generality, we assume that each f i (t) is not identically zero. Since each f i is continuous, it achieves its maximal value b i and minimal value a i on any compact time interval of length T i ≡ 2π/ω i . Furthermore, since f i is not identically zero but has zero average, we must have a i < 0 < b i . For a given t * , let f i (s) := f i (s + t * ), where s := t − t * . Note that f i (s) is a continuous and periodic function satisfying all the properties of f i (t). Hence, without losing generality, we assume t * = 0. We consider three cases as follows:
(i) All the frequency ratios ω i /ω j , i = j are rational. Hence, there exists a basis (i.e., resonant) frequency ω > 0 such that for each ω i , i = 1, . . . , m, ω i = n i ω for some positive integer n i . Thus
is continuous and periodic with frequency ω (i.e., the period T = 2π/ ω). (iii) Some of ω i /ω j with i = j are rational and the others are irrational. Note that the rational ratio of a pair of frequencies defines an equivalent relation between the two frequencies. Therefore, for the family of the functions f i (t), we obtain a collection of (disjoint) equivalent classes
h Eω i (t). Moreover, at least one of the h Eω i (t)'s is non-vanishing (i.e. it is not identically zero), since otherwise we have a contradiction that f (t) is identically zero. Without loss of generality, we may assume that all the h Eω i (t)'s are non-vanishing. It is easy to verify that each (nonvanishing) h Eω i (t) is a continuous periodic function with zero average and the (basis) frequency ω i . Thus it has maximal and minimal values μ i > 0 and ν i < 0 respectively. Moreover, for any two distinct equivalent classes, the ratio of their basis frequencies is irrational. Hence, by the similar argument as in (ii), we see that there exist t 1 , t 2 ≥ 0 such that f (t) is sufficiently close to μ i > 0 at t 1 and sufficiently close to ν i < 0 at t 2 , respectively. This leads to the desired result.
, where ω i > 0, ω i = ω j for i = j, and
Then there exist two scalars γ 1 > 0 and γ 2 < 0 such that for any t * , two time instants
Proof. Let f i (t) := α i cos(ω i t) + β i sin(ω i t). Apparently, each f i is a continuous periodic function with zero average and is not identically zero. We only need to verify that f (t) = . . . ω
Since the above matrix is a Vandermonde matrix with ω
j for all i = j, we have α i = 0 and β i = 0, a contradiction. In fact, this can be extended to show that f (t) = 0 almost everywhere. Finally, by applying Lemma 4.5, we obtain the desired result.
We write X C ≡ { x | Cx ≥ 0} and let E(λ i ) be the eigenspace associated with the real eigenvalue λ i of A. Moreover, we let E A and A (C,A) be the equilibrium set of A and the attracting cone with respect to the pair (C, A) respectively. Similarly, we let E (C,A) := E A ∩ X C and Y (C,A) denote the semiobservable cone associated with the pair (C, A). Since E A = E(0), it is easy to see that E (C,A) = E(0) ∩ X C . We first give some necessary conditions in term of observability of each Jordan block and the corresponding block in C. These conditions are a direct consequence of basic linear systems theory, e.g., [13] , and Lemma 4.2; the proof is thus omitted. 
Moreover, for a real Jordan block J ij corresponding to a real eigenvalue (resp. a complex eigenvalue pair), the pair (C ij , J ij ) is observable if and only if C ij1 = 0 (resp. C ij1 C ij2 = 0).
We introduce another notion. Let F, G : R → R be two functions. We say that F (t) tends to G(t) as t → +∞ if for any ε > 0, there is t ε ≥ 0 such that F (t) − G(t) ≤ ε, ∀t ≥ t ε . For ease of presentation, we present the characterizing conditions for (C, A) in three cases. 
We further assume, without losing generality, that 1 = . . . 
T is nonzero. By augmenting y to an n-vector y, we obtain 
2) (λ,¯ ) = ( σ, ). In this case, the corresponding element of Ce
At v tends to h(t) ≡ e σ t t α + r k=1 ν k sin( ω k t + θ k ) as t → +∞, where α < 0. Moreover, we deduce, via Corollary 4.6, the existence of γ 2 < 0 such that for any t ≥ 0, there is t ≥ t satisfying
This results in the sufficiency.
Lastly, we show the equivalent condition for (b). For each distinct real eigenvalue λ i , we see from the real Jordan form of A that the eigenspace E(λ
, where e ij1 is the standard basis vector whose nonzero element corresponds to the first column of each Jordan block J ij associated with λ i . By the given form of C, we thus deduce that E(λ i ) ∩ X C = {0} if and only if { y |
contains the zero element only. This leads to the desired result.
Remark 4.9.
It is worth pointing out that Proposition 4.8 can be proved by Theorem 3.2. Indeed, the condition E (C,A) = {0} implies that E (C,A) = A (C,A) is equivalent to A (C,A) = {0}. Hence, the observability condition (a) and the eigenspace condition (b) of Proposition 4.8 can be obtained by applying Theorem 3.2. Admittedly, Theorem 3.2 is based upon an elegant fixed point argument that gives rise to a shorter proof, while Proposition 4.8, on the other hand, relies on the dynamical system results, e.g., Lemmas 4.4 and 4.5, which lead to a longer, yet more constructive, alternative proof. Nevertheless, the latter arguments form a foundation for the investigation of other cases of CLSs with infinite mode switchings as seen below.
To avoid redundancy in the subsequent development, we always assume that A is of the real Jordan form. Furthermore, recall that J 0 is the Jordan block of A associated with the zero eigenvalue and C 0 is its corresponding matrix block in C. At v 0 + ε e 0j2 > 0, ∀t ≥ 0 for all ε > 0 sufficiently small. The case where C 0j1 ≤ 0 can be proved in the similar way.
"Sufficiency". We prove it by contradiction. Suppose that a vector x 0 exists such that 
Proposition 4.11. Consider the pair (C, A) such that E
,
Furthermore, v 0 + εu is not an equilibrium for ε > 0 sufficiently small and Ce
Dit is bounded for all t ≥ 0. Therefore, C α• e At u is bounded for all t ≥ 0. This, together with the fact that Cv 0 + Ce At u ᾱ• ≡ 0 for all t ≥ 0, shows that Ce At v 0 + εu ≥ 0, ∀t ≥ 0 for all ε > 0 sufficient small. This is a contradiction.
We now prove the stated sufficient condition. Suppose that a vector v exists such that 
By the equivalent condition for (b) of Proposition 4.8, we notice that E(λ i
)
Finite verification
The characterization results of Propositions 4.8, 4.10, and 4.11 raise the question of whether the conditions in these propositions can be verified by a finite procedure, namely, whether checking these conditions is a decidable problem. It is easy to see that the conditions (a)-(c) in each proposition can be formulated as linear equations or linear inequalities, which can be checked via efficient linear programming methods in finite steps. Proof. Since J 0 has the zero eigenvalue only, it is nilpotent, i.e., J 0 = 0 for some positive integer . Therefore
is a (vector-valued) polynomial in t whose coefficients are linear combinations of
quadratic polynomial. Hence, checking the condition (d) is equivalent to the following problem whose defining functions are all polynomials: (2+kj )(1+kj )/2 corresponds to the independent elements in Q j , b ji ∈ R (2+kj )(1+kj )/2 are constant vectors, and the polynomial inequalities g i (q j ) ≥ 0 and the polynomial equations l ji (q j , v 0 ) = 0 correspond to the principal minor conditions and the coefficient constraints respectively. Letting q = q 1 , . . . , q m ∈ R nq and observing that feasibility of ( P 0 ) is equivalent to existence of v 0 satisfying F j (s, v 0 ) ≥ 0, ∀s ∈ R for all j = 1, . . . , m and h(v 0 ) > 0, we deduce that the problem ( P 0 ) is equivalent to the subsequent semi-algebraic problem:
Following Seidenberg's approach in real algebraic geometry, e.g., [7] , Fact 2.5, one can show that verifying (in)solvability of the problem ( P 0 ) is equivalent to checking whether finitely many multivariate polynomial equations have real solutions. The latter problem can be solved by the Tarski-Seidenberg decision procedure in finite steps [6, 7] . Consequently verification of the original condition (d) is decidable. Proposition 4.13 not only shows decidability of checking the condition (d) but its proof also leads to an algorithm to verify (d). However, solving a semi-algebraic problem such as ( P 0 ) via the decision procedure is known to be algorithmically hard (in term of complexity), and it is expected that a more efficient algorithm can be developed by exploiting the problem structure. Nevertheless, further exploration of this issue is beyond the scope of the paper. We refer the reader to [3, 6, 7, 30] for additional discussion on the algorithmic issues and related mathematical programming approaches respectively.
Bimodal CLSs
Bimodal CLSs are the simplest, yet nontrivial, CLSs with two modes. It has been shown in [11] , Example 2.1, that each cone of such a CLS is a half space of R n and the bimodal CLS can be written asẋ = Ax+b max(0, −c T x) for some n × n matrix A and two (nonzero) n-vectors b, c. In this section, we derive necessary and sufficient conditions that characterize bimodal CLSs with infinite mode switchings. As discussed in the previous section, we can focus on the mode corresponding to the pair (c T , A). An important feature of the cone X c T ≡ {x | c T x ≥ 0} is that it is non-pointed so that it has a nontrivial intersection with any nonzero subspace. In the following, we assume that A is in the real Jordan form and let c Proof. "Necessity". We consider (a) first. Suppose that J 0 is not diagonal. Then there is a real Jordan block J 0j associated with the zero eigenvalue such that J 0j is of order 2. Consider the initial state v 0 = α 1 e 0j1 + α 2 e 0j2 for α 1 , α 2 ∈ R. A straightforward computation gives rise to c T e Proof. We show the necessity first. The statement (a) is trivial. The above mentioned observability results, e.g., [13] , Corollary 5.2 and Lemma 4.7, along with (b) of Theorem 4.14, show that the block J 0 must have order at most one and that A has no nonzero eigenvalue. Thus (i) if A is of even order, then it has complex eigenvalues only; and (ii) if A is of odd order greater than one, then it must have the zero eigenvalue of algebraic multiplicity one. Notice that c T J0 is a nonzero scalar via the observability condition in case (ii). Hence in this case, each complex eigenvalue of A has the positive real part by (d) of Theorem 4.14. The sufficiency follows readily from Theorem 4.14 and the observability condition. Example 4.16. Consider a contact mechanical system involving a moving mass interacted with a spring modeled by the linear complementarity system (LCS):ẍ = u, 0 ≤ u ⊥ x + u ≥ 0, where x, u ∈ R. See Section 6.2 for more on LCSs. This model is equivalent to a planar bimodal CLS with
It is easy to show that (c T , A) is an observable pair and that A − bc T has two complex eigenvalues but A has no complex eigenvalue. By Corollary 4.15, a system trajectory starting from some non-equilibrium initial state has finitely many mode switchings in the forward time. Indeed, this system has at most one mode switching starting from any initial state.
An immediate consequence of Corollary 4.15 is that a bimodal CLS with infinite mode switchings and (c T , A) being an observable pair contains a continuum of equilibria if n ≥ 3 is odd. Hence, such a CLS cannot be asymptotically stable at x e = 0 but may be semistable instead, where the notion of semistability is stronger than Lyapunov stability but weaker than asymptotic stability [5] .
CLSs without mode switchings
In this section, we derive necessary and sufficient conditions for the CLSs without mode switchings along any trajectory, which we simply call the switch-free CLSs. While a CLS of this type is perhaps the simplest, it is not equivalent to a smooth ODE system. Furthermore, characterizing such a CLS is non-trivial; for one thing, it involves the use of the simple switching property shown in Proposition 2.2.
Lemma 5.1. Consider the CLS (2.1). Suppose that for any x
0 ∈ R n , there is no switching along x(t, x 0 ) for all t ≥ 0. Then the following statements hold:
Clearly, t * > 0. Suppose t * is finite. Then we have i ∈ J (x(t * , x 0 )). However, by the uniqueness of the solution and the reverse-time property, we have i ∈ J r (x(t * , x 0 )). This thus implies that t * is a switching time thanks to the simple switching property, which leads to a contradiction. We then show that t = 0 is a non-switching time. Indeed, if it is false, then for any ε > 0, x(t, x r (ε, x 0 )) has a switching at t = ε, which is a contradiction. Hence, we have J r (x 0 ) = J (x 0 ). This equality, together with Proposition 2.2 and a similar argument for t ≥ 0, implies that J r (x(t, x 0 )) = J (x 0 ) for all t ≥ 0. This completes the proof for (a).
We then obtain the desired result from (a). (c) Consider i ∈ I(x 0 ). Since X i is of full dimension, there is a vector y ∈ int X i , i.e., C i y > 0, with y = x 0 . By the convexity of the cone X i , we have 
is in the interior of X i on (0, ε]. This leads to x 0 ∈ intX i according to (e), which is contradictory to the assumption that (a) the CLS has no switching along x(t, x 0 ) for all t ≥ 0 and any
(e) for any x ∈ R n and any i ∈ I(x),
Moreover, if any one of (a)-(e) holds, then
. This is trivial, since if such a G i exists for each piece X i , then for any 
For any fixed t ≥ 0, we thus conclude, via Farkas' Lemma, that there exists 
Preliminary discussion
It is well known that asymptotic stability does not imply exponential stability for general nonlinear systems, even for piecewise linear systems with or without discontinuous right-hand sides [19] , Example 1. It has been observed in [19] that a switched linear system, with either a continuous or a discontinuous right-hand side, is related to a linear time-varying systemẋ = A(t)x, although the two classes of systems are quite different in general. For linear time-varying systems, uniform asymptotic stability [21] , Definition 3.2, plays an important role that relates asymptotic stability to exponential stability [13] , Theorem 8.10. Roughly speaking, uniform asymptotic stability requires a state trajectory converge to an equilibrium independent of initial times. As a matter of fact, if A(t) is (piecewise) continuous, then uniform asymptotic stability of x e = 0 is equivalent to its exponential stability [21] , Theorem 3.9. It is further shown in [19] , Lemma 1, that if a switched linear system is subject to state independent switchings, then uniform asymptotic stability and exponential stability are equivalent. However, asymptotic stability of such a switched linear system does not always imply uniform asymptotic stability as illustrated in [19] , Example 2. The relations between these stability concepts can be summarized in the following diagram:
• linear time-invariant systems:
asymptotic stability ⇔ uniform asymptotic stability ⇔ exponential stability; • linear time-varying systems:
asymptotic stability ⇒ uniform asymptotic stability ⇔ exponential stability; • switched linear systems with state independent switchings: asymptotic stability ⇒ uniform asymptotic stability ⇔ exponential stability; • switched linear systems with state dependent switchings: asymptotic stability ⇒ uniform asymptotic stability ⇒ exponential stability.
It is shown in [19] that switching rules are crucial to (resp. asymptotic or uniform asymptotic) stability of switched linear systems, even when the switchings are state independent. Certain "regularity conditions" on time intervals between switchings have to be imposed to guarantee asymptotic stability for such a system, even if each mode is asymptotically stable.
Uniform asymptotic and exponential stability
In this subsection, we show that asymptotic stability of the CLS (2.1) does imply exponential stability, despite the fact that switchings are state dependent. A key step is to show uniform asymptotic stability based upon Lipschitz continuity of the CLS. This observation is motivated by [36] , Lemma 8.2 (originally due to [26] ), which considers a class of (closed and convex valued) linear differential inclusions. By using the Lipschitz continuity of the CLS, we obtain the same uniform stability property via a simpler argument. We begin with a slightly general setting. Proposition 6.1. Consider the time-invariant system on R n :ẋ = f (x) with x e = 0 as its equilibrium. Assume that f : R n → R n is Lipschitz continuous at x e = 0 and the system is asymptotically stable at x e = 0. Then for any sufficiently small δ > 0 and a given scalar 0 < c < 1, there is a scalar T δ, c > 0 (depending on δ and c only) such that the following implication holds:
Proof. Since the system is asymptotically stable at x e = 0, it is stable at x e = 0 and there is a r 1 > 0 such that
Moreover, by properly restricting r 1 , we have a scalar r 2 > 0 such that
, ∀t ≥ 0, due to the stability at x e , and that f (·) is Lipschitz continuous
. The latter further implies that for any
Now consider any given 0 < δ < r 1 and 0 < c < 1. Suppose the proposition does not hold for such the δ and c, then we have an initial state sequence {x 0 k } ⊆ B δ and a nondecreasing time sequence {t k } with lim
We further deduce from the stability of x e = 0 that a scalar μ > 0 exists (with μ < δ) 
2 in a closed ball of the equilibrium. However, in order to obtain uniform asymptotic stability, one needs to further show that the scalar T δ,c is independent of initial times. See [21] , Section 4.3 for the detailed discussions. Finally, we notice that the system [19] , Example 1, satisfies the uniform asymptotic property, though its right-hand side is not continuous near x e = 0. This suggests that the Lipschitz condition is only sufficient and may be relaxed; see the generalization discussed at this end of this section.
We now return to the CLS (2.1), which clearly possesses a time-invariant right-hand side. The following facts have been given in [10, 11] : (i) the right-hand side of the CLS is globally Lipschitz continuous; (ii) a state trajectory of the CLS is positively homogeneous, i.e., x(t, τ x 0 ) = τx(t, x 0 ), ∀t ≥ 0, for any τ ≥ 0 and x 0 ∈ R n ; (iii) local (resp. asymptotic/exponential) stability of the CLS implies its global (resp. asymptotic/exponential) stability. Putting these facts and Proposition 6.1 together, we immediately conclude that if the CLS (2.1) is asymptotically stable at x e = 0, then for any scalars δ > 0 and 0 < c < 1, there is a scalar T δ, c > 0 such that the implication (6.1) holds. This property, together with the time-invariance and linear structure of the CLS, e.g., positive homogeneity, yields equivalence of asymptotic and exponential stability; see Theorem 6.3 below. The proof for this result is similar to that of [36] , Lemma 8.2, which is generalized for linear time-varying systems in [21] , Theorem 3.9, and [13] , Theorem 8.10. To be self-contained, we include the proof in the Appendix. 
The equivalence result established above allows us to obtain better tests for asymptotic/exponential stability of a nonlinear nonsmooth system via linearization (or Lyapunov's indirect method). Specifically, consider an ODE system I :ẋ = f (x), where x e ∈ R n is an equilibrium and f : R n → R n is a (continuous and) piecewise C 1 -function on a neighborhood of x e [31] . It is known that such an f is B-differentiable at x e [10] . Let the "first-order approximated system" of system I be II :ż = f (x e ; z), where f (x e ; z) is the directional derivative of f at x e along z. Since f (x e ; ·) is (continuous and) piecewise linear and positively homogeneous, we see from Theorem 6.3 that asymptotic stability of system II at z e = 0 is equivalent to its exponential stability. Hence, by [10] , Corollary 5.6, asymptotic stability of system II at z e = 0 implies asymptotic and exponential stability of the original system I at x e as well as existence of a B-differentiable Lyapunov function for stability analysis. The following diagram summarizes this discussion:
for (I): asymptotic stability at x e ⇐ exponential stability ⇔ ∃ a Lyapunov function for (II): asymptotic stability at z e = 0 ⇔ exponential stability ⇔ ∃ a Lyapunov function.
It should be mentioned that asymptotic stability of system I implies neither that of the approximated system II nor its stability, even for smooth systems.
Before ending this section, we briefly discuss extension to non-Lipschitz linear complementarity systems (LCSs). Given a vector q ∈ R m and a matrix M ∈ R m×m , its associated linear complementarity problem, denoted by LCP(q, M ), is to find u ∈ R m such that We will extend this line of argument to a class of non-Lipschitz LCSs. In particular, we consider linear passive complementarity systems (LPCSs) [9] . T Kx, where K is a symmetric positive definite matrix satisfying the matrix inequality:
is negative semidefinite.
It is further shown in [9] that under the minimal realization assumption, the LPCS possesses a unique L 2 -state solution x(·, x 0 ) on [0, ∞), provided that x 0 is feasible, i.e., SOL(Cx 0 , D) = ∅. Moreover, under this assumption, one can show, via the similar argument as [9] , that a scalar μ > 0 exists such that for any feasible initial states 
Stability of switch-free CLSs
In this subsection, necessary and sufficient conditions are derived for the stability of a switch-free CLS by making use of its no switching property. In particular, stability of this class of CLSs is equivalent to that of its pieces and to the existence of a (continuous) piecewise quadratic Lyapunov function. 
Proof. (a) ⇒ (b)
. We focus on a pair (C i , A i ) and drop the subscript for notational simplicity. Since the cone X C is solid, there exists a vector x * ∈ int X C . Hence, we deduce the existence of a real number ε > 0 such that 
