We investigate the role of transferability of adversarial attacks in the observed vulnerabilities of Deep Neural Networks (DNNs). We demonstrate that introducing randomness to the DNN models is sufficient to defeat adversarial attacks, given that the adversary does not have an unlimited attack budget. Instead of making one specific DNN model robust to perfect knowledge attacks (a.k.a, white box attacks), creating randomness within an army of DNNs completely eliminates the possibility of perfect knowledge acquisition, resulting in a significantly more robust DNN ensemble against the strongest form of attacks. We also show that when the adversary has an unlimited budget of data perturbation, all defensive techniques would eventually break down as the budget increases. Therefore, it is important to understand the game saddle point where the adversary would not further pursue this endeavor.
INTRODUCTION
Vulnerabilities of machine learning algorithms have been brought to attention of researchers since the early days of machine learning research [2, 7, 24] . Adversarial machine learning as a general topic has been extensively studied in the past, covering a wide variety of machine learning algorithms [3, 6, 13, 14, 17, 23, 29, 45] . However, it is the recent popularity of Deep Neural Network (DNN) that has put the adversarial learning problem under the spotlight across a large number of application domains, especially in image classification and cybersecurity. The ease of breaking down DNNs by perturbing as little as a few pixels in an image raised great concerns on the reliability of DNNs, especially in application domains where active adversaries naturally exist. The seemingly extreme vulnerability of DNNs has sparked booming academic development in robust DNN research. Two major directions dominate the current effort in searching for a robust remedy, both addressing the sensitive nature of DNNs. One is to manipulate the source input such that the hidden "absurdity" in its adversarial counterpart would disappear after the preprocessing [20] ; the other is to directly address the root cause of the sensitivity of DNNs [31] . So far none has proved to be the consistent winner.
Perhaps, the most disturbing thought about adversarial attacks is the contagion effect of the crafted adversarial samples, formally described as transferability [39] . It has been shown that adversarial samples that defeat one DNN model can easily defeat other DNN models. Furthermore, adversarial samples computed from a DNN model may successfully defeat other types of differentiable and non-differentiable learning techniques including support vector machines, decision trees, logistic regression, and even the ensemble of these algorithms [32] . The idea of transferability has been widely, and undoubtedly, accepted as a common phenomenon, leading research efforts away from further investigating the nature of transferability. In fact, the success story of black-box attacks is strictly based on the assumption of transferability [9] . To attack a black-box learning model, of which the internal training data and learned parameters are kept secret from the attackers, a surrogate learning model is built by probing the black-box model with unlabeled samples. Once the label information is obtained for the unlabeled samples, the surrogate learning model will be trained, and adversarial samples against the surrogate model can be computed thereafter. Based on the idea of transferability, these adversarial samples are believed to be able to defeat the black-box model as well.
In this paper, we argue that transferability should not be automatically assumed. Instead, it has a strong dependence on the depth of invasion that the adversarial samples are allowed in the input space. We show that by simply adding small random noises to the learned weights of a DNN model, we can significantly improve the classification accuracy by as much as 74.2%, on condition that the adversary's goal is to misclassify a sample with minimum perturbation cost. On the other hand, if the adversary can modify samples without cost constraints, that is, they can arbitrarily modify samples until they are misclassified without penalty, no robust learning algorithm would exist to defeat this type of attack. Therefore, transferability is essentially the observable trait of the severity of adversarial data perturbation. In addition, we show that by randomly selecting a DNN model from a pool of DNNs at each query request, including probing request and classification request, we can effectively mitigate transferability based adversarial attacks. Furthermore, we show that the ensemble of a set of DNN models can achieve nearly perfect defense against adversarial attacks when the attack budget is low. Even when the attack budget is high, the ensemble is significantly more robust than the Ensemble Adversarial Training technique [40] .
Our contributions can be summarized as follows:
• We investigate transferability of adversarial samples in terms of decision boundary-robustness and the intensity of adversarial attacks.
• We demonstrate that transferability should not be automatically assumed for a learning task, and by holding on to a subset F of DNN models, we can defeat the adversary who has the perfect knowledge of a DNN model built with the same training data as F , but with different initialization points for stochastic gradient descent. Furthermore, we demonstrate that the ensemble of F can provide the strongest defense against severe attacks.
• We demonstrate that by adding a small Gaussian random noise to the weights of a pre-trained DNN, we can significantly increase the robustness of the DNN model.
• We compare our techniques to the existing ensemble adversarial training technique and show that our proposed randomization approaches are more robust against the state-of-the-art attacks.
RELATED WORK
Szegedy et al. [39] showed that adversarial samples computed from one DNN model can effectively defeat the same DNN model, achieving 100% attack success rate or 0% accuracy on the adversarial samples. In addition, the adversarial samples computed from one DNN model are general enough to defeat other DNN models trained with different architectures, or with different training samples. Papernot et al. [33] presented a black-box attack strategy that involves training a local model on inputs synthetically generated by an adversary and labeled by a black-box DNN. They compute adversarial examples from the local substitute model, and successfully defeat the black-box DNN. Although they achieved very impressive attack success rates, their targets (the black-box DNNs) are online deep learning API that remain static (no learning weights variations) after been trained. They also presented evidence of transferability of adversarial samples across several DNN models trained with different layer parameters. Liu et al. [28] presented a study on transferability of both targeted and untargeted adversarial examples, where targeted adversarial samples are computed to be misclassified into the classes the adversary desires, while untargeted adversarial samples do not have desired labels specified. Tremèr et al. [40] discovered that if two models share a significant fraction of their subspaces, they enable transferability. They showed that adversarial samples computed from linear models can transfer to higher order models. They also presented a counter example where transferability between linear and quadratic models failed. Goodfellow et al. [18, 33] showed that explicit defenses such as distillation [34] and adversarial training [18] are not effective on eliminating transferability of adversarial samples. Defensive strategies are quickly developed in response to the observed vulnerabilities of DNN models. A typical approach is to enhance a DNN model by re-training on its own adversarial samples [18] . The problem with this type of approach is that it may overfit to the set of adversarial samples in the training set. In addition, once the adversary knows the defense strategy, it may compute a new set of adversarial samples, optimized against the newly trained DNN model. Other defense techniques [4, 35, 44] , including fine-tuning, distillation, and stability training, are not always effective against adversarial samples [9] . Chalupka et al. [11] presented a learning procedure for training a manipulator function that is robust against adversarial examples. However, the technique cannot obtain state-of-the-art accuracy on the non-attacked test sets [4] . More recently, several new defenses were proposed [8, 15, 20, 30, 31, 36, 37, 43] . However, all except one failed the latest attacks [1] . The most promising one was presented by Madry et al. [31] . They presented a minimax style solution to L ∞ attacks under the traditional robust optimization framework [38, 41, 42] . The inner maximization finds the attacks that maximize the loss, and the outer minimization finds the learning parameters that minimize the expected loss. Although the problem can be approximately solved, it is difficult to perform its adversarial retraining on large scale image datasets. In addition, its robustness to attacks with other distance metrics is limited.
Besides defense techniques, many detection techniques were proposed to differentiate adversarial samples from benign ones. Carlini and Wagner [9] specifically studied ten detection schemes, including principle component detection [5, 21, 27] , distributional detection [16, 19] , and normalization detection [16, 19, 27] . Among all the detection techniques, only randomization with dropout showed promising results.
ROBUST LEARNING WITH RANDOMIZATION
We consider the adversarial learning problem where adversarial data perturbation is bounded by ϵ ≥ 0. If the attack is unbounded, the adversary could simply change every feature in a sample and make it identical to the target samples. There does not exist a successful defense for this type of attack. A more surreptitious attack scenario is where perturbations are sufficiently small such that humans can make the right classification, but strong enough to foil a trained DNN model.
Transferability v.s. Attack Intensity
Given a DNN model f trained on the training set T , let x * ∈ D be a boundary data point of f , that is, x * sits right on the decision boundary of f and the decision for x * is undefined. We define the robustness of the DNN model f at x * as the maximum perturbation ρ(f , x * ) to x * such that for every x ∈ T , f (x + ρ(f , x * )) = f (x). In other words, ρ(f , x * ) is the minimum perturbation any data point in the training set has to have in order to reach x * on the decision boundary. Therefore, the robustness of the DNN model f can be defined, in terms of points on the decision boundary, as:
where f (x * ) = ∅ indicates the decision for x * is undefined on the boundary. Higher µ(f ) values suggest greater expected minimum distance to travel in order to step across the decision boundary, and thus more robust f against adversarial data perturbation. We refer to µ(f ) as boundary robustness.
The transferability of an adversarial perturbation to a data point x ∈ D depends on the attack intensity, that is, the expected minimum perturbation µ(f , ϵ), bounded by ϵ, to defeat the DNN model f . Attack intensity can be defined by considering point-wise robustness [4] :
that is, given an instance x ∈ D, ρ(f , x) is the minimum upper bound of the perturbation for which a DNN model f fails to classify correctly. || · || p is the L p norm, and ϵ ≥ 0 specifies the upper bound of the attack intensity:
which is the expected bounded perturbation for which f is susceptible to adversarial attacks. If boundary robustness µ(f ) is more likely to be weaker than the attack intensity µ(f , ϵ), we consider the attack against f is generally transferable; otherwise, the attack is not transferable:
where 0 < δ < 1 2 , tr is the transferability. Exhaustively searching the sample space to determine the expected minimum distance to the nearest adversarial sample is computational intractable. Instead, we can investigate the spread of the DNN model distribution in the version space. The greater the difference between the decision boundaries of a pair of DNN models in the version space, the more difficult for the adversary to defeat both models with a single adversarial perturbation, that is, a transferable perturbation. In the next section, we discuss how to measure the spread of the DNN model distribution in the version space, and present two randomization scheme to enhance the existing DNN models.
Robust DNN Learning
Let F = { f i |i ∈(0,∞) } be a set of DNN models trained with stochastic gradient descent (SGD) from random initialization points. We assume the weight of the DNN model f ∈ F is a multivariate continuous random variable W , with a probability density function ϕ(w), mean µ, and covariance matrix Σ. A trained DNN model should satisfy:
P w ∼N(µ, Σ) (f (x) = y) > 1 − γ for a given sample x with a true label y and γ ∈ ( 1 2 , 1). We are interested in finding out whether a DNN model f i is robust against adversarial samples X j adv computed from f j where i j. If the decision boundaries of f i and f j are quite different from each other, the adversary would inevitably have a much more difficult time defeating f i with X j adv without knowing f i exactly. To estimate the difference of the decision boundaries among the DNN models in F , we measure the spread of the weight W -a vector of n continuous random variables with mean µ and covariance matrix Σ.
We compute the differential entropy h(W ) to measure the spread of W with a pdf ϕ(w):
According to the maximum entropy theorem [12] ,
with equality if and only ifW ∼ N (µ, Σ). A high differential entropy value implies high spread of W , and therefore the decision boundaries of any pair of models are largely different in the version space. As a result, attacks on one DNN model may not easily transfer to defeat other DNN models in the version space. In an adversarial learning task, to make the learning model robust, two conditions must be satisfied: 1.) using different decision boundaries for two different types of queries: prediction and attack probing; and 2.) the expected distance between two decision boundaries is sufficiently large. More specifically, we need a run-time setup such that the adversary may have a perfect knowledge of one of our DNN models f a ∈ F for computing adversarial samples, but the DNN model f p used for prediction is highly likely to be different from f a . In addition, the more spread out the random weight vectors drawn from ϕ(w) for f a and f p are, the more robust f p will be against adversarial samples X a adv computed from f a . We discuss two randomization schemes for robust DNN learning below.
3.2.1 Random Selection of DNNs for Different Queries. We train a set of DNNs
At each query request, a DNN model f i ∈ F is randomly selected. If it is a query Q a from an adversary, the DNN model is returned for the adversary to compute adversarial samples; if the query Q p is from a user for predicting for sample x, the prediction made by f i ∈ F for x is returned. The process is shown in Figure 1 . The attack is partially white-box attack since the adversary has the perfect knowledge of one DNN model in the set. If the total number of pre-trained DNNs M > 1 ξ for 0 < ξ < 1, the probability P(f a = f p | f a , f p ∈ F ) < ξ . Therefore, the more DNN models we train, the less likely that f a is the same as f p . If the spread of W is sufficiently large, f p would be robust to attacks computed from f a .
The robustness of this randomization scheme depends on whether we can keep a subset of the pre-trained DNNs secrete, and whether the decision boundaries of the pre-trained DNN models are largely different. In the case where there is a collision between f a and f p , we can make more robust predictions with the ensemble of the entire set, or the subset, of the pre-trained DNNs.
Randomizing a DNN with Random Weight
Noise. In practice, training a large number of DNN models may not be feasiblebecause of the sheer size of the problem. In our second randomization scheme, we simply introduce randomization to a DNN model by adding a small random noise to the weight of a pre-trained DNN, as shown in Figure 2 . For the simplicity of exposition, we consider a two layer neural network:
where д is the activation function, w ′ ∼ N (µ ′ , Σ ′ ), w ′′ ∼ N (µ ′′ , Σ ′′ ) are multivariate random weight vectors, with means µ ′ and µ ′′ , covariance matrices Σ ′ and Σ ′′ . We add a Gaussian random noise to the weight vectors w ′ and w ′′ :
where ∆w ′ ∼ N (µ ′ , νδ ′ ) and ∆w ′′ ∼ N (µ ′′ , νδ ′′ ), δ ′ and δ ′′ are the variances of w ′ and w ′′ , respectively. 0 < ν < 1 is a small constant used to compute the variances of the Gaussian random noise added to the weight vectors. This randomization scheme works if 1.) adding a small random noise to the weight does not affect the predictive accuracy on the original non-corrupted samples; and 2.) the new model is not only accurate but more resilient to attacks against the original model. The clear advantage of this technique is computational efficiency. We only need to train one model, and then add random noise to the model to transform it to a more robust model. Note that we can create a new DNN model by adding small random noise to the pre-trained one at each query request for prediction, with negligible cost.
EXPERIMENTS
We experiment on three datasets: MNIST, CIFAR-10, and German Traffic Sign [22, 25, 26] . The MNIST dataset has 60,000 training instances and 10,000 test instances. Each instance is a 28x28 image. There are ten digit classes for the classification task. The CIFAR-10 dataset has 60,000 images in 10 classes. There are 6000 images in each class. Each instance is a 32x32 color image. There are 50,000 images for training and 10,000 for testing. The German Traffic Sign dataset has 51,839 images in a total of 43 classes. Image sizes vary between 15x15 to 250x250 pixels. Each image is resized to 32x32. We used 39,209 for training, and 12,630 images for testing. We compare our randomness techniques to the Ensemble Adversarial Training technique [40] .
The architecture of the DNN model for CIFAR-10 includes two convolution layers with 64 filters, two convolution layers with 128 filters, two fully connected layers, and one output layer. For MNIST, the DNN model consists of two convolution layers with 32 filters, two convolution layers with 64 filters, two fully connected layers, and one output layer. For the Traffic Sign dataset, the model includes two convolution layers with 64 filters, two convolution layers with 128 filters, two fully connected layers and one output layer. Details about layer component are given in Table 1 .
As a reminder, we introduce randomness in two different ways: 1.) by randomly selecting a model from a large pool of DNNs at each query request, either for probing or for prediction; and 2.) by randomly adding a small noise to the weights of a trained DNN at each request. In both cases, we investigate the predictive accuracy of a single random DNN, and the predictive accuracy of an ensemble of 10, 20, and 50 random models, respectively. We add Gaussian random noise to the learned weights with zero mean and 0.01 standard deviation. We train the pool of DNNs using stochastic gradient descent from random initialization points.
We directly apply Carlini and Wagner's latest L 2 and L ∞ attacks [9, 31] in our experiments. We tested both targeted and untargeted attacks by specifying whether the adversary has a desired label to target. Depending on how closeness is measured, two different types of attacks are performed: L 2 attack (measuring the standard Euclidean distance) and L ∞ attack (measuring the maximum absolute change to any pixel). We randomly select 1000 samples from the test set, compute their adversarial samples, and test various DNN models on the adversarial samples. We repeat each experiment 10 times, and report the averaged results. For Ensemble Adversarial Training [40] , we generate 10,000 adversarial samples computed from different DNNs, and add the 10,000 adversarial samples with the true labels to the training set to train a new DNN model.
L 2 Targeted Attacks
In this set of experiments, we investigate the transferability of adversarial samples generated using the L 2 attack model when the attack is targeted. We use Carlini and Wagner's iterative L 2 attack algorithm, which is superior to other existing attacks, to generate the adversarial samples [10] :
represents the logits of a DNN model f , and k controls the confidence of attack: when the confidence is zero, the attack just succeeds; when the confidence k is higher, the adversarial sample is more likely to be misclassified as the target. We increase the attack budget by setting the confidence value increasingly larger to simulate the attack intensity. The higher the confidence is, the more severe the attacks are. Figure 3 demonstrates how the confidence value affects the quality of the images after the attacks. The attack is already noticeable when the confidence value is zero, that is, when the attacker fools the DNN with minimum data perturbation. As the confidence value increases, the quality of the images drops significantly after the attacks. Figure 4 shows the detailed results on the three datasets. For each dataset, we compare the Baseline accuracy on the original data, the Static accuracy on perturbed data when the DNNs for attack probing and prediction are the same, the accuracy of our first randomization scheme Random-Model-n where there are n = 10, 20, 50 models in the pool, the accuracy of the ensemble of the pool of DNNs in our first randomization scheme Ensemble-n where n = 10, 20, 50, the accuracy of the Ensemble Adversarial Training technique [40] Ensemble-AdTrain and Ensemble-AdTrain combined with our first randomization scheme Ensemble-AdTrain-Random, and the accuracy of our second randomization scheme and its ensembles Random-Weight and Random-Weight-n where n = 10, 20, 50. Detailed explanations are given below.
Attacking and Predicting with A Static DNN.
First, we investigate the influence of the adversarial samples on the same DNN model that has been provided to the attacker to compute the adversarial samples. In Figure 4 ( and Tables 3, 4 , and 5 in Appendix A), Static corresponds to the accuracy of the attacked DNN model on the adversarial samples when the confidence value con f = 0, 5, 10, 20, respectively. In all cases, the attacks succeeded with nearly 100% success rate, and the accuracy of the DNN model dropped significantly-nearly 0% in all three cases and vanished in the plots, compared to the Baseline accuracy on the non-attacked samples. 
Attacking and
Predicting with A Randomly Selected DNN. We are interested in finding out what would happen if we hold on to some pre-trained DNN models. In other words, the attacker gets to randomly pick a model f a from a pool of models to attack, and use it to generate the adversarial sample. We then randomly select a DNN f p , with a probability P(f a = f p ) ≤ 1 n where n is the number of DNNs in the pool, to make the prediction for the adversarial sample. We set the pool size to 10, 20, and 50, respectively, shown as Random-10, Random-20, and Random-50 in the figure (and the tables). It is clear that by keeping some pre-trained DNNs secrete, the adversary failed to fool the DNN that is randomly selected from the pool of DNNs on the CIFAR-10 and MNIST datasets. On the German Traffic Sign dataset, the attack success rate is greater, but not as devastating.
Attacking A Randomly Selected DNN and Predicting with
An Ensemble of DNNs. Naturally, the next question is what if we use the ensemble of the pool. Again, the adversary has random access to one of the DNN models in the pool to generate the adversarial sample, but we are going to use the majority vote of the DNN models to make the final prediction for the adversarial sample. The results are shown in the figure as Ensemble-10, Ensemble-20, and Ensemble-50, respectively. The ensemble approach has even better success in mitigating adversarial attacks. In some cases, it has better accuracy than the Baseline. Even on the German Traffic Sign dataset, the ensemble achieved significantly better accuracy than the single random DNN model.
Comparing to Ensemble Adversarial Training. Now the question is: can we do better than Ensemble Adversarial Training?
The results of Ensemble Adversarial Training are shown as Ensemble-AdTrain in the figure, and they are as poor as the Static DNN, with nearly 0% accuracy across all datasets under different confidence values. This makes sense as the adversarial learning process is essentially an arms race between the defender and the attacker. As long as the attacker has the learned model, he/she can apply the same attack strategy all over again, and defeat the new model. We again demonstrate the power of randomness by setting a pool of 10 Ensemble-AdTrain DNNs, and repeat the experiments as described in the previous case, and the results are nearly as good as those of our random approach. On the German Traffic Sign, Ensemble-AdTrain even outperformed our random approach.
Attacking A DNN and
Predicting with the Random-Weight DNN. Our second randomization approach may sound naïve at first. In this approach, we simply take a trained DNN model, and then add a small Gaussian random noise to its weights, and use it to make predictions for the adversarial samples. The results, shown as Random-Weight in the figure, are surprisingly strong when the attacker is not aggressive, that is, when the confidence value is zero. By adding small random noise to the trained DNN, we improve the accuracy by as much as 69.7% on the CIFAR-10 dataset, 66.3% on the MNIST dataset, and 41.4% on the Traffic Sign dataset, compared to the Static DNN.
Attacking A DNN and Predicting with the Ensemble of
Random-Weight DNNs. The problem with the Random-Weight DNN is that when the attack intensifies with higher confidence values, it immediately degraded to the Static DNN. Naturally, we consider the ensemble of a set of Random-Weight DNNs. Note that generating a pool of Random-Weight DNNs is very cheap, involving no re-training. The results are shown as Random-Weight-10, Random-Weight-20, and Random-Weight-50 in the figure. The ensemble has significant improvement on the MNIST dataset when the confidence is zero, but not so much on the other two datasets. However, the ensemble appears to be significantly more resilient to attacks when the confidence value gets larger.
When the attack intensity increases, the strength of our random approaches decreases, but the ensemble can slow down the deterioration. Nevertheless, transferability should not be automatically assumed, and there is a good chance that a simple workaround such as adding random noise to the trained model would alleviate the problem.
L 2 Untargeted Attacks
In this experiment, we consider an adversary who has no desired target class and his/her goal is solely to get a sample misclassified. Figure 5 shows the results on all three datasets.
Similar to the case of targeted attacks presented in the previous section, the untargeted attacks are also very successful when the adversary has access to the DNN model, shown as Static in Figure 5 and Tables 6, 7 , and 8 in Appendix A. The ensemble adversarial training technique, shown as Ensemble-AdTrain, also has no or very little resilience to untargeted attacks.
Both of our randomization techniques significantly improve the robustness of the DNN models.
■ The ensembles of the DNNs in our first randomization technique Ensemble-n with n = 10, 20, 50 are the strongest against untargeted attacks. On the CIFAR-10 dataset, Ensemblen is even better than the Baseline when the confidence value of the attack is less than 20. ■ Our first randomization technique Random-Model-n is generally better than the second randomization technique Random-Weight. However, when the attacks are untargeted, the Random-Weight technique demonstrates much stronger resilience to the untargeted attacks than the targeted attacks (compared to the results shown in Figure 4 ). ■ The ensemble of Random-Weight DNNs is also more resilient to untargeted attacks than the single RandomWeight DNN. An interesting observation is that the ensemble of Random-Weight becomes slightly weaker against adversarial attacks when the number of random-weight DNNs increases.
L ∞ Targeted Attacks
Stochastic Activation Pruning (SAP), proposed by Dhillon et al. [15] earlier this year, introduces randomness into a neural network by randomly dropping some neurons of each layer (dropout) with a weighted probability. Carlini and Wager were able to defeat SAP by reducing its accuracy to 0% with ϵ = 0.031 with their latest projected gradient descent (PGD) attack. PGD attacks measure closeness in terms of L ∞ norm. The attack takes into consideration the ineffectiveness of previous single-step attacks when facing randomness. In this new attack, they compute the gradient with the 6 expectation over instantiations of randomness. Therefore, at each iteration of gradient descent, they compute a move in the direction of
Since larger pool sizes in our randomization techniques do not make significant differences, in this experiment, we set the pool size to 10. For our first randomization technique, smaller pool sizes also mean less computational cost. For our second randomization technique, larger pool sizes do not increase the cost, but in general reduce the resilience to attacks as the pool size grows.
Results on the CIFAR-10
Dataset. The severity of attacks is controlled with ϵ. Larger ϵ values give the adversary more budget to perturb the data. Figure 6 shows the impact of the ϵ value on the CIFAR-10 dataset. The original image is given on the left side, and the perturbed image is given on the right side. For different datasets, Figure 7 shows the results of the targeted L ∞ attacks on the CIFAR-10 dataset. When ϵ = 0.01 the attack is very mild. Even the accuracy of the Static DNN model is 74.5%, and the EnsembleAdTrain technique has a slightly higher accuracy of 78.7%. The accuracy of our Random-Model-10 (82.5%) on the perturbed samples is similar to the Baseline accuracy 83.7%, while the randomized Ensemble-AdTrain-Random has an accuracy of 83.2%. The ensemble of the DNNs in our random-model technique has a higher accuracy (87.6%) than the Baseline accuracy. Our random-weight technique Random-Weight has a slightly better accuracy (77.7%) than the Static model.
When attacks intensify with ϵ = 0.03, the accuracy of the Static DNN model dropped significantly to 43.5%, while the EnsembleAdTrain technique does show greater resilience with an accuracy of 54.4%. Our Random-Model-10 demonstrates strong robustness on the perturbed samples, with an accuracy of 71.7%, while the randomized Ensemble-AdTrain-Random has an accuracy of 76.1%. This suggests re-training on adversarial samples does help improve the accuracy on perturbed data. The robustness of the ensemble of the DNNs in our random-model technique is very impressive, with an accuracy of 84.8%, even slightly better than the Baseline accuracy of 84.2%. Our random-weight technique Random-Weight also shows solid robustness against the targeted L ∞ attacks, with an accuracy of 77.5%, significantly better than the Static model. The ensemble of Random-Weight DNNs is less impressive, but still significantly better, with an accuracy of 67.3%, than the Static model and the Ensemble-AdTrain model. When ϵ = 0.08, the attack is so severe that it is difficult for humans to recognize the objects in the images. Not surprisingly, the accuracy of the Static DNN model dropped to 15.8%, and similarly the accuracy of the Ensemble-AdTrain technique dropped to 22.5%. Our Random-Model-10 demonstrates strong robustness to such strong attacks with an accuracy of 58.1%, while the randomized Ensemble-AdTrain-Random has a better accuracy of 68.1%. The ensemble of the DNNs in our random-model technique is as robust as the randomized Ensemble-AdTrain-Random, with an accuracy of 66.5%. Our random-weight technique RandomWeight also shows better robustness than the Static model, with an accuracy of 58.6%. The ensemble of Random-Weight DNNs is again more vulnerable than the single Random-Weight DNN, but still significantly better, with an accuracy of 53.5%, than the Static model and the Ensemble-AdTrain model.
Results on the MNIST Dataset.
For the MNIST dataset, we set ϵ = {0.2, 0.3, 0.4} and PGD search steps k to 10. When ϵ ≥ 0.5, the entire image is filled with black pixels, and no learning models are better than random guessing. Figure 8 shows the image distortion by the targeted L ∞ attacks on the MNIST dataset with ϵ = {0.2, 0.3, 0.4}. Figure 9 shows the results on the MNIST dataset. When ϵ = 0.2, the accuracy of the Static DNN model is 85.4%, about 15% lower than the Baseline accuracy of 99.2%. The accuracy of EnsembleAdTrain is 90.9%. Again, this demonstrates the effectiveness of increasing model robustness by re-training on perturbed samples. The accuracy of our Random-Model-10 on the perturbed samples is 95.4%, 3% lower than the accuracy (98.4%) of its ensemble counterpart. The randomized Ensemble-AdTrain-Random has an accuracy of 96.9%, 6% better than the plain Ensemble-AdTrain technique. Our random-weight technique Random-Weight also has a solid accuracy (96.4%), so does its ensemble counterpart (96.4%).
When ϵ = 0.3, the accuracy of the Static DNN model dropped to 55.8%, while the accuracy of Ensemble-AdTrain dropped to 64.3%. Both are significant performance drop compared to the Baseline accuracy of 99.3%. Our Random-Model-10 has an accuracy of 80.0%, 13.6% lower than the accuracy of its ensemble counterpart Ensemble-10, with an accuracy of 93.6%. The reason of the large difference between the two random-model techniques is that the DNN selected for adversary happened to be the same as the one chosen for making predictions many times during the experiment with Random-Model-10. The randomized EnsembleAdTrain-Random has an accuracy of 87.1%. Our random-weight technique Random-Weight has a similar accuracy of 87.3%, significantly more robust than the Static model. The ensemble of Random-Weight DNNs is still better than the Static model and the Ensemble-AdTrain model, with an accuracy of 79.4%. When ϵ = 0.4, the accuracy of the Static DNN model dropped to 28.0% and the accuracy of the Ensemble-AdTrain technique 8 dropped to 29.4%. Our Random-Model-10 mitigates the impact of the strong attacks with an accuracy of 60.3%, while Ensemble-10 is again more than 14% better, with an accuracy of 74.6%, for the same reason-frequently, the model randomly chosen for prediction happened to be the model used for computing adversarial samples during the experiment with Random-Model-10. The randomized Ensemble-AdTrain-Random has a solid accuracy of 67.8%. Our random-weight technique Random-Weight also shows better robustness than the Static model, with an accuracy of 64.5%. The ensemble of ten Random-Weight DNNs is as usual less robust than the single Random-Weight DNN, with an accuracy of 60.7%, but still significantly better than the Static model and the Ensemble-AdTrain model.
Results on the Traffic Sign Dataset. For the German Traffic
Sign dataset, we set ϵ = {0.03, 0.06, 0.09} to achieve similar levels of attack intensity and PGD search size k = 10. Figure 10 Figure 11 shows the results of the various DNN models. This is the only dataset for which our random-model technique RandomModel-10 cannot achieve an accuracy to compete closely with the Baseline accuracy when the attack is targeted and relatively mild (with ϵ = 0.03). The small variance (±0.025) in accuracy implies that this lagging in accuracy is not caused by randomly choosing the same DNN model as the adversary did. We will discuss the cause of this weakness by investigating the weight differential entropy between this dataset and the other two in Section 4.5.
When ϵ = 0.03, the accuracy of the Static DNN model is 76.9%, nearly 20% lower than the Baseline accuracy of 96.0%. The accuracy of Ensemble-AdTrain is 82.0%, more than 5% better than the accuracy of the Static DNN model. The accuracy of our RandomModel-10, as mentioned earlier is 85.4%, about 10% lower than the Baseline accuracy, and more than 5% lower than the accuracy (91.1%) of its ensemble counterpart. The randomized EnsembleAdTrain-Random has an accuracy of 90.4%, nearly 8% better than the non-randomized Ensemble-AdTrain technique. Our randomweight technique Random-Weight also has a solid accuracy of 85.6%, about 9% better than the Static accuracy. The ensemble of ten random-weight DNNs also has an accuracy of 85.3%. When ϵ = 0.06, the accuracy of the Static DNN model dropped to 46.5% and the accuracy of Ensemble-AdTrain dropped to 49.1%, approximately 50% drop from the Baseline accuracy of 96.0%. Our Random-Model-10 has an accuracy of 64.7%, about 10.0% lower than the accuracy of its ensemble counterpart Ensemble-10 at 74.9%. This can be explained by the relatively large variance in accuracy (±0.100) caused by randomly encountering the same models used by the adversary during the experiment. The randomized Ensemble-AdTrain-Random has an accuracy of 79.2%. Our random-weight technique Random-Weight has an accuracy of 69.8%, about 23% more robust than the Static model. The ensemble of Random-Weight DNNs has a similar accuracy of 68.4%.
When ϵ = 0.09, both the Static model and the EnsembleAdTrain model have a very low accuracy of about 26%. Our RandomModel-10 has a reduced accuracy of 51.2% with a relatively large variance of ±0.102, while Ensemble-10 is 9% more accurate at 60.7%. The randomized Ensemble-AdTrain-Random has a very solid accuracy of 75.0%. Our random-weight technique RandomWeight has better robustness than our Random-Model-10, with an accuracy of 58.2%. The ensemble of ten Random-Weight DNNs has an accuracy of 54.9%, also better than Random-Model-10, and significantly better than the Static model and the EnsembleAdTrain model.
In summary, the ensemble of the DNN models in our first randomization technique is most robust against targeted L ∞ attacks, the single DNN random-model technique is the second robust model, followed by the single DNN random-weight technique. Ensemble adversarial training alone is as weak as the Static model, but 9 combined with our first randomization technique, its robustness improved significantly and has the potential to exceed the performance of all the other techniques when the attack is severe, on condition that its large variance can be reduced by introducing more component Ensemble-AdTrain DNNs.
subsectionL ∞ Untargeted Attacks We repeat the experiments presented in Section 4.3, with untargeted L ∞ attacks. For the same ϵ values, we had to set the search step to 100 to reach the same level of desired attacks. We believe the projected gradient descent technique works effectively when facing randomness, but not efficiently when facing a single static DNN model. The gradient computed as the expectation over instantiations of randomness is not optimized for attacking a single DNN model in the white-box, untargeted fashion. Figure 12 shows the results of untargeted L ∞ attacks on the three datasets. The same conclusions can be drawn from this experiment:
■ Randomization techniques are clearly more robust than the static DNN model and the Ensemble Adversarial Training technique, regardless of attack intensity. ■ The ensemble of the DNN models in our first randomization technique is most resilient to untargeted adversarial data perturbation. ■ Re-training on adversarial samples makes marginal improvement on robustness, but has a great potential to be a solid adversarial learning technique if combined with our first randomization technique. ■ The spread of the distribution of the DNN models in the version space is sufficiently large such that adding a small random noise to the trained weights can significantly improve the robustness of a DNN model. More detailed experimental results can be found in Tables 12, 13 , and 14 in Appendix A.
Random-Weight DNNs on Non-perturbed Test Data
In our second randomization technique, we propose to improve the robustness of a trained DNN by adding a small Gaussian random noise to its weight. We demonstrate in our experiments that this simple but efficient technique can significantly improve the robustness of a DNN model. We now show that our Random-Weight DNN does not fail on the non-perturbed data, and can have the same accuracy on the test set as the original DNN model. Table 2 shows the accuracy of a trained DNN model and its randomized counterpart Random-Weight DNN on the non-attacked test dataset. As can be observed, adding small Gaussian random noise to the DNN model does not have any impact on its accuracy on the non-attacked test data. 
Differential Entropy of DNNs for Three Datasets
We discussed in Section 3.2 how we can measure the spread of the DNN distribution in the version space by estimating the differential entropy of their weight distributions. Higher differential entropy indicates more variance in the DNN distribution, and harder for adversarial samples to transfer from one model to another. In Section 4.3.3, we observe that our random-model technique RandomModel-10 cannot compete closely with the Baseline accuracy on the German Traffic Sign dataset, even when the attack is relatively mild. We also observe that the lagging in accuracy is not caused by choosing the same DNN model as the adversary did. Now we show that the distribution of the DNN models built on the Traffic Sign dataset has smaller differential entropy, compared to the DNN models built for the other two datasets. Figure 13 shows the estimated differential entropy for the weights to each node in the DNNs built from the three datasets. Since the true underlying distribution of the DNN models is unknown, we measure the logarithm of the absolute value of |Σ|-the determinant of the covariance matrix of the weights. As can be observed, with very few exceptions, the differential entropy of the DNNs for CIFAR and MNIST datasets is greater than that of the Traffic Sign dataset, which further supports our hypothesis that a larger variance in the DNN distribution implies more difficult attack through transferability. It also explains the question we raised in Section 4.3.3 that on the Traffic Sign dataset our first randomization technique cannot closely approach the Baseline accuracy, unlike on the other two datasets when the attack is relatively mild.
DISCUSSIONS
Naturally, a subsequent question to ask is how to break the randomization techniques from the adversary's perspective. The adversary can query our randomized DNNs and get a set of data labeled. One thing the adversary can do with the dataset is to build a model on that dataset and compute adversarial samples from the learned model. The other thing the adversary can do is to train an ensemble of n models with that dataset and compute adversarial samples from the ensemble model.
We argue that none of these strategies would be effective, as long as we can get a similar set of data as the adversary did. This is easier for us since we have all the models and we can simulate adversary's probing behavior to get a similar set of data. Suppose the adversary builds a new model f on dataset D, we can build a set of different models on a similar dataset D ′ ≈ D with stochastic gradient descent. Even if the adversary builds an ensemble, we can build a pool of different ensembles from that dataset. Now the problem circles back to the same one we tackle in this paper: the adversary has perfect knowledge of one model (single or ensemble), and we keep a set of various models trained on the same/similar data from the adversary. As long as variances in decision boundaries are large enough, our randomization techniques would be robust to adversarial attacks. There are two additional methods we can use to further improve the robustness of our randomization techniques: 1.) we can combine our two randomization techniques: at each query request, we randomly select a model and add a small random noise to its weights before we answer the query; and 2.) we can re-train a set of DNNs on the adversarial samples we compute and use our randomization techniques with the re-trained DNNs. We have demonstrated in our experiments that the latter approach has a great potential to exceed all the other randomization techniques we have presented earlier.
Of course this cat and mouse game cannot go on forever. Eventually, the adversary would stop further attacking to preserve adversarial utility. If the attack budget is unlimited, there is no defense that could effectively mitigate such arbitrary attacks.
We experiment on the ideas of attacking the ensembles of DNNs, and defending them by adding random noise to the weights of the DNNs as we discussed earlier. Successfully attacking the ensemble evidently requires much greater data perturbation than attacking a single DNN, as shown in Figure 14 in the case of targeted L 2 attacks and Figure 15 in the case of untargeted L 2 attacks. Given a confidence value, the blue bar shows the perturbation required to defeat a single DNN, while the red bar shows the required perturbation for defeating an ensemble of 10 DNNs.
We create an ensemble of DNNs by randomly selecting 10 DNNs from a pool of 100 DNNs. When facing significantly greater data perturbation by targeted attacks, we observe that without randomization, that is, the ensemble for attack E a is the same as the ensemble for prediction E p , any ensemble of DNNs (E p = E a ) would be foiled completely, with its accuracy disappearing in the plots under the label of static_ensemble in Figure 16 . The last bar in each group shows the accuracy on the unattacked images. If we predict with a different ensemble (i.e. E p E a ) by randomly selecting another 10 DNNs (with replacement) from the pool, when the attack confidence is zero (Con f = 0) we can successfully mitigate the attacks, labeled as random_ensemble in the figure. This type of randomization becomes less effective when the attack confidence is larger, especially when Con f ≥ 10. This is understandable since the distortion on the original image is noticeably intensified.
We also tested the idea of predicting with one of the DNNs in E p after E a has been attacked. The results are labeled as random_single in Figure 16 . When Con f = 0 a single DNN is less resilient to attacks compared to an ensemble of DNN. However, when Con f ≥ 5 the majority voting scheme breaks down because of the weak component DNNs, and the ensemble becomes worse than the single DNN. We further introduce randomization by adding noise to the weights of each of the DNNs in the ensemble, shown as random_std_x in Figure 16 where x is the value of the standard deviation used to generate the random noise. As can be observed, when x is small, the accuracy on the unattacked data is high and the randomization scheme works well when Con f = 0. As x increases, the accuracy on the unattacked data drops, so is the accuracy of the randomized DNN ensemble for Con f = 0. On the other hand, the accuracy of the randomized DNN ensemble increases for Con f > 0. Therefore, it is important to choose an x to keep a good balance between accuracy on the attacked and the unattacked data.
Among the three datasets, our randomization with random weights technique works extremely well on the MNIST dataset, followed by the CIFAR-10 dataset, and Traffic Sign dataset. For the Traffic Sign dataset, we already know its differential entropy is much lower, therefore randomization is least effective on this dataset although it is still much more resilient than static_ensemble and random_ensemble. Similar results are obtained for the untargeted attacks, as shown in Figure 17 .
CONCLUSIONS
We investigate the nature of transferability of perturbed data. We believe that transferability should not be automatically assumed in a learning task. It strongly ties to the spread of the DNN model distribution in the version space and the severity of adversarial attacks. We present two randomization techniques for robust DNN learning. Our first randomization technique involves training a 12 pool of DNNs. For each query request, a DNN model randomly selected from the pool is used to answer the query. We assume the adversary has the complete knowledge of one of the DNN models, and the rest are kept secret to the adversary. We also investigate the robustness of the ensemble of the subset of the DNN models. In our second randomization technique, we simply train one DNN model, and add a small Gaussian random noise to the weights of the model. This approach is computationally efficient. Our experimental results demonstrate that the ensemble of the DNNs in our first randomization technique is most robust, sometimes exceeding the accuracy of the DNN model on non-attacked samples. Our second randomization technique is also significantly more robust against adversarial attacks, including both targeted and untargeted attacks. We demonstrate that re-training on the adversarial samples alone will not improve robustness, but combined with our first randomization technique, the ensemble adversarial training may have a great potential of being the most robust technique. 
