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Dva kljucˇna pojma, na kojima se zasniva ovaj rad su Multigrid metoda, te Poisso-
nova jednadzˇba. Poveznicu izmedu njih cˇini numerika, tj. aproksimativno rjesˇavanje
promatrane jednadzˇbe zadanom metodom uz pomoc´ racˇunala.
Za dobivanje aproksimacija rjesˇenja koristit c´emo standardnu metodu konacˇnih
diferencija, te c´emo diskretizacijom dobiti sustav linearnih jednadzˇbi, kod kojeg ma-
trica sustava ima specijalan oblik. Obzirom da nam je za finiju aproksimaciju po-
trebna gusˇc´a mrezˇa tocˇaka, to c´e rezultirati vec´om dimnenzijom matrice sustava, sˇto
implicitno povlacˇi losˇiju uvjetovanost matrice. Potrebno je dakle biti vrlo pazˇljiv pri
odabiru metode za rjesˇavanje sustava, jer bi u protivnom mogli dobiti ”losˇe” aproksi-
macije rjesˇenja. Upravo su nam svi prijasˇnji nabrojani uvjeti motivacija za koriˇstenje
promatrane metode - Multigrid.
Cilj c´e biti usporediti Multigrid metodu sa ostalim poznatim metodama za nu-
mericˇko rjesˇavanje Poissonove jednadzˇbe, te numericˇki dokazati sve prednosti i nedos-
tatke Multigrid metode u odnosu na ostale metode. Takoder c´emo pomoc´u Multigrid
metode pokusˇati definirati rijecˇ ”losˇe” rjesˇenje, koje c´e u narednom kontekstu biti
svako rjesˇenje, koje c´e se bitnije razlikovati od aproksimativnog rjesˇenja dobivenog
Multigrid metodom. Program koji c´e usporedivati Multigrid metodu sa ostalim me-
todama, na nasˇoj konkretnoj jednadzˇbi, biti c´e pisan i izvoden u programskom jeziku





Definicija 1.0.1. Neka su X i Y vektorski prostori nad poljem R. Preslikavanje
A : X → Y naziva se linearni operator ako vrijedi:
(∀ ~x1, ~x2 ∈ X)(∀α1, α2 ∈ R) A(α1 ~x1 + α2 ~x2) = α1A( ~x1) + α2A( ~x2)
L(X, Y ) nam oznacˇava skup svih linearnih operatora sa X u Y .
Definicija 1.0.2. Neka je X vektorski prostor nad poljem R i S ⊆ X,S 6= ∅. Line-




λiai, λi ∈ R, ai ∈ S}
Definicija 1.0.3. Neka je X vektorski prostor nad poljem R i S = {a1, ..., ak}
konacˇan skup vektora iz X. Kazˇemo da je S linearno nezavisan ako vrijedi
λ1a1 + ...+ λkak = 0 ⇒ λ1 = ... = λk = 0
Definicija 1.0.4. Neka je X vektorski prostor nad poljem R i S ⊆ X. Kazˇemo da
je S sistem izvodnica ako vrijedi [S] = X. X je konacˇnodimenzionalan ako postoji
neki konacˇan sistem izvodnica za X.
Definicija 1.0.5. Konacˇan skup S = {a1, ..., an} u vektorskom prostoru X se naziva
baza za X ako je S linearno nezavisan sistem izvodnica za X.
Definicija 1.0.6. Neka su X i Y konacˇnodimenzionalni vektorski prostori nad poljem
R. Neka je e = {e1, ..., en} baza za X i f = {f1, ..., fm} baza za Y .
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Matrica linernog operatora A : X → Y jednaka je
Afe =

a11 a12 · · · a1n





am1 am2 · · · amn
 ,
gdje su elementi matrice odredeni sa
Ae1 = a11f1 + a21f2 + ...+ am1fm
Ae2 = a12f1 + a22f2 + ...+ am2fm
.
Aen = a1nf1 + a2nf2 + ...+ amnfm
Matrica Afe naziva se matrica operatora A u paru baza f i e. Na taj nacˇin, dolazimo
do identifikacije
A↔ Afe, L(X, Y )↔ Rm×n.
Definicija 1.0.7. Neka je A : X → Y linearan operator. Potprostori ImA = {Av :
v ∈ X} ≤ Y i KerA = {x ∈ X : Ax = 0} ≤ X zovu se slika, odnosno jezgra
operatora. Kada su X i Y konacˇnodimenzionalni, definiramo rang i defekt operatora
A kao brojeve r(A) = dim(ImA), te d(A) = dim(KerA).
Za viˇse detalja, pogledaj u [4]
Definicija 1.0.8. Neka nam je A ∈ Rn×n(Kvadratna matrica dimenzije n sa real-
nim koeficijentima). Ako λ ∈ R i x ∈ Rn, x 6= 0, zadovoljavaju Ax = λx, tada λ
zovemo svojstvena vrijednost matrice A. Skup svih svojstvenih vrijednosti matrice A
oznacˇavamo sa σ(A) i nazivamo spektar.
Definicija 1.0.9. Spektralni radijus spr(A) matrice A ∈ Rn×n je definiran s spr(A) =
maxλ∈σ(A)|λ|
Definicija 1.0.10. Neka je A ∈ Rn×n. Za i = 1, ..., n definiramo Gersˇgorinove kru-
gove kao:
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Definicija 1.0.11. Kazˇemo da je A ∈ Rn×n, n ≥ 2, reducibilna ako postoji matrica






, A˜[11] ∈ Rr×r
Za n = 1, A je reducibilna ako je A = (0). Matrica A je ireducibilna ako nije reduci-
bilna.
Definicija 1.0.12. Za matricu A ∈ Rn×n vezˇemo usmjereni graf Γ(A) koji ima n
vrhova ν1, ν2, ..., νn i u kojem postoji usmjereni brid ~νiνj akko je aij 6= 0. Put u
Γ od vrha νk do vrha νl je niz usmjerenih bridova ~νkνi1 , ~νi1νi2 , ..., ~νij−1νl, pri cˇemu
je j duljina puta. Kazˇemo da je Γ(A) jako povezan ako su svaka dva njegova vrha
povezana nekim putem.
Propozicija 1.0.13. Matrica A ∈ Rn×n je ireducibilna ako i samo ako je njen graf
Γ(A) jako povezan.
Dokaz. Dokaz propozicije se nalazi u [6].




|aij|, i = 1, ..., n.
Definicija 1.0.15. Matrica A ∈ Rn×n je ireducibilno dijagonalno dominantna ako je





Teorem 1.0.16. Neka je A ∈ Rn×n ireducibilna matrica i neka je λ ∈ σ(A) njena
svojstvena vrijednost sa svojstvom da nije u unutrasˇnjosti niti jednog Gersˇgorinovog
kruga. Tada je λ sadrzˇana u presjeku svih kruzˇnica ∂Gi, i = 1, ..., n, gdje ∂Gi oznacˇava
rub od Gi.
Dokaz. Neka je v pripadni svojstveni vektor, Av = λv, normiran tako da je ||v||∞ = 1,
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a kako λ nije u unutrasˇnjosti niti jednog kruga, mora biti |λ− arr| = ρr, tj λ ∈ ∂Gr.
Sada pokazˇimo da je za proizvoljan p 6= r takoder λ ∈ Gp. Koristec´i ireducibilnost
matrice A znamo da postoji niz elemenata arr1 , ar1r2 , ..., arlp, svi razlicˇiti od nule, koji
trasira put od r-tog do p-tog cˇvora u Γ(A). Nadalje, kako su u gornjem iskazu sve
nejednakosti zapravo jednakosti, iz arr1 6= 0 slijedi |vr1| = 1. To znacˇi da mozˇemo
provesti isto zakljucˇivanje, ali s r1 umjesto r i dobiti λ ∈ Gr1 i (jer je ar1r2 6= 0)
|vr2| = 1. Sada je jasno da na ovaj nacˇin, korak po korak, dolazimo do p-tog cˇvora i
zakljucˇka λ ∈ Gp
Korolar 1.0.17. Ako je A ireducibilno dijagonalno dominantna, onda je regularna.
Dokaz. Dovoljno je dokazati da 0 /∈ σ(A). Pretpostavimo da to nije istina i odmah
uocˇimo da zbog dijagonalne dominantnosti nula ne mozˇe biti u unutrasˇnjosti niti





sˇto je kontradikcija, pa prema Teoremu 1.0.16 mora biti u presjeku svih kruzˇnica,⋂n
i=1 ∂Gi, tj. |aii| = ρi za sve i = 1, ..., n. No, to je u kontradikciji sa slabom dijago-
nalnom dominantnosˇc´u, jer je |aii| > ρi za barem jedan indeks i.
Poglavlje 2
Poissonova jednadzˇba
2.1 Klasifikacija Poissove jednadzˇbe
Diferencijalna jednadzˇba je matematicˇka jednadzˇba koja povezuje neku funkciju sa
njezinim derivacijama. Osnovna podjela diferencijalnih jednadzˇbi je na obicˇne dife-
rencijalne jednadzˇbe (ordinar differential equation-ODE), te parcijalne diferencjalne
jednadzˇbe (partial differential equation-PDE). Razlika izmedu njih je u broju varija-
bli - obicˇne sadrzˇe funkciju jedne neovisne varijable i njezine derivacije, dok parcijalne
sadrzˇe multivarijabilne funkcije i njihove parcijalne deriavcije. Obzirom da nam je
promatrana jednadzˇba (Poissonova) parcijalna, naglasak c´e nam biti upravo na par-
cijalnim diferencijalnim jednadzˇbama.
Definicija 2.1.1. Izraz u obliku forme:
F (Dku(x), Dk−1u(x), ..., Du(x), u(x), x) = 0, (x ∈ Ω)
gdje nam je u : Ω→ < nepoznata, naziva se parcijalna diferencijalna jednadzˇba k-tog
reda (u nasˇem slucˇaju k = 2).
Definicija 2.1.2. (i) Parcijalna diferencijalna jednadzˇba naziva se linearna, ako se




za zadane funkcije aα (|α| ≤ k) i f. Sˇtaviˇse, linearna jednadzˇba je homognena ako
f ≡ 0.




k−1u, ..., Du, u, x) = 0,
6
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(iii) naziva se kvazilinearna ako je u formi:∑
|α|=k
aα(D
k−1u, ..., Du, u, x)Dαu+ a0(Dk−1u, ..., Du, u, x) = 0,
(iv) jednadzˇba je potpuno nelinerna ako nelinearno ovisi o derivaciji najviˇseg reda.
U generalnom iskazu parcijalne diferencijalne jednadzˇbe (2.1), najviˇsi red deriva-
cija k je njegov stupanj. Opc´enita forma skalarne linearne jednadzˇbe drugog reda u
d razlicˇitih varijabli x = (x1, ..., xd)
T je:
C : D2u+ b ·Du+ au = f u Ω, (2.2)















+ au = f u Ω, (2.3)
gdje, ∀x ∈ Ω, a(x) ∈ R, b(x) ∈ Rd, C(x) ∈ Rd×d su koeficijenti jednadzˇbe, te uz
notaciju A : B =
∑d
i,j=1 aijbij, koja predstavlja matricˇni skalarni produkt.
Definicija 2.1.3. Neka nam je zadana parcijalna diferencijalna jednadzˇba drugog
reda u obliku forme (2.2) sa simetricˇnom matricom koeficijenata C(x); tada c´e nam
jednadzˇba biti:
1. elipticˇka u x ∈ Ω, ako je C(x) pozitivno definitna, tj. za svaki v 6= 0 ∈ Rd,
vTCv > 0.
2. parabolicˇka u x ∈ Ω, ako je C(x) pozitivno semidefinitna (vTCv ≥ 0, za svaki
v ∈ Rd) i nije pozitivno definintna, te je rang od (C(x),b(x)) jednak d.
3. hiperbolicˇka u x ∈ Ω, ako C(x) ima jednu negativnu, te n − 1 pozitivnih
svojstvenih vrijednosti.
Za viˇse detalja, pogledaj u [3]
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Poissonova jednadzˇba je linearna parcijalna diferencijalna jednadzˇba elipticˇkog
tipa sa sˇirokim spektrom primjene u podrucˇjima poput elektrostatike, mehanicˇkog
inzˇinjerstva, te teorijske fizike. Ime je dobila po francuskom matematicˇaru Sime´onu
Denisu Poissonu. U nasˇem slucˇaju, poseban naglasak c´emo staviti na Poissonovu
jednadzˇbu promatranu u 1D, te u 2D. Takoder, zbog kompleksnosti promatranja
nasˇe jednadzˇbe u viˇsim dimenzijama, program koji c´e nam numercˇki racˇunati rjesˇenje
jednadzˇbe, biti c´e pisan iskljucˇivo za 1D slucˇajeve. Poissonovu jednadzˇbu zapisujemo
u sljedec´em obliku:
−∆u(x, y) = f(x, y) na Ω




Multigrid metode su imale prvobitnu primjenu za jednostavne rubne probleme, koji
su prirodno zahtijevali upotrebu takvih metoda. Promatranje zapocˇnimo diskretnom
1D Poissonovom jednadzˇbom:
−u′′ = f, x ∈ (0, 1) u(0) = u(1) = 0 (3.1.1)
Za svaki N, promatramo uniformnu mrezˇu τh intervala [0,1] na sljedec´i nacˇin:
Slika 3.1: Jednodimenzionalna mrezˇa intervala [0,1].
0 = x0 < x1 < ...xN−1 < xN = 1, xj = jh, j = 0, ..., N,
gdje je h = 1/N duljina pojedinog podintervala. Na taj nacˇin uspostavljamo mrezˇu,
koja oznacˇavamo sa Ωh. Sada uvodimo oznake za aproksimaciju rjesˇenja, vi ≈ u(xi),
te fi ≈ f(xi), za i = 0, 1, ..., N. Analogno, uvodimo vektor aproksimativnih rjesˇenja
v = (v1, ..., vN−1)T , te vektor fukcije desne strane f = (f1, ..., fN−1)T . Aproksimiramo
drugu derivaciju funkcije u(x) koristec´i Taylorov razvoj:
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Zbrajanjem tih dvaju izraza dobivamo trazˇenu aproksmaciju:
u′′(xi) =
u(xi+1)− 2u(xi) + u(xi−1)
h2
+O(h2)
Koristec´i gornje svojstvo, mozˇemo aproksimirati pocˇetni problem (3.1.1), tj. koristec´i
metodu konacˇnih diferencija dobivamo zapis:
−vj−1 + 2vj − vj+1
h2
= f(xj), 1 ≤ j ≤ N − 1 (3.1.2)
v0 = vN = 0
Gornji zapis mozˇemo reprezentirati i u matricˇnoj formi Av = f , koristec´i vektor
aproksimativnih rjesˇenja v, te vektor funkcije desne strane f na sljedec´i nacˇin:
2 −1 · · · · · ·



















Matrica A je trodijagonalna, simetricˇna, pozitivo definitna, te dimenzije (N − 1) ×
(N − 1).
Uzmimo sada u obzir diskretnu 2D Poissonovu jednadzˇbu.
−uxx − uyy = f(x, y), 0 < x < 1 0 < y < 1 (3.1.3)
U obzir c´emo uzeti rubni uvjet u = 0 na rubu domene, tj. rubu jedinicˇnog kvadrata.
Analogno prosˇlom slucˇaju, diskretizirati c´emo domenu definirajuc´i tocˇke mrezˇe sa
(xi, yj) = (ihx, jhy), gdje nam je hx = 1/M , te hy = 1/N. Dvodimenzionalnu mrezˇu
c´emo takoder oznacˇiti sa Ωh.
−vi−1,j + 2vi,j − vi+1,j
h2x
+
−vi,j−1 + 2vi,j − vi,j+1
h2y
= fi,j, (3.1.4)
vi,j = 0, i = 0 ili i = M ili j = 0 ili j = N,
za 1 ≤ i ≤M −1, 1 ≤ j ≤ N −1, gdje nam je vi,j aproksimacija egzaktnog rjesˇenja
u(xi, yj), te fi,j = f(xi, yj). Sada imamo (M − 1) × (N − 1) unutrasˇnjih tocˇaka
mrezˇe, te isti broj nepoznanica. Odabrat c´emo leksikografski poredak po linijama sa
konstantnim indeksom i.
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Slika 3.2: Dvodimenzionalna mrezˇa na jedinicˇnom kvadratu. Tocˇke oznacˇavaju ne-
poznanice povezane sa tocˇkom mrezˇe zadanom diskretnom jednadzˇbom (3.1.4).
Nepoznanice i-tog stupca mrezˇe mozˇemo zapisat u vektoru vi = (vi1, ..., vi,N−1)T ,
za 1 ≤ i ≤M − 1. Slicˇno, uzmimo fi = (fi1, ..., fi,N−1)T . Sistem jednadzˇbi (3.1) sada
mozˇemo zapisati u matricˇnoj formi:
B −I · · · · · ·


















































Sistem je blok trodijagonalan, simetricˇan, te je pretezˇito ispunjen nulama. Blok di-
menzija je (M−1)×(M−1), te je svaki dijagonalan blok dimenzije (N−1)×(N−1),
dok je svaki nedijagonalan blok viˇsekratnik od (N−1)× (N−1) matrice I. Nasˇa dva
modela linearnih sistema (3.1.2) i (3.1.4) c´e nam biti esencijalni problemi na kojima
c´emo promatrati i usporedivati rjesˇenja raznih metoda sa Multigridom. Metode za
rjesˇavanje sistema (3.1.2.M) i (3.1.4.M) dijelimo u dvije kategorije: direktne metode,
te iterativne metode. U direktne metode spadaju metode kao npr. Gaussova elimina-
cija, faktorizacija, te brzi Poissonovi rjesˇavacˇi, dok iterativnih ima jako puno, ali c´emo
naglasak staviti na Jakobijevu, Gauss-Seidelovu, te jasno Multigrid metode, te c´emo
usporediti njihova rjesˇenja. Direktne metode podrazumjevaju racˇunanje egzaktnog
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(racˇunalnog) rjesˇenja u konacˇno mnogo aritmeticˇkih koraka. Jasno, efikasnost ovih
algoritama ovisi jako o velicˇini promatrane matrice A, te stoga nisu preporucˇljivi za
vec´e sisteme. Iterativne metode zapocˇinju sa inicijalnom aproksimacijom rjesˇenja, te
s koracima, aproksimacija rjesˇenja konvergira (ili bar to zˇelimo) egzaktnom rjesˇenju
linearnog sistema. Iz opisa metoda koja pripadaju ovoj kategoriji, jasno je da i one
imaju razne nedostatke koje c´emo pokusˇati ispraviti upravo uz pomoc´ Multigrid me-
tode.
Teorem 3.1.1. Neka je A ∈ Rn×n strogo dijagonalno dominantna ili ireducibilno
dijagonalno dominantna matrica. Tada su i Jacobijeva i Gauss-Seidelova metoda
konvergentne sa svakom pocˇetnom iteracijom.
Dokaz. Dokaz teorema se nalazi u [6].
Teorem 3.1.2. Iteracije x(k+1) = Fx(k) + c konvergiraju fiksnoj tocˇki x za svaki
pocˇetni x(0) akko je spr(F) < 1.
Dokaz. Dokaz teorema se nalazi u [6].
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3.2 Osnovne iterativne metode
Upoznali smo se sa 2 osnovna modela Poissonovih jednadzˇbi, te nam je sada cilj rijesˇiti
sisteme linearnih jednadzˇbi primjenom odredene iterativne metode. Neka nam
Au = f
oznacˇava generalan sistem linearnih jednadzˇbi kao u (3.1.2.M), te u (3.1.4.M). Sa u
(vektor) oznacˇavati c´emo egzaktno rjesˇenje sistema, dok c´e nam v (vektor) oznacˇavati
aproksimativno rjesˇenje dobiveno ili generirano nekom iterativnom metodom. Takoder
c´e kasnije biti potrebno asocirati u i v sa odredenom mrezˇom (posebno kod Multi-
grida), npr. sa Ωh, te c´emo u tom slucˇaju rjesˇenja oznacˇavati sa uh i vh. Ocˇito nam
je egzaktno rjesˇenje nepoznato, dok aproksimativno c´emo jasno racˇunati. Postoje
dvije bitne mjere koje nam govore koliko dobro je aproksimativno rjesˇenje. Prva je
pogresˇka, koja je dana sa
e = u− v.
Pogresˇka je takoder vektor, pa koristimo dva tipa normi za njeno racˇunanje definirana
sa




Nazˇalost, pogresˇka je nedostupna poput egzaktnog rjesˇenja, pa uvodmo drugu mjeru
rezidual, dan sa
r = f − Av.
Rezidual predstavlja vrijednost koja nam govori koliko je odstupanje aproksimativnog
rjesˇenja od rjesˇenja sustava. Rezidual je takoder vektor, te se mozˇe mjeriti sa istim
normama kao i pogresˇka. Primjetimo da nam jedinstvenost rjesˇenja u povlacˇi da
vrijedi r = 0 ⇐⇒ e = 0. Nadalje, ne vrijedi nuzˇno ako je r malen u normi, da je e
takoder malen u normi. Ako napiˇsemo ponovno orginalan problem
Au = f,
te preuredimo definiciju reziduala kao
Av = f − r
i onda oduzmemo drugi izraz od prvog, dobivamo bitnu vezu izmedu gresˇke i reziduala
Ae = r
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koju nazivamo rezidualnom jednadzˇbom. Ona kazˇe da gresˇka zadovoljava isti skup
jednadzˇbi kao i nepoznanica u kada zamijenimo f sa r (posebno bitno kod Mul-
tigrida.) Ako pretpostavimo da smo izracˇunali v, tada je jednostavno izracˇunati
rezidual r = f −Av. Da bismo poboljˇsali aproksimaciju v, mozˇemo rijesˇiti rezidualnu
jednadzˇbu za e, te zatim izracˇunati novu aproksimaciju koristec´i definiciju pogresˇke
u = v + e.
Obzirom da Jacobijeva i Gauss-Seidelova metoda nisu primarni predmet ovoga rada,
vec´ sekundarni, napisat c´emo samo kratko matricˇnu formu za ove dvije metode(detalji
u [5]):
JACOBIJEVA : v(1) = PJv
(0) +D−1f, PJ = D−1(L+ U),
GAUSS-SEIDELOVA : v(1) = PGv
(0) + (D − L)−1f, PG = (D − L)−1U,
gdje D, U , L predstavljaju dijagonalni, strogo gornje trokutasti, te strogo donje tro-
kutasti dio matrice sustava. Bitno je uocˇiti da nam konvergenciju metoda uvjetuje
Teorem 3.1.1. U nasˇim slucˇajevima je matrica sistema ireducibino dijagonalno domi-
nantna, dakle obje metode su konvergentne.
Pri proucˇavanju stacionarnih linearnih iteracija, dovoljno je uzeti homogen linearan
sistem Au = 0, te proizvoljnu inicijalnu vrijednost. U tom slucˇaju, znamo da nam je
egzaktna vrijednost u = 0, te da nam je pogresˇka −v. Sada se vrac´amo jednodimen-
zionalnom problemu gdje nam je f = 0. (Ovaj problem c´e nam biti referentan za sve
zakljucˇke koje c´emo izvesti do kraja ove sekcije).
−uj−1 + 2uj − uj+1 = 0, 1 ≤ j ≤ N − 1 (3.2.1)
u0 = uN = 0
Za inicijalnu vrijednost sada uzmimo vektore ili Fourierove modove (svojstveni vektori







gdje je 0 ≤ j ≤ N i 1 ≤ k ≤ N − 1. Slovo k nam predstavlja tzv. valni broj, a sluzˇi
nam za odredivanje broja perioda funkcije. Oznacˇimo sa vk vektor sa valnim brojem
k. Primjetimo da za male k, modovi odgovaraju dugacˇkim, glatkim valovima, dok za
velike odgovaraju oscilatornim valovima. Vidljivo je sa slike 3.4 da se pogresˇka sma-
njuje sa svakom iteracijom, te da se stopa opadanja gresˇke povec´ava proporcionalno
povec´anju valnog broja.
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, 0 ≤ j ≤ N, sa valnim brojevima k = 1, 3, 6.
Slika 3.4: Odnos pogresˇke i broja iteracija u ovisnosti o valnom broju za Gauss-
Seidelovu metodu
Pogledajmo sada realniji slucˇaj, u kojemu se inicijalna vrijednost sastoji od 3
moda: niskofrekventni val (k = 1), srednjefrekventni val (k = 6), te visokofrekventni
val (k = 32). Slika 3.5 nam pokazuje da se pogresˇka ubrzano smanjuje u prvih
pet iteracija, nakon cˇega brzina smanjivanja pogresˇke znatno opada. Kasnije c´emo
vidjeti da je inicijalno smanjivanje pogresˇke u korelaciji sa brzom eliminacijom viso-
kofrekventnih modova, dok je naknadno sporo opadanje pogresˇke posljedica prisustva
niskofrekventnih modova.
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Takoder, bitno je naglasiti da standardne iterativne metode ubrzano konvergiraju
sve dok pogresˇka ima visokofrekventne komponentne, dok nam sporija eliminacija
niskofrekventnih komponenti degradira preformanse ovih metoda.
U ovom trenutku, potrebno je uspostaviti terminologiju koju c´emo naknadno ko-
ristiti. Modove u donjoj polovici spektra sa valnim brojem u rangu 1 ≤ k ≤ N/2,
c´emo nazivati glatki modovi, dok c´emo one u gornjoj polovici, tj. u rangu N/2 ≤ k ≤
N − 1, nazivati oscilatorni. Mnoge relaksacijske sheme posjeduju svojstvo elimini-
ranja oscilatorih modova, te ostavljanja glatkih modova. Ovo svojstvo c´emo nazvati
izgladujuc´e svojstvo, te nam ono predstavlja ozbiljan nedostatak ovih metoda. Postoji
lijek za taj problem i naziva se Multigrid.
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3.3 Elementi Multigrida
Prvo poboljˇsanje iterativnih metoda koje nam se prirodno javlja je koriˇstenje dobre
inicijalne vrijednosti. Jedna od osnovnih tehnika za to je izvodenje preliminarnih
iteracija na grubljoj (manji broj tocˇaka) mrezˇi, te koriˇstenje dobivenog rezultata
kao inicijalne vrijednosti. Promatrajuc´i grublju mrezˇu, sjetimo se da najosnovnije
sheme profinjenja mrezˇe trpe zbog glatke komponente gresˇke. Pretpostavimo da
primjenjujemo odabranu shemu profinjenja sve dok imamo glatku komponentu gresˇke.
Pitamo se kako izgleda ta gresˇka na grubljoj mrezˇi. Sljedec´a slika daje nam odgovor.
Vidimo da nam glatki val na mrezˇi Ωh viˇse oscilira na grubljoj mrezˇi Ω2h. Upravo to
Slika 3.6: Val sa brojem oscilacija k = 4 na Ωh (N = 12) je projiciran na mrezˇu
Ω2h (N = 6). Gruba mrezˇa ”vidi” val sa brojem osilacija k = 4, koji viˇse oscilira na
grubljoj nego li na finijoj mrezˇi.
svojstvo nam daje glavnu motivaciju za Multigrid. Vazˇno je napomenuti da glatki
modovi na finijoj mrezˇi, izgledaju manje glatki kada se prebace na grublju mrezˇu.
Ta cˇinjenica nam sugerira da kada se profinjenje pocˇne oduglovacˇiti, sˇto je posljedica
dominacije glatke komponente pogresˇke, nastavimo postupak na grubljoj mrezˇi na
kojoj nam te gresˇke osciliraju, te je stoga profinjenje uspjesˇnije.
Sada si postavljamo bitno pitanje - kako prec´i na grublju mrezˇu, te iskoristiti
svojstvo da nam gresˇke viˇse osciliraju na njoj? Odgovor na to pitanje c´e nam dati
upravo Multigrid. Ako nam v predstavlja aproksimaciju egzaktnog rjesˇenja u, tada
gresˇka e = u− v zadovoljava
Ae = r = f − Av. (3.3.1.)
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Takoder, treba imati na umu sljedec´u cˇinjenicu:
Profinjenje orginalne jednadzˇbe Au = f sa proizvoljnom inicijalnom vrijednosˇc´u v
ekvivalentno je profinjenju rezidualne jednadzˇbe Ae = r sa specificˇnim inicijalnim
uvjetom e = 0.
Prva i osnovna stvar Multigrida je strategija prelaska na grublju mrezˇu. Cilj je krenuti
od jako grube mrezˇe, te na njoj izracˇunati jednadzˇbu Au = f , a zatim postepeno
profinjavati mrezˇu, te na svakoj mrezˇi rjesˇavati istu jednadzˇbu (ugnjezˇdene iteracije).
Nakon toga, zˇelimo iskoristiti rezidualnu jednadzˇbu za racˇunanje gresˇke. Postupak
bi bio:
Rijesˇiti Au = f na Ωh radi dobivanja aproksimacije vh.
Izracˇunati rezidual r = f − Avh.
Rijesˇiti Ae = r na grubljoj mrezˇi Ω2h radi dobivanja aproksimacije gresˇke e2h.
Ispraviti aproksimativno rjesˇenje vh dobiveno na pocˇetnoj mrezˇi koristec´i gresˇku e2h
vh ← vh + e2h
Trenutno nam je nejasno kako izracˇunati rezidual na Ωh prebaciti na Ω2h, te
kako obrnuto napraviti istu stvar sa gresˇkom (standardna notacija - mrezˇa Ω2h ima
dvostruko manje tocˇaka od Ωh ). U tome c´e nam pomoc´i opearator linearne inter-
polacije Ih2h, te operator restrikcije I
2h
h . Definiramo operator linearne interpolacije sa
Ih2hv
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Slika 3.7: Interpolacija vektora sa grublje Ω2h na finiju mrezˇu Ωh.
Ih2h je linearan operator sa R
N
2
−1 u RN−1. Punog je ranga i ima trivijalnu jezgru.






























Kada interpoliramo glatku pogresˇku sa grublje na finiju mrezˇu, interpolant je takoder
gladak. Suprotno, ako nam je gresˇka oscilacijska, interpolant nam nec´e biti precizan.
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Slika 3.8: (a) Ako je egzaktna gresˇka na Ωh(oznacˇena sa ◦ i •) glatka, interpolant
aproksimacije grublje mrezˇe e2h (oznacˇen sa ◦) bi trebao dati dobru reprezentaciju
egzaktne pogresˇke. (b) Ako je egzaktna gresˇka na Ωh (oznacˇena sa ◦ i •) oscilacij-
ska, interpolant aproksimacije grublje mrezˇe e2h (oznacˇen sa ◦) bi mogao dati losˇu
reprezentaciju egzaktne pogresˇke.





























Sada trebamo definirati restrikcijski operator I2hh . Najocˇitiji primjer takvog ope-














I2hh je linearan operator sa RN−1 u R
N
2
−1. Dimenzija ranga mu je N
2
− 1, dok mu je
jezgra dimenzije N
2
. Pokazˇimo primjerom djelovanje tog operatora za npr. N = 8
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T , c ∈ R
Ovo svojstvo je bitno zbog veze izmedu operatora (matrice) na razlicˇitim mrezˇama.
Zbog toga se oni, kod prelaska s jedne mrezˇe na drugu definiraju na isti nacˇin, do na
multiplikativni faktor.
Slika 3.9: Restrikcija po punoj tezˇini finije na grublju mrezˇu.
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Definirajmo sada strategiju profinjenja grublje mrezˇe, koje c´emo oznacˇiti sa GG.
vh ← GG(vh, fh)
Profini (primjeni iterativnu metodu) ν1 puta na mrezˇi Ω
h rjesˇavajuc´i problem
Ahuh = fh sa inicijalnom vrijednosˇc´u vh.
Izracˇunaj r2h = I2hh (f
h − Ahvh).
Rijesˇi A2he2h = r2h na mrezˇi Ω2h
Iskoristi aproksimaciju finije mrezˇe: vh ← vh + Ih2he2h.
Profini ν2 puta na mrezˇi Ω
h rjesˇavajuc´i problem Ahuh = fh sa inicijalnom
vrijednosˇc´u vh.
Nekoliko stvari trebamo napomenuti ovdje. Potrebno je razlikovati mrezˇe, tj.
pazˇljivo gledati definiciju pojedinog operatora. Zatim, potrebno je definirati izgled
matrice A2h, te ju trenutno mozˇemo zamiˇsljati kao Ω2h verziju matrce Ah. Takoder,
ν1 i ν2 su nenegativni cijeli brojevi, te je u praksi ν1 ∈ {1, 2, 3}. Relaksacija na finijoj
mrezˇi c´e nam eliminirati oscilacijske komponente gresˇke, dajuc´i nam relativno glatku
pogresˇku. Vrijedi sljedec´e svojstvo:
A2h = I2hh A
hIh2h




1.Profini µ1 puta na A
uuh = fh sa zadanom inicijalnom vrijednosˇc´u vh.
2.Ako je mrezˇa Ωh najgrublja mrezˇa, idi na 4.
Inacˇe f 2h ← I2hh (fh − Ahvh)
v2h ← 0
v2h ←Mµ2h(v2h, f 2h) µ puta.
3.Korigiraj vh ← vh + Ih2hv2h.
4.Profini µ2 puta na A
uuh = fh sa zadanom inicijalnom vrijednosˇc´u vh.
µ-Ciklusna matoda nam predstavlja cijelu familiju ciklusnih multigrid shema. U
praksi se primjenjuju dvije metode i to V-Ciklus za µ = 1, te W-Ciklus za µ = 2.
Ove dvije metode nam predstavljaju ideju profinjenja grube mrezˇe, te je potrebno josˇ
iskoristiti ugnjezˇdene iteracije, koje nam daju dobru inicijalnu vrijednost, za komple-
tiranje algoritma. Sve to nam omoguc´uje sljedec´i algoritam u kompaktnoj formi
Kompletni V-Ciklusni Multigrid
vh ← FMV h(vh, fh)
1.Ako je mrezˇa Ωh najgrublja mrezˇa, idi na 3.
Inacˇe f 2h ← I2hh (fh − Ahvh)
v2h ← 0
v2h ← FMV 2h(v2h, f 2h).
2.Korigiraj vh ← vh + Ih2hv2h.
3.vh ←Mµh(vh, fh) ν0 puta. ( µ = 1, tj. V-Ciklus )
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Slika 3.10: Raspored mrezˇa za (a) V-cilkus, (b) W-ciklus i (c) FMV shemu, na sva
cˇetiri nivoa.
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3.5 Rezultati
Reference za kodove su [1], te [2]
Na slikama vidimo rjesˇenja pomoc´u razlicˇith metoda za 1D Poissonovu jednadzˇbu,
gdje su nam varijable: N = 1024, f = −1 + 100 cos(24pix) + 1000 cos(100pix);
Slika 3.11: Prikaz egzaktnog rjesˇenja jednadzˇbe u ovisnosti o x
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Slika 3.12: Gornja slika nam daje prikaz aproksimativnog rjesˇenja dobivenog Ja-
cobijevom metodom u ovisnosti o x, dok nam donja daje prikaz odnosa pogresˇke u
ovisnosti o x. Prikaz aproksimacije rjesˇenja smo dobili nakon 100 iteracija, a pogresˇka
ima vrijednost ‖e‖∞ = 0.1652
Slika 3.13: Prikaz aproksimativnog rjesˇenja dobivenog Multigridom u ovisnosti o x.
Koristili smo rekurzivnu V-ciklusnu shemu, te smo provodili tri koraka Jakobijeve
metode prije i poslije korekcije na grubljoj mrezˇi. Pogresˇka ima vrijednost ‖e‖∞ =
0.0022
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Na slikama vidimo rjesˇenja pomoc´u razlicˇith metoda za 1D Poissonovu jednadzˇbu,
gdje su nam varijable: N = 2048 , f = −1 + cos(24pix) + 1000 sin(10pix);
Slika 3.14: Prikaz egzaktnog rjesˇenja jednadzˇbe u ovisnosti o x
Slika 3.15: Gornja slika nam daje prikaz aproksimativnog rjesˇenja dobivenog Ja-
cobijevom metodom u ovisnosti o x, dok nam donja daje prikaz odnosa pogresˇke u
ovisnosti o x. Prikaz aproksimacije rjesˇenja smo dobili nakon 100 iteracija, a pogresˇka
ima vrijednost ‖e‖∞ = 1.1254
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Slika 3.16: Prikaz aproksimativnog rjesˇenja dobivenog Multigridom u ovisnosti o x.
Koristili smo rekurzivnu V-ciklusnu shemu, te smo provodili tri koraka Jakobijeve
metode prije i poslije korekcije na grubljoj mrezˇi. Pogresˇka ima vrijednost ‖e‖∞ =
0.0132
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Data: function u = multigrid1D(f)





if N > 2 then
for i = 1 : 3 do
u(I) = 1/2 · (u(I + 1) + u(I − 1)− h2 · f(I))
end
residual = [0; f(I)− 1/h2 · (u(I + 1)− 2 · u(I) + u(I − 1)); 0] ;
coarseresidual = residual(1:2:end) ;
coarseerror = multigrid1D (-coarseresidual) ;
error = zeros(N+1,1);
error = interp1(1:2:(N+1), coarseerror, 1:(N+1), ’linear’);
u = u - error’;
for i = 1 : 3 do
u(I) = 1/2 · (u(I + 1) + u(I − 1)− h2 · f(I))
end
else
u(I) = −1/2 · h2 · f(I);
end
Algorithm 1: Pseudokod Multigrid metode koriˇstene za dobivanja rezultata
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Sazˇetak
Osnovna ideja ovoga rada nam je bila Multigrid metoda, tj. njezina usporedba sa
ostalim iterativnim metodama. Testiranje metoda smo provodili iskljucˇivo koristec´i
Poissonovu jednadzˇbu sa homogenim rubnim uvjetom, premda to nije bilo nuzˇno.
Takoder, koristili smo legitimnu pretpostavku da nam je promatrani prostor dimenzije
1D, zbog slozˇenosti postavljanja problema u viˇsim dimenzijama.
Radi laksˇeg snalazˇenja, rad smo podijelili na tri osnovne cjeline: Uvod, Poissonova
jednadzˇba, te Multigrid. U prvoj cjelini smo iskazali osnovne matematicˇke pojmove
koje smo koristili, dok smo u drugoj klasificirali Poissonovu jednazˇbu. Posljednja,
glavna cjelina se sastoji od motivacije i opc´enitih razmatranja koja su dovela do
razvijanja Multigrida, osnovnih elemenata Multigrida koje smo morali u konacˇnici
povezati, te naposljetku od pseudokoda algoritma i graficˇkog prikaza rezultata.
Poseban naglasak smo stavili na rezultate, koji su nam sa pragmaticˇnog sta-
jaliˇsta, najbitniji dio rada. Nismo vrsˇili detaljnu interpretaciju rezultata, radi jasnoc´e
MATLAB-ovskih graficˇkih prikaza. Kod uz pomoc´ kojega su dobiveni rezultati, je
pisan posebno u MATLABU, te nam je omoguc´io usporedbu Multigrida sa osnovnim
metodama poput Jacobijeve.
Summary
Basic idea of this work is Multigrid method, i.e. comparison with other basic iterative
methods. Method testing was carried out exclusively using Poisson equation with
homogeneous boundary condition, although that was not necessary. Also, we used
legitimate assumption that our space has dimension 1D, due to complex set up in
higher dimensions.
Conveniently, our work is split in three basic units: Introduction, Poisson equ-
ation, and Multigrid. In first unit, we have expressed basic mathematical terms which
we used, while in second unit we classified Poisson equation. Last, the most signifi-
cant unit consists of motivation and general considerations which led us to develop
Multgrid, basic elements of Multigrid, which we had to connect in the end, and finally
algorithm pseudocode and graphical display of results.
Special emphasis is made on the results, which are from pragmatical viewpoint,
most important part of our work. We did not performed detailed interpretation of
our results, because of distinct clearness of MATLAB graphical displays. Code which
obtained our results, is written in MATLAB, and allow us comparison of Multigrid
with basic iterative methods like Jacobi.
Zˇivotopis
Roden sam 15. ozˇujka 1990. godine u Slavonskom Brodu. Nakon zavrsˇene osnovne
sˇkole Dr. Stjepan Ilijasˇevic´ u Slavonskom Kobasˇu, upisao sam Tehnicˇku sˇkolu - smjer
Tehnicˇar za elektroniku, u Slavonskom Brodu.
Maturirao sam 2008. godine, a tema maturalnog rada mi je bila ”Ispis laserom
na zid”. Rad je bio grupni, te se sastojao od fizicˇke izrade stroja, kao i popratne
dokumentacije i softvera.
Smjer Matematika na preddiplomskom studiju PMF sam upisao 2008. godine, a
diplomski studij Primjenjena matematika sam upisao 2013. godine.
Pocˇetkom 2015. godine, pocˇeo sam se baviti izradom android aplikacija, te sam
sudjelovao u projektu ”Tinnitus”, koji je obuhvac´ao izradu aplikacije, cˇija je namjena
bila pomoc´i ljudima sa slusˇnim problemima.
