Abstract-Noisy network coding naturally combines two parallel lines of work on network information flow -network coding over noiseless networks by Ahlswede, Cai, Li, and Yeung, and compress-forward coding for the relay channel by Cover and El Gamal and extends both results to general discrete memoryless and Gaussian networks. In particular, it achieves the best known capacity inner bounds for several multi-source multicast networks including deterministic networks by Avestimehr, Diggavi, and Tse and erasure networks by Dana, Gowaikar, Palanki, Hassibi, and Effros.
We assume that messages M k , k ∈ [1 : N ], are each uniformly distributed over [1 : 2 nR k ], and are independent of each other. The average probability of error is defined by
A rate tuple (R 1 , . . . , R N ) is said to be achievable if there exists a sequence of (2 nR1 , . . . , 2 nRN , n) codes with P (n) e → 0 as n → ∞. The capacity region of the DMN is the closure of the set of achievable rate tuples.
Recently, noisy network coding was proposed [1] , which achieves the following rate tuples for the multicast setting, i.e., D k = D for k ∈ [1 : N ]. k∈S R k . By evaluating Theorem 1 for specific networks, it can be shown that noisy network coding recovers many previously known results, such as the results on deterministic networks and Gaussian relay networks by Avestimehr, Diggavi, and Tse [2] , and the results on wireless erasure networks by Dana, Gowaikar, Palanki, Hassibi, and Effros [3] . In fact, noisy network coding naturally combines, network coding over noiseless networks by Ahlswede, Cai, Li, and Yeung [4] , and compress-forward coding for the relay channel by Cover and El Gamal [5] , extending both results to general discrete memoryless and Gaussian networks.
In a way, the noisy network coding scheme can be viewed as transforming a multi-hop relay network into a single-hop interference network where the channel outputs are compressed versions of the received signals. For non-multicast networks with general message demand, two additional coding schemes has been proposed, which combines the underlying network compress-forward coding scheme for multicast networks with decoding techniques for interference channels. At one extreme, noisy network coding is combined with simultaneous decoding [1, Theorem 2] , while at the other extreme interference is treated as noise [1, Theorem 3] .
Noisy network coding involves three key ingredients: message repetition coding, simultaneous decoding, and relay signal compression. Message repetition coding, unlike previous block Markov schemes where independent messages are sent over multiple blocks, operates by sending the same message through multiple blocks using independent codebooks. Furthermore, the compression indices are sent directly without using Wyner-Ziv binning as done in previous compressforward schemes. For the decoding procedure, each decoder performs simultaneous joint typicality decoding on the received signals from all the blocks without explicitly decoding the compression indices. As a consequence of the scheme, arbitrary delays due to multiple hops in the network can be handled in a much simpler manner without the two-stage approach which resorts to time expansion for extending the results of acyclic networks to networks with cycles. Additionally, the approach differs from the classical compress-forward scheme [5] , where there are two decoding stages involving the compression index. In the classical compress-forward scheme, the decoder first decodes the bin index and the compression index is decoded sequentially. The two decoding stages imply additional constraints compared to noisy network coding, and it was shown in [1] by considering two examples, the two-way relay channel and the interference relay channel, that noisy network coding outperforms other compress-forward variants.
In this paper, we focus on the two-way relay channel as a canonical model for short-range multiple user networks, and further improve noisy network coding for this specific channel model. Various coding schemes for the two-way relay channel have been investigated in [6] , [7] , [8] . Here, we exploit the simple structure of the network to develop more sophisticated extensions of noisy network coding that may be tedious to analyze in large scale networks.
For the two-way relay channel, the original noisy network coding scheme in [1] involves the relay node to use a single compression codebook for both destination nodes. However, the quality of the relay-destination links as well as the side information depending on the channel conditions may differ at the destination nodes. Accordingly, in the new scheme, instead of just sending a common compression index to both destinations, the relay node compresses its observation into two layers: the common layer and the refinement layer. The common layer is used at both decoders, while the refinement layer is used only at one of the decoders.
Throughout the paper, we follow the notation in [9] . In particular, a sequence of random variables with node index k and
II. TWO-WAY RELAY CHANNEL
The two-way relay channel p(y 1 , y 2 , y 3 |x 1 , x 2 , x 3 ) is a DMN with two source nodes 1 and 2 that wish to exchange independent messages reliably with the help of relay node 3, i.e., N = 3, R 3 = 0, D 1 = {2}, and D 2 = {1} in the general DMN model (1).
A. Main result
We denote R 1 as the set of rate pairs (R 1 , R 2 ) that satisfy
and denote R 2 as the set of rate pairs (R 1 , R 2 ) that satisfy
Theorem 2: For the two-way relay channel, a rate pair (R 1 , R 2 ) is achievable if it is in the convex hull of the rate region R 1 ∪ R 2 .
As a special case, by choosing U = X 3 andỸ =Ŷ , we recover the noisy network coding inner bound in [1] that consists of rate pairs (R 1 , R 2 ) satisfying the rate region
B. Proof of achievability
In the following, we prove the achievability of the rate region R 1 . The region R 2 can be achieved by switching the role of user 1 and 2. By time sharing, the convex hull of R 1 ∪R 2 is achievable. For simplicity of notation, we consider the case Q = ∅. Achievability for an arbitrary time-sharing random variable Q can be proved using the coded time sharing technique [9] .
Let
In block j, the relay finds the "compressed" pair (ŷ 3j ,ỹ 3j ) of the relay output y 3j conditioned on (x 3j , u j ) whereỹ 3j represents the common layer andŷ 3j represents the refinement layer. The relay node then transmits a codeword x 3,j+1 (ŷ 3j ,ỹ 3j ) which is superimposed on u j+1 (ỹ 3j ) in the next block. After b block transmissions, decoder 1 finds the correct message m 2 ∈ [1 : 2 nbR2 ] using the codebook information of the common layer to joint typical decode for each of b blocks simultaneously. Decoder 2 finds the correct message m 1 ∈ [1 : 2 nbR1 ] similar to decoder 1 with additionally utilizing the codebook information of the refinement layer. The details are given in the following. 
This procedure generates the codebook,
Encoding and decoding are explained with the help of Table I . Encoding: Let (m 1 , m 2 ) be the messages to be sent. Then, the source nodes each transmits the codeword x 1j (m 1 ) and x 2j (m 2 ) in block j ∈ [1 : b] . The relay node upon receiving y 3j at the end of block j ∈ [1 : b], finds an index pair (t j , l j ) such that
where (l 0 , t 0 ) = (1, 1) by convention.
Decoding: Let > . At the end of block b, decoder 2 looks for a unique messagem 1 ∈ [1 :
On the other hand, decoder 1 looks for a unique messagem 2 ∈ [1 : 2 nbR2 ] such that
Probability of error analysis: Let (M 1 , M 2 ) denote the messages sent by the source nodes, and (T j , L j ), j ∈ [1 : b] denote the index pair chosen by the relay node at block j. To bound the probability of error, assume without loss of generality that (M 1 , M 2 ) = (1, 1). Define the events:
Then, the probability of error of decoder 1 (P(E 1 )) and decoder 2 (P(E 2 )) are upper bounded by 
Lemma 1: There exists δ( ) which tends to zero as
where
where equality (5) follows since the codebook is generated independently for each block j and the channel is memoryless. Note that if m 2 = 1 and t j−1 = 1, then
. Hence, by the joint typicality lemma [9] ,
Similarly, if m 2 = 1, t j−1 = 1, and l j−1 = 1, then
conditionally independent of (U j ,Ỹ 3j , X 1j , Y 1j ). Hence, by the joint typicality lemma,
Finally, if m 2 = 1, t j−1 = 1, and l j−1 = 1, then
, and b 4 denote the number of (t j = 1, l j = 1), (t j = 1, l j = 1), (t j = 1, l j = 1), and (t j = 1, l j = 1) in the sequence of index pairs (l 1 , t 1 ), . . . , (l b−1 , t b−1 ) , respectively. Note that b := b 1 , . . . , b 4 depends on the value of (t j , l j ), j ∈ [1 : b−1], however, for notational convenience the relation is suppressed. Therefore
where the summation of positive integers b are over those such that 
Finally, by letting b → ∞, we have
By exchanging the user indices and neglecting l j−1 , l j , X 3j (l j−1 |t j−1 ) andŶ 3j (l j |t j , l j−1 , t j−1 ) from the previous analysis of decoder 1, we can further show that
Finally, gathering inequalities (3), (4), (6), (7), (8), (9), and (10), using the Fourier-Motzkin procedure to eliminateR and R, getting rid of inactive inequalities, and time sharing, we obtain R 1 which concludes the proof. In the following, we evaluate Theorem 2 for the Gaussian two-way relay channel
III. GAUSSIAN TWO-WAY RELAY CHANNEL
where Z k , k ∈ {1, 2, 3} are independent Gaussian random variables with zero mean and unit variance and g 12 , g 21 , g 13 , g 23 , g 31 , and g 32 are the channel gains. We further assume average power constraint P on each sender X k , k ∈ {1, 2, 3}.
Let Q = ∅, X 1 and X 2 be i.i.d. Gaussian with zero mean and variance P . Let U ∼ N(0, αP ) and X 3 = V + U where V ∼ N(0,ᾱP ) independent of U . Further, letŶ 3 = Y 3 +Ẑ 3 andỸ 3 =Ŷ 3 +Z 3 , whereẐ 3 andZ 3 are independent Gaussians withẐ ∼ N(0,σ 2 ) andZ ∼ N(0,σ 2 ). Thus, Y 3 →Ŷ →Ỹ form a Markov chain (Note that the Markovity does not incur any loss among the set of Gaussian test channels). Then, R 1 simplifies to the set of rate pairs (R 1 , R 2 ) such that
for someσ 2 ,σ 2 > 0 and 0 ≤ α ≤ 1, whereᾱ = 1 − α and C(x) = 1 2 log(1+x). On the other hand, by setting Q = ∅ and
2 ), the noisy network coding inner bound simplifies to the set of rate pairs (R 1 , R 2 ) such that
for some σ 2 > 0. We further compare with two schemes presented in [6] , compress-forward and amplify-forward. The compressforward inner bound is given by the set of rate pairs (R 1 , R 2 ) such that
2 min{g 2 32 , g 2 31 }P and the amplify-forward inner bound is given by the rate .
In Figures 1 and 2 , we compare the performance of the proposed scheme (layered NNC) with noisy network coding (NNC), compress-forward (CF), and amplify-forward (AF) for a geometric model. The channel gains are given by g 13 = g 31 = d
−γ/2 and g 23 = g 32 = (1 − d) −γ/2 , where d ∈ [0, 1] is the location of the relay node between nodes 1 and 2 (which are unit distance apart) and γ = 3 is the path loss exponent. Figure 1 depicts the case where g 21 = g 12 = 1 (that is, there is a direct link between nodes 1 and 2) and Figure 2 depicts the case g 21 = g 12 = 0 (that is, there is no direct link between nodes 1 and 2). The first case can be interpreted as the Gaussian two-way relay channel where all nodes transmit in the single frequency band while the second case corresponds to the frequency division between senderrelay and relay-destination (BC) links. Figure 1 shows that layered noisy network coding outperforms all other schemes where the performance gain increases with channel asymmetry. In Figure 2 , noisy network coding provides a substantial gain over compress-forward when the channel is asymmetric and layered noisy network coding provides additional gain. In particular, when the relay node is co-located with node 1 (d = 0), layered noisy network coding achieves the capacity.
As a final note, both noisy network coding schemes are the only schemes that are within 1 bit of the cutset bound, independent of the channel gains and power constraint. For the case without direct links between node 1 and 2 the gap can be improved to 1/2 bit (an achievable scheme using lattice codes was also shown to be within 1/2 bit [8] for the case without direct links between source-destination pairs).
