





The processors in workstations, personal comput-
ers, and servers are becoming increasingly power-
ful, enabling them to run new kinds of applications,
and to simultaneously run combinations of appli-
cations that were previously infeasible. However,
fast hardware is not enough—the operating system
must effectively manage system resources such as
processor time, memory, and I/O bandwidth. The
proposed work focuses on management of proces-
sor time, the effectiveness of which is an important
factor in overall system performance [14].
Each processor in a system can only perform
one task at a time; the scheduler in the operat-
ing system decides which task that is. The sched-
ulers in general-purpose operating systems are de-
signed to provide fast response time for interactive
applications and high throughput for non-interactive
ones. Unfortunately, these schedulers have very lit-
tle knowledge of applications’ actual CPU schedul-
ing needs, causing them to poorly schedule several
classes of applications. Even multi-gigahertz pro-
cessors will be of little use if the operating system
does not run the right applications at the right times.
Many domain-specific scheduling algorithms
have been developed by the operating systems com-
munity. For example, real-time schedulers and ac-
companying analysis enable computations to com-
plete before deadlines under certain conditions.
Gang schedulers and implicit coschedulers per-
mit efficient execution of parallel programs when
the progress of a task is highly dependent on the
progress of other tasks. Proportional share sched-
ulers can prevent groups of tasks from interfering
with other groups by limiting aggregate CPU us-
age of groups. Because the schedulers in general-
purpose operating systems do not implement these
specialized algorithms, users cannot reap the associ-
ated benefits—predictability, parallel speedup, and
load isolation, in the examples above.
It is difficult to select, in advance, the right sched-
uler for an operating system because the choice of
scheduling algorithm depends on the mix of appli-
cations. In fact, a premise of this work is that it
should not be selected in advance. Rather, we en-
able code implementing arbitrary scheduling poli-
cies to be loaded into the kernel at run-time. Proces-
sor time is then allocated by the set of loaded sched-
ulers in cooperation with applications, and a CPU
resource manager which manages interactions be-
tween schedulers and enforces user-specified poli-
cies about processor allocation.
In this document, task and application are used
interchangeably to describe the set of computations
associated with some user application. A thread is a
schedulable entity—a task is typically implemented
by a group of cooperating threads.
The hierarchical loadable scheduler architec-
ture has two parts: the loadable scheduler infras-
tructure, which is implemented in the operating
system and provides the framework for loadable
scheduling, and loadable schedulers, which imple-
ment the scheduler interface. Loadable schedulers
may schedule threads or other schedulers; they are
arranged in a hierarchy—processor time starts at a
root scheduler and moves to the leaves, which are
threads. Figure 1 shows a high-level view of the
system.
2 Goals of the Proposed Work
The first goal of my work is to reduce the cost
of adding application-specific scheduling policies
to general purpose operating systems. The cost of







Figure 1: The Hierarchical Loadable Scheduler Ar-
chitecture.
tem without loadable schedulers includes the cost of
obtaining and understanding the source code for the
OS, and the cost of integrating the new scheduler
with existing scheduler code. The resulting mono-
lithic scheduler is likely to be complex and difficult
to maintain, as well as being inflexible—its poli-
cies cannot easily be replaced or composed in some
other arrangement. The second goal is to allocate
processor time to applications that the user or users
deem important, using a high-level resource man-
agement approach.
My thesis statement, then, is:
Hierarchical Loadable Scheduling defines
an architecture for dynamic composition
of scheduling policies in the kernel of a
general-purpose operating system. The
architecture enables the use of scheduling
policies that closely match application re-
quirements, while avoiding the cost of de-
veloping a complex, monolithic scheduler
that implements all of the desired func-
tionality, and the inflexibility inherent in
that approach. Low-level scheduling de-
cisions are made by the loaded sched-
ulers, and high-level processor allocation
decisions are made by a resource manager
whose goal it is to maximize the value of
the system as perceived by the user.
The challenge is to design the scheduler inter-
face in such a way that the functionality of in-
dependently authored loadable schedulers can be
composed, with predictable results. The system
also needs to be efficient at run-time, and to ef-
fectively manage processor time in accordance with
user policies.
Schedulers implementing the scheduler interface
are to be source-compatible between operating sys-
tems that implement the loadable scheduler infras-
tructure. This is a desirable property because sched-
ulers can be complex pieces of code and, if possible,
should be written once and used many times. The
Uniform Driver Interface [16] has similar goals—
portability of device drivers between UNIX vari-
ants. However, it specifies compatibility at the bi-
nary level.
3 Motivation
Two examples, one from industry and one from
academia, motivate the need for loadable schedul-
ing policies. Intel’s Soft Migration [4] initiative
is an attempt to move functionality traditionally
found on peripheral hardware onto the main CPU.
For example, soft modems perform all signal pro-
cessing in software—they are cheaper than regular
modems, which require dedicated signal-processing
hardware. Similarly, SoftOSS from 4Front Tech-
nologies [18] is a software implementation of a
wavetable mixer. Both products are CPU-intensive,
and both require timely execution—missed dead-
lines can result in modem resets and sound glitches.
Because they cannot count on predictable
scheduling by the time-sharing schedulers in gen-
eral purpose operating systems, both products run
their time-dependent code in kernel drivers, com-
pletely bypassing the scheduler. This approach is
undesirable for several reasons, but it will work
as long as only one such driver is present in the
system—when there are two or more, then conflicts
between them can easily result in missed deadlines
even when the system is underloaded. A system
with a real-time scheduler would have the capabil-
ity to either recognize that together, SoftOSS and a
soft modem over-commit the processor resource, or
to schedule both pieces of software in such a way
that deadlines are never missed.
Banga et al. have added the resource container
[2] abstraction to Digital UNIX, which enables the
resources of a group of processes to be managed as
a unit. This is useful, for example, on a machine
acting as a web server for two separate domains—
the web server threads, CGI processes, etc. for each
domain can be prevented from degrading the per-
formance of other domains. Implementing resource
containers required modifications to the CPU sched-
uler; the authors implemented, in effect, a fixed,
two-level scheduling hierarchy.
In the first example, the problem was solved
badly by approximating a real-time scheduler using
device drivers. In the second, the authors had to
modify a complex piece of code, the Digital UNIX
scheduler, to achieve their goals. Both problems
could have been solved more effectively in a system
supporting loadable scheduling policies.
3.1 Related Work
Most modern operating systems permit code to
be dynamically loaded into the kernel. However, it
is usually the case that only device drivers may be
loaded—the interfaces available to loadable kernel
modules are quite limited.
Vassal [11] is an immediate intellectual predeces-
sor to my work—it is a modified version of Win-
dows NT that permits loadable kernel modules to
make scheduling decisions; its decisions take prior-
ity over the NT scheduler, which runs when Vassal
makes no decision. The static relationship between
the schedulers, the limited kernel interface, and the
ability to load only one scheduler at a time are lim-
itations of the prototype Vassal implementation that
will be removed in my work.
SPIN [3] allows users to create kernel support
for their own thread packages by downloading code
into the kernel. The thread scheduler is scheduled
by a global scheduler, which can be replaced but
not extended. Exokernel [6] gives applications di-
rect control over context switching and scheduling.
However, the global scheduler is again provided by
the system, and is not extensible.
UNIX System V release 4 supports several
scheduling policies called scheduling classes [8,
pp. 160–191]. However, scheduling decisions are
still mapped onto priorities, and the highest prior-
ity thread is selected for execution. Nieh et al. [14]
have shown that scheduling classes are insufficient
to effectively schedule multimedia applications.
CPU inheritance scheduling [7] is closely related


















Figure 2: Example scheduling hierarchy.
arate, unprivileged protection domains; they com-
municate through an IPC-based interface. The ba-
sic primitive is CPU donation—scheduler threads
“hand off” the CPU to other schedulers, and finally
to a program thread. This allows flexible compo-
sition of scheduling policies, although there is no
accompanying resource management framework to
regulate allocation of CPU time.
Stankovic et al. have developed a hierarchical al-
gorithm that uses a multimedia server, scheduled us-
ing a hard real-time scheduler, to run soft real-time
applications [13, 17].
Goyal and Guo use start-time fair queuing to par-
tition CPU time hierarchically, with other schedul-
ing algorithms present at the leaf nodes of the
scheduling tree [9]. Deng et al. describe a similar
scheme, but using an EDF scheduler at the root of
the scheduling tree [5].
The resource management aspects of my work
are similar to those proposed by Jones for the Rialto
operating system [10] and Oparah for Nemesis [15],
although the tight integration of processor manage-
ment and scheduling policies is new.
3.2 An Example
Figure 2 shows an example of a scheduling hi-
erarchy, to which I will refer throughout this doc-
ument. The fixed-quantum scheduler is a simple
reservation-based real-time scheduler that gives, for
example, 5ms out of every 20ms of CPU time to
the Rialto/NT scheduler, and the rest to the fixed-
priority scheduler. Rialto/NT is a complex real-time
scheduler that uses sub-schedulers (running a modi-
fied round-robin algorithm) to schedule activities—
groups of threads that cooperate to perform a task.
The fixed-priority scheduler always runs the fair-
share scheduler if possible, and runs the batch
scheduler otherwise. The fair-share scheduler pro-
vides load-isolation between users, who can run the
timesharing scheduler of their choice. User 1 is run-
ning a loadable version of the Linux scheduler, and
user 2 runs a loadable version of the NT scheduler,
which schedules threads U1, U2, and U3.
The batch scheduler gives long time-slices to the
non-interactive jobs B1 and B2 in order to reduce
context switch overhead. Note that in this example,
when the real-time scheduler has anything to sched-
ule, the “long time-slices” will be at most 15ms. In
other words, the batch scheduler is only expected
to increase efficiency when it has little competition
from other schedulers.
This example illustrates three improvements to
the scheduling capabilities of a general purpose op-
erating system. First, it enables us to schedule real-
time activities using the Rialto/NT scheduler. Sec-
ond, it isolates the CPU usage of two users from
each other. Third, it enables efficient execution of
background tasks when the processor is otherwise
idle. Although a single scheduler providing all of
this functionality could be implemented, it would
not only be difficult to develop and maintain, but it
would be inflexible, and therefore difficult to com-
pose into a new hierarchy that reflects changing
needs of applications.
4 Design of the Loadable Scheduler Archi-
tecture
4.1 Assumptions
My work will focus on mainstream consumer
multiprocessor operating systems such as Windows
NT, Linux, Solaris, and FreeBSD. Which OSs I ac-
tually decide to work with will depend on source
code availability and whether the structure of the OS
internals make it easy to implement loadable sched-
ulers.
I will use the loadable kernel module (LKM)
functionality found in most modern operating sys-
tems. An LKM is a collection of functions and data
that is loaded into the kernel address space at run
time. Generally, a subset of the internal kernel APIs
are available to LKMs; part of the proposed research
is to figure out what additional functionality needs
to be exported to LKMs to allow them to be sched-
ulers.
Schedulers will be loaded into the kernel to avoid
inefficiency caused by protection boundary cross-
ings. In principle, there is no reason why the
scheduler interface could not be used for user-space
schedulers as well as in-kernel schedulers. Sup-
porting this would require a second, IPC-based im-
plementation of the scheduler interface, similar to
the one developed by Ford and Susarla [7]. User-
level schedulers would be easier to debug than in-
kernel schedulers because more sophisticated tools
are available in user-space, but context switch over-
head is expected to be large.
Loaded schedulers will be managed separately
from instances of schedulers in the hierarchy.
Loaded schedulers are static blocks of kernel code,
and instances contain the dynamic state associated
with a scheduler: the position in the hierarchy, the
set of threads being scheduled, guarantees made to
those threads, and policy information. These are
discussed in detail in following sections.
Every thread in the system belongs to, and is
scheduled by, at least one scheduler; a thread might
belong to more than one scheduler if, for example, it
needs real-time scheduling but can also opportunis-
tically use CPU time given to it by a timesharing
scheduler. In the remainder of the document, I will
say that a thread belongs to a scheduler if and only
if the scheduler gives a guarantee to the thread.
4.2 Scheduler Interface Requirements
To support schedulers that implement the load-
able scheduler interface, the scheduler infrastruc-
ture must:
• maintain the scheduler hierarchy—load and
unload schedulers, add instances of schedulers
into the hierarchy and remove them
• traverse the scheduling hierarchy to make a
scheduling decision
• notify schedulers of events of interest—
blocking and unblocking threads, available and
preempted processors, etc.
• manage processor time according to user-
specified policies
• support negotiation of guarantees between ap-
plications and schedulers
• provide services to schedulers, such as messag-
ing, synchronization, inter-processor commu-
nication, memory allocation, timers, and ac-
counting data
• provide services to threads—requesting a guar-
antee from a scheduler, negotiating a new guar-
antee, sending a message to a scheduler, etc.
4.3 Scheduler Interface Design
The design space for the loadable scheduler inter-
face is similar to the design space for schedulers in
user-level thread packages. In both situations, there
is a tradeoff to make between a simple, efficient de-
sign which possibly does not notify the scheduler of
some events of interest, and a less efficient, complex
design which gives the scheduler more information.
I want to make available all events of interest, but
permit schedulers to ignore some of them. This is
discussed in more detail in the next section.
Messages from threads to schedulers will proba-
bly be implemented by adding a system call to the
OS; messages between schedulers are lightweight,
and will be implemented as function calls or events
placed in shared-memory queues. Messages from
schedulers to threads will use the native asyn-
chronous notification primitive provided by the
OS—signals in UNIX and APCs in NT.
4.4 Flow of Control
Every scheduler provides a query routine that
the scheduler infrastructure calls while making a
scheduling decision. The query routine is called
with the number of the processor being scheduled
as an argument; the scheduler returns either a refer-
ence to a thread or another scheduler, or reports that
it has nothing to run. To select a thread to run, the
system queries schedulers starting at the root of the
hierarchy. Once a scheduler returns a reference to
a thread, the dispatcher restores the context of that
























Figure 3: A path through the hierarchy.
Figure 3 illustrates this process, assuming a sin-
gle processor for convenience. The fixed-quantum
scheduler runs the fixed-priority scheduler, which
runs the fair-share scheduler whenever possible.
User 1 has no runnable threads, so the fair-share
scheduler is queried again; it selects user 2’s sched-
uler, and thread U2 is selected and run.
A naive implementation of this procedure will be
inefficient, especially for large hierarchies. Fortu-
nately, there are a number of optimizations that will
make thread selection more efficient. Often, it is un-
necessary to run the full selection process since the
infrastructure can reuse the results of earlier com-
putations when no events have happened that make
them invalid. For example, if thread U2 blocks
shortly after it starts running, and nothing has hap-
pened that affects the state of other schedulers, then
the system can just notify the NT scheduler of the
blocked thread and then query it for another thread
to run. It should be possible to exploit partial re-
sults within schedulers as well as between them, to
optimize for the case where a scheduler is called re-
peatedly as schedulers below it report that they have
nothing to run.
To continue the example, assume that U3 be-
gins running after U2 blocks. A short time later, a
timer interrupt wakes up the fixed-quantum sched-
uler, which now decides to run the Rialto/NT sched-
uler, which runs RR1, which runs T1. Before run-
ning T1, the system calls a function in the NT sched-
uler to notify the scheduler that it was preempted.
Although a scheduler implementing scheduler ac-
tivations [1] needs to know about preemptions in
order to send an inter-processor interrupt, the NT
scheduler does not, and will ignore the notification.
The system can optimize away these notifications,
and others, if the scheduler informs the infrastruc-
ture that it does not need them. Ford and Susarla
describe similar optimizations for CPU inheritance
scheduling [7].
If part of the scheduling hierarchy can be fixed
at compile-time, then further optimizations are pos-
sible. In this case, the internal interfaces are un-
necessary and can be optimized out of the code
path. A special case of this could be realized by
rolling certain simple and useful schedulers (e.g.,
the fixed-quantum and fixed-priority schedulers)
into the scheduling infrastructure. They would still
be conceptually loadable, but the fast internal im-
plementation would be substituted for the loadable
one.
4.5 Scheduler Guarantees
Many schedulers have the capability to make
guarantees to threads that they schedule. These
guarantees can be strong, in the case of real-time
schedulers, or very weak for timesharing sched-
ulers. For example, the Linux and NT schedulers
simply guarantee that no runnable thread will be
starved of CPU time (and even this does not apply
if fixed-priority “real-time” threads are present).
The loadable scheduler infrastructure will pro-
vide explicit support for guarantees. Schedulers ob-
tain guarantees from schedulers above them in the
hierarchy, and make guarantees to threads (or other
schedulers) that they schedule. For convenience,
I call an agreement for a scheduler to schedule a
thread a guarantee even when, as above, no non-
trivial guarantee is present.
Schedulers can make guarantees no stronger than
the ones they themselves receive. Therefore, real-
time schedulers, which need to make strong guaran-
tees, will be above non-real-time schedulers in the
hierarchy.
Continuing with the example, the fixed-quantum
scheduler is at the root of the hierarchy, and there-
fore always has control of what is being scheduled.
It gives a guarantee of “5ms/20ms (hard)” to Ri-
alto/NT, meaning that the same block of 5ms out of
every 20ms will be available to it. A gang scheduler,
for example, would require a slightly stronger guar-
antee that says which 5ms out of the 20ms it will
receive, in order to coordinate with gang schedulers
on other processors or machines. The Rialto/NT
scheduler makes guarantees of the form “3ms/40ms
(continuous)” to the Rialto sub-schedulers directly
beneath it in the hierarchy—these schedulers repre-
sent user tasks. A task with this guarantee will run
for 3ms out of any 40ms interval in time. The sub-
schedulers in turn make guarantees of the form “2s
by 17:00” to threads in the activity—a thread with
this guarantee will receive 2 seconds of CPU time
before 5pm. The exact format of guarantees is not
important, as long as they are comprehensible by the
system and the appropriate schedulers.
The fixed-priority scheduler gets a guarantee
of “15ms/20ms (hard)”. It passes this guaran-
tee unchanged to the fair-share scheduler. The
batch scheduler receives a null guarantee; threads
it schedules cannot assume any minimum rate of
progress.
The fair-share scheduler receives at least 15ms
out of every 20ms, or 34 of the CPU time. It gives
60% of this to user 1, and 40% to user 2. User 1
runs the Linux scheduler which makes no particu-
lar guarantees to its threads, but she is guaranteed
that her threads will receive no less than 45% ( 34 of
60%) of the CPU over some time period determined
by the fair-share scheduler. Similarly, user 2 runs
the NT scheduler which makes no particular guar-
antees, but together his threads receive no less than
30% ( 34 of 40%) of the CPU.
When a scheduler is loaded into the hierarchy, the
scheduling infrastructure will verify that the sched-
uler above it is capable of providing the kinds of
guarantees that it needs. For example, the NT
scheduler is never allowed to schedule a real-time
scheduler.
To support legacy applications that are unaware
of scheduler guarantees, new threads must be sched-
uled by a timesharing scheduler, which, in turn,
must be given enough of a guarantee to permit these
applications to run with acceptable performance.
4.6 The Resource Manager
Engler et al. [6] observe that “mechanism is pol-
icy, albeit with one less layer of indirection.” Al-
though loadable schedulers enable the use of appli-
cation specific scheduling policies, as far as users
are concerned, the resulting low-level allocation of
processor time is just a mechanism. The resource
manager (RM) is the part of the scheduler infras-
tructure that is responsible for enforcing high-level
policies about the management of processor time.
Applications send requests for guarantees to the
RM, which selects an appropriate scheduler to pro-
vide the guarantee (loading a new scheduler if nec-
essary). The purpose of the resource manager is to
maximize the perceived value of the currently run-
ning set of applications to the user or users, within
the constraints of user policies.
Call the set of running applications and their
scheduler guarantees the system configuration.
When an application requests a guarantee, it is ask-
ing the RM to switch to a new system configuration.
If the new configuration would overload the system
(by requesting 105% of the processor, for example),
then the RM selects a different configuration which
is feasible. The new configuration may be the same
as the old one, in which case the new application’s
request for a guarantee is rejected, or it may involve
revoking or reducing a guarantee made to a less im-
portant application. Importance is a high-level ana-
logue of priority.
The user must determine the relative importance
of applications, although I expect that default val-
ues will be used in the majority of cases. For exam-
ple, a process controlling a CD writer would usually
be considered to be very important—the cost of a
missed deadline is a ruined disc. Some applications
will support several modes of operation. For exam-
ple, a streaming video player will probably support
several frame rates and window sizes. Larger win-
dow sizes and higher frame rates require larger guar-
antees, and will be assigned lower importance. This
is similar to the resource management scheme de-
scribed by Oparah [15].
Let the total importance of a configuration be
the sum of the importances of the running appli-
cations. A sub-configuration of a given configura-
tion has the same set of applications, but may give
them weaker guarantees. When asked to switch to
an infeasible configuration, the RM must search for
a “good” feasible configuration to switch to instead.
Good configurations are sub-configurations of the
requested configuration that have high total impor-
tance, that are not too different from the current con-
figuration, and that satisfy the current configuration
policies. Configuration policies are user-specified
policies about configurations. For example, the sys-
tem administrator might specify that a user may be
guaranteed no more than 20% of the processor time,
that the default time-sharing scheduler must be al-
lowed the opportunity to run at least every 100ms,
and that only threads belonging to a certain activity
may be scheduled by a given sub-scheduler of the
Rialto/NT scheduler.
5 Proposed Work
I will first implement a restricted version of the
loadable scheduler infrastructure in Windows NT,
along with a few schedulers. This prototype will
support hierarchical schedulers, but will not imple-
ment the full resource management infrastructure.
Next, I plan to implement the entire infrastructure
in Linux, FreeBSD, or Windows NT, including the
full resource manager. Note that to show scheduler
portability, it is necessary to implement hierarchical
scheduling, but not the entire resource manager, in
multiple operating systems.
In parallel with the implementations, I want
to find some applications that require application-
specific scheduling that I can use to evaluate the
performance of loadable schedulers. For example,
an mpeg player, a parallel program for a symmet-
ric multiprocessor, and a web server that creates a
number of processes.
5.1 Non-issue: Security
A misbehaving scheduler could cause problems
in several ways: by reading from out-of-bounds
memory it could cause a security violation, by writ-
ing to out-of-bounds memory or overflowing a ker-
nel stack it could crash the OS, and by failing to
respond to a query or by failing to release spinlocks
it could lock up the system. Although the OS com-
munity has addressed the issue of surviving misbe-
haved kernel extensions in great detail, this work is
unfortunately not available in any mainstream OS,
and replicating it is beyond the scope of my work.
I take the practical approach that is already taken
by Linux, Solaris, and Windows NT with respect to
loadable kernel modules: trust the module author.
The act of loading a scheduler may be triggered by
an untrusted user, but the scheduler will have been
cryptographically signed or placed in a secure loca-
tion by someone with administrative privileges.
Schedulers can also fail functionally, by not meet-
ing the guarantees that they have given. This will
adversely affect threads and schedulers under them
in the hierarchy, but will not affect sibling sched-
ulers or their children. In the example, the Ri-
alto/NT scheduler could starve thread T1, but be-
cause it cannot use more CPU time than it is given
by the fixed-quantum scheduler, it cannot steal time
from the fair-share scheduler.
5.2 Non-issue: Resources Other than CPU
Of course, in addition to intelligently schedul-
ing the CPU, we would also like to schedule mem-
ory, disk and network bandwidth, I/O bus band-
width, and other resources that applications require
in order to execute predictably. I believe that the
loadable scheduler architecture can be extended to
schedule other resources, but doing this is beyond
the scope of my work.
5.3 Non-issue: Fixing the OS
Even when applications are not blocked for want
of non-CPU resources, there are CPU-related issues
that can prevent predictable scheduling of user code.
For example, non-scheduled use of processor time
by interrupt handlers and other kernel routines, as
well as non-preemptible sections of kernel code can
both contribute to scheduling latency—the time be-
tween a scheduling decision and when the thread ac-
tually begins to run. In operating systems that were
not designed for real-time, scheduling latency can
sometime be high; see [12] for a study of schedul-
ing latency in Windows NT.
I assume that the operating systems in question
have low enough scheduling latency that useful soft
real-time scheduling can be done. Fixing latency
and overhead problems is not part of the proposed
work—high latencies will simply limit the timing
granularity that applications can use. However,
schedulers should be coded defensively in order to
cope gracefully with timing jitter in the system.
6 Research Questions
These are issues that I will address as part of the
dissertation work.
1. What view of time should a scheduler have?
Of course, RT schedulers need to know about
real time. Other schedulers may only want to
keep track of time that accumulates when they
are actually in control of a processor. Are there
schedulers for which neither of these is appro-
priate?
2. Closely related to the previous question:
what changes are necessary to make existing
scheduling algorithms work as non-root sched-
ulers? That is, with less than 100% of the
CPU? This should not be a problem for real-
time schedulers with a map of future time—
they can simply take the “holes” into account
explicitly. Can all non-RT schedulers just ig-
nore the holes?
3. Part of the proposed work is to try to make
schedulers robust across changes of assump-
tion between different operating systems. It
may be that some kinds of schedulers are very
difficult to write portably—I will consider it
acceptable to have some negative results here.
That is, schedulers that cannot be easily written
in a portable way.
4. How should priority inversion be avoided?
CPU inheritance scheduling [7] uses a gener-
alized form of priority inheritance to avoid the
problem—I may be able to use a similar ap-
proach. However, this is probably very difficult
to graft onto all of the synchronization mecha-
nisms in an existing operating system.
5. I currently plan is to have one scheduler hier-
archy for all processors. So, the system sup-
ports time-sharing but not space-sharing. If
they want to, schedulers can chose to sched-
ule only a subset of the available processors. Is
explicit support for space-sharing desirable?
6. Can a tool extract guarantees from scheduler
code automatically, or verify (on-line or off-
line) that schedulers can meet the guarantees
that they make?
7. What is the language in which configuration
policies are expressed? Possible options are a
formal specification language, and fragments
of general-purpose code.
8. What should be the role of reflective informa-
tion in the loadable scheduler scheme? That
is, how much information about the scheduling




1. The hierarchical loadable scheduler architec-
ture reduces the cost of implementing new
scheduling policies in general-purpose OS ker-
nels, and results in a more flexible system than
one based on custom scheduler work.
2. The architecture enables efficient execution of
applications requiring specialized schedulers.
3. The resource manager makes it possible for
the system to dynamically respond to chang-
ing conditions, and to provide high perceived
value to the user or users.
The “reduced cost” part of the first hypothesis is
a software-engineering argument, and is difficult to
test. I believe that it can be settled by anecdotal
evidence and by presenting examples of loadable
scheduler source code. That loadable schedulers are
more flexible than one-shot special purpose sched-
ulers follows from the design of the system.
To test the second hypothesis I will develop
application-specific metrics for determining effi-
ciency. For example, number of missed deadlines
for a streaming video player, response time to user
input of an interactive program, and speedup of a
parallel program. I will run the applications un-
der the default time-sharing scheduler in an unmodi-
fied OS and under a suitable loadable scheduler, and
compare the results.
I will also run microbenchmarks to measure the
speed of operations such as the time to schedule a
thread—this is an important performance metric be-
cause it is in the critical path for system services.
It is less crucial for other parts of the scheduling
infrastructure such as the resource manager to be
fast, since they will run much less often. Loadable
schedulers should not introduce significant over-
head for legacy applications that do not make use
of loadable schedulers at all.
Evaluating the resource manager is more difficult.
That it provides high perceived value is testable, if
we assume that users have correctly assigned im-
portances to applications. The policies given to the
RM should be expressive enough to implement use-
ful policies. The RM itself should be unobtrusive in
that it does not overly complicate the programming
model or use undue amounts of CPU time while
searching for good system configurations.
8 Conclusion
Lack of domain-specific knowledge prevents
time-sharing schedulers from efficiently scheduling
some classes of applications when there is con-
tention for the CPU. By integrating support for flex-
ible application-specific scheduling into common
operating systems, I expect to increase the range of
applications that can be run on general-purpose ma-
chines, thereby increasing the perceived value of the
system to users.
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