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Summary 
Delivering individualised services that conform to the user's current situation is 
poised to form the focus of ubiquitous environments. This thesis focuses on the 
assertion that a system enabling a ubiquitous communication environment should 
facilitate the most appropriate way in which content is presented to the user and 
simplify information management by hiding terminal configuration issues from the 
user. Multimodal device capability information modelling and processing is an 
important precursor to customised service delivery. An architecture realisation 
requires that the various elements of the architecture should be context-aware. 
Enabling context-awareness entails that the ubiquitous environment must be able to 
collect a wide range of context information and use it. This brings up the related 
research issues of defining what information needs to be collected, how to collect it 
and what mechanisms and policies need to be defined to describe and use it. 
Ontologies offer a machine-interpretable way of defining a common, formal structure 
to heterogeneous context information. This thesis presents a framework to facilitate 
intelligent, context-aware and personalised service provisioning in ubiquitous 
environments. It utilises ontologies to provide support for the abstraction of context 
data by providing higher-level models and semantics to it and enables context-aware 
decisions and applications. This is achieved by addressing all the aspects of context 
handling: acquisition, modelling and reasoning. Contributions of this work include an 
enhanced service discovery mechanism and a semantic (ontology-based) context 
model. The proposed novel ontology instance merging mechanism binds the various 
context retrieval and processing steps into an automated framework. This contribution 
enables dynamic and automated context information generation and processing. 
The various functional elements of the framework are individually evaluated, 
including efficiency and effectiveness measures. A demonstrator is implemented and 
deployed, as a proof of concept of the developed mechanisms. 
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Chapter 1 
Introduction 
Recent progress in mobile device capabilities, communication technologies and 
different media formats lend credence to the vision of ubiquitous services. The vision 
of `ubiquitous delivery of services' aims to provide a personalised user experience 
attuned to the user's needs and current situation. The realisation of the necessary 
supporting structures should also work seamlessly with the surrounding mobile 
networked environment. This aim puts the focus on the user, rather than the current 
status quo of interoperations between devices and applications that defines pervasive 
environments. 
The multitude of mobile communication systems in a ubiquitous environment and 
their inherent complexity can seem quite daunting to the common user and provide 
practical challenges to the service provider. The choice of service functions range 
from text and instant messaging to streaming media such as mobile video and 
recently, mobile TV. Analogously, there are many different devices with diverse 
capabilities for the delivery of these service contents. The richness of possibilities 
extends to the networks that can be used for service delivery, ranging from Global 
System for Mobile communications (GSM) and 3`d Generation (3G) mobile networks 
to wireless Local Area Network (LAN) technologies. For a service provider, this 
means that there exist different ways to deliver the content requested by a particular 
user. 
This thesis focuses on the assertion that a system enabling a ubiquitous 
communication environment should facilitate the most appropriate way in which 
content is presented to the user and simplify information management by hiding 
terminal configuration issues from the user. Multimodal device capability information 
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modelling and processing is an important precursor to customised service delivery in 
such systems. An architecture realisation requires user focused customisation and 
disparate device interoperation. This requires that the various elements of the 
architecture should be context-aware. This then engenders unique challenges for the 
provisioning of generic service support mechanisms to enable context driven service 
delivery. 
Since context-awareness underpins this research, it is worth recognising the specific 
paradigm that this work seeks to enable. Context-awareness has been and continues to 
be the focus of much research activity over the years, covering a wide range of 
applications and paradigms [ 1-4]. This thesis fits into the category of context-aware, 
proactive system frameworks. 
Enabling context-awareness for such a proactive system entails that the ubiquitous 
environment must be able to collect a wide range of context information and use it. 
This brings up the related research issues of defining what information needs to be 
collected, how to collect it and what mechanisms and policies need to be defined to 
describe and use it. The heterogeneity of the possible context information sources also 
necessitates the development of a framework of distributed context descriptors to 
manage the varied sources and deploy them into the overall system scenario. 
1.1 Motivation 
A service oriented environment entails looking for, configuring, communicating with 
and delivering services. A simplified service usage necessitates automated 
configuration and decision making. These goals, in turn, require context discovery, 
service offerings enhanced with contextual aspects (service differentiation) and 
application reasoning about service capabilities. However, a typical mobile 
environment is characterised by the dynamic availability of devices and services. The 
issue of heterogeneity in devices concerns different operating platforms, capabilities 
and user interaction methods. The user interaction mechanisms concern the modality 
features supported by a device. This thesis has leaned more towards the management 
of output modality features. Heterogeneity requires that the system addresses 
interoperability so that the various system elements can easily exchange and interpret 
context information. The dynamic nature of the environment also places an additional 
requirement on the mechanisms being extensible to handle new and unfamiliar 
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information. To achieve context-awareness, the framework must produce reliable 
information in the presence of rapidly changing, often partially available data from 
multiple heterogeneous sources. Fusing data from multiple sources to derive meaning 
from it can prove additionally challenging. This is particularly true when the context 
information obtained from different devices (e. g. mobile phone, computer and printer) 
has different structures and levels of granularity. Moreover, all the relevant steps of 
context acquisition, monitoring and reasoning, need to be part of a fully automated 
framework to minimise user distractions. Extensibility allows the system to support 
context model evolution without redeploying applications and services. The inherent 
complexity can be addressed by adopting a modular management of the different 
steps of information gathering, definition and usage. 
Ontologies offer a machine-interpretable way of defining a common, formal structure 
to heterogeneous information. Ontology is a specification of a representational 
vocabulary for a shared domain, in terms of definitions of classes, relations, functions 
and other objects. Development of ontology languages enjoys wide support from the 
research community and has resulted in several applications such as development 
environments, automated reasoners and allied rule-based languages. Ontologies can 
support the representation of contextual information in a way that enables 
interoperability via shared understanding of information and also allows easy 
introduction of new terms when needed. In this thesis, ontologies can be used to 
describe users' ambient environments. Applications can extract and aggregate 
information from disparate context sources using this underlying ontology of terms. 
The aggregated information can then be used to enable reasoning about device 
capabilities. 
This thesis presents the design and implementation of a Service Context Management 
(SCM) framework to facilitate intelligent, context-aware and personalised service 
provisioning in ubiquitous environments. Where previous attempts in this area have 
been specific to either particular platforms or service offerings, the SCM framework 
provides a generic framework for context-aware management. It offers a 
communication environment which mobile devices can detect, interpret and respond 
to aspects of the user's local environment. The framework utilises ontologies to 
provide support for the abstraction of context data by providing higher-level models 
and semantics to it and enables context-aware decisions and applications. This is 
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achieved by addressing all the aspects of context handling: acquisition, modelling and 
reasoning. 
The outcome of the research is a set of generic support modules that generates a 
semantic representation of the ambient environment and offers useful 
recommendations to the user. It gives an idea of how different devices can be 
managed and their capabilities best used. The developed mechanisms can enable 
operators, service providers and device manufacturers to support integrated services 
over the heterogeneous mix of existing networks and access technologies. The 
functionality is geared to remove most of the complexity and heterogeneity of 
pervasive technologies, inherent in such an environment. This will simplify the 
service usage for normal users and service definition for advanced users. For the non- 
expert user, this will remove distractions by simplifying decision making (such as 
choice of means for content delivery) and configuration issues, thus resulting in an 
automated, simplified and personalised user experience. 
The notion of adapting application behaviour to context changes has received much 
research attention. However, it has also been recognised that "hard-coded fully 
automated actions based on context are rarely useful and incorrect automatic actions 
can be frustrating" [5]. Keeping this in mind, three levels of automation of context- 
dependent actions have been identified in [5]: manual, semi-automated and fully 
automated. The manual approach requires actions to be made by the user according to 
context information, which is detected by the framework. The semi-automated 
approach requires context to be detected by the device and the user either predefines 
application actions or chooses from those proposed by the framework. The fully 
automated approach involves the application taking (pre-programmed) actions 
according to the detected context. This thesis follows the semi-automated approach. 
As noted in [5], this partially overcomes the problem of determining appropriate 
actions based on context and also allows a greater degree of personalisation and 
flexibility. It has been identified in [6] that the user needs to be considered a part of 
the framework and to be allowed to inject intelligence into the system. By giving 
opportunities to the user to define his preferences which can be changed over time and 
also the freedom to choose among system-generated recommendations, the user can 
be given control over his interaction with the system, whilst minimising distractions. 
-4- 
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Based on the observations made above and having identified the research area and the 
issues that need to be addressed within it, the research statement can be spelled out to 
be: 
`To investigate and define mechanisms to facilitate context sensitive service 
provisioning in ubiquitous communication environments'. 
The developed functionalities provide: 
A description of ambient environment in terms of devices and available 
services to facilitate service delivery across devices 
Depiction of changes in the environment and media content 
A recommendation and ranking system for distribution of media streams 
across the devices 
1.2 Contributions 
Context management framework 
o The SCM framework addresses the particular requirements of user- 
focused customisation. The generic, flexible and intelligent context- 
aware framework offers an improvement over current approaches that 
are specific to either particular platforms or service offerings. The 
modular architecture also offers interoperable elements for all the 
stages of context handling: acquisition, modelling and processing. 
Enhanced device, service discovery 
o The second contribution concerns bridging the gap between the device 
discovery and description steps. Existing approaches impose new 
templates for modality description of devices and the implicit 
information obtained from the discovery step is lost. This thesis 
proposes extensions to the Universal Plug and Play (UPnP) protocol 
and leverages the context information obtained during discovery to 
achieve service differentiation, while remaining aware of resource 
constraints on mobile devices. 
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" Semantic context model 
o Given the heterogeneity of possible devices within the communication 
environment, the context model has been designed to be generic, to 
capture the features of devices capable of providing the means for user 
interaction, rather than describing the mere hardware capabilities and 
categorisation of devices. The innovation aspects include capturing 
both device hardware and service elements. 
" Ontology instance merging 
oA novel approach has been proposed for ontology instance merging 
and the developed algorithm can be generalised as input to the 
ontology merging and versioning research. Using the developed 
mechanism, spatial and temporal distributed context information can 
be automatically incorporated into the context model that may be part 
of a system already under deployment. This offers an improvement 
over existing semi-automated approaches. This allows dynamic 
generation of the context information representation as an ontology 
instance and binds the various steps of context handling into an 
automated framework. 
1.3 Thesis Structure 
This introductory chapter describes the problem domain of the research area explored 
in this thesis, leading to the identification of the research statement. The motivations 
for undertaking this research work have been set out, followed by a description of the 
methodology adopted for the research process. This chapter also provides a snapshot 
of the major contributions of this thesis. 
The aim of the literature review is two-fold: to attribute the development of one's 
thoughts to references and for sign-posting - to allow others to follow how the 
different conclusions were arrived at [7]. Since this thesis is concerned with all the 
aspects of context handling, each with its own challenges and requirements, the 
review has been associated with each relevant topic. This has been composed of two 
parts: the background section covering the technologies, standards and languages 
involved and the current approaches part covering the current state of the art. 
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Chapter 2 delves into the notion of context and what it means in the scope of this 
thesis. This is followed by an analysis of context modelling techniques leading to the 
derivation of modelling requirements. The second focus of this chapter is context- 
aware architectures. The different types of frameworks have been reviewed with 
specific example implementations of each type. This chapter also introduces the 
developed SCM framework along with the identified challenges, requirements and 
what functionalities to expect from the framework modules. The framework 
capabilities are discussed and compared with related work. 
The following chapters delve into the different aspects of context handling, as have 
been identified in the framework. The relation between the chapters is depicted in 
Figure l. l. 
Context I Context framework SCM framework 
SoA + issues SoA + issues Req. + framework 
Device 
Context Data to I Reasoning & Query 
------------------------- Chapter? 
SCM: Service Context Management SoA. State of the art 1 Conclusion & Future outlook 
-------------------------/ 
Figure I. I. Thesis structure 
Chapter 3 concerns itself with the question of how context gathering is achieved in the 
framework; if existing protocols can meet this role, if and what extensions may be 
necessary. It begins by setting out the challenges of discovery in ubiquitous 
environments - leading to formulation of requirements for a discovery role. The 
related question of device and service description is explored in the comparison of 
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discovery protocols and related research work. The design principles of the UPnP 
extension are presented next, illustrated with examples. The results are discussed with 
a comparison with relevant literature. 
The design and evaluation of the context model is presented in Chapter 4. The 
relevant concepts and other related terminologies are first set out, followed by a 
review of related work in multimodal domain modelling. The context model is 
specified through a formal specification of its classes and properties. The evaluation 
of the context model is performed through validation by consistency tests, feature 
comparison and structural metrics-based evaluation. 
Chapter 5 presents the transformation subsystem of the SCM framework. The 
developed mechanisms offer a seamless mapping of the heterogeneous context data 
from multiple sources into the context model. Two models have been proposed for 
transforming distributed context data into a semantic form. Following validation of 
the ontology instance merging model, both models have been compared with regard 
to resource usage and efficiency parameters. 
The context inferring and reasoning mechanisms form part of Chapter 6. This chapter 
begins with an identification of the challenges for a reasoner component. This is 
followed with a background on the enabling technologies adopted. The reasoning 
methods developed within different context-aware frameworks have also been 
reviewed, leading to the identification of context reasoning requirements. The two 
stages of the subsystem are presented next: the context inference module that handles 
missing information, and the reasoning engine that employs a rule-based reasoning 
approach for device recommendations. The mechanisms developed have been 
evaluated for both effectiveness and efficiency parameters. 
Conclusions are drawn in Chapter 7, discussing the main achievements of this 
research. It includes suggestions for future work that can be carried out on the SCM 
framework. 
The proof of concept demonstrator is detailed in the Appendix. The working of the 
demonstrator is presented through example scenarios. This showcases some of the 
developed functionalities, which are illustrated through use-case illustrations, 
sequence flow diagrams and screenshots of the working demonstrator. The 
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demonstrator includes devices with varied capabilities that serve to show the working 
of the SCM's different components. 
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2.1 Context 
Pervasive computing environments are characterised by interoperations between 
devices and applications to proactively sense the user's context and provide 
appropriate information and services. The realisation of such a computing 
environment necessitates that the various networked entities within the ambient 
environment should be context-aware. 
There has been a plethora of definitions of context and context-awareness in the 
literature [8-10]. The most often cited one in the field of mobile communications is 
the one given by Dey et al. [8] who define it as "any information that can be used to 
characterise the situation of an entity, where an entity is a person, place or object that 
is considered relevant to the interaction between a user and an application, including 
the user and the application themselves. " However, it is important to distinguish 
context from mere `setting'. As Winograd [11] points out, it is worth noting that 
"something is context because of the way it is used in interpretation, not due to its 
inherent properties". If the action by the user or by the application depends on an 
entity for its interpretation, it forms part of the context, otherwise it is just part of the 
environment setting. Winograd illustrates this point through an example: the identity 
of a person sitting in front of a computer system is not what forms the context, but it 
is the identity typed in at login time. This is in turn loosely correlated with the 
presence of a particular person. 
With regard to this thesis, a context-aware implementation will serve to achieve the 
three aims of detecting, interpreting and responding to aspects of the user's local 
environment. One of the main subsets of context information that needs to be 
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considered in dynamic, heterogeneous environments is device and service description. 
Ubiquitous environments encompass many service categories, viz. intelligent services 
(e. g. wake-up call service), Internet or m-commerce services and multimodal services. 
This thesis concentrates on the subset of multimodal services. This set facilitates user 
interaction and it concerns the behaviour of the service which is determined by the 
capabilities and characteristics of the device. For instance, text output service 
available on a printer is markedly different from that available on a screen. 
Thus, for the `Service Context Management' function, the context would involve a 
generic `service description' that incorporates different aspects of the service that can 
be used to describe it. A service instance would include specific values to complete 
the description. This would involve not only features of the service, but its capability 
and connectivity requirements (e. g. network parameters). It would also include the 
service execution environment that ties in with the capabilities of the device (e. g. 
screen dimensions, user interface etc. ) on which the service is hosted. In light of these 
observations, the definition of device-service context can be stated as: 
Proposed terminology: 
Device - service context concerns the implicit information related to the modality 
support within the personal communication environment that can affect the 
usefulness of the returned results for any (explicit or implicit) service request. 
Having delved into the notion of context and how it fits into the scope of this thesis, 
the next step is to model it. This is necessitated by the heterogeneity of context data 
sources and the need to structure it under a unifying representation scheme. The next 
section of this chapter (Section 2.2) hence, presents the different context description 
models, highlighting their salient points and applicability to ubiquitous environments. 
This is followed by a comparison of the different models and derivation of the 
requirements of a context modelling approach in Section 2.3. 
Section 2.4 follows this with a discussion on the categories of supporting framework 
architectures, corroborated with examples from state of the art. This is utilised in 
drawing up the requirements for a context-aware framework, which is presented in 
Section 2.4.2. Section 2.5 builds on this and introduces the developed Service Context 
Management framework that supports the entire cycle of context definition, 
- Ii - 
Chapter 2. Context Management Framework 
acquisition and inference to provide a semantic picture of multimodal interfaces in a 
dynamic networked environment. 
2.2 Context Modelling Techniques 
The aim of a context model is to have a uniform representation of gathered context to 
facilitate a common understanding of the context as well as context sharing and 
interoperability of applications. Closely tied to the description mechanisms are the 
query languages and reasoning algorithms that aid in the interpretation of contextual 
information. 
The different context modelling mechanisms reviewed in the following sections are 
classified based on the scheme of data structures used to exchange contextual 
information in a context-aware system. The different description models with their 
key features and representative implementations are presented below. 
2.2.1 Key-value models 
The simplest of the context models are key-value models. They represent information 
as data tuples. The context information is provided to the application as an 
environment variable, with the variable acting as the key and the value of the variable 
holding the actual context data. Pair recursion is allowed. The information is usually 
retrieved from a system employing a key-value context model by pattern -matching 
queries. This model is frequently used in distributed service frameworks, with the 
services described with a list of simple attributes in a key-value manner and the 
service discovery mechanisms employing an exact matching algorithm on these 
attributes. 
Models based on this approach are easy to manage, but lack complex structuring 
capabilities to enable efficient context retrieval algorithms. Its strength lies in 
applicability to existing ubiquitous computing environments. Representation of 
quality and ambiguity of information are not handled. 
Illustrative implementations include Context-Aware Packets Enabling Ubiquitous 
Services (CAPEUS) [12] and Location Information Server [13], developed at Philips 
research labs. CAPEUS employs a document based approach involving context-aware 
packets containing context constraints (describing the situation under which the user 
intends to use the service) and data for describing the service request. The Location 
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Information Server stores location information as attribute-value pairs in an X. 500 
type tree directory structure. 
2.2.2 Markup scheme models 
The model has a hierarchical data structure, with markup tags consisting of attributes 
and content. The content of the tags is usually recursively defined by other markup 
tags. Most representations are derivatives of the Standard Generic Markup Language 
(SGML), the superclass of all markup languages and are represented by profiles. 
An important sub-category of the markup scheme includes those that encompass 
standardisation efforts, such as Composite Capability/Preference Profiles (CC/PP) 
[14] and User Agent Profile (UAProf) [15]. CC/PP is based on Resource Description 
Framework (RDF), an Extensible Markup Language (XML) [16] based metadata 
description framework. It can express both device capabilities and user preferences. 
The basic structure of profiles is a construction with strict two-level hierarchy: each 
profile having a number of components and each component having a number of 
attributes. The specification does not cover the components and attributes. The strict 
2-level hierarchy is a disadvantage since the device structure is not strictly 2-level. 
Attribute names are required to be unambiguous even if used in different components. 
However, the XML interchange format and external referencing mechanism meet 
requirements for interchangeability and composability/decomposability. As CC/PP 
was designed to support content negotiation between web browsers and servers, the 
types of context information supported are limited. UAProf describes a sample 
vocabulary for describing WAP device profiles. Device capabilities and user 
preferences are interlaced, causing complicated profile maintenance. It is tailored to 
the needs of WAP devices and does not scale well to more complex devices such as 
notebook computers. Moreover, the structure itself is rather tangled. 
IETF Media Feature Sets [17] were developed to facilitate protocol independent 
content negotiation. Device capabilities and user preferences are specified by 
unstructured Boolean expressions of attribute/value pairs. Unlike CC/PP, preferred 
and supported content features are represented, rather than simply the device 
capabilities. It is possible to assign `quality' values to the capabilities and preference 
descriptions that may facilitate expression of preference priorities by the user. 
Although it is an Internet standard and thus is extensible and interchangeable across 
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different devices in the ubiquitous computing environment, it does not have a 
structured representation which can provide a means of filtering relevant information 
effectively. 
The basic CCOPP and UAProf vocabulary and procedures are usually extended by 
most implemented context modelling approaches to cover the dynamics and 
complexity of contextual information as opposed to static profiles. Applicability to the 
existing markup-centric infrastructure of Web services is an advantage of these 
models. These approaches are presented below: 
Comprehensive Structured Context Profiles (CSCP) [18] is an RDF based meta- 
language, with its interchangeability based on the XML serialisation syntax of RDF. 
No fixed hierarchy is defined and attribute names are interpreted according to their 
position in the profile structure, ensuring unambiguous attribute naming across the 
whole profile. Overriding and profile subtree merging with corresponding default 
subtrees is supported to facilitate decomposability. External references are used to 
extract subprofiles to separate CSCP documents. Conditions and priorities can be 
attached to attributes to express user preferences, also allowing a means of resolving 
conflicts between preferences and service capabilities. A sample system scenario 
consists of a Mobility Portal to perform context-aware content adaptation and acts as 
the central access point to the portfolio of services for mobile users. It facilitates 
context-aware service mediation and content adaptation by evaluating context 
information and user profile management. Context information is expressed as session 
profiles (including device, network, user profiles and other context information such 
as environment information) that are attached to the session context of a user's 
session at the Mobility Portal. The session profile is assembled at the client and 
transferred to the portal during session establishment. In the sample implementation, 
the focus is on content adaptation. Only static and local context information is used 
which does not go beyond the semantic layer. 
In CC/PP Context Extension [19], the basic CC/PP and UAProf vocabulary is 
extended by a number of component-attribute trees related to context aspects such as 
location, network characteristics, application requirements and session information. 
Relations between components are also modelled, as are dependencies, by making use 
of the `depends' RDF property. The 2-level tree hierarchy of CC/PP is overcome by 
making the value of each structured attribute to be a fragment identifier that points to 
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another CC/PP component within the same profile. An implementation example is a 
context management architecture consisting of 3 layers. A message based notification 
service called Elvin [20] is used for layer interactions, which uses client-server 
architecture for delivering notifications. Clients either establish sessions with the 
Elvin server to send notifications for delivery or register to receive notifications from 
other components. It is worth noting that the context profiles are converted into a 
relational database for storage and later retrieval, thus involving extra processing steps 
in the use of this context model. The component-attribute model also becomes 
unmanageable if there are many layers of attributes. The authors of this project 
concluded that a CC/PP based implementation has limitations that make the 
specification of context information and automatic interpretation difficult. 
Stick-e note [21] - it is the electronic equivalent of a post-it note. The contexts are 
modelled as tags and corresponding fields, which can recursively contain other tags 
and fields. The note of the <body> tag is automatically triggered when the contextual 
constraints in the <require> tag are met. It is, however, limited to a small set of 
contextual aspects. 
2.2.3 Graphical Models 
It is a graph-based model where context is modelled through Unified Modelling 
Language (UML) diagrams. The graphical model contains both formality and 
generality. However, a noted shortcoming is that a big gap is left unfilled between the 
context modelling and the real implementation of context-awareness, with the main 
use limited to serving human structuring purposes. 
Implementation examples include an air traffic management system [22] where 
standard UML is coupled with a number of extensions and restrictions to improve the 
diagrams' accuracy and provide additional information that cannot be expressed with 
UML. To express the entity's state, class diagrams are deemed sufficient. But, to 
depict context dependent information delivery and user interaction, a range of UML 
diagrams are employed. For instance, use case diagrams are employed to model the 
involved actors related to or influenced by the context and their interaction 
possibilities, component diagrams model the involved system, e. g. databases 
containing context information, and sequence diagrams model different context 
activation scenarios and the information flow between the involved systems. 
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Henricksen et al [23] introduced a graphical context model as an extension to the 
Object Role Modelling (ORM) approach that provides some contextual classification 
and description properties. The basic modelling concept here is the fact, which is 
extended to categorise fact types based on their persistence and source, into static and 
dynamic. A quality indicator is also introduced to cover the time-aspect of the 
context. Dependencies between facts are modelled by introducing a dependsOn 
relation. This represents the fact that a change in one automatically leads to a change 
in the other. 
The graphical approach is applicable to derive an entity relationship (ER) model that 
can serve as a structuring instrument. However, in Henricksen's modelling approach, 
information related to network and network management are not taken into account. 
2.2.4 Object Oriented Models 
In this modelling approach, various objects are used to represent different context 
types, with the contextual information embedded as the states of the object and hence 
hidden from other components. The object provides methods to access and modify the 
states. The use of object oriented techniques thus provides encapsulation for the 
details of context processing and representation. 
Examples of works in this area include the GUIDE system [1) that is based on the 
concept of integrating an active object model with a hypertext information model. The 
system utilises hand-portable multimedia units with wireless network connectivity, 
enabling context-sensitive information to be presented to city visitors while they roam 
around. The system architecture is a distributed cellular one with a number of base 
stations that broadcast information to a portable unit when it enters its area of 
coverage. The modelling approach consists of fusing together HTML (Hypertext 
Mark-up Language) based packets of information to dynamically compose the 
required HTML pages. 
The project Technology for Enabling Awareness (TEA) system [24] has a layered 
architecture for multi-sensory context-awareness that provides successive abstraction 
from physical conditions measured in a given situation. The context is derived from 
"cues" that take the value of a single sensor up to a certain time as input and output a 
symbolic value. Each cue has a finite set of possible values. The cues provide 
contextual information through interfaces, with the details of determining the output 
- 16 - 
Chapter 2. Context Management Framework 
values being hidden. The context is modelled as an abstraction layer on top of the 
cues. A scripting layer provides mechanisms to include context information in 
applications. 
The GUIDE project is specifically designed for location context. The TEA project 
works on the assumption that many situations can be sufficiently described by a set of 
cues and the main focus of the system has been on automation of the sensor fusion 
process. Object models are suited for distributed environments, with new types of 
contextual information (classes) and new or updated instances (objects) handled in the 
system in a distributed fashion. The TEA project also incorporates specification of 
quality of the context information, thus resolving ambiguity and incompleteness. 
Implementations impose additional requirements on computing devices, which is a 
drawback. 
2.2.5 Logic Based Models 
In this approach, the context is defined as facts, expressions and rules. According to 
[25], a logic defines the conditions from which a concluding expression or fact may 
be derived (by reasoning or inferring) from other expressions or facts. To describe 
these conditions in a set of rules, a formal system is applied. Contextual information is 
added, updated or deleted from a logic-based system in terms of facts or inferred from 
the rules in the system. 
McCarthy [26] introduced contexts as abstract mathematical entities, to provide 
artificial intelligence (AI) programs using logic with certain capabilities that human 
reasoning and fact representation possess. The basic relations in this approach include 
ist(c, p) meaning that the proposition p is true in the context c, and value(c, e) 
designating the value of the term e in the context c. Lifting formulas relate 
propositions and terms in subcontexts to possibly more general propositions and terms 
in the outer context. 
The location-oriented multimedia system by Bacon et al [27] implements a 
framework in which application components follow users, either over the network or 
with transportable media such as smart cards. Identification and location of users form 
a major component of the system. Applications are transparently migrated between 
computers, where they rebind to the services on offer at that location. Location as 
contextual information is expressed in a domain-centralized database using an ER 
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data model that is implemented in the logic programming language Prolog. The 
context data is expressed as facts in a rule-based system with the possibility of adding 
new rules and submitting queries to the database. 
Logic based systems can be distributed and have high levels of formality. However, 
these models suffer from a lack of expressing the `quality' of contextual information. 
Additionally, incompleteness and ambiguity of context information gathered are not 
addressed. The major issue here is the applicability to existing ubiquitous computing 
environments, whose devices do not currently support full logic reasoners [28]. 
2.2.6 Ontology Based Models 
"A specification of a representational vocabularyfor a shared domain of discourse - 
definitions of classes, relations, functions and other objects - is called an ontology" 
[29]. It is an explicit formal specification of terms and relation between terms in a 
domain. Ontologies offer flexibility and extensibility and are naturally suited to 
distributed systems as they may be stored at different places and created by different 
authors. In context modelling, ontologies can be used to describe users' task 
environments and enable reasoning about users' needs and device capabilities' 
descriptions to dynamically adapt to changes. On a practical level, a vast number of 
tools exist for the creation, evolution and merging of ontologies. Different ontology 
fragments are merged using a reasoner, also called an inference engine if it infers 
knowledge from symbolically coded axioms. Instances and their values, as well as 
concept and attribute names can be obtained by querying the reasoner. Reasoners are 
also used to validate consistency, assert inter-ontology relationships and compute 
implicit hierarchies and relationships based on rules. Existence of such reasoning 
mechanisms that can be applied to ontology-based models allows meaningful context 
to be inferred from primitive data. 
The Web Ontology Language (OWL) is a language for defining and instantiating web 
ontologies. Ontologies formed by it can use the same generic tools for reasoning. This 
also increases interoperability between different system components. An OWL 
ontology includes descriptions of classes, properties and their instances. Formal 
semantics specify derivation of logical consequences, based on a single or distributed 
OWL documents. Standard language syntax is present for processing and 
manipulation of represented information (e. g. XML). 
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In the Aspect Scale Context Information (ASC) Model [30], context information is 
divided into concepts and facts, analogous to classes and instances. Ontologies are 
used to describe contextual facts and interrelationships, facilitating automatic 
interpretation for an implementation of the model. A Context Ontology Language 
(CoOL) [30] is derived from the ASC model. The authors concluded that languages 
for describing ontologies have a trade-off between knowledge representation and 
querying and hence have defined CoOL as a collection of fragments. This language 
supports context-awareness in distributed service frameworks for various 
applications. 
Context Broker Architecture (CoBrA) [31 ] is an architecture for supporting context- 
aware system in smart spaces. The system provides a set of ontological concepts to 
characterise entities such as persons, places or other kinds of objects within their 
contexts. It uses broker-centric agent architecture to provide runtime support for 
context-aware systems. CoBrA maintains a model of the current context that can be 
shared by all devices, services and agents in the same smart space. The ontologies are 
defined using OWL and RDF. The test-bed domain has been an intelligent meeting 
room. 
The evolution and management of dependent ontologies in a distributed environment 
is crucial for large-scale systems. All models are strong regarding the normalisation 
and formality requirements and also cover incompleteness. The ASC model covers 
ambiguity and representation of quality information, though this is not addressed in 
CoBrA. These models are suitable for projecting human-centric information onto data 
structures utilisable by computers. As a result, ontology-based models have been 
finding increasing applications in context-aware frameworks. Modelling approaches 
include modelling an upper ontology for basic concepts followed by extended 
ontologies for more specific vocabularies [31-33]. Other approaches represent the 
application environment through domain ontologies [34-37]. 
2.3 Derivation of context description requirements 
The key objectives of a context description model are unambiguous context 
representation, context sharing and application interoperability. With these objectives 
in mind and based on an evaluation of the features of the context description models 
reviewed, the requirements of a context modelling approach can be stated to be: 
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Structure: a structured context description would provide effective filtering of 
relevant information and natural structuring of contextual information. Unambiguous 
attribute naming is also a desired feature as this allows attribute names to be 
interpreted context sensitively. 
Formality: this requires a precise definition of terms used while performing a task by 
all participating entities. Every party in the interaction should have the same 
interpretation of the data exchanged and its meaning (shared understanding). 
Interchangeability: context descriptions must be interchangeable across the range of 
components in the system (mobile devices, portals etc. ). Also, all types of contextual 
information (device context, network context) should have a uniform representation to 
ease interpretation. A mechanism to transfer a part of a profile subtree, rather than 
retransferring the entire profile each time an attribute changes, is desirable. 
Composability/decomposability: this is required for distributed storage and 
maintenance of context data. 
Notion of quality: the context model should support quality indication of the 
contextual data as the information delivered by any sensor varies over time. 
Handling of incompleteness: the set of contextual information characterising different 
entities at any given time can be incomplete and/or ambiguous. This should be taken 
care of, for instance, by interpolation of incomplete data. 
In light of the above desired requirements, it is instructive to see how many of them 
are met by the different modelling approaches. A comparison chart is shown in Table 
2.1. 
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Table 2.1. Comparison of service discovery protocols 
equirement Structure Formality Interchangeability Composability/ Quality Incompleteness \ 
Decomposability handling 
Key-value + - - + - - 
Markup + + - + + - scheme 
Graphical + + - + - - 
Object + 
oriented + + - + (TEA - 
project) 
Logic based + + - + + - 
Ontology + + + + + + 
Based on the evaluation performed and from conclusions from the state of the art 
[25], the SCM context representation has been modelled on the ontology approach. 
2.4 Context management frameworks 
The vision of provisioning services that are relevant to the end-user in a given context 
entails that ubiquitous communication environments must be able to collect a wide 
range of information and use it. The heterogeneity of the possible context information 
sources necessitates the development of a framework of distributed context 
descriptors to manage the varied sources and deploy them into the overall system 
scenario. The framework should support the entire cycle of context definition, 
acquisition and inference to provide a semantic picture of multimodal interfaces in a 
dynamic networked environment. 
Context-aware systems in the past decade initially focused on feature-oriented 
approaches. These were typically aimed at building sensor and device-rich smart 
spaces with accompanying new devices and software. HP's CoolTown [38], MIT's 
Oxygen project [39], Aura at CMU [40] and Stanford University's iRoom [41] have 
significantly contributed to smart space research by exploiting different pervasive 
computing features [32]. Other approaches have focused on specific applications of 
the context-aware system, such as tourist guides [1] or general mobility-aware 
personal recommenders [42,43]. 
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In contrast to these tightly-coupled systems, the approach presented in this thesis is a 
`framework' that makes useful recommendations based on inferred context. To 
distinguish the design principles of the context-aware framework, it is instructive to 
lay down the definitions of architecture and framework as they apply here. The IEEE 
Recommended Practice for Architectural Description of Software-Intensive Systems 
[44] defines `architecture' as follows: 
Definition 2.1: 
Architecture: The fundamental organisation of a system embodied in its 
components, their relationships to each other, and to the environment, and the 
principles guiding its design and evolution. 
However, a software framework is more than architecture, it is a reusable architecture. 
As noted in [45]: 
Definition 2.2: 
A software framework is a reusable design for a software system (or subsystem). 
In the context of this thesis, the framework coordinates multiple inter-operating 
components. It provides support structures that facilitate context-sensitive service 
provisioning to a user. Supporting mechanisms could include a knowledge base, 
Application Programming Interfaces (APIs) and query interfaces that help to derive 
semantic information that can make useful recommendations to the user or application 
components. 
Different classifications have been proposed for approaches that provide a common 
architecture for the capture, interpretation and dissemination of contextual 
information [9,11,46,47]. The classification structure of [11,47] is adopted in this 
thesis. It categorises context-aware frameworks into three broad categories: widget- 
based, infrastructure and blackboard systems. 
2.4.1 Framework types 
2.4.1.1 Widget based 
A widget or an interactor is an abstraction that facilitates the separation of application 
semantics from low-level input handling details. It allows application designers to 
focus on using the input without having to worry about the input collection. The 
widget interaction method provides both a querying and a notification, or callback 
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mechanism to allow applications to obtain input information as it occurs. All widgets 
have a common external interface within a toolkit, allowing applications to deal with 
all the widgets in a similar fashion. A context widget is a software component 
allowing applications access to context information from the operating environment, 
while insulating them from context acquisition concerns. 
The most often cited implementation based on this framework is the Context Toolkit 
proposed by Dey et al [2]. The toolkit includes, apart from the context widgets, four 
additional categories of components - interpreters, aggregators, services and 
discoverers. The context widget serves to hide the complexity of the actual sensing 
mechanism from the application. For instance, the sensing of a user's location is 
abstracted away from the application, i. e. it may be done either through floor sensors 
or a radio frequency (RF) based indoor positioning system. Widgets are also reusable 
and can be combined to build customisable applications. For instance, a presence 
widget may be used to sense the presence of people in a room. A meeting widget may 
be built on top of it that assumes a meeting is in place when two or more people are in 
a room. Widgets also maintain a complete history of the context they acquire. 
Interpreters perform context inference using multiple pieces of context to provide 
higher-level information. By separating this functionality from the applications 
themselves, it allows reuse by multiple applications. Aggregators collect multiple 
pieces of context information that are logically related into a common repository and 
make it available within a single software component. Applications thus do not need 
to use subscriptions and queries on different widgets to determine when certain 
conditions are met relating to a particular entity. Services are the framework 
components that execute actions on behalf of applications. This refers to common 
context-aware services that multiple applications could use; such as turning on a light 
etc. Discoverers maintain a registry of the other components of the framework, which 
can be used by applications. The discoverer is notified when a component starts, 
together with its capabilities and how it can be contacted by an application. However, 
this approach requires complex configuration. Also, the Context Toolkit requires a 
special lab-like environment and specific hardware. 
A widget based approach is implemented in [48] for providing context information 
service to applications. The implementation consists of a network of peer Context 
Service Nodes (CSN). Each context service accepts queries from a client and resolves 
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it by acting as a mediator between the client and other information sources that the 
service has access to. Each query is required to have a reference to the ontology to 
which it refers. The CSNs communicate with a ontology mapping repository to 
compose new queries that are routed to other CSNs. Results are translated back to the 
application's ontology before being returned as a query response. This approach 
requires that the mappings between equivalent terms be set up for correct query 
execution. Also, as the authors themselves note, this architecture has issues of 
usability and scalability. 
2.4.1.2 Service Infrastructure 
Hong and Landay [49] advocate a service infrastructure approach that shifts most of 
the context-aware computing onto network accessible middleware infrastructures. The 
middleware is aimed at providing uniform abstractions and reliable services for 
common operations. The services offered by the middleware can be accessed by any 
application by adhering to predefined data formats and network protocols. 
The common thread in infrastructure implementations of context-aware frameworks is 
that the infrastructure layer provides context acquisition, distributed context 
management and reasoning, discovery, and end-to-end communication [50-56]. 
Some of these address heterogeneity of context sources by providing tools for 
validating context models, generating stubs for different programming languages and 
separating models from implementation [50-52]. The Context Information Service 
(CIS) architecture [50] has two forms: heavyweight and lightweight, depending on the 
resource constraints of the targeted device. This is aimed at counteracting the 
differences between devices. It adopts an Object-Oriented (00) model for context 
handling and this requires mapping the XML context data to 00 constructs for 
applications to access this context. This architecture also does not address context 
acquisition and inference of higher context from raw data. Reconfigurable Context 
Sensitive Middleware (RSCM) [51 ] focuses on spontaneous interactions in ad-hoc 
networks (instead of structured ones) to support autonomous collaborations among 
peers. It adapts its object discovery and connection management mechanisms 
depending on the context-sensitive behaviour of its applications. The Pervasive, 
Autonomic, Context-aware Environments (PACE) project [52] models context using 
well-defined programming abstractions. This allows event notification and branching 
(context-dependent choice from a number of alternatives). However, this work does 
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not tackle problems related to inter-operation of multiple independently developed 
models of context information. 
The Oaia infrastructure [53] includes context providers, consumers and synthesisers 
to form new context from existing ones. Component Object Request Broker 
Architecture (CORBA) is utilised for communication between the distributed entities 
and CORBA naming and trading service for context discovery. Processing of actual 
measured sensor data in the infrastructure is however, not reported. Logic is the only 
context modelling and inference language. As is also noted in [45], this has the 
advantage of expressiveness and formality, but suffers from inference inflexibility and 
uncertainty handling. Also, this model has a smart-space approach as opposed to 
mobile-device centric. 
The supported mobile applications in [54], in addition to those in the middleware, also 
comprise sensors that provide application-specific context. In this approach, 
applications may delegate context-dependent behaviour to the infrastructure or these 
may be invoked from the infrastructure. Similarly in Context-Aware Service 
Middleware (CASM) [55], the task modeller and task rules are encapsulated in the 
middleware, as are the user profiles. The Customisation Framework of [56] is a 
distributed brokerage framework with brokers associated with the network/service 
being accessed and another with the terminal, which interacts with a Simplicity device 
to enable customisation. The brokers interact with an XML-based inter-broker 
protocol to collect, combine and provide context information to networked entities. 
Provisioning of services and service discovery are also broker-centric. 
2.4.1.3 Blackboards 
In this approach, messages are posted to a common shared message board. Processes 
can subscribe to receive messages that have been posted and match a specified 
pattern. The nature of pattern matching varies between different systems. Hence, all 
communications go through a centralised server. Routing to different components is 
done by matching of message content to a subscriber's pattern. 
The reference implementation, titled Interactive Workspaces [ 111, uses the blackboard 
architecture with two levels of data. Processes handling sensor data post tuples, 
containing fields for the source and timestamp, along with specific data for the event 
type, to the Event Heap, which manages its distribution. Tuples are automatically 
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deleted after their time-to-live expires. The second level blackboard, Context 
Memory, is an XML structured database that allows storage and retrieval of XML 
data. The data stored is that which is relevant across applications and sessions, e. g. 
identities and properties of people and file collections. 
Many context-aware frameworks in the field of mobile communications implement 
different versions of the blackboard approach [31,32,34]. These are typically 
characterised by a context manager that embodies the blackboard and other 
supporting components, including applications that act as clients to the context 
manager. The context manager contains the functionalities of context processing, 
reasoning and providing query interfaces to client applications. Differences lie in the 
technologies used for the context model, restrictions on types of context sources 
considered, reasoning techniques and the discovery systems employed. 
For example, Context Broker Architecture (CoBrA) [31] is an architecture for 
supporting context-aware system in smart spaces. The system provides a set of 
ontological concepts to characterise entities such as persons, places or other kinds of 
objects within their contexts. It uses a broker-centric agent architecture to provide 
runtime support for context-aware systems. A context broker has for its components a 
context knowledge base (for persistent storage of context, a set of ontologies for 
agents to describe and share contextual information and a set of APIs for other 
components to access this knowledge), a context reasoning engine, a context 
acquisition module (middleware with a library of procedures for context gathering) 
and a policy management module (set of inference rules to deduce instructions for 
enforcing user policies). The test-bed domain has been an intelligent meeting room. 
This architecture assumes each smart space to have a designated central context 
broker for its operation and has a rigid structure [37]. As reported in [57], this 
framework does not stress on deduction of context through rule engines. 
Semantic web technologies for context exchange and interpretation are also used in 
the Semantic Space infrastructure [32]. It also offers generic querying mechanisms 
through a declarative mechanism. The input context sources (e. g. location, device, 
environment context) in the smart home prototype are required to be wrapped as 
services that are self-configuring and provide context markups to the context 
aggregator which acts as a knowledge base. This framework utilises an upper-level 
ontology which has basic concepts, extended with further ontologies catering for each 
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application's specific requirements. As noted in [48], this not only requires agreement 
on the upper-level ontology by all applications, but also raises issues on how 
applications making use of the extended ontologies can interact with each other. 
Processing is performed by computers distributed in the environment. Also, each 
smart space requires its own infrastructure, which can be connected to each other. A 
similar approach is taken by the Context Management Framework (CMF) architecture 
of [35] of employing a semantic knowledge base and rule-based inference. However, 
it differs in its hierarchic ordering of context sources to build a dependency hierarchy 
of context data. It also offers support for anticipatory responses to environmental 
changes by proactively triggering mobile services. These approaches, however, do not 
take into account missing or imprecise context information nor address customisation. 
Imprecise context is modelled in the CMF [34] through time quantisation which takes 
a number of samples of raw data to calculate specific context features. Higher-level 
context inference is performed through Bayesian reasoning. However, the focus of 
this work is human-computer interaction customisation in a mobile device. User 
oriented customisation is the aim of the Device Collaboration System (DCS) 
architecture of [4]. It probes the ambient environment for usable devices that can be 
used for service presentation by matching device profiles with service requirements 
and user history. Device context information is stored in the information base in pdf 
form, which is queried by SPARQL Protocol and RDF Query language (SPARQL) 
[58]. However, the link between the information base and the resource discoverer 
which searches and gathers sharable resources is not clearly reported. Also, resource 
description does not take into account the software elements of a device (e. g. file 
formats supported by the device monitor); only the hardware elements are considered 
during resource recommendation. 
2.4.2 Comparison of the framework models 
The Widget model provides context data encapsulation and the widget approach 
implies that the data is easily exchangeable. The callback mechanisms benefit from 
the tight coupling (increased efficiency) and single manager control. The widget 
pattern is a variation of publish-subscribe, where the widget provides an event 
notification interface for applications to be aware of context data change as it occurs. 
Context data sources and sinks are connected to each other in a point-to-point manner. 
The interface of the widgets is typically to one operating system. However, this 
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approach requires complex configuration and being tightly coupled, is not robust to 
component failures. 
The service infrastructure model is akin to a client-server architecture [45]. It involves 
relatively large, independent components, each with considerable functionalities. 
Hence, efficiency is reduced. However, the inherent organisation of the middleware 
assures configurability and robustness. It also requires commonality of data formats 
and network protocols. Since the infrastructure can be neutral to hardware platform 
and operating system, a great variety of devices and applications can access it. It also 
decouples the individual pieces of the infrastructure from each other, allowing sensors 
and services to be upgraded independently and dynamically. Also, since the 
infrastructure provides the data, services, sensors and processing power, devices can 
be simpler. However, there are several challenges in implementing this approach. The 
data formats and protocols need to be simple enough to be supported by any device, 
but at the same time, need to be rich enough to represent the varied sensor data. As 
mentioned in [45], since there is no central manager to keep track of services locally, 
the cost of finding independent services and communicating with them is higher than 
in a centrally managed process. Each component contains code to manage its 
connections, adding to the complexity of the component, but, in turn, components are 
more independent. Scalability and security are also issues that need to be tackled in 
this approach. 
The blackboard approach provides a data-centric view in comparison to the process- 
centric view of the other two categories [46]. It fully separates the concerns of what 
data is used and who provides it. New sources can be easily added into the system. 
Also, it provides ease of configuration [46]. It is more robust to failures than the 
widget model. While the blackboard component must be built reliably, failure of 
context sources or components that use the blackboard has no effect on the system 
functioning. Simplicity is ensured through the uniform communications path. The 
loose coupling however, leads to a reduction in efficiency. 
Based on the above comparisons and literature that argues that the blackboard 
architecture is the most suitable model for context management [11,45], the SCM 
framework has been modelled on the blackboard approach. The arguments for this 
choice can be summarised thus: both the widget and infrastructure model emphasise 
direct communication between the context source and consumer, with the consumer 
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having to contact each source separately. This communication is abstracted out in the 
blackboard model. Also, since data has a uniform structure, flexibility of providing 
context data from any source is assured, without separate search and connection 
establishment. Commonality of data structures also enables utilisation of inference 
engines that can operate on the context data from all sources. The inference engine 
operation can also be kept transparent to the client applications. 
2.5 Proposed Context Management Framework 
Existing approaches cannot be directly applied to the problem domain outlined in this 
thesis. Based on the review of current state of the art, this section identifies additional 
challenges that need to be addressed by a context management framework. 
Proximity knowledge of resources - even though, as reported in [45], service 
discovery is not an essential part of blackboard systems, knowledge of nearby 
resources is crucial to providing useful recommendations on service 
presentation. This follows the observation in [59] that ubiquitous systems have 
a strong focus on locality. 
Varied context source descriptions - in addition to the heterogeneous nature of 
devices and access networks, discovery protocols that detect their presence 
have their own description methods. Thus, the context information obtained 
therein may have different structure and levels of granularity. 
Seamless mapping - since device and service availability information needs to 
be kept up-to-date in the network, the various steps involved; viz. context 
acquisition, monitoring and transformation, need to be part of a fully 
automated framework. 
2.5.1 Framework requirements 
The proposed Service Context Manager framework participates in both the context 
management and decision making process to streamline the user's interaction with the 
devices and services in the communication environment. From an examination of the 
related state of the art and the identified challenges, the requirements placed on such a 
framework can be identified as follows: 
Find and provide access to context sources - this involves determination of available 
devices in the ambient environment and recognition of services supported on the 
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discovered devices. The device services pertain to modality support in the 
environment and include both the software descriptions and the related hardware 
capabilities. In addition, information about service access mechanism and 
corresponding network interfaces also need to be identified. 
Context monitoring - once the contextual information has been identified and 
retrieved, the dynamic nature of the networked environment necessitates that this 
information be kept up-to-date. This requires definition of meaningful update 
intervals, updating mechanisms as well as flexible distribution to decision making and 
caching points in the network. 
Transparent use of distributed context information - the discovered context 
information should be made available at a higher abstraction level than that provided 
by protocol specific description formats. The abstracted context information should be 
easily exchangeable between reasoning processes and application logic. 
Context information interpretation - the context information should be seamlessly 
processed to derive a usable semantic piece of information. 
Facilitate service presentation - the framework should enable reasoning that makes 
available useful recommendations to facilitate relevant and best suited service 
presentation to the user. 
2.5.2 Framework Components 
The requirements and the identified challenges have led to the design and realisation 
of the proposed SCM framework. Since the framework covers the entire context 
lifecycle, the main building blocks can be visualised to deal with the stages of context 
gathering, processing to higher level representation and finally, reasoning. This is 
depicted in Figure 2.1. 
Context Gathering - Context Processing Context Reasoning 
1i 
iv 
Figure 2.1 Architectural building blocks 
Following identification of the main building blocks, the architectural components 
implementing these functionalities are presented next. The aims and roles of each 
component are discussed briefly along with how each of these contributes to the 
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overall aim of context management, coordination and semantic operability. Figure 2.2 
shows a schematic representation of the functional blocks in the framework and their 
subcomponents. 
Service Context Manager 
Additional device Information External 
(e. g. manufacturer info in UPnP) repositories 
Transformation Module 
Conti At Processing Module 
.. 
I Profile Context 
Integrator Formatta 
Pre processed device 
------------ 
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ABbx: assertion box D: Device and Service Descriptions DOM: Document Object Model 
TBox: theory box SWRL: Semantic Web Rule Language SQWRL: Semantic Query-enhanced Web Rule Language 
XSLT: Extensible Stylesheet Language Transformations 
Figure 2.2. Service Context Manager framework 
Device and service discovery function 
This component is primarily concerned with discovery of resources in the ambient 
environment. This relates to discovering the availability of devices, enhanced by the 
device capability and content support determination. Network connectivity 
specifications tied to specific media output modalities are also determined. The 
resource discovery component exposes interfaces for synchronous context 
information retrieval and an asynchronous event-based interface. Synchronous events 
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such as device joining the network and exit are multicast on the network interface and 
clients monitor this interface to maintain dynamic device-modality availability. 
Applications can also subscribe to be notified of changes in service state. Thus, it 
provides the dual functionality of asynchronous discovery and network monitoring for 
device announcement and exit. The physical device discovery is followed by retrieval 
of associated context information (device descriptions). 
Transformation Module 
This component is concerned with aggregation of distributed context information and 
abstracting it into a common, formal structure to provide transparent access to all 
collated information. 
Context Processing module 
The Context Processing module parses and aggregates all the contextual information 
into a single document. It serialises descriptions into a form amenable for direct input 
into the transformation engine. This includes information obtained from the discovery 
function and also that which may be held in external repositories (e. g. device 
manufacturer supplied information available on a website). Links to such external 
information are retrieved while parsing the context data from the discovery phase. 
Transformation Engine 
The serialised context information is mapped into a common, formal structure based 
on the defined ontology stored in the OWL Facts base. The OWL Facts base 
constitutes the context model in the framework and represents the domain in a 
vocabulary in terms of classes and properties. Thus, it forms the vocabulary of the 
system. The context model is presented in more detail in Chapter 4. The 
transformation of the varied context data into a semantic form is accomplished by 
applying scripts matched to the input description format to transform the XML 
content to an OWL ontology instance. The resultant OWL instance embodies 
knowledge of real-world objects in statements compliant to the OWL Facts base. 
Reasoning Module 
This is a hybrid inference and control system. The first stage of context inference 
asserts missing context information. The design of this component takes into account 
the standard device-service context description templates. This pre-processing step is 
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transparent to the user and speeds up the next stage of context filtering. The Context 
Filtering module then applies the rules relating to the stored user preferences and 
matches incoming content metadata to the processed device modalities' model to 
facilitate content presentation with the best possible combination of modalities. It also 
provides a query interface to applications to access the reasoned and filtered context. 
2.6 Conclusion 
The Service Context Manager developed in this research offers a semantic, flexible 
and intelligent context-aware framework for automated context processing and 
reasoning. By enabling automatic and dynamic device selection, the mechanisms 
developed can plug into context delivery [60] and media adaptation systems [61]. A 
description of these is however, outside the scope of this thesis. 
The use of Semantic Web technologies for context modelling and exchange not only 
offers a common, formal structure to the heterogeneous information inherent in 
current communication environments, but also enables application reasoning about 
service offerings. This follows similar recommendations for use of semantic 
technologies set out in the literature [35,50,54,62]. 
The design of the transformation component addresses the efficiency issue outlined in 
[34]. This concerns the minimum of two hops that are involved in every 
communication through a blackboard. To overcome this, [34] suggests that the 
context data should be processed to a sufficient abstraction level before adding it to 
the blackboard (context store). This pre-processing of context is handled in the 
context processing sub-module prior to mapping into the context model. It also 
incorporates methods for abstracting context from multiple context sources. The 
working of the transformation component is however, based on the assumption that 
context data is available in a XML-based form. 
The framework supports two different models of context acquisition: active 
advertisements and passive discovery. Active advertisements from devices, for 
instance in a networked home environment, involves devices hosting their own 
descriptions. Passive retrieval comes into play when the discovered device holds a 
pointer to a manufacturer supplied Uniform Resource Locator (URL) where the 
device capability information is stored. This is retrieved by the framework and fed 
into the transformation module. 
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Table 2.2. Context-Aware Frameworks: Feature Comparison 
Framework Framework Context Intelligence Resource Applicability 
type model discovery 
Context Widget Attribute- Context Discovery Simple design for 
Toolkit [2] value tuples interpretation and widgets development and 
aggregation, deployment of 
query by context-aware 
attributes services 
CoBrA [31] Java agents, OWL Reasoning over Context Smart spaces 
centralised ontology OWL schema acquisition 
context module 
broker 
Gaia [53] Infrastructure Logic-based Logic-based CORBA Smart spaces 
naming and 
trading 
service 
CMF [34] Blackboard RDF ontology Feature detection Context API for sensor 
and fuzzy logic recognition based context- 
to build higher- service aware framework 
level concepts 
from sensor data 
DCS [4] Blackboard RDF tuples Rule-based Resource Personalised 
recommender discoverer recommender 
service with system 
device and user 
profile 
Proposed Blackboard OWL Rule-based Discovery Personalised, 
framework ontology reasoning for adapters context-aware 
missing context service 
+ provisioning 
recommendations 
with device, 
service, content 
metadata and 
user preferences 
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Dissimilarities in the context structure are handled through rule-based inference. 
However, this framework does not include mechanisms to model uncertainty or 
confidence levels. The framework would also benefit from learning mechanisms that 
can provide support for anticipatory responsiveness to changing context. 
Table 2.2 provides a taxonomy of the features of a context management framework 
and compares the developed framework with some examples from current literature 
that are illustrative of the different types of context frameworks. 
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Device and Service Discovery Mechanisms 
The current research on context-aware systems in ubiquitous environments opens a 
number of interlinked research challenges. On the lowest level of such systems, 
discovery mechanisms and flexible semantic descriptions of available devices and 
services form the basis for end-user service personalisation. Since knowledge of 
available resources in the networked environment forms the first step towards 
context-awareness [63], device and service discovery forms one of the most important 
functions within the ubiquitous environment. It enables devices and services to 
properly discover, configure and communicate with each other [59]. The twin goals of 
automation and personalisation require constant sensing of the user's context which 
may include the current environment and network characteristics, while at the same 
time being cognisant of the user's preferences, when searching for and delivering 
services to the user. Another aspect deals with continuous service access as the 
ambient environment changes due to user mobility, without the need for user 
intervention or interruption of the service. Thus, ubiquitous environments call for 
more flexible service discovery queries and announcements that take into account the 
dynamic nature of the user and services. 
Another challenge concerns bridging the gap between the device discovery and 
description steps. As the context information obtained from the discovery process 
lacks formal structure, current research consists of two distinct approaches for device 
and service descriptions. The first of these extends standards such as CC/PP and 
UAProf, primarily through the introduction of new attribute vocabularies [64]. The 
other approach seeks to define new description languages to improve the device 
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discovery and service delivery process. The approach adopted in this research 
leverages the implicit information obtained during the discovery process and extends 
it, while maintaining independence from service domains and remaining cognisant of 
resource constraints on mobile devices. 
The device and service discovery function of the SCM framework forms the focus of 
this chapter. It begins by analysing the existing industry-standard service discovery 
protocols and how these can be augmented to be suitable for a ubiquitous 
environment. In particular, the different approaches are weighed on the basis of their 
support for flexibility for handling future device types and support for reasoning about 
services. Section 3.1 identifies the requirements and challenges pertinent to service 
discovery in the target domain. Section 3.2 presents brief outlines of the different 
service discovery protocols and how they tackle and define the roles for resource 
discovery as well as how they compare in light of the identified requirements. Section 
3.2.7 discusses the approach selected in this research as well as its merits and 
shortcomings. A design for extensions for the target domain is presented in Section 
3.3. This protocol extension is one of the contributions of this thesis and proposes a 
light-weight, extensible format for effective description of a wide set of devices 
providing user interaction. 
3.1 Requirements 
Existing protocols address the service discovery problem with their own definitions of 
roles (client/server/service repository) and terminology to achieve the required 
functionalities. The target domain is characterised by the dynamic nature of devices 
(or services) joining and leaving a service area. In such an ambient environment, 
service discovery protocols must meet certain criteria, in addition to their expected 
service provisioning role, in order to fulfil the goal of context-aware service 
provisioning. This section sets out the metrics that are required for a resource 
discovery protocol to perform a context gathering service. 
Initial communication method: though unicast is the most efficient initial 
communication method among the components involved in service discovery, it 
requires a priori knowledge of the network configuration, which makes it infeasible 
for our dynamic problem domain. Multicast offers an elegant solution with initial 
service advertisement and resource query messages using User Datagram Protocol 
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(UDP) multicast before components determine network addresses and switch to 
unicast to make efficient use of bandwidth. Link layer broadcast is another option 
that offers the same advantage as multicast, but limits the message scope to within a 
single hop of the underlying network [59]. 
Description capabilities: services are described by service types and attributes. Most 
protocols provide a template for defining service names and attributes. The 
extensibility provided to service developers is a key issue here, which can provide 
means for augmenting the expressiveness of the service and scope for its 
expandability. Scope for extending templates to include semantic descriptions and 
ontology concepts that relate attributes names with values that are predefined or 
within a permissible range, are desirable. Introduction of semantics into the 
descriptions and scope for possible mapping to ontologies can provide the means for 
services to differentiate themselves from similar offerings and allow reasoning 
through the use of an inference engine. 
Query capabilities: typical service search procedures are structured by type and/or 
attribute values. Possibility of including or augmenting the search process with 
semantic information is a desirable characteristic as then the returned results could be 
tailored to the context of the (service-) requester. Another problem area concerns 
standardised service terminology used by the various approaches. For instance, what 
happens when a client looks for a "print" service when a service implements a 
"printing" service [59]. Searching by wildcards or prefix matches might offer a 
solution in this case. Browsing of all available services offers more search options. 
Discovery scope: proper discovery scopes can minimise computation overheads and 
deliver services best matched to the user's needs. Many approaches equate scope with 
network topology such as a Local Area Network (LAN) or wireless network range 
while administrative domain-based approaches require prior knowledge of the target 
domain. Scopes are more appropriately defined by taking into consideration context 
information such as user location and tasks as well as role (services accessible to a 
visitor would be markedly different from that of a host). This allows service discovery 
to be placed at a higher level of abstraction than the primitives defined by the protocol 
itself. 
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State notification: provision of event notification to clients provides them reliable 
information about the service state. As ubiquitous environments allow multiple 
service providers to coexist at a place, this allows clients to keep track of the available 
services at any given time along with the service information state. This capability 
also facilitates graceful, soft-state service management mechanisms and simpler 
system design [59]. Clients usually subscribe to a service, which then sends 
notifications of events or changes in service status. 
Security: security and privacy features are required both for users and service 
providers. Specifically in dynamic environments, issues of authorization and access 
rights are more complicated than in static ones. How much personal information is 
given out during service discovery and with what degree of conscious approval from 
the user defines the privacy issue from a user standpoint. Security is essential for the 
service provider as well, specifically when the underlying network may be insecure. 
Using existing security solutions may not meet security requirements unique to the 
current problem domain. 
3.2 Discovery Protocols 
3.2.1 Jini 
Jini [65] is a distributed service-oriented architecture by Sun Microsystems that uses 
the Java software platform. It provides mechanisms for service registration and use 
through Remote Procedure Call (RPC) and Remote Method Invocation (RMI) to 
access Java proxy objects. A Jini Lookup Service (JLS) maintains dynamic 
information about the available services in a Jini federation (Jini service collection). 
To join a Jini federation, a Jini service first discovers one or many JLS from local or 
remote networks and then uploads its service proxy (i. e. a set of Java classes) to it. 
The service clients can use this proxy to contact the original service and invoke 
methods on the service. 
Jini uses multicast both for clients and services to discover lookup services and for the 
lookup service to announce its presence in the network. Heavy use of multicast 
though, can affect protocol performance. Services are described using user-friendly 
names and attributes. With descriptions primarily being Java interfaces to services and 
geared towards a programming perspective, expressiveness is not factored in. Overall, 
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Jini does not provide a structured language for building descriptions and it also lacks 
the definition of an organisational scheme for services [66]. Service discovery is 
supported through queries on service type and attribute value, with more than one 
attribute capable of being specified in the query. Browsing is also available. Search 
queries are processed through Java interface matching. This necessitates that the client 
should be aware of the exact name of the Java class implementing the service. 
Discovery scope is well-defined with search options tailored by network topology 
(LAN), administrative domain or location. Jini offers notification services through 
agents that aggregate, filter and send events to clients. This approach benefits both 
clients and services but requires additional resources. The security issue in Jini is 
native to Java and RMI due to the provision of downloadable code. This is addressed 
through verification and granting of permissions. Abstract interfaces are also defined 
for designers to use various security protocols. Deployment of Jini requires the entire 
Java Virtual Machine (JVM) to be installed on participating networked devices, which 
is difficult on resource constrained devices such as mobile phones. 
3.2.2 Universal Plug and Play (UPnP) 
The UPnP specification [67] describes a set of protocols for enabling networked 
devices to initialise autonomously, discover and then share one another's services . It 
offers functionalities for discovery, service information provision, service control by 
clients, and notification of changes in offered services by the servers to clients as well 
as graphical presentation of services and their access methods. 
Multicast messages in UPnP are used by services to announce their presence as well 
as exit and by clients to search available services. Service descriptions are based on 
XML templates that include input/output variables and related state variables. The 
XML template allows more information about devices and offered services to be 
described through its flexible format and also provides support for cross-platform 
lightweight usability [68]. Though device and service types are standardised, vendor 
defined types are also supported to extend capabilities. Queries are matched against 
service types using the XML matching mechanism. Responses are generated if the 
query is a prefix of or equal to supported device or service type, which rules out 
learning protocol specific terminology. However, this match takes place only at a 
syntactic level. Browsing is supported. The scope of the search though is bound to the 
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local LAN. Notification is explicitly addressed in the specification with clients 
subscribing to servers to receive status events. Security issues are well handled with 
many authorisation methods and by factoring in interactions between users and 
environments. 
3.2.3 Salutation 
Salutation [69] is an open software platform that supports service registration, 
discovery, availability and session management. It specifies a generic transport 
interface, which can be used to bind onto an underlying transport protocol. It can 
operate both in a peer-to-peer as well as directory model. Salutation Managers (SLM) 
handle service registration information and discovery requests. Service providers 
register their capabilities with the SLM. When a client discovery request is received, 
the search is performed by coordination among SLMs. SLMs coordinate amongst 
themselves through RPC for collecting discovery responses. The response is then 
returned to the client. 
Service registration and query is directed to the local SLM, which may be discovered 
through broadcast on the mapped transport interface. Descriptions are structured by 
predefined service types (or features) and attributes that provide further detail. 
Attributes relevant to each service type are defined in the service description, with 
individual services filling in values for these attributes. The description language used 
is International Organisation for Standardisation (ISO) Abstract Syntax Notation One 
(ASN. 1). Queries are directed at type or attribute matching. However, scope of the 
search is restricted to network domains. Possibility of notification is tied in with 
application design as it is based on RPC to access and use the service. Authentication 
is the only security issue addressed with a user-id and password scheme. It is 
worthwhile to note that the dissolution of the Salutation consortium in June 2005 calls 
into question its future support and evolution. 
3.2.4 Service Location Protocol (SLP) 
SLP [70] is a protocol for IP based networks, which uses the UDP and Transmission 
Control Protocol (TCP) transport layers to offer service advertisement, discovery, 
search and (optionally) registration. SLP service agents advertise service handles to 
the directory agents to make services available to the user agents. This protocol also 
supports a simple service registration leasing mechanism. 
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Initial communication methods cover the range of uni-, multi- and broadcast. Service 
descriptions feature templates with standardised types and descriptive features. 
However, the description feature allows only a simple categorisation of services based 
on `service URLs' (71]. The service: URL specifies a service type, address and a set of 
text-based attribute value pairs. The template contents also guide the querying 
mechanism, with queries expressed by a Lightweight Directory Access Protocol 
version 3 (LDAPv3) search filter. These search capabilities point out SLP's 
orientation towards enterprise environments and presence of relatively heavyweight 
directories [72]. A good feature is that queries can specify scope that group services 
by location or administrative domains. Event notification is not supported. 
Authentication and integrity are handled through service information. 
3.2.5 Bluetooth Service Discovery Protocol (SDP) 
Bluetooth SDP [73] forms part of the Bluetooth communication protocol suite and is 
used for service discovery and search. At the server end, it offers service registration 
in a repository located in the local device. 
Device discovery is performed through broadcast on the Bluetooth network interface 
followed by service discovery on the discovered device (unicast). Services are 
described by globally unique identifiers for predefined service types. However, there 
has been an effort [74] to extend the SDP with semantic information expressed in 
RDF or DARPA Agent Markup Language (DAML+OIL) to provide more 
expressiveness to device information. Service searches target type and attribute value, 
though the scope of the search is limited to the local Bluetooth network. Notifications 
are not supported. A device can make itself undiscoverable unless the search is 
performed by a known trusted device. This security feature augments the Bluetooth 
link layer security. 
3.2.6 Other Approaches 
Other context-aware service discovery approaches include those that are based on and 
extend the Web services initiative which makes use of standards such as Web 
Services Description Language (WSDL) [75] and XML [16]. WSDL is syntactic in 
nature, merely specifying the format of the service [76]. The related service discovery 
protocol, Universal Description, Discovery and Integration (UDDI) [77] makes use of 
service directories and data structures that are more relevant for business 
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organisations advertising their services on the web; focusing on electronic commerce, 
which differs from the ubiquitous target environment. Moreover, UDDI cannot be 
readily adapted to ubiquitous applications as it does not allow for extensions beyond 
its domain of business oriented services [66]. Also, this approach places no limitations 
on the discovery scope, whereas ubiquitous applications have a strong focus on 
locality. Edwards [72] also classifies UDDI and LDAP as naming systems rather than 
true discovery systems. A number of distinctions are offered between discovery and 
naming systems. An illustration of this is that LDAP provides no automatic 
mechanism for adding or removing resources in the directory. Other approaches rely 
on service directories that necessitate a wired infrastructure, making them at odds 
with the highly mobile and transient ubiquitous domain. 
Efforts within the research community to describe the capabilities of devices can be 
categorised into stand alone description efforts (with varied aims, e. g. content 
adaptation) or as part of a proprietary discovery and description solution. Prominent 
amongst the World Wide Web Consortium (W3C) initiatives are CC/PP and UAProf 
specifications. 
The CC/PP description template consists of three major categories: terminal 
hardware, software and browser. The primary objective of this categorization is to 
enable web servers to tailor content presentation for the client web browser. 
Application of this template is not intuitive for building comprehensive descriptions. 
At a first instance, it cannot address device composition as it has a single hierarchy 
level (root and its children). It also cannot be used for providing format information as 
it does not define a range of values that an attribute may be assigned [78]. 
UAProf describes a sample vocabulary for describing Wireless Application Protocol 
(WA! ') device profiles. It is tailored to the needs of WAP devices and does not scale 
well to more complex devices such as notebook computers. However, as identified in 
[79], it offers an interesting mechanism of devices publishing their capabilities to a 
web repository from where it can be retrieved by web servers to tailor web content. 
Research community approaches include the DReggie [80] service discovery 
architecture that builds upon Jini. Descriptions are modelled in DAML, using a 
defined ontology and services are required to register a DAML description as well as 
their Jini interface to a Jini Lookup Server to facilitate semantic reasoning. While this 
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aids reasoning through a defined Prolog reasoner, it requires devices to host both 
ontology instance descriptions and the Jini interface description for semantic 
discovery. 
The description model proposed in [78] models a device as hardware or part of 
hardware. The hierarchical XML schema also allows for specifying a range of 
attributes. Device types are based on the defined basic types, such as storage, speed, 
connector, from which `specTypes' can be defined to indicate specific device 
characteristics. The model is a primarily hardware centric approach and caters to 
terminals and its hardware sub-components (such as memory, motherboard etc. ) 
though specific extensions have been defined for describing printers. Though 
comprehensive in this sense, the template would not handle device types that cannot 
be built up from the defined basic types, for instance, communication devices such as 
routers. 
Another research effort [64] extends the CC/PP standard by introducing new 
components in the CC/PP profile. These include quality of service, type of service, 
function, location, accessible time and additional information, with each part being 
described by a profile. The function profile is based on the DAML-Services (DAML- 
S) approach and details the service inputs, outputs, preconditions and effects. The 
location profile includes both virtual and geographical location information. 
Descriptions based on this are advertised on the platform by service providers. 
However, this approach does not have provision for specifying a range of attributes 
for service function or default values for the same. 
3.2.7 Comparison of Service Discovery Protocols 
The comparison of the different service discovery protocols profiled, is summarised in 
Table 3.1. 
Studies [59,72] in comparing available industry standards community approaches 
(Salutation, SLP, Bluetooth SDP), software vendor offerings (Jini, UPnP) and 
research community efforts Intentional Naming System (INS) [81], Ninja Service 
Discovery Service (SDS) [82]) have generally concluded that while some ubiquitous 
computing requirements may be met by existing protocols, service discovery in 
unfamiliar environments has not been addressed well. 
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Table 3.1. Comparison of service discovery protocols 
Feature JIni UPnP Salutation SLP Bluetooth 
SDP 
Initial Unicast and Unicast and Unicast and Unicast, Unicast and 
communication multicast multicast broadcast multicast and broadcast 
method broadcast 
Description Template XML template, ISO ASN. I Template, 128-bit 
capability (Java vendor defined simple service universal 
interfaces) types supported categories unique IDs for 
service types 
Query Service type Service type, Type and Type, attribute Type, attribute 
capability and attribute prefix matches attribute value. value. 
value. supported. matching. Browsing Browsing 
Browsing Browsing Browsing support support 
support support support 
Discovery LAN, LAN LAN Administrative Bluetooth 
scope administrative domain, LAN, network 
domain, location 
location 
State Through Subscription Dependent on Not supported Not supported 
notification agents mechanism application 
design 
Security Verification, Device-user Authentication Authentication Trusted 
permissions. interactions (user-id, discovery, 
Interfaces to handled, many password Bluetooth 
existing authorisation scheme) security 
security procedures 
protocols 
Ghader et al [83] have evaluated the different protocols on the basis of several service 
discovery roles such as discovery, architecture, structure and protocol operations. 
They have noted that certain circumstances such as peer-to-peer cases and availability 
of lightweight devices make Jini (due to dependence on language and JVM) and 
Salutation (open, based on generic transport layer) unsuitable for deployment. 
Based on the analysis of the state of the art, UPnP emerged as the most suitable 
candidate for the role of discovery adapter for the discovery function. Although any of 
the proposed candidates can be deployed in various pervasive environment settings, 
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no global standard has evolved as yet. UPnP proves to be the best choice for the stated 
metrics, specifically in terms of flexibility and support for service reasoning. From a 
networking standpoint, its strength lies in self-configuration with automatic 
assignment of IP addresses and Domain Name System (DNS) names to participating 
devices. The description capabilities are well advanced. Device descriptions model a 
device as a logical container with one or more embedded devices, each capable of 
being discovered and used independently of the container device. This allows 
hierarchical description of the hardware components of a device such as a computer 
with screen, keyboard etc. This closely follows the CC/PP concept of describing 
devices as composed of different (hardware/software) components [14]. Versions 
associated with descriptions allow addition of features in a description document. It is 
worth noting that this capability (addition of properties to existing device 
descriptions) features in the list of requirements for a `device description repository' 
as identified by the Device Independence Working Group within the W3C [84]. The 
XML-based service description template also lends itself to semantic extensions with 
the approach being similar to OWL-S [85]. OWL-S is a web service ontology that 
represents services semantically in terms of human readable description, 
functionalities and functional attributes. The functional specification represents a 
service in terms of inputs, outputs, preconditions and effects [86]. Analogously, UPnP 
services have provision for input and output parameters that are related to state 
variables that represent the service's current status. A default value for each state 
variable is specified which is within a defined permissible range. However, the 
template does not offer opportunities for capturing the hardware capabilities of the 
user interaction modalities. 
Other limitations exist in the area of discovery scope as discovery is usually limited to 
the local network and not guided by user roles or context information. UPnP Security 
standardises the human-computer interaction procedure and incorporates the 
heterogeneity of networked devices through various authorisation procedures. 
Reference [59] states that many security issues related to ubiquitous environments are 
addressed by UPnP. However, security related issues are not the focus of this research 
and have been mentioned here for completeness. 
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3.3 Enhanced Context Gathering: extending UPnP 
This section sets out the challenges that a context gathering module should address in 
terms of the description of contextual information advertised by devices. They are 
part of the work undertaken in this research. Descriptions must provide enough 
information to differentiate between similar service offerings. For instance, voice 
recording software on a device supports `audio input' modality and the playback 
facility provides `audio output'. The basic software information can be qualified with 
supported formats, viz. allowed file types such as mp3, wma etc. The speaker and 
microphone characteristics add another layer of refinement and constraint to these 
services. For the realisation of a meaningful dynamic view of available modalities 
within the user environment, the design and implementation of the descriptions should 
provide templates for including such information for a wide range of devices. 
3.3.1 Challenges 
The identified challenges arise from the heterogeneity of possible devices, alignment 
to the discovery process and needed support for automated reasoning. 
Generic template 
The heterogeneity of devices necessitates the development of a generic model 
that can describe a wider set of devices providing user interaction. Such a model 
should be sufficiently generic to capture the features of devices capable of 
providing the means for user interaction, rather than describing the mere 
hardware capabilities and categorisation of devices. 
Device-service links 
Service descriptions can provide annotated information on supported formats for 
offered services, which can be further refined by hardware characteristics. In 
addition, the service information should provide information on the static 
properties (e. g. type, provider) as well as the service interface (methods that can 
be called and parameters) to provide a complete view of the description [87]. 
Leveraging discovery mechanisms 
Industry standards for resource discovery in ad-hoc environments incorporate 
some level of descriptions for advertising service offerings. There is a need to 
build a higher level description model that leverages this implicit information 
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obtained during the discovery process, without necessitating already resource 
constrained devices to host descriptions in new languages or formats. 
Ontology support 
Descriptions should provide a foundation for automated mapping to ontologies. 
This would aid in reasoning through an inference engine to provision services 
relevant to the end user. 
3.3.2 UPnP Extensions 
UPnP's description capabilities include service advertisement through a declarative 
XML template, which is communicated through Hypertext Transfer Protocol (HTTP). 
XML offers a lightweight, cross-platform means to annotate device and service 
information. The device hardware information though, is rudimentary with tags 
describing name, type, modelURL and URLs for service descriptions. It also includes 
a Universally Unique Identifier (UUID) tag for uniquely identifying the device. Thus, 
the UPnP specification explicitly addresses the need for an identification mechanism 
for devices, which has been pointed out in [79]. The template also features a clear 
demarcation between the physical device and the hosted software services. Device 
description allows composition of devices, for instance, a mobile phone with screen, 
keypad etc; each capable of being discovered and used independently of the container 
device. Service descriptions define interactions with possible actions and 
corresponding inputs and outputs, which are related to state variables that represent 
the service's current status. State variables have defined types, scope for specifying 
default values as well as allowed values. Numerical values can be specified by valid 
ranges and allowed increments therein. 
The proposed model identifies that the allowedValue tag can be used for specifying 
formats associated with a modality service. Default values can be used to denote 
preferred choices. Additionally, the tight coupling between input and state variables 
means that the XML language can be used for verification of declarative content. 
Device hardware capabilities are necessary to form a complete description of a 
multimodal device and refine service descriptions. Pertinent to multimodal interfaces, 
these fall into the following basic types: display capabilities that impact visual 
presentation (resolution, colour capabilities, rendering formats), audio output presence 
and various types of user interaction input support. These feature types are those that 
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can influence service presentation and personalisation. Additionally, specification of 
device network interfaces can identify potential service delivery channels. The UPnP 
service template already supports facilities for specifying formats for display 
capabilities. However, it lacks provision for describing the other identified hardware 
capabilities. 
modality 
xmins 
O uuid 
display 
urn: schemes-upnp-org: modaldy-l -0 
0 dispWd 
dispisysize -I 
() unit 
resolution 
- colour 
audioOutput 
userlnput 
ý type 
name O allowedValue O attribute 
I Microphone 
2 Stringlnput 
3 Keylnput allowedValue,. 
Abc Text 
I PCKeyboerd 
2 MobileKeyboard 
4 MouseType allowedValue attribute 
Abc Text = name = type = use 
I Mouse I resolution string optional 
2 Trackball 2 buttons nonNegetivelnteger required 
3 TouchPad 3 scrollwheel boolean optional 
5 PenType allowedValue . attribute 
roc Text name = type = use 
I Peninput I resolution string optional 
2 Tablet 
connection 
name 
-version* 
InterfaceAddr 
Figure 3.1. Modality extension to the UPnP template 
Based on this observation, the developed extension to the UPnP template encapsulates 
various input and output modalities. The extension template is modeled to be close to 
the UPnP template type in its simplicity, while being flexible enough to describe 
different kinds of modalities encountered. The description extension is conceptualized 
in an XML schema similar to the formatting concepts identified in the Moving Picture 
Experts Group-21 (MPEG-21) Digital Item Adaptation (DIA) [88] section. Figure 3.1 
shows an XMLSpy Integrated Development Environment (IDE) [89] representation 
of the proposed extension. 
The <uuid> element uniquely identifies a device. The value of this element should be 
the same as is specified in the corresponding <uuid> tag in the UPnP template. This 
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is used to link the modality extension to the corresponding device. The screen 
specifications (<display> element) and speaker presence (<audiooutput>) 
constitute the output modalities. The <display> tag describes the screen in terms of 
its physical size, offered resolution and colour capabilities. The resolution element 
specifies the horizontal and vertical components, both of which have non-negative 
integer datatypes, the resolution unit, which has a default value of `pixels' and the bits 
per pixel value. 
The <userznput> element is modeled on the MPEG-21 DIA standard for user 
interaction input syntax and captures user input modalities within generic types, each 
annotated with specific attributes. These are captured in five categories: microphone, 
string input, key input, mousetype and pen type. Further demarcations within the key 
input, mouse and pen input categories capture more refined specifications. For 
instance, the mousetype category encapsulates the mouse, trackball and touchpad 
input devices. To describe these, the number of buttons is a required attribute, 
supported by the optional attributes of resolution and presence or absence of a 
scrollwheel. The attributes attached to the mousetype category can then be written as: 
<attribute ="resolution" ý-"string" -"optional"/> 
<attribute nani="buttons" type-"nonNegativeInteger" 
use="required" /> 
<attribute :; anFý-"scrollwheel" type'-"boolean" i -"optional"/> 
The resolution attribute has datatype string to allow the resolution parameter to be 
specified as AxB, with A denoting the horizontal parameter and B the vertical. 
Finally, the network interfaces are captured and specified with name, version (to link 
to specific network interface capabilities) and the interface Media Access Control 
(MAC) address to uniquely identify the interface. 
3.3.2.1 Device Description Example 
An example of context data employing the UPnP template and the developed 
extensions is presented through a sample description of a HP iPAQ Personal Digital 
Assistant (PDA). Figure 3.2 shows the UPnP description of the device, with reference 
to one of the offered software services specified in the service list. The software 
specification example, detailed in Figure 3.6, shows the display service specification, 
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which highlights the inputs and outputs allowed for the service as well as the formats 
supported by the device for this particular service. 
The description of the elements in the UPnP template is detailed in [67]. The device 
description contains information on the device type (which could be a standard device 
type or defined by the vendor), device friendly name, model description, unique 
device name (uuid) and possibly, embedded device descriptions. In addition, the 
service list contains the features of the software services hosted on the device. For 
each service, the device description document specifies the service ID, the service 
type (image), the control URL for allowed service commands, the event subscription 
URL and the URL for the service's Service Control Protocol Description (SCPD). 
The SCPD defines the interface for interacting with the device, which may involve 
sending commands and receiving results. 
<? xml version=" 1.0" encoding="UTF-8"? > 
<root xmins="urn: schemas-upnp-org: device- 1-0'> 
<device> 
<deviceType>urn: schemas-upnp-org: device: PDA: 1 </deviceType> 
<friendlyName>HP iPAQ 4150</friendlyName> 
<modelDescription>HP iPAQ pocketPC</modelDescription> 
<modelURL>http: //profilehost/modality. xml</modelURL> 
<UDN>uuid: HP_iPAQ_4150</UDN> 
<serviceList> 
<service> 
<serviceType>urn: schemas-upnp-org: service: image: 1 </serviceType> 
<serviceld>urn: schemas-upnp-org: serviceld: image</serviceld> 
<SCPDURL>/image. xml</SCPDURL> 
<control U RL>/service/render/con trol</control U RL> 
<eventSubURL>/service/render/eventSub</eventSubURL> 
</service> 
</device> 
</root> 
Figure 3.2. PDA: UPnP device description 
The interactions are called actions and are performed through Simple Object Access 
Protocol (SOAP). The actions are expressed in XML. Actions are the equivalent of 
methods in a Jini interface. Each action may have zero or more parameters, which 
may act as input or supplied by the service when the RPC completes. The parameters 
are specified by name and the associated direction: `in' denotes that it is an input 
parameter and `out' denotes an output parameter. The current state of the service is 
specified by state variables. State variables are specified by their type and include 
provisions for specifying default values and constraints on allowed values. State 
variables are tied to the actions, as for each formal parameter of an action, a related 
state variable must be indicated. In the service specification in Figure 3.3, the 
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`display' action of the `imageDisplay' service is linked to the `Currentlmage' state 
variable through the <relatedStateVariable> tag. The 'Currentimage' state 
variable accepts jpg, gif, prig and bmp as its allowed states. This is utilised in this 
work to constrain the formats accepted by the associated service action. In this 
instance, this implies that the `image' service can display these image types on the 
device. 
<? xml version="1.0"? > 
<scpd xmins="urn: schemas-upnp-org: service- 1-0" > 
<specVersion> 
<major> 1 </major> 
<minor>0</minor> 
</specVersion> 
<actionList> 
<action> 
<name>Display</name> 
<argumentList> 
<argument> 
<name>lmageName</name> 
<rel ated Sta teV a via bl e> Cu rre nt I ma ge</ 
related StateVariable> 
<d i rection> in </d i recti on> 
<largument> 
</argumentList> 
</action> 
</actionList> 
<serviceStateTable> 
<stateVariable send Events="no"> 
<name>Cu rrentlmage</name> 
<d ataType>stri ng</dataType> 
</stateVariable> 
<stateVanable sendEvents="no"> 
<name>URL</name> 
<dataType> stri ng</dataType> 
<allowedValueList> 
<allowedValue>jpg</allowedValue> 
<allowedValue>gif</allowedValue> 
<allowedValue> png</allowedValue> 
<allowedValue>bmp</allowedValue> 
</allowedValueList> 
</stateVariable> 
</serviceStateTable> 
</scpd> 
Figure 3.3. PDA: UPnP service description 
The hardware specifications of the input/output modalities and the network interfaces 
are shown in Figure 3.4. This corresponds to the modality. xml file specified in the 
<modelURL> tag in the UPnP description. The complete path given in the 
<modelURL> tag specifies the location from where the modality description file can 
be retrieved. The modality description file gives an illustration of the modality 
extensions proposed in this thesis for the description template of the UPnP service 
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discovery protocol. The modality extension includes the same UUID as is specified in 
the UPnP description for the device. The modality description includes the 
specification of the display screen, which includes the screen size and the resolution. 
Details also include whether colour capability is supported. The user input modalities 
specify that the PDA supports pen input and string input (through the on-screen 
keypad). The network interfaces are specified last and include the interface name, 
version and the MAC address. 
<? xml version=" 1.0"? > 
<modality> 
<u u id> H P_i PAQ_4150</uu id> 
<display> 
<displayld>hp415_display</displayld> 
<displaySize>3.5</displaySize> 
<unit>inch</unit> 
<resolution> 
<horizontal>240<lhorizontal> 
<vertical> 320</vertical> 
<unit>pixels</unit> 
<bpp>32</bpp> 
</resolution> 
<colour>true</colour> 
</display> 
<audioOutput>true</audio0utput> 
<userinput> 
<type name="Stringlnput_415"></type> 
<type name="Penlnput"></type> 
</userlnput> 
<connection> 
<n a me> Blue toot h </ na me> 
<version>3.16</version> 
<I nterfaceAddr>08-00-D1-08-C9-CF</InterfaceAddr> 
</connection> 
<connection> 
<name> W ireless_LAN </na me> 
<version>802.11 b</vers ion> 
<I nterfaceAddr>00-OF-20-7F-AB-09</InterfaceAddr> 
</connection> 
</modallty> 
Figure 3.4. PDA: modality description 
The link between the device description, the modality extension and the service 
description is shown in Figure 3.5. 
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file: http: //profilehost/modality. xml 
<? xml version=" 1.0"? > 
<modality> 
<uuid>H P_iPAQ_4150</uuid> 
<display> 
<displayld>hp415_display</displayld> 
<displaySize>3.5</displaySize> 
<unit>inch</unit> 
<colou r>true</colon r> 
</display> 
</modality> 
file: /device/description/description. xml 
<? xml version="10" encoding="UTF-8"? > 
<root xmins="urn: schemas-upnp-org: dev 
<device> 
<friendlyName>HP iPAQ 4150</frie 
<serviceList> 
<service> 
<serviceType> urn: schemas-upnp-org: service: image: 1 </serviceType> 
<serviceId>urn: schemas-upnp-org: service Id: image</serviceId> 
</service> 
</device> 
</root> 
file: /device/description/imagexml 
<? xml version=" 1.0"? > 
<scpd xmins="urn: schemas-upnp-org: service-l-0" > 
<actionList> 
<action> 
<name>Display</name> 
<argumentList> 
</argumentList> 
</action> 
</actionList> 
<serviceStateTable> 
</serviceStateTable> 
Figure 3.5. Relation between descriptions and modality extension 
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3.4 Conclusion 
The UPnP protocol, along with the developed extensions, can function as an effective 
context gathering and monitoring mechanism. The use of the <mode1URL> tag of the 
UPnP template to specify the address of a repository hosting the defined extensions, 
follows the UAProf mechanism of devices publishing their capabilities to a web 
server. It is envisaged that device manufacturers will specify URLs of the device 
descriptions hosted on their websites in the appropriate format. The UPnP template, 
together with the proposed extensions, can give a complete picture of device-modality 
context for multimedia presentation scenarios. 
Another important characteristic that makes UPnP suitable to the target mobile 
heterogeneous environment is that the advertisement messages contain a duration 
field that specifies the length of time for which the advertisement is valid. This 
ensures that device availability information is kept up-to-date in the network and 
makes UPnP self-healing for the possibility when devices leaving the network do not 
announce this. The minimum duration specification also prevents large amounts of 
traffic being generated by repeated advertisements. 
UPnP as a discovery and event notification mechanism is also employed in the smart 
space architecture of [32]. The design of the extensions presented in this thesis enable 
disparate devices to offer enough information to differentiate similar service 
offerings. Additionally, it utilises the information gained from an industry-standard 
discovery protocol, without imposing new templates on resource-constrained devices. 
The approach presented in this thesis can be contrasted with two research community 
approaches, in terms of alignment with industry-standard discovery mechanisms and 
descriptive capabilities. DReggie [80] is a service discovery architecture that builds 
upon Jini. Descriptions are modeled in DAML, using a common agreed ontology and 
services are required to register a DAML description as well as their Jini interface to a 
Jini Lookup Server. Reasoning is performed through the defined Prolog reasoner. 
However, this approach requires mobile devices to host ontology instances. This and 
the Jini requirement for devices to host the complete JVM calls into question its 
applicability to resource constrained devices. Also, as the authors in [90] note, `Jini is 
losing ground in the home network market'. UPnP has also been adopted as the 
-55- 
Chapter 3. Device and Service Discovery Mechanisms 
standard middleware for discovery and automatic network configuration for the Open 
Services Gateway Initiative (OSGi) platform. 
The second approach, that comes close to that suggested in this thesis, is Konark [91], 
a middleware for discovery and delivery of services in ad-hoc networks. It closely 
mirrors the UPnP template and introduces a keyword and properties tag to describe 
service characteristics. Service invocation and delivery is through SOAP calls, as it is 
with UPnP. Being targeted at m-commerce services, it does not include hardware 
descriptions. 
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Context Model 
This chapter presents the design and evaluation of the SCM context model. To ensure 
context enabled interoperation, a shared and formalised specification of devices and 
services in the ambient environment is needed. Additionally, the specification needs 
to be at a semantic level to provide meaning to the context elements. The aim is to 
define a concept that successfully captures the semantics of the various modality- 
related services available in the ambient mobile ad-hoc environment and models it in 
a way that makes it amenable for applications to query and reason about available 
services. Thus, flexibility and expressiveness are two characteristics that are required 
in the context modelling technique employed. Another related criterion is that the 
model should be amenable to automated application reasoning to facilitate 
unambiguous decisions. 
The different context modelling techniques were reviewed in Section 2.2. Based on 
the analysis performed in Section 2.3, ontology has been chosen as the requisite 
context modelling technique to express detailed semantic information about services, 
devices and the ambient environment. 
Definition 4.1: 
An ontology is an explicit formal specification of how to represent the objects, 
concepts (the meaning), and other entities that are assumed to exist in some area 
of interest (domain) and the relationships that hold between them [921. 
An ontology contains axioms that define the semantics of the vocabulary terms and 
places semantic constraints on the model that limit what the model means. Moreover, 
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it provides the capability of describing and representing the knowledge-based model 
of a specific domain in a computer-usable form. 
The languages for representing ontologies have different capabilities for expressing 
constructs and constraints to model the domain and hence, different computational 
properties. The most expressive ontology representation language for the semantic 
Web currently is OWL [92]. Ontologies formed by it can use the same generic tools 
for reasoning. This also increases interoperability between different system 
components. An OWL ontology includes descriptions of classes, properties and their 
instances. Formal semantics specify derivation of logical consequences, based on a 
single or distributed OWL documents. Standard language syntax is present for 
processing and manipulation of represented information (e. g. XML). The context 
model presented in this chapter is modelled in the OWL-Description Logics (DL) 
language, which is the second layer in the three available species of OWL. These and 
other related concepts are presented in Section 4.1 of this Chapter. Current approaches 
in modelling multimodal device domains are also presented in this section. 
The developed context model, which is one of the contributions of this thesis, is 
presented in Section 4.2. The presentation of the design principles are set against 
identified challenges, to draw out the contributions. 
With the given ontology model in place, it is imperative to asses if it conveys the 
particular vocabulary's intended meaning. Available evaluation methods include 
those that are subjective and others that are applicable to a particular ontology 
structure [93]. In addition to subjective feature evaluation, it is important to identify 
metrics that give an indication of ontology complexity and optimum structure. 
Ontology complexity measurements can give an indication of how well the ontology 
model integrates with other software components, for instance, query mechanisms. 
The context model is first validated against the DL principles in Section 4.3.1. It is 
then compared to existing device ontologies in terms of features captured (Section 
4.3.2) and also other available evaluation metrics (Section 4.3.3). The analysis focuses 
on assessing the ontology models in terms of complexity, relationship diversity and 
concept aggregation. 
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4.1 Description Logics 
The primary aim of OWL is to bring the expressive and reasoning capabilities of 
description logic to the semantic web. A brief explanation of DL is presented here 
before looking into the characteristics of OWL-DL. 
Description logics are a family of logic-based formalisms for knowledge 
representation. DL is a decidable fragment of first order logic. It was developed to 
counteract the problem of suboptimal reasoning behaviour seen in complex modelling 
schemes. As a taxonomy grows in size and complexity, queries may not terminate as 
they keep searching an infinite space. As a result, no decision procedure can be 
constructed to decide whether a query should terminate and return a result [92]. This 
problem is handled in DL by restricting the building blocks for defining complex 
structures to a controlled set of primitives. DLs are characterised by: 
- Constructors to define complex concepts and roles, based on simpler ones. 
- Set of axioms to express facts using concepts, roles and individuals. 
A characteristic feature of DL is the associated reasoning capability that allows for 
sound and tractable (amenable to efficient computational use) reasoning methods 
based on firm theoretical and logical foundations. Another distinguishing feature is 
the Open World Assumption (OWA) where every fact can be thought of as true unless 
explicitly stated to be false. For instance, two individuals cannot be assumed to be 
automatically distinct unless explicitly stated to be so. 
A DL knowledge base consists of two parts: TBox and ABox. This is represented in 
Figure 4.1. It has been pointed out in [94] that this distinction between TBox/ABox 
does not have a deep logical distinction but is a common useful modelling practice. 
Knowledge Base 
TBox (schema) 
', II 
Man a Human n Male 4) 
U) U Happy Father =Mann 3 has-child. Female n ... Ü 
ABox (data) 
Happy-Father(John) 
has-child(John, Mary) 
Figure 4.1. General DL architecture 1941 
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TBox contains the intentional or general knowledge about the problem domain in the 
form of a terminology (or `taxonomy'; hence the term TBox). TBox can also be said 
to be the vocabulary of the system. Information is contained in the TBox through 
concept definitions and by equating concepts through connectives, with the syntax 
rule governing the formation of complex concepts [95]. Concept definition follows 
some assumptions in DL [96]: 
" Only one definition is allowed for a concept name. 
Definitions are acyclic: concepts are neither defined in terms of themselves 
nor in terms of concepts that indirectly refer to them. 
A basic reasoning service for DL TBox-es is logical implication that verifies whether 
a generic relationship is a logical consequence of the declarations in the TBox. For 
instance, determining subsumption, written as CcD involves checking whether the 
concept D (subsumer) is more general than the one denoted by C (subsumee). In other 
words, subsumption checks whether the first concept always denotes a subset of the 
set denoted by the second one. 
ABox contains extensional knowledge that is specific to a particular set of 
circumstances. Knowledge in the ABox is specified in the form of concept and role 
assertions (hence, `assertion component' or the term ABox). Concept assertions 
involve individuals, assigning individuals to concepts. Role assertions are binary 
relations that link pairs of individuals. The basic reasoning task in an ABox is 
instance checking, which verifies whether a given individual is an instance of a 
specified concept. Other reasoning methods include knowledge base consistency that 
verifies whether every concept admits at least one individual; and realisation, which 
finds the most specific concept an individual object is an instance of [96]. 
OWL-DL (SHOIN(D)) 
There are three species of OWL: 
OWL Lite - classification hierarchy and simple constraint features, such as 0 
and 1 cardinality, supported. It is the simplest OWL language. 
OWL DL - provides support for maximal expressiveness while maintaining 
computational completeness (all entailments are guaranteed to be computed) 
and decidability (finite time for computations). The DL in the name shows that 
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it is intended to support description logic capabilities. It corresponds to 
description logic SNOIN(D). The entailments allowed in it are explained in the 
paragraphs below. 
OWL Full - provides maximum expressiveness as it has no expressiveness 
constraints, but correspondingly, has no computational guarantees. This 
follows the observation in [96] that `the more expressive the language, the 
harder the reasoning'. It is formed by the full OWL vocabulary with no 
syntactic constraints. 
This thesis is primarily concerned with OWL-DL, which is chosen for its 
expressiveness and reasoning capabilities. The logical constructs allowed for concept 
definition are derived from the definition of S`XOIN(D) which, as explained in [94], 
stands for the following: 
Table 4.1. Syntax for DL 
Feature Meaning Notation 
Atomic A, B 
Not -C 
ansitivit +T L = 
And CnD 
r y C S A Or CAD 
Exists (for-some) 1R. C 
For-all VR. C 
Role transitivity Trans (R) 
. 9f 
Role hierarchy ReS 
O Nominals (one-of) {1ý,..., ln 
I Role-inverse R 
N Cardinality restriction > R. C (at least) 
<_ R. C (at most) 
v V 
lllý 
Attribute Language with Complements (, aLC) is the base DL. As shown in Table 4.1, 
it includes atomic concept definition, complements (Not), intersection (And), union 
(Or). The some-values-from restriction (AR. C) specifies the existence of at least one 
relationship along the role (or property) R to an individual that is an instance of the 
concept C. The universal restriction (VR. C) constrains the relationship along the role 
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R to instances of the concept C. In other words, if a relationship exists for the role R, 
then it must be to instances of the concept C [97]. 9(means that the DL supports role 
hierarchy. The one-of constructor 0 implies {x, }u {x2 J.... v {x,, }. The inverse feature I 
allows role inverses to be defined, e. g. hasChild = hasParent- [94]. The at-least and 
at-most cardinality restrictions map to minCardinality and maxCardinality 
respectively. W also implies F', which refers to functional properties (roles) 51R, 
since cardinality restrictions can be used to model functional roles [98]. For a 
functional property, a given individual can be related to at most one individual along 
the property. 
The 0 in S%OIN(D) refers to concrete domains, such as strings and integers [94]. 
Also, the language is restricted to decidable predicates over the concrete domain. 
Thus, there are two main types of properties: object and datatype. Object properties 
link an instance (individual) of one class to an individual of the same or different 
class. Datatype properties link an individual to an XML Schema DataType value or an 
RDF literal. 
Current Approaches 
There have been several efforts in the research community to describe the capabilities 
of devices, prominent amongst which are the CC/PP and UAProf specifications. 
However, the target environment for these descriptions does not match our ubiquitous 
problem domain. For instance, in CC/PP, the ontology is divided into three major 
categories: terminal hardware, terminal software and terminal browser. The primary 
objective of this categorisation is to enable web servers to tailor content presentation 
for the requesting client web browser. An ontology for modelling device 
characteristics that extends CC/PP, has been proposed in [99]. This approach extends 
the hardware capabilities to include input (user input modalities such as keyboard), 
output (screen size, colour/video capable) and memory. The software extensions 
specify the presence of various applications such as email client, web browser etc. 
However, with its basis on CC/PP, all the capabilities are of either type Boolean or 
literal. Hence, it suffers from the lack of range specification that has already been 
pointed out in Section 3.2.6. Another interesting research activity is the Foundation 
for Intelligent Physical Agents (FIPA) specification [100] for device ontology. It 
builds upon some of the CC/PP concepts and defines a device ontology to model the 
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static device characteristics as well as the hardware and software services provided on 
the device and supports the identification of services for various input and output 
capabilities. It is intended to facilitate agent communication for content adaptation. 
However, as pointed out in [ 101 ], the model can accommodate only terminal devices 
and does not facilitate effective description of devices such as printers and scanners. 
The device ontology proposed in [101] organises information in five classes: device 
description, hardware, software, device status and service. Though a sample 
characterisation is provided for printers, the general categorisation for hardware and 
software categories is not provided. Another partial structure of a device ontology as 
part of a context management framework is provided in [102]. The device information 
includes ID, language, interface definition and resolution. Another ontology that 
concerns the related domain of service description is the DReggie DAML ontology 
[103] which forms part of the DReggie [80] semantic service discovery framework. It 
describes m-commerce services in terms of their functionality, capability, platform 
requirements and other attributes. The service component class is the root, with 
capability and functionality descriptions added as properties. Memory and Central 
Processing Unit (CPU) requirements are considered, though network interfaces are 
not factored in. 
4.2 Proposed Context Model 
in this thesis, the design of the SCM context model corresponds to the definition of 
the TBox for the domain. The main consideration while designing a TBox that 
captures all the important features of the domain is to define a logical categorisation 
of major entities and to recognise the relationships that could exist between these. The 
requirements that are derived from an analysis of the state of the art include: 
" Description of multimodal domain both in terms of hardware description and 
software services interface modelling. 
" For service ontology, three levels can provide a complete view of service 
description: the static properties (e. g. type, provider), its dynamic properties 
(its behaviour) and its interface (parameters, methods) [104]. 
" Clear links between the defined concepts to enable efficient querying. 
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A multimodal device ontology should provide clear links between the software 
elements and the physical device description. The software elements encompass 
information to differentiate between similar service offerings, for instance, supported 
file formats. The physical hardware categorisation adds another layer of refinement on 
top of this, which could also function as a constraint mechanism during service 
selection and delivery. The ontology has been developed using the Protege Editor 
with OWL Plugin [105], which is an extension of Protege for handling OWL 
ontologies. It features graphical editors for class expressions and has access to 
description logic reasoners. Figure 4.2 shows a partial view of the context model, 
delineating the device hardware modalities, software services and network interfaces. 
canbelnterfacedVia ---- 
'` Modality 
hosts 
Service 
isConnectedTo 
ý- 
ModalityService 
dfs: subClassOf 
rdfs. SubClassO( 
CommunicationService 
hesFunction 
º ServiceFunction 
XML datatype 
-- 0, XML datatype ýWIredlAN 
haaFormat- 
--ý º xsd: sting 
-C WiFi b) 
(a) 
rdfs: subClassOf 
OutputModality 
A 
AudioOutpul 
rdts: subClassOf 
rdfs: subClassOf 
ScreenOutputModality 
InputModality 
rdfs: subClassOf 
KeylnputType 
StringlnputType 
rdfa: subClassOf 
MicrophoneType 
rdfs: subClassOf 
PenType 
rdfs: subClassOf 
] 
rills: subClassOt 
MouseType 
Figure 4.2. Partial view of the domain ontology delineating (a) network interfaces, (b) services 
and (c) modalities 
The device class has an associated type, which is itself defined using the MPEG-21 
standard for device type [88]. Device type is thus an enumerated class, which is 
defined by precisely listing the individuals that are members of the class. This means 
that it is a class of the individuals (and only the individuals) listed in the enumeration. 
The individuals are attached to the DeviceType class by creating the enumeration as a 
necessary and sufficient condition. This then specifies DeviceType as a defined class, 
with the defined condition not only necessary for membership of this class, but also 
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sufficient for any (random) individual that satisfies them to be an instance of this 
class. The assertion is stated as: 
DeviceT e 
PDA, Laptop, PC, MobilePhon e, DigitalSti 1lCamera, 
yp (4.1) H DigitalVid eoCamera 
The restriction on the type of each device can be then stated to be: 
VhasT, ype. DeviceType (4.2) 
which constrains the value of the `hasType' property of instances of devices to 
individuals listed as instances of the DeviceType class. The Device class is also linked 
to the Modality, Service and NetworkInterface classes and the inverse properties have 
also been defined. These, along with the inverse properties, are: 
hosts. Service H isHostedOn. Device 
canbeinterfacedVia. Modality 4- providesinterfaceTo (4.3) 
isConnectedTo. Networklnterface H providesAccessTo 
The Device class subsumes the EmbeddedDevice class, which inherits all its 
properties and adds an object property, partof to identify the parent device. This 
property is also made functional to express the exactly one constraint. In DL notation, 
these relations are written as: 
EmbeddedDevice c Device 
isPartOf. Device 
< 1isPartOf 
(4.4) 
The Modality class is sub-classed into Input and OutputModality. Since this thesis is 
concerned with service and content presentation, the specification of the Modality 
class captures the means of user interactions. 
InputModality c Modality and 
OutputModality c Modality 
(4.5) 
Further refinements are based on the various types of modalities possible. For 
instance, the ScreenOutputModality class, derived from OutputModality, has data 
type properties specifying its size, colour capability and links to the Resolution class 
for describing the screen resolution in terms of horizontal and vertical resolution in 
bits per pixel. 
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ScreenOutputModality c OutputModality 
<_ 1 has Colour. boolean 
<_ I graphicsEnabled. boolean (4.6) 
<_ 1 hasSize. float 
`dhasResolution. Resolution 
<_ 1 hasResolution. Resolution 
The <1 restriction on the defined datatype and object properties of the 
ScreenOutputModality class constrain them to be functional properties, i. e. single- 
valued properties. 
The specification of the Resolution class in DL notation is: 
Resolution <_ lheight. int 
<_ I width. int 
<1 bitsPerPixel. int 
(4.7) 
The InputModality class is further classified into KeyInput, MouseType, Stringlnput, 
MicrophoneType and PenInputType classes. Additional properties have been defined 
to characterise these input methods. For instance, the MouseType concept is 
subclassed into {Mouse, Touchpad, Trackball}. Also, the MouseType class includes 
the Boolean datatype properties hasScrollWheel and hasButtons and the object 
property hasResolution, which has the Resolution class as the property range. 
MouseType <_ 1 hasResolution. Resolution 
<_ 1 hasScrollWheel. boolean (4.8) 
<_ 1 hasButtons. boolean 
The Service class has categories for services directly describing devices modalities 
(ModalityService) or those providing other services (CommunicationService) (e. g. 
content storage). 
ModalitySe rv ice c Service 
CommunicationService c Service 
(4.9) 
The ModalityService class thus has a link to the Modality class 
(isLinkedTo. Modality ). Each Service instance also has associated, possibly multiple, 
service function(s). 
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Service: hasFunction. ServiceFunction (4.10) 
hasSType. string 
The ServiceFunction is defined in terms of the service input, output and formats to 
model the service behaviour as a function between input and outputs. 
isFunction Of Service 
hasFormat. string 
haslnput. xsd : literal 
hasOutput. xsd : literal 
(4.11) 
The range of the haslnput and hasOutput datatype properties has not been constrained 
to any particular XML schema datatype to allow any input/output specification. 
The NetworkInterface class is further classified into Bluetooth, WiFi, GSM, 3G, 
WiredLAN and IrDA classes. Associated properties include Uniform Resource 
Identifier (URI) and version information. 
has URI. string 
has Version . string 
(4.12) 
4.3 Evaluation 
The guiding light behind evaluating domain ontologies is to assess if it is capable of 
conveying a given vocabulary's intended meaning. The aim is to prevent applications 
from using inconsistent or incorrect ontologies. Evaluating the domain ontology may 
also ease its integration with other software environments. 
4.3.1 Validation 
Gomez-Perez [106] considers two kinds of ontology evaluation: content evaluation 
and ontology technology evaluation. Content evaluation is mainly concerned with 
consistency checking in concept taxonomies during the conceptualization activity. 
However, this evaluates only the concept taxonomy and does not provide avenues for 
evaluating the other components such as properties, relations and axioms. From an 
implementation standpoint of ontology content evaluation, there are important 
connections between the components used to build the domain ontology (concepts, 
relations, properties); the knowledge representation used to formalise these 
components (frames, description logic, first order logic etc. ) and the languages used 
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for implementation (with frames, DL in several frames or DL languages). This is so 
because different knowledge representation (KR) paradigms offer different reasoning 
mechanisms that can be employed for content evaluation [106]. For instance, DL 
classifiers can be used to derive concept satisfiability and consistency using 
subsumption tests using tableaux calculus and constraint systems. As pointed out in 
Section 4.1, TBox and ABox represent separate meta-levels in the application domain. 
The OWL-DL language used for the SCM takes advantage of the DL decision 
procedures and reasoning systems. Since inference in the underlying S. 1{OIN(O) DL is 
complete, all logic entailments are guaranteed to be computed; and decidable (all 
computations finish in finite time). Based on these considerations, the content 
evaluation was performed using the Renamed ABox and Concept Expression 
Reasoner (RACER) [107] as a DL Implementation Group (DIG) interface to the 
Protege ontology editor. RACER provides the standard OWL-DL inference services 
and thus can be used for consistency checks and constraint reasoning. The Protege 
platform is the most widely used knowledge-base framework for OWL-DL. It is 
supported by a strong community of developers and academic, government and 
corporate users. The results of the tests are as follows: 
4.3.1.1 Consistency check 
This ensures that the ontology does not contain any contradictory fact. In DL terms, 
this checks the consistency of an ABox with respect to a TBox. 
" Overall result: OK 
9 Two warnings: 
o Open range of input and output datatype property of Service - 
Function 
class - ignored so that input and output can take any data type 
depending on the incoming XML value. 
o Unspecified range of version datatype of Network_Interface class - 
corrected to string data type 
4.3.1.2 Taxonomy classification 
This computes the subsumption relations between every named class to create the 
complete class hierarchy. 
The result of automatic classification and computation of inferred types mirrored the 
asserted hierarchy in the ontology. 
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Figure 4.3. Ontology content evaluation result 
" Missing disjoints on primitive subclasses (bottom frame of Figure 4.3). 
0 Disjoints on main concept classes - trivial. 
The missing disjoints were asserted and all ontology tests passed when the tests were 
rerun. Ontology technology evaluation is used to assess the ontology transfer to 
industry. The properties used include determining the expressiveness of the ontology 
editor's underlying KR model. This analyses which knowledge components can be 
represented in each tool and how each tool represents different components. 
According to [106], evaluations on this have concluded that RDF Schema could be 
used as a common exchange format between ontology tools. However, it is less 
expressive than the knowledge model provided by most ontology tools; with much 
knowledge lost during transformation as nonstandard RDF Schema statements may be 
generated to preserve the knowledge in circular transformations. 
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4.3.2 Feature Comparison 
This section looks into the feature oriented comparison with another ontology that 
also concerns the same domain. The comparison ontology that concerns the related 
domain of service description is the DReggie DAML ontology [ 103] and it forms part 
of the DReggie [80] semantic service discovery framework. Its features have been 
presented in Section 4.1. 
The proposed multimodal domain ontology and the DReggie ontology are compared 
on the basis of domain features captured. This evaluates the ontology content and 
helps to assess the ontology capability of conveying the given vocabulary's intended 
meaning. Table 4.2 shows the features used for comparison and if they are captured in 
the two ontologies. 
Table 4.2. Subjective comparison results 
Feature Device ontology DReggie ontology 
Capability description 
Physical requirements - 
Service demarcation 
x 
Network interface x 
Service formats x 
Service cost x 
Service properties 
Service inputs and outputs 
Input, output modalities x 
A larger set of domain-oriented features is captured in the ontology proposed in this 
thesis, as can be observed from Table 4.2. The innovation aspects can also be found at 
a number of different levels, including the choice of enabling technologies and 
organisation of concept description. 
To illustrate this, it has been recognised that a multimodal device environment is best 
described at two different planes: physical hardware description and associated 
software services interface modelling. To this end, the SCM ontology models a clear 
demarcation between these two concepts, while maintaining a comprehensive 
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description of each. It also takes into account the service description requirements set 
out in Section 4.2. 
A similar approach has been proposed in [108] that states that hardware capabilities 
are related to the user's interaction with the device, which is characterised by the 
input and output of the device. It also recognises abstract service components such as 
video player and audio player component. However, this approach does not provide 
opportunities for format or service interface specification which can act as a 
differentiating mechanism between similar components on different device types. 
While the hardware-software decoupling is also apparent in the ontology framework 
in [101], it suggests separate ontologies for describing devices and services. The 
approach presented in this work, however, proposes that these two concepts should be 
part of the same ontology. This ensures that the ontology instance (ABox) populated 
with real-world data of devices in the ambient environment can be directly input to 
reasoning subsystems, with all the information being available in one file. Also, this 
does away with ontology alignment and merging requirements which would be 
necessary if the information were to be distributed across different ontologies. 
The FIPA standardisation effort for device ontologies is, at a first instance, a frame- 
based ontology and is aimed at agent communication. Since, as pointed out in Section 
4.3.1, different KR paradigms offer different reasoning mechanisms, the proposed 
ontology implicitly benefits from the DL classifiers to derive concept satisfiability 
and consistency. 
4.3.3 Structural Evaluation 
With the content evaluation guaranteeing the correctness and completeness of the 
ontology, the structure-based evaluation method focuses on the internal structure. This 
aims to measure its alignment with the domain knowledge which has its own 
structure. Moreover, as asserted in [109], a well-organised structure makes it easy to 
understand, share, apply, integrate and reuse the ontology. The structural evaluation is 
based on statistics and graph theory. It approximates the ontology structure as a 
directed acyclic graph, with each node representing a concept and the directed arcs 
denoting the relationships between them. 
The metrics, derived from current state of the art, analyse the ontology model from 
different dimensions to provide an evaluation of its structure and alignment to the 
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domain knowledge internal structure. Reference [109] defines 6 properties to describe 
the characteristics of ontology structure, which include: Concept Quantity, Property 
Expectation, Property Standard Deviation, Tree Balance and Concept Connectivity. 
4.3.3.1 Concept Quantity (CQ) 
This, the most basic aspect, is the count of the number of concepts (or classes), 
denoted as n, in the ontology. This can provide an indicator whether the size of the 
ontology matches the application's requirement and satisfies the scale of the domain 
knowledge. For the defined multimodal domain ontology, CQ = 24. 
4.3.3.2 Property Expectation (PE) 
Since concepts have wide connections amongst them, ontology, as the representation 
of this knowledge, should present this characteristic. The PE property is a measure of 
the connections within the concepts of the ontology. Hence, PE deals with the 
property component of the ontology. There are two types of properties in ontology: 
object and datatype property. Since it is the object property that reflects the relations 
between instances of two classes, it is used to describe the connections in the 
ontology. PE is defined as the average relations among concepts in the ontology and 
can be calculated using equation (4.13): 
PE=' (4.13) 
where PE is the property expectation of the ontology; C; is the count of the object 
properties of the ith concept and n is the total number of concepts (or CQ), as 
calculated in the preceding metric. 
4.3.3.3 Property Standard Deviation (PSD) 
This property deals with the distribution of the relations amongst the concepts of the 
ontology. Again, only object properties are taken into account in the calculation. 
Equation (4.14) depicts the calculation of PSD: 
n 
J: (C; -PE)2 
PSD 
n 
(4.14) 
where PSD is the Property Standard Deviation of the ontology, C; is the count of the 
object properties of the ith concept, n is the total number of concepts and PE is the 
property expectation as calculated in the preceding equation. Obviously, the higher 
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the PSI), the more uneven the distribution. The PSD, along with the PE, gives a 
general description of the relations between concepts. Evaluation of these two 
properties can reflect the abundance and distribution of the properties or relations. 
4.3.3.4 Tree Balance (TB) 
Due to the presence of the subsumption relation between concepts, classes and their 
subclasses present a tree-like structure. If a tree is balanced, all its sub-trees have the 
same structure. For example, in Figure 4.4, tree owl: Thing is balanced because all its 
sub-trees, tree Concept_l and tree Concept_2, have the same structure, in which tree 
Concept_4 matches Concept_6, tree Concept_3 and Concept_5 match tree Concept_7 
and Concept-8. A related concept, Diversity `d', can be defined as the least number of 
nodes that have to be added to the tree i and tree j if they are to have the same sub- 
structure. For instance, in Figure 4.4, d(Concept_3, Concept_4) is 1, because if we 
want they have the same sub-structure, we only have to add a sub-tree with only one 
node in tree Concept_3 [109]. 
I owl: Thing 
Concept 1 Concpt 2 
Concipt. 3 Concept 4 Concept 5 Concept 6 Concept 7 ConcopL8 
Concept 9II Concept 10 
Figure 4.4. Concept tree 
Thus, the balance of the inheritance tree can be calculated as: 
d(i,. i) 
TB = 2(ST-1)n 
(4.15) 
where d(i, j) is the diversity between the ith and jth sub-tree, ST is the number of sub- 
trees and n is the number of concepts. According to equation (4.15), a low value of 
TB means good balance. 
4.3.3.3 Concept Connectivity (CC) 
The Concept Connectivity (CC) metric gives a measure of the connectivity between 
the various defined concepts. The ontology can be regarded as an undirected graph 
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G= (V, E), with each concept being a vertex in this graph. If a concept has an object 
property whose value is an instance of another concept, an edge will be drawn 
between these two concepts. After the whole undirected graph has been created, the 
number of connectivity branches is calculated. 
With the Concept Connectivity metric giving an indication of the width of the 
ontology, the next two defined metrics consider the height factor. The path-length 
related metrics, documented in [110], consider only inheritance relationships, such as 
`is-a' or 'part-of. Here, a path is defined as a distinct trace from any given concept to 
the root. 
4.3.3.6 Maximum Path Length (A) 
). j demotes the longest path length of concept Ni in an ontology of n concepts and is 
given by 
Ai - fu* Pli, k ), 1 <_ U5, P, (4.16) 
where p1; ß is the set of path 
lengths for concept Ni 
The max path length of the ontology (A) is equal to the longest ?.;; defined by 
A= A, r), 1<_i<_n (4.17) 
4.3.3.7 Average Path Length (A) 
The average path-length metric is calculated using 
_'n (4.10) A =,, 
ý 
Pl r. 1 P, 
These two metrics give an indication of the semantic scope of the ontology by 
measuring the extension to the most general concept or root. 
4.3.3.8 Concept aggregation (a) 
A/ A examines the concept aggregation factor. Aa value of less than 2 means 
that most concepts surround the root, depicting high concept coherence [110]. A value 
of more than 2 denotes a loose concept organisation [110]. 
Table 4.3 summarises the results of the metrics' calculation for the two ontologies. 
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Table 4.3. Structural evaluation results 
Ontology CQ PE PSD TB CC Max Avg. Concept 
path path aggregation 
length length (a) 
(A) (A) 
Multimodal 24 1.46 0.81 0.07 9 3 2.04 1.47 
ontology 
DReggle 14 1.78 1.42 0.06 23 2 1.07 1.87 
ontology 
4.4 Conclusion 
Compared to the DReggie service description ontology, the SCM domain ontology 
has better granularity, as evident from the CQ numbers. The average relation among 
concepts is almost similar in both ontologies (PE value comparison). However, the 
ontology presented in this thesis shows the most even distribution of these concepts, 
as shown from PSD values. The two ontologies show comparable figures for TB, 
implying a balanced structure of concept definition. The maximum and average path 
length metrics, in unison, provide a picture of the ontology depth and by extension, 
the detail with which concepts are covered. The low value of A (-I) for the DReggie 
ontology implies that it is essentially a flat structure with most concepts defined very 
near to the root. Actually, a look at the ontology structure, drawn as a directed acyclic 
graph, shows that most classes are defined at the same level below the most general 
concept (owl: Thing) and only 1 concept demonstrates any subsumption relationship. 
This illustrates that the SCM ontology covers the domain in a more detailed manner 
due to its higher schema depth, while the DReggie ontology depicts general 
knowledge with a low level of detail. This fact is borne out by the feature comparison 
results in Table 4.2. The flat structure of the DReggie ontology is also evident with its 
large value of CC when compared to CQ. Since both ontologies have a values less 
than 2, this means that the concept organisation and aggregation is high. Aa value 
above 2 signifies loose organisation. This also has implication for the intended use of 
the ontology. Since the low a value signifies that the concepts tightly surround the 
root, path traversals can be minimised, i. e. the distance from the most general to the 
most specific concept is not great. This can help speed up query answering and 
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concept search. Overall, the developed multimodal domain ontology has a good 
representation in terms of property and connectivity. 
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Mapping Context Data to Semantic Model 
A context-aware framework should support the derivation and abstraction of context 
information obtained from the discovery step and provide semantics to it; so that it 
can be easily exchanged and interpreted by context-aware applications. This follows 
from the framework requirement identified in Section 2.5.1, which concerns 
transparent use of distributed context information. As pointed out in [102], context 
information pertinent to typical devices forming the pervasive computing 
environment is often described in XML. Also, XML has reached wide acceptance as a 
data exchange format in distributed environments [111]. 
However, XML covers only the syntactic level of data representation. The lack of 
semantics is apparent when XML fails to resolve conflicts arising from synonymy or 
polysemy (different meanings) as naming problems can apply to both attribute and 
element names [92]. Also, it is not useful in situations when information from 
multiple sources needs to be spontaneously integrated [92]. 
The suitability of ontology-based techniques for semantic expression and machine 
interpretability has already been pointed out in Section 4.1. Chapter 4 presents the 
ontology formalism for context information processing in the OWL-DL language. 
Thus, to facilitate seamless retrieval of the context information from pervasive 
environment sources and its transformation into a form amenable to automated 
reasoning, an XML to OWL transformation step is necessary. Several semi-automated 
and automated technologies exist for mapping XML to OWL and integrating the 
outputs into a cohesive context model. However, the heterogeneity of devices present 
and the dynamic nature of the ambient environment give rise to a number of 
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challenges that need to be addressed by a transformation framework. Three key issues 
can be outlined: 
" Resource requirements: resources required for transforming and maintaining 
the context model are an important concern since most of the devices in the 
target environment, such as mobile phones and intelligent household 
appliances, have limited storage space and processing power. 
" Seamless mapping: since device and service availability information needs to 
be kept up-to-date in the network, the various steps involved; viz. context 
acquisition, monitoring and transformation, need to be part of a fully 
automated framework. 
" Distributed sources: not only are the XML context inputs distributed in space, 
but these can be temporally distributed as well. For instance, existence of a 
linked XML source may only be known after a given XML document has 
been partially processed. This extends the hitherto direct XML-to-OWL 
mapping problem into an ontology management problem. 
To address these challenges, this chapter presents the transformation module that acts 
as an adaptor mechanism to map varied context information into an OWL-DL based 
explicit representation. The various components within the module address different 
aspects that arise from the challenges outlined above. The XML to OWL mapping 
concerns context information heterogeneity, as the discovery function of the 
framework can return information in different XML based formats, e. g. XMLRDF. 
Temporal distribution of context sources may also give rise to different processing 
flows within the framework. This arises in the situation where new incoming context 
information needs to be mapped onto an existing ABox model. This issue also gets 
credence from the context monitoring requirement placed upon a context framework 
where reasoning needs to operate on the most recent set of context data. 
This chapter begins by reviewing the current state of the art on these two aspects. The 
pre-processing stages of the XML-OWL transformation process are presented next, 
which include aggregation of descriptions and context formatting. The XML-OWL 
transformation procedure is then detailed and illustrated with examples. 
The handling of temporal distributed context sources is presented next with two 
different models, which is also a contribution of this thesis. The two approaches differ 
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in the way they process the XML context sources and the order in which they apply 
the ontology mapping rules. Both approaches apply to OWL-DL ontologies. 
The evaluation procedure consists of validating the process by taking existing sources 
from literature as inputs and analysing the outputs. Both models are also compared 
with regard to resource usage and efficiency parameters. 
5.1 Current Approaches 
There have been efforts within the research community to address the two problems 
of direct mapping of XML into ontology-based sources and to manage multiple 
ontologies. The following paragraphs present the state of the art in these two research 
issues. The approaches presented in this thesis offer improvements over the 
referenced literature. 
The WEESA framework [112] defines a mapping from XML to RDF by defining 
rules between an existing OWL ontology and the corresponding XML schema. The 
mapping is done manually and generates RDF from the XML instance document, but 
not the equivalent OWL instances. This mechanism may lead to incomplete mapping, 
due to loops within the defined dependency rules. 
Another approach is the XML2OWL framework [I I I] that addresses the translation 
process from XML instance data to OWL instances. It is implemented in Extensible 
Stylesheet Language Transformations (XSLT) [113]. The mapping procedure 
generates an XML schema from the XML instance file, if it is not available, and then 
to an OWL model with OWL instances. Hence, as pointed out in [102], the ontology 
output is completely tied to the structure and syntax of the XML source. It provides 
no additional semantic enrichment beyond that of the XML document or - schema. 
The XMLTOWL mapping [102], implemented as part of a context management 
framework, overcomes the semantic issue by utilising an existing ontology. Rules are 
created manually to map XML instances to OWL individuals. The mapping uses 
XML Path Language (XPath) [114] expressions to choose appropriate XML nodes 
and map them to the ontology concepts of classes, object properties or datatype 
properties. It also overcomes the incomplete mapping problem of WEESA by limiting 
dependency in the usage of XPath predicates for class mapping. 
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A few research initiatives have looked into the other relevant research problem of 
merging ontologies. 
Prominent among these is the Prompt plug-in [115] to the Protdge OWL editor for 
merging and alignment of ontologies. It implements a semi-automated algorithm that 
helps users merge ontologies by providing suggestions on classes and properties to be 
merged depending upon similar names. With every user action, associated concepts 
are merged automatically. Conflict resolution steps are also suggested for any 
conflicts that arise. Other reported approaches, including OntoMerge [116] and 
Chimaera [117] are also semi-automated and rely on the user to resolve 
inconsistencies and provide adequate knowledge extraction. The approach presented 
in [118] provides an automated method of merging domain ontologies but relies on 
sources using the specific `ontology merging notation' to do this. A System for 
Aligning and Merging Biomedical Ontologies (SAMBO) [119] also proposes a semi- 
automated approach for merging source ontologies. The matching of terms is based 
on linguistic, structure-based (is-a relationship), constraint-based methods or a 
combination of these. Another research effort [120] proposes a method for merging 
heterogeneous domain ontologies based on the WordNet ontology. This approach 
applies to merging classes in two different domain ontologies on the same subject by 
computing a similarity measure. However, merging of attributes and properties is not 
handled in this approach. A survey of ontology alignment and mapping solutions, 
together with a discussion of limitations of the various approaches, is presented in 
[121]. 
5.2 Proposed Transformation Approaches 
This section presents the transformation module developed in this research for the 
aggregation of distributed context information and abstracting it into a common, 
formal structure to provide transparent access to all collated information. The 
transformation module thus, takes the discovered XML-based context sources as input 
and converts them, with reference to the defined OWL Facts base (or the domain 
TBox; detailed in Chapter 4), into an OWL-based semantic form. 
The two proposed approaches (OntoMerge and DOMMerge) that have been 
developed as the transformation models have common ground in the format of input 
sources that they accept, the basic XML-to-OWL mappings and the OWL Facts base 
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used as reference for the mapping. The two transformation models differ in the way 
they process the parsed XML context sources and the order in which they apply the 
XML-OWL mapping rules. This produces two alternate processing chains with 
different intermediate outputs, though the final OWL instance (ABox) is logically the 
same. 
The module consists of two components: the context processing module that pre- 
processes the context information for input into the transformation engine that applies 
the mapping algorithm. Thus, the two proposed approaches (OntoMerge and 
DOMMerge) implement these components, differing in the flow of processing 
between the constituent components. The relevant components involved are 
reproduced from Figure 2.2 and depicted in Figure 5.1. 
------ ---- ---- ---- --- -------------- ------- ------- Transformation Module',, 
J 
Figure 5.1. Transformation Module 
5.2.1 Context Processing 
The Context Formatter module parses the context information obtained from the 
discovery function. The context information is parsed into a Document Object Model 
(DOM) using the Java DOM APIs. This is done recursively for each context source. 
The DOM interface is a tree of nodes created from the XML structure, with each node 
being either an element node or a text node containing the value of the element. It 
represents a standard model of the entire XML document and provides primary access 
to the document's data. The resulting DOM can be input directly into the next stage, 
without requiring any further processing. 
During the parsing step, links to external XML sources are also obtained. This 
corresponds to the description (modality) extension proposed in Section 3.3.2. As 
detailed in Section 3.4, these may be held in external repositories (e. g. profile 
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repository or description supplied by the device manufacturer and available on a 
website). The Profile Integrator is responsible for retrieving such information through 
Java Remote Method Invocation (RMI). 
5.2.2 Transformation Engine 
5.2.2.1 XML-OWL mapping 
The mapping approach defines rules between the XML-based context source 
information and the domain ontology. These rules map XML instances to OWL 
individuals and assert associated object properties (that link two individuals) and 
datatype properties (that link an individual to a literal). XSLT technology has been 
used for performing the mapping. According to the input description format (e. g. 
UAProf profile or UPnP description), different rule-sets are defined as XSLT scripts. 
The XSLT script has been designed with reference to the defined TBox and is written 
to take into account the defined semantic constructs and restrictions. The selected 
XSLT script is applied to the DOM from the context processing module, which 
together with the OWL Facts base forms the input to the transformation processor. 
This is illustrated in Figure 5.2. 
9 
OWL Knowlede Base (TBox) 
Ontology reference 
LXSL 
ý0ý 
-Input º; XSLTProcessor -Output 
l"> 
Aggregated 
context OWL ABox 
Figure 5.2. XML to OWL mapping via XSLT 
The pseudo-code for the transformation algorithm is represented in Figure 5.3. 
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1. Rule-set matching based on description format 
2. Selected rule script and TBox input to transformation processor 
3. Mapping of XML descriptions with ref. to OWL Facts base 
3.1. foreach context resource 
3.1.1. Generation of class instances with unique Ids 
3.1.2. Generation of object properties with 
3.1.2.1. Domain = class instance of 3.1.1 
3.1.2.2. Range = resource ID of linked individual 
3.1.3. Generation of datatype properties with 
3.1.3.1. Domain = class instance of 3.1.1 
3.1.3.2. Range E (XML datatypes) 
Figure J. Transtormat[on algorithm pseudo-code 
The XSLT script utilises XPath expressions to select XML nodes. For each matched 
XML node selected from an XPath expression (step 3), either an instance of the 
mapped OWL class is created (step 3.1.1) or an object or datatype property is added 
between corresponding individuals. The range of object and datatype properties is 
defined according to the specifications in steps 3.1.2 and 3.1.3, respectively. All 
discovered devices are mapped by applying a depth first scan on the XML structure. 
The root node is a device node, which is mapped to an independent individual. Its 
child nodes are processed linearly, being mapped to the device modalities, services 
and network channels in the ontology. Properties are generated in-place and the 
procedure is repeated until a leaf node is reached. The entire process then repeats 
recursively. 
A sample UAProf profile of a mobile phone, available in RDF/XML serialised form is 
shown in Figure 5.4a. A fragment of the XSLT rule-set applied to the DOM generated 
from this context information is shown in Figure 5.4b, with the resulting ABox output 
fragment in Figure 5.4c. 
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<? xmlversion="10"encoding-"UTF-8"? > 
<rdf: RDF xmins rdf="http: //www. w3. org/1999/02/22-rdf- 
syntax-nsW 
xmins: prf="hftpl/www. openmobilealliance. org/tech/profiles/U 
APRO F/ccppsch em a-20021212#"> 
<rdf: Description rdf: ID="SamplePhone"> 
<prf: component> 
<rdf; Description rdf. ID="HardwarePlatform"> 
<prf: BitsPerPixel> 16</prf: BitsPerPixel> 
<prf: ColorCa pable>Yes</prf: ColorCa pa ble> 
<prtScreenSize>128x128</prf: ScreenSize> 
<prf: SoundOutputCapa ble> Yes 
</prf: Sou ndOutputCapa ble> 
<prf: TextlnputCapable>Yes</prf: TextlnputCa pable> 
<prf: InputCharSet> 
<rdf. Bag> 
<rdf: li>ISO-8859-1 </rdf. li> 
<rdf: li>ISO-10646-UCS-2</rdf: li> 
<rdf: li> US-ASCII</rdf. Ii> 
<rdf: li> UTF-8</rdf: li> 
</rdf: Bag> 
</prf: lnputCharSet> 
<prf: Keyboard> PhoneKeyPad</prf: Keyboard> 
</rdf: Description> 
</prf: component> 
</rdf: Description> 
</rdf: RDF> 
(a) 
<2xmI version="1.0" encoding= UTF-8'? > 
<xsl: template match='/"> 
<rdf: RDF 
xmins: SDO="http: //www. owl-ontologies. com/SDOntology. owl#" 
<xsl: for-each select="rdf: RDF'> 
<xsl: vanable name="devName'> 
<xsl: value-of select="@rdf: ID"/></xsl: variable> 
<xsl: for-each select= prf: componenr> 
<xsI for-each 
select "rdf: Description[@rdf: ID='HardwarePlatformT> 
<SDO: Device rdtiD="{$devName}"> 
<SDO: canbelnterfacedVia rdf resource= #{prf: Keyboard}'/> 
<xsl: d test="prf: TextlnputCapable='Yes'> 
<SDO: hosts rdf resource= Text'/> </xsl: if> 
</SDO: Device> 
<xsl for-each select= prf: ScreenSize'> 
<xsl: vanable name="res id" select="generate-ido "/> 
<SDO: Resolubon rdf ID="{$res_id)"> 
<SDO: width rdf. datatype=*http: //www. w3. org/2001/ 
XMLSchema#int"> 
<xsl: value-of select="substring-before(., 'x')"/> </SDO: width> 
</SDO: Resolution> 
<SDO: ScreenOutputModality rdt: ID='{$display}'> 
<SDO: hasResolution rdf resource=^#{$res_id}"/> 
<SDO: provideslnterfaceTo rdf: resource= #{$devName}'/> 
</SDO: ScreenOutputModality> 
........ 
</xslior-each> 
</xsl: sylesheet> (b) 
<? xml version="1.0" encoding="UTF-8"? 
<owl: Ontology rdf: about=^> 
<owl: imports rdf: resource="http: //www. owl-ontologies. com/ 
SDOntology. owl"/> 
</owl: Ontology> 
<SDO: Device rdf: ID="SamplePhone"> 
<SDO: canbelnterfacedVia rdf resource="#PhoneKeyPad"/> 
<SDO: hosts rdf: resource=Text"/> 
</SDO: Device> 
<SDO: Resolution rdf: ID="idScreenSize114138584"> 
<SDO: height rdf: datatype="xsd#int">128</SDO: height> 
<SDO: width rdf: dataype="xsd#int">128</SDO: width> 
<SDO: bitsPerPixel rdf datatype="xsd#inr>16</ 
SDO: bitsPerPixel> 
</SDO: Resolutlon> 
<SDO: ModalityService rdf: ID="Text"> 
<SDO: isHostedOn rdf: resource= #SamplePhone"/> 
<SDO: isLinkedTo rdf: resource=`#PhoneKeyPad"/> 
<SDO: hasFunction rdt. resource="Textinput"/> 
</S DO: M oda li tyS ervice> 
<SDO: ServiceFunction rdf: ID="Textlnpur> 
<SDO: hasForrnat rdf: datatype="xsd#string">ISO-8859-1 
</SDO: hasFormat> 
</SDO: ServiceFunction> 
</rdf: RDF> 
(c) 
Figure 5.4 XSLT mapping illustration with (a) Input UAProf descriptions, (b) XSLT script and 
(c) Transformed ABox output 
The resulting ABox provides instances of the vocabulary defined in the TBox, which 
has been presented in Section 4.2. 
For the purpose of this thesis, the content, rather than the structure and syntax of 
XML, assumes importance. The XML nesting structure is not preserved and 
appropriate nodes are chosen and mapped to the OWL ontology instance. Since the 
XML context sources and the domain ontology are created independently, this gives 
rise to a granularity issue [102] in information representation between the two 
-84- 
Chapter 5. Mapping Context Data to Semantic Model 
formats. This is addressed at various levels in the XSLT script. Some of the cases that 
arise include: (a) different hierarchy of the modelled information, as shown in Figure 
5.5a; (b) different data formats, as illustrated in Figure 5.5b; (c) information present at 
different levels or in different structures, as shown in Figure 5.5c. 
Device Device 
Service Service 
Mouse 
hasResolutio 
Width X 
Communication vy 
ModaktyService Service 
(a) (b) 
Service Service 
hasFunction 
Action 
ServiceFunction 
relatedState 
Input Var StateVariable 
hasinput 
Input 
(c) 
dataType xsd: dataType 
Figure 5.5. Granularity mismatch due to (a) different hierarchy (b) different formats (c) information in 
different structures 
5.2.2.2 OntoMerge Model 
The first proposed transformation approach is the OntoMerge model. It has three 
parts: a pre-processing step, the core mapping and a post-processing step. Figure 5.6 
shows a schematic representation of the processing steps involved. 
XML Parsing description 
retrieval 
Parsed description 
---F -- -- - -- 
Determine Modality 
parse 
Descnption 
Open RMI 
connection 
1 
Modality DOM description parse - 
XSLT script 
XSLT 
OWL domain 
processing 
ontology 
OWL domain 
ontology 
Aggregate UPnP 
DOM I Service ontology instance XSLT I 
}odallty ontology Complete device instance ontology instance ; 
OWL instance 
merging 
Post-processing 
Service 
scription 
retrieval 
Figure 5.6. Processing steps involved in OntoMerge model 
In the pre-processing step, the Context Processing module collates the device and 
service-related context information into a single DOM tree, as presented in Section 
5.2. Since the information related to each service hosted on a device is in a separate 
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description file, this is aggregated into a single DOM by the Context Processing 
module. This corresponds to the `description aggregation' step in the pre-processing 
block in Figure 5.6. The pre-processing steps are performed recursively for each 
discovered device. The resulting DOM can be input directly into the next stage, 
without requiring any further processing. The path of the profile repository where the 
modality extensions are stored is determined during the parsing step and is stored for 
later processing. 
The core processing step commences by applying the XSL mapping rules to the DOM 
structure to transform the tree representation of the context information into an OWL 
instance ontology (ABox) that references the existing domain ontology (TBox). This 
ontology instance, containing the semantic form of the context information, forms the 
first intermediate product. It can be denoted as the service ABox (svcOnt) as it 
contains mainly the hosted software services' information for the discovered devices. 
The second stage consists of retrieving the modality extensions from the profile 
repository or the manufacturer's website, parsing it into a DOM structure and 
applying the corresponding mapping rules to it, to produce the relevant OWL instance 
that forms the second intermediate product. We denote this as the modality ABox 
(modOnt). The modality descriptions for each device do not require a description 
aggregation step (like the service descriptions) as all the hardware modality 
information as well as the network interface specification are collated in one file. 
The post-processing step concentrates on merging the two ABoxes to produce a 
complete, cohesive semantic representation of the various context sources in the 
ambient environment. Since there are no standardised, automated algorithms to merge 
OWL ABoxes, the OntoMerge model employs an innovative procedure to perform 
this step. This involves utilising the existing RDF merging mechanism from literature 
to accomplish OWL-DL instance merging. 
The algorithm loads the two OWL-DL ABoxes as Jena [122] ontology models in 
memory. Each ABox also contains a reference to the TBox in its in-memory 
representation. Jena features a Java ontology API as well as a RDF API. Since there is 
no API that can be directly applied to perform the ABox merging, the models are 
typecast as Jena RDF models. The RDF union set operation then produces a union of 
the set of statements representing each model. 
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The steps involved in the set-like union operation on the RDF models is described in 
[123]. It defines the binary union operation on two RDF schemas as a projection on 
the classes involved in the two schemas. The relevant steps are described as follows: 
Step 1: RDF model: 
A RDF model is described as a 5-tuple (C, L, P, SC, SP) representing a graph, 
where: 
C is a set of classes in the RDF model. 
L represents literals, with data types defined in XML schema, e. g. string, 
integer etc. 
_P is a set of properties 
(c1, c2, p), with property p connecting class cl to c2, 
where c, EC and c2 ECuL. Each property p in P has domain c1 and range c2. 
SC is a set of directed edges (Cl. C2) from node el to c2, where c, , c2 E C. Each 
such edge represents an isA or hierarchy relationship between cl and C2, i. e. ci 
is a subclass of c2. 
- SP is the property 
hierarchy set ((Cl. c2, pl), (C3, c4, P2)), where 
(c>) c2, Pl), (c3, c4, Pz) 6P and (cl, c2, pl) is a subproperty of (c3, C4, p2)" 
Step 2: RDF model subsets: 
- The relation -con 
C, denoted as cl -<C C2 holds if cl is a subclass of c2. 
-' denotes the transitive closure of -< c. c1 
is said to be the ancestor of c2 if 
c2 -4 cl. Similarly, the relation -<P on P: (cl, c2, PI) -<P (c3, c4) P2) holds true if 
(cl, C29 PI) is a subproperty of (c3, c4, p2). -<p denotes the transitive closure of 
-<p. (Ci, C2, P1) is considered the ancestor of (c39 c4, p2) if (c3, c4, p2) : ýP (c1, 
C2, PI)- 
_ The RDF model 
Ri = (C;, Li, Pi, SC;, SP; ) is a subset of RR = (Cj, L;, PP, SCE, 
SP), denoted by R. c Rf , if the following conditions hold: 
Ci c CC 
L; c Lj 
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For each property (c, , c2, p, 
) E P,. , there 
is a property (c3 , c4 , p2) E 
Pjwith 
(Cl 
= C3 or c1 -< , c3) and (c2 =c, or c2 -< c4) and P l==1)2- 
For each pair of classes c, , c2 E C; , 
If Cl -C; c2i then cl -<c c2 and 
if Cl :: ýý; c2 then cl -c; c2. 
For each pair of properties (c, , c2 , p, 
), (c3 
, c4, p2) E P. 
if (cl, C2, P1) : 
PA (C3, C4, P2) then (Cl. C2, Pt) - 
4i (C3, C4, P2) and 
if (CI, C2, PI) ýP; (c3, C4, P2) then (Cl. c2, PI) -r (c3, C4, P2)" 
For example, in Figure 5.7, the RDF model R; is a subset of Rj because it 
contains some of Rd's classes and does not invalidate the conditions of class 
and property hierarchy that have been outlined above. 
P1 PP, ý -- 
D p2 E 
iG 
p3 
R; 
p2 
(F 
J 
v9 
rQ ýH\ 
R; 
J 
Figure 5.7 Model subset 
Step 3: Global model: 
If S= {R1, R2,.... Rr, } be a set of RDF models, then a global RDF model for S 
is a model RG such that R, c RG 51 <_ i<_ n. 
Step 4: Extended domain and range 
The extended domain of a property (c, s, p) E P, denoted by c+ ((c, s, p)), is 
the set of classes {c, c,........ c}, where {c,, ....... c} are all descendents of 
C. 
-- The extended range of a property 
(e, c, p) E P, denoted by 4ý ((e, C, p)), is the 
set of classes {c, cl, ....... c}, where {c1, ....... c,, } are all descendents of c. 
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Step 5: Nearest common ancestor (nca) 
The Nearest common ancestor of a set of classes C; c C,, where CS consists 
of more than two classes, denoted by nca(CS), is the class z such that for all 
xE Cs x -<' z holds and there is no distinct class y c- C such that x -<' y ýý Z. 
Figure 5.8 Model for illustrating nearest common ancestor 
Figure 5.8 illustrates the nca concept. In this figure, for C, = {G, H, F}, 
nca(C5) =B as B is the lowest ancestor of classes G, H and F. 
Step 6: Projection 
If R= (C, L, P, SC, SP) is a RDF model and Cs cCa set of classes, then the 
projection F1 on R, given CS, denoted by fl (s 
(R) is the RDF model 
R'= (C', L', P', SC, SP') where: 
1) (cl', c2, p') E P'if 3(c,, c2, p) EP with Cs r D'((ci, c29 p)) "e 0 and 
CS n R+ ((c, , c2 , p)) #0 where 
a) c, is the nca (C5 n D' ((c, , c2, p))) , 
b) cZ is the nca (CS n R+((c,, c2, p))), and 
c) P, =P- 
Projection can be illustrated by taking R as the model shown in Figure 5.8 and 
Cs = {C, D, G, F}. The above step is then illustrated by considering the 
property pl of P, which gives: 
D+(p l) = {A, C, D, I} and 
R+(p 1) ={B, E, F, G, H) 
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nca(CS fl D+ _ {C, D}) =A 
nca(CS n R+ = {G, F}) =B 
Thus, the first property in R' is (A, B, p 1). 
2ý (C;, Cz)ESC'if CI' -'C Cz. 
3) ((c', c, '), (c, 3, c4, 
'))ESP'if(c' cz P, ) :r (c3, ca, Pz C2, Pi a Pz i,, 
This step copies the property hierarchy of P into P'. Since p2, written as 
(D, B, p2) is a sub-property of p1, it is added into the model R' along with 
its domain class D. 
4) C'=Cs UCpwhere C,, =(v; c; )v(v; s; )forall(c,, s;, p,: )EP 
P' has two properties: p1 and p2. Thus, Ca ={A, D, B 1. 
C' = Cs v C. is then given by { A, B, C, D, G, F). 
5) L'={lELj3cECsand(c, l, p)EP}. 
From the above steps, the projected model R' on R, given CS is as shown in 
Figure 5.9. 
I P1 AB 
I. P2 _ Cý DG (F 
Figure 5.9 Projection R' on R given C, ={C, D, G, F} 
Step 7. " Union 
If Rl = (Cl, Li, P1, SC1, SP1) and R2 = (C2, L2, P2, SC2, SP2) are two RDF 
models with R, 9 
R2 g RGand C=C, U C2 , then the union of R, and R,, 
denoted by R, v R2 , 
is the RDF model R=r 1c, (RG) . 
During the merging of the two models, the root node that is merged is determined by 
the RDF: ID, which in effect means that any two individuals with the same name are 
merged. Since the Universally Unique Identifier (UUID) tag enforces a unique ID for 
each device, this ensures that the correct individual pairs from the two models are 
merged. The root nodes are merged into one and duplicate nodes are dropped. 
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The resulting RDF model `R' is then typecast back into an ontology model and 
additional relevant properties are added between classes from the two ontology 
fragments (e. g. link between the Modality class and ModalityService class). This is 
done programmatically through the OWL-DL object property assertion APIs. The 
complete ontology model is then written out as OWL file. The merging of the two 
ABoxes can be represented as 
svcOnt u mod Ont -+ deviceOnt 
The resulting deviceOnt represents the complete device ontology instance, which 
contains the ambient context information retrieved by the discovery procedure in a 
common, formal and semantic form. 
5.2.2.3 DOMMerge Model 
The second transformation approach proposed in this thesis is the DOMMerge model. 
Figure 5.10 depicts the processing steps involved. 
C UPnP deeaiptlon Service 
XML Parsing description 
retrieval 
- -- 
7 ---- 
i 
(Parsed description 
Determine Modality 
Open RMI 
connection 
Modality DOM ýdescnýtion 
parse = Import DOM 
Figure 5.10. Processing steps involved in DOMMerge model 
Complete device 
ontology instance ,' 
The DOMMerge model mirrors the OntoMerge model's pre-processing step of 
converting the XML-based context sources into a DOM representation. The device 
and service-related context information is parsed and aggregated into a DOM by the 
Context Processing module to produce the `aggregate UPnP DOM' of Figure 5.10. 
This step of description aggregation is similar to that described for the OntoMerge 
model. 
The crucial difference in the core processing stage is that the modality extensions are 
retrieved in-place as soon as the path of the holding repository is parsed. This is 
-91- 
Chapter S. Mapping Context Data to Semantic Model 
achieved by establishing a Java RMI connection to the repository and retrieving the 
modality description, as shown in Figure 5.10. The retrieved modality description, 
which is in the form of an XML document, is in turn parsed into a second DOM 
model (modality DOM in Figure 5.10). Instead of applying the mapping rules to the 
two DOMS individually, the two DOM structures are merged. This is done by 
importing the root node of the modality DOM into the first DOM and then making a 
deep copy of the modality DOM by recursively importing the subtree under the root 
node. Additional information related to the element nodes is also copied to mirror the 
behaviour expected if an XML fragment is copied from one document to another, 
recognising the fact that the two fragments have different schema. The import step 
also prevents any document ownership conflicts. The collated DOM thus forms the 
`aggregate descriptions' DOM' of Figure 5.10. It can be written out as an XML file to 
measure the impact of the intermediate product. Mapping rules then convert the 
merged and aggregated DOM structure into the relevant OWL instance ontology 
(ABox), using appropriate parts of the XSLT script applied to modality and service 
descriptions. This is achieved in the transformation engine and the pseudo-code for 
the XSLT mapping procedure is detailed in Section 5.2.2.1. The resulting complete 
device ontology instance (ABox) is an OWL-DL representation of all the ambient 
device modality context information in a single file. 
5.3 Evaluation 
5.3.1 OntoMerge Evaluation 
The OtitoMerge model evaluation is aimed at validating that there is no loss of 
semantic information due to the model's intermediate step of typecasting the OWL- 
DL ABoxes to RDF. It is designed to prove that the OWL-DL file derived by the 
union operation on the typecasted RDF models is semantically equivalent to the 
original OWL-DL instances (ABoxes). 
The modular design of the OntoMerge model allows the merging (union) operation to 
be performed with any two ABox files as the starting inputs, given the corresponding 
TBox. The merging operation does not require that the model's processing should 
start with the XML schema instances, though this can also be handled in the design, 
which is an added advantage. 
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This modularity is utilised for validating the correct operation of the union operation. 
The validation approach consists of creating two ABox files (ABOXA and ABOXB) for 
a publicly available TBox taken from literature, with a number of instances of classes 
and properties. A third ABox file ABoxc, is created to function as a control 
mechanism, containing the semantic union of the class and property instances defined 
in the ABoxes ABOXA and ABoxB. The two ABox files, ABOXA and ABOXB, together 
with the associated TBox, are then input into the OntoMerge model. The resulting 
merged ABox, ABoxo (say), is then compared with ABoxc by loading both into the 
Protege OWL editor and comparing them for all semantic entailments. This verifies 
that all OWL-DL constructs are maintained and merged properly. 
The ontology TBoxes considered for validating the proposed ABox merging model 
were the Pizza ontology [124], Travel ontology [125] and Generations ontology 
[126]. Since an OWL-DL TBox can contain different types of semantic constructs, the 
choice of the input TBoxes has been made such as to ensure that the TBox contains a 
mix of property restrictions, cardinality restrictions, negation, nominals, and (n), or 
(u) constructs for class definition. 
Different sets of input instance combinations within each input ABox pair can be 
visualised to validate the working of the proposed approach. These can be grouped 
into four possible use cases, which are illustrated below by taking the Pizza ontology 
as an example. 
Use Case 1: Same individual, different sets of properties 
rCheesyPiaa ICheesyPiaa 
gDI hasBase > hasBase 
hasTopping 
CheeseyVegetable 
DeepPanBasel 
_Topping 
DeepPanBasel 
Figure 5.11. Use case: Same individual, different sets of properties 
Figure 5.11 illustrates the correct operation of identification of the root node for 
merging, i. e. the individual to be merged. The two nodes are merged into one and the 
properties from the two input sources are added. 
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Use Case 2: Same individual, partial overlap of properties 
NapoletanaPiaa 
U 
ha oppiflg hasBase 
OliveTopping_l 
DeepPanBasel 
Figure 5.12. Use case: Same individual, partial overlap of properties 
The use case in Figure 5.12 similar to case 1, but here there is an overlap in the 
attached properties. As expected, the duplicate property nodes are dropped. 
Use Case 3: Same individual, complete overlap of properties 
CajunPizza CajunPizza 
U 
hasBase hasBase 
ýNäsTopping 
-\\ TabascoPepperSauce ThInCrlapyBasel ThinCrispyBase 
'-- - -- -- ----. 
_. 
1. asToppinq. 
-1 
Figure 5.13. Use case: Same individual, complete overlap of properties 
Figure 5.13 illustrates an extension of case 2, with all duplicate nodes being dropped. 
Use Case 4: Different sets of individuals with associated properties 
FiorentinaPizza FruttiDiMarePizza 
u 
hasBase asBase 
--- J 
Topping 
- -- -- ---- -- 
ha oPPln9 
SundriedTomato ThinCrispyBasel GarlicToppingl DeepPanBasel 
Figure 5.14. Use case: Different sets of individuals 
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Figure 5.14 encapsulates the union operation on the entire ABox files, where a 
number of individuals are correctly merged along with their associated properties. 
For each use case employed, the merged output, ABox,,, was found to be semantically 
equivalent to the control ABox, ABoxc, with all classes and properties with associated 
constructs merged correctly. This confirms that the two ontology instances are equally 
capable of managing networked resources. Table 5.1 shows some of the statistics of 
each input pair. In each case, individuals covered by the different property restrictions 
were instantiated to confirm the validity of the algorithm. 
Table 5.1. Statistics on ontologies used in the evaluation 
Ontology Pizza Travel Generations 
# of Classes 97 35 18 
# of Individuals 
ABOXA 55 20 10 
ABoxB 57 19 9 
# of Properties 8 6 4 
# of Property 
Restrictions: 
Existential (3) 158 10 15 
Universal (V) 25 0 0 
Has-value (3) 2 3 12 
Cardinality restriction 1 2 0 
Negation 3 1 0 
5.3.2 OntoMerge versus DOMMerge Comparison 
The comparison activity is aimed at measuring the relative efficiency of the two 
proposed transformation models. Efficiency is usually measured in terms of computer 
resources used such as CPU time, backing store etc. This has been achieved by 
performing an empirical evaluation of the two transformation models. A number of 
devices with varying number of hosted services and service features were modelled to 
act as the context sources in the networked environment. The models were compared 
on their relative resource usage, both in terms of storage space requirements and 
processing time involved. Disk space requirements were compared both for the final 
ontology instance as well as the intermediate products. The comparative data for the 
OntoMerge and DOMMerge models is shown in Table 5.2. The input cases (A to G) 
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and the corresponding number of device/service/service functions (columns 2 to 4 in 
Table 5.2) are drawn from the devices and their hosted services considered in the 
proof-of-concept demonstrator developed as part of this thesis. The demonstrator 
scenarios are presented in the Appendix. Thus, this gives a realistic estimate of the 
relative efficiency of the two transformation approaches when plugged into a real-life 
scenario. For example, in the case D in Table 5.2 where the input context information 
is sourced from two discovered devices hosting five services among them, with a total 
of eight service functions, the OntoMerge model outputs an intermediate product of 
combined size 9.57 kB and a final ontology instance file of 35.4 kB. In comparison, 
the DOMMerge model produces the intermediate merged DOM of 7 kB and the final 
product of 8.88 kB. In this case, the distribution of services and service functions 
among the two devices is as follows: 
Device 1: 
o Service 1: image 
  Service functions: play, browse 
o Service 2: audio 
  Service function: play 
Device 2: 
o Service 1: image 
  Service functions: play, browse 
o Service 2: audio 
  Service function: play 
o Service 3: video 
" Service functions: play, browse 
Thus, in total, this case has 2 devices, 5 services and 8 service functions. The data for 
the rest of the cases considered is enumerated in Table 5.2. 
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Table 5.2. Performance evaluation of ontology transformation 
OntoMerge model DOMMergc model 
Case Number 
of 
Number 
of 
Number 
of 
i S 
Interim product size 
(kB) 
Final 
product 
i 
Time 
(s) 
Interim 
product 
i 
Final 
product 
i 
Time 
(s) 
Devices Services ce erv 
functions 
Service 
OWL 
Modality 
OWL 
Total s ze 
(kB) 
ze s 
(kB) 
s ze 
(kB) 
A 1 1 1 1.31 2.02 3.33 26.9 1.8 1.33 2.65 0.6 
B 1 2 2 1.76 2.02 3.78 27.8 2.1 1.73 3.10 1.0 
C 1 3 5 4.15 2.02 6.17 31.2 3.2 4.18 5.49 1.1 
D 2 $ 8 6.20 3.37 9.57 35.4 3.8 7.00 8.88 1.9 
E 6 9 6.89 4.70 11.59 38.7 4.1 8.16 10.8 2.2 
F 3 6 11 7.30 4.74 12.04 39.6 4.3 8.52 11.2 2.6 
G 4 7 12 7.99 6.07 14.06 43.0 5.3 9.69 13.2 3.4 
The time for producing the final ABox was measured on a Dell laptop with a 1.60 
GHz Pentium Centrino processor and 512MB of Random Access Memory (RAM), 
running Windows XP. The data for processing time includes time for discovering the 
devices and hosted services as well and is measured from the time that the first 
discovery multicast message is sent out. While this may add an offset to time involved 
in the actual transformation procedure, it affects both models equally and does not 
skew the results in favour of either. 
From the empirical evaluation data and keeping in mind the resource-constrained 
nature of most devices forming pervasive computing environments, we can state that 
the DOMMerge model gives better performance and is more suited for activity-based 
computing applications that require a semantic description of the ambient 
environment. A primary reason for the DOMMerge model to give lower resource 
usage is that it involves more light-weight XML processing than the OntoMerge 
model that manipulates ontology instance models. Though there is a single Java RMI 
retrieval involved in both models, the OntoMerge model involves two XSLT 
transformation steps, one for each of the two DOM fragments, resulting in higher 
processing time. The two typecasting operations between ontology models to RDF 
models and vice versa also contribute to increased processing time. The significant 
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increase in the size of the final OWL instance file produced by the OntoMerge model, 
manifest as a significant offset from the size of the intermediate products, can be 
attributed to the RDF indirections introduced during the union operation and the 
domain ontology being imported into the intermediate RDF model to perform the 
union operation. With the measured time depending upon the underlying network 
state for discovering devices and retrieving the associated descriptions, the size of the 
intermediate and final ontology instance files is a better criterion for comparing the 
two transformation models. This is shown in the bar chart in Figure 5.15 where the 
final OWL instance file size is compared for each of the comparison cases 
(combination of number of device, service and service features) considered. 
Even though the OntoMerge model consumes a higher proportion of disk space, it 
presents an illustration of an automated ontology instance merging approach, which 
can be generalised as input to the ontology merging and versioning research. Using 
this algorithm, new context data can be mapped onto an OWL-DL semantic form and 
automatically incorporated into an existing ABox without user intervention. This does 
away with the need of re-generating the existing ABox, which would be the case with 
existing methods. 
50 
0 OntoMerge OWL instance 
  DOMMerae OWL instance 
40 
30 
N_ 
20 
10 
0 
Figure 5.15. Resource usage by OntoMerge and DOMMerge models 
The DOMMerge model presents a seamless approach for transforming XML-based 
raw context data into a semantic representation, while retaining the resource 
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constraints. Moreover, both the models that are presented here do not require a 
context aggregator, when integrated into a context management framework, as the 
context aggregation step is implicit in the transformation models. 
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Reasoning and Query Subsystem 
With universal usability geared towards user focused customisation [ 127], a context 
reasoning engine can derive meaning from the various context elements and facilitate 
decision-taking for applications and context delivery mechanisms. The importance of 
semantics for enabling service and media delivery according to the user's current 
situation has already been emphasised. The first step towards managing 
heterogeneous context information has involved defining the SCM context model 
through the OWL-DL formalism that provides a powerful platform for a formal and 
machine-interpretable structure to context information. With the context model 
providing a common, formalised structure, a number of interconnected components 
are required to provide a generic mechanism for context querying and reasoning. A 
context reasoner's task is to ensure a composition or selection of context sources 
relevant to the requesting entity's query [35] and to facilitate decision taking. This ties 
in with the framework aims of interpreting context information and facilitating service 
presentation (Section 2.5.1). However, ubiquitous environments, which by their very 
nature are dynamic and unfamiliar, have led to open challenges for a context 
reasoning engine that formulates content delivery decisions. A number of key issues 
can be highlighted: 
The framework should support semantic querying, which may be variously 
worded by application logic that uses the context model. For example, a search 
query for image display capability could be expressed as a query for `image 
modality' or `image display service'. 
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As pointed out in [48], the diversity of context information formats means that 
not enough information may be available to answer queries; and the 
framework must adjust accordingly. 
User preferences, capability context and media metadata must be considered 
simultaneously to determine appropriate presentation format [128]. 
The recommendation algorithm must be in a formal, effective and extensible 
form to deal with a wide variety of context information. 
To address these challenges, this chapter presents the design of the context reasoning 
subsystem of the SCM framework that formulates recommendations on the best suited 
device for content presentation. The designed context reasoner also includes the query 
mechanisms that are employed to extract a subset of the context data collected in the 
domain model. The reasoner also takes into account static user preferences, which are 
also detailed. 
This chapter begins by giving a background to the enabling technologies employed, 
which is presented in Section 6.1. Current approaches in context reasoning and 
modelling user preferences are also analysed in this section. The specification of user 
preferences in this thesis is concerned with its modelling in relation to content 
presentation. 
The requirements placed upon the developed reasoning mechanisms are laid out in 
Section 6.2. The steps taken to meet these requirements commence with the modelling 
of user preferences. This specification forms part of the domain vocabulary, the 
multimodal device and service part of which has been presented in Chapter 4. 
However, the user preference model portion is presented in this chapter to retain its 
relationship to the reasoning mechanisms. 
The reasoning mechanism itself is split into two parts: a context inferring part and a 
context filter for delivery recommendations. These, together with the associated query 
mechanisms, form the focus of Sections 6.3 and 6.4. The extensible design of the 
developed mechanisms constitutes a desirable characteristic of reasoning systems. 
The presentation of the developed algorithms has been illustrated with examples to 
show their working. 
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The mechanisms have been designed to support a large set of possible use cases and 
scenarios. The choice of enabling technologies means that the resultant semantics can 
facilitate provisioning of dynamic services. 
6.1 Rule and Query Languages 
Semantic Web Rule Language (SWRL) 
Ontologies and rules can be integrated to achieve dynamic service oriented 
architectures [129]. With OWL-DL taking advantage of the underlying DL logic for 
computational completeness and expressiveness, the knowledge base can be extended 
with inference rules to enforce more general first-order logic constraints. The resultant 
semantics can facilitate provisioning of dynamic services. Towards this end, Semantic 
Web Rule Language (SWRL) [130] is a W3C submission aimed at combining OWL 
and an inference rules language based on Rule Markup Language (Ru1eML). A 
comparison of SWRL and RuleML features is given in [129]. SWRL makes use of 
pattern-directed invocation of procedures from assertions [131]. It also facilitates a 
common language for the context model and the inference mechanism. 
Syntactically, SWRL is an extension to OWL with a new sort of conditional (i. e., if- 
then statements). OWL-DL already offers the expression of conditionals. However, 
since OWL-DL is the decidable fragment of first-order logic, the conditionals are very 
constrained and specialised [132]. For example, classes and properties cannot be 
mixed directly in conditionals. Also, when it comes to property conditionals, these are 
restricted to relations between single named properties [132]. OWL-DL conditionals 
are generalised in two ways in SWRL: 
Arbitrary patterns of variables are allowed. 
Fairly free mixing of expressions (e. g. property and class expressions) is 
allowed. 
This allows SWRL to be very expressive. The rules that are defined in SWRL are of 
the form [1311: 
Forwardchain rules that infer about axioms. These take the form of 
expressions such as AAB -* C 
A SWRL rule contains an antecedent part, called the body and a consequent part 
called the head. Both the body and the head consist of positive conjunction of atoms. 
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Atoms refer to individuals, data literals, individual or data variables. The scope of the 
variables is limited to a given rule. Atoms can be of the form C(x), P(x, y), 
sameAs(x, y) differentFrom(x, y), or builtln(r, x,... ) where C is an OWL description or 
data range, P is an OWL property, r is a built-in relation, x and y are either variables, 
OWL individuals or OWL data values [130]. The definition of an atom, as given in 
[130], is as follows: 
atom :: = description'( i-object )' 
dataRange'( d-object')' 
individualvaluedPropertylD'( i-object i-object')' 
datavaluedPropertylD'( i-object d-object )' (6.1) 
1 sameAs'( i-object i-object')' 
I difjerentFrom'( i-object i-object')' 
I builtln '(' builtiniD { d-object 
builtinlD :: = URlreference 
where, i-object :: = i-variable I individuallD 
d-object :: = d-variable I dataLiteral (6.2) 
A built-in is a predicate that takes one or more arguments and evaluates to true if the 
arguments satisfy the predicate [133]. The SWRL built-in library contains a number 
of common mathematical and string operations, e. g. comparison operator (swrlb: 
lessThan). Built-ins take any number or combination of OWL datatype or object 
property arguments. The object property arguments are in effect OWL individuals. 
SWRL does not support negated atoms or disjunction. A SWRL rule implies that if all 
the atoms in the antecedent (AAB) are true, then the consequent (C) must also be true, 
i. e. antecedent consequent (6.3) 
The rules can be written in terms of OWL classes, properties and individuals. SWRL 
provides only first order logic rules that make use of logical connectors such as 
conjunction A (AND) and implication -*(IMPLY). However, the SWRL built-in 
library extensions make use of more advanced mathematical and string operators. 
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Since SWRL is built on top of OWL, it shares OWL's Open World Assumption 
(OWA) where every fact can be thought of as true unless explicitly stated to be false. 
For instance, two individuals cannot be assumed to be automatically distinct unless 
explicitly stated to be so with the owl : dif f erentFrom restriction. Due to this 
restriction, rules to enumerate individuals or properties in an ontology are not always 
possible, unless OWL-DL cardinality restrictions have been explicitly stated. 
Moreover, like OWL, SWRL supports monotonic inference only. As a result, SWRL 
cannot be used to modify information in an ontology [134). For instance, SWRL 
cannot be used to remove or retract information from an ontology. To illustrate this 
with an example, the following rule indicates that a driver older than 25 is insurable 
by assigning a Boolean property to true [ 134]: 
Driver(? d) A hasAge(? d, ? age) /1 swrlb: greaterThan(? age, 25) (6.4) 
-. islnsurable(? d, true) 
This rule adds the value of true to the isInsurable property for all drivers that satisfy 
the antecedent. However, it does not change the existing value for that property. If the 
property already has an existing assignment of false for this property, a successful 
firing of this rule would result in that instance of driver having two values for that 
property. If the property has been marked functional, then an OWL-DL reasoner will 
indicate an inconsistency when applied to the resulting ontology. Another 
consequence of SWRL's monotonocity is that negated atoms are not supported. 
It has been recognised that SWRL offers more expressivity than OWL-DL alone [132, 
134,135]. Also, SWRL shares the formal semantics of OWL: conclusions reached by 
SWRL rules have the same formal guarantees as those reached by OWL-DL 
restrictions. However, the additional expressivity comes at the expense of 
decidability. This implies that, while OWL reasoners are guaranteed to terminate 
when classifying an OWL-DL ontology, inference with SWRL rules is not. SWRL is, 
in fact, semi-decidable - if an axiom is entailed, then there is an algorithm that can 
show that; but if an axiom is not entailed, it's possible to "go into an infinite loop", 
i. e., not to terminate [132). This restriction can be overcome by making the 
combination of OWL and SWRL decidable, where rules are required to be DL-safe. 
In DL-safe rules, variables bind only to explicitly named individuals in the ABox. 
This shifts SWRL rules from being TBox (class and property) axioms to them being a 
sort of data manipulation (ABox) axiom. The combination of OWL-DL and DL-safe 
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SWRL yields a logic with decidable reasoning algorithms. It is important to note DL- 
safety does not reduce the formalisms of the components (OWL-DL and SWRL), but 
only the interface between them [135]. 
Semantic Query-Enhanced Web Rule Language (SQWRL) 
Enabling technologies for effective ontology query include SPARQL [58] and 
SQWRL [136]. SPARQL is a RDF-based query language and offers limited support 
for querying OWL models, as noted in [137]. SQWRL is a library extension to 
SWRL. It is based on the fact that a rule antecedent can be viewed as a pattern- 
matching mechanism, i. e., a query [137]. It allows queries directed at OWL classes, 
individuals and properties. SQWRL queries can operate in conjunction with the 
SWRL rules and thus can be used to retrieve knowledge inferred by the rules. Due to 
the DL-safe nature of the SWRL rules, which has been adopted for this thesis, 
SQWRL effectively adopts closed world semantics. Thus, it has an approximation to 
Closed World Assumption (CWA) that follows the presumption that what is not 
currently known to be true is false. This grounding in CWA allows the query to apply 
to the formalised TBox and the resultant ABox only and allows effective query of the 
knowledge base. 
The result of SQWRL queries is effectively a two-dimensional table. It exposes an 
interface that provides methods for processing query results. Four possible types of 
values can be returned by a SQWRL query: (1) datatype value, representing values of 
OWL datatype properties (2) object value, representing OWL individuals (3) class 
value, representing OWL classes and (4) property value, representing OWL 
properties. 
Current Approaches 
Ontology and rule-based context management approaches have been employed in 
research projects for various aims, including media content recommendation [128], 
activity-based m-learning [138] and command and control systems for the battlespace 
domain [ 129]. 
In particular, user oriented customisation has formed the focus of a number of 
research initiatives. The Device Collaboration System (DCS) architecture [4] probes 
the ambient environment for usable devices that can be used for service presentation 
by matching device profiles with service requirements and user history. Context 
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information considered by the reasoner consists of ambient context (time, position, 
and brightness), user profile and mobile device profile. It requires fine-grained 
specification of preferences by a user, e. g. preferred monitor size when brightness 
levels are at certain values and position is indoor/outdoor. Also, it does not take into 
account the software elements of a device (e. g. file formats supported by the device 
monitor); only the hardware elements are considered during resource 
recommendation. Context-aware media recommendations form the focus of the 
reasoning methods used in the COMER architecture [128]. Context elements 
considered include user preference, terminal capability and multimedia context. A 
hybrid Bayesian classifier and rule-based reasoner is employed for recommendations. 
In contrast with the approach in this thesis though, the focus of the COMER reasoner 
is to specify most suited content type, e. g. whether the content should be presented as 
video (high bandwidth conditions) or image (less terminal capability/ low bandwidth). 
The DAIDALOS project [139] implements a middleware for providing personalised 
service discovery in pervasive environments. It implements a two-phased query 
procedure for service discovery: one using standard discovery protocols (UPnP, SLP), 
followed by semantic queries to filter the results returned by the first step. Filtering 
procedures are then applied based on stored user preferences. Service description is 
required to include requirements on the user interface (e. g. device screen) for effective 
semantic reasoning. 
The context information service architecture in (48] for managing distributed context 
sources employs an ontology driven mechanism for answering application queries. 
Each context-aware application provides its own ontology to the context service to 
describe its hosted services. The context service maintains an ontology mapping 
repository to translate between `equivalent' words in submitted queries to generate a 
response from the registered services. Queries can be formulated in SQL, XQuery or 
RDF Data Query Language (RDQL). However, this approach assumes that queries 
are expressed in terms of one of the registered ontology concepts and does not 
account for incomplete context information during ontology formation. 
The e-learning repository implementation in [ 140] consists of a learning resource 
ontology and SWRL rules to offer recommendations on study methods to learners. A 
semantic query interface is designed by collecting synonyms of the ontology 
concepts, calculating a similarity coefficient and storing these in a `synonymy list'. 
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Learner's queries are parsed into tokens that are associated with the ontology concepts 
using the synonym list, through a breadth-first or depth-first search. 
The research project presented in [131] aims to build a smart home environment for 
its inhabitants. The context model is based on an OWL ontology to provide a 
representation of the smart home. The inference layer is implemented using SWRL 
rules to issue orders on the event-driven bus that drives the actuators. 
For the complexity of pervasive systems to be managed in an unobtrusive way, user 
profile information is essential. User preferences offer a way of influencing the state 
of the service when interacting with the user. Vazquez et al. [141] define 
"configuration" as "the set of related preferences that express user requirements or 
predilections for some features of service operation". The context can be defined as 
the set of conditions that need to be fulfilled by the service to activate the user 
preferences. Finally, profile is defined as the association of a context to a 
configuration, that is, the set of conditions under which some preferences must be 
activated. For example, a user preference can represent "I want videos to be shown on 
the TV when I am at home". Here, `videos to be shown on the TV' is the 
configuration to be activated in the context `at home'. An XML-based language called 
WebProfiles Markup Language (WPML) has also been presented in [141] to relate the 
configurations to contexts in which those preferences must be activated. This allows 
user preferences to be expressed on a Web-based service scenario to influence service 
state. The context information represents some state of the service that can be queried 
from a database or from originating sources. The application of the preferences allows 
the service to implement changes through some low-level functions by updating 
databases or files or by invoking operations on remote objects via SOAP. 
A weighted user preference has been proposed in [ 108], with the preference being a 
real number value in the range (-1.0,1.0), with 1.0 specifying `very important' and 
-1.0 standing for `avoid'. Different values within this range specify preferences such 
as important, significant, somewhat dislike, dislike etc. These user preferences for 
different output or input hardware capabilities are then used to compute a device 
value, which is fed into an algorithm for automatic device selection for multimedia 
user tasks. 
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User profile definition in [56] and [142] is based on the 3GPP Generic User Profile 
(GUP) [143] concept which specifies the data model and schema in XML. The User 
Profile (UP) contains five components: user personal data, user devices, personal user 
devices, subscribed networks and subscribed services. The profile definition is 
supposed to give a representation of the user himself and his ambient information and 
communication context which might change dynamically due to movements. Existing 
proposals and standards such as the UAProf schema have been integrated into the UP 
definition. 
6.2 Context Reasoning Requirements 
A context reasoner's task is to ensure a composition or selection of context sources 
relevant to the requesting entity's application domain [35]. From an architecture point 
of view, the reasoning functionality resides between applications and context sources. 
From an examination of the related state of the art, the requirements for a context 
reasoning system can be stated to be: 
Matching context source descriptions to application parameters. 
Retrieval and selection of context sources. 
Derivation of relevant context information by combining multiple context 
sources. 
Providing for scenarios where context sources contain only part of the relevant 
parameter set. 
In the application domain of delivering media streams, the reasoning task applies to 
matching metadata of the incoming content stream to the ambient environment 
context information. Both the context source (device domain) information and the 
media stream metadata are explicitly described in terms of an ontology. The 
multimodal device ontology has already been documented in Section 4.3. The content 
metadata formalism is presented in the Section 6.4.2. 
To meet the requirements identified above, the SCM reasoner module performs its 
processing in two distinct steps: 
By applying rules from the Rule Base that assert missing context information. 
By applying the rules related to the 
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o stored user preferences and 
o incoming content metadata 
to the processed device modalities' ABox to facilitate content presentation 
with the best possible combination of modalities. 
The above identified requirements are met by the two components that form part of 
the SCM reasoning mechanism: the context inference block that asserts missing 
context information and the context filtering block that filters information by 
matching ambient context and content metadata. The relevant components involved 
are reproduced from Figure 2.2 and depicted in Figure 6.1. 
Result ontology 
SQWRL instance 
Query 
Application 
Figure 6.1 Reasoning Module 
6.3 Context Inference 
To ensure interoperability with existing application logic, the enabling components 
should support semantic queries. Secondly, situations where variously formatted 
context input may not provide enough information to answer queries, should be 
intelligently handled. The context inference function block in Figure 6.1 references 
the SWRL Rules base to infer facts from the ontology instance (ABox) that has been 
populated from the device and service context information. The rules have been 
designed to take into account the standard device-service context description 
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templates. Due to this heterogeneity of context information, there may be gaps in the 
generated ABox. Hence, the modelled rules assert links between the physical device 
and hosted software services. It employs forwardchain rules that process the context 
information prior to applying the user preferences and content metadata. This pre- 
processing step is transparent to the user and speeds up the next stage of context 
filtering. 
Figure 6.2 shows three context inference SWRL rules that have been defined. The 
syntax and semantics of each rule is explained in the following paragraphs. 
Rule-1: 
Device(? x) A ScreenOutputModality(? m) A 
canbelntcrfacedVia(? x, ? m) A graphicsEnabled(? m, true) A hasService(? x, false) 
-+ hosts(? x, DisplayService) A isLinkedTo(DisplayService, ? m) 
Rule-2: 
Device(? x) A Speaker(? m) A canbelnterfacedVia(? x, ? m) A hasScrvicc(? x, false) 
-" hosts(? x, AudioService) A isLinkcdTo(AudioScrvicc, ? m) 
Rule-3: 
Device(? x) A ScreenOutputModality(? m) A canbelnterfaccdVia(? x, '? m) A 
hasResolution(? m, ? r) A width(? r, ? w) A height(? r, ? h) A swrlb: add(? y, '? w, '? h ) 
--. sqwrl: select(? x, ? y) A sqwrl: orderByDescending(? y) 
Figure 6.2. Context inference rules 
Rule 1 in Figure 6.2 defines a device with a graphic-enabled screen to offer a display 
service. The display service has already been defined in the domain ontology to 
support text output, visual and image display service offerings. Rule I reads as: if 
there is a Device `x', which can be interfaced through a ScreenOutputModality `m', 
where `m' is graphics-enabled, then Device `x' hosts a display service. In addition, 
the link between this asserted display service and the screen modality is also asserted 
in this rule for completeness. This rule also illustrates the work-around for the absence 
of atom negation in SWRL. Due to SWRL's monotonicity, it is not possible to query 
directly the absence of a property assertion. So, since the presence or absence of a 
hosted service cannot be ascertained, a Boolean valued hasService property is queried 
to affirm that the rule applies to only those devices where the device-service link is 
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not already present. This takes care of cases where the device description is available 
in CC/PP or UAProf format, where only the hardware modality information is 
available. 
Rule 2 is similar to rule 1 and defines a device with audio output modality to offer an 
audio service. 
Rule 3; shown in Figure 6.2, is an example of pre-processing of available modalities 
where the devices are ordered according to decreasing screen resolution. This rule 
also illustrates the use of the SQWRL query function for the actual ordering function. 
For entry and editing of SWRL rules, the SWRL plug-in to the Protege IDE is used. 
To perform the actual inference and to execute queries, the Jess rule-based inference 
engine [144] is employed. A bridge mechanism is provided in Protege-OWL to allow 
interaction between the OWL knowledge base containing SWRL rules and the Jess 
rule engine. However, it should be noted that the rules are represented independently 
of the inference engine. Moreover, all instances in the ABox are validated against the 
rules during execution. Jess supports insertion of the inferred knowledge back into the 
OWL-DL ABox, which allows subsequent query answering. 
6.4 Context Filtering 
The Context Filtering module in Figure 6.1 applies the rules relating to the stored user 
preferences and matches incoming content metadata to the processed device 
modalities' ABox to facilitate content presentation with the best possible combination 
of modalities. The Service Repository Management module in Figure 6.1 maintains 
an interface to context-aware applications for updating and querying semantic service 
information. This serves to filter out a subset of possible device modalities based on 
the current context. For instance, stored preferences may indicate which device the 
user would like to `see videos on'. The content metadata relating to content type and 
other factors such as resolution, frame rate (for media content) etc. serve to match 
modalities to content. 
6.4.1 User Preference Modelling 
The SCM approach takes the configuration methodology from [ 141 ] and involves 
representation of preference configurations that link device types with content 
metadäta. The context in which these stored configurations are activated is provided 
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by the discovery function. This design automatically initiates firing of the appropriate 
rules when the matching device types to an incoming content type are discovered. The 
configurations are expressed in the OWL-DL ontology language and are included in 
the multimodal device ontology defined for describing the ambient environment (in 
Section 4.2). First, the concept of user preference relating to different content types 
(image, audio or video) is identified. Properties are then defined linking these to the 
device type concept which also characterises the discovered devices. The device type 
has previously been defined in Section 4.2. Thus, the same concept (of device type) is 
used in the one hand, to place a restriction on the possible classes of devices and also 
to provide a link to the content type. Device type is an enumerated class and is 
defined as shown in Figure 6.3. 
<owl: Class rdf: ID="DeviceType"> 
<owl: equivalentClass> 
<owl: Class> 
<owl: oneOf rdf: parseType="Collection"> 
<rdf: Description rdf: about="#AudioPlayer"/> 
<rdf: Description rdf: about="#CarPDA"/> 
<rdf: Description 
rdf: about="#DigitalStillCamera"/> 
<rdf: Description 
rdf: about="#DigitalVideoCamera"/> 
<rdf: Description rdf: about="#Laptop"/> 
<rdf: Description rdf: about="#Mob]eF'hone"/> 
<rdf: Description rdf: about="#PC"/> 
<rdf: Description rdf: about="#PDA"/> 
<rdf: Description rdf: about="#Router"/ 
<rdf: Description rdf: about="#Set-topBox"/> 
<rdf: Description rdf: about="#TV"/> 
</owl: oneOf> 
</owl: Class> 
</owl: equivalentClass> 
</owl: Class> 
Figure 6.3. Device type class definition 
As detailed in Figure 6.3, the DeviceType class is defined as a collection of named 
individuals (AudioPlayer, CarPDA, Laptop etc. ), with the restriction (owl: one of) 
that an instance of this class takes one of the defined individuals as its value. 
In DL terms, this can be stated as: 
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PDA, Laptop, PC, MobilePhon e, DigitalSti 11Camera, 
DeviceType H (6.5) DigitalVid eoCamera 
The configuration definition of user preference also includes a weighted measure 
between 0 and 1 to order preferences, with 0 representing `unavailable'. This allows 
the user to express a range of device preferences for a particular content type. Also, 
this allows for the scenario when some modalities need to be marked `unusable' even 
though they may be available. The weights assigned can be fractional, for more 
granularity. Thus, the restriction of the datatype of the assigned weight states that it 
should be of type float. The user preference class is thus defined as a logical 
intersection of these two property restrictions: isLinkedToDeviceType and 
hasWeight. The DL form of the property restriction is: 
(isLinkedToDeviceType V DeviceTypo n (has Weight`dfloat) (6.6) 
<owl: Class rdf: ID="UserPreference"> 
<rdfs: subClassOf rdf: resource="&owl; Thing"/> 
<rdfs: subClassOf> 
<owl: Class> 
<owl: intersection0f 
rdf: parseType="Collection"> 
<owl: Restriction> 
<owl: onProperty 
rdf: resource="#hasWeight"/> 
<owl: allValuesFrom 
rdf: resource="&xsd; float"/> 
</owi: Restriction> 
<owl: Restriction> 
<owl: onProperty 
rdf: resource="#isLi_nkedToDeviceType"/ 
<owl: allValuesFrom 
rdf: resource="#DeviceType"/> 
</owl: Restriction> 
</owl: intersectionof> 
</owl: Class> 
Figure 6.4. User preference class definition 
The user preference schema is shown in Figure 6.4. It defines the user preference 
class as an intersection (owl : intersectionof) of two property restrictions 
(owl : Restriction, owl : onProperty). Both restrictions are of the form 
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`allValuesFrom', which constrains the value of the property range to only the defined 
RDF resources. The first restriction is on the `hasWeight' datatype property with the 
range specified to be of type float. The second restriction is on the 
`isLinkedToDeviceType' object property with the range limited to individuals of the 
class DeviceType. 
The UserPreference class is further extended into image, audio and video preference 
concepts: 
ImagePreference c UserPreference 
AudioPreference c UserPreference (6.7) 
VideoPreference c UserPreference 
6.4.2 Content Metadata 
Metadata is defined as "information about an object; be it physical or digital, which 
are effective in the description of resources" [ 140]. 
Each content resource has multimedia and file format attributes as follows: (1) Image 
(picture documents): jpg, gif, png etc. (2) Audio files: wma, mp3 midi etc. (3) Video 
files: wmv, 3gp, mp4, avi, mov etc. 
The content type along with the format information constitutes a two-level hierarchy 
of content specification during formulation of content delivery decisions. 
The content metadata is assumed to be provided by the content provider. This thesis 
does not explore the extraction of content metadata. 
6.4.3 Query Interface 
The queries have been formalised through the SQWRL language. It allows queries to 
be directed at OWL classes, individuals and properties. SQWRL queries can operate 
in conjunction with the SWRL rules and thus can be used to retrieve knowledge 
inferred by the rules. Unlike SWRL reasoning results, query results cannot be written 
back into the ontology. This is so because SQWRL queries operate on known 
individuals in the currently loaded OWL ontology. Query results are maintained 
inside the query engine only. Also, inserting query results back into the OWL model 
would invalidate OWL's Open World Assumption and lead to non-monotonicity. 
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The query results are retrieved through a Java API that provides a Java Database 
Connectivity (JDBC)-like interface called the SQWRLQueryAPI, which can be used 
to retrieve query results in a Java application. This API mirrors a database search 
result retrieval interface and allows applications to retrieve query results from the 
knowledge base (TBox + ABox). The Jess engine [ 144] is employed to execute the 
queries. The SQWRLResult interface defines methods for processing the query 
results. 
Figure 6.5 shows some of the queries designed to retrieve the features and services 
offered by the discovered devices. 
Query-1: 
Device(? x) A hosts(? x, ? s) A Service(? s) A hasSType(? s, ? stype) 
-- sqwrl: select(? x, ? stype, ? s) A sqwrl: orderBy(? x, ? s) 
Quern-2: 
Device(? x) A hosts(? x, ? s) A Service(? s) 
, sgwrl: countDistinct(? x) 
Querv-3: 
Device(? x) A isConnectedTo(? x, ? nw) A hasURl(? nw, ? Uri) ,1 hasVersion(? nw, 'Ner) 
- sgwrl: select(? nw, ? uri, ' ver) 
Quern-4: 
Device(? x) ScreenOutputModal ity(? m) A canbelntertacedVia(? x, ? m) 
isLinkedTo(? s, ? m) A hasColour(? m,? colour) A hasResolution(? m, ? res) 
width(? res, ? w) A height(? res, ? h) A bitsPerPixel(? m,? bpp) 
- sgwrl: select(? colour, ? w, ? h, ? bpp) 
Quern-?: 
hosts(? x, ? s) A hasFunction(? s, ? st) A hasFormat(? sf, '? format) 
--p sgwrl: seIect(? format) 
Figure 6.5. SQWRL queries 
Query I in Figure 6.5 lists all the devices that host any service which has a service 
type defined for the service. It can be read as: for the device `x' which has an asserted 
property `hosts' that links it to its hosted service `s', where `s' is a service with any 
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service type `stype', output all 'x'-s (or devices), service names (s) and the related 
service types (stype). Since a device may host multiple services, the `orderBy' clause 
serves to keep the returned results by device and then service names, where all 
services of a device are listed before listing the next discovered device. 
Query 2 returns the number of discovered devices that host any service. It states: for 
any device `x' which has an asserted property `hosts' that links it to its hosted service 
`s', count the number of distinct devices encountered and output this number. 
Query 3 is used to retrieve the network interface features supported on a device. It 
states: for any device `x' which is connected to a network interface class `nw' through 
the property `isConnectedTo', where `nw' has a Uniform Resource Identifier (URI) 
`uri' and a version `ver', output all the details of the network interface. 
Query 4 is employed to get the details of the display screen on a device where this 
screen is used to offer display services (image/text/video). It can be read as: consider 
a device `x' which has the asserted property `canbelnterfacedVia' that links it to a 
hardware screen component `m'. Additionally, the device should offer any service `s', 
which is tied to the screen W. Then, retrieve the following screen details: colour 
capability `colour' (Boolean truelfalse), resolution (width `w' x height `h') and the 
supported bitsPerPixel `bpp'. 
Query 5 is used to return the formats supported by a service. It can be read as: 
consider the asserted property `hosts' that links a device `x' to its hosted service `s', 
where `s' has a function `sf . Moreover, if the service function `sf has any number of 
formats (`format') associated with it, output all the related formats. 
6.4.4 Context Filtering Rules 
The context filtering stage takes into account a number of variables, viz. the user 
preferences relating to device types and the incoming media stream type. This design 
is extensible to a number of factors, which can be considered simultaneously during 
the execution of the rule-set. 
The context filter employs an expert system (the OWL-DL ABox, extended with rule- 
based inference), a knowledge vocabulary (multimodal device TBox), coupled via the 
Jess rule engine and SWRL APIs to contextual data and Java-based application. The 
SWRL Factory [134] provides a Java API that can be used to manipulate SWRL rules 
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in an OWL ontology programmatically. The SWRL Factory provides a mapping from 
the OWL individuals that represent SWRL rules to analogous Java objects. The 
factory provides an API for retrieving the defined SWRL rules into the program, 
which can then be input into the Jess rule engine for reasoning. In addition, rule 
creation methods allow dynamic rule creation during runtime and these can then be 
inserted into the underlying OWL model. A bridge mechanism is provided in Protege- 
OWL to allow interaction between the OWL knowledge base containing SWRL rules 
and the Jess rule engine. The working of the context filter is illustrated in Figure 6.6. 
Content Jess inference 2D ABox 
Metadata engine table model 
User preferences bridge 
- 
SWIRL Matched 
Condition Rules 
Ontology Loader - 
Multimodal 
Ontology 
Instance 
(ABox) 
Transformation Module 
Figure 6.6. Context Filtering components 
The filter performs its processing in two steps. In the first step, the context of the 
incoming content stream is matched against the discovered devices' context. The 
resulting filtered devices are then ranked according to the set user preferences. The 
primary factor considered is thus the processed device context, to which the context 
inference rules have already been applied. For any incoming content stream, the 
Condition Rules 
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context filtering rules consist of determining if the device capability context can 
support presentation of the content type (e. g. audio/video) and the content format (e. g. 
wma/mp3 for audio). The resulting filtered set of devices is then ranked in descending 
order according to the user preferences relating to the content type. Hence, if a 
particular device's modality capability does not support the content type or format, it 
will get filtered out and will not be considered in the resulting device list even if the 
user has a stated preference for that device type. For two or more devices of the same 
type and hence, ranking the same on the preference scale, more factors are taken into 
account for distinguishing among those. One of the factors considered includes the 
screen resolution for displaying image and video content. Figure 6.7 shows some of 
the forwardchain rules defined for matching device and content context and for 
applying the user device preferences ranking. 
Rule-1: 
imagePreference(? ip) , 1, isLinkedToDeviceType(? ip, ? dt) A hasWeight('? ip, ? wt) 
swrlb: greaterThan(? wt, 0) A Device(? x) A hasType(? x, ? dt) A hosts('? x, ? s) A 
hasSType(? s, ? stype) A swrlb: containslgnoreCase(? stype, "imag") A 
ScreenOutputModality(? m) A canbelnterfacedVia(? x, ? m) A 
Resolution(? res) A hasResolution(? m, ? res) A width(? res, ? w) A height('? res, ? h) /swrlb: 
add(? resVar, ? w, ? h) 
- sgwrl: select Distinct(? x, ? wt, ? resVar) A sgwrl: orderByDescending('? wt, ? resVar) 
Rule-2: 
AudioPreference(? ip) A isLinkedToDeviceType(? ip, ? dt) A hasWeight('? ip, ''w) 
swrlb: greaterThan(? w, 0) A Device(? x) A hasType(? x, ? dt) / 
hosts(? x, ? s) A hasSType(? s, ? stype) A swrlb: containslgnoreCase(? slype, "aud") 
-+ sqwrl: selectDistinct(? x, ? w) A sgwrl: orderByDescending(? w) 
Rule-3: 
imagePreference(? ip) A isLinkedToDeviceType(? ip, '? dt) hasWeight('? ip, : 'w) , ^ý 
swrlb: greaterThan(? w, 0) A Device(? x) A hasType(? x, ? dt) A hosts(. x, ? s) A 
hasSType(? s,? stype) A swrlb: containsIgnoreCase(? stype, "imag") A 
hasFunction(? s, ? sfn) A hasFormat(? sfn, ? format) A 
swrlb: stringEqualIgnoreCase(? sdo: format, "jpg") 
- sgwrl: select Distinct(? x, ? w) A sgwrl: orderByl)esccnding('? w) 
Figure 6.7. Context reasoning- user preference rules 
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Rule-1 ranks the devices that can support image display capabilities according to the 
defined user preference and secondly, by decreasing screen resolution. It can be read 
as: consider all defined image preferences `ip' which link to a specific device type `dt' 
if the weight `w' of this preference is currently greater than 0. Simultaneously, from 
the list of discovered devices `x', consider the subset of devices that have the same 
device type `dt' as stated in the image preference. Moreover, if the device hosts a 
service `s' which has a service type `stype' of image, then retrieve the resolution of 
the associated screen. Finally, output the ranked list of conforming devices ordered 
first by the weight associated with the image preference followed by the screen 
resolution of the device. The screen resolution is expressed as a single parameter by 
adding the width and height parameters of the resolution and storing it in a variable 
`resVar'. This variable is then input to the `orderByDescending'. SQWRL built-in 
library operation. 
Rule-2 is similar to rule-1 and outputs a list of devices supporting audio output 
capabilities ordered by the weight associated with the user's audio preference. 
Rule-3 ranks the devices that can support image display capabilities according to the 
defined user preference, but only those that support the jpg format. This rule is 
produced here only for the jpg format, but at runtime, the format information 
(jpg/png/gif etc. ) is passed in as a string variable to complete the rule. This allows 
dynamic run-time matching with the format of the image. It can be read as: consider 
all defined image preferences `ip' which link to a specific device type `dt' if the 
weight `w' of this preference is currently greater than 0. Simultaneously, from the list 
of discovered devices `x', consider the subset of devices that have the same device 
type `dt' as stated in the image preference. Moreover, if the device hosts a service `s' 
which has a service type `stype' of image and one of the supported service formats 
`format' equals `jpg', then, output the ranked list of conforming devices ordered by 
the weight associated by the user. 
It has been recognised in the literature that users can be lazy to spell out their 
preferences or not even have any clearly defined ones [145]. Hence, to minimise the 
dependence of the reasoning mechanism on user preferences, a second processing step 
has been defined. This is executed if the first stage of user preference - related rules 
does not return any results. This takes into account the situation where the user has 
not defined any content - device related preferences and also when no device types 
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conforming to the stated preferences have been found in the ambient environment. 
The rule related to image content type is presented in Figure 6.8. 
Rule-4: 
Device(? x) /1, hosts(? x, ? s) iA hasSType(? s, ? stype) A 
swrlb: containslgnoreCase(? stype, "imag") A hasFunction(? s, ? sfn) A 
hasFormat(? sfn, ? format) A swrlb: stringEqualIgnoreCase(? format, "jpg") A 
ScreenOutputModality(? m) /\ canbelnterfacedVia(? x, ? m) A hasResolution(? m, ? res) A 
width(? res, ? w) A height(? res, ? h) A swrlb: add(? resVar, ? w, ? h) 
- sgwrl: selectDistinct(? d, ? resVar) A sgwrl: orderByDescending(? resVar) 
Rule-5: 
Device(? x) A hosts(? x, ? s) A hasSType(? s, ? stype) A 
swrlb: containslgnoreCase(? stype, "video") A hasFunction(? s, ? sfn) A 
hasFormat(? sfn, ? format) A swrlb: stringEquallgnoreCase(? format, "wmv") A 
ScreenOutputModality(? m) A canbelnterfacedVia(? x, ? m) A hasResolution(? m, ? res) A 
width(? res, ? w) A height(? res, ? h) A swrlb: add(? resVar, ? w, ? h) A 
ContentMetadata(? c) A hasResolution(? c, ? r) A width(? r, ? wid) /\ height(? r, ? ht) A 
swrlb: add(? resC, ? wid, ? ht) A swrlb: greaterThanOrEqual(? resVar, ? resC) 
--+ sqwrl: selectDistinct(? x, ? resVar) 
A sgwrl: orderByDescending(? resVar) 
Figure 6.8. Context reasoning- context matching with content metadata 
Rule-4 returns those devices that can display images with the `jpg' format and ranks 
the selected devices according to their screen resolution. As in rule-3, this rule is 
produced here only for the jpg format, but at runtime, the format information 
(jpg/png/gif etc. ) is passed in as a string variable to complete the rule. It can be read 
as: consider any discovered device `x' which hosts a service `s' of service type `stype' 
image and one of the supported service formats `format' equals `jpg'. Additionally, 
the device should have (canbeInterfacedVia) a hardware screen component `m' with 
resolution `res' specified by its width `w' and height `h' characteristics. Then, add the 
width and height parameters of the resolution and store it in a variable `resVar'. 
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Finally, output the list of conforming distinct devices `x', ordered by their screen 
resolution (expressed as a single parameter through the `resVar' variable). 
Rule-5 is similar to rule-4 and searches for devices that can display `wmv' format 
videos. An additional condition constrains the search results to only those devices 
whose screen resolution is bigger than or equal to the video content's resolution. This 
rule considers the case where the video may get cropped if attempted to be played on 
a screen smaller than its resolution. The rule can be read as: from the list of 
discovered devices `x', consider the subset of devices that host a service `s' which has 
a service type `stype' of video and one of the supported service formats `format' 
equals `wmv'. Retrieve as well, the screen `m' which interfaces to the device and its 
horizontal `w' and vertical `h' resolution parameters. Simultaneously, consider the 
corresponding resolution parameters `wid' and `ht' for the content. Add up the 
resolution width and height components for both the screen and the content and store 
these in variables `resVar' and `resC', respectively. If the resolution `resVar' of the 
screen is greater than or equal to the resolution `resC' of the content, then, output the 
ranked list of conforming devices ordered by the screen resolution. 
6.5 Evaluation 
6.5.1 Precision and Recall 
The first criterion in evaluating the recommendation mechanisms has been to measure 
the system's filtering effectiveness. This relates to the purpose of a recommender 
system, which is to retrieve all the relevant choices, while at the same time retrieving 
as few of the non-relevant ones as possible. Effectiveness is commonly measured in 
terms of precision and recall. These two metrics were first proposed by Cleverdon et 
al. [146] in 1966 as part of five main measurable quantities for information retrieval 
systems. 
This requires the separation of the data set into relevant and non-relevant items, thus, 
enforcing a dichotomous or binary rating scale. It has been recognised that relevance 
is a subjective notion. For recommender systems, [147] proposes that the evaluation 
should focus on an objective version of relevance, where "relevance is defined with 
respect to a query, and is independent of the user". 
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Precision is the ratio of the number of relevant items retrieved to the total number of 
items retrieved [148]. In other words, precision is the proportion of retrieved material 
that is actually relevant. Recall is the ratio of the number of relevant items returned to 
the total number of relevant items (both retrieved and not retrieved). Recall can also 
be stated as the proportion of relevant material actually retrieved in response to a 
search request [ 148]. 
Precision and recall are computed from a 2x2 table, which is shown in Table 6.1. 
Table 6.1. Categorisation of items according to relevance 11471 
Selected Not selected Total 
Relevant Nrs Nrn Nr 
Irrelevant N1 N1 Ni 
Total NS N,, N 
Based on the definition of precision given by Cleverdon, it can be calculated by the 
following formula: 
_ 
N, 
s =relevant 
n retrieved 
NS. retrieved 
ýf' ýý 
Similarly, recall is defined in related literature as follows: 
_ 
Nrs 
=relevant 
n retrieved R 
Nr relevant 
(6.9) 
Precision and recall are key metrics within the category of classification accuracy 
metrics. Classification metrics measure the frequency with which a recommender 
system makes correct or incorrect decisions about whether an item is good. These 
metrics are thus appropriate for tasks such as `find good items' where queries can 
have true binary results [147]. This requires the recommender algorithm to provide 
users with interfaces that suggest specific items to them and providing them with a 
ranked list of the recommended items. In this kind of task, the focus is on finding 
`some good items', with the assumption that the user would be interested in the top 
ranked items within the recommendation list. Another recommendation task can be 
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specified as the `find all good items' [ 147] where the emphasis is on keeping the false 
negative fate sufficiently low. Coverage becomes quite important for this task and an 
examination of the recall value can give an indication of this for search queries. In this 
thesis, it is the `find good items' task that is deemed more important, with the user 
more likely to choose the device listed at the top of the recommendation list and 
hence, being most relevant in that situation. However, the two-stage design of the rule 
engine in this thesis means that the precision metric computes to I (or 100% 
precision) in most cases. Hence, the evaluation carried out concentrates on the recall 
metric. Where the precision falls below 1, this is stated in the corresponding case. 
The evaluation effort covers both phases of the context filter. This translates into 
computing the recall value for different content metadata for the user preference based 
rules and doing the same for the second stage of context matching. In both cases, the 
metric was calculated separately for the three main content types: image, audio and 
video. The definition of relevance has also been accorded correspondingly, which is 
explained in the relevant sections that follow. 
6.5.1.1 Specification of the data set 
The evaluation was performed using real context data from a number of devices with 
varied capabilities that can showcase different requirements placed on the reasoning 
algorithm. A number of different device types were also considered to model different 
cases of user preferences along with the accompanying modalities offered. Table 6.2 
shows the screen output modality specification and the software aspects of the content 
support on the different devices used in the evaluation. 
For the content metadata, a database of different content items with varying file 
formats was built and the metadata subsequently entered into the ABox. Additionally, 
for the video content, a wide range of video resolution parameters was considered to 
accurately reflect on the relevance aspect. 
6.5.1.2 Image content 
The image metadata considered `relevant' was the file format. This criterion of 
relevance was applied to both the user preference-related and context matching stages 
of the reasoning rules. As evident from Table 6.2, four device types (PC, laptop, PDA 
and mobile phone) have been considered in the evaluation. The first stage of user 
preference rules was evaluated with varying specifications of the stated user 
preferences. 
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Table 6.2. Device data set used in evaluation 
Device Device type Screen Modality support 
resolution Image Audio Video 
(pixels) 
formats formats formats 
Viglen PC PC 1280x1024 jpg png gif wav mp3 avi mpg 
bmp wma rm mp4 3gp rm 
midi mov wmv 
Dell Laptop 1280x800 jpg png gif wav mp3 avi wmv 
bmp wma midi 
rm 
Lenovo Laptop 1024x768 jpg png gif wav mp3 avi mpg 
bmp wma midi mp4 3gp 
mov wmv 
Samsung Laptop 800x480 jpg png gif wav mp3 avi wmv 
bmp wma midi 
HP iPAQ PDA 240x320 jpg png gif wav mp3 wmv 
bmp wma 
Nokia N80 Mobile 352x416 jpg png gif wav mp3 3gp 
phone bmp wma rm 
Case A: 75% device types specified in user preferences 
This is the case where a user specifies his preference for three of the four device types 
in a descending hierarchy. The preference statements specified are: 
(isLinkedtoDeviceTypeVPC) n (hasWeightVO. 8) 
(isLinkedtoDevice TypeVLaptop) n (has WeightV0.7) (6.10) 
(isLinkedtoDevice TypeVPDA) n (hasWeightV0.4) 
For the jpg image format, since all devices in the data set can support this file type, 
recall can be computed as below: 
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R=N=6=0.83 (6.11) 
r 
Since the user has not specified a preference for the 'mobile phone' type, considering 
only the preference would return five devices in the result list. Hence, N, s in equation 
6.11 computes to 5. As all devices forming the data set are similar in their support for 
the other image formats, similar values of recall were obtained for the other formats 
considered: png, bmp and gif. 
Case B: 50% device types specified in user preferences 
In this case, only the PC and laptop device types have been stipulated as the 
preference options, corresponding to the top two statements in equation 6.10. The 
metric's calculation in this case, is then: 
R=4 = 0.67 (6.12) 
Case C: 25% device types specified in user preferences 
This is the case where the user specifies only his top preference. For example, the user 
specifies the PC as the only preferred option for displaying images, corresponding to 
the first statement of equation 6.10. The recall calculation is then: 
R=6=0.16 (6.13) 
It is trivial to extend this to the case where no preferences have been stated and the 
corresponding rule does not return any results. In that case, the recall is 0 while 
precision is indeterminate. Simultaneously, this is the case where the second stage of 
reasoning is executed for matching the device and content context. Since the 
reasoning mechanism takes into account the factors that are relevant, both precision 
and recall metrics take the value of 1.0. 
6.5.1.3 Audio content 
For audio content, the definition of relevance was taken to be presence of support for 
playing the audio file format. The calculation of the recall metric was carried out with 
difference combinations of the user preference settings for the first reasoning step. 
Tables 6.3 and 6.4 show the results for two sets of user preferences. 
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Case A: User preference settings: 
(isLinkedtoDeviceTypeVPC) n (has WeightVO. 7) 
(6.14) 
(isLinkedtoDeviceTypeVLaptop) n (hasWeightVO. 6) 
Based on the audio modality support specified in Table 6.2, the metric's calculation 
for different file formats is shown in Table 6.3. 
Table 6.3. Recall calculation: Audio, case A 
File 
format 
N, Nr NS Recall = 
N rs/N r 
mp3 4 6 4 0.67 
midi 4 5 4 0.8 
wav 4 6 4 0.67 
wma 4 6 4 0.67 
rm 2 3 2 0.67 
Average 0.69 
Case B: User preference settings: 
(isLinkedtoDeviceTypeVPDA) n (hasWeightVO. 4) 
(6.15) 
(isLinkedtoDeviceTypebLaptop) n (hasWeightVO. 6) 
Table 6.4 shows the recall computations for the user preference settings applied to the 
first step of context filtering. 
Table 6.4. Recall calculation: Audio, case B 
File 
format 
N, Nr NS Recall = 
Nrs/Nr 
mp3 4 6 4 0.67 
midi 3 5 3 0.6 
wav 4 6 4 0.67 
wma 4 6 4 0.67 
rm 1 3 1 0.33 
Average 0.59 
As evident from the numbers in Tables 6.3 and 6.4, the recall values show an 
appreciable range with changing user preference settings. As in the case with image 
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content, it is evident that recall would be 0 if no devices matching the preferred type 
were found. 
As the relevant criterion is again support for the file format, the second stage of 
reasoning returns the value of 1.0 for both precision and recall. 
6.5.1.4 Video content 
For video content, all supporting devices where the video could be displayed without 
getting cropped were considered to be relevant. Thus, in addition to the video format, 
the video resolution was also taken as a determining factor for relevance. 
Both steps of the reasoner were evaluated with a database of 54 video files with 
varying formats and resolutions. As with the image and audio content types, different 
preference settings were employed for evaluating the reasoning mechanism's first step 
of preference-related rules. 
Case A: User preference settings: 
(isLinkedtoDeviceTypeVPC) n (hasWeight`d0.7) (6.16) 
(isLinkedtoDeviceTypeVLaptop) n (hasWeightVO. 6) 
With this combination of preference settings, the recall had a range of 0.67 to 1.0, 
with an average value of 0.85. This result is due to the specification of higher 
resolution screen devices in the preferences, which together can handle all the video 
formats considered in the evaluation data set and a wide range of possible resolutions. 
Case B: User preference settings: 
(isLinkedtoDeviceTypeVLaptop) n (has WeightVO. 6) 
(6.17) 
(isLinkedtoDeviceTypeVPDA) n (has WeightVO. 4) 
In this case, the average precision value dropped to 0.97, due to the case of videos of 
'rm' format, which do not return successful matches due to the preference setting. 
Moreover, in the case where the video format was supported on the PDA, but not the 
resolution, considering only the user preference setting for retrieval resulted in a false 
positive. The average recall value also dropped to 0.56, ranging from 0.33 to 0.8. 
The above two cases illustrate the dependence of the precision and recall values on 
the data set characteristics and user preference settings. 
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Evaluating the second step of the context reasoning mechanism yielded an average 
precision of 1.0 and recall of 0.99 (range: 0.75 to 1.0). This result is encouraging as it 
shows that the context filter performs well in effectiveness measurements when both 
the steps of reasoning are applied. In addition to the precision of the developed 
mechanisms, which is crucial in the area of device recommendations, the coverage 
was also high. This implies that the two steps of the context filter, applied in 
succession, increase the proportion of the relevant recommendations. 
6.5.2 Reasoning and Query Response Times 
Research in reasoning and recommendation algorithms is aimed at improving the 
effectiveness and efficiency of the recommendations. As pervasive computing 
systems stress on new functionality and usability [32], measures on efficiency in 
conjunction with effectiveness measures, can give an indication of the benefits. With 
effectiveness measured in terms of the precision and recall metrics, efficiency is 
measured in terms of the computer resources used. In this thesis, the reasoning 
mechanisms' efficiency was evaluated by measuring the time spent on 
recommendations. This is in keeping with the observation in [128] that the "time 
factor is crucial, because long delays create negative user experiences". The 
reasoning and query response times were measured on a Dell workstation with a 1.60 
GHz Pentium 4 processor and 512MB of RAM, running Windows XP. 
6.5.2.1 Reasoner Processing Time 
The reasoner's scalability was evaluated by varying the number of rule atoms being 
executed from 4 to 158 and also by varying the size of the ABox from 46 to 124 
component individuals. The ABox consists of context data corresponding to the 
devices specified in Table 6.2. The different ABox sizes, related to the number of 
individuals in Figure 6.9, have been generated by varying the number of devices 
and/or their supported modalities and service features. The number of ABox 
individuals corresponds to the devices used in the proof-of-concept demonstrator. 
Thus, the ABox with 46 individuals corresponds to the PC device type from Table 6.2 
which hosts an audio service. It has a screen and speaker as the output hardware 
modalities and a keyboard and mouse as input modalities. The other instances 
correspond to the stated user preferences and the device type enumeration (from the 
TBox). Similarly, the number of rule atoms considered in this evaluation is drawn 
from the rule-set defined for different scenarios that have been implemented as part of 
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the demonstrator. Thus, the numbers considered in the evaluation provide a picture of 
individuals, rule atoms and hence, reasoning response times that can be encountered 
in a realistic scenario. Figure 6.9 shows the results of the evaluation. For example, 
executing 120 rule atoms for an ABox of 46 individuals, takes 1.2 seconds. 
The reasoning times are proportional to the size of the ABox involved and the number 
of rules being executed simultaneously. As the context information increases, the 
reasoning time appears to be human perceivable. It is important to note that the 
reasoning times reported here include the time for loading the knowledge base (A Box 
+ TBox) and the included Protege libraries. In a real world execution scenario, the 
TBox and libraries are loaded only while computing the first recommendation. 
Subsequent rules apply to the knowledge base that is already in memory and a context 
change also results in the ABox only being reloaded. Hence, in such a scenario, the 
reported times for successive recommendations will be significantly less. Moreover, 
the number of rules being executed for each user request depends on the content type 
and the stated preferences, as is evident from the effectiveness evaluation. For 
example, if the first step of preference-related rules returns valid results, the second 
step need not be executed. 
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Realisation that the reasoning times need to be kept low led to the initial decision of 
separating the phases of context inference (handling missing context information) and 
reasoning. The context inference rules are applied in an offline phase and since their 
results remain in the rule engine for subsequent queries and rule executions, they need 
not be re-executed for user recommendation computations. 
6.5.2.2 Query Response Time 
The query statement employed for evaluating the response time is shown in equation 
6.18: 
Device(? d) A Service(? s) A hosts(? d, ? s) A ServiceFunction(? sf) A hasFunction(? s, ? sf) 
-º sqwrl: countDistinct(? sf) (6.18) 
This query returns the number of service functions supported by the software services 
hosted on a device. 
The query response time was measured by varying the number of matched results 
from 1 to 18. It is evident that the number of matches corresponds to different number 
of conforming individuals in the underlying ABox, which also plays a part in the 
response time returned. Thus, a query result of 1 implies that there is one device in the 
ambient environment that hosts only one service with a single related service 
function. The other cases are obtained by varying the number of service functions and 
supported services on a device and then increasing the number of devices in the 
ABox. Similar to the reasoning response measurement activity in Section 6.5.2.1, the 
input numbers considered here are also drawn from the devices considered in the 
proof-of-concept demonstrator. The result of the evaluation is shown in Figure 6.10. 
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The above chart shows that a single matched result for the query in equation 6.1 K, for 
an ABox of 46 individuals, takes 625 ms. The response times are encouraging since 
these include the time taken for creating the SQWRL query engine and associating it 
with the SWRL-Jess bridge. As in the case of the reasoning engine, this is performed 
only when the program is first executed and need not be a factor in subsequent 
queries. Since the number of matched results was varied in this evaluation which 
required changing the underlying ABox every time, the program execution was 
restarted for every measurement. This will, obviously, not be the case for a real world 
deployment and the time taken for computing results for a query will be significantly 
less. 
6.6 Conclusion 
The design of the context reasoning module employs the SQWRL query mechanism 
built on top of SWRL to formulate context sensitive queries. Since SWRL itself is 
built on top of OWL, the query language offers the twin benefits of querying ontology 
terms directly and also being cognisant of the defined rules during query execution. 
This addresses the issue identified in [149] which states that usually, rule and context 
modeling languages have 
different syntax and semantic representations, making it a 
challenge to integrate these. 
On the other hand, queries can be said to be constrained 
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to the domain ontology terms. However, since queries are posed by the application 
logic that references the common, formal structure of the domain ontology, natural 
language queries need not be taken into account in the context of this work. Also, this 
thesis is not concerned with learning mechanisms that could assist in the task of 
reasoning with incomplete context information. 
The combination of OWL and SWRL offers an expressive platform for constructing a 
generic model of the domain and then express particular behaviors. However, as also 
identified in [129], extensions to model uncertainty and probability in real-world 
contexts are needed. 
The design principles of the context reasoning work reported here can be contrasted to 
other personalised service platforms. The work presented here takes into account user 
preferences but is not wholly dependent on it for correct execution. This is in contrast 
to the reasoning mechanism in the Device Collaboration System (DCS) project [4] 
which requires fine-grained stated preferences, as pointed out in Section 6.1. 
Moreover, the link between the information base and the resource discoverer which 
searches and gathers sharable resources is not clearly reported in [4]. In contrast to 
this, in the work reported here, resource and service context is acquired from the 
user's vicinity, formalised and then reasoned upon to facilitate personalised media- 
based services. In the DAIDALOS project [139], service description is required to 
include requirements on the user interface (e. g. device screen). In the work presented 
here, this is inferred as part of the reasoning mechanism. Also, queries in [139] 
include both a protocol specific (e. g. UPnP) and semantic component. This means that 
the ambient environment is queried for suitable devices for every user or application 
generated request. In the work presented in this thesis, queries are directed to the 
ontology context model (ABox) for ambient context, generating fewer numbers of 
messages. 
The proposed context inference approach indicates that ontologies and rule-based 
reasoning can help to achieve automated and personalised service delivery in mobile 
communication environments. The rule base is easily extensible to encompass varied 
context scenarios and supports semantic querying through the developed query 
interface. The heterogeneous device management can allow service and content 
providers to deliver personalised services to users. The generic, extensible nature of 
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the developed mechanisms can facilitate rapid service creation, agnostic to users' 
devices. 
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Conclusions and Future Outlook 
7.1 Conclusions 
The provision of dynamic and automated context processing and appropriate 
recommendations has been the key driver in this research. The research has sought to 
address the complexity inherent in ubiquitous environments and offer useful 
recommendations to the user, while offering the freedom from terminal configuration 
issues. Towards this end, the developed SCM framework has addressed all the aspects 
of context handling, resulting in automated acquisition, definition and inference. 
An enhanced service discovery protocol has been proposed for a context gathering 
mechanism. UPnP, along with the extensions outlined in this thesis, can serve as a 
complete context discovery, monitoring and description solution. This solution 
leverages the implicit information obtained with an industry-standard protocol and 
extends it, while maintaining independence from service domains. The approach does 
not impose new description templates on already resource constrained devices. 
Moreover, with this approach, the interfaces for description capabilities can be 
utilised for invoking the related service features on the device. The developed 
approach supports two different models of context acquisition: active advertisements 
and passive discovery. Active advertisements from devices, for instance in a 
networked home environment, involves devices hosting their own descriptions. 
Passive retrieval comes into play when the discovered device holds a pointer to a 
manufacturer supplied URL, where the device capability information is stored. This is 
retrieved by the framework and fed into the transformation module. 
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The OWL-DL semantic multimodal interface description for the framework context 
model provides a powerful platform for a common, formal and machine-interpretable 
structure to context information. The context model design has been based on the 
recognition that a multimodal device environment is best described at two different 
planes: physical hardware description and associated software services interface 
modelling. To this end, the SCM ontology models a clear demarcation between these 
two concepts, while maintaining a comprehensive description of each. It also 
conforms to other standardisation efforts for device modelling. Evaluation against the 
graph-based structural metrics from literature shows that the developed multimodal 
domain ontology has a good representation in terms of property and connectivity. 
The transformation module bridges the gap between discovery protocol-specific, 
legacy or proprietary XML-based description models and a higher-level semantic 
model amenable to application reasoning. The choice of technologies for the 
transformation framework means that only XML-based context information can be 
seamlessly mapped into the ontology model. However, with the context of typical 
devices encountered within the communication environment being expressed in XML, 
this can be a reasonable assumption. The developed XSLT-based transformation 
approach is easily extensible to encompass varied description templates, requiring 
only one-time, manual definition of additional mapping script sets for new templates 
to be considered. This plug-in approach ensures that the framework itself does not 
have to be changed with changing description formats encountered. Both proposed 
approaches for the mapping of XML context data to the defined OWL-DL ontology 
do not require a context aggregator, when integrated into the SCM context 
management framework, as the context aggregation step is implicit in the 
transformation models. 
The OntoMerge model constitutes a novel approach for ontology instance merging. 
Using this algorithm, new context data can be mapped onto an OWL-DL semantic 
form and automatically incorporated into an existing ABox without user intervention. 
This does away with the need of re-generating the existing ABox, which would be the 
case with existing methods. This allows dynamic generation of the context 
information representation as an ontology instance and binds the various steps of 
context handling into an automated framework. The algorithm has been validated 
using domain ontologies from the state of the art. 
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The SCM reasoning capabilities can handle missing context information and take into 
account a number of variables while formulating decisions on best-suited content 
delivery. However, this research has not looked into learning mechanisms that could 
assist in the task of reasoning with incomplete context information. The rule base is 
easily extensible to encompass varied context scenarios and supports semantic 
querying through the developed query interface. This generic, extensible nature of the 
developed mechanisms can facilitate rapid service creation, agnostic to users' devices. 
The design of the context reasoning module has employed the SQWRL query 
mechanism built on top of SWRL to formulate context sensitive queries. Since SWRL 
itself is built on top of OWL, the query language offers the twin benefits of querying 
ontology terms directly and also being cognisant of the defined rules during query 
execution. This addresses the issue identified in [149] which states that usually, rule 
and context modelling languages have different syntax and semantic representations, 
making it a challenge to integrate these. On the other hand, queries can be said to be 
constrained to the domain ontology terms. However, since queries are posed by the 
application logic that references the common, formal structure of the domain 
ontology, natural language queries need not be taken into account in the context of 
this work. 
Each of the identified aspects of the framework has been supported with detailed 
background work, motivation and review of related literature. The solutions proposed 
in this thesis have also been compared with existing state of the art. The various 
functional elements of the framework have also been individually evaluated, with 
promising results. The deployed demonstrator serves as a proof of concept of the 
developed mechanisms. With these observations, it can be asserted that the research 
objective set out in Chapter 1 has been met in this thesis. Obviously, all aspects of 
context-awareness and reasoning that are possible in this field could not be tackled. 
Where this has been the case, the related assumptions and limitations have been set 
out in the Conclusion section of the relevant chapter. 
7.2 Future Directions 
The context gathering step can be extended to take into account the scope of 
discovery. Presently, the scope is defined by the local area network. This can be 
refined to be guided by the user location and role and the permissions associated with 
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it. This will minimise computation overheads by limiting the context data that feeds 
into the rest of the framework. One possible approach could be the proposed 
extension of DL with fuzzy logic [96] that is aimed at characterising concepts that 
cannot be properly defined with numerical bounds. With this extension, the notion of 
`nearness' could be represented with a membership or degree function [96]. 
The mechanisms developed in this thesis will integrate well with content adaptation 
methods. The dynamically generated ambient context representation will provide a 
semantic description of device and user preference context that has been aggregated 
into a common file to a content adaptation decision engine. Appropriate decisions on 
the best-suited content adaptation operation can then be formulated and executed by 
the content provider. 
Following any required content adaptation, the actual content delivery can be 
achieved by utilising the discovery and description approach proposed in this thesis. 
UPnP's description template includes a service control URL that can be used to 
invoke the permissible service actions through SOAP. Thus, the interface advertised 
for a `video display feature' on a device can be employed to deliver video content to 
that particular device. 
A learning mechanism that `learns' preferences from user actions would be a useful 
enhancement to the SCM framework. This would add a feedback loop within the 
reasoning engine and allow the rule set to come up with better recommendations as 
the user's preferences change over time. 
The recommendation mechanism can be extended to include costs attached to the 
network interface for content delivery. This would allow for expression of situations 
where the user has a subscription for a particular network and would prefer to receive 
content over that interface. Consideration of the maximum available bandwidth of the 
different network interfaces on a device would also make for more informed decisions 
on content delivery. An allied extension would be the expression of user requirement 
in terms of cost of service delivery. This requirement along with the device and 
ambient context representation generated as part of the work in this thesis would be 
fed into a service negotiation step to provide more fine-grained choices while 
searching for contents requested by the user. 
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Other possible extensions are dependent on extensions to the emerging Semantic Web 
technologies. More specifically, extensions to SWRL that allow assertions of the 
existence of new instances, as has also been pointed out as a requirement in [ 129], 
could enhance the context inference role. 
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SCM Demonstrator 
This research has formed part of the Core 4 Ubiquitous programme of the Mobile 
VCE consortium. The SCM functionalities have been integrated into a system 
demonstrator, but the demonstrator presented here showcases the SCM functionalities 
alone, which can function as a stand-alone unit. 
The demonstrator is designed to facilitate context sensitive service provisioning in 
ubiquitous communication environments. It supports the ubiquitous environment 
concept where the system optimises a number of parameters to receive an optimum 
service whilst minimising user distraction. 
Key aims are: 
" Enabling seamless, personalised content delivery and heterogeneous device 
management: key requisite for smart spaces 
" Hiding complexity by enabling dynamic device selection - thus enabling 
`Right Service to Right Device' 
" Providing a semantic and dynamic view of available modalities in the ambient 
environment 
Demonstrator Setup 
The demonstrator setup is shown in Figure A. 1, with one possible configuration of the 
user environment. The devices B and C are wirelessly connected to device A, which 
corresponds to the SCM. The distribution of functionalities is as follows: 
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WLAN 
A: SCM 
B: User 
Nlý laptop C: User) PDA 
Figure A. 1. Demonstrator Setup 
Machine A 
" Hosts the major components of the SCM. 
" Acts as a source of incoming content metadata and also stored user 
preferences. 
Machines B and C 
" Provide device characteristics. 
. These represent user devices - to create dynamic elements of the 
communication environment, so that the ontology process may be observed. 
Operating Environment 
The implementation has been done using the Java programming language to ensure 
platform independence. The Java platform has different versions, each defined with 
reference to the processing power, memory resources and communication abilities of 
the target devices. The full Java architecture is shown in Figure A. 2. 
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Figure A. 2. Java 2 platforms 1150 
The SCM implementation utilises the Java 2 Standard Edition (J2SE) and Java Micro 
Edition - Connected Device Configuration (JME-CDC) platforms. J2SE is for 
desktop applications. Java Micro Edition or JME is a technology that promotes the 
execution of applications on resource-constrained devices by providing a 
development environment for the development of such applications. These 
constrained devices include mobile phones, PDAs, TV set-top boxes, in-vehicle 
telemetry and other embedded devices. There are two groups under J ME, based on the 
configuration and profiles contained therein. A configuration is the lowest common 
denominator for a group of devices and is tied to the underlying platform. A 
configuration specifies: 
" Supported Java features 
" Java virtual machine 
41 Basic Java libraries and APIs 
The two JME configurations are: 
Connected Limited Device Configuration (CLDC) - It is meant for devices that do not 
have access to constant network connectivity, have limited memory and less 
computational resources. The targeted devices include pagers and mobile phones. 
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" Connected Device Configuration (CDC) - It targets larger devices with more 
memory, more processing power and a network connection. It is targeted at 
high-end PDAs, navigation and telemetry systems and automobile 
entertainment systems. It is aimed at combining performance and reliability 
with a low memory footprint. CDC is based upon the J2SE 1.3 APIs and 
provides the full Java 2 virtual machine including floating point and thread 
support. 
Within each configuration, profiles have been created for each device type to refine 
the Java APIs to further differentiate devices. It adds an additional layer on top of the 
configuration to define APIs for a specific type of device. Specifically, a profile is: 
"A set of classes that add more functionality to a configuration, for instance, 
user interface or network connectivity. 
" Independent of the hardware configuration. 
The CDC platform has three defined profiles, each having a set of optional packages 
on which the actual application runs, to complete the Java environment: 
Foundation Profile - it forms the bottom layer of three, tiered CDC profiles and 
provides an implementation that is devoid of a user interface (UI) but has network 
connectivity. For the requirement of a UI, it can be combined with either of the 
personal or personal basis profiles. 
Personal Profile - it offers the entire Abstract Window Toolkit (AWT) library for 
rendering rich GUIs and offers web fidelity for Internet applet support. Web-based 
applets developed for the desktop environment can be executed on this profile. The 
targeted devices include high-end PDAs and communicator-type devices. 
Personal Basis Profile - it is a subset of the personal profile. It is targeted at 
networked devices that require a network-based environment and have limited GUI 
requirements or require specialised graphical interfaces. Example devices include set- 
top boxes and in-vehicle systems. 
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Demonstrator Platform 
As test platform to implement the SCM functionalities, a PDA and two laptops were 
used. 
PDA 
The HP iPAQ h4150 pocket PC, depicted in Figure A. 3, was employed as a mobile, 
resource-constrained user device. 
Figure A. 3. HP iPAQ 4150 
The PDA has a 400 MHz Intel XScale processor and the underlying OS is Windows 
CE 4.20. Memory specifications include 64 MB of RAM and a flash ROM of 32 MB 
with a block size of 16. The iPAQ supports the IEEE 802.1 l. b wireless LAN 
standard, at an operating frequency of 2.4 GHz and 11 Mbps data rate. The PDA is set 
to search for available wireless LANs within range and connects to an available 
access point (an Internet access point with the selected LAN should be already 
defined). The wireless channel is utilised as the base for implementing UPnP support 
on the device. The device characteristics were mapped onto the UPnP descriptions, to 
model an accurate picture of the media delivery platform. 
Laptop 
The laptop employed as the user laptop was a Samsung laptop with a 900 MHz Intel 
Celeron M processor and 504 MB of RAM, running Windows XP. Wireless LAN 
support includes the IEEE 802.11. b/g wireless LAN standard, at an operating 
frequency of 2.4 GHz and 11 Mbps data rate. The laptop also features an Ethernet 
network interface. The laptop has a7 inch screen, offering a resolution of 800x480 
pixels. It also includes dual speakers. Input modality support includes an 83 key 
keyboard and stylus pen input for the touch screen. 
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The SCM functionalities were hosted on a Lenovo T-series thinkpad with a 2.20 GHz 
Core 2 Duo processor and 1.98 GB of RAM, running Windows XP. 
Enabling tools 
Two different software development kits (SDKs) were used, depending upon the 
development platform. Both SDKs provide the complete UPnP stack implementation, 
but differ in the XML parsers used, which impacts the resource consumed by the jar 
file. 
Cyberlink SDK 
For the laptop environment, the CyberLink for Java development package [ 151 ] was 
used. It provides implementations of all the UPnP protocols and includes the Apache 
Xerces XML parser to parse the XML and SOAP requests. A component view of the 
SDK is shown in Figure A. 4. 
Client or Service Application 
Unified API 
UPnP SDK API DOM 
ni Web F 
er 
GEMA SOAP SSDP 
Xerces 
Mti 
XML 
Parser 
HTTP 
TCPAP 
Figure A. 4. Cyberlink SDK 
Xerces uses DOM as a programming interface for XML documents. This allows 
developers to navigate XML documents and to add, delete and modify contents as 
required. Under DOM, documents have a treelike structure, with the entire document 
represented as a set of nodes of various types. 
The CyberLink SDK has been integrated with the Eclipse IDE to take advantage of 
the built-in editor, debugger and plug-in support to fashion a complete UPnP java 
development environment. 
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Siemens SDK 
The Siemens SDK [152] for the CDC platform incorporates the ZT SE2 stack with its 
own API definitions. The user classes of the UPnP Stack are grouped into three 
categories: classes for the UPnP Device Model, classes for the device hosts and 
classes for control points. The classes are therefore grouped into the packages upnp, 
upnp. devicehost and upnp. controlpoint. Only the upnp and upnp. devicehost packages 
are used for the device implementation. 
The upnp package is directly connected to the Device and Service Descriptions 
defined by the UPnP Device Architecture. The descriptions are expressed in XML. 
The object model can be generated from a corresponding XML-File. The UPnP 
device is created by constructing it during runtime with the UPnP object model. The 
classes in the devicehost package are needed to implement a UPnP Device, with 
defined interfaces for device, hosted services and service action listeners. A UPnP 
device implementation is responsible for the creation of the device object model and 
its announcement and removal from the UPnP network [ 152]. 
Even though different SDKs have been used for the device platforms, their 
functioning has been tested and verified for interoperability. 
NSIcom CrEme VM 
The CrEme virtual machine (VM) [153] provides a Java runtime environment for 
Windows CE devices. It also includes support for running Java Swing applications on 
such devices. The CrEme developer support application includes an emulator that can 
be installed on the desktop to test programs before deployment on the actual device. 
The CrEme emulator was integrated with the Netbeans IDE and the CDC mobility 
support APIs to provide a complete editing, debugging and testing environment on the 
desktop machine. The jar files resulting from successful execution on the desktop 
were then copied to the HP iPAQ PDA and executed there on the CrEme VM. 
Scenario and Use Cases 
The scenario concerns a mobile user who accesses content through the different 
devices accessible to him as he moves around. It consists of two reference use cases 
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that demonstrate some of the enabling features of the SCM framework. Each use case 
is analysed in terms of functionalities that are required from the SCM to showcase it. 
Use case 1: User mobility 
This use case involves a user who is listening to music on his music player. When he 
is about to leave home, he switches off the player. Since he is carrying his PDA with 
him, he is shown an option to continue listening to music on his PDA. When the user 
selects this option, the music file is streamed to his PDA. This use case demonstrates 
a changing view of the ambient environment due to user mobility. The dynamic view 
of the available devices and their modalities is shown to the user through a GUI. 
Table A. I shows a step-by-step breakdown of the functionalities required. 
Table Al. User mobility - use case analysis 
Use case Use case step Functionality required 
User mobility User is playing music Service discovery 
(audio) on his music 
player 
User switches off the 1. Cognition of device and 
player, switches on PDA modality unavailability 
2. Update available device, 
modality list 
3. Service query (audio 
supporting devices) 
4. Matching of content type 
(audio) to device 
modalities 
5. Application of user 
references 
User chooses to play Convey device selection to 
music on the PDA content delivery interface 
The working of the SCM and the interactions with the content delivery interface, 
which is an external actor, is shown in the use case diagram below. 
The sequence diagram in Figure A. 5 shows the various steps involved in this use case. 
This diagram shows only the SCM components involved; the interaction with other 
system entities, viz. the content delivery interface, is not shown here. 
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Figure A. 5. Use case diagram - user mobility 
The sequence diagram in Figure A. 6 shows the various steps involved in this use case. 
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Figure A. 6. Sequence diagram - user mobility 
When the music player is switched off, the UPnP service running on it sends out a bye 
message. This is multicast on the network and is received by the UPnP client. The 
music player and its associated speaker are, as a result, marked as unavailable for 
content rendering. Similarly, when the user switches on his PDA (PDA_On), its 
presence is advertised on the same multicast channel and is received by the UPnP 
client of the SCM. Since the user should have consistent service access, the 
framework automatically tries to re-route the music to another compatible device. 
After the PDA presence is sensed by the discovery adapter (device disc), it makes a 
request to the PDA for its supported modalities (service disc). The corresponding 
XML description files are retrieved through HTTP_GET messages. The device 
context profile obtained from this process is handed to the context formatter 
(device_cjirofile). The Context Formatter extracts the context elements by parsing 
the XML files (extract c) and generates a DOM in memory. This is then mapped to 
the OWL-DL domain ontology model (TBox) by XSLT rules (format c), generating 
the ABox containing the context information in a structured ontology format 
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(gen_ABox). The OWL Manager loads the knowledge base (TBox + ABox) into 
memory (load_kb). The reasoning engine is represented by the defined rule base 
(SWRL rulebase) for reasoning as well as the associated query engine (Query engine). 
The rule base is also loaded into the program (load_ruleBase). The metadata of the 
audio file stream (i. e. type: audio + format) is then formed into a SQWRL query 
which is presented to the query engine (sqwrl query: audio + forinat). The result of 
this query (supporting device list), which is a list of the available devices supporting 
the content, is handed over to the SWRL rule engine. The user preferences are then 
applied on this list (user pref rules) and the result (device list: PDA) is handed back to 
the OWL Manager. The resulting recommendation is presented to the user on the 
GUI. 
The demonstrator shows, in the first instance, the media capabilities of the devices as 
they are dynamically discovered. Secondly, it shows the ranking of devices based on 
different content types and previously input user preferences. The user can also see 
how the recommendation changes by varying the content format in the demonstrator 
GUI. This is depicted in Figure A. 7 with the relevant screenshots. 
Figure A. 7. Demonstrator screenshots - user mobility 
-163- 
Appendix A 
Use case 2: Changing content 
The user arrives at his office and starts up his laptop. When he starts to view a video 
file, the SCM prompts him to display it on the laptop screen as the best suited output 
method. 
With different types of content being encountered, this use case illustrates how the 
reasoning function copes with facilitating service presentation by modelling a 
dynamically-updated view of the service context. As the laptop figures higher in the 
user preference settings, it is ranked above the PDA in the recommendation list. In the 
absence of the user preference for the laptop, it would have been ranked higher due to 
its higher screen resolution. The functionalities required for this use case are shown in 
Table A. 2. 
Table A. 2. Changing content - use case analysis 
Use case Scenario step Functionality required 
Changing content User arrives at his office, Device and service 
starts up laptop discovery 
Update available device, 
modality list 
Dave opens a video file 1. Analysis content 
metadata 
2. Service query (devices 
supporting video 
display) 
Ranking of available 
devices based on user 
preferences 
The working of the SCM modules and the interactions with the user are shown in the 
use case diagram in Figure A. 8. 
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The flow of control through the various SCM modules is shown in the sequence 
diagram in Figure A. 9. 
i gyp( i UPnP d1eM Context Forma$Mr OWL Manager Gusiv engine 
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a context an: Content disc: discovery gen: generate 
prof Preferences rec: recommendation 
Figure A. 9. Sequence diagram - changing content 
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The initial phases of device and service discovery in this use case are similar to the 
previous one. When the laptop is turned on, its modalities are updated into the ABox 
file (update_ABox). The OWL Manager reloads the ABox part of the knowledge base 
only in this case, as the domain model has not changed (reload ABox). A SQWRL 
query is generated and presented to the query engine with the video and format fields 
filled in. Rules are applied to match this content metadata against the updated ABox 
(sqwrl query: video + format). The device type is also matched against the stored user 
preferences and the resulting list of devices is ranked according to the preference 
weights (user pref + ranking rules). Since the user has specified the laptop device 
type higher than the PDA in his video preferences, the recommendation to watch the 
video on the laptop is shown on the SCM GUI. 
The working of the demonstrator for this use case is depicted in Figure A. 10 with the 
relevant screenshots. 
.. 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Figure A. 10. Demonstrator screenshots - changing content 
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