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LINEAR STRANDS AND MINIMAL FREE RESOLUTIONS OF
CERTAIN EQUIGENERATED MONOMIAL IDEALS
KELLER VANDEBOGERT
Abstract. Let R = k[x1, . . . , xn] denote the standard graded polynomial
ring over a field k. We study certain classes of equigenerated monomial ideals
and use a previous construction of the author to deduce Betti tables for such
ideals. Using these Betti numbers, we are then able to construct an explicit
linear strand, and, in the case where the ideals under consideration have linear
resolution, explicit minimal free resolutions.
1. Introduction
Let (R,m, k) denote a local ring. The computation of minimal free resolutions
of arbitrary ideals I ⊆ R is a problem that remains open, even in relatively simple
cases. In this paper, we consider instead the class of monomial ideals; that is, ideals
minimally generated by monomials. Such ideals seem to exist at the intersection of
commutative algebra and combinatorics, and are hence the subject of a large body
of research.
In [14], Taylor constructed what is now called the Taylor resolution. This com-
plex, aside from being a free resolution for any monomial ideal I, also possesses
many other desirable properties. For instance, it always admits the structure of an
associative differential graded (DG) algebra, and is cellular (see [2]). In general,
however, this resolution is highly nonminimal.
Kaplansky posed the problem of describing the minimal free resolution of a
monomial ideal in a polynomial ring. In general, this has turned out to be a difficult
problem. A large class of ideals for which an explicit minimal free resolution can be
constructed is for so-called Borel-fixed ideals. This resolution was constructed in [6]
and is now called the Eliahou-Kervaire resolution. This resolution, similar to the
Taylor resolution, admits the structure of a DG algebra (see [13]) and is cellular
(see [11]). Likewise, a squarefree analogue of the Eliahou-Kervaire resolution is
considered in [1], for which many of the properties of the standard Eliahou-Kervaire
resolution remain valid.
Monomial ideals are a class of ideals for which combinatorial techniques have
also proved very effective for the computation of such minimal free resolutions.
One can reduce the study of arbitrary monomial ideals to the study of squarefree
monomial ideals via polarization; once this reduction is made, there is a standard
one-to-one correspondence between squarefree monomial ideals I ⊆ k[x1, . . . , xn]
and simplicial complexes ∆ on n vertices. This perspective was introduced in [12]
and is used to deduce homological information of a monomial ideal I based on
the combinatorial data of ∆. An excellent survey of this perspective, along with a
collection of the literature on the topic, may be found in [9].
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Even more recently, the problem of a general minimal free resolution for all
monomial ideals has been attacked in [4]. This fascinating construction relies heav-
ily on extensive combinatorial machinery; as a result of its generality, the complex
itself is not simple to construct, but has the advantage of being described almost
entirely in a combinatorial fashion.
In this paper, we restrict ourselves to the case of equigenerated monomial ideals;
that is, ideals generated in a single degree. A na¨ıve method of obtaining such ideals
is to start with the ideal generated by all monomials of degree d, (x1, . . . , xn)
d ⊂
k[x1, . . . , xn], and then delete some of the generators. The graded minimal free
resolution of (x1, . . . , xn)
d is well known (see Proposition 3.3), and so one would
only need machinery for which the Betti numbers after deleting generators could be
deduced. This machinery is provided by so-called trimming complexes as in [16].
These complexes have previously been used to resolve homogeneous grade 3 ideals
I ⊂ k[x, y, z] defining compressed rings with socle k(−s)ℓ⊕k(−2s+1) (ℓ > 1) in [15],
in which case these complexes are generically minimal. They have also been used to
deduce explicit Betti numbers for certain classes of determinantal facet ideals in [16].
In this paper, we use these complexes to deduce Betti numbers and explicit minimal
free resolutions and linear strands of certain classes of equigenerated monomial
ideals. In these particular cases, the minimal free resolutions obtained are quite
simple to describe, and are computed without the use of any combinatorial tools.
The paper is organized as follows. Section 2 recalls the construction of the
previously mentioned trimming complexes to be used for computing the desired
Betti numbers. In Section 3, we recall two standard resolutions for both powers
of complete intersections and the ideal generated by all squarefree monomials of a
given degree in some polynomial ring, and in Section 4 we build certain qi-maps to
be used in the construction of trimming complexes.
In Sections 5 and 6, we compute explicit Betti tables for certain classes of
equigenerated monomial ideals. In particular, we produce a large class of equigen-
erated monomial ideals with regularity at most 2 and another class of equigenerated
squarefree monomial ideals with linear resolution. These ideals are obtained in a
very simple manner; that is, start with all degree d (squarefree) monomials, and
remove generatorsmi satisfying the condition deg lcm(mi,mj) > d+2 for all i 6= j.
In Section 7, we use results of [10] combined with a technique of Galetto in [8] to
deduce explicit linear strands of the ideals considered in Section 6. Corollary 7.4 is
potentially of independent interest: it turns out to be a surprisingly simple way to
deduce that the candidate complexes are in fact the linear strands for the ideals of
interest. In the case where these complexes are linear, we obtain explicit minimal
free resolutions (see Theorem 7.7, and Corollary 7.8, Theorem 7.14 for the linear
cases).
2. Iterated Trimming Complexes
All proofs of the following results may be found in Section 2 and 3 of [16].
Setup 2.1. Let R = k[x1, . . . , xn] be a standard graded polynomial ring over a
field k. Let I ⊆ R be a homogeneous ideal and (F•, d•) denote a homogeneous free
resolution of R/I.
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Write F1 = F
′
1 ⊕
(⊕m
i=1Re
i
0
)
, where each ei0 generates a free direct summand
of F1. Using the isomorphism
HomR(F2, F1) = HomR(F2, F
′
1)⊕
( m⊕
i=1
HomR(F2, Re
i
0)
)
write d2 = d
′
2+ d
1
0+ · · ·+ d
m
0 , where d
′
2 ∈ HomR(F2, F
′
1), d
i
0 ∈ HomR(F2, Re
i
0). Let
ai denote any homogeneous ideal with
di0(F2) ⊆ aie
i
0,
and (Gi•,m
i
•) be a homogeneous free resolution of R/ai.
Use the notation K ′ := im(d1|F ′
1
: F ′1 → R), K
i
0 := im(d1|Rei0 : Re
i
0 → R), and
let J := K ′ + a1 ·K
1
0 + · · ·+ am ·K
m
0 .
Proposition 2.2. Adopt notation and hypotheses of Setup 2.1. Then for each i =
1, . . . ,m there exist maps qi1 : F2 → G
i
1 such that the following diagram commutes:
F2
qi1
~~⑤⑤
⑤
⑤
⑤
⑤
⑤
⑤
di0
′

G1 m1
// a
,
where di0
′
: F2 → R is the composition
F2
di0
// Rei0
// R ,
the second map sending ei0 7→ 1.
Proposition 2.3. Adopt notation and hypotheses as in Setup 2.1. Then for each
i = 1, . . . ,m there exist maps qik : Fk+1 → G
i
k for all k > 2 such that the following
diagram commutes:
Fk+1
qik

dk+1
// Fk
qik−1

Gik
mik
// Gik−1
Theorem 2.4. Adopt notation and hypotheses as in Setup 2.1. Then the mapping
cone of the morphism of complexes
(2.1)
· · ·
dk+1
// Fk


q1k−1
...
qmk−1



dk
// · · ·
d3
// F2
d′2
//


q11
...
qm1



F ′1
d1

· · ·
⊕
mik
//
⊕m
i=1G
i
k−1
⊕
mik−1
// · · ·
⊕
mi2
//
⊕m
i=1G
i
1
−
∑ℓ
i=1
mi1(−)·d1(e
i
0)
// R
is acyclic and forms a resolution of the ideal K ′ + a1 ·K
1
0 + · · ·+ am ·K
m
0 .
4 KELLER VANDEBOGERT
As an immediate consequence, one obtains:
Corollary 2.5. Adopt notation and hypotheses of Setup 2.1. Assume furthermore
that the complexes F• and G• are minimal. Then for i > 2,
dimk Tor
R
i (R/J, k) = rankFi+
m∑
j=1
rankGji−rank
( q
1
i
...
qmi
⊗k)−rank(
q
1
i−1
...
qmi−1
⊗k).
Similarly,
µ(J) = µ(K)−m+
m∑
j=1
µ(aj)− rank
( q
1
1
...
qm1
 ⊗ k). 
3. L-Complexes And Resolutions of Squarefree Monomials
The material up until Proposition 3.3, along with proofs, can be found in [3] or
Section 2 of [5].
Setup 3.1. Let F denote a free R-module of rank n, and S = S(F ) the symmetric
algebra on F with the standard grading. Define a complex
· · · //
∧a+1
F ⊗R Sb−1
κa+1,b−1
//
∧a
F ⊗R Sb
κa,b
// · · ·
where the maps κa,b are defined as the composition
a∧
F ⊗R Sb →
a−1∧
F ⊗R F ⊗R Sb
→
a−1∧
F ⊗R Sb+1
where the first map is comultiplication in the exterior algebra and the second map
is the standard module action (where we identify F = S1(F )). Define
Lab (F ) := Kerκa,b.
Let ψ : F → R be a morphism of R-modules with im(ψ) an ideal of grade n.
Let Kosψ :
∧i
F →
∧i−1
F denote the standard Koszul differential; that is, the
composition
i∧
F → F ⊗R
i−1∧
F (comultiplication)
→
i−1∧
F (module action)
Definition 3.2. Adopt notation and hypotheses of Setup 3.1. Define the complex
L(ψ, b) : 0 // Ln−1b
Kosψ⊗1
// · · ·
Kosψ⊗1
// L0b
Sb(ψ)
// R // 0
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where Kosψ ⊗ 1 : Lab (F ) → L
a−1
b is induced by making the following diagram
commute: ∧a
F ⊗ Sb(F )
Kosψ⊗1
//
∧a−1
F ⊗ Sb(F )
Lab (F )
Kosψ⊗1
//
OO
La−1b (F )
OO
Proposition 3.3. Let ψ : F → R be a map from a free module F of rank n such
that the image im(ψ) is a grade n ideal. Then the complex L(ψ, b) of Definition 3.2
is a minimal free resolution of R/ im(ψ)b
We also have (see Proposition 2.5(c) of [3])
rankR L
a
b (F ) =
(
n+ b− 1
a+ b
)(
a+ b− 1
a
)
.
Moreover, using the notation and language of Chapter 2 of [17], Lab (F ) is the Schur
module L(a+1,1b−1)(F ). This allows us to identify a standard basis for such modules.
Notation 3.4. We use the English convention for partition diagrams. That is, the
partition (3, 2, 2) corresponds to the diagram
.
A Young tableau is standard if it is strictly increasing in both the columns and rows.
It is semistandard if it is strictly increasing in the columns and nondecreasing in
the rows.
Proposition 3.5. Adopt notation and hypotheses as in Setup 3.1. Then a basis
for Lab (F ) is represented by all Young tableaux of the form
i0 j1 · · · jb−1
i1
...
ia
with i0 < · · · < ia and i0 6 j1 6 · · · 6 jb−1.
Proof. See Proposition 2.1.4 of [17] for a more general statement. 
Remark 3.6. Adopt notation and hypotheses of Setup 3.1. Let F have basis
f1, . . . , fn. In the statement of Proposition 3.5, we think of the tableau as rep-
resenting the element
κa+1,b−1(fi1 ∧ · · · ∧ fia+1 ⊗ fj1 · · · fjb−1) ∈
a∧
F ⊗ Sb(F ).
We will often write fi1 ∧ · · · ∧ fia+1 ⊗ fj1 · · · fjb−1 ∈ L
a
b (F ), with the understanding
that we are identifying Lab (F ) with the cokernel of κa+2,b−2 :
∧a+2 F ⊗ Sb−2(F )→∧a+1
F ⊗ Sb−1(F ).
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Next, we give a brief introduction of Specht modules and define the complex
constructed by Galetto in [8]. The construction of Specht modules used here may
be considered the dual construction, as in 7.4 of [7]. Instead of the more standard
presentation using row tabloids, the Specht modules here are constructed as the
quotient of all column tabloids by the so-called straightening relations.
Definition 3.7. Let λ be a partition and k a field. A column tabloid [T ] is an
equivalence class of a tableau T modulo alternating columns.
Let Mλ denote the formal span of all column tabloids of shape λ. Define the
map πj,k : M
λ → Mλ by sending [T ] 7→
∑
[S], where the sum is over all tableau
S obtained from T by exchanging the top k elements of the (j + 1)st column with
the k elements in the jth column of T , while preserving the vertical order of each
set of k elements.
Let µ = λt denote the transpose partition. Then the maps πj,k are defined for
1 6 j 6 λ1 − 1, 1 6 k 6 µj+1. Define the submodule Q
λ ⊂Mλ to be the subspace
spanned by all elements of the form
[T ]− πj,k([T ]),
where j, k vary as above.
Then, with notation as above, define the Specht module Sλ to be the quotient
Mλ/Qλ.
Definition 3.8. Let d 6 n be integers. Define
Ud,ni = Ind
Sn
Sd+i×Sn−d−i
(
S(d,1
i) ⊗ S(n−d−i)
)
=
⊕
σ
σ
(
S(d,1
i) ⊗ S(n−d−i)
)
where the direct sum is taken over all coset representatives for Sd+i × Sn−d−i.
Definition 3.9. Let R = k[x1, . . . , xn] where k is a field. Let 1 6 d 6 n and
1 6 i 6 n− d+ 1. Define
F d,ni := U
d,n
i−1 ⊗k R(−d− i+ 1),
where Ud,ni is as in Definition 3.8. Given any Tableau T , define the differential
∂d,ni ([T ]) :=
i∑
j=0
(−1)i−jxaj [T \aj],
where
T :=
a1 b1 · · · bd−1
a2
...
ai
,
and i > 1. When i = 1, define
∂d,n1
(
a1 b1 · · · bd−1
)
= xa1xb1 · · ·xbd−1 .
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Let F d,n• denote the complex
0 // F d,nn−d+1
∂d,n
n−d+1
// · · ·
∂d,n
2
// F d,n1
∂d,n
1
// R .
Theorem 3.10 ([8], Theorem 4.11). Let n and d be integers with 1 6 d 6 n. Then
the complex F d,n• of Definition 3.9 is a Sn-equivariant minimal free resolution of
quotient ring defined by the ideal generated by all squarefree monomials of degree d
in R.
4. qi Maps for Certain Schur and Specht Modules
In this section, we construct the maps of Proposition 2.3 in the case where the
relevant modules are Schur and Specht modules, and they are being mapped to a
Koszul complex.
Notation 4.1. Let R be a commutative ring. Let F be a free R-module of rank
n with basis f1, . . . , fn and let ℓ, b be integers. Fix indexing sets J = (j1, . . . , jℓ)
with j1 < · · · < jℓ and α = (α1, . . . , αn) with αi > 0 for each i = 1, . . . , n, |α| = b.
The notation fJ denotes fj1∧· · ·∧fjℓ ∈
∧ℓ
F , the notation fJ denotes fj1 · · · fjℓ ∈
Sℓ(F ), and the notation f
α denotes fα11 · · · f
αn
n ∈ Sb(F ).
Definition 4.2. Let R be a commutative ring. Let F be a free R-module of rank
n with basis f1, . . . , fn and let ℓ, b be integers. Fix indexing sets J = (j1, . . . , jℓ)
with j1 < · · · < jℓ and α = (α1, . . . , αn) with αi > 0 for each i = 1, . . . , n, |α| = b.
Define the maps φJ,αi :
∧i
F ⊗ Sb(F )→
∧i
F via
φJ,αi (fI ⊗ f
β) =
{
fI if I ⊆ J and β = α
0 otherwise
Observation 4.3. Adopt notation and hypotheses as in Definition 4.2. Let ψ :
F → R be a homomorphism of R-modules, and Kosψ :
∧i
F →
∧i−1
F the induced
Koszul differential. Then the following diagram commutes:∧i
F ⊗ Sb(F )
φJ,α
i

Kosψ⊗1
//
∧i−1
F ⊗ Sb(F )
φJ,α
i−1
∧i
F
Kosψ
//
∧i−1
F.
Moreover, for all i > 1, φJ,αi induces the commutative diagram
Lib(F )
φJ,α
i

Kosψ⊗1
// Li−1b (F )
φJ,α
i−1
∧i
F
Kosψ
//
∧i−1
F,
where Lib(F ) is as in Setup 3.1. More precisely, this map is realized as:
φJ,αi (κi+1,b−1(fI ⊗ f
β)) =
{
fI\i if i ∈ I, β + ǫi = α
0 otherwise
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Definition 4.4. Let R be a commutative ring. Let F be a free R-module of rank
m with basis f1, . . . , fm and let ℓ, d be integers. Fix indexing sets J = (j1, . . . , jℓ)
with j1 < · · · < jℓ and I = (i1, . . . , id) with i1 < · · · < id. Let ψ : F → R be an
R-module homomorphism and
T :=
a0 b1 · · · bd−1
a1
...
aℓ
a standard tableau with a0 < · · · < aℓ and b1 < · · · < bd−1. Define maps
ψJ,Iℓ : S
(d,1ℓ) →
ℓ∧
F
on the equivalence class of the column tabloid [T ] ∈ S(d,1
ℓ) by setting
ψJ,Iℓ
(
[T ]
)
:=
{
eJ if I = {b1, . . . , bd−1} ∪ {ai} for some 0 6 i 6 ℓ
0 otherwise.
Observe that this is well defined since the above definition is compatible with the
shuffling relations on S(d,1
ℓ). Moreover, extending by linearity, this induces a map
φJ,Iℓ : F
d,n
ℓ →
ℓ∧
U
making the following diagram commute:
F d,nℓ
φJ,α
ℓ

∂d,n
ℓ
// F d,nℓ−1
φJ,α
ℓ−1
∧ℓ
F
Kosψ
//
∧ℓ−1
F,
where F d,nℓ and ∂
d,n
ℓ are as in Definition 3.9 and Kos
ψ denotes the induced Koszul
differential.
Proposition 4.5. Adopt notation and hypotheses as in Setup 2.1, and assume that
di0(F2) = aie
i
0. Then the ideals ai ⊆ R do not depend on the choice of differential
d2.
Proof. Assume for simplicity that m = 1. Then we will prove a slightly stronger
statement; namely, a1 = (K
′ : K10 ). The containment a1 ⊆ (K
′ : K10 ) is trivial, so
let r ∈ (K ′ : K10 ). Assume rankF
′
1 = f
′ and let e1, . . . , ef ′ denote a basis for F
′
1.
By definition, there exist elements ri ∈ R such that
r1d1(e1) + · · ·+ rf ′d1(ef ′) = rd1(e
1
0),
=⇒ d1(r1e1 + · · ·+ rf ′ef ′ − re
1
0) = 0.
However, by the assumption on a1, this implies r ∈ a1 as desired. 
LINEAR STRAND AND RESOLUTIONS OF MONOMIAL IDEALS 9
Notation 4.6. Let R = k[x1, . . . , xn], where k is any field. If α = (α1, . . . , αn),
then the notation xα denotes xα11 · · ·x
αn
n . Given such an α, define |α| := α1+ · · ·+
αn. If J = {j1 < · · · < jn}, then the notation xJ will denote xj1 · · ·xjn . Given
such a J , define |J | = n, the cardinality of J .
The notation ǫi will denote the vector with a 1 in the ith entry and 0’s elsewhere.
The following Propositions are immediate.
Proposition 4.7. Let R = k[x1, . . . , xn] where k is any field and let α = (α1, . . . , αn)
be an exponent vector with |α| = d. If K ′ := (xβ | |β| = d, β 6= α), then
(K ′ : xα) =
{
(x1, . . . , x̂i, . . . , xn) if α = dǫi for some 1 6 i 6 n
(x1, . . . , xn) otherwise.
Proposition 4.8. Let R = k[x1, . . . , xn] where k is any field and let J = {j1 <
· · · < jd}. If K
′ := (xI | |I| = d, I 6= J), then
(K ′ : xJ ) = (xi | i /∈ J).
5. qi Maps for the Complexes L(ψ, b) and F
n,m
•
We can now use the maps constructed in Section 4 to find the Betti tables for
resolving certain subsets of the standard generating sets for powers of the maximal
ideal and all squarefree monomials of a given degree. Indeed, in the latter case we
will produce an explicit minimal free resolution. Our first goal is to compute the
ranks of the maps φJ,αℓ of Definition 4.2 and ψ
J,I
ℓ of Definition 3.7.
Setup 5.1. Let R = k[x1, . . . , xn] where k is a field and let F =
⊕n
i=1Rei be a
free module of rank n with map ψ : F → R sending ei 7→ xi. Let d > 1 denote
any integer and L(ψ, d) the complex of Definition 3.2. Fix an exponent vector
α = (α1, . . . , αn) with |α| = d. Let
U =
{⊕
j 6=i Rej if α = dǫi
F otherwise,
with map ψ : U → R defined by sending ej 7→ xj .
Let φI,αℓ : L
ℓ
d(F )→
∧ℓ U for 1 6 ℓ 6 n be the maps of Definition 4.2, where
I =
{
[n]\{i} if α = dǫi
[n] otherwise.
Proposition 5.2. Adopt notation and hypotheses of Setup 5.1 with α = dǫi for
some 1 6 i 6 n. The maps φI,αℓ : L
ℓ
d(F )→
∧ℓ
U are surjective for all 1 6 ℓ 6 n−1.
In particular,
rank(φI,αℓ ⊗ k) =
(
n− 1
ℓ
)
Proof. Let J ⊂ I with J = (j1, . . . , jℓ). It suffices to show that eJ is in the image
of φI,dǫiℓ for any choice of J . Order the set J ∪ {i} so that
j1 < · · · < jk < i < jk+1 < · · · < jℓ.
This is possible since i /∈ J by construction of the free module U . Then, by
definition,
φI,dǫiℓ (eJ∪{i} ⊗ e
d−1
i ) = eJ .

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Corollary 5.3. Adopt notation and hypotheses of Setup 5.1 with α = dǫi for some
1 6 i 6 n. Then the ideal
K ′ := (xβ | |β| = d, β 6= dǫi)
has Betti table
0 1 · · · ℓ · · · n
0 1 · · · · · · · · ·
... · · · · · · · · · ·
d− 1 ·
(
n+d−1
d
)
− 1 · · ·
(
n+d−1
ℓ+d
)(
d+ℓ−2
ℓ−1
)
−
(
n−1
ℓ−1
)
· · ·
(
n+d−2
n−1
)
− 1
In particular, R/K ′ has projective dimension n with linear resolution and defines
a ring of type
(
n+d−2
n−1
)
− 1.
Notation 5.4. Adopt notation and hypotheses of Setup 5.1. Then
nα := |{i | αi > 0}|
Proposition 5.5. Adopt notation and hypotheses of Setup 5.1. Then the maps
φI,αℓ : L
ℓ
d(F )→
∧ℓ U are such that
rank(φI,αℓ ⊗ k) =
(
n
ℓ
)
−
(
n− nα
ℓ− nα
)
,
for all 1 6 ℓ 6 n.
Proof. We shall enumerate a subset of bases whose images under φI,αℓ form a linearly
independent set, then show that the image of any other standard basis element lies
in the image spanned by this set. Counting the size of this set will then yield the
rank.
To this end, enumerate the set {i | αi > 0} = {k1, . . . , knα}, where k1 < · · · <
knα . Consider the set S consisting of all standard basis elements of the form
e{k1,...,ks}∪J′ ⊗ e
α−ǫks ,
in Ldℓ (F ) with s 6 nα, |J
′| = ℓ− s+ 1. By definition,
φI,αℓ (e{k1,...,ks}∪J′ ⊗ e
α−ǫks ) =
{
eJ′ if s = 1
e{k1,...,ks−1}∪J′ otherwise.
The collection of all basis elements as above, where 1 6 s 6 nα, is evidently a
linearly independent set since it is an irredundant subset of a basis for
∧ℓ
U .
Let 1 6 r 6 nα and consider any standard basis element of the form e{kr}∪J′ ⊗
eα−ǫkr . Let t := min{s | ks /∈ J}. Assume first that t > 1; by definition of t,
{k1, . . . , kt−1} ⊆ J
′, so we may write J ′ = {k1, . . . , kt−1} ∪ J
′′ for some J ′′. Then,
φI,αℓ (e{kr}∪J′ ⊗ e
α−ǫkr ) = φI,αℓ (e{k1,...,kt}∪J′′ ⊗ e
α−ǫkt ),
and the element on the right is the image of an element of S. Likewise, if t = 1,
then
φI,αℓ (e{kr}∪J′ ⊗ e
α−ǫkr ) = φI,αℓ (e{k1}∪J′ ⊗ e
α−ǫk1 ),
and again the element on the right is the image of an element of S. Thus, counting
the cardinality of S, we see that this is counting all possible indexing sets J ′ with
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|J ′| = ℓ − s+ 1 and J ′ ∩ {k1, . . . , ks} = ∅, for 1 6 s 6 nα. It is a trivial counting
exercise to see
|S| =
nα∑
i=1
(
n− i
ℓ− i+ 1
)
=
nα∑
i=1
(
n− i
n− ℓ− 1
)
,
and one can moreover check that
nα∑
i=1
(
n− i
n− ℓ− 1
)
=
(
n
ℓ
)
−
(
n− nα
ℓ− nα
)
.

Corollary 5.6. Adopt notation and hypotheses as in Setup 5.1. Then the ideal
K ′ := {xβ | |β| = d, β 6= α}
has Betti table
0 1 · · · ℓ · · · n
0 1 · · · · · · · · ·
... · · · · · · · · · ·
d− 1 ·
(
n+d−1
d
)
− 1 · · ·
(
n+d−1
ℓ+d
)(
d+ℓ−2
ℓ−1
)
−
(
n
ℓ−1
)
+
(
n−nα
ℓ−1−nα
)
· · ·
(
n+d−2
n−1
)
− nα
d · · · · ·
(
n−nα
ℓ−nα
)
· · · 1
The following result in the case of an Artinian ideal is a statement about the
non-cyclicity of the associated inverse system; this behavior is highly dependent on
the chosen generating set. For instance, choosing instead the generating set to be
the maximal minors of the associated Sylvester matrix for (x1, . . . , xn)
2, it is not
hard to see that removing the generator x1xn will yield a grade n Gorenstein ideal
for all n > 2.
Corollary 5.7. Adopt notation and hypotheses of Setup 5.1. Then the ideal
K ′ := {xβ | |β| = d, β 6= α}
is Gorenstein if and only if n = d = 2, in which case K ′ = (x21, x
2
2).
Proof. By Gorenstein duality, it is immediate that if K ′ is Gorenstein, then d = 2.
This implies that for any choice of α, nα 6 2. Moreover, using the Betti table of
Corollary 5.6, K ′ defines a ring of type n− nα + 1 > n− 1, whence n = 2. 
Setup 5.8. Let R = k[x1, . . . , xn] where k is a field and let F
d,n
• denote the complex
of Definition 3.9. Fix an indexing set I = (i1, . . . , id) and let U =
⊕
j /∈I Rej with
map ψ : U → R defined by sending ej 7→ xj.
Let ψI,I
c
ℓ : F
d,n
ℓ →
∧ℓ
U for 1 6 ℓ 6 n− d be the maps of Definition 4.4, where
Ic = [n]\I.
Proposition 5.9. Adopt notation and hypotheses as in Setup 5.8. The maps ψI,I
c
ℓ :
F d,nℓ →
∧ℓ
U are surjective for all 1 6 ℓ 6 n− d. In particular,
rank(ψI,I
c
ℓ ⊗ k) =
(
n− d
ℓ
)
Proof. Let J ⊂ Ic be any indexing set with J = (j1, . . . , jℓ). It suffices to show
that the basis element eJ ∈
∧ℓ
U is in the image of ψI,I
c
ℓ .
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Order the set J ∪ {i1}, so that
j1 < · · · < jk < i1 < jk+1 < · · · < jℓ
for some k < ℓ. Then, observe that the hook tableau with J ∪ {i1} ordered appro-
priately in the first column and (i2, . . . , id) along the first row has image eJ . 
Corollary 5.10. Adopt notation and hypotheses as in Setup 5.8. Then the ideal
K ′ := (xJ | xJ ∈ I
d,n, J 6= I)
has Betti table
0 1 · · · ℓ · · · n− d+ 1
0 1 · · · · · · · · ·
... · · · · · · · · · ·
d− 1 ·
(
n
d
)
− 1 · · ·
(
d+ℓ−2
ℓ−1
)(
n
d+ℓ−1
)
−
(
n−d
ℓ−1
)
· · ·
(
n−1
n−d
)
− 1
In particular, R/K ′ has projective dimension n − d + 1 with linear resolution and
defines a ring of type
(
n−1
n−d
)
− 1.
6. Betti Tables for Certain Classes of Equigenerated Monomial
Ideals
Setup 6.1. Let R = k[x1, . . . , xn] where k is a field and let F =
⊕n
i=1 Rei be
a free module of rank n with map ψ : F → R sending ei 7→ xi. Let d > 1
denote any integer and L(ψ, d) the complex of Definition 3.2. Fix exponent vectors
αs = (αs1, . . . , α
s
n) with |α
s| = d for 1 6 s 6 r. Assume that for all s 6= t,
deg lcm(xα
s
, xα
t
) > d+ 2. Let
Us =
{⊕
j 6=iRej if α
s = dǫi
F otherwise,
with map ψ : Us → R defined by sending ej 7→ xj.
Let φI,α
s
ℓ : L
ℓ
d(F )→
∧ℓ
U for 1 6 ℓ 6 n be the maps of Definition 4.2, where
Is =
{
[n]\{i} if αs = dǫi
[n] otherwise.
Observation 6.2. Adopt notation and hypotheses as in Setup 6.1. Define
K ′ := (xβ | |β| = d, β 6= αs for any 1 6 s 6 r},
and let
as :=
{
(x1, . . . , x̂i, . . . , xn) if α
s = dǫi
(x1, . . . , xn) otherwise
.
Then asx
αs ⊆ K ′ for all 1 6 s 6 r.
Proof. Suppose for sake of contradiction that the containment atx
αt 6⊂ K ′ for some
1 6 t 6 r. Let
Kt := (x
β | |β| = d, β 6= αt},
and observe that (Kt : x
αt) = at by Proposition 4.7. This means that for some
s 6= t, xi · x
αs = xj · x
αt , contradicting the LCM hypothesis on each αs. 
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Remark 6.3. In the notation of the statement of Observation 6.2, this is saying that
the construction of Theorem 2.4 applied to the ideals as, for 1 6 s 6 r, yields a
resolution of K ′.
Proposition 6.4. Adopt notation and hypotheses as in Setup 6.1. Enumerate the
set {i | αsi > 0} = {k
s
1, . . . , k
s
nαs
} with ks1 < · · · < k
s
nαs
. Then for all t 6= s and
p 6 nαs ,
φI
t,αt(e{ks
1
,...,ksp}∪J
′ ⊗ e
αs−ǫksp ) = 0.
Proof. Suppose for sake of contradiction that there exists some t 6= s and 1 6 p 6
nαs such that
φI
t,αt(e{ks
1
,...,ksp}∪J
′ ⊗ e
αs−ǫksp ) 6= 0.
This is possible if and only if there exists q ∈ {ks1, . . . , k
s
p} ∪ J
′ such that αt =
αs − ǫksp + ǫq. This implies that α
t − αs = ǫq − ǫksp , which is a clear contradiction
to the LCM hypothesis on each αs. 
Corollary 6.5. Adopt notation and hypotheses as in Setup 6.1. Then,
rank
(
φI1,α
1
ℓ
φI2,α
2
ℓ
...
φIr ,α
r
ℓ
⊗ k
)
=
r∑
s=1
rank(φIs,α
s
ℓ ⊗ k).
Corollary 6.6. Adopt notation and hypotheses as in Setup 6.1. Define rkℓ :=∑r
s=1 rank(φ
Is,α
s
ℓ ⊗ k). Then the ideal
K ′ := (xβ | |β| = d, β 6= αs for any 1 6 s 6 r}
has Betti table
0 1 · · · ℓ · · · n
0 1 · · · · · · · · ·
... · · · · · · · · · ·
d− 1 ·
(
n+d−1
d
)
− r · · ·
(
n+d−1
ℓ+d
)(
d+ℓ−2
ℓ−1
)
− rkℓ−1 · · ·
(
n+d−2
n−1
)
−
∑r
s=1 nαs
d · · · · ·
∑r
s=1 rank
∧ℓ
Us − rkℓ · · · r
As a special case of the above, we can compute the Betti table of the ideal
obtained by removing pure powers from the ideal (x1, . . . , xn)
d.
Corollary 6.7. Adopt notation and hypotheses as in Setup 6.1 and let B = {k1 <
· · · < kr}. Then the ideal
K ′ := (xβ | |β| = d, β 6= dǫks for any 1 6 s 6 r}
has Betti table
0 1 · · · ℓ · · · n
0 1 · · · · · · · · ·
. . . · · · · · · · · · ·
d− 1 ·
(
n+d−1
d
)
− r · · ·
(
n+d−1
ℓ+d
)(
d+ℓ−2
ℓ−1
)
− r
(
n−1
ℓ−1
)
· · ·
(
n+d−2
n−1
)
− r
In particular, R/K ′ has projective dimension n with linear resolution and defines
a ring of type
(
n+d−2
n−1
)
− r.
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Setup 6.8. Let R = k[x1, . . . , xn] where k is a field and let F
d,n
• denote the complex
of Definition 3.9. Fix indexing sets Ij = (ij1, . . . , ijd) for 1 6 j 6 r with the
property that |Ij ∩ Ii| 6 d − 2 for all i 6= j. Let Uj =
⊕
ℓ/∈Ij
Reℓ with map
ψ : Uj → R defined by sending eℓ 7→ xℓ.
Let ψ
Ij ,I
c
j
ℓ : F
d,n
ℓ →
∧ℓ
Uj for 1 6 ℓ 6 n− d be the maps of Definition 4.4, where
Icj = [n]\Ij.
Observe that the proof of the following is essentially identical to that of Obser-
vation 6.2, where we employ Proposition 4.8 instead.
Observation 6.9. Adopt notation and hypotheses as in Setup 6.8. Define
K ′ := (xJ | |J | = d, J 6= Is for any 1 6 s 6 r},
and let
as := (xj | j /∈ Is).
Then asx
Is ⊆ K ′ for all 1 6 s 6 r.
The proof of the following Proposition is essentially identical to that of Propo-
sition 6.4.
Proposition 6.10. Adopt notation and hypotheses as in Setup 6.8. Then for all
t 6= s and p 6 d,
ψIt,I
c
t (e{i1s,...,ips}∪J′ ⊗ e
Is−ǫips ) = 0.
Corollary 6.11. Adopt notation and hypotheses as in Setup 6.8. Then,
rank
(
ψ
I1,I
c
1
ℓ
ψ
I2,I
c
2
ℓ
...
ψ
Ir ,I
c
r
ℓ
⊗ k
)
=
r∑
s=1
rank(ψ
Is,I
c
s
ℓ ⊗ k).
Corollary 6.12. Adopt notation and hypotheses as in Setup 6.8. Then the ideal
K ′ := (xJ | |J | = d, J 6= Is for any 1 6 s 6 r}
has Betti table
0 1 · · · ℓ · · · n− d+ 1
0 1 · · · · · · · · ·
... · · · · · · · · · ·
d− 1 ·
(
n
d
)
− r · · ·
(
d+ℓ−2
ℓ−1
)(
n
d+ℓ−1
)
− r
(
n−d
ℓ−1
)
· · ·
(
n−1
n−d
)
− r
In particular, R/K ′ has projective dimension n − d + 1 with linear resolution and
defines a ring of type
(
n−1
n−d
)
− r.
7. Explicit Linear Strands and Minimal Resolutions
In this section we produce the explicit linear strand of all of the ideals considered
in Section 6. In particular, for the cases where the resolutions were linear, these are
explicit minimal free resolutions. The following Theorem is inspired by the proof of
acyclicity of the complexes constructed in [8]. Informally, this Theorem states that
if one can produce a linear complex whose Betti numbers are “correct”, then left
invertibility of the differentials restricted to homogeneous strands implies acyclicity.
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Theorem 7.1. Let R be a commutative ring. Let (F•, d•) be a homogeneous com-
plex of free R-modules with initial degree n, and assume that for all i > 0,
rank(Fi)i+n = βi,i+n(H0(F•)).
If for all i > 0, the map
(di)i+n : (Fi)i+n → (Fi−1)i+n
is left invertible, then Hi(F•)i+n+1 = 0 for all i > 1.
Proof. We proceed by induction on i. For convenience, use the notation φi :=
(di)n+i. By assumption, for all i > 1, there exists a map σi : (Fi−1)n+i → (Fi)n+i
such that σi ◦ φi = 1(Fi)n+i .
Assume that i = 1. Augment the complex F• by the map d0 : F0 → H0(F•). Let
ψ1 := (σ1)|(Ker(d0))n+1 ; since im(φ1) ⊆ (Ker(d0))n+1, the composition ψ1 ◦φ1 is well
defined. By construction, this composition is the identity map on (Ker(d0))n+1; in
particular, ψ1 : (Ker(d0))n+1 → (F1)n+1 is a surjection.
By definition, rank(Ker(d0))n+1 = β1,n+1(H0(F•)) = rank(F1)n+1, so that ψ1 is
a surjection between R-modules of the same rank. It is a standard exercise to see
that ψ1 must then be an isomorphism; this implies
(ψ1)
−1 = φ1.
The map on the left has image (Ker(d0))n+1, and the map on the right has image
(im(d1))n+1, so these must be equal.
Assume i > 1. The proof is essentially identical, where 0 and 1 are replaced by
i−1 and i, respectively. Let ψi := (σi)|(Ker(di−1))n+i ; since im(φi) ⊆ (Ker(di−1))n+i,
the composition ψi ◦ φi is well defined. By construction, this composition is the
identity map on (Ker(di−1))n+i; in particular, ψi : (Ker(di−1))n+i → (Fi)n+i is a
surjection.
By the inductive hypothesis, rank(Ker(di−1))n+i = βi,n+i(H0(F•)) = rank(Fi)n+i,
so that ψi is a surjection between R-modules of the same rank. We conclude in an
identical manner to the base case. 
Theorem 7.2 ([10], Theorem 1.1). Let R be a standard graded polynomial ring
over a field k. Let G• be a finite linear complex of free R-modules with initial
degree n. Then the following are equivalent:
(1) The complex G• is the linear strand of a finitely generated R-module with
initial degree n.
(2) The homology Hi(G•)i+n+j = 0 for all i > 0 and j = 0, 1.
Proposition 7.3 ([10], Corollary 1.2). Let R be a standard graded polynomial ring
over a field k. Let G• be a finite linear complex of free R-modules with initial degree
n such that Hi(G•)i+n+j = 0 for all i > 0, j = 0, 1.
Let N be a finitely generated R-module with minimal graded free resolution F•.
Assume that there exist isomorphisms making the following diagram commute:
G1
∼

// G0
∼

F lin1
// F lin0 .
Then G• ∼= F
lin
• .
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Corollary 7.4. Let R be a standard graded polynomial ring over a field k. Let G•
be a finite linear subcomplex of an acyclic minimal homogeneous complex of free
R-modules with initial degree n, and assume that for all i > 1,
rank(Gi)i+n = βi,i+n(H0(G•)).
Let F• denote a homogeneous minimal free resolution of H0(G•) and assume that
for all i > 1, the map
(di)i+n : (Gi)i+n → (Gi−1)i+n
is left invertible. Then G• ∼= F
lin
• .
Proof. Observe first that Hi(G•)i+n = 0 for all i, since G• is assumed to be a
subcomplex of a minimal homogeneous complex C•. In particular, any cycle of
degree i+n in Gi would be a cycle of Ci; by minimality of C•, no such cycles exist.
Similarly, by Theorem 7.1, we conclude that Hi(G•)i+n+1 = 0 for all i > 1.
It remains to prove that there exists a commutative diagram as in Proposition
7.3. By assumption it is clear that G0 ∼= F
lin
0 , so for convenience assume that these
two modules are equal. By an argument identical to that of Theorem 7.1, there
is an induced surjection ψ1 : (Ker(d0))n+1 → (G1)n+1; since these free modules
have the same rank, this is an isomorphism. This yields the desired isomorphism
F lin1
∼= G1. 
Definition 7.5. Adopt notation and hypotheses as in Setup 6.1, and let B =
{α1, . . . , αr}. For each s, write {k | αsk > 0} = {k
s
1, . . . , k
s
nαs
}. For each i > 0, define
the free submodule Li,Bd (F ) ⊆ L
i
d(F ) to be generated by the following collection of
basis elements, denoted S (all terms appearing are assumed to be standard basis
elements as in Remark 3.6):
fJ ⊗ f
β if β 6= αs − ǫks
i
for some i,
fJ ⊗ f
α−ǫksp if ksp /∈ J,
fJ∪{ksp} ⊗ f
α−ǫksp − f{ks
1
,...,kst }∪J
′ ⊗ fα−ǫk
s
t if J = {ks1, . . . , k
s
t−1} ∪ J
′, kst /∈ J
for all 1 6 s 6 r, 1 6 p 6 nαs , where J = (j0 < · · · < ji).
Observation 7.6. Let Li,Bd (F ) denote the submodule of Definition 7.5. Then the
Koszul differential induces a map
Li,Bd (F )→ L
i−1,B
d (F ).
Moreover, if rki is as in the statement of Corollary 6.6, then
rankLi,Bd (F ) = rankL
i
d(F )− rki
=
(
n+ d− 1
i+ d
)(
d+ i− 1
i
)
− rki.
Proof. The first observation is clear by noticing that S as in Definition 7.5 generates
Ker

φI1,α
1
i
φI2,α
2
i
...
φIr ,α
r
i
, where each φIs,αsi is as in Definition 4.2. The fact that this generates
the kernel follows by the proof of Proposition 5.5. For the rank count, observe that
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the count for each omitted basis element is precisely the count done in the proof
of Proposition 5.5. Indeed, the basis elements omitted are precisely the elements
whose images form a basis for the image of the qsi maps, for each 1 6 s 6 r. 
Theorem 7.7. Adopt notation and hypotheses as in Setup 6.1, and let B =
{α1, . . . , αr}. Then the complex
LB(ψ, d) : 0 // Ln−1,Bd
Kos
ψ⊗1
// · · ·
Kos
ψ⊗1
// L0,Bd
Sd(ψ)
// R // 0
is the linear strand of R/K ′, where
K ′ := (xβ | |β| = d, β 6= αs for any 1 6 s 6 r}.
Corollary 7.8. Adopt notation and hypotheses as in Setup 6.1, with αs = dǫks for
1 6 s 6 r 6 n, where B = {dǫk1 < · · · < dǫkr}. Then the complex
LB(ψ, d) : 0 // Ln−1,Bd
Kos
ψ⊗1
// · · ·
Kos
ψ⊗1
// L0,Bd
Sd(ψ)
// R // 0
is a minimal free resolution of R/K ′, where
K ′ := (xβ | |β| = d, β 6= dǫks for any 1 6 s 6 r}.
Before proving Theorem 7.7, we need:
Lemma 7.9. For every i > 2, the differentials
(Kosψ ⊗ 1)d+i : (L
i,B
d (F ))d+i → (L
i−1,B
d (F ))d+i
of Theorem 7.7 are left invertible.
Proof. Consider the subset B of basis elements of (Li−1,Bd (F ))d+i with
B = {xjifJ\ji ⊗ f
β | J = {j0 < · · · < ji}, β = (β1, . . . , βn)}.
We claim that the submatrix induced by the projection (Kosψ⊗1)d+i : (L
i,B
d (F ))d+i →
(Spank B)∩(L
i,B
d (F ))d+i is a permutation matrix, whence (Kos
ψ⊗1)d+i : (L
i,B
d (F ))d+i →
(Li−1,Bd (F ))d+i contains a permutation matrix as a submatrix and is hence left
invertible. Observe first that if xjifJ\ji ⊗ f
β ∈ B and β 6= αs − ǫksp for some
1 6 s 6 r, 1 6 p 6 nαs , then this element can only appear in the support of
fJ ⊗ f
β ∈ (Li,Bd (F ))d+i. If β = α
s− ǫksp , k
s
p /∈ J , then this element can only appear
in the support of fJ⊗f
β ∈ (Li,Bd (F ))d+i. Finally, if β = α
s−ǫksp and J = J
′∪{ksp},
then choose t maximally such that J ′ = {ks1, . . . , k
s
t−1}∪J
′′ for some other J ′′; then
this element can only appear in the support of fJ ⊗ f
β − f{ks
1
,...,kst}∪J
′′ ⊗ fα−ǫk
s
t ∈
(Li,Bd (F ))d+i. This yields left invertibility. 
Proof of Theorem 7.7. By Observation 7.6 and Corollary 6.7, the Betti numbers
of the complex LB(ψ, d) of Theorem 7.7 agree with the Betti numbers of the lin-
ear strand of the 0th homology. Observe, moreover, that LB(ψ, d) is a d-linear
subcomplex of the complexes L(ψ, d) of Definition 3.2. We conclude by employ-
ing Corollary 7.4 (note that the indexing is shifted by 1 since we have chosen to
augment our complexes by the free module R). 
We illustrate Theorem 7.7 using the following example.
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Example 7.10. Let R = k[x1, x2, x3], where k is a field and ψ : F := Rf1⊕Rf2⊕
Rf3 → R be the map sending fi 7→ xi. We will compute the linear strand of the
ideal formed after removing the generator x2x3 from the generating set consisting of
all degree 2 monomials from (x1, x2, x3)
2. The quotient ring defined by this ideal is
resolved by L(ψ, 2), which has the following basis elements in positive homological
degree:
Degree 1 : f1 ⊗ f1, f1 ⊗ f2, f1 ⊗ f3,
f2 ⊗ f2, f2 ⊗ f3, f3 ⊗ f3
Degree 2 : f12 ⊗ f1, f12 ⊗ f2, f12 ⊗ f3,
f13 ⊗ f1, f13 ⊗ f2, f13 ⊗ f3,
f23 ⊗ f2, f23 ⊗ f3
Degree 3 : f123 ⊗ f1, f123 ⊗ f2, f123 ⊗ f3
In the notation of Definition 7.5, B = {α := (0, 1, 1)}, and {k | αk > 0} = (2, 3).
Then, LB(ψ, 2) has the following basis elements in positive homological degree;
for convenience, we also show where each element maps under the induced Koszul
differential:
Degree 1 : f1 ⊗ f1 7→ x
2
1, f1 ⊗ f2 7→ x1x2, f1 ⊗ f3 7→ x1x3,
f2 ⊗ f2 7→ x
2
2, f3 ⊗ f3 7→ x
2
3
Degree 2 : f12 ⊗ f1 7→ x1f1 ⊗ f2 − x2f1 ⊗ f1,
f12 ⊗ f2 7→ x1f2 ⊗ f2 − x2f1 ⊗ f2,
f13 ⊗ f1 7→ x1f1 ⊗ f3 − x3f1 ⊗ f1,
f13 ⊗ f2 − f12 ⊗ f3 7→ x2f1 ⊗ f3 − x3f1 ⊗ f2,
f13 ⊗ f3 7→ x1f3 ⊗ f3 − x3f1 ⊗ f3,
Degree 3 : f123 ⊗ f1 7→ x1f23 ⊗ f1 − x2f13 ⊗ f1 + x3f12 ⊗ f1
= x1(f13 ⊗ f2 − f12 ⊗ f3)− x2f13 ⊗ f1 + x3f12 ⊗ f1.
Notice that the equality appearing in the image of f123⊗f1 follows by the well known
straightening relations on standard basis elements. Ordering the basis elements as
above and choosing coordinates, we obtain the following linear complex:
0 // R(−4)


x3
0
−x2
x1
0


// R(−3)5


−x2 0 −x3 0 0
x1 −x2 0 −x3 0
0 0 x1 x2 −x3
0 x1 0 0 0
0 0 0 0 x1


// R(−2)5
(
x21 x1x2 x1x3 x
2
2 x
2
3
)
// R
Definition 7.11. Adopt notation and hypotheses as in Setup 6.8, with I =
{I1, . . . , Ir}. For each i, define the free submodule F
d,n,I
i ⊆ F
d,n
i to be gener-
ated by the following collections of basis elements, denoted T (all terms appearing
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are assumed to be standard tableau with strictly increasing columns and rows):
... J · · ·
J ′
...
, if J 6= Is\{ips},
... J · · ·
J ′
...
, if J = Is\{ips}, ips /∈ J
′,
... J · · ·
J ′
...
−
... i2s · · · ids
J ′′
...
,
if J=Is\{ips}, kps∈J
′,
and where J ′′=(J ′\{ips})∪{i1s},
where J = (j1 < . . . < jd−1), J
′ = (j′0 < · · · < j
′
i−1), 1 6 s 6 r, and 1 < p 6 d.
Example 7.12. Let R = k[x1, . . . , x4], I1 := {1, 2}, I2 = {3, 4}, and I = {I1, I2}.
The complex F 2,4• has the following basis in positive homological degrees:
Degree 1 : 1 2 , 1 3 , 2 3 , 1 4 , 2 4 , 3 4 ,
Degree 2 : 1 2
3
, 1 2
4
, 1 3
2
, 1 3
4
, 1 4
2
, 1 4
3
, 2 3
4
, 2 4
3
,
Degree 3 : 1 2
3
4
, 1 3
2
4
, 1 4
2
3
.
For each i > 0, F 2,4,Ii as in Definition 7.11 has the following basis:
Degree 1 : 1 3 , 2 3 , 1 4 , 2 4 ,
Degree 2 : 1 3
2
, 1 3
4
− 1 4
3
, 1 4
2
, 2 3
4
− 2 4
3
,
Degree 3 : 1 3
2
4
− 1 4
2
3
.
Observation 7.13. Adopt notation and hypotheses as in Setup 6.8, with I =
{I1, . . . , Ir}. Let F
d,n,I
i denote the submodule of Definition 7.11. Then the differ-
ential ∂d,ni : F
d,n
i → F
d,n
i−1 induces a differential
∂d,ni : F
d,n,I
i → F
d,n,I
i−1 .
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Moreover,
rankF d,n,Ii = rankF
d,n
i − r ·
(
n− d
i− 1
)
=
(
n
d+ i− 1
)(
d+ i− 2
i− 1
)
− r
(
n− d
i− 1
)
.
Proof. The first claim follows after noting that F d,n,Ii generates Ker

ψ
I1,I
c
1
ℓ
ψ
I2,I
c
2
ℓ
...
ψ
Ir ,I
c
r
ℓ
,
where each ψ
Is,I
c
s
ℓ is as in Definition 4.4. For the second claim, fix an indexing
set Is = (i1s < · · · < ids). The module F
d,n,I
i omits precisely all standard basis
elements of the form
... i2s · · · ids
J ′
...
,
where J ′ = (j′0 < · · · < j
′
i−1) and J
′ ∩ Is = {i1s}; there are
(
n−d
i−1
)
such choices for
J ′ and r choices of s, so the result follows. 
Theorem 7.14. Adopt notation and hypotheses as in Setup 6.8, with I = {I1, . . . , Ir}.
Then the complex
F d,n,I• : 0
// F d,n,In−d+1
∂d,n
n−d
// · · ·
∂d,n
1
// F d,n,I1
// R // 0
is a minimal free resolution of R/K ′, where
K ′ := (xJ | |J | = d, J 6= Is for any 1 6 s 6 r}.
Lemma 7.15. For every i > 1, the differentials
∂d,ni : (F
d,n,I
i )d+i → (F
d,n,I
i−1 )d+i
of Theorem 7.14 are left invertible.
Proof. This proof is identical to that of Theorem 7.7. Consider the set
B := {xji−1 [T \ji−1] | T is a standard tableau},
where T has the form
j0 b1 · · · bd−1
j1
...
ji−1
.
Then the induced projection ∂d,ni : (F
d,n,I
i )d+i → (Spank B) ∩ (F
d,n,I
i )d+i is a
permutation matrix, and the result follows. 
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Proof of Theorem 7.14. By Observation 7.13 and Corollary 6.12, the Betti numbers
of the complex F d,n,I• of Theorem 7.14 agree with the Betti numbers of the 0th
homology. We conclude by employing Lemma 7.15 and Theorem 7.1 (again, the
indexing is shifted by 1 since we have chosen to augment our complexes with R). 
Example 7.16. Continuing example 7.12, take the image of each basis element
of F 2,4,Ii under the induced differential, for i = 1, 2, 3. Choosing coordinates, one
obtains the following minimal free resolution of the quotient ring defined by the
ideal (x1x3, x1x4, x2x4, x2x3):
0 // R(−4)


x4
−x2
−x3
x1


// R(−3)4


−x2 −x4 0 0
0 x3 −x2 0
0 0 x1 x3
x1 0 0 −x4


// R(−2)4
(
x1x3 x1x4 x2x4 x2x3
)
// R
References
1. Annetta Aramova, Ju¨rgen Herzog, and Takayuki Hibi, Squarefree lexsegment ideals, Mathe-
matische Zeitschrift 228 (1998), no. 2, 353–378.
2. Dave Bayer and Bernd Sturmfels, Cellular resolutions of monomial modules, Journal fu¨r die
reine und angewandte Mathematik 1998 (1998), no. 502, 123–140.
3. David A Buchsbaum and David Eisenbud, Generic free resolutions and a family of generically
perfect ideals, Advances in Mathematics 18 (1975), no. 3, 245–301.
4. John Eagon, Ezra Miller, and Erika Ordog, Minimal resolutions of monomial ideals, arXiv
preprint arXiv:1906.08837 (2019).
5. Sabine El Khoury and Andrew R Kustin, Artinian gorenstein algebras with linear resolutions,
Journal of Algebra 420 (2014), 402–474.
6. Shalom Eliahou and Michel Kervaire, Minimal resolutions of some monomial ideals, Journal
of Algebra 129 (1990), no. 1, 1–25.
7. William Fulton, Young tableaux: with applications to representation theory and geometry,
vol. 35, Cambridge University Press, 1997.
8. Federico Galetto, On the ideal generated by all squarefree monomials of a given degree, arXiv
preprint arXiv:1609.06396 (2016).
9. Huy Ta`i Ha` and Adam Van Tuyl, Resolutions of square-free monomial ideals via facet ideals:
a survey, arXiv preprint math/0604301 (2006).
10. Ju¨rgen Herzog, Dariush Kiani, and Sara Saeedi Madani, The linear strand of determinantal
facet ideals, arXiv preprint arXiv:1508.07592 (2015).
11. Jeffrey Mermin, The eliahou-kervaire resolution is cellular, Journal of Commutative Algebra
2 (2010), no. 1, 55–78.
12. Ezra Miller and Bernd Sturmfels, Combinatorial commutative algebra, vol. 227, Springer
Science & Business Media, 2004.
13. Irena Peeva, 0-borel fixed ideals, Journal of Algebra 184 (1996), no. 3, 945–984.
14. Diana Kahn Taylor, Ideals generated by monomials in an r-sequence, proquest llc, Ann Arbor,
MI (1966).
15. Keller VandeBogert, Resolution and tor algebra structures of grade 3 ideals defining com-
pressed rings, arXiv preprint arXiv:2004.06691 (2020).
16. , Trimming complexes and applications to resolutions of determinantal facet ideals,
arXiv preprint arXiv:2004.06016 (2020).
17. Jerzy Weyman, Cohomology of vector bundles and syzygies, vol. 149, Cambridge University
Press, 2003.
