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Abstract
Suppose that n points are located at n mutually distinct but unknown positions on the line, and we can measure their pairwise
distances. How many measurements are needed to determine their relative positions uniquely? The problem is motivated by DNA
mapping techniques based on pairwise distance measures. It is also interesting by itself for its own and surprisingly deep. Continuing
our earlier work on this problem, we give a simple randomized two-round strategy that needs, with high probability, only (1+o(1))n
measurements. We show that deterministic strategies cannot manage the task in two rounds with (1 + o(1))n measurements in the
worst case. We improve an earlier deterministic bound to roughly 4n/3 measurements.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We study the following point location problem: n points which can be distinguished (i.e. every point has a “name”)
are located at n mutually distinct but unknown positions on the line. To ﬁgure out their relative positions we can
measure pairwise distances between these points. How many measurements are needed to get a unique solution, up to
translations and reversal?
One motivation is given by DNA mapping techniques based on pairwise distance measures between chemically
marked pieces of DNA. Physical mapping is the problem of assembling a whole DNA sequence from small pieces or
partial information. Some methods examine subsequences of copies of a DNA string and take advantage of overlaps,
others, like restriction mapping, use distance measures between certain sites (double digest problem, as considered e.g.
in [6]). Algorithmic and graph-theoretic tools are used to put the pieces together. For a general introduction see e.g.
[10].
The relative positions of markers on a DNA string, or at least their linear order, can be inferred from their pairwise
distances, measured by probe hybridization and optical methods such as FISH (ﬂuorescent in situ hybridization, see
e.g. [9]). Distances on a chromosome can also be obtained from recombination frequencies (linkage distances). The
problem becomes highly nontrivial if only incomplete and inaccurate distance information is available. Then one
usually aims at the best solutions with respect to some error metric (deﬁned in terms of the measured distances and the
distances of assigned positions on the line). This setting is often called the matrix-to-line problem. We refer to [4,8,9]
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for approximability results, heuristics, and applications. Probabilistic models of the pairwise distance graph are used
e.g. in [1]. The partial digest problem [2,7] is different, since only the multiset of distances is given, but distances are
not assigned to speciﬁc pairs of points. Similar problems may also arise in the reconstruction of higher-dimensional
structures, e.g. proteins, by pairwise distance information.
However, in all mentioned work the distance information is already given by earlier laboratory work. In [3] we asked
how we can determine point positions on the line if we have the freedom to choose the pairs whose distances are going
to be measured. This is reasonable if one knows characteristic sequences of the markers in question (remember that
“points” are actually short pieces) and can produce speciﬁc molecules for hybridization.Assuming that a measurement
is a costly procedure, we want to minimize their number but still get a unique solution. For ease of presentation we
assume that all measurements are sufﬁciently accurate, that is, we put the focus on the intrinsic combinatorial problems
although noise-tolerance has to be discussed as well.
We call the number of measurements divided by n the performance ratio of a strategy. Besides the total number of
measurements we are also interested in the parallel complexity: measurements require some time, but the application
may allow to perform many of them independently in parallel. Hence we consider strategies that work in rounds: the
selection of pairs to be measured in any round may depend on the distances already known from all previous rounds.
This model is common in many combinatorial problems of type “exact learning by queries”.
Our subject has graph-theoretic ﬂavor: a set of pairs of points can be considered as edge set of a graph, in an obvious
sense. Therefore, we will use the terms point and vertex interchangeably, and distances are also called edge lengths.
Performance ratio 1 is a trivial lower bound. In [3] we gave a one-round deterministic strategy with performance ratio
8
5 , and we proved the lower bound
4
3 for any one-round deterministic strategy. In other words: there exists a graph with
n vertices and at most 8n/5 edges such that for any assignment of positive lengths to the edges, at most one ordering
of the vertices can realize the given distances, and any such graph must have at least 4n/3 edges (except for small n).
Furthermore we pointed out that a simple deterministic two-round strategy has performance ratio 32 . This was the best
performance ratio we could achieve there, even if arbitrarily many rounds are allowed. Although the strategy itself is
easy to establish, it is surprisingly difﬁcult to make further progress. In the present paper we add new results. We give a
randomized strategy that has performance ratio 1 + o(1) with high probability, for any input. It can be implemented in
two rounds. This strategy is also quite simple. The result contrasts to some limitation of deterministic strategies for the
problem; we show that worst-case performance ratio 1 + o(1) cannot be achieved in two rounds. On the positive side,
we devise a strategy with performance ratio roughly 43 , an improvement upon
3
2 . Unlike the
3
2 -strategy, it is sequential,
but we can parallelize it to some extent.
2. Measurements along a random path
We outline the idea of our randomized algorithm. Suppose that we have already uniquely determined the locations
of a subset L of m2 points on the line. Remember that uniqueness must be understood subject to translations and
reversal. However, we may ﬁx an arbitrary coordinate system on the line, by saying that some speciﬁc point has
coordinate 0, and by giving an orientation. The algorithm adds, in several phases, new points to L. That means, it will
uniquely determine their positions relative to L, such that they can be inserted in L afterwards. Of course, this will be
achieved by further measurements involving points of L and the new ones.
Speciﬁcally, let p0 be some point in L, w.l.o.g. with coordinate 0. Let (p1, p2, p3, . . . , pk) be a sequence of k
points not yet in L. We measure the edge lengths along the path (p0, p1, p2, p3, . . . , pk), that is, the lengths of edges
p0p1, p1p2, p2p3, . . . , pk−1pk , and we denote them d1, . . . , dk in this order.
A signed sum of a sequence of numbers, in our case the edge lengths d1, . . . , dk , is any sum
∑n
i=1idi , where i is
either +1 or −1. Evidently, every signed sum is the coordinate of a possible position of point pk , given the distances
di , ik. In the following, we sometimes identify a real number r and the point on the line with coordinate r . This will
not cause confusion.
A key observation is: as long as the 2k signed sums are mutually distinct, the position of pk uniquely determines the
positions of all pi , i < k, as well. On the other hand, we can immediately determine the position of pk if we simply
measure its distance to two different points in L. Even better: if L contains some point q which is not the midpoint of
any pair of signed sums, one measurement is enough. Namely, only one signed sum has the correct distance (length of
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pkq) to q in this case. Clearly, such q always exists if m>
(
2k
2
)
. Altogether we have shown: provided that the signed
sums of (d1, . . . , dk) are mutually distinct, k points p1, . . . , pk can be inserted in L by k + 2 measurements (k + 1 if
some q ∈ L as above exists).
We get a randomized algorithm by observing that the 2k signed sums are likely to be distinct if the points in our path
are chosen at random. Before we complete the analysis, we resume the algorithm:
Determine the relative positions of points in a subset L of constant size (at least 2) by any ad hoc method—this is
the initialization. Choose some p0 ∈ L and set k := 0. If the 2k signed sums of (d1, . . . , dk) are still distinct (which is
vacuously true for k = 0), choose a point pk+1 /∈L∪ {p1, . . . , pk} at random, measure the length dk+1 of pkpk+1, and
set k := k + 1. Repeat this loop until two signed sums are equal. Then reset k := k − 1 and insert the ﬁrst k points in
L as follows: measure the distances between pk and two points in L and determine the position of pk . Take the signed
sum that led to this position. For i = 1, . . . , k − 1, pi lies di length units to the left (right) of pi−1 if i =−1 (i =+1).
Next deﬁne p0 := pk and p1 := pk+1, and go to the ﬁrst loop. (Note that the ﬁrst edge length in the new path has been
already measured, and that p1 has been randomly chosen among the points outside the current L.) Repeat the whole
procedure until all points are in L.
We now establish the expected number of measurements. Recall that, due to the problem statement, the n unknown
point positions are mutually distinct. A trivial but useful conclusion is:
Lemma 1. In our set of n points, at most two points can have the same distance to any ﬁxed point.
Another useful observation is that the difference of any two signed sums of (d1, . . . , dk) is a doubled signed sum of
a subset of the di . Hence there exist fewer than 3k distinct differences of signed sums.
Theorem 2. The above randomized algorithm for the point location problem has, for any instance, performance ratio
1 + O(1/ log n) with high probability.
Proof. Consider a moment when a new path is to be created, and let r be the number of points yet to be inserted in L.
Clearly, we have to count the extra measurements (not on the random path). To this end we estimate k for which the 2k
signed sums are still distinct with high probability.
Suppose that the latter condition still holds for some k. Then we get equal signed sums in step k + 1 if and only if
2dk+1 is one of the pairwise differences of the previous 2k signed sums. As argued above, there are at most 3k such
numbers. Recall that our algorithm picks at random one of the r − k remaining points as pk+1. Due to Lemma 1, these
points have at least (r − k)/2 distinct distances to pk . Hence the probability to hit one of the unlucky values of dk+1 is
bounded by 3k · 2/(r − k). Using a geometric sum, the probability to hit a bad value in one of the ﬁrst k steps can be
bounded by 3k/(r − k).
For k(r) = O(log r) the failure probability is rO(1), with an arbitrarily small exponent, if we choose the constant
small enough. For simplicity we argue with 1/
√
r . Hence, if we always take k(r) that large, all paths except an 1/
√
r
fraction yield distinct signed sums. Partition the process of inserting points in L into epochs, dealing with roughly n/2i
points (i = 1, 2, 3, . . . , (log n)/2). We consider the last √n points separately. In the ith epoch, the number of extra
measurements that ﬁnish paths with distinct signed sums is O(n/(2ik(n/2i )))=O(n/(2i (log n−i)))=O(n/(2i log n))
since i(log n)/2. These are O(n/ log n) extra measurements in all epochs. There remain O(n/ 4√n) points in “failed”
paths, plus the
√
n last points. Since this number is smaller thanO(n/ log n), wemay even include them inL individually.

In particular, the performance ratio tends to 1 as n grows. The algorithm has to maintain 2k signed sums; however, if
we really abort every path at some logarithmic length (even if no signed sums became equal so far), the computational
complexity is less than quadratic. Moreover, we can make the measurement strategy almost nonadaptive:
Theorem 3. Our randomized algorithm for the point location problem can work in two rounds, with the same perfor-
mance ratio.
Proof. In the ﬁrst round we simultaneously measure the distances along one randomly chosen path through all points.
In the second round we measure the pairs needed to ﬁx the positions of ambiguous points relative to the ﬁrst two points
(the initial L).
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We describe the details of preparing the second round. Instead of adding random points on the ﬂy, we walk the path
of already measured edges and compute the signed sums of edge lengths. When equal signed sums are detected, we
insert the one or two edges necessary extra edges (to be measured in the second round), and then continue walking,
starting from the predecessor of the vertex considered last. Note that only the computations and the selection of edges
are done sequentially, but the measurements are simultaneous.After this round, the positions of all n points are uniquely
determined, by an obvious inductive argument. 
For one-round strategies we proved a 43 lower bound in [3]. It holds also for randomized strategies with guaranteed
success. Still, there might exist a randomized strategy that beats this bound, but succeeds in the ﬁrst round only with
high probability, such that a second round (to ﬁx ambiguous positions) is required only if it fails. Obvious modiﬁcations
of our algorithm (e.g. attaching extra edges immediately to every kth vertex of the path, for k = O(log n)) does not
seem to work: particularly for instances with equidistant points, the simple failure probability estimates are not overly
pessimistic, so that more extra edges are almost surely needed somewhere, at unpredictable places. However, there
might exist a completely different approach.
Another open question is whether Theorem 2 gives already the best asymptotic performance ratio.
3. A deterministic two-rounds lower bound
The following should be compared toTheorem 3. Taking up earlier ideas from Section 4 of [3] and the graph-theoretic
view, we show:
Theorem 4. There is no deterministic measurement strategy with worst-case performance ratio 1+o(1) in two rounds.
Proof. Suppose that we have uniquely determined the relative positions of a set V of n points in two rounds. Let
G1 = (V ,E1) and G2 = (V ,E1 ∪E2) be the graphs of measured pairs of points, where Ei (i = 1, 2) contains all edges
whose lengths have been measured in round i.
Imagine that an adversary ﬁxes the edge lengths. In the ﬁrst round she answers as follows. She decides on some
layout of all vertices that have degree greater than 2 in G1. Then she assigns the correct lengths to all edges in E1
between these vertices. Next, in every maximal path formed by two or more vertices of degree 2 and their incident
edges, she selects a subpath (u, v,w, x), assigns the same length l to the edges uv and wx, and some length l′ = l to
vw. Moreover, she determines that u and x shall be at distance l′ in the ﬁnal layout. In our analysis we will call vw a
handle.We also call every vertex of degree 1 a handle and refer to the length of the unique incident edge by l. (Note that
the value of l can be different for different handles.)All other lengths are ﬁxed consistently by the adversary. Moreover,
the lengths l of edges incident to the handles are chosen in such a way that the layout of every single handle would
still be ambiguous, even if the positions of all other vertices were already ﬁxed. (This means simply: there must be no
other vertex at distance l from the vertices adjacent to a handle. Fig. 1 illustrates a typical case.) Since every connected
component of G1 has only ﬁnitely many possible layouts, one can easily ﬁnd lengths l for all handles that satisfy this
condition. The details are not difﬁcult but tedious. This completes the answering strategy in round 1.
In G2, obviously no vertex can have degree 0. Assume that G2 has a vertex v of degree 1. If the edge incident to
v belongs to E2 then the adversary can easily choose its length such that v has two possible positions, even if the
u x
v w
l
l'
l
Fig. 1. Example of a handle. It can be folded to the left or to the right. Length l is chosen such that, in both cases, no two vertices are mapped onto
the same point on the line.
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remaining layout is ﬁxed (similarly as above). If the edge incident to v belongs to E1, the adversary has already chosen
such a length in round 1. Then another incident edge must have been inserted in round 2, contradicting the fact that v
has degree 1.
Hence G2 has only vertices of degree 2 and greater than 2, called light and heavy vertices, respectively.
In G2 we split every edge in two fractional edges owned by the incident vertices. An edge joining two heavy vertices
or two light vertices is divided evenly in half. An edge joining a light and a heavy vertex is divided such that the light
vertex owns fraction 12 + g and the heavy vertex owns 12 − g. (We will specify g below.) Thus, each heavy vertex owns
at least 32 − 3g fractional edges.
In any maximal path of light vertices, let us say their number is k, the light vertices own together a number of
(k−1)+2( 12 +g)= k+2g fractional edges. No three consecutive edges can be in E1, since they would form a path in
G1, and the adversary would have produced a handle with ambiguous positions relative to the other vertices. It follows:
for k10, the adversary can produce in round 2 an ambiguous constellation similar to a handle, by choosing suitable
edge lengths in E2. (Again, the details are fairly obvious, but a formal description is lengthy.) Hence every such path
has at most nine inner vertices which are light. If we level out their possession of fractional edges, each of them owns
now at least 1 + 2g/9 fractional edges. With g = 958 , every vertex in G2 owns at least 1 + 129 edges. 
We have shown that the performance ratio of deterministic two-round strategies is bounded away from 1, that is,
randomized two-round strategies are asymptotically better. It is very likely that the explicit lower bound can be raised
by reﬁned arguments. The value 1 + 129 comes from nonessential details of the proof.
4. An improved deterministic bound
Despite the nice features of the randomized strategy, it is worthwhile to ask how well deterministic strategies can
work, because of the guaranteed upper bound on the measurements, and since they can be actually better for small
instance sizes n. The idea of extension paths used above leads also to a deterministic algorithm whose performance
ratio improves upon our previous simple 32 bound. The main difference is that every path ends already after three steps.
Before we give the algorithm we study the extension paths a bit closely. For our particular result we do not need these
considerations in full generality, but they might be useful for further improvements, and this is not an extra effort
anyway.
A layout of a path (p0, p1, . . . , pk) with p0 ∈ L and with edge lengths d1, . . . , dk maps the points onto the line
such that any two points joined by an edge have the distance prescribed by the edge length, and different points get
different positions on the line. In particular, a layout corresponds to a signed sum in an obvious sense. We say that a
path with given edge lengths has a unique layout if the position of pk determines the position of all pi , i < k, relative
to p0. As we have seen earlier, a sufﬁcient condition is that the 2k signed sums are distinct. We can somewhat relax
this condition:
Suppose that two signed sums of (d1, . . . , dk) coincide for two layouts Y and Y ′ of the path, meaning that pk gets the
same position in Y and Y ′. Moreover, the equation of the signed sums for Y and Y ′ obviously simpliﬁes to an equation
involving a subset of the di , each appearing as a summand on only one side. We call it the reduced equation of Y
and Y ′.
Lemma 5. If the reduced equation of Y and Y ′ consists of terms di with contiguous subscripts, say di, di+1, . . . , dj ,
then pi and pj get identical positions in Y . (Of course, by symmetry the same statement holds for Y ′.)
Proof. The di in the reduced equation are the lengths of exactly those edges pi−1pi that have different orientations in
Y and Y ′. Thus every edge on the subpath from p0 to pi has the same orientation in Y and Y ′. Since p0 is ﬁxed, this
implies that Y and Y ′ map pi to the same position on the line. Similarly we conclude for pj , considering the subpath
from pj to pk . (Remember that the positions of pk in Y and Y ′ were identical.) Moreover, since every edge between
pi and pj has opposite orientations in Y and Y ′, pi and pj have the same distance on the line in Y and Y ′, but they
stand in reverse order. This is impossible, unless their positions are equal. 
However, since all the n points have different positions, the conclusion of Lemma 5 cannot hold. It follows:
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Lemma 6. If the reduced equation of Y and Y ′ consists of terms di with contiguous subscripts i, then neither Y nor
Y ′ is a layout of the path.
Note that Lemma 6 only rules out some candidate layouts, but reduced equations with contiguous terms can hold
nevertheless. We continue with another preparation.
Assume that di = di+1 for some i. Then pi must be the midpoint of pi−1 and pi+1 in any layout. Thus we may even
ignore pi , that is, set pi := pi+1 and di := 2di , and decrease all subsequent indices by 1. The net effect is that we will
ﬁnally get the position of one point (the old pi) at cost of only one extra measurement. Since this only improves the
performance ratio, we can exclude the case di = di+1 in a worst-case analysis.
Clearly, any path with k = 2 has a unique layout. Now consider paths of k = 3 edges.
Lemma 7. Either the path (p0, p1, p2, p3) has a unique layout, or d3 = d1.
Proof. Since cases d1 = d2 and d2 = d3 are already excluded, the path does not have a unique layout only if some pair
of layouts has the reduced equation d1 = d3, or some di is the sum of the two other di . The latter case is impossible by
Lemma 6. 
Theorem 8. There is a deterministic algorithm for point placement on the line with performance ratio 43 + o(1) at
worst.
Proof. Using the earlier terminology, we extend L by paths of new points. Let us consider one extension phase.
Assume that we have found d3 = d1. Then we temporarily ignore p3 and measure the distance d ′3 between p2 and
some point p′3 not considered yet. If d ′3 = d1 then we set p3 := p′3, which gives a path with k = 3 that has a unique
layout by Lemma 7. If we get equality again, d ′3 = d1, then we take a further point p′′3 instead of the current p3. Lemma
1 yields d ′′3 = d1. Since, in the latter case, two points have the same distance to p2, the position of one of them would
determine the position of the other one. Thus we ﬁnally obtain the position of some point by only one measurement.
Similarly as above (the remark before Lemma 7), this can only improve the performance ratio.
Altogether we obtain a path of length 3 with unique layout. We determine the position of p3. As we have argued
earlier, one further measurement is enough as soon as |L|>
(
23
2
)
=28. Hence we can insert three new points in L using
four measurements. In case d3 = d1 (for the ﬁrst d3), the temporarily ignored vertex becomes p1 in the next phase, and
the former p2 becomes the next p0. It only means that one measurement in the new path has already been done. In case
d3 = d1 we choose a new p0 ∈ L and p1 /∈L arbitrarily.
For the ﬁrst 28 points one may apply the best ad hoc method one can ﬁnd. This does not affect the asymptotic
result. 
A drawback of this algorithm is its sequential nature, which contrasts to the simple 32 algorithm in [3] that works
in two rounds. Due to the possibility to get d3 = d1, one has to use a certain edge as the ﬁrst one of a new extension
path or not, and this decision cannot be taken in advance. However, it is not too difﬁcult to parallelize the algorithm
“somewhat”, with a parameter t :
Theorem 9. There is a deterministic algorithm for point placement on the line with performance ratio 43 + O(1/t),
working in O(t) rounds.
Proof. In the ﬁrst round we establish a set L of 29 points with known positions. Then, the idea is to run many “copies”
of the previous algorithm on disjoint sets of points not yet in L, but only for a ﬁxed number r of extension phases. We
can measure the lengths of edges p0p1, p1p2, p2p3, p2p′3 in every path in one round. If one of d3, d ′3 differs from d1,
we ﬁx in the next round the position of either p3 or p′3, and simultaneously we start the next phase. In this way we
always insert 3 points in L by 4 measurements in 2 rounds. In addition to that, the ﬁrst edge for the next phase is already
measured, but we charge the next phase for this measurement. In case d3 = d ′3 = d1, however, we need an intermediate
round to choose another point p′′3 and to measure d ′′3 . In this case we have inserted 4 points in L by 5 measurements
in 3 rounds. (Recall that, in this case, the position of one of p3, p′3 will be determined automatically at the end.) If the
latter case occurs 2s times in r phases, we have inserted 3r + 2s points by 4r + 2s measurements in 2r + 2s rounds.
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In other words, after 2t rounds we have inserted 3t − s points by 4t − 2s measurements, where 0s t/3. Note that
one additional point (the next p1) is joined to L by one edge and not yet inserted.
We run c copies of the sequential algorithm for at most 2t rounds, where 3ct=n−c. Taking the average s of all copies,
we have now inserted all butn(s+1)/(3t+1) points byn(4t−2s)/(3t+1)measurements. (Themeasurements involving
the current p1’s are not included here.) The remaining points may be inserted in a trivial way, by n(2s + 2)/(3t + 1)
measurements in a ﬁnal round. Thus the performance ratio is at most (4t + 2)/(3t + 1), which implies the result. 
5. Discussion
There remain obvious open problems: Is the counterpart of Theorem 4 true for any ﬁxed number of rounds? Does
there exist a deterministic algorithm with performance ratio 1 + o(1) at all? A more modest goal is to beat the 43 result.
A serious question concerns robustness against inaccurate measurements. In practice, measured lengths “close to
each other” should be considered as equal. Since arbitrarily many vertices may have almost the same distance from a
ﬁxed vertex, one has to adjust the 43 strategy carefully. However, if the points have some minimum distance d and the
absolute error of measurements is bounded by d/2 then a statement similar to Lemma 1 remains true. More generally,
distinct signed sums remain distinct under inaccurate measurements if a condition holds. It might be interesting to
revisit all results in [3] and in the present paper in this respect. We also propose a model where every measurement
returns an interval containing the true distance.
On the other hand, the randomized strategy apparently does not suffer so much from ambiguities by imprecise
measurements, due to the random choice of new points. This pleads once more for it. Still, error propagation must be
taken into account if one is interested in the distances, not only in the linear order.
Pairwise distance queries might be combined or replaced with other, more complex queries that gather distance and
ordering information. This gives raise to many interesting problems similar to those studied here. For example, [5]
describes the triple color FISH method where one gets the betweenness information (which one is the inner point?)
for selected triples of probes on a DNA. Even without using the distance information, one can trivially reconstruct the
order of points by n log3 n experiments by insertion sort. With exact distance information one gets, of course, strategies
with O(n) measurements to reconstruct the positions, now with performance ratios below 1. One may explore tradeoffs
between the precision of measurements, information content of the result, and query complexity.
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