For notational simplicity, we use x to denote variance explained and φ (x) to denote the power function for x.
The density function of x is 
which is equivalent to matching the population mean with the sample mean. Thus the estimation of λ by both maximum likelihood and the method of moments require solving exactly the same equation.
In a similar vein, we can prove that matching the theoretical mean with the weighted sample mean (in this case weights are derived from local fdr) is equivalent to performing weighted ML fitting. The weighted likelihood is given by
Differentiating with respect to λ and setting the derivative to zero gives 
where ˆi Y is the fitted value for the i th observation, Y is the mean value of the outcome variable and n is the sample size.
The F statistic is given by 2 1 ( )
Hence the F statistic equal to the square of the t-statistic:
On the other hand, the F statistic is directly related to Vg: (1 ) / ( 2)
Hence a given level of Vg corresponds to a specific z-statistic and the same Vg would always give rise to the same power. In summary, we have the following relations between z and Vg :
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