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Abstract 
This thesis addresses charge separation and charge recombination in different, mainly low bandgap, 
polymer/fullerene blend films and their relation to device performance. Charge separation and 
recombination was studied as a function of variables including the difference in the LUMO levels of the 
polymer and fullerene, the polymer/fullerene blend ratio, the presence of a fluorine atom on the polymer 
backbone and the use of a bulky fullerene acceptor (Indene-C60-trisadduct, ICTA). A key focus of the 
thesis is on the impact of film microstructural differences upon charge generation and recombination 
kinetics. Charge generation and recombination was studied via transient absorption spectroscopy (TAS) 
with time resolutions from femtoseconds to microseconds.  
In Chapter 1, an introduction to the field is presented. Basic concepts of polymer solar cells and the steps 
of light-to-electrical energy conversion are included. The chapter focuses on the current discussions on 
charge generation, separation and recombination and their relationships with other parameters such as 
material energetics and morphology. In Chapter 2, the experimental methodologies are presented. A 
description of the materials used, the techniques used to prepare the samples, and the mainly optical 
techniques used to study them: steady state photoluminescence (PL), TAS (fs and microsecond), X-ray 
diffraction (XRD) and device characterization. 
Chapter 3 to 6 present the results of each project. In Chapter 3, the role of the driving energy for charge 
separation (ECS) for low bandgap DPP-based polymers is addressed. A s-TAS characterization of DPP-
based polymer/fullerene blends is presented, and the yield of charges correlated with the experimentally 
obtained ECS. The correlation was then extended to other low-bandgap polymers and the trend 
compared with that obtained for larger bandgap polymers. 
Chapter 4 deals with the effect of DPPTT-T/PC70BM blend ratio upon the film photophysics. With PL 
quenching and fs-TAS studies, it is demonstrated that the limitations in the performance of DPPTT-T 
polymer mainly come from an incomplete exciton quenching for all the compositions studied. The study 
is in agreement with morphology probes including transmission electron and atomic force microscopies, 
as well as with the changes in crystallinity, as observed by XRD. 
Chapter 5 deals with the effect of polymer backbone fluorination on a low-bandgap polymer (PGeDTBT). 
PL quenching and fs to s TAS data is presented and correlated with structural analyses and theoretical 
calculations to compare the properties of non-fluorinated and fluorinated version of the polymers. It was 
found that charge generation seems to be equally efficient, despite the lower driving energy for charge 
separation (ECS) in the fluorinated polymer. A four-fold slowing down in non-geminate recombination 
was also observed upon fluorination, correlated with a larger polymer tendency to aggregate, thus 
demonstrating its multiple effects on material properties and photovoltaic behaviour.  
Chapter 6 deals with the effect of mixed and “flatter” interfaces upon charge separation. XRD data are 
presented to show the contrast in intercalation between the polymer and the acceptors (PC70BM and 
ICTA). These results are correlated with fs-TAS data to show the change in the regime of recombination: 
while the highly intercalated blends present a high predominance of geminate recombination, the blends 
with ICTA predominantly present non-geminate recombination. 
Finally in Chapter 7, the conclusions of every chapter are summarized. A general discussion on the 
relationship of the conclusions is given and the areas where further research is needed are discussed. 
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Chapter 1. Introduction 
 
 
 
 
 
 
 
This chapter will deal with the motivation, theoretical background, literature review and current 
discussions in the study of polymer/fullerene bulk heterojunctions (BHJ).  Emphasis will be given to 
the photophysics of charge generation, separation and recombination in active blends, and their 
relationship to material properties. Definitions that will be used throughout this thesis will be given 
and discussed. The chapter will first present the current panorama in terms of the interest to 
develop devices for alternative energy generation. The challenges of energy generation from 
polymeric solar cells will be presented and a discussion on their potential applications addressed. 
Next, a brief overview of the functioning of solar cells will be presented, followed by a description of 
the steps involved in the generation and separation of free charges in organic semiconducting 
materials. A brief description of the development of new polymeric materials will be presented, 
followed by a more detailed description of the processes involved in charge generation, charge 
separation, the formation of bound polaron pairs, and geminate recombination. Onsager-Braun 
theory will be summarised. Later, non-geminate recombination under the Langevin theory will be 
discussed, along with its relevance to the organic photovoltaics field. Reference will be given to 
some of the “hot topics” that will be addressed in more detail in the following results chapters.  
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1a. Motivation and context 
The use of solar energy for its conversion to electrical energy has the potential to be a substantive 
alternative technology to conventional energy production by fossil fuels. According to NREL, the 
earth receives in average 5 kWhr/m2day, measured as direct normal irradiance. This means that if an 
area of 100,000 km2 (which is approximately half the UK’s territory) were covered with solar panels 
working at 10% efficiency, they could generate enough energy for the present world’s year demand. 
Moreover, solar technology has the advantages of being abundant, clean, ubiquitous and 
renewable1. 
 
In this context, organic solar cells (OSCs) have gained a considerable amount of attention in the 
scientific community since they have the potential to constitute a low-cost, flexible technology for 
alternative energy generation. However, despite the fact that they resemble commercial organic 
light-emitting diodes (OLEDs) in terms of their structure, OSCs remain behind in terms of 
commercialization. One of the reasons of this delay is that power conversion efficiencies (PCE) for 
OSCs have yet to be improved. However, the field is moving rapidly, and in fourteen years the 
performances have quadrupled, from 3% in 2001 to almost 12% certified value obtained by 
Mitsubishi, as shown in the efficiency chart on Figure 1.1. At the moment, the record in non-
industrial research laboratories is 10.8%.1–4 Challenges include stability issues, the use of non-
abundant materials and, more recently, the emergence of high-performing perovskite devices, 
composed by high-dielectric constant inorganic materials. Despite these difficulties, polymer/small 
organic molecule solar cells are still promising since they present some advantages over their 
competitors. For example, differently from most inorganic materials, polymer films are flexible and 
thus can access applications where bending capacity is important.  
 
In order to improve the performance of OSCs it is necessary to have a better understanding of the 
processes that are relevant and might limit the efficiency of the entire process of energy conversion, 
from light absorption to charge collection. Many variables can be changed: materials, processing, 
device architecture (thickness, use of interlayers, doping), which translate in changes in the 
energetic of the materials, their mobilities, the microstructure or their charge separation and 
recombination kinetics. In general, compromises are often necessary between two or more of these 
aspects, and an optimization of the properties usually needs to be done for each type of material. 
The studies presented in this thesis have the objective of proposing the most general hypotheses 
possible to explain charge separation and recombination limitations. This can help to construct 
guidelines for further improvement in the design of more efficient materials and device structures. 
11 
 
It is generally accepted that the processes that are involved in the conversion of light to electricity 
involve: (1) absorption of light by the donor molecule to generate an exciton, (2) diffusion of the 
exciton to the interface of the donor and acceptor, (3) electron transfer from the donor to the 
acceptor to form polaron pairs and finally (4) collection of these polarons by the external circuit.5–11 
 
 
 
Figure 1.1. National Renewable Laboratory (NREL) chart of certified solar cell efficiencies over time. 
 
 
1b. General overview and important concepts  
1b.1. Excitons, charge separation and the invention of the Bulk Heterojunction (BHJ) cell 
Usually organic excitons are classified as strongly bound, spatially localized Frenkel excitons with  
binding energies of at least 0.2 – 0.3 eV.12 However, other authors recognise that in some polymers, 
it might be more adequate to classify excitons as charge transfer (CT) excitons.13,14 For an exciton to 
be classified as CT type, a spatial separation of the charges must occur upon excitation, as is found 
for a fluorinated low-bandgap polymer in Chapter 5. There is no experimental evidence, however, 
that this results in a lower exciton binding energy, given that the CT character does not necessarily 
imply a larger delocalization of the wavefunction.14 Therefore, considering that the binding energy 
remains relatively unchanged disregarding if the exciton has or not a CT character, the energy 
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necessary to separate an exciton, is approximately ten times greater than the thermal energy at 
normal conditions,      .  
It is generally accepted that a first requirement to generate charges in organic semiconductors is to 
separate the excitons into the charges that compose it, however there are proposals of other ways 
of charge generation, as will be discussed below. In a breakthrough invention, C.W. Tang15 realized 
the need of a heterointerface (or heterojunction) incorporating two materials having donor and 
acceptor properties, to favour charge separation. In this way, the concept of a bulk heterojunction 
(BHJ) cell was created. A BHJ therefore is composed by an intimately mixed blend of the two 
materials, extending throughout the active layer, allowing for nanoscale phase separation between 
the donor and acceptor.16 By fabricating devices made of a layer of copper phthalocyanine (CuPc) as 
a donor and a layer of a perylene derivative as an acceptor, he was capable of measuring a current 
through the device. This architecture is known as a bilayer device and its structure is shown in Figure 
1.5.  
Later it was recognized that a probable factor limiting the efficiency of bilayer devices was an exciton 
short diffusion length of around 5 - 10 nm10,17,18, which made it impossible for the device to achieve 
efficient exciton separation without sacrificing the thickness of the device, and thus loosing efficient 
light absorption. As such, low efficiencies were ascribed to collection difficulties due to high 
recombination rates of free charges generated far from the electrodes. To overcome this problem 
the concept of an interpenetrating network of donor and acceptor materials or bulk heterojunction 
(BHJ) was created19, maximizing in this way the donor-acceptor interface in the active layer.  
 
1b.2. Organic semiconductors for solar cell applications 
An organic semiconductor is an organic material with semiconducting properties, that is, an 
electrical conductivity between that of a metal and of an insulator; organic semiconductors can 
support the existence of delocalised electronic states and can thus function as conductors under 
certain conditions. The necessary structure for the existence of delocalised electronic states is a 
structure of conjugated carbon-carbon  -bond, which is exactly the composition of an organic 
semiconductor. They are materials with sp2-hybridized orbitals forming a network of alternating 
(conjugated) double bonds that are susceptible to flow and thus to transport charge when changing 
their configurations, as shown in Figure 1.2. 
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Additionally, organic materials can absorb and emit visible and near-visible wavelengths of light, 
therefore their ability to conduct and their responsiveness to the solar spectrum makes them ideal 
candidates for use in photovoltaics.20 
Figure 1.2. Molecular drawings showing how an alternating pattern of double bonds, or conjugation, 
can result in the transport of polarons along a polymer chain and the alterations they provoke in the 
lattice. Figure credit to Prof. Ji-Seon Kim. 
 
There are two main differences between organic and inorganic semiconductors that make charge 
separation a more difficult process in organic as compared to inorganic materials. Firstly, organic 
materials have in general, considerably lower dielectric permittivities than inorganic materials, 
resulting in bound excited states (excitons) as widely discussed in the following sections. The second 
difference is that free electrons cannot be described as fully delocalised in the same sense as 
electrons in band transport in inorganic semiconductors. Instead they are, to a degree, localised 
upon atoms within the polymer. As such, charge transport cannot be described using the band 
approximation, but usually by using a “hopping” model whereby the free charges tunnel from 
molecular site to molecular site.20 The result of this difference upon device performance is that 
charge transport is considerably slower in organic semiconductors than in inorganics, and therefore 
charge mobilities are reduced.20 In addition, electrons and holes in organic semiconductors are 
associated with a significant structural relaxation or ‘polarisation’ of their surroundings, and are 
therefore often referred to as ‘polarons’. As the charge transport in organic semiconductors is not 
band-like, and more relevant for this work, the spatial extent of the exciton in organic 
semiconductors is considerably lower than their inorganic counterpart, it is not correct to use the 
general terms of conduction and valence band, or even if being strict, to name polarons as charge 
carriers as is typical in the literature. Instead, the nomenclature of HOMO – LUMO energies is often 
used, although this also includes certain approximations that will be discussed below. In this sense 
the molecular HOMO and LUMO energy levels are roughly analogous to the valence and conduction 
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bands of a conventional inorganic semiconductor, respectively; and the bandgap is thus the 
difference in energy between the HOMO and LUMO levels.20  
A final characteristic of organic semiconductors that significantly affects the performance of devices 
fabricated with them is the disordered nature of the material. Organic semiconductors are known to 
be both morphologically disordered on a range of length-scales, as well as energetically disordered 
with a distribution of energetic states of the bulk material.20–22 The physical disorder of organic 
semiconductors, or the lack of long-range order, results in the existence of a distribution of energetic 
levels. Therefore instead of the “cartoon” in which only one HOMO and one LUMO energy levels are 
drawn, more correctly a distribution of HOMOs and LUMOs should be considered, as shown in 
Figure 1.3.   
Figure 1.3. Graphical depiction of the energetic effect of disorder when going from, for example, a 
diluted oligomer solution to a concentrated polymer solution, and finally to the solid bulk material. 
Figure credit to Dr. George Dibb.20 
 
Common materials used in BHJ polymer solar cells 
There are a large range of donor polymers that have been used to produce OSCs. Among the initially 
investigated donors, phenylene vinylene (PPV) derivatives should be highlighted. Although this 
polymeric family was used in devices with promising efficiencies at the time,23 later it was recognised 
that  they presented photoxidation problems.24,25 By far, the most exploited family of compounds 
used as donors in bulk-heterojunction OSCs are thiophenes and their derivatives, both polymeric 
and small molecules compounds.24 Within this family, the most studied polymer is P3HT (poly-3-
hexyl-thiophene), which became a benchmark due to the high short circuit currents obtained at the 
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time in devices with optimized morphologies and balanced mobilities. Most of the donor materials 
currently investigated, both polymeric and small molecules, are designed in such a way that they 
have structures with alternating donor-acceptor groups which narrow their bandgaps8 (“push-pull” 
effect). This is particularly important since the sun spectrum has high near-IR emission intensity 
which should be also used for charge photogeneration in optimized solar cells. Narrow bandgaps 
also enable the minimization of  energy losses associated with electron transfer from the donor to 
the acceptor.11 Some common groups used as electron rich and deficient units are thiophenes and 
benzothiadiazoles, respectively. Very recently, materials with efficiencies exceeding 10% PCEs have 
been fabricated using a 2-D conjugation concept.3 Figure 1.4 shows some of the most common 
materials for polymeric solar cells, including the most efficient materials.4 
 
Figure 1.4. Materials that have been used in OSCs. Acceptors (left): fullerene derivatives, PDIs and 
6.8% performing fused-ring IDT acceptor.26 Donors (right): thiophenes, PPVs and polymers that 
include donor-acceptor moieties: PCPDTBT, PTB7 and the 10.8% performing PffTBT4T-2OD.4 
 
Contrasting with the wide variety of compounds used as donors, common acceptors in efficient solar 
cells are generally limited to soluble derivatives of C60 or C70 fullerenes such as PC60BM and PC70BM 
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(Figure 1.4). Because of their ability to form semi-crystalline domains when mixed with the 
appropriate blend ratios and processing conditions, (annealing, use of additives etc.) these materials 
favour adequate intermixed morphologies required in BHJ devices. Also, due to their large electron 
affinity and ability to delocalize electrons, they are believed to enhance charge separation.24 
Additionally, due to their high electron mobilities, they enhance the charge transport process after 
separation.27 Other acceptors that have been used in OSCs are perylene-diimides (PDI’s), cyano 
derivatives of PPVs, oxidized thiophenes oligomers among others, however, until recently such non-
fullerene acceptors had lead to power conversion efficiencies of at most 1% or 2%.27 For PDIs this 
has been explained in terms of poor morphology leading to unfavourable charge transport.28 In the 
past two years however, there has been an increased interest in the OPV community on the 
research and design of efficient non-fullerene acceptors, and current PCEs have reached 6.8% for 
solution-processed devices and 8.4% for vacuum-deposited cells.26 Figure 1.4 shows the structure of 
the best-performing non-fullerene acceptor to date. In this thesis we will focus however, only in 
systems that comprise polymer donors and fullerene acceptors. 
1b.3. Solar cell device architecture and concepts 
 
Figure 1.5. Typical device configurations of organic solar cells: (a) bilayer device with planar 
heterojunction, (b) bulk heterojunction device consisting of a blend of conjugated polymer with a 
fullerene derivative. On top of the glass substrate, a transparent conductive oxide (TCO) such as 
indium tin oxide acts as anode, a poly(3,4-ethylendioxythiophen): polystyrolsulfonate (PEDOT) 
interlayer helps to avoid local shunts. The active layer consists of either the bilayer or the blend of 
organic semiconductors. On top, a metallic electrode acts as cathode. Figure credit to Deibel et al.5 
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The general structure of a BHJ solar cells is depicted in Figure 1.5, reproduced from Diebel et al.5 The 
active layer, which is composed by a donor/acceptor blend of the materials just described, is 
sandwiched between two electrodes with different workfunctions, which provide the electric field to 
induce a drift and collect the charges to generate an electric current. The figure also shows the 
structure of a bilayer device which although it was not used for this thesis, has a value in the proof of 
concepts such as exciton diffusion, charge separation and geminate recombination.29 
 
OSC device performance is normally determined as power conversion efficiency, (PCE, ) which is 
the main figure of merit for all kinds of solar cells. PCE is defined as the ratio of the maximum power 
density delivered by the solar cell,         , divided by the total incident irradiance,    . There is a 
straightforward way to calculate this ratio using lab-measurable variables, as it is shown in Equation 
1.1. 
   
        
   
   
         
   
 (Eq. 1.1) 
 
Where     stands for short circuit current density, which is the current per unit area measured 
across the cell at zero voltage and      is the open circuit voltage, that is, the voltage present in the 
cell when no current flows across it. Finally    stands for fill factor, which is the ratio of the 
maximum power density delivered by the cell divided by the square described by multiplying      
times    , as shown in Equation 1.15. These concepts are described graphically in Figure 1.6. 
 
     
        
      
            (Eq. 1.2) 
 
 
Another important concept is the external quantum efficiency (   ) also called incident photon to 
converted electron       ; it is the percentage number of charge carriers collected from the cell 
per photon shined to the cell, at each photon energy. Normally     is reported as a graph of 
percentage versus wavelength. The short circuit current can be related to     if we integrate the 
contributions at each different wavelength, this is shown in Equation 1.3. 
 
                                (Eq. 1.3) 
 
Where   is the electronic charge and        is the spectrum of the incident source expressed as the 
number of photons per unit area and per unit time at each differential energy or wavelength change. 
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Figure 1.6. Current-voltage (I-V) profile of a BHJ solar cell. The main parameters that characterize 
device performance are pointed out.      and      are the current and voltage corresponding to 
the point of maximum power,    . Current density J is usually preferred to compare directly the 
values of current per unit area. Figure taken from reference25.   
 
1b.4. Photophysics relevant for small molecule and polymers 
Organic photovoltaic (OPV) devices use carbon-based semiconductors for the absorption, generation 
and transport of charges, which are finally collected by one of the electrodes: electrons migrate to a 
metallic cathode (usually Aluminium) while holes migrate to a transparent ITO anode. The main 
challenge of using organic materials lies in the fact that the generation of charges compared to the 
direct free charge generation in their inorganic counterparts. This is because organic semiconductors 
have relatively low permittivities (dielectric constants)     .
10 The low permittivity affect directly 
the nature of the initial photoexcited species, such that after light absorption, rather than directly 
forming free charges, as happens in inorganic materials, in organic materials an excited species 
named exciton forms. An exciton is an electron-hole pair bound by Coulombic interactions. The 
exciton forms when an electron is promoted to an upper excited state due to photon absorption and 
its formation is accompanied by a distortion of the surroundings. Due to this fundamental difference 
in photophysics of organic semiconductors (as opposed to inorganic materials) light conversion into 
free charges in organic materials comprises a series of steps each of which needs optimization and 
corresponds to specific designs of the solar device architecture.  
 
Excitons are neutral quasiparticles, however because they have unpaired electrons, they possess 
spin. If the spin is paired, the exciton is said to be a singlet exciton and is denoted as            ; 
0 is not included since this corresponds to the ground state, which by definition cannot be an 
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exciton. The symbol S stands for “singlet”, with a total spin of zero     and spin quantum number 
    . If the spin is unpaired then the exciton is said to be a triplet exciton and is denoted as 
           The symbol T stands for “triplet”, with a total spin of one     and spin quantum 
number with possible values of         . Figure 1.7 shows a Jablonski diagram, where these 
state energies are plotted showing their energy differences. Notice that triplets are lower in energy 
than singlets, due to the exchange energy term that originates from the requirement of electrons 
being fermions, that is, antisymmetric with respect to particle exchange.30  
 
 
 
Figure 1.7. State energies Jablonski diagram. A: Absorption, Fl: Fluorescence, VR: Vibrational 
Relaxation, IC: Internal Conversion, ISC: Intersystem crossing, P: Phosphorescence. Solid and dashed 
arrows refer to radiative and non-radiative processes respectively. 
 
Figure 1.7, shows a hypothetic situation in which a series of photophysical processes occur. The 
process start by the absorption of a light photon with energy     , that places the molecule in an 
excited state, that in the figure corresponds to         or      where   corresponds to a 
vibrationally excited state and thus a vibronic excited state (an electronically and vibrationally 
excited state). According to Kasha’s rule, vibration relaxation (VR) is one of the fastest processes of 
energy dissipation.14,31 This leaves the molecule in the state        . At this stage, the molecule 
can take three different relaxation pathways. It can emit a photon of energy             to pass 
to the vibrationally excited state         and later to dissipate the extra vibrational energy to the 
surroundings. It can pass to the    states manifold by a process named internal conversion (IC), 
undergo vibrational relaxation and finally emit a photon of energy           . The final option 
depicted in the figure is the molecule accessing the triplet   states manifold via a process named 
intersystem crossing (ISC) after which the molecule can also vibrationally relax to the state     . This 
state could phosphoresce, emitting a photon of energy            , and then finally vibrationally 
relax to the ground state. Vibration relaxation, internal conversion and intersystem crossing are non-
radiative processes, since they do not involve the absorption or emission of photons, but rather they 
VR VR 
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Fl 
Fl 
ISC 
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VR 
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dissipate energy as heat or changing their electronic configuration. There is another process of 
energy dissipation that is not depicted in Figure 1.7, called vibrational internal redistribution (VRI) 
that distributes the energy into different vibrational modes.31 
 
1b.5. Excitons and exciton diffusion  
The transition from the ground state S0 to the first excited state    is often approximated as an 
HOMO  LUMO molecular orbital level transition.32 This is not strictly true but it is a good enough 
approximation for the purposes of understanding the steps involved in the generation of free 
charges. In this sense it can be approximated that after a photon absorption by the donor polymer 
or small molecule, an electron from its HOMO is promoted to the LUMO leaving a hole at the 
HOMO. The promoted electron and remaining hole interact to form the singlet exciton. It should 
also be noted that this process can also occur in the acceptor, especially if it has a relatively high 
absorption coefficient, as it is the case for example of PC70BM
33,34 and some of the newer small-
molecule acceptors that will be discussed in the next section.35 The exciton subsequently thermalizes 
and induces a series of local deformations of the surroundings.7,10 
Due to the attraction of its constituent electron and hole, the exciton has energy levels that lie 
within the electronic bandgap of the material (HOMO-LUMO energy). The exciton binding energy, 
    
  is typically estimated as between 0.2 and 0.3 eV, however there is uncertainty in these values 
and the literature reports energies that range from 0.1 to 0.7 eV.10,36,37 Figure 1.8 shows a scheme of 
the one electron-orbital energies, adapted from Dimitrov et al. and Deibel and co-workers.37,38 They 
estimated the value of the exciton binding energy by comparing experimental data of field-
dependent photoluminescence quenching. The data was compared to a model based in Onsager-
Brown theory, yielding an exciton binding energy of 0.42 eV, they assigned this energy to the 
transition from excitons to bound polaron pairs as shown in Figure 1.8 by       . It has to be 
mentioned however, that the study does not clarify how the initial exciton     radius was estimated 
and what values of the Langevin recombination constant   and lifetime   were used and under what 
conditions they were selected.37 As such, estimating the exciton binding energy is a difficult task. 
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Figure 1.8. Electronic one electron orbital energy diagrams showing HOMO – LUMO energies in a 
polymer:fullerene donor/acceptor interface during (left) charge generation and bound polaron pair 
(BPP) formation and (right) light absorption, bound polaron pair formation and free carrier 
generation. Adapted from references.37,38 
 
The previous figure and discussion assumed that the excitons are generated at the interface with the 
acceptor, now the situation in which the excitons are not generated at the interface, and therefore 
have to diffuse to reach it is considered. Most commonly, the exciton diffusion length has been 
measured by relating either photocurrent or photoluminescence data to film thicknesses in donor-
acceptor bilayer systems considering a classical hopping mechanism. From these measurements, 
exciton diffusion lengths ranging from 5 to 14 nm have been obtained.17 High photoluminescence 
yields in donor neat films are an indication of long exciton lifetimes and therefore of probably long 
diffusion lengths.8,39 Deibel and co-workers also estimated the exciton diffusion length by using 
Einstein’s relation.37 However, they obtain a low value of 3.5 nm, which appears to be an under-
estimation compared to the photoluminescence quenching method. 
Exciton migration has also been discussed in terms of different  mechanisms of energy transfer.7 For 
singlets, it has been proposed that this process follows a Förster resonance energy transfer 
mechanism which involves a “long range” coulombic coupling of the exciton dipole moments of the 
donor and the acceptor (in this case these donor-acceptor pairs can be either different units of the 
same polymer chain or of different polymer chains). The rate constant of this process depends on 
the distance between the donor and acceptor units. This model predicts that for example, for PPV 
(poly-phenyl vinylene), the migration is preferred along  -stacked chains with a shorter separation 
rather than between monomers of the same chain.7 If this trend was general it would mean that 
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aggregated  -stacked domains would lead to faster exciton migration compared to for example 
lamellar aggregated regions. 
Results from quantum mechanical calculations in PPV oligomers have shown however, that electrons 
and holes can delocalize after optical excitation along a single chain. Considering the hole to be 
located in the middle of a PPV oligomer, the extension of the exciton wavefunction was found to 
extend with a non-negligible probability amplitude to up to six monomer units away from the 
monomer in which the hole is located.40 Considering the size of each PPV monomer to measure 
transversally ~ 6.5 nm, which means that the spatial separation between the electron and hole could 
be of ~40 Å, which corresponds to the lowest limit range commonly estimated for the diffusion 
length for excitons. From this, one can see that at least for this system, there could be a non-
negligible exciton population that can dissociate without needing to diffuse to reach the interface 
from the potential simple extension of the exciton wavefunction within the polymer chain. Evidently, 
this depends completely on the microstructure of the blend film. 
These results are in agreement with recent hypotheses derived from some ultrafast-resolved 
absorption experiments which claim that charge transfer to the acceptor is ultrafast (≤ 100 fs) and 
prior to the complete exciton thermalization.41,42 Heeger and co-workers even claimed that exciton 
hopping only occurs in blends with low fullerene concentration and poor morphologies such that 
this process along with the concept of exciton binding energy are less relevant for charge 
separation.41 Another theoretical study also supports the idea that charge transfer and exciton 
migration can occur simultaneously.43  
The relevance of exciton formation in the process of charge separation has recently been questioned 
by other groups that have shown experimental evidence for the generation of free charges in a 
single material domain directly through photon absorption, without ever going through an excitonic 
state. The work of Burkhard et al indicate that photons with sufficient energy can excite free charges 
in many fullerene derivatives commonly used in OPV devices, as expected since they can support e-h 
separation.44 Perhaps more unexpected, from their low dielectric constant and mobility, is the 
reports that discuss the presence of separated charges in neat polymer films.45–48 It is unclear 
whether these contribute significantly to the obtained photocurrent of the device or how long their 
lifetime will be as the free charges generated in the neat domains are probably likely to encounter 
an opposite electron or hole and recombine non-geminately. However it shows that the 
conventional excitonic and polaron pair separation theory of charge generation is not the only 
plausible model. 
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As we will see in the following chapters however, in this work, an exciton photoinduced absorption 
was always detected and electron transfer was observed in the scale of a few picoseconds at low 
excitation intensity. This supports the exciton/charge separation model on one hand and on the 
other indicates that not all the exciton population forms charges instantaneously. Rather a more 
accurate picture would be one in which part of the initial exciton population forms charges 
instantaneously, another part forms charges in a distribution of times and yet another part of the 
population decays back to the ground state.  
 
1b.6. Electron transfer and Marcus Theory49 
We turn now to the description of the electron transfer process under the approximation of weak 
coupling or non-adiabatic Marcus theory. This approximation implies that the wavefunctions of the 
donor and acceptor overlap weakly, or analogously, that the probability of electron transfer is low. 
Marcus theory considers the potential energy of the donor and acceptor as a function of the 
reaction coordinate –nuclear movements of the donor, acceptor and the surroundings– as two 
intersecting parabolas (harmonic oscillator approximation). This is shown in Figure 1.9, taken from 
Clarke and Durrant review.10 
 
Figure 1.9. Potential energy curves as a function of the reaction coordinate Q for the donor-acceptor 
system in the ground state D/A, in the excited state (exciton in D) D*/A and after electron transfer 
D+/A-.   stands for the reorganization energy, see text. Figure credit to Clarke and Durrant review.10 
 
For the electron transfer to take place conserving both energy and the Franck-Condon principle, the 
reactants, including the solvent (or the surroundings) have to follow a series of rearrangements in 
their geometry such that the crossing point of the parabolas is reached. This is related to the 
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activation energy of the reaction,    . Since the products are formed with a non-relaxed geometry, 
they have to rearrange, along with the surroundings, to their equilibrium position. These geometric 
rearrangements are characterized by the reorganization energy  , also interpreted as the energy 
necessary for the reactants to take the relaxed geometry of the products. 
The activation energy of the reaction is related to the reorganization energy and to the total change 
in Gibbs free energy, by the expression in Equation 1.4.  
 
    
         
  
 (Eq. 1.4) 
 
Since these expressions were derived under the approximation of weak electronic coupling, an 
analysis from Fermi’s golden rule can be done to determine the rate constant,     shown in 
Equation 1.5, where    is the matrix element that couples the electronic wave function of the 
reactant state,   and the product state  . Under the weak coupling limit,    has an exponential 
dependence on the distance of the donor and acceptor.50 
 
    
  
       
   
     
    
  
  (Eq. 1.5) 
 
From Equations 1.5 and 1.6 one notices that when          the reaction is barrierless, and the 
rate constant takes its maximum value. When the free energy surpasses this limit, that is, 
       , the barrier reappears: the reaction enters the so called  inverted region. In this region 
the more exergonic the reaction is, the smaller the rate constant. It can be noticed that        varies 
as a downward parabola with    , with a maximum at the barrierless point.  
This type of analysis has been applied by Rumbles and colleagues to donor/acceptor systems similar 
to the ones used in OSCs.51 They measured the relative yield of charge generation by performing 
time-resolved microwave conductivity, as a function of the driving force for charge generation,    , 
which was estimated in the same way as done in previous studies.52–54 In this work they found that 
the relationship indeed describes a downward parabola, thus observing the inverted region in which 
further increasing     leads to a reduction in the relative yield of charge photogeneration. They 
interpreted the observation of the inverted region as a signature of charge transfer not being limited 
by diffusion, which would be in agreement with a large fraction of the excitons going through an 
ultrafast electron transfer.  
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The reorganization energy is expected to be greater in solids compared to solution due to a larger 
coupling with the surroundings.55 However, favouring a constant proximity between the donor and 
acceptor also increases the rate constant, by increasing the overlap probability   
 . Indeed, it has 
been found that rigid systems in which there is a favoured face-to-face configuration of donor and 
acceptor have at least one order of magnitude greater rate constants compared to flexible 
systems,also suggesting an orientation component of the rate constant.  
Notice that Marcus theory was originally developed for electron transfer in solution, thus for a 
correct use of this theory in the description of charge transfer in polymeric solar cells, a density of 
states (DOS) should be considered in the polymeric donor species.10 This implies that a series of rate 
constants with different probabilities would be obtained. It also indicates that the knowledge of the 
interfacial energetics is extremely important. Regarding this point another complication has been 
pointed out by Brédas and co-workers7 who claim that the donor and acceptor HOMO and LUMO 
levels can be significantly different on the interface compared to isolated compounds, and this 
difference could also depend on the packing configuration, thus easily changing the description of a 
systems with different processing conditions are different. Finally, the fact that the process is 
initiated by light, implies that the “initial reactants” that need to be considered in the Marcus 
treatment is the vibroelectronically excited donor and acceptor, as previously specified. 
 
1b.7. Bound polaron pairs (BPPs) and charge separation 
One proposed mechanism for charge separation in OSC is that it involves the formation of an 
intermediate state, which in organic photovoltaics is conceived as a coulombically bound polaron 
pair. Such states are also sometimes associated with reports of observations of interfacial charge 
transfer (CT) states. The binding energy of relaxed CT states has been considered of at least 0.1 eV,56 
and has normally thought to be less than the binding energy of the exciton due to the increased 
separation of the electron and hole across the interface.10  
The degree of relaxation these states undergo before forming charge separated (CS) states 
(corresponding to free polarons) is still under intense debate. There seems to be evidence that 
supports charge separation from both “hot” and “cold” CT states. Neher and co-workers have 
reported the same IQEs and the same field-dependence of free charge generation when they excite 
upper lying CT states as compare to when they excite relaxed CT states.57–60 This has supported the 
idea that charge separation can occur from lowest lying CT states. However, this fundamentally 
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contradicts the findings of systems with severe geminate recombination and low dielectric 
constants.  
Apparently opposed to this and based on the high charge yields measured in some systems, some 
authors have concluded that charge separation from a bound pair is impossible or at least highly 
unlikely, and thus all charge generation must occur through a mechanism that does not involve the 
formation of a bound pair.20 One plausible mechanism would be the dissociation of the exciton by 
the long-range transfer of an electron to the acceptor material even when the exciton is not at an 
interface. This could occur if the electron component could effectively tunnel across long distances. 
This has been shown to be possible with the correct material properties through computational 
modelling studies,61 however there is little experimental evidence that supports this idea. Also, 
studies presented in early works in our group38,52–54 and in Chapter 3 and 6 in this thesis, along with 
other experimental62,63,29 and theoretical work, 64,65 have independently shown that charge 
generation is improved if delocalized and/or higher energy interfacial states are accessible from 
photogenerated excitons. Chapter 6 gives a more detail description of the state of the field.   
It has also been proposed that the relevant variables that determine if CT relaxation or charge 
separation occurs are the rate constants associated with these events.7 If the rate constant of 
internal conversion in CT manifold is greater than the rate constant for charge separation, then the 
relaxed CT state will form and geminate recombination is likely to occur. Besides, it has been 
proposed that for some systems geminate recombination losses are the most important losses at 
short circuit conditions, where non-geminate recombination is believed to contribute less.53 
An energy model has consistently been used by our group, relating the driving energy for charge 
separation, as defined by Equation 1.6, to the yield of separated charges.38,52–54 The studies 
performed by Bakulin and co-workers have proposed that the driving force for charge separation is 
the energy necessary to reach delocalized band states in the CT manifold,62,63 which two years later 
was independently demonstrated by Giebink and co-workers in systems with small molecules.29 
                  (Eq. 1.6) 
 
Where    is the exciton energy,     is the ionization potential of the donor, and     is the electron 
affinity of the acceptor. Note that with this calculation, the energy of the free charges is estimated to 
be          . See Chapter 3 for a more in-depth discussion on this topic. 
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In Figure 1.10, taken from reference7, a summary of the states involved in charge generation based o 
this model is shown. For simplicity only the pathways that involve electron transfer are shown. After 
exciton formation, interfacial excited CT states are formed, which depending on the magnitude of 
the charge separation rate constant can relax or form charge separated states. Notice however, that 
this figure does not include the distinction made between      and     , which will be discussed in 
Chapter 3. 
 
 
Figure 1.10. Electronic energy states involved in the process of charge separation in an organic solar 
cell. States in purple are associated with photon absorption and exciton generation (migration not 
shown). Green states are interfacial intermediate CT states and red states involve charge separated 
states, that is free positive and negative polarons with energy       .   
  for charge separation is 
also shown. CT* and CS* are vibrationally/electronically excited CT and CS states. Depending on the 
magnitude of      CT* states form free charges or relax to further recombine to the ground state or 
form triplet states through an intersystem crossing pathway. Figure credit to ref7.  
 
Before moving any further it might be convenient to clarify the difference in the nomenclature that 
this thesis will use in the terms charge generation and charge separation, since in the literature 
these terms are not always clearly distinguished. The first concept will be used to designate exciton 
dissociation (electron transfer) to generate (bound) polaron pairs, while the second one refers to the 
formation of the free polarons. The interest will be centred on the factors that determine the charge 
separation efficiency for free polarons as these are the charge carriers able to generate an electrical 
current in the solar device. 
An important consideration that has been so far implicit in our discussion is the spin of the CT states. 
CT states can intersystem cross to form triplets, 3CT, which can generate triplet excitons in the donor 
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or acceptor depending on the positioning of their triplet states. However, since intersystem crossing 
is spin-forbidden and only driven by hyperfine interactions, it is usually slow (several tens of 
nanoseconds66). Therefore triplet states might not have enough time to form if charge separation 
occurs in a faster time scale. Indeed, a recent study proposes that 3CT states might be generated not 
by the direct formation of CT states but rather from CT state re-forming from non-geminate 
recombination, that is, by the recombination of two independent free polarons that have 
uncorrelated spins.66 In contrast, a study by our own group has reported that observation of 
intersystem crossing from singlet to triplet CT states, and subsequent triplet exciton formation on 
the ~ 1 ns timescale.ref This process however goes beyond the scope of this thesis and is currently 
under further investigation in our research group. 
Finally, another aspect has to be taken into account for the charge generation and separation 
processes in organic solar cells: the possibility of an alternative mechanism of charge transfer, 
named hole transfer. It has been described in two ways. The first process can be described by a 
mechanism involving an initial energy transfer (also named exciton transfer) from the donor to the 
acceptor, followed by a back hole transfer to the donor. This process is in effect an hole transfer 
from  the fullerene’s HOMO to the polymer’s HOMO, and has been observed in some 
indenofluorene polymers,39 however, depending on the energetics of the system (energy of HOMO 
levels and triplet states) it can lead to the formation of triplet states in the donor or the acceptor, 
which have been correlated with a poor charge generation and device performance, and stability 
issues.67 If one were to measure the rate constant for electron transfer in one of these systems, a 
careful consideration of the energy of the possible states involved (triplets, charge transfer states) 
should be done. A simpler process is the direct absorption and exciton generation by the acceptor 
(especially when acceptors with high extinction coefficients are used, such as the PC70BM or the 
newer small molecule acceptors) followed by a hole transfer from the fullerene to the polymer. It is 
believed that this process can explain the higher performances usually found when PC70BM is used 
instead of PC60BM, which has lower extinction coefficient. For an improvement to be observed the 
hole transfer process should operate simultaneously with the electron transfer from the polymer to 
the fullerene.33,34 In  efficient systems, acceptor absorption and hole transfer can contribute 
substantially to the short circuit current measured.68 It has been estimated that if both processes are 
optimized in a single system with low reorganization energies, PCEs of more than 20% are within 
reach.68 
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1b.8. Charge separation, Onsager-Braun theory and geminate charge recombination 
Much of our current understanding of the probability a BPP or interfacial CT state has to dissociate 
comes from Onsager-Braun theory,10 which was originally derived for the separation of weak 
electrolytes in solution. As mentioned, this theory has also been used to estimate satisfactorily the 
exciton binding energy by Deibel and co-workers.37 The theory considers that after the photon 
absorption event, a thermalized hole and an excited electron are formed. The electron however may 
move a distance   before it thermalizes, this is the thermalization length. It also defines a Coulomb 
capture radius,    by the radius at which the Coulomb attraction is equal to the thermal energy   . 
This is shown in Equation 1.7, where   is the charge of an electron and    and    are the vacuum 
permittivity and the dielectric constant of the material respectively. The model is depicted in Figure 
1.11, taken from reference.10  
 
   
  
        
 (Eq. 1.7) 
 
 
Figure 1.11. A potential energy diagram detailing Onsager's theory of autoionisation. The red curve 
is the potential as a function of the electron / hole separation distance. Absorption of a photon 
creates a mobile electron which may thermalise at a given distance from the resulting hole, denoted 
by distance a. (see text) Figure credit reference10.  
 
According to the model, if      the charges separate, however if      the charges are 
thermalized within the Coulomb capture radius and separate with a probability      that depends 
on the presence of a macroscopic electric field. Under Braun’s revised model, this probability should 
take into account the constant rates for dissociation,    and geminate recombination,    and is 
defined in Equation 1.8, where      is the CT state lifetime provided it does not deactivate by other 
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route, and its dependence on the electric field comes only by the dependence of the dissociation 
rate constant,   . It is thus predicted that the dissociation rate constant will be enhanced in the 
presence of an electric field. 
 
     
     
         
           (Eq. 1.8) 
 
The process that directly competes with free polaron generation (charge separation) is geminate 
recombination. Geminate recombination is the type of recombination that involves a pair of 
interacting charges (bound polaron pairs or CT states) that were created from the same exciton. 
Geminate recombination, then by nature is a fast process and with a time constant which is 
independent of light intensity (that is, with charge density) since it is a monomolecular process. 
Chapter 6 will show several different regimes in which geminate recombination is shown for PBTT-T 
blend films. 
Currently, many authors consider that geminate recombination is less important in highly efficient 
materials constituting morphology-optimized blend films.69 However, it is still an important 
limitation to be aware of and conceptually is necessary to understand the relationship between 
geminate recombination, BPP binding energy and the claims by Neher and others regarding charge 
separation being possible from cold CT states. 
 
1b.9. Non-geminate charge recombination20,70 
According to Langevin theory, that considers a simple gas of electrons and holes moving in opposite 
directions in an electric field, the rate at which the charges meet is dependent upon the speed with 
which the charges are moving.20 According to this theory, charge recombination happens when an 
electron and hole come close to each other (close = within the capture radius   ). Bimolecular 
recombination can be expressed using the Langevin formalism, as shown in Equation 1.9.70 In 
disordered low-mobility organic semiconductors, the probability for a recombination event to occur 
depends on the likelihood of opposite charges finding each other and hence on charge carrier 
concentrations (  and  ) and the relative mobility at which the opposite charge carriers approach 
each other. This is expressed through the dependence of the recombination rate prefactor (or the 
rate constant, in Chemistry nomenclature) on the charge mobility, as shown in Equation 1.10. Note 
that in many instances, the literature uses the Greek letter   to refer to the recombination rate 
prefactor. 
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      (Eq. 1.9) 
  
 
    
        (Eq. 1.10) 
 
Where   is the recombination rate,   is the electron charge,    is the vacuum permittivity and    is 
the dielectric constant of the material;    and    are the electron and hole mobilities respectively. 
Because this model does not consider that recombination in disordered BHJ can only occur in the 
interface of the separated hole and electron domains, Koster and co-workers proposed that the 
dependence of the recombination constant on mobility should only consider the slowest-moving 
charge carrier, as shown in Equation 1.11. 
 
  
 
    
        
 
    
           (Eq. 1.11) 
 
Even with these modifications, researchers have found that Langevin theory overestimates the value 
of   by upto several orders of magnitude in polymer/fullerene blends. Therefore, an empirical 
reduction factor   is usually inserted into Equation 1.11, as shown in Equation 1.12. For 
P3HT/PC60BM systems, the reduction factor was found to be  10
-4.71 The origin of this ‘reduced’ 
non-geminate recombination is not known, however it is likely that it is related to the spatial 
separation that the BHJ structure imposes on the charges.20 This conclusion is supported by the 
modelling of experimental results by Hamilton and co-workers.72 
 
   
 
    
        (Eq. 1.12) 
 
Another important aspect, shown by Durrant’s group and others with different experimental 
techniques is the observation of a dependence of the recombination rate constant on charge 
density,73 indicating that the recombination constant is a multivariable function,         . The 
dependence of   on charge density has been found of fractional order, as it will be explained in 
detail in Chapters 2 and 3. This finding is important, for it results in a fractional, greater than 2, 
reaction order with respect to charge density. From this, Equation 1.13 holds. The solution to the 
differential equation in Equation 1.13 is presented in Chapter 2 and widely used on Chapter 3. 
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    (Eq. 1.13) 
 
Importance of non-geminate recombination in organic photovoltaics 
Non-geminate recombination controls to a great extent the J-V characteristics of the solar devices; 
moving from short-circuit to open-circuit conditions, the charge density within the photoactive layer 
increases, leading to an increase in non-geminate recombination and a decrease in current output of 
the device.70 The work of Credgington and Durrant has demonstrated the relation among    ,      
and material properties. From their analysis using transient photocurrent (TPC) and photovoltage 
techniques, they demonstrated that     follows the following empirical expression shown Equation 
1.16.74 
    
 
 
          
      
 
   
   
   
  (Eq. 1.14) 
 
Where              and     are the ionization potential of the donor, the electron affinity of the 
acceptor, the ideality factor from the non-ideal diode equation and     is the current lost due to non-
geminate recombination. For many solar devices, measurements of decay rates and charge densities 
at different device operation regimes permits to reconstruct the J-V curve with good accuracy. 
 
1.b.10 Influence of microstructure upon charge separation and charge recombination16 
As discussed previously, charge generation and recombination typically occurs at an interface 
between the donor/acceptor, and not in the bulk of the material. Whilst charge generation is 
possible in neat materials, this process is not as efficient as in blends and this is one of the factors 
that reduces the charge generation in bilayers, as many of the excitons fail to find an interface for 
dissociation.16 As mentioned before, the BHJ device structure has been used to increase the 
probability of exciton dissociation, by increasing the surface area between the donor and acceptor 
materials. In a BHJ, the microstructure of the blend is entirely dependent upon the miscibility of the 
donor and acceptor phases. The more immiscible the materials are, the greater the tendency to 
phase separate into –depending on their crystallinity– either amorphous or semicrystalline phases, 
promoting domain formation.75  Other materials are more miscible and therefore molecularly mix 
and form a one-phase microstructure or a co-crystal arrangement, as is the case for PBTTT-T and 
PC70BM, discussed in Chapter 6. The creation of a continuous network of one or both materials 
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across the active layer leads to a potential electron percolation pathway, which is desirable for 
charge extraction. However, the increase in the surface area between the two materials also leads to 
an increase in the recombination of the charges as the probability of the charges reaching another 
interface to recombine is increased with the increased interfacial area.16 
An inherent problem of BHJ active films is that typical active layer deposition techniques, such as 
spin coating from a mixed solution are advantageous due to their ease to commercialise, however 
they leave little potential for morphological control of the final blend structure which usually leads 
to problems with its reproducibility. Moreover, the active layer morphology is sensitive to the 
temperature and solvent. This lack of structural control makes reproducing the blend morphology 
and the device characteristics a difficult task.16 Despite this situation, attempts to manipulate the 
morphology and nanostructure are widespread in the literature and include post-deposition 
processes including annealing;76 both thermally77,78 and with a solvent atmosphere; the addition of a 
third component, such as an additive or surfactant79–82  or changing the blend ratio between the 
donor and acceptor.75,83–87 Whilst these techniques tend to have an important effect on device 
performance for some materials systems, there is often little correlation and overlap between 
processing techniques in different materials systems, with one system responding positively to one 
technique which is detrimental to device performance in another system. Moreover, many of these 
advances in device performance do not arise from improvement of the morphology or fine tuning of 
the electronic properties in well characterised blends, but from the introduction of entirely new 
donor materials into the blend. This raises interest in not only how the electronic properties are 
changing between each material system, but how the morphology and structure is changing with 
each new blend.16 
Despite the relatively complicated morphology and nanostructure optimization of BHJ active blends, 
a few groups have successfully incorporated the lessons obtained by the optical and photophysical 
characterization of the blends into better synthetic recipes, obtaining important advances on the 
maximum efficiencies that can be obtained from the solar cells, surpassing the 10% PCE.2–4 
 
1c. Objectives of the thesis and areas of research addressed  
Perhaps one area that was omitted from the theoretical background and literature review just 
presented is the effect that the microstructure of the active layer has on both properties of the 
materials and on the actual processes involved in the generation of an electrical current, namely, 
charge separation, geminate recombination non-geminate recombination. This omission was 
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deliberate for it will be covered widely in most of the chapters of this thesis. As such, the main 
objective is the characterization and understanding of the dynamics of charge separation and 
recombination and the influence of blend microstructure on those processes. The characterization 
was mainly made via transient absorption spectroscopy (TAS) 
Chapter 3 provides an understanding of non-geminate in low-bandgap polymer/fullerene blends and 
the effect that the driving energy for charge separation, as defined in this chapter, has on the yield 
of separated polarons and ultimately on the short circuit current in the corresponding devices. 
Chapter 4 provides an in-depth analysis of the effect the donor/acceptor ratio has upon charge 
separation and recombination, employing a representative crystalline donor/PC70BM combination, 
and its relation to other properties including the efficiency of exciton dissociation and the blend 
crystallinity. Chapter 5 presents the comparison of charge separation and charge recombination 
upon the fluorination of the backbone of the polymer, including its effect on the blend films 
microstructure. Finally Chapter 6 provides an in-depth analysis of charge separation and geminate 
recombination upon the change of the donor/acceptor ratio and the use of bulky acceptors. 
Chapters 3 to 6 provide detailed morphology studies that include experimental techniques such as 
wide angle X-ray diffraction, transmission electron microscopy and atomic force microscopy. 
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Chapter 2. Experimental Techniques 
 
 
 
 
 
 
 
 
 
 
In this chapter, the materials used for every chapter are described, as well as the procedures to 
prepare the samples used. We also describe in detail the main spectroscopy experimental 
techniques used for our optical characterization studies and finally we describe the models used for 
the analysis of the data, showing examples illustrating their use. The chapter is organized in the 
following way: 
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2a. Materials used in this thesis  
All the materials, shown in Figure 2.1, were used as received and without further purification. For all 
the studies except for the second part of Chapter 6, PC70BM was used as the acceptor material. 
PC70BM was used as acquired from Solenne. In Chapter 3, the DPP-based polymers DPPTT-T (Mn: 35 
kDa, Mw: 150 kDa), DPPTT-S (Mn: 32 kDa, Mw: 176 kDa), DPPST-T (Mn: 90 kDa, Mw: 185 kDa) and 
DPPTT-Tz (Mn: 25 kDa, Mw: 250 kDa) were synthesized in house by Dr. Hugo Bronstein from Prof. Iain 
McChulloch’s group at the Chemistry Department of Imperial College. A further batch of DPPTT-T 
(Mn: 24 kDa, Mw: 89 kDa) was used for the studies in Chapter 4. Ge-based polymers PGeDTBT (herein 
F0, Mn: 31 kDa, Mw: 74.4 kDa) and PGeTFDTBT (herein F4, Mn: 34 kDa, Mw: 95.2 kDa) were also 
synthesized in house by Dr. Zhuping Fei from Prof. Martin Heeney’s group. Finally, for Chapter 6, 
PBTTT (Mn: 30 kDa, Mw: 49 kDa) was synthesized in house by Dr. Bob Schroeder from Prof. Iain 
McChulloch’s group. ICTA was acquired from Solenne.   
 
Figure 2.1 Donor polymers and fullerene acceptor materials used in this thesis. 
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 2b. Sample preparation. 
All thin films were prepared on glass (VWR) or, for PC70BM neat films, on PEDOT:PSS coated glass. 
Glass was cut to an approximate 1 cm x 1 cm size, cleaned using 10 min ultrasonication with soap 
and water followed by acetone, iso-propanol and acetone again, followed by drying with nitrogen.  
Polymer solutions were prepared in the appropriate solvent, usually o-dichlorobenzene (Sigma 
Aldrich, 99% purity), with concentrations between 10 and 30 mg/mL and left stirring overnight (and 
heating, when necessary) to maximise polymer dissolution. The acceptor solutions were prepared 
under the same conditions. The films were usually prepared by spin-coating, with a spin coater from 
Laurell Technologies Corporation, WS400A-6NPP Lite. The same conditions of rate and time as per 
the optimised method for the working devices was used, usually the coating was done for 1 minute 
at 1500 to 2500 rpms. In Chapter 4 and 6, non-optimized blends with different blend ratios were 
prepared to assess the effect of the acceptor concentration within the film on charge generation and 
charge separation.  Drop-casting was used for wide-angle X-ray diffraction (WAXD) samples, covering 
a glass slide with 2 mg/mL solution and leaving dry overnight. All the sample preparation was carried 
in air in a fume hood. Films were kept in a glovebox with a positive nitrogen flow before and after 
usage. 
 
2c. Experimental techniques 
2c.1. Steady-state UV-Vis spectroscopy 
Steady-state UV-vis is a very essential technique that measures the light absorption in a sample as a 
function of the wavelength. Absorbance is related to concentration via the Beer-Lambert law in 
Equation 2.1, therefore it is a useful method to calculate concentrations when the extinction 
coefficient and the optical length are known.  
      (Eq. 2.1) 
 
Where   is the absorbance of the chromophore and   is its concentration in       .   is the 
extinction coefficient, in          and   is the optical depth, in   . 
All the films were characterized first by steady state UV-Vis spectroscopy, mainly to correct both the 
steady state PL and the s and sub-ps-TAS for the absorption at the excitation wavelength (see 
below) but also, to gain information on the optical bandgap or the LUMO level of a polymer and 
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from the vibronic structure of the spectra, to assess changes of packing or crystallinity, as it is the 
case for PBTTT in Chapter 6 or the aggregation study of DPPTT-T in solution in Chapter 4. 
Steady-state absorption spectra were taken in air, scanning from 300 to 1100 nm on a Perkin Elmer 
Lambda 25 UV-vis spectrometer. All spectra were corrected to 100% T with a glass substrate. 
 
2c.2. Steady-state Photoluminescence (PL) Spectroscopy 
In most of our studies, we used photoluminescence spectroscopy to learn about the efficiency of 
exciton quenching when the maximum PL of the neat polymer films was compared to the PL of a 
blend. The extent of exciton quenching as observed by this technique can be related to the decrease 
in the exciton decay time as observed by sub-ps TAS in neat and blend films, as shown in Equation 
2.2, provided that the main and fastest quenching process is the electron transfer to the acceptor 
molecule, which is the case for all the polymers herein studied. 
 
       
      
 
          
         
 
(Eq. 2.2) 
 
 
Where         corresponds to the photoluminescence at the maximum for a blend film and        
corresponds to the photoluminescence at the maximum for either a polymer or an acceptor neat 
film.            is the exciton quenching characteristic time of a blend film (in the case where the 
exciton signal can be extracted from the overall spectra) and            is the exciton intrinsic decay 
time in a neat film.  
Besides providing information on the efficiency of exciton quenching, the PL technique is very useful 
and has proven a reliable method to indirectly assess the morphology of the film, more specifically 
the level of intermixing of the materials within the blend, and therefore can be used as an 
estimation of the average size of either the polymer or the acceptor domains, as described in ref1. A 
typical way to estimate this is to calculate the PL quenching (PLQ), obtained from Equation 2.3.  The 
closer the PLQ is to 100%, the more “amorphous” or intimately intermixed the regions of the 
materials are, conversely, the further the PLQ is from 95%, the most extended the domains of the 
material are and possibly the more crystalline the material is. 
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(Eq. 2.3) 
                         
The magnitude of the PL quenching (PLQ) in blend films can be used to estimate the material domain 
size by calculating  , the distance that the exciton diffuses before encountering a fullerene molecule. 
To obtain  , the definition of exciton diffusion length,                  
   
 is used (  
corresponds to the diffusivity of the exciton). It is assumed that upon the addition of fullerene, the 
change in exciton diffusion is only due to the shorter lifetime of the exciton resulting from its 
quenching by the fullerene. Therefore,   is given by                 
   
. Substituting Equation 
2.2 and 2.3 into the definitions of   and     as described before
1 results in an expression to obtain   
in terms of     and    , as shown in Equation 2.4. 
 
            
    (Eq. 2.4) 
 
For the polymer exciton,     was assumed to be 10 nm, a value typical for narrow a and a few wide 
bandgap polymers2,3. For the PCBM (or PC70BM)  excitons,     was taken to be 5 nm
4. Note that 
Equation 2.4 neglects the finite size of the exciton, and assumes efficient quenching when a polymer 
exciton reaches fullerene acceptors. As such it gives only an indication of the length scale of exciton 
diffusion occurring in the blend films.   
Steady-state photoluminescence measurements were carried out in air using a Fluorolog FM-32 
spectrofluorometer (Horiba Jobin Yvon) using either a visible or a liquid nitrogen-cooled infrared 
detector, depending on the material bandgap and thus the excitation wavelength. All the signals 
were corrected for absorbance at the excitation wavelength, to eliminate the dependence of the 
signal on the amount of absorbed light. 
 
2c.3. s-resolved Transient absorption spectroscopy (s-TAS) 
Transient absorption spectroscopy is an optical, pump-probe technique used to obtain information 
on the dynamics of excited and transient species. A scheme of the setup is shown in Figure 2.2. It is 
based in a two-beam system, in which an initial pulse generates a population of excited species that 
in this case, undergo the processes of exciton migration, electron transfer and charge separation 
already described in the previous section. The probe white light beam re-excites the sample, and 
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then it is passed through a monochromator that permits the selection of a single probe wavelength. 
The change in the intensity of the probe beam as a function of time is taken from the signal before 
the pump pulse is referenced and thus without excited absorbers, and at a time t after the 
reference, when the probe is absorbed. The fractional signal is converted to a fractional change in 
voltage by the photodiode in the detection system and this signal is sent to the oscilloscope. This is 
shown in Equation 2.5, which relates the change in voltage with optical density,    . 
 
            
       
  
         
    
  
           
    
  
  
(Eq. 2.5) 
 
Where    is the intensity of the probe beam before the pump is referenced to the oscilloscope 
and      is the intensity at a time  . C is a constant that relates the change in intensity with the 
output voltage and depends on the photodiode of the detector. 
 
 
 
 
Figure 2.2. Simplified scheme of the s-resolved TAS setup used in this thesis 
 
In our system the excitation pulse is generated by an optical parametric oscillator (OPO) pumped by 
a Nd-YAG laser. An OPO is an optical cavity resonator that uses parametric amplification, a non-
linear optical phenomenon that generates two beams that cover a wide range of wavelengths. In our 
system these beams cover energies from near UV to near IR, which is very useful in order to perform 
experiments with different excitation wavelengths. The width of the pulses is approximately 20 ns 
and the repetition rate used for the experiments is 20 Hz, which corresponds to a time between 
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each pulse of 50 ms. This gives us a time window large enough to monitor  processes of charge 
recombination that occur within these timescales. It has also allowed us to estimate the yield of 
charges by comparing the amplitude of the signal at a certain fixed time delay, as presented in the 
studies of different DPP-based polymers in Chapter 3.  
 
The probe light comes from a continuous-wave (CV) tungsten lamp, which is then focused into a 
monochromator that is set to select a particular wavelength. The beam is then focused into either a 
silicon or an InGaAs detector depending if the probe wavelength is visible-near IR (until ~1000 nm) 
or if it lies further into the infrared region (until ~1600 nm). The detector converts the optical signal 
to a voltage difference that is filtered and then passed to a double channel oscilloscope referenced 
to the pump pulse to set time zero. The oscilloscope is connected to a computer and the data read 
with LabView program. The instrument response function (IRF) of this system is ~200 ns, taken from 
the full width at half maximum (FWHM) of a scattering signal. At the end, two types of experiments 
can be acquired:     as a function of time at a single pump/probe wavelength or     as a function 
of probe wavelength, corresponding to a transient spectrum at a certain time. All films were 
measured inside quartz cuvettes under a nitrogen atmosphere, unless otherwise indicated. 
 
2c.4. Ultrafast Transient absorption spectroscopy (fs-TAS) 
Fs-TAS is an optical, two pulse transient technique, whose main advantage is its high pulse temporal 
resolution. This permits the user to investigate early (from ~200 fs) excited states dynamics. 
Therefore, it permits to monitor early aspects of charge generation. Processes such like exciton 
formation, exciton quenching, polaron generation, polaron relaxation and polaron recombination 
can be studied. The second advantage is related to the use of white light as probe pulse, along with 
the use of an imaging spectrometer, which permit to probe an entire spectrum at a time, rather than 
constructing the spectra from individual decay data at different probing wavelengths. 
Sub-ps-TAS measurements were carried out with a commercially available setup which main parts 
comprise: a) the laser pulse generation by a system comprising a fs laser seeding a regenerative 
amplifier, b) the excitation pulse tuning by an optical parametric amplifier and c) the transient 
absorption spectrometer where the sample is measured. Next we will describe briefly the function 
of each of these parts. These parts are depicted in Figure 2.3. 
46 
 
 
Figure 2.3. Simplified schematics of the sub-ps spectroscopy setup used for the studies presented in 
this thesis 
 
The Ti: Sapphire regenerative amplifier (Solstice, Spectra Physics) increases the power output of the 
Ti:Sapphire femtosecond optical cavity (Mai Tai, Spectra Physics) from 17.5 nJ to >2.5 mJ, while 
maintaining the narrow pulse duration to ~ 100 fs. In order to do this, a series of optical steps need 
to be carried out. The ultra short pulses cannot be amplified directly, since it could cause damages to 
the Ti:Sapphire crystal in the regenerative amplifier. The pulses thus, need to be time-stretched, 
then amplified and finally time-compressed again, this is done within the enclosed Solstice box, 
which comprises a stretcher, the regenerative amplifier and a compressor. The amplification is 
particularly important for the generation of white light probing later in the transient spectrometer. 
The output of the amplified laser is thus, an 800 nm, ~100 fs pulsed beam with a pulse energy of 
~2.5 mJ. 
Part of the output of the Solstice will be directed to generate the excitation pulse by the OPA and 
the remaining will be used to generate the time-delayed white light probe pulse later on. The OPA 
(TOPAS prime, Light conversion) as mentioned before, is an amplifier that uses non-linear optical 
steps to generate light with different frequencies and polarization; an additional box of frequency 
mixers is used after the TOPAS to extend the range of possible excitation wavelengths into the UV 
and IR.  The TOPAS is particular useful since it gives the flexibility of being able to tune the excitation 
pulse to a broad range of possible wavelengths that span from 285 to 1600 nm. In this thesis, we 
usually used excitation wavelengths between 500 and 850 nm. 
The remaining fundamental pulse that is not passed through the TOPAS is directed to the delay line, 
which is a U shaped series of mirrors attached to a cart that can move with micrometric precision, 
used to impose a movable distance on the probe pulse that will determine the time delay of this 
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pulse with respect to the excitation pulse. The delay line permits us to take data spanning to 6 ns. 
After the probe pulses pass the delay line, they will enter the spectrometer (HELIOS, Ultrafast 
Systems) area, as shown in Figure 2.4. This is a part of the system in which a) white light is generated 
with the probe pulse, b) the sample is measured and thus the excitation and probe pulses are 
aligned to hit the sample in the same spot, and c) the change in the intensity of the probe pulse is 
detected and processed. White light can be generated either in the visible range, from 450 to 750 
nm or in the NIR, from 850 to 1450 nm by using different crystals and is accordingly detected either 
with a CMOS detector for visible light or with an InGsAs, for near IR light. This allows us to have a 
wide enough wavelength range to probe either ground state bleaching signals (GSB) or excited state 
absorption signals (ESA) which, in the case of conjugated polymers or their blends with fullerenes, 
usually appear at longer wavelengths, as discussed in the next section. 
 
 
Figure 2.4. Spectrometer area or “experiment” area showing the “chopping” of the pump pulse, the 
generation of white light in the Sa crystal, the alignment of the pump and probe pulses in the sample 
and the reference and sample detectors. 
 
The used detectors are imaging spectrometers, that is, they measure the change in intensity at all 
wavelengths at the same time, and therefore they are much faster in processing large amount of 
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data, permitting us to have transient spectra (OD vs  and vs t) and not just transients as a function 
of time, (OD vs t) which would be the case if usual monochromators were used. The change in 
intensity is measured by chopping the pump pulse as shown in Figure 2.5. The probe is detected 
with and without the presence of the excitation pulse, which repetition rate is decreased from 1 KHz 
to 500 Hz by the chopper, therefore the probe pulses that are frequency-aligned with the pump 
pulse will be partly absorbed by the excited state, whereas the pulses that are not aligned with a 
pump pulse will present an absorbance only from the ground state. From the difference in the 
intensity of this pulses, and with I0 , OD can be obtained in the same way shown in Equation 2.5.   
The instrument response function (IRF) of this system is ~200 fs, taken from the full width at half 
maximum (FWHM) of a scattering signal, well below the characteristic times of the processes herein 
observed. All films were measured inside quartz cuvettes under a nitrogen atmosphere. 
 
 
Figure 2.5. Chopping scheme for the pump pulse showing how the difference in pulse intensity is 
measured. 
 
2c.5. TAS data analysis 
a. Signal assignment in s-TAS 
The first step in the data analysis is the assignment of signals. We usually probe at wavelengths 
between 900 and 1400 nm, where we know the charges are likely to absorb. With the polymer 
blends and neat films that we have used, we have always observed positive OD signals, which 
should correspond to an excited state absorption, that is, the absorption of an excited state to an 
upper excited state, as it is explained in more detail below.  At these time scales however, singlet 
excitons have usually completely decayed, so that the only possible choice of signals is either triplets 
or polarons, or a combination of both.  It is relatively easy to differentiate between triplets and 
charges. Triplets, when excited with sufficiently low intensity present unimolecular dynamics, 
(usually non-radiative decays, since the transition S0  T1 is spin forbidden
5) and therefore obey the 
rate-law in Equation 2.6a and its integrated form in Equation 2.6b.  
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(Eq. 2.6a) 
            
        (Eq. 2.6b) 
 
Where         is the triplet concentration at any time,      is the initial concentration of triplets (at 
   ) and      is the characteristic decay time, which considers any possible triplet emission and is 
defined by             .  
Polarons, as explained in the previous chapter, decay by recombining with the oppositely charged 
polarons. The charges can recombine either by geminate recombination, in which the still bound 
polaron-pair recombines before it can form free charges or by non-geminate recombination, which 
involves the encounter of two already separated charges that have been generated from different 
polarons.  These two regimes have a different kinetic behaviour. Geminate recombination involves a 
species that comes from the same exciton, therefore obeys the same type of kinetics as triplets, in 
Equation 2.6. It should be noticed that pure exponential decays are hardly observed, and often 
either multiexponential or streteched exponentials are better models for the experimental data. This 
is because of the energetic disorder that polymers present. Since excitons of different sizes and with 
a distribution of energies populate the excited state, exponential decays are “stretched” according 
to the function that describes the distribution of energies (usually exponential).6 
Non-geminate recombination involves charges that were generated from different initial excitons, 
therefore, it would follow a second-order kinetic scheme. Considering that the number of opposite 
charged charges is balanced (for every free negative charge, there is a free positive charge;    ) 
then the rate law is described by Equation 2.7a and its integrated form in 2.7b. 
 
  
  
     
(Eq. 2.7a) 
  
  
      
 (Eq. 2.7b) 
  
Where   is the charge density in      at any time, and    is the initial charge density after 
excitation. This is the simplest scenario in which charges recombine non-geminately, which is, 
however hardly observed in our measurements. This is mainly because, as proposed by Nelson6, and 
observed in many other studies that covered charge recombination dynamics7–10, an exponential 
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distribution of trap states needs to be considered to describe the observed data, so that   , the non-
geminate recombination constant is also a power function of the charge density  ,           . 
In this case the rate law does not describe simple second order kinetics, but rather a rational 
dependence on   as depicted in the rate law in Equation 2.8a and its integrated form in Equation 
2.8b.     corresponds to the total order of the reaction (not its molecularity). These equations 
assume that the positive charge and negative charge concentrations are the same      . It can 
also be proved that a power-law is obtained when an exponential distribution of states is present in 
the system, in which the charges are thermally activated to leave the energy traps.6 
 
  
  
        
(Eq. 2.8a) 
  
  
                 
 
  
          
 (Eq. 2.8b) 
 
Where          
    and        .     is the recombination constant independent of charge 
density.  Notice that this function tends to    when    , thus presenting a plateau at short times. 
Whenever     , (or for the effect,        ) the dependency of   with respect to   obeys a 
power-law as shown in Equation 2.9. This is the most used equation to fit data of polaron non-
geminate recombination at the microsecond timescale, since it is easy to recognise when it is plotted 
in a log-log graph, for it should follow a straight line, as shown later in Figure 2.9.  
 
     
                   (Eq. 2.9) 
 
Where       
                  and       .   is related to the total order of the reaction 
    by using the definitions of   and   :          .   is usually a small rational number 
between 0.25 and 0.9, depending on the scale of energetic disorder, i.e. the amount and distribution 
of charge trap energies, which varies greatly with processing conditions10 and with the morphology 
of the blend. From this, we notice that the reaction orders can deviate greatly from bimolecular 
recombination.  
The condition to make the approximation in Equation 2.8b, should be taken carefully, particularly at 
fast timescales when the approximation might fail. In these cases, a fit of the type described in 
Equation 2.10 might be more convenient when plotting in a log-log scale. Careful attention should 
be given to the meaning of the fitting parameters, as from the logarithm of Equation 2.8b (and 
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defining       ) it can be proved that the constants   and   in Equation 2.9 are not comparable 
to   and   in Equation 2.10.  
 
         (Eq. 2.10) 
 
Summarizing, we can see that the distinction between the assignment of triplets and free charges is 
relatively straightforward if low excitation densities are used and only non-geminate recombination 
is present if charges are present. If there is a fast, exponential decay that precedes the power-law 
area of the decay, it could be difficult to make that distinction. In general, another way to determine 
the presence of triplets, is the use of an oxygen atmosphere to quench the triplets signal, which is 
specific to the presence of triplets. Energy is transferred from the polymer triplet state to the oxygen 
ground triplet state, therefore adding one more route of triplet decay and decreasing the triplet 
lifetime. Therefore, if a monoexponential decay is present at low excitation energy densities and is 
quenched by the presence of an oxygen atmosphere, then it should correspond to triplets.  
For all the studies presented in this thesis in the s timescale, signals corresponding to charges 
showed the characteristic power-law decay dynamics corresponding to non-geminate polaron 
recombination therefore simplifying the signal assignment. Figure 2.6 shows an example of a signal 
containing both triplets and charges. The early decay can be fitted to an exponential decay, and 
could be confused with a geminate recombination phase, however when the measurement is 
repeated in the presence of oxygen, the early signal is quenched, while the signal of the charges is 
not. All data was analysed using Origin 8.6. 
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Figure 2.6. Mixed triplet and singlet signal for a low-bandgap neat polymer in nitrogen (black) and 
oxygen (red) showing a faster decay in the presence of oxygen, indicating the presence of triplets.  
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b. Signal assignment in sub-ps TAS 
Contrary to what we observe at longer timescales, where the assignment is centred on determining 
whether the signals come from either triplet or polaron absorption, in ultrafast TAS, there are more 
processes and species that can be observed, since the probe is at least six orders of magnitude faster 
than our microsecond TAS setup. In general, we can observe three main processes, as depicted in 
Figure 2.7, which shows the possible contributions to the observed transient spectra, marked with a 
black line. The positive contribution in the black line comes from a superposition of the absorptions 
of different excited or transient states (ESA). For the materials studied herein it can correspond to a 
singlet exciton absorption, S1  Sn, a triplet absorption T1  Tn or a polaron absorption S0 (P
+)  S1 
(P+). In Figure 2.7, we illustrate these processes for singlet excitons and polarons in terms of 
molecular orbital energies. Excitons have the narrowest bandgaps and thus appear at lower energies 
(higher wavelengths) as we show with grey arrows and a gray line in the transient spectrum. 
Polarons have slightly wider bandgaps and thus their absorption is slightly blue shifted with respect 
to excitons, as shown with a green arrow and a green line in the transient spectrum.  
The negative contributions to the signals mainly come from two processes. The most common one is 
named ground state bleaching (GSB, orange line in Figure 2.7) which usually appears at the 
wavelengths where the ground state absorbs and has a distinctive negative feature, since there is a 
depletion of the population of the ground state that has been excited by the pump pulse (orange, 
first panel). As the excited state decays back to the ground state, this population builds back and 
therefore the signal becomes less negative or “recovers”. Finally, another possible contribution to 
the negative signal can come from stimulated emission (SE, red line in Figure 2.7) which is the 
emission of a photon from the excited state as a result of the interaction with the probe pulse. 
Because the detector registers a higher light intensity as compared to the reference without the 
pump (see Figure 2.4) the absorption signal is negative. This signal usually appears red shifted to the 
GSB, frequently close to where the steady state PL emission appears. We notice however that for 
the studies presented in this study, we did not observe stimulated emission signals, even in neat 
films. This has also been the case for SE in films prepared with PPV derivatives, and it was assigned 
to a dominating ESA in the area where SE would appear11. 
In the studies presented herein, the excited state signal is usually complex, containing contributions 
from both singlet excitons and polarons (both polaron pairs and free polarons), and in some cases, at 
later times, triplet exciton absorption can be detected as well. In general, it is expected that the 
earlier signals correspond to singlet exciton absorption, which in the studies presented here and for 
low-bandgap polymers in the literature12–15, usually have a maximum photoinduced absorption at 
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~1300 – 1500 nm. This can be confirmed by comparing the signal of the neat polymer film, expecting 
it to match with the early signal in the blend. Depending on the extent of exciton quenching, (which 
is known from the PL quenching studies) and therefore, on the intermixing of the acceptors within 
the polymer matrix, the exciton decay will be shortened accordingly, as explained in section 2c.2 and 
Equation 2.2.  
 
 
Figure 2.7. Signal components that can be observed after the excitation of an ultrashort pulse, and 
the species associated with the processes involved in the generation of charges (the formation of 
bound polaron pairs is omitted for simplicity). The black line corresponds to the resultant observed 
signal. The green and grey lines correspond to the excited-state absorption contribution, in the case 
of blend film absorption are usually assigned to excitons (grey) and polarons (green). The orange line 
corresponds to the ground state bleaching contribution and the red line corresponds to the 
stimulated emission. See text for more detail.  
 
In Chapter 6, we observed the only case in which the exciton signal has been almost entirely 
quenched within the time resolution of the setup.   Charges on the other hand, tend to have an 
absorption maximum at ~ 1000 – 1100 nm, and their generation process varies according to the 
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system. In most of the cases shown in this thesis, there is a proportion of polarons (possibly bound 
polaron pairs) that are generated faster or within our time resolution (< 200 fs) and another 
proportion of the polarons that are generated as the singlet excitons are being quenched. Therefore, 
the initial signal includes contributions of absorption of excitons and bound polaron pairs (or non-
relaxed polarons). Once the polarons have relaxed, their spectra can be compared with that taken in 
the microsecond timescale, helping to confirm the identity of the signal 
 
c. Signals as a function of excitation intensities 
In this thesis, we are mainly concerned with the yield and dynamics of polarons. Another important 
probe to gain more information in the nature of the recombination is comparing the decays at 
different excitation fluencies. Studying the dynamics as a function of excitation intensity is another 
way to differentiate between geminate and non-geminate recombination. Because geminate 
recombination is a unimolecular process, it shows not only a monoexponential decay, but also, the 
recombination rate constant (and therefore the lifetime) is not expected to vary with the excitation 
intensity, this means that although the traces show an increment in the initial amplitude, the decay 
rate should be the same, in other words, the transients should be identical if normalized. In Figure 
2.8 we present an example of this type of behaviour in 1:1 blends of PBTTT/PC70BM, showing 
intensity independent polaron decays assigned to the recombination of bound polaron pairs. This 
system will be discussed in more detail in Chapter 6.  
0.1 1 10 100 1000
0.0
0.2
0.4
0.6
0.8
1.0
1.2
 
 

O
D
 [
m
O
D
] 
t [ps]
 2.2 uJ/cm2
 6.3 uJ/cm2
 15.3 uJ/cm2
 30.6 uJ/cm2
 
Figure 2.8. Example of intensity independent polaron decays in PBTTT/PC70BM blends assigned to 
the geminate recombination of bound polaron pairs.  
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Non-geminate recombination dynamics on the other hand, presents a strong dependence upon 
charge density, since the characteristic time,  , is also dependent on charge density, differently from 
a unimolecular kinetics. There is one main effect in charge recombination dynamics that can be 
observed when the excitation intensity is increased: the appearance of an early, nanosecond decay; 
this decay is related with the saturation of the trap states that penetrate into de bandgap16, 
therefore entering a regime in which the “trap-exceeding”  free charges recombine faster, ideally 
with a bimolecular decay, followed by a slower recombination of the trapped charges. The 
observation of a fast phase as the laser intensity is increased is therefore an indication that this 
signal corresponds to non-geminate recombination rather than a fast, geminate recombination 
phase. In Figure 2.9, we present the effect of increasing the excitation intensity in the recombination 
dynamics of a polymer/PC70BM blend, showing a clear non-geminate behaviour (the decays are 
straight lines in a log-log plot). The amplitude of the fast phase is small but it is noticeable that it only 
appears at high laser intensities. The absence of this fast phase at low-excitation intensities can 
result in a “plateau” region as observed in Figure 2.9. The appearance of this plateau is important 
since it indicates that charge density variations before ~ 1 s are negligible, therefore pointing out 
that processes such as geminate recombination or fast non-geminate recombination due to trap 
saturation are not taking place. We thus have used this regime as an indication of the intensity in 
which charge separation yield can be measured. Also noticeable is the increase of the fast phase, 
before 1 s, corresponding to the recombination of free polarons or polarons in shallow traps, 
before the saturation of the slow phase, corresponding to the recombination of polarons in deep 
traps, corresponding to an incomplete thermalisation of the charges within the trap distribution. 
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Figure 2.9. Polaron decay dynamics of a Ge-based low bandgap polymer /PC70BM blend showing the 
appearance of a fast phase at high excitation intensities.  
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2c.6. Wide angle X-ray diffraction (WAXD) 
WAXD is a diffraction technique that provides information on the atomic spacing of ordered 
structures such as crystals or crystalline powders. It is based on the diffraction fundamentals that 
come from Bragg’s law, in which the interatomic spacing     is related to the diffraction angle   
according to Equation 2.10, where   is the diffraction order and   is the wavelength of the 
monochromatic source. This equation is derived from interference properties of light: constructive 
interference will only occur when the difference in the paths between the diffracted rays is an 
integer multiple of the wavelength of the light; this difference is       . 
 
          (Eq. 2.10) 
 
Because the materials herein studied are inhomogeneous solid mixtures with semicrystalline 
components, in general we obtain information on how crystalline the material is as judged by the full 
width at half max (FWHM) and the height of the peak for a certain film thickness. Most of the 
polymers studied for OPV present either a lamellar or a hexagonal (or pseudo-hexagonal) packing 
depending on the molecular structure and the localization of the side chains17; the most common 
arrangement for the polymeric systems herein studied being the lamellar. In general, lamellar 
packing can take either the edge-on (or out-of-plane), or face-on (or in-plane) direction, as depicted 
in Figure 2.10. The edge-on configuration leads to the lamellar (or alkyl stacking) interaction to lie 
perpendicular to the substrate plane, whereas the  –  stacking lies parallel to the substrate plane; 
conversely, the face-on configuration leads the lamellar interactions to be in the substrate plane, 
whereas the  –  stacking is perpendicular to it.  
 
Figure 2.10. a) Crystallite structures in P3HT and the different configurations of lamellar packing, 
with a) face-on configuration and b) edge-on configuration. Figure taken from18 
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The setup used in this thesis only allows the detection of ordered regions in the out-of-plane 
direction, thus corresponding to   –  stacking if the polymer has a face-on configuration and to 
lamellar or alkyl stacking, if the polymer adopts the edge-on configuration. WAXD measurements 
were carried out by Dr. Yvonne Soon and Ching-Hong Tan at the Materials Department of 
Imperial College, with a PANALYTICAL X’PERT-PRO MRD diffractometer equipped with a Nickel-
filtered Cu Kα1 beam, with λ = 1.54 Å and an X’ CELERATOR detector, using current I = 40 mA 
and accelerating voltage U = 40 kV. WAXD plots are presented as a function of the wave vector 
 , defined by Equation 2.9 and can be calculated from the value of the scattering angle    using 
Equation 2.10 with    . 
 
  
  
 
 
      
 
 
(Eq. 2.11) 
 
2c.7. Solar cell device measurements 
The first and most widespread characterization of the performance of a solar cell is its J-V curve, 
as explained in Chapter 1, J-V curves are obtained by measuring device current densities as the 
voltage across the electrodes is varied, while the cell is held at a constant light illumination 
usually corresponding to 100 mW/cm2 and with a spectral distribution matching that of the Sun 
at 48.2°, called 1.5 AM spectrum, this is accomplished by using a solar simulator. 
Immediately after device preparation and still in the glovebox, they were placed inside a sample 
holder and sealed, then the J-V curves were taken with a Sciencetech SCI200 solar simulator 
based on a filtered 300 W xenon lamp. Light intensity (100 mW/cm2) was calibrated using a 
Silicon photodiode (Newport UV-818) and the voltage was applied using a Keithley 238 Source 
Measure Unit, usually between -1 and 1 V. A spectral mismatch correction factor was used to 
correct JSC, to account for the different spectral response of the photodiode with respect to the 
solar cell to be measured, as well as for the differences in the spectra of the solar simulator and 
the standard conditions. 
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Chapter 3. DPP-based polymers for 
solar devices. A s-TAS study. 
 
 
 
 
Due to their red-shifted absorption, the use of narrow-bandgap, donor-acceptor polymers is a 
common strategy to target low-energy photons that otherwise would not participate in the light-to-
energy conversion in solar cell devices. In this study, the concept of a driving energy for charge 
separation,      necessary for charge separation is explored and expanded for low-bandgap, DPP-
based polymers according to our previous studies on thiophene-based polymers. A correlation is 
found between the charge yield in polymer/fullerene blends, as probed by s-TAS, and     . Charge 
yield is also found to correlate with     for the corresponding devices. A further direct correlation 
between     and      was obtained, showing that blend energetics does not only impact upon VOC 
but also upon    . This emphasizes energetics importance. A value for     , the entropy gained by 
the charges upon thermalization, was also obtained by computing the values of     . In order to 
corroborate the validity of the correlations just described, two more low-bandgap DPP-based and 
two more non-DPP based polymers, pDTTGe-TPD and PGeDTBT (the last one analysed in Chapter 5) 
are presented and added to the correlation.   
The introduction presents a literature review concerning DPP-based polymers, their properties and 
device performance. It also reviews on the correlations between the energetics of polymer/fullerene 
blends and the yield of free charge formation. Next, the experimental details of sample preparation 
are described, followed by the results section. The results discussion includes a description of the 
kinetics of the four DPP-based polymer/fullerene blends as well as of pDTTG-TPD and PGeDTBT. A 
discussion of the results is then presented, followed by conclusions and references. 
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3a. Introduction 
3a.1. Charge separation and device performance of DPP-based polymers  
Diketopyrrolopyrrole (DPP) based polymers have attracted considerable attention because of their 
low bandgaps, high mobilities and their potential to be used in tandem solar cells with a higher-
wavelength absorbing polymers like P3HT.1–8 Their low bandgaps are a result of relatively low energy 
LUMO levels due inclusion of the DPP moiety. This results in small LUMOD – LUMOA energy offset 
with PC70BM.
1 Their LUMO energy tuning is then likely to be critical for an efficient charge 
separation. Therefore it is interesting to study the photophysical characteristics of a group of DPP-
based polymers with small structural differences which modulate their LUMO level, and relate these 
material properties to their efficiency of charge separation in blends with PC70BM. Two more low-
bandgap Ge-based polymers are included in the results of this chapter, pDTTG-TPD9, and PGeDTBT, 
analysed in detail in Chapter 5,10 which for the sake of simplicity will be renamed G1 and F0. Figure 
3.1 shows the structures of the polymers in this chapter.  
 
Figure 3.1. Structures of the polymers used for the studies in this chapter. From top to right, left to 
right: DPPTT-T, DPPTT-S, DPPST-T, DPPTT-Tz, PGeDTBT (herein F0) and pDTTG-TPD (herein G1) 
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An in-depth study of the device efficiency and morphology of polymer/fullerene blends for the four 
DPP-based polymers was conducted by Bronstein and co-workers.1 J-V curves and figures of merit of 
conventional DPP-based polymer/PC70BM are shown in Figure 3.2.  As can be observed in this figure, 
    values are strongly dependent on the donor polymer employed. All four polymers exhibited 
similar neat and blend film crystallinity, and nanoscale phase segregation as shown by AFM, but 
substantially differing LUMO level energies (see below). As such, it was concluded that these 
polymer series was of particular interest to study the correlation between LUMO level energies, 
charge separation efficiency, and photocurrent density, as addressed in this chapter. 
 
Figure 3.2. (Left) Current density vs. voltage characteristics of polymer/PC70BM devices with 
conventional architecture: ITO/PEDOT:PSS/Active blend/LiF/Al. (Right) Figures of merit of the same 
devices, measured under constant illumination with 100 mWcm-2, AM1.5 spectrum from a solar 
simulated light at room temperature. The values of JSC and VOC were used in the analysis presented 
on the results section. 
 
3a.2. Charge separation,      and      
At present, predicting an approximate VOC for a working OPV device fabricated by a mixture of 
organic semiconductors, is relatively easy using experimentally determined material properties 
provided the device is stable enough.11–15 Prediction of JSC from material’s properties had been more 
problematic, as discussed in Chapter 1.16 A belief that an offset of 0.3 eV in the LUMO levels of the 
donor and acceptor materials is necessary to overcome the exciton binding energy is still widely 
spread among the OPV community.17,18 However this model is accompanied by little experimental 
evidence and is unable to predict reliably the short circuit current of devices. In this chapter, 
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previous findings18–21 on the relation between material energetics, the yield of charge separation and 
    will be expanded for low-bandgap polymers.  
In terms of one-electron energy levels the energy offset driving charge separation, we focus on, 
     as defined by Equation 1.8 in Chapter 1, reproduced here. 
                  (Eq. 1.8) 
 
Where    is the exciton energy,     is the ionization potential of the donor, and     is the electron 
affinity of the acceptor. In thermodynamic terms,      corresponds to the energy released, or lost, 
in a reaction where an exciton (reactant) separates, due to the presence of a heterojunction, to form 
a pair of free polarons. It should be noted that there is a difference between      and     . This 
concept is illustrated in the state energy diagram in Figure 3.3, as well as the potential presence of 
bound polaron pairs. While the first one measures the energy offset of the polaron pair as 
         , the second one is defined by the electron and hole quasi-Fermi levels. The splitting of 
the quasi-Fermi levels by light irradiation determines the voltage output of the device (often 
referred to, at open circuit, as     , in the absence of other voltage losses) and corresponds to the 
energy stored by the photogenerated electrons and holes following thermalization within these 
Fermi levels (      in Figure 3.3). The difference in           and      is given by            
and is proportional to the increase in entropy of the electrons and holes as they separate from the 
interface.18 In this chapter, a calculation of the entropy of thermalization,      will be estimated for 
the series of low-bandgap polymers discussed. 
 
Figure 3.3. State energy diagram, adapted from reference18. BPP stands for bound polaron pairs and 
    
  refers to their binding energy.     refers to the unrelaxed free charges, while      refers to 
the energy released (lost) when unrelaxed free charges are formed from initial excitons with energy 
  .       stands for thermally relaxed free charges, while      refers to the free energy lost when 
thermally relaxed charges are formed from excitons. Energies are referenced to the    ground state. 
63 
 
Other studies have estimated the energy lost to entropy in different ways. Janssen and co-workers 
for example, have defined the so called photon energy loss as the difference between the polymer 
bandgap and    ,        .
4 This definition is equivalent to the calculation of     , however, 
because it depends on the magnitude of the splitting of the quasi-Fermi levels, it is sensitive to the 
light intensity and to non-geminate recombination.18 
This chapter is primarily focused on testing whether the energy for charge separation as defined in 
Equation 1.8, correlates with the yield of free polarons, as obtained from the absorption amplitude 
of TAS signals of the positive polymer polarons for a series of low-bandgap polymers. This 
relationship has already been established for higher bandgap, thiophene-based polymer/fullerene 
blends19,20, however in this study, the generalization of this relationship is to be confirmed to lower-
bandgap polymers. Further, the chapter determines the extent of the impact of the efficiency of 
charge separation upon short circuit current in devices with the same active blends. Finally, the 
author tests whether a direct relation between the material’s energetics could determine the short 
circuit current output of the device.  
 
3b. Experimental section 
Material properties such as molecular weight and PDI of the polymers herein analysed are provided 
in Chapter 2. Synthetic details of the polymers are provided in the supporting information of ref1. 
Glass substrates were cleaned under ultrasound sonication with acetone and isopropanol. Thin films 
were prepared by spin coating mixed solutions of the corresponding polymer and acceptors on the 
glass substrates. The conditions for the film preparation corresponded to the optimum device 
performance conditions. 1:2 blend ratios were used at 15-20 mg/mL and the films were spin coated 
at 2500 rpm with 1000 rpm/s acceleration rate, unless otherwise specified. Usual solvents used were 
chlorobenzene, dichlorobenzene and mixtures with chloroform. Solutions were prepared under 
normal air conditions and stirred overnight. 
 
3c. Results 
3c.1. Charge recombination dynamics of DPP-based polymer/fullerene blends 
Figure 3.4 shows representative steady-state UV-vis spectra of the DPP-based polymers/PC70BM 
blend films studied in this chapter. The absorbance of all the blends at all wavelengths lies within 
similar OD values, (with a dispersion of OD ± 0.15) which is consistent with the films having similar 
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thicknesses and extinction coefficients. The polymer absorption part of the spectra (> 650 nm, 
approximately) shows marked vibrational structure, indicating that all of these polymers constitute 
relatively ordered blends with PC70BM. This was also demonstrated via WAXD results of the blends
1. 
It is also noticeable that the absorption onset varies from 870 nm for DPPTT-Tz to 930 nm for DPPST-
T, indicating that the exciton energy ES or (S0  S1) varies between polymer. 
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Figure 3.4. Steady state UV-vis absorption of DPP-based blend films with PC70BM at 1:2 blend ratios. 
The vertical line separates the areas of PC70BM predominant absorption (< 650 nm) and polymer 
predominant absorption ( > 650 nm). 
 
Figure 3.5a shows the transient spectra of DPTT-T and DPPTT-S at 200 ns after excitation at 800 nm 
and Figure 3.5b shows the transient kinetics for the four blends, taken at 1200 nm. These signals 
were not quenched in the presence of an oxygen atmosphere and thus were assigned to the 
photoinduced absorption of positive polymer polarons. Additionally, and confirming this assignment, 
the transients can be fit to power-law decays of the form             . As explained in 
Chapters 1 and 2, this model has been proposed to correspond to non-geminate bimolecular 
recombination in the presence of an exponential density of trap states, whenever the exponent 
   .18,19,22–27 If the exponent    , then pure bimolecular is observed, probably indicative of a 
physical situation in which no traps are present in the film. For all the blends studied in this chapter, 
the exponent    , as will be discussed below. Such behaviour was observed for early 
measurements of PPV systems and modelled in detail in terms of charge recombination in the 
presence of polaron trapping/detrapping22; it has been also used successfully to describe a number 
of polymer/fullerene TAS signals on the microsecond timescale.18,19,24–27A second phase at high laser 
intensities and early times (that can vary from a few hundreds of picoseconds to a few hundreds of 
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femtoseconds) has been observed in some blends and assigned to bimolecular recombination of 
untrapped charge carriers present when all the traps are occupied.23,25  
 
Figure 3.5. Transient absorption spectroscopy signals for 1:2 DPP-based polymer/PC70BM blends 
after excitation at 800 nm between 1 and 1.8 µJ/cm2, a) transient spectra of DPPTT-T and DPPTT-S 
blends at 200 ns, b) polaron dynamics at 1200 nm.  
 
The recombination dynamics for these polymer blends are significantly faster than those we have 
reported previously for other polymer blends at the same range of charge densities.24 Such rapid 
recombination dynamics are consistent with the high carrier mobilities for this class of DPP 
polymers. This difference will be addressed quantitatively below through calculation of the 
bimolecular recombination constant   . 
The value of   corresponding to the slow phase, has been related with the energetic distribution of 
the polaron trap states,22,23,25 a higher   value corresponding to shallower trap states which require 
a smaller thermal energy to detrap, this is referred as to a dispersive recombination.22 Figure 3.6 
shows two transients representing two blends with different donor polymers. The transients 
describe a linear behaviour in a log-log plot, in accordance with the explained model. For this 
polymer series, the slope of the transients is found to be similar for DPPTT-T, DPPTT-S and DPPST-T, 
but smaller for DPPTT-Tz, whose charge yield is also significantly reduced compared to the other 
three polymers. This is shown in Figure 3.6 and Figure 3.7. The smaller α in DPPTT-Tz is possibly 
related to the presence of deeper traps that need less thermal activation to detrap. The energetic 
characteristics of the traps have also been related to the crystallinity of the polymer films so that 
more crystalline domains would result in shallower traps.16 However, this will not be considered 
here, since similar degrees of crystallinity were observed in the 1:2 blends of these polymers.28 This 
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indicates that it is unlikely that the differences in charge recombination rate are related to 
crystallinity aspects of the blends. It can be noted  that at the low excitation energy densities used to 
elaborate Figure 3.5 and Figure 3.6 ( 1.5 µJ/cm2), the early fast phase assigned to the filling of traps 
is not observed, however, upon increasing the excitation intensity, this phase can be observed for 
DPPST-T, as shown in Figure 3.7a. A relatively low excitation intensity, compared to P3HT/fullerene 
systems,16 is needed in the DPPST-T blends to observe the fast phase. This confirms that the high 
charge generation in DPPTT-T and DPPST-T blends could indeed be related to a reduction in the 
amount of trap states. This behaviour is not observed in DPPTT-S and DPPTT-Tz blends, where higher 
light intensities are needed to observe the fast decay phase (see Figure 3.7b) 
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Figure 3.6. Log-log plot version of Figure 3.5b. The parameter   is obtained from a power-law fit 
shown as a red line. Only DPPTT-T and DPPTT-S blends with PC70BM are shown for clarity. 
 
Figure 3.7. Transient absorption decays after excitation at 800 nm at low and high intensities for a) 
DPPST-T/PC70BM and b) right: DPPTT-Tz/PC70BM. Red lines are fits to the slow phase of the decay to 
power-laws with exponents   shown in the graph. 
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The rate constant for trap-limited non-geminate recombination can be obtained if the polaron 
extinction coefficient and the film thickness are known. The thickness of the films is 80 nm, and the 
polaron extinction coefficient was assumed to be                 in agreement to the one 
reported for P3HT and a low-bandgap polymer IF-DTBT.29 An estimate of the variation of the 
bimolecular rate reaction   as a function of charge density        can then be obtained, as 
previously reported for P3HT24 and shown in Figure 3.8 for DPPST-T and DPPTT-Tz. Notice that the 
slope    in Figure 3.8 is useful as the reaction rate corresponds to    , as explained in Chapter 2, 
and is related to   in Figure 3.7 by          .  
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Figure 3.8. Plots of second-order recombination coefficient,  , as a function of carrier concentration, 
 , calculated from the fits in Figure 3.4 for DPPST-T/PC70BM and DPPTT-Tz/PC70BM 1:2 blends.  
 
From this analysis it can be observed, that the more “deviated”   is from 1, the more pronounced 
the dependence      is. It can also be concluded that the blend with DPPST-T has an overall 
reaction order of 2.3, while DPPTT-Tz has a reaction order of 2.5. As discussed by Dibb,30 in these 
systems it is common to observe reaction orders higher than two, attributed to the charge 
trapping/detrapping processes discussed above. Note however, that obtaining reaction orders 
higher than 2 does not necessarily mean that the process of recombination is not bimolecular. The 
bimolecular rate coefficients   plotted in Figure 3.8 are at least 10 times larger, at the same charge 
densities, than those reported for P3HT/PC60BM by Shuttle and co-workers.
24  
This faster recombination most probably primarily derives from the faster carrier mobilities reported 
for these DPP based polymers.31–33  We note these values for   are still at least 3 times smaller 
compared to the Langevin predictions34, consistent with the reported well defined phase segratation 
for these blends.1 
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Next, the results for two further polymers, pDTTG-TPD and PGeDTBT herein renamed G1 and F0 for 
simplicity, will be presented. F0 will be analysed in more detail in Chapter 5. These polymers also 
have a low-bandgap, however they are not DPP-based, as can be observed in Figure 3.1. Figure 3.9a 
shows the UV-vis spectra of the 1:2 blends with PC70BM for both of these polymers, while Figure 
3.9b shows the transient absorption spectra at 150 ns after excitation at the corresponding polymer 
maximum absorption. 
 
Figure 3.9. a) Left: Steady state UV-vis absorption F0 and G1 1:2 blends with PC70BM. b) Right: 
transient absorption spectra of F0 and G1 at 150 ns after excitation at 660 and 600 nm respectively, 
with a fluency of 1 J/cm2. The transient spectra were corrected for blend absorption at the 
excitation wavelength. 
 
These signals, as for the DPP-based polymer/PC70BM blend ones, were not quenched in the presence 
of an oxygen atmosphere (see Chapter 5 for F0 blend in the presence of oxygen) and thus were 
assigned to the photoinduced absorption of positive polymer polarons. Figure 3.10 shows the 
kinetics of the photoinduced absorption for F0 and G1. As can be observed, they describe power law 
decays with exponents        for F0 and        for G1, thus confirming the assignment of 
these signals to the absorption of positive polymer polarons in the presence of an exponential trap 
distribution. 
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Figure 3.10. Transient absorption decays at different excitation intensities for a) 1:2 G1/PC70BM 
blend after excitation at 600 nm and probing at 1050 nm and b) 1:2 F0/PC70BM blend after excitation 
at 660 nm and probing at 1160 nm.  
 
It is interesting however, that despite the similar steady-state absorption of F0 and G1, the 
absorption of the positive polarons of F0 is much broader as compared to that of G1. It is also 
noticeable in Figure 3.10 that their decay dynamics are quite different. G1 presents a much slower 
and more dispersive decay (lower  ) while polarons in F0 decay faster and present an early fast 
phase at high excitation intensities, indicating a regime of free charge recombination. This phase is 
barely noticeable for G1, however the decays seem to saturate extremely fast in this blend, as can 
be confirmed from the change in the initial amplitude when changing the excitation intensity from 
1.3 J/cm2 to 30 J/cm2 (corresponding to a more than 20-fold increase in intensity) This is better 
shown in Figure 3.11 where the amplitude at 500 ns is plotted at different excitation intensities. As 
can be observed in that figure, an early, approximately linear region extends within the same limits 
for both blends (until  1 - 2 J/cm2). However, while G1 rapidly saturates, OD in F0 seems to not 
be saturated even at 90 J/cm2, confirming that a fast increasing phase is present only in the F0 
blend, while also confirming that the decays correspond to the non-geminate recombination of 
charges in the presence of an exponential distribution of traps. This is also notably different from the 
amplitudes of the DPP-based blends which tend to saturate to smaller excitation intensities as 
compared to F0. The exponents of the power-law fits correspond to reaction orders of  2.3 for F0 
and 3.3 for G1, thus suggesting that the distribution of traps and energetic disorder in both polymers 
are quite different. 
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Figure 3.11. Transient absorption amplitudes at 500 ns as a function of excitation intensity for F0 
and G1 1:2 blends.  
 
Next, the results that show the calculations of      and its correlation with the initial amplitude 
OD for the polymer/fullerene are shown for the polymers presented along with three additional 
polymers that were used to increase the      range. 
 
3c.2. Driving energy for charge separation,      and its relationship with polaron yield in 
polymer/PC70BM blends and JSC in the corresponding devices. 
     was calculated according to Equation 1.8 by consistently approximating the ionisation 
potentials obtained via photoelectron spectroscopy in air (PESA) as the HOMO energies and then 
adding to this value the energy corresponding to the onset of the UV-vis absorption (considered to 
be the exciton energy, as discussed in Chapter 1) to obtain the LUMO energy. The value of PC70BM 
electron affinity (EA) energy was consistently taken as 3.7 eV to be consistent with a number of 
papers published in our research group18,19. The IP, EA, ES and      for the blends herein analysed 
are included in the Table 3.1. Data for three more DPP-based polymers taken from previous 
literature1, was included in Table 3.1 and Figure 3.12 to expand the      range studied.
28   
One of the most controversial issues in this analysis is the way the yield of charges is obtained. 
Whenever possible the data is taken from the early time plateau region in the OD transients at low 
excitation densities which can be approximated as the initial charge density    in Equation 2.7b in 
Chapter 2. For the polymers studied in this chapter, this often was not possible, due to the relatively 
fast non-geminate recombination losses. In these cases, the OD was measured at the earliest time 
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and lowest excitation density possible, and then normalised to to 1 J/cm2 and 100 ns to allow 
comparison between polymers. We note this is an approximate treatment, which does not fully 
eliminate contributions from non-geminate recombination losses prior to 100 ns.  Errors associated 
with this approximation are likely to be a key cause of the ‘noise’ in the analyses reported below. 
However we note that these analyses employ a logarithmic scale for OD such that only changes of 
at least one order of magnitude are notable, which appears to be greater than these errors. 
 
Table 3.1. Ionization potentials (IP), exciton energies (ES), electron affinities (EA),      and positive 
polaron absorption at 100 ns and 1 J/cm2 for the polymer/PC70BM blends studied in this chapter. 
    refers to the short circuit current of devices fabricated with the same active layer as the 
characterized films. 
Polymer IP (eV) ES
a (eV) ECS (eV) OD
b  JSC (mA cm
-2)
F035 5.04 1.57 0.23 3.74 x 10-4 7.5 
G19 5.33 1.75 0.12 1.36 x 10-4 13.9 
DPPST-T1 5.0 1.35 0.05 8.04 x 10-5 12.6 
DPPTT-T1 5.1 1.40 0.00 1.50 x 10-4 16.2 
DPPTT-S1 5.1 1.37 -0.03 5.28 x 10-5 11.4 
DPPTT-Tz1 5.2 1.43 -0.07 1.85 x 10-5 9.4 
DTB-DPP1 5.3 1.48 -0.12 1.40 x 10-5 5.2 
BTT-DPP36 5.2 1.35 -0.15 2.40 x 10-5 7.1 
DPPT-TT37,38 5.4 1.42 -0.28 4.80 x 10-6 6.3 
a Obtained from the onset of the film UV-vis absorption  
b OD was taken (or escalated) at 1 J/cm2 and 100 ns, from a plateau region. 
 
It should be noted that uncertainties of ±0.02 eV are expected in the estimation of IP and ES energies 
between measurements determined with the same experimental methods; however variations in 
values between different measurement methods can be much larger. As long as all the values are 
measured in the same way, these can be used to determine trends in energetics, rather than 
absolute values.  
Figure 3.12a shows a plot of OD vs      for the polymer/PC70BM blends energetics characterized 
in Table 3.1. Figure 3.12b shows a plot with additional results from previous measurements of other 
polymer-families blended with PC70BM: thiazolothiazole-based polymers
18 in orange and thiophene-
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based polymers in blue19. Both graphs were prepared normalizing OD to one for the highest-
absorbing polymer blend, which for the polymers analysed herein is F0. 
For the four lowest charge generating polymers in the DPP-series, the calculated      is predicted to 
be negative. It should be noted however, that this value largely depends on the fullerene (PC60BM or 
PC70BM) electron affinity. EA for these fullerenes however ranges in literature from 3.7 to 4.3 eV and 
there is no consensus on the correct value39. Aggregation of these fullerenes seems to play a role in 
the difficulty of the determination of this energy, since, as reported by Jamieson and coworkers,40 
the formation of domains of crystallised fullerene can result in a change in its electron affinity. With 
such a scenario, researchers have rather opted to determine their own EA consistent with the rest of 
their energy measurements to make it comparable, usually using CV measurements. For these 
measurements a PC70BM EA of 3.7 eV was used since this value is consistent with our previous 
measurements.18 However, it should be kept in mind that if a PC70BM EA of, for example 4.1 eV had 
been used in Table 3.1 and Figure 3.11, the whole series would be shifted 0.4 eV to positive values. 
In this sense, negative      should be considered as “very small driving energy for charge 
separation” rather than an indication of an “up-cascade scenario”, that is, a situation in which the 
LUMO level of PC70BM lies higher in energy than that of the polymer, resulting in a poor electron 
transfer reaction.  
 
Figure 3.12. Normalized OD amplitudes obtained at low excitation intensities and escalated to 1 
J/cm2 at plateau regions when possible, at 100 ns, plotted versus the calculated      obtained 
from Equation 3.1. a) For the polymers analysed in this chapter, plus BTT-DPP36, DPP-DTB1 and DPPT-
TT37,38. b) DPP-series in a) plus two more series, thiazolothiazole-based polymer blends27 in orange 
and thiophene-based polymers19 in blue. 
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An interesting observation about Figure 3.12 is that the polymers included were not selected to have 
any particular microstructure. The relationship thus seems to be general in spite of the polymer’s 
individual morphologic particularities such as polymer domain size, crystallinity, donor/acceptor 
orientation or number of phases (molecularly intermixed vs pure phases). The blends were also 
chosen regardless of their processing details including blend ratios, use of solubilising additives or 
thermal annealing processes. Another aspect to point out is that variations in polaron extinction 
coefficients are not taken into account and are considered to be a source of scatter in this graph,20 
given that this affects the proportionality between OD and charge density.  
An important aspect to clarify is that the OD of the polymer/fullerene blends herein analysed did 
not include any correction for the magnitude of PLQ. As determined in Chapter 4, this is not the case 
for DPPTT-T, and the same might true for the rest of the DPP-based polymers in the series, given 
that most of them present the same crystallinity and phase segregation as DPPTT-T.1 The differences 
in OD could then be argued to come from different electron transfer efficiencies. However, even if 
PLQ is incomplete for these series of polymers, it is likely that the differences in the quenching 
between the different polymer/PC70BM blends are small enough that, rather than causing the trend 
itself, they could cause noise in the data points. 
The final aspect to discuss in the data presented in Figure 3.11, is the observation of almost parallel 
correlations of OD vs      with different y-intercepts for the three different families included. 
While the slopes of the linear regressions in this figure vary only slightly, the y-intercepts vary 3 
orders of magnitude in a linear scale. The y-intercepts in Figure 3.11, are proportional to the charge 
separation efficiency for a blend of the corresponding polymeric family when its       . 
Simultaneously, the y-intercept can also be interpreted as the necessary driving energy required to 
generate a minimum amount of charges. For example, it can be obtained, that to generate 1% of the 
amount of charges that F0 does (the best polymer within the DPP/low-bandgap series) a small 
              is needed. This energy however increases to 0.22 eV for the thiazolothiazole 
series while it significantly increases to 0.64 eV for the thiophene series. The reason for these 
differences is unknown, but one can speculate that it could be related to a difference in the 
polymer’s dielectric constant which makes charge separation intrinsically more or less demanding in 
terms of energy.18  Other possibilities include a higher CT character of the excitons, as found for F4 in 
Chapter 5 or the orientation of the polymer and fullerene at the interface.41 
Finally, Figure 3.12a presents the correlation between the short circuit current     in devices 
fabricated with the same active layers and processing conditions as the corresponding active blends 
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and the initial amplitude of polaron absorption, OD for those blends, whilst Figure 3.12b extends 
this to the correlation between JSC and     . 
 
Figure 3.12. Plots using the data in Figure 3.9a, of a) log     vs log OD and b) log    vs     .     
was measured in devices with active layers prepared with the same processing conditions as those 
of the corresponding blend films analysed in this chapter plus BTT-DPP36, DPP-DTB1 and DPPT-TT37,38. 
In red, linear fits of the experimental data excluding F0 for the regression. 
 
As can be observed from this figure, previously reported for thiophene-based polymers20, a double-
logarithmic relationship is observed between the amplitude of the 100 ns polaron absorption and 
the obtained short circuit current in the corresponding devices. An analogous correlation is observed 
between      and log    . This correlation suggests that photocurrent is determined (although 
certainly not only determined) by the yield of dissociated charges in the blend films.27 Unlike the 
linear relationship found by Clarke and co-workers for thiophene-based polymer/fullerene blends,20 
the dependence found in this figure is sub-linear, with a slope      . Whilst the origin of this 
behaviour is unclear, it may be related to a trend in optical bandgap, with the low charge separation 
quantum yields for the lower      polymers being partly offset by enhanced light harvesting. A full 
analysis of this would require optical modelling of the device, beyond the scope of this thesis. The 
data points for F0 were not considered for both linear regressions. This blend clearly deviates from 
this trend, most probably due its particularly fast non-geminate recombination dynamics, limiting its 
    consistent the conclusions of Chapter 5.
14  
Figure 3.12b presents the correlation between the calculated      and     in the corresponding 
devices. Since a correlation between the charge yield and      for low-badgap polymers/fullerene 
blend films was demonstrated in Figure 3.11a, and separately, a correlation between     and charge 
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yield was also found, it was interesting to assess whether      could directly impact upon the short 
circuit current of the devices. Although the scattering is high, one can observe that a clear 
correlation between ECS and JSC as reflected in the squared Pearson coefficient        . From this 
result it can then be concluded, that the driving energy for charge separation directly impacts on JSC, 
and is indeed its primary determinant, for this series of donor/acceptor polymers. This dependence 
is indicative of the importance of geminate recombination losses in limiting photocurrent generation 
in this polymer series, and emphasises the importance of minimising such losses for efficient device 
performance.  
Figure 3.12b presents the correlation between the calculated      and     in the corresponding 
devices. Since a correlation between the charge yield and      for low-badgap polymers/fullerene 
blend films was demonstrated in Figure 3.11a, and separately, a correlation between     and charge 
yield was also found, it is interesting to assess whether      could directly impact upon the short 
circuit current of the devices. A log-linear relationship between     and      is expected from 
Equation 3.2. This equation was derived using Equation 1.1614 and the definition of      of Equation 
1.8, and solving for    .  
        
    
 
 (Eq. 3.2) 
 
Where                           and          ,     is the current lost due to non-
geminate recombination and     is the ideality factor in the non-ideal diode equation. It should be 
noted that this relationship relies on the assumption that the variables in   and   do not depend 
upon     , which is certainly not the case for     or     and as such, is just an approximate model.  
Although the scattering is high, a linear relationship between       and      is observed and 
reflected in the squared Pearson coefficient        . From this result it can be concluded, that the 
driving energy for charge separation does directly impact on     whenever the blends used are not 
limited by charge mobility or severe geminate/non-geminate recombination. 
 
3d. Discussion 
 
In this chapter, a thorough characterization of the non-geminate recombination dynamics for a 
group of low-bandgap polymers, including DPP-based and Ge-thiophene based polymer types was 
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performed. An analysis similar to the one done by Shuttle and co-workers24 was included for two 
representative DPP-based polymers, in which the charge density dependence of the recombination 
constant   was assessed and the reaction order determined. The magnitude of   at the same charge 
density was found to be almost 10 times larger compared to that determined by Shuttle for 
P3HT/PC60BM blends and devices.  
The second part of this study demonstrates firstly, the validity of the correlation between the free 
polaron yield, as assessed via s-TAS measurements, and the driving energy for charge separation, 
irrespective of their relative donor-acceptor strength. Further into this discussion, and given the 
definitions of      and      in Figure 3.1, an estimation of the entropy gained as the charges 
separate and thermally relax can be estimated if      is considered as an enthalpic energy. Figure 
3.13 shows this analysis. 
 
Figure 3.13. a) Linear plot of      vs     , the red line correspond to a linear fit with slope 
    and b) Calculated      vs     , the red line is a constant calculated by a minimum squares 
procedure.DPP-DTB and F0 were excluded of the regression. 
 
     was estimated in the same way as Janssen and co-workers
4 by             . As 
expected, when plotting      vs      a slope very close to 1 was obtained          
       therefore indicating that an estimation of the thermalization entropy,      is valid. In order 
to obtain     , the basic equation of thermodynamics,                 was used. As 
expected, a constant was obtained when plotting      vs      . Using a minimum squares 
procedure, the value of the thermalization entropy was calculated to be               
  . 
This value has the same order of magnitude as those estimated in ref42. 
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Secondly, the validity of the correlation between the dissociated  polaron yield and the short circuit 
current in devices with the same active blend is also established for this group of polymers, as it has 
been done before for other polymer families.20,38 Even more interesting, a direct correlation was 
established between the short circuit current of the devices and the driving energy for charge 
separation in the corresponding blends. While a log-log relationship was found for the dependence 
of     on the charge yield, a log-linear relationship was obtained for these variables, in agreement 
with the observed logarithmic dependence of charge separation yield upon energy offset. Notice 
that,      is not by any means the only determinant of the magnitude of    . Material properties 
such as microstructure, solubility of the polymer and fullerene, aggregation or presence of pure 
material phases can extensively affect the yield of charges, as discussed in the following chapters. 
However these are not the only variables influencing the magnitude of    , in working devices other 
factors must be taken into consideration, such as the     product, the thickness of the device, 
electrode shunting and so on. Given these considerations, it is particularly striking that a clear 
correlation is observed between      and    , indicating that, for this polymer series, the energetics 
of charge separation are the dominating determinant of photocurrent generation. Although the 
direct relationship between      and     had not been demonstrated before, the influence of blend 
energetics had been discussed before and agrees with the model of charge separation described in 
earlier contributions.20,42 
Finally, the issue of the different energy offsets required to generate a fixed yield of charges for the 
different polymeric families (different y-intercepts in the OD vs      plot) still needs further 
investigation, however it seems likely that a combination of higher dielectric constants and higher 
excitonic CT characters shift the      necessary to generate efficiently charges.
18 Although the 
orientation of the polymer with respect to the fullerene is a hypothesis that has gained attention as 
a plausible explanation for increased charge separation efficiency,41 it seems quite difficult to 
generalize this idea to a family of polymers, even if they present similar crystallinities and 
morphologies, since the molecular packing is extremely sensitive to minimum structural differences 
in the polymer backbone, as it will be demonstrated in Chapter 5. 
 
3e. Conclusions 
 
In this study, a characterization of non-geminate recombination dynamics using s-transient 
absorption spectroscopy is shown for a group of low-bandgap polymers. The dependence of the 
recombination constant on charge density is shown as well as a calculation of the order of the 
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recombination reaction for a couple of DPP-based polymers. A relationship between the yield of 
charges, as evaluated from the amplitude of the TAS decays at low excitation intensities, and      is 
extended to these low-bandgap polymers however, reaching high yield of charges at lower      
values compared to other polymeric families. Following the definitions of      and     , the value 
of the entropy of charge thermalization,      was determined to be          
  . Finally a 
relationship was established between the short circuit current of the corresponding devices and the 
yield of charges, and more interestingly, between the yield of charges and      , indicating that the 
current is largely determined by this energy for this polymeric family. 
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Chapter 4. Study of DPTT-T/PC70BM 
blends and devices as a function of 
fullerene loading 
 
 
 
In this chapter, the best performing polymer from the DPP-based polymers studied in Chapter 3, 
DPPTT-T was studied. The focus of this chapter is the characterization of its photophysical behaviour 
and its relation with device behaviour as a function of PC70BM loading. DPPTT-T is a relatively stable, 
low-bandgap polymer that has previously attracted interest in industry projects. Looking towards 
possible synthetic feedback, the photophysics of exciton quenching, charge separation and 
recombination as a function of fullerene loading were characterized, correlating the results with the 
performance of solar cell devices as well as with morphologic assays.  From the correlation between 
photoluminescence quenching, Transient absorption spectroscopy results (TAS) and absorbance-
corrected external quantum efficiency, (IQE* ) it was concluded that one of the main limitations in 
the conversion of photons into free charges in DPPTT-T/PC70BM devices is poor exciton harvesting, 
even with the optimized fullerene loading. After analysis of the morphology assays, it is proposed 
that such exciton losses are due to a low intermixing of the polymer and PC70BM, and it is suggested 
that this might be a common factor of short circuit current loss in other highly crystalline, DPP-based 
polymers.  
In the introduction, trends in performance data are compared for non-DPP and DPP-based devices 
and an overview of the current literature on the possible causes for DPP-based devices limitations is 
presented. Later on, the experimental details of the techniques used to characterize the systems are 
described. Next, the steady state spectroscopy results are presented, followed by the time-resolved 
spectroscopy results. Following, a section named Complementary results which includes crystallinity 
and morphology characterization results obtained by collaborators in our group is also discussed. 
Finally, the relevance of our spectroscopy results and their rationale considering the conclusions 
from the morphology characterization is discussed. 
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4a. Introduction 
 
Among low-bandgap polymers, Diketopyrrolopyrrole (DPP)-based polymers are one of the most 
attractive polymer families. The donor-acceptor synthetic design, with an electron deficient DPP 
core and electron rich thiophenes, results in a narrow bandgap, capable of absorbing electrons in 
the near-IR region. Their low bandgaps also make them suitable to be used as low-wavelength co-
absorbing material in tandem solar cells. It has been shown that they canconstitute single junction 
devices with good performances that can reach 8% power conversion efficiency1. Moreover, they 
usually present very high and balanced charge carrier mobilities2; this last feature gives them 
ambipolar characteristics also interesting for applications in transistors3.  
 
DPP-based polymers usually present a large tendency to aggregate and form crystalline domains, 
which is related to the high planarity of the DPP core, which in turn enhances – interactions and 
therefore intermolecular overlap.  These interactions are so strong with some DPP-based polymers 
that signatures of aggregation have been detected even in solution4 as will be shown in this study. 
The polymer that was analysed in this chapter, DPPTT-T (See Figure 2.1, in Chapter 2 for structure) 
has fused thiophenes as an electron-rich counterpart of the DPP core, which extends the polymer 
conjugation and thus increases the polymer coplanarity, further enhancing intermolecular 
interactions5.  
 
Despite the clear advantages of the use of DPP-based polymers in solar devices, when analysing the 
best seven single-junction DPP-based conventional devices and some of the best non-DPP 
conventional recently reported devices, (see Table 4.1) it is noticeable that despite DPP-based 
devices having a significantly higher average JSC (almost 1 mA/cm
2 higher) than that of their non-DPP 
counterparts, their EQEs are significantly lower in both the blue part of the spectrum, associated 
with fullerene charge generation and the red, polymer-charge generation wavelengths. It is 
particularly noticeable in the latter case: while the maximum EQE  for DPP systems has an average 
value of 56%, the same figure for non-DPP devices is  74%. We rule out systematic absorption 
limitations in the DPP-based devices since their active blend thickness is similar to those of the non-
DPP based devices. Moreover, there is no reason to believe that DPP-based polymers could have 
lower extinction coefficients compared to their non-DPP based counterparts, quite the opposite, 
recent studies suggest that at least DPPTT-T, presents a considerably high extinction coefficient6. It 
could be therefore assumed that these figures reflect the intrinsic ability of the polymers to convert 
photons into photocurrent. This suggests that despite the advantage of DPP-based devices 
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harvesting low-energy photons and thus contributing to JSC, they have an intrinsic conversion 
limitation that lowers their EQE values.  
 
Table 4.1. Photovoltaic properties of best DPP-based and some of the best current non-DPP based 
devices with standard architectures (ITO/PEDOT:PSS/Active blend/Ca (or LiF)/Al) with similar 
thicknesses and with PC70BM as acceptor. 
 
DPP-based best performing conventional devices (increasing Jsc) 
Polymer  
JSC 
(mA/cm2) 
VOC (V) FF 
EQEmax 
(Polymer) 
EQEmax 
(PC70BM) 
%PCE 
Thickness 
(nm) 
LUMO 
(eV) 
PDPP2T-BDT7 13.2 0.77 0.68 0.51 0.51 6.9 110 -3.72 
PDPPTPT1 14 0.8 0.67 0.58 0.52 7.4 115 -3.66 
PDPP3T1 15.4 0.67 0.69 0.49 0.51 7.1 134 -3.74 
PDPP3TaltTPT1 15.9 0.75 0.67 0.59 0.57 8.0 110 -3.73 
PDPP4T7 16 0.64 0.69 0.6 0.55 7.1 115 -3.64 
DPPTT-T C28 18.6 0.61 0.64 0.61 0.69 7.3 115 -3.7 
DPPTT-T C38 18.7 0.6 0.62 0.54 0.65 6.9 115 -3.7 
Average 16.0 0.69 0.67 0.56 0.57 7.2 116 -3.70 
Some of the best performing non-DPP-based conventional devices (increasing Jsc) 
PBDTTPD9 
(2EH/C8) 
12.5 0.93 0.65 0.72 0.63 7.5 110 - 
PBDTTPD9 
(2EH/C7) 
12.6 0.97 0.7 0.73 0.64 8.5 110 - 
PBDTT-S-TT10 15.3 0.84 0.66 0.70 0.60 8.4 95 -3.27 
PTB711 15.75 0.76 0.7 0.75 0.71 8.4 90 -3.31 
PBDTDTTT 
-S-T12 
16.35 0.69 0.66 0.73 0.51 7.8 110 -3.57 
PBDT-TS113 17.4 0.80 0.66 0.72 0.71 9.2 100 -3.52 
PBDT-TFQ14 17.9 0.76 0.58 0.8 0.85 8 106 -3.30 
Average 15.4 0.82 0.66 0.74 0.66 8.3 103 -3.39 
 
 
A couple of studies have addressed the EQE limitations, one in DPP polymers with different donor 
moieties7 and another one in which the length of the side chains is varied for PDPPTPT15. Both 
studies found that the optimized blend films form fibrillar structures whose widths were inversely 
correlated with EQE values. The study with PDPPTPT proposed that wide polymer fibrillar structures 
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prevent an efficient exciton dissociation which impacts on the EQE values for the corresponding 
devices.   
 
This study takes that hypothesis one step further and aims to investigate how the exciton 
dissociation, charge separation and charge recombination vary in DPPTT-T in blend films as a 
function of PC70BM loadings. A key focus is relating these measurements with the morphologies of 
the blend films and with device parameters.  
 
Surprisingly, there are relatively few studies that address systematically the effect of the 
polymer/fullerene ratio on charge dynamics and its relation with the changes in morphology and 
aggregation behaviour for low-bandgap polymers. Composition dependencies have mainly been 
empirically determined from device optimization in each polymer/fullerene system. Some early 
papers and a few later ones studied the effect of PCBM loading in P3HT16–19 and PPV blends20,21 in 
films and solar devices. It explained the differences in device performance by a trade-off between 
light absorption and charge separation as studied by PL quenching. It was also proposed for a PPV-
based system21 that high PCBM concentrations favour not only an increased electron but also a 
higher hole mobility, which would suggest an improved charge transport in the corresponding 
devices. Additionally, a transient absorption study on different thiophene-based polymers with 5% 
and 50% PCBM concluded that the polaron yield is higher for the blends with higher PCBM 
loadings22. High PCBM loadings were associated with a higher polaron pair dissociation efficiency, 
however little was mentioned on the blend properties that relate with this higher efficiency.  
 
Recently, a few studies that aimed to assess the morphological impact of PCBM concentration have 
also been reported23,24. The current consensus is that as fullerene loading is increased, a trade-off 
occurs between efficient exciton dissociation, and reduced charge recombination. Exciton 
dissociation is optimal in intermixed domains, where the proximity between polymer and fullerene 
directly promotes electron transfer efficiency. Simultaneously, charge separation and collection has 
been suggested to require an extended, aggregated fullerene network with high electron affinity25,26, 
which acts as an energetic drive to spatially separate any initially formed bound polaron pairs. This 
has been found to be particularly important for amorphous polymers, and less critical if the polymer 
has a high crystallinity26. This idea has been addressed before by  Janssen et al27, who proposed that 
a high fullerene loading is necessary to drive the separation of bound CT states and increase charge 
separation efficiency in blends with a fluorene copolymer (PF10TBT). The impact of fullerene 
aggregation upon charge generation has been further explored and developed in the work by Savoie 
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et al28 and others, who proposed that it is the delocalization in the fullerene upper states which 
controls charge separation efficiency by dissociating charge bound states. Experimentally, using 
spectroscopy to detect and assign non-emitting bound and separated states has proven a challenge 
in most of the current, efficient systems, since they usually have indistinguishable absorption 
features.  
 
Additionally, non-geminate recombination is expected to be slowed down when a network of 
aggregated fullerene is present, this has been observed in both TPV/TPC studies as a function of 
acceptor loading29 and annealing30 as well as in TAS studies on P3HT as a function of 
polymer/fullerene composition18.  It has also been demonstrated for P3HT17 as well as for low-
bandgap polymers24, that the amount of fullerene necessary to reach the optimum ratio for charge 
generation and charge collection is related to the miscibility of the fullerene within the polymer 
matrix. In this sense, polymers with a lower miscibility expel PCBM more easily, as is the case for 
DPPTT-T31, and therefore may not need high loadings of the acceptor to form percolating pathways 
that favour charge collection. In principle, this miscibility is related to the intrinsic ability of the 
polymer to aggregate and therefore is related to their crystallinity.  
 
It is therefore interesting to determine what processes are related to the EQE limitations for DPPTT-
T , studying the polymer aggregation behaviour when we changed the polymer/fullerene loading, as 
well as charge photogeneration and recombination mechanisms.  
 
 
4b. Experimental section 
 
5 mg/mL DPPTT-T and 10 mg/mL PC70BM solutions in a mixture of 4:1 Chloroform to ODCB solvents 
were prepared and stirred overnight to prepare the films with the different PC70BM loadings, whose 
polymer to fullerene ratio were: 4 to 1 (20% PC70BM), 2 to 1 (33% PC70BM), 1 to 2 (67% PC70BM) and 
1 to 4 (80% PC70BM). The films were spun on cleaned glass substrates for 1 minute at 2,500 rpms in 
air, and were then transferred into an inert-atmosphere glovebox until the measurements were 
performed. These films were used for UV-Vis, PL, sub-ps to s-TAS and AFM. For XR-D samples, 10 
mg/mL DPPTT-T and 20 mg/mL PC70BM solutions were used to prepare drop casted films with the 
appropriate concentrations ratio on cleaned glass substrates and dried overnight. 
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In this chapter, Transmission Electron Microscopy (TEM) was used as one of the morphology assays, 
providing a resolution as high as 1 nm. In brief, TEM operates with the same principle as light 
microscopes, except that rather than light, it is a beam of electrons that is sent to the sample to 
obtain an image depending on its degree of deflection, which in turns depends on the electronic 
density of the part of the sample analysed. Organic molecules do not present enough change in the 
electron density necessary to detect the changes in inflection, for which the samples are stained 
with heavy metals. TEM measurements were carried on a JEOL 2010 transmission electron 
microscope at the Materials Department, Imperial College London by Dr. Safa Shoaee. Samples for 
TEM were prepared from dilute, 3 mg/mL solutions of the appropriate ratios of DPPTT-T and 
PC70BM. Clean glass was used to spin coat PEDOT:PSS at 3000 rpm and then the dilute solutions 
were spun on top. The films were retrieved on mesh copper grids and stained with I2 vapour. 
 
Atomic Force Microscopy (AFM) was also carried out to assess the surface morphology of the blends. 
AFM operates by bringing into close contact a sharp tip with the surface of the material, then 
scanning the tip on top of the material. The tip undergoes both attractive and repulsive forces that 
result in deflections of the tip which are monitored optically by shining a laser on the tip and 
detecting the changes in its reflection. These deflection patterns are used in a feedback system that 
adjusts the proximity of the sample to the tip to minimize the deflections and keep the force 
constant, these patterns are recorded to construct a topography image. The exact operation 
mechanism though, depends on the operation mode in which AFM is used. For our samples tapping 
mode was used to avoid surfaces damage. AFM measurements were carried out by Ching Hong Tan 
at the Materials Department of Imperial College in a Bruker MultiMode 8 setup with a RTESP tip, on 
blend films prepared in the same way as those used for PL and TAS. 
 
Photovoltaic devices were prepared by Alex Gillett and Dr. Pabitra Shakya Tuladhar. The active layers 
for devices were prepared in a similar fashion as for blends, except that the substrates had the 
electrodes deposited. Pre-cleaned, patterned indium tin oxide (ITO) substrates (15 Ω per square) 
were used. On top of the ITO substrates, PEDOT:PSS was spun at  3000 rpm and dried on a hot plate 
at 150°C in air for 20 minutes. The active layer was spun on top, in the same fashion as for the films 
and transferred to a inert-atmosphere glovebox. Following, the counter electrode of LiF (1 nm) and 
aluminum (100 nm) were deposited by vacuum evaporation at 3 × 10-7 mbar. The active area of the 
devices was 0.045 cm2. 
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4c. Results 
4c.1. Steady state UV-vis and Photoluminescence emission spectroscopies: polymer aggregation 
behaviour in solution and in blend films and exciton quenching. 
Figure 4.1a shows representative steady-state UV-vis spectra of the neat DPPTT-T and PC70BM as 
well as of the DPPTT-T:PC70BM blends as a function of their weight ratio, varying from 4:1 to 1:10 
polymer:fullerene. As expected, upon increasing the fullerene ratio, the proportion of PC70BM 
absorption increases, whereas the 650 – 1000 nm absorption corresponding to the polymer 
decreases. Interestingly, it is noticeable that upon increasing the PC70BM concentration the shoulder 
of the polymer S0  S1 transition band, previously assigned to 0,0 lowest vibronic transition, 
increases in relative intensity. Additionally, a slight red shift in this 0,0 transition of ~ 0.04 eV is also 
observed (from 793 nm in the neat polymer to 814 nm in the 1:10 blend). These observations have 
been argued to originate from an increased order in the polymer packing due to increased – 
stacking23. This assignment also agrees with the decrease in the shoulder intensity when a DPPTT-T 
solution in ODCB solvent is heated, and thus the intermolecular polymer interactions disrupted, as 
shown in Figure 4.1b. It is then surprising that the polymer – intermolecular interactions seem to 
be stronger upon the addition of PC70BM. The change in the shoulder intensity has also been 
observed for DPPTT-T polymers with different branching points in their side chains, both in thin films 
and solutions8, and therefore emphasizes that small structural changes in the side chains can have a 
high impact in DPPTT-T core – interactions, thus affecting its packing and crystallinity.  
 
Figure 4.1. a) Steady state UV-vis absorption of neat and blend films of DPPTT-T and PC70BM with 
different polymer to PC70BM weight ratios. b) Steady state UV-vis absorption of a 5.5 x 10
-3 mg/mL 
DPPTT-T ODCB solution at different temperatures, showing the change in intensity of the 0,0 
vibronic band of the polymer. 
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Next, in Figure 4.3a and Figure 4.3b, the results of both DPPTT-T and PC70BM photoluminescence 
(PL) emission and their respective quenching in the blend films with varying compositions are 
presented. This system is convenient to selectively excite and probe, given that the absorption and 
emission of the polymer and the fullerene are well separated: the emission of the polymer spans 
from ~850 to 1300 nm and that of the fullerene between ~650 and 800 nm. As expected, the 
quenching degree increases as the concentration of the complementary component increases; for 
example, the larger the DPPTT-T concentration, the more quenched the PC70BM emission. However, 
it is noticeable that whereas the fullerene quenching is complete or close to being complete for the 
films with high polymer concentration, the polymer emission does not reach complete quenching 
even with the 1:10 film, an observation that will be discussed shortly.  
 
 
Figure 4.2. a) Steady state PLQ studies of DPPTT-T as a function of PC70BM loading, exciting at 740 
nm b) steady state PLQ studies of PC70BM as a function of DPPTT-T loading for the same blend films, 
exciting at 520 nm, where DPPTT-T has a minimum absorption. PL data was normalized for photon 
film absorption at the excitation wavelength and then normalized to the neat maximum. 
 
 
4c.2. Femtosecond to microsecond transient absorption spectroscopy: early photophysics and 
charge recombination dynamics as a function of fullerene loading. 
 
Following the steady-state characterization, transient absorption data was compared for the 
samples 4:1, 2:1, 1:2 and 1:4, and neat DPPTT-T measured exciting at 740 nm and an excitation 
intensity of 25 J/cm2. First the dynamics of the neat DPPTT-T film will be described. In Figure 4.3a, 
and 4.3b the spectra and decay dynamics of neat DPPTT-T probed at 1000 nm are shown. As can be 
observed, the photoinduced absorption signals are quite flat and broad, although there appears to 
be a maximum in the red part of the spectrum, between 1300 and 1400 nm. DPPTT-T signals can be 
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assigned to the photoinduced absorption of singlet excitons to upper excited states, S1  Sn. As can 
be observed in Figure 4.3b, the signal has completely decayed by 300 – 400 ps, which is incompatible 
with the presence of triplet states, which usually are at least one order of magnitude longer lived32. 
Additionally, triplet excitons were not observed in oxygen quenching studies in the neat polymer, as 
detailed in photochemical stability studies33. Therefore, it was concluded that no triplets are present 
formed after photo-excitation, opposite to what has been determined in a recent study of DPP-
based polymers34.  
The exciton decay dynamics can be fitted to a monoexponential decay with a time constant  = 46 ± 
3 ps, which was obtained by averaging the time constants obtained at probed wavelengths from 900 
to 1300 nm. Figure 4.3b shows that this decay is independent of the excitation intensity between 5 
and 25 J/cm2, and thus can be assigned to the radiative and non-radiative decay of the singlet 
exciton. From this data it is also plausible to conclude that no exciton-exciton annihilation processes 
are observed between these excitation intensities. It is noticeable that this decay time is rather short 
as compared to other exciton decay times in low-bandgap neat conjugated polymers used in OPV 
studies, which usually have decay times ranging between 140 – 270 ps35–39. This could be the result 
of increased non-radiative deactivation processes in DPPTT-T due to its small bandgap, as expected 
from the energy gap law40–42. The short exciton decay time might then also prevent the encounter of 
excitons and thus avoid second order processes including exciton-exciton annihilation. 
 
Figure 4.3. Neat DPPTT-T sub-ps transient absorption data in the IR region, excited at 740 nm, in a) 
transient spectra taken at 25 J/cm2 and b) dynamics averaged between 990 and 1010 nm at 5 and 
25 J/cm2. The data was corrected for polymer absorption at the excitation wavelength. 
 
A description of the transient absorption data for the blend films is now presented. Small spectral 
differences were observed between the four blends analysed (4:1, 2:1 1:2 and 1:4), and thus only 
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the spectra for 2:1 and 1:2 blend films are shown in Figure 4.4a and 4.4b. In both cases at early 
times, ( 0.4 ps) OD increases towards 1400 nm, as well as a positive feature at 950 nm which are 
likely to come from the initially formed, singlet exciton photoinduced absorption. In other low-
bandgap polymers, exciton photoinduced absorption has also been identified in the same 
wavelength area, which further confirms our assignment36,40. This increase in OD is slightly 
different to the photoinduced exciton absorption in the neat film, which could be related to the 
increased intermolecular interactions in the blend films, as obtained in the UV-vis spectra. 
 
Figure 4.4. Sub-ps transient absorption spectra in the IR region, excited at 740 nm at 25 J/cm2 of a) 
2:1 DPPTT-T to PC70BM blend film and b) 1:2 DPPTT-T to PC70BM blend film, including a s-resolved 
transient spectra taken under the same excitation conditions. The spectra were corrected for 
polymer absorption at the excitation wavelength. 
  
Additionally, at late times, (from 400 – 800 ps) the formation of a band centred at  1300 nm is 
observed.  This band is consistent with the microsecond spectra obtained for the 1:2 blend, and 
appears at times where the polymer exciton has completely decayed, thus it can be assigned to the 
photoinduced absorption of positive polymer polarons. Based on the oxygen quenching studies 
discussed in Chapter 3 we rule out any triplet contribution for the blends.  
The shape of the spectra in the blend films being very similar indicates that the changes in 
morphology and polymer packing upon the incorporation of higher concentrations of PC70BM does 
not translate into spectrally different excited species. The apparent insensitivity of the blend spectra 
towards composition is clearly different from the behaviour in other polymer systems, for example 
PBTTT blend films, where a clear change in the shape of the transient absorption bands upon 
increasing fullerene concentration was observed, as will be discussed in Chapter 6. Finally it is 
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noticed that the polaron band does not show a red-shift, previously related to a large energetic 
disorder and thus a broadening of the density of states43, which could be an indication of this system 
not presenting a large amount of deep trap states.  
It was interesting to draw a correlation between the exciton emission quenching observed in the 
PLQ measurements and the exciton dynamics at early times as probed by ultrafast TAS. In order to 
do this, the decays at 1300 nm were analysed as explained shortly. At this wavelength the exciton is 
largely predominant at early times, for polaron behaviour is only displayed from  1 ns. In Figure 4.5 
representative data for the 4:1 and 1:2 blends is shown.  
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Figure 4.5. Normalized sub-ps transient absorption exciton dynamics exciting at 740 nm with 25 
J/cm2 intensity, probed at 1300 nm for 4 to 1 and 1 to 2 blend films. The decays were fitted to a 
biexponential function plus a constant term (see text). 
 
The data was fitted to a bi-exponential function plus a constant term, as shown in Equation 4.1. 
 
                                        
 
(Eq. 4.1) 
The first term was considered to correspond to the decay contribution of polymer excitons that 
were not quenched, and therefore    is the intrinsic exciton decay time as obtained from the neat 
film. From the fits, we obtained values for    lying between 52 and 44 ps, therefore agreeing with 
our previous result. The second term corresponds to the contribution of quenched polymer excitons, 
being     the decay time of the excitons when they are quenched by the acceptor. To relate with the 
polymer PLQ values, the percentage of quenched excitons,    was calculated as the relative 
fraction of the pre-exponential factor   , corresponding to the contribution of the quenched 
excitons, as shown in Equation 4.2. 
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(Eq. 4.2) 
 
In Table 4.2 data from the fits for the blends 4 to 1, 2 to 1 and 1 to 2 is shown. Unfortunately the 
analysis could not be extended to the 1 to 4 blend, since it considers that all of the initial signal 
comes from excitons. It is likely that upon increasing the fullerene concentration, there is an 
increasingly large amount of polarons that are formed instantaneously therefore “contaminating” 
the exciton signal. This is the main reason why the simpler analysis described in section 2c.2 from 
Chapter 2 was not used in this case. The model also considers that important rearrangements 
possibly take place in the excitons that are to be quenched, for example the accumulation of 
electron density in the close vicinity to the fullerene acceptor.  
 
Table 4.2. Comparison between the polymer PLQ values as obtained from steady-state PL and %QE 
as obtained from sub-ps TAS. 
 
Blend % PLQ Polymer                       
4 to 1 55 52 (0.32) 1.9 (0.34) 52 
2 to 1 57 44 (0.23) 2.0 (0.35) 60 
1 to 2 68 46 (0.16) 2.6 (0.32) 66 
1 to 4 74 - - - 
 
 
It is noticed that, despite the simplicity of this approach, there is a trend of increasing amount of 
quenched excitons that is comparable with the results obtained with steady-state PL. Therefore it 
can be concluded that despite the small differences in the spectra at the sub-ps timescale, the effect 
of increasing the fullerene concentration can be observed in the exciton dynamics.  
The next section addresses the dynamics of the blend films from the sub-ps to the s timescale. The 
films were excited at 5 J/cm2 to assure that the lowest possible energy was used without 
compromising the signal-to-noise ratio. Figure 4.5 shows the data for the 4:1, 2:1 and 1:2 blend films 
probing at 980 nm. The blend transients were corrected for absorption at the excitation wavelength 
and for PL emission, taken at the maximum of each blend. These corrections were made so that the 
signals represent the polaron yield from the available excitons (quenched excitons), and not a 
combined measure of exciton dissociation and polaron formation efficiency. As such this yield will be 
named polaron per quenched exciton (PPQE). 
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Figure 4.5. Sub-ps to s transient absorption dynamics of the different blend films, excited at 740 
nm at 5 J/cm2 and probed at 980 nm, showing similar polaron yields per quenched exciton, but 
slower recombination as the fullerene concentration is increased. Data in the nano- to micro-second 
scale was taken by Hendrik Utzat. 
 
Considering the data from 300 ps (marked with a vertical line) where the contributions to the signal 
from excitons is negligible, it is quite clear that the changes in the PPQE for the blends with different 
PC70BM loadings are very small, therefore suggesting that for the DPPTT-T/PC70BM system the 
efficiency of polaron formation per quenched exciton is independent of the relative PC70BM 
concentration. However, it can be observed that upon increasing the fullerene loading, charge 
recombination becomes slower thus indicating the need of high fullerene concentrations to retard 
recombination.  
It is interesting to note that by 1 s, 88% of the PPQE signal has decayed in the 1:2 blend, while the 
proportion increases to 95% in the 2:1 blend and 97% in the 4:1 blend. Recombination seems to 
consume the vast majority of the charges in the three blends in a relatively short time period 
however, even the low excitation intensity used, (5 J/cm2) corresponds to a much higher power 
density as compared to the 1 sun irradiation used for device measurements. These decays are then, 
not directly comparable to the decays of charges recombining in devices at open circuit conditions as 
in for example, transient photovoltage experiments. 
In order to determine whether the recombination behaviour observed here corresponds to non-
geminate or geminate charge recombination, measurements with different excitation intensities 
were performed. These data are shown in Figure 4.6a for the 4:1 blend and Figure 4.6b for the 1:4 
blend, probing at 980 nm. It is noticeable that upon increasing fullerene loading, the recombination 
behaviour not only becomes slower, but changes from being largely intensity independent to be 
94 
 
intensity dependent. This suggests that as the fullerene concentration is increased, recombination 
changes from a geminate to a non-geminate nature. This implies that the relative amount of bound 
polaron pairs decreases as the PC70BM concentration increases, that is, the separation of bound 
charges into free charges becomes more efficient.  
 
Figure 4.6. Normalized sub-ps to s transient absorption recombination dynamics pumping at 740 
nm and probing at 980 nm and as a function of excitation intensity for a) 4:1 and b) 1:4 blend film. 
Data in the nano- to micro-second scale was taken by Hendrik Utzat. 
 
Although excitation intensity independent kinetics assigned to the geminate recombination of 
bound polaron pairs are observed for the 4:1 blend, no spectral features associated with a transient 
bound state were observed. This seems to be the case of few other studies, in which an excitation 
intensity independent decay mechanism is identified yet no spectral signatures of bound states are 
observed36,43,44, and therefore seems to be an indication that bound electron-hole pairs indeed have 
similar spectral features to free charges and cannot be distinguished but from their dynamics.   
 
4d. Complementary results1 
4d.1. Crystallinity and morphology characterization 
Wide-angle X-ray diffraction 
Wide-angle X-ray diffraction (WAXD) technique was used to assess the change of film microstructure 
(both polymer and PC70BM domains) upon increasing concentration of PC70BM. Figure 4.8a shows 
the data obtained for the 4:1, 2:1, 1:2 and 1:4 blend films, corrected to account for the different 
thicknesses of the blends. A narrow and intense peak can be observed at q = 0.32 Å-1, which is in 
                                                          
1
 All the analysis and graph construction in this section was performed by the author. 
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good agreement with the peak obtained for a neat DPPTT-T blend at q = 0.3 Å-1 45. This peak has 
been assigned to out-of-plane lamellar stacking and thus corresponds to a lamellar spacing of 1.96 
nm. Similar signals have been obtained for other crystalline polymers such as P3HT or DPP-T-TT, a 
very similar polymer to DPPTT-T33. Importantly, the lamellar spacing does not change for the 
different blends, inferring that PC70BM does not intercalate into the polymer chains, as it is the case 
for PBTTT, discussed in Chapter 6. At the same time, the intensity and width (FWHM) of the blend 
peaks with high polymer concentration (4 to 1 and 2 to 1) is very close to those of the neat polymer 
prepared under similar conditions45, implying that the polymer crystallinity hardly undergoes any 
change upon addition of small amounts of PC70BM.  The peaks at q = 0.64 and 1.34 Å
-1 have been 
previously assigned to fullerene agglomeration24,46. 
 
Figure 4.8. a) Wide-angle X-ray diffraction (WAXD) patterns for the different DPPTT-T/PC70BM 
blends. Data was corrected with a factor that accounts for the differences in film thickness. The 
scattering vector q is calculated from the scattering angle using the equation              in 
from section 2c.5 in Chapter 2. b) Relative intensity with respect to the 4 to 1 blend for the polymer 
lamellar peak (black squares) and  with respect to the 1 to 4 blend for the fullerene peak, (blue 
squares) see text. The red line represents a straight line with      and       . A point in (0,0) 
was added to the data. WAXD data was taken by Ching Hong-Tan. 
 
Further analysis of the peak intensities is discussed next, in relation to Figure 4.8a; the analysis 
assumes that the peak intensities are proportional to the degree of crystallinity of the polymer and 
fullerene domains. This figure shows the relative intensity with respect to the 4 to 1 blend for the 
lamellar peak at q = 0.32 Å (4 to 1 blend has a relative intensity = 1) and the relative intensity with 
respect of the 1 to 4 blend for the fullerene peak at q = 1.34 Å (1 to 4 blend has a relative intensity = 
1). As can be observed, the change in the relative peak intensities is close from describing a 
tendency that is completely due to the change in proportion of the blend components, as described 
by the straight line in the plot. A few deviations are observed for both the polymer and fullerene 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
1.2
 DPPTT-T signal q = 0.32 Å
 
 
R
e
la
ti
v
e
 I
n
te
n
s
it
y
Relative xDPPTT-T
0.0 0.2 0.4 0.6 0.8 1.0
 PC
70
BM signal q =1.34 Å  
Relative xPC70BM
0.5 1.0 1.5 2.0
0.0
5.0k
10.0k
15.0k
 
 
C
o
u
n
ts
 [
a
.u
.]
q [Å
-1
] 
 4 to 1
 2 to 1
 1 to 2
 1 to 4
ba
96 
 
relative peak intensities. Upon fullerene addition, 2 to 1 and 1 to 2 blend relative peak intensities 
deviate severely from the straight line to higher relative intensity values, implying a relatively higher 
degree of crystallinity of the polymer domains with respect to the 4 to 1 blend. Simultaneously, the 
relative degree of crystallinity of the PC70BM domains seems to be lower with respect to the 1 to 4 
blend, especially in the 1 to 2 blend, as observed from the negative deviations in the relative peak 
intensities. As such, it is concluded that the changes observed in peak intensities are largely due to 
the changes in blend proportions and not in the crystallinity of the polymer or fullerene domains. 
This is also reflected by noticing that, at least for the case of the DPPTT-T lamellar peak, the peaks do 
not broaden as their intensities decrease. 
Finally, notice that the  –  stacking peak, reported24 at q = 1.7 Å-1  is barely observed in the results, 
and thus its trend cannot be related with UV-vis results. This is most likely because the polymer 
crystallites are oriented edge-on to the substrate and therefore  –  stacking lies parallel to the 
plane of the substrate, preventing its detection with this technique.  
 
Transmission electron microscopy (TEM) and Atomic force microscopy (AFM) 
Transmission electron microscopy (TEM) and Atomic force microscopy (AFM) were used to further 
investigate the morphology of the blend films. The TEM micrographs for blends 10:1, 1:1 and 1:4 are 
presented in Figure 4.9 (top). It appears from the image that as the fullerene concentration is 
increased, the morphology ranges between essentially undisturbed polymer crystallites in the 10:1 
blend, to partial separation of the PC70BM domains in the 1:1 blend and finally growing of the 
PC70BM domains in the 1:4 blend, similar to those observed by Dimitrov et al.
47. The observation of 
fullerene aggregates even in the 1:1 blend is in agreement with the hypothesis that the fullerene 
solubility within the polymer matrix is low, supporting the WAXD results. It can be observed in the 
1:4 micrograph, that the fullerene average domain diameter size is close to 10 nm. For this blend it 
was obtained from the PC70BM PLQ results that 60% of the fullerene excitons are radiatively lost, 
therefore, it can be estimated from Equation 2.4 in Chapter 2 that the fullerene excitons have an 
average diffusion length of 6 – 6.5 nm, which agrees with previous results48,49. For this analysis it was 
assumed that the 10 nm acceptor domains observed in the TEM images correspond to pure 
domains, which seems a reasonable assumption, considering the relatively low miscibility of DPPTT-T 
and PC70BM, according to the WAXR-D results.  
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Figure 4.9. (top) TEM micrographs for 10:1, 1:1 and 1:4 DPPTT-T/PC70BM blends, showing the 
formation of PC70BM-rich areas as the fullerene concentration is increased; (bottom) AFM phase 
images for the 4:1 and 1:2 blend films showing an increased roughness in the 1:2 blend. TEM data 
was taken by Dr. Safa Shoaee and AFM data was taken by Ching Hong Tan. 
 
In Figure 4.9 (bottom) the AFM phase images for the  4:1 and 1:2 blends are shown, demonstrating a 
higher roughness in the 1:2 blend, and thus supporting the TEM results that show the formation of 
relatively large PC70BM domains in the blends with high fullerene content. In general, it can be 
considered that the lighter spots correspond to areas with a higher fullerene concentration, since a 
vertical fullerene migration towards the air interface has been observed in films deposited on quartz 
and glass surfaces50,51. This actually can be beneficial for electron transport, since it brings the 
electrons closer to the metallic cathode therefore constituting optimised percolation pathways for 
charge extraction. 
WAXD results have not only confirmed the high crystallinity of DPPTT-T, but have also shown that 
this crystallinity is not disturbed upon increasing PC70BM concentration. TEM and AFM results 
confirm the formation of fullerene aggregates, with increasing size which are likely to vertically 
segregate to the air surface. It is likely that both polymer and fullerene domains are relatively pure, 
according to their undisturbed degree of crystallinity, according to Figures 4.8a and b. 
The study will now turn to the analysis of device data. A key focus is the EQE changes for the devices 
fabricated with different polymer/fullerene ratios at different parts of the visible spectrum. 
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4d.2. Device data: J-V curves and EQE as a function of composition 
In Figure 4.10 the J-V curves for devices fabricated with polymer:fullerene ratios of 4:1, 2:1, 1:2 and 
1:4 are shown. The photovoltaic parameters are presented in Table 4.3. Notice that for devices with 
low fullerene concentrations, both the short circuit current and the fill factor are severely limited. 
The current presents a gradient at low and negative voltages which could be due to voltage- 
dependent charge separation in competition with geminate recombination, and/or to increased 
non-geminate recombination at JSC
52,53. From the excitation intensity TAS results, it seems that an 
increased relative amount of bound polaron pairs that undergo geminate recombination is present 
in the blends with low PC70BM thus explaining the gradient in the current at low voltages. However, 
to confirm this hypothesis transient photovoltage and charge extraction studies are necessary. 
 
Table 4.3. Photovoltaic parameters for the corresponding devices shown in Fig. 4.9 
 4 to 1 2 to 1 1 to 2 1 to 4 
JSC (mAcm
-2) 1.30 4.80 16.53 11.73 
VOC (V) 0.61 0.61 0.61 0.62 
Fill Factor 0.29 0.33 0.58 0.65 
PCE (%) 0.23 0.97 5.87 4.77 
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Figure 4.10. J-V curves for the best devices fabricated with different DPPTT-T:PC70BM ratios, 
measured under constant illumination with 100 mWcm-2, AM1.5 spectrum from a solar simulated 
light at room temperature. Dotted lines correspond to dark current of the respective cells. Devices 
were fabricated and measured by Alex Gillett and Dr. Pabitra Shakya Tuladhar, and have a standard 
architecture: ITO/PEDOT:PSS/Active blend/LiF/Al. 
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Upon the addition of fullerene the current slope is greatly reduced and a much higher JSC is 
observed. Comparing the 1:2 and 1:4 blends, it is noticeable that the fill factor of the 1:4 blend is 
considerably higher (see Table 4.3). This indicates that the  10 nm domains observed by TEM for 
the 1:4 blend may yield better percolation pathways which slow down non-geminate recombination 
at JSC and/or suppress any geminate recombination still present in the 1 to 2 device. JSC however, is 
greatly decreased (-30%) when going from the 1:2 to the 1:4 blend which agrees with the 30% 
decrease in fullerene PLQ in the same blends as observed in Figure 4.2b. Therefore it seems that 
PC70BM aggregates size increase seems necessary to avoid extensive geminate recombination in 
blends with low PC70BM loading and to slow down non-geminate recombination in blends with 
modest PC70BM concentrations. This however, happens at the expense of loosing PC70BM excitons 
due to their limited diffusion length, which results in a photocurrent reduction.  
Next, a more detail analysis of the effect of polymer and fullerene PLQ upon device performance will 
be presented. EQE was corrected by blend film absorbance as an approximation to IQE, and will be 
from now on referred as to IQE* (device absorption was not taken due to device degradation 
problems, and thus our corrected IQEs overlook interference effects due to the electrodes).  
IQEs* for the devices with different polymer:fullerene ratios are shown in Figure 4.11a. As expected, 
the highest IQE* was obtained for the best performing 1:2 device, although at higher wavelengths 
(from ~700 nm) device 1:4 seems to slightly outperform the rest. In order to make clearer these 
differences IQE* spectra were normalized at 350 nm, (Figure 4.11b) to show the changes in the red 
(polymer absorbing) part of the spectra. IQE* spectra were also normalized at 780 nm (Figure 4.11c) 
to show the changes in the blue (fullerene absorbing) part of the spectra.  
It is clear from the figures with normalized IQEs* that devices with higher PC70BM loadings, generate 
photocurrent more efficiently from absorbed photons in the polymer absorbing areas, whereas 
devices with higher polymer loadings, generate photocurrent more efficiently in the PC70BM 
absorbing areas. It is also noticeable in Figure 4.11b how device 1:4 only generates photocurrent 
efficiently in the polymer absorption spectral region, whereas in the fullerene absorption spectral 
region the conversion is limited, consistent with the previous observations. This suggests that the 
differences in the IQE* profiles are mainly due to differences in PLQ, since as shown before, polymer 
excitons, which are generated by excitation in the red part of the spectrum are better quenched 
with higher PC70BM loadings and conversely, fullerene excitons, which are generated by blue 
photons are better quenched with higher polymer loadings. In order to make a quantitative 
correlation as a function of the fullerene fraction (xPCBM) Figure 4.11d  shows the relative PLQ, 
calculated as the ratio between PC70BM PLQ and DPPTT-T PLQ overlaid upon the relative integrated 
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IQE*, calculated as the ratio between the area under the curve for the PC70BM absorbing area 
(considered, as an approximation, from 300 to 560 nm) and the area under the curve for the 
polymer absorbing area; (considered from 570 to 850 nm), these areas are separated by a dotted 
line in Figure 4.11a. Using relative quantities should in principle cancel out errors associated to the 
measurements, and therefore is a better way to compare the trends. As is apparent, these two 
ratios show a clear correlation, thus supporting the hypothesis that incomplete PLQ in the blends 
has a large impact in current generation in the corresponding devices. In principle then, short circuit 
currents in device could be even higher if exciton quenching efficiency was higher.  
 
Figure 4.11. a) IQE* for devices fabricated with 4 to 1, 2 to 1, 1 to 2 and 1 to 4 DPPTT-T:PC70BM 
ratios. The line divides the areas considered for the integration in d), see text. b) IQEs* normalized at 
the absorption of the 4 to 1 blend at 350 nm. c) IQEs* normalized at the absorption of the 1 to 4 
blend at 780 nm. d) PC70BM PLQ divided by DPPTT-T PLQ (black squares) and integrated IQE* in the 
PC70BM area (Int PC70BM) divided by integrated IQE* in the polymer area (red circles) as a function 
of the fraction amount of PC70BM, see text for more details on this relative quantities. Devices were 
fabricated and measured by Alex Gillett and Dr. Pabitra Shakya Tuladhar. 
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4e. Discussion 
 
The study herein presented shows interesting trends connecting exciton dissociation, charge 
separation and recombination, morphology and device performance flor DPPTT-T:PC70BM devices as 
a function of blend composition. The PLQ results suggest that there is no single composition in which 
PL from both the polymer and the fullerene are completely quenched at the same time. This is a key 
finding, since it indicates that all devices fabricated with different polymer/fullerene ratios present 
intrinsic limitations due to incomplete exciton dissociation. Even in the 1:2 blend, which corresponds 
to the composition for the optimal device performance, losses are close to 30% for both DPPTT-T 
and PC70BM excitons, emphasizing the large effect that the conversion of these excitons into charges 
could have in the short circuit current of the corresponding device.  
From the WAXD analysis, it was obtained that the crystallinity of the polymer is largely undisturbed 
upon fullerene increasing loading. UV-vis results suggest that the  –  interactions within the 
polymer even increase upon fullerene loading. On the other hand, PC70BM agglomerates remain 
relatively undisturbed upon polymer loading. It is likely however, that at low fullerene 
concentrations, PC70BM molecularly intermixes within the crystalline polymer phase, as suggested 
from its complete exciton quenching in the 4 to 1 blend and its very high exciton quenching in the 2 
to 1 blends. These findings suggest that both components form rather aggregated domains at all 
blend compositions in which only the relative size changes. While the change in relative size is 
substantial for PC70BM, which shows essentially no domains in the 4 to 1 blend, the high crystallinity 
of DPPTT-T in all blends appears to result in its domains being relatively large even in the blends with 
high fullerene loading. Additionally, the fast exciton decay found in the DPPTT-T blend also suggests 
that its exciton diffusion length might be at least a few nanometers shorter than the average for 
other low bandgap polymers. This has also been found in another DPP-based polymer study40. These 
morphological and photophysical considerations would explain the asymmetry observed in the 
polymer compared to the fullerene emission quenching.  
The asymmetry in the polymer and fullerene emission quenching can also be explained by energetic 
arguments. From the DPPTT-T and PC70BM HOMO-LUMO energy levels shown in Chapter 3, one can 
observe a more favoured HOMO – HOMO energy difference of 0.8 eV as compared to the LUMO – 
LUMO energy difference of 0 eV, taking PC70BM LUMO level to be -3.7 eV. Assuming that in all 
blends the reorganization energy is the same, this comparison would suggest that the hole transfer 
process is a much more efficient process than the electron transfer, which could also explain the 
residual polymer emission in the 1 to 10 blend.  
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Whether the incomplete exciton quenching in DPPTT-T is explained by an energetic or a 
morphological argument is a difficult matter and it is likely that both effects operate simultaneously. 
However, there is some evidence that the morphology explanation might be more adequate. At 
least three DPP-based polymers similar to DPPTT-T have been used in conventional devices and have 
reported to show7,15 equal or higher EQEs in the polymer area        
      than DPPTT-T/PC70BM 
devices, associated with higher polymer PL quenching15. These polymers, present lower driving 
energies for charge separation (ECS) compared to DPPTT-T, indicating that the low ECS is not a 
limitation for exciton dissociation.  
This study shows that the amount of photoluminescence quenching impacts directly upon IQE*. The 
blends with higher polymer concentrations were more efficient in generating photocurrent from  
excitons generated in the fullerene domains. Conversely, the blends with higher fullerene 
concentrations generate photocurrent more efficiently from the polymer domains. This is likely to be 
a result of the high polymer crystallinity and the relative size of the fullerene domains. If these are 
too small, as in the 4 to 1 blend, spatially confined polaron are formed and recombine with a half-
lifetime of 0.5 ns, independently of the laser excitation intensity. If the fullerene domains are large 
enough to form percolating pathways (which is likely to happen in blends between 2 to 1 and 1 to 2 
loading) polarons separate more efficiently and recombine non-geminately with a half-lifetime of 8.8 
ns at the lowest excitation intensity (1 J/cm2). This also impacts on the shape of the J-V curves of 
the corresponding devices. Blends with low fullerene loadings show not only a low JSC (resulting from 
the polymer exciton quenching losses) but also a bias-dependent current close to JSC and thus a low 
fill factor possibly resulting from the aforementioned geminate losses. It is necessary to remark that 
a charge extraction and transient photovoltage analysis would be required to confirm that the 
geminate losses indeed are shaping the fill factor of the devices with low PC70BM concentration. As 
expected, fill factor progressively increases upon the addition of fullerene, even from device 1:2 to 
1:4, when current is being sacrificed due to the PC70BM exciton quenching losses. This is likely to be 
a result of slower non-geminate recombination.  
Janssen et al. found that DPP-based polymer crystallite sizes in DPP/PC70BM blend films correlate 
with EQE in the polymer area.7,15 From these findings , along with the fast exciton decays obtained 
herein and elsewhere40, it seems that the limitations due to efficient exciton dissociation are rather 
general for DPP-based polymer/fullerene blends and thus, careful morphology optimization such as 
the addition of processing additives should be considered. This chapter also demonstrates that the 
spatial confinement of polarons can enhance the formation of polaron pairs and result in geminate 
recombination. 
103 
 
4f. Conclusions  
 
Summarizing, in this chapter we have studied the correlation between charge photogeneration and 
charge recombination with blend microstructure and morphology for blends with different DPPTT-
T/PC70BM ratios. From the results, it can be concluded that there is a trade off between the 
optimum composition for exciton dissociation and for geminate recombination suppression and 
non-geminate recombination retardation. The high crystallinity of DPPTT-T impedes a complete 
intermixing with PC70BM, resulting in intrinsic polymer exciton quenching limitations and formation 
of a relatively high amount of bound polaron pairs in the blends with low fullerene loadings. 
Although increasing the fullerene concentration helps to improve polymer exciton quenching, 
suppresses geminate recombination of bound polaron pairs, and slows down polaron non-geminate 
recombination, it also incurs in fullerene exciton decay losses. These intrinsic limitations are likely to 
result in EQE limitations for DPPTT-T. There is evidence that suggests that this might be also the case 
for others DPP-based devices. 
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Chapter 5. Effect of fluorination on 
charge generation and recombination 
 
 
 
 
This chapter presents the comparative study of two low-bandgap polymers whose only difference is 
the substitution of the flanking thiophenes of the DTBT moiety with two fluorine atoms each. 
Although it seems like these are small changes, they have a profound effect in the energetics of the 
polymers and their photophysical behaviour, and result in an improved device performance. The 
LUMO level of the fluorinated polymer is significantly lower than that of its non-fluorinated 
counterpart, however their bandgap is conserved. As a result, ECS is significantly lower for the 
fluorinated polymer. From the studies presented in Chapter 3, a negative result in terms of JSC could 
be predicted upon fluorination if the main drive was energetic. However, it was found that the 
efficiency is increased and the JSC has an almost double-fold improvement.   
In view of these findings, it was interesting to determine whether the correlation between JSC and 
OD in blends holds, and in that case, to understand which properties are modified upon 
fluorination and the reasons explaining their opposing effect to the driving energy for charge 
separation. Ultimately, the objective was to understand the main reasons behind the almost double-
fold improvement in JSC in the F4 blend as compared to the F0 blend. 
The introduction presents the current literature that addresses the effects of fluorination on intrinsic 
properties of the polymers such as their energy levels and bandgap, absorption coefficient and 
crystallinity, and their effects on blend microstructure and ultimately upon device performance. 
Next, the experimental details of the techniques used to characterize the systems are described. 
Then the steady-state spectroscopy results are presented, followed by the time-resolved 
spectroscopy results. In the same way as for Chpater 4, in the section Complementary Results, the 
results obtained by Colleagues at the Chemistry Department at Imperial College are presented. 
Finally the results are discussed and referenced to the differences in device performance. The 
conclusions and references are presented at the end.  
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5a. Introduction 
 
The design of copolymers with donor-acceptor character has been widely used for OPV applications 
with very positive results, so that most of the devices with champion efficiencies use polymers that 
were developed using this approach1–3. One way to induce a gradient in monomer electron density is 
through the introduction of strong electron-withdrawing atoms such as fluorine, which has resulted 
in efficiencies as high as 9.4%4, close to the best performing single-junction devices.  
Fluorinated polymers have often been shown to exhibit improved power conversion efficiencies over 
their non-fluorinated counterparts; however different reasons behind these variations have been 
evoked for the different systems studied5–15. Most of the studies showed a VOC enhancement upon 
fluorination, explained by the stabilization of the HOMO level of the polymer. This stabilization is 
induced by the electron withdrawing nature of fluorine atoms, usually added to the acceptor part of 
the polymer, conferring it with a stronger acceptor nature. In most cases the LUMO level is also 
lowered upon fluorination, so that the bandgap of the fluorinated and non-fluorinated polymer 
versions are similar. Moreover, the majority of the studies show an improved hole mobility upon 
fluorination, which a few research groups have proposed to improve JSC
7,12 and more recently, to 
cause an improvement in the fill factor of different devices prepared with polymers with varying 
amount of fluorination13. We remark than in our group, we have not found any relationship between 
the yield of positive polarons in the polymers and the hole mobility of the polymers16. 
Molecular modeling studies have indicated that partial fluorination of the acceptor unit of the 
polymer can induce a larger polarization of the polymer excited state, corresponding to an increase 
in the change in dipole from the ground to the excited state ( μge) which could have a direct impact 
in the charge separation efficiency6,11,17. Yu and coworkers18 recently suggested a linear correlation 
between PCE and  μge as a guideline for material design. The hypothesis behind this relationship is 
that the increased polarisation of excitons generated in polymers with a large  μge facilitates charge 
separation, by decreasing the exciton binding energy, which ultimately results in an increased Jsc. 
However, this relationship was found to break down at higher  μge values, where the acceptor unit is 
too strong, presumably because of an excessive electron-withdrawing nature of the polymer’s 
acceptor units, which lowers the polymer LUMO level thus reducing the energetic driving force for 
charge separation18. In addition, this study did not provide any direct evidence for a lowered exciton 
binding energy with fluorination. Another study has proposed that it is not charge separation what is 
responsible for device PCE improvement upon fluorination, but rather, that the increasing amount of 
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fluorine in the polymer backbone results in an improved hole mobility that is capable of explaining  
the significant improvements in fill factor and small improvements they observed in JSC
13. 
Fluorination has profound effects on the blend microstructure. Even replacing a single hydrogen 
atom on the backbone repeating unit with a fluorine atom can enhance polymer aggregation, usually 
resulting in larger domain sizes, with purer polymer-rich phases than in their non-fluorinated 
counterparts9–12. According to Neher and collaborators10, high domain purity can produce a 
reduction in both geminate and non-geminate recombination, as observed with time-delayed 
collection field measurements on a fluorinated version of PCPDTBT. This facilitates the collection of 
charge-carriers; however large domain sizes and increased purity can also hamper exciton 
dissociation by increasing the effective distance the exciton has to travel before reaching the nearest 
acceptor molecule, as observed in Chapter 4. In some cases, the increase in aggregation upon 
fluorination has been found to be excessive, leading to solubility problems which make processing 
conditions extremely sensitive and can provoke detrimental effects on performance5,9,19,20.  
A more recent study14 determined, using state-of-art morphology techniques and analysis to study a 
series of fluorinated and non fluorinated polymer/fullerene blends, that both JSC and FF presented a 
linear correlation with the degree of molecular orientation. The degree of molecular orientation 
quantifies the average orientation of the polymer sheets with respect to the interface with the 
fullerene. It was found that the more “face-on” the orientation with respect to the interface with the 
fullerene, the higher JSC and FF. The authors proposed that this orientation could result in improved 
exciton dissociation or charge transport. Finally, another study emphasized that the fluorine effect 
can be masked if the molecular weight of the polymer upon fluorination changes drastically, mainly 
due to the effect that the molecular weight of the polymer has on the fullerene domains size, which 
was found to correlate with JSC
15.  
Despite the amount of work carried out on the backbone fluorination issue, studies to date have not, 
to the best of our knowledge, included a detailed spectroscopic analysis of charge separation and 
recombination in blend films comparing the use of fluorinated and non-fluorinated polymers. 
Particularly, it is interesting to assess whether the predicted increase in polarization in the polymer 
excited state can be observed if it has a direct impact on charge separation and how this relates with 
the opposing effect predicted by a lower ECS, resulting from a lower LUMO level in the fluorinated 
polymer version. With this motivation, two low-bandgap polymers, fluorinated and non-fluorinated 
were investigated. 
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Whilst the vast majority of the studies focus on fluorination of the benzothiadiazole (BT) unit, in this 
study, the fluorinated polymer has the fluorine atoms on the flanking thiophenes (T), resulting in a 
TFDTBT acceptor unit, as depicted in Figure 5.1. Copolymerisation of this unit and its non-fluorinated 
analogue (DTBT) with an alkylated Ge-based dithieno donor unit resulted in directly comparable 
polymers PGeDTBT and PGeTFDTBT, which will be referred for simplicity as F0 and F4 respectively. 
These polymers, previously synthesized and reported by our collaborators21, exhibited similar 
molecular weights and polydispersities, thus eliminating the interfering microstructure effects 
provoked by a change in the molecular weight upon the introduction of the fluorine atoms on the 
structure of the polymers.  
 
Figure 5.1. Structures of the polymers studied, PGeDTBT (top) and PGeTFDTBT (bottom), referred 
here as F0 and F4 respectively. 
 
In the investigation of our collaborators21, it was demonstrated that the effect of fluorination is 
directly observed with an increased VOC, related to the lowering of the HOMO level in F4, as well as 
an almost double-fold increment in JSC, corroborated by and improvement of F4’s EQE in all the 
visible area. Device data (J-V curves and EQE) previously obtained for devices fabricated with F0 and 
F4 are shown in Figure 5.2. These changes were correlated with a stronger tendency to aggregate as 
observed by the vibronic features in the F4 UV-Vis spectrum, along with the formation of a more 
homogeneous distribution of domains in the blends with PC70BM, as observed via AFM.  
Further morphological studies were undertaken by our colleagues22 to assess the change in 
crystallinity upon fluorination on both neat films and their corresponding 1:2 blends with PC70BM. 
Grazing incidence wide-angle x-ray scattering (GIWAXS) patterns showed that while both polymers 
are similarly amorphous in pure thin films (weak lamellar diffraction for F4), F4 exhibits some degree 
of π-stacking when blended with PC70BM, whereas F0 shows no significant diffraction features. 
Although the effect was found to be small, fluorination of the DTBT enhanced the degree of order in 
the (010) direction, an effect also observed by other groups.11  A more dramatic change was the 
enhanced scattering from PC70BM aggregates in the F4 blend compared to the F0 blend. The F0 
111 
 
blend exhibited only weak scattering from PC70BM aggregates whilst the F4 blend exhibited 
pronounced PC70BM scattering consistent with a significant portion of aggregated PC70BM, similar to 
what was observed in PCDTBT:PCBM23 and PTB7:PCBM blends24.  
 
 
Figure 5.2. J-V curves (left) and EQE (right) curves of polymer solar cells based on 1:2 ratio of 
polymer:PC70BM. Devices have a conventional architecture: ITO/PEDOT:PSS/Polymer:PC70BM/LiF/Al. 
Figure taken from21. 
 
In this chapter, the influence of thiophene fluorination upon the photophysics and morphology of 
the neat polymer and polymer/fullerene blend films is assessed, via photoluminescence (PL) 
quenching and transient absorption spectroscopy (TAS) and compared to the results obtained via 
GIWAXS. It is shown that the improvement in device performance upon fluorination is likely to be 
related with two factors: 1) slower charge recombination from the sub-nanosecond timescale, that 
correlates with a higher induced crystallinity of F4 blends (both in the polymer and PC70BM domains) 
as obtained by GIWAXS and 2) the appearance of polaron-like charge transfer excitons in the F4 
polymer, as observed in ultrafast  TAS, which we propose to be related to the equally efficient 
charge generation observed in F4 blends, despite its lower driving energy for charge generation 
resulting from a lower-lying LUMO level compared to F0. This effect is attributed to the strong 
withdrawing nature of the fluorinated DTBT moiety within the polymer resulting in a high excited 
state polarization, as shown by our TD-DFT calculations. 
 
5b. Experimental section  
 
All blend films were prepared using the same optimized conditions as for active layers of the best 
performing devices21, that is, they were spin coated from 12 mg/mL 1:2 polymer to PC70BM solutions 
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in o-dichlorobenzene (ODCB), after heating overnight at 90 °C to ensure full dissolution. Spin coating 
was performed on substrates at room temperature while solutions were at 60 °C. Neat films were 
spun from a 15 mg/mL polymer solution. All films were kept under Nitrogen atmosphere unless 
otherwise stated.  PLQ results after exciting PC70BM were corrected to eliminate the contribution 
from polymer emission, which overlaps with the fullerene emission. 
For the computational studies, Density Functional Theory (DFT) theory was used. All DFT calculations 
were performed using Gaussian 09 Revision C.0125, at the B3LYP/6.31G(d) level of theory by Pierre 
Boufflet at the Department of Chemistry of Imperial College.  
Alkyl side-chains were replaced by a simple sp3 methyl group. Energies of the DTBT and TFDTBT units 
as a function of thiophene-BT dihedral angle were calculated by first optimizing the structure and, 
using the redundant coordinate editor, running a scan of the dihedral angle in 36 steps of 10° 
increments. The resulting energies were converted from Hartrees to kilojoules/mol and plotted 
relative to the respective minima of each structure to give the graph in Figure 5.12. The minimum 
energy conformation was then used to calculate the optimised geometry of the monomer, dimer 
and trimer molecules of the donor-acceptor unit. Excited-states were calculated using Time-
Dependent DFT (TD-DFT), and correspond to the first excited state, before relaxation. HOMO and 
LUMO levels, as well as  μge values are quoted for trimer units, unless otherwise stated. 
 
5c. Results 
5c.1. Steady state UV-vis and Photoluminescence quenching: polymer and PC70BM domains 
In order to assess the difference in aggregation behavior upon fluorination both in neat and blend 
films with PC70BM, UV-vis spectra were obtained. Additionally, to gain more insight in the degree of 
intermixing of PC70BM and the polymers, photoluminescence  measurements in both the neat and 
the blend materials were performed, probing the quenching of both polymer and fullerene 
photoluminescence (PLQ) in the blend films. UV-vis spectra and PL are shown in Figure 5.3 and 5.4 
respectively. 
It is apparent from Figure 5.3 and from the reconstruction of the blend spectra using the spectra of 
the neat components, that while for the non-fluorinated F0 blend the contribution from the F0 
polymer and PC70BM to the blend absorption are similar (approximately 50% each), for the F4 blend, 
the contribution from PC70BM is much larger, which could suggest an increased aggregation behavior 
in the fullerene domains resulting in an increased oscillator strength in the F4 blend as compared 
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with the F0 blend. This aggregation agrees with the observed trends obtained via GIWAX 
measurements of the blends. 
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Figure 5.3. Steady state UV-vis absorption of neat and 1:2 blend films of F0 and F4 and PC70BM. 
These films were used for the PL and TAS measurements.  
 
To obtain the polymer PLQ, the blends were excited at 710 nm and detected in the near-IR region. 
As is noticeable in Figure 5.4a, polymer emission from both the F0 and F4 blends is highly quenched 
(98% for F0 and 95% for F4 compared to their respective neat materials). Analysis of this PLQ using 
Equation 2.4 in Chapter 2 and assuming a 10 nm polymer exciton diffusion length, indicates that 
polymer excitons diffuse only 1 – 2 nm before being quenched by an acceptor fullerene, for both 
blends. Such short diffusion distances suggest a high level of PC70BM intermixing within the polymer 
rich domains, and the absence of a significant fraction of large, pure polymer domains. The slightly 
lower quenching observed in the F4 blend suggests a decrease in the intermixing between the 
polymer and PC70BM; consistent with the increased visible absorption of the fullerene within the 
blend and the increased scattering from PC70BM aggregates observed by GIWAXS, as discussed later. 
For the fullerene PLQ, the blend films were excited at 475 nm and fullerene singlet exciton emission 
monitored from 650 to 800 nm. As can be observed in Figure 5.4b, the quenching relative to neat 
PC70BM film is noticeably lower as compared to the polymer quenching (69% for F0 and 65% for F4 
blend) suggesting the presence of relatively large, pure fullerene domains. Assuming a PC70BM 
exciton diffusion length of 5 nm,26 these PLQ data suggest pure fullerene domain diameters on 
length scales of  6 nm, slightly larger than the size of the polymer domains, which have diameters 
between 2 and 4 nm. The low PLQ obtained is indicative of the fullerene exciton diffusion 
limitations. This would point to an important negative impact upon the efficiency of photocurrent 
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generation from fullerene excitons, however surprisingly this does not seem to be the case, judging 
by the rather high EQE at  450 nm, shown in Figure 5.2. The slightly less efficient fullerene exciton 
separation observed for F4 blends is consistent with the previous findings from GIWAX, in which 
there is a clear increase in PC70BM scattering corresponding to a higher PC70BM stacking and 
increased phase separation, as it will be seen shortly. Despite the higher polymer PLQ than the 
fullerene PLQ, the EQE in the blue spectral region is still higher than that of the red region (see 
Figure 5.2). If it is assumed that the differences in optical interference are negligible for different 
excitation wavelengths, these results suggest that additional losses, apart from exciton quenching, 
limit photocurrent generation from polymer excitons, as will be discussed further in the following 
sections. 
 
Figure 5.4. Steady-state Photoluminescence (PL) of a) films of neat F0 and F4 and their respective 
blends with PC70BM after exciting at 710 nm, normalized at the respective neat polymer’s signal 
maxima and b) neat PC70BM film and F0/ PC70BM and F4/ PC70BM blends after exciting the fullerene 
at 475 nm, normalized at the respective neat fullerene’s signal maxima. All signals were corrected 
for absorbance at their corresponding excitation wavelength. 
 
5c.2. Femtosecond to microsecond transient absorption spectroscopy: photophysics in neat films and 
charge generation and recombination in blends. 
Femtosecond to microsecond-resolved transient absorption spectroscopy (TAS) was used as a probe 
of exciton and polaron dynamics following polymer excitation in both neat polymer films and blends 
with PC70BM acceptor. In Figure 5.5 transient absorption spectra from 200 fs to 6 ns of a) neat non-
fluorinated F0 polymer, b) 1:2 F0/PC70BM blend films, c) neat fluorinated F4 polymer and d) 1:2 
F4/PC70BM blend is shown. Films were excited at 710 nm with an intensity of 3 μJ/cm
2 and are 
corrected for differences in absorbance at the excitation wavelength. These conditions assure firstly 
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that the excitation is selective for the polymer, and secondly, that non-linear processes are 
minimized, since this excitation intensity produces signals within the linear response region 
(analogous data taken at lower, ~ 1 μJ /cm2 excitation intensity show similar results). Neat spectra 
for both polymers will be presented first, followed by a detailed discussion on exciton generation 
and decay (Figure 5.5a and 5.5c). Next, charge generation and recombination will be discussed, 
following from the analysis of F0 and F4 blend spectra in Figure 5.5b and 5.5d.  
 
Figure 5.5. Transient absorption spectra after pump excitation at 710 nm, with a beam intensity of 3 
μJ/cm2 for a) F0 neat film, b) 1:2 F0/PC70BM blend, c) F4 neat film, d) 1:2 F4/PC70BM blend. All signals 
have been corrected for polymer or blend absorbance accordingly. Data with dots was measured in 
our nanosecond to microsecond setup, 150 ns after exciting at 660 nm and were corrected to match 
beam intensity. 
 
It can be observed that spectra for both F0 and F4 neat films show two main types of signals. Firstly, 
a negative feature from ~ 550 to 790 nm for F0 and from ~ 480 to 775 nm for F4. This negative signal 
corresponds to the polymers ground state bleaching, (GSB) i.e. the depletion of ground state 
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polymer molecules after the excitation; this signal is probably mixed with the stimulated emission 
(SE) signal coming from the unrelaxed singlet state S1. Secondly, a positive photoinduced absorption 
feature is apparent, extending from ~ 900 to 1400 nm in both polymers. This photoinduced 
absorption is assigned to S1 → Sn singlet exciton absorption, consistent with literature assignments 
of analogous data for other low-bandgap semiconducting polymers27–29. From the decay times of this 
positive, photoinduced absorption signal average decay times of the singlet excitons can be 
extracted, corresponding to F0  90 ps for F0 and F4  180 ps for F4.  
For both polymers, a small, long lived, residual signal is observed at 6 ns. In order to complete the 
assignment, microsecond-resolved TAS was performed on the neat polymer films in the presence of 
nitrogen and oxygen atmospheres, as it is shown in Figure 5.6a and 5.6b. In both cases, small but 
detectable signals under both atmospheres were found, with similar spectra to the residual spectra 
observed in the ultrafast data at 6 ns. F4 has a larger amplitude compared to F0, but more 
importantly, a considerably slower decay as compared to F0 when both are measured in nitrogen. 
(T(F4)  1.1 ± 0.07 s and T(F0) ≤ 0.7 s) F4’s microsecond transient absorption signal is strongly 
quenched when exposed to an oxygen atmosphere, indicating this signal should be assigned to 
triplet excitons. For F0 film, the shorter lifetime and smaller signal amplitude prevented the 
observation such oxygen induced quenching, although it appears most likely that this long lived 
signal also derives from photogenerated polymer triplet states.  
 
Figure 5.6. Microsecond-resolved transients taken exciting at 660 nm with 5 J/cm2 and probing at 
1160 nm for F0 neat film (a) and at 1060 for F4 neat film (b). Red lines correspond to best 
monoexponential fits, see text. 
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We now return to the description of the ultrafast transient spectra. It is apparent that the 
photoinduced absorption of the neat F4 film shows a pronounced, rapid blue shift along with an 
amplitude increase, such that a band can be observed at 1030 nm from early times. This blue-
shifting process exhibits an average time constant of ~ 2.3 ps, as obtained from the fast exponential 
decays of the transients at different probed wavelengths, as shown in Figure 5.7, the data of the 
fittings is shown in Table 1. These decays were fitted to triexponential functions whose characteristic 
times correspond to a) the blue shift of the signal, b) the intrinsic decay of the excitons and c) the 
conversion of triplets. The assignment of the blue shift to a rapid intersystem crossing is ruled out, 
since this would result in an essentially complete quenching of the steady-state PL. Rather, this 
process was assigned to the slowest characteristic time in Figure 5.7. The importance of the blue 
shift will be discussed below. An analogous, but much weaker blue shift is also observed for F0.  
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Figure 5.7. Probed-wavelength dependence of the F4 exciton dynamics showing the the blue-shift of 
the signal in the first 10 ps, after excitation at 710 nm with an intensity of 3 J/cm2. In red, best-
triexponential fits. 
 
Table 1. Best tri-exponential fits,          
         
         
      to the IR exciton 
decays for different probed wavelentghts. Values are reported ± standard error. 
prob 
(nm) 
   
(a.u.) 
   
(a.u.) 
   
(ps) 
   
(a.u.) 
   
(ps) 
   
(a.u.) 
   
(ps) 
950 0.000±0.008 -0.14±0.01 5.3±1.3 0.62±0.11 227±39 0.40±0.08 961±192 
1100 0.042±0.005 0.09±0.03 0.6±0.3 0.53±0.05 217±17 0.40±0.04 1002±112 
1150 0.047±0.005 0.15±0.02 1.1±0.2 0.47±0.03 153±13 0.38±0.03 921±101 
1200 0.046±0.005 0.19±0.01 2.2±0.2 0.43±0.03 129±11 0.34±0.02 861±96 
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Following, the description of the spectral dynamics of the F0/PC70BM and F4/PC70BM blend films are 
presented, as well as a discussion on charge generation and recombination. In Figure 5.5b and 5.5d, 
broadly similar absorption features as the ones for the neat films can be observed: a negative signal 
in the visible assigned to GSB and positive photoinduced absorption signal in the NIR. It is apparent 
that the GSB signal decays much more slowly than the GSB of the neat films. At early times, for both 
blends, the spectrum of the NIR photoinduced absorption is similar to that observed for the neat 
films, indicative of the initial formation of polymer singlet excitons. This photoinduced exciton 
absorption however, is rapidly quenched, and the transient spectra rapidly evolves to a new, blue-
shifted absorption signal exhibiting a maximum at  1150 nm for F0 and  1100 nm for F4. This blue-
shifted signal is still present at 6 ns. It is noticeable that the GSB negative signal has also a larger 
amplitude at 6 ns compared to the corresponding neat transients, observation that confirms the 
presence of long-lived species. Additionally, it is apparent that the features corresponding to PC70BM 
excitons are not observed for either blend films, consistent with our excitation wavelength being 
selective for polymer excitation. We notice that even when the pump pulse partly excites the 
fullerene acceptor, previous studies show that fullerene signals are generally not observed since 
their extinction coefficient is lower30 with respect to the polymers and tend to be overlapped by the 
polymer signals. 
 
Figure 5.8. Microsecond-resolved transients taken exciting at 660 nm with 5 J/cm2 and probing at 
1160 nm for 1:2 F0/PC70BM blend films (a) and at 1060 for 1:2 F4/PC70BM blend films (b).  
 
In order to assign the nature of the long-lived blue-shifted signals, microsecond TAS was used to 
probe the blend films. As it can be observed in Figure 5.5b and 5.5d the spectra obtained at 150 ns is 
consistent with the 6 ns spectra. Moreover, the s-TAS transients in Figure 5.8, indicate that both 
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blends exhibit oxygen-independent, power-law decays that can be assigned to the non-geminate 
recombination of polymer polarons, as described before for a number of polymer/fullerene 
systems31–35.  Therefore, the quenching of the early, 1300 nm polymer exciton absorption and blue-
shifting corresponds to the formation of long-lived polymer polarons from the initial polymer 
excitons. For F4, this blue-shift is observed in both the blend and the neat films, therefore for the 
neat it is assigned to a partial polaron generation or appeareance of excitons with an increased 
charge transfer character on the ~ 2 ps timescale.   
The decay dynamics in the blends are now addressed in more detail. From the transient data of the 
blends, shown in Figure 5.5b and 5.5d, a rapid quenching of the exciton absorption can be extracted. 
The exciton signal quenching was obtained by plotting the decays at  1300 nm (an area where 
exciton absoprtion signals dominate) as shown in Figure 5.9a.  
 
Figure 5.9. a) Normalized transient absorption traces of 1:2 F0 and F4 blends with PC70BM excited at 
710 nm and 3 J/cm2, probed at 1330 nm. b) Singlet exciton dynamics at 1330 nm and polaron signal 
accumulation at 788 nm for the F0/PC70BM 1:2 blend films. Red lines are in both cases 
monoexponential fits to the data. 
 
It is apparent that both F0 and F4 exciton absorption signals decay with a time constant  = (1.8 ± 
0.1) ps. This is almost two orders of magnitude faster than the corresponding decay dynamics of the 
neat polymer films. This fast quenching of the polymer singlet exciton in the blend films is in good 
agreement with the steady-state PLQ results, although it predicts a slightly higher PLQ for F4. For F0 
blend films a similar time constant (1.7 ± 0.1 ps) was observed for the rise of polaron absorption at 
788 nm, as shown in Figure 5.9b. This wavelength was used since it presents little interfering 
absorption from excitons as observed in Figure 5.5a. It is then concluded that exciton separation to 
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form F0+/PC70BM
- polaron pairs proceeds in this blend film with a time constant  = (1.75 ± 0.1) ps. 
This analysis cannot be carried out for F4 due to the more complex spectra evolution of the neat F4 
film spectra, however, we consider 1.8 ps to represent the time constant of the exciton dissociation 
to form F4+/PC70BM
- polaron pairs.  
It is noticeable in Figure 5.5b and 5.5d that the polymer polaron photoinduced band exhibits a small 
red shift, of 0.02 eV for F0 blend (from ~1170 to 1190 nm) and 0.03 eV for F4 blend (from 1070 to 
1090 nm) from ~ 40 ps. A similar red shift of polymer photoinduced absorption has been reported 
previously for other donor polymers17,36 and has been assigned to the energetic relaxation and 
trapping of the photogenerated polarons. Therefore, to assess polaron decay dynamics, a 
wavelength at which this red-shift has minimal impact was chosen (1035 nm). 
Following the rapid (~1.8 ps) evolution of the photoinduced absorption spectrum from polymer 
excitons to polarons, the transient polaron absorption in F0 and F4 blend films exhibit a relatively 
slow decay that initiates at ~ 50 - 100 ps and extends to tens of microseconds, as it is shown in 
Figure 5.10a. It is apparent from this figure, that the polaron decay dynamics, assigned to charge 
recombination, is approximately four times slower for the F4 blend than the F0 blend. For F0 blend, 
similar decay dynamics were observed for the recovery of the GSB, as shown in Figure 5.10b, 
consistent with the assignment of this decay to non-geminate charge recombination to the ground 
state, as it will be discussed next.  
 
Figure 5.10. a) Normalized transient absorption traces of 1:2 F0 and F4 blends with PC70BM excited 
at 710 nm and 3 J/cm2 and probed at 1035 nm. b) Normalized polaron trace at 1170 nm and 
ground state bleach trace (negative) at 740 nm for F0/PC70BM 1:2 blend films, showing matching 
decay dynamics and therefore non-geminate recombination of polarons back to the ground state. 
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In order to identify the recombination type observed, the transients were taken as a function of 
excitation intensity, as observed in Figure 5.11. As can be observed, the decays exhibit linear decays 
on the log-log plots. This type of dynamics is assigned to non-geminate recombination of charges in 
the presence of an exponential tail of trapped states31,33. It is noticeable however, that differently to 
blends with slower kinetics measured in our group33,34, these decays do not show an early fast-
decaying phase at high intensities, assigned to the recombination of free charges whose density 
exceed the density of traps in the material.31,32 This could be related with the relatively high 
polymer/fullerene mixing in the blends along with the low FET hole mobilities obtained for these 
polymers: 3 x 10-3 and 6 x 10-4 cm2Vs-1 for F4 and F0 respectively. The trend in mobilities also 
indicates that the slower recombination in F4 compared to F0 blends is not a result of its mobility. 
However, a study on the variation of the non-geminate recombination rate constant with carrier 
mobilities should be performed with low perturbation measurement and is beyond the scope of this 
thesis. 
 
Figure 5.11. Transient absorption spectra in the late nanosecond and microsecond scale, after 
excitation at 660 nm, for a) 1:2 F0/PC70BM blend, probed at 1160 nm b) 1:2 F4/PC70BM blend, 
probed at 1060 nm. All signals have been corrected for polymer blend absorbance at the excitation 
wavelength.  
 
5d. Complementary results 
 
Theoretical Calculations 
Computational studies were undertaken to assess the change in dipole moment upon excitation in 
the non-fluorinated F0 and fluorinated system F422. Density Functional Theory (DFT) was used to 
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obtain the optimized geometry and conformations in trimer versions of F0 and F4, and then using 
the optimized geometries, to obtain the energy of the ground state.  
Once the optimized geometries, conformations and energy of the ground state were obtained, Time-
dependent DFT (TD-DFT) was used to calculate the first excited state energy and the change in 
magnitude of the dipole moment upon excitation, Δμge which was computed for both polymers 
using Equation 5.16 and assuming a vertical excitation.  
 
                
 
           
 
           
 
 
   
 
(Eq. 5.1) 
 
 
The conformational analysis is important since the substitution pattern on the flanking thiophenes 
has been shown11 to affect the preferred relative orientation of the thiophenes relative to the 
heteroatomic part of the BT unit, resulting in twisting of the polymer backbone. Evidently, twisting 
of the polymer chains has a direct impact in the packing of the polymer.  
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Figure 5.12. Relative energy of DTBT (black) and TFDTBT (blue) units as a function of thiophene-BT 
dihedral angle. Minimum energy conformations are at 180° for DTBT and 0/360° for TFDTBT. DTBT 
also exhibits low energy local minima at 10° and 350°. Data calculated by Pierre Boufflet. 
 
The analysis was performed in monomers, before optimizing the geometry in the trimers. Indeed, 
interesting and relevant results in terms of the microstructure were obtained. While DTBT prefers 
the conformation where both thiophene units point anti to the BT unit (a-a), the TFDFTBT unit 
prefers a syn relation for thiophene and BT units (s-s), as depicted in Figure 5.12. The results of the 
DFT calculations closely mirror those of previously reported studies for the DTBT unit11,12. Since the 
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energy difference between the anti and syn conformations is much smaller for the DTBT moiety as 
compared to the TFDTBT, it is more likely that the DTBT unit can adopt additional conformations to 
the lowest (a-a) conformation, such as (s-s), (a-s) or the isomeric (s-a), therefore leading to twists in 
the backbone, which could impede aggregation in the F0 polymer. This is in agreement with previous 
GIWAXS results and explains the differences observed in the PLQ experiments. 
 
The effect of fluorination in the energy levels of the polymers agree qualitatively with the 
experimental results previously obtained21 via photo-electron spectroscopy (PESA) and UV-vis and by 
cyclic voltammetry. Figure 5.13 shows the comparison between the calculated results and the PESA 
and UV-vis results for the HOMO and LUMO respectively. The LUMO level is predicted to be 
stabilized by 0.23 eV by the calculations, which agrees with the 0.23 eV obtained experimentally. 
However, the change in HOMO is slightly underestimated in the calculations, predicting a 
stabilization of only 0.17 eV, as compared to the 0.24 eV obtained experimentally. For this reason a 
slightly smaller bandgap for F4 was predicted for F4. The actual values obtained for the HOMOs, 
LUMOs and bandgaps of the polymers are quite overestimated by the calculations as can be 
observed in Figure 5.13, however this is unsurprising, as these calculations consider only trimers in 
the gas phase. 
 
 
Figure 5.13. HOMO and LUMO energy levels, both measured21 (PESA and UV-vis) and calculated 
(trimers, DFT calculations for HOMO and TD-DFT for LUMO levels), for F0 (black) and F4 (blue). 
Fluorine atoms clearly contribute to the stabilization of both HOMO and LUMO levels. Data 
calculated by Pierre Boufflet. 
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The change in dipole moment was obtained for the trimers of F0 and F4 in the most relevant 
conformations (a-a), (s-s) and (s-a). As Table 5.2 shows, in all the comparisons, the change in dipole 
moment magnitude upon excitation is larger for F4 as compared to F0. Considering the preferred 
conformations for each trimer (shaded in Table 5.2), it is obtained that  μge increases from 5.72 D to 
7.36 D upon fluorination. According to the correlation obtained by Yu and co-workers18, this high 
value of   μge would lead to a decrease in device efficiency due to charge generation deficiencies 
that impact negatively on JSC, which is clearly not the case in the system presented herein, as 
demonstrated by the high charge generation efficiency for F4 blends. 
 
Table 5.2. Ground and excited state dipole moments for F0 and F4 trimer units with different 
conformations. Shaded are the values for the lowest energy conformation. In all cases Δμge is larger 
for F4 than F0. Data calculated by Pierre Boufflet. 
  
  
a-a s-s s-a 
F0 
μg (D) 8.44 1.14 4.38 
μe (D) 13.22 3.96 4.96 
Δμge (D) 5.72 3.25 7.31 
F4 
μg (D) 17.77 12.67 4.54 
μe (D) 23.51 16.05 12.51 
Δμge (D) 7.31 7.36 10.50 
 
 
 
5e. Discussion 
 
The observations herein presented herein demonstrate that upon fluorination, the photophysics of 
both the neat and the blend polymers are modified. An important result is the similarity in the early 
blue shift of the polymer exciton photoinduced absorbance in the F4 neat and blends films. In both 
cases the processes occur in the 2 ps timescale, with similar energetic changes. (0.27 eV for F4 neat 
and 0.23 eV for F4 blend) Since in the blend films this blue shift was associated with polaron 
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formation, in the neat film this blue shift is associated with the formation of excitons with a partial 
polaron or charge transfer character (CT). The resemblance of these processes indicates that CT 
excitons in the neat F4 film could be charge precursors that aid to make more efficient the charge 
generation process in the presence of the fullerene acceptor.  
Indeed, the formation of charge transfer excitons is consistent with the increased exciton dipole 
moment upon the insertion of the fluorine atoms obtained by our colleagues via TD-DFT 
calculations. This is in agreement with the idea of a larger exciton delocalization, and thus probably a 
lower exciton binding energy, resulting in a higher polaron character of the excitons. The presence of 
excitations with a charge character has been reported before for low-bandgap polymers in 
solution17,37,38 as well as in PCDTBT and PCPDTBT oligomers in solution39.  
Moreover the backbone fluorination has also a direct effect in the dynamics of the neat polymers. 
While the decay related to the deactivation of the excitons in F0 occurs in  90 ps, the decay of the 
charge transfer excitons in F4 is two times slower ( 180 ps). This could indicate that upon 
fluorination, species with larger charge character are not only more efficiently formed but are also 
stabilized within the polymer structure. This is also consistent with the larger  μge calculated in the 
fluorinated polymer. However, there is still a difference of almost two orders of magnitude between 
the lifetime of F4 charge transfer excitons ( 180 ps) in the neat film and charges generated in the 
blend ( 0.5 s) therefore confirming the assignment to charge transfer excitons rather than 
polarons. 
We turn now to discuss charge generation in blend films. Although a modest contribution of 
instrument response-limited exciton quenching (charges appearing in less than 100 fs) to the early 
signal of the blends is not ruled out, the main exciton quenching occurs in  1.7 – 1.8 ps for these 
polymers, rather than the ultrafast scale reported before for other donor-acceptor polymers6,36,40. 
This timescale for exciton quenching is consistent with high, but sub-unity, photoluminescence 
quenching observed for these blend films. Most importantly perhaps, is that the exciton quenching 
times and concomitant polaron pair generation occurs in the same timescale for both blends, 
therefore indicating that the efficiency of charge generation is similar in F0 and F4. This shows that 
for this pair of polymers, the energetic differences are not the main driver for charge separation. The 
ability of F4 to generate charges efficiently despite its lower energy offset may be related to the 
higher charge transfer character of F4 polymer excitons, as has been proposed for some studies in 
organic and dye sensitized solar cells6,38,41. It is also possible the increased phase segregation of the 
F4/PC70BM blend may aid charge separation in this blend.  
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If the only effect of fluorination was the efficient charge generation in F4, reaching similar charge 
generation as F0; similar JSC values would be expected, and not an almost double-fold increase in this 
figure as obtained in the corresponding devices (7.5 mA/cm2 in F0 blends vs 13.5 mA/cm2 in F4 
blends). It seems then, that additional effects apart from the efficient charge generation observed in 
F4 blends are responsible for the increase in JSC. When comparing the gradient of the polaron decay 
dynamics, we obtained that non-geminate recombination of F4 blend polarons is four-fold slower as 
compared to the decay of F0 blend polarons, as estimated from the half-time in polaron decay in 
Figure 5.10a. Slower non-geminate recombination in F4 blend results in a total higher charge carrier 
density in the microsecond timescale: with the lowest excitation intensity (0.4 J/cm2) F4 blends 
present in average, a  60% higher charge density between 200 ns and 1.2 s, a timescale relevant 
for charge collection in devices. This finding is similar to what it was observed for a series of PTB-
based polymers6, where the signal of the best performing polymer, PTB7, assigned to the charge 
separated state has the slowest recombination time compared to other non-fluorinated and 
differently structured fluorine-substituted polymers, however, in this study, the slower charge 
recombination in PTB7 was explained only in terms of the largest dipole moment. 
It is noticeable that the slower non-geminate recombination dynamics observed for F4/PC70BM 
blends do not appear to result from slower charge carrier mobilities. FET hole mobilities obtained for 
these polymers are 3 x 10-3 and 6 x 10-4 cm2Vs-1 for F4 and F0 respectively.21 This suggests that an 
additional factor, such as an improved microstructure in the fluorinated F4 polymer blend favors a 
spatial separation of holes and electrons and thus slows down non-geminate recombination. Indeed, 
for the F4 blends studied herein, it is likely that the slower non-geminate recombination is a 
consequence of a microstructure improvement upon fluorination. F4 blend shows a lower content of 
fullerene molecules intermixed within the polymer domains, as observed in the polymer PL. This 
result is consistent with our observation of an increased polymer and PC70BM crystallinity in the F4 
blends compared to F0 blends via GIWAX measurements; the origins of the increased crystallinity in 
the polymer can be explained by our conformer energetic analysis via DFT calculations. The results 
of our calculations indicate that the planar s-s conformation is largely preferred by polymer F4, 
whereas F0 might well admit a-s and s-a conformations which would result in a slight twist in the 
backbone, impeding aggregation. Additionally, the increased PC70BM emission and crystallinity in F4 
blends suggests that the more planar, and thus crystallized, polymer backbone also results in the 
expelling of fullerene molecules which also contributes to spatially separate the electrons and holes 
and thus result in the slower non-geminate recombination observed. This slower recombination is 
likely to be responsible, at least in part, of the enhanced device efficiency for the F4 polymer 
compared to F0.  
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5f. Conclusions 
 
In this study, it is shown that the effect of polymer backbone fluorination impacts not only in the 
microstructure, but also in charge generation and charge recombination. Direct evidence of the 
increase in the polymer polarization, or change in dipole moment,  μge was observed by an ultrafast 
formation of charge-transfer excitons in the neat fluorinated film. It is proposed that these polaron-
like excitons also form in the blend films and aid charge separation, counteracting the effect of a 
lower driving force for charge generation in the F4 system. The longer lifetimes of these charge 
transfer excitons in the neat fluorinated film could also be related with a stabilization of the charges 
in the fluorinated polymer blends. 
Evidence of slower non-geminate recombination in the fluorinated polymer blend is presented, 
which is proposed to be related with the slight increase in polymer crystallinity and PC70BM 
aggregation, as obtained by GIWAS measurements and corroborated by the PLQ results. The 
increased crystallinity in F4 also agrees with the planar s-s conformation preferred by this polymer, 
compared to the less planar a-s conformation preferred by F0, as obtained previously by the TD-DFT 
calculations.  
The improved charge generation in the F4 blend, along with its slower non-geminate charge 
recombination are key factors that directly impact upon device performance, thus explaining its 
almost double-fold increase in short circuit current. The evidence herein presented points out that 
the impact of fluorination on the short circuit current is explained by the effects on film 
microstructure and the intrinsic photophysic properties of its excited states. 
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Chapter 6. Charge recombination 
studies in PBTT-T blends with different 
blend ratios and acceptors. 
 
 
 
 
 
 
 
 
 
In Chapter 4, a thorough study of charge generation and charge recombination as a function of 
DPPTT-T/PC70BM ratio was presented. However, due to the very low intermixing between the 
polymer and the fullerene, the spectral signatures of its blends are rather insensitive to the 
polymer/fullerene loading. In this chapter a study of PBTT-T/PC70BM blends with different 
donor/acceptor ratios and with ICTA, (indene-C60 trisadduct) a bulky acceptor, are presented. This 
system has the advantage of having clearly differentiated exciton and polaron signals, whose 
contribution to the transient spectra are extremely sensitive to the microsctructure of the blend. 
The microstructure is in turn sensitive to the loading and size of the acceptor. As such, it is a system 
that can be considered a structural model to study charge separation as a function of morphological 
changes. 
Through a combination of steady-state PLQ studies, fs-TAS and wide angle X-ray diffraction (WAXD), 
a correlation of charge generation and recombination, and intercalation of the acceptors within the 
polymer matrix is established. Two main results are obtained. Firstly, upon increasing the PC70BM 
loading from 9 to 1 to 1 to 4 an increase in exciton dissociation rate is observed, as well as a change 
in recombination regime from geminate (in the 9 to 1 and 1 to 1 blends) to non-geminate (in the 1 to 
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4 blend). These results are correlated with an increase in the lamellar d-spacing for PBTT-T upon 
increasing PC70BM loading, related to the formation of a PBTT-T/PC70BM co-crystal. Secondly, upon 
changing the acceptor from PC70BM to the bulky ICTA at a fixed 1 to 1 PBTT-T/acceptor blend ratio, a 
slower exciton dissociation is observed. However, a change in the recombination regime from 
geminate to non-geminate is also observed. The 1 to 1 blend with ICTA shows a much more modest 
increase in lamellar d-spacing, suggesting that co-crystals of PBTT-T/ICTA are not formed. This 
indicates that the formation of a co-crystal results in an almost-instantaneous exciton dissociation, 
with a concomitant high extent of geminate recombination in the absence of extended acceptor 
domains.  
The introduction presents the current literature concerning the recent discussion on CT states and 
their involvement in charge separation and geminate charge recombination. A literature review on 
PBTT-T/acceptor blends charge separation and their relation with film microstructure is also 
presented. Next, the experimental details of sample preparation are described, followed by the 
results section, which is divided into three subsections, the first one deals with PC70BM different 
loadings, the second one presents 1 to 1 blends comparing PC70BM to ICTA, the third one presents 
the WAXD results. For the first two sub-sections, steady-state spectroscopy results are first 
presented, followed by time-resolved spectroscopy results. A discussion of the results is then 
presented, followed by conclusions and references.  
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6a. Introduction 
 
The mechanism of charge separation in organic photovoltaic blends has long been studied and yet, 
discrepancies still exist in the proposed mechanisms of free polaron generation. Some of the 
parameters that have been proposed to influence this yield are the driving energy for charge 
separation1 (discussed in detail in Chapter 3), the crystallinity of at least one of the blend 
components2,3, the orientation of the donor and acceptor molecules with respect to each other4, the 
dielectric constant of the blend5, and the availability of excited states which support a large electron 
delocalisation6–8.  
It has been generally accepted, that a trade-off exists between the optimal morphology for efficient 
exciton dissociation versus that for efficient separation of the charges and their subsequent 
collection9. As explained in Chapter 4, it has been proposed that intermixed regions are optimal for 
exciton dissociation, while more pure, extended regions of donor or acceptor are necessary for an 
efficient charge separation and collection9,10. The increased extension of acceptor domains has been 
correlated with an increased blend dielectric constant, but especially, with an availability of high 
energy CT states with a high polarizability and electron delocalization. In this sense, the involvement 
of “hot” or high-energy charge transfer (CT) states upon charge separation has been particularly 
controversial. 
Studies by Neher and collaborators have experimentally shown that “cold” or relaxed CT state 
excitation result in the same IQEs and the same field-dependence of free charge generation as 
excitation of upper lying CT states11. From that evidence, they concluded that charge separation may 
occur via the lowest-lying, cold CT states11–13. However, the origin of different extents of field-
dependence of free charge generation (interpreted as the contribution of geminate recombination 
to device losses14) for blends with different performances and CT state energies seems rather 
unclear. In particular, the notion that relaxed CT states are able to generate free charge carriers 
seems contradictory given that some of the systems used for their discussion, such as Si-
PCPDTBT/ICTA12 or MEH-PPV/PCBM11 are clearly limited by geminate recombination.  
Opposed to this, studies by a few research groups have independently shown that charge generation 
is improved if delocalized, high energy CT states are available in the system5–8. This has been 
demonstrated experimentally, with studies that use a pump-push spectroscopic technique15. In 
these experiments, an increase in transient current is measured after an IR-push pulse drives bound 
polaron pairs in cold CT states to upper CT states. Because “pushing” the bound polaron pairs to 
upper CT states produces an increase in the measured transient current, the study concluded that 
133 
 
upper CT states must be more delocalized and prone to generate free charge carriers. It was found, 
that the amplitude of this transient current was smaller for highly efficient devices, thus 
demonstrating that they present less current losses associated to geminate recombination from cold 
CT states. The delocalization in high energy CT states has also been confirmed via time-dependent 
density functional theory calculations8. In this study, the existence of hot CT states with increased 
electron delocalization relatively isoenergetic with the singlet S1 state was correlated with high 
charge separation efficiency.  
An increased CT state polarizabilty was also observed experimentally, via electroabsorption 
spectroscopy, upon increasing the loading of C60 in small molecule/C60 devices
5. This increased 
polarizability was attributed to an extended crystallinity of C60 in devices with high C60 loading, which 
was proposed to allow an extension of the electron wavefunction delocalization. As such, a clear 
understanding of the role of hot CT states upon charge separation and geminate recombination of 
bound polaron pairs is still missing. In particular, their relevance in device performance is still under 
constant debate. 
In this Chapter, the role of geminate recombination as a function of blend microstructure will be 
discussed for PBTT-T/PC70BM with different PC70BM loadings and for PBTT-T with a bulky acceptor, 
ICTA. This system was chosen since its morphology is particularly sensitive to the size of the acceptor 
and its loading, and thus its ability to intercalate within the polymer side chains. The easily tuneable 
ratio of intermixed and pure phases makes it ideal to study charge separation in these blends. From 
the fs-TAS results herein presented, it is demonstrated that this morphological sensitivity towards 
the acceptor size and loading translates into different charge recombination regimes which can be 
related to the intermixing level of the acceptor.  
PBTT-T is a highly studied polymer, due to the rather unique microstructure of its blends. When 
blended with acceptors such as PCBM or PC70BM, the fullerene can intercalate within the polymer 
side chains forming a co-crystal, (or bimolecular crystal) that is, an ordered intermixed phase, as 
observed by WAXD and GIWAXS studies of their blends2,16–18. Additionally, it has been found that 
when the acceptor is bulky enough, such as for example ICTA or bis-PC60BM, it cannot be 
accommodated within the PBTT-T side chains and thus the co-crystal is not formed17,18. Moreover, it 
is known that when all the co-crystal sites are fully occupied by small enough fullerene molecules, 
that is, upon increasing acceptor loading, the fullerene starts to form extended aggregated 
domains19. The presence of the fullerene aggregated phase has been correlated with an increased JSC 
in the corresponding device13, therefore suggesting that this phase is necessary to increase charge 
separation efficiency. Figure 6.1 shows a depiction of PBTT-T with different PC70BM loadings and 
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with a bulky acceptor (bis-PC60BM) showing the formation of the co-crystal (10:1 polymer:PC70BM 
blend) the saturation of the co-crystal sites (1:1) and the formation of a fullerene aggregated phase 
(1:4). 
 
 
Figure 6.1. Structure of PBTT-T C14 and microstructure arrangements of PBTT-T:PC70BM blends as a 
function of fullerene loading, and with bis-PC60BM, a bulky acceptor that does not intercalate within 
the lamellar space of PBTT-T. Figure taken from reference19.  
 
In-depth studies of bias-dependence of charge carrier formation in PBTT-T blends with different 
loadings of PC60BM and with 1:1 PBTT-T:bis-PC60BM have concluded that increasing the loading of 
PC60BM results in a reduced field dependence of charge generation, assigned to reduced geminate 
recombination through cold CT states13. Additionally, the authors reported that a 1:1 blend with bis-
PC60BM presents reduced geminate recombination similar to that found for the 1:4 blend with 
PC60BM. These findings are opposed to the increased geminate recombination found in Si-PCPDTBT 
blends when changing the fullerene acceptor from PC60BM to ICTA
12. However, it should be noted 
that firstly, Si-PCPDTB blends with fullerenes have not been reported to show intercalated 
microstructures, thus complicating this comparison20. Secondly, given the much lower bandgap of Si-
PCPDTBT as compared to that of PBTT-T21,22, it is likely that the lowest-lying CT state (CT1) in the Si-
PCPDTBT:ICTA system does not allow an efficient electron transfer and thus geminate recombination 
is predominant in this system. This is not the case for PBTT-T, which S1 state lays 0.55 eV above the 
S1 state of PCPDTBT, thus still allowing efficient electron transfer when blended with bis-PC60BM. It is 
therefore, interesting to compare the recombination regime in PBTT-T blends with ICTA and 
determine whether the energetic requirements are dominant and how they can be conceived 
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considering the blend microstructures. Figure 6.2 shows the HOMO-LUMO energies for PBTT-T, 
PC70BM and ICTA, as obtained from the literature
22,23. We notice that experimental methods to 
determine these energies are not the same in every case (and more extremely, ICTA HOMO was 
estimated by using the same optical bandgap as that for PC70BM, since this value is not reported in 
the literature) however values consistent with PC70BM and PBTT-T energies were taken.  
 
 
Figure 6.2. HOMO-LUMO energies for the polymer and acceptors used in this chapter. HOMO energy 
for PBTT-T was obtained by ultraviolet photoelectron spectroscopy (UPS)23 and its LUMO estimated 
adding the optical bandgap to the HOMO22. HOMO-LUMO energies for PC70BM were used as 
estimated for PC60BM in ref
24. ICTA LUMO was taken from the literature, where it was determined 
using cyclic voltammetry25 or differential pulse voltammetry26. HOMO energy of ICTA was estimated 
using the same optical bandgap as that of PC70BM, consistent with the HOMO-LUMO energies 
determined by Oh and colleagues27.  
 
6b. Experimental section 
 
For all measurements (fs-TAS, steady state PL), solutions of PBTT-T and PC70BM (or ICTA) in ODCB 
were prepared at different concentrations and spin rates so that the visible absorption of the films 
lied between 0.3 and 0.5 at 540 nm. The composition of the films varied from neat PBTT-T, (1:0) 9:1, 
1:1 and 1:4 PBTT-T:PC70BM. The neat and 9:1 films were prepared from 20 mg/mL PBTT-T and 
PC70BM solutions in ODCB, spun at 3000 rpm, whereas 1:1 and 1:4 blends were prepared from 30 
mg/mL ODCB solutions at 1500 rpm. The solutions were stirred and heated at 90°C for at least 8 
hours to ensure full dissolution. Films with ICTA were prepared under the same conditions as the 1:1 
PBTT-T:PC70BM blends. The films were spun on cleaned glass substrates for 1 minute and then 
transferred into an inert-atmosphere glovebox until the measurements were performed.  
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For WAXD measurements, films were prepared by drop-casting 30 mg/mL solutions of the neat 
polymer or the polymer/acceptor mixtures onto clean glass substrates. The thickness of the devices 
was measured using a Dektak profilometer pre-calibrated using a 100 nm gold film deposited on 
quartz calibration module. The uncertainty of the films thickness is no more than 10 nm. The 
thickness was used to correct the WAXD data. 
 
6c. Results 
6c.1. PBTT-T:PC70BM blends as a function of PC70BM loading 
6c.1a.UV-vis and Photoluminescence steady-state spectra 
Figure 6.3a shows representative steady-state UV-vis spectra of the neat PBTT-T and the PBTT-
T/PC70BM blends as a function of their weight ratio, varying from 9 to 1 to 1 to 4 polymer:fullerene. 
It can be observed that as the PC70BM concentration is increased from 9 to 1 to 1 to 1, a vibrational 
structure appears in the spectra, as well as a small red shift (from 545 to 552 nm) of the absorption 
maximum corresponding to the 0,1 transition. This is due to an ordering of the polymer chains, most 
likely related to the formation of the polymer/fullerene co-crystal, as has been reported before19,28.  
 
Figure 6.3. a) Steady state UV-vis absorption of neat and blend films of PBTT-T and PC70BM with 
different polymer to PC70BM weight ratios. b) Steady state PLQ traces of PBTT-T and PBTT-T/ PC70BM 
blends as a function of PC70BM loading, exciting at 540 nm. The PL traces were corrected for film 
absorption at 540 nm. 
 
Next, Figure 6.3b shows the results for the photoluminescence (PL) emission of the neat PBTT-T film 
and its quenching upon PC70BM loading. It can be observed that only the 9 to 1 blend film exhibits 
some weak, 93% quenched, PBTT-T emission. Both 1 to 1 and 1 to 4 blend films are completely 
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quenched (PLQ >> 99%), showing that PC70BM has completely intermixed within the polymer side 
chains. These results qualitatively agree with the UV-Vis spectra in Figure 6.3a and previous studies 
on PBTT-T morphology2,19. The remaining PL in the 9 to 1 blend is probably due to the low amount of 
PC70BM not being able to quench all the polymer excitons formed. It is remarkably however, that 
with only 10% in weight of PC70BM, more than 90% of the PBTT-T excitons are quenched. This result 
is clearly different to the DPPTT-T PLQ results presented in Chapter 4, indicating that the relative 
intermixing of PC70BM in PBTT-T is much larger, despite this polymer being highly crystalline. This 
can be explained by the formation of the aforementioned co-crystals. Interestingly, the PBTT-T 
emission maximum is slightly blue shifted upon blending with PC70BM, thus slightly narrowing the 
Stokes shift between the (0,1) transitions, from 170 nm in the neat PBTT-T film to 152 nm in the 9 to 
1 film ( 0.05 eV difference). Smaller Stokes shifts have previously been correlated with increased 
film crystallinity29 thus implying that the ordering in the polymer chains slightly increases upon 
PC70BM addition, in agreement with what was found in the UV-vis spectra and WAXD data presented 
below. This is also consistent with the results of other research groups that use additives to induce a 
phase separation of the blend16 
 
6c.1b. Femtosecond transient absorption spectroscopy: early photophysics and charge 
recombination dynamics. 
Following the steady-state characterization, fs-transient absorption data was compared for the neat 
PBTT-T and its blends with PC70BM (9:1, 1:1 and 1:4) exciting at 540 nm with different excitation 
intensities. First, neat PBTT-T spectra and dynamics, shown in Figure 6.4a and Figure 6.4b will be 
discussed. As can be observed, the photoinduced absorption spectra of PBTT-T has a rather defined 
maximum at  1260 nm from early times ( 0.2 ps). This band can be assigned to the photoinduced 
absorption of PBTT-T excitons from the first excited state S1 to an upper Sn state. This transition is 
roughly isoenergetic with that of DPPTT-T (Chapter 4), F0 (Chapter 5) or RR-P3HT30, which has a 
similar bandgap and crystallinity compared to PBTT-T. Similar energies for S1  Sn exciton transitions 
have also been reported in low-bandgap polymers31–33. Our group has found that low or zero triplet 
yields are observed in polymers with high crystallinity, as determined by oxygen quenching 
experiments34. In particular, PBTT-T microsecond timescale studies under nitrogen and oxygen 
atmospheres indicated that no triplets are present in both neat and blend films35. From this evidence 
and the dynamics observed at late times (see Figure 6.5) it was concluded that the neat film does 
not present triplet formation. 
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Figure 6.4. Neat PBTT-T sub-ps transient absorption data in the IR region, excited at 540 nm, in a) 
transient spectra taken at 6.3 J/cm2 and b) normalised dynamics at the exciton maximum 
absorption at 1260 nm and different excitation intensities. Inset, the same transient data normalised 
at  70 ps.  All data was corrected for polymer absorption at the excitation wavelength. 
 
Exciton decay dynamics at 1260 nm, shown in Figure 6.4b are however very different from the ones 
observed for DPPTT-T and F0/F4 polymers. An initial fast, intensity-dependent decay is observed 
until  70 ps (see Figure 6.4b inset) which most likely corresponds to an exciton-exciton annihilation 
process. The slower component of the decay is intensity independent, and thus can be assigned to 
the intrinsic exciton decay, which has a time constant  = 144 ± 20 ps. This is a longer exciton decay 
time that those found for DPPTT-T, in agreement with slower non-radiative deactivation processes in 
polymers with larger bandgaps33,36,37. Interestingly, PBTT-T transient spectra have a contribution 
from a long-lived band with a maximum at  1015 nm from early times. A single value 
decomposition analysis is precluded since this band presents a blue shift over time. However, when 
the dynamics at 1015 nm are plotted in a log-log plot, they show linear decays from  100 ps, thus 
suggesting the existence of a small amount of dissociated charges in the neat film, as can be 
observed in Figure 6.5. This was also observed by Jamieson in neat PBTT-T films, which presented 
charge-characteristic decays in the microsecond scale at 980 nm35. The assignment of this 
photoinduced absorption to dissociated charges is also consistent with the polymer positive polaron 
photoinduced spectra observed in blends with acceptors from the picosecond (as it will be seen 
shortly) to the microsecond timescale, also shown by Jamieson35. Interestingly, a value of       
was obtained, thus indicating an order of recombination of 3, the highest observed in this thesis. 
(see section 2c.4.a in Chapter 2). The origin of a third order in the recombination reaction law in the 
neat film is until present not well understood, however is likely to be related to the energetic 
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disorder of the film, that is the presence of excitons with different energies, which will likely have 
different decay times and kinetics, thus reflecting in a general high recombination order. 
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Figure 6.5. Normalised dynamics exciting at 540 nm and probing at  1015 nm and different 
excitation intensities. Inset, the same transient data normalised at  100 ps in a log-log scale, 
showing the power-law nature of the decays at late times, with an exponent  = -0.5. The data was 
corrected for polymer absorption at the excitation wavelength. 
 
Next, the description of the transient absorption data for the PBTT-T/PC70BM blend films is 
presented. Firstly the 9 to 1 PBTT-T/PC70BM blend transient spectra and kinetics, shown in Figure 
6.6a and Figure 6.6b are discussed. Figure 6.6a shows two clear distinct contributions to the 
photoinduced spectra, one with a maximum at  1250 nm and one at higher energy, whose spectra 
blue-shifts extremely fast, from 1090 to 950 nm in approximately 5 ps. From the resemblance to the 
neat spectra, the fast-decaying 1250 nm photoinduced signal can be assigned to the exciton signal 
being quenched by the presence of the acceptor. In the same way, the signal observed at  1000 nm 
can be assigned to the positive polaron photoinduced absorption, and thus the 0.17 eV blue-shifting 
of its spectrum can correspond to the energetic relaxation of the polarons, as reported before by 
Laquai and coworkeres.38 Figure 6.6b presents the kinetics of the photoinduced absorption signal at 
900 nm, where the contribution of exciton signal is less severe. It can be observed in this graph, that 
the decay can be largely described by an excitation intensity-independent multiexponential decay, 
thus suggesting the existence of geminate recombination of bound charges, with an average decay 
time  = 209 ± 40 ps, as obtained from the corresponding contributions of the tri-exponential fit. 
Considering that the change of the extinction coefficient of the polaron absorption is negligible 
during polaron recombination, it is noticeable that almost 95% of the polarons recombine in 6 ns, an 
observation which would anticipate a poor device performance for cells fabricated with this 
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donor/acceptor ratio. Geminate recombination in this blend is expected as the relative amount of 
PC70BM is only enough to sparsely intercalate within the polymer side chains, as shown in Figure 6.1. 
This results in the formation of bound polaron pairs that are unable to further separate due to the 
spatial confinement imposed by the small fullerene regions, as has been proposed before13,19.  From 
the analysis of the exciton dynamics at 1250 nm, shown in Figure 6.7, an average exciton decay time 
 = 10.2 ± 0.1 ps could be extracted from the contributions of a tri-exponential fit function. This 
corresponds to an exciton quenching time of ~93%, in excellent accordance with the steady state PL 
quenching result shown in Figure 6.3b. 
 
Figure 6.6. 9 to 1 PBTT-T/PC70BM sub-ps transient absorption data in the IR region, excited at 540 
nm, in a) transient spectra taken at 6.3 J/cm2 and b) normalised polaron dynamics at 900 nm with 
different excitation intensities. The red line corresponds to a tri-exponential fit of the data. All data 
was corrected for blend absorption at the excitation wavelength. 
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Figure 6.7. Normalised dynamics exciting at 540 nm and probing at 1250 nm at different excitation 
intensities for the 9 to 1 blend film. The data was fitted to a tri-exponential function (red trace). 
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Next, the 1 to 1 PBTT-T/PC70BM blend will be discussed. Figures 6.8a and 6.8b show the 
photoinduced transient spectra and decay dynamics of this blend, respectively. Following the 
previous assignments, a well defined positive polaron photoinduced absorption band is observed at 
 1000 nm. Additionally, a fast-decaying, (see Figure 6.8) low OD photoinduced absorption can be 
observed at  1250 nm, whose assignment is consistent with that of exciton photoinduced 
absorption. It is noticeable that only a limited part of the exciton absorption is present in the 
spectra, since the photoinduced formation of polarons seems to be much faster than in the case of 
the 9 to 1 blend.  This assignment is confirmed by comparing the characteristic exponential decay 
and accumulation times at 1250 nm and 1000 nm respectively, in the first picosecond, as can be 
observed in Figure 6.8b and Figure 6.9. These kinetics have resolution-limited characteristic times  ≤ 
200 fs. It is thus likely that the vast majority of the charges in this system are formed within the time 
resolution of our fs-TAS setup. 
 
Figure 6.8. 1 to 1 PBTT-T/PC70BM sub-ps transient absorption data in the IR region after excitation at 
540 nm, in a) transient spectra taken at 6.3 J/cm2 and b) normalised dynamics at 1000 nm at 
different excitation intensities. The red line corresponds to a tri-exponential fit of the data plus a 
power-law decay from  1 ns. All data was corrected for blend absorption at the excitation 
wavelength. 
 
 In Figure 6.8b the complete positive polaron kinetics can be observed. After the initial sub-ps rise, a 
fast exponential, excitation-independent decay can be observed with a characteristic time  = 210 ± 
10 ps, which can be assigned to the geminate recombination of polaron pairs. This decay accounts 
for almost 80% of the initial ( 2 ps) polaron signal, therefore indicating that geminate 
recombination in this system is severe. From around 1 ns however, a small contribution from an 
excitation-dependent phase attributed to the onset of non-geminate recombination of the 
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“surviving” charges can also be observed. The onset of this phase depends on the excitation 
intensity also indicating that charge separation is inefficient in this system.  Figure 6.9 also shows a 
slower exponential, intensity-independent decay from 2 ps, with a characteristic time  = 260 ± 40 ps 
which agrees, within the experimental error, with the exponential decay associated to geminate 
recombination of bound polarons at 1000 nm. This indicates that the polaron band has a small 
contribution at longer wavelengths, overlapping with the exciton absorption area.   
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Figure 6.9. Normalised dynamics exciting at 540 nm and probing at 1250 nm at different excitation 
intensities for the 1 to 1 blend film. Data was corrected for polymer absorption at the excitation 
wavelength and fitted to a bi-exponential function (red trace). 
 
Finally, the 1 to 4 PBTT-T/PC70BM blend will be discussed. Figures 6.10a and 6.10b show the 
photoinduced transient spectra and decay dynamics of this blend, respectively. An inspection of 
Figure 6.10a shows that the 1 to 4 blend presents similar spectral features as those observed for the 
1 to 1 blend; that is, an early 800 to 1100 nm positive photoinduced absorption assigned to the 
absorption of the photogenerated positive polarons in PBTT-T. It is noticeable, that both 1 to 1 and 1 
to 4 blend films show photoinduced transient spectra with marked vibrational structure, possibly 
corresponding to different polaron vibronic transitions. Interestingly, this feature is also observed in 
the steady-state absorption spectra of these blends, a feature that has proposed to be related to a 
higher polymer structural order19,28. This result could suggest that the better polymer ordering is also 
reflected in the optical transitions of the polarons formed after photoexcitation. 
The kinetics of this polaron band, however is completely different from the one of 1 to 1 blend film. 
As can be observed in Figure 6.10b, the decay of the polaron band is not only much slower than in 
the 1 to 1 blend, but presents a biphasic behaviour. Until   30 ps, an intensity-independent bi-
exponential growth with a resolution limited characteristic time ( ≤ 200 fs) and a much slower 
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characteristic time  = 7 ± 2 ps are observed. The fast growth can be associated to the appearance of 
polarons from the quenching of the longest-lived excitons, as confirmed by comparing this growth 
with the decay at 1250 nm (Figure 6.11) assigned before to the exciton photoinduced absorption. 
The slower characteristic growth time is proposed to correspond to the polymer positive polaron 
formation coming from the quenching of excitons generated in the extended fullerene domains. This 
is expected from the higher fullerene proportion in this blend, and by the relatively high fullerene 
absorption at the excitation wavelength. This behaviour was also observed by Dimitrov et.al. in BTT-
DPP/PC70BM blends
39 however, in that case the polaron generation from fullerene excitons occurs in 
the nanosecond timescale. The difference in the fullerene exciton quenching times might originate 
from smaller and/or more homogeneously distributed fullerene domains in the PBTT-T/PC70BM 
blends as compared to the BTT-DPP/PC70BM blends, however this requires further investigation. 
 
Figure 6.10. 1 to 4 PBTT-T/PC70BM sub-ps transient absorption data in the IR region, excited at 540 
nm, in a) transient spectra taken at 6.3 J/cm2 and b) normalised dynamics at the polaron maximum 
absorption at 1020 nm at different excitation intensities. The data was corrected for blend 
absorption at the excitation wavelength. 
 
Perhaps more important than the fullerene exciton quenching kinetics is the slow excitation 
intensity dependent decay observed after  30 ps in Figure 6.10b. Due to the light-intensity 
dependent nature of the decay, and its linear nature in a log-log plot it is proposed that this decay 
corresponds to non-geminate polaron recombination. This marks an important difference in the 
recombination regime compared to the rest of the PBTT-T/PC70BM blend films herein analysed. 
While both 9 to 1 and 1 to 1 blends presented fast, strictly excitation intensity-independent polaron 
decays starting at earlier times, (0.2 ps for the 9 to 1 blend and  10 ps for the 1 to 1 blend) the 1 to 
4 blend shows delayed, slower excitation-intensity dependent polaron kinetics that consumes 
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between 20 and 60% of the charges after 6 ns, depending on the pulse intensity. The change in the 
recombination regime when increasing the fullerene loading from 1 to 1 to 1 to 4 is in agreement 
with recent results from Laquai and co-workers10 (reported whilst this thesis was being written) and 
is consistent with the improvement obtained in device performance, both resulting from a triple-fold 
increase in JSC and an almost 20% increase in FF.
10  In the discussion section the change in blend 
crystallinity will be correlated with the change in recombination regime and device performance. 
Following, the fs-TAS results for the 1:1 blend with ICTA will be presented. 
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Figure 6.11. Normalised dynamics exciting at 540 nm and probing at 1250 nm at different excitation 
intensities for the 1 to 4 blend film. The data was corrected for polymer absorption at the excitation 
wavelength and fitted to a bi-exponential function (red trace). 
 
6c.2. PBTT-T blends with bulky acceptors 
6c.2a.UV-vis and Photoluminescence steady-state spectra 
Figure 6.12a shows representative steady-state UV-vis spectra of the neat PBTT-T and the 1 to 1 
PBTT-T/acceptor blend films. Except for a few nanometers blue-shifting of the polymer absorption 
maximum, the blend with the bulky acceptor ICTA shows very similar spectra to the neat PBTT-T 
one. The absence of a vibrational structure in the UV-vis spectra in the ICTA blend is an indication of 
less structured films and is consistent with the lack of evidence indicating the formation of PBTT-
T/acceptor co-crystals, as previously reported.17–19 
Figure 6.12b shows the results for the photoluminescence (PL) emission of the neat PBTT-T film and 
PBTT-T emission quenching in the 1 to 1 blends with ICTA and PC70BM. It can be observed that 
differently from the PC70BM 1 to 1 blend, ICTA blend shows incomplete quenching (PLQ < 99%) close 
to that of the 9 to 1 PBTT-T/PC70BM blend (see Figure 6.3b). Using Equation 2.4 in Chapter 2 and 
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assuming a PBTT-T exciton diffusion length of 6 - 10 nm,2 pure domains of PBTT-T in the 1 to 1 blend 
with ICTA have approximate diameters between 2 and 3 nm. It is important to notice however, that 
even if these domains seem small, the sizes herein reported corresponds to the average pure PBTT-T 
domain size, and thus suggest that in this blend there are some areas of the polymer in which the 
fullerene molecules are not intimately intermixed. These results qualitatively agree with the UV-Vis 
spectra in Figure 6.12a. However, it is surprising that given the absence of intercalation of ICTA 
within the side chains of PBTT-T (as it will be shown in section 6c.3 and has been reported in the 
literature17–19) their PLQ in the 1 to 1 blends is still high. This suggests that some level of intermixing 
happens in this blend, even though ICTA does not intercalate within the side chains of the polymer. 
It seems plausible then, that the solubility of the fullerenes with PBTT-T is much higher than in, for 
example DPPTT-T, despite that both polymers are highly crystalline, as it will be shown in the next 
section.  
 
Figure 6.12. a) Steady state UV-vis absorption of neat and blend films of PBTT-T and different 
acceptors with 1 to 1 PBTT-T/acceptor weight ratios. b) Steady state PLQ traces of PBTT-T and 1 to 1 
PBTT-T/acceptor blends after excitation at 540 nm. The PL traces were corrected for film absorption 
at 540 nm. 
 
6c.2b. Femtosecond transient absorption spectroscopy: early photophysics and charge 
recombination dynamics. 
Figures 6.13a and 6.13b show the transient spectra and 1250 nm dynamics of PBTT-T/ICTA. Similarly 
to the 9 to 1 PBTT-T/PC70BM blend, the transient spectra shows features of both excitons, with a 
maximum at  1250 nm and polymer positive polarons with a maximum absorption at  950 nm. The 
observation of exciton photoinduced absorption signals agrees with the incomplete exciton emission 
quenching observed in the steady-state PLQ results. Indeed, a comparison of the average neat PBTT-
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T exciton lifetime ( = 144 ± 20 ps) and the average exciton lifetime as obtained by taking into 
account the contributions from a tri-exponential fit function to the 1250 nm transient in Figure 6.13b 
( = 3.5 ± 0.6 ps) predicts a PLQ of 98%, in excellent agreement with the steady-state PLQ results. 
 
Figure 6.13. 1 to 1 PBTT-T/ICTA sub-ps transient absorption data in the IR region, excited at 540 nm, 
in a) transient spectra taken at 6.3 J/cm2 and b) normalised dynamics at the exciton maximum 
absorption at 1250 nm at different excitation intensities; the red trace is a fit to a triexponential 
function + a power law contribution from 100 ps. The data was corrected for blend absorption at the 
excitation wavelength. 
 
Figure 6.14 shows the polymer positive polaron kinetics at 910 nm at different laser excitation 
intensities. A comparison of these signals with signals taken at 1000 nm, where the contribution of 
the exciton signal is larger, allowed us to identify that polarons contribute dominantly to the 910 nm 
signal from 4.5 ps, and thus the signal was normalised to a unit value at this time. In this figure, a 
power-law excitation-intensity dependent polaron decay is observed, suggesting polaron non-
geminate recombination that consumes, after 6 ns, between 60 and 80% of the polaron signal 
depending on the excitation intensity. Charge recombination is not as slow as that observed in the 1 
to 4 PBTT-T/PC70BM blend film, however it is approximately 20% slower (at low excitation 
intensities) than that of the analogous 1 to 1 PBTT-T/PC70BM blend film. Thus, while the 1 to 1 PBTT-
T/PC70BM blend film presents predominantly fast (  210 ps) geminate recombination, followed by 
non-geminate recombination, the 1 to 1 PBTT-T/ICTA blend film presents a fast, non-geminate 
recombination phase. Depending on the excitation intensity, both recombination types could 
consume the same relative amount of charges in the corresponding blends by 6 ns. The early onset 
and fast non-geminate positive polaron recombination in the 1 to 1 PBTT-T/ICTA blend film could be 
due to an increased mobility in the PBTT-T phase, resulting from the lack of intercalation of ICTA in 
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the polymer’s side chains. An alternative explanation is that the pure domains polymer domains are 
small, thus spatially confining the polarons which will rapidly non-geminate recombine within this 
small domains. 
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Figure 6.14. Log-log plots of the kinetics at 910 nm after excitation at 540 nm with different 
intensities normalised at 4.5 ps. The vertical lines show the three main phases in the decay. Red 
dashed lines are power-law fits of the form          as described in Chapter 2. All the 
transients were corrected for blend absorption at the excitation wavelength. 
 
6c.3. WAXD results 
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Figure 6.15. a) Wide-angle X-ray diffraction (WAXD) patterns for the different DPPTT-T/PC70BM drop-
cast films. Data was corrected with a factor that accounts for the differences in film thickness. The 
scattering vector q is calculated from the scattering angle using the equation              in 
from section 2c.5 in Chapter 2. WAXD data was taken by Ching Hong-Tan and Elisa Collado. 
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Wide-angle X-ray diffraction (WAXD) technique was used to corroborate the intercalation behaviour 
in these blends. This is done by analysing the change in the lamellar spacing upon increasing 
concentration of PC70BM and upon the change of acceptor maintaining the 1 to 1 ratio. Figure 6.15 
shows the data obtained for the neat PBTT-T as well as the 9:1, 1:1, 1:4 PBTT-T/PC70BM and the 1:1 
PBTT-T/ICTA blend films, corrected to account for the different thicknesses of the blends.  
Firstly, it can be observed that from the intensity and narrowness of the peaks, that all the films 
(both neat and blends with acceptors) have a high crystallinity. Because the method of film 
preparation is the same as that for the WAXD results of DPPTT-T blends (Chapter 4) and the same 
equipment was used, the results are comparable. It can then be concluded that PBTT-T blend films 
are as crystalline as or more crystalline than DPPTT-T blend films.  
A narrow peak can be observed in the neat PBTT-T film (purple line) at q = 0.305 Å-1, which 
correspond to a lamellar spacing of 20.6 Å. The lamellar peak was observed at similar q values for 
the 9:1 PBTT-T/PC70BM and the 1:1 PBTT-T/ICTA: q = 0.302 Å
-1 and q = 0.309 Å-1 respectively, which 
correspond to lamellar spacing of 20.8 Å and 20.3 Å respectively. The similar values in the lamellar 
spacing as the neat PBTT-T film indicate that the polymer crystallinity is not altered upon the 
addition of the fullerene. This is expected for the 9:1 PBTT-T/PC70BM blend since the fullerene 
proportion is small. Interestingly, this blend presents a small signal at  q = 0.2 Å-1 which indicates 
that this film presents an onset signal of intercalation. The peaks at  q = 0.6 and 0.9 Å-1 observed for 
these blends correspond to the second and third harmonic of the main lamellar peak. 
The 1:1 and 1:4 PBTT-T/PC70BM blend films, on the other hand, present a narrow and intense peak 
at q = 0.217 Å-1 and q = 0.218 Å-1 respectively, which correspond to lamellar spacing of 29.0 Å and 
28.8 Å respectively. This represents a change in lamellar spacing with respect to the neat PBTT-T film 
of d = 8.4 and 8.2 Å for the 1:1 and 1:4 PC70BM blend films respectively. The change in lamellar 
spacing takes a small negative value d = -0.3 Å for the 1:1 PBTT-T/ICTA blend, indicating that 
lamellar spacing even becomes slightly smaller upon ICTA addition. The peaks at  q = 0.4 and 0.6 Å-1 
observed for these blends correspond to the second and third harmonic of the main lamellar peak, 
however in the case of the 1:4 blend, it is possible that the q = 0.6 Å-1 is also superimposed to a peak 
at q = 0.64 Å-1, corresponding to PC70BM agglomerates
40,41. The 1:1 and 1:4 PBTT-T/PC70BM blends 
also present a broad peak at q = 1.37 Å-1 and q = 1.4 Å-1 respectively, which most likely also 
correspond to fullerene agglomeration. This peak is not present in any of the other blends, and it is 
more prominent in the 1 to 4 blend, confirming that it corresponds to PC70BM domains with some 
degree of crystallinity40,41. 
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The values herein obtained for the PBTT-T lamellar spacings present small variations from those 
published by McGehee and co-workers17,18, however variations of 1 to 3 Å have been observed 
before for these measurements2,16, especially if the technique used and/or the deposition methods 
vary. 
 
6d. Discussion 
 
Using a system whose morphology has been extensively investigated; this study demonstrates a 
clear change in the charge recombination regime, both in terms of spectra and kinetics, upon 
changing the fullerene loading (PC70BM) and replacing PC70BM for ICTA. The results herein presented 
show that while the 9 to 1 and 1 to 1 PBTT-T/PC70BM blends predominantly show fast ( 210 ps in 
both cases) geminate recombination, the 1 to 4 PBTT-T/PC70BM and the 1 to 1 PBTT-T/ICTA blends 
show slow and fast non-geminate charge recombination respectively. These results are similar to 
those recently obtained by Laquai and co-workers10, however, a comparison with the effect of 
replacing the acceptor with a bulky one is missing in their work. 
From the three PC70BM blends, only the 9 to 1 one shows incomplete PBTT-T exciton emission 
quenching, however this indicates that the proportion of PC70BM is not enough to achieve a 
complete quenching. From the WAXD results it can be observed that this blend actually presents a 
small peak that indicates a small proportion of intercalation of the fullerene within the side chains of 
the polymer. As such, the polarons formed are likely to remain mainly bound and recombine 
geminately. It is interesting that the geminate recombination decay constants observed for both 9 to 
1 and 1 to 1 PBTT-T/PC70BM blends are so similar. This indicates that increasing the fullerene loading 
from 10% to 50% in weight actually does not retard or accelerate geminate charge recombination, 
however it results in faster charge generation, as clearly shown in the exciton decay kinetics. It is 
also noticeable, in the 1 to 1 PC70BM blend, that after the predominant geminate charge 
recombination phase, a small non-geminate regime is present from  900 ps indicating the onset of 
fullerene aggregation, as can be also inferred from the WAXD results. 
Differently from the 9 to 1 PC70BM blend results are the results for the 1 to 1 PBTT-T/ICTA blends. 
While PBTT-T also presents a small but measurable emission in its blend with ICTA, this does not 
come from insufficient acceptor. Instead, the WAXD results confirm that ICTA does not intercalate 
within the side chains of PBTT-T and thus has a partially segregated microstructure. This seemingly 
small change in morphology has a profound impact on charge separation, for it results in interfaces 
150 
 
that confine less the electron-hole pair and thus permit a higher separation efficiency as compared 
to the analogous 1 to 1 PBTT-T/PC70BM blend.  
The increased charge separation efficiency (i.e. yield of dissociated as opposed to bound charges) in 
the ICTA blend cannot be attributed to energetic effects since, as can be observed in Figure 6.1, ECS 
is smaller for the PBTT-T/ICTA system as compared to PBTT-T/PC70BM.  
Similarly, the participation of hot CT states seems not to be the reason for the change in the 
recombination regime. Consider the following hypothesis. If we approximate the energy gap 
between a hot, CTn state and the lowest CT1 state to have the same energy as the S1  Sn transitions 
observed for PBTT-T at  1 eV ( 1250 nm) then it can be observed from Figure 6.16 that the CTn 
state of ICTA lies above the Sn state and thus seems unlike to be able to participate in the process of 
charge generation and separation. Opposed to this, CTn state of PC70BM is almost isoenergetic with 
the Sn level of PBTT-T, which would indicate that this CT state is available to participate in the charge 
generation and separation process from unrelaxed excitons.  
 
Figure 6.16. Jablonsky state energies diagram. S1 energy was calculated using the values of HOMO – 
LUMO of Figure 6.2 considering that the main contribution of S0  S1 comes from the HOMO  
LUMO transition. Energies of cold CT states      were estimated using Janssen’s approximation
42 
                           . The transition CT1 CTn was approximated to be isoenergetic 
with S1  Sn, whose value was taken from the ultrafast spectra exciton maxima at  1250 nm.  
 
These results however, show an opposite trend to what it was experimentally obtained in terms of 
charge separation: while the 1 to 1 PBTT-T/PC70BM blend mainly presents geminate recombination 
in competition with charge separation, charge separation in the 1 to 1 PBTT-T/ICTA blend film seems 
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to be more efficient for it shows only non-geminate recombination. One needs to be aware 
however, that these state energies rely in rather severe approximations and should be considered 
with care. Even with these limitations, energetic arguments, either regarding the driving energy for 
charge separation or the participation of hot CT states do not seem to be able to explain the results 
herein obtained.  
If the fullerene in question only exists intercalated with PBTT-T, geminate recombination is 
observed, as is the case of the 9 to 1 and 1 to 1 PC70BM blends. However, the existence of 
intercalated phases does not exclusively result in geminate recombination if an extended and rather 
crystallised acceptor phase is present in the blend, as is the case of the 1 to 4 PC70BM blend, 
confirmed with the fullerene agglomerate peak observed in the WAXD results. In fact, the 1 to 4 
PC70BM blend presents the slowest, (non-geminate) charge recombination of all the blends analysed, 
such that at the lowest excitation intensities used, less than 20% of the polarons have recombined 
after 6 ns. This is in agreement with the best performance of PBTT-T/PC70BM found for this blend 
ratio10. Such a dramatic change in both the regime and the rate of charge recombination compared 
to the 1 to 1 PBTT-T/PC70BM blend is a result of the presence of an aggregated phase of PC70BM. This 
phase complies with two functions, the first one is to provide with relatively pure neighbouring 
regions, (possibly with a higher electron affinity2) such that the bound polaron pairs can separate 
from the intercalated phases in which they are confined in the absence of this extended fullerene 
phase. The second function consists in maintaining a domain separation that avoids encounters 
between positive and negative polarons thus reducing the non-geminate charge recombination rate. 
Notice that these results are in agreement with those reported by Deibel and co-workers in their 
TDCF PBTT-T/PC70BM and PBTT-T/bulky acceptor study.
13 
It is likely that non-geminate charge recombination in the 1 to 1 PBTT-T/ICTA blend is much faster 
than in the 1 to 4 PBTT-T/PC70BM since the segregation in the former blend is not enough to slow 
down non-geminate recombination. Because pure domains in the 1 to 1 PBTT-T/ICTA blend are 
small, the polarons are confined and thus are more likely to rapidly non-geminate recombine. The 
confinement is less severe than that of the 1 to 1 PBTT-T/PC70BM and therefore recombination can 
be non-geminate in nature, but still fast. 
From this discussion it seems very likely that the changes in the charge recombination regimes and 
rates are largely a result of the different microstructures in the blends, that range from intercalated 
(in the 9 to 1 and 1 to 1 PBTT-T/PC70BM blends) to intercalated with an aggregated phase (in the 1 to 
4 PBTT-T/PC70BM blend) to a partially segregated microstructure (in the PBTT-T/ICTA blend) which 
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emphasize the importance that microstructure can have in some polymer/acceptor systems as the 
one herein presented. 
 
6e. Conclusions 
 
In this study, the effect of microstructure on charge generation, separation and recombination are 
clearly shown. A difference between intercalation and intermixing can be established based upon 
the effect of the acceptor addition on the WAXD results, the polymer exciton emission quenching 
and the blend charge recombination observed. Direct evidence of the drastic effect of PC70BM 
aggregation upon charge recombination was shown, changing the regime of charge recombination 
from geminate to non-geminate and largely decreasing the recombination rate. At a fixed 1 to 1 
blend ratio, the change to a bulky acceptor (ICTA) unable to intercalate within PBTT-T side chains 
results in the change from fast geminate recombination in the PC70BM blend to fast non-geminate 
charge recombination in the ICTA blend film. The fast non-geminate charge recombination in the 
ICTA blend film is likely to come from a decreased energetic disorder resulting in the reduction of 
the amount of deep traps which slow down bimolecular recombination. Finally, the improved 
efficiency of charge separation in the ICTA blend film is unlikely to come from energetic arguments 
either involving ECS or the participation of hot CT states. 
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Chapter 7. General conclusions and 
further work 
 
 
 
 
 
 
 
 
 
 
 
 
This thesis has presented a series of studies that address different aspects of charge separation 
efficiency and charge recombination in polymer/fullerene blends used to fabricate active layers for 
solar devices. This work has provided insight into the influence on charge separation and 
recombination of material properties such as blend energetics, donor/acceptor ratio, polymer 
backbone modification (fluorination) and interfacial morphology. All these concepts are complex and 
modify more than one aspect of the spectroscopy and dynamics of the excited species of the blends, 
however they have helped to build an improved understanding of the process of current generation 
in these organic semiconductor blends. The study of polymer/fullerene blends is still an important 
area of solar research. Although recently new materials have attracted attention, organic materials 
remain an important niche due to their flexible structures. Following the conclusions of each chapter 
will be summarized and the future of these studies commented. 
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7a. Conclusions 
 
Throughout this thesis relationships between low-bandgap polymer/fullerene blend characteristics 
including interface energetics (Chapter 3) and microstructure (Chapter 6), donor/acceptor ratio 
(Chapter 4) and polymer backbone fluorination (Chapter 5) were related to the charge generation 
and separation efficiency and charge recombination in systems with. These photochemical aspects 
were probed via mainly two experimental techniques: photoluminescence quenching and transient 
absorption spectroscopy from the sub-ps to the millisecond timescales. In all cases a relation with 
device performance was discussed. A general observed trend, evidenced in Chapter 3, is that the 
yield of charges correlates with the short circuit current of the device, thus directly impacting on its 
power conversion efficiency. Charge recombination kinetics is a slightly more complicated to 
interpret, since it depends on the recombination rate constant, on the charge density and on charge 
mobility.  
Studying a series of DPP-based and Ge-based low-bandgap polymer/fullerene blends, Chapter 3 
provided evidence that the driving energy for charge separation does not only impact on the yield of 
charges, as probed via TAS, but also on the short circuit current of devices. As such not only     is a 
function of interface energetic, but also    . Additionally, an estimation of the polaron entropy of 
thermalization was obtained by comparing the experimentally determined      and     , 
estimated as        . 
Chapter 4 presented a complete study of the effect that changing the donor/acceptor ratio has upon 
charge separation and recombination dynamics of DPPTT-T/PC70BM blend films. The main conclusion 
supports the idea that a main limitation of DPP-based polymers is their inability of dissociate 
efficiently the excitons from both polymer and fullerene harvested photons. A careful microstructure 
analysis that included WAXD, TEM and AFM and a comparison with published data on other DPP-
based polymers suggest that the main reason for the incomplete exciton dissociation is due to a 
non-optimized mixing between the polymer and PC70BM. 
Chapter 5 addresses a detailed study on the effect of fluorination of a Ge-based polymer upon 
excited state photophysics and photochemistry. It was found that fluorination increases the change 
of dipole moment upon excitation, which results in the formation of excitons with increased charge 
transfer character, as obtained via Fs-TAS. Fluorination also has important effects upon PC70BM 
crystallinity, which results in slower charge recombination which might impact on device 
performance. 
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Finally Chapter 6 provides a detailed analysis of the impact of interface microstructure upon charge 
separation and charge recombination, as probed by Fs-TAS. This chapter shows clear changes in the 
regime of recombination (from geminate to non-geminate) upon donor/acceptor ratio and upon the 
use of an acceptor unable to intercalate within the polymer chains. The level of intercalation in the 
used blend films was clearly shown using WAXD. A clear change from geminate to non-geminate 
recombination was observed when the acceptor was able to aggregate or when the bulky acceptor 
was unable to intercalate. It was concluded that the changes in dynamics can be exclusively 
explained with morphological arguments. 
 
7b. Further work 
 
Both Chapter 3 and Chapter 6 have work relevant to a “hot” discussion at the moment, which is the 
relevance of hot CT states upon charge separation. Although the counter-arguments of some 
researchers are not directly disproven with the contributions herein presented, they are an 
antecedent to further research in this area. Current work carried out at Durrant’s group suggests 
that the intermediates states involved in charge separation as compared to those involved in charge 
recombination might be different. This would explain the seemingly contradicting results by Neher 
and co-workers and those of our group. The implication of the existence of bound states needs to be 
revised as well as the concept of geminate recombination. This work seems extremely exciting and a 
theory that unifies both viewpoints would be extremely important. 
 
 
 
 
 
 
 
 
 
 
 
 
158 
 
 
 
