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Abstract
We consider a general piecewise deterministic Markov process (PDMP) X =
{Xt}t>0 with measure-valued generator A, for which the conditional dis-
tribution function of the inter-occurrence time is not necessarily absolutely
continuous. A general form of the exponential martingales is presented as
M
f
t =
f(Xt)
f(X0)
[
Sexp
(∫
(0,t]
dL(Af)s
f(Xs−)
)]−1
.
Using this exponential martingale as a likelihood ratio process, we define a
new probability measure. It is shown that the original process remains a
general PDMP under the new probability measure. And we find the new
measure-valued generator and its domain.
Keywords: exponential change of measure, piecewise deterministic Markov
process, measure-valued generator, Stieltjes exponential
1. Introduction
The aim of this paper is to give a detail account of change of probabil-
ity measure technique for general piecewise deterministic Markov processes
based on the measure-valued generator theory proposed by Liu et al. [14].
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Piecewise deterministic Markov processes (PDMPs) are introduced by
Davis [5, 6]. Jacod and Skorokhod [10] and Liu et al. [14] generalize the
concept of PDMPs in the same way. Roughly speaking, a strong Markov
process with natural filtration of discrete type is called a general PDMP.
Starting from a state x, the motion of the process X follows a determinis-
tic path of a semi-dynamic system (SDS) φ, i.e., Xt = φx(t), until the first
random jump time τ1. The post-jump location Xτ1 is selected by a tran-
sition kernel q, and the motion of the process restarts from this new state
Xτ1 . In [6], the path of φ is supposed to be absolutely continuous with re-
spect to time. This assumption is relaxed in [14]. It is only assumed to be
right-continuous. In [6], the first random jump occurs either at a random
time with a Poisson-like jump rate λ(φx(t)) or when the SDS φx(t) hits the
boundary of the state space. While, for a general PDMP, the tail distri-
bution function of the first random jump time τ1 is supposed to be general
with memorylessness along the path of φ. In this way, these two kinds of
random jumps can be dealt with in a unified framework. And it makes the
model more general to cover a larger range of entities. A general PDMP is
uniquely determined by the three characteristics φ, F and q, so (φ, F, q) is
called the characteristic triple of the process. In [14] the authors introduce
a new concept of generator called measure-valued generator for the general
PDMPs. A measure-valued generator A is a mapping from a measurable
function f to an additive function Af(x, t) of the SDS φ. The domain of
generator is extended from the absolutely path-continuous functions to the
locally path-finite variation functions.
Exponential change of measure is a useful technique applied in many
areas, and has been studied extensively. Itoˆ and Watanabe [9], Kunita [12, 13]
and Palmowski and Rolski [16] discuss change of measure for general classes of
Markov processes. A discussion for Le´vy processes can be found in Sato [18,
Section 33]. Cheridito et al. [3] discuss this topic for jump-diffusion processes.
Especially, Palmowski and Rolski [16] present a detail account of change
of probability measure technique for ca`dla`g Markov processes including the
PDMPs in Davis’ sense. This technique is widely used for ruin probability
([8]), large deviation ([4]), derivative pricing ([1], [2], [11], [19, 20]). In [16],
the exponential martingale used as the likelihood ratio process for change
of probability measure is expressed in terms of the extended generator Aˆ as
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follow
M
f
t =
f(Xt)
f(X0)
exp
[
−
∫ t
0
Aˆf(Xs)
f(Xs)
ds
]
. (1.1)
However, this expression is not suitable for general PDMPs, and the function
f is limited in the domain of the extended generator. We generalize this
result for general PDMPs by describing this exponential martingale in terms
of measure-valued generator, i.e.,
M
f
t =
f(Xt)
f(X0)
[
Sexp
(∫
(0,t]
dL(Af)s
f(Xs−)
)]−1
, (1.2)
where the operator L is defined as (2.8) and Sexp is the Stieltjes exponential
(see (3.2) and Remark 3.1 for the details).
The structure of this paper is organized as follows. In Section 2, we recall
some results of [14], including the notations and some basic properties of
general PDMPs and the concept of the measure-valued generators for this
kind of processes. Inspired by [16], we present the expression of exponential
martingale for a general PDMP in Section 3. This expression is described
in terms of the measure-valued generator. Moreover, in some special cases
of PDMPs, this one degenerates into the form of (1.1). And Corollary 3.4
shows us that (1.1) is suitable for PDMPs not only in Davis’ sense. In
Section 5, using the exponential martingale as the likelihood ratio process,
we give the detail account of exponential change of measure technique for
general PDMPs. We show that a general PDMP remains a general PDMP
under the new probability measure, and we find its new characteristic triple
(see Theorem 4.1). The new measure-valued generator and its domain are
given in Theorem 4.2. And this new measure-valued generator can also be
rewritten in terms of the old one or using the ope´rateur carre´ du champ (see
Corollary 4.3).
2. Preliminary
2.1. Definition of a general PDMP
Let (E, E) be a Borel space. We consider an E-valued general PDMP
X = {Xt}06t<τ with life time τ defined on (Ω,F ,P). The jump times are a
sequence of stopping times {τn}n>0 satisfying that
τ0 = 0, τn+1 = τn + θτn ◦ τ1, τn ↑ τ,
3
where θt is a shift operator.
The process starts from x ∈ E and follows the semi-dynamic system
(SDS) φ until the first jump time τ1, i.e., Xt = φx(t) for t < τ1, where φ
satisfies that
φx(0) = x, φx(s+ t) = φφx(s)(t), (2.1)
and that φx(·) is ca`dla`g for all x ∈ E. The first jump time τ1 has the
conditional tail distribution function F defined by
F (x, t) = P{τ1 > t |X0 = x},
which is called the conditional survival function. The location of the process
at the jump time τ1 is selected by the transition kernel q defined by
q(x, t, B) = P{Xτ1 ∈ B |X0 = x, τ1 = t}, B ∈ E .
And then the process restarts from this new state Xτ1 as before. Thus the
process can be expressed as
Xt =
∞∑
n=0
φXτn (t− τn)1l{τn6t<τn+1}. (2.2)
(φ, F, q) is called the characteristic triple of the general PDMP X . A general
PDMP X is regular if P{τ =∞|X0 = x} = 1 for every x ∈ E.
Set
c(x) = inf{t > 0 : F (x, t) = 0},
and
Ix =


R+, c(x) =∞;
[0, c(x)), c(x) <∞, F (x, c(x)−) = 0;
[0, c(x)], c(x) <∞, F (x, c(x)−) > 0.
Note that, for a general PDMP X , the conditional survival function F and
the transition kernel q satisfy that
F (x, 0) = 1, F (x, s+ t) = F (x, s)F (φx(s), t), (2.3)
q(x, t, {φx(t)}) = 0, q(x, s+ t, B) = q(φx(s), t, B), (2.4)
for all s, t ∈ R+ such that s+ t ∈ Ix.
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For convenience, we extend the state space by adding an isolated point
∆ to E. The SDS φ is also extended by
φx(c(x)) =
{
lim
t↑c(x)
φx(t), if lim
t↑c(x)
φx(t) exists;
∆, otherwise,
(2.5)
for x ∈ E. Set
∂+E = {φx(c(x)) : x ∈ E},
and denote E¯ = E ∪ ∂+E. For any x ∈ E,
Φx = {φx(t) : t ∈ Ix},
the subset of E¯, is called a trajectory of SDS φ.
For an SDS, different trajectories starting from different states may join
together at some states. A state x ∈ E is called a confluent state of SDS φ
if for any small s > 0 there exist two distinguishable states x1, x2 such that
x = φx1(s) = φx2(s).
2.2. Additive functionals and measure-valued generator
To study the properties of general PDMPs, Liu et al. [14] introduce the
so-called additive functionals of an SDS.
Definition 2.1. Let φ be an SDS. A measurable function a : E × R+ 7→ R
such that a(x, ·) is ca`dla`g for each x ∈ E is called an additive functional of
the SDS φ if for any x ∈ E, s, t ∈ R+ and s+ t ∈ Ix,
a(x, 0) = 0, a(x, s) + a(φx(s), t) = a(x, s+ t). (2.6)
An additive functional a is called to have locally finite variation if a(x, ·) has
locally finite variation on Ix for all x ∈ E, i.e.,∫
(0,t]
∣∣a∣∣(x, ds) <∞ for all x ∈ E, t ∈ Ix.
The space of all the additive functionals of the SDS φ is denoted by Aφ. And
denote by Alocφ , the space of all the additive functionals of the SDS φ with
locally finite variation.
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The Lebesgue decomposition of an additive functional of the SDS φ is
given in [14] as follow. Denote
Ja = {φx(t) : a(x, t)− a(x, t−) 6= 0, x ∈ E, t ∈ Ix \ {0}},
which consists all the jumping states of a(x, ·) for each x ∈ E.
Theorem 2.2. Let a ∈ Alocφ . Assume that Ja contains no confluent state.
Then, for any x ∈ E, there exist measurable functions Xa and ∆a with∫ t
0
∣∣Xa(φx(s))∣∣ds <∞ and ∑
0<s6t
∣∣∆a(φx(s))∣∣ <∞ for all t ∈ Ix
such that a(x, ·) has the Lebesgue decomposition
a(x, t) =
∫ t
0
Xa(φx(s))ds+ a
sc(x, t) +
∑
0<s6t
∆a(φx(s)), t ∈ Ix, (2.7)
where
Xa(x) =


∂+a(x, t)
∂t
∣∣∣
t=0
, if
∂+a(x, t)
∂t
∣∣∣
t=0
exists;
0, otherwise,
∆a(φx(t)) = a(x, t)− a(x, t−),
and asc(x, ·) is the singularly continuous part of a(x, ·). Moreover, the three
terms on the right side of (2.7) are all additive functionals of SDS φ.
The function Λ defined by
Λ(x, t) =
∫
(0,t]
F (x, ds)
F (x, s−)
, x ∈ E, t ∈ Ix
is called the conditional hazard function. It follows from (2.3) that Λ is an
additive functional of the SDS φ. Λ and F are uniquely determined by each
other. By Theorem 2.2, Λ has the Lebesgue decomposition
Λ(x, t) =
∫ t
0
λ(φx(s))ds+ Λ
sc(x, t) +
∑
0<s6t
∆Λ(φx(s))
for x ∈ E, t ∈ Ix. Here we denote λ = XΛ.
The transition kernel can be simplified in some circumstance. [14] proves
the following lemma.
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Lemma 2.3. There exists a measurable function Q : E × E 7→ [0, 1] such
that, for x ∈ E and t ∈ Ix \ {0}, if φx(t) is not a confluent state, then
q(x, t, B) = Q(φx(t), B), B ∈ E .
Throughout this paper, we assume that JΛ contains no confluent state.
Thus, (φ,Λ, Q) is also referred as the characteristic triple of the general
PDMP X .
For a ∈ Aφ, define an operator L such that L(a) = {L(a)t}06t<τ is a
process satisfying that
L(a)0 = 0,
L(a)t = L(a)τn + a(Xτn , t− τn), τn < t 6 τn+1, n = 0, 1, 2, . . .
(2.8)
According to [14], L(a) is a predictable additive functional of the general
PDMP X .
Throughout this paper we denote the space of measurable functions f :
E¯ 7→ R by M(E¯), and add a subscript b to denote to restriction to bounded
functions. For a general PDMP X , Liu et al.[14] presents a new form of
generator called the measure-valued generator A such that Af ∈ Aφ. Notice
that Af(x, ·) is a signed measure on Ix for any fixed x ∈ E. That is why
we call it ‘measure-valued’. D(A) denotes the domain of the measure-valued
generator A which consists all the functions f ∈M(E¯) satisfying:
(i) f is of locally path-finite-variation, i.e., f(φx(·)) is of finite variation on
any closed subinterval of Ix for any x ∈ E;
(ii) for any x ∈ E, t ∈ Ix we have∫
(0,t]
∫
E
∣∣f(y)− f(φx(s))∣∣Q(φx(s), dy)Λ(x, ds) <∞. (2.9)
Thus
U
f
t = f(Xt)−
∫
(0,t]
dL(Af)s, 0 6 t < τ (2.10)
is a P-local martingale prior to τ for f ∈ D(A). Especially, if
Ex
[
∞∑
n=1
∣∣∣f(Xτn)− f(X−τn)∣∣∣
]
<∞, x ∈ E, t ∈ R+, (2.11)
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Uf is a P-martingale. Moreover, if f ∈ D(A), then for x ∈ E, t ∈ Ix,
Af(x, dt) = Df(x, dt) + Λ(x, dt)
∫
E
[f(y)− f(φx(t))]Q(φx(s), dy), (2.12)
where
Df(x, t) = f(φx(t))− f(x)
is the additive functional of the SDS φ induced by function f .
Since Df and Λ are both additive functionals of the SDS φ, following
Theorem 2.2, we have the Lebesgue decomposition of Af ,
Af(x, t) =
∫ t
0
XAf(φx(s))ds+A
scf(x, t) +
∑
0<s6t
∆Af(φx(s))
for x ∈ E, t ∈ Ix, where
XAf(x) = X f(x) + λ(x)
∫
E
[f(y)− f(x)]Q(x, dy), x ∈ E,
∆Af(x) = ∆f(x) + ∆Λ(x)
∫
E
[f(y)− f(x)]Q(x, dy), x ∈ E¯,
and
Ascf(x, dt) = Dscf(x, dt) + Λsc(x, dt)
∫
E
[f(y)− f(φx(t))]Q(φx(t), dy).
Here we simply denote X f = XDf and ∆f = ∆Df . And denote
Aacf(x, t) =
∫ t
0
XAf(φx(s))ds and A
pdf(x, t) =
∑
0<s6t
∆Af(φx(s))
for x ∈ E, t ∈ Ix.
3. Exponential martingale
Consider a regular general PDMP X = {Xt}t>0 defined on a probability
space (Ω,F ,P). Define an auxiliary process X− = {X−t }t>0 by
X−t = X01l[t=0] +
∞∑
n=0
φXτn (t− τn)1l{τn<t6τn+1}. (3.1)
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Obviously, X−t = Xt if t 6= τn, n = 1, 2, . . . In other words, X
− modifies the
values of X only at random jumping times. And it is easy to check that X−
is a predictable process.
For a linear operator A :M(E¯) 7→ Aφ and each strictly positive function
f ∈M(E¯), we define a process Mf = {Mft }t>0 by
M
f
t =
f(Xt)
f(X0)
exp
[
−
∫
(0,t]
dL(Acf)s
f(Xs−)
] ∏
0<s6t
[
1 +
∆Af(X−s )
f(Xs−)
]−1
, (3.2)
where Acf = Aacf +Ascf . And Mf can also be written as
M
f
t =
f(Xt)
f(X0)
exp
[
−
∫
(0,t]
dL(Acf)s
f(Xs−)
−
∑
0<s6t
log
[
1 +
∆Af(X−s )
f(Xs−)
]]
If, for some function h, the process Mh is a martingale, then it is said to be
an exponential martingale. In this case, we call h a good function.
Remark 3.1. For every ca`dla`g process A = {At}t>0 with A0 = 0 one can
decompose At = A
c
t + A
pd
t , where A
c denotes the continuous part of A, and
Apd stands for the purely discontinuous part. We can pathwise define the
Stieltjes exponential Sexp by
Sexp(At) = exp(A
c
t)
∏
0<s6t
(1 + As −As−), t > 0,
which is also called the stochastic exponential or Dole´ans-Dade exponential
(see [17]). In this sense, (3.2) is equivalent to
M
f
t =
f(Xt)
f(X0)
[
Sexp
(∫
(0,t]
dL(Af)s
f(Xs−)
)]−1
.
This is why we still call it an exponential martingale when it is a martingale.
Define
M∗(A) =
{
f ∈M(E¯) : f(x) 6= 0,
∫
(0,t]
∣∣Af ∣∣(x, ds) <∞,
∫
(0,t]
∣∣Acf ∣∣(x, ds)∣∣f(φx(s−))∣∣ <∞, 0 <
∏
0<s6t
[
1 +
∆Af(φx(s))
f(φx(s−))
]
<∞
for all x ∈ E, t ∈ Ix
}
.
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Moreover, for a measure-valued generator A, we let
D∗(A) =M∗(A) ∩ D(A).
Thus, Mf defined as (3.2) makes sense for f ∈ M∗(A).
The following lemma is an extension of [7, Proposition 3.2] and [16,
Lemma 3.1].
Lemma 3.2. Let f ∈ M∗(A). Then the process Uf = {Uft }t>0 is a local
martingale if and only if Mf = {Mft }t>0 is a local martingale.
Proof. Assume that the process Uf is a local martingale. For f ∈ M∗(A),
denote
Y
f
t = exp
[
−
∫
(0,t]
dL(Acf)s
f(Xs−)
] ∏
0<s6t
[
1 +
∆Af(X−s )
f(Xs−)
]−1
.
Thus we have
dY ft = −
Y
f
t−
f(Xt−) + ∆Af(X
−
t )
dL(Af)t.
By the formula of integration by parts,
dMft =
1
f(X0)
{
Y
f
t−df(Xt) + f(Xt)dY
f
t
}
=
Y
f
t−
f(X0)
{
df(Xt)−
f(Xt) dL(Af)t
f(Xt−) + ∆Af(X
−
t )
}
=
Y
f
t−
f(X0)
{
df(Xt) +
L(Af)t−df(Xt)− d
(
f(Xt)L(Af)t
)
f(Xt−) + ∆Af(X
−
t )
}
=
Y
f
t−
f(X0)
f(Xt−) df(Xt) + L(Af)t df(Xt)− d
(
f(Xt)L(Af)t
)
f(Xt−) + ∆Af(X
−
t )
=
Y
f
t−
f(X0)
f(Xt−) df(Xt)− f(Xt−) dL(Af)t
f(Xt−) + ∆Af(X
−
t )
=
M
f
t−
f(Xt−) + ∆Af(X
−
t )
dUft .
Hence the process Mf is a local martingale.
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Now, assume that Mf is a local martingale. We also have
dUft =
f(Xt−) + ∆Af(X
−
t )
M
f
t−
dMft .
Thus Uf is a local martingale. This completes the proof.
Now let A be the measure-valued generator of the general PDMP X with
the domain D(A). With the terminology in [14], we give the different forms
of the exponential martingale Mf and its domain.
Corollary 3.3. For a quasi-Hunt PDMP X, let f ∈ D∗(A).
M
f
t =
f(Xt)
f(X0)
exp
[
−
∫
(0,t]
dL(Acf)s
f(Xs−)
]
, t > 0 (3.3)
if and only if f is path-continuous, that is, f(φx(·)) is continuous on Ix for
each x ∈ E.
Proof. X is quasi-Hunt, which means that ∆Λ = 0. Comparing (3.2) with
(3.3), we have
∏
0<s6t
[
1 +
∆Af(X−s )
f(Xs−)
]−1
= 1 for all t > 0,
which means ∆Af = 0. Then, following from the Lebesgue decomposition
of (2.12), we get ∆f = 0, i.e., f is path-continuous.
Conversely, the path-continuity of f means ∆f = 0. Following from
the Lebesgue decomposition of the measure-valued generator (2.12), we have
∆Af = 0. Thus (3.2) and (3.3) are the same in this situation.
Corollary 3.4. For a general PDMP X, let f ∈ D∗(A). If any one of the
following conditions holds:
(i) Ascf = Apdf = 0;
(ii) X is quasi-Itoˆ, and f is absolutely path-continuous;
(iii) for any x ∈ E, t ∈ Ix, Λ(x, t) =
∫ t
0
λ(φx(s))ds + 1lΓ(φx(t)), f is abso-
lutely path-continuous with boundary condition f(x) =
∫
E
f(y)Q(x, dy)
for x ∈ Γ, where Γ = {φ(c(x), x) : F (x, c(x)−) > 0, c(x) <∞, x ∈ E}.
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Then
M
f
t =
f(Xt)
f(X0)
exp
[
−
∫ t
0
XAf(Xs)
f(Xs)
ds
]
, t > 0. (3.4)
Proof. (i) If Ascf = Apdf = 0, we have∫
(0,t]
dL(Acf)s
f(Xs−)
=
∫
(0,t]
XAf(Xs)
f(Xs)
ds and
∏
0<s6t
[
1 +
∆Af(X−s )
f(Xs−)
]−1
= 1
for all t > 0. Thus we get (3.4).
(ii) X is quasi-Itoˆ, which is equivalent to that Λ = Λac. If f is absolutely
path-continuous, then Dscf = Dpdf = 0. Therefore, we get Ascf = Apdf =
0.
(iii) Following the condition, we have Λsc = 0 and
∆Λ(x) =
{
1, x ∈ Γ;
0, x ∈ E \ Γ.
For an absolutely path-continuous function f with f(x) =
∫
E
f(y)Q(x, dy)
for x ∈ Γ, we have Dscf = Dpdf = 0. Then, it follows from the Lebesgue
decomposition of Af that Ascf = Apdf = 0.
Note that the condition (iii) is the case of PDMPs in the sense of [6]. And
the condition (ii) and (iii) are both special cases of (i).
Corollary 3.5. For a quasi-step PDMP X, let f ∈ D∗(A).
M
f
t =
f(Xt)
f(X0)
∏
0<s6t
[
1 +
∆Af(X−s )
f(Xs−)
]−1
, t > 0 (3.5)
if and only if f is a path-step function.
Proof. For a quasi-step PDMP X , Λ = Λpd. If (3.5) holds, we have∫
(0,t]
dL(Acf)s
f(Xs−)
= 0 for all t > 0,
which means Aacf = Ascf = 0. Then, following from the Lebesgue decom-
position of Af , we have Dacf = Dscf = 0, that is, f is a path-step function.
Conversely, if f is a path-step function, then we get Aacf = Ascf = 0 for
a quasi-step PDMP X . Hence, the proof is completed.
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Proposition 3.6. For a strictly positive function h ∈ D(A), if Ah(x, ·) only
has a finite number of discontinuous points on Ix for every x ∈ E,
h ∈Mb(E¯), inf
x∈E¯
b(x) > −1, sup
x∈E¯
b(x) <∞,
and either one of the following two conditions holds:
(C1) a ∈ Alocφ ;
(C2) Ach ∈ Alocφ , inf
x∈E¯
h(x) > 0,
where
a(x, t) =
∫
(0,t]
Ach(x, ds)
h(φx(s−))
, b(x) =
∆Ah(x)
h(x)−∆h(x)
,
then h is a good function.
Proof. First we need to show that h ∈M∗(A). By Lemma 3.2, we know that
Mh is a local martingale if h ∈ D∗(A) = D(A) ∩M∗(A). Then, applying
[17, Theorem 51], we need to show that E[M¯ht ] < ∞ for every t > 0 where
M¯ht = sups6t |M
h
s |.
It is obvious that h(x) > 0 and Ah ∈ Alocφ for a strictly positive function
h ∈ D(A). Since h ∈ Mb(E¯), there exists H > 0 such that |h(x)| < H for
all x ∈ E¯.
Let k(x) denote the number of discontinuous points of functionAh(x, ·) on
Ix, andK = maxx∈E k(x) <∞. Following the conditionsB− = infx∈E¯ b(x) >
−1 and B+ = supx∈E¯ b(x) <∞, we have
1 + b(x) ∈ [1 +B−, 1 +B+] ⊂ (0,∞) for all x ∈ E¯.
Thus,
∏
0<s6t
[
1 +
∆Ah(φx(s))
h(φx(s−))
]
=
∏
0<s6t
[1 + b(φx(s))]
∈
[
1 ∧ (1 +B−)
K , 1 ∨ (1 +B+)
K
]
⊂ (0,∞)
for all t ∈ Ix, x ∈ E. Furthermore,
∏
0<s6t
[
1 +
∆Ah(X−s )
h(Xs−)
]−1
=
∏
0<s6t
[
1 + b(X−s )
]−1
∈
[
1 ∧ (1 +B+)
−KNt, 1 ∨ (1 +B−)
−KNt
]
⊂ (0,∞)
13
holds for P-a.s. Here notice that the process X is regular, thus Nt <∞ P-a.s.
for all t > 0.
First, we assume that the condition (C1) holds. Since a ∈ Alocφ , we have
h ∈ M∗(A), and the process
∫
(0,t]
dL(Ach)s
h(Xs−)
has finite variation P-a.s., i.e.,∫
(0,t]
∣∣∣dL(Ach)sh(Xs−)
∣∣∣ <∞ for every t > 0. Thus
M¯ht 6
H
h(X0)
exp
[∫
(0,t]
∣∣∣∣dL(Ach)sh(Xs−)
∣∣∣∣
] (
1 ∨ (1 +B−)
−KNt
)
<∞ P-a.s.
Then E[M¯ht ] < ∞ for every t > 0, M
h is a martingale, and h is a good
function.
If the condition (C2) holds. Let H− = infx∈E¯ h(x) > 0. Then we have
1
h(x)
6
1
H
−
for any x ∈ E. And∫
(0,t]
∣∣∣∣Ach(x, ds)h(φx(s−))
∣∣∣∣ 6 1H−
∫
(0,t]
∣∣Ach(x, ds)∣∣ 6 1
H−
∫
(0,t]
∣∣Ah(x, ds)∣∣ <∞,
which means a ∈ Alocφ . The conclusion can be got by condition (C1).
4. Change of measure
Consider the general PDMP X from Section 3. Throughout this section
h ∈ D∗(A) is a good function. Define a family of probability measures {P˜t}t>0
by
dP˜t
dPt
=Mht , t > 0. (4.1)
And the standard set-up is satisfied, that is, there exists a unique probability
measure P˜ such that P˜t = P˜|Ft .
Theorem 4.1. Let X = {Xt}t>0 be a general PDMP on (Ω,F ,P) with
measure-valued generator (A,D(A)). We define a new probability measure
P˜ by (4.1). Then on the new probability space (Ω,F , P˜), the process X is a
general PDMP with the the unchanged SDS φ and the following conditional
hazard function and transition kernel
Λ˜(x, dt) =
Qh(φx(t))
h(φx(t−)) + ∆Ah(φx(t))
Λ(x, dt), (4.2)
Q˜(φx(t), dy) =
h(y)
Qh(φx(t))
Q(φx(t), dy), (4.3)
for x ∈ E, t ∈ Ix, where Qh(x) =
∫
E
h(y)Q(x, dy) for x ∈ E¯.
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Proof. By [15, Lemma 8.6.2] we get, for any F -stopping time T and t > 0,
E˜[f(XT+t)|FT ]
=
E[f(XT+t)M
h
T+t|FT ]
E[MhT+t|FT ]
=
E[f(XT+t)M
h
T+t|FT ]
MhT
=E
[
f(XT+t)
h(XT+t)
h(XT )
exp
[
−
∫
(T,T+t]
dL(Ach)s
h(Xs−)
] ∏
T<s6T+t
[
1 +
∆Ah(X−s )
h(Xs−)
]−1 ∣∣∣FT
]
=E
[
f(XT+t)
h(XT+t)
h(XT )
exp
[
−
∫
(T,T+t]
dL(Ach)s
h(Xs−)
] ∏
T<s6T+t
[
1 +
∆Ah(X−s )
h(Xs−)
]−1 ∣∣∣XT
]
=E˜[f(XT+t)|XT ].
Thus, the process X has the strong Markov property on (Ω,F , P˜).
Now we denote
mh(x, t) =
h(φx(t))
h(x)
gh(x, t),
where
gh(x, t) = exp
[
−
∫
(0,t]
Ach(x, ds)
h(φx(s−))
] ∏
0<s6t
[
1 +
∆Ah(φx(s))
h(φx(s−))
]−1
for x ∈ E, t ∈ Ix. By (4.1), on (Ω,F , P˜), we have the following conditional
survival function and transition kernel for {(τn, Xτn)}n>0
F˜ (x, t) =E˜x[1l{τ1>t}] = Ex[M
h
t 1l{τ1>t}] = m
h(x, t)F (x, t),
G˜(x, dt, dy) =E˜x[1l{τ1∈dt}1l{Xτ1∈dy}] = Ex[E
h
t 1l{τ1∈dt}1l{Xτ1∈dy}]
=
h(y)
h(x)
gh(x, t)F (x, dt)Q(φx(t)), dy).
For any x ∈ E, t ∈ Ix,
gh(x, dt) = −
gh(x, t−)
h(φx(t−)) + ∆Ah(φx(t))
Ah(x, dt).
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Then, by the formula of integration by parts, we have
mh(x, dt) =
1
h(x)
{
gh(x, t−)dh(φx(t)) + h(φx(t))g
h(x, dt)
}
=
gh(x, t−)
h(x)
{
dh(φx(t))−
h(φx(t))Ah(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
}
=
gh(x, t−)
h(x)
{
dh(φx(t)) +
Ah(x, t−)dh(φx(t))− d
(
h(φx(t))Ah(x, t)
)
h(φx(t−)) + ∆Ah(φx(t))
}
=
gh(x, t−)
h(x)
h(φx(t−))dh(φx(t)) +Ah(x, t)dh(φx(t))− d
(
h(φx(t))Ah(x, t)
)
h(φx(t−)) + ∆Ah(φx(t))
=
gh(x, t−)
h(x)
h(φx(t−))dh(φx(t))− h(φx(t−))Ah(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
=−mh(x, t−)
Qh(φx(t))− h(φx(t))
h(φx(t−)) + ∆Ah(φx(t))
Λ(x, dt),
and
F˜ (x, dt) =mh(x, t)F (x, dt)− F (x, t−)mh(x, dt)
=mh(x, t−)
h(φx(t))F (x, dt) + F (x, t−)[Qh(φx(t))− h(φx(t))]Λ(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
=mh(x, t−)
Qh(φx(t))
h(φx(t−)) + ∆Ah(φx(t))
F (x, dt).
Thus
Λ˜(x, dt) =
F˜ (x, dt)
F˜ (x, s−)
=
Qh(φx(t))
h(φx(t−)) + ∆Ah(φx(t))
Λ(x, dt),
Q˜(φx(t), dy) =
G˜(x, dt, dy)
F˜ (x, dt)
=
h(y)
Qh(φx(t))
Q(φx(t), dy).
The theorem is proved.
By (4.2), we notice that Λ˜(x, ·) is absolutely continuous with respect to
Λ(x, ·). Thus, we have JΛ˜ = JΛ.
Theorem 4.2. Let X = {Xt}t>0 be a general PDMP on (Ω,F ,P) with
measure-valued generator (A,D(A)). Probability measure P˜ is defined by
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(4.1). Then on the new probability space (Ω,F , P˜), the measure-valued gen-
erator of X is
A˜f(x, dt) = Df(x, dt) + Λ(x, dt)
∫
E
[
f(y)− f(φx(t))
]
h(y)
h(φx(t−)) + ∆Ah(φx(t))
Q(φx(t), dy)
(4.4)
with the domain D(A˜) which contains all the functions f ∈M(E¯) with locally
path-finite-variation such that for any x ∈ E and t ∈ Ix,∫
(0,t]
∫
E
|f(y)− f(φx(s))|h(y)
h(φx(s−)) + ∆Ah(φx(s))
Q(φx(s), dy)Λ(x, ds) <∞. (4.5)
Proof. By the form of the measure-valued generator and its domain, following
from Theorem 4.1, the conclusion can be get directly.
Corollary 4.3. Note that the new measure-valued generator (4.4) can be
rewritten as
A˜f(x, dt) =
A(fh)(x, dt)− f(φx(t−))Ah(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
, (4.6)
or using the ope´rateur carre´ du champ
A˜f(x, dt) = Af(x, dt) +
〈f, h〉A(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
, (4.7)
where 〈f, h〉A is also an additive functional of the SDS φ defined by
〈f, h〉A(x, dt) =A(fh)(x, dt)− f(φx(t−))Ah(x, dt)− h(φx(t−))Af(x, dt)
− d[Af(x, t),Ah(x, t)]t,
and
[Af(x, t),Ah(x, t)]t =
∑
0<s6t
∆Af(φx(s))∆Ah(φx(s)).
Proof. Let g ∈ Aφ defined by
g(x, dt) = Af(x, dt) +
〈f, h〉A(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
for x ∈ E, t ∈ Ix. Notice that, by the formula of integration by parts
d[Af(x, t),Ah(x, t)]t =d
(
Af(x, t)Ah(x, t)
)
−Af(x, t−)Ah(x, dt)
−Ah(x, t−)Af(x, dt).
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Thus
g(x, dt) =
1
h(φx(t−)) + ∆Ah(φx(t))
{
∆Ah(φx(t))Af(x, dt)
+A(fh)(x, dt)− f(φx(t−))Ah(x, dt)− d
(
Af(x, t)Ah(x, t)
)
+Af(x, t−)Ah(x, dt) +Ah(x, t−)Af(x, dt)
}
=
1
h(φx(t−)) + ∆Ah(φx(t))
{
A(fh)(x, dt)− f(φx(t−))Ah(x, dt)
− d
(
Af(x, t)Ah(x, t)
)
+Af(x, t−)Ah(x, dt) +Ah(x, t)Af(x, dt)
}
=
A(fh)(x, dt)− f(φx(t−))Ah(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
.
Furthermore, note that
f(φx(t−))Ah(x, dt)
=d
(
f(φx(t))Ah(x, t)
)
−Ah(x, t)df(φx(t))
=d
(
f(φx(t))Ah(x, t)
)
−Ah(x, t−)df(φx(t))−∆Ah(φx(t))df(φx(t))
=f(φx(t))Ah(x, dt)−∆Ah(φx(t))Df(x, dt),
then
A(fh)(x, dt)− f(φx(t−))Ah(x, dt)
=D(fh)(x, dt) + Λ(x, dt)
[∫
E
f(y)h(y)Q(φx(t)dy)− f(φx(t))h(φx(t))
]
− f(φx(t))
[
Dh(x, dt) + Λ(x, dt)
[
Qh(φx(t))− h(φx(t))
]]
−∆Ah(φx(t))Df(x, dt)
=D(fh)(x, dt)− f(φx(t))Dh(x, dt)−∆Ah(φx(t))Df(x, dt)
+ Λ(x, dt)
[ ∫
E
f(y)h(y)Q(φx(t)dy)− f(φx(t−))Qh(φx(t))
]
=h(φx(t−))Df(x, dt)−∆Ah(φx(t))Df(x, dt)
+ Λ(x, dt)
∫
E
[
f(y)− f(φx(t))
]
h(y)Q(φx(t), dy).
Thus we have g = A˜f , which completes the proof.
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Theorem 4.4. Let X be a general PDMP on (Ω,F ,P) with (A,D(A)).
Probability measure P˜ is defined by (4.1). Then
dPt
dP˜t
= M˜h
−1
t =
h−1(Xt)
h−1(X0)
[
Sexp
(∫
(0,t]
dL(A˜h−1)s
h−1(Xs−)
)]−1
, t > 0. (4.8)
Proof. By (4.1), we have
dPt
dP˜t
= (Mht )
−1.
So we only need to prove that M˜h
−1
t = (M
h
t )
−1.
Following from (4.6), we have
A˜h−1(x, dt)
h−1(φx(t−))
= −
Ah(x, dt)
h(φx(t−)) + ∆Ah(φx(t))
.
Then
A˜ch−1(x, dt)
h−1(φx(t−))
=−
Ach(x, dt)
h(φx(t−))
,
1 +
∆A˜h−1(φx(t))
h−1(φx(t−))
=
h(φx(t−))
h(φx(t−)) + ∆Ah(φx(t))
.
Hence, we get M˜h
−1
t = (M
h
t )
−1.
References
[1] T. Bielecki, A. Vidozzi, L. Vidozzi, A markov copulae approach to pric-
ing and hedging of credit index derivatives and ratings triggered stepcup
bonds, Journel of Credit Risk 4 (1) (2008) 47–76.
[2] L. Bo, Exponential change of measure applied to term structures of in-
terest rates and exchange rates, Insurance: Mathematics and Economics
49 (2) (2011) 216–225.
[3] P. Cheridito, D. Filipovic´, M. Yor, Equivalent and absolutely contin-
uous measure changes for jump-diffusion processes, Annals of Applied
Probability 15 (3) (2005) 1713–1732.
19
[4] R. Chetrite, H. Touchette, Nonequilibrium Markov processes condi-
tioned on large deviations, Annales Henri Poincare´ 16 (9) (2015) 2005–
2057.
[5] M. Davis, Piecewise-deterministic Markov processes: A general class of
non-diffusion stochastic models, Journal of the Royal Statistical Society.
Series B. Methodological 46 (3) (1984) 353–388.
[6] M. Davis, Markov Models & Optimization, vol. 49, CRC Press, 1993.
[7] S. Ethier, T. Kurtz, Markov Processes : Characterization and Conver-
gence, New York: Wiley, 1986.
[8] C. Hipp, H. Schmidli, Asymptotics of ruin probabilities for controlled
risk processes in the small claims case, Scandinavian Actuarial Journal
2004 (5) (2004) 321–335.
[9] K. Itoˆ, S. Watanabe, Transformation of Markov processes by multiplica-
tive functionals, Annales-Institut Fourier 146 (1) (1965) 13–30.
[10] J. Jacod, A. Skorokhod, Jumping Markov processes, Annales de l’IHP
Probabilite´s et statistiques 32 (1) (1996) 11–67.
[11] Z. Jiang, M. Pistorius, On perpetual American put valuation and first-
passage in a regime-switching model with jumps, Finance and Stochas-
tics 12 (3) (2008) 331–355.
[12] H. Kunita, Absolute continuity of Markov processes and generators,
Nagoya Mathematical Journal 36 (1969) 1–26.
[13] H. Kunita, Se´minaire de Probabilite´s X Universite´ de Strasbourg, chap.
Absolute continuity of Markov processes, Springer Berlin Heidelberg,
1976, pp. 44–77.
[14] G. Liu, Y. Jiao, Z. Liu, Measure-valued generator of general piecewise
deterministic Markov processes. arXiv:1704.00938.
[15] B. Øksendal, Stochastic Differential Equations, An introduction with
Applications (6th Edition), Springer-Verlag, 2003.
[16] Z. Palmowski, T. Rolski, A technique for exponential change of measure
for Markov processes, Bernoulli 8 (6) (2002) 767–785.
20
[17] P. Protter, Stochastic Integration and Differential Equations (Second
Edition), Springer, 2004.
[18] K. Sato, Le´vy Processes and Infinitely Divisible Distributions, Cam-
bridge University Press, 1999.
[19] Y. Shen, T. Siu, Longevity bond pricing under stochastic interest rate
and mortality with regime-switching, Insurance: Mathematics and Eco-
nomics 52 (1) (2013) 114–123.
[20] Y. Shen, T. Siu, Pricing bond options under a markovian regime-
switching hullcwhite model, Economic Modelling 30 (2013) 933–940.
21
