A matrix P is said to be a nontrivial generalized reflection matrix over the real quaternion algebra H if P * = P = I and P 2 = I where * means conjugate and transpose. We say that A ∈ H n×n is generalized reflexive (or generalized antireflexive) with respect to the matrix pair (P, Q) if A = P AQ (or A = −P AQ) where P and Q are two nontrivial generalized reflection matrices of demension n. Let ϕ be one of the following subsets of H n×n : (i) generalized reflexive matrix; (ii)reflexive matrix; (iii) generalized antireflexive matrix; (iiii) antireflexive matrix. Let Z ∈ H n×m with rank(Z) = m and Λ = diag(λ 1 , ..., λ m ) . The inverse eigenproblem is to find a matrix A such that the set ϕ (Z, Λ) = {A ∈ ϕ | AZ = ZΛ} nonempty and find the general expression of A. In this paper, we investigate the inverse eigenproblem ϕ (Z, Λ). Moreover, the approximation problem: min A − E F A∈ϕ is studied, where E is a given matrix over H and · F is the Frobenius norm. Keywords inner inverse of a matrix; reflexive inverse of a matrix; generalized reflexive matrix, generalized antireflexive matrix, Frobenius norm, approximation problem 2000 AMS Subject Classifications 15A24, 15A33, 15A57, 15A09
Introduction
Throughout H m×n denotes the set of all m × n matrices over the real quaternion algebra H = {a 0 + a 1 i + a 2 j + a 3 k | i 2 = j 2 = k 2 = ijk = −1 and a 0 , a 1 , a 2 , a 3 are real numbers}; the symbols I, A * , r(A), A (1) A + , A F , stand for the identity matrix with the appropriate size, the conjugate transpose, the rank, the inner inverse, the reflective inverse of a matrix A ∈ H m×n and Frobenius norm of A ∈ H m×n , respectively; define inner product, A, B = trace (B * A) for all A, B ∈ H m×n , then H m×n is a Hilbert inner product space and the norm that is generated by this inner product is Frobenius norm. The two matrices L A and R A stand for L A = I − A + A, R A = I − AA + where A + is an any but fixed reflexive inverse of A. V n denotes the n × n backward identity matrix whose elements along the southwest-northeast diagonal are ones and whose remaining elements are zeros.
The real quaternion matrices play an important role in computer science, quantum physicis, and so on ( [20] - [22] ). The more interests of quaternion matrices have been witnessed recently (e.g., [1] , [23] ). As H is noncommutative for its mutiplication, i.e., ab = ba, for a, b ∈ H in general, it bring some obstacles in the study of quatenion matrices. Many authors has used the method of embeddings of the quaternions into complex vector spaces, through symplectic representations, such as D.R. Farenick and B. A.F. Pidkowich in [3] and homotopy theory, such as Zhang in [1] . 1 This research was supported by the Natural Science Foundation of China (11601328), the research fund of Shanghai Lixin University of Accounting and Finance (AW-22-2201-00118).
Since left and right scalar multiplications are different, it force us to consider Ax = λx, and Ax = xλ separately. A quaternion λ is said to a left (right) eigenvalue if Ax = λx (Ax = xλ) . In 1985, Wood proposed that every n × n quaternion matrix has at least one left eigenvalue in H and Zhang in [1] give its proof with the homotopy theory method. But the problem that how many left eigenvalues a square quaternion matrix has has not been solved yet. While the right eigenvalues of a square quaternion matrix has been well studied, Zhang in [1] explicitly refer to any n × n quaternion matrix A has exactly n right eigenvalues which are complex numbers with nonnegative imaginary parts (standard eigenvalues of A). Weighing the above cases, we only investigate the right inverse eigenproblems of a square quaternion matrix in this paper.
Reflexive and antireflexive matrices with respect to a generalized reflection matrix have been widely studied, e.g. [10] - [15] . But the generalized reflexive and generalized antireflexive matrices with respect to the generalized reflection matrix pair have not been widely studied yet.
In 1998, Chen in [4] defined that A ∈ H m×n is generalized reflexive (or generalized antireflexive) and give two special subsets of the space C m×n . The application of the generalized reflexive (or generalized antireflexive) matrix is very wide in engineering and science, such as the altitude estimation of a level network, electric network and structural analysis of trusses and so on, see [4] . The generalized reflexive and the generalized antireflexive matrix are further generalization of reflexive and antireflexive, respectively. From this definition, it is clear that A is a reflexive martix if generalized reflection matrices P = Q, i.e., A = P AP and a centrosymmetric matrix if P = Q = V n , i.e., A = V n AV n . Centrosymmetric and centroskew matrices was investigated by many authors ,such as Andrew [5] , [8] , Weaver [9] , Boullion and Atchison [6] , Wang [2] , and the others.
Define two special subspaces of H n×n where P and Q are two generalized reflection matrices of dimension m and n, respectively. If A ∈ H n×n r (P, Q) (∈ H n×n a (P, Q)) , then A is a generalized reflexive (generalized antireflexive) matrix with respect to nontrivial generalized reflection matrix pair (P, Q) .
The inverse eigenproblems of quaternion matrices: given matrices Z ∈ H n×m and Λ =diag(λ 1 , ..., λ m ) , find A ∈ H n×n satisfying AZ = ZΛ, where λ 1 , ..., λ m are complex numbers with nonnegative imaginary parts. The inverse problems and inverse eigenproblems of matrices has been wide topics, (e.g., [14] , [16] - [19] ) with the method involing Moore-Penrose inverse or singular value decompositions of matrices related to (Z, Λ) , respectively.
In this paper, we investigate the inverse (right) eigenproblem of (Z, Λ) , find A ∈ H n×n r (P, Q) (∈ H n×n a (P, Q)) and present the general expression of A. We make use of the structure properties of A ∈ H n×n r (P, Q) (∈ H n×n a (P, Q)) to deal with the inverse eigenproblem. Moreover, the approximation problem:
where E is a given matrix over H and ϕ is one of H n×n r (P, Q) and H n×n a (P, Q). The explicit expression of A is also presented. Futhermore, it is pointed that some results in recent papers are special cases of this paper.
The solution of the inverse eigenproblems of (Z, Λ)
In this section, we first give a structure property of generalized reflexive matrix and a generalized antireflexive matrix. Then we make use of the structure property to derive the general expression of A ∈ H n×n r (P, Q) (∈ H n×n a (P, Q)) satisfying AZ = ZΛ. By Proposition 2.1 in ( [3] ), we know that R ∈ H n×n has infinitely many nonreal right eigenvalues if R has a nonreal right eigenvalue. Because if (λ, ξ) is a right eigenvalue, then w −1 λw, ξw is also a right eigenpair of R. Then we introduce the orbit θ(λ), i.e., a class from a partition of H. For example, a similarity orbit θ(λ) of λ:
and a conjugacy class θ(λ) of λ:
Lemma 2.2. Suppose that P ∈ H n×n is a nontrivial generalized reflection matrix; then there exists a unitary matrix U ∈ H n×n such that
Proof. A matrix P ∈ H n×n is a nontrivial generalized reflection matrix, i.e., P * = P = I, P 2 = I. Obviously, P is a normal matrix. According to the minimal polynomial of P, we know 1, -1 are all right engivalues (or standard eigenvalues ) of P. By Lemma 2.1, there exists a unitary matrix U satisfying (2.1).
If a matrix Q ∈ H n×n is a nontrivial generalized reflective matrix, by Lemma 2.2, we get
where V is a unitary matrix. We can use a staightforward method to obtain U and V mentioned above. In fact, by P 2 = I, i.e., (I − P ) (I + P ) = 0 = 0 or (I + P ) (I − P ) = 0, we know the column vectors of I + P and I − P are the eigenvector belonging to the right eigenvalues λ = 1, λ = −1 of the matrix P, respectively. We can only apply the Gram-Schmidt process to the columns of I + P and I − P,respectively. Let
and in (2.1)
(2.5)
and 
and U 1 , U 2 , V 1 , V 2 are defined as (2.3) and (2.4) .
Proof. By the definition of A ∈ H n×n r (P, Q) , (2.5) and (2.6), we have
where A 11 ∈ H r1×r2 , A 12 ∈ H r1×(n−r2) , A 21 ∈ H (n−r1)×r2 , A 22 ∈ H (n−r1)×(n−r2) . Substituting (2.13) into (2.12), we have
yielding A 12 = 0, A 21 = 0. (2.11) becomes (2.9). By (2.9), (2.7) and (2.8), it is easy to get (2.10). Conversly, if (2.9) holds it is easy to verify A is generalized reflexive matrix with respect to the nontrivial generalized reflection matrix pair (P, Q).
Similarly, we can obtain the factorization of generalized antireflexive matrix with respect to the generalized reflection matrix pair (P, Q). We have the following Theorem. 
Now we discuss the solution of the inverse eigenproblems of (Z, Λ) . In that case, the general form of A ∈ H n×n is
where W is an arbitrary matrix over H with appropriate size.
.., λ m ) . Then the set
is nonempty if and only if
In that case, the general expression of A is
17)
where W 1 , W 2 are arbitrary matrices over H with appropriate sizes.
Proof. Since A ∈ H n×n r (P, Q) , A has the form of (2.9). By (2.3) and (2.4), substituting (2.9) and (2.14) into AZ = ZΛ. We get
i.e., 
respectively. Then substituting (2.18) into (2.9), we get (2.17). Conversly, if (2.16) holds and A has the expression of (2.9), it is easy to verify A ∈ ϕ (Z, Λ) .
If A ∈ H n×n r (P, P ) , i.e., A is a reflexive matrix with respect to a generalized reflection matrix P. We have the following Corollary. Corollary 2.7. Given Z ∈ H n×m , Λ =diag(λ 1 , ..., λ m ) . Let U 1 , U 2 , V 1 , V 2 be defined as (2.3) and (2.4) ,
In that case, the general expression of A is
where W 1 , W 2 are arbitrary matrices over H with appropriate sizes. 
Proof. Similar to the proof of the Theorem 2.6.
If A ∈ H n×n a (P, P ) , i.e., A is a antireflexive matrix with respect to a generalized reflection matrix P. We have the following Corollary. Corollary 2.9. Given Z ∈ H n×m , Λ =diag(λ 1 , ..., λ m ) . Let U 1 , U 2 be defined as (2.3) ,
.., λ m ) . Then the set ϕ is nonempty if and only if
Remark 2.1. We find it is not necessary that P and Q are hermitian involutionary matrices in the process of dealing with inverse eigenproblems. So we can only consider that P and Q are involutionary matrices and obtain some corresponding conclusions. Furthermore, when P = Q are only involutionary matrix, we can get some results of inverse eigenproblems of [14] .
The approximation problem to the solution to the inverse eigenproblems
In this section, we consider the approximation problem: In that case,
is a right eigenpair for the matrix G ∈ H n×n , i.e., Gx = xλ with λ = 0. Since ̥ 2 = ̥, i.e., ̥(̥ − I) = 0, we obtain
i.e. ̥x = 0. yielding x = 0. Hence, G has nonzero right eigenvalues. Consequently, taking traces in (3.1) yields 
where U 1 , U 2 , V 1 , V 2 are defined as (2.3) and (2.4 ) and E 11 ∈ H r1×r2 , E 12 ∈ H r1×(n−r2) , E 21 ∈ H (n−r1)×r2 , E 22 ∈ H (n−r1)×(n−r2) . Then the approximation problem: min
where ϕ 1 are defined as (2.15) .
Proof. A ∈ ϕ 1 , by Theorem 2.6 and (3.2), 
and (3.5) is consistent if and only if
and
It is easy to know the solutions of (3.6) and (3.7) are A − E F has a unique solutioñ
where ϕ ′′ 1 are defined as (2.19) . 
where ϕ 2 are defined as (2.20 A − E F has a unique solutioñ
where ϕ ′′ 2 are defined as (2.21).
Conclusion
We in this paper used the matrix decomposition method to give the properties of the generalized reflexive and antireflexive matrices with respect to a pair of generalized reflection matrices over quaternion algebra. We studied the inverse eigenproblems and the approximation problems of the generalized reflexive and antireflexive matrices with respect to a pair of generalized reflection matrices. We also showed the explicit expressions and formulas.
