This paper studies measurement errors that subtract signal from true variables of interest, labeled lack of signal errors (LoSE). The effect on OLS regression of LoSE is opposite the conventional wisdom about classical measurement errors, with LoSE in the dependent variable, not the explanatory variables, causing attenuation bias under some conditions. The paper provides evidence of LoSE in US GDP growth during the period known as the Great Moderation (roughly the mid-1980s to the mid-2000s), illustrating attenuation bias in regressions of GDP growth on asset prices. These biases may have contributed to conventional macroeconomic analysis missing the severity of the adverse shocks hitting the economy in the Great Recession.
Introduction of the variation in Y
⋆ from X is missing from the estimate Y , so the parameter estimate is biased all the way to zero. In addition, the LoSE in Y shrinks the variance of the regression residuals U and thus the standard errors, which are zero in this extreme case, raising serious concerns about the robustness of hypothesis tests. Indeed, parameter estimates that have been attenuated and estimated with false precision due to LoSE easily could have led to the rejection of hypotheses that are actually true. The paper derives instrumenting strategies to eliminate bias from LoSE, strategies not derived in the previous literature.
Is LoSE just a curiosity, interesting because it runs contrary to conventional wisdom about the effect of measurement error on regression estimates, but not relevant for the type of work economists actually do? It has long been known that the initial releases of macroeconomic quantities like US gross domestic product (GDP) are contaminated with LoSE; see Mankiw and Shapiro (1986) , who show that revisions to GDP growth add news missing from its initial estimates, implying they lack signal. However, it has always been an open question as to whether all of the news, or close to all of the news, about true output growth eventually becomes incorporated through revisions. This paper provides evidence that, over the period known as the Great Moderation (roughly the mid-1980s
to the mid-2000s), the answer is no: GDP growth still appears to be contaminated with substantial LoSE even after it has passed through all of its revisions.
Regressions of GDP growth and its subcomponents on asset prices are widespread in macroeconomics and finance, and if asset prices capture some of the signal missing from these quantities, the estimated coefficients are biased. The paper examines this hypothesis over the Great Moderation period by regressing different measures of output growth on a fixed set of stock or bond prices. As expected, the regression coefficients increase when we switch the dependent variable from the initial GDP growth estimates based on limited source data to the revised GDP growth estimates reflecting news from more-comprehensive source data, consistent with LoSE in the initial GDP growth estimates. Tellingly, the coefficients increase again when we switch the dependent variable from latest, revised GDP growth to an alternative and likely superior measure of US output growth, GDI growth. 1 This increase in the coefficients is consistent with the hypothesis that LoSE remains in GDP growth even after it has passed through all of its revisions. Finally, the paper implements the instrumenting strategies derived here for producing unbiased and consistent parameter estimates when the dependent variable of a regression is contaminated with LoSE. The instrumental variables estimates, which do not employ GDI growth at all, provide independent corroborating evidence of substantial LoSE in latest, revised GDP growth over the Great Moderation period.
The attenuation biases from LoSE discussed here can lead applied macroeconomic analysis astray in ways not fully appreciated by the prior literature. For example, the paper illustrates how these biases may have contributed to conventional analysis underestimating the size of the shocks hitting the economy at the height of the Great Recession, leading to some prominent and widely-discussed forecast errors. A better understanding of the implications of LoSE in GDP growth might help avoid such forecasting mistakes in the future.
Section 2 discusses the relation of the work here to the previous literature. After providing a brief introductory motivation for the generalized measurement error model in section 3, section 4 shows the implications of LoSE for OLS regression and derives 1 On the superiority of GDI, see Nalewaik (2010) and Aruoba, Diebold, Nalewaik, Schorfheide, and Song (2012, 2013) .
valid instruments for dealing with LoSE-induced bias. Section 5 discusses the data and choice of instruments. Section 6 shows regression-based tests and instrumental variables estimates providing evidence for LoSE in GDP growth. Section 7 shows how the attenuation biases from LoSE in GDP growth may have contributed to conventional macroeconomic analysis missing the severity of the shocks hitting the economy at the height of the Great Recession. Section 8 concludes the paper.
Relation to Previous Literature
Much of the econometrics literature on non-classical measurement error has focused on binary or categorical response data, for which the classical measurement error assumptions cannot hold; see Card (1996) , Bollinger (1996) , and Kane, Rouse and Staiger (1999). In a more general linear regression context, Berkson (1950) was an early paper tackling some of the issues addressed here; see the discussion in Durbin (1954) and Wang (2003 Wang ( , 2004 . This literature has focused less on the implications of "controlled" measurements of the dependent variable Y .
Use of measurement equations has a long history in economics, with Friedman (1957) being a famous and notable early example, and several papers discuss different LoSErelated estimation issues. These include Sargent (1989) 
Implications for OLS Estimation
Consider ordinary least squares estimation of the relation between a mismeasured variable Y t and a (1 × k) set of explanatory variables X t , using a sample of length T . When stacking together the T observations, time subscripts are dropped for convenience. The results below are for the case in which Y t follows the generalized model of section 3, and X t is measured without error, as is the case in the empirical work below. The most interesting empirical results show through to this specialialized case of no measurement error in X t ; the more general case, in which both X t and Y t follow the generalized model
All relevant fourth moments exist.
We impose the i.i.d. assumptions because they are approximately met in the applications below, and because it allows discussion of bias as well as consistency. 4 However, for other time series applications, the i.i.d. assumption will be overly restrictive, and relaxing it could be a topic for future research.
Given assumption 1, Y t can be written as:
The OLS regression estimator is:
It is well known that the CME in Y introduces no bias and inconsistency, since ε is independent of X. The LoSE in U ⋆ introduces no bias or inconsistency either, since it is uncorrelated with X. However, X = E (X|Z y ) + ζ xy is clearly not independent of −ζ xy β, and:
The inconsistency of β tends towards zero, since some variation in X that appears in Y ⋆ is missing from mismeasured Y , essentially driving down the covariance between X and Y and the parameter estimates as well since the variance of X is not biased down. If X is univariate, the inconsistency of β is unambiguously towards zero, similar to standard attenuation bias from CME in the explanatory variable of a regression.
The inconsistency of β can be corrected by instrumenting with a (1 × m) set of instruments W t , with m ≥ k, if the instruments meet the following set of assumptions:
, a positive semidefinite matrix, and
The instruments must be uncorrelated with −ζ xy , for example if W t ∈ Z y t , so that W t is independent of the information about X t missing from Y t . With valid instruments, we have:
and β p −→ β.
The asymptotic distribution of the IV estimate β is: 
The first two terms converge in probability to σ
ε , and the cross terms converge in probability to zero. The terms involving β and β simplify in the limit since β p −→ β, producing a consistent estimate of the asymptotic error variance: 
Data: US Macroeconomic Quantities
The decision to test for LoSE in US GDP growth over the Great Moderation period is motivated by several considerations. GDP is estimated in a bottom-up, component-bycomponent fashion using government survey data to estimate spending for each category (consumption, investment, etc.) and then aggregating. 5 But, goverment survey data at the quarterly frequency is unavailable for many categories comprising a large share of 5 The BEA does not use the information in stock or bond prices to make any direct or indirect adjustments to this bottom-up estimation procedure, to the author's knowledge.
GDP, including most services categories of personal consumption expenditures.
6 Growth rates for these categories are typically interpolated or extrapolated using related indicators, or estimated as a "trend extrapolation." It is difficult to imagine how this lack of hard information would not introduce some LoSE into GDP growth, and that LoSE may have become more consequential over time as the share of services in US output has increased.
Several comparisons with an alternative measure of output growth, GDI growth, are also consistent with LoSE in GDP growth over the Great Moderation. 7 The output growth estimates are plotted in Figure 1 over this period, from the mid-1980s to the mid-2000s. 8 GDI growth has higher variance than GDP growth over this sample, which, under the generalized measurement error model in section 3, may stem from some combination of: (1) a relatively large amount of CME in GDI growth, boosting its variance, and (2) a relatively large amount of LoSE in GDP growth, damping its variance.
The upcoming evidence in section 6 favors placing more weight on the second explanation. Earlier research on revisions-see Fixler and Nalewaik (2007)-supports this notion as well. Briefly, Table 1 shows that the variance of GDI growth becomes relatively large only after the data pass through its sequence of annual revisions (GDI is unavailable when the "advance" estimates are released for each quarter about a month after the quarter ends, but is always available when the "3rd" estimates are released about three months after the quarter ends, and the variances of the "3rd" GDP and GDI growth estimates are almost equal).
9 Subsequent annual and benchmark revisions incorporate more comprehensive and higher-quality source data, plausibly reducing measurement error in the estimates, either LoSE or CME. If the bulk of the measurement error eliminated by the revisions is LoSE, so the revisions mainly add news to the estimates as in Mankiw and Shapiro (1986) , the variance of the estimates should increase as in table 1.
Moreover, the revisions increase the variance of GDI growth more than the variance of GDP growth, consistent with the revisions adding more news to GDI growth than GDP growth. The implication is that GDP growth is missing some news or signal, and is thus contaminated with LoSE.
The statistics in Table 1 suggest that, of these output growth estimates, "advance"
GDP growth is contaminated with the most LoSE, as one would expect since it is based on the least amount of information. Somewhat counterintuitively, it is just such variables that are likely to meet the conditions of Assumption 2 and provide valid instruments W , motivating the instrumenting strategy below. The baseline regressions are of an output growth estimate on current and lagged stock and bond prices, which may reflect some information missing from the output growth estimates. 10 Since stock and bond prices
are measured with little error, we have:
where i indexes output growth estimates. In this case, the instruments must be uncorrelated with E X|Z y i − X, which is the information missing from output growth estimate i that is captured by the asset prices X. Paradoxically, an instrument based on a smaller information set, while remaining correlated with X, is more likely to be uncorrelated with this missing information and thus meet the conditions of Assumption 2.
In particular, contemporaneous and lagged "advance" GDP growth rates are presumably in the information sets used to compute the various output growth estimates examined here, all released after the "advance" estimate. The identifying assumption employed here is that the "advance" GDP growth estimate for each quarter, and lagged "advance" estimates, are uncorrelated with whatever information remains missing from later, revised estimates of GDP growth for that quarter. Subcomponents of "advance"
GDP growth are likely in the information sets used to compute those later, revised GDP growth estimates as well. Equipment and software (E&S) investment is an appealing subcomponent to use as an instrument because it produces a high first-stage R-square, its growth rate being highly correlated with stock price changes and bond spreads as predicted by Q-theory-see Tobin (1969) and Philippon (2009) . For this reason, current and lagged "advance" growth rates of real E&S investment are the main set of instruments W employed in the paper.
Regression Evidence for LoSE in GDP growth in the Great Moderation
Under the model of section 4, the OLS β i estimated in this section are governed by equation (7) with X measured without error, and we have: Hausman (1978) ) are available to test whether the OLS estimates β GDP are biased towards zero as in (7). Table 2 shows estimation results using as the explanatory variable X an average of current and lagged stock price growth; standard errors are in parentheses. 12 Such a specification can be motivated in several ways, but for our purposes, it suffices that a relation between true output growth ∆Y ⋆ and stock prices X exists governed by a true parameter vector β. 13 Comparing the first two specifications of Table 2 , we see that β increases when switching the dependent variable from "advance" GDP growth to latest GDP growth, consistent with LoSE in "advance" GDP growth.
14 Switching from latest GDP growth to latest GDI growth, β increases again, consistent with LoSE in not only the "advance" GDP growth estimates, but also latest, revised GDP growth.
Of course, other explanations for this result are possible, but appear less likely. First, alternative measurement error models that do not meet the restrictions of section 3 could hold. Appendix A examines such a model in which GDP and GDI growth are crudely rescaled versions of true output growth, and finds that it is inconsistent with results from reverse regressions. Second, and more obviously, stock prices could be reacting to estimates of corporate profits, which are a component of GDI, more than to output.
However, if this were true, β should be particularly large using the initial estimates of GDI (and profits) to which the stock market reacts in real time. The fourth column of the table shows this is not the case. Moreover, the fifth column shows that β actually increases when corporate profits are stripped out of GDI.
The last specification of table 2, the instrumental variables estimate, does not use GDI growth at all, and is consistent with even more LoSE-inducing bias in latest GDP growth than is evident based on the comparison with GDI growth. In particular, this estimate implies attenuation of the OLS β computed using latest GDP growth of about here are also robust to the inclusion of control variables such as lags of the output growth measures. The stock price changes are quarterly growth rates of the Wilshire 5000 stock price index, while the output growth measures are annualized quarterly growth rates as in table 1, so the effect on the level of output in percentage points of a permanent 1 percent stock price increase is roughly the reported coefficient divided by 4. The stock price index is nominal, and the results change little if the stock price index is deflated.
60 percent. 15 The Durbin-Wu-Hausman test rejects the hypothesis of no bias in that OLS β with a p-value of 0.02. Table 3 shows similar results using bond spreads-the difference in yield between 10-year and 2-year US treasury notes (TERM), and the difference in yield between corporate bonds and 10-year treasury notes (DEF). 16 Many papers have used similar variables to forecast output growth; see Chen (1991) and Estrella and Hardouvelis (1991), for example. The results (where each pair of βs is from a separate regression) provide almost uniform evidence favoring LoSE-induced attenuation of the OLS coefficients computed using either "advance" or latest, revised GDP growth. All of the β DEF coefficients increase in absolute value when switching the dependent variable from "advance" to latest GDP growth and again when switching from latest GDP growth to latest GDI growth. Similarly, all of the β T ERM coefficients increase when switching from latest GDP growth to latest GDI growth except for k ≤ 2, horizons where the explanatory power of TERM is weakest.
The instrumental variables estimates in Table 3 This result is robust to the choice of instruments likely to meet the conditions of Assumption 2. In particular, estimates using only lagged "advance" E&S growth rates, excluding the contemporaneous growth rate from W , yield a β of 0.47. Substituting "advance" GDP growth for "advance" E&S growth in W cuts down on the first-stage R 2 considerably, but yields the same β of 0.47. 16 The corporate bond yield measure is the Merrill Lynch High Yield Master II Index. This series extends back only as far as 1986; hence the shorter sample for these regressions.
estimates of β T ERM should be discounted for k ≤ 2 as the instruments are weak, but for the longer horizons where the instruments have higher first-stage R 2 s, the IV β T ERM s are consistent with LoSE-induced attenuation of the OLS β T ERM s computed using latest GDP growth of between 50 and 70 percent. This degree of attenuation bias, similar to that found using stock prices, could be related to some puzzles regarding the continued Recession as well.
17
Consider the OLS regressions from table 3 using latest GDP growth.
18 Figure 2 plots three additional forecasts of the unemployment rate, the green solid, dashed and dotted lines, using the first difference of the unemployment rate, real GDI growth, and real GDP growth as they appeared in December 2008 as dependent variables in the regression specification in Table 4 . 19 The forecasts for GDI growth and GDP growth are translated into unemployment rate forecasts using an Okun's law relation. This is estimated by regressing the quarterly change in the unemployment rate on the contemporaneous quarterly output growth measure and two of its lags, using a 1959Q4 to 2008Q3 sample. Note that, if the primary source of measurement error in the output growth measures is LoSE, these regressions yield consistent parameter estimates since the LoSE-ridden variables are explanatory, and the downward biases from the first stage regressions using bond spreads are passed through to the unemployment rate forecasts. In contrast, in the crude rescaling model outlined in Appendix A, the 
Conclusions
The canonical classical measurement error (CME) model is too restrictive to handle important types of measurement error, including measurement error in one of the most bias in the second stage regressions would largely offset the bias in the first stage regressions using bond spreads, which does not appear to be the case empirically.
widely-followed macroeconomic time series, US GDP growth. The paper studies a simple generalization of the CME model that is mathematically tractable, embeds the CME model as a special case, and adds useful flexibility. Instead of just allowing measurement error that adds noise to the true variable of interest, the generalization permits measurement errors that subtract signal from that variable, called Lack of Signal Errors, or LoSE, for short.
In some ways, this generalization of the CME model is the flip side of the coin regarding the effect of errors in variables on ordinary least squares regression. CME in the dependent variable of a regression Y does not bias parameter estimates and increases standard errors, and, in the baseline case studied here, LoSE in the explanatory variables X has the same effect. Of course, CME in the explanatory variables X does Note: Each quarterly observation in the "advance" or "3rd" time series is the estimate for that quarter released about one or three months after that quarter ends. Note: The instruments are the time t "advance" growth rate of real equipment and software investment, scaled by its share of nominal GDP to approximate contributions to real GDP growth, and 6 of its lags; the first stage R 2 is 0.22. Note: The instruments are the time t "advance" growth rate of real equipment and software investment, scaled by its share of nominal GDP to approximate contributions to real GDP growth, and k of its lags. The first stage R 2 s for Interestingly, reverse regressions X = Y β r + U r yield:
While an increase in α GDP , ceteris paribus, decreases the ratio (10) from the forward
ε GDP , it increases the ratio (11) from the reverse regression. So, if the variance of true GDP growth exceeds the variance of the noise in measured GDP growth (and GDI growth), which seems plausible, these ratios (10) and (11) move in opposite directions with respect to α GDP (and α GDI ) under this crude rescaling model. Table 2 implies α GDI /α GDP = 1.5, so we should observe β Similarly, univariate specifications similar to table 3 but using only DEF imply α GDI /α GDP ranging from 1.3 to 2.0, as can be seen comparing the third and fourth columns of table 3A. However, comparing the sixth and seventh columns, we see the coefficients using GDI growth as the explanatory variable are once again larger in absolute value than the coefficients using GDP growth, inconsistent with the crude rescaling model and plausible assumptions about the noise variances.
By contrast, the generalized LoSE model outlined in section 3 yields the following for the reverse regressions:
An increase in β GDI relative to β GDP implies an increase in the variance of LoSE in
and increases β GDI r − β GDP r , all else equal. This model is much more consistent with the results from the reverse regressions. Forward: • The LoSE • The CME ε x t is i.i.d., mean zero, independent of ε t and all conditioning information sets, with var (ε
• The variables in Z x are independent of U ⋆ and Z y u .
• The LoSE ζ
. and mean zero with var (ζ t ) = σ 2 ζ,x , a k × k matrix.
• As T −→ ∞:
The assumptions imposed on the information sets Z y and Z x regarding partitioning and independence allow us to factor the joint distribution of the relevant variables as follows:
Without these assumptions, the conditioning may introduce correlation between the measurement error in X and the regression residual (which includes the measurement error in Y ). For example, assume the information sets Z 1 Most important, these biases are not applicable to regressions using X variables measured without
Taking expectations and probability limits of (2) yields:
The usual attenuation bias and inconsistency from σ 
relevant fourth moments exist.
error-see also section 3.2 of HI. All of the regressions in the empirical sections 6 and 7 of this paper use X variables measured without error.
To correct the biases in OLS, valid instruments must be uncorrelated with ε x , a standard condition. However, an additional condition must be met: the instruments must be
. This condition is met by instruments W that are common to both information sets (if such information exists), so W ⊂ Z x and
) then have the same probability limit.
With valid instruments, we have:
and β p −→ β. The asymptotic distribution of the estimator is: 
The first two terms converge in probability to σ The OLS regression estimator in this case is:
Since ζ x is uncorrelated with E (X ⋆ |Z x ) + ε x = X, the LoSE in X introduces no bias into β in this case. Given assumption 1, Of course, the CME in X produces the usual attenuation bias. By way of review, and for comparison with later results:
Instruments uncorrelated with the CME in X yield consistent estimates.
To focus more tightly on the implications of LoSE, the remainder of this subsection considers the case of no CME in X:
Then E β = β, and β p −→ β. The variation in X ⋆ that appears in Y ⋆ but is missing from X shows up in the regression error, increasing the variance of the parameter estimates. We have var β = E var β|X + var E β|X , but E β|X = β and var (β) = 0, so the second term vanishes. Then since U ⋆ and ζ x are uncorrelated, and both are uncorrelated with X, standard manipulations show:
Asymptotically, the analogous distributional results hold, as:
and s 2 converges to this error variance σ
ζ,x β. So the LoSE in X increases the variance of the regression error. In addition to assumption 1, this subsection makes the following assumptions:
Assumption 5 X t is not mismeasured:
The relation between X t and the information set Z y x,t has an important effect on the properties of the OLS regression estimates; this subsection considers X t ∈ Z y x,t , and the next X t ∈ Z y x,t . Since E X t |Z y x,t = X t , we have:
The OLS regression estimates β as:
LoSE in U ⋆ introduces no bias or inconsistency since Z y u is uncorrelated with X, so the overall measurement error in Y introduces no bias or inconsistency in this case.
For the variance of the point estimates, var β = E var β|X since var E β|X = 0, and: In addition to assumption 1, this subsection makes the following assumptions:
Assumption 6 X t is not mismeasured: X t = X This is the case studied in section 4 of the main paper. Again for simplicity, and to focus on the effects of LoSE, this section considers the case of no CME in X, so assumption 4 holds, as well as assumption 1. Three special cases are illuminating. The first is where the information sets used to construct Y and X coincide in the universe of variables correlated with X, so Z 
