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ABSTRACT
Rank-based metrics are some of the most widely used criteria for performance evaluation of computer
vision models. Despite years of effort, direct optimization for these metrics remains a challenge
due to their non-differentiable and non-decomposable nature. We present an efficient, theoretically
sound, and general method for differentiating rank-based metrics with mini-batch gradient descent.
In addition, we address optimization instability and sparsity of the supervision signal that both arise
from using rank-based metrics as optimization targets. Resulting losses based on recall and Average
Precision are applied to image retrieval and object detection tasks. We obtain performance that
is competitive with state-of-the-art on standard image retrieval datasets and consistently improve
performance of near state-of-the-art object detectors.
1 Introduction
Rank-based metrics are frequently used to evaluate performance on a wide variety of computer vision tasks. For
example, in the case of image retrieval, these metrics are required since, at test-time, the models produce a ranking of
images based on their relevance to a query. Rank-based metrics are also popular in classification tasks with unbalanced
class distributions or multiple classes per image. One prominent example is object detection, where an average over
multiple rank-based metrics is used for final evaluation. The most common metrics are recall [12], Average Precision
(AP ) [68], normalized discounted cumulative gain (NDCG) [6], and the Spearman Coefficient [9].
∗These authors contributed equally.
Figure 1: Differentiation of a piecewise constant rank-based loss. A two-dimensional section of the loss landscape is
shown (left) along with two efficiently differentiable interpolations of increasing strengths (middle and right).
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Directly optimizing for the rank-based metrics is inviting but also notoriously difficult due to the non-differentiable
(piecewise constant) and non-decomposable nature of such metrics. A trivial solution is to use one of several popular
surrogate functions such as 0-1 loss [32], the area under the ROC curve [1] or cross entropy. Many studies from the
last two decades have addressed direct optimization with approaches ranging from histogram binning approximations
[4, 19, 48], finite difference estimation [22], loss-augmented inference [39, 68], gradient approximation [55] all the way
to using a large LSTM to fit the ranking operation [10].
Despite the clear progress in direct optimization [4, 8, 39], these methods are notably omitted in the most publicly used
implementation hubs for object detection [7, 24, 36, 64], and image retrieval [50]. The reasons include poor scaling
with sequence lengths, lack of publicly available implementations that are efficient on modern hardware, and fragility
of the optimization itself.
In a clean formulation, backpropagation through rank-based losses reduces to providing a meaningful gradient of the
piecewise constant ranking function. This is an interpolation problem, rather than a gradient estimation problem (the
true gradient is simply zero almost everywhere). Accordingly, the properties of the resulting interpolation (whose
gradients are returned) should be of central focus, rather than the gradient itself.
In this work, we interpolate the ranking function via blackbox backpropagation [60], a framework recently proposed in
the context of combinatorial solvers. This framework is the first one to give mathematical guarantees on an interpolation
scheme. It applies to piecewise constant functions that originate from minimizing a discrete objective function. To
use this framework, we reduce the ranking function to a combinatorial optimization problem. In effect, we inherit
two important features of [60]: mathematical guarantees and the ability to compute the gradient only with the use
of a non-differentiable blackbox implementation of the ranking function. This allows using implementations of
ranking functions that are already present in popular machine learning frameworks which results in straightforward
implementation and significant practical speed-up. Finally, differentiating directly the ranking function gives additional
flexibility for designing loss functions.
Having a conceptually pure solution for the differentiation, we can then focus on another key aspect: sound loss design.
To avoid ad-hoc modifications, we take a deeper look at the caveats of direct optimization for rank-based metrics.
We offer multiple approaches for addressing these caveats, most notably we introduce margin-based versions of
rank-based losses and mathematically derive a recall-based loss function that provides dense supervision.
Experimental evaluation is carried out on image retrieval tasks where we optimize the recall-based loss and on object
detection where we directly optimize mean Average Precision. On the retrieval experiments, we achieve performance
that is on-par with state-of-the-art while using a simpler setup. On the detection tasks, we show consistent improvement
over highly-optimized implementations that use the cross-entropy loss, while our loss is used in an out-of-the-box
fashion. We release the code used for our experiments2.
2 Related work
Optimizing for rank-based metrics As rank-based evaluation metrics are now central to multiple research areas,
their direct optimization has become of great interest to the community. Traditional approaches typically rely on
different flavors of loss-augmented inference [37–39, 68], or gradient approximation [22, 55]. These approaches often
require solving a combinatorial problem as a subroutine where the nature of the problem is dependent on the particular
rank-based metric. Consequently, efficient algorithms for these subproblems were proposed [39, 55, 68].
More recently, differentiable histogram-binning approximations [4, 19, 20, 48] have gained popularity as they offer a
more flexible framework. Completely different techniques including learning a distribution over rankings [58], using
a policy-gradient update rule [44], learning the sorting operation entirely with a deep LSTM [10] or perceptron-like
error-driven updates have also been applied [8].
Metric learning There is a great body of work on metric learning for retrieval tasks, where defining a suitable loss
function plays an essential role. Bellet et al. [2] and Kulis et al. [29] provide a broader survey of metric learning
techniques and applications. Approaches with local losses range from employing pair losses [3, 28], triplet losses
[23, 51, 55] to quadruplet losses [30]. While the majority of these works focus on local, decomposable losses as above,
multiple lines of work exist for directly optimizing global rank-based losses [10, 48, 58]. The importance of good batch
sampling strategies is also well-known, and is the subject of multiple studies [12, 41, 51, 63], while others focus on
generating novel training examples [40, 55, 70].
2https://github.com/martius-lab/blackbox-backprop.
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Object detection Modern object detectors use a combination of different losses during training [14, 18, 31, 33, 46, 47].
While the biggest performance gains have originated from improved architectures [13, 18, 45, 47] and feature extractors
[17, 71], some works focused on formulating better loss functions [31, 49]. Since its introduction in the Pascal VOC
object detection challenge [11] mean Average Precision (mAP ) has become the main evaluation metric for detection
benchmarks. Using the metric as a replacement for other less suitable objective functions has thus been studied in
several works [8, 22, 44, 55].
3 Background
3.1 Rank-based metrics
For a positive integer n, we denote by Πn the set of all permutations of {1, . . . , n}. The rank of vector y =
[y1, . . . , yn] ∈ Rn, denoted by rk(y) is a permutation pi ∈ Πn satisfying
ypi−1(1) ≥ ypi−1(2) ≥ · · · ≥ ypi−1(n), (1)
i.e. sorting y. Note, that rank is not defined uniquely for those vectors for which any two components coincide. In the
formal presentation, we reduce our attention to proper rankings in which ties do not occur.
The rank rk of the i-th element is one plus the number of members in the sequence exceeding its value, i.e.
rk(y)i = 1 + |{j : yj > yi}|. (2)
3.1.1 Average Precision
For a fixed query, let y ∈ Rn be a vector of relevance scores of n examples. We denote by y∗ ∈ {0, 1}n the vector of
their ground truth labels (relevant/irrelevant) and by
rel(y∗) = {i : y∗i = 1} (3)
the set of indices of the relevant examples. Then Average Precision is given by
AP(y,y∗) =
1
| rel(y∗)|
∑
i∈rel(y∗)
Prec(i), (4)
where precision at i is defined as
Prec(i) =
|{j ∈ rel(y∗) : yj ≥ yi}|
rk(y)i
(5)
and describes the ratio of relevant examples among the i highest-scoring examples.
In classification tasks, the dataset typically consists of annotated images. This we formalize as pairs (xi,y∗i ) where xi
is an input image and y∗i is a binary class vector, where, for every i, each (y
∗
i )c ∈ {0, 1} denotes whether an image xi
belongs to the class c ∈ C. Then, for each example xi the model provides a vector of suggested class-relevance scores
yi = φ(xi, θ), where θ are the parameters of the model.
To evaluate mean Average Precision (mAP ), we consider for each class c ∈ C the vector of scores y(c) = [(yi)c]i and
labels y∗(c) = [(y∗i )c]i. We then take the mean of Average Precisions over all the classes
mAP =
1
|C|
∑
c∈C
AP
(
y(c),y∗(c)
)
. (6)
Note that mAP ∈ [0, 1] and that the highest score 1 corresponds to perfect score prediction in which all relevant
examples precede all irrelevant examples.
3.1.2 Recall
Recall is a metric that is often used for information retrieval. Let again y ∈ Rn and y∗ ∈ {0, 1}n be the scores and the
ground-truth labels for a given query over a dataset. For a positive integer K, we set
r@K (y,y∗) =
{
1 if ∃i ∈ rel(y∗) with rk(y)i ≤ K
0 otherwise,
(7)
where rel(y∗) is given in Eq. 3.
3
In a setup where each element xi of the dataset D is a possible query, we define the ground truth matrix as follows. We
set y∗i (j) = 1 if xj belongs to the same class as the query xi, and zero otherwise. The scores suggested by the model
are again denoted by yi = [φ(xi, xj , θ) : j ∈ D].
In order to evaluate the model over the whole dataset D, we average r@K over all the queries xi, namely
R@K =
1
|D|
∑
i∈D
r@K
(
yi,y
∗
i
)
. (8)
Again, R@K ∈ [0, 1] for every K. The highest score 1 means that a relevant example is always found among the top
K predictions.
3.2 Blackbox differentiation of combinatorial solvers
In order to differentiate the ranking function, we employ a method for efficient backpropagation through combinatorial
solvers – recently proposed in [60]. It turns algorithms or solvers for problems like SHORTEST-PATH, TRAVELING-
SALESMAN-PROBLEM, and various graph cuts into differentiable building blocks of neural network architectures.
With minor simplifications, such solvers (e.g. for the MULTICUT problem) can be formalized as maps that take
continuous input y ∈ Rn (e.g. edge weights of a fixed graph) and return discrete output s ∈ S ⊂ Rn (e.g. indicator
vector of a subset of edges forming a cut) such that it minimizes a combinatorial objective expressed as an inner product
y · s (e.g. the cost of the cut). Note that the notation differs from [60] (y was w and s was y). In short, a blackbox solver
is
y 7→ s(y) such that s(y) = arg min
s∈S
y · s, (9)
where S is the discrete set of admissible assignments (e.g. subsets of edges forming cuts).
The key technical challenge when computing the backward pass is meaningful differentiation of the piecewise constant
function y→ L(s(y)) where L is the final loss of the network. To that end, [60] constructs a family of continuous and
(almost everywhere) differentiable functions parametrized by a single hyperparameter λ > 0 that controls the trade-off
between “faithfulness to original function” and “informativeness of the gradient”, see Fig. 1. For a fixed λ the gradient
of such an interpolation at point s is computed and passed further down the network (instead of the true zero gradient) as
∂L(s(y))
∂y
:= − 1
λ
(s− sλ) (10)
where sλ is the output of the solver for a certain precisely constructed modification of the input. The modification
is where the incoming gradient information ∂L(s(y))/∂s(y) is used. For full details including the mathematical
guarantees on the tightness of the interpolation, see [60].
The main advantage of this method is that only a blackbox implementation of the solver (i.e. of the forward pass) is
required to compute the backward pass. This implies that powerful optimized solvers can be used instead of relying on
suboptimal differentiable relaxations.
4 Method
4.1 Blackbox differentiation for ranking
In order to apply blackbox differentiation method for ranking, we need to find a suitable combinatorial objective. Let
y ∈ Rn be a vector of n real numbers (the scores) and let rk ∈ Πn be their ranks. The connection between blackbox
solver and ranking is captured in the following proposition.
Proposition 1. In the notation set by Eqs. (1) and (2), we have
rk(y) = arg min
pi∈Πn
y · pi. (11)
In other words, the mapping y→ rk(y) is a minimizer of a linear combinatorial objective just as Eq. 9 requires.
The proof of Proposition 1 rests upon a classical rearrangement inequality [15, Theorem 368]. The following theorem
is its weaker formulation that is sufficient for our purpose.
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Theorem 1 (Rearrangement inequality). For every positive integer n, every choice of real numbers y1 ≥ · · · ≥ yn and
every permutation pi ∈ Πn it is true that
y1 · 1 + · · ·+ yn · n ≤ y1pi(1) + · · ·+ ynpi(n).
Moreover, if y1, . . . , yn are distinct, equality occurs precisely for the identity permutation pi.
Proof of Proposition 1. Let pi be the permutation that minimizes (11). This means that the value of the sum
y1pi(1) + · · ·+ ynpi(n) (12)
is the lowest possible. Using the inverse permutation pi−1 (12) rewrites as
ypi−1(1) · 1 + · · ·+ ypi−1(n) · n (13)
and therefore, being minimal in (13) makes (1) hold due to Theorem 1. This shows that pi = rk(y).
The resulting gradient computation is provided in Algorithm 1 and only takes a few lines of code. We call the method
Ranking Metric Blackbox Optimization (RaMBO).
Note again the presence of a blackbox ranking operation. In practical implementation, we can delegate this to a built-in
function of the employed framework (e.g. TORCH.ARGSORT). Consequently, we inherit the O(n log n) computational
complexity as well as a fast vectorized implementation on a GPU. To our knowledge, the resulting algorithm is the first
to have both truly sub-quadratic complexity (for both forward and backward pass) and to operate with a general ranking
function (see also Tab. 1).
Method forward + backward general ranking
RaMBO O(n logn) X
Mohapatra et al. [39] O(n log p) x
Chen et al. [8] O(np) X
Yue et al. [68] O(n2) x
FastAP [4] O((n+ p)L) X
SoDeep [10] O((n+ p)h2) X
Table 1: Computational complexity of different approaches for differentiable ranking. The numbers of the negative
and of the positive examples are denoted by n and p, respectively. For SoDeep, h denotes the LSTM’s hidden state
size (h ≈ n) and for FastAP L denotes the number of bins. RaMBO is the first method to directly differentiate general
ranking with a truly sub-quadratic complexity.
Algorithm 1 RaMBO: Blackbox differentiation for ranking
define Ranker as blackbox operation computing ranks
function FORWARDPASS(y)
rk(y) := Ranker(y)
save y and rk(y) for backward pass
return rk(y)
function BACKWARDPASS( dLd rk )
load y and rk(y) from forward pass
load hyperparameter λ
yλ := y + λ · dLd rk
rk(yλ) := Ranker(yλ)
return − 1λ
[
rk(y)− rk(yλ)
]
4.2 Caveats for sound loss design
Is resolving the non-differentiability all that is needed for direct optimization? Unfortunately not. To obtain well-
behaved loss functions, some delicate considerations need to be made. Below we list a few problems (P1)–(P3) that
arise from direct optimization without further adjustments.
(P1) Evaluation of rank-based metrics is typically carried out over the whole test set while direct optimization methods
rely on mini-batch approximations. This, however, does not yield an unbiased gradient estimate. Particularly small
mini-batch sizes result in optimizing a very poor approximation of mAP , see Fig. 2.
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Figure 2: Mini-batch estimation of mean Average
Precision. The expected mAP (i.e. the optimized
loss) is an overly optimistic estimator of the truemAP
over the dataset; particularly for small batch sizes.
The mean and standard deviations over sampled mini-
batch estimates are displayed.
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Figure 3: Naive rank-based losses can collapse dur-
ing optimization. Shifting the scores during training
induces a margin and a suitable scale for the scores.
Red lines indicate negative scores and green positive
scores.
(P2) Rank-based metrics are brittle when many ties happen in the ranking. As an example, note that any rank-
based metric attains all its values in the neighborhood of a dataset-wide tie. Additionally, once a positive example is
rated higher than all negative examples even by the slightest difference, the metric gives no incentive for increasing the
difference. This induces a high sensitivity to potential shifts in the statistics when switching to the test set. The need to
pay special attention to ties was also noted in [4, 19].
(P3) Some metrics give only sparse supervision. For example, the value of r@K only improves if the highest-ranked
positive example moves up the ranking, while the other positives have no incentive to do so. Similarly, Average Precision
does not give the incentive to decrease the possibly high scores of negative examples, unless also some positive examples
are present in the mini-batch. Since positive examples are typically rare, this can be problematic.
4.3 Score memory
In order to mitigate the negative impact of small batch sizes on approximating the dataset-wide loss (P1) we introduce a
simple running memory. It stores the scores for elements of the last τ previous batches, thereby reducing the bias of the
estimate. All entries are concatenated for loss evaluation, but the gradients only flow through the current batch. This is
a simpler variant of “batch-extension” mechanisms introduced in [4, 48].
4.4 Score margin
Our remedy for brittleness around ties (P2) is inspired by the triplet loss [51]; we introduce a shift in the scores during
training in order to induce a margin. In particular, we add a negative shift to the positively labeled scores and positive
shift the negatively labeled scores as illustrated in Fig. 3. This also implicitly removes the destabilizing scale-invariance.
Using notation as before, we modify the scores as
←→y i =
{
yi +
α
2 if y
∗
i = 0
yi − α2 if y∗i = 1
(14)
where α is the prescribed margin. In the implementation, we replace the ranking operation with rkα given by
rkα(y) = rk
(←→y ) . (15)
4.5 Recall loss design
Let y be scores and y∗ the truth labels, as usual. As noted in (P3) the value of r@K only depends on the highest
scoring relevant element. We overcome the sparsity of the supervision by introducing a refined metric
r˜@K (y,y∗) =
|{i ∈ rel(y∗) : ri < K}|
| rel(y∗)| , (16)
where rel(y∗) denotes the set of relevant elements (3) and ri stands for the number of irrelevant elements outrunning
the i-th element. Formally,
ri = rkα(y)i − rkα(y+)i for i ∈ rel(y∗), (17)
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in which rkα(y+)i denotes the rank of the i-th element only within the relevant ones. Note that r˜@K depends on all
the relevant elements as intended. We then define the loss at K as
L@K (y,y∗) = 1− r˜@K (y,y∗). (18)
Next, we choose a weighting wK ≥ 0 of these losses
Lrec(y,y
∗) =
∞∑
K=1
wK L@K (y,y
∗), (19)
over values of K.
Proposition 2 (see the Supplementary material) computes a closed form of (19) for a given sequence of weights wK .
Here, we exhibit closed-form solutions for two natural decreasing sequences of weights:
Lrec(y,y
∗) =

E
i∈rel(y∗)
`(ri) if wK ≈ 1K
E
i∈rel(y∗)
`
(
`(ri)
)
if wK ≈ 1K logK ,
(20)
where `(k) = log(1 + k).
This also gives a theoretical explanation why some previous works [8, 22] found it “beneficial” to optimize the logarithm
of a ranking metric, rather than the metric itself. In our case, the log arises from the most natural weight decay 1/K.
4.6 Average Precision loss design
Having differentiable ranking, the generic AP does not require any further modifications. Indeed, for any relevant
element index i ∈ rel(y∗), its precision obeys
Prec(i) =
rkα(y
+)i
rkα(y)i
(21)
where rk(y+)i is the rank of the i-th element within all the relevant ones. The AP loss then reads
LAP (y,y
∗) = 1− E
i∈rel(y∗)
Prec(i). (22)
For calculating the mean Average Precision loss LmAP , we simply take the mean over the classes C.
To alleviate the sparsity of supervision caused by rare positive examples (P3), we also consider the AP loss across all
the classes. More specifically, we treat the matrices y(c) and y∗(c) as concatenated vectors y and y∗, respectively, and
set
LAP C = LAP (y,y∗). (23)
This practice is consistent with [8].
5 Experiments
We evaluate the performance of RaMBO on object detection and several image retrieval benchmarks. The experiments
demonstrate that our method for differentiating through mAP and recall is generally on-par with the state-of-the-
art results and yields in some cases better performance. We will release code upon publication. Throughout the
experimental section, the numbers we report for RaMBO are averaged over three restarts.
5.1 Image retrieval
To evaluate the proposed Recall Loss (Eq. 20) derived from RaMBO we run experiments for image retrieval on the
CUB-200-2011 [62], Stanford Online Products [54], and In-shop Clothes [34] benchmarks. We compare against a
variety of methods from recent years, multiple of which achieve state-of-the-art performance. The best-performing
methods are ABE-8 [26], FastAP [4], and Proxy NCA [40].
Architecture For all experiments, we follow the most standard setup. We use a pretrained ResNet50 [17] in which
we replace the final softmax layer with a fully connected embedding layer which produces a 512-dimensional vector for
each batch element. We normalize each vector so that it represents a point on the unit sphere. The cosine similarities of
all the distinct pairs of elements in the batch are then computed and the ground truth similarities are set to 1 for those
elements belonging to the same class and 0 otherwise. The obvious similarity of each element with itself is disregarded.
We compute the Lrec loss for each batch element with respect to all other batch elements using the similarities and
average it to compute the final loss. Note that our method does not require any sophisticated sampling strategy to
compute the loss.
7
q
u
er
y
to
p
 3
 r
et
ri
ev
al
Figure 4: Stanford Online Products image retrieval examples.
Parameters We use Adam optimizer [27] with an amplified learning rate for the embedding layer. We consistently
set the batch size to 128 so that each experiment runs on a GPU with 16GB memory. Full details regarding training
schedules and exact values of hyperparameters for the different datasets are in the Supplementary material.
Datasets For data preparation, we resize images to 256× 256 and randomly crop and flip them to 224× 224 during
training, using a single center crop on evaluation.
We use the Stanford Online Products dataset consisting of 120, 053 images with 22, 634 classes crawled from Ebay.
The classes are grouped into 12 superclasses (e.g. cup, bicycle) which are used for mini-batch preparation following the
procedure proposed in [4]. We follow the evaluation protocol proposed in [54], using 59, 551 images corresponding to
11, 318 classes for training and 60, 502 images corresponding to 11, 316 classes for testing.
The In-shop Clothes dataset consists of 54, 642 images with 11, 735 classes. The classes are grouped into 23 superclasses
(e.g. MEN/Denim, WOMEN/Dresses), which we use for mini-batch preparation as before. We follow previous work by
using 25, 882 images corresponding to 3, 997 classes for training and 14, 218 + 12, 612 images corresponding to 3, 985
classes each for testing (split into a query + gallery set respectively). Given an image from the query set, we retrieve
corresponding images from the gallery set.
The CUB-200-2011 dataset consists of 11, 788 images of 200 bird categories. Again we follow the evaluation protocol
proposed in [54], using the first 100 classes consisting of 5, 864 images for training and the remaining 100 classes with
5, 924 images for testing.
Results For all retrieval results in the tables we add the embedding dimension as a superscript and the backbone
architecture as a subscript. The letters R, G, I, V represent ResNet [21], GoogLeNet [57], Inception [56], and VGG-16
[52], respectively. We report results for both RaMBO 512R50 log and RaMBO
512
R50 log log, the main difference being if the
logarithm is applied once or twice to the rank in Eq. (20).
On Stanford Online Products we report R@K for K ∈ {1, 10, 100, 1000} in Tab. 2. The fact that the dataset contains
the highest number of classes seems to favor RaMBO, as it outperforms all other methods. Some example retrievals are
presented in Fig. 4.
On CUB-200-2011 we report R@K for K ∈ {1, 2, 4, 8} in Tab. 3. For fairness, we include the performance of Proxy
NCA with a ResNet50 [17] backbone even though the results are only reported in an online implementation [50]. With
this implementation Proxy NCA and RaMBO are the best-performing methods.
On In-shop Clothes we report R@K for value of K ∈ {1, 10, 20, 30, 50} in Tab. 4. The best-performing method
is probably FastAP, even though the situation regarding reproducibility is rather puzzling3. RaMBO matches the
performance of ABE-8 [26], a complex attention-based ensemble method.
We followed the reporting strategy of [26] by evaluating on the test set in regular training intervals and reporting
performance at a time-point that maximizes R@1 .
3FastAP public code [5] offers Matlab and PyTorch implementations. Confusingly, the two implementations give very different
results. We contacted the authors but neither we nor they were able to identify the source of this discrepancy in two seemingly
identical implementations. We report both numbers.
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R@K 1 10 100 1000
Contrastive512G [41] 42.0 58.2 73.8 89.1
Triplet512G [41] 42.1 63.5 82.5 94.8
LiftedStruct512G [41] 62.1 79.8 91.3 97.4
Binomial Deviance512G [59] 65.5 82.3 92.3 97.6
Histogram Loss512G [59] 63.9 81.7 92.2 97.7
N-Pair-Loss512G [53] 67.7 83.8 93.0 97.8
Clustering64I [42] 67.0 83.7 93.2 -
HDC384G [67] 69.5 84.4 92.8 97.7
Angular Loss512G [61] 70.9 85.0 93.5 98.0
Margin128R50 [63] 72.7 86.2 93.8 98.0
Proxy NCA64I [40] 73.7 - - -
A-BIER512G [43] 74.2 86.9 94.0 97.8
HTL128G [12] 74.8 88.3 94.8 98.4
ABE-8512G [26] 76.3 88.4 94.8 98.2
FastAP512R50 [4] 76.4 89.1 95.4 98.5
RaMBO512R50 log 77.8 90.1 95.9 98.7
RaMBO512R50 log log 78.6 90.5 96.0 98.7
Table 2: Comparison with the state-of-the-art on the Stan-
ford Online Products [41]. On this dataset, with the highest
number of classes in the test set, RaMBO gives better per-
formance than other state-of-the-art methods.
R@K 1 2 4 8
Contrastive512G [41] 26.4 37.7 49.8 62.3
Triplet512G [41] 36.1 48.6 59.3 70.0
LiftedStruct512G [41] 47.2 58.9 70.2 80.2
Binomial Deviance512G [59] 52.8 64.4 74.7 83.9
Histogram Loss512G [59] 50.3 61.9 72.6 82.4
N-Pair-Loss64G [53] 51.0 63.3 74.3 83.2
Clustering64I [42] 48.2 61.4 71.8 81.9
Proxy NCA512G [40] 49.2 61.9 67.9 72.4
Smart Mining64G [16] 49.8 62.3 74.1 83.3
Margin128G [63] 63.8 74.4 83.1 90.0
HDC384G [67] 53.6 65.7 77.0 85.6
Angular Loss512G [61] 54.7 66.3 76.0 83.9
HTL128G [12] 57.1 68.8 78.7 86.5
A-BIER512G [43] 57.5 68.7 78.3 86.2
ABE-8512G [26] 60.6 71.5 80.5 87.7
Proxy NCA512R50 [50] 64.0 75.4 84.2 90.5
RaMBO512R50 log 63.5 74.8 84.1 90.4
RaMBO512R50 log log 64.0 75.3 84.1 90.6
Table 3: Comparison with the state-of-the-art on the CUB-
200-2011 [62] dataset. Our method RaMBO is on-par with
an (unofficial) ResNet50 implementation of Proxy NCA.
R@K 1 10 20 30 50
FashionNetV [35] 53.0 73.0 76.0 77.0 80.0
HDC384G [67] 62.1 84.9 89.0 91.2 93.1
DREML48R18 [66] 78.4 93.7 95.8 96.7 -
HTL128G [12] 80.9 94.3 95.8 97.2 97.8
A-BIER512G [43] 83.1 95.1 96.9 97.5 98.0
ABE-8512G [26] 87.3 96.7 97.9 98.2 98.7
FastAP-Matlab512R50
3 [4] 90.9? 97.7? 98.5? 98.8? 99.1?
FastAP-Python512R50 [5] 83.8 95.5 96.9 97.5 98.2
RaMBO512R50 log 88.1 97.0 97.9 98.4 98.8
RaMBO512R50 log log 86.3 96.2 97.4 97.9 98.5
Table 4: Comparison with the state-of-the-art methods
on the In-shop Clothes [34] dataset. RaMBO is on par
with an ensemble-method ABE-8. Leading performance is
achieved with a Matlab implementation of FastAP.
Method Backbone Training CE RaMBO
Faster R-CNN ResNet50 07 74.2 75.7
Faster R-CNN ResNet50 07+12 80.4 81.4
Faster R-CNN ResNet101 07+12 82.4 82.9
Faster R-CNN X101 32×4d 07+12 83.2 83.6
Table 5: Object detection performance on the Pascal VOC
07 test set measured in AP50. Backbone X stands for
ResNeXt and CE for cross entropy loss.
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Length 100k 1M 10M 100M
CPU 33 ms 331 ms 3.86 s 36.4 s
GPU 1.3 ms 7 ms 61 ms 0.62 s
Table 6: Processing time of Average Precision (using plain
PYTORCH implementation) depending on sequence length
for forward/backward computation on a single Tesla V100
GPU and 1 Xeon Gold CPU core at 2.2GHz.
R@1 CUB200 In-shop Online Prod.
Full RaMBO 64.0 88.1 78.6
No batch memory 62.5 87.0 72.4
No margin 63.2 x x
Table 7: Ablation experiments for margin(Sec. 4.4) and
batch memory (Sec. 4.3) in retrieval on the CUB200, In-
shop and Stanford Online Products datasets.
5.2 Object detection
We follow a common protocol for testing new components by using Faster R-CNN [47], the most commonly used
model in object detection, with standard hyperparameters for all our experiment. We compare against baselines from
the highly optimized mmdetection toolbox [7] and only exchange the cross-entropy loss of the classifier with a weighted
combination of LmAP and LAP C and adjust the learning rate.
Datasets and evaluation All experiments are performed on the widely used Pascal VOC dataset [11]. We train our
models on the Pascal VOC 07 and VOC 12 trainval sets and test them on the VOC 07 test set. Performance is
measured in AP50 which is AP computed for bounding boxes with at least 50% intersection-over-union overlap with
any of the ground truth bounding boxes.
Parameters Training is done for 12 epochs on a single GPU with a batch-size of 8. The initial learning rate 0.1 is
reduced by a factor of 10 after 9 epochs. For the LAP loss, we use a memory length τ = 7, a margin of α = 0.15, and
a λ = 0.5. The losses LmAP and LAP C are weighted in the 2 : 1 ratio.
Results We evaluate Faster R-CNN trained on VOC 07 and VOC 07+12 with three different backbones (ResNet50,
ResNet101, and ResNeXt101 32x4d [17, 65]). Training with our AP loss gives a consistent improvement (see Tab. 5)
and pushes the standard Faster R-CNN very close to state-of-the-art values (≈ 84.1) achieved by significantly more
complex architectures [25, 69].
5.3 Speed
Since RaMBO can be implemented using sorting functions it is very fast to compute (see Tab. 6) and can be used on
very long sequences. Computing AP loss for sequences with 320k elements as in the object detection experiments
takes less than 5 ms for the forward/backward pass. This is < 0.5% of the overall computation time on a batch.
5.4 Ablation studies
We verify the validity of our loss design in multiple ablation studies. Table 7 shows the relevance of margin and batch
memory for the retrieval task. In fact, some of the runs without a margin even diverged. The importance of margin is
also shown for the mAP loss in Tab. 8. Moreover, we can see that the hyperparameter λ of the blackbox optimization
scheme does not need precise tuning. Values of λ that are within a factor 5 of the selected λ = 0.5 still outperform the
baseline.
Method RaMBO λ margin AP50
Faster R-CNN 74.2
Faster R-CNN X 0.5 74.6
Faster R-CNN X 0.1 X 75.2
Faster R-CNN X 0.5 X 75.7
Faster R-CNN X 2.5 X 74.3
Table 8: Ablation for RaMBO on the object detection task.
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6 Discussion
The proposed method RaMBO is singled out by its conceptual purity in directly optimizing for the desired metric
while being simple, flexible, and computationally efficient. Driven only by basic loss-design principles and without
serious engineering efforts, it can compete with state-of-the-art methods on image retrieval and consistently improve
near-state-of-the-art object detectors. Exciting opportunities for future work lie in utilizing the ability to efficiently
optimize ranking-metrics of sequences with millions of elements.
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A Parameters of retrieval experiments
In all experiments we used the ADAM optimizer with a weight decay value of 4 × 10−4 and batch size 128. All
experiments ran at most 80 epochs with a learning rate drop by 70% after 35 epochs and a batch memory of length 3.
We used higher learning rates for the embedding layer as specified by defaults in Cakir et al. [5].
We used a super-label batch preparation strategy in which we sample a consecutive batches for the same super-label
pair, as specified by Cakir et al. [5]. For the In-shop Clothes dataset we used 4 batches per pair of super-labels and 8
samples per class within a batch. In the Online Products dataset we used 10 batches per pair of super-labels along with
4 samples per class within a batch. For CUB200, there are no super-labels and we just sample 4 examples per classes
within a batch. These values again follow Cakir et al. [5]. The remaining settings are in Table 9.
Online Products In-shop CUB200
lr 3× 10−6 10−5 5× 10−6
margin 0.02 0.05 0.02
λ 4 0.2 0.2
Table 9: Hyperparameter values for retrieval experiments.
B Proofs
Lemma 1. Let {wk} be a sequence of nonnegative weights and let r1, . . . , rn be positive integers. Then
∞∑
k=1
wk|{i : ri ≥ k}| =
n∑
i=1
W (ri), (24)
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where
W (k) =
k∑
i=1
wi for k ∈ N. (25)
Note that the sum on the left hand-side of (24) is finite.
Proposition 2. Let wK be nonnegative weights forK ∈ N and assume that Lrec is given by
Lrec(y,y
∗) =
∞∑
K=1
wK L@K (y,y
∗). (26)
Then
Lrec(y,y
∗) =
1
| rel(y∗)|
∑
i∈rel(y∗)
W (ri), (27)
whereW is as in (25).
Proof. Taking the complement of the set rel(y∗) in the definition of L@K , we get
L@K (y,y∗) =
|{i ∈ rel(y∗) : ri ≥ K}|
| rel(y∗)| , (28)
whence (26) reads as
Lrec(y,y
∗) =
1
| rel(y∗)|
∞∑
k=1
wK |{i : ri ≥ K}|.
Equation (27) then follows by Lemma 1.
proof of Lemma 1. Observe that wk = W (k)−W (k − 1) and W (0) = 0. Then
n∑
i=1
W (ri) =
∞∑
k=1
W (k)|{i : ri = k}| =
∞∑
k=1
W (k)
∣∣{i : ri ≥ k} \ {i : ri ≥ k + 1}∣∣
=
∞∑
k=1
W (k)|{i : ri ≥ k}| −
∞∑
k=1
W (k − 1)|{i : ri ≥ k}|
=
∞∑
k=1
(
W (k)−W (k − 1))|{i : ri ≥ k}| = ∞∑
k=1
wk|{i : ri ≥ k}|
and (24) follows.
Proof of (20). Let us set wk = log(1 + 1/k) for k ∈ N. Then from Taylor’s expansion of log we have the desired
wk ≈ 1k and
W (k) =
k∑
i=1
log
(
1 +
1
i
)
= log
(
k∏
i=1
1 + i
i
)
= log(1 + k).
If we set
wk = log
(
1 +
log
(
1 + 1k
)
1 + log k
)
, for k ∈ N
then, using Taylor’s expansions again,
wk ≈
log
(
1 + 1k
)
1 + log k
≈ 1
k log k
and
W (k) =
k∑
i=1
log
(
1 +
log
(
1 + 1k
)
1 + log k
)
= log
(
k∏
i=1
1 + log(1 + i)
1 + log i
)
= log
(
1 + log(1 + k)
)
.
The conclusion then follows by Proposition 2.
15
C Ranking surrogates visualization
For the interested reader, we additionally present visualizations of smoothing effects introduced by different approaches
for direct optimization of rank-based metrics. We display the behaviour of our approach using blackbox differentiation
[60], of FastAP [4], and of SoDeep [10].
In the following, we fix a 20-dimensional score vector w ∈ R20 and a loss function L which is a (random but fixed)
linear combination of the ranks of w. We plot a (random but fixed) two-dimensional section of R20 of the loss landscape
L(w). In Fig. 6a we see the true piecewise constant function. In Fig. 6b, Fig. 6c and Fig. 6d the ranking is replaced
by interpolated ranking [60], FastAP soft-binning ranking [4] and by pretrained SoDeep LSTM [10], respectively. In
Fig. 5a and Fig. 5b the evolution of the loss landscape with respect to parameters is displayed for the blackbox ranking
and FastAP.
(a) Ranking interpolation by [60] for λ = 0.2, 0.5, 1.0, 2.0.
(b) FastAp [4] with bin counts 5, 10, 20, 40.
Figure 5: Evolution of the ranking-surrogate landscapes with respect to their parameters.
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(a) Original piecewise constant landscape (b) Piecewise linear interpolation scheme of [60] with λ = 0.5
(c) SoDeep LSTM-based ranking surrogate [10] (d) FastAP [4] soft-binning with 10 bins.
Figure 6: Visual comparison of various differentiable proxies for piecewise constant function.
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