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transmission (Nabavi et al., 2014; Roelfsema and Holtmaat, 2018) . Synaptic transmission is inherently stochastic: a 23 presynaptic action potential may or may not trigger neurotransmitter release that in turn binds to postsynaptic receptors 24 (Malagon et al., 2016) . For synaptic transmission to successfully trigger a behavioural decision synaptic response 25 statistics should be tuned during learning (Nabavi et al., 2014; Costa et al., 2017b; Roelfsema and Holtmaat, 2018) . 26 However, it has remained unclear exactly which aspects of probabilistic synapses should be modified during learning. 27 There is wide evidence of plasticity occurring at the key components that underlie synaptic transmission statistics. 28 For example, not only does plasticity change the properties and number of postsynaptic receptors, but also the intricate 29 presynaptic machinery responsible for stochastic neurotransmitter release (Padamsey and Emptage, 2014; Costa et al., 30 2017b). Because synaptic plasticity is believed to underlie learning (Nabavi et al., 2014; Roelfsema and Holtmaat, 31 2018), this body of experimental work suggests that the brain shapes probabilistic synapses as animals adapt to the 32 environment. This has important theoretical implications (Kappel et al., 2015; Aitchison and Latham, 2015; Blundell 33 et al., 2015; Costa et al., 2015) , but most computational models of learning and synaptic plasticity have considered only 34 changes in the mean synaptic weight (e.g. Brea et al. (2016); Bittner et al. (2017) ; Pereira and Brunel (2018) ). Below (i) When a presynaptic spike (blue vertical line on the left) occurs a presynaptic vesicle (blue circles) may release neurotransmitters (red dots) that bind to postsynaptic receptors (red) which elicits a postsynaptic potential (PSP; PSPs of different amplitudes are represented by the small vertical blue lines). The key parameters that determine the statistics of probabilistic synaptic release are the number of presynaptic release sites (N , groups of vesicles in blue; only two release sites are represented, N 1 and N 2 , out of the five modelled here), release probability (P rel , blue arrows) and quantal amplitude which is proportional to the number of postsynaptic receptors, (q, red). This process is typically modelled as a binomial probability distribution (orange histogram, with N =5, P rel = 0.5 and q = 1), which in the limit of large N can be approximated as a Gaussian distribution (black line) with mean=N qP rel and variance=N q 2 P rel (1−P rel ). (ii) Simplified representation of cortical circuits, with both excitatory (black) and inhibitory (purple) synapses and neuron types. Each synaptic connection is stochastic (represented as a Gaussian distribution). Two different inhibitory cell-types are represented: somatostatin (SST, dashed green circle) and parvalbumin (PV, black circle); here these two separate inhibitory cell-types are represented as overlapping circles for simplicity. Note that different connections exhibit statistics of different means and variances (see main text for more details). (B) Long-term plasticity of probabilistic synapses. (i) Different induction protocols have been shown to trigger changes in the probability of postsynaptic responses. Schematic on the left represents pre-and postsynaptic spikes in a spiketiming-dependent plasticity protocol, which depending on the timing between pre-and postsynaptic spikes (∆t) as well as the inter-spike interval (ISI) may lead to long-term potentiation (LTP) or depression (LTD). This in turn changes not only the mean synaptic response, but also its variance. (ii) Modifications to probabilistic synapses during plasticity are known to rely on specific retrograde (e.g. endocannabinoids (eCB) and nitric oxide (NO)) and anterograde signals (glutamate (Glu)). (iii) Behavioural outcomes (e.g. reward) may rely on neuromodulation (e.g. Dopamine) to regulate plasticity at probabilistic synapses. presynaptic release probability P rel and (iii) quantal amplitude q -proportional to the number of postsynaptic receptors 41 1 (Fig. 1Ai ). Together these three parameters define the statistics of synaptic responses, with mean given by N qP rel and 42 variance by N q 2 P rel (1 − P rel ) ( Fig. 1Ai ).
43
The exact mean and variance of synaptic transmission depends on where the synapse is located. In cortical circuits 44 the statistics (e.g. means and variances) of synaptic responses exhibit a high degree variability that depends on Accumulating evidence suggests that synaptic plasticity underlies learning in the brain (Nabavi et al., 2014; Roelfsema 55 and Holtmaat, 2018). Synaptic plasticity not only modifies the mean synaptic response, but also its variance ( Fig. 1B) .
56
In particular, it has been shown that long-term synaptic plasticity leads to changes in both the presynapse by modifying 
75
Synaptic modifications should ultimately lead to more successful behavioural outcomes. Reward-based synaptic 76 plasticity provides a framework in which synapses are modified by specific neuromodulators conveying behaviour 77 relevant information (Frémaux and Gerstner, 2016) . One such neuromodulator is dopamine, which is known to 78 correlate with reward (Stauffer et al., 2016) . Moreover, dopamine and other neuromodulators regulate long-term 79 synaptic plasticity (Pawlak et al., 2010; Frémaux and Gerstner, 2016 ), suggesting that they may also control learning at 80 probabilistic synapses (Fig. 1Biii ). This is consistent with recent results on neuromodulation of presynaptic long-term 81 plasticity (Monday and Castillo, 2017), which has also been observed in vivo in Drosophila (Cohn et al., 2015) . minimal variance) referred to as statistical long-term synaptic plasticity (statLTSP; Fig. 2A ).
97
StatLTSP suggests a gradual optimisation process of synaptic transmission towards a reliable target synaptic weight 98 (or bound) that should be triggered with every plastic event (Fig. 2B ). This theory can explain a wide range of apparently 99 disparate observations of long-term potentiation (LTP) at hippocampal and visual cortex excitatory synapses. For It has been postulated that the brain should also encode sensory statistics. Neurons in the brain responding to specific visual objects (e.g. dalmatian dog) should combine contextual information when inferring the presence or absence of an object. For a dalmatian neuron it would be important to integrate visual features such trees, dog head and animal legs (blue boxes). The uncertainty of the connections representing different features should be proportional to how relevant that feature is for that particular object. (C) Plastic probabilistic synapses have also been suggested to enable neural networks to find better solutions, escaping local optimum. For example, as animals explore an environment adaptive probabilistic synapses might enable animals to find better global paths.
To maximise chances of survival animals should encode perceptual uncertainty associated with the environment 117 in which they live (Fiser et al., 2010) (Fig. 3B) . A principled framework often used to describe how the brain may 118 encode perceptual uncertainty is that of Bayesian inference (Berger, 2013) . According to the Bayesian inference 119 hypothesis the brain computes the posterior probability over latent variables (e.g. predators) given sensory stimuli (e.g. 120 visual stimuli) P (latent | stimuli), which combines prior beliefs over the latent variables P (latent) with the incoming ideas (Fiser et al., 2010; Ma and Jazayeri, 2014; Orbán et al., 2016; Haefner et al., 2016) . Exactly how such encoding 124 of perceptual uncertainty may be used or learned at the synaptic level has remained unclear. Recent proposals have put 125 forward the notion of synaptic sampling (Aitchison and Latham, 2015; Kappel et al., 2015 Kappel et al., , 2018 , in which each synaptic uncertainty, second, full Bayesian inference requires computing a normalisation factor, which is computationally costly 153 (although this can be often relaxed). Lastly, and perhaps more importantly, it is unclear whether alternative views, such 154 as more standard predictive views of sensory coding are not sufficient; but, these views can be understood as special cases of each other (Aitchison and Lengyel, 2017). 
