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Aldous and Hoover have proved independently that an array X = (X,, i,jE N) of 
random variables is exchangeable under separate or joint permutations of rows and 
columns, i f f  a.s. x,=f(a, c,, q,, c,) or X,=f(a, r,, C, cY), respectively, for some 
measurable functionf: Iw4 -B Iw and some i.i.d. random variables a, ti, ‘I,, ce, i, jE N, 
or a, t,, [,, = c,,, 1 d i <j. Hoover also gave a criterion for two functions fand g as 
above to give rise to arrays with the same distribution. The aim of this paper is to 
give an elementary proof of Hoover’s result, and to deduce some further 
equivalence criteria. The present methods will also provide a simple approach to 
certain conditional properties of exchangeable arrays. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Using the terminology in [7], we shall say that an array 
X = (A’,, i, j E N ) of r.v.‘s is separately exchangeable, if (XP,,J =d (X,) for 
every pair of permutations (pi) and (p,l) of N, and jointly exchangeable if 
the same condition holds with pi-p;. Both notions extend in an obvious 
way to higher dimensions. 
Aldous [ 1,2] and Hoover [4, 51 proved independently and by radically 
different methods that an array as above is separately exchangeable, iff it 
has the same distribution as 
X, =fla, ti9 ?j9 Cijh i,jEN, (1) 
for some measurable function f: R4 -+ R, and some i.i.d. r.v.‘s a, li, qj, cii, 
i, j E N, which may be taken to be U(0, 1) (uniformly distributed on 
[0, 11). In the jointly exchangeable case, one gets instead a representation 
X0 =f(a, t;i, 5j3 Cij), i,jGN, (2) 
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for some function f as above and some independent U(0, 1) r.v.‘s c(, t,, 
iii = ii,, 1 < i <j (cf. [4, 71). Similar representations hold in higher dimen- 
sions (cf. [4, 51). 
Hoover [4] also established a criterion for two functions f and g as 
above to give rise to arrays in (1) or (2) with the same distribution, and 
similarly in higher dimensions. However, his proof is rather inaccessible, 
not only because it is unpublished, but also since it uses some profound 
and specialized ideas from symbolic logic and non-standard analysis. 
Hence our first objective in this paper is to give a probabilistic approach to 
Hoover’s result. In fact, we shall deduce his criterion in Section 2 from a 
similar but more elementary condition, which follows rather easily from the 
representation theorem itself. Our version of Hoover’s condition will also 
be more convenient to apply in subsequent sections. 
Hoover’s criterion turns out to be rather closely related to an important 
conditional property of the array in (1 ), stated in terms of the so-called 
shell-o-field 
Y= 0 0(X;,, i vj>n}, 
n 
namely that Y lies in (~{tl, li, qj, i, Jo N } and is such that X and 
(a, ti, qj, i, Jo N) are conditionally independent (c.i.), given Y. Aldous [ 11 
gives a long and intricate proof of this fact. Hoover [4] proves a very 
general version of the shell result, using only the weak law of large num- 
bers. He then uses this result in his proof of the representation theorem. 
Lynch [8] gives an elementary but rather lengthy proof, in the special case 
when (1) is the “canonical representation,” as constructed in the published 
proof of the representation theorem. In Section 3 below, it will be shown 
how the result follows rather easily, and in full generality, from our elemen- 
tary version of Hoover’s equivalence criterion. 
The result about ,Y has been used by Aldous [l] (see also [7]) as a 
powerful tool to derive various representation theorems related to (1) and 
(2). In particular, it leads easily to conditions for X, to be representable in 
the form S(u, 4,, vi) or f(cc, ti, 5,). A curious consequence, mentioned by 
Aldous in [2, p. 1311, is the “intuitively obvious [fact] that a non-trivial 
array of the form f(li, qj) cannot have i.i.d. entries,” and he remarks that 
“no simple proof of this fact [seems to exist].” However, a more general 
statement is an ingredient in our proof of Hoover’s equivalence criterion 
and appears in Lemma 2.7 with a very short proof. Another simple 
argument is given by Hoover in Lemma 1 of [5]. 
In Section 3, we shall use the shell result to derive a different type of 
equivalence criteria relating to (1) and (2). In particular, it will be seen 
how the equivalence problem can be reduced to the shell measurable case, 
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when the arrays in (1) and (2) are of the special form x,=f(cc, ti, vi) or 
X, =f(cr, ti, tj), respectively. 
In the final Section 4, we use the basic equivalence criterion of Section 2 
to characterize the equivalence of two representing functions f and g in 
terms of orthogonal expansions. The resulting criteria, though rather com- 
plicated in general, have the advantage over those of Hoover of being con- 
structive. Thus they offer a computational method to decide whether two 
functions are equivalent, other than that of computing the distributions of 
the whole arrays. Our approach may provide a handle on the still open 
problem of estimating a version of the representing function f from a 
realization of a finite subarray (cf. [2, p. 1361). 
Most results in this paper generalize without effort to arrays of dimen- 
sion higher than two. However, we shall restrict ourselves, for notational 
convenience, to the 2-dimensional case. We shall further provide detailed 
proofs only in the separately exchangeable case, since the arguments 
required for jointly exchangeable arrays are usually very similar. 
Even more obviously, most measure-theoretic facts concerning real 
valued random variables extend immediately, via a Bore1 isomorphism (cf. 
[2, p. 501) to the context of random elements in an arbitrary Polish space. 
In this paper, we shall often take the liberty of using such results in a more 
general setting than they were stated originally, without further comments. 
All functions considered in this paper are assumed to be measurable with 
respect to the appropriate a-fields. The phrase “almost everywhere” (a.e.) 
will always refer to Lebesgue measure Ad on a cube [0, lid of appropriate 
dimension. All random variables (r.v.‘s) are assumed to be defined on some 
fixed probability space with probability measure P, and with associated 
expectation operator E, conditional probabilities PC. 1 .I, etc. For the 
latter, we shall always assume that regular versions have been chosen. 
Whenever sets of random variables li, [,,, X,, etc., are considered, the 
corresponding sequences or arrays will be denoted by 5, 5, X, etc. 
2. MEASURE PRESERVING TRANSFORMATIONS 
Our aim in this section is to give elementary proofs of Hoover’s and 
some related criteria for two functions f and g on [0, 114 to give rise to 
arrays as in (1.1) or (1.2) with the same distribution. We begin with the 
separately exchangeable case. Recall that A denotes Lebesgue measure on 
co, 11. 
THEOREM 2.1. Fix two measurable jiinctionsS, g: [0, 1 ] 4 + R, and let the 
r.v.‘s CL, d, l, z, ti, q, f, qj, c, r, i,-, i, je N, be independent U(0, 1). Then the 
following conditions are equivalent: 
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0) (f(4 ti7 vlj3 iijh i, jc Nlcd (Ed% 5;, rlj, iij), i, je NJ. 
(ii) There exist some measurable functions T, T’: [0, l] -+ [0, 11, T,, 
T;, T,, T;: [0, l]‘-+ [0, 11, and T12, T;,: [0, 114+ [0, 11, all of which 
preserve 2 in the last argument, such that a.s. 
=g(T’oa, T’,(a, 0, Wa, ~1, T’,,(a, 5, v, 0). 
(iii) There exist some measurable functions T [0, l]‘-+ [0, 11, 
T,, T,: [0, l]“+ [0, 11, and T,,: [0, 1-J” -+ [0, 11, all ofwhich map 1’ into 
1 in the last two arguments, such that as. 
Here (iii) is Hoover’s unpublished criterion [4], while condition (ii) 
seems to be new. For comparison, we state the corresponding result for 
jointly exchangeable arrays. It is then convenient to restrict attention to the 
non-diagonal entries. This involves no loss of generality, since the array 
X = (X,, i, je N) is jointly exchangeable, iff the array of random vectors 
(X,, Xii), i#j, has the same property and since there is a simple 
relationship between the representations (1.2) of the two arrays. 
THEOREM 2.1’. Fix two measurable functions f, g: [0, 11” --+ R, and let 
the r.v.‘s a, ~2, l, r, ti, n, Q, nj, i, r, iij= cji, 1 <i< j< co, be independent 
U(0, 1). Then the following conditions are equivalent: 
(i) (f (4 5i, Cj9 iij); i # iI =d (A4 ti, Cj, Ctj); i #A. 
(ii) There exist some measurable functions T, T’: [0, l] -+ [IO, 11, 
T,, T’,: [O, l]‘- [0, 11, and T,2, Ti2: [0, 114+ [0, l] with T,,(+, x, y, .) 
z T,,( ., y, x, .) and T’,,( ., x, y, .) s T’,,( ., y, x, .), all of which preserve 2 in 
the last argument, such that a.s. 
f(Toa, T,(a, 5X T,(a, ~1, T,Aa, 4, v, 0) 
=g(T’oa, TiCa, 0, TiCa, VI), T’,,(a, L v, 0). 
(iii) There exist some measurable functions T: [0, l]‘--) [0, 11, 
T,: [0, l]“- [0, 11, and T12: [0, l-J8 + [0, l] with T,,(., ., x, x’, 
Y? Y', .> .) z T12( ., ., Y, Y', x, x', ., . ), all of which map A* into 1 in the last 
two arguments, such that a.s. 
f (a, 5,~ 0 =g(T(a, a), T,(a, 6 5, ?I, T,(a, k ?, 3, 
T,,(a, 6 5, ?, 1, 45 i, B)). 
Our proofs of Theorems 2.1 and 2.1’ depend on a sequence of lemmas, 
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where only the first six will be needed to prove the equivalence of (i) and 
(ii). Our first result is the simple coupling Lemma 1.1 of [6] (also quoted 
in [7] as Lemma 2.1), which we restate for convenience. 
LEMMA 2.2. Let 5 and n be random elements in the Polish spaces S and 
T, such that r =“f(n) f or some measurable mapping f: T + S. Then there 
exists some measurable mapping g: S x [0, l] -+ T, such that if 9 is U(0, 1) 
and independent of t, then n’ = g(<, 9) satisfies l =f (n’) as. and n’ = d n. 
A typical application is to infer from X =d (~(cY, ri, qj, cii), i, jE N) that 
X has a corresponding a.s. representation. (Technically, this may require an 
extension of the original probability space, unless the latter is already rich 
enough to support a randomization variable 9 with the stated properties.) 
In the sequel, applications of this kind will usually be made without further 
comments. 
For the sake of clarity, we state the next result in an abstract setting. 
Recall that if Y is a group of measurable transformations of some 
measurable space S, then a random element l in S is said to be 
F-exchangeable, if To 5 = d g for all TE Y. Pairs, triples, etc., of random 
elements in S are said to be Y-exchangeable, if their distributions are 
invariant as above with respect to the induced mappings 
Tk y) = (TX, TY), T(x, Y, z) = (TX, TY, T.1, etc. 
LEMMA 2.3. Let <, n, r’, and c’ be random elements in some Polish space 
S, such that 5’ =d 5. Then there exists some random element c with 
(5, c) =d (l’, [‘), and such that n and [ are conditionally independent, given <. 
If F is a group of measurable transformations of S, such that each of the 
pairs (5, n) and (t’, c’) is Y-exchangeable, then even the triple (5, n, [) is 
F-exchangeable. 
Proof Let 7c, : S2 + S denote the projection (x, y) +x, and note that 
5 = d rr,(<‘, [‘). Letting the r.v. 9 be U(0, 1) and independent of (5, q), there 
exist by Lemma 2.2 some (5, $)-measurable random elements 5” and [ in S, 
such that r = ‘II ,(r”, [) a.s. and (t”, [) = d (r’, i’). In particular, c” = c 
a.s., so (5, 0 =d (5’. [‘). Note also that c, as a function of 5 and 9, is 
conditionally independent of 1, given <. 
To prove the last assertion when (5, q) and ({‘, c’) are F-exchangeable, 
let m be a kernel on S satisfying 
P[[E . I 51 = m(& .) a.s. 
Fixing two Bore1 sets A c S2 and B c S and a mapping TE Y-, and noting 
that o{T05}=a{<) since Y is a group, we get 
P[T~~EBI~,~]=P[T~~EB)~]=P[T~~EBI To5]=m(To&B) a.s., 
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which yields T(5, q, i) =d (t, v, il. I 
The next four results are elementary. 
LEMMA 2.4. Fix three independent random variables CI, 5, and n, and let 
f, g: R* --, R be measurable functions such that 5 sf (a, 5) =g(a, n) a.s. Then 
i = h(a) a.s. for some measurable function h: R + R. 
Proof We may clearly assume that 5 is bounded. By the assumed 
independence, 
i=f(a, t)=ECf(a, 5) Ia, <I =~%(a, 5-1 Ia, (1 
= EMa, q) I a] = EC5 I al as. 
Here the right-hand side is a-measurable, and hence a measurable function 
ofa. 1 
LEMMA 2.5. Let the a-fields F,, Fz”?, .. . and $9 be such that each R is 
independent of Y, and moreover YI, 4, ,.. are conditionally independent, 
given 3. Then FI, Fz, ,.. and Y are independent. 
Proof Taking arbitrary Fi E %, i E N, we get 
P[fil Fi I ‘]=Fl PCFi I91=F, P(FiF,) a.% 
and the required product formula follows by integration over an arbitrary 
set GEM. 1 
LEMMA 2.6. Let g,, c2, . . . be a sequence of at least two r.v.‘s, which are 
conditionally i.i.d., given some a-field 9. Then the ti are independent, iff r 1 is 
independent of ‘3, and in that case the whole sequence 5 is independent of 9. 
Proof Let the functions f, f,, . . . . f,,: R + R be bounded and measurable. 
Assuming the 5 i to be independent, and writing 5, = 5 and r 2 = q, we get 
a.s. 
E(ECf(S) I W)*=EKf(t)f(rl) I sl=Ef(~)f(?)=(Ef(5))* 
= WCft5) I WI*. 
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Hence Var E[f(t) 1 %‘I= 0, so E[f(<) 1 S] = Ef(<) a.s. Since f was 
arbitrary, it follows that r and FZ are independent. The remaining assertions 
hold by Lemma 2.5. n 
LEMMA 2.7. Fix a measurable function f: [0, 11” + R, and write 
X,=f(u, ti, qj, [J, i, jE N, where a, {,, vi, iij, i, jcN, are independent 
U(0, 1) r.v.‘s. Then the X, are independent lff X,, is independent of 
(a, t,, r],), and in that case the whole arrays X and (a, 5, q) are independent. 
Proof. Assume that all X, are independent. Applying Lemma 2.6 to the 
columns of (X, n), it is seen that (X, 11) and (a, 5) are independent. 
Similarly, (X, 5) is independent of (~1, n), so X is independent of n. It 
follows by combination that X is independent of (a, 5, q). Conversely, if 
X1, is independent of (a, 5 1, q ,), then each X, is independent of (a, 5, q), 
which implies that the X, are independent. 1 
The two remaining lemmas are only needed to prove the implication 
(ii)* (iii) in Theorems 2.1 and 2.1’. Here the first result is an easy 
application of Lemma 2.2 above to solve the equation [ = f (q, 0 for 5. The 
somewhat harder second assertion is only needed for Theorem 2.1’. 
LEMMA 2.8. Let 5 =f(q,c) a.s. for some r.v.‘s [, q, c and some 
measurable function f on R2. Then there exist some measurable functions g 
and h on R3, such that whenever y is a U(0, 1) 1.0. independent of (q, c), the 
r.v. 9= h(q, [, y) is U(0, 1) and independent of (<, q), while [=g(& q, 9) 
a.s. Zf instead q = (q, , q2) is 2-dimensional with (q,, q2, 5) =& (q2, q,, [), 
and if f (x, y, ) = f ( y, x, . ), then g may be chosen such that g( ., x, y, . ) E 
g(., YT x, .). 
Proof. Since (5, q) = (f (q, 0, q) a.s., there exist by Lemma 2.2 some 
r.v.‘s i’ = g(& q, y) and $ = g’(<, u, y), such that 
(t, v) = (f (q’, i’), 4) a.s. and (4, i’) z (% il. 
In particular, rj’ = q a.s., so 
5 =f (4 C’) a.s. and (II, l’) i (tl, 5). 
This implies 
(53 % 0 1 (L % C’) = (5, % g(5, ‘I, Y)), 
so by Lemma 2.2 there exist some r.v.‘s 9 = h(q, [, y), r” = h’(q, 5, y) and 
q” = h”(q, [, y), such that 
(t;, v. 0 = (t”, r”, g(l”, rl”, $1) a.s. and (C’, ?“, 9) 2 (t, q, y). 
683/30/l-10 
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In particular, [” = r and 1” = q as. so 9 is U(0, 1) and independent of 
(5, v), while i=g(& r, $1 a.s. 
To prove the last assertion, write y = (y,, y2) and jj = 6,, + BYz, and 
define f( 7, ) =f( y, . ), so that 5 =7(& i) a.s. By the first assertion, there 
exist some functions g and g, such that 9 = E(ij, [, y) is U(0, 1) and indepen- 
dent of (5, ii), while c = g({, @, 9) a.s. Writing g( -, y, . ) = g( ., j, . ) and 
h(y, ., .) = h(j, ., .), it only rema ins to prove that 9 is independent even of 
(5, r]), i.e., that 9 and q are conditionally independent, given ([, @). By the 
definition of 9, it is then enough to show that ([, y) and q are conditionally 
independent, given (t, q). But this is clear from the fact that 4 is 
exchangeable over (I& 4, 4, y) with directing measure q. 1 
LEMMA 2.9. Fix some independent r.v.‘s ci, t’, n’, i’ and some measurable 
functionsf: R + IR, f,, f2: lR2 + III andf,,: R4 + l%. Define 
~=f(~'h r=f,(a', t'), 'I =fAa', rl'h i =fA@‘, 5’7 $7 i’), 
and assume that l and n are independent of a’, while [ is independent of 
(a’, t’, n’). Then there exist some independent U(0, 1) r.v.‘s L?, r, rj, e indepen- 
dent of (~1, r, n, [), and some measurable functions g: R* + R, 
g,, g2: R4 -+ R, and g,,: R* -+ IR, satisfying 
a’ = g(a, ii), 5’ =g1(4 6 t-3 0, ‘I’ = g,(a, 4 v, ri), 
and such that t’ and n’ are mdependent of (a, a), while c’ is independent of 
(a,& t, r, q, ii). Tf 5’=d~’ andf, =f2, and iff12(., x, Y, .)=f12(., Y, x, .), 
one may take g, =g2, and choose g,, such that g,,( ., ., x, x’, y, y’, ., .)= 
g,*f .? . 9 Y, Y’, 4 x’, -3 .I. 
Proof Let Cc, 5; rj, [ be independent U(0, 1) r.v.‘s independent of 
(CC’, t’, n’, c’). By Lemma 2.8, there exist some measurable functions 
g, h: R2 + R, such that B = h(a’, Z) is U(0, 1) and independent of CC, while 
~1’ =g(a, 6) a.s. By the same lemma, applied to the a.s. equations 
5 = f,( g(a, L?), 5’) and q =f2( g(a, a”), q’), we may next choose 
g,, g,, h,, h,: IX4 -+ R, such that f= h,(a, &, <‘, 5) and q = h,(a, E, n’, ij) are 
U(0, 1) and independent of (a, .E, l) and (IX, a, n), respectively, while 
t’=gi(cr, a, 5, g) and q’=g,(ol, a, I], 4) a.s. Finally, we may insert the 
expressions for CC’, 5’, and 11’ into the equation for [, to conclude from 
Lemma 2.8 that, for suitable g,,, A,,: R8 + F P= h,,ta, 6 l, i?, r, rl, i’, c) 
is U(0, 1) and independent of (a, E, 5, r, II, Q, [), while [‘= 
g,,(4 6 5, ?, VI, ii, L i) 0. 
The last independence assertions follow from the facts that (a, a) is a 
function of (cI’, c(), while (r, r, q, ii) is a function of (CC, Cc, l’, 5; q’, rj). For a 
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similar reason, it is clear that 5 and q are both independent of (a, d, 5, q), 
and since they are further conditionally independent, given (a, &, 5, q), 
Lemma 2.5 shows that r, q and (a, L%, r, v) are independent. By another 
application of Lemma 2.5, even 5, q, and (a, 2) are independent, so in fact 
all six variables ~1, 5, [, c, q, q are independent. To the latter sequence we 
may add c, which is independent of (cr’, 5’. q’) by hypothesis, and finally 
even I, by the choice of h 12. 
If 5’ =d q’ and fi =fi, it is clear from the symmetry that we may take 
g, = g, and h, = h2. In that case, and under the additional hypothesis on 
fi2, the last part of Lemma 2.8 shows that even g,, may be chosen with the 
stated symmetry property. 1 
We now have the tools to prove Theorems 2.1 and 2.1’. Only the former 
result will be proved here, since the two proofs are very similar. 
Proof of Theorem 2.1. Assuming (i), there exist by Lemma 2.3 some 
independent U(0, 1) r.v.‘s 19, 51, ylj, &, i, jc N, such that the array (tl, CI’, 
ri, t,!, YIJ, YIJ, iij, &; i, jE N) is separately exchangeable, and 
By the representation theorem plus Lemma 2.4, there further exist some 
measurable functions T, T’: [O, l] + [0, 11, T,, T’, , T,, T; : [0, 11’ -V 
[0, 11, and T12, T’,,: [0, I]“- [0, 11, and some independent U(0, 1) r.v.‘s 
or, ti, qj, cU, i, jE N, such that, a.s. for all i, jE N, 
Substituting (2) into ( 1) yields the relation in (ii). Moreover, Lemma 2.6 
shows that tl, <‘,, q,, r& are all independent of E, while Lemma 2.7 shows 
that [, I and [‘, 1 are independent of (E, e,, f,). Thus T, T’, T,, T;, T,, T;, 
T12, T’,2 are all a.s. measure preserving in the last argument, and they can 
be redefined on the exceptional null-sets to become measure preserving 
everywhere. Thus (i) =- (ii). 
Since (ii) * (iii) by Lemma 2.8, it only remains to show that (iii) = (i). 
Assuming T, T,, T,, T,, to be such as in (iii), and letting 8, ei, vi, rV, 
i, je N, be independent U(0, 1) and independent of CI, ti, q,, cii, i, je N, it 
is clear from Lemmas 2.6 and 2.7 that the r.v.‘s 
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i, Jo N, are again independent U(0, l), so the relation in (iii) yields 
(St4 ti7 rl, LJ, GiE NJ= (da’, C, 111, SIJ. &i~ N) 
1 Ma, 5i, ?j, ioh i, je N), 
and (i) follows. 1 
3. CONDITIONAL DISTRIBUTIONS 
Our aim in this section is to prove relations between certain conditional 
distributions associated with the representations in (1.1) and (1.2). These 
will then be used to obtain some further criteria for the equivalence of two 
representing functionsfand g. They will also be shown to yield an elemen- 
tary approach to Aldous’ results about the tail and shell a-fields. It should 
be noted that only the easy implications (i) =S (ii) in Theorems 2.1 and 2.1’ 
will be needed for the proofs in this and the next section. 
Each result will be stated in versions for both separately and jointly 
exchangeable arrays, but only the former version will be proved, since the 
two cases are very similar. In the sequel, we shall often use the notation 
X = (X,), 5 = (&), etc., without further comments. 
THEOREM 3.1. Fix two measurable functions J g: [0, 1 ] 4 --, R, and let 
each ofthe arrays (a, ti, qj, [,j, i, jE N) and (a’, {i, vi, &, i, jE IV) consist of 
independent U(0, 1) r.v.‘s, such that 
Then 
xij=f(cc, 5i9 Vjs i,)=gtcr’% 51, YJ!, C;) a-s.> h jE N* 
P[XE .Ia]=P[xE .Ia’] U.S., 
P[X E . ( a, 51 = P[X E . I a’, 4’1 a.s., 
P[X -5 . I a, 6, q] = P[X E . la’, k’, q’] U.S. 
(1) 
(2) 
(3) 
(4) 
T%IEOREM 3.1’. Fix f and g as above, and let each of the arrays 
(a, lip cii=cjl, 1 <i<j) and (a’, [i, cb=[ii, 1 <i<j) consist of independent 
U(0, 1) r.u.‘s, such that 
X,=fla, t,, 5jt 5ij) =g(a', tl, tj, ii,) a.s., i # j. 
Then relations (2) and (3 ) are valid. 
Proof of Theorem 3.1. By Lemma 2.3, there exist some T.v.5 5, ri, qj, TV, 
i, je N, which are conditionally independent of (a, a’, 5, k’, q, q’, &, r’), 
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given X, and such that (a, E, 9, %, X) = * (a, 5, q, 6, X). In particular, ( 1) 
remains true with (a, 6, q, &) replaced by (6, E, ij, $). Moreover, Lemma 2.3 
shows that the arrays (a, a, 5, r, q, fi, 5, p) and (a’, 8, k’, & q’, 9, &‘, c) are 
separately exchangeable. Hence it is enough to prove (2)-(4) when the 
array (a, a’, 5, c’, q, q’, c, 5’) is separately exchangeable. But in that case, 
(2.2) holds for some mappings T, T’, T,, T’,, T,, T;, T,2, T;,, such as in 
Theorem 2.l(ii), and some independent U(0, 1) r.v.‘s Cc, fi, ej, [,., i, Jo N. It 
is thus enough to assume that 
flu, x, Y, z) =g(T(a), T,(a, xl, T,(a> Y), T,,(a, x, Y, 211, a, -T Y, z E CO, 11, 
for some mappings T, T, , T,, T12 such as in Theorem 2.1 (ii). 
In that case, (1) holds with 
a’= Toa, 51= T,(a, <A YIP = &(a, Vj), 
ib= Tda, 5i, Vj, ig), i,jEN. (5) 
Using the measure-preserving property of T, , T,, and T,2, together with 
Lemmas 2.6 and 2.7, it is seen that (g’, q’) is independent of a, while q’ is 
independent of (a, k), and 5’ is independent of (a, 5, q). It follows by com- 
bination that even (k’, q’, 4’) is independent of a, while (q’, 5’) is indepen- 
dent of (a, 5). The three relations (2t(4) now follow by Fubini’s theorem 
from the second representation in (1) together with (5). 1 
Given a random array X=(X,, i,jE IV), we next introduce the 
associated remote o-fields 5, W’, Se”, and Y, given by 
where 
Fn=u(X,, i~j>n), a:, = a(X,, j > n), 9~=a(X,, i>n), 
Yn=u(Xij, i v j>n), 
Aldous Cl, 21 calls Y and 9’ the tail and shell a-fields of X. One may note 
that W’ n 9” = Y-, since W’ and 9” are conditionally independent, given 
Y. However, 9’ v R” may be strictly smaller than 9’. 
THEOREM 3.2. Let X be a separately exchangeable array with represen- 
tation (1.1). Then 
(a) F c a(a); X and a are c.i., gioen 5; 
(b) 9’ c a(a, 5); X and (a, 5) are c.i., given 9’; 
(c) Yco(a, 5, q); X and (a, 5, q) are c.i., given 9. 
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Here (a) and (c) are essentially due to Aldous [l, 23. Similar statements 
are true in the jointly exchangeable case. 
THEOREM 3.2’. Let X be jointly exchangeable array with representation 
(1.2). Then (a) holds as before, while (b) and (c) are replaced by 
(d) Y c o(a, 5); X and (a, 5) are c.i., gioen 9’. 
Proof of Theorem 3.2. Fix n E N, and write 
X,=(X,, i v j<n), T,=(X,, i A j>n), RL= (X,, j>n), 
S,=(X,, i v j>n), RL= (Xi,n+l, Xi,n+29 -..I, 
Rij= (Xn+ 1.1, Xn+z,j’ .*.I, 1 < i,j < n. 
By the proof of the representation theorem [ 1,2,7] plus Lemma 2.2, X, 
has the representation 
X, = g( T,, Rii, R$, c$) a.s., 1 d i,j<n, (6) 
for some function g and some independent U(0, 1) r.v.‘s {iI, independent of 
Yn. Moreover, the arrays T,,, RAi, and Rij have representations 
T,, = h 0 a’, Rii=h,(a’, ll), 
Rj = h,(a’, vi) a.s., 1 < i,j d n, (7) 
in terms of some mappings h, h , , and h2, and some independent U(0, 1) 
r.v.‘s a’, l;, YI;, 1 < i, j d n, independent of r’. From (6) and (7) it is seen that 
X, and a’ are c.i., given Yn = rr( T,), that X, and (a’, 6’) are c.i., given 
9; = o(R’,), and that X, and (a’, k’, q’) are c.i., given 9, = a(S,). Using 
Theorem 3.1, which clearly remains true for finite arrays, we obtain 
P[X,E . I a] = P[X,E .I a’] = P[X,E . IF”,3 a.s., 
P[X, E . (a, &] = P[X, E .I a’, 5’1 = P[X, C . 1 WL] a.s., 
P[X,E . I a, 5, q] = P[X, E . I a’, k’, q’] = P[X, E . I Yn] a.s. 
Replacing n by m > n in Yn;,, W)n, and Ynul,, and letting m + co, we get by 
martingale convergence 
P[XE . I a] = P[XE . ) S], P[XE .I a, 5-J = P[XE . ( a’], 
P[XE . I a, 5, q] = P[XE . ) Y] a.s. 
Since Y, 9’, 9’ c a(X), the assertions follow. fl 
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We now return to the problem of characterizing pairs of functions 
f, g: [0, 11” + R, which are such that the associated arrays in (1.1) or (1.2) 
have the same distribution. The present criteria are in terms of certain 
measure-valued functions associated with f and g. In case off, we define 
fl(a)=P{(f(a,ri,?j.5,),i,jE~)E ‘}2 UE co, 11, 
fit4 x) = Wf ( 4 xi, a, 5iL iE N)E ' }9 LIE co, I>, 
x=(x,, x*, . ..)E [O, l]“, 
f3(a,x,y)=P((f(a,x,y,cr))E .>, 4 4 y E co, 1 I, 
where tl, ci, qj, iii, i, Jo fA, are independent and U(0, 1) r.v.‘s. The 
definitions of g , , g,, and g, in terms of g are similar. 
THEOREM 3.3. Fix f, g: [0, 11” --f !R! with associated functions fi, gi, 
i= 1, 2, 3, and let a, ci, qj, cij, i, jE IV, be independent U(0, 1) r.v.‘s. Then the 
following conditions are equivalent: 
0) (f(a, ti, ?j, tij), i,jE N)=d(g(a, 5i3 ?j, lij), L.iE N) 
(ii) f’I(a)=dgl(a), 
(iii) fAa, 5) =dg2(a, 5), 
(iv) (fka, ti, rlj), i, iE N) =d (gda, ti, rlj), 6 jE N). 
Note in particular that this reduces the equivalence problem to the shell- 
measurable case, when X, only depends on a, ti, and vi. In order to state 
the corresponding result in the jointly exchangeable case, we need to add 
the functions 
f4(a) = P{ (f (4 ti, 5j9 iij), i #A E . }, 
fk 4 v) = Wf ( 4 x, Y, a),f (4 Y, x, a)) E f >, 
UC co, 11, 
4 4 y E co, 1 I, 
where it is now assumed that a, li, cii== cji, 1 <i< j, are independent 
w, 1). 
THEOREM 3.3’. Fix f, g: [0, I]” + Iw with associated functions fi, gi, 
i = 4, 5, and let a, ri, cii = cji, 1 < i < j, be independent U(0, 1) r.u.‘s. Then the 
following conditions are equivalent: 
(i) (f (4 ti, t;j, Cij), i # j) =d (g(a, 5;, tj, Cjj), i Zj), 
(ii) f4(a) =dg4(a), 
(iii) (f5(a, 5i3 tj)? i#j)=d(g5(a, tip tj), i#j). 
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Proof of Theorem 3.3. Write 
xQ =f (4 ti, ?j, ijj), Yij=g(a, ti, ‘I,, iij), i,jE N, 
and introduce the associated remote a-fields &, Fr, W;, 91y, 9x, 9,. 
Further put 
X.j= (X,7 x*j, . . . ) v  Y .j= (Y,j, Y*j, . . * ) ,  jE N. 
Then (i)-(iv) become, in view of Theorem 3.2, 
(i’) X=d Y, 
(ii’) P[Xc .I Fx] =d P[ Y E .I Fy], 
(iii’) P[X.,E .I 91,]=dP[Y.I~ .I B’,], 
(iv’) (P[Xije .I yx], i, je N) =d (P[ YijE . 1 yy], i, je N). 
Here it is obvious that (i’) is equivalent to (ii’), and that it implies 
(iii’)-(iv’). Conversely, since the X.j are conditionally i.i.d., given a;, and 
similarly for the Y .,, (iii’) implies that P[XE . ( al,] =d P[ Y E . ) W’y], and 
(i’) follows. Finally recall that the X, are ci., given 9x, and similarly for 
the Y,, so that (iv’) implies P[XE . I yX] =d P[ YE . 1 yr], which is 
equivalent to (i’). 1 
4. ORTHOGONAL EXPANSIONS 
Here we continue our discussion of the equivalence problem, to decide 
when two representing functions f and g in (1.1) and (1.2) give rise to 
arrays with the same distribution. All criteria considered so far have been 
non-constructive, but in this section we shall outline a constructive 
approach, based on suitable orthonormal expansions of the two functions. 
This requires some general facts about orthonormal expansions in product 
spaces, which are not readily accessible in the literature, so we begin with a 
brief account. Actually, the existence of expansions like the one in (4) 
below (which played an important role in [ 1, 73) is treated in some texts 
on integral equations (e.g., in [3, p. 214]), but here we shall also need the 
essential uniqueness of such expansions. 
Given two complete orthonormal sequences (cp,) and (tij) in 
H, = L’([O, l]), it is well known that the products (pix $j: (x, y) + 
rp,(x)$,(y) form a complete orthonormal system in H2 = L2([0, l]‘), so 
every function f E H2 has an expansion 
f(x, V)=CC cijcPi(x)+j(Y) or f=CCcij(VixIClj). (1) 
1 I 1 i 
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Fixing f, we want to choose the (pi and J/j, such that cd= 0 for i #j. For 
this purpose, let A and its adjoint A* be the operators on H, given by 
Ah(x) = f .0x, Y) KY) dx A*KY) = j- h(x)& Y) dx, hEH,.(2) 
Since A*A is positive, self-adjoin& and completely continuous, it has a 
finite or infinite sequence of positive eigenvalues Lf > 12 > . .. > 0, and an 
associated sequence of orthonormal eigenfunctions 1+5,, I,+~, . . . . Taking li > 0 
for definiteness, it is easily seen that the functions ‘pi= ~;‘II$~ are 
orthonormal eigenfunctions of AA * with the same eigenvalues It, so we get 
A$, = Upi, A*cp; = l,t,G;, (3) 
which clearly remains true for any extensions of the original sequences to 
complete orthonormal bases of H,. Since (3) implies (rp,, A$,) = ijdlj, (1) 
reduces with this choice of functions cpi and Ii/j to 
fCx3 Y)=C AicPi(x)lc/i(Y) or S=C 12i(‘Pix (l/i). (4) 
I I 
Conversely, it is seen that if (4) holds for some constants 
A,>&> ... > 0 and some orthonormal sequences ((pi) and ($J, then (3) 
must hold as well, so the tii and (pi are eigenfunctions of A*A and AA*, 
respectively, corresponding to the eigenvalues 1:. Hence the Li are unique, 
while the (pi and $, are unique up to simultaneous rotations within index 
sets corresponding to a common value Li. By this we mean that, if (4) 
remains true with cp: and I,+: in place of ‘pi and I,+~, then 
for some unitary array q = (qij), such that qii=O when li# A,. Note for 
comparison that, iffis symmetric, we may take (pi = cp, in (4), provided we 
allow the li to be negative. Again the representation is unique, apart from 
rotations as above. 
Our main results in this section are the following equivalence criteria for 
arrays of the form 
or xij=f(5i, tj), i#j in N, (6) 
where the r.v.‘s c,, c2, . . . and q,, qz, . . . are independent and U(0, 1). 
THEOREM 4.1. Fix two functionsf, g E Lz( [O, l] ‘) with expansions 
f = c Ck(rp!i x *k)T g = 1 ucp; x d4), 
k k 
(7) 
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in terms of some constants c,>,c,>, ..’ >Q and cl>c;a ... >O andsome 
orthonormaf sequences CD= (4~~)~ CD’ = (c&), Y = (cpk), and !P’= (J/(k) in 
L’(CO, 111, andlet t,, 52, . . . . rll, v2, . . . be independent U(0, 1) Y.v.‘s. Then 
(f(t,, rlj), i, jE Ni) 2 (S(5,, Iljh 6 .iE N 1, (8) 
iff ck=c; for each k, and there further exists some unitary array q= (qii) 
with qii = 0 when ci # cj, such that 
,i(@E >=A(q@% . ), k{YVE . )=l(q!fQ . >. (9) 
A similar result holds for jointly exchangeable arrays satisfying X, = X,,, 
so that the functionfin (6) can be chosen to be symmetric. It is not clear if 
the idea can be extended to the non-symmetric case. 
THEOREM 4.1’. Fix two symmetric functions f, g E L*( [O, 11”) with 
expansions 
f = c c,(q, x (Pkh 
k k 
(10) 
in terms of some constants c, dc,d ... co< -.. <cc,dc2 and 
c; <c;< ... co< . . . < ci < c; and some orthonormal sequences @ = ((Pi) 
and @‘=(cp;) in L2([0, l]), and let t,, t2, . . . be independent U(0, 1) r.v.‘s. 
Then 
UC5 i, tj), if j) B (S(5i, tj), i #A, (11) 
iff ck = c; for each k, and there further exists some unitary array q = (qil) 
with q,=O when ci# cj, such that ;I(@E . j= ;i(q@’ E . }. 
Proof of Theorem 4.1. Assuming (8), there exist by Theorem 2.1 some 
measure-preserving transformations T,, Tl,, T2, T;: [0, l] + [0, 11, such 
thatfo(T,, T*)=go(T’,, T;) a.e., so by (7) we get 
Since the sequences @o T,, @‘a T;, Y 0 T,, !P’ 0 T> are again orthonormal, 
it follows from the uniqueness in (4) that ck = c; for all k, and that 
@oT,=q@‘oT;, Y~T2=q!P’~T; a.e., 
for some q as stated. Since the mappings Ti and T: are measure preserving, 
we obtain (9). 
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Assume conversely that ck - CL, and that (9) holds for some array q as 
stated. Writing 40’ = G” = (cp y) and q!F’ = Y” = (II/y), we get 
((O”c,, Y’T/j), i*jEN) ii ((@“‘of, F’qj)r i,jEN), 
and (8) follows, since by (7) 
f-(5,> rl,) = 1 Ck(Pk(SiMk(yI,)’ 
S(tl,7 ?j)=Cck(P;(ri)~;(yI,)=Cck40;:(~,)~;:(ylj) a.s. I 
k k 
The equivalence criteria of Theorems 4.1 and 4.1’ are still not construc- 
tive, unless the coefficients ck are all different, so that q becomes diagonal 
with entries qii = f 1. However, they may easily be converted into construc- 
tive criteria in various ways. To sketch one such approach, define the 
functions 
&4)=49@E .>, S’(q) = Il(q@’ E . i, 
m = qq- .>, P(q)=~{q!Pk .}, (12) 
where q is an arbitrary array with the stated properties. The set of all such 
arrays forms a compact topological group Q, which only depends on the 
partition of N induced by the sequence (c,), and we denote by p the unique 
normalized right (and then also left) Haar measure on Q. From 
Theorem 4.1 it follows easily that the two functions f and g in (7) are 
equivalent in the sense of (8), iff ck = c; for all k, and moreover 
p{(G, !F)E . } =,u@‘, P)E . }. (13) 
Similarly, the functions in (10) satisfy (11) iff ck = c; for all k, while 
p(dk .>=p{dh .}. (14) 
Using the latter criteria, we may now go on and derive constructive 
(though complicated) criteria for two functions, f, g: [0, 11” + R’ to give 
rise to arrays as in (1.1) or (1.2) with the same distribution. The first step is 
then to use the equivalence (i)o (iv) in Theorem 3.3 or (i)o (iii) in 
Theorem 3.3’, followed by a Bore1 isomorphism, to reduce to the case of 
bounded shell measurable arrays 
x, =S(a, 50 Vi), Yij=g(4 t,, rl,h i,jEN, (15) 
or 
x,j=.f(4 t,, t,L Y, = Aa, 5,, 5jh i#j inN, (16) 
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say with f, g: [0, 113 -+ [0, 11. In case of (15), we next expandf(a, ., .) and 
g(a, ., .) orthogonally for each a E [0, 11, to obtain a pair of sequences 
c(a)= (ck) and c’(a)= (CL) as in (7), and a pair of measures 
~w=P{P& % . ) and &(a)=~{(&, P)E . } as in (12) and (13). 
Taking the measurability of these functions for granted, it is clear that 
X=dY in (15), iff 
/l{(C,rn)E ~}=~{(c’,wl’)E .}. (17) 
The same criterion applies in case of (16), if instead m(a) = II{ $ E . } and 
m’(a) = p{ 6’ E . }. 
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