Abstract: It was recently studied how to achieve the optimal degrees of freedom (DoF) in a 1 multi-antenna full-duplex system with partial channel state information (CSI). In this paper, we revisit 2 the DoF of a multiple-antenna full-duplex system using opportunistic transmission under the partial we present a new hybrid opportunistic scheduling method that achieves the optimal sum DoF under an 6 improved user scaling law. It is shown that the optimal sum DoF of 2M is asymptotically achievable 7 provided that the number of MSs scales faster than SNR M , where SNR denotes the signal-to-noise 8 ratio. This result reveals that in our full-duplex system, better performance on the user scaling law can be obtained without extra CSI, compared to the prior work that showed the required user scaling 10 condition (i.e., the minimum number of MSs for guaranteeing the optimal DoF) of SNR 2M−1 . 
improved user scaling law without any extra CSI as it was shown in [23] that N need to scale faster 82 than SNR 2M−1 to guarantee the DoF optimality. The interference decaying rate, defined as the average decaying rate of the total amount of received interference and/or generating interference with respect 84 to the number of MSs, is also analyzed asymptotically. In addition, numerical results are provided to 85 validate our analysis. It was examined that the proposed hybrid opportunistic scheduling outperforms 86 the state-of-the-art method in [23] in terms of achievable sum-rates.
87
Our main contributions are three-fold and summarized as follows:
88
• A new hybrid opportunistic scheduling method is presented in the sense that the scheduling 89 role between downlink MSs and uplink MSs is balanced.
90
• The DoF and user scaling law are newly analyzed. The average interference decaying rate is also 91 shown.
92
• Numerical examples are provided to not only validate our analysis but also show superiority of 93 the proposed method over the state-of-the-art method. 
Organization

95
The rest of this paper is organized as follows. Section 2 describes the system model and a
96
performance metric. The proposed hybrid opportunistic scheduling method is presented in Section 3.
97
Its DoF and user scaling laws are derived in Section 4. Numerical evaluation is shown via computer 98 simulations in Section 5. Finally, we conclude the paper in Section 6. the statistical expectation, the probability, and the transpose conjugate, respectively. Unless otherwise 102 stated, all logarithms are assumed to be to the base 2. We use the following asymptotic notation: 
System Model and Performance Metric
107
In this section, we first describe the system and channel models and then define a performance 108 metric used in this paper. 
System Model
110
As illustrated in Figure 1 , we consider a single-cell multi-antenna full-duplex TDD system i.e., S (d) ∩ S (u) = ∅, where S (d) and S (u) denote the sets of downlink and uplink MSs at a given time.
116
Moreover, we assume that S (d) and S (u) have the same cardinality of M, i.e., S (d) = S (u) = M. We 117 assume that there is no self-interference due to the full-duplex operation at the BS, i.e., self-interference 118 due to the full-duplex operation at the BS is perfectly suppressed. 
Channel Model
120
Now, let us turn to channel modeling. The received signal for downlink transmission at MS i and 121 the received signal vector for uplink transmission at the BS, denoted by y
be written as
respectively, where h
∈ C M×1 , and h ij ∈ C denote the channel vectors from the BS to 124 MS i, from MS i to BS, and channels from MS j to MS i, respectively. We assume that each element 125 of channels is independent and identically distributed (i.i.d.) according to CN (0, 1). 1 The downlink 126 transmit signal vector at the BS and the uplink signal at MS j, denoted by s (d) ∈ C M×1 and s 
131
We assume the block fading channel model, i.e., channel coefficients are constant during one 132 coding or communication block and changes to a new independent value for every transmission block.
133
We further assume that full CSI is available at the receiver side, but only partial CSI (effective channel 134 gain information) is available at the transmitter side, which will be specified later on.
135
1
The notation CN (µ, Σ) indicates the complex Gaussian distribution with a mean vector µ and a covariance matrix Σ.
Performance Metric
136
As a performance metric, we use the sum DoF, which is defined by MSs required to achieve the full DoF. The overall procedure of our scheduling method is described 
, where
are generated according to the isotropic distribution over the 
Downlink Scheduling Metric Calculation and Feedback:
We first focus on the downlink user scheduling process. In our proposed method, we define the downlink scheduling metric of each MS i ∈ {1, · · · , N} as the downlink interference. Let us suppose that MS i is served by downlink beamforming vector v m . Then, the mth downlink scheduling metric of MS i, denoted by L i,m , is expressed as
Here, MS i calculates the set of its downlink scheduling metrics 
Uplink User Scheduling Metric Calculation and Feedback:
We now turn to the uplink user scheduling process by utilizing the channel reciprocity of our TDD system. The first step of uplink user scheduling is to define the uplink scheduling metric of each MS j ∈ {1, · · · , N} \ S (d) as the MS-to-MS interference (i.e., the sum of the interference leakage power from itself to all MSs in S (d) ). Then, the uplink scheduling metric of MS j, denoted by γ j , is represented as follows:
Thus, MS j ∈ {1, · · · , N} \ S (d) , calculates its uplink scheduling metric γ j and feeds its value 165 back to the BS.
166
5. Uplink User Selection: Upon receiving N − M uplink scheduling metrics except for the selected downlink MSs in S (d) , the BS selects M uplink MSs having the smallest uplink scheduling metrics. That is, for m ∈ {1, · · · , M}, the BS selects
which eventually results in the set of selected uplink MSs For uplink transmission, it is obvious that the sum DoF of M is achievable by using the ZF receiver 184 at the BS. Thus, we focus on analyzing how to achieve the sum DoF of M for downlink transmission.
185
When the sets of the selected downlink and uplink MSs, denoted by
and S (u) = {φ 1 , · · · , φ M }, respectively, are determined, the received signal at MS π i for downlink 187 transmission is rewritten as
Thus, from (4), the received signal-to-interference-plus-noise ratio (SINR) at MS π i is given by
where
by other generated beams (i.e., the downlink interference) and the interference from the selected uplink MSs to MS π i (i.e., the MS-to-MS interference), respectively. Then, using the received SINR in (5), the achievable sum-rate for downlink is given by
. Now, the following theorem establishes the DoF achievability of the proposed hybrid
190
opportunistic scheduling method presented in Section 3.
191
Theorem 1. For the multi-antenna full-duplex system in Section 2, the optimal DoF of 2M is achievable with high probability if
Proof. For uplink transmission, it is obvious that the sum DoF of M is achievable by using the ZF
192
receiver at the BS. Thus, we focus on the achievable DoF for downlink.
193
Let us define P d and P u by the probabilities that the downlink interference and the MS-to-MS interference at all the selected downlink MSs are less than or equal to 1 > 0 and 2 > 0, respectively, where 1 and 2 are small constants independent of SNR. Then, P d and P u can be written as
respectively. Then, the sum DoF for downlink transmission, denoted by DoF d , is lower-bounded by
Now, let us characterize two probabilities P d and P u . First, P d can be rewritten as
where L π i is the downlink scheduling metric of selected MS π i and follows the chi-square distribution 194 with 2M degrees of freedom for i ∈ {1, · · · , M} since the M-dimensional downlink channel vector h
is isotropically distributed. Note that the right-hand side of (7) indicates the probability that there exist at least M MSs that fulfills the inequality L π i ≤ 1 SNR −1 . Thus, by denoting F(x) by the cumulative 197 density function (CDF) of a chi-square random variable with 2M degrees of freedom, it follows that
Here, Γ(M) = ∞ 0 t M−1 e −t dt is the Gamma function; (a) holds from the fact that 
Next, let us turn to characterizing P u as follows:
where (a) comes from the fact that
Since the uplink scheduling metric γ j is the chi-square random variable with 2M degrees of freedom 202 for j ∈ S (u) , (8) can further be lower-bounded by as SNR goes to infinity, both P d and P u tend to one. Hence, from (6),
which completes the proof of this theorem. selected, thereby resuling in the reduced number of MSs required to achieve the optimal sum DoF (i.e., 2M DoF).
218
Note that our scheduling method does not utilize any further CSI at the transmitters, compared to that of [23] . 
Interference Decaying Rate
220
Next, we analyze the average interference decaying rate defined as the average decaying rate of 221 the total amount of received interference and/or generating interference with respect to the number of MSs, N. This is meaningful since the desired user scaling law is is closely related to the interference 223 decaying rate with increasing N for given SNR.
min,M denote the maximum value (i.e., the Mth smallest value) among the downlink interference levels that M selected downlink MSs compute, which is given by
where L π m represents the downlink scheduling metric of selected MS π m and S (d) is the set of selected downlink MSs. In addition, let I (u) min,M denote the maximum value among the MS-to-MS interference levels that M selected uplink MSs compute, which is given by
where γ φ j is the uplink scheduling metric of selected MS φ j as shown in (3) other beams generated by the BS or 2) such a selected uplink MS that generates the maximum amount 228 of interference to selected downlink MSs, it is certainly worth analyzing an asymptotic behavior of
min,M } with respect to N.
230
Now, we are ready to establish our second main result, which shows a lower bound on the average
with respect to N.
232
Theorem 2. For the multi-antenna full-duplex system in Section 2, the average interference decaying rate is lower-bounded by
Proof. The proof essentially follows the same steps as those in [25, Section III-B] and [23, Remark 1] , and thus a brief sketch of the proof is provided here. From the proof of Theorem 1 and the Markov's inequality, it follows that
for small > 0, which tends to zero if N = ω SNR M . Here, the first equality holds due to (9) and 233 (10). This completes the proof of Theorem 2.
234
From the above theorem, we obtain the same scaling law as in Theorem 1. This implies that the 235 faster interference decaying rate with respect to N, the smaller SNR exponent in the user scaling law. 
Numerical Evaluation
237
In this section, we perform computer simulations to validate our analysis in Section 4. Numerical and (2) is generated 10 4 times for each system parameter. Moreover, it is shown that the average interference decaying rate gets increased as M increases since 250 the user scaling law in Theorems 1 and 2 is expressed as an increasing function of M.
251
As shown in Figure 3 , when M = 2, the achievable sum-rates of the proposed hybrid opportunistic 
