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Abstract
Biometric identification systems based on Keystroke Dynamics have been around
for almost forty years now. There has always been a lot of interest in identifying
individuals using their physiological or behavioral traits. Keystroke Dynamics focuses
on the particular way a person types on a keyboard.
The objective of the proposed research is to determine how well the identity of users
can be established when using this biometric trait and when contextual information is
also taken into account. The proposed research focuses on free text. Users were never
told what to type, how or when. This particular field of Keystroke Dynamics has not
been as thoroughly studied as the fixed text alternative where a plethora of methods
have been tried.
The proposed methods focus on the hypothesis that the position of a particular
letter, or combination of letters, in a word is of high importance. Other studies have
not taken into account if these letter combinations had occurred at the beginning, the
middle, or the end of a word.
A template of the user will be built using the context of the written words and
the latency between successive keystrokes. Other features, like word length, minimum
number of needed words to consider a session valid, frequency of words, model building
parameters, as well as age group and gender have also been studied to determine those
that better help ascertain the identity of an individual.
The results of the proposed research should help determine if using Keystroke
Dynamics and the proposed methodology are enough to identify users from the content
they type with a good enough level of certainty. From this moment, it could be used as
a method to ensure that a user is not supplanted, in authentication schemes, or even to
help determine the authorship of different parts of a document written by more than
one user.
Keywords: Keystroke Dynamics, context, free text, identification, authentication
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Resum
Els sistemes d’identificació biomètrica basades en la cadència de tecleig fa gairebé
quaranta anys que s’estudien. Hi ha hagut molt interès en identificar les persones a
partir de les seves característiques fisiològiques o de comportament. La cadència de
tecleig és la manera en la que una persona escriu en un teclat.
L’objectiu de la recerca proposada és determinar com de bé es pot arribar a
identificar un individu mitjançant aquesta característica biomètrica i quan també es
prenen en consideració dades contextuals. Aquesta recerca es basa en text lliure. Als
usuaris mai se’ls va dir què, quan o com havien d’escriure. Aquest camp de la cadència
de tecleig no ha estat tan estudiat com l’alternativa de text fix on un gran ventall de
mètodes s’han provat.
Els mètodes d’identificació proposats es basen en la hipòtesi que la posició d’una
lletra, o combinació de lletres teclejades, en una paraula és de gran importància. Altres
estudis no prenen en consideració aquesta informació, és a dir, si la combinació de
lletres s’ha produït al principi, al mig o al final de la paraula.
Es crearà una empremta de l’usuari tenint en compte el context de les lletres en
les paraules escrites i les latències entre pulsacions successives. Altres característiques
com la mida de les paraules, el nombre mínim de paraules necessari per considerar una
sessió vàlida, la freqüència de mots, els paràmetres de construcció dels models, així
com el grup d’edat i el gènere també s’han estudiat per determinar quines són les que
millor ajuden a identificar un individu.
Els resultats de la recerca proposada haurien de permetre determinar si l’ús de la
cadència de tecleig i els mètodes proposats són suficients per identificar els usuaris a
partir del contingut que generen, sempre amb un cert marge d’error. En cas afirmatiu
es podria introduir la tècnica proposada com un mètode més per assegurar que un
usuari no és suplantat, en sistemes d’autenticació, o fins i tot per ajudar a determinar
l’autoria de diferents parts d’un document que ha estat escrit per més d’un usuari.
Paraules clau: Cadència de tecleig, context, text lliure, identificació, autenticació
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1 | Introduction
Traditionally, the password has been the most popular method of authenticating a user
when accessing a protected resource. The reason behind this fact is quite simple: it
is convenient, simple and cheap. There are other ways to protect resources like, for
instance, using Short Messaging System (SMS) account verification, but these are not
as practical as the login/password combination. Recent security related events that
exposed sensible data to attackers, and the tendency to disregard the importance of a
secure password, have shown that having just a simple password (many times written
on a post-it and tagged to the wall or under the keyboard) may not be enough to
guarantee access to protected resources and sensitive information.
Some popular Internet services like Apple’s iCloud1, Google’s web services2 or
Microsoft Live accounts3, to name a few of the big ones, have adopted the second factor
option (also known as two-step verification). From the moment this option is enabled
and configured, when users want to access their private and sensitive data they also
have to provide some extra information to prove that they are who they claim to be.
This extra information can either be (though not limited to) a telephone number, an
answer to a previously stored question that only the user should know, or a code sent
to the user with a limited time-frame validity. Similar to this approach is the concept
of latching an account on mobile devices4.
In the majority of these cases, users supply information based on what they know
(when answering questions or replying SMS messages with a security code), or on
something they have (a swipe card, a code card, or some other kind of token). These
second factor options, though, are also far from perfect: there is always the possibility
that questions are inadequate (close people to the user may know the answer or can
try an obvious answer), or that tokens may be lost or stolen.
Another of the weaknesses of using only a login/password combination is the fact
that it only grants access to a system but, afterwards, it does not say anything about
who is really using it. The same can be said about tokens or some other second factor
1https://support.apple.com/en-us/HT204152. Last accessed: September 30, 2017
2https://www.google.com/landing/2step/. Last accessed: September 30, 2017
3https://goo.gl/DS6tVB. Last accessed: September 30, 2017
4https://latch.elevenpaths.com. Last accessed: September 30, 2017
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options. The question is if there is a way to know who the user behind the actions
performed after being authenticated and granted access is. The first idea that comes
to mind, probably, is to use a system based on some kind of Close Circuit Television
(CCTV) surveillance system, but it is simply unfeasible to implement this solution
in large scale environments with numerous users and devices. A suitable and feasible
option is to use biometric techniques.
This PhD Thesis focuses on this particular field related to Computer security and,
more specifically, on Keystroke Dynamics. Trying to identify users that have been
working on a computer system, even after having been authenticated is going to be
one of the main goals of the study presented in this document. At the same time, the
proposed methods will also be evaluated to determine if the possibility of, not only
identifying users, but also authenticating them is feasible. To do so, a new way of
organizing samples, based on contextual information, will be analyzed and evaluated.
1.1 Justification and research context
Biometrics refers to a physiological or a behavioral characteristic associated to a
person. Classic examples are fingerprint, iris or palm scanning; the way a person types
on a keyboard, walks, talks or writes, among many others. These techniques have
been around for many years now but their adoption has been mainly restricted to
environments with access to substantial financial resources and the need to secure
access beyond the simple login/password scheme. The use of biometric techniques,
though, is not limited to granting access or verifying user behavior on computer systems.
It is also being widely used, for example, to grant access to restricted areas within
the enterprise. Yet another example is the use of biometric features in a passport to
identify travelers. More and more, in the user’s everyday life, such features are being
implemented to ease the use and access to technological resources, but even more, to
sensitive information.
Biometrics, historically, have presented a problem: they tend to be rather expensive
for the average end user [46, 63, 95]. Only now, fingerprint scanning is starting to
become standard on high(er)-end personal computers, and is becoming a de facto
standard in smart-phones and other hand-held devices to grant access to these devices.
On recently released mobile devices, it is also possible to access the system using face
recognition. This method of authenticating users takes advantage on the fact that
these devices have an incorporated camera. On the other hand, cheating these devices
has been proved to be as simple as showing the camera a still photo of a valid user [43].
Other methods like iris or hand geometry scanning, or thermal imaging are still
science fiction in the realm of the traditional home or small office user. It should also be
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stated, though, that usability is a main factor when implementing biometric techniques
in end-user devices. Transparency, reliability and accuracy go hand in hand to ensure
user adoption.
Keystroke Dynamics, the focus of this research, uses the natural rhythm that a
user has when typing on a keyboard. It has been widely discussed that this rhythm
tends to be unique for each person and that it can be a valid method of identifying,
authenticating, constantly monitoring, or even classifying them. Compared to other
biometric systems, Keystroke Dynamics is quite easy to implement, and most important
of all, it is not expensive at all. All that is needed is an off-the-shelf keyboard and
the possibility to determine the latency between successive keystrokes when the user is
typing, something that any modern operating system will allow.
In Figure 1.1, Keystroke Dynamics is shown as part of the some different biometrics
options that deal with Computer security. This figure shows only a very small part
of the field of Computer security. It even only focuses on a small selection of the
available biometric techniques but it should help position the technique discussed in
this document within the topic of Computer access and security.
Computer
security Biometrics
DNA Iris scan
Keystroke
Dynamics
Identification
Authentication
Dynamic
verification
. . .
Hand
geometry
Fingerprint
scan
Figure 1.1: Keystroke Dynamics in the field of Computer Security
Since the beginning of the 20TH century, when Morse code was transmitted over
the wire, some people said they were able to identify the other party by the way, or
by the rhythm, the messages were transmitted, even before the other end had sent its
proper identification [84]. More recently, in the late nineteen seventies, a new research
path was taken to determine if Keystroke Dynamics could be a good enough method
to classify users and thus, identify or authenticate them.
The main objective of the proposed research in this study is to determine if a new
method of classifying samples based on contextual information is valid to identify, or
even authenticate, users behind a computer system. The proposed methodology will
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try to identify a user using the largest sequence of letters of a word and the latency
associated with each keystroke. Other strategies will include finding the better suited
building parameters to obtain quality models, evaluating which is the most accurate
search criteria or determining behavioral features that yield the most discriminating
features of the users being evaluated. These include, also, the age group and the gender
a user belongs to. Previous research on this field has mainly focused on n-graphs
frequency methodologies. Some research has been carried out on wordgraphs but it has
not been the norm. Even less research has been performed on contextual information.
The samples for the present study have been collected over a period of three
semesters from the use of the virtual campus at the University of Andorra. The
possibility of using the proposed methods in this study in online learning environments
will be evaluated to determine their feasibility. At the same time, if the models prove
to be valid and useful, the applications could go well beyond the simple process of
identifying the author of pieces of text sent to the online learning platform. Users
could also be authenticated using this process when accessing private resources. The
possibility of finding out if a user has been supplanted could be also a possibility. Users
could be verified before performing an exam just by writing a short paragraph of text.
Determining who wrote what on written assignments submitted by a user but authored
by different ones could also be a valid practice. Tracking how users follow the course:
who waits to write everything at the end, or who has a more regular pace throughout
the semester, could also be evaluated. Even if the applications are easy to spot, ethical
concerns could arise from the fact that students may feel like being spied upon. These
concerns are discussed later in this document.
It is interesting to note that the proposed research is focused on free text. Even
more interesting is the fact that the users that provided samples were not told what,
how or even when to write. The samples were not tailored, modified or adapted in any
way. At the same time, a minimum number of words per sample was never required.
This includes the possibility that users may have used different languages, different
devices (desktop computers in different environments, like the university labs or at
their home, or even mobile devices), different times of day. . . The fact that this research
uses samples from a non-controlled environment and that it tries to see if the models
for each user are valid enough to identify or authenticate them on different situations,
environments or emotional states should help understand its relevance.
1.2 Document structure
This PhD Thesis document is structured as follows:
• Chapter 2 summarizes the current State of the Art. It gives an overview of the
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research that has been carried out on the field of Keystroke Dynamics since its
inception in the late seventies. A good deal of effort has been put into describing
the theory behind this biometric technique. Both the fixed text and free text
methodologies are analyzed, as well as the leading methods to classify users that
have been studied and the results these have given.
• Chapter 3 details the proposed Objectives and Hypotheses. These have been
identified after carefully studying the State of the Art and after evaluating those
topics that had not been previously studied in depth.
• Chapter 4 describes the Methodology used in this study. This chapter details
not only the followed steps to develop the necessary tools to collect samples and
analyze them, but also which groups of users were formed and why. It also details
how the proposed tree models evolved from their inception, and the methods that
have been used to test new user samples against these models and the strategies
followed to identify the users who had authored them.
• Chapter 5 shows not only the results but also the procedures and experiments
that led to obtaining them. These include the results from all the different tests
that were performed with the available dataset as well as a number of tests
performed using a popular n-graph methodology using Relative and Absolute
distances. This has been done to have a comparable frame of work with the
current State of the Art. The results should help decide if the proposed methods
are valid to identify or authenticate users based on their typing behavior and
other related contextual information.
• Chapter 6 shows the Conclusions based on the results from the previous chapter.
These go hand in hand with the suggested Objectives and Hypotheses in Chapter 3.
• Chapter 7 outlines some future work ideas that could be implemented to bring
the research some steps further.
• The Bibliography lists all the referenced publications in the text. These are sorted
by author Surname and Name and not by their first apparition in the document.
• Finally, the Appendices contain additional material related to this PhD Thesis.
These include contributions to congresses, the Python application help menu,
the MySQL database schema for the persistent layer, and additional interesting
references. The code, both in Python and R, developed for this study has not
been included in this document due to its length, but it is available upon request.
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Before starting any kind of research, the current State of the Art on the selected subject
has to be analyzed and, also, has to be fully understood. At the same time, a good
knowledge of the background on the topic at hand is necessary. In all cases, the main
idea is not to repeat what others have already done, and most importantly, to find
those subjects or questions that have not been fully studied or addressed. The present
chapter describes the State of the Art related to the field of biometrics and, more
specifically, to the particular technique known as Keystroke Dynamics.
The first section focuses on the basics of biometrics, in general. The most important
concepts are described as well as the most common techniques to identify individuals.
Keystroke Dynamics gets then the spotlight and is described centering the efforts on
both general and specific concepts based on the research that has been carried out in the
last forty years. Following this section, other subjects related both to biometrics, but
mostly centered on Keystroke Dynamics are also presented. These include: biometric
evaluation, methodology, classification, fusion, and weighting techniques. To end this
chapter, a summary of the most relevant publications and results in both free text
and fixed text methodologies as well as in authentication, identification or continuous
verification methods is presented.
2.1 Biometrics
This section details the principal features of Biometrics understood as the possibility
of identifying an individual based on their distinguishing physiological or behavioral
characteristics [66].
2.1.1 Introduction
Reports of the use of body measurements as a biometric technique date as far as the
mid 19TH century. Even though the use of biometric techniques has been highly related
to law enforcement and criminal identification, nowadays these techniques are used,
more and more, as a means to recognize users in common daily applications [70]. There
are many human characteristics or traits that can be used as a biometric identifier.
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These traits fall into one of these two categories [78]:
• Physiological traits: These are biological or chemical traits that are innate, or
characteristics that a person has grown to. Examples of these are: the iris, the
DNA, the hand palm, the ear, or the face geometry, among others.
• Behavioral traits: These characteristics are either trained or acquired over time.
Examples of these could be: a person’s signature, Keystroke Dynamics, that is
the particular rhythm a user has when typing on a keyboard, the particularities
of the voice, a user’s handwriting, among others.
The described traits and their related techniques have also been commonly classified
as Soft or Hard biometrics. Soft biometric traits are those characteristics or features,
usually associated to behavioral traits, that provide some information about the
individual, but lack the distinctiveness and permanence to sufficiently differentiate any
two individuals [67]. On the other hand, Hard biometric traits, are considered better
in terms of distinctiveness and permanence, like the fingerprints or the geometry of the
face, and can give better results when differentiating individuals.
It has been discussed that any of these traits should satisfy, to a greater or lesser
degree, the following requirements to be considered a valid biometric identifier [70]:
• Universality: How commonly a characteristic is found individually.
• Distinctiveness: Any two individuals should be distinct enough for a given
characteristic.
• Permanence: The characteristic should be invariant through time.
• Collectability: The characteristic should be easily collected and measured.
• Performance: Any characteristic should be recognized fast and accurately.
• Acceptability: Determines how good users will accept the acquiring of an attribute.
• Circumvention: The system should not be easy to trick, cheat, or spoof.
2.1.2 Basic biometric steps
Any kind of biometric system has to go through the following steps [63] (these will be
further explained and applied to the Keystroke Dynamics context later in this chapter):
• Capture: A physical or behavioral sample is captured by the system during the
initial enrollment phase.
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• Extraction: Unique features are extracted from the samples and a template for
each user is created.
• Comparison: At a later stage, during either authentication, identification or
verification processes, new samples are collected. These are then compared to
the stored templates, using different possible methodologies, depending on the
chosen identification process.
• Match/Non-Match Evaluation: Decide whether the features extracted from the
new sample are a match or a non-match when compared to the selected templates.
These steps provide a common framework that all biometric systems tend to
use. When focusing on particular techniques, or when deciding among the different
possibilities these techniques will be applied to, some of the described steps may be
adapted to reflect the particularities of the chosen applications. An example that
relates to Keystroke Dynamics could be the process of capturing information. While
on other biometric techniques this may be a once-in-a-lifetime process (the example of
a DNA sample comes to mind), the capturing process when using Keystroke Dynamics
may never stop, especially when the need to have up-to-date and accurate models is
required.
2.1.3 Common biometric techniques
Some of the most commonly known biometric techniques are briefly described in this
section. It should be noted that these are not the only available ones. New and
current techniques are constantly researched and studied. There is a lot of interest by
governments, military, security related corporations, among others, in finding reliable
and cheap methods of accurately identifying individuals [68]. Below are some of the
most common techniques and their main defining characteristics (adapted from [59, 61,
68, 120]):
• Fingerprint scanning: A fingerprint is the pattern of ridges and furrows on the
surface of a fingertip. They are so distinct that even fingerprints of identical
twins are different. This technique has been used for centuries and its validity
has been well-established.
• Face recognition: Typically, this technique focuses on recognizing the global
positioning and shape of the eyes, eyebrows, nose, lips, and chin of the face of an
individual. Applications using identification based on face geometry range from
the static, where users are still in front of non-variable backgrounds to dynamic,
uncontrolled face identification with dynamic backgrounds.
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• Retinal scan: The pattern formed by the veins beneath the retinal surface in
an eye is stable and unique. Digital images of retinal patterns can be acquired
by projecting a low-intensity beam of visual or infrared light into the eye and
capturing an image of the retina using optics similar to a retinascope.
• Iris scan: The iris is the annular region of the eye bounded by the pupil and the
sclera (white of the eye) on either side. The visual texture of the iris stabilizes
during the first two years of life and its complex structure carries very distinctive
information useful for identification of individuals.
• Hand geometry: This biometric technique focuses and the shape of the hand,
including the length of the fingers and their respective width. The technique is very
simple, relatively easy to use, and inexpensive. Unfortunately, the physical size
of a hand geometry-based system is too big for applications in laptop computers.
At the same time, the use of the shape of the hand as an authentication is totally
viable, but using it to continuously verify a user may not be feasible.
• Signature recognition: Each person has a unique style of handwriting. However,
no two signatures of a person are exactly identical. The identification accuracy
of systems based on this highly behavioral biometric is reasonable but does not
appear to be sufficiently high to lead to large-scale recognition. This is a typical
example of a Soft biometric technique.
• DNA samples: Most of the DNA humans have is highly similar between different
individuals, but there are portions that are different enough to be able to use it as
a biometric technique. DNA does not change during a person’s life or after their
death. It has a double helix structure and it gives the most reliable result for
oﬄine personal identification excluding the case of identical twins. As opposed to
the previous technique this one is usually described as a Hard biometric technique.
• Speech: The little variance in the individual characteristics of human speech
is primarily due to relatively invariant shape/size of the appendages (vocal
tracts, mouth, nasal cavities, lips) synthesizing the sound. Again, it has been
argued that this technique may not be strong enough to use without another one
complementing it.
Other techniques not that usually present in the user’s daily life include, among
others: the way users walk, the particular rhythm when typing on a keyboard, ear
geometry, or handwriting.
Table 2.1 (adapted from [70]) shows a comparison of the previously described
techniques, together with some other, also known, biometric methods. In this table,
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the seven requirements, previously described, have been classified using the following
three categorical values: High, Medium and Low.
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DNA H H H L H L L
Face geometry H L M H L H L
Fingerprint M H H M H M M
Hand geometry M M M H M M M
Iris H H H M H L L
Keystroke Dynamics L L L M L M M
Palm print M H H M H M M
Signature L L L H L H H
Voice M L L M L H H
H – High; M – Medium; L – Low
Table 2.1: Comparison of common biometric techniques
The scores assigned to each of these techniques allows the possibility of determining
which would be better suited in different situations or applications. In the end, though,
the most important feature, and the one that is most looked for, is accuracy. Of course,
this may lead to the system being impossibly expensive to put into production. Usually,
a compromise has to be taken between the needs and possibilities when choosing a
particular biometric technique in order to achieve a win-win situation.
2.1.4 Multimodal biometric techniques
So far, all the presented techniques are considered to be unimodal in the sense that
these are centered solely in a particular physiological or behavioral feature. Unimodal
biometric techniques can yield excellent results for most users, especially when dealing
with Hard biometrics, but may be inadequate for others (some users may lack the
necessary trait to be analyzed or be in no condition to submit it). Also, and especially
when using Soft biometrics, errors can be too high to differentiate certain users.
To overcome the limitations that using a sole biometric technique may present it is
common to gather different features from users using different techniques and combine
them. When only using Soft biometrics this could become mandatory if high accuracy
is required. A system, for example, may require both a fingerprint scan and a voice
recognition sample. While it may feasible to spoof them both, the moment the number
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of samples from different techniques increases, the chance of cheating a multimodal
scheme becomes less and less attainable.
The moment different readings from different traits are available, these can be
combined using different techniques known as fusion. This combination of features not
only expects to reduce problems in identifying users when only a single defining trait is
used, but also to improve results by taking advantage of the inherent characteristics
when each trait is taken into account. Many articles have focused on multimodal
strategies [52, 103, 111, 120], and at the same time, the use of fusion techniques is
common [13, 126]. An interesting project, led by the Open University of Catalonia1, is
TeSLA. It combines Face and voice recognition with Keystroke Dynamics techniques to
provide an adaptive trust e-assessment system for online and blended environments2.
Another requirement to choose a multimodal scheme over a unimodal one could be
the price to implement them. Having, for example, three inexpensive Soft biometric
techniques instead of a very expensive Hard biometric alternative can lead to having
acceptable enough results that render the whole system usable without having to spend
that extra money.
2.1.5 Keystroke Dynamics over other techniques
In the context where biometrics are applied in this study, that is, the identification and
authentication of users in online learning environments it was thought that Keystroke
Dynamics was the best suited option from the available alternatives. It perfectly suits
the purpose in terms of transparency, usability and economic costs.
Students and teachers alike interact with the virtual campus using all kinds of
devices, either at the university, the library, the cafeteria, at home. . . In order to have
realistic samples users were not told or aware that timing intervals were being collected.
This allowed for the study to be much more realistic.
Initially, having the users use hardware devices to improve biometric identification
using a multimodal strategy was considered. Webcams to add a visual confirmation,
the use of special keyboards with pressure sensors, the study of mouse movements, or
even helmets to detect levels of stress, were ideas that were evaluated. The problem was
that the use of such devices rendered the study non-realistic enough, even if some of
the ideas could have been perfectly suitable to bring the study of Keystroke Dynamics
and other related techniques a step further. The aim of the study, again, was not to
test different techniques but to be able to identify users with minimum intrusion and
ensuring transparency to the user. All these ideas were discarded right away as soon
as they affected normal user behavior or if it meant that users had to act in unrealistic
1Universitat Oberta de Catalunya: https://www.uoc.edu. Last accessed: September 30, 2017
2TeSLA: http://tesla-project.eu. Last accessed: September 30, 2017
11
Chapter 2. State of the Art PhD Thesis – Aleix Dorca Josa
ways. That left the possibility of using mouse movements as a technique that could
provide a good multimodal scheme. This was discarded because, again, it needed for
the computer where the user was working, to have special software installed to capture
such movements. The software that allowed the capturing of keystroke intervals was
already available in all web browsers, be it in desktop computers or mobile devices,
without the need of adding anything else.
It was found that implementing a Keystroke Dynamics scheme was cheap, straight-
forward and, in the end, more reliable than initially thought. To sum up, no multimodal
scheme was used. Next section goes deeper into the main characteristics of the chosen
biometric technique.
2.2 Keystroke Dynamics
Keystroke dynamics refers to the habitual patterns or rhythms an individual exhibits
while typing on a keyboard input device. These rhythms and patterns of typing are
idiosyncratic, in the same way as handwritings or signatures, due to their similar
governing neurophysiological mechanisms [44, 140].
Keystroke Dynamics (also known as Keystroke Biometrics or Typing Dynamics)
can also be defined as the detailed timing information that describes when each key
was pressed (KeyDown (KD)) and when it was released (KeyUp (KU)) as a person is
typing on a computer keyboard. This also includes dwell times (the time interval a
key is pressed down), and flight times (the duration between keystrokes), typing speed,
frequency of errors, use of modifier keys, use of numpad. . . .
The principal idea behind this biometric measurement is that every user has a
particular way of typing and that, like any other behavioral biometric system, it allows
the identification, authentication or classification of these users.
Given the rise in use and apparent ubiquity of mobile devices, some rather recent
studies have also applied this technique to these devices, with logical keyboards,
obtaining rather good results [29, 34, 35, 65, 72, 88].
In Table 2.1, Keystroke Dynamics has not been presented as one of the best in
terms of Universality, Distinctiveness, Permanence or even Performance. On the other
hand, though, it is fairly easy to collect and users tend to accept it better than other
techniques. In any case, it seems to be clear that if one had to be chosen, based on the
information on the table, Keystroke Dynamics would not be the first option.
Keystroke Dynamics has some advantages that users tend to appreciate, though.
Keystroke Dynamics are non-intrusive and transparent. Users do not have to be afraid
of exposing their eyes to a scanning machine or be afraid to touch a reader that may
have been used by countless other users.
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The numerical results shown in an article by Yampolskiy & Govindaraju [136], when
compared to other techniques, rank Keystroke Dynamics only as an average technique.
To make matters worse, these results have to be analyzed from a critical point of view.
It should be taken into account that the experiments performed to achieve these results
are usually highly tailored and controlled. The numbers tend to be even worse once
this biometric technique is applied to real world and uncontrolled data, as is the case
of the research presented in this study.
Whether applied to desktop computers, laptops, mobile devices or any other device
with a keyboard, either physical or logical, there has been a lot of interest and research
done in the field of Keystroke Dynamics mainly because the method is not expensive
and it is fairly easy to implement. This technique, though, is not the easiest to deal with.
Other traits like, for instance, hand or face geometry are easier to collect. Then again,
it is easy to collect them once, but it becomes rather difficult if this capturing process
has to be continuous. When using Keystroke Dynamics, an off-the-shelf keyboard and
a computer system capable of logging all the pressed keys and their associated timings
is all that is needed. This latest characteristic is important because some studies have
suggested the possibility of using special keyboards that can also measure the pressure
applied to every key so that classification can be more accurate [86, 100]. These
keyboards have not been used in this research since they are not the most common
keyboards available to common users.
Going a bit further into what can be inferred when looking at Table 2.1, Keystroke
Dynamics has a medium Acceptability and Circumvention. One of the problems the
collection of this trait has is the fact that users are reluctant to installing key loggers on
their machines, especially when dealing with continuous verification. Users do not like
being spied upon when they will be constantly typing passwords to access protected
resources or submitting other sensible information. Users would be less reluctant if the
key-logging software could be disabled, something that, when not used correctly, would
completely defeat the purpose of this biometric technique [45].
Circumvention is graded as medium. Some studies have focused on debunking the
methodology that most other studies use when identifying impostor users [106, 107].
These authors refer to this methodology as zero-effort attacks. This means that, when
checking a sample against a model using, for example, a cross-validation approach,
there is no effort at all in trying to mimic the stored model of the user being attacked
or impersonated. These researchers believe that this is a non-realistic approach. Others
have also applied timing attacks to obtain information of the stored templates and
exploit it [105, 119]. On the other hand, though, traditional studies try to prove that
Keystroke Dynamics is a valid biometric technique, not that it is unbeatable.
Keystroke Dynamics has another significant problem: Persistance. Users can
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improve their typing over time, can get hurt, or be in different emotional states that
render their use of a computer different [45, 79]. How to deal with this issue is not
trivial. Some studies have focuses only on how to retrain the system over time so that
stored templates remain usable [10, 48, 75, 81, 110]. Other biometric techniques do not
present such problems. The Iris or the DNA of a person will not change over time, but
then again, both the economic costs and resources needed to implement these biometric
techniques are, usually, prohibitive [46].
2.2.1 Feature selection
When Keystroke Dynamics has been used as a biometric technique many different
features have been extracted from a user’s particular rhythm. The most common ones
are discussed in the following section. The proposed study will try to also use other
contextual information as an alternative feature.
Common features in Keystroke Dynamics
As can be seen in Figure 2.1, adapted from [14, 122], these are some of the most
common extracted features when using Keystroke Dynamics:
• Dwell time: The latency between the pressing (Pi – KDi) and releasing (Ri –
KUi) of a key. This is the most basic feature that can be extracted. In Figure 2.1
D1, the time between P1 and R1 is and example of dwell time (200ms in this case).
Among others, this feature is also known as hold time or keystroke duration.
• Flight time: The period of silence between successive keystrokes. In Figure 2.1
F1, the time between R1 and P2 is an example of flight time (200ms in this case).
It should be noted that this feature can also hold negative values. This happens
when a key has not yet been released and a new one is pressed. See F2 in the
figure for an example. This feature is also known as latency time, or inter-key
time.
• n-graphs : The delay between any n number of KD, KU or a combination of both
events is known as an n-graph. Digraphs and trigraphs are particular examples
of this feature. In Figure 2.1 the timing represented by Di1 is an example of
digraph and Tri1 is an example of trigraph.
• wordgraphs: The distance from the first to the last KD, KU or a combination
of events on a single word. This could be interpreted as a particular example of
n-graphs.
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Even though these are not the only combinations, other timings are usually just
slight alterations or modifications of the ones here outlined. It should be noted that the
definitions given for the different types of intervals are the ones that have been used in
this study. Other researchers may give different meanings to these terms, specially for
the Flight time feature, that may have different interpretations [116, 122].
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D1 = R1 − P1
F1 = P2 −R1
D2 = R2 − P2
D3 = R3 − P3
F2 = P3 −R2
Di1 = P2 − P1
Tri1 = P3 − P1
Figure 2.1: Frequently timing features used
The use of dwell times together with statistical methods like the mean, the median,
and the standard deviation to determine the pattern of a user are good examples of
the research that was done in the beginning [21, 47, 73, 131]. In this initial research,
most of the efforts were centered on authenticating or identifying users using short
pieces of information. Soon enough, though, the possibility of using longer texts was
also considered [83].
Research then moved to seeing if grouping keystrokes into digraphs would provide
more information and thus, yield a better user classification. This led to the question:
are digraphs good enough? Why not trigraphs, n-graphs, or wordgraphs [55, 92].
In [117], this idea was also brought to discussion within the free text methodology. As
soon as the number of considered events increased it was argued that these n-graph
schemes were not solid enough.
Another feature that was studied was the language the user typed in [6, 56, 57]. It
was found that building the model in a language and later verifying a user typing in a
different language had little relevant effect in the decision process. These studies used
languages that shared the same alphabets to prove their hypotheses. To this date, and
to the best of our knowledge, no study has been performed on different alphabets like
for example: roman or latin vs. cyrillic.
Other researchers have also tried partitioning the keyboard into different zones
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and study which hand was used at any particular moment. It was claimed that these
features also helped classify the users [87, 109, 133].
One fact that can be thought as surprising, or peculiar to say the least, is that most
studies only use correct forms of input. This means that errors (the use of the backspace
key, for instance) are usually discarded. Also discarded is the use of special keys like
SHIFT or CONTROL. Researchers say that these offer little added information and
that can bias the results. This is not always the case though even if studies focused
on modifier keys are only a few [15, 33]. In this study, the patterns users create when
they make mistakes will also be evaluated. These mistakes are considered contextual
information related to user behavior and will be part of the studied behavioral features.
The proposed research will try to determine if a user will type a word incorrectly most
of the time, and at the same time, if this particular user will always follow the same
steps to correct it.
Contextual information as a feature
The Merriam-Webster3 dictionary provides the following definition for the word context :
context : noun – con·text – \’kän-tekst\
1. the parts of a discourse that surround a word or passage and can throw
light on its meaning.
2. the interrelated conditions in which something exists or occurs.
For the present study, the best intended meaning is the second one. Contextual
features, when applied to the present study, can range from characteristics directly
related to Keystroke Dynamics, like for instance, the position of the letters in a particular
word, or be somewhat related to user behavior, like for example, the frequency a word
is typed, or the age and gender of the user.
For the first case, this study uses contextual information of the written words to
identify the users as opposed to other well-known techniques like n-graphs frequency
schemes. Most studies in this area have used some sort of data structure of two, three
or more graphs to classify the samples. Usually, these samples are organized without
taking into account their position in the original typed word. It will be discussed if the
natural rhythm of a particular user is the same when they type, for example: IS, IRIS,
THESIS or DISAPPEAR. When working with digraphs, the combination of letters IS
would be grouped in a common data structure without considering if it had appeared at
the beginning, the middle, or the end of the word. This idea of contextual information
3Merriam-Webster dictionary: https://www.merriam-webster.com, Last accessed: September
30, 2017
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in free text environments has not been thoroughly studied before even though it has
been hinted as a possible line of work [24, 118].
2.2.2 Fixed text vs. Free text
There are two main fields of research when dealing with Keystroke Dynamics. On the
one hand, there are the studies focused on fixed, and usually short, text while, on the
other hand, there are those studies focus on free text (some studies may have explored
both, but these are a minority). Each field has its own applications and, of course,
advantages and disadvantages.
These are the main characteristics of each of these methodologies:
• Fixed text: With this methodology, the user is asked to type a predefined text a
number of times. This text is always the same (like maybe a password, a given
string like Name.Surname.Login.Password or any other fixed string). This input,
when using Statistical methods or Machine learning techniques will be used to
build a model or to train a system labeling which samples belong to the user
and which do not. Later, when users have to be identified they will enter the
same text again and this new sample will be compared to the previously stored
template or fed to the Machine learning algorithm.
• Free text: In this case, users type either long portions of text that simulate the
idea of free text or, in other cases, type whatever they want whenever they want,
without restrictions. Using this input, it is the job of the chosen algorithm to
extract relevant features and build a model for each user. When, later, users have
to be identified they can enter the same or a completely different text. It should
be a matter of their choice. The chosen algorithm should determine if these new
samples are valid or not, that is, if these belong to the user claiming authorship.
As previously pointed, these two approaches have advantages and disadvantages
depending on the scheme where they are applied. For example, if users are being
authenticated using Keystroke Dynamics and a fixed text approach, user access policies
can be applied only during the authentication phase (an example can be seen at
Coursera4). This means that the user may have authenticated correctly, but nothing
can be said of the user that is really using the computer once this authentication phase
is completed. On the other hand, the job of capturing Keystroke Dynamics information
only during this initial phase is much simpler than when using a free text approach.
Free text can be used to continuously monitor the user using the system and apply
different policies if a change in the Keystroke Dynamics pattern is detected. This
4Coursera: https://www.coursera.org. Last accessed: September 30, 2017
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method has the disadvantage that the user has to be monitored all the time and this
may consume system resources and, at the same time, invade the privacy of the user
when performing certain tasks involving personal or confidential information.
2.2.3 System vs. Application data recollection
Invading the privacy of the users is something that should not be taken lightly [70].
Keystroke Dynamics is a non-intrusive and transparent technique to the user but
this does not mean that it is exempt of ethical and privacy issues. When performing
authentication processes, the capture phase is limited to the login screen. At this point,
when using Keystroke Dynamics, users know they are being monitored. Once the
authentication phase is over, capturing also stops. Users do not have to be conscious
about the fact that their actions may be analyzed locally or, what could be even worse,
sent to a remote server for evaluation.
When continuously monitoring a user working on a computer, in verification or
identification schemes, the capturing phase of the natural rhythm of a user never stops.
This means that all, or most, keystrokes are evaluated and it would be very easy for a
user to stop thinking about this. In fact, this should be a premise to allow users to
show their real natural rhythm. Once the user has stopped thinking about a process
continuously monitoring their actions, they can author documents, browse the web,
access bank accounts, access shared resources, write potentially sensible information. . . ,
without being aware that someone is watching. While the user is performing these
tasks the Keystroke Dynamics module is recording or analyzing the information.
The question of what should be captured becomes then a debate about the possibility
of switching off the capturing module or, on the other hand, only capture those
keystroke timing events on certain applications or environments. In his PhD Thesis,
Marsters proposed a solution where the information gathered was stored in a matrix
structure without an ordered log, improving the privacy of the captured data [90]. This
methodology though, may not always be possible to implement. Should the capture
process be limited only to one application, or only during certain periods of time, or
should this be determined by the user?
When trying to evaluate who the author of a document is, it seems normal to think
that the application used to author the document should be monitored but, what about
the rest of the system? Does the user perform in the same way when typing on an
editor than when surfing the web? Is this relevant to the template? All in all, it seems
obvious that these questions should be answered and studied before implementing a
Keystroke Dynamics monitoring system.
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2.2.4 Authentication, Verification and Identification
As hinted on previous sections, there are important differences between the methods
known as Authentication, Verification and Identification. Each of these methods has a
field of research associated to it, even if these may sometimes overlap.
• Authentication: A template of the typing rhythm of a user is created. Successive
samples are compared to the stored template. This method can be performed using
both fixed text and free text approaches. This line of investigation focuses, as the
name implies, on the job of authenticating users. This process is usually performed
at the beginning of a session and, from then on, the user is considered to be valid
or authenticated [122]. This technique is also known as static authentication, or
dynamic authentication.
• Verification: The technique verifies that the user does not change during the
whole time it is logged on a computer system, or while using the monitored
application. When continuously verifying a user, there may be not a previous
template [24]. This means that, while users are submitting data, the template
is built in real time as soon as they start typing. If an anomalous behavior is
detected (there has been a good deal of research to studying the possibility of
detecting these changes [2, 24]), the system has to act accordingly applying a
policy previously set by an administrator. In general, this method involves only
free text approaches. This technique is also known as continuous verification,
dynamic verification, or reauthentication [122].
• Identification: This third possibility involves having a number of previously built
templates from a number of users. Either free text or fixed could have been used
to build these templates. New samples are compared to the chosen templates
and which user authored the new sample is determined. This technique has been
applied using different methodologies (see [55]): a user could be identified to the
closest template (using distance measurements), or remain unidentified until a
minimum distance threshold is achieved.
2.2.5 Gender recognition
Gender recognition using biometric traits is a field that has also been studied using
Keystroke Dynamics. Even if it has been merely testimonial, some studies have
also tried to determine the gender of users based on this biometric technique [7, 53].
Another study tried to find the gender by analyzing behavioral patterns when surfing
the web [80].
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These studies have used Machine learning techniques as well as statistical methods.
The idea of separating users by their natural typing rhythm renders a two-class problem
that can be, thus, analyzed using a Support Vector Machine (SVM), for example. The
results of these initial studies show promising results with an accuracy around 90%.
The authors of these studies suggest that knowing the gender of users could be of
interest. A typical example could focus on advertising campaigns. Even if the study
of the present research does not focus on gender recognition per se, it is argued that
knowing the age and the gender of users could be useful to building better models.
This is considered part of the contextual features analyzed in this study. Separating
users by age group and gender and analyzing the accuracy of both identification and
authentication is the goal of one of the experiments performed in Chapter 5.
2.3 Biometric evaluation
When it comes to evaluating the effectiveness and accuracy of biometric systems
different measures have been used throughout the literature. The methodological
approach used (fixed text or free text and authentication, verification, or identification)
usually determines the way results are presented.
2.3.1 Accuracy
When dealing with identification schemes, and when a threshold may not be always an
available parameter, the accuracy of the system has been measured using the percentage
of effectiveness. This value is obtained as the proportion of correctly identified elements
compared to the totality of elements.
For example, if m is the number of correctly identified messages from a total of
M messages, the accuracy A of the system would be represented as A = m/M · 100.
The same methodology can be applied to the number of correctly identified users, for
example.
2.3.2 FAR and FRR
In most studies regarding biometrics the False Acceptance Rate (FAR) and False
Rejection Rate (FRR) rates have been used extensively [22]. In particular, when
dealing with authentication these rates tend to be the most used. Below is the formal
definition for each of these terms:
• FAR: Measures the percentage of impostors that are allowed to access the system.
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It would be desirable for this value to be always as low as possible.
FAR =
Number of false matches
Total number of impostor match attempts
• FRR: Measures the percentage of legitimate users that have not been given access
to the system. A lower value is always desired so legitimate users are always
granted access.
FRR =
Number of false rejections
Total number of genuine match attempts
The ideal values, in both cases, would be zero but this situation does not happen
often. In a perfect world, no impostors would be allowed into the system and all
legitimate users would be granted access. It has been observed, though, that reducing
one of the rates, by means of hardening or softening a threshold, tends to increase
the other. The objective then becomes keeping these rates as low as possible (see
Figure 2.2).
The European standard for access-control systems (EN-50133-1) specifies that a
FRR of less than 1%, with a FAR of no more than 0.001% [31] should be achieved to
consider a biometric technique production ready.
According to [22, 135] these rates should not be confused with False Match Rate
(FMR) and False Non-Match Rate (FNMR). FAR and FRR refer to a Biometric
Application and are the more conventional pattern recognition terminology while FMR
and FNMR refer to a Core Biometric Matcher.
It is also common to see the use of other acronyms like Failure to Acquire (FTA),
Failure to Enroll (FTE). The FTA rate is the percentage of the target population
that does not possess a particular biometric. In general this would mean that the
user does not possess the biometric that is needed for enrollment [22]. They may be
missing a finger or an eye, for example. In Keystroke Dynamics, this could refer to the
fact that the user does not possess a particular rhythm when typing on a keyboard.
Non-proficient users like kids, who are not yet used to type on keyboards could be
a good example. The FTE rate, on the other hand, refers to the percentage of the
population that somehow cannot be enrolled because of limitations of the technology
or procedural problems [22].
2.3.3 Equal Error Rate
The Equal Error Rate (EER), also known as Common Error Rate, has also been used
to present the results of biometric studies. It is determined as the value where the
FAR and FRR values are equal. The lower the EER value the better the classification
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method is considered.
An example of EER is depicted in Figure 2.2 (adapted from [46]). The horizontal
dotted line depicts the Equal Error Rate (approximately at 10%). The threshold value
(x axis) determines which samples will be accepted as valid. If the threshold value is
tight there will be almost no False Acceptances but the False Rejection value will be
unacceptably high (something that tends to annoy the users because they are asked
to submit the samples again). On the other hand, if the threshold value is too loose
all valid users will be correctly given access but, at the same time, the FAR will be
unacceptably high. It has been argued that having valid users rejected (even if angry)
is better than having false users accepted [46].
Threshold
Error rate (%)
Loose Tight
0
100
EER
FAR FRR
Figure 2.2: Equal error rate
2.3.4 Receiver Operating Characteristic curves
Yet another method to present the results has had much popularity recently in the field
of Keystroke Dynamics. The use of Receiver Operating Characteristic (ROC) curves
and the associated Area Under the Curve (AUC) value seem to have become sort of
standard when measuring how good a classifier is (see Figure 2.3).
This technique has also been widely used in Data Mining methods and studies.
As in the EER figure, this plot also responds to the variation of the threshold value.
The curve is created by plotting the true positive rate against the false positive rate
at various threshold settings. It would be desirable to have a AUC value as close as
possible to 1.0. The best possible prediction method would yield a point in the upper
left corner or coordinate (0.0, 1.0) of the ROC space, representing no false negatives
and no false positives. The (0.0, 1.0) point is also called a perfect classification.
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Figure 2.3: ROC and AUC example
2.4 Methodology applied to Keystroke Dynamics
At the beginning of this chapter the typical methodology when dealing with biometrics
has already been hinted at. Capture, Extraction, Comparison and Evaluation, and in
this particular order, are the common steps in biometrics. In-depth description of each
of these steps is given below. This time though, the focus is given to how these steps
are carried out when using Keystroke Dynamics:
• Information recollection: The capture process is considered to be, in general, the
first process and an essential one. As the name implies, it consists in collecting
user biometric samples. In the case of Keystroke Dynamics this is referred to the
timing of the keystrokes on the keyboard produced by the user. It is also known
as the data acquisition step.
• Extraction of relevant data and training: Once the data has been obtained it
is time to choose which features will be used. This can range from using only
keystroke timing features to all kinds of combinations to try to be as accurate as
possible. This decision may have a serious impact on performance and training
time when dealing with Machine learning techniques. In the end, the number
of features can be excessive and some of these may only provide little added
information. Some studies have focused on applying a Principal Components
Analysis (PCA) to choose the most relevant features [134]. During the training
phase, the models built from these samples and features will be stored in a form
of persistent layer for later use.
• Classification: When it comes to comparing samples with the ones stored in the
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previously built template, different techniques can be applied. These may range
from simple Statistical methods to Distance measurements, Machine learning
techniques or any other form of classifying elements.
• Evaluation: In this step, an action should take place based on the classification
result from the previous step. If a login process is being performed, then the
action could be to grant access or not. On the other hand, when dealing with
verification or identification, an action regarding the validity of the user or the
sample should take place. For instance, if there have been a number of invalid
classifications, users could be forced to log out, or asked for a confirmation of
their identity.
Begin training Begin verifying
Data
acquisition
Data
acquisition
Extract
features
Extract
features
Clean data Clean data
Create
template
Decision
Samples
valid
Samples
not valid Action
DatabaseStore in DB
Read template no
yes
Update template
Figure 2.4: Typical biometric methodology
Figure 2.4 depicts the described steps. Two main phases or itineraries are shown:
• Training: This first phase, in the majority of cases (some methods may try to
verify a user without a previous template), consists in training the classifier or
building a statistical template of the gathered samples. In this step, samples are
collected, cleaned (normalized and/or treated for outliers) and a template for
the user is created and stored in some sort of persistent layer.
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• Verification: This second phase verifies new collected samples against the previ-
ously stored model. The new samples are usually treated in the same way. The
same features are extracted and these are also cleaned before being compared to
the template.
As can also be seen in the figure there is an optional step (labeled as Update
template) that deals with the adaptability and retraining of a user’s template. What
happens if a user has suffered an injury and cannot write like the day the template was
created? Or what if the user is in a different mood [45]? This step tries to solve, or
mitigate, this problem. Some studies have focused mainly in this area [10, 48, 75, 81,
110]. Retraining or adapting a user profile consists in incorporating the latest verified
samples into the model to make sure that successive samples (if these have perceptibly
varied over time from the initial model) will also be accepted as valid for the current
user. There are basically two methods of doing so [3, 48]:
• Using the growing window method, the number of patterns is not fixed and it
increases when new samples from the user are verified. As soon as the number of
samples grows it may cause performance problems.
• Using the sliding window method, old patterns are discarded when new ones
are incorporated into the model to adapt to the new or adapted rhythm of a
particular user.
2.5 Classification techniques
Over the years there have been several different approaches on how to classify the
rhythm a user has when typing on a keyboard. These include, among many others,
Statistical, Distance measurements or Machine learning techniques. Some of these
methods, mainly in the Machine learning area can have a feasibility problem in a way
that they may need a lot of time and computer resources to be trained when models
are big, something that it may not be always available in certain environments.
When following the steps described in the previous section, many researchers have
worked in highly controlled environments. This means that all users used the same
equipment and typed the same short or long text again and again. This may seem
pretty far from reality but having these controlled environments allowed the researchers
to determine what were the true factors that determine the results leaving out other
factors that could bias them. Some studies, on the contrary, have focused on applying
already well-known techniques to free text and real-life situations [71]. Having, again,
a perfectly real and uncontrolled environment has been one of the main goals, and also
one of the strengths, of the research presented in this document.
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2.5.1 Statistical
The first written articles on the matter of Keystroke Dynamics used statistical meth-
ods [21, 47, 73, 83, 131]. The use of the mean, the median and the standard deviation
was enough to provide excellent results (see Table 2.3). To date, these techniques are
still widely discussed, improved and implemented. The present study focuses mainly
on using these methods and statistical measurements.
Related to statistics is also the use of probabilities to classify keystrokes. The use
of t-tests [8] or chi-squared [99] methods have also been explored. Clustering methods,
like k-means and fuzzy c-means, have also been used with promising results [64, 89,
104, 130]. These, of course, are not the only techniques that have been used in the field
of statistics. Many other approaches, to many to list them here, have been attempted
with different results. Some of the studies centered on providing a survey on Keystroke
Dynamics show more examples of the use of these other techniques [4, 122].
2.5.2 Distance measurements
Especially when dealing with free text, the use of distance measurements tends to be
the preferred technique (see Table 2.2). This does not mean that these techniques have
not also been used in static authentication studies, on the contrary. It seems, though,
that nowadays when fewer samples are available and these are known, meaning that
these do not come from a free text environment, researchers tend to favor Machine
learning techniques.
Distance measurements determine how far a sample is from a previously stored
one. Once a new sample is to be verified against the model, a vector is built and the
distance between the two is calculated. The distance between a stored sample and
a new one from the same user should be close to zero or below a given threshold. If
compared to other models then the value should be the minimum to determine if the
sample is valid.
The study presented in this document uses distance measurements to determine
how far a given sample is from a previously built model.
Common distance measurements
Some common distance measurements that have been proved to be highly efficient in
the literature are described below. In all these examples ~X and ~Y are sample vectors
in the form of ~X = (x1, x2, x3) and ~Y = (y1, y2, y3):
• Euclidean: DE( ~X, ~Y ) =
√∑n
i=1 (Xi − Yi)2
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• Manhattan or city block: DM( ~X, ~Y ) =
∑n
i=1 |Xi − Yi|
• Canberra: DC( ~X, ~Y ) =
∑n
i=1
|Xi−Yi|
|Xi|+|Yi|
• Chebyshev: DCH( ~X, ~Y ) = maxni=1|Xi − Yi|
Relative and Absolute distances
Figure 2.5 shows an example of a Relative distance measurement (or R measure).
This technique was used in an excellent paper by Gunetti and Picardi [55], even if its
first appearance was in a paper by Bergadano et al. [18]. This method has had much
popularity in the literature, especially when dealing with free text. The example has
been adapted from the cited publication.
al 123
be 145
er 172
rt 183
lb 199
be 143
lb 149
al 169
er 199
rt 212
Template (T ) Sample (S)
d=1
d=1
d=2
d=3
d=1
Figure 2.5: Example of a Relative distance measurement
To obtain the R measure, a series of n-graphs from a stored template and from
a newly collected sample are used. These samples are sorted from high to low using
the value in milliseconds (ms) of the Press–Press interval. The distance between two
samples is then obtained measuring the relative positions between equal elements. It is
worth noting that the specific values in ms of each keystroke are not relevant, only the
relative position of each keystroke. In this example, the R distance would be:
R2(S, T ) = 1 + 2 + 3 + 1 + 1 = 8
When using this technique to identify users comparing the origin sample to many
templates, the user with the lowest R value would be determined as the owner of the
sample. The Relative distance presents a problem, though, as described in the paper by
Gunetti and Picardi. In the case, for example, where the typing speed of each n-graph
in a sample is exactly twice the typing speed of the same n-graph in a template sample,
the Relative distance would be zero. This means that the Relative distance fails to
discriminate between the typing samples of two users that have very similar typing
rhythms, even if one of them is much faster than the other [55].
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The Absolute distance (or A measure) is a similar measurement but it focuses on
similar n-graphs instead. The Absolute distance only considers the absolute value of
the typing speed of each pair of identical n-graphs in the two samples under comparison.
Two n-graphs are similar if 1 < max(d1, d2)/min(d1, d2) ≤ t. In this formula, t is
a value that the researchers determined empirically and set at 1.25, but it could be
adapted to any value to get finer results. The Absolute distance for n-graphs is then
defined as:
Atn(S1, S2) = 1−
number of similar n-graphs between S1 and S2
total number of n-graphs shared by S1 and S2
Using the previous example used to show how Relative distances worked, in this
case the visual representation would be as depicted in Figure 2.6.
123
145
172
183
199
al
be*
er*
rt*
lb
169
143
199
212
149
Template (T ) Sample (S)
Figure 2.6: Example of an Absolute distance measurement
For each of the pair values from each n-graph and for t = 1.25, similar graphs would
be determined by: 169/123 = 1.37, 145/143 = 1.01, 199/172 = 1.15, 212/183 = 1.15,
199/149 = 1.33. The values below t = 1.25 are considered similar graphs (in Figure 2.6
these are marked with an asterisk), thus:
A1.252 (S, T ) = 1−
3
5
= 0.4
Further possibilities that included fusion or the combination of different n-graphs in
the same measure were proposed in [55]. In their results, the use of such combinations
gave even better results. The formula to obtain such combinations is pretty straightfor-
ward, and for each of the measurements it would be determined like this (n, m and p
would be different graph lengths and N , M , and P would be the number of shared
graphs for each of these lengths):
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Rn,m,p(S1, S2) = Rn(S1, S2) + Rm(S1, S2) · M
N
+ Rp(S1, S2) · P
N
Atn,m(S1, S2) = A
t
n(S1, S2) + A
t
m(S1, S2) ·
M
N
Finally, these measurements could be combined by simply adding them, as the
original paper suggested: R2,3 + A2.
Other distance measurements
Other distance measurements are also available (see below for some additional examples),
and even the ones presented in this document can be further modified to include other
values like, for instance, the standard deviation. This is the case, for instance, of the
Scaled Manhattan distance. Another of the goals of the present research has been to
find a good distance measurement to help identify the users and evaluate if there are
significant differences when choosing one measurement over another.
• Czekanowski: DCZ( ~X, ~Y ) =
∑n
i=1|Xi−Yi|∑n
i=1(Xi+Yi)
• Gower: DG( ~X, ~Y ) = 1n
∑n
i=1 |Xi − Yi|
• Intersection: DI( ~X, ~Y ) = 12
∑n
i=1 |Xi − Yi|
• Kulczynski: DCK( ~X, ~Y ) =
∑n
i=1|Xi−Yi|∑n
i=1min(Xi,Yi)
• Kulczynskis: DCKS( ~X, ~Y ) =
∑n
i=1min(Xi,Yi)∑n
i=1|Xi−Yi|
• Lorentzian: DL( ~X, ~Y ) =
∑n
i=1 ln (1 + |Xi − Yi|)
• Minkowski: DMK( ~X, ~Y ) = p
√∑n
i=1 (Xi − Yi)p
• Scaled Manhattan: DSM( ~X, ~Y ) =
∑n
i=1
|Xi−Yi|
αi
• Mahalanobis: DM( ~X, ~Y ) =
√∑n
i=1
(Xi−Yi)2
αi
These, and some additional ones, were evaluated in a study that used fixed text,
and both an authentication and an identification scheme to compare up to nineteen
different distance measurements [112]. To this date, no study has tried all this distance
measurements on free text environments. This could be considered as future work.
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2.5.3 Machine learning
Machine learning techniques have also been the focus of many studies in the Keystroke
Dynamics area but mostly when using the fixed text methodology. A recent study that
did a survey upon the research carried out using a free text methodology showed little
use of the techniques described in this section [4].
Neural Networks and Support Vector Machines have achieved great results but tend
to be more difficult to implement, maintain and, most of important of all, train than
statistical methods. Other approaches that have been studied, among many others,
include Decision Trees [8, 58, 139], Fuzzy Logic methods [39, 64], Genetic algorithms
and Particle Swarm Optimization [76, 138] or Ant Colony Optimization [77].
Almost all these techniques require training before they can be used. A Machine
learning algorithm can be trained using what is known as Supervised training or, on the
other hand, it can learn as new samples are available using the Unsupervised learning
alternative [19].
• Supervised learning: This method implies that there are a number of samples
from which the outcome of the algorithm is known. These training samples are
known as labeled data and for any input given to the system, the expected output
is also known. The system learns from these samples and adapts its behavior to
be consequent with the inputs and the expected results. When a new unknown
sample is to be evaluated it uses what it has previously learned to give an answer.
In general, the larger number of samples that are used to train a classifier the
better it can later perform. Common examples of supervised learning algorithms
are: Neural networks, Support Vector Machines, Decision Trees or the k-nearest
neighbor algorithm.
• Unsupervised learning: This method, on the contrary, does not know any valid
samples from which to learn, all data is unlabeled. It learns from the samples
as they are feed to the algorithm. An example of unsupervised learning can be
the Bayesian classifiers. The outcome can be ambiguous if the initial samples are
misleading. Clustering algorithms can be another good example of unsupervised
learning.
No further description of Machine learning methods is given due to the fact that
in the free text methodology these are seldom used and, in the particular research
performed in this study, only Decision Trees were briefly evaluated and soon discarded
due to the poor performance in the given scenario.
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2.6 Other techniques
The two following techniques are not exclusively related to Keystroke Dynamics, or
even biometrics, but have also been used extensively in many studies in this area.
2.6.1 Fusion
When using fusion, as previously discussed in Section 2.1.4, the results of different
methods can be combined to achieve a better overall result. For instance, if a sample
is evaluated against a trained Neural Network and also against a trained SVM, the
results of these classifications could be combined to determine a new value to accept or
reject the new sample, for example, by using a voting method. There are many other
different possibilities, though. Some of these have been studied in relation to Keystroke
Dynamics in [123, 124, 126].
Below are some examples of such fusion techniques:
• Sum rule: Sf = s1+s22
• Weighted sum rule: Sf = w1s1 + w2s2
• Product rule: Sf = s1·s22
• Max (or min) rule: Sf = max (s1, s2) | Sf = min (s1, s2)
• OR Voting rule: valid =
0 S1 < thr, S2 < thr1 otherwise
• AND Voting rule: valid =
1 S1 > thr, S2 > thr0 otherwise
The main idea when using fusion methods is that the combination of results obtained
using different methods can improve the overall classification by favoring the best results
of each classifier. A classifier could outperform the others when evaluating certain
features but be a poor one in other situations. The combination tries to make them all
better as a whole.
2.6.2 Weighting features
Assigning weights to different features is also something quite normal across the
literature [12, 69]. A weight can be applied in different stages across the biometric
evaluation. Different features from the way users type may have different importance
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when it comes to evaluating if new samples belong to these users. Which features have
more importance is something that can be determined empirically or throughout a, for
example, leave-one-out procedure. Others may apply weighting techniques to fusion
techniques as it has been previously shown in the Weighted sum rule [52, 127].
An example of weighted features may help understand how it is normally used.
When evaluating a vector of features, these may contain information about digraphs and
trigraphs. A researcher could choose to give more importance to digraphs because these
appear with greater frequency. This could be expressed like: R = w1·di+w2·tri;w1 > w2.
Again, from these digraphs, maybe those that contain two consonants could be even
given more importance. The same could happen with words: if a user types a given
word more frequently then it could be given more weight.
In this research, one of the methods studied to determine the rightful owner of a
session uses weights to give more importance to the distances that are closer to zero.
Another example where this methodology has been used in the present work is studying
if the frequency of words is a valid feature, giving higher weights to those words users
type more often.
2.7 Bibliography analysis
For the present study, close to 300 references focused on Keystroke Dynamics have been
analyzed. Other material related to Biometrics, Machine learning theory, Classification
methods, Implementations. . . has also been consulted and referenced in Appendix G.
This section focuses on publications that deal with Keystroke Dynamics directly.
Figure 2.7 shows relevant information about the distribution of these publications over
the years.
It is interesting to see that the majority of studies work with the fixed text method-
ology. A lot of effort has been put into having reliable methods to authenticate or
identify users using short pieces or bursts of information. The right-hand side of
Figure 2.7 shows that free text studies had their moment during the second half of
the first decades of the two thousands but these were always a minority. Nowadays
both kinds of studies seem to be a bit in decline. Keystroke Dynamics had most of its
research performed from the nineties onward with a peak from 2000 to 2010. Every
year, though, a good number of publications on the matter at hand are still published.
The number of publications that focus on mobile devices has seen an increasing
interest since the year 2000. If studies on the matter of Keystroke Dynamics are
still relevant it is mostly due to the interest on hand-held devices, how user interact
with them, and the possibility of using multimodal approaches using the sensors on-
board [54]. On the other hand, it seems that free text studies based on mobile devices
32
Chapter 2. State of the Art PhD Thesis – Aleix Dorca Josa
Fixed Text Free Text
1980 1990 2000 2010 1980 1990 2000 2010
0
5
10
15
20
25
Year
P
u
b
li
ca
ti
on
s
co
u
n
t
Environment
Desktop
Mobile
Figure 2.7: Publications distribution
are still a minority of the minority. Taking into account that the use of social networks
on mobile devices is ubiquitous, and that many users use their devices to write messages
to communicate with each other with popular applications like Whatsapp5, Telegram6,
or Signal7, among others, it is strange that there are no studies that deal with the
possibility of assessing the user typing these messages, that can be clearly classified as
free text, using Keystroke Dynamics.
As per the number of citations, Figure 2.8 shows that, as expected, older relevant
publications have the highest number of citations. There are both, free text and fixed
text centered publications, that have presented very relevant and interesting results.
It can also be seen that as soon as the date is closer to the publication of this PhD
Thesis, the number of citations per publications lowers8. The most cited work from the
free text methodology is Keystroke dynamics as a biometric for authentication by F.
Monrose and A. Rubin [95]. The most cited work that uses the fixed text methodology
is Password hardening based on keystroke dynamics by F. Monrose, M. K. Reiter & S.
Wetzel [93].
In terms of the most popular journals, or congresses where articles, papers and
5Whatsapp: https://www.whatsapp.com. Last accessed: September 30, 2017
6Telegram: https://telegram.org. Last accessed: September 30, 2017
7Signal: https://signal.org. Last accessed: September 30, 2017
8The number of citations shown in the figure was obtained from the Google Scholar database.
These values were obtained on January 2017, they may have changed since.
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other contributions have been published, these are the most relevant: Computers &
Security (Elsevier - ISSN: 0167-4048), Transactions on Systems, Man and Cybernetics
(IEEE), International Journal of Man-Machine Studies (Elsevier - ISSN: 1071-5819),
International Journal of Information Security (Springer - ISSN: 1615-5262), or Advances
in Biometrics (Springer), to name a few. As per congresses these are common: Interna-
tional Joint Conference on Biometrics (IJCB), Biometrics: Theory, Applications and
Systems (BTAS), Computer Vision and Pattern Recognition (CVPR), International
Joint Conference on Neural Networks (IJCNN), or Systems Science & Engineering,
Human-Machine Systems, Cybernetics (SMC), among others.
2.8 Relevant results from previous research
The field of Keystroke Dynamics had a period between 2000 and 2010 when studies
were popular and numerous. Since then, even if the number of studies has decreased,
a good number of articles and conference papers are still published every year. This
section focuses on relevant results that have been published since the inception of
Keystroke Dynamics back in the early eighties. These results have been organized
in Tables 2.2 and 2.3, for free text and fixed text studies respectively (see pages 47
and 48). In these tables results are sorted alphabetically by author. In this section,
though, results are presented chronologically.
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2.8.1 Free text studies
There have been a good number of studies on the field of free text, if again, these are a
minority when compared to the fixed text alternative. This section focuses on some of
the relevant studies centered on free text. Even if these studies came after fixed text
had already been studied, these are shown first because free text is the main focus of
the proposed research in this document.
In 1997, Monrose & Rubin [94] performed the first study that combined both free
text and fixed text. When using free text the results were not encouraging. Only a 23%
accuracy was achieved. For their experiments, a group of 31 users was evaluated. On
the other hand, when they performed similar tests using fixed text, the accuracy went
up to 90%. These accuracy results should not be generalized, though, as other studies
proved later on. The difference in accuracy between fixed text and free text has not
been that radical. In their study, different methods were evaluated. The main feature
used was dwell times and the distance measurement used was the Euclidean distance.
Later, in 1999, Gunetti & Ruffo [58], using digraphs and Decision trees (a C4.5
to be more specific), studied the possible application of Keystroke Dynamics when
analyzing commands executed on a system to detect intrusion. Over a period of three
months, 10 users submitted samples. Overall, different users got different accuracy
results. The best obtained results were of 90% accuracy. The researchers reported
these results still inadequate for a fielded intrusion detection system. It can be seen
that, despite the differences in setting parameters compared to the previous study, the
increment in accuracy is more than obvious.
Dowland, Singh, & Furnell, in 2001, presented a preliminary investigation of user
authentication using continuous Keystroke Analysis [42]. In their study, they had a
sample size of only 4 subjects, even if 10 were profiled. They used filtered (per count
of digraphs) and unfiltered digraphs (with latency between 40 and 750ms) collected
over a period of weeks (they did not specify how many). Using weighted statistical
measurements and Data mining techniques, as well as other classification algorithms
that included Neural Networks, Nearest Neighbor classification and Decision trees, the
accuracy results were close to 50%.
In 2005, a key study carried out by Gunetti & Picardi was published [55]. In their
study they focused on free text Keystroke Dynamics techniques to identify, authenticate
and verify users using a computer system. Many users submitted samples, both real
users whose samples were used to build the templates (40 users providing 15 samples
each), as well as users that submitted impostor samples (165 users providing one
sample each). Their study was focused on Relative and Absolute distances. Their
results were very good: when authenticating users these went up to a 0.005% FAR and
5% FRR; when identifying users their results were higher than 99% accuracy. These
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are impressive when compared to previous research. It has to be taken into account
that much more samples from many more users were available, something that helped
detecting better features and a performing a better analysis.
Filho & Freire performed an interesting study in 2006. They evaluated both fixed
and free text methodologies. The free text alternative used a simplified Markov chain
model. 15 users, that had submitted a total of 150 samples were evaluated. Again, as
with most studies to date, only digraphs were evaluated. They proposed a technique
based on the equalization of Keystroke Dynamics timing histograms. When applying
this technique, they obtained an EER of 12.7%, compared to the 41.6% value when no
equalization was performed.
That same year Villani et al. proposed a study based on the Euclidean distance and
a Nearest Neighbor classification algorithm [133]. 118 users submitted a total of 2.360
samples. What is most interesting about this study is that they compared different
settings in both real environments and under supervised conditions. At the same
time, different computer models (desktop and laptop) were compared and evaluated.
Different situations provided wild different results. These ranged from 44.2% to 99.6%.
The best were achieved when laptops were used to train and test the model.
The following year, Janakiraman & Sim published a paper based on the Bhat-
tacharyya distance [71]. In their study, they had information collected from 22 users.
Their focus was set to generalize the use of Keystroke Dynamics from fixed text authen-
tications schemes in free text. They presented a measure of goodness to determine how
good a word was based on its Universality, Accuracy, and Expectancy. After finding
which were the best words in a particular language, they identified a person based on a
common list of fixed strings derived from analyzing user keystroke logs. The proposed
methodology is of interest when compared to what is proposed in this research, specially
when dealing with behavioral features. Sim & Janakiraman, also in 2007, were also the
authors of an interesting study that suggested that digraphs, when used in free text
environments, may not be the best structure to organize typing samples [117]. They
suggested the possibility of improving the results by using specific wordgraphs. Much
of what is presented in this study is inspired by the idea they proposed.
In 2008, different studies centered on the free text technique were published. One of
these was the one published by Ahmed, Traore, & Ahmed [1]. Much like what Gunetti
and Ruffo had attempted previously, their study was focused on forensics. After an
attack had been perpetrated, analyzing the Keystroke Dynamics information could be
enough to determine the author of the attack. Digraphs and a Neural Network were
used to test the samples from 22 users from 13 to 48 years, collected over a period of 9
weeks. This may be one of the few studies that features such young users. The results
were a FAR of 0.0152% and a FRR of 4.82%.
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That same year, Buch et al. used different features that included digraph latency,
and duration and percentage of special characters [27]. They collected 650 samples
from 36 users. Their methodology was based in the work of the previous commented
article by Villani et al. [133]. They proposed a new and better method using the
Euclidean distance to improve accuracy, which peaked at 100% accuracy in a particular
case. The worst case was much better, in any case, than what Villani et al. had found.
Also in 2008, Hempstalk, Frank, & Witten proposed the use of a one-class classifier
method based on a density estimator with a class probability estimator. They used
a bagged unpruned C4.5 Decision tree with Laplace smoothing as the probability
estimator [60]. At the same time, they also evaluated the possibility of using SVM
if only for the sake of completeness. For their test, they used 150 samples from 10
different users. Their AUC results ranged from 0.540 to 0.941. From the different
one-class methods they evaluated none performed always better than the others.
Hu, Gingrich, & Sentosa, used n-graphs in a study that also used the Relative and
Absolute distances previously presented in the article by Gunetti & Picardi [55] to
compare it to a Nearest Neighbor algorithm to classify users [62]. 36 users submitted
36.554 samples. One of the conclusions of their article was that they had proposed an
alternative method that solved the scalability problems the Gunetti & Picardi method
had while achieving the same good performance in terms of FAR and FRR. This was
the first attempt to try to improve the methods proposed by Gunetti and Picardi.
In 2009, Bours & Barghouthi published a paper based on a distance measurement
adapted to use penalty and reward functions [25]. They tested both static authentication
and continuous authentication. This penalty and reward function kept track of the
behavior of the user over time and decided on locking out a user or not when a C
value went below a minimum threshold. 25 users were evaluated in a real environment.
Their results showed that between 79 and 348 strokes were necessary to block intruders.
They reported that this showed that an intruder would be locked out fairly quickly.
That same year, Samura & Nishimura also presented a free text study based on a
weighted euclidean distance [114]. Their user base was of 112. The study is interesting
because, for the first time, it is based on Japanese writing, something that defers much
from the traditional alphabet used previously. What they found, after separating the
users into three groups based on their typing speed, is that better trained users were
easier to classify or identify, with an up to 100% accuracy in some particular cases.
Messerman, Mustafic, Camtepe, & Albayrak, in 2011, published a paper focused
on identifying users using free text and real-time environments [92]. 55 different user
submitted samples. The researchers used a model based on n-graphs of increasing
length. The distance measurement they proposed was a measure of the similarity
between the users’ expected behavior BE and the determined behavior BD. It could be
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argued that their model was close to what is presented in this study, even if contextual
information was never used. Also, they used the idea of an increasing number of vector
of graphs, that could be similar to the idea of the Forest of trees that is discussed in
Chapter 4. Their results were good, with a FAR of 2.02% and FRR of FRR of 1.84%.
That same year, Stewart et al. published a paper using a k-nearest neighbor
classifier. Data was collected from 40 students from the business school of a four-year
liberal arts college. 30 were used for the study. Using their proposed model, they got
an EER value of 0.5%.
Also in 2011, Rahman, Balagani, & Phoha performed a study based on the degree
of disorder of the collected samples [106]. What is most interesting about this paper is
that the proposed attack on Keystroke Dynamics challenges the zero-effort methodology
that had been used previously. The success rate of forgery attempts created using
snooped information (stolen keystroke timing information) had was alarming. Their
results showed a 87.75% intrusion success rate.
Bours, in 2012, published a very good study on continuous Keystroke Dynamics [24].
The proposed system would continuously monitor the typing behavior of a user and
determine if the current user was still the genuine one or not. This publication
shares much similarity with a previous commented study of the same author [25]. A
similar system of reward and penalties is used in this study. In this case, the distance
measurement used was the Scaled Manhattan distance. The average number of keys
that an attacker could type against a genuine template is 182 before being detected.
Also in 2012, Chantan, Sinthupinyo, & Rungkasiri used a Bayes Network classifier
and fuzzy logic [32]. Their model was based on Keystroke Dynamics, Location, and
IP address used by the users to connect to the internet. Unfortunately, not much
information is available on the dataset they used. It is commented that the data in
the training and testing sets was generated using a bootstrap method. The results
reported show perfect classification in some cases.
Alsultan & Warwick performed a study on free text in 2013 in which they incor-
porated the concept of keyboard partitioning that had already been attempted in
fixed text scenarios [5]. They used the Euclidean distance to obtain distances of key
pairs based on their position on the keyboard. Something interesting that is relevant
to the present research is that they found that flight times were more relevant than
dwell times, something that is also evaluated in the present study. The best results
were obtained when using the features Press–Press (PP ) + Release–Press (RP ) +
Release–Release (RR) with a 21% FAR and a 17% FRR.
One of the most interesting articles was published by Brizan et al. [26]. In their
study, they tried to identify the gender of the studied users with an 82.2% accuracy
when samples were at least 50 words long. They used many features that could be
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compared to the contextual ones that are studied in this research.
Ceker & Upadhyaya researched the use of Gaussian Mixture Models with 30 users
that had entered a minimum number of characters [30]. Their results showed an
accuracy up to 93.8% when using a Gaussian Mixture Model. These two previous
publications show some conclusions that are also of interest in the present study.
Another article on free text was published in 2015 by Matsubara, Samura, &
Nishimura [91]. Their study focused on finding if different keyboards had an effect
on identifying users. Their results determined that if users are proficient, there is
no relevant effect on changing keyboards. Otherwise, users should specify which
machines they are using so templates generated from other computers can be generated
accordingly.
A great article was published by Kang & Cho in 2015 [74]. Their study focused on
free text authentication and the results showed that it worked way better with PC vs.
other Soft devices. Excellent EER values were obtained when many samples were used.
Also, close to the methodology that will be proposed in this study, is the work of
Morales, Fiérrez Vera-Rodriguez, & Ortega-Garcia [97]. They studied 64 students and
using different distance measurements, digraphs and trigraphs obtained an accuracy
over 90% when identifying users in online learning environments. They did not use
contextual information, though.
Alsultan, Warwick & Wei, for the first time, tried to authenticate users using the
Arabic language [6]. Their results, using Decision Trees and Support Vector Machines
as classifiers, were promising. What was most interesting was their comparison between
English-Arabic results. These were better when the user was familiar with the language,
Arabic in this case.
In 2016 and 2017, two studies by the author and supervisors of this document were
presented at different congresses [40, 41]. These showed the initial results of applying
the contextual information methods proposed in this document. The results were
still far from optimal but showed promising results. The proposed methodologies are
studied in depth in the present document and results have been improved substantially.
2.8.2 Fixed text studies
Fixed text is the methodology with the largest number of studies, when compared to
free text, in the field of Keystroke Dynamics. Many of the articles commented below
have been already cited throughout this chapter. This section focuses on the relevant
studies in this particular field, again, sorted chronologically. Since the present study
does not focus on fixed text, for the sake of completeness, a rather small selection
is commented in this section. The Bibliography and the Appendix G list all the
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publications that have been accessed during the elaboration of this document.
Fixed test was the methodology that was first studied. In 1980, Gaines, Lisowski,
Press & Saphiro, published an interesting study focused on authenticating users using
their typing rhythm [47]. Their results were called preliminary even if these were
rather good. They had access to the Keystroke Dynamics information of 7 users.
After applying a statistical methodology based on probability distributions on the
most common digraphs in paragraphs they got very promising and encouraging results.
Alsultan & Warwick, in [4], reported on a value of 95% EER.
The following years, interesting studies related to typing were published. In 1985,
Umphress & Williams published a study on the possibility of verifying the identity
of a user through keyboard characteristics [131]. 17 subjects submitted samples that
were grouped into digraphs. An statistical approach based on scoring was used. Their
results showed a 6% FAR and a 12% FRR.
In 1990, Bleha, Slivinsky & Hussein published a paper on authentication using a
Bayesian classifier. They tried different texts to be used as passwords, some of which
included short phrases [21]. They used data from 10 subjects for authentication and 26
for verification purposes. In the first case, they got an error of 1.2% (which is roughly
an accuracy of 98.8%) and in the case of verification, the error was of 8.1% FRR and
2.8% FAR. This work is a continuation of what Bleha had already worked on in his
PhD Thesis [20].
Also in 1990, Joyce & Gupta did a study on 33 subjects focused on a statistical
methodology [73]. Using the mean and the standard deviation, and after applying
an outlier cleaning process, they got results of 0.25% FAR and 16.36% FRR among
different experiments.
In the period between 1993 and 1997, Obaidat, Macchiarolo & Sadoun, published
a series of papers centered on the use of neural networks as the main classifier of
samples [101, 102]. In their conclusions, they stated that this Machine learning method
(they tried both supervised and unsupervised alternatives) performed better that
previous statistical methodologies. In the article published in 1997 they got to a 0%
EER when testing samples from 15 subjects.
In 2003, Yu & Cho also used Machine learning algorithms to classify samples [137].
The basis of their experiments was the use of SVM. They also used Neural Networks
and, at the same time, the use of fusion was also evaluated. When testing samples
from 21 users they got to a 0% FAR, and a 0.814% FRR in particular cases, but it is
interesting to see that their method called FS-Ensemble (the one that used fusion) was
the one that performed best.
Another approach was performed by Nonaka & Kurihara. They used special
keyboards that allowed for the pressure information of each keypress to be recorded [100].
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They used a Time Frequency Analysis approach on a few participants but, unfortunately,
no numerical results were provided. It is interesting to note that the use of such
keyboards could help in authentications processes as was later tested, in 2005, by Loy,
Lai & Lim [86]. In this second case, the use of pressure capable keyboards improved
the results up to 70%.
Also in 2005, Sheng, Phoha & Rovnyak, used Machine learning techniques to classify
samples [115]. They used a Parallel Decision Tree combined with Wavelet analysis.
They argued that the proposed technique needed less computer resources than the
Neural network alternative. The data came from 43 students that typed a sequence of
37 characters 9 times. To have even more data, a Monte Carlo method was used. The
results proved to be promising, with a 9.62% FRR and a 0.88% FAR.
In 2007, Kang, Hwang & Cho, evaluated the possibility of adapting the models
over time [75]. They tested different methods, already commented in this chapter: the
moving window and the growing window methodologies. Using the information of 21
subjects, dwell times and flight times, and a K-Means algorithm to classify the samples,
they concluded that retraining a model always performed better, no matter the scheme
chosen, than without retraining the model. Their best result was 3.8% EER, a 1%
lower than when using a fixed window alternative.
The research group formed by Giot, El-Abed & Rosenberger have published a good
number of interesting papers over the years in the field of Keystroke Dynamics. In 2009,
they proposed the GREYC public keystroke database, focused on having a common
set of short inputs of data (i.e. passwords) were Keystroke Dynamics methods could
be tested, and thus, results could be comparable [49]. At the same time, they tested
different Statistical and Machine learning methods on the proposed dataset (using
information from 100 subjects) and found that, again, SVM performed rather well
(6.9% EER). They also proved that EER performance is dependent on the database
size, and especially on the number of users.
In 2011, Li et al. also used SVM, Gaussian Models and k-Nearest Neighbor methods
on data from 117 subjects [85]. What is interesting is that, as Giot et al. had previously
done, they also proposed a public keystroke dataset to be used in Keystroke Dynamics
studies. Their results showed that the best method was the SVM alternative with an
11.83% EER. Again, it was proved that different environments could provide significant
different results, with ranges of up to a 10%.
As Rahman, Balagani & Phoha had done using free text [106], Tey, Gupta & Gao
also performed a rather complex imitation attack on Keystroke Dynamics authentication
schemes [129]. Their article combined different distances (Euclidean and Manhattan)
and used different approaches to imitate a user typing rhythm. They used a group of
84 participants playing the role of attackers. Two passwords of different difficulty were
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also used. In optimal conditions, a 0.99 FAR value was achieved for both passwords
and the 14 best attackers. Due to this fact, they concluded that keystroke biometrics
based authentication systems were unusable.
In 2014, Antal, Szabó & László tested the possibility of using Keystroke Dynamics
in mobile platforms [8]. They used information from up to 42 users. They were asked
to type the famous password .tie5Roanl 30 times. They extracted up to 71 features
from the collected data, not only using keystroke information, but also other features
related to touch and pressure. Using different classification methodologies provided by
the WEKA software platform, they obtained a 93.04% accuracy when using Random
forests. One of the interesting conclusions of their study is that considering the features
related to pressure improved the results significantly.
Also in the mobile device field, the following year, Lee & Lee evaluated the possibility
of verifying users using not only Keystroke Dynamics, but also a wide range of available
sensors on the device [82]. These included the accelerometer, the orientation, and the
magnetometer. Their classification method was based on SVM. An accuracy of 90.23%
was achieved and they determined that the orientation sensor was not as important as
the other two sensors.
A new idea when collecting samples with results over 90% accuracy was tried by
Venugopalan, Juefei-Xu, Cowley & Savvides [132]. The use of an electromyograph scan
to capture the movement of the muscles showed potential even if it increases drastically
the complexity of collecting samples.
In recent years there has been an increasing number of surveys related to Keystroke
Dynamics and Mobile Devices [28, 82, 108, 113, 125, 128]. There seems to be an
ever-growing interest in studying user behavior when using tablets and smartphones.
2.9 Keystroke Dynamics applications
The applications of Keystroke Dynamics are many. Most of the applications commented
below have already appeared previously in this document. This section is provided as
a summary of the most common applications where the use of Keystroke Dynamics
can be relevant.
• Authentication: Using Keystroke Dynamics users can be authenticated. The
combination of a login, a password and the biometric signature provides a means
of accessing protected resources.
• Verification: Keystroke Dynamics allows the possibility of continuously verifying
a user using a computer system by constantly checking their way of typing against
a template.
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• Identification: Even if there has not been a proper previous authentication a
user could still be identified by doing a one-to-many check against a database of
templates.
• User change control: By constantly monitoring the input of a user it can be
determined at which moment the user has been supplanted by another [2, 24].
• Exam control: Keystroke Dynamics could be used to detect abrupt changes on
the template of a user and conclude that another user is taking the exam. Apart
from [2], another article that comments on the use of Keystroke Dynamics to
control remote users when doing exams is found in [121].
• Password hardening: Protecting access to highly sensible resources can be achieved
by adding a Keystroke Dynamics signature to the password. Examples where
this has been studied and applied can be found in [16, 93, 109].
• Authoring: When users submit information that has been controlled using a
Keystroke Dynamics technique, it is possible to determine who wrote the entry
by doing an identification check on the data. This provides a means of detecting
fraud, for example, when contributions are sent to an e-learning environment.
At the same time, when a report has been authored by more than one person,
using the same technique it could be determined which part was written by each
student.
• Emotion detection: Some studies have proven that, using Keystroke Dynamics,
it is possible to detect some emotions [45, 79].
• Attacks: Keystroke analysis can lead to sophisticated timing attacks. By listening
to a user typing, either via a network sniffer or using a key-logger, it is possible to
learn how the user types or, even identify what users are typing over encrypted
channels [105, 107, 119, 129].
• Online user identification: Information could be captured to recognize users on
subsequent visits to a website and improve the user experience using marketing
techniques. Also, users could be identified using Keystroke Dynamics when
surfing the Internet to prevent crime.
2.10 Advantages of using Keystroke Dynamics
There are two main criticisms against Keystroke Dynamics. The first one focuses
on the technique itself: the question whether the results are good enough to apply
this technique in production environments is often asked. The second problem relates
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to methodology, being the size of the tested population the main problem. Despite
these two issues, Keystroke Dynamics is a very interesting technique, mainly due to
its simplicity and the possibility of being ubiquitous, to be used in online learning
environments. This section outlines the features this biometric technique presents that
have been the basis for choosing it over the alternatives when elaborating this study.
Keystroke Dynamics requires training, as any other biometric technique. The
problem is that training in free text environments can be slow. This technique shows
its true potential once a minimum number of samples have been captured. With this
in mind, it should be perfectly normal to find that accuracy is low during the initial
phases of enrollment. If this technique is applied in online learning environments, it is
easy to understand that as the student progresses throughout their studies the accuracy
will increase over the semesters.
Keystrokes Dynamics is very easy to implement. This should be one of the key
features that have to be considered when evaluating the possibility of choosing this
technique. This is not only related to the hours needed to implement a solution that
can capture the timing intervals users have (see Appendix C for the code developed to
capture samples for this study), but also to the economic resources needed to implement
it. As has been previously commented in this chapter, using simple pieces of software
that, together with the operating system, can capture such timing intervals is enough
to be able to create a template of the particular rhythm a user has. It should be noted
that the code needed to capture the rhythm should be ubiquitous and not require user
intervention or the possibility of disabling it. Having a user install an application,
plugin, or add-on that will spy him is not going to bring too many costumers. On
the other hand, if this is already part of the learning application, users will feel more
comfortable with it.
Another of the key features that makes this technique attractive is the fact that it
does not need fancy hardware to work. Be it a desktop or notebook computer, or a
mobile device, all that is needed is an off-the-shelf keyboard or the built-in onscreen
keyboard. It has been established that the rhythm a user has may depend on the device
being used, meaning that a user may have different rhythms when using traditional
keyboards as opposed to onscreen ones but, nonetheless, the rhythm is present anyway.
This should point to the possibility of having different models depending on the source
of information.
From this previous point, it is also easy to see that the possibility of using this
biometric technique everywhere the user is, at any moment, is highly interesting. Using
other biometric measurements, the need of a physical sample capturing device may be
mandatory, something users may not always take with them. On the other hand, a
keyboard, when using any kind of computer device, is always present. Again, the idea
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that the capturing software does not depend of the environment the user is working on,
and that it does not require installation intervention from their end, is very important
to ensure the maximum number of samples can be acquired and that the identification
or authentication processes can happen anywhere on any device.
The use of this technique is fairly transparent to the user, something that is key
when implementing a biometric solution. This means that users do not have to be even
aware that such biometric technique is being enforced. When using other alternatives,
like for instance face recognition, a camera is always staring at the user, something
that may make them uncomfortable. Users tend to forget that their typing rhythm
is being captured, something that is also very important to be able to have relevant
samples from the users. At the same time, if the Keystroke Dynamics module is only
enabled in specific parts of the application, the fear of having sensitive information
captured also decreases. Related to this, the fact that users are identified when they
use their own devices should also be considered important, because they do not have
to touch recognition devices that may have been used by countless other users.
As per the obtained results, it has been commented that a good approach would
be that of a multimodal technique while models are not robust enough. The results
presented in this chapter, obtained by previous research, have shown that this technique
can be perfectly valid as a sole biometric technique. The tests carried out in this study
should help determine if the new proposed method of organizing samples can be a
good option to identify or authenticate users, always with a small margin of error, in
different schemes using Keystroke Dynamics.
Another interesting feature of Keystroke Dynamics, this one related to research, is
the possibility of accessing public keystroke databases [17, 50, 85]. These are sources of
information that contain timing intervals from keystroke sessions. In general, these tend
to be focused on short texts, mainly to test authentication. Other publicly available
databases that contain samples captured in free text environments like the one used
in [55] have the problem that only KD events are available. Recently, a very interesting
initiative, similar to what is being done in Kaggle9, is the KBOC: Keystroke Biometrics
Ongoing Competition10 [98]. A public database is given to participants and using the
methods researchers may prefer, the objective is to correctly identify as many as users
as possible. This database is focused on fixed text without mistakes being allowed.
To sum up, the main advantages this technique offers are: transparency to the
user, easiness of implementation, cost effective technique, and good enough results for
non-critical applications.
9Kaggle: https://www.kaggle.com. Last accessed: September 30, 2017
10KBOC: https://sites.google.com/site/btas16kboc. Last accessed: September 30, 2017
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2.11 Summary
In this chapter, Keystroke Dynamics past and current research has been presented.
A brief description of key theoretical concepts on both Biometrics and Keystroke
Dynamics has also been provided. The most used techniques have been analyzed.
Both the fixed text and the free text methodologies have been described and reviewed.
The most common used data analysis techniques in Keystroke Dynamics (Statistical
analysis, Distance measurements, and Machine learning) have been commented upon.
Previous research where these methodologies and techniques have been applied has
been reviewed.
The following chapter presents the Objectives and Hypotheses set to study and
prove in this PhD Thesis. The proposed research topics have been identified after
studying the current State of the Art.
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Study Features Classifier Subjects Samples Performance
Ahmed et al. [11] DG1 NN2 22 - 0.015% FAR, 4.82% FRR
Alsultan et al. [6] DG, KP DT, SVM 21 180 0.169 FAR, 0.423 FRR
Alsultan & Warwick. [5] DG, KP3 ED4, Fusion 15 380 21% FAR, 17% FRR
Bours [24] DG, KD5 MD6 25 - 182 keystrokes
Bours & Barghouthi [25] DG, KD Distance 25 - 79 - 348 keystrokes
Brizan et al. [26] Contextual features Logit, SMO23, NB21 486 300 82.2% Accuracy
Buch et al. [27] DG, KD, PSC18 ED 36 650 100% - 98% Accuracy
Ceker et al. [30] DG GMM22 30 500 93.8% Accuracy
Chantan et al. [32] DG Bayes - - 0% EER
Dowland et al. [42] DG Statistical 4 - 50% Accuracy
Filho & Freire [96] DG HMM 15 150 12.7% EER
Gunetti & Picardi [55] NG7 RD8, AD9 205 765 0.005% FAR, 5% FRR
Gunetti & Ruffo [58] DG, Commands DT10 10 - 90% Accuracy
Hempstalk et al. [60] DG, KD, TS11, ER12, PRO13 One-Class 10 150 AUC 0.540 to 0.941
Hu et al. [62] NG RD, AD, KNN14 36 36554 0.045% FAR, 0.005% FRR
Janakiraman & Sim [71] DG, KD BD15 22 100% - 70% Accuracy
Matsubara et al. [91] DG, KD WED, RD 21 – 26 - ∼ 99% Accuracy
Messermann et al. [92] NG SDM16 55 - 2.02% FAR, 1.84% FRR
Monrose & Rubin [94] DG, KD ED 31 - 23% Accuracy
Morales et al. [97] DG, NG KNN, MD, MHD20 64 500 90% Accuracy
Rahman et al. [106] FT Degree of disorder 50 - 87.75% Attack accuracy
Samura & Nishimura [114] DG, KD WED17 112 - 67.5% - 81.2% Accuracy
Stewart et al. [121] DG KNN 30 - 0.5% EER
Villani et al. [133] DG, KD, TS, PSC, EP19 ED, KNN 118 2360 99.8%, 44.2% Accuracy
1Digraphs 2Neural Network 3Keyboard partitioning 4 Euclidean distance 5Key duration 6Manhattan distance
7 n-graphs 8Relative distance 9Absolute distance 10Decision Tree 11Typing speed 12 Error rate 13 P-R Ordering
14 k-Nearest Neighbour 15Bhattacharyya distance 16 Spearman’s foot-rule distance-metric
17Weighted Euclidean distance 18 Percentage of special characters 19 Editing patterns 20Mahalanobis distance
21Naive Bayes 22Gaussian Mixture Model 23 Sequential Minimal Optimization
Table 2.2: Free text studies results (own elaboration and adapted from [4])
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Study Features Classifier Subjects Performance
Antal & Szabó [8] DT1, FT2 Statistical, SVM3, Neural Network, DT4 42 93.04% Accuracy
Bleha & Slivinsky [21] FT Statistical, Distance 26 2.8% FAR, 8.1% FRR
Gaines & Lisowski [47] FT Statistical 7 95% EER
Giot & El-Abed [51] DT, FT Statistical, Distance, SVM 100 6.96% EER
Joyce & Gupta [73] FT Statistical 33 0.25% FAR, 16.36% FRR
Kang & Swang[75] DT, FT Clustering, Distance 21 3.8% EER
Lee & Lee [82] Sensors SVM 4 93.8% Accuracy
Li & Zhang [85] DT, FT SVM 117 11.83% EER
Loy & Lai [86] Pressure Neural Network - 0.87% FAR, 4.4% FRR
Nonaka & Kurihara [100] Pressure Time series analysis - -
Obaidat & Sadoun [102] DT, FT Neural Network 15 0% EER
Sheng et al. [115] DT, FT Decision Tree, Monte Carlo 43 0.88% FAR, 9.62% FRR
Tey & Gupta [129] DT, FT Statistical 84 0.99% FAR*
Umphress & Williams [131] DI, DT Statistical 17 6% FAR, 12% FRR
Venugopalan & Juefei-Xu [132] Electromyograph PCA7, UDP8, kNN9, CFA10 14 ∼ 90% Accuracy
Yu & Cho [137] DT, FT Neural Network, SVM 21 0% FAR, 0.814% FRR
*Attack study 1Dwell time 2 Flight time 3 Support Vector Machine 4Decision Tree
5Digraph 6 Shift Key 7 Principal Components Analysis 8Unsupervised Discriminant Projection 9Nearest Neighbor
10Class-Dependent Feature Analysis
Table 2.3: Other studies results (own elaboration and adapted from [78, 122])
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3 | Objectives and Hypotheses
This chapter presents the proposed Objectives and Hypotheses of the research. These
have been defined after a careful analysis of the current State of the Art.
3.1 Objectives
The main objective of the proposed research is:
Determine if the use of Keystroke Dynamics and models based on
contextual information and behavioral features allows the possibility of
identifying or authenticating users with a small margin of error.
These below are some sub-objectives that expand the proposed main objective:
• Determine if the proposed methodology of classifying samples based on contextual
information is useful enough to identify users using a computer system.
• Identify a user using the largest sequence of letters of a word and the latencies
associated with each keystroke.
• Determine the model building and searching parameters that better help during
the identification process.
• Find out if the proposed methodology is also a good candidate to authenticate
users instead of only identifying them.
• Determine if other behavioral features, such as mistakes users make, word or
sentence frequency, or word delimiters, are also valid features to identify users or,
on the other hand, these should be discarded.
• Determine if gender or age group present particularities that can be useful to
build better models.
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3.2 Hypotheses
The following Hypotheses and sub-Hypotheses are proposed:
Hypothesis 1. The global size of the model and the number of samples are highly
relevant when building quality models.
Hypothesis 1.1. If more samples are collected from users, the template will be better
and the chances of identifying them with a smaller error will improve.
Hypothesis 1.2. If a good number of samples per user are available, the proposed
method will perform better than using n-graphs frequency models.
Hypothesis 2. It is possible to identify a user on a computer, with a small margin of
error, using Keystroke Dynamics, contextual information, and behavioral features.
Hypothesis 2.1. Not all model building parameters are equally relevant, some will be
more suited to better identify users.
Hypothesis 2.2. Behavioral features such as mistakes users make, word and sentence
repetition, and the use of particular key combinations can also be important features
when identifying users.
Hypothesis 3. The proposed methodology can be valid to authenticate users instead
of only identifying them.
Hypothesis 4. The gender and the age group a user belongs to can be useful to build
better models and improve accuracy.
3.3 Summary
The Objectives and Hypotheses presented in this chapter suggest that there are different
lines of study. The first line tries to establish how much information is needed to build
valid and robust models. The second line suggests a study on the features that better
help identify individuals, either from the building and searching parameters or from
behavioral features. A third line of study will try to apply the proposed methods to
authenticate users. Finally, there is a line of study focused on the age group and gender
of the users submitting samples.
The following chapter details the phases that have gone through to implement the
different experiments to test these Objectives and Hypotheses.
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4 | Methodology
This chapter focuses on the methodological particularities that have been followed to
determine if the proposed Objectives and Hypotheses from the previous chapter are
valid or achievable. This study combines procedures from both the typical biometric
methodology described in Section 2.4 and from basic Data Mining techniques to test
samples against models and establish accuracy. Outlined below is a description of the
steps that have been followed throughout this study. The following sections in this
chapter explain in more detail each of these steps.
These are the the phases the study presented in this document has been through:
1. Define contextual information and relevant behavioral features: The term context
can be misinterpreted or in need of a more in-depth clarification. A short
introductory section explains what is meant when studying the relevancy of
contextual information related to Keystroke Dynamics. At the same time, the
chosen behavioral features are also enumerated.
2. Collect user samples:
• Develop a keystroke sample collector and install it accordingly: For this goal,
a combination of different segments of code written in PHP and Javascript
(that combine AJAX and jQuery as well) has been used. The goal is to
capture the timing intervals from users when they submit messages to the
Discussion forums at the Virtual Campus of the University of Andorra.
• Configure a persistent layer to store the collected information: For this, a
simple MySQL database has been used. Appendix E describes the charac-
teristics and shows the commands used for its creation. During the period
in which samples were collected, close to 7.5 million events were stored from
more than 10, 000 sessions and from close to 500 users.
• Collect keystroke information: This is the first real step in the classic
biometric methodology and an essential one. This process was performed
during a limited period of a year and a half, from October 2015 until
February 2017.
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• Select the most relevant users to work with: Even if close to 500 users
submitted messages to the Discussion forums, many of these users only sent
a couple of messages or only a few events. Not all users have been found
equally relevant in terms of quality of the submitted samples. Different
strategies have been followed to select consistent groups of users to work
with.
3. Data analysis:
• Develop software to analyze the collected information: For this task, different
tools have been written in both Python1 and R2. A Python application has
been developed to build the different types of models (later described in this
chapter), taking into account the chosen parameters, to compare new samples
to these models, and to obtain distance measurements. These distances
measurements are usually written to an output file to be later treated
using the R statistical programming language. This process consists in
applying different strategies to identify the owner of a session and determine
which are the best suited configurations and parameters. The possibility of
authentication has also been implemented using R.
• Build a series of models for each user: The models evaluated consist in
logical tree models and in n-graph frequency models.
• Analyze the captured samples and models built to determine:
– The optimal size and quality of the proposed models: Different groups of
users may have different sized tree models depending on the submitted
number of sessions and events. Determining if the size of the model
improves the results is the objective of this experiment. Another goal
it to determine the optimal building parameters to have models of a
certain quality.
– The relevant parameters linked to word searching: Different parameters
are evaluated to improve the accuracy of the system when words are
searched in the tree models. These include the minimum number of
words needed to consider a session valid, the type of recursion used
when searching words in the models, and the length of words, among
others.
– The best method to identify users: This includes evaluating different
distance measurements and different methods to identify the owner of a
session. The main goal is to increase the accuracy of the system up to
standard values, as reported by the current State of the Art.
1Python: https://www.python.org. Last accessed: September 30, 2017
2R Project: https://www.r-project.org. Last accessed: September 30, 2017
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– The effect of particularities related to user behavior: In this case, mis-
takes users make, frequency of words and sentences, and the delimiters
used to determine particular key combinations are evaluated to find
whether such features are relevant when identifying users. These fea-
tures are going to be used to weight distances previously obtained from
the models.
– The possibility of authenticating users instead of only identifying them.
– Whether the age group and gender a user belongs to has an effect when
identifying or authenticating them.
– How the proposed methodology compares to classical n-graphs frequency
models: For this, a model using Relative and Absolute distances and
various graph lengths is going to be used. The results from both
methodologies are going to be compared to determine the environments
in which each methodology performs better.
• Apply weighting techniques to improve the results: In some tests, weighting
techniques are applied to favor relevant features or to give more importance
to those distances closer to zero. Also, when scaling distances as per word
frequency or successive word usage, weighting is also applied.
• Apply fusion techniques to improve global results: This technique is applied
in some of the methods to determine the owner of a session. The goal is to
use the features that better classify users and combine them in a way that
improves global accuracy.
4. Elaborate and present the results: This step is presented in Chapter 5. This
chapter contains the description of every performed experiment as well as the
results these have given.
5. Present the conclusions and propose future work ideas: This last step is presented
in Chapters 6 and 7. The conclusions obtained from the results in relation to
the proposed Objectives and Hypotheses are presented in Chapter 6, and future
work proposals are outlined in Chapter 7.
Figure 4.1 shows a visual representation of the steps described and the order in
which these have been carried out. The following section begins with the description of
how context is understood in this research study.
4.1 Contextual information and behavioral features
This section explains how contextual information, linked to Keystroke Dynamics, is
used in this study. Also, a description of the chosen behavioral features is given.
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Step 1
Initial tasks
Define
context and
behavior
Step 2
Collect user samples
Develop
a sample
collector
Install the
collector
in Moodle
Configure
persistence
layer
Collect
timing
intervals
Determine
best users to
work with
Step 3
Data analysis
Extract
features
Develop
Python
and R tools
Build
models
Test models
Model
quality
and search
parameters
Identification
Compare
to n-graphs
Behavioral
features
Authentication
Dealing
with Age
and Gender
Step 4
Elaborate results
Elaborate
and present
results
Conclusions
Figure 4.1: Followed methodology
54
Chapter 4. Methodology PhD Thesis – Aleix Dorca Josa
4.1.1 Context applied to Keystroke Dynamics
The proposed research in this document presents a new way of structuring the collected
samples so they retain contextual information related to the position of each typed
letter. In the majority of studies that have been carried out to date, where a free text
methodology is used, samples have usually been sorted out as n-graphs in dictionary
styled logical structures where the information of the position where each letter has
been typed is not kept or considered relevant.
The following words: IS, IRIS, THESIS and DISAPPEAR, have something in
common: all these words share the IS combination of letters. If n-graphs were to be
used, these words would be sliced into groups of n letters. In the case of digraphs, or
2-graphs, the unique combinations (with their total number of appearances) would be:
IS (4), IR, RI, TH, HE, ES, SI, DI, SA, AP, PP, PE, EA, AR
If the same was to be performed using trigraphs, or 3-graphs, this would be the
result:
IS, IRI, RIS, THE, HES, SIS, DIS, ISA, SAP, APP, PPE, PEA, EAR
This could grow up to any n number of graphs. As soon as n increases, the number
of common graphs decreases dramatically if not enough samples are available. In the
proposed example, when using trigraphs, no combination of letters is ever repeated.
On the other hand, when using digraphs 4 IS samples are found. From the repeated IS
combination, a fairly good idea of the user’s way of typing this particular pair of letters
can be established. The same, of course, applies to the rest of letter combinations, but
since these appear only once, the template could not be that defining.
What is most interesting is that no importance is given to the fact that the IS
combination of letters appears in different positions in each of the examples. IS is a
word with only these two letters; IRIS and THESIS present the combination at the end
of the word; and DISAPPEAR has the letter combination in the middle of the word.
One of the main goals of this research it is to determine if using the information
related to the position of any combination of letters instead of grouping them all in a
common dictionary of n-graph values is of relevance when identifying or authenticating
users. The typical n-graph dictionary logical structure, where each graph has a list
of timing intervals for each appearance, is of no use when the preservation of the
information related to the position of any letter combination is needed. In this research,
a tree of words is proposed in Section 4.3. A hash dictionary could have also been used,
but in order to achieve greater speeds when searching new samples and all the possible
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derived words from a common root, a logical tree was thought to be better suited and
more versatile.
Newly collected samples will be tested against the proposed tree model of words.
The main objective is not to find the exact same words in the model, as a wordgraph
methodology would propose, but fair approximations that have the same root letters.
The longest similar partial words will be used to compare and find minimum distances
between testing samples and models.
4.1.2 Behavioral features
When talking about behavior, the features that are going to be evaluated are not
directly related to Keystroke Dynamics per se, but are going to be used to modify the
distances obtained using the timing intervals associated to the rhythm of each user.
These are the different behaviors that are evaluated in this study:
• Mistakes users make: This feature evaluates if incorporating recurrent mistakes
users make into the model improves the accuracy of the system. The idea behind
this behavioral feature is that users make the same mistakes over and over again
when typing specific words and, at the same time, they may follow the same
steps to correct them.
• Similar to the previous feature, the possibility of detecting other key combinations
users may use commonly is the goal of the evaluation of the delimiters used
to detect words. If these delimiters are kept to a minimum, allowing more
information into the model, accuracy may improve.
• Word and sentence frequency: This feature evaluates if users have a common
bag-of-tricks where they choose words from and, at the same time, they build
similar sentences from. If a user always uses the same words, the distances
obtained from comparing a testing session to a model will be rewarded. The
same will be done when evaluating common sentence constructions.
4.2 The Dataset
This section provides information about how the samples used in this study have been
collected over a period of three semesters. At the same time, the creation of different
sized groups of users for the different proposed experiments is also outlined. Each
of these differently sized user groups has the specific goal in mind of increasing the
statistical relevance of the obtained results.
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4.2.1 Software developed to collect samples
This research focuses on free text. In order to perform any kind of user identification
or authentication, it is necessary to collect, or have access to, samples of the users’
keystroke natural rhythm. Also, it would be highly desirable if these samples came
from a free and uncontrolled environment. When dealing with Keystroke Dynamics
it is common to develop software in two stages of the research: when capturing the
rhythm of a particular user, and when analyzing the captured data. During the second
stage of the research, though, the development may be optional if existing software is
used. Some researchers have used tools like Matlab3 or RapidMiner4 which already
have plenty of classification algorithms available.
Historically, when capturing information from the rhythm a user has, the developed
software solutions have ranged from simple C/C++ programs [94], to Java applets
for the key-logging of web events [112], mobile applications [9] or even full-fledged
Windows™ key-logger desktop applications with added survey functionality [45].
Whatever the chosen method to capture information is, it can present an ethical
problem: what should or should not be captured? Should the key-logger code be
system-wide or application-specific? How can it be determined if something is sensible
or private data? Sometimes, the different solutions proposed by the literature solve
these problems by allowing the users to choose what to capture. On the other hand,
samples can also be collected on a controlled environment when users are fully aware
that this process is being taken place. Having users choose if the sample gathering
application is enabled or not, of course, limits the research in ways that are not always
desirable. On the other hand, having a too much controlled environment can also lead
to having not realistic enough templates.
One of the goals of this research is to see if it is possible to apply the described
methods on e-learning environments, and at the same time, on an environment as free
and real as possible. It would be of great interest to determine, for example, that an
entry submitted to a Learning Content Management System (LCMS) has been written
by the logged in user and not by an impostor. It would also be of great interest that
users were not aware that their rhythm is being captured, so that their behavior is not
affected. On the other hand, users have to be informed at all times that the Keystroke
Dynamics samples collection will eventually take place.
With this in mind, the first objective has been to develop a snippet of code that
can be enabled only on the LCMS and, more specifically, on the Discussion forum
modules of the e-learning environment. The collector has not been enabled anywhere
else in the system or in any other web page. In this particular case, and taking into
3Matlab: https://mathworks.com/products/matlab.html. Last accessed: September 30, 2017
4RapidMiner: https://rapidminer.com. Last accessed: September 30, 2017
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account the possibility of using the Virtual Campus of the University of Andorra as
a lab, code for the Moodle5 open source learning platform has been developed. This
code has been developed using the PHP6 language according to the latest Moodle
development standards. The documentation page for this software application was
thoroughly studied7.
Appendix C shows the full code listing that has been developed for this purpose.
This Appendix includes both the code executed on the client’s side as well as the code
executed on the server’s side. The code is shown as a proof of how easy it is to collect
timing intervals of any individual and send them to a remote server using only a few
lines of code.
The client’s side of the code is written using PHP. The code prepares a Javascript
script that, together with AJAX, collects the timing information of the user’s way of
typing and sends it over the network, using a POST method, over a secure connection,
to a remote server where it is stored in a MySQL database for later analysis. The
server side code has also been developed in PHP and its only job is to store the received
information into the database.
Taking a deeper look at the collector code, the most relevant parts are the following:
1 ...
2 addLoadEvent(function () {
3 setInterval(sendData , 5000);
4 require ([’jquery ’], function($) {
5 $(document).on(’keydown ’, function(event) { record(event); });
6 $(document).on(’keyup ’, function(event) { record(event); });
7 });
8 });
9 ...
Listing 4.1: How events are recorded
Listing 4.1 shows the definition of the function called record(event) that is executed
every time either a keydown or a keyup event is detected. This is the basis of the
samples gatherer and it is important to note that both events are recorded and stored,
instead of just keydown events as is the case of studies previously carried out [55].
1 ...
2 function phd_theData(usrid , session , event) {
3 if (isMobile ()) {
4 var date = new Date();
5 this.timeStamp = date.getTime ();
6 } else {
7 this.timeStamp = event.timeStamp;
5Moodle: https://moodle.org. Last accessed: September 30, 2017
6PHP: http://www.php.net. Last accessed: September 30, 2017
7https://docs.moodle.org/dev/Main_Page. Last accessed: September 30, 2017
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8 }
9 this.usrid = usrid;
10 this.session = session;
11 this.keyCode = event.keyCode;
12 this.type = event.type;
13 this.altKey = event.altKey;
14 this.ctrlKey = event.ctrlKey;
15 this.metaKey = event.metaKey;
16 this.shiftKey = event.shiftKey;
17 }
18 ...
Listing 4.2: Data structure for the recorded events
Listing 4.2 shows the information that is stored for every detected event. These are
the most relevant captured fields:
• timestamp: This value contains the instant a key has been pressed or released.
Every browser or device handles this value in a different way but, in the end,
whatever the format, two successive events can always be subtracted to obtain a
timing interval in milliseconds.
• usrid: The Moodle LCMS identifier for the current user. It is used to verify that
samples belong or not to a particular user.
• session: A random identifier for the particular message being typed. Each session
is either used to build the user model or to be tested against it, but never for the
two processes at the same time. This would defeat the goal of having different
data in the model from the one being tested, something that would give erroneous
and biased results.
• keyCode: The code of the pressed or the released key. The list of Key Codes and
their values can be easily obtained on the Internet, and also the madness that is
not having a standard for every OS out there to treat commonly the particular
combinations that can occur with modifier keys8. See Appendix F for a list of
common Key – Key Codes.
• type: This value can only present two possible states. It specifies if the event is
either a keydown or a keyup event. The otherwise also possible events known as
keypressed have not been used in this study.
• altKey, ctrlKey, metaKey, and shiftKey: These flags allow the possibility of
knowing if a particular combination of keys have been pressed at the same time.
8JavaScript Madness: http://unixpapa.com/js/key.html. Last accessed: September 30, 2017
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For example, if a CTRL+C combination has been typed, the entry for the C
letter with key code 67 would have this flag enabled. Also, the keydown and
keyup events for the CONTROL key would have been recorded separately.
The gathered data in the browser using Javascript is sent regularly (once every 5
seconds) to the database server using an Hypertext Transfer Protocol (HTTP) POST
method. This means that other information related to the client’s browser environment
can be also collected. For every session, the following information has also been collected
and stored in the persistent layer:
• Origin IP address: This allows the possibility of knowing if users change working
environments often or, on the contrary, they are usually in the same working
place, using the same device.
• Browser agent: This, in combination with the previous parameter, allows the
possibility of knowing if a user always uses the same device or, on the other hand,
uses different devices more often than not. This could be used to determine if
the effectiveness of the proposed methods depends on the devices (as studied
in [133]).
• Language: This parameter is stored to know the language preference of the
client’s browser. It was thought to be used to test the feasibility of comparing
different languages, but in the end, it was not used due to the fact that almost all
entries submitted to the Discussion forums at the UdA’s LCMS were in Catalan.
At this point, no information is available regarding age group or gender of the users
sending events to the server. To obtain this information the University of Andorra
was asked for access to the records of the users identified by the usrid field on the
Moodle platform. With their consent, information of age (relative to the date when
data collection ended) and gender was also added to the database.
4.2.2 Samples gathering
The process of collecting samples was performed from October 2015 until February
2017. This includes, roughly, three academic semesters. As explained in the previous
section the developed code was installed in the Moodle LCMS at the University of
Andorra, and the process of collecting data run non-stop during the specified period.
The goal has always been to have as many samples as possible from a wide variety
of users. It is true that, during this period, some users may have started or finished
their studies. In such cases, the number of collected samples, based on the number of
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messages, may have been too low and, in most cases, these samples have not been used
in this study.
The possibility of comparing the results using other known methods or the use of
public datasets was also considered. The problem was that, for example, some of these
third-party publicly available datasets had only taken into account keydown times [55].
When evaluating these public datasets, it was thought that missing features were a
drawback to the proposed research.
The environment in which samples are collected is also important and has been a
matter of study in the past [133]. It has been established that the keyboard and the
computer (either a desktop or a laptop) can influence greatly the way a person types.
The proposed research and its possible applications to e-learning environments could
be affected by this fact. Since there were no restrictions or impositions on computer
type or model, keyboard type, the moment the samples were captured or any other
external factor, results could be affected. It has always been the goal of this research
to collect samples in an environment as close as possible to real life, without any kind
of tailoring or other form of intervention. In the end, it is believed that this has been
fully accomplished.
4.2.3 Ethics in samples gathering
The code showed in Section 4.2.1 only captures the keystrokes when a message to a
Discussion forum module is written. This is not specified in the code per se, but the
capture code was only enabled in this particular module. Since this could be regarded
as an act of spying users, and trying to be as ethical as possible, the following message
was added, after being approved by the Junta Acadèmica de la Universitat d’Andorra9,
to all the Virtual Campus Moodle pages:
Les dades d’ús dels recursos tecnològics de la Universitat d’Andorra
podran ser utilitzades per a estudis de la mateixa Universitat.
This roughly translates to:
The data originating from the use of technological resources at the
University of Andorra can be used for studies of the same University.
Even if this meant that users were informed that their use of the web applications
at the University of Andorra could be used for studies, it is firmly believed that they
were not aware of the implications of having these keyboards events being recorded.
9Academic Board of the University of Andorra
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Samples were obtained in real time as soon as the user typed text on any textarea
of the Discussion forum message submission page. This posed an ethical dilemma. As
soon as the user typed any kind of information, this would be immediately sent to the
database. If then, the user decided to delete this data, either because they had changed
their mind, or for whatever other reason, the previously entered information would
have already been stored in the database. New, or corrected information would be also
sent to the database, complementing the model, but never replacing the old one.
Even if all the collected information has never been used for anything else than
the present study, it could be argued that it contained information that users had
never intended to send and thus, this should have been treated accordingly. Solutions
to avoid the possibility of rebuilding the original messages and their word sequence
were thought of. Initially, it was argued that what was interesting to the research
were only the words typed. The order in apparition of the words in a sentence was, a
priori, not important (this was later debunked, though, when the evaluation of sentence
construction was evaluated). The following two methodologies were proposed:
• Store the words in the database without preserving the order: This implied that
the PHP script that inserted the information into the database had to be aware
of the logic of detecting words, something that depended on many parameters
that were also a matter of study. The script, then, could not perform such action
without losing valuable information.
• Scramble the key code information: Another possibility that was evaluated was
to avoid having the key codes in the clear. This way, using a reversible cipher,
the information in the database could be hidden to curious eyes. It was though,
though, that a simple frequency attack could be used to break this system, and
it was also discarded.
In the end, none of these solutions were implemented due to their complexity, little
added value and the possibility of messing with valuable features from the collected
information, like for example, the idea behind frequent words scaling or successive
words scaling. On the other hand, policies to ensure the security, privacy and integrity
of collected information were enforced.
4.2.4 Keystroke dataset
Tables 4.1 and 4.2 show a summary of the collected data, and the associated distribution.
Figures 4.2 and 4.3 depict the information regarding users from these tables. It can be
seen that user distribution is heterogeneous, something that has been highly regarded
in this kind of studies, and at the same time, something that is not always easy to
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achieve. Data from all age and gender ranges between 18 to 69 years is available even if
the group that submitted most information is the group of the youngest users, and from
these, the women group. It could be argued that women write more than men, but
even if this was true (this is not the objective of the present research), the distribution
could be explained because most women belong to studies where the use of the Virtual
Campus is more widespread and encouraged than in studies, like Computer Science,
where the use of the Discussion forum modules is more limited. The percentage of men
and women in their respective studies is highly biased. In Computer Science studies,
at the University of Andorra, the vast majority of students are men, while on the
contrary, the almost totality of students doing Nursing studies are female. The rate of
male/female students at the University of Andorra is approximately 40%/60%.
The age groups have been determined manually trying, as much as possible, to
have similar groups in terms of best users submitting samples. This will be relevant
when performing tests related to age group and gender. In order to perform such tests,
the moment users were separated by age group or gender, the number of suitable users
in each group decreased dramatically. To ensure similar groups in terms of quality of
the samples this age group separation is proposed: Young users, from 18 to 34 years;
Middle age users, from 35 to 45 years; Senior users, from 46 to 69 years. These groups
have been labeled (18, 34], (34, 45], and(45, 69], respectively.
Age group Men Women Total
(18, 34] 96 186 282
(34, 45] 40 68 108
(45, 69] 42 39 81
Total 178 293 471
Table 4.1: Users in the dataset, totals with age group and gender separation
Total number of forum posts (sessions) 10,649
Average number of posts per user 22.60
Median number of posts per user 8
Standard deviation of posts per user 52.19
Total number of events 7,440,935
Average number of events per forum post (session) 698.74
Table 4.2: Session information from the dataset used in this study
As per the number of captured keyboard events, Table 4.2 shows a statistical
summary of the collected information. These numbers, even if informative, are highly
misleading because they come from the average of all collected events from all 471
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users. Figure 4.4 shows, in comparison, the real distribution of the first 60 ranked users
from the number of events submitted. This figure also shows the difference between
men and women. Again, it can be seen that women are predominant in the group of
users that sent most information, and from these, there is a great difference between a
small group of ten users that submitted more than 100K events.
When choosing a group of users to perform the experiments with, it was argued
whether it would be better to focus only on those users that had sent most events
regardless of the gender, thus having an abnormally biased set towards women produced
samples or, on the other hand, have an equal number of men and women samples even
if this meant discarding better suited users and using many others that had not sent
so many samples. In Figure 4.5 a representation of what is meant by this can be seen.
The differences are obvious when compared to Figure 4.4.
In the end, it was decided to focus solely on the number of events as a measure
to determine the best users to perform the tests. It was thought that, in real life, the
chances of having a perfectly distributed set would be very low and since one of the
aims of the study was to perform it in an as real as possible environment this approach
was thought optimal.
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4.2.5 Selecting users and groups
Even if 471 users had submitted unique messages, many of these posts (or sessions,
as these are known in this document) were of little use since the number of events, or
even the number of words, was not above a certain relevant threshold. This threshold
has never been established in the strict sense of the word, on the contrary, most of
the time tests are performed choosing from the pool of the users that have submitted
the largest number of events. Also, it could well happen that a user prepares the post
oﬄine and then pastes it into the Discussion forum module. In this case, the only
sequences captured is that of the CTRL+V keys. Other similar behaviors have also
been detected and treated accordingly or, otherwise, the samples have simply been
discarded.
For this study, users have also been separated into periods, depending on the date
the samples were submitted, and also, the 60 best users from each period have been
selected, always taking into account the number of events submitted.
Periods
To perform the experiments, the information available on the keystroke database has
been partitioned into four different periods. Each of these four periods corresponds to
the following partitions:
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• Period 0 (P0): All the available data, no partition whatsoever
• Period 1 (P1): Data belonging to the Autumn 15–16 semester
• Period 2 (P2): Data belonging to the Spring 15–16 semester
• Period 3 (P3): Data belonging to the Autumn 16–17 semester
These periods have a specific goal in mind: to test the samples both in the real
setting where these were collected, without mixing sessions from different semesters,
and to have a global period of samples that can be compared to having a larger
dataset from a single period. This larger dataset could have come from an environment
where much more samples had been submitted in a single semester. The possibility of
comparing the results from different periods where users, session count, and events are
very different is thought to give statistical relevance to the results.
Age group and gender users per period
Table 4.3 shows user distribution regarding age group and gender after the 60 best
users of each period have been selected. It can be seen that women, again, are the most
prolific users. In general, all age groups are more or less equal with a skewness towards
the Younger age group. Also interesting to comment upon is that some groups present
a rather low number of users. Such is the case, for instance, of the number of male
users in the (34, 45] age group of Period 1, where only 2 users are available. This could
affect the accuracy and statistical relevance of the tests performed with these groups.
One of the reasons different Periods are used is to have examples of all possibilities
and, ensuring that there are always large enough group, that results are relevant.
The fact that some groups are rather small has been taken into account when
the age group and gender experiments have been carried out. In the results of these
experiments, the margin of error related to sample size has also been included. The
formula that has been used to determine the margin of error with a 95% of confidence
(z∗ = 1.96) has been the following:
ME = 1.96 ·
√
pˆ(1− pˆ)
n
Initial groups based on the number of events
Groups of valid or suitable users based on the total number of events stored in the
database have been selected for the initial tests. The initial research, focused on
determining the effects of the quality and size of the model, is performed using 3 groups
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Period Age group Men Women Total
P0
(18, 34] 8 14 22
(34, 45] 4 15 19
(45, 69] 8 11 19
P1
(18, 34] 14 11 25
(34, 45] 2 12 14
(45, 69] 10 11 21
P2
(18, 34] 7 16 23
(34, 45] 5 16 21
(45, 69] 8 8 16
P3
(18, 34] 9 18 27
(34, 45] 6 9 15
(45, 69] 11 7 18
Table 4.3: Users in the selected periods, with age group and gender separation
of 20 users each. The number of users per group is something that was largely discussed.
After reading some articles where this issue had also been studied [36, 92], it seems
obvious that the smaller the group the better the results are. Trying to be as close to
reality as possible, a group of 20 users is though to be ideal to be able to have 3 full
groups with enough samples to build reasonable models.
The first group (identified as A) has the users with the largest count of keyboard
events. This one is known as the one with the Rich models. It is thought that having
so many events available will yield the best models and, at the same time, the best
results. The second group (identified as B) has, what is called, Normal models since
the number of sessions and events is somewhat in between groups A and C. At the
bottom of the scale is the third group (identified as C) where the number of keyboard
events is the lowest. This is known as the group with the Poor models. Of course, a
priori, it seems that this group will yield the worst results. Table 4.4 shows the total
number of sessions and events for each of these groups.
It is important to note that the data of the three partial periods in Table 4.4 does
not add to the total data in Period 0 (P0). This is because, for each period, the relative
60 best users to the period are used, and these are not always the same due to students’
rotation or varying Virtual Campus usage per period.
Table 4.4 shows another interesting fact. When compared to the average number
of sessions shown in Table 4.2, it can be seen that there is a big difference when all
users are used to get this value and when only a small group of 20 users is used. Seeing
that the 20 best users have an average of almost 200 sessions per user comes to show
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Group Period Sessions Avg. Sessions Events Avg. Events
A: Rich models
P0 3,966 198.30 3,921,156 196,057.80
P1 987 49.35 773,317 38,665.85
P2 1,815 90.75 2,720,176 136,008.80
P3 1,594 79.70 1,102,861 55,143.05
B: Normal models
P0 1,492 74.60 1,174,928 58,746.40
P1 396 19.80 260,011 13,000.55
P2 754 37.70 499,628 24,981.40
P3 458 22.90 397,916 19,895.80
C: Poor models
P0 694 34.70 569,305 28,465.25
P1 159 7.95 127,356 6,367.80
P2 330 16.50 229,777 11,488.85
P3 405 20.25 247,799 12,389.95
Table 4.4: Initial user groups
that, on the other end, there are many users with a very small number of submitted
sessions. This poses a dilemma when it comes to implementing the proposed methods:
from which moment should models considered robust enough to compare new samples
against? How many events should be used to create these models? Unfortunately, at
this point, no easy answer can be given. Figure 4.6 depicts the number of events from
the selected users per period. Again, important differences are detected regarding the
number of events per period and group. In general, Periods 0 and 2 (P0 and P2) have
the most number of events. At the other side of the spectrum Periods 1 and 3 have a
rather low number of events.
As per the size of the sample when performing the initial quality of the model
test, as is described later in this document when talking about the cross-validation
technique used, 70% of the sessions have been used to build the models and the other
30% have been used to test the models and obtain the results. To have an idea of what
this means, from Table 4.4, from Period 0 and Group A, approximately 2,776 sessions
have been used to build the models, while the remaining 1,190 have been used to train
the system. The same procedure has been used for all periods and all groups.
Random users
After the initial research, useful to determine if the size of the model has an impact to
the number of correctly identified sessions, a different methodology to select users has
been taken, with the aim of bringing it closer to real-life situations.
Instead of having groups of 20 users based on the number of events submitted, 40
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random users are chosen among the 60 best from each period. Table 4.5 shows the
information on the number of events and sessions per period when no group separation
is performed. With this group of users, it is thought that the results give more relevant
and realistic results since no classification based on the quality of the model is done,
and also, the number is more in concordance with other studies in the State of the Art.
This group of 40 users is used not only to identify users but also to test the possibility
of authenticating users.
Period Sessions Avg. Sessions Events Avg. Events
P0 6,152 102.53 5,665,389 94,423.15
P1 1,542 25.7 1,160,684 19,344.73
P2 2,899 48.31 3,449,581 57,493.02
P3 2,457 40.95 1,748,576 29,142.93
Table 4.5: Sessions and events from the best 60 users per period
Finally, a test has been performed to determine what is the best group size. Different
groups of users have been chosen randomly, with group size values ranging from 2 to
60 users. When performing this experiment, and when having small groups of users,
the number of compared sessions has been rather low. As is the case of the age group
and gender groups, the margin of error values are also included in the results to be
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able to have a good idea of the statistical relevancy of the presented results.
Regarding the size of the sample when performing these tests, 70% of the sessions
have been used to build the models and the other 30% have been used to test them,
as previously explained. In this case, this means, from Table 4.5, from Period 0 and
when selecting 40 users, approximately 2⁄3 of 6,152, that is 3,691 sessions have been
used. From these 2,583 have been used to build the models, while the remaining 1,107
have been used to train the system. The same procedure has been used for all other
periods. Of course, these numbers are just an approximation because not all users had
submitted the same number of sessions, but it serves as an example to put things in
perspective.
The test that tries to determine the best size of the groups also includes the margin
of error values for each sample size. These values have been used in this test, and also
in the test regarding age group and gender, to demonstrate the effect of the number of
sessions used in the margin of error values, and to have a better understanding of the
results portrayed. These margin of error values have not been shown in other tests in
order to keep results clean and readable.
4.3 Model description
This section focuses on the definition of the logical tree models that are proposed in this
research. These tree models contain, not only the timing intervals of every keyboard
event, but also the contextual information of where a particular event has happened in
a word.
4.3.1 Interval analysis
The analysis of a session consists in working with the different KD and KU events
(Press and Release, respectively) and finding the timing intervals between successive
events. This also allows the possibility of finding the information of the Press–Release
(dwell time or PR) and Release–Press (flight time or RP ) intervals for every pressed
key, as well as the Press–Press (PP ) and the Release-Release (RR) information.
The process of detecting words is performed taking two features into account: known
delimiters (see Table 4.6) and a maximum time interval of silence. These stop-keys
have been selected among the most common in the Catalan language. When studying
if mistakes are a relevant behavioral feature, the code 8 key (the backspace key) will be
removed from the list. The use of the backspace key will then be included as part of
the models to see if users always type combinations of letters that include the mistakes
and, at the same time, the steps to correct them. Another experiment, also related to
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behavioral features, that has been performed is to only leave the space as the unique
word delimiter. This way, all key combinations are taken into account and used to
build the model. This has been tried to see if the use, for example, of navigation keys,
improves the percentage of correctly identified sessions.
The silence threshold has been set empirically at 300ms and is left as a parameter
to be studied in the future. It could be discussed if this value should be set specifically
for every user.
Key Key Code
Unknown 0
Backspace 8
Tab 9
Enter 13
Caps Lock 20
Escape 27
Space 32
Navigation keys 33 – 40
Insert 45
Delete 46
Colon 186
Comma 188
Period 190
Table 4.6: Word delimiters (stop-keys)
Figure 4.7 shows an example of the time intervals described for the words: THE
SUN. The first word (THE ) is formed by the following dwell intervals (PR): PR1 = 54,
PR2 = 28 and PR3 = 18. The flight intervals (RP) are: RP1 = 25 and RP2 = 5.
When a word separator is detected (a space key event, in this case) the intervals of
that event are discarded. RP3, PR4 and RP4 in this case. The second word (SUN ) is
formed by the following PR intervals: PR5 = 32, PR6 = 38 and PR7 = 28 and of the
following RP intervals: RP5 = 29 and RP6 = 33.
It is easy to see that from this information other combinations like PP, RR or
whole wordgraphs intervals can be also easily obtained. The first word would have
two PP intervals: PP1 = 79 and PP2 = 33, and also two RR intervals: RR1 = 53
and RR2 = 23. The second word would have two PP intervals as well: PP5 = 61 and
PP6 = 71 and two RR intervals: RR5 = 67 and RR6 = 61. The two wordgraphs in
this example are: wg1 = 130 and wg2 = 160.
Any N letter word has N PR intervals and N − 1 RP intervals. One-letter words
do not have PP, RP, or RR intervals, only PR time intervals.
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Figure 4.7: Time intervals for the words: THE SUN
4.3.2 Straight tree model
All detected words have been stored in a logical tree model like the one shown in
Figure 4.8. In this example, the following words have been added to the tree: ALL,
ALBERT, THE, THERE, THIS, WORD and WIT.
As can be seen in the figure, each of the nodes can have PR and RP (first and
second list respectively) time intervals information. A node will have this information
or not only if the user has typed that particular whole word. The timing information is
always stored on the node corresponding to the last letter of the detected word. This
is a very important characteristic of this model and the one that allows the possibility
of studying the context reliably.
If a word is detected more than once there will be a different PR and RP list for
each instance of the word (i.e. ALL). If a detected word is a sub-word of an already
stored word there will be PR and RP timing information in a non-leaf node (i.e. THE
– THERE ).
This model is highly versatile. Even though some information may be lost regarding
the number of times a particular n-graph has been typed, the information regarding
the position of every typed letter in respect of a word is gained.
4.3.3 Inverted tree model
The Straight tree model shown in the previous section stores the information from
the beginning to the end of each word. Close to the root of the tree are the letters at
the beginning of each word and the tree grows in depth as the words increase, also, in
length. As an example, the word THIS, present in the tree model in Figure 4.8, has a
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Figure 4.8: Straight tree model
depth of four letters, and the depth increases with each letter following the letters of
the word: T1 → H2 → I3 → S4.
Another model that has been used in this study is an Inverted tree model. The
tree structure is the same but, in this case, the model is built from the end to the
beginning of the words. Using the same example, the word THIS is stored as SIHT :
S1 → I2 → H3 → T4. The first letter S is the closest to the root of the tree. The same
methodology is used for all other words inserted into the tree (see Figure 4.9 for an
example). In this Inverted tree model the following words have been added: T, THIS,
HIS, IS, AXIS, ROBERT, ALBERT, WORD and CARD.
As expected, the words that appear in both trees have the same time intervals but
these are inverted in the lists on the node where they are attached to. For example,
the words ALBERT, THIS and WORD are in both trees.
It has been observed that when comparing sessions against the Straight model
many words are found only to a certain depth because the user has, previously, typed
a different word with the same root letters. It is normal to discard a lot of information
from the endings of these partially found words. The idea to use an Inverted tree model
is to be sure that most of the contextual information available is properly used.
4.3.4 Combined tree model
Each tree model, either Straight or Inverted, has its own logical structure in computer
memory. These two tree models are built separately and each word from a new session
is compared to the Straight tree model and also to the Inverted tree model after having
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Figure 4.9: Inverted tree model
the source word reversed. For example, if the word HOUSE is detected in a testing
session the word is searched in the Straight model normally, but on the Inverted model
the searched word is: ESUOH.
Searching a word in either model returns the distance from the origin word to
that stored in the tree, always up to the deepest node of a word with the same root
letters. If a word is completely found in the tree, the Combined tree model has two
identical values, one for each logical tree. A column in the results shows if the distance
measurement has been obtained from the Straight or the Inverted tree. An example of
this can be seen in Section 4.4.4.
At the moment of determining the owner of a session this column is used to filter
the data returned from the Straight tree model only, the Inverted tree model only, or
by discarding this column altogether, use the combined information from both models.
4.3.5 Forest of trees model
Most of the work done in the field of free text involves one form or another of categorizing
the samples gathered into n-graphs frequency dictionaries, and these, into groups based
on the entries submitted by the users. Following this methodology, each user would
have M models from each of the M messages or sessions submitted. Each model Mi
would have a collection of n-graphs in a sort of dictionary structure.
To be consequent with previous research the same methodology has been attempted
in this study. The followed methodology is to build a Forest of trees model using a
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tree (like the ones previously described) for each of the sessions instead of having a
unique tree with the information from all sessions from a user. New testing sessions
are compared to this Forest of trees. It has been argued that having smaller trees in a
forest can improve the global accuracy of the system.
4.3.6 n-graph frequency model
Another completely different model that has been used, in order to compare the use of
contextual vs. non-contextual models, is that of an n-graph frequency model. Since
most of the research performed on Keystroke Dynamics focuses on some sort or other
of n-graph dictionary it was though that a comparison between both methodologies
had to be attempted. Like in the case of the Forest of trees model, this one has been
used to be able to compare results with previous research available.
It is worth noting that the efforts have not been set on improving existing n-graph
frequency methods but only to evaluate if, by using contextual features, the results
imply a step backwards in terms of performance, accuracy and reliability, or on the
contrary, these yield and improvement.
Compared to the tree models (Straight, Inverted and Combined) and the Forest of
trees model previously described, building an n-graph model is a rather simple task.
The basis of an n-graph model, in the case of this research, is a dictionary of graphs.
These graphs can be of any n length. Digraphs, trigraphs and 4-graphs have been used.
An example of this logical structure, applied to digraphs, would contain the following
for the word SUN:
(S, U) = (83, 85)→ [(87, 54), 98]
(U,N) = (85, 78)→ [(122, 165), 76]
In this particular example, the key codes for the letters S, U , and N are 83, 85, and
78 respectively. The list, pointed by the arrow are the dwell times (87, 54) for S and U
and the 98 corresponds to the flight time between these to events. The same can be
said for the pair U and N : the dwell times are (122, 165) and the flight time are 76.
In the case where more than one instance of a graph is found, as it is common, the
list of dwell and flight times increases without limitations.
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4.4 Testing the models
This section outlines the methodology used to perform the different tests on the available
keystroke dataset. Each of these tests focuses on a particular feature of the proposed
logical tree model and on the different alternatives evaluated to identify or authenticate
users. The experiments carried out fall into one of these categories:
• Size, quality of the model and searching parameters
• Behavioral features
• Comparing new samples to the model
• Determining the owner of a session
• Authentication
• Age group and gender particularities
The rest of this chapter is focused on detailing the different methodologies used
in each of these areas in greater depth, as well as, at the end, the cross-validation
technique that has been used to ensure statistical relevance.
4.4.1 Size, quality and searching parameters
The main goal behind the research presented in this study is to determine if contextual
information is useful when identifying or authentication users. At the same time, some
behavioral features highly related to Keystroke Dynamics are also studied. Many
features, parameters and configurations have been evaluated. These affect greatly how
the models are built and how new testing samples are compared to these models. The
parameters described below are grouped by their effect on the process of building and
analyzing new samples against the logical tree models.
Type of model
These are the different types of models that have been proposed earlier in this chapter:
• Single tree model: Either Straight or Inverted.
• Single combined tree model: Combining the distance measurements obtained
from searching both the Straight and the Inverted tree models.
• Forest of trees: Using a single tree for each session. These could be, again, either
Straight, Inverted or Combined.
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Choosing a model will not only have a relevant effect on performance and optimiza-
tion, but will also help determine how relevant contextual information is. The idea of
using all available information will be recurrent in different experiments. In such cases,
using Inverted trees could help or not in establishing the most accurate procedure to
identify users.
Removal of outlier values
When users type on a keyboard they are not always consistent. Many external factors
can affect their performance. Since the proposed logical tree models accumulate each
of the instances of a typed word, it is normal that some of these may be way off the
normal rhythm of a user. When using these strange samples the distances obtained
could be highly affected. In previous research, it has been observed that if strange
samples are discarded from the models results may improve. The question is what
method has to be used to discard samples in the newly proposed models. In the end,
it has been decided to use a method that discards samples based on the number of
standard deviations the sample is outside of the mean value of all available samples
per word. This will be, then, one of the parameters related to model building.
Other possibilities that deal with adapting the model like discarding old samples
or keeping only the best (even when incorporating new instances of a word into the
models) have, unfortunately, not been tried. The possibility of adapting the models
over time is left as future work.
Model size and quality
The following parameters may affect model size and quality of the time intervals stored:
• Number of words allowed in a model: This parameter tries to establish the
effect of limiting the maximum number of words allowed in a model, creating
abnormally small templates. A performance or scalability driven scheme could
suggest or force doing so.
• Number of instances per word in a model: Related to the previous parameter,
this one tries to establish the effect of limiting the number of instances of a
previously detected word in a model.
• Outlier detection and removal: Once different instances of a word have been
added into a model error may increase due to outlier values. The process of
removing these outlier values is evaluated to see if more precise and accurate
models can be built.
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To test these parameters an incremental process is used, allowing the models to
increase in size progressively evaluating the accuracy in each iteration. This is explained
in depth in the results chapter, more specifically, when performing the first experiment.
Session evaluation
Once the selected models have been built with the training samples it is possible to
compare testing sessions against them and try to establish the owner of these sessions.
The typical process is to try to find every word from the new training session in the
models and obtain the distances between them.
When following this process one of the following situations would be encountered:
• The word is not found in the model. The word is simply discarded. In this case,
the possibility of having not found words punish the owner of the session was
initially thought of, but later discarded. It was argued that a user would probably
use a common set of words.
• The word is completely found in the model and the last letter is that of a leaf
node in the tree, or contains timing intervals information. The distance between
the two samples can be immediately obtained.
• The word is partially found but the node in which the last letter of the word
is found does not have time intervals information because this is the first time
the user has typed this particular word. In this case, there are two choices: the
word can be simply discarded and treated as if it had not been found or partial
timings from the leafs hanging from the node of the last letter can be determined.
These two options have been evaluated to choose which method behaves better.
• The word is partially found in the model but there are still letters left because
the user has only entered shorter words with the same root letters in the past. In
this case only the timings of the partial word found are used. Also, the partial
sub-word not found still contains keystroke information that may be useful. How
this information is to be treated is also a matter of study in this research. Three
different options have been studied regarding the level of recursion used:
– Search the partial sub-word again in the model as if it was a whole new
word. If not found, the first letter of the partial sub-word is discarded and
the process is repeated again until all letters have been used or a sub-word
has been found. This method uses the highest level of recursion and is also
the most exhaustive.
– Search the partial sub-word again as if it was a whole new word and discard
it if not found. Only partial recursion is used.
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– Discard the sub-word. No recursion is used whatsoever.
A possible alternative to deal with non-found words would be to use recursion as is
the case of partially found words. This methodology could suggest the possibility of
discarding letters at the beginning of words and try to find the remaining sub-words.
This method has not been evaluated in the current study and could be suggested as
future work.
Parameters related to session analysis
The following parameters may affect session analysis when words are searched in the
logical tree models:
• Length of found words: This parameter analyzes if the length of a typed word is
relevant and if all lengths have the same importance. This is of interest, not only
in terms of performance and model optimizing, but also to determine if users
have a natural tendency to be more consistent in their typing during a limited
number of keystrokes. The study of this feature was suggested by the idea related
to fragmentation that Bor stated in his study where short pieces of information
are easier to remember [23].
• Recursion when searching partial sub-words: This parameter has been described
in Section 4.4.1. The effect of using different types of recursion when searching
partial words is analyzed with this parameter.
• Discard child times: When a word is found only up to a certain depth, and when
that node has no time intervals information, the intervals can be obtained from
the leafs from that particular node. Independently to the fact of using recursion
or not, this parameter discards these words if the node where the last letter has
been found has no timing information.
• Number of words found in the model: Limitations may appear when the number
of words in a session is too low. It can happen that a user only accesses the
Discussion forums to contribute with a few words. At the same time having
abnormally small models can lead to incorrect identification because the template
of a user does not have enough information to be properly defined. This parameter
tries to mitigate this problem by establishing a minimum number of words to be
found to consider a session valid.
When dealing with n-graph models and Relative and Absolute distances the following
parameters have also been analyzed:
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• Minimum number of graphs: Similar to the minimum number of words found, if
not enough graphs are found on the dictionary the session is discarded.
• Maximum number of sessions to compare to: This parameter has to do with
performance and scalability problems related to Relative and Absolute distances.
These methods can be very resource demanding and comparing a testing sample
to an unlimited number of sessions can render the method unfeasible.
A practical example
As an example of the different situations that can be encountered when searching words
in the model, Figure 4.10 shows a possible logical tree with some words in it, similar
to the Straight tree model previously shown. The tree depicted in this figure can be
helpful to understand how words are searched, how recursion is performed, and also
how the concept of discarding child times has been implemented.
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Figure 4.10: Straight tree model for the practical example
Let us suppose that the following words are searched in the tree model: HOUSE,
THIS, THUS, USEFUL, and THEREIN. The easy cases are those where words are not
found in the model (like the word HOUSE ) and those words that are exactly found
(like the word THIS ). In the first case, the word HOUSE would be simply discarded.
No recursion is ever performed on those words that not even a single letter has been
found. This is a decision that could be revised in further studies. In the second case,
the word THIS does not present any problems at all. The values returned are those
present in the node of the last letter ([90, 124, 79, 145], [129, 111, 89]). If more than
one instance of timing intervals is available in the node, the mean value of all timing
intervals is returned.
The rather more interesting cases are those when words are partially found. The
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word THUS can be found in the model using different strategies. The letters T and
H are found successively hanging from the root but, from this point, the letter U is
not found. Let us stop here before deciding what to do with the tail of the word not
yet been found. For the two initial letters, different approaches have been evaluated in
this study. The first is to simply discard the partial letters found because in the node
where the last letter has been found (H ) there are no timing intervals. This would be
considered as a not found word. The other approach has been to use the information
from the leafs hanging from this node. In this case there are timing intervals from the
words THERE and THIS. These last letter nodes of each of these words have timing
intervals of five- and four-letter words respectively. In the case of the sub-word TH
only timings of the first two letters are necessary. These would be: [98, 92][81], and
[90, 124][129] respectively. From these two the mean value is returned: [94, 108][105]. It
should be noted that the timing intervals in the node for the letter E (part of the THE
stored word) are not used, only those in the leafs. This was a decision taken during
the implementation that could be revised in further studies.
For the two letters still left to be found (US ), depending on the recursion setting,
the algorithm could perform a new search, again from the root, using only these letters.
Of course, if no recursion is used whatsoever, these two letters would be discarded. In
the case when recursion is used, these two letters are found in the word USE. Again,
the methodology to treat nodes without timing intervals would have to be evaluated.
If child times are used, then the returned timing intervals would be: [68, 83][99], those
from the leaf node (E ), using the information of only the first two letters. If child times
are discarded, then, since the S node has no timing intervals, this sub-word would be
discarded.
The following word to be analyzed is USEFUL. In this case, in the tree, the
successive letters U, S, and E are found. This sub-word would return the values stored
in the E node: [68, 83, 120][99, 83]. The letters F, U, and L are still left to be found.
Without recursion, these would be simply discarded and only the timings of the partial
sub-word USE would be used. Using partial recursion, the new sub-word FUL would
be searched in the model, and it can be seen that it would not be found, thus becoming
a not found word. The process when using partial recursion would end here. On
the contrary, when using the exhaustive recursion method, the first letter would be
discarded, leaving a new sub-word to be searched (UL). Again, this word is not found in
the tree model. The process continues with the last sub-word (L). This one is also not
present in the model, so it would be discarded too. It can be seen that the exhaustive
recursion method is the one that requires more computer resources and the slowest one.
The next word, THEREIN, is interesting because it is pretty similar to the case
of THUS but in this case the sub-word is found when all letters present in the
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tree model have been exhausted from a shorter word. The sub-word THERE is
found completely and the last node has timing information that would be returned:
[98, 92, 122, 88, 82][81, 70, 65, 82]. The rest of letters (IN ), using recursion, would be
searched again in the model. In this case these are completely found too. The algorithm
would then return the values: [82, 132][56]. If no recursion is used the sub-word IN
would be discarded.
Other particular situations could be encountered when searching words in the tree
model, but the ones described in this section are the most common ones and should
help understand how searching the model works.
Even if this example has only focused on the Straight tree model, the procedure to
search words in the Inverted tree model is exactly the same. The only particularity is
that source words are inverted previous to being searched in the tree.
4.4.2 Behavioral features
This section comments upon the behavioral features that have been analyzed in this
study, and how the process of detecting and using them has been performed.
Mistakes users make
One of the objectives of this research is to determine if the mistakes that users make
are an influential feature when it comes to identifying them. This section details how
these mistakes are treated and what tests have been performed in order to see if the
overall results improve when this feature is considered.
A typical word has L letters, and usually, users always type it in the same manner,
and with the same rhythm. This is the basis of Keystroke Dynamics. The idea behind
the feature that evaluates the mistakes is that this also includes the words in which
users make mistakes. For example, if a user types the word WEIGHTED and as a rule
of thumb they always invert the T and the H, the user could type the word using the
following sequence of keystrokes (← being the backspace key):
W E I G T H E D ← ← ← ← H T E D.
This is just one of the ways a user may correct the mistake. Users can always use
the mouse and right-click the word to let the application auto-correct functionality fix
it. In this case, there is nothing that ends up in the proposed models since no keys are
pressed.
The backspace (key code: 8) has been defined as a word breaking delimiter. When
it is detected it is automatically discarded and when new, different, letters are found
again these are treated as part of a new word. The process described before would not
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end up in the tree model as a single word but as two: WEIGTHED would be the first
detected word and HTED the second. In no way, the correct word is ever stored in
the model. This also means that all sub-words coming from mistake corrections that
share the same letters do not end up in the same branch of the tree without having
real relation to the context of the written words. With this in mind, what is evaluated
is the possibility of removing the backspace code from the list of word delimiters.
The idea that different types of users, be it in gender or age group, type rather
differently suggested the possibility of also evaluating the proposed methodology to
treat mistakes separating user per age group and gender. An experiment is specifically
dedicated to this idea.
Other behavioral features
Other features related to user behavior that have been analyzed are the following:
• The possibility of using particular keys as word delimiters gives also the possibility
of studying the effect of only using the space key as a word delimiter. With this
parameter, all other key codes are used to create the models. This means that
not only words are used in the models but also, for example, navigation keys or
other particular key combinations.
• Frequency scaling: This parameter allows the possibility of studying the effect of
giving more importance to those words that users use the most. The distance
between a word from a new sample and the one stored in the model can be scaled
to a better value if that particular word is frequently used.
• Successive words scaling: Using the same idea, this parameter analyzes the
effect of the use of successive words. The idea is to study if the use of common
constructions of sentences is a differentiating feature. If a word is followed by
another one in a new sample and the same construction has also been used when
building the model, then the samples involved can also be given more relevance
in the distance measurements.
Extending the models to include behavioral features
Adding information related to behavior means that models have to be adapted to store
such data. Different approaches have been considered. To implement such modifications,
the simplest approach has been used, even if this meant that performance could be
affected negatively.
The frequency scaling proposed method, when related to the number of words users
use most, needs no adaptation of the model whatsoever. The number of words, and
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the number of instances of a word is easy to obtain counting the number of elements
in the list of instances of a particular node. A function that does exactly this has
been implemented. It could be argued that instead of searching the tree, an index of
the words in a tree and their frequency could be available. This would increase the
performance of the algorithm. For the tests in this research this improvement has not
been implemented and is left as future work to build better and optimized models.
On the other hand, the behavioral feature related to word sequences needs the
tree models to be adapted to store the information regarding successive words. The
proposed solution is rather simple and uses a dictionary to store references to all
previous words that have been already been stored for a given word. This dictionary,
as with time intervals, is always stored in the node of the last letter of a word.
When the tree model is built, or when new words are added to the tree, the
information about previous words is also added or updated. To do so, for every new
word, the reference to the last node (the last letter) of a word is temporarily stored.
Then, when the next word is inserted, in its last node information, this last node
reference is stored in the dictionary. This way, every word in the tree has the list of
words that have preceded them.
Later, when words are searched in the tree, to detect successive construction of
words, the list of previous words is consulted. The procedure is straightforward. The
previous word reference, initially, is set to null, because the first word searched will not
have a previous word. After the first word is searched, the previous word reference is
set to the last node reference of this word. When the last node of a second word is
found, the node reference of the last node of the first word is looked upon the dictionary
of previous words. If it is found, weighting is performed.
For example, if the words THIS and WORD have been added to the tree in this
order (see Figure 4.8), a memory reference to the last node of the first word would
be stored. In this case, the last letter of the first word is S. The memory reference to
the node containing the S could be, for example: 4338740848. When the second word
(WORD in this example) is added to the tree, the last node is updated to include the
reference to a previous word. This means that in the list of previous words the value
of the previous word reference (4338740848 ) is added.
When words are later searched in the model from a new sample, if these two words
are again searched in this particular order, the process is similar: when the last node
of the first word (THIS ) is accessed the value of the memory reference of the last node
(the S letter node, with value 4338740848 ) is stored temporarily. When the second
word is searched and the last node is found, the list of previous words is consulted to
determine if the value 4338740848 is present. If it is the case, weighting policies may
be applied.
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4.4.3 Comparing new samples to the model
Once the described models for a number of users have been built it can be said that the
system is ready to identify users. From this moment on, new sessions can be compared
to these models to try to establish conclusions on the author, or owner, of the session.
To compare new sessions to the models a distance based approach is used. The
user with the minimum distance to sample is determined as the author of the sample.
This is, again, used to either identify or authenticate them.
Distances analyzed
Five different distance measurements have been used in this study. These have been
chosen among the most used in the State of the Art. Even if some articles have focused
solely on trying almost every distance measurement available, a smaller number has
been used in other publications. Knowing if the distance measurement chosen is an
important parameter is also one of the goals of this study, tied to the parameters and
features described in the previous section.
The distance measurements chosen for this study are the following:
• Euclidean: DE( ~X, ~Y ) =
√∑n
i=1 (Xi − Yi)2
• Manhattan (a.k.a. City block): DM( ~X, ~Y ) =
∑n
i=1 |Xi − Yi|
• Canberra: DC( ~X, ~Y ) =
∑n
i=1
|Xi−Yi|
|Xi|+|Yi|
• Chebyshev: DCH( ~X, ~Y ) = maxni=1|Xi − Yi|
• wordgraph: Dwg( ~X, ~Y ) = |
∑n
i=1Xi −
∑n
i=1 Yi|
In every case there is a source vector ( ~X) and a target vector (~Y ). The source
vector is the list of time intervals from the word being searched from the newly obtained
sample. This list includes the following intervals: Press–Release (PR), Press–Press
(PP ), Release–Press (RP ) and Release–Release (RR). Each of these same values are
available for the target vector (that of the intervals found in the model). If more than
one instance of a word is available in a node of a tree, the mean value of all available
instances is used. As previously commented, one letter words only have Press–Release
(PR) values. In this case the distance measurements are only evaluated for this feature.
Just as an example, if ~X = (78, 93, 63) was the template vector of dwell times
associated to the word THE and ~Y1 = (90, 87, 88) and ~Y2 = (60, 120, 103) were two
vectors from newly collected samples, the result of obtaining the distances previously
shown, in both cases, would be:
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• Euclidean distance:
DE( ~X, ~Y1) =
√
(78− 90)2 + (93− 87)2 + (63− 88)2
=
√
144 + 36 + 625 = 28.37
DE( ~X, ~Y2) =
√
(78− 60)2 + (93− 120)2 + (63− 103)2
=
√
324 + 729 + 1600 = 51.50
• Manhattan or city block distance:
DM( ~X, ~Y1) = |78− 90|+ |93− 87|+ |63− 88|
= 12 + 6 + 25 = 43
DM( ~X, ~Y2) = |78− 60|+ |93− 120|+ |63− 103|
= 18 + 27 + 40 = 85
• Canberra distance:
DC( ~X, ~Y1) =
|78− 90|
|78|+ |90| +
|93− 87|
|93|+ |87| +
|63− 88|
|63|+ |88|
=
12
168
+
6
180
+
25
151
= 0.2703
DC( ~X, ~Y2) =
|78− 60|
|78|+ |60| +
|93− 120|
|93|+ |120| +
|63− 103|
|63|+ |103|
=
18
138
+
27
213
+
40
166
= 0.4981
• Chebyshev distance:
DCH( ~X, ~Y1) = max(|78− 90| , |93− 87| , |63− 88|)
= max(12, 6, 25) = 25
DCH( ~X, ~Y2) = max(|78− 60| , |93− 120| , |63− 103|)
= max(18, 27, 40) = 40
• wordgraph distance:
Dwg( ~X, ~Y1) = |(78 + 93 + 63)− (90 + 87 + 88)| = 31
Dwg( ~X, ~Y2) = |(78 + 93 + 63)− (60 + 120 + 103)| = 49
In these five cases the first sample vector, ~Y1, is closer (since the result of the
distance measurement is smaller) to the stored sample ~X than the second sample vector
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~Y2. The user who had submitted ~Y1 would be considered a better candidate to be
identified as the valid owner or author of the testing sample.
A graphical example of the distances obtained from different users is shown in
Figure 4.11. In this case the dark green line belongs to the previously built model
from user Real. The orange line belongs to a new sample from the Real user, and the
other three belong to the timing intervals for the ’a word’ sequence of three Other
users. It can be seen that the minimum distances between any user and the Model
line belongs to the user Real. This is the expected behavior when comparing the same
words between samples and different models. The shorter distances should belong to
the Real user, that is, the owner of the session.
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Figure 4.11: Timing intervals for ’a word’ from different users
Figure 4.12 shows another interesting graphical example of what it would be
desirable to find in terms of density of distances belonging to the owner of a particular
session. In this case a session belonging to user 24 has been evaluated and the distances
between all words from a testing session and a number of different models (8 in this
case) has been obtained. In the figure, user 24 has the largest density of short distance
values between almost 0 and 50. The other models this session has been compared to
show a more irregular distribution ranging roughly from 20 to 300ms.
Even if this is the expected and desired result of comparing a session against many
models, the densities shown in this figure are not always these. Errors in identification
are present and efforts should be focused on minimizing them by identifying those
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Figure 4.12: Density of distances
features that better differentiate individuals.
Scaling distances
The distance measurements proposed in the previous section return a value for the
difference between every word from a new sample being compared and the same word
stored in the model. The features proposed in subsection 4.4.2 include Frequency
scaling and Successive words scaling. These take advantage of the particular structure
of the tree models to try to find additional information that can helpful when identifying
users.
Scaling distances means that the values returned by the distance measurements can
be modified to bring them closer to zero (improve them) or, on the other hand, move
them away (demote them). The goal is to give more relevance to those measurements
that have additional relevant information. In any of these cases a modifier m is
determined and then multiplied to the distance measurements previously obtained.
In the case of the Frequency scaling method, the relation of the number of instances
of a word (WC) in respect of the total words in a model (TW ) is obtained (PW ). The
modifier m is then obtained by using these equations:
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PW =
WC
TC
× 100 m = 1
1± PW
The modifier m can either add or subtract the PW value. It is added when the
word searched has been stored at least once (time intervals are present in the node
where the word has been found). If, on the contrary, the word is not present in the
model, but still time intervals have been obtained from a partial match, then PW is
subtracted. This way, completely found words are given more importance, and even
more if these are frequently used. On the other hand, partial words seldom used, are
given less importance and demoted.
In the case of the Successive word scaling method, the idea is much simpler.
Successive words that have been searched and found in the same order that once were
typed are given more importance. The distance measurements are divided by 2. This
method, on the contrary, does not punish those words that have no relation to others
on the model.
If these methods are found to be relevant and indeed improve the accuracy of the
system, a more in-depth study could be performed to determine the best modifiers m
that better help classify users.
4.4.4 Determining the owner of a session
Different methods, both Statistic and Machine learning techniques, have been tried on
the distances returned by the data search procedures. The Machine learning techniques
evaluated (including SVM, Decision trees, and Neural networks) have been discarded
due to their ineffectiveness in classifying users in the proposed scenario.
This section explains the different methods that have been evaluated to classify
users. Each of these methods is a sort of evolution of the previous one, and each of
them tries to improve the results progressively, even if by just a little. All methods
explained in this section are accompanied with examples that should help understand
the basic methodology behind each of them.
Sample data is needed to perform any kind of evaluation. Table 4.7 shows a
basic dataset of example values that could have been obtained after having a distance
measurement obtained between a testing sample and a target model for a different
number of users10. 5 different models are used in this example (these models belong to
users in column User–Test) to test an origin session. The origin session belongs to user
192 (column User–Real). 4 words have been compared between the origin session and
10The data in this table is merely informational. It does not come from real data from real collected
samples and it is only shown to describe how each of the proposed methods to identify a user works.
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the models. Four time intervals features are also shown and used in these examples
(PR, RP , PP and RR). No importance is given to the distance measurement chosen
or to what model structure has been used to obtain the values shown in this table.
The proposed methods in this section work the same way if these values come from the
Euclidean, the Manhattan, or any other distance measurement. At the same time, it
does not matter if a Straight, Inverted or Combined tree model has been used or any
of the other models described in previous sections. For the sake of completeness, the
Tree column shows a value of S if the distance has been obtained from a Straight tree
or a value of I if it comes from an Inverted tree. The Combined tree model is used by
default when this column is entirely discarded. The Depth column indicates, as the
name implies, the depth at which the last letter of a word searched has been found.
Just as an example, to clarify what the values for each feature mean, when the
word here typed by user 192 (the owner of the session) has been searched in the
model belonging to user 3207 the distance obtained when taking into account the
Press–Release (PR) feature has been 69. In this case, the Depth at which this word
has been found is 4, because the origin word has four letters and it has been completely
found in the model. The last column states that this distance has been obtained from
a Straight tree model.
The following sections describe the methods that have been applied on the available
information to determine the owner of a session. These methods are the following:
• Mean of distances: This method obtains a mean value of all the distances obtained
for every searched word and every feature. These values are then combined into
a global mean per user. The user with the minimum value is determined as the
owner of the session.
• Median of distances: This method is exactly as the previous one with a slight
modification. Instead of using the mean to obtain a single value for each feature,
this method uses the median. These median values are then combined, again,
into a global mean per user. The user with the minimum value is determined as
the owner of the session.
• Weighted mean of distances: A different version of the Mean of distances method
is evaluated, but in this case, the distances are weighted depending on their
closeness to zero. Due to the inner workings of the weighted mean procedure,
the weighted median alternative was not implemented.
• Higher number of minimum distances: Instead of obtaining a global mean like in
the previous methods, a voting fusion method is performed on the mean values
obtained from all the words searched and every feature.
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Word Feature Depth User Tree
PR RP PP RR Test Real
here 69 144 176 99 4 3207 192 S
sun 67 19 48 21 3 3207 192 S
there 56 135 145 93 5 3207 192 I
moon 88 33 66 30 4 3207 192 I
here 84 200 163 124 4 37 192 S
sun 71 16 58 74 3 37 192 S
there 72 187 145 110 5 37 192 I
moon 66 25 70 60 4 37 192 I
here 23 11 16 20 4 192 192 S
sun 15 15 14 23 3 192 192 S
there 34 20 13 18 5 192 192 I
moon 20 30 15 28 4 192 192 I
here 71 13 43 59 4 56 192 S
sun 48 31 24 17 3 56 192 S
there 80 22 55 48 5 56 192 I
moon 56 40 40 25 4 56 192 I
here 60 120 155 140 4 78 192 S
sun 30 15 10 45 3 78 192 S
there 52 112 163 132 5 78 192 I
moon 33 5 3 38 4 78 192 I
Table 4.7: Distances after comparing a session against 5 different models
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• Weighted mean of distances, revised: This last method combines all previous
methods and adds the Depth at which the word has been found to try to improve
the global results. To do so, the mean of each feature is weighted, but instead of
doing it by feature it is done by word (instead of evaluating columns by feature,
rows by word are treated). Then, two different global values are found and
combined using a fusion method. For this method, the use of fusion is discussed
because the fact that only two global values are used poses a dilemma when
trying to establish a threshold value for the voting scheme.
The following sections describe in more detail each of the methods that have been
enumerated in the previous list.
Mean of distances
This method performs a straight computation of different mean values of some chosen
features. In Table 4.7 there is an entry for each of the distances obtained between
words from an origin session and the different target models. In the example, the origin
session belongs to user 192, and is compared against models belonging to users 3207,
37, 192, 56, 78.
The following is a rather quick and informal description of how this method works.
For each User–Test user, the mean value for all words and features Fj is obtained (see
columns x¯Fj in Table 4.8). Then, a new global mean is obtained from the values of
each row (column x¯gm). The user with the minimum x¯gm value is determined as the
owner of the session. Formally this would be written down as follows.
An origin session S from a user U has W words. Each of these words is searched
in different models M . Each word Wi is a vector of values ~X. This vector may
include a combination of dwell times and flight times from the recorded timing intervals
depending on the chosen feature Fj being analyzed. In the example, Fj can be one of
the following: PR (Press–Release), RP (Release–Press), PP (Press–Press), and RR
(Release–Release).
Every word Wi is searched in the model M belonging to user Uk (MUk with k ∈ 1..5
in this example). These models may have a vector ~Y of previously collected timing
intervals corresponding to the word being searched. From these two ~X and ~Y vectors
a distance can be determined:
∀Wi ∈ S,D(Wi,MUk) = D( ~X, ~Y ) (4.1)
The distance D(Wi,MUk) is obtained for each feature being considered. From these,
the mean value x¯Fj can be obtained:
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∀Fj, x¯Fj = x¯(D(Wi,MUk)Fj)
Finally, using these x¯Fj values, a global mean value for each user Uk is obtained :
∀Fj, x¯gm = x¯(x¯Fj)
The user with the minimum x¯gm value is determined as the owner of the session. In
the example shown in Table 4.8, the minimum x¯gm value is 19.69. The User–Test user
is identified as 192. This user would be determined as the owner of the session and it
can be seen that the User–Real user is also identified by 192. This would count as a
correctly identified session. If columns User–Test and User–Real had been different it
would be counted as an incorrectly identified session.
Feature x¯gm User
x¯PR x¯RP x¯PP x¯RR Test Real
70.00 82.75 108.75 60.75 80.56 3207 192
73.25 107.00 109.00 92.00 95.31 37 192
23.00 19.00 14.50 22.25 19.69 192 192
63.75 26.50 40.50 37.25 42.00 56 192
43.75 63.00 82.75 88.75 69.56 78 192
Table 4.8: Mean of distances method
In this example, four timing interval features have been used, but this is not
mandatory or limited to a particular number. In the real tests, all possible combinations
of these four features (24 − 1 = 15) have been evaluated to determine if there is a
combination that always yields the best results. It is worth noting that when only one
feature is being evaluated, the step where the x¯gm is obtained is meaningless since it
always corresponds to the value of the feature being analyzed.
Median of distances
This method is exactly as the Mean of distances method, but instead of using the mean,
the median value is used. From the previous definition, only the following changes:
∀Fj,MdFj = Md(D(Wi,MUk)Fj)
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Using these MdFj values, a global mean value for each user Uk is obtained:
∀Fj, x¯gm = x¯(MdFj)
The user with the minimum x¯gm value is again determined as the owner of the
session. In the example shown in Table 4.9, the minimum x¯gm value is 20.63. The
User–Test user is identified as 192. This user would be determined as the owner of the
session and it can be seen that the User–Real user is also identified by 192.
Feature x¯gm User
MdPR MdRP MdPP MdRR Test Real
68.00 84.00 105.50 61.50 79.75 3207 192
71.50 106.00 107.50 92.00 94.25 37 192
28.50 17.50 15.00 21.50 20.63 192 192
63.50 26.50 41.50 36.50 42.00 56 192
42.50 63.50 82.50 88.50 69.25 78 192
Table 4.9: Median of distances method
Why these two methods have been chosen is explained graphically in Figure 4.13.
In this figure, for a couple of users (identified as 7, being the rightful owner, and 14),
both the mean and the median of their samples per word is shown in vertical lines
(the dotted lines on the right correspond to the mean values, while the dashed lines
on the left correspond to the median values). The median seems to be a much better
measurement if the distribution is skewed, as tends to be the case with the collected
samples.
Weighted mean of distances
This method is a revision of the Mean of distances method. A x¯gm global mean value
of all considered features is obtained. Previously, though, the distances of each of
the words are weighted using a criterion based on how close their distance to zero is.
Distances far from zero would be scaled even further. On the contrary, distances closer
to zero would be kept close to zero. This initial idea was revised choosing different
possible weights.
For this example, the values in Table 4.7 have been modified by a weight. The
weighted value is obtained using the following modifiers: all values up to 100 have a
modifier of 1; values between 100 and 200 have a modifier of 2; and values between 200
and 500 have a modifier of 3. Values above 500 are discarded.
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Figure 4.13: Mean and Median of distances
Just as an example, the 101.67 value from Table 4.10, from the x¯RP feature and test
user 3207 was obtained using the following procedure (144 ·2+19 ·1+135 ·2+33 ·1)/6 =
101.67.
The result of applying this method to the example table, after obtaining all means
like in the first method, is shown in Table 4.10. Again, the minimum global mean value
is 19.69, but it is interesting to see that other x¯gm values in this table have a larger
range if distances are far from zero.
Feature x¯gm User
x¯PR x¯RP x¯PP x¯RR Test Real
70.00 101.67 126.00 60.75 89.60 3207 192
73.25 135.83 124.00 100.33 108.35 37 192
23.00 19.00 14.50 22.25 19.69 192 192
63.75 26.50 40.50 37.25 42.00 56 192
43.75 80.67 108.17 104.50 84.27 78 192
Table 4.10: Weighted mean of distances method
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Higher number of minimum distances
This method is yet another variation of the previous ones. Instead of obtaining a
x¯gm global mean value for all features, once the mean value, the median value, or
the weighted mean value for each feature x¯Fj has been obtained, the total number of
features with a minimum value for each user is obtained. The user with the higher
number of minimum values is chosen as the owner of the session. This is basically a
voting fusion method between all evaluated features. Formally, there is much similarity
with the previous methods, only the last step varies.
In Table 4.11, the Votes column shows the total number of occurrences where the
x¯Fj value is a minimum value when compared to the same feature of the other users.
A session is determined as owned by a particular user by selecting the one that has the
larger Votes value. In the example in Table 4.11, user 192 obtained 4 votes and thus it
is determined as the owner of the origin session.
Feature Votes User
x¯PR x¯RP x¯PP x¯RR Test Real
70.00 82.75 108.75 60.75 0 3207 192
73.25 107.00 109.00 92.00 0 37 192
23.00 19.00 14.50 22.25 4 192 192
63.75 26.50 40.50 37.25 0 56 192
43.75 63.00 82.75 88.75 0 78 192
Table 4.11: Higher number of minimum distances method
The number of features taken into account can be a problem as happens in the
example shown. The possibility of having a tie in the number of minimum values
could well happen. The algorithm would choose either user with the highest number of
minimum values, and this could mean that incorrectly identified sessions could increase
in number.
Weighted mean of distances, revised
This method shares most of what has already been described in previous ones with an
important difference: instead of obtaining a mean for each feature Fj in a column, the
mean is obtained by row first, and then global values are obtained. At the same time,
it combines the voting fusion method with the weighted and non-weighted values from
all previous methods. Formally, this method is described as follows:
An origin session S from a user U has W words. Each of these words is searched
in different models M . Each word Wi is a vector of values ~X. This vector may
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include a combination of dwell times and flight times from the recorded timing intervals
depending on the chosen feature Fj being analyzed. In the example, Fj can be one of
the following: PR (Press–Release), RP (Release–Press), PP (Press–Press), and RR
(Release–Release).
Every word Wi is searched in the model M belonging to user Uk (MUk with k ∈ 1..5
in this example). These models may have a vector ~Y of previously collected timing
intervals corresponding to the word being searched. From these two ~X and ~Y vectors
a distance can be determined:
∀Wi ∈ S,D(Wi,MUk) = D( ~X, ~Y ) (4.2)
From these distances two values are then calculated: the mean md and the weighted
Mean wmd for all Features. The md and the wmd values make use of the Depth d
at which each Wi is found. The Weighted Mean value is obtained using the following
weights: all values up to 100 have a weight of 1; values between 100 and 200 have a
weight of 2; and values between 200 and 500 have a weight of 3. Values over 500 are
discarded.
∀Fj,md(Wi) =
x¯(D(Wi,MU)Fj)
d
∀Fj, wmd(Wi) =
wx¯(D(Wi,MU)Fj)
d
At this point, there is an md(Wi) and a wmd(Wi) value for every Word Wi searched
in the model M . The final global distance gd between a Session S and the Model M is
composed of two values (gdmed, gdwmed) calculated using the following method:
∀md(Wi), gdmed = Md(md(Wi))
∀wmd(Wi), gdwmed = Md(wmd(Wi))
As an example of this method, Table 4.12 shows the original table after having
calculated a distance measurement between the words of an origin session and target
models. This table also include columns md and wmd with the calculated values for
each word.
For the first row of user 3207 the Mean value would be: (69+144+176+99)/4 = 122.
Similarly, the Weighted Mean value would be: (69 ·1+144 ·2+176 ·2+99 ·1)/6 = 134.67.
These two values would be then divided by the depth at which the last letter of the
word was found: md = 122/4 = 30.50 and wmd = 134.67/4 = 33.67.
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Word Feature Depth User md wmd
PR RP PP RR Test Real
here 69 144 176 99 4 3207 192 30.50 33.67
sun 67 19 48 21 3 3207 192 12.92 12.92
there 56 135 145 93 5 3207 192 21.45 23.63
moon 88 33 66 30 4 3207 192 13.56 13.56
here 84 200 163 124 4 37 192 35.69 37.79
sun 71 16 58 74 3 37 192 18.25 18.25
there 72 187 145 110 5 37 192 25.70 27.31
moon 66 25 70 60 4 37 192 13.81 13.81
here 23 11 16 20 4 192 192 4.38 4.38
sun 15 15 14 23 3 192 192 5.58 5.58
there 34 20 13 18 5 192 192 4.25 4.25
moon 20 30 15 28 4 192 192 5.81 5.81
here 71 13 43 59 4 56 192 11.63 11.63
sun 48 31 24 17 3 56 192 10.00 10.00
there 80 22 55 48 5 56 192 10.25 10.25
moon 56 40 40 25 4 56 192 10.06 10.06
here 60 120 155 140 4 78 192 29.69 31.79
sun 30 15 10 45 3 78 192 8.33 8.33
there 52 112 163 132 5 78 192 22.95 24.74
moon 33 5 3 38 4 78 192 4.94 4.94
Table 4.12: Results table with mean values
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From each of thesemd and wmd values and for each user U the final two values gdmed,
gdwmed are then calculated. Table 4.13 shows these final values for the proposed example.
Again, as an example, for user 3207, gdmed = (12.92, 13.56, 21.45, 30.50) = 17.51
Feature Votes User
gdmed gdwmed Test Real
17.51 18.60 0 3207 192
21.98 22.78 0 37 192
4.98 4.98 2 192 192
10.16 10.16 0 56 192
15.64 16.54 0 78 192
Table 4.13: Final values for the proposed method
Finally, in Table 4.13, the Votes column shows the total number where each of the
gd values is a minimum value when compared to other users. It has been observed that
when evaluating sessions using these gd values, there are some incorrectly identified
sessions but most of the time these errors are not reported by all the gd values at the
same time. It has been decided to use a fusion method to try to improve the global rate
of identification using a voting scheme, but this one is stricter: a session is determined
as owned by a particular user only if all features have selected the same user. In the
example in Table 4.13, user 192 obtained 2 votes and thus it is determined as the owner
of the session. If these two votes had been assigned to different users the session would
have been marked as unidentified, and from this, considered badly identified.
In the results section, when this method has been evaluated, the possibility of not
using fusion, and choosing only one global value as the result, has also been considered.
4.4.5 Authentication
The previous section has focused on the different methods to determine the owner
of a session. The possibility of authenticating users is also analyzed in this study.
This means that, by using the methodology proposed up to this point, that is, the
proposed logical tree models, the optimal building and searching parameters, the best
distance measurement, and the best method to identify a session, authentication is also
attempted.
To authenticate a user, different methodologies can be tried. In general, the common
way of doing it is by establishing a threshold value below which the user is considered
authenticated. This threshold value has to be determined basing the decision on the
distance measurement and the different methods available so that it better fits the
current environment. For example, if the vast majority of distances obtained from
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the logical tree model, when using a particular distance measurement, range between
20 and 50ms, the threshold value should be somewhere in between these two values.
It is possible that there are also other values outside this range, especially above the
upper value, but these are normally considered outliers. Determining which is the best
threshold value can be a problem as has been previously discussed in Section 2.3.3. If
the idea is to be as strict as possible, a value close to the lower limit would be chosen.
This would mean that only those users with very tight typing patterns, pretty close to
the stored models would be granted access. This would also mean that many valid
users with a typical distance value to the model close to the threshold would be denied
access. On the other hand, having a threshold value close to the upper range would
satisfy most, if not all, valid users but impostors and invalid users would be given
access. This behavior, of course, is not desired.
In this study, all training sessions are going to be evaluated against a group of
previously built models from different users. The distance values for all training sessions
to all the available models will be recorded as well as the identified user, exactly as if it
was an identification process. In this particular case, though, an increasing threshold
value will also be used to determine how many users are correctly granted access or not
depending whether the obtained distance measurement is below the given threshold.
This is known as a zero-effort attack because all impostors are not really trying to
impersonate other users.
A particular example of this methodology is shown in the following example. Let
us suppose that a user has authored a message and this is compared against M = 5
number of models. In this particular case, the first model M1 happens to belong to
the user author of the message (this is not mandatory if only impostor users are being
evaluated in an intrusion attack). Let us also suppose that the obtained distances D
to the models are: [23.5, 18.7, 45.3, 82, 30.1], and that the given threshold value is 25.
From the 5 authentication attempts DM1 and DM2 are below the threshold value. This
means that 2/5 attempts would be granted access, while 3/5 would be denied access.
Since the first model belongs to the user author of the message, the FRR would be 0
and the FAR would be 1/4 = 0.25, from the attempt of this user to authenticate as the
user owner of the second model. This procedure is going to be repeated for all sessions
from all users and for different threshold values.
To measure the accuracy when authenticating users, the EER value will be used.
This value corresponds to the rate where both the FAR and FRR values are equal.
This measure has been widely used to evaluate authentication schemes throughout the
literature related to biometrics. Also, ROC curves will be shown as another further
measure to test the feasibility of the proposed authentication method.
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4.4.6 Age group and gender
Age group and gender have also been considered as contextual features. These are
also evaluated in the following chapter with an experiment entirely dedicated to these
particularities. The goal is to determine whether the age group and gender a user
belongs to has an effect when processes such as identification or authentication are
performed.
The methodology that has been followed in these experiments is the following: one
experiment is centered on evaluating gender, while another is focused on age groups. A
third experiment, evaluates the effect of having mistakes users make incorporated in
the model as well. This one has a particular methodology that is discussed later in
this section.
For the first experiment, centered on gender, users and their models are separated
in two groups: male and female. All testing sessions are then compared to groups of
models where only male or female users are present. This comparison is performed
exhaustively: all testing sessions are tested against all model groups. The idea behind
this test is to determine if men and women have different typing patterns that can
lead to the possibility, for example, of identifying the gender of the user submitting
information.
The same approach has been considered for age groups. The age groups already
described in the current chapter have been used as groups of models against which
testing sessions have been evaluated. In this case, a session belonging to a user of
the Young age group, for instance, has been tested against all three groups (Young,
Middle age, and Senior). This has also been performed exhaustively, with all sessions
being tested against all age group models. As with the gender test, the possibility of
identifying the age group a user belongs is analyzed.
This two features can lead to the possibility of building better and more robust
models. At the same time accuracy could be improved when testing sessions are only
compared to those age ranges that better classify individuals.
For these two tests, the number of users per group has had to be lowered to a value
that ensures comparison of the different genders and age groups. The size of the gender
groups has been decreased to 20 users, while the group size for the age groups has been
decreased to 15 users.
The last experiment combines both age group and gender and compares the results
in identification when mistakes users make are included in the model and when these
are not. This is the test with the tiniest groups (only 10 users per group). In the
results of all these experiments the margin of error related to sample size has also been
included.
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4.4.7 Cross-validation methodology
To perform the experiments that evaluate all the proposed parameters, features, and
methods, different approaches regarding cross-validation have been used and taken into
account to increase statistical significance.
For the Quality of the model experiments, the selected users have been divided
into three groups of 20 users as it has been previously described in Section 4.2.5. The
process to evaluate the percentage of correctly identified sessions is that of a typical
Data mining study. The available sessions in each group are partitioned into two groups,
one for training the models and one for testing them. The partition used has been
70/30% respectively. The procedure follows a Monte Carlo Cross-Validation (MCCV)
technique where a random number of sessions are selected without replacement. This
process is then repeated multiple times, generating new training and testing partitions
each iteration. A problem this approach may have is that since partitions are created
independently for each run, the same session can appear in the test set multiple times
or, if a user has only a few sessions available, the testing sessions can overlap in different
runs.
The process is repeated 10 times to avoid choosing lucky samples. The different
models are then created with the selected sessions from every user. Then, each session
from the testing samples is evaluated against all available models of the group the user
belonged to. The number of correctly identified sessions is then recorded.
For the rest of the experiments centered on establishing a good method to identify
users, instead of having three groups of 20 users, a single group of 40 random users
from the pool of the 60 best per period has been used. The rest of the cross-validation
process has not been altered, using 70% of the sessions to build the models and the
remaining 30% to test them. Again, the process has been repeated 10 times to ensure
statistical relevancy.
For the experiment centered on the optimal group size against which a testing
session is compared to, the group size has been evaluated with values ranging from 2
to 60 users. On the other hand, for the experiments focused on age group and gender
different group sizes have been used as well. In this case, the size of the groups has
been established from the need to have groups as similar as possible.
4.5 Summary
In this chapter, the methodology that has been followed to study the particular rhythm
users have has been outlined. To begin with, contextual information and the chosen
behavioral features have been defined. At the same time, how these are interpreted
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in this study has also been detailed. Then, the steps followed to develop software to
capture the necessary user features have been described. From this point, the obtained
dataset has been analyzed. The distribution of users regarding age group, gender and
the number of events recorded has also been shown. At the same time, the different
groups that have been selected in terms of quality have been described.
Two sections take most part of the rest of the chapter. These are: the definition
of the proposed model, and the different chosen methods to determine the owner of
testing sessions. The proposed model is based on a logical tree of words where latency is
stored taking into account the position of letters, thus keeping contextual information.
It is thought that this idea is relevant instead of grouping graphs in non-contextual
dictionaries. The different outlined methods use simple statistical methods, weights,
and fusion to try to determine the owner of a session using most of the contextual
information available in the models.
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5 | Results
The following chapter describes the experiments that have been carried out on the
Keystroke Dynamics dataset collected during a period of three semesters and the results
that have been obtained. Different tests, as explained in the previous chapter, have
been performed. In this chapter, these tests have been organized in their own sections,
and each of them focuses on particular parameters, or features, being analyzed. These
tests show the evolution of the quality of the proposed tree models in comparison to
previous methodologies, more specifically to an n-graphs frequency scheme that uses
Relative and Absolute distance measurements.
The list of performed tests in relation to the sections of this chapter is the following:
• Test 1 – Quality and size of the model: This initial test focuses on proving the
effect of modifying the underlying characteristics of the proposed tree models,
such as the model structure, the number of words, the number of instances, and
how the cleaning of the included samples is performed. It also tries to determine
which type of tree model (Straight, Inverted, or Combined) is the best to evaluate
new samples, and if using a Forest of trees, instead of a single tree, is a better
suited alternative.
• Test 2 – Most relevant model parameters: Having established the parameters
that help build quality models, this test focuses on the information that ends
up in the tree models. These parameters deal with the depth at which words
are found, if recursion to analyze more data is necessary, or if less but better
information improves the results. Finally, the recommended minimum number of
words found in the models is also evaluated and established.
• Test 3 – Distances and methods to classify users: Having established the parame-
ters that help build quality models and those that better help classify them, this
test focuses on the proposed methods to identify users and improve the results
obtained in previous tests and also when using an n-graph methodology.
• Test 4 – Features related to user behavior: With all distances measurements and
proposed methods evaluated, this test focuses on behavioral features that can be
adapted to the rhythm pattern of a user. These include the mistakes users make,
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the frequency with which users repeat words or sentences, and the delimiters that
are used to detect words on the submitted messages.
• Test 5 – User group sizes: Once all parameters have been evaluated, and a valid
methodology has been established to compare a new session against a group
of models, this test evaluates different user group sizes to find out where the
threshold for a reliable system should be set, and if all sizes behave the same way
when different underlying building parameters are chosen.
• Test 6 – Authenticating users: This test evaluates the possibility of using the
proposed methods to authenticate users instead of just identifying them. The
results are presented using FAR and FRR values as well as ROC curves. It is
discussed if using Keystroke Dynamics as a way of authenticating users is reliable
and robust enough taking into account that users may have to type a minimum
number of words for the results to be good enough.
• Test 7 – Dealing with age group and gender: In this test, different parameters
are evaluated. First, gender separation is tried. The idea behind this test is to
see if different models separated by gender help determine who a user is. The
test has been performed comparing all sessions with models of the same origin
gender, and again, with models containing the opposite gender. The second
test is similar, but in this case, the separation is based on age group. Three
age groups have been used: Young, Middle age, and Senior. All sessions, again,
have been compared against the three different age groups and the accuracy has
been evaluated. Finally, a last test regarding age group and gender combined,
evaluates the accuracy when mistakes are also used as part of the models.
In order to have a frame of reference to evaluate the results presented in this
chapter similar tests have been performed using an n-graph frequency methodology.
The method proposed by Daniele Gunetti and Claudia Picardi in their excellent paper
Keystroke Analysis of Free Text [55] has been implemented and evaluated with the
available dataset. The results obtained using their method are presented in the next
section and these set the bar to which other results from the proposed tests will be
compared.
In general, the results in this chapter are presented in terms on accuracy showing
the Percentage of Correctly Identified Sessions (PCIS). When a new testing session is
tested against a model it can be either correctly identified as belonging to its rightful
owner or, on the other hand, identified as belonging to a different user. The first case is
treated as a success, while the second one is treated as a failure. The PCIS is the total
number of successes in relation to the total number of samples evaluated. The inverse
of the PCIS is the percentage of the number of failed evaluations. At the same time,
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FRR, FAR, and more specifically, EER values are used when testing authentication.
All these evaluation measures have been described in Chapter 2, more specifically in
Section 2.3.
5.1 Using Relative and Absolute distances
In 2005, Daniele Gunetti and Claudia Picardi published a paper in ACM Transactions
on Information and Systems Security [55]. This paper was relevant in terms of accuracy
and the proposed methods on how to deal with free text. This was the first time that
the Relative (R) and the Absolute (A) distances, or measures, were put to test even if
the basic idea for the Relative distance has already been introduced by Bergadano et
al. [18]. In their article, the accuracy when performing tasks of Identification, User
classification, and Authentication was evaluated with rather excellent results.
The impact of the paper was important. To date, this is one of the most cited
papers centered on free text and Keystroke Dynamics1. Other articles [37, 38, 92],
have either used, adapted or modified the proposed measurements to try to improve
results in particular situations. Some work has also been carried out to try to minimize
problems in scalability. Be that as it may, the excellent results reported by the use of
their distances set a standard when dealing with Keystroke Dynamics and free text.
Their proposed methods to identify users have been implemented for the study
presented in this document. In their case, the number of samples from users was very
different from what the dataset available contains. At the same time, no samples of
impostors are available. To make matters worse, the great amount of data available
presents a rather serious problem in terms of needed computer resources.
To be able to present comparable results to the research proposed in this document,
a number of decisions have been taken. First, the number of tested users has been
established. As explained in Chapter 4, two different sets of users have been chosen to
perform the initial tests. These sets are:
• Set 1: Three groups of users containing the 20 best users from the 60 best in
number of events.
• Set 2: 40 random users selected from the 60 best users, also, in number of events.
This set is pretty much similar, in terms of users, to the user set used by the
original paper.
In their study, 40 volunteers submitted 15 samples each. These were used to build
the models. At the same time, 165 users submitted impostor samples. The samples
1372 cites on Google Scholar when accessed on the 3rd of April, 2017.
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obtained had a length varying between 700 and 900 characters. From this number of
characters, it is not easy to establish the number of different n-graphs each sample
contained. Even if a mean value was to be used, probably more than 200 digraphs per
sample would be available. This is much more, in general, than the typical sample
from the dataset available in this research. In this study, the number of samples per
user varies a lot. Not all users have submitted a fixed minimum number of samples.
At the same time, the number of n-graphs in a sample is something that can be very
different to the settings they used on their experiments.
To make matters even worse, and just as an example, if the group with the most
number of events is used to evaluate the R (Relative) and A (Absolute) distances,
having only 20 but as many as 100–300 sessions per user the computational requirements
to obtain the proposed distances make the tests impossible to complete. A subset of
the available data had to be chosen. To be consequent with their and this research,
the following restrictions have been applied:
• Use a maximum number of sessions, chosen randomly. The tests have been
performed setting this value to 15 (the minimum used by the original paper), 35
and 50 sessions.
• Use a minimum number of n-graphs in every session. Again, the tests have been
performed with the following values: 100 and 135 n-graphs. Why these values
have been chosen is something that will make sense later in this chapter, but
in the end, the goal is to have a minimum number of quality origin samples to
perform comparisons to the model, and thus, improve results.
• Set of users: Both, the three groups of 20 users set, and the random set of 40
users have been evaluated.
• Period: Four different partitions of the available keystroke dataset have been
used to perform the n-graph tests. Three partitions have been selected from
the samples belonging to each available semester (labeled as P1, P2 and P3
respectively) and the last partition has all the information available from all
semesters (labeled as P0).
As per the distances obtained, as in their study, both the R distance and the A
distance have been implemented and evaluated for 2, 3, and 4 n-graphs. It is worth
noting that, in their study, they combined the results, for example, of R2 and A2,3, to
obtain values to better discriminate users in the form of R2 + A2,3. In the case of this
study it has been found that the best results have been always obtained when using
the values R2 and A2. Even better are the results when these two values are added in
the form of R2 + A2. For the results presented in this section this last value is the one
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that has been chosen. As a side note, it should be said that the results in the current
study have never been as good as the ones they obtained. This could be explained
because of the setting in which the samples for this study were gathered. In this case,
it seems to be much more open to randomness in terms of number of sessions per user
and number of events per session.
5.1.1 Results using the n-graph methodology
This section presents the best results obtained when using Relative and Absolute
distances applied to the dataset available for this study. Table 5.1 shows the results
when the parameters described in the previous section have been evaluated. It should
be noted that, to obtain these results, as in the original paper, only the Press–Press
(PP ) time interval feature has been used.
Group of users Period Accuracy
15–∞1 15–100 35–100 35–135 50–135
A: Rich models
P0 84.56 97.63 99.06 99.06 99.26
P1 84.65 96.81 98.10 98.53 98.34
P2 82.91 97.80 98.66 98.77 98.79
P3 84.16 96.21 97.94 97.44 97.94
B: Normal models
P0 74.38 95.52 96.45 96.69 95.55
P1 68.49 83.49 85.22 89.83 89.83
P2 73.00 92.66 94.49 95.14 96.61
P3 78.68 91.32 94.63 95.50 95.50
C: Poor models
P0 78.65 96.90 97.56 97.96 97.96
P1 85.92 97.84 97.84 98.79 98.79
P2 56.30 82.45 80.61 87.61 87.61
P3 55.68 82.71 80.82 86.18 86.18
Random 40
P0 71.42 93.49 95.57 96.67 96.60
P1 75.03 89.75 89.58 91.48 93.53
P2 61.44 89.38 92.05 93.46 93.99
P3 62.89 88.66 89.59 92.34 92.53
1The first value is the maximum number of sessions; the second value is the
minimum number of graphs when building the models.
Table 5.1: Results when using Relative and Absolute distances: R2 + A2
From the presented results, it can be seen that the more samples are used to build
the model, the better the model behaves. This goes in concordance with what had
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already been reported in the conclusions of the original paper. At the same time, if
the origin sessions are selected among those that have a minimum number of n-graphs
the results improve considerably too.
On the other hand, it should be said that the tests performed to present these
results have been chosen among those that can be considered feasible in terms of
computer resources restrictions. Above 50 sessions, the time needed to obtain the
distances has been considered unfeasible.
The minimum number of n-graphs a session should have to be considered valid
is a parameter that is discussed later in this chapter. When setting this parameter
high, the number of sessions that are discarded, because this requirement is not met,
increases rapidly. At the same time, using only samples of greater quality improves
the results. This is something that should be taken into account when establishing the
parameters for the system. Unfortunately, in the environment where these measures
were evaluated, that is, an online free text virtual campus environment, the minimum
number of n-graphs, letters, events, words or whatever other measurement of the quality
of a sample could not be determined or established. This parameter should be taken
into account and discussed to set a minimum threshold above which samples are used,
even if going against the main objective of correctly identifying as many samples as
possible.
Finally, a rather interesting fact is that as soon as the number of users these sessions
are compared to, the accuracy of the system decreases. This is something that has
been previously commented on the literature. One of the key parameters when using a
Keystroke Dynamics system should be the size of the group against which a sample is
tested. The bigger the group, the more robust the system should be considered. This,
again, goes against the resources needed to perform such calculations, which should
always be rational to the time a user can wait to be authenticated or identified. Of
course, if such identification is not performed in real time, as could be the case of an
oﬄine verification of a previously submitted assignment, the time needed to obtain a
result can be stretched, though never infinitely.
From this point, the accuracy obtained when using n-graphs is used as a threshold
to compare the results from the following sections, focused on contextual information
and words searched on logical trees.
5.2 Test 1 – Quality and size of the model
This is the first test that has been performed on the collected Keystroke Dynamics
dataset that evaluated contextual information. The goal of this experiment is to prove
that the information, be it in quantity or quality, stored in the model affects the
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accuracy of the whole system significantly. It is worth noting that the goal of this test
is not to obtain great results in accuracy but to evaluate the effects of adapting the
parameters when building the different proposed tree models.
5.2.1 Model building methodology
As discussed in Section 2.4, the typical sequence to build a model of a user consists
in the following steps: Data acquisition; Extract features; Clean data; and Create
template. In this case, the procedure has been altered to have the models cleaned after
all training samples have been incorporated into the model.
These are the steps that have been followed to build the models and the particular-
ities that have been decided upon for this adapted process:
1. Data acquisition: How this task has been carried out has been described in
Chapter 4. In the end, data from three different semesters is available.
2. Extraction of features: When building the models, the features that have been
stored are only the timing intervals between Press–Release and Release–Press
events. From these, other features like Press–Press or Release–Release are also
obtainable.
3. Store samples in the model: This should have been the last step of the process
and it should have been performed after the cleaning of samples. Instead, the
collected events and their related timings have been inserted into the models
unaltered.
4. Clean stored samples: When different timing intervals of the same word are
available, these can be more or less similar. How the term similar is understood,
in this case, can be misleading. It is not easy to determine when a user has typed
a word like they always do or, on the other hand, the collected sample is way off
the normal. To do so, all available samples have been added into the tree model
and then these have been cleaned keeping only those in a range of a number of
standard deviations treated as a parameter2.
Figure 5.1 shows a graphical description of the process detailed when adapted to
the methodology performed in this experiment.
The samples used to test the models have been treated somewhat differently. In
this case there has been no storing or cleaning of samples used for testing. All words,
2For the Forest of trees model, a cleaning parameter of 2 standard deviations has been chosen as
well as no limitations to the number of words or graphs inserted in the model. These parameters have
been chosen after evaluating the results obtained from evaluating the same parameters using a single
tree model.
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Begin training Dataacquisition
Extraction
of features
Store
samples
in model
Clean
stored
samples
Figure 5.1: Followed procedure to build the tree models
even if repeated, have been treated individually. There has been no grouping by words
to discard those outside the limit established by the standard deviation parameter.
This has been done this way to have the most information from the origin samples
unaltered.
For this test, a number of different models have been built: a Straight tree model,
an Inverted tree model, the Combined tree model that uses the previous two as a whole,
and a Forest of trees model where each session has its own set of single tree models
(Straight, Inverted and Combined).
5.2.2 Samples verification methodology
The same four partitions of the keystroke dataset, discussed in the previous section, have
been used to perform this test. Each available semester has its own set of users (labeled
as P1, P2 and P3 respectively) and the last partition contains all the information
available from all periods (labeled as P0).
For this test, the 60 users that have sent the largest number of events (not the
largest number of sessions), from each period, have been selected to build the models.
As previously described in Section 4.2.5, three groups of 20 users have been created.
The first group (labeled as A) contains the 20 users that have submitted the most
number of events. The second group (labeled as B) has the 20 next users in terms of
events submitted. Finally, the third and last group (labeled as C) has the users that
submitted the lowest number of events during the considered period.
Table 4.4, in the previous chapter, shows the total and average number of events
from each of these user groups and periods. It is easy to see that these groups are far
from homogeneous. This is considered to be a good feature since it will help to see
how the models behave in highly different situations. There are some interesting facts
in Table 4.4 that are worth commenting upon because these will be relevant when the
results are discussed. In terms of events, the second period is considerably larger than
the other two partial periods, especially for groups A and B. At the same time, the
largest period is, of course, the one that groups all periods into one. It is also worth
noting that group A is considerably larger, in general, than the other two groups. With
this in mind, it should be expected that results for group A are substantially better.
Finally, to build and test the proposed models, the MCCV commented in Chapter 4
cross-validation methodology has been used. This technique separates the dataset
112
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
into two partitions: one for training the model, and the other to test it. In this case,
a 70/30% partition has been used. 70% of the sessions have been used to build the
models, and the remaining 30% have been used to test them. The cross-validation
procedure has been repeated 10 times to improve statistical relevance. The results
come from the mean value of the different repetitions performed.
5.2.3 Evaluated parameters
These are the parameters that have been studied in this experiment:
• Group of users (G): A (Rich), B (Normal), or C (Poor), depending on the ranked
number of events per user. The question is if the number of events is directly
related to the accuracy of the system.
• The period the sample has been captured (P ): Four periods have been taken into
account, three for each semester available in the dataset (P1–P3), and one for
the totality of the data collected (P0). What is interesting here is to determine
the relation with the number of events and the accuracy.
• The maximum number of words allowed in the model (MW ): This parameter is
allowed to increase with the following values: 100, 500, 1000, 2000, 4000, and
Unlimited or ∞. Some users with a low number of events do not always take full
advantage of this parameter, though. This means that these users will end up
with smaller models even if the possibility of going beyond the number of stored
samples is possible.
• The maximum number of instances per word allowed in the model (MI): Again,
this parameter is allowed to increase with the following values: 1, 2, 3, 5, 10, and
Unlimited or ∞. The same particularity about the size of the models is present
when evaluating this parameter: not all users, especially those in group C, have
enough instances per word to take full advantage of this parameter.
• The number of standard deviations to keep multiple instances of a word (STDS):
For each word that has multiple instances, the process of removing those outside
the normal value has been evaluated. In this case, the different values evaluated
range from 0 (not cleaned at all) to 4.
• Type of tree model: For this parameter three different tree models have been
studied. The Straight tree model that contains words stored from beginning to
end; the Inverted tree model with words stored from end to beginning; and the
Combined tree model that uses the information from both trees at the same time.
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• Structure of the tree model: Finally, with this parameter, the structure of the
model has also been evaluated. Two options have been tried: a Single tree model,
and a Forest of trees model where each training session has its own tree model.
5.2.4 Number of independent tests performed
The total number of different possibilities when all these parameters are combined is:
3G · 4P · 6MW · 6MI · 5STDS · 10 = 21.600 different tests. Due to computational and
performance restrictions, not all combinations have been tried. The chosen approach
has been to test the parameters incrementally. First, the number of maximum words
has been evaluated. Then, once an unlimited number of words is allowed into the
model, the number of maximum instances has been allowed to increase. The same has
been done for the standard deviations parameter.
All in all, the number of independent tests for this experiment, for each period, have
been 3G · (5MW + 5MI + 4STDS) = 42. This has been repeated 10 times using the
MCCV technique and 4 times as per each period. The grand total of tests performed
for this first experiment has been: 42 · 4P · 10 = 1, 680 tests.
The Forest of trees alternative has only been tested for groups B and C due to
computer resources restrictions. At the same time, not all combinations used with
the single tree model have been tried on the Forest of trees. This model structure
presents serious scalability problems. It is not strange to see that some users end up
with more than 100 tree models. To deal with this problem, only the parameters that
have yielded the best results with the Single tree structure have been evaluated. The
test has been carried out for the 4 periods with a total of 2G · 4P · 10 = 80 tests.
5.2.5 Determining the owner of a session
This initial test is focused on the quality and size of the model rather than on the
evaluation of distance measurements or methods to correctly identify the owner of a
session. This will be the goal of other experiments in this chapter. With this in mind,
only the Euclidean3 distance has been used. The method to identify the owner of a
session has been the Mean of distances method.
The time interval features that have been taken into account are: Press–Release
(PR), Release–Press (RP ), Release–Release (RR) and Press–Press (PP ). To determine
the result from the Mean of distances method, all possible combinations of these 4
features have been considered. There are 15 (24 − 1) different combinations.
Figure 5.2 shows different examples of results after establishing some building
3Euclidean distance: DE( ~X, ~Y ) =
√∑n
i=1 (Xi − Yi)2
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parameters, finding the distances between test sessions and the proposed tree models,
and applying the Mean of distances method to identify the owners. The parameters
for these example results have been set as shown in Table 5.2.
Parameter Example
1 2 3 4
Group of users A C B B
Period P0 P1 P2 P3
Maximum number of words ∞ 500 ∞ ∞
Maximum number of instances per word ∞ 1 5 ∞
Standard deviations 3 0 0 3
Table 5.2: Chosen parameters for the example results
The chosen parameters for these examples are highly different from one another.
Group of users A has the best users in terms of events while group C has the worst. The
values for the building of the models show a wide diversity to give a first impression of
the different results that can be obtained. These have been selected to show somewhat
different results but, at the same time, to point out the similarities that all share.
After analyzing the results from these four executions, the first that comes to the
attention is that the percentages of correctly identified sessions can be very different.
The PCIS in these examples range from ∼ 26%, to ∼ 75%. These values are far from
being great but show how very different samples can yield very different results. It is
interesting to see that if the models are limited in size the results are even worse than
if, on the other hand, the tree models are allowed to grow in size and are cleaned.
Also, the Feature that seems to give the worst results in all these examples is PRE
(Euclidean Press–Release) while some show that RPE (Euclidean Release–Press) can
be an interesting Feature to use in its own. On the other hand, the rest of combinations
of Features seem to be, more or less, equally relevant or adequate. None seems to
outperform the others. In Figure 5.2, the horizontal dotted lines depict the mean values
for all Features for each of the tree models considered.
As per which tree model is better (Straight, Inverted, or Combined), no conclusion
can be determined yet. It seems obvious that, analyzing only these four examples is
far from statistically relevant to obtain meaningful conclusions. What is done next is
take the mean values for all Features considered and find the mean values of all tests
performed from the MCCV repetitions. Next section shows the global results for this
experiment.
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Figure 5.2: Result examples for the quality of the model
5.2.6 Results for the Quality and size of the model test
Table 5.3 in page 122 shows the results when all parameters have been evaluated for
the different groups and periods. At the same time, Figures 5.3, 5.4 and 5.5 show
the evolution of the PCIS after modifying the building parameters and comparing all
testing sessions against the models. In Table 5.3, the bold fields represent the best
result for a group of users of a period. At the same time, the red fields represent the
best tree model when compared between Straight, Inverted, or Combined.
Both, the table and the figures, show relevant results that should be commented
upon. To do so, the different parameters previously described are analyzed below:
• Group of users: The results show that the better the model in terms of events,
the better the results. It is interesting to see that periods 0 and 2 share quite
similar results when models are good (groups A and B). This could propose the
possibility of limiting the number of words in a tree after a certain threshold. In
both cases, the results top at ∼ 75% accuracy even if the number of events is
almost a half (see Figure 4.6). When to stop adding samples has not been fully
addressed. From the presented results, it seems that once a number of events,
or words, have been added to the tree results do not improve anymore. Some
ideas that come to mind deal with the possibility of adding new words as soon as
these are available for the first time, but stop adding more instances of words
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from a certain moment. This goes hand in hand with the adaptability of a model
discussed in Section 2.4.
• Period: Periods where more events have been captured provide better results.
This was expected. It should be pointed out, though, that having many words in
the model building samples may not be always the best solution to obtain good
results. Having many repeated words, to be able to create a meaningful template
should be favored.
• Maximum number of words allowed in the model (MW ): This is a parameter that
helps improve the results, no doubt, but not in a way that could be considered
outstanding. It should be taken into account that many small models (mainly
from group of users C) do not take full advantage of this parameter. This should
be considered when building smaller models.
• Maximum number of instances per word (MI): This parameter helps define the
way a user types, and it can be clearly seen that as soon as more instances per
word are allowed the results improve significantly. Unfortunately, smaller models
cannot take full advantage of the use of this parameter.
• Number of standard deviations to clean the model (STDS): This is a parameter
that greatly helps define the rhythm of a user. It seems that beyond 2 standard
deviations the results do not improve that much, but these improve greatly once
the cleaning of stored samples is taken into consideration. In order to build strong
models a value of 2 or 3 standard deviations should be considered as essential.
• Feature: When testing all 15 feature combinations, two of these Features have
given the best and worst results, respectively, most of the time. In terms of the
best combination of features, the RPE (Euclidean Release–Press) feature has
been the best 45.23% of times for the Straight tree, 54.76% for the Inverted
tree, and 60.17% for the Combined model. The worst feature has been the PRE
(Euclidean Press–Release) feature 84.94% of the times when using the Straight
tree, 90.47% when using the Inverted tree, and 96.60% of the times when using
the Combined tree. This information could be helpful in order to choose a Feature
to work with and increase performance, without having to use 15 different Feature
combinations. A quick test has been performed using only the RPE feature.
The execution performance has been more than 15 times faster since only one
combination of Features is used. When using this unique feature, the results
in Table 5.3 have increased up to a 10% in accuracy. This is considered to be
significant and in need of more testing.
117
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
• Type of tree model: In all cases, the best suited tree model is the Combined one,
taking into account the words searched from beginning to end and those searched
from back to fore. This hints at the importance of contextual information and
the importance of having high hit rates. The second test will go deeper into this
result, discussing how words are searched in the model.
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Figure 5.3: Results for Group A per period
Of all these parameters, the maximum number of words allowed in the tree and
the maximum number of instances per word, when models are small, are inefficient
because not enough samples are available. This presents a limitation to the proposed
model, where hit rate can be too low when not enough samples have been captured.
In such cases, adopting an n-graph alternative can provide better results due to the
inherent model characteristics. In the long run, though, when more and more samples
are available, the proposed model should be considered to improve performance.
As per the tree structure, as can be seen in Table 5.3, the results from using the
Forest of trees technique, in some cases, improve the results that the alternative single
tree model provide. In particular, it seems that with smaller models (Group C and
period P3, in this case), the results improve. The same cannot be said once the number
of events increase.
The decision to use a Forest of trees model or not depends greatly on the time
and computer resources available, but taking into account the little improvement on
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Figure 5.4: Results for Group B per period
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Figure 5.5: Results for Group C per period
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the results it would be discouraged to use this structure. Another thing that has to
be taken into account is the results size: when searching against a single tree, a word
would have a single distance in the results file. On the other hand, when searching
against many trees would mean having a distance value for each of these trees. The
result files increase exponentially in size.
A possibility that has been thought about to reduce these scalability problems
when dealing with a Forest of trees model has been to force the use of smaller models,
selecting only a limited number of sessions to compare an origin session to. This has
been intended only to face the computer and performance restrictions. This idea has
been discarded for this test because this test is mainly focused on dealing with different
model sizes, and since groups A and B have many sessions and events, it has been
thought that abnormally decreasing the size of these models goes against the objective
of the quality and size of the model test.
For the rest of the experiments in this document, a Combined single tree approach
will be used, even though the possibility to test particular configurations on a Forest
of trees scheme should not be totally discarded. The alternative to implement the
proposed solution using a Forest of trees model is left as future work.
5.2.7 Performance evaluation
The building of models when using an n-graph frequency model is straightforward and
this is clearly seen in terms of performance. Compared to the contextual tree model,
the time needed to build and test new samples is considerably faster. If this was one
of the parameters on which to focus a decision to choose one model over the other,
the n-graph frequency models would be chosen without any doubt. In general, the
n-graph frequency model is about 2.5 times faster than the tree model when using
similar parameters.
On the other hand, once the model has been built, applying the Relative and
Absolute distances to the samples has been much slower than using the proposed
method of searching words in a logical tree and obtaining the final results using the
Mean of distances method.
When dealing with a Forest of trees model, in the worst case, the tests have taken
almost 20 times to complete when compared to the single tree alternative. Due to
this fact, and the impossibility to perform these tests with the larger group, the use of
Forest of trees, even with the promise of providing somewhat better results has been
discarded.
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5.2.8 Test 1 summary
Up to this point, the parameters regarding size and quality of the model have been
studied. These parameters include the size of the model, the maximum number of
words allowed in the model, the maximum number of instances per word, and how to
proceed when cleaning the model of outlier values.
In general, it has been seen that the bigger the models the better the accuracy.
Also, no limits should be put to the maximum number of words or instances in the
model. The parameter that best worked to increase the accuracy of the system has
been cleaning outlier values outside of 2 standard deviations, followed by the number
of instances of a word.
It has also been proved that not all features have the same importance when
identifying users. Determining which combinations work best is left as future work. For
the test in this study all combinations will be tried to avoid losing relevant information.
As per performance, building logical trees is not as fast as building n-graph frequency
dictionaries. Up to this point, also, the results when using logical trees that include
contextual information, are far from optimal. Further experiments are necessary and
more parameters have yet to be analyzed.
121
C
hapter
5.
R
esults
P
hD
T
hesis
–
A
leix
D
orca
Josa
Max. words 100 500 1000 2000 4000 No limit
Max. instances 1 1 1 1 1 1 2 3 5 10 No limit
Std. deviations Model not cleaned of outlier values 1 2 3 4 2
Group1 Period2 Tree model3 Forest4
A: Rich models
P0
S 35.32 43.00 43.66 45.75 46.09 46.21 53.34 53.78 54.68 56.25 68.01 69.33 69.22 69.10 –
I 33.03 39.30 41.48 45.04 45.60 44.82 51.70 52.44 53.28 55.11 67.89 69.02 68.87 68.77 –
C 36.65 42.55 43.90 47.22 46.62 46.71 53.77 54.21 55.02 56.51 69.97 71.13 71.07 71.00 –
P1
S 36.33 39.89 42.95 41.45 39.38 39.40 44.99 46.32 47.60 47.21 53.18 54.85 54.64 54.62 –
I 35.80 40.09 42.82 39.70 38.00 37.79 42.97 44.75 45.77 45.24 53.58 54.99 54.79 54.74 –
C 39.34 41.44 44.44 42.17 40.36 40.31 45.32 47.02 48.29 47.90 55.92 57.38 57.21 57.16 –
P2
S 45.89 49.07 51.25 51.42 51.69 46.44 54.84 57.18 56.79 56.35 69.92 71.64 71.60 71.57 –
I 45.85 48.71 49.41 49.69 50.03 44.31 52.90 55.46 55.13 54.49 69.63 71.55 71.41 71.38 –
C 49.78 49.34 50.52 50.91 51.15 46.14 54.57 56.80 56.21 55.44 70.95 72.58 72.52 72.49 –
P3
S 35.69 42.84 44.01 46.38 45.53 45.12 49.76 51.10 52.38 53.58 59.62 61.46 61.34 61.28 –
I 34.61 42.82 43.15 44.23 44.24 43.29 48.20 49.75 50.91 52.28 59.12 60.64 60.59 60.48 –
C 37.60 44.66 45.73 47.79 47.33 46.62 51.49 53.03 54.18 55.59 63.18 65.06 64.91 64.88 –
B: Normal models
P0
S 31.70 37.00 40.68 39.80 39.15 38.90 42.59 43.98 45.58 47.37 52.92 55.05 55.08 54.99 44.96
I 30.71 35.22 37.04 37.26 38.25 38.30 42.01 43.45 44.80 46.29 53.36 55.68 55.57 55.48 50.22
C 34.77 38.75 41.98 41.01 40.54 40.46 44.19 45.53 47.57 49.26 57.41 59.70 59.65 59.56 50.32
P1
S 21.77 25.15 24.25 24.09 24.09 24.45 27.73 28.58 29.43 29.88 30.99 32.79 32.69 32.69 34.89
I 25.79 28.34 26.47 26.75 26.75 27.06 30.47 31.12 32.20 32.63 33.13 35.24 35.01 35.02 35.07
C 26.36 28.69 26.65 26.50 26.50 26.80 30.86 32.01 33.25 33.29 34.74 37.09 36.94 36.96 38.01
P2
S 31.81 37.99 38.65 37.05 37.12 37.11 40.26 42.14 44.10 46.23 48.58 51.39 51.21 51.14 44.91
I 33.45 38.29 40.40 39.95 40.05 40.04 43.04 44.40 46.34 48.17 51.54 53.86 53.60 53.53 53.50
C 37.05 39.98 41.64 39.95 40.28 40.25 43.79 45.76 47.72 49.84 53.55 56.08 55.60 55.52 52.70
P3
S 33.34 37.98 38.22 37.87 37.92 37.90 42.55 43.39 44.48 46.27 50.45 51.90 51.91 51.82 51.80
I 35.09 36.97 38.90 36.93 36.94 37.06 41.09 41.64 43.18 45.14 49.65 51.43 51.22 51.15 55.69
C 37.51 40.52 41.62 39.33 39.50 39.53 44.01 44.84 46.15 48.45 54.39 55.44 55.35 55.29 57.99
C: Poor models
P0
S 36.83 43.38 43.45 44.90 45.09 45.07 48.91 50.24 52.07 52.74 53.84 56.98 57.04 57.06 58.07
I 38.91 44.43 45.33 45.32 45.05 44.82 49.35 50.58 52.33 53.05 55.31 58.44 58.29 58.36 59.27
C 42.78 47.86 47.58 47.93 47.86 47.69 52.92 54.40 56.19 57.00 58.80 62.05 62.02 62.04 62.66
P1
S 32.49 36.42 36.76 36.76 36.76 36.72 41.59 42.63 44.40 44.79 43.59 47.35 47.11 47.12 51.69
I 36.59 39.60 39.55 39.55 39.55 39.66 44.72 47.22 49.14 49.34 47.27 51.04 50.68 50.67 57.46
C 39.54 40.18 40.26 40.26 40.26 40.27 44.89 47.17 49.64 50.05 49.70 53.22 53.15 53.18 59.55
P2
S 27.65 26.78 25.46 25.46 25.46 25.59 26.66 27.81 28.43 28.84 32.90 32.99 32.80 32.76 34.16
I 32.08 30.50 28.97 29.04 29.04 29.18 30.03 31.02 31.23 32.00 37.32 38.45 38.05 38.06 41.46
C 33.78 30.31 29.04 29.06 29.06 29.22 30.36 30.97 31.55 32.40 37.91 38.12 37.96 37.92 41.72
P3
S 25.21 32.17 30.01 30.02 30.02 30.05 33.36 34.93 34.82 35.32 36.59 38.31 38.31 38.31 41.91
I 24.63 31.70 30.33 30.17 30.17 30.16 32.09 33.10 33.77 34.28 36.56 37.83 37.82 37.79 40.62
C 27.94 34.09 31.58 31.52 31.52 31.55 35.18 36.42 36.72 37.35 39.82 41.58 41.52 41.48 45.06
1Group: A: Rich models; B: Normal models; C: Poor models
2 Period: 0: Full set; 1: Fall 15–16; 2: Spring 15–16; 3: Fall 16–17
3Tree model: S: Straight; I: Inverted; C: Combined
4 Forest of trees: Unlimited models cleaned of 2 Std. deviations
Table 5.3: Model size and quality effect
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5.3 Test 2 – Most relevant model parameters
The second experiment that has been performed on the available dataset deals with
parameters that have to do with the information stored in the model. More specifically,
the Depth at which words are found in the tree has been analyzed, as well as the level
of Recursion needed to improve results when identifying users. At the same time, the
Minimum number of needed words has also been studied, to determine if, from a certain
number of words found in the model, the results can be considered optimal. This last
parameter has much to do with the different parameters that have been evaluated
when using the n-graphs model. In that case, it has been found that restricting the
test to a minimum the number of graphs and sessions improves the results significantly.
Finally, a particular feature, called Discarding of child times, that has to do with how
time intervals are obtained from the nodes in the tree model is also analyzed.
5.3.1 Initial model parameters
To build the models for this test, the selected parameters have been the ones that have
given the best results in the previous test. Throughout all the tests in this chapter, this
incremental methodology will be used. This means that no limits have been imposed
regarding the number of words in the models, as well as the number of instances per
word. The cleaning of the model has been performed using a parameter of 2 standard
deviations to remove outlier values. Finally, as per the type of tree model, the Single
combined tree model has been used.
One of the goals of the first experiment has been to determine if the number of
events per user has a relevant impact in the results. It has been proved that better
groups of users obtain better results. At the same time, it has also been observed
that those groups of users belonging to partial semesters have very different results
depending on the activity on the Discussion forum modules. After having seen this,
for the present and the following tests, and with the aim to go in concordance with
having a relevant number of users to compare a session to, a single group of 40 random
users will be used. These 40 users are chosen randomly from a pool of 60. These, still,
are the users with the most number of events. This limited group of 60 users has been
chosen due to the fact that if more users beyond this threshold were used, models could
end up being very poor and distorting to the results. The 20 users sized groups will not
be longer used as it depicts an unreal classification of users. This separation has been
of great interest when analyzing model size, but from this point on, a more realistic
approach is favored.
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5.3.2 Samples verification methodology
The same four partitions of the keystroke dataset have also been used to perform this
test. Again, these have been labeled as P0–P3. A single random group of 40 users has
been used per period and repetition. This means that, for each considered period, the
60 best users have been selected, and from this, a random selection of 40, independently
of the number of events submitted, have been used. It is worth noting, as in previous
tests, that the best users in each period may not have been the same in each group.
To build and test the proposed models the same MCCV cross-validation methodology
has been attempted. A 70% partition to train the models has been used, and the
remaining 30% has been used to test them. The cross-validation procedure has also
been repeated 10 times.
5.3.3 Evaluated parameters
The following parameters have been evaluated in this experiment:
• Length of found words (L): With the analysis of this parameter the question
whether the length of a typed word is relevant and if all lengths have the same
importance is evaluated. This could be of high interest, not only in terms of
model optimizing, but also to have a better understanding of the factors that
influence the rhythm of a user. The different values that have been evaluated
are the following: Use all lengths (∞), ≥ 2, ≥ 3, [2− 5], [2− 7], [3− 7]. This
parameter evaluates depth and progressively discards shorter words. A typical
distribution table of found words would be the one shown in Table 5.44. It is
easy to see that shorter words are the most common found words in the model.
The question whether having higher counts of shorter or longer found words is
relevant will be discussed by analyzing this parameter.
• Recursion when searching partial sub-words (R): This parameter has been
described in Section 4.4.1. The effect of using different types of recursion when
searching partial words in the tree model is analyzed with this parameter. The
values for this parameter have been: R0 (exhaustive recursion); R1 (partial
recursion); and R2 (no recursion at all).
• Discarding of child times (D): When a word is found only up to a certain depth,
and when the node of the last letter found has no time intervals information,
these can be obtained from all the leafs from that particular node or, on the other
hand, this word can be considered as not found. This parameter tries to prove
4Longer words can certainly be stored in the tree models, and be found, but these are a minority,
and are not shown in this table for formatting reasons
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whether having real match contextual information from the tree is better than
discarding information. This parameter is a simple Boolean, either yes or no.
• Number of words found in the model (W ): This parameter establishes a minimum
number of found words from the session being analyzed to see whether results
improve if the quality of the origin samples is better. The different values tried
have been: Use all words (∞), 10, 25, 50, and 75.
This last parameter has a lot to do with one of the parameters that has been
evaluated to test sessions using the n-graph frequency methodology. In Section 5.1, due
to computer resources limitations and the need to have a reasonable and comparable
execution time when using Relative and Absolute distances, a minimum number of
graphs has been used to discard poor sessions and at the same time improve accuracy.
In that test, it has been proved that the better the origin session in terms of n-graphs
the better the results.
Length 1 2 3 4 5 6 7 8 9 10
% 38.90 36.23 16.84 3.44 2.02 1.21 0.62 0.32 0.21 0.09
Table 5.4: Word length distribution example (in %)
As per the Number of words found in the model (W ), and just as an example of
what is the difference between different sizes, the following is an example text that
contains 75 words (the other considered minimum number of words evaluated have
been marked using parentheses):
Lorem ipsum dolor sit amet, consectetur adipiscing elit. Pellentesque arcu
(10 ) justo, posuere eget lorem ut, rhoncus aliquet urna. Duis vel efficitur
ligula. Ut nec semper (25 ) lorem. Integer in maximus arcu, ut interdum mi.
Sed massa est, fermentum eget nunc sit amet, dictum posuere risus. Cras
sodales velit vel leo hendrerit (50 ), id volutpat ipsum efficitur. Suspendisse
non tortor at augue blandit mattis. Phasellus sagittis ipsum feugiat magna
fringilla iaculis. Nam ac magna at lorem efficitur placerat (75 ).
5.3.4 Number of independent tests performed
Following the same methodology as in the previous test, the number of independent
tests for this experiment, for each period, have been 6L · 3R · 2D · 5W = 180. This has
been repeated 10 times using the MCCV technique and 4 times as per each period.
The grand total of tests in this experiment has been: 180 · 4P · 10 = 7, 200 tests.
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5.3.5 Determining the owner of a session
This test is focused on determining the parameters related to searching the model that
better help identify the users. The evaluation of distance measurements or methods to
correctly identify the owner of a session is, still, a matter to be discussed in further
tests. With this in mind, the Euclidean distance is used again and the method to
identify the owner of a session is the Mean of distances method.
The time interval features that have been taken into account are: Press–Release
(PR), Release–Press (RP ), Release–Release (RR) and Press–Press (PP ). To determine
the result from the Mean of distances method, all possible combinations of these 4
features have been considered. There are 24 − 1 = 15 different combinations.
As part of the results of this test, the combination of features that have given the
best results most of the time is also discussed.
5.3.6 Results for the Most relevant model parameters test
The results for this test are presented taking into account the following parameters:
the period used to test the samples, the minimum number of words found in the model,
how the discarding of child times is performed, and the type of recursion used. The
combination of all these parameters does not fit in a single table. Due to formatting
issues, these are shown separated using the period and the child times discarding
parameters as a reference. Tables 5.5 and 5.6, for example, show the results for Period
0 with both Discarding and Not discarding child times results, respectively.
From the results in these two tables some interesting facts can be commented upon.
First of all, the fact that using no recursion whatsoever improves the results is of great
importance. At the same time, the fact that using only partial short words is also of
great relevancy. This two facts are important because they confirm that contextual
information is relevant when classifying users using Keystroke Dynamics. At the same
time, it has to be taken into account that most samples searched in the tree model
have short distances.
It is easy to see that the best results in both tables come from discarding a lot of
information and using only that that better helps to classify users.
Tables 5.7, 5.8, 5.9, 5.10, 5.11, and 5.12 show the results obtained for the rest of
periods and for all the parameters taken into account.
After evaluating all the results presented in these tables, the best performance is
achieved when the studied parameters are set to the following values:
• Length of words: It seems evident that, when using the Mean of distances
method (and this is important as will be later seen) and the Euclidean distance
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Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 51.27 51.00 60.08 59.76 56.50 63.71
10 54.04 53.75 62.62 63.16 59.60 66.44
25 57.68 57.32 66.88 67.07 63.48 70.89
50 60.45 60.13 70.09 69.78 66.26 74.17
75 61.68 61.39 71.63 70.72 67.30 75.61
R1
1 51.20 50.97 60.08 59.78 56.54 63.66
10 54.12 53.87 62.75 63.34 59.80 66.53
25 57.67 57.36 66.96 67.14 63.56 70.92
50 60.40 60.16 70.15 69.84 66.36 74.19
75 61.61 61.43 71.69 70.74 67.37 75.60
R2
1 55.27 52.85 58.89 60.75 57.94 62.48
10 59.36 56.68 62.32 65.37 62.27 66.21
25 64.21 61.32 67.21 70.20 67.05 71.20
50 67.03 64.13 70.59 72.56 69.75 74.64
75 68.53 65.64 72.26 73.96 71.17 76.24
Table 5.5: Period 0 (P0) – Not discarding child times results
Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 43.31 43.25 50.95 53.63 49.57 55.38
10 46.91 46.83 54.12 58.22 53.80 58.90
25 50.76 50.65 59.01 62.46 57.99 64.09
50 54.09 53.87 63.77 65.67 61.42 68.93
75 55.82 55.68 66.14 67.44 63.21 71.31
R1
1 44.03 42.95 48.91 53.19 49.11 53.44
10 50.10 48.77 54.02 60.24 55.78 59.09
25 54.67 53.29 59.29 64.88 60.64 64.62
50 58.65 57.18 64.27 68.29 64.36 69.65
75 61.16 59.65 67.02 70.50 66.76 72.10
R2
1 44.96 42.68 47.84 52.81 48.66 52.38
10 52.24 49.52 53.51 61.01 56.41 58.69
25 57.31 54.44 59.20 65.96 61.59 64.69
50 61.65 58.78 64.64 69.38 65.80 70.02
75 64.61 61.71 67.44 72.45 68.71 72.80
Table 5.6: Period 0 (P0) – Discarding child times results
127
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 31.93 32.26 38.66 44.59 38.87 44.38
10 33.24 33.52 39.92 46.39 40.34 45.71
25 35.19 35.39 42.34 49.06 42.62 48.74
50 38.01 37.93 45.81 52.22 45.55 52.48
75 39.51 39.65 47.42 53.17 46.86 54.15
R1
1 31.71 32.21 38.48 44.54 38.90 44.28
10 33.10 33.60 39.72 46.57 40.57 45.60
25 35.02 35.42 42.14 49.19 42.78 48.68
50 37.84 38.05 45.71 52.48 45.82 52.58
75 39.35 39.63 47.29 53.32 47.05 54.25
R2
1 32.91 30.88 35.25 43.43 37.62 41.05
10 35.56 33.20 37.12 46.75 40.36 43.18
25 38.61 35.96 40.22 50.65 43.71 46.95
50 42.07 39.29 44.33 53.31 46.81 51.32
75 44.07 41.10 46.55 55.15 48.70 53.68
Table 5.7: Period 1 (P1) – Not discarding child times results
Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 23.20 23.58 25.38 35.72 30.13 31.05
10 25.03 25.39 25.86 38.48 32.43 31.75
25 27.01 27.38 27.83 41.56 34.95 34.31
50 30.24 30.54 31.11 44.82 38.26 38.00
75 32.10 32.33 33.85 45.65 39.60 40.84
R1
1 23.96 23.28 23.05 35.39 29.84 28.82
10 27.39 26.55 24.55 40.44 34.07 31.01
25 30.46 29.38 27.11 44.06 37.45 34.16
50 34.49 33.43 31.26 47.40 41.07 38.78
75 38.64 37.59 35.43 50.86 44.88 42.98
R2
1 23.95 22.05 21.89 34.32 28.83 27.56
10 27.82 25.58 23.19 40.00 33.53 29.76
25 31.44 28.87 26.21 44.19 37.42 33.50
50 36.84 34.20 31.64 48.53 42.54 39.69
75 40.62 38.04 35.42 51.68 46.30 43.75
Table 5.8: Period 1 (P1) – Discarding child times results
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Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 38.31 40.18 53.78 53.28 47.47 58.79
10 40.41 42.40 55.82 56.61 50.32 61.07
25 42.66 44.90 59.76 60.01 53.36 65.38
50 44.61 46.98 63.56 62.55 55.82 69.42
75 45.09 47.77 65.46 63.58 56.66 71.31
R1
1 38.31 40.38 53.62 53.34 47.67 58.58
10 40.53 42.73 55.76 56.82 50.66 60.98
25 42.78 45.19 59.63 60.17 53.68 65.20
50 44.65 47.22 63.28 62.66 56.10 69.14
75 45.16 48.07 65.34 63.79 57.02 71.13
R2
1 42.93 42.12 50.90 54.82 49.45 56.39
10 46.65 45.67 53.71 59.95 53.83 59.68
25 49.78 48.83 58.14 63.97 57.62 64.47
50 52.25 51.43 62.07 66.98 60.60 68.46
75 53.88 53.19 64.23 68.90 62.39 70.48
Table 5.9: Period 2 (P2) – Not discarding child times results
Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 30.69 32.39 41.95 45.46 39.54 48.17
10 33.25 35.13 44.02 49.66 42.99 50.80
25 35.68 37.76 47.39 53.20 46.28 54.68
50 37.50 39.87 50.84 55.82 48.80 58.38
75 39.05 41.53 53.32 57.89 50.70 61.04
R1
1 33.50 33.62 39.87 46.54 40.89 46.16
10 38.54 38.67 43.71 53.78 47.35 50.93
25 41.72 41.89 47.45 57.92 51.16 55.09
50 44.68 44.98 51.45 61.57 54.61 59.48
75 45.99 46.44 53.74 62.73 56.24 61.99
R2
1 34.17 32.98 38.78 46.01 40.18 45.18
10 39.94 38.52 42.68 54.05 47.28 50.15
25 43.73 42.21 46.83 58.58 51.48 54.63
50 47.23 45.71 50.75 62.32 55.43 59.17
75 48.41 46.76 53.45 63.66 56.80 61.83
Table 5.10: Period 2 (P2) – Discarding child times results
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Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 39.23 39.18 43.82 48.68 44.04 48.50
10 41.89 41.76 45.85 51.97 46.83 50.67
25 45.15 44.99 49.83 55.76 50.36 54.90
50 48.49 48.07 54.22 58.89 53.60 59.50
75 49.65 49.24 56.00 59.77 54.65 61.35
R1
1 39.11 39.08 43.65 48.58 44.00 48.36
10 41.93 41.82 45.76 52.08 46.98 50.64
25 45.31 45.15 49.92 55.92 50.62 55.06
50 48.34 47.98 54.19 58.83 53.58 59.52
75 49.58 49.23 55.93 59.82 54.73 61.30
R2
1 39.72 37.63 40.40 47.90 42.89 45.43
10 43.75 41.27 43.27 52.58 46.93 48.61
25 48.47 45.66 48.25 57.90 51.85 53.86
50 50.49 47.79 51.79 59.70 53.74 57.48
75 52.26 49.45 53.62 60.81 55.36 59.30
Table 5.11: Period 3 (P3) – Not discarding child times results
Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 31.08 30.77 32.67 40.31 35.67 37.01
10 34.00 33.61 34.42 44.19 38.94 38.99
25 37.43 36.93 37.52 48.14 42.70 42.46
50 40.73 40.05 41.92 51.02 45.76 46.99
75 42.51 41.83 44.51 52.58 47.40 49.54
R1
1 30.79 29.54 30.98 39.11 34.28 35.51
10 36.00 34.46 34.14 45.73 39.99 39.11
25 40.36 38.64 38.18 50.52 44.55 43.33
50 43.75 41.88 42.75 53.18 47.74 48.23
75 45.36 43.35 45.00 53.82 48.68 50.22
R2
1 30.45 27.85 29.96 38.14 33.10 34.36
10 36.37 33.05 32.99 45.53 39.33 37.91
25 40.86 37.37 37.05 50.47 44.18 42.32
50 43.98 40.26 41.46 52.44 46.70 46.91
75 47.16 43.53 44.59 54.33 49.33 49.95
Table 5.12: Period 3 (P3) – Discarding child times results
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measurement, not all word distances are equally interesting, relevant or optimal.
Two values have given the best results. On the one hand, poorer models tend to
favor the [2− 5] length while, when more information is available in the models,
the best results come from the [3− 7] size. In any case, it seems that longer
words do no improve the results, and most important of all, even if there are a
lot of one-letter words, these do not help a lot when identifying users.
• Recursion: The best results are achieved when no recursion is used whatsoever.
This is of high relevance because it confirms the importance of contextual infor-
mation. Taking the tails of words and searching them again as if these were new
and complete words can be considered as cheating and so it has been proved by
the obtained results.
• Discarding child times: If the node of the last letter of a word has no timing
intervals in a tree, using those partial timing intervals from the mean values of the
leafs, as opposed to discarding the word, improves the results. This improvement
is substantial, proving, again, how important contextual information is.
• Number of words: This is a controversial parameter. The results prove, as in all
tests performed up to this point, that the more number of words (or graphs as
proved in the initial test), the better the results. The discussion of where to set
the threshold could depend on the information available, the desired performance,
and the accuracy expected as per the security policy established.
5.3.7 Feature selection
Table 5.13 sets the parameters to those that have given the best results in this test,
but only focuses on the feature that most of the time has given the best results. As in
the previous test, the features that have given the best and worst performance were
the Release–Press (RP ) feature a 74.16% of the times, and the Press–Release (PR) a
91.66% of the times, respectively.
As in the first test, it can be seen that the feature used is an important decision
not to be left to chance. In this case, the improvement is of more than an 8%. Still, to
be able to have a margin of decision all features are combined even if this goes against
the accuracy of the whole system. The possibility of relying in only one feature, or a
particular combination, is always open.
5.3.8 Performance evaluation
After having set the parameters using the results from Test 1, the building of tree models
becomes rather straightforward. It certainly shows an improvement in performance.
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Recursion Words Length of words
All ≥ 2 ≥ 3 [2− 5] [2− 7] [3− 7]
R0
1 59.60 59.60 67.55 67.53 64.82 70.72
10 62.17 62.17 69.25 70.64 67.69 72.54
25 66.03 66.03 73.58 75.20 71.89 77.14
50 69.89 69.89 78.05 79.18 75.76 81.58
75 71.83 71.83 80.01 81.06 77.72 83.72
R1
1 59.53 59.53 67.51 67.50 64.75 70.66
10 62.20 62.20 69.28 70.72 67.70 72.55
25 66.08 66.08 73.67 75.24 71.93 77.18
50 69.99 69.99 78.19 79.21 75.86 81.70
75 71.84 71.84 80.05 81.08 77.79 83.73
R2
1 59.76 59.76 65.54 67.06 64.48 68.53
10 64.68 64.68 69.58 72.89 70.02 72.92
25 70.30 70.30 75.40 78.65 75.77 78.91
50 74.02 74.02 79.63 82.15 79.63 83.31
75 76.16 76.16 81.07 83.99 81.36 84.79
Table 5.13: Period 0 (P0) – Not discarding child times results using the RP feature
At the same time, knowing which are the parameters that better classify users, can
help a lot in building smaller models and performing much fewer calculations.
A clear example of this is the Recursion parameter. If no recursion is used the size
of the results that have to be later studied is reduced by almost a half. This clearly
speeds the global procedure and alleviates the system of having to perform calculations
to obtain distance measurement that bring no improvement whatsoever to the results.
5.3.9 Test 2 summary
This second test has focused on the parameters used to store words in the Combined
logical tree model. These parameters include the depth at which words are found in
the model, whether recursion is needed, whether node values should be inferred from
those in the leafs in case no information is found for a partially found word, and the
minimum necessary number of words found in the model.
Many results have been obtained from the evaluation of these parameters. The fact
that contextual information is of high relevance, as proven by the fact that recursion
is not necessary when a minimum number of words are used, should be considered
paramount. At the same time, the effect of limiting the minimum number of words
found in the model is of high relevance because it improves the results significantly.
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The depth at which words are found is of interest because it suggests that users
show their natural rhythm once a certain number of keystrokes have been submitted.
One-letter words bring little to the global accuracy of the system and, at the same
time, discarding longer words tends to improve accuracy.
All in all, knowing which are the parameters that better help identify users improves
the performance of the system radically since many useless calculations can be avoided.
5.4 Test 3 – Distances and methods to identify users
So far, all previous experiments using the logical tree models have been carried out
using the Euclidean distance measurement and the Mean of distances method to classify
users. The results these two methods have given are far from optimal when compared
to the base results obtained using the n-graphs methodology. The purpose of this test
is to try different popular distance measurements (described in Section 4.4.3) and,
at the same time, try the different proposed methods to identify users (described in
Section 4.4.4) to improve global accuracy.
5.4.1 Initial model parameters
A fair number of different parameters have been already analyzed. For the current
test, the settings that have already given the best results are used to test the different
distance measurements and the methods to identify users. More specifically, no limits
will be set when building the Combined tree model, and all instances of words will be
cleaned using 2 standard deviations. At the same time, and given the fact that no
real consensus had been achieved as per the word length, both the [2− 5] and [3− 7]
ranges will be tried. It is worth noting that when evaluating the Weighted mean of
distances, revised method, the word length parameter also includes the >= 2 setting.
This has been decided because this method is the only one that takes advantage of the
Depth at which a word is found in a model. The minimum number of words found on
the model will be 50 and 75, if only to see the differences with the quality in words per
Session. Using higher values, of course, means that more Sessions may be discarded.
No recursion is used and, also, no discarding of child times is performed.
5.4.2 Samples verification methodology
As with the previous test, only one single group of 40 randomly chosen users is used.
Again, the tests are repeated 10 times using the MCCV method. For this test, a 70%
partition to train the model is used, and the remaining 30% is used to test the different
proposed parameters.
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5.4.3 Distances and methods evaluated
Five different distances measurements (D) are evaluated in this experiment (examples
of how these distance measurements are implemented can be found in Chapter 4):
• Euclidean: DE( ~X, ~Y ) =
√∑n
i=1 (Xi − Yi)2
• Manhattan (a.k.a. City block): DM( ~X, ~Y ) =
∑n
i=1 |Xi − Yi|
• Canberra: DC( ~X, ~Y ) =
∑n
i=1
|Xi−Yi|
|Xi|+|Yi|
• Chebyshev: DCH( ~X, ~Y ) = maxni=1|Xi − Yi|
• wordgraph: Dwg( ~X, ~Y ) = |
∑n
i=1Xi −
∑n
i=1 Yi|
At the same time, the methods (M) to identify users are the following:
• Mean of distances
• Median of distances
• Weighted mean of distances
• Higher number of minimum values, for the mean, the median, or the weighted
mean, using a voting fusion methodology
• Weighted mean of distances, revised
5.4.4 Number of independent tests performed
The samples are tested using all distance measurements and all methods to identify
users. In total, 5 distances are tested using 7 different methods. Three subsets of word
lengths (L) are used: >= 2, [2− 5] and [3− 7] and two minimum words found in the
model settings (W ) are also applied: 50 and 75. Each of the 4 periods has been used
and the tests have been repeated 10 times using different sets of 40 randomly chosen
users. The grand total number of tests is: 5D · 7M · 3L · 2W · 4P · 10 = 8, 400 tests.
5.4.5 Results for the identification of users test
The results for all these different tests have been separated into sections taking into
account the method to identify users being evaluated. The following sections have
been structured depending on the characteristics of the chosen method to identify
users. The first section comments upon the methods that do not use voting fusion
schemes. The second section focuses on voting methods, and the last section deals with
the Weighted mean of distances, revised method since it includes a combination of all
previous methods evaluated.
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Methods that do not use voting fusion schemes
The results in this section are presented per period and commenting upon the different
parameters being evaluated. Table 5.14 shows the results for Period 0 (P0) for all
the distances evaluated and the methods that do not include a voting scheme. These
include the Mean of distances, the Median of distances, and the Weighted mean of
distances methods. Respectively, Tables 5.15, 5.16, and 5.17 show the results for
Periods 1, 2, and 3 (P1, P2, P3, respectively).
Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MD
50
[2− 5] 72.56 68.19 72.74 78.56 73.82
[3− 7] 74.64 70.94 73.67 78.81 69.52
75
[2− 5] 73.96 69.77 74.12 80.77 74.91
[3− 7] 76.24 73.23 75.22 81.36 71.14
MMed
50
[2− 5] 88.42 79.56 90.83 75.05 86.08
[3− 7] 88.42 79.58 90.24 77.75 76.87
75
[2− 5] 91.02 83.04 93.18 78.07 88.28
[3− 7] 91.00 83.11 92.43 80.74 79.94
WMD
50
[2− 5] 88.78 79.60 91.58 80.37 87.05
[3− 7] 89.11 81.44 91.14 82.19 76.36
75
[2− 5] 91.35 83.12 93.69 82.75 89.13
[3− 7] 91.52 84.99 93.24 84.90 79.54
1MD – Mean of distances; MMed – Mean of medians; WMD – Weighted mean of distances
Table 5.14: Period 0 (P0) – Distances and Methods without voting
From the three methods proposed, the Mean of distances is always the one the
yields the worst results. By comparing the use of the median and the mean methods it
is confirmed that the first is far better than the second and it also confirms that when
the distribution of values is highly skewed (as is the case) the median is a much better
measurement to classify users.
As per the distance measurement that works better, the Chebyshev distance seems to
behave better in the Mean of medians and the Weighted mean of distances methods, but
not in the Mean of distances method. In this case, the Canberra distance measurement
gives the best results.
Finally, the number of minimum words found on a session determines the best
results once again, better sessions means better results, but an interesting fact is seen
when looking at the Depth at which words are found in the model. The [3− 7] interval
is not always the best one, especially when using the Chebyshev distance, which tends
to favor the [2− 5] depth interval.
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Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MD
50
[2− 5] 53.31 43.86 55.13 54.80 53.82
[3− 7] 51.32 43.55 51.36 52.33 42.97
75
[2− 5] 55.15 45.73 56.76 56.21 53.17
[3− 7] 53.68 45.98 53.72 54.33 43.11
MMed
50
[2− 5] 71.33 56.21 76.77 56.91 74.41
[3− 7] 67.10 52.80 71.38 53.65 53.66
75
[2− 5] 73.91 59.41 79.13 59.34 76.71
[3− 7] 70.00 55.50 74.49 56.09 55.69
WMD
50
[2− 5] 72.82 58.42 78.28 58.46 76.99
[3− 7] 68.78 57.32 73.70 57.49 53.31
75
[2− 5] 75.85 61.98 80.92 60.52 79.16
[3− 7] 71.93 60.44 76.99 59.95 56.07
1MD – Mean of distances; MMed – Mean of medians; WMD – Weighted mean of distances
Table 5.15: Period 1 (P1) – Distances and Methods without voting
Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MD
50
[2− 5] 66.98 53.67 69.21 67.09 67.67
[3− 7] 68.46 59.50 68.90 70.16 62.08
75
[2− 5] 68.90 55.50 71.10 69.13 69.16
[3− 7] 70.48 61.66 71.00 72.99 64.16
MMed
50
[2− 5] 84.51 69.27 88.26 66.33 84.55
[3− 7] 81.72 69.72 85.21 69.73 70.91
75
[2− 5] 87.15 72.19 90.60 68.60 86.72
[3− 7] 84.87 72.91 88.04 72.70 74.20
WMD
50
[2− 5] 85.22 70.61 89.34 70.09 85.72
[3− 7] 83.13 73.32 86.25 75.61 70.01
75
[2− 5] 87.79 73.53 91.74 72.32 87.76
[3− 7] 86.03 76.54 88.92 78.53 73.26
1MD – Mean of distances; MMed – Mean of medians; WMD – Weighted mean of distances
Table 5.16: Period 2 (P2) – Distances and Methods without voting
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Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MD
50
[2− 5] 59.70 51.55 61.27 60.21 60.00
[3− 7] 57.48 49.37 57.91 59.16 52.32
75
[2− 5] 60.81 53.09 62.45 63.15 61.53
[3− 7] 59.30 51.91 59.47 63.30 54.23
MMed
50
[2− 5] 75.55 62.65 80.13 59.77 77.35
[3− 7] 73.48 60.67 76.88 61.12 62.31
75
[2− 5] 79.66 67.20 84.14 63.29 80.68
[3− 7] 77.40 64.86 80.57 65.51 65.91
WMD
50
[2− 5] 76.63 64.44 81.47 63.90 79.13
[3− 7] 74.57 64.42 78.40 64.78 61.88
75
[2− 5] 80.49 68.89 84.96 67.36 82.76
[3− 7] 78.49 69.02 82.26 69.38 66.16
1MD – Mean of distances; MMed – Mean of medians; WMD – Weighted mean of distances
Table 5.17: Period 3 (P3) – Distances and Methods without voting
Methods that use voting fusion schemes
This section focuses on the Higher number of minimum values. This is a voting fusion
scheme and it has been applied to the three methods tested in the previous section,
that is, the Mean of distances, the Median of distances, and the Weighted mean of
distances.
Table 5.18 shows the results for Period 0 (P0) for all the distances evaluated and
the methods that include a voting scheme. Respectively, Tables 5.19, 5.20, and 5.21
show the results for Periods 1, 2, and 3 (P1, P2, P3, respectively).
From the obtained results, most of the conclusions from the methods that did not
use a voting fusion scheme can still be applied. In this case, the results tend to be
better, especially those where a voting scheme, the median value and the weighted
values are used. Again, the worst results are obtained with the Mean of distances even
if results improve a lot when using the voting scheme instead of combining the average
value of all evaluated features.
It is difficult to choose a distance measurement that works best all the time. If only
this test (using a voting fusion scheme) had been carried out, a sort of tie could be
established between the Chebyshev, the Canberra and the wordgraph distances. On
the other hand, the tests without a voting scheme have determined the Chebyshev as
the best one. Again, for the tests where a voting scheme is used, it is the best in many
cases.
The length of words is something that, again, catches the eye. The [2− 5] interval,
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Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MIN
50
[2− 5] 75.49 71.74 75.80 83.43 82.78
[3− 7] 78.39 74.95 77.65 83.36 80.48
75
[2− 5] 76.67 73.08 76.94 85.29 83.31
[3− 7] 79.79 77.22 78.98 85.61 81.41
MINMed
50
[2− 5] 92.47 85.12 94.53 82.73 94.62
[3− 7] 92.14 85.12 94.06 84.08 89.15
75
[2− 5] 94.52 88.06 96.20 85.33 95.82
[3− 7] 94.17 88.22 95.61 86.74 91.20
WMIN
50
[2− 5] 92.80 85.38 95.07 86.33 94.58
[3− 7] 92.89 86.61 94.55 87.56 88.36
75
[2− 5] 94.95 88.25 96.56 88.35 95.83
[3− 7] 94.73 89.70 96.07 89.64 90.64
1MIN – Voting with the Mean; MINMed – Voting with the Median; WMD – Voting with the
Weighted mean
Table 5.18: Period 0 (P0) – Distances and Methods using fusion
Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MIN
50
[2− 5] 56.49 47.65 58.23 62.37 67.36
[3− 7] 55.15 48.15 55.21 59.30 55.73
75
[2− 5] 58.42 50.02 59.63 63.52 66.34
[3− 7] 57.98 50.80 57.76 60.91 55.79
MINMed
50
[2− 5] 78.34 63.57 83.09 65.85 87.72
[3− 7] 74.13 60.53 78.37 62.08 68.93
75
[2− 5] 80.22 65.99 85.10 68.09 89.32
[3− 7] 77.01 63.04 81.22 64.09 69.89
WMIN
50
[2− 5] 79.29 65.14 83.62 66.98 90.15
[3− 7] 76.31 65.03 80.17 65.30 67.58
75
[2− 5] 81.99 68.37 85.92 68.60 91.21
[3− 7] 79.31 67.93 83.20 67.72 70.53
1MIN – Voting with the Mean; MINMed – Voting with the Median; WMD – Voting with the
Weighted mean
Table 5.19: Period 1 (P1) – Distances and Methods using fusion
138
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MIN
50
[2− 5] 70.81 57.63 72.53 74.09 77.58
[3− 7] 72.39 64.73 72.70 76.88 74.88
75
[2− 5] 72.73 59.64 74.48 76.00 78.26
[3− 7] 74.35 66.89 74.55 79.94 76.67
MINMed
50
[2− 5] 89.65 76.78 92.12 76.51 93.30
[3− 7] 86.33 76.86 89.37 79.23 83.94
75
[2− 5] 91.78 79.59 94.08 79.17 94.61
[3− 7] 89.51 79.73 91.78 82.51 86.82
WMIN
50
[2− 5] 90.39 77.91 92.92 78.30 93.66
[3− 7] 87.74 79.67 90.16 82.95 82.64
75
[2− 5] 92.55 80.79 95.03 80.53 95.04
[3− 7] 90.43 82.67 92.47 85.65 85.36
1MIN – Voting with the Mean; MINMed – Voting with the Median; WMD – Voting with the
Weighted mean
Table 5.20: Period 2 (P2) – Distances and Methods using fusion
Method1 Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
MIN
50
[2− 5] 62.91 55.50 64.66 67.81 72.79
[3− 7] 61.23 52.92 61.65 65.36 66.38
75
[2− 5] 63.92 57.13 65.97 70.97 74.26
[3− 7] 62.66 55.51 62.83 69.53 68.01
MINMed
50
[2− 5] 81.63 69.29 85.63 68.80 89.20
[3− 7] 79.42 67.92 82.71 69.09 78.41
75
[2− 5] 85.47 73.68 89.24 72.24 91.45
[3− 7] 83.03 72.31 85.79 73.69 81.15
WMIN
50
[2− 5] 82.74 71.32 86.63 71.67 89.94
[3− 7] 80.87 71.04 83.73 72.61 76.93
75
[2− 5] 86.40 76.04 90.00 75.05 92.22
[3− 7] 84.38 75.72 87.12 77.25 80.86
1MIN – Voting with the Mean; MINMed – Voting with the Median; WMD – Voting with the
Weighted mean
Table 5.21: Period 3 (P3) – Distances and Methods using fusion
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when not using the mean, is the best length interval. Also, the number of minimum
words, when using a voting scheme, sets the bar to determine the best results: sessions
with more words imply better results.
The weighted mean of distances, revised
The last section of this experiment focuses solely on the Weighted mean of distances
method, revised. This method has been built on the experience gained from all the
previous methods. This method uses only a small set of features for every test. For the
current method, only the Press–Release (PR), Release–Press (RP ), Press–Press (PP ),
and the Release–Release (RR) feature has been used. This means that the 4 values
are used in a single combination to obtain the md and the wmd values as explained in
Chapter 4.
Different types of fusion methods have been used when evaluating this method:
• Use fusion by setting two different thresholds: the first threshold value accepts
the session if only one of the two values (gdmed or gdwmed) accepts it as valid,
while the more restrictive one needs both values to report the session as valid.
These methods are labeled in the results as Loose, and Strict respectively.
• Do not use fusion and use only either the median or the weighted median values
to report the number of correctly identified sessions. These methods are labeled
in the results as gdmed or gdwmed respectively.
The results, again, are shown per period, but in this case, as the Depth is also part
of the methodology of the method to obtain the results, the possibility to use all depths
from 2 upwards (≥ 2) has also been considered. Tables 5.22, 5.23, 5.24, and 5.25 show
the different obtained values when using this method.
From the results presented in this final section the following can be established:
• The Weighted mean of distances, revised is the best method so far.
• When using this method, the best distance measurement, if sometimes tied with
the Euclidean distance, is the Chebyshev distance measurement.
• At the same time, and since this method is the only one that uses the Depth as
part of its methodology, using all relevant depths is a must.
It could be argued that only words with at least two letters are used. Seeing that
depth is so important when using this method, why not use one-letter words? The
answer to this question deals with the features chosen for this test. From the four
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Fusion Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
Strict
50
[2− 5] 95.70 92.56 95.66 88.69 93.14
[3− 7] 94.21 92.72 94.16 86.38 89.65
≥ 2 97.24 92.24 97.60 82.52 94.19
75
[2− 5] 97.19 94.68 97.20 90.45 94.03
[3− 7] 95.75 94.51 95.86 88.19 91.34
≥ 2 98.39 94.32 98.55 84.85 95.01
Loose
50
[2− 5] 96.75 94.96 96.56 92.25 95.10
[3− 7] 96.23 95.60 95.56 94.02 92.97
≥ 2 98.24 95.22 98.44 92.11 96.09
75
[2− 5] 97.96 96.44 97.87 93.76 95.76
[3− 7] 97.29 96.81 97.06 95.15 94.32
≥ 2 99.08 96.55 99.17 93.70 96.67
gdmed
50
[2− 5] 96.48 94.45 96.23 92.11 94.04
[3− 7] 95.62 94.51 95.07 93.55 91.40
≥ 2 98.00 94.69 98.22 91.92 95.20
75
[2− 5] 97.81 96.12 97.60 93.61 94.83
[3− 7] 96.88 95.96 96.58 94.79 92.85
≥ 2 98.95 96.22 99.02 93.49 95.88
gdwmed
50
[2− 5] 95.97 93.07 96.00 88.82 94.19
[3− 7] 94.82 93.82 94.65 86.85 91.22
≥ 2 97.48 92.78 97.82 82.71 95.08
75
[2− 5] 97.33 94.99 97.47 90.60 94.95
[3− 7] 96.15 95.35 96.33 88.55 92.81
≥ 2 98.52 94.65 98.71 85.06 95.80
Table 5.22: Period 0 (P0) – Weighted mean of distances, revised
Fusion Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
Strict
50
[2− 5] 88.81 80.90 91.14 80.70 86.64
[3− 7] 83.39 76.46 83.47 70.91 74.57
≥ 2 92.00 76.06 94.15 70.33 90.64
75
[2− 5] 90.84 83.30 92.25 81.58 87.18
[3− 7] 85.38 78.39 85.99 72.28 75.85
≥ 2 93.59 78.56 94.79 71.47 90.29
Loose
50
[2− 5] 90.87 85.53 92.78 84.95 91.22
[3− 7] 87.58 84.38 86.18 81.82 80.44
≥ 2 94.60 83.10 96.03 81.29 93.57
75
[2− 5] 92.47 87.75 93.67 85.86 91.15
[3− 7] 89.51 86.66 88.42 83.03 82.17
≥ 2 95.69 84.70 96.12 81.90 93.06
gdmed
50
[2− 5] 90.39 84.32 92.40 84.89 89.06
[3− 7] 86.32 81.07 85.66 81.48 78.41
≥ 2 94.31 82.04 95.80 81.17 92.39
75
[2− 5] 91.96 86.70 93.27 85.78 89.38
[3− 7] 88.31 83.23 87.96 82.74 79.93
≥ 2 95.62 83.80 95.83 81.83 91.87
gdwmed
50
[2− 5] 89.30 82.10 91.52 80.76 88.80
[3− 7] 84.65 79.77 84.00 71.25 76.61
≥ 2 92.29 77.12 94.38 70.45 91.81
75
[2− 5] 91.36 84.35 92.65 81.65 88.94
[3− 7] 86.59 81.81 86.45 72.56 78.08
≥ 2 93.66 79.46 95.08 71.54 91.48
Table 5.23: Period 1 (P1) – Weighted mean of distances, revised
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Fusion Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
Strict
50
[2− 5] 94.94 91.52 95.22 87.38 91.16
[3− 7] 92.08 88.21 92.63 85.12 85.70
≥ 2 96.17 89.22 96.46 79.76 92.12
75
[2− 5] 96.53 93.52 96.72 89.18 92.46
[3− 7] 94.41 91.07 94.86 87.63 88.24
≥ 2 97.52 91.64 97.44 81.99 93.12
Loose
50
[2− 5] 95.68 93.57 95.76 92.08 93.54
[3− 7] 94.08 91.64 93.91 91.85 89.54
≥ 2 97.19 93.01 97.36 90.95 94.05
75
[2− 5] 97.11 95.15 97.10 93.88 94.49
[3− 7] 95.97 93.91 95.85 93.72 91.39
≥ 2 98.31 94.99 98.27 92.84 94.82
gdmed
50
[2− 5] 95.45 93.11 95.62 92.00 92.17
[3− 7] 93.42 90.59 93.48 91.47 88.41
≥ 2 96.97 92.54 96.98 90.83 92.93
75
[2− 5] 96.92 94.80 97.01 93.79 93.24
[3− 7] 95.41 92.94 95.52 93.33 90.39
≥ 2 98.12 94.64 97.90 92.71 93.64
gdwmed
50
[2− 5] 95.16 91.98 95.36 87.47 92.53
[3− 7] 92.74 89.26 93.06 85.49 86.84
≥ 2 96.40 89.70 96.84 79.88 93.25
75
[2− 5] 96.73 93.88 96.82 89.27 93.71
[3− 7] 94.97 92.03 95.19 88.01 89.23
≥ 2 97.71 91.99 97.81 82.12 94.29
Table 5.24: Period 2 (P2) – Weighted mean of distances, revised
Fusion Words Depth Distance measurement
Euclidean Manhattan Chebyshev Canberra wordgraph
Strict
50
[2− 5] 89.91 83.97 90.64 77.69 87.78
[3− 7] 84.98 81.20 85.16 74.71 79.94
≥ 2 93.20 80.53 93.48 71.06 89.91
75
[2− 5] 92.75 87.97 93.19 80.58 89.58
[3− 7] 87.62 84.66 87.98 78.42 82.44
≥ 2 95.35 85.04 95.49 74.35 91.12
Loose
50
[2− 5] 91.61 88.11 92.06 84.40 92.03
[3− 7] 88.29 87.06 88.00 85.92 84.98
≥ 2 95.00 86.92 95.58 83.26 93.35
75
[2− 5] 94.00 91.65 94.22 87.00 93.55
[3− 7] 90.58 90.01 90.28 88.73 86.92
≥ 2 96.67 90.56 96.84 86.34 94.17
gdmed
50
[2− 5] 91.23 87.10 91.61 84.09 90.61
[3− 7] 87.63 84.53 87.14 85.04 83.05
≥ 2 94.62 85.60 95.11 83.11 91.90
75
[2− 5] 93.77 90.77 93.97 86.80 92.30
[3− 7] 90.01 87.74 89.57 88.00 85.13
≥ 2 96.39 89.70 96.60 86.24 92.91
gdwmed
50
[2− 5] 90.28 84.98 91.09 77.99 89.20
[3− 7] 85.64 83.73 86.01 75.59 81.87
≥ 2 93.58 81.85 93.95 71.21 91.36
75
[2− 5] 92.98 88.85 93.44 80.78 90.83
[3− 7] 88.19 86.94 88.70 79.14 84.24
≥ 2 95.64 85.90 95.73 74.45 92.38
Table 5.25: Period 3 (P3) – Weighted mean of distances, revised
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chosen features (Press–Release (PR), Release–Press (RP ), Press–Press (PP ), and the
Release–Release (RR)), only the Press–Release (PR) can be obtained for one-letter
words. The other three can only be obtained when at least two letters are available.
With this in mind, only words from two letters and up have been used. Also, a previous
experiment has already shown that using all lengths had not given the best results in
any case, but then again, seeing how different parameters can affect different decisions
on how to build the models and treat the samples a modification of the proposed
method could be tried using only the PR value. This is left as future work.
All in all, when using this method, the Chebyshev distance, and Depths of 2 or
more, results are found to be better than the n-graphs alternative. All that is needed
to be discussed is the type of fusion that should be used when using the Weighted
mean of distances, revised method. Table 5.26 shows a summary of the best results
in this section. It can be seen that when restricting to those sessions with at least
75 words found in the model, the method behaves better, as has been the case all
throughout the results chapter. Given the little increase in accuracy from going from
50 to 75 words, it should be discussed if it worth discarding all the sessions with less
words found, but still relevant. This would probably be a decision of the production
environment particularities where this biometric technique is implemented and the
expected accuracy. Also, the differences in size of every period are apparent. The
better the data, in size, of the period, the better the results. Smaller groups still get
the worst results.
Fusion Words Period
P0 P1 P2 P3
Strict 50 97.60 94.15 96.46 93.48
75 98.55 94.79 97.44 95.49
Loose 50 98.44 96.03 97.36 95.58
75 99.17 96.12 98.27 96.84
gdmed
50 98.22 95.80 96.98 95.11
75 99.02 95.83 97.90 96.60
gdwmed
50 97.82 94.38 96.84 93.95
75 98.71 95.08 97.81 95.73
Table 5.26: Summary of the method using the Chebyshev distance
As per the fusion method that should be used, if only the results shown in Table 5.26
were to be evaluated, it would be obvious that the best choice would be to use a Loose
setting, where, if only one of the values, either the gdmed or the gdwmed is reported
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as a valid user, this one should be used. This setting, though, presents a problem.
It cannot be known if one of the two is certain that the user is valid, so a random
choice has to be done between the two. This could decrease the effectiveness of the
method, so the Loose setting is rather misleading. The next in quality, in all cases, is
to use only the values reported by the gdmed feature, without using any fusion at all.
If this setting was to be used two things should be taken into account: no weighting of
features and no fusion would be necessary. Only a simple median value of the mean of
the 4 chosen features (Press–Release (PR), Release–Press (RP ), Press–Press (PP ),
and the Release–Release (RR)). These results have been marked in bold in Table 5.26.
Choosing these parameters simplifies greatly the calculations necessary to obtain the
results and, at the same time, no big compromises regarding the number of discarded
sessions have to be carried out.
5.4.6 Cleaning sessions of large values
After having tried all methods and distance measurements, and having a procedure
that yields good enough results, the idea of initially cleaning the sessions of values that
are way too far from zero has been evaluated. The main idea behind this approach
can be explained by Figure 4.13. As can be seen in this figure, the vast majority of
distance values obtained from the model range from 0 to 300.
A quick test has been performed using a minimum of 50 words found in the model
and the Weighted mean of distances, revised method to determine if omitting the
values above a given threshold also helps focus on the real matter at hand, that is,
the distances closer to zero. The results of evaluating a threshold from 300 to 600
milliseconds samples are shown in Table 5.27.
Period Threshold (ms)
None 300 400 500 600
P0 98.22 98.14 98.23 98.19 98.19
P1 95.80 96.02 96.14 95.91 95.97
P2 96.98 97.12 97.22 97.15 97.09
P3 95.11 95.25 95.22 95.14 95.17
Table 5.27: Omitting large sample values
The best results are achieved when using a threshold value close to 400 milliseconds.
In this case, there is a slight improvement over the base results previously obtained in
the test performed in this section, that should be taken into account when building
quality and robust models.
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5.4.7 Test 3 summary
Instead of studying model related features, as with previous tests, the focus of this
experiment has been set on methods to increase accuracy by trying different distance
measurements and the different proposed methods to determine the owner of a session.
Five different distances measurements and seven different methods to identify users
have been evaluated. Three of these methods did not use fusion schemes, three did,
and the last one combined what had been learned from the others.
The results have shown that there is no best distance measurement that outshines
the others all the time. Different methods favor different distances. On the other
hand, the best method has been the Weighted mean of distances, revised method. This
method has been evaluated using fusion schemes and using only mean and median
values. The best methodology when applying this method is to choose the median
value.
When evaluating this method, the best distance measurement has been the Cheby-
shev one most of the time, even if the Euclidean alternative also yields good results.
It is worth mentioning that, since this method made use of the Depth at which have
been found in the model, the best results have been obtained when all word lengths,
from two-letter words upward, have been used.
As with previous tests, having better sessions, understood as those that have a
relatively high number of words, gives the best results. Also, as an additional test,
the possibility of discarding those values above a certain threshold from the distances
between a session and a model has also been evaluated. The results have shown an
improvement if values above 400ms are suppressed.
The following tests, once a good method to determine the owner of a session has
been established, center the efforts on finding whether other features related to user
behavior help improve accuracy, especially in those cases where a smaller dataset is
available. It should be noted that the first three tests have been rather exhaustive
in terms of combination of parameters, methods and distance methods. Compared
to the tests that follow this is going to be found rather scarce or simple. These tests
have evaluated a large number of parameters and many results have been discussed to
determine the optimal conditions in which the proposed model performed better. From
this moment on, the proposed tests are simpler because a good method to identify
users has already been established. The parameters that are tested from this point are
evaluated to see if these improve the global accuracy of the system in a relevant way.
An exception to this fact, though, is Test 7 that tries many different combinations
to determine if age group and gender are relevant when identifying or authenticating
users.
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5.5 Test 4 – Features related to user behavior
Up to this point, a good method to classify users and the corresponding distance
measurement has been identified. Many parameters have also been proved to work fine
with the proposed setting and a particular number of words have been deemed optimal
to have a good overall system accuracy.
The following test tries to determine if some easy to implement behavioral features
could improve the accuracy of the system, especially in those cases where the number
of sessions is limited, the data available is scarce or the chance to use sessions above a
certain number of words is not possible.
The current test evaluates the following four different features:
• Incorporating the mistakes users make into the models, trying to see if the fact
that a user always follows the same key sequence to correct a mistake, thus
forming a special type of word, could help improve results.
• Using only the space key as word delimiter, trying to see if other key sequences,
like navigation keys, are also part of the way a user is defined by their typing
pattern.
• See if rewarding distances obtained from the model when words are used frequently
also helps improve accuracy.
• Finally, determine if a user will use typical sentence constructions and, again,
reward these successive words as a means of improving the overall accuracy of
the system.
It could be argued that these last two features are not directly related to Keystroke
Dynamics. These features are more related to user behavior rather than to their typing
rhythm, but nonetheless, the fact that the possibility of detecting such behavior can
lead to modifying the underlying features directly related to Keystroke Dynamics
can provide a way of having a better method to classify users. Even if the proposed
methodology for this test could be considered as a way of introducing a multimodal
scheme, the chosen features are not considered to be part of any other biometric
technique so the whole system is still considered to be unimodal.
5.5.1 Behavioral features
The effect of mistakes as a feature
For this particular test, the errors or mistakes users make are incorporated into the
model as if the letter sequence to type a word, commit a mistake and correct it, was a
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single word. If this pattern is constantly repeated a more accurate way of identifying
users could be provided. The problem when applying this methodology can be that hit
rate may be too low when searching these special words. How much the accuracy of the
system can be improved by using this methodology is what this test tries to find out.
Using only the space as a word delimiter
Instead of only adding the backspace key into the model, by modifying the delimiters
that establish what a word is, this test tries to see whether only using the space key
as a word delimiter the overall accuracy improves5. The user may use special key
combinations, navigation keys. . . when authoring a message. These combinations, so
far, have been always discarded in previous tests and models. The question, again, is if
the hit rate will be high enough to make this feature relevant.
Frequency scaling
This test will reward (or punish) those words users type more frequently or, on the
contrary, do not usually submit. At the same time, those sequences of words the user
types more frequently will also be rewarded. Following the reasoning explained in
Section 4.4.3, the user will benefit from using the same words and sentences over and
over again.
5.5.2 Initial model parameters
For the tests in this section, two independent tests will be carried out. One with all the
sessions available and the other only with those sessions that have at least 50 words
found in the model (W ). The distance measurement will be the Chebyshev one, and
the method to classify users will be the Weighted mean of distances, revised using the
gdmed feature. These parameters have been chosen because these are the ones that
have given the best results in previous tests. At the same time, 50 words have been
considered enough to have a valid system, without discarding too many sessions.
5.5.3 Number of independent tests performed
As with the previous test, only one single group of 40 randomly chosen users is used.
Again, the tests will be repeated 10 times using the MCCV method. For this test, a
70% partition to train the model is used, and the remaining 30% is used to test the
different proposed parameters.
5It should be noted that the 300ms silence interval is still used to determine other word breaks.
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It is worth noting that an additional test combining all four behavioral features
chosen is also performed, bringing the number of tests to evaluate Features (F ) to 5.
The purpose of this additional test is to see whether by having all suggested features
in the model, the total hit rate can be added together to affect accuracy positively.
The grand total number of independent tests for the current experiment is 5F · 4P ·
10 · 2W = 400 tests. F refers to the Feature being analyzed, and W refers to the sets
of sessions delimited by the minimum word count.
5.5.4 Results when evaluating user behavior
The results for this experiment are shown in Table 5.28. It can be seen that the use of
the proposed methods adds little to the accuracy already achieved by previous tests if
it does not decrease it.
Period Words Scaling algorithm
None Words Sentences Mistakes Space All
P0
1 85.60 86.06 85.59 84.22 82.20 82.56
50 98.22 98.22 98.04 98.15 97.60 97.33
P1
1 81.65 80.94 81.77 78.97 76.79 76.46
50 95.80 94.96 95.68 94.50 93.27 92.84
P2
1 82.50 82.84 82.59 80.98 79.65 79.75
50 96.98 97.01 96.77 96.74 96.28 95.88
P3
1 78.44 78.31 78.34 77.35 74.60 74.17
50 95.11 94.73 95.01 94.43 93.73 92.66
Table 5.28: Frequency scaling results
More specifically, the use of the Word frequency scaling algorithm does improve
the results, in some cases, but only marginally and only when the hit rate is increased
by a larger number of words (Periods 0 and 2). In periods where the number of words
is lower, the proposed methods achieve nothing as initially intended. This goes against
the goal that had been initially set.
The use of the Sentence scaling algorithm does not improve the results substantially.
Again, this can be though as a problem of having enough samples that really take
advantage of this method.
The final two methods, the use of mistakes, and the use of only the space key as a
delimiter show an interesting fact. Both only accomplish one things: yielding worse
results. It is interesting to see, though, that as soon as more and more special keys are
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allowed in the model, the results worsen even more. This could suggest the possibility
of going exactly the other way around and focusing the efforts on finding those keys
that really influence the results for the better. For example, the use of numbers, should
they be allowed in the model? What about upper case letters used in combination
with the SHIFT key? Do these slow the rhythm of a user? The possibility of choosing
a smaller set of keys is left as future work, but it is considered as a very interesting
experiment that should be performed.
The worst results are obtained when all these modifiers are applied at the same
time. As pointed before in this chapter, this is considered to be of high relevance.
Having specific quality data is much more important than having lots of data.
In the end, as soon as more and more information is added into the tree, how
words were previously detected may have been affected. In other words, some words
that previously were detected as unique words are now separated into different nodes,
reducing the count and valid information per node. This suggests that having such
information renders the logical tree unclean, as opposed to the conclusions presented
in the initial tests where gathering relevant information in similar words was more
interesting.
5.5.5 Test 4 summary
The main goal behind this test has been to find if, by taking advantage of behavioral
features, the chance of improving the accuracy of the system can be achieved. Two
main features have been evaluated: frequency and word delimiters. The first tries to
evaluate the impact of rewarding the words, or sentences, more frequently used. The
second has to do with other keys user may use frequently and that initially had not
been considered as part of the logical tree models.
In most cases, when these features have been evaluated by themselves or combined,
the accuracy has decreased. Only in some cases, when the dataset was large enough,
some methods have taken advantage and improved accuracy by a small margin. The
main issue that has been identified with the proposed methodology is the fact that the
hit rate is too low to be able to take advantage of the proposed features. Being this
the case, it is proposed not to implement the proposed behavioral measures.
5.6 Test 5 – User group size
Once all parameters have been studied and a process to identify a user from a session
has been determined, the question against how many models should a testing session
be compared to appears frequently.
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So far all tests have been carried out using either groups of 20 users, or random
groups of 40. When using groups of 20 users, these have been selected using a ranking
that favors the best. On the other hand, when using a group of 40 users, these have
been selected randomly among the 60 best from each period.
The current experiment evaluates if there is a threshold number of users from which
the results become intolerably bad. To perform this test all 60 users from each period
have been considered and 10 different random groups of increasing users have been
created to test the accuracy of the system. More specifically, the selected sizes have
been: 2, 5, 10, 15, 20, 40, and 60 users.
At the same time, these tests have been performed using all words available or, as
in previous tests, only using those sessions that have at least 50 words found in the
models.
5.6.1 Number of independent tests performed
The parameters taken into account are the number of words (All, or >= 50) (W ) and
the size of the group of models (2, 5, 10, 15, 20, 40, and 60 users) (S). The tests have
been performed using an MCCV methodology. For this test, though, since in one of
the tests all 60 users are used to build the models, it has been thought that two MCCV
procedures combined should be used. One of these is used to perform ten 70/30% tests
and the other to select also ten different sets of users within each of these partitions to
build the groups of models. Again, all four periods (P ) have been used.
The total number of tests has been 4P · 2W · 7S · 10 · 10 = 5, 600 tests.
5.6.2 Results for the user group sizes test
Table 5.29 shows the evolution in accuracy once the size of the group of users increases.
It can be seen that as soon as the number goes above 20 users, the global accuracy of
the system begins to decrease fast. This problem is much more present if all words
from all sessions are used. In this case, the accuracy has an important drop as soon
as more than 5 users are used to compare sessions. The fact of having better quality
sessions not only improves the results but radically slows the process of deterioration
when the size of the groups increases.
It should also be pointed out that these results, when using quality sessions in rich
periods, show a mean value of accuracy close to a ∼ 97% when using groups of 60
users. This is not the case when all words are used with numbers going down to an
unacceptable value of ∼ 80% in accuracy.
These results can also be seen depicted in Figure 5.6. In this figure, it is clearly
depicted that the number of users against a session is compared to has a relevant effect
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Period Words Group size (PCIS)
2 5 10 15 20 40 60
P0
All 97.31 93.37 91.18 89.84 88.47 85.56 83.87
50 99.69 99.29 99.17 99.09 98.82 98.19 97.70
P1
All 96.80 93.47 90.37 88.23 86.10 82.36 79.53
50 99.51 98.84 98.37 97.86 97.23 95.83 94.47
P2
All 95.97 91.22 88.76 87.18 85.95 82.88 81.15
50 99.62 98.52 98.23 98.01 97.76 97.35 96.89
P3
All 95.41 91.79 87.86 86.00 84.24 80.20 77.20
50 99.51 99.03 97.97 97.42 96.93 95.51 94.26
Table 5.29: Groups sizes results
on the global accuracy of the system. Also interesting to see is that the size of the
Period becomes more and more relevant as soon as the size of the group grows. Those
periods with more events (P0 and P2) maintain a better throughout accuracy than
those that have less (P1 and P3), even if the size of the group increases.
The question at which value should the system be used still remains unanswered.
20 is a good value to maintain a good accuracy, but it may be argued that this value is
not secure enough. A group of 40 users has also been proved throughout all the tests
in this chapter as a good choice of group size. When comparing this setting against
what other researchers have done in the past, this seems to go in accordance with
current standards. Using higher values is, of course, a valid possibility, but not only
it decreases the global performance of the system but it also decreases the accuracy
beyond a point where the biometric measure can no longer be trusted by itself. It
could be recommended to include other biometric techniques, thus using a multimodal
scheme, to increase the effectiveness without sacrificing the need to compare samples
against a large enough number of models.
It would have been interesting to see how the proposed methods behaved with
larger user groups. Such tests could have been helpful to determine the feasibility of
implementing the proposed solutions in large online learning environments.
For this test, the number of mean Sessions evaluated against the logical tree models
across all 10 different runs from the MCCV technique, mean Incorrect and mean Correct
identification values, as well as the Margin of Error (ME) with a 95% of confidence are
shown in Tables 5.30 and 5.31. The first table shows the values when all sessions have
been used, while the second table shows only the results when sessions with at least 50
words found in the models have been used.
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Period Users Sessions Incorrect Correct ME (%)
P0
2 46.51 1.24 45.27 4.63
5 139.80 8.81 130.99 4.03
10 288.62 25.08 263.54 3.25
15 446.79 44.87 401.92 2.79
20 582.43 66.64 515.79 2.59
40 1143.50 164.83 978.67 2.04
60 1687.70 272.20 1415.50 1.75
P1
2 12.80 0.39 12.41 9.42
5 34.60 2.35 32.25 8.38
10 71.17 6.91 64.26 6.88
15 111.35 13.04 98.31 5.97
20 147.20 20.34 126.86 5.57
40 292.28 51.60 240.68 4.37
60 430.40 88.10 342.30 3.81
P2
2 22.44 0.65 21.79 6.94
5 63.59 4.95 58.64 6.59
10 133.78 14.29 119.49 5.23
15 204.06 25.31 178.75 4.52
20 265.68 36.36 229.32 4.13
40 528.21 90.03 438.18 3.21
60 776.60 146.40 630.20 2.75
P3
2 19.40 0.83 18.57 9.01
5 53.28 4.07 49.21 7.13
10 112.77 13.33 99.44 5.96
15 175.50 24.27 151.23 5.11
20 227.56 35.64 191.92 4.72
40 455.10 90.05 365.05 3.66
60 676.30 154.20 522.10 3.16
Table 5.30: Error when all words are used
152
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
Period Users Sessions Incorrect Correct ME (%)
P0
2 29.50 0.09 29.41 1.99
5 86.79 0.49 86.30 1.58
10 184.23 1.33 182.90 1.22
15 286.97 2.53 284.44 1.08
20 374.84 4.25 370.59 1.07
40 732.77 13.16 719.61 0.96
60 1086.10 25.00 1061.10 0.89
P1
2 8.12 0.03 8.09 4.19
5 21.79 0.23 21.56 4.29
10 44.28 0.69 43.59 3.65
15 69.63 1.44 68.19 3.34
20 91.83 2.47 89.36 3.31
40 183.59 7.69 175.90 2.90
60 268.50 14.90 253.60 2.74
P2
2 14.21 0.03 14.18 2.40
5 40.21 0.39 39.82 3.03
10 86.92 1.30 85.62 2.55
15 133.32 2.28 131.04 2.20
20 173.70 3.45 170.25 2.07
40 343.18 9.08 334.10 1.70
60 505.60 15.90 489.70 1.52
P3
2 10.62 0.04 10.58 3.68
5 31.51 0.26 31.25 3.16
10 66.07 1.21 64.86 3.23
15 103.55 2.55 101.00 2.99
20 133.23 3.97 129.26 2.89
40 265.66 11.84 253.82 2.48
60 394.10 22.60 371.50 2.30
Table 5.31: Error when at least 50 words are needed
153
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
0.75
0.80
0.85
0.90
0.95
1.00
2 5 10 15 20 40 60
Group of users size
P
C
IS
Words 50 All Period 0 1 2 3
Figure 5.6: Group sizes results
These results are shown as evidence of the importance of having a high number of
sessions to compare to the logical tree models. When the number of sessions is small,
the margin of error increases, as expected. The most relevant results are obtained when
the number of compared sessions is very large, as is the case of Period 0 and when
large groups of users are used.
5.6.3 Test 5 summary
This test has evaluated what should be a good size in terms of the number of models
a session should be compared to. As expected, the bigger the group against which a
sample is tested the bigger the error. On the other hand, though, it has been observed
that if the origin session is of a higher quality it maintains a much better chance of
being correctly identified even if the size of the group increases up to 60 users. Also,
the size of the dataset is determinant to obtain the best results. Periods 0 and 2, the
largest, obtain always the best accuracy.
5.7 Test 6 – Authenticating users
This test evaluates the possibility of using the proposed methods, not only to identify
users that have submitted a message to the Virtual Campus web application, but also
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to authenticate them when accessing the web application. Of course, this same method
could be used to authenticate users accessing any other protected resource as long as
large enough sequences of words can be captured.
As with previous studies that have focused on authentication, this test tries to find a
threshold value from which to grant or prohibit access to the application. The value of
this threshold is determined trying a wide range of values from the obtained distances
to determine at which point both the FRR and the FAR values are equal. This value
is known as the EER and it has been used extensively in the past to determine the
reliability of authentication schemes when using Keystroke Dynamics.
Once this value is determined it should be the choice of the administrator to set it
above or below to increase security or, on the other hand, allow more users that are not
correctly identified. As has been previously discussed in Section 2.3.3 something that
annoys users is having to authenticate more than once because the underlying system
has been unable to correctly identify them. On the other hand, when the threshold is
too loose users can be falsely accepted, something that should be minimized, even if
users are angry.
The threshold value depends greatly on the distance measurement used. For this
test, the Chebyshev distance has been used. At the same time, to have a rather good
value for each of the different periods, the whole set of 60 users has been used. From
each of these periods all testing sessions have been evaluated against all the trained
models from all users in the period, always following the MCCV technique. When
using this particular distance measurement, the range of values went from ∼ 4 to values
well beyond 50. These values do not really represent a unit of milliseconds because
weighting techniques may have been applied to modify such values.
Once all distance measurements from the training sessions to the models are
available, a starting threshold value is set and increased progressively. When the
threshold is very low only those users with very short distances to the model are given
access. With a value this low, it is unusual seeing that any false users are given access.
The problem is that many valid users are denied access. On the other hand, as soon as
the threshold value increases the number of false user granted access also increases,
even if almost all valid users are granted access correctly.
5.7.1 Number of independent tests performed
As with the case of the test regarding group sizes the parameters that have given the
best results have been used for this test. At the same time, both tests using all words
and only those sessions that have at least 50 words have been independently tested
(W ). The parameters for this test are, of course, the threshold that ranges from 10 to
25 in incremental values of 0.2 (75 different threshold values) (T ), the 4 periods (P )
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that have been used in all tests using groups of 60 users. All in all, the grand total of
tests is: 75T · 2W · 4P · 10 = 6, 000 tests.
5.7.2 Results for the authentication tests
The results for this test are presented using different measures than in previous tests.
If for all previous tests the accuracy has been reported, in this case the EER value
is used. Table 5.32 shows the FAR, FRR and EER values for each period considered
when all words in all sessions have been and when only those sessions with at least 50
words have been used.
Period Words Threshold FRR FAR EER
P0
All 17.60 9.59 9.54 9.57
50 16.40 4.71 4.62 4.67
P1
All 18.20 9.81 9.78 9.80
50 17.60 6.79 6.82 6.81
P2
All 18.20 11.46 11.51 11.49
50 16.80 5.32 5.32 5.32
P3
All 18.60 12.74 12.81 12.77
50 17.60 7.29 7.48 7.38
Table 5.32: EER when authenticating users
The values shown in Table 5.32 are depicted in Figure 5.7, for the test in which all
words are used, and in Figure 5.8 for the test in which only sessions with at least 50
words found in the model are used.
As in previous tests, it can be observed that having a larger number of words is
highly determinant when it comes to obtaining the best results. In all cases, the EER
values are close to a 50% smaller when authenticating users, with a peak value of 4.67%
when using a large dataset (P0) and at least 50 words in the sessions.
Figures 5.9, and 5.10 show the ROC curves for both cases, showing, once again,
that the best value is achieved with large datasets and a minimum number of words
found per session.
5.7.3 Test 6 summary
Authentication can be performed with the proposed models and methods. The results
obtained show good EER values when compared to those obtained by previous research.
156
Chapter 5. Results PhD Thesis – Aleix Dorca Josa
2 3
0 1
10 15 20 25 10 15 20 25
0.00
0.05
0.10
0.15
0.20
0.25
0.00
0.05
0.10
0.15
0.20
0.25
Threshold
E
E
R
Period 0 1 2 3
Figure 5.7: EER when authenticating users using all words
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Figure 5.8: EER when authenticating users using sessions with at least 50 words
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Figure 5.9: ROC when authenticating users using all words
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Figure 5.10: ROC when authenticating users using sessions with at least 50 words
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To perform authentication, a threshold value from which to accept users into the
system has been established. The current test has tried to find the value for the
threshold were both the FRR and FAR values were equal. The best EER value has
been that of 4.67% when using a large dataset and a minimum number of words found
in the model. The threshold for this particular combination of parameters has been
16.40. It can be seen that this threshold value is not the best in all cases, though.
As soon as these values vary the EER value also increases, rendering the system less
accurate. In the worst case scenario, an EER of 12.77% has been found when using a
small dataset using all available sessions.
It should be noted that, for this test, only the best 60 users have been used. If all 471
users available in the dataset had been used, the results would have been much worse.
This has to be kept in mind all the time: with good information Keystroke Dynamics is
a valid biometric technique, otherwise, the possibility of using it in multimodal schemes
should be considered.
5.8 Test 7 – Dealing with age group and gender
This last experiment focuses on determining if the age group and the gender a user
belongs to can help identify or authenticate them when using the proposed methods. In
this sense, the question whether the age and gender of a user could affect the accuracy of
the identification or authenticating system has risen many times. If relevant differences
are found when a separation is performed or not, these could be useful in terms of
model building and optimization, as well as for applications in gender recognition or
age group classification.
The experiments in this section have been suggested after noticing that the available
keystroke dataset has enough users from different age groups. At the same time, data
from both genders is available, even if much more information comes from the female
genre. Using this information, it is possible to build and test models separated by age
group and gender.
The results obtained from these tests come from comparing testing sessions to
groups of sizes 10, 15, and 20 users. The need to have such sizes comes from the
fact that if larger groups are used, these become unbalanced. The idea has been to
have groups as homogeneous as possible to obtain meaningful and comparable results.
These different group sizes have already been evaluated in Test 5. In that case, though,
no separation of any kind has been performed. Table 5.33 shows a summary of the
previously obtained results. These can be used as reference to compare the results
obtained in the current experiment.
When dealing with age group and gender, different approaches have been attempted:
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Period Words Group size (PCIS)
10 15 20
P0
All 91.18 89.84 88.47
50 99.17 99.09 98.82
P1
All 90.37 88.23 86.10
50 98.37 97.86 97.23
P2
All 88.76 87.18 85.95
50 98.23 98.01 97.76
P3
All 87.86 86.00 84.24
50 97.97 97.42 96.93
Table 5.33: Results for group sizes 10, 15, and 20
• Determine if gender is determinant when identifying or authenticating users.
This test tries to determine if the processes attempted vary when sessions are
compared against models of the same gender as the owner of a session, or if there
is no remarkable difference when genders are mixed. If a relevant difference was
found, it could be useful in terms of gender recognition applications, for instance.
• The same is attempted categorizing users by age group. In this case, in order
to have age groups of similar size and quality, three different groups have been
formed: (18, 34], (34, 45], and (45, 69]. These three age groups have been labeled
as: Young, Middle age, and Senior respectively. The objective of this test is to
see whether by using separated groups for each age group accuracy improves, if
EER when authenticating decreases, or if, on the other hand, mixed age groups
perform better.
• Finally, the last test uses separated groups by age group and by gender to
determine if mistakes users make help identify them. The methodology in this
experiment is different than in the previous two, and no exhaustive comparison of
models is carried out. Only the evaluation of the effect of mistakes incorporated
in the models is performed taking age and gender into account. It should be
noted that this test was originally performed before developing the Weighted
mean of distances method, revised, and when results were still far from optimal.
It was thought that dealing with such age and gender parameters the accuracy
of the system would improve significantly.
For the following tests, in order to have a frame of reference with previous experi-
ments, more specifically with results obtained in Test 5, the number of mean Sessions
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across all 10 different MCCV runs, mean Incorrect and mean Correct identification
values, as well as the ME with a 95% of confidence are also shown. These values are
shown to evidence that once groups of users are small, the number of compared sessions
also decreases, increasing the ME.
5.8.1 Number of independent tests performed
Like in previous experiments, the Chebyshev distance measurement, the Weighted
mean of distances, revised method to identify the owner of a session, and the model
building parameters that have given the best results have been chosen for this test.
The particular parameters for these tests are the groups and their combinations (C).
The 4 different periods (P ), and again, an MCCV methodology with 10 repetitions,
has also been used. For the cross-validation technique 70% of the sessions have been
used for training and the remaining 30% have been used for testing.
For the two first experiments in this section, both options, using all available
sessions, and only those with at least 50 words, are used (W ). For the gender separation
experiment, there are 2 different groups, Male and Female, and 4 possible combinations.
The number of tests when performing identification has been: 4C · 2W · 4P · 10 = 320
tests. For the age group separation experiment, also when identifying, 3 different
groups are considered, Young, Middle age, and Senior, with 9 combinations. The
number of tests has been: 9C · 2W · 4P · 10 = 720 tests. For these two experiments,
where authentication has also been evaluated the number of tests performed has to be
doubled. The grand total is 2, 080 tests.
For the last experiment, the methodology has been different because not all combi-
nations have been attempted. Only identification has been evaluated for each group
with and without mistakes incorporated in the models. This means that there are 4W
different possibilities: all words with and without mistakes in the models, and sessions
with at least 50 words, again, with and without mistakes in the models. The number of
groups has been 6G. The total number of tests has been: 6G · 4W · 4P · 10 = 960 tests.
5.8.2 Gender separation
This first test has been performed using the best 60 users from each of the 4 considered
periods. Users have been grouped by gender. From this point, all testing sessions
from any user have been tested against models containing only male users and models
containing only female individuals. Of course, the model of the real user being tested
is always used otherwise identification would not be possible.
To ensure that results are comparable, and having observed that there are much
more women than men in the keystroke dataset, a subset of data has been used. For
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each period, a random set of 20 models, one for male users and one for female users,
has been selected. This group size has already been evaluated in Section 5.6, with
rather good results, but in that case no separation of gender has been carried out.
5.8.3 Results for the gender separation test
Tables 5.34, and 5.35 show the results of this first experiment when identifying and
when authenticating users respectively. In bold, in both tables, the best results have
been highlighted comparing the gender of the origin testing sessions.
Words Gender Period (PCIS)
Origin Model P0 P1 P2 P3
All
Women Women 88.19 84.95 85.23 82.70
Women Men 88.17 86.14 86.65 83.27
Men Women 89.03 85.95 85.59 86.03
Men Men 88.31 84.88 85.35 85.03
50
Women Women 98.95 96.95 97.51 97.13
Women Men 98.95 97.74 98.61 96.39
Men Women 98.45 96.83 96.51 97.37
Men Men 98.17 97.35 95.89 97.93
Table 5.34: Identifying users using gender separated models
Words Gender Period (EER)
Origin Model P0 P1 P2 P3
All
Women Women 9.20 10.42 14.63 18.38
Women Men 10.28 11.93 11.60 13.25
Men Women 9.00 11.57 11.05 9.42
Men Men 11.05 13.45 13.62 11.55
50
Women Women 5.20 5.38 2.08 5.39
Women Men 5.04 6.86 6.49 7.93
Men Women 4.20 5.43 5.58 5.49
Men Men 4.79 6.28 6.51 5.15
Table 5.35: Authenticating users using gender separated models
From these results, it can be observed that there is no straight recognizable pattern
throughout all the values. Only when using all words and identifying users it can be
though that comparing samples from an origin gender to a different model gender could
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render slight better results. In all other cases this behavior is not observed so clearly,
though. With these numbers in hand, no real conclusion can be stated about the effect
of gender in identification and authentication schemes.
At the same time, the fact of using gender separated models, when compared to
models that do no present this separation, does not always improve the results. When
compared to results showed in Table 5.33 (using a group size of 20 users), some values
are above the previous results and some are below, if only by a small difference. No
straight pattern is identified for all periods, either.
Tables 5.36 and 5.37 show the mean number of Sessions, Incorrect and Correct
values, as well as the ME in percentage. Since the group of women is the one with
most information it is also normal to see that the error is smaller.
Period Gender Sessions Incorrect Correct ME (%)
Origin Model
P0
Women Women 1267.50 68.40 1199.10 1.24
Women Men 1267.50 145.10 1122.40 1.75
Men Women 474.60 50.80 423.80 2.78
Men Men 474.40 54.10 420.30 2.86
P1
Women Women 294.40 25.10 269.30 3.19
Women Men 294.40 39.50 254.90 3.89
Men Women 150.80 20.50 130.30 5.47
Men Men 150.80 17.10 133.70 5.06
P2
Women Women 628.60 41.60 587.00 1.94
Women Men 628.60 80.80 547.80 2.62
Men Women 179.10 24.90 154.20 5.07
Men Men 179.10 25.30 153.80 5.10
P3
Women Women 448.60 45.30 403.30 2.79
Women Men 448.60 72.20 376.40 3.40
Men Women 254.60 34.30 220.30 4.19
Men Men 254.60 30.20 224.40 3.97
Table 5.36: Error when all words are used
5.8.4 Age group separation
Like in the previous test, this one has also been performed using the best 60 users from
each of the 4 considered periods. Users have been separated only by age group, though.
All testing sessions from any user have been tested against models containing only
models from the same age group and against models with users from the two other age
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Period Gender Sessions Incorrect Correct ME (%)
Origin Model
P0
Women Women 788.40 3.50 784.90 0.46
Women Men 787.40 8.30 779.10 0.71
Men Women 299.80 4.20 295.60 1.33
Men Men 301.20 5.50 295.70 1.51
P1
Women Women 172.70 3.10 169.60 1.98
Women Men 172.50 3.90 168.60 2.22
Men Women 97.00 3.10 93.90 3.50
Men Men 96.60 1.90 94.70 2.77
P2
Women Women 411.30 3.80 407.50 0.92
Women Men 429.20 6.00 423.20 1.11
Men Women 98.40 3.30 95.10 3.56
Men Men 104.10 4.30 99.80 3.82
P3
Women Women 238.70 4.10 234.60 1.65
Women Men 239.70 8.60 231.10 2.35
Men Women 156.20 4.10 152.10 2.51
Men Men 156.70 2.60 154.10 2.00
Table 5.37: Error when at least 50 words are needed
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groups. All possible combinations have been tested. For example, a session belonging
to a user of the Young age group has been tested against the models of Young, Middle
age, and Senior age groups separately.
To ensure that results are comparable and statistically relevant with the rather
scarce information available, and having observed that there are much more users
belonging to the Young age range group, a subset of the dataset has been used. For
each considered period a random set of 15 models for each of the age groups has been
used. This ensures that all age groups have a similar number of users.
5.8.5 Results for the age group separation test
Tables 5.38, and 5.39 show the results of this experiment when identifying and when
authenticating users respectively. In bold, in both tables, the best results have been
highlighted comparing the age group of the origin sessions.
Words Age group Period (PCIS)
Origin Model P0 P1 P2 P3
All
(18, 34]
(18, 34] 84.98 87.31 75.38 76.57
(34, 45] 86.31 86.20 73.47 80.18
(45, 69] 87.66 88.62 77.08 81.15
(34, 45]
(18, 34] 94.33 91.03 93.29 87.93
(34, 45] 94.12 91.86 93.44 89.54
(45, 69] 93.77 93.51 93.96 89.67
(45, 69]
(18, 34] 89.09 87.80 86.65 88.04
(34, 45] 87.55 84.90 84.71 87.48
(45, 69] 86.97 84.73 82.68 86.56
50
(18, 34]
(18, 34] 97.78 96.18 93.80 93.79
(34, 45] 98.03 97.11 94.50 95.82
(45, 69] 98.43 98.38 95.31 97.03
(34, 45]
(18, 34] 99.45 97.97 98.57 96.01
(34, 45] 99.23 97.58 98.53 96.78
(45, 69] 99.52 98.21 98.99 96.84
(45, 69]
(18, 34] 99.13 98.10 98.40 98.70
(34, 45] 98.65 96.52 97.46 99.08
(45, 69] 98.42 96.82 96.74 98.22
Table 5.38: Identifying users using age group separated models
These results show an interesting fact. In general, except for a couple of cases and
even these are marginal, the best results are obtained when there is a large gap between
age groups. These can be especially observed when comparing the Young age group
against the Senior age group. In both cases, when either of them is the origin testing
group, the results are always better than when compared to the same age groups or
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Words Age group Period (EER)
Origin Model P0 P1 P2 P3
All
(18, 34]
(18, 34] 12.81 18.11 19.51 14.00
(34, 45] 11.82 11.23 18.96 16.92
(45, 69] 8.51 7.13 20.35 12.88
(34, 45]
(18, 34] 6.33 9.92 7.39 13.78
(34, 45] 9.62 9.10 8.40 13.39
(45, 69] 8.81 8.11 8.56 13.66
(45, 69]
(18, 34] 8.25 11.25 12.62 12.66
(34, 45] 12.00 13.08 11.82 10.59
(45, 69] 12.77 11.85 14.00 11.59
50
(18, 34]
(18, 34] 5.07 10.26 7.77 5.84
(34, 45] 3.45 6.45 7.08 10.42
(45, 69] 4.51 3.23 7.04 6.55
(34, 45]
(18, 34] 4.46 7.69 4.37 7.66
(34, 45] 5.07 4.69 6.46 7.77
(45, 69] 4.27 3.45 5.47 7.69
(45, 69]
(18, 34] 3.07 4.07 3.03 4.62
(34, 45] 4.84 9.31 4.20 3.81
(45, 69] 6.65 5.13 8.94 5.91
Table 5.39: Authenticating users using age group separated models
against the Middle age group. This suggests that, with age, the Keystroke Dynamics
template of users may tend to adapt. Also, generally, any age group will obtain better
results when not compared to the same age group. This is highly relevant and suggests
that users in the same age group tend to type more alike.
The question that cannot be answered at this moment is if users that are currently
in the Young age group will adapt their Keystroke Dynamics pattern over the years to
a rhythm comparable to today’s Senior age group. At the same time, and in direct
relation to this, the question of how current users learned to type on computers and if
this process affected their natural rhythm, could be analyzed.
Using age group separated models, when compared to models that do not have this
separation, presents interesting differences depending on the age group being evaluated.
When compared to results showed in Table 5.33 (using a group size of 15 users), the
(34, 45] age group, the Middle age group, is the one that shows the most interesting
improvement in comparison to other age groups, especially for rich Periods like 0 and 2.
Even if the improvement, at this stage, can be considered only marginal, the fact that
other age groups present worse results is thought to be relevant. It could be argued
that, from all three, this group has the most defining models. The one that suffers
most is the Younger group with worse results than when no age group separation is
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carried out. This is considered relevant and further studies of the particularities of the
typing rhythms in each age group could be proposed.
Tables 5.40 and 5.41 show the mean number of Sessions, Incorrect and Correct
values, as well as the ME in percentage.
5.8.6 Age group and gender separation analyzing mistakes
The last test combines both the age and gender groups and analyzes the effect of using
the mistakes users make in the logical tree models. The goal of this test is to see, not
only if the different groups, be it in gender or in age, can benefit from having the errors
into the model, but also whether these groups present differences in terms of accuracy
when errors are incorporated into the model.
It may be of interest to see, for example, whether younger users benefit from having
errors in the models as opposed to senior users. If this was true, the model building
phase could be adapted to take this fact into account, and build better models, adapted
to age group and gender.
To ensure that results are comparable, again, a subset of data has been used.
Unfortunately, as soon as both gender and age group are used in the same experiment,
it is found that the number of users per group decreases alarmingly. For each considered
period a randomly chosen set of 10 models has been used. This ensures that all age
groups and genders have a similar and comparable number of users.
Only identification has been attempted for the current experiment. The results
should give an idea of what the tendency is when age and gender are separated, and it
should be perfectly possible to use the proposed methodology also when authenticating
users.
This experiment is included only for completeness, showing a test that was performed,
chronologically, before some of the session identification methods tested in Test 3 were
developed. The initial idea was to find out if this particular behavioral feature (mistakes
users make) affected users differently when age and gender was considered.
5.8.7 Results when separating by age group and gender
Table 5.42 shows the global PCIS results after separating users using age group and
gender. At the same time, the possibility of using the mistakes as part of the models is
also evaluated.
In Table 5.42, the best results when using all sessions or when using sessions with
more than 50 words found in the models have been highlighted in bold. The values in
the table show somewhat discouraging results, but this, on the other hand, is coherent
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Period Age group Sessions Incorrect Correct ME (%)
Origin Model
P0
(18,34]
(18,34] 229.90 22.20 207.70 3.82
(34,45] 229.70 30.30 199.40 4.38
(45,69] 229.70 27.30 202.40 4.19
(34,45]
(18,34] 633.30 34.90 598.40 1.78
(34,45] 633.30 25.00 608.30 1.52
(45,69] 633.30 38.40 594.90 1.86
(45,69]
(18,34] 878.90 92.80 786.10 2.03
(34,45] 878.90 105.90 773.00 2.15
(45,69] 878.90 93.00 785.90 2.03
P1
(18,34]
(18,34] 98.60 7.60 91.00 5.26
(34,45] 98.60 12.90 85.70 6.66
(45,69] 98.60 10.60 88.00 6.11
(34,45]
(18,34] 123.50 10.90 112.60 5.00
(34,45] 123.50 9.90 113.60 4.79
(45,69] 123.50 7.90 115.60 4.32
(45,69]
(18,34] 223.10 26.30 196.80 4.23
(34,45] 223.10 32.60 190.50 4.64
(45,69] 223.10 23.00 200.10 3.99
P2
(18,34]
(18,34] 128.50 19.80 108.70 6.24
(34,45] 128.50 31.50 97.00 7.44
(45,69] 128.50 27.20 101.30 7.06
(34,45]
(18,34] 385.60 25.20 360.40 2.47
(34,45] 385.60 15.30 370.30 1.95
(45,69] 385.60 22.70 362.90 2.35
(45,69]
(18,34] 293.60 37.70 255.90 3.83
(34,45] 293.60 43.20 250.40 4.05
(45,69] 293.60 48.90 244.70 4.26
P3
(18,34]
(18,34] 166.70 21.30 145.40 5.07
(34,45] 166.70 31.70 135.00 5.96
(45,69] 166.70 30.10 136.60 5.84
(34,45]
(18,34] 147.20 17.20 130.00 5.19
(34,45] 147.20 13.80 133.40 4.71
(45,69] 147.20 14.70 132.50 4.84
(45,69]
(18,34] 389.30 44.80 344.50 3.17
(34,45] 389.30 46.90 342.40 3.23
(45,69] 389.30 44.80 344.50 3.17
Table 5.40: Error when all words are used
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Period Age group Sessions Incorrect Correct ME (%)
Origin Model
P0
(18,34]
(18,34] 146.30 2.00 144.30 1.88
(34,45] 147.20 2.90 144.30 2.25
(45,69] 147.50 2.10 145.40 1.91
(34,45]
(18,34] 459.50 2.30 457.20 0.65
(34,45] 460.30 2.20 458.10 0.63
(45,69] 460.60 2.20 458.40 0.63
(45,69]
(18,34] 482.40 4.20 478.20 0.83
(34,45] 484.50 6.60 477.90 1.03
(45,69] 484.90 6.50 478.40 1.02
P1
(18,34]
(18,34] 61.90 1.20 60.70 3.43
(34,45] 61.70 1.60 60.10 3.97
(45,69] 61.30 0.40 60.90 2.02
(34,45]
(18,34] 86.30 1.40 84.90 2.67
(34,45] 86.20 1.90 84.30 3.10
(45,69] 86.50 1.10 85.40 2.36
(45,69]
(18,34] 122.10 2.10 120.00 2.31
(34,45] 122.10 4.30 117.80 3.27
(45,69] 121.70 2.10 119.60 2.31
P2
(18,34]
(18,34] 61.50 1.90 59.60 4.32
(34,45] 65.40 3.60 61.80 5.53
(45,69] 66.00 2.80 63.20 4.86
(34,45]
(18,34] 290.60 3.50 287.10 1.25
(34,45] 305.90 2.50 303.40 1.01
(45,69] 307.10 3.10 304.00 1.12
(45,69]
(18,34] 155.70 2.40 153.30 1.94
(34,45] 165.60 4.20 161.40 2.39
(45,69] 168.00 5.40 162.60 2.67
P3
(18,34]
(18,34] 89.60 3.10 86.50 3.78
(34,45] 90.40 3.80 86.60 4.14
(45,69] 90.50 2.70 87.80 3.51
(34,45]
(18,34] 98.30 3.90 94.40 3.86
(34,45] 99.00 2.40 96.60 3.03
(45,69] 98.90 3.10 95.80 3.43
(45,69]
(18,34] 207.20 2.40 204.80 1.46
(34,45] 208.10 1.90 206.20 1.29
(45,69] 208.70 3.00 205.70 1.61
Table 5.41: Error when at least 50 words are needed
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Period Gender Age group Words
All All w. errors 50 50 w. errors
P0
Women
(18, 34] 83.29 82.24 97.64 97.50
(34, 45] 93.99 92.85 99.53 99.50
(45, 69] 87.04 86.38 98.96 99.11
Men
(18, 34] 92.19 91.92 99.08 99.38
(34, 45] 95.30 95.50 99.35 99.42
(45, 69] 90.12 90.03 98.47 98.31
P1
Women
(18, 34] 82.01 79.51 95.61 96.78
(34, 45] 92.93 90.50 98.51 98.33
(45, 69] 87.94 86.97 98.12 97.06
Men
(18, 34] 89.58 86.61 98.55 97.00
(34, 45] 97.14 94.29 100.00 96.90
(45, 69] 86.10 84.66 97.45 95.52
P2
Women
(18, 34] 70.43 65.79 92.93 85.47
(34, 45] 94.05 93.07 98.72 98.74
(45, 69] 86.61 84.42 99.46 99.36
Men
(18, 34] 89.59 89.18 99.58 99.10
(34, 45] 92.12 91.82 98.09 97.44
(45, 69] 87.31 87.83 94.25 95.04
P3
Women
(18, 34] 72.17 70.83 92.48 92.15
(34, 45] 93.56 91.80 99.05 97.76
(45, 69] 91.56 90.81 99.16 98.80
Men
(18, 34] 87.55 87.13 96.84 97.34
(34, 45] 95.80 95.82 99.41 98.32
(45, 69] 87.44 87.48 99.00 98.81
Table 5.42: Identifying users using age and gender separated models
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with the results that have been obtained in Test 4 regarding behavioral features.
Beginning with Period 0, no real improvement is reflected in any case. Women
almost never benefit from having errors into the model, while men do on some cases,
especially on the Young and Middle age groups, but more research should be carried
out to find out if this tendency is general because the differences are very small and
the number of users in these groups has been also very small.
Period 2, also a good one in terms of number of events, also shows little improvement
when errors are considered, and when compared to the values from Period 0, there is
no consistency in the results.
Periods 1 and 3, being the small datasets show that this is even worse. In almost
no case, having the errors incorporated in the model provides a benefit for any group,
be it age group or gender, and when they do the difference is only marginal.
Figures 5.11, 5.12, 5.13, and 5.14 show bar graphs for the values shown in Table 5.42.
Men Women
(18,34] (34,45] (45,69] (18,34] (34,45] (45,69]
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Figure 5.11: Period 0 (P0) – Identifying users using age and gender separated models
Even if the possibility of using non-standard word constructions in the models
has been discouraged after seeing these results, something that catches the eye in
Figures 5.13, and 5.14 is the difference between the results obtained in Younger women
when using all sessions and when only using those with more than 50 words. This is,
by far, the group that yields the worst results in identification in all cases, even also
after discarding sessions of bad quality. Having much more samples of this age group
and gender could help understand if this behavior is, in fact, normal.
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Figure 5.12: Period 1 (P1) – Identifying users using age and gender separated models
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Figure 5.13: Period 2 (P2) – Identifying users using age and gender separated models
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Figure 5.14: Period 3 (P3) – Identifying users using age and gender separated models
Also, after having observed that in the age group separation test, the Younger
group had given the worst results, it could be argued that this was because of the
influence of younger women in respect to other groups. It would be very interesting to
go deep in this issue and find out why younger women present such irregular models,
and if this behavior will be maintained throughout their lives or, on the other hand,
their natural rhythm settles with age.
From the obtained results, a new methodology could be proposed to determine the
minimum number of words necessary to be found in a tree model to consider the session
valid. So far, in the experiments carried out in this research, a value of 50 words has
been considered most favorable to have good levels of accuracy while not discarding
too many sessions. Higher values may have given better results, while lower values,
like the case that is accepting any session, deem lower accuracy values. The results
from the age group and gender separation test show that some user groups present a
much better accuracy than others when no minimum number of words is established.
When enough samples have been collected (in period 0, for example), the accuracy of
male subjects in the (34, 45] group is above 95%. Females in the same age group are
also the ones with the best results. It could be proposed to lower the number of words
necessary to consider a session valid if such sessions come from users that are known to
have a good rate of identification. This, especially when authenticating users, could be
a benefit for the user. In such cases, users would not need to type so many sentences
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for the supervisors to have a good level of certainty of their identity.
As with previous tests in this experiment, Tables 5.43, Tables 5.44, Tables 5.45,
and 5.46 show the mean number of Sessions, Incorrect and Correct values, as well as
the ME in percentage for each of the different cases: with or without errors being taken
into account, and when all words and when 50 words were needed.
Period Gender Age group Sessions Incorrect Correct ME (%)
P0
Women
(18, 34] 138.10 22.00 116.10 6.10
(34, 45] 589.30 34.50 554.80 1.90
(45, 69] 540.10 67.40 472.70 2.79
Men
(18, 34] 91.60 7.00 84.60 5.44
(34, 45] 44.00 2.00 42.00 6.15
(45, 69] 338.80 32.70 306.10 3.14
P1
Women
(18, 34] 48.10 8.10 40.00 10.58
(34, 45] 116.50 8.10 108.40 4.62
(45, 69] 129.80 15.10 114.70 5.52
Men
(18, 34] 50.50 5.00 45.50 8.24
(34, 45] 7.00 0.20 6.80 12.34
(45, 69] 93.30 12.60 80.70 6.94
P2
Women
(18, 34] 86.50 23.40 63.10 9.36
(34, 45] 350.60 20.30 330.30 2.44
(45, 69] 191.50 24.60 166.90 4.74
Men
(18, 34] 42.00 4.20 37.80 9.07
(34, 45] 35.00 2.70 32.30 8.84
(45, 69] 102.10 12.50 89.60 6.36
P3
Women
(18, 34] 102.30 27.30 75.00 8.57
(34, 45] 124.20 7.80 116.40 4.27
(45, 69] 222.10 17.90 204.20 3.58
Men
(18, 34] 64.40 7.70 56.70 7.92
(34, 45] 23.00 0.90 22.10 7.92
(45, 69] 167.20 20.40 146.80 4.96
Table 5.43: Error when using all available words without mistakes
5.8.8 Test 7 summary
Do age and gender affect the identification or authentication of users? By the results
shown in this test it seems that the most significant values come from the age group a
user belongs to. It has been observed that the best results are always obtained when
sessions are evaluated against models where there is a significant age difference. Also,
it has been found that the Middle age group presents the most consistent models when
compared to other groups. On the other hand, gender has been discarded as a factor
affecting identification or authentication.
As per the use of the mistakes users make, as it had already been observed in Test
4, there is no need to incorporate them into the models. In most cases, there does not
seem to be a pattern by which it can be stated that a particular group benefits from
having them considered.
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Period Gender Age group Sessions Incorrect Correct ME (%)
P0
Women
(18, 34] 142.40 23.90 118.50 6.14
(34, 45] 599.80 41.50 558.30 2.03
(45, 69] 548.70 71.40 477.30 2.82
Men
(18, 34] 92.30 7.30 85.00 5.51
(34, 45] 44.00 1.90 42.10 6.01
(45, 69] 339.20 33.00 306.20 3.15
P1
Women
(18, 34] 49.20 9.50 39.70 11.03
(34, 45] 117.00 11.00 106.00 5.29
(45, 69] 132.00 16.50 115.50 5.64
Men
(18, 34] 51.00 6.50 44.50 9.15
(34, 45] 7.00 0.40 6.60 17.20
(45, 69] 93.80 13.90 79.90 7.19
P2
Women
(18, 34] 88.70 27.80 60.90 9.65
(34, 45] 355.40 24.00 331.40 2.61
(45, 69] 196.90 29.10 167.80 4.96
Men
(18, 34] 46.20 4.40 41.80 8.46
(34, 45] 35.00 2.80 32.20 8.99
(45, 69] 102.10 12.00 90.10 6.25
P3
Women
(18, 34] 107.70 29.50 78.20 8.42
(34, 45] 125.50 10.00 115.50 4.74
(45, 69] 223.00 19.60 203.40 3.72
Men
(18, 34] 64.70 8.10 56.60 8.06
(34, 45] 23.00 0.90 22.10 7.92
(45, 69] 167.50 20.40 147.10 4.95
Table 5.44: Error when using all available words with mistakes in the model
Period Gender Age group Sessions Incorrect Correct ME (%)
P0
Women
(18, 34] 84.00 2.00 82.00 3.26
(34, 45] 429.40 2.00 427.40 0.64
(45, 69] 278.50 2.90 275.60 1.19
Men
(18, 34] 62.90 0.60 62.30 2.40
(34, 45] 32.50 0.20 32.30 2.69
(45, 69] 207.90 3.20 204.70 1.67
P1
Women
(18, 34] 29.80 1.30 28.50 7.33
(34, 45] 79.80 1.20 78.60 2.67
(45, 69] 64.40 1.20 63.20 3.30
Men
(18, 34] 33.00 0.50 32.50 4.17
(34, 45] 6.40 0.00 6.40 –1
(45, 69] 57.60 1.50 56.10 4.11
P2
Women
(18, 34] 40.60 2.70 37.90 7.66
(34, 45] 280.20 3.60 276.60 1.32
(45, 69] 109.60 0.60 109.00 1.38
Men
(18, 34] 22.50 0.10 22.40 2.75
(34, 45] 26.40 0.50 25.90 5.20
(45, 69] 59.30 3.40 55.90 5.92
P3
Women
(18, 34] 49.10 3.70 45.40 7.38
(34, 45] 81.90 0.80 81.10 2.13
(45, 69] 110.20 0.90 109.30 1.68
Men
(18, 34] 41.10 1.30 39.80 5.35
(34, 45] 17.40 0.10 17.30 3.55
(45, 69] 99.60 1.00 98.60 1.96
1When pˆ = 1 the ME cannot be obtained.
Table 5.45: Error when using sessions with at least 50 words without mistakes
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Period Gender Age group Sessions Incorrect Correct ME (%)
P0
Women
(18, 34] 87.10 2.20 84.90 3.30
(34, 45] 438.10 2.20 435.90 0.66
(45, 69] 280.20 2.50 277.70 1.10
Men
(18, 34] 63.50 0.40 63.10 1.95
(34, 45] 34.30 0.20 34.10 2.55
(45, 69] 214.00 3.60 210.40 1.72
P1
Women
(18, 34] 30.90 1.00 29.90 6.24
(34, 45] 83.30 1.40 81.90 2.76
(45, 69] 65.20 1.90 63.30 4.08
Men
(18, 34] 33.50 1.00 32.50 5.76
(34, 45] 6.40 0.20 6.20 13.48
(45, 69] 58.10 2.70 55.40 5.41
P2
Women
(18, 34] 42.20 5.50 36.70 10.16
(34, 45] 284.70 3.60 281.10 1.30
(45, 69] 110.10 0.70 109.40 1.48
Men
(18, 34] 24.20 0.20 24.00 3.61
(34, 45] 26.90 0.70 26.20 6.02
(45, 69] 61.30 3.00 58.30 5.40
P3
Women
(18, 34] 52.40 4.10 48.30 7.27
(34, 45] 84.40 1.90 82.50 3.16
(45, 69] 110.10 1.30 108.80 2.02
Men
(18, 34] 41.30 1.10 40.20 4.91
(34, 45] 17.40 0.30 17.10 6.12
(45, 69] 101.10 1.20 99.90 2.11
Table 5.46: Error when using sessions with at least 50 words and mistakes in the model
As a side effect from the results obtained in this test, the fact that Younger women
are the ones that are most incorrectly identified, should set the grounds for further
testing regarding this particular group.
5.9 Summary
This chapter has detailed the experiments carried out and has presented the results
of the proposed research. It has used an approach of increasing complexity, testing
different parameters and keeping only the best for the following tests. The proposed
methodology and models have been evaluated to determine the moment results were
good enough to be used in production environments, comparing them against an
n-graph frequency scheme that uses Absolute and Relative distances to determine the
owner of the testing sessions.
Many features, both structural and behavioral have been evaluated. At the same
time, different distance measurements and methods to determine the owner of a session
have been analyzed. From these, the best results have been selected and a procedure
to build and compare sessions against logical tree models has been established. A good
ratio of computer resources – performance – accuracy has been obtained, improving
over the base benchmark selected that used an n-graph methodology.
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6 | Conclusions
The proposed research study focuses on the possibility of identifying or authenticating
users using Keystroke Dynamics, contextual information, analyzing the largest letter
sequence of a typed word against logical tree models, behavioral features, and features
related to age group and gender. It proposes an alternative to the traditional n-graph
frequency methodology. The samples submitted by the users have not been tailored
in any way and the free text environment has been respected at all times. With the
collected information during a period of three semesters, how words and timing intervals
are related to context has been evaluated.
This chapter presents the conclusions that can be derived from the experiments
that have been carried out and detailed in the previous chapter. The current chapter
is organized taking into account the Objectives and Hypotheses defined in Chapter 3
and the different tests from Chapter 5. In Chapter 3, the following lines of research
have been proposed:
1. Determine or establish how much information is needed to build a valid model.
2. Study which features better help identify users, either from model parameters or
behavioral features.
3. Determine if the proposed methodology can also be used to authenticate users.
4. Determine if age group and gender are relevant and can be helpful to build better
and optimized models.
The Objectives and Hypotheses associated to each of these lines of study have been
evaluated in Chapter 5 by proposing a series of tests, each focused on a particular line
of study and, at the same time, determined to prove a Hypothesis or achieve a goal
determined by the Objectives. The performed tests have been the following:
• n-graphs test: This initial test has been performed to determine what is the best
value that can be obtained with the available dataset when identifying users using
a traditional n-graph methodology. The possibility of comparing the proposed
methods to a method already proven valid by previous research has been deemed
of utmost importance.
177
Chapter 6. Conclusions PhD Thesis – Aleix Dorca Josa
• Test 1 – Quality and size of the model: This test is related to the first line of
study, and its goal is threesome: (1) determine whether by using the proposed
model users can be identified; (2) find the parameters that better helped adjust
the structure of the logical tree models; and, (3) prove that the size of the models
is highly relevant.
• Test 2 – Parameters related to model searching: This test is related to the second
line of study, and deals with the parameters used, when searching words in the
logical tree model, that better help classify users. Its goal is to prove that different
parameters have a different, and relevant, effect when identifying users.
• Test 3 – Methods to classify users: Again, this test is also related to the second
line of research, and focused on obtaining comparable results to the n-graph
methodology. By using different distance measurements and methods to identify
users, the main goal is to find a procedure that yields good enough results to
consider the proposed method valid and that its performance, at the same time,
is better than the current alternative.
• Test 4 – Behavioral features: This test is related to the third line of study,
and tries to determine if behavioral features, such as mistakes users make, word
delimiters, and word and sentence frequencies, are relevant when trying to identify
users. These features, even though not directly related to Keystroke Dynamics,
can be used to weight distance measurements using a system of rewards and
penalties.
• Test 5 – The effect of increasing the number of users a sample is compared to:
This test is related, again, to the first line of research, and focuses on trying
different values for the group size that the sessions will be compared to. This
should help determine the accuracy of the system in different conditions.
• Test 6 – Authenticating users: This test is focused on achieving the proposed
goal that stated that the proposed methods also allows for the users to be
authenticated instead of just being identified.
• Test 7 – The effect of age group and gender: Finally, related to the last line of
research, and focused on proving the effect of age and gender when identifying or
authenticating users, this test separates users in different groups and studies the
particularities of each to find patterns that can help build better models.
The main goal of the present chapter is to state the different conclusions that have
been obtained from each of these experiments. The Objectives are evaluated first, and
then, the discussion is centered on the different Hypotheses.
178
Chapter 6. Conclusions PhD Thesis – Aleix Dorca Josa
6.1 Conclusions on the proposed Objectives
This section focuses on the different proposed Objectives in Chapter 3. These objectives
are evaluated individually in the following sections. Finally, the global Objective is also
evaluated to determine how much of what was initially intended has been accomplished
by this study.
6.1.1 On the validity of the model
The first objective was: Determine if the proposed methodology of classifying samples
based on contextual information is useful enough to identify users using a computer
system.
It is thought that this objective has been fully achieved. It has been proved by
Tests 1, 2, 3, and 5, that using contextual information and a logical tree structure
based on words and time intervals is a good enough model to identify users, always
with a degree of error, using a computer system.
The most relevant results related to this objective are the following:
• The better the model is in terms of the number of events incorporated into the
logical tree model, the better the results are. This suggests that the proposed
methodology is highly dependent to the dataset size.
• No limits should be set to the number of words or to the maximum number of
instances per word per user in the model. If there is an upper limit to these
parameters, the research carried out has not yet been able to determine them. On
the other hand, from a certain number of words it has been found that accuracy
does not improve much. This should be taken into account to be able to build
models limited in size that do not grow endlessly, consuming memory, storage
and processing resources, in vain.
• The number of standard deviations to clean the model is crucial. In order to
build robust models a value of at least 2 standard deviations is proposed. Higher
values, though, do not improve the results in a relevant way.
• The best suited logical tree model is the Combined one. This result is of great
interest because it proves the importance of the position of the letters in a word
when using Keystroke Dynamics and contextual information, and that trying to
have as much valuable information as possible is a must.
• The number of letters in a word are not equally interesting, relevant or optimal.
This parameter is highly conditioned by the distance measurement and the
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method used to identify users. It has been observed that some methods favor
shorter words, while those methods that take advantage of the Depth feature
from the logical tree model favor longer words.
• Results prove that higher hit rates (be it in number of words or graphs, as
proved by the initial test), improves the results radically. In this research, a
minimum value of 50 words has been proposed as most favorable to obtain good
results and, at the same time, not discard too many sessions. Higher values can
indeed improve the results but pose a dilemma on how many sessions should be
discarded because of this parameter and how much users should write before
being able to identify them reliably. Related to this conclusion, the age group and
gender separation test has revealed that different groups present radical different
accuracy values when sessions with any number of words are allowed to be tested.
This could suggest the possibility of adapting this parameter depending on the
age group and gender of the user.
• The best method to identify users has been the Weighted mean of distances,
revised method. This method has been evaluated both using fusion schemes and
using only mean and median values.
• The best distance measurement was the Chebyshev one most of the time, even if
the Euclidean alternative did also provide good results.
• The number of models a session is compared to has a relevant effect in the global
accuracy of the system. It is interesting to see that the size of the dataset becomes
more important as soon as the size of the group also grows. Larger datasets
maintain a better throughout accuracy even if the size of the group increases.
Also important are the following statements that show a series of problems with
the proposed model:
• Small models do not take advantage of some parameters since not enough words
or instances may be always available. This is highly related to the necessity
of having large enough models for the accuracy to be good enough. At the
same time, this problem goes hand in hand with hit rates. When using n-graphs
methodologies, hit rate is higher than when searching whole words. If fewer words
are found in the model, as expected, the accuracy decreases.
• A Forest of trees structure can be a better alternative than the single tree model.
Unfortunately, the scalability problems it presents, comparable to those found
when using the n-graph methodology using Relative and Absolute distances, deem
this structure unfeasible with current available technology when large datasets
are used.
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• The discussion of where to set a threshold of the minimum number of words to
be found in the models to consider an origin session valid, could depend on the
information available, the desired accuracy, and the overall security established
value. Setting this threshold value too high means that many sessions will be
discarded for identification or authentication. On the other hand, setting it too
low could mean that the accuracy could decrease radically.
• In the case where the number of events may be too low, a multi-structural strategy
could be used, combining the results from both the n-graphs frequency and the
logical tree models methodologies using weighted fusion methods.
6.1.2 On the underlying methodology
The second proposed objective was the following: Identify a user using the largest
sequence of letters of a word and the latencies associated with each keystroke.
This objective is also considered to have been fully achieved. These are the most
relevant results related to the proposed objective:
• The best results are achieved when no recursion is used. This is considered to be
of high relevance because it confirms that contextual information, and how it is
handled, is very important. This parameter not only improves the results when
a certain number of words have been found in the model, but also reduces the
number of searches that have to be performed of a word, or a sub-word, in the
model, thus, increasing the performance vastly.
• Child times should not be discarded. The improvement is substantial, proving,
again, how important contextual information is. In this sense, further experiments
could be proposed to better determine what timing intervals should or should
not be used when partial words are found in the model.
• One-letter words do not help identify users even if these are the most common
when comparing a session and a model. Discarding these short words improves
the results. On the other hand, two-letter words and up are interesting when
identifying users, even if differently depending on the distance measurement and
the chosen method.
The first two conclusions prove that having more information just for the sake of
it is not always good, relevant, or even necessary. Fewer data, but of much better
quality, helps reduce misleading variance. In both situations, what is being evaluated
is whether the position of letters is relevant, and, in both cases, it is found that it is.
More specifically, using the tail of a word that has not been found in the tree model
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as if it was a new word has always been considered cheating because the tail is being
searched in the model as if it was a whole new word. This goes against the conceived
idea that position is relevant. On the second case, even if a word is partially found
in the tree, using the same time intervals of similar words, that have the same root
letters, proves an improvement in the results, than simply discarding these words. The
possibility of inferring time intervals should be further researched to improve, even
more, the presented results.
6.1.3 On the parameters to build and search the models
The third objective was: Determine the model building and searching parameters that
better help during the identification process.
The results show that this objective has also been achieved. It is probable that
not all the parameters that better discriminate users have been found, but the ones
that have been identified do help in a relevant way when identifying users. These
parameters have been identified, and described, in Tests 2, 3 and 4, being the following
the most relevant conclusions:
• The better the model is in terms of the number of events incorporated, the
better the results are. Again, as in the first objective, this is a conclusion that
is observed throughout the results. The best results have always been obtained
when more information was available in the tree. This volume of data should not
be confused with what, in the previous section, has been described as quality
data. Both statements can be true at the same time. Having more words in the
tree improves the results. Then, when words are searched, keeping only the most
relevant features is also paramount.
• These tests have also shown that the depth at which a word is found in the
tree may be a relevant feature. Unfortunately, this parameter seems to depend
on the distance measurement and the method being used to identify the owner
of a session. When depth is not a parameter of the method to identify a user,
it has been found out that lengths of [2− 5], [3− 7] provide the best results,
discarding shorter and longer words. This suggests the idea that users have a
natural rhythm specially during short bursts of information. On the other hand,
when depth is a key parameter of the method to identify sessions it has been
found that the best results are obtained when all words from two letters upward
were used. More research could be focused on this matter.
• The minimum number of words has already been discussed in the previous
objective. Again, when evaluating this objective, it has been found that the
number of words found in the model conditions greatly the obtained results.
182
Chapter 6. Conclusions PhD Thesis – Aleix Dorca Josa
Apart from these conclusions, it is also considered highly relevant that the test
performed on behavioral features pointed out that adding more information to the
tree, of another nature, such as mistakes and other key combinations, thus segregating
samples even more and causing a lower hit rate, punishes previously stored and valid
samples, and eventually, the overall accuracy of the system. In this sense, keeping only
samples of words in the tree is recommended. A further study could be carried out to
determine if, from these samples, only those, for example, typed in lower case letters
are better than those typed using modifier keys that can slow the natural rhythm a
user has.
6.1.4 On age group and gender separation
Another research objective was: Determine if gender or age group present particularities
that can be useful to build better models.
This objective has been evaluated in Test 7 with different results depending on the
feature being analyzed. The results of this test reveal the following conclusions:
• The most significant and interesting result is obtained from the age group a user
belongs to. The best results are obtained when sessions are compared against
models where there is a significant age difference. This suggests that, with the
available dataset, different groups of users present significant different rhythms.
These differences allow for adapted models to be built so that accuracy can be
increased. At the same time, the possibility of determining the age group a user
belongs to through its typing rhythm could be suggested.
• Gender has been discarded as a feature affecting identification. No pattern has
been found when only gender has been evaluated. Unfortunately, the idea of
determining gender through the proposed methodology is not that obvious.
• The fact that younger women are the ones that are most incorrectly identified
should set the grounds for further research regarding this particular group. The
idea that younger students have irregular rhythms when typing on computer
keyboards could suggest a study on behavioral features and younger users, much
more affected by the generalized and ubiquitous use of mobile devices.
6.1.5 On authentication
Finding if the proposed methodology is also a valid authentication method has also
been one of the objectives of this research: Find out if the proposed methodology is also
a good candidate to authenticate users instead of only identifying them.
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This objective has also been fully achieved and with very good results. The problem
this methodology presents is that users have to type a minimum number of words for
the accuracy to be good enough. This procedure may annoy users, especially when,
after typing such number of words, a user may not be correctly authenticated and the
process has to be started all over again. In the end, this method may not be feasible
to implement, even if being a valid one, if user sentiment has to be taken into account.
If a user belongs, though, to an age and gender group where identification accuracy is
normally or intrinsically better, the number of words they should type could be revised
and lowered, improving user satisfaction.
Some web services have implemented this solution, as has been previously com-
mented. The idea of using it in multimodal schemes, or as a way to harden a previously
entered password, could be proposed as a less annoying methodology. Another example
of this procedure could be subject confirmation (rather than identification), where a
user, before beginning a test could be asked to submit a number of sentences only to
have an additional prove that could help avoid cheating. In such cases the importance
of the biometric results could be weighted to lower values, not requiring such high
levels of accuracy, as has been suggested by studies on password hardening.
As with other results previously outlined in this chapter, the bigger the dataset
used, the easier it is to correctly authenticate a user. At the same time, the minimum
number of words is what most determines the accuracy of the authenticating system.
6.1.6 On behavioral features
The last objective is based on behavioral features: Determine if other behavioral
features, such as mistakes users make, word or sentence frequency, or word delimiters,
are also valid features to identify users or, on the other hand, these should be discarded.
This has been evaluated in Test 4. The results for these tests were also quite explicit
in terms of the validity of behavioral features:
• Word frequency scaling improves the results in some cases but only marginally
and only when the hit rate is high due to a much larger number of words present
in the model.
• The use of the Sentence scaling algorithm proposed in this study does not improve
the results. It could be argued that additional and different methods or algorithms
to evaluate the most common use of word combinations could be analyzed. Some
of these could substantially improve the results. This is left as future work.
• The study of the mistakes users make, and the use of only the space key as a
delimiter show an interesting fact. Both only accomplish giving worse results, but
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it is interesting to see that as soon as more and more special keys are allowed in
the model, the results worsen even more. A study where only a limited number
of events are captured is proposed. This could be achieved, for example, limiting
the capture to letters in the [a-z] range (lower case values), without taking into
account modifier keys, numbers, function keys or other elements that may distract
the users from their natural rhythm.
• When all modifiers are used at the same time, the results are the worse. Again,
it seems verified that having specific quality data is much more important than
having lots of random data.
In all cases it is considered that the main problem is the low hit rate and the process
of messing with information in the tree. The behavioral features analyzed depend, in
great measure, on the number of instances found in the models. A basic frequency
test suggested that, compared to the number of times common words were found,
these features brought little to the overall result, and at the same time, decreased the
accuracy due to the fact that instances previously allocated to other words of the tree,
had now a particular node that was seldom used, deeming the relevance of the previous
word.
6.1.7 On the main objective
The main objective of the proposed research has been defined as: Determine if the
use of Keystroke Dynamics and models based on contextual information and behavioral
features allows the possibility of identifying or authenticating users with a small margin
of error.
After having evaluated all previous sub-objectives it is considered that the main
objective of the research has been accomplished. Again, it should be noted that this
research has been performed on an uncontrolled environment where users have never
been told what to write or how to write it. This should be considered as highly
relevant when the presented results and conclusions are evaluated. Excellent results
can be achieved disregarding the location users type from, their computer equipment
or other environmental features. Extending these tests to the use of mobile devices
and the possibility to build different models for different user environments could be
also evaluated in further studies.
6.2 Conclusions on the proposed Hypotheses
In Chapter 3, the Hypotheses and sub-Hypotheses below have been proposed. This
section discusses whether these have been proved true or not.
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The first hypothesis stated: The global size of the model and the number of samples
are highly relevant when building quality models. This hypothesis had also two sub-
hypotheses related to it. The first was: If more samples are collected from users, the
template will be better and the chances of identifying them with a smaller error will
improve. The second was: If a good number of samples per user are available, the
proposed method will perform better than using n-graphs frequency models.
From the results obtained, it has been clearly proved that these Hypotheses are
true, with only a nuance regarding the second sub-hypothesis. It is true that users can
be identified using Keystroke Dynamics and contextual information. At the same time,
the size of the models has been tested throughout the research proving that bigger
models, with a larger number of words, perform better. The comparison against a
traditional n-graph methodology depends greatly on the dataset and the computer
resources available. With resources available today and applying what has been tested
to a real environment, the use of single models combining all sessions is much more
computer-resource friendly than comparing a session to other sessions individually.
With this in mind, it is also true that the Forest of trees method did produce somewhat
better results when datasets were smaller. It should be pointed out that all these
methodologies should be considered optimal in the long run. As has been seen, initially,
when the number of training sessions is low, accuracy is also affected. On the other
hand, once the training data becomes relevant, something that could easily happen
when the proposed methods are implemented in learning environments where users
are constantly asked to submit written assignments, the results improve vastly. With
time, the proposed methodology in this study surpasses the results obtained using
the n-graph methodology, not only in accuracy but also in performance and computer
needs.
The second hypothesis proposed the following: It is possible to identify a user
on a computer, with a small margin of error, using Keystroke Dynamics, contextual
information, and behavioral features. This had also two sub-hypotheses. The first one
said: Not all model building parameters are equally relevant, some will be more suited
to better identify users. The second was: Behavioral features such as mistakes users
make, word and sentence repetition, and the use of particular key combinations can also
be important features when identifying users. The proposition of these sub-hypotheses
may lead to a misinterpretation of what was really being tested in this research because
the study of the building parameters has little relation to contextual information. The
main hypothesis has been proved true: users have been identified with a small error
using contextual information. This is considered paramount. The first sub-hypothesis
has also been proved true: choosing optimal parameters, not only when building
the proposed tree models but also when searching information in the tree has been
considered essential to the research and the accuracy of the system. Even if this may
186
Chapter 6. Conclusions PhD Thesis – Aleix Dorca Josa
sound obvious, part of the efforts in this study have been centered on finding which
are these parameters and how these affect the outcome of the experiments.
In the case of behavioral features, the sub-hypothesis has been proved false or
non-relevant. Only in those cases where lots of information is available and hit rate
of special key combinations is high, it can be said that either errors users make or
other behavioral features such as word or sentence frequency, or the use of special key
combinations, can provide somewhat better results. With the available dataset for this
research it has been found that these features do not add relevant information to the
models and are not encouraged to be used. The same experiments could be replicated
elsewhere, on an environment with much more activity, to reevaluate these features
and their effect.
The third hypothesis stated: The proposed methodology can be valid to authenticate
users instead of only identifying them. Again, this hypothesis has been proved true.
Using the proposed methodology centered on contextual information, it is possible to
authenticate users with rather low error rates. The best EER value is comparable to
results from previous research.
Finally, the last hypothesis stated: The gender and the age group a user belongs
to can be useful to build better models and improve accuracy. This hypothesis has
been proved true, if only partially. As the results have shown, gender does not really
provide a means to improve classification. Even if it is true that younger women have
been identified as the group with the most irregular models, women and men tend to
have similar and regular models that, once separated, do not help in the identification
process. On the other hand, age group has been found relevant and distinct enough to
think of the possibility of optimizing models based on this feature. More specifically,
the difference in rhythm is mostly seen between younger and senior models. Again,
the possibility of identifying the age group a user belongs to becomes a reality when
enough models of the different age groups are available.
6.3 Conclusions about performance
One of the key points during the execution of the proposed experiments to evaluate
the Objectives and Hypotheses has been that of performance. When comparing many
sessions against a large number of models, the execution time could be very high, and
the computer resources needed could be very demanding.
For this research a cluster of 8 machines (with 16 GB of RAM, 8 processors each, and
an additional 2 TB of shared disk space) running slurm1 over a glusterfs2 distributed
1slurm: https://slurm.schedmd.com. Last accessed: September 30, 2017
2glusterfs: https://www.gluster.org. Last accessed: September 30, 2017
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file system has been used. This material is part of the computational cluster at the
University of Andorra, and was generously made available free of cost.
Initially, the process of building models has been slower when using the proposed
logical trees models. After setting those parameters that better helped organize the
information in the tree the time to build the models has reduced considerably. Still,
building an n-graph model was faster (up to 2 times faster). On the other hand,
searching words in the tree models was much faster than comparing samples between
sessions using the Relative and Absolute distance measurements. Once the number of
sessions became rather large, a process that could be achieved in seconds using the
logical tree methodology became totally unfeasible using either the n-graph alternative,
or the Forest of trees logical structure. To reduce the impact of the size of available
sessions two ideas have been proposed: use a subset of session to compare an origin
session to (chosen randomly or by quality), and choose a minimum number of graphs
or words to counter the possible effect where the accuracy is reduced when comparing
a training session to a smaller number of sessions.
All in all, performance should be considered a key factor when choosing a methodol-
ogy to identify or authenticate users using Keystroke Dynamics and contextual features.
It is thought that, when little data is available, a Forest of trees structure or an n-graph
methodology could be used, if only to increase hit rate. On the other hand, if a large
dataset, in time, is made available, a single data storage structure that takes advantage
of contextual information is recommended.
6.4 Applications
In the State of the Art chapter a series of common applications of Keystroke Dynamics
have already been hinted at. The most common applications of this biometric technique
focus on authentication, verification, and identification of individuals. How and why
this is performed can also imply a different range of applications. Authentication is
basically used when a user wants to be granted access to an application or system, or
when sensible operations have to be performed, establishing a short-lived token that
allows the user to do such operations for a limited period.
The basis of the proposed research has been, mostly, identification, but also au-
thentication based on free text captured over rather long periods. It has been proved
that good rates of identification can be achieved using contextual information related
to timing intervals from the natural rhythms users have when typing on a keyboard.
A clear application of the proposed research involves online learning environments.
Nowadays, it is normal to see that high education studies are, more and more, offered
using online environments that do not require for students to be present in traditional
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face-to-face classes. This, as is the case of the Open University of Catalonia, involves
the possibility of carrying out the exams also in a non-present way.
Having such online learning environments suggests the need of having a more
robust way of knowing the true identity of users using virtual campuses, be it during
normal classes but also when taking tests. The first application that comes from
the proposed research is the possibility of implementing an application-wide capture
module that collects samples and builds models for all the users in the virtual campus.
This procedure should be carried out during long periods to ensure that the accuracy
of the system is good enough.
As hinted throughout this document, when not enough samples are available to build
reliable tree models, the possibility of using multi-model schemes could be attempted,
combining, for example, n-graphs methodologies. Over time, though, these could be
discarded in favor of using only contextual tree models.
Students and teachers alike use the virtual campus for a wide different range of
applications. Examples of such applications could be: submitting and accessing course
documentation, submitting questions to teachers, participating in debates, submitting
tasks and papers for evaluation, chatting with other students, composing wikis, writing
assignments in collaboration, among many others. When there is no real contact with
the student, being sure that whoever sends the information is who they claim to be
can be tricky. Keystroke Dynamics, and the use of contextual information proposed in
this study, can be of help to ascertain the identity of such individuals.
When users access the virtual campus environment they have to be authenticated.
Keystroke Dynamics can be used to harden passwords. When users are asked to enter
their password, at the same time, they could be asked to write a short piece of text to
be validated together with the traditional credentials. This could add another layer of
confirmation that could be used to be sure that users are who they claim to be.
Once authenticated, the capture module could run transparently, updating the
user model continuously. A drawback of this methodology is that when users have
to submit information to the virtual campus, they can prepare it oﬄine, using other
editors than the ones available online. Once ready, they could simply copy and paste
it into the forms available online. These behavior is not interesting to the capture
module, because no typing information is ever captured. The possibility of having
system-wide capturing applications could be suggested, always taking into account the
privacy of the users.
When users compose messages for the teacher, to participate in debates in discussion
forums, while composing wikis, when chatting or while writing online assignments,
the logical tree models could be queried to continuously assert the identity of these
students. What to do if the identification process fails is something that is left as a
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policy to be determined. An interesting application would be to be able to determine
who has written what on assignments authored by more than one student.
The direct application in online tests is obvious. Users could not only be monitored
for the whole duration of the exam, but also when accessing the test, asking them to
validate their identity before taking the test, as a form of additional authentication.
All these applications have been restricted to online learning environments, but
such limitation should not be a requirement or be imposed. The widespread use of
social networks applications, for example, where users submit a lot of content suggests
the possibility of verifying that no user is supplanted, damaging a user’s reputation.
On the other hand, the same technique could be used to verify that a user really sent
incriminating information in fraudulent activities.
When talking about online reputation, the same could be attempted in large scale
blogging sites, where many users may have access to publishing written content. On
such cases, the stealing of a password, via social engineering skills for example, could
also lead to identity theft. Monitoring the typing rhythm of submissions authored on
the blogging platform could also lead to identifying impostors.
Another possible application would be to have a centralized keystroke database
to authenticate or identify users on the Internet. One of the problems Keystroke
Dynamics may present is the number of samples available to build reliable models.
This could be solved by having a centralized keystroke database. Many sites outsource
user authentication to third-party companies like Facebook3, Twitter4, or GitHub5
to avoid having a user local database that can be exploited, and at the same time,
to avoid users having a large number of accounts spread throughout many different
services. Using a single login/password combination users can access a plethora of sites
and services. The same could be implemented using Keystroke Dynamics. Using this
methodology, models would be much more robust, and processes of authentication and
identification could be performed with greater accuracy across several applications.
Finally, even if the identity of an individual cannot be established, after having
enforced privacy policies, still, the possibility of placing them in an age group could be
attempted, as has been proved by the performed research. This could be useful, for
instance, for advertising companies to better focus their campaigns.
3Facebook: https://www.facebook.com. Last accessed: September 30, 2017
4Twitter: https://twitter.com. Last accessed: September 30, 2017
5GitHub: https://github.com. Last accessed: September 30, 2017
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6.5 Summary
This chapter has presented the conclusions of the work carried out in this Thesis. Most
of the goals have been achieved and, at the same time, most hypotheses have been
proved true while a minority have been proved false, non-relevant, or in need of more
testing.
After the conclusions, a range of applications have also been outlined. These are just
an example of possible implementations without the idea in mind of being exhaustive.
Any kind of application or environment where users submit large quantities of text
could be used as a basis for the proposed methodology to be applied.
No study is ever complete. Many details and ideas have been left as future work
due to the impossibility of analyzing all possible combinations of parameters. The
following chapter discusses some of these.
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Many details, tests, features, combinations of parameters, and ideas have been left
behind when performing the experiments in Chapter 5.
7.1 Proposed ideas left as future work
Detailed below are some ideas or concepts that have been left as future work and that
could be further researched:
• At the beginning of the research, when the initial steps to build the logical tree
models were being taken, a decision had to be made to determine where a word
would end and a new one would begin. If a delimiter was found, the solution
was easy. On the other hand, what would happen if a user simply stopped
mid-word to think, or if they used the mouse to change position in the document
to continue writing? In such cases, if no action was taken, the different words
may not be detected. So, a value of 300ms was chosen empirically as the interval
of silence to determine when a word had finished and a new one had begun.
Different values were tried, from 100 to 1, 000ms. In all cases, different results
were obtained without being certain which was the one that behaved better. It
was discussed whether every user could have a different value from which to
determine new words. Imagine a proficient user and compare their typing to
that of an inexperienced writer. Each could have different values of word interval
silence that could help build better models to identify them proficiently. It is
left as future work to determine whether different values should be assigned to
different users and, if not, which is the best global value for this parameter.
• In this study, five different distance measurements have been evaluated to deter-
mine the owner of a session. In most cases, the best distance measurement has
been the Chebyshev one. It has been seen, too, that some methods favored other
distances. The five distance measurements tried in this study are among those
that are most popular in the literature. Something that is left as future work is
to try other distance measurements, for example, those from a recent study [112].
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• When different methods have been evaluated to determine the owner of a ses-
sion, something that has never been totally addressed is which of the four
features analyzed (Press–Release (PR), Press–Press (PP ), Release–Press (RP )
and Release–Release (RR)), and their possible combinations, is the best. It
is true that a couple have been identified as those that most of the time have
performed better or worse. In the end, though, when using the Weighted mean
of distances, revised method, a sole combination of these four features has been
used. If this is the best option is yet to be determined. In the case of this study,
the chosen feature for this particular method has given good enough results. On
the other hand, using these same combinations with other methods, has produced
as good results as other combinations. Also, using all combinations when using
fusion methods has been proved to be highly valuable. In the end, no feature, or
feature combination outshines the rest all the time, so more research could be
focused in this area.
• Related to the previous point, a modification of the Weighted mean of distances,
revised method could be tried using only PR or RP values. These have been
identified as those that behaved better and worse, respectively, in many tests.
Choosing these to try the Weighted mean of distances, revised method could be
interesting, mainly, in terms of performance. So far, determining the mean value
of the four chosen features, for every word found in the models, and then finding
the median value can be a highly demanding task when the number of available
words is high. If this process is to be simplified, with the same results, it would
be highly interesting in terms of performance.
• Related to the previous points, it could be argued that not all possible settings have
been evaluated for all possible methods, distance measurements and parameters.
A more exhaustive study could be carried out. It seems, though, that if any of
these combinations is to be a serious improvement over the rest, this may be
marginal taking into account the already obtained results. Of course, a completely
different thing would be to find a combination that achieved much better results
when all sessions, no matter the number of words found in the model, are accepted
as valid sessions, or when little information is available. Throughout this study
these have been found to be highly difficult to classify correctly. If any efforts
should be put into improving the presented research it should be in this area.
• Some studies have suggested the idea that the typing rhythm is not constant over
time. This idea has been taken as far as having models adapted, keeping only
recent samples that better suit the natural rhythm at a given moment in time.
The same methodology could be tried with the available samples. In the case of
this study, all samples have been added into the model and only those outside a
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number of standard deviations have been later removed. In no way the moment
those samples have been captured, has been used to build the models. It could be
tried to set interval dates and allow the models to be built only with information
from such intervals. All throughout the results sections it has been seen that the
quality of the data was paramount. Many times it has been stated that it was far
better to have little data of quality than huge amounts of misleading information.
• Taking the idea of the previous point a step further, it could be studied if the
time of day, or the day of the week a sample is submitted presents different
characteristics that can help build better models for each user. It should be noted
that as soon as new models are built with less and less information, the need
for additional samples increases rapidly. If this is not an issue, then it would be
suggested to evaluate all these possible scenarios.
• Also related to the particularities of the users’ environment, the possibility
of differentiating the device used, be it a desktop computer, a mobile device
(smartphone or tablet), or laptops could be attempted. At the same time, the
working place could also be evaluated as a relevant factor. It could be argued
that users may have different timing templates if they are relaxed at home, rather
than at the university or in stressful working environments. Previous research
shows that users that are most consistent in their environment are the ones that
are easier to identify and, at the same time, the ones that have tighter models.
For this study, all data coming from all types of devices and settings has been
captured, but not all has been used. It has been stated that only information
coming from desktop and laptop computers has been used. This was done in
such way because the information from mobile devices was rather scarce and was
thought that it could render biased results. On the other hand, no distinction
has been made on the origin of the data. It could have been easy to limit the
data only to that generated in the labs at the university, or that coming from
user’s homes. In this case, it was thought that having as much information as
possible would be useful. A possible line of future work could evaluate all these
factors and determine if these affect the quality of the models and the accuracy
of the whole system.
• Something interesting from the results is that as soon as additional information
from the keys a user had used are added into the model to be used as new words
the results tend to be worse. Examples of these are the mistakes users make
and, also, other keys like navigation keys, or combinations such as CTRL+C,
CTRL+Z. . . It would seem that as soon as other keys outside the letters are used
the rhythm is broken. This could suggest whether other keys could also be left
out of the models. For example, the number keys, accents, Fx keys . . . In the
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extreme case, any key not in the range of [a-z] could be discarded and the model
could be evaluated.
• All in all, all previous points, apart from being focused on how to increase accuracy,
not only when optimal conditions are met, but also when little information is
available, deal with model optimization and scalability. When the level of
information is very high, and many users are available, the computer resources
needed to evaluate sessions may become prohibitive. At this point, any idea that
can maintain accuracy and remove less interesting information from the model
trees would be welcome. Once an optimal point is reached, the idea of trying a
Forest of trees could be again considered.
• A recurrent problem with the accuracy obtained was the necessity of having a
higher hit rate for some of the studied features. This was deemed obvious when
features such as word frequency and sentence constructions were evaluated. With
small datasets, it also becomes obvious that such features are difficult to use but,
even more, evaluate. These features have been used to reward or punish distance
measurements tying together behavioral particularities and Keystroke Dynamics.
The work carried out in this study is pretty much incipient and has much to be
explored, not only from the features that can be extracted, but also from the
different formulas that can be used to reward or punish frequent elements.
• Related to the previous point and an idea that could be attempted to increase the
reliability of the models, and also the hit rate, could be to further train models
using especially crafted sentences or paragraphs for the users to copy type. These
could be arranged to be performed at regular periods, as if it was a change of
password. The data to be typed could be extracted from those words that other
users had typed the most on their models. This way, all models could have a
basic set of similar information from the words that are most frequently used.
This could render less biased results when words are not found and discarded in
those models where a user has never typed a particular word.
• Another idea could be to attempt to store only those words that better differentiate
users. Figure 4.12 shows an interesting fact. The user owner of the session has
most distances in the range of 0 to 50ms. In contrast, other users have most
distances in values from 0 to 200ms. The idea would be to identify the words that
fall between the range of distances between 50 and 200ms and try to establish
a model from these words. These could be repeated for all models and users to
create a density map of interesting words. Do these have a particular length?
Some combination of letters that deem them more equal than others? Why
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these words have a greater distance to zero could set the basis of an interesting
experiment.
• One of the most interesting results from the age group and gender test is the fact
that the results when either identifying or authenticating users is better if the
compared age group is rather distant. A field of research that could be explored
is precisely what makes younger and senior users different in their natural typing
rhythm. Is this rhythm adapted over time? Do all users adapt their typing when
they grow older? Will today’s younger users have a similar rhythm when they
are in the older age group as today’s older users, or has this something to do
with the particularities of our current time? Does this mean that all users, years
from now, will have a similar typing rhythm and that this difference between age
groups will no longer be relevant? Does it have to do with the relative young age
of computers and how users from all ages have to learn to use them? Too many
questions left to be answered in need of a proper research study.
• A very interesting study could be to replicate the tests and experiments performed
in this research in other universities or other learning institutions. It is not
uncommon to see that experiments are carried out in different parts of the planet
to determine if the observed behaviors in one place are also observed in other
social or cultural environments. In general, the greater the differences the more
relevant the results are considered. In this sense, trying the proposed methods
with different input languages, or other cultural and social settings would be of
high interest.
7.2 Summary
This chapter has described some of the ideas proposed throughout this document that
have been left as future work. Some of the proposed concepts are easier than others to
implement or test. Nevertheless, the proposed research in a PhD Thesis has to have a
finite goal and, eventually, be done with it. It is considered that a specific goal has
been achieved with this research and that all proposed lines of future work should be
considered as such: future work.
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Resumen—User identification using biometric techniques has
been a proven method to complement, or substitute, other
methods like passwords or tokens when these have not been
robust enough. In this article a study is detailed where keystroke
dynamics have been used in conjunction with context information
of the written words. User samples have been gathered on a
free and uncontrolled environment. With this information a tree
model has been built that has allowed the search of whole or
partial words and the obtaining of distances measures. User
identification has been performed on four groups of ten users
each. The result of using this technique not only shows that user
identification is possible but also that context information is an
important feature to take into account.
I. INTRODUCCIO´N
La identificacio´n de usuarios es uno de los objetivos de
la biometrı´a. En entornos de aprendizaje virtual a menudo
se manifiesta la duda sobre la autorı´a de los trabajos de
los estudiantes. La autenticacio´n en el Campus Virtual no
garantizan que los documentos enviados a evaluar los haya
elaborado el usuario en cuestio´n. La dina´mica de tecleo puede
ayudar a paliar este problema.
La dina´mica de tecleo se estudia desde finales de los an˜os
setenta. El campo de estudio se divide, ba´sicamente, en dos
ramas: la autenticacio´n y la verificacio´n continua. A la vez,
el ana´lisis del modo en el que los usuarios teclean tambie´n
se ha llevado a cabo usando, principalmente, dos me´todos de
entrada: el texto fijo, y el texto libre.
La metodologı´a tı´pica consiste en crear un modelo de
las caracterı´sticas de los usuarios. Contra este modelo se
pueden comparar nuevas muestras para obtener, con cierto
nivel de error, la validez de las mismas. Los esta´ndares que
regulan co´mo de robusta debe ser una te´cnica biome´trica son
estrictos: valores por encima del 1 % en el nu´mero de falsas
alarmas no son aceptables. Todavı´a ma´s estricto es el valor
de aceptaciones falsas, que no deberı´a superar el 0.001 % [1].
A diferencia de la mayorı´a de estudios en este campo, se
pretende estudiar y analizar la influencia de caracterı´sticas
de contexto a la hora de identificar a los usuarios. La gran
parte de investigacio´n sobre este tema se centra en parejas
u otras combinaciones de letras sin tener en cuenta en que´
parte de la palabra estas aparecen. En este artı´cuo se discute
si, por ejemplo, la dina´mica del usuario es la misma cuando
escribe ES, ESTE, SURESTE o A´RBOLES. La combinacio´n
de letras E-S presente en todas las palabras anteriores, en
general, se considerarı´a un digraph y se agruparı´an todas
las ocurrencias en una estructura de datos comu´n en la que
no se tendrı´a en cuenta el lugar concreto en el que esta
combinacio´n ha aparecido en las palabras. El contexto ha
sido una caracterı´stica poco estudiada si bien ha sido citada
recientemente como posible lı´nea de trabajo [2], [3].
El resto de este artı´culo se estructura de la siguiente manera:
la seccio´n II muestra el estado del arte; la seccio´n III explica
co´mo se han recogido las muestras; la seccio´n IV explica
co´mo se han tratado las muestras para construir el modelo
de los usuarios y co´mo se han verificado nuevas muestras; la
seccio´n V detalla los resultados obtenidos y sus implicaciones
en el campo de la biometrı´a de tecleo; la seccio´n VI discute
los resultados y, finalmente, la seccio´n VII propone posibles
lı´neas futuras para seguir con la investigacio´n aquı´ expuesta.
II. ESTADO DEL ARTE
Este estudio se centra en la rama del texto libre. En uno
de los primeros artı´culos que se trabajo´ con texto libre se
obtuvieron resultados del 23 % de acierto [4]. Estos resultados
no eran muy prometedores.
Uno de los trabajos ma´s citados es el de los investigadores
D. Gunetti y C. Picardi en el que se llevo´ a cabo un detallado
estudio de la posibilidad de identificar y autenticar usuarios
usando distancias relativas y absolutas entre dos muestras.
El me´todo calculaba el nivel de desorden de dos muestras
usando combinaciones de 2, 3 y hasta 4 letras. Los resultados
del estudio estaban alrededor del 0.005 % FAR y del 5 %
FRR [5]. Uno de los problemas que podı´a presentar el me´todo
propuesto era el coste de calcular los valores de las distancias
relativas, algo que otros estudios han intentado paliar usando
distintas te´cnicas.
La influencia del uso de diferentes teclados tambie´n ha sido
estudiada [6]. Este estudio es de vital importancia para evaluar
los resultados obtenidos en el estudio que aquı´ se presenta.
La conclusio´n fue que la identificacio´n era mucho mejor si
el usuario usaba solo un u´nico teclado (99.8 % de acierto).
En este estudio no se ha podido garantizar esta caracterı´stica
dada la necesidad de estudiar un entorno real en el que el
usuario puede utilizar distintos dispositivos.
Una caracterı´stica que comparten la mayorı´a de trabajos es
el estudio de digraphs (o trigraphs) a la hora de construir
los modelos. Un estudio pone en duda que esta caracterı´stica
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Fig. 1. Ana´lisis de las palabras: EL SOL
sea la ma´s adecuada cuando se trata con texto libre ya que
no se cree que aporte suficiente informacio´n [3]. El estudio
concluye que el uso de palabras enteras puede dar iguales o
mejores resultados que la contrapartida de usar combinaciones
cortas. Este estudio profundiza sobre elementos clave de esta
te´cnica.
La metodologı´a usada en este artı´culo presenta similitud
con la de Messerman et al. [7]. En ese caso se usaron muestras
de n-graphs para construir el modelo, de nuevo sin tener en
cuenta el contexto de do´nde aparecı´an las combinaciones de
letras. Un resultado interesante de su estudio muestra que
contra cuantos ma´s modelos se comparaba una muestra, ma´s
problemas aparecı´an a la hora de identificarla correctamente.
Lo mismo se puede decir sobre el estudio de M. Curtin et. al.
Con una metodologı´a similar, tambie´n vieron que los resulta-
dos eran peores a medida que el nu´mero de modelos con los
que comparar aumentaba [8]. Las principales diferencias con
estos estudios recaen en co´mo se construye el modelo y en
co´mo se escogen las caracterı´sticas que definen a los usuarios.
Tambie´n se puede comparar este estudio con el de Brizan
et al. [9]. En el estudio trataron de identificar la demografı´a de
les usuarios analizados con un 82.2 % de acierto cuando las
muestras contenı´an ma´s de 50 palabras. Tambie´n se adentraron
en el estudio de variables de contexto para tratar de establecer
la tarea cognitiva que realizaba un usuario.
Una iniciativa reciente interesante en el campo de la
dina´mica de tecleo es la Keystroke Biometrics Ongoing Com-
petition (KBOC)1, en la que se parte de una base de muestras
comu´n y los participantes tratan de obtener el mayor grado
de identificacio´n posible. En la misma lı´nea, el articulo [10]
presenta los resultados de enfrentar diferentes metodologı´as
para identificar una serie de usuarios cuando solo tecleaban
con una sola mano. El ganador uso´ te´cnicas de aprendizaje
ma´quina como Redes neuronales y SVM.
Esta te´cnica se ha usado tambie´n en entornos multimodales
en conjuncio´n con, por ejemplo, el reconocimiento mediante
vı´deo o voz para incrementar el ratio de acierto [11], [12].
III. RECOGIDA DE DATOS
La informacio´n relativa a la dina´mica de tecleo se ha
recogido durante el perı´odo de un semestre a partir de los
mensajes en los foros de discusio´n del Campus Virtual de la
Universidad de Andorra. En este artı´culo se hace referencia a
cada una de estas entradas como una sesio´n.
Para la recogida de datos se implemento´ un snippet en
lenguaje javascript y jQuery que se an˜adio´ al co´digo del
entorno virtual Moodle. El co´digo enviaba, para cada evento
1https://sites.google.com/site/btas16kboc/home (6 de junio de 2016)
de teclado, un identificador de usuario, el identificador de
la sesio´n, el co´digo de la tecla, el tipo de evento (keyup
o keydown) la marca de tiempo en milisegundos y otros
metadatos del cliente. El primer tratamiento fue descartar
toda aquella informacio´n que no fuera suficiente para ser
tratada, como por ejemplo, todos aquellos usuarios que no
tenı´an un nu´mero de eventos mı´nimo, aun cuando hubiesen
contribuido con un gran nu´mero de sesiones. Al final se tomo´
en consideracio´n la informacio´n recopilada de 40 usuarios,
1502 sesiones y cerca de 500.000 pulsaciones. Para este
estudio solo se ha considerado la informacio´n generada desde
un ordenador de escritorio.
El perfil de los usuarios ha resultado ser muy heteroge´neo,
caracterı´stica importante en este a´mbito de investigacio´n,
incluyendo estudiantes y profesores de todo tipo de estudios.
El rango de edad comprende desde los 19 hasta los 65 an˜os.
IV. METODOLOGI´A
Esta seccio´n detalla co´mo se han tratado los datos recogidos
para construir el modelo de un usuario y co´mo, posteriormen-
te, nuevas sesiones se han verificado contra este modelo.
A. Ana´lisis de intervalos
El ana´lisis de una sesio´n consiste en tratar los eventos
keydown y keyup (Press y Release) y calcular el intervalo
de tiempo entre eventos sucesivos. Esto permite obtener la
informacio´n relativa a los intervalos Press-Release (PR) y
Release-Press (RP) para cada tecla pulsada.
La deteccio´n de palabras se ha realizado teniendo en
cuenta dos caracterı´sticas: delimitadores como por ejemplo
el espacio, la coma o el punto, o a partir de un intervalo
ma´ximo de silencio RP. Se ha establecido este valor en 300
ms empı´ricamente, pero se podrı´a discutir si se trata de un
valor que deberı´a ser establecido para cada usuario.
En la Fig. 1 se muestra un ejemplo de los intervalos
comentados y la separacio´n entre las palabras: EL SOL. En
este caso la primera palabra EL consiste de los intervalos
PR: D1 = 54 y D2 = 28 y del intervalo RP: F1 = 48. Al
detectarse un cambio de palabra los intervalos F2, D3 y F3
correspondientes al espacio se descartan. La segunda palabra
SOL consiste de los intervalos PR: D4 = 32, D5 = 38 y
D6 = 28 y de los intervalos RP: F4 = 29 y F5 = 33.
Cualquier palabra detectada de N letras tendra´ N intervalos
PR y N − 1 intervalos RP.
B. Creacio´n del modelo de a´rbol
Los datos se han organizado en un modelo de a´rbol como
el que se muestra en la Fig. 2. En este ejemplo se muestran
las palabras: EL SOL ES OCRE EN EL ESTE.
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Fig. 2. Modelo de a´rbol propuesto
Los nodos del a´rbol pueden contener informacio´n de in-
tervalos PR y RP (primera y segunda lista en el nodo,
respectivamente). Esta informacio´n se almacena siempre en
el nodo correspondiente a la u´ltima letra de la palabra. Si una
palabra aparece ma´s de una vez habra´ dos listas de intervalos
PR y RP, y ası´ sucesivamente (p. ej., EL). Del mismo modo
si una palabra ya se encuentra parcialmente en el a´rbol sera´
normal encontrar una lista de intervalos en nodos intermedios
(p. ej., ES y ESTE).
Se puede apreciar que, aunque se pierda informacio´n de
combinaciones de letras repetidas, se gana la informacio´n
relativa a la posicio´n de cualquier combinacio´n de letras sin
necesidad de disponer de estructuras de datos con n-graphs.
De ser necesario, esta informacio´n se podrı´a calcular sin
ninguna dificultad, a posteriori, a partir de la informacio´n
presente en el modelo de a´rbol.
Despue´s de crear el modelo de a´rbol se ha procedido a
la limpieza del mismo, eliminando todas aquellas muestras
que estuviesen fuera de un rango de 3 desviaciones tı´picas
del nodo al que perteneciesen. Todos estos proceso, tanto de
creacio´n como de limpieza de muestras, se realizan de forma
automa´tica sin intervencio´n humana.
C. Evaluacio´n de una sesio´n
Una vez construido el modelo de a´rbol se pueden obtener
las distancias de todas las palabras de una nueva sesio´n al
modelo. Cuando se busca una palabra en el modelo se cae en
una de estas situaciones:
La palabra no esta´ en el modelo y se descarta.
La palabra esta´ completamente en el modelo. Se puede
calcular inmediatamente la distancia.
La palabra buscada se ha encontrado parcialmente pero,
en el modelo, el nodo de la u´ltima letra de la palabra
buscada no contiene informacio´n de intervalos. Se puede
optar por descartar la palabra buscada o obtener los
intervalos a partir de la informacio´n de las hojas del
a´rbol a partir del u´ltimo nodo accedido.
La palabra buscada se ha encontrado parcialmente pero
en el modelo la palabra era ma´s corta. En este caso
podemos obtener los intervalos del a´rbol solo hasta un
punto de la palabra buscada.
En este u´ltimo caso, ¿que´ ocurre con la parte de la palabra
no tratada? Hay tres opciones segu´n el grado de recursividad
que se desee obtener:
Buscar la subpalabra no tratada en el a´rbol como si se
tratase de una nueva palabra. Si esta no se encuentra,
eliminar la primera letra e intentarlo de nuevo hasta
agotar todas las letras. Este es el grado de recursividad
ma´s exhaustivo. En la Tabla I se indica como R0.
Volver a buscar la subpalabra no tratada en el a´rbol como
si se tratase de una nueva palabra. Si no se encuentra
descartar la subpalabra. En este caso se trata de una
recursividad parcial ya que solo se intenta buscar la
subpalabra una vez. En la Tabla I se indica como R1.
Finalmente, simplemente descartar la subpalabra. En este
caso no hay recursividad de ningu´n tipo. En la Tabla I
se indica como R2.
La distancia entre las palabras de una nueva sesio´n y el
modelo se ha calculado usando la distancia euclidiana. En
la seccio´n de resultados se muestran los ca´lculos obtenidos
usando el intervalo Release-Press, que es el que ha dado una
mejor tasa de identificacio´n.
Los para´metros que se han estudiado para ver el efecto del
contexto han sido los siguientes: la longitud de la palabra y
el nivel de recursividad de las subpalabras.
D. Generalizacio´n
Para evaluar el me´todo propuesto se dividieron los 40
usuarios en cuatro grupos segu´n el nu´mero de eventos. Ası´,
el primer grupo tenı´a los 10 usuarios que habı´an entrado ma´s
informacio´n a lo largo del semestre. Se entendı´a que, a priori,
con esta informacio´n se podrı´an generar los modelos ma´s
ricos. Del mismo modo, el resto de grupos contenı´an tambie´n
10 usuarios, con modelos cada vez menos completos.
El proceso seguido ha sido el propio de un estudio de
minerı´a de datos. Se ha creado el modelo de a´rbol para todos
los usuarios. Cada sesio´n se ha comparado contra todos los
modelos del grupo sin que e´sta fuese usada en el modelo
del usuario propietario. Este proceso se ha repetido para
todas las sesiones y para todos los usuarios. Finalmente, se
ha encontrado el porcentaje de sesiones que, con distancia
mı´nima al modelo, se han identificado correctamente como
pertenecientes al usuario propietario.
V. RESULTADOS
La Tabla I muestra el porcentaje de acierto del me´todo
descrito en la seccio´n anterior. El mejor resultado ha sido un
83,99 % de sesiones bien identificadas.
Este resultado se ha obtenido a partir de los modelos del
grupo A, una longitud de palabra entre 2 y 5 letras y usando
recursividad exhaustiva a la hora de buscar subpalabras en el
modelo.
VI. CONCLUSIONES
El porcentaje de acierto esta´ lejos de los esta´ndares que
se aplican a las te´cnicas biome´tricas [1]. Este hecho es au´n
ma´s visible cuando los modelos son pobres donde apenas se
supera el 50 % de acierto. En general, este problema ha sido
una de las constantes en la investigacio´n relativa a la dina´mica
de tecleo y, a la vez, una de sus mayores crı´ticas. Adema´s, los
resultados tienden a ser peores cuando se trabaja en entornos
de entrada libre y, peor au´n, cuando estos entornos son sin
ningu´n tipo de supervisio´n. De todos modos la investigacio´n
en el campo del biometrı´a de tecleo usando el contexto es au´n
TABLA I
PORCENTAJE DE SESIONES IDENTIFICADAS CORRECTAMENTE
Long. palabras Ilimitada > 2 [2− 5] [3− 7]
Grupo1 Me´todo2
R0 78,83 78,18 83,99 79,76
A R1 72,14 73,66 80,00 76,60
R2 76,92 74,35 81,71 76,08
R0 79,14 84,27 79,43 82,20
B R1 78,86 84,27 79,71 82,20
R2 80,52 80,42 79,37 78,93
R0 62,35 67,90 74,07 72,84
C R1 61,73 67,28 74,69 72,22
R2 57,41 58,02 68,52 63,58
R0 45,95 50,82 50,27 58,47
D R1 45,41 49,73 50,27 57,38
R2 40,00 50,55 50,27 55,00
1 Eventos: A: ≈ 250K; B: ≈ 125K; C: ≈ 50K; D: ≈ 35K
2 Recursividad: R0: exhaustiva; R1: parcial; R2: ninguna
incipiente y da pie a profundizar mucho en las caracterı´sticas
de los usuarios y en su trato para conseguir mejores resultados.
En este sentido, algunas propuestas para seguir con el camino
aquı´ propuesto se recogen en la siguiente seccio´n. A menudo
se ha planteado combinar la dina´mica de tecleo con otras
te´cnicas biome´tricas para aumentar el rendimiento general de
los sistemas de autenticacio´n.
El taman˜o del modelo es proporcional a la tasa de acierto.
Del mismo modo, se puede apreciar que, dada la gran dife-
rencia entre los grupos A (≈ 250K eventos) y B (≈ 125K),
la mejora no es siempre presente a partir de un cierto
nu´mero de eventos. Este dato puede sugerir la existencia de
sobreinformacio´n o ruido en el modelo que va en contra de
una identificacio´n correcta.
La longitud de la palabra en el modelo es extremadamente
importante. Como ya se apuntaba en [3] se verifica que
la utilizacio´n de combinaciones de letras muy cortas no
es suficiente. Del mismo modo, el uso de palabras largas
tampoco ayuda en el proceso de identificacio´n. Se aprecia que
una media de longitud de palabra entre 2 y 7 letras (segu´n el
caso) da los mejores resultados.
La recursividad en el momento de buscar subpalabras
indica que lo mejor es utilizar toda la informacio´n disponible
hasta agotar las letras de una palabra. De todos modos, la
diferencia es sutil, sobretodo teniendo en cuenta la diferencia
de taman˜o en la informacio´n que se trata segu´n el nivel
escogido. No se deberı´a dejar de estudiar este para´metro en
otras circunstancias para seguir evaluando su comportamiento.
En el momento de calcular los resultados expuestos, se
ha observado que existen un gran nu´mero de sesiones con
poca informacio´n (de una a diez palabras) que, a menudo,
se identifican mal. Esto da que pensar en la necesidad de un
trato especial para aquellas sesiones que no aporten suficiente
informacio´n de calidad. Se estudiara´ si el nivel de recursividad
y la calidad de una sesio´n esta´n relacionados.
En este estudio cada uno de los grupos era de 10 usuarios.
Quedarı´a por verificar (como apuntaban Messerman et al. en
su estudio [7]) que si la comparacio´n se hace con grupos
con ma´s o menos usuarios se consiguen mejores o peores
resultados, respectivamente.
VII. TRABAJO FUTURO
De las conclusiones expuestas en la seccio´n anterior se
pueden intuir toda una serie de lı´neas para su posterior inves-
tigacio´n. Se detallan a continuacio´n algunos de los posibles
caminos para seguir con la investigacio´n aquı´ propuesta:
Analizar a partir de que´ momento tenemos demasiada
informacio´n en el modelo y co´mo adaptarla, o tratarla,
para que aporte resultados o´ptimos.
Seguir buscando caracterı´sticas de contexto que incre-
menten la efectividad de la identificacio´n.
Evaluar si la recursividad es un para´metro que, en otras
condiciones, mejora el resultado global.
Visto que no todas las longitudes de palabra son igual de
influyentes en el resultado, se podrı´a investigar a fondo
cual es el valor ideal. Esto puede implicar descartar
informacio´n para obtener modelos ma´s concretos y ricos.
Verificar si, incrementando el nu´mero mı´nimo de pa-
labras encontradas en el modelo, se consiguen mejores
resultados.
Se podrı´a evaluar si los para´metros estudiados son
va´lidos para todos los usuarios por igual o, por con-
tra, aplicar diferentes para´metros a diferentes usuarios
incrementa los resultados globales.
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Abstract
Using off-the-shelf keyboards and the possibility of measuring the particular rhythm a user has
when typing on a computer system has led to the possibility of identifying these users. Over the years,
obtaining good Authentication, Identification and Verification methods has been the main focus of
Keystroke Dynamics.
The objective of the proposed research is to determine how well the identity of users can be
established when they use online resources like e-learning environments when context features are
evaluated. This research was performed on a real-life environment using a free text methodology. The
proposed method focuses on the hypothesis that the position of a particular combination of letters in
a word is of high importance. The template of the user is built using the latency between successive
keystrokes, and the context of the written words, that is, taking into account where a particular letter
stroke has taken place. Other contextual features have also been studied to determine the ones that
better help ascertain the identity of a user.
The results of the proposed research should help determine if using Keystroke Dynamics and the
proposed method is enough to identify users from the content they create with a good enough level of
certainty. From this moment, it could be used as a method to ensure that a user is not supplanted
by another, in authentication schemes, or to help determine the authorship of different parts of a
document written by more than one user.
Keywords: Keystroke Dynamics, context, free text, assessment, e-learning environments
1 Introduction
Identifying users is one of the main objectives when using biometric techniques. In online learning
environments, the doubt whether an assignment has been written by the user who submitted it may
sometimes appear. Having the users authenticated in the online platform or even in their desktop
environment is no guarantee that the submitted papers were authored by these users. Keystroke Dynamics
can be of help in asserting their identity using the time intervals between keystrokes and the context
features related to the written words.
Keystroke Dynamics has been studied since the late seventies. This field of study has been divided into
different branches, being authentication, identification and verification the most relevant. At the same
time, the study of how users type on the keyboard has been carried out using two main approaches: fixed
text and free text. A typical fixed text example would be that of a password, something known to the
users that they always type in the same manner. Opposed to this is the idea of the free text methodology
in which users can type anything they want without restrictions in length or content.
The typical methodology consists in creating a template of the features that best describe a user when
typing on a keyboard. Against this model, new samples can be compared to verify their validity, always
with a certain level of error. Efforts should be put into minimizing this error. The European standards
for control-access systems specifies a false-alarm rate of less than 1%, with a miss rate of no more than
0.001% [1].
This study uses the context data of the written words to identify the users as opposed to other
well-known techniques like, for example, n-graph frequency. This method discusses whether the rhythm
of a particular user is the same when they type, for example: IS, IRIS, THESIS or DISAPPEAR. The
combination of letters I-S would normally be considered a digraph and would be grouped in a common
data structure without considering if it had appeared at the beginning, in the middle, or at the end of the
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word. This particular feature has not been thoroughly studied before even though it has been proposed as
a possible line of work [2, 3].
2 Background
As previously stated, this study focuses on free text. This research field has been far less studied than
the fixed text alternative. In one of the very first articles that dealt with free text, the results were not
very promising with only a 23% of positive identification [4]. The wide range of different environments
(sometimes highly tailored and controlled), user and sample count, classification methods and other factors
makes it very difficult to establish a standard to be compared to and even more so when less studied
features, like context data, are studied [5]. Some public Keystroke databases have been made available
but mostly for fixed text environments [6].
One of the most cited works is that by D. Gunetti and C. Picardi [7]. The authors calculated both
Relative and Absolute distances between newly collected samples and previously stored templates, and
combined these to obtain their results. These were around 0.005% FAR and 5% FRR. One of the problems
with their method was that the resources needed to obtain the degree of disorder of a sample vector could
be very demanding. Other studies have tried to deal with this scalability problem [8] or, at the same time,
improve their results by slightly modifying their method [9].
The influence of different keyboards is something that has also been studied [10]. The study M.
Villani et al. carried out is of high relevance in order to evaluate the results presented in this study.
User identification was more precise if the user always used the same keyboard or input device (99.8%
identification rate). In this study, users were able not only to submit information using any device but
also from any location so results can be affected by this lack of consistency.
Another study criticizes the methodology based on n-graphs suggesting that this data structure does
not provide enough information about the way a user types [11]. The study suggests that whole words
could give equal or better results than just using short n-graphs. The present study will answer the
question whether length matters by analyzing different word lengths.
The methodology used in this paper shares similitudes with the work of Messerman et al. [12] and
M. Curtin et. al [13]. They used n-graphs samples to build the models. An interesting result of their
research was the fact that if a new sample was compared to an increasing number of models the chances
of correctly identifying the user diminished at a speeding rate.
Brizan et al. [14] published a very interesting article. In their study, they tried to identify the
demographics of the users studied with 82.2% accuracy when samples were at least 50 words long. This is
in consonance with what was found in the research presented in this paper. The authors also studied
other features related to context to try to establish the cognitive task a user was performing.
Also, close to the methodology that will be proposed in this study is the work of Morales et al. [15].
They studied 64 students using different distance measurements, digraphs and trigraphs obtained an
accuracy over 90% when identifying users in online learning environments. They did not use context
features, though.
The research presented in this paper is the continuation of the work started in [16].The most relevant
results were that with a small dataset word length was of importance. This is something that will be
evaluated again in this paper using a different set of samples (more interesting in terms of size and
robustness).
It is worth noting that this biometric technique has been used in multimodal schemes including, but
not limited to, face recognition and speech recognition to improve the global identification rate [17, 18].
3 Methodology
3.1 Samples collection
The samples for this study were collected over a period of two semesters (a whole year) from the messages
sent to the forums at the Virtual Campus of the University of Andorra. In this paper, each of these
messages is referred to as a Session (S).
A snippet of code combining PHP, jQuery, Javascript and AJAX was developed and added to the
base code of the Forum module of the Moodle Learning Content Management System (LCMS). The time
intervals for every pressed key were collected and securely sent to a remote server where they were stored
in a database for later analysis. For every key event this was the gathered information: a user and a
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session identifier, the key event code, the type of event (either Keydown or Keyup), the timestamp of the
moment the event had been recorded and other minor metadata regarding the user’s device and location.
A total of 60 users were used for this study. These were selected among the ones that had sent the
most number of events to the LCMS. Close to 4.000 sessions were evaluated. It is worth noting that the
information was collected only from desktop computers. Unfortunately, there was not enough information
to perform the tests with events sent from mobile devices.
The profile of the selected users was highly heterogeneous, a characteristic that has been highly
regarded in this kind of studies. Samples from students and faculty alike, from all kinds of studies offered
at the University of Andorra, were collected. Their age ranged from 18 to 65.
3.2 Interval analysis
The study of a Session (S) consists in analyzing the different Keydown (KD) and Keyup (KU) events in
order to find the time intervals between them. This allows the possibility of finding the information of
the Press–Release (also known as dwell time or PR) and Release–Press (also known as fly time or RP)
intervals for every pressed key.
The process of detecting words was done taking two features into account: known delimiters (i.e. the
space key, the comma key, the period key. . . ), and a maximum time interval of silence (300 ms).
Figure 1 shows an example of the time intervals for the words: THE SUN. The first word (THE) is
formed by the following PR intervals: D1 = 54, D2 = 28 and D3 = 18. The RP intervals are: F1 = 25
and F2 = 5. When a word separator is detected (a space key event in this case) the intervals of that event
are discarded (F3, D4 and F4). The second word (SUN) is formed by the following PR intervals: D5 = 32,
D6 = 38 and D7 = 28 and of the following RP intervals: F5 = 29 and F6 = 33. From this information
other features like Press–Press (PP) or Release–Release (RR) intervals can also be easily obtained.
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Figure 1: Timing intervals for the words: THE SUN
3.3 The tree model
Detected words were stored in a logical tree structure like the one shown in Figure 2. In this example, the
following words have been added to the tree: A, T, W, ALL, ALBERT, THE, THERE, THIS, WORD
and WIT. Each of the nodes containing a letter can have PR and RP timing intervals (first and second
list, respectively). Single letter words do not have RP values. Only PR intervals can be obtained. Since
this research used four features (namely PR, RP, PP, and RR) one letter words were discarded. At the
same time these seemed to add little valuable information [16].
In the tree model, a node can have PR and RP timing intervals or not depending on whether the
user has ever typed that particular whole word. The timing information is always stored in the node
corresponding to the last letter of the word. If a word is detected more than once there will be a different
PR and RP list for each instance found (i.e. ALL in the figure). If a word is a sub-word of an already
stored word, there will be PR and RP timing information in a non-leaf node (i.e. THE – THERE in the
figure).
This tree model stores the information from the beginning to the end of each word. It is thus called a
straight tree model. This means, for example, that for the word THIS the first node would contain the
letter T, its first child node would contain the H, then the I and the leaf node, at depth 4, would finally
have the S. The timing intervals would be stored on the S node.
Another model that has been used in this research is an inverted tree model. This model is built
following the same methodology but from the end to the beginning of words. Using the previous example,
for the word THIS the first node would contain the letter S, the first child would be the I, then the H
and finally, the leaf node with the timing information, also at depth 4, would contain the letter T. It was
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Figure 2: Straight tree model
observed that when comparing new sessions against the straight tree model many words would be found
only up to a certain depth because the user had previously typed a different word with the same root
letters. It would be normal to discard information from the end of these partially found words. The idea
of using an inverted tree model was to make sure that most of the context data available would be used.
The combined tree model that was used to generate the results used the data from both, straight and
inverted, trees.
It is also worth noting that both tree models were cleaned of word instances outside three standard
deviations to avoid having excessive noise, as it had also been done in [16].
3.4 Session evaluation
Once the tree model had been built it was possible to compare new sessions against it and try to establish
the author of a given session. The process consisted in searching every word of the new session in the tree
model and calculate the distance between the origin word and the word found on the model.
For this study the Chebyshev distance measurement was used. Other distance measurements were
also evaluated but this was chosen because it was the one that behaved better. To obtain the distance
between a word and a model an origin vector and a target vector were needed. The origin vector was the
list of interval times from the word being searched and the target vector was the one obtained from the
information stored in the tree model. If a word in the tree model had more than one instance the mean
vector of all recorded instances would be used.
When searching words in the tree model one of the following situations would be encountered:
• The word was not found in the model. It would simply be discarded.
• The full word was found in the model and the last letter was that of a leaf node. The distance would
be immediate to obtain.
• The word was partially found but the node in which the last letter of the origin word was found did
not have timing information because this was the first time the user had typed this particular whole
word. Partial timings from the leaves from the node of the last letter could be determined and used
to find the distance between these partial sub-words.
• The word was partially found in the model but there were still letters from the origin word left to
be found. Previously, the user had only entered shorter words with the same root letters. In this
case, only the timings of the partial sub-word found would be used. The partial origin sub-word not
found in the tree model still contained data, though. How this data was to be used, using recursion,
is one of the studied parameters in this research. Three different options have been studied:
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– Search the partial sub-word again in the model as if it were a new word. If not found, loose
the first letter and repeat the process until all letters have been used or a sub-word is found.
This method uses the highest level of recursion and is also the most exhaustive. This method
is identified by R0.
– Search the partial sub-word again as if it were a new word and discard it if not found. Only
partial recursion is used. This method is identified by R1.
– Discard the sub-word. No recursion is used. This method is identified by R2.
3.5 Studied parameters related to context
The following parameters have been studied in order to see their effect when evaluating context data:
• Length of words: this parameter analyzes whether all word lengths in the tree model are equally
relevant. This is of interest, not only in terms of performance and model optimization, but also
in order to determine if users have a natural tendency to be more consistent in their typing for a
limited number of keystrokes. In this study the following values were tried: unlimited number of
letters (≥ 2); greater than 2 (> 2); between 2 and 5 ([2− 5]); and between 3 and 7 ([3− 7]). One
letter words were discarded.
• Recursion when searching partial sub-words. The effect of using the different types of recursion
previously described in Section 3.4 when searching partial sub-words is analyzed with this parameter.
• Number of words found when searching the model. A recurrent problem appeared when the number
of words in a session was too low. It could well happen that a user had only accessed the forum
to contribute with a few words. Also, having abnormally small models could lead to incorrect
identification because the user’s template did not have enough information. This parameter tries
to mitigate this problem by establishing a minimum number of words either in the session being
analyzed or in the model. In this study a threshold value of 50 words found was established based
on the results of other studies and on incremental tests performed on the available data.
3.6 Determining the owner of a session
The Chebyshev distance between two Vectors ~X and ~Y is defined by the following equation:
DCH( ~X, ~Y ) = max
n
i=1|Xi − Yi| (1)
Each Session S has W words. Each Word Wi is a vector of values ~X. This vector may include a
combination of the dwell times and/or the fly times from the recorded timing intervals depending on the
feature F that is analyzed. F can be one of the following: PR (Press–Release), RP (Release–Press), PP
(Press–Press), and RR (Release–Release).
The Word Wi searched in the Model M belonging to User U produces another vector ~Y . From these
two ~X and ~Y vectors the distance DCH can be determined:
∀Wi ∈ S,Di(Wi,MU ) = DCH( ~Xi, ~Yi) (2)
From these distances two values are then calculated: the Mean md and the Weighted Mean wmd
for all Features. The md and the wmd values make use of the Depth d at which each Wi is found. The
Weighted Mean value is obtained using the following weights: all values up to 100 have a weight of 15;
values between 100 and 200 have a weight of 5; and values between 200 and 500 have a weight of 1. Values
over 500 are discarded. These weights were obtained empirically.
∀Fj ∈ [PR,RP, PP,RR],md(Wi) =Mean(Di(Wi,MU )Fj )/d (3)
∀Fj ∈ [PR,RP, PP,RR], wmd(Wi) =WeigthedMean(Di(Wi,MU )Fj )/d (4)
At this point, there is an md(Wi) and a wmd(Wi) value for every Word Wi searched in the model
M . The final global distance gd between a Session S and the Model M is composed of four values (gdm,
gdmed, gdwm, gdwmed) calculated using the following method:
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∀md(Wi) ∈ S, gdm =Mean(md(Wi)), gdmed =Median(md(Wi)) (5)
∀wmd(Wi) ∈ S, gdwm =Mean(wmd(Wi)), gdwmed =Median(wmd(Wi)) (6)
As an example of the proposed method, Table 1 shows a results table after having calculated the
Chebyshev distance measurement between the words of an origin session and the user’s tree model. Five
different users are shown in this example (column Test). In this example, each user has had four Words
compared (here, sun, there, and moon) between the origin session and the tree model. The distance values
for the four features used are shown (PP, RP, PP, and RR). The column Real identifies the real owner of
the session. The Depth column shows the number of letters that were found in the tree model. If the
origin word had only been found partially this value would show the depth at which the last letter had
been found. Finally, columns md and wmd show the calculated Mean and Weighted Mean values for each
word.
For the first row of user 3207 the Mean value would be: (69 + 144 + 176 + 99)/4 = 122. Similarly, the
Weighted Mean value would be: (69 · 15 + 144 · 5 + 176 · 5 + 99 · 15)/40 = 103. These two values would
be then divided by the depth at which the last letter of the word was found: md = 122/4 = 30.50 and
wmd = 103/4 = 25.75.
Word Feature Depth User md wmd
PR RP PP RR Test Real
here 69 144 176 99 4 3207 192 30.50 25.75
sun 67 19 48 21 3 3207 192 12.92 12.92
there 56 135 145 93 5 3207 192 21.45 18.18
moon 88 33 66 30 4 3207 192 13.56 13.56
here 84 200 163 124 4 37 192 35.69 30.79
sun 71 16 58 74 3 37 192 18.25 18.25
there 72 187 145 110 5 37 192 25.70 21.93
moon 66 25 70 60 4 37 192 13.81 13.81
here 23 11 16 20 4 192 192 4.38 4.38
sun 15 15 14 23 3 192 192 5.58 5.58
there 34 20 13 18 5 192 192 4.25 4.25
moon 20 30 15 28 4 192 192 5.81 5.81
here 71 13 43 59 4 56 192 11.63 11.63
sun 48 31 24 17 3 56 192 10.00 10.00
there 80 22 55 48 5 56 192 10.25 10.25
moon 56 40 40 25 4 56 192 10.06 10.06
here 60 120 155 140 4 78 192 29.69 24.79
sun 30 15 10 45 3 78 192 8.33 8.33
there 52 112 163 132 5 78 192 22.95 18.77
moon 33 5 3 38 4 78 192 4.94 4.94
Table 1: Distances after comparing a session against 5 different models
From each of these md and wmd values and for each user U the final four values gdm, gdmed, gdwm,
gdwmed are then calculated. Table 2 shows this final values for the proposed example. Again, as an
example, for user 3207, gdm = (30.50 + 12.92 + 21.45 + 13.56)/4 = 19.61
3.7 Fusion using a voting method
In Table 2, the Votes column shows the total number where each of the gd values was a minimum when
compared to each other user. It was observed that when evaluating sessions using these four gd values,
there would be some incorrectly identified sessions but most of the time these errors would not be reported
by the four gd values at the same time. It was decided to use a fusion method to try to improve the global
rate of identification by using a voting scheme. A session would be determined as owned by a particular
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User gdm gdmed gdwm gdwmed Votes
Test Real
3207 192 19.61 17.60 17.51 15.87 0
37 192 23.36 21.20 21.98 20.09 0
192 192 5.01 5.01 4.98 4.98 4
56 192 10.48 10.48 10.16 10.16 0
78 192 16.48 14.21 15.64 13.55 0
Table 2: Final values for the proposed method
user by selecting the one that had the majority of minimum gd values. In the example in Table 2, user
192 obtained 4 votes and thus it is determined as the owner of the session.
3.8 Generalization
Thirty different randomly chosen test sets of 40 users from the available pool of 60 users were used to test
the proposed method. The partition of sessions to test and build the models was 30/70%.
The process to evaluate the sessions was that of a typical data mining study. Each session would be
compared to all models. This process was repeated for every session of every user. The percentage of
correctly identified sessions would be then determined. For the best result the mean FAR and FRR values
are also shown as well as the Wilson confidence interval at 95%.
Just as a comparison to a methodology not using context data the experiment that had given the best
results in this study was repeated using only trigraphs.
4 Results
The results presented in this section show the effect of the analyzed parameters related to context (length
of word, recursion method, and minimum word count found per session). Table 3 also shows the mean
value of the percentage of correctly identified sessions when each of the gd values and the Voting system
were used.
The best value in Table 3 is a percentage of 98.74% correctly identified sessions with a Wilson
binomial confidence interval, at 95%, of [0.77, 3.52]. With a mean value of 377 sessions compared against
the models, the FRR was 0.0126 and the FAR was 0.0002.
This result was obtained using all word lengths. Throughout the table, it can be seen that discarding
larger word lengths does not improve the results. On the other hand, if optimization and computer
performance is of great concern, the difference in the number of correctly identified sessions when using
all word lengths and when only using the [2− 5] interval, for example, is marginal.
No doubt the most important parameter is the minimum number of words found in the model. When
this is established to 50 words the results improve vastly. As a disadvantage of setting this parameter less
sessions are being evaluated.
As per the recursion parameter it is interesting to see that when there is no inferior limit regarding
word count, using all available information tends to be somewhat better, at the cost of having to evaluate
more than twice the information. On the contrary, when sessions are of better quality and 50 words are
mandatory, this behavior is inverted, something that proves the importance of contextual information.
It is worth noting that using no recursion improves the performance not only of the correctly identified
sessions but also of the computation speed. It seems that having a large number of events is not always
the best solution to build a concise and rich model.
As a comparison to previously studied methods the test was repeated against templates built using
only trigraphs, without considering context features or recursion methods. The quantity of available
information using this method was much higher (up to a double) than the data available for the context
and recursion tests. Using this method, though, the effectiveness of the system decreased to an 84%. The
proposed method benefits from the fact that having less information but of much better quality greatly
improves the results.
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Word count No inferior limit > 50
Word length ≥ 2 > 2 [2− 5] [3− 7] ≥ 2 > 2 [2− 5] [3− 7]
Method Recursion1
R0 84.95 84.78 81.88 83.07 96.65 96.56 95.10 95.36
gdm R1 84.86 84.73 81.78 83.06 96.67 96.49 95.11 95.30
R2 83.98 83.43 80.26 81.59 97.48 96.60 96.00 95.57
R0 85.81 84.97 82.79 83.45 97.78 96.95 96.84 96.11
gdmed R1 85.70 84.93 82.73 83.38 97.70 96.90 96.85 96.10
R2 84.78 83.73 81.31 82.07 98.28 96.93 97.18 96.22
R0 87.24 87.35 84.80 86.12 97.75 97.97 96.99 97.18
gdwm R1 87.13 87.21 84.67 86.01 97.74 97.93 96.94 97.13
R2 86.14 86.17 83.23 84.87 98.10 98.10 97.47 97.42
R0 86.20 85.72 83.17 84.33 97.79 97.33 96.96 96.55
gdwmed R1 86.08 85.69 83.08 84.29 97.83 97.30 96.98 96.55
R2 85.02 84.68 81.87 83.12 98.18 97.71 97.41 96.97
R0 88.81 88.29 86.61 87.18 98.43 98.32 97.88 97.71
Voting R1 88.72 88.23 86.53 87.14 98.43 98.29 97.90 97.67
R2 87.90 87.29 85.22 86.08 98.74 98.44 98.18 97.95
1R0: Exhaustive recursion; R1: Partial recursion; R2: No recursion
Table 3: Results by features and methods
5 Conclusions
The aim of this study was to find out if using Keystroke Dynamics and context data, as opposed to other
well-known techniques, was an effective method when trying to identify users. A new data structure,
based on logical trees of words, has been proposed. From the results obtained the following conclusions
can be derived:
• The most important outcome is the validity of context data as an identification feature. It has been
proved, using a highly hostile and real-life environment, that using only simple statistical techniques
offers a very good rate of accuracy, comparable, if not better, to previous studies in similar harsh
environments.
• The results obtained when using combined tree models proves that context is a very important
feature. This result is highly relevant in order to perform future research based on contextual
information.
• The best word length result was to use all available word lengths.
• The best recursion method is not using any recursion but only when sessions and models are of a
certain quality. This is of paramount importance and it confirms the importance of the position of
the letters and that not all information in a word should be treated equally. It is better to have less
information but of better quality than loads of bad information.
• When there is a minimum number of words found in the model, as opposed to accepting any sized
session to be compared against the models, the results are far better. This is in concordance with
what other studies have also stated.
• The fusion method based on the proposed voting scheme always improves the results when compared
to partial gd values. From these, the Weighted Mean and the Median statistic tend to be the ones
that perform better.
8
6 Future work
Some lines of future work can also be put forward here. Below are some ideas to continue with the research
line started in this study:
• Study if other factors such as age, gender, time of day of submission. . . are relevant when it comes
to identifying users. Since users from all kinds of ages are available, and other metadata is also
available, segmentation could be tried.
• Study other distances measurements and evaluate if there are significant differences when choosing
one over another.
• Search for other features, methods, and strategies to increase the percentage of correctly identified
sessions without having to sacrifice poor or shorter sessions.
• To improve the performance of the system, and seeing that in most cases choosing a parameter over
another gives little improvement on the results, some restrictions could be set when building the
tree model. For example: limit the length of words and/or avoid recursion when searching. In this
study the optimized tests could be up to 5 times faster taking these considerations into matter.
• It could be analyzed if the studied parameters are valid for all users in the same way or if some
users are more susceptible to some parameters.
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C | Samples collector code
The code for the PHP/Javascript/jQuery/AJAX code that collects samples and
timing intervals from the user’s way of typing is provided below. This code is executed
on the client’s side. Comments inline should help understand what is being done in
each section. The code was stored in the lib folder of the Moodle application and it
was included in the file moodle/mod/forum/post.php with the following instruction:
1 require_once($CFG ->libdir.’/phdrec.php’);
Listing C.1: Code to include the gatherer into the Forum module
moodle/lib/phdrec.php:
1 <?php
2 echo "<script type =\" text/javascript \">";
3 echo "var phd_id = ".$USER ->id;
4
5 echo <<<END
6
7 // userAgent check to determine if the device is a mobile device.
8 function isMobile () {
9 // Code omitted because of length.
10 return isMobile;
11 }
12
13 // Get a Random Id for the current session
14 function phd_getRandomId(N) {
15 var S4 = function () { return (((1+ Math.random ())*0 x10000)|0).
toString (16).substring (1); };
16 return (S4()+S4()+S4()+S4());
17 }
18
19 // Add the function passed as a parameter to the window.onload
variable without overwriting it.
20 function addLoadEvent(func) {
21 var oldonload = window.onload;
22 if (typeof window.onload != ’function ’) {
23 window.onload = func;
24 } else {
25 window.onload = function () {
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26 if (oldonload) {
27 oldonload ();
28 }
29 func();
30 }
31 }
32 }
33
34 // Variables that store the data that will be sent to the server.
35 var phd_incrementalData = [];
36 var phd_session = phd_getRandomId (16);
37
38 // Creates a Javascript object that will store the relevant
information of every keyboard event.
39 function phd_theData(usrid , session , event) {
40 if (isMobile ()) {
41 var date = new Date();
42 this.timeStamp = date.getTime ();
43 } else {
44 this.timeStamp = event.timeStamp;
45 }
46 this.usrid = usrid;
47 this.session = session;
48 this.keyCode = event.keyCode;
49 this.type = event.type;
50 this.altKey = event.altKey;
51 this.ctrlKey = event.ctrlKey;
52 this.metaKey = event.metaKey;
53 this.shiftKey = event.shiftKey;
54 }
55
56 // For every keyboard event a new phd_theData object is created and
pushed into the variable phd_incrementalData.
57 function record(event) {
58 phd_incrementalData.push(new phd_theData(phd_id , phd_session , event
));
59 }
60
61 // Stringify the information stored in the variable
phd_incrementalData and send it to the remote server. This is done
using jQuery and an AJAX post method.
62 function sendData () {
63 var phd_partialData = phd_incrementalData.slice ();
64 phd_incrementalData.length = 0;
65 if (phd_partialData.length > 0) {
66 require ([’jquery ’], function($) {
67 $.ajax({
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68 url: "https :// remote.server.ad/phd_record.php",
69 type: "POST",
70 data: JSON.stringify(phd_partialData),
71 contentType: "application/json; charset=UTF -8",
72 });
73 });
74 }
75 }
76
77 // Initial configuration:
78 // - Send collected data to the remote server every 5 seconds
79 // - Configure the callback functions for the KeyDown and KeyUp
events
80 addLoadEvent(function () {
81 setInterval(sendData , 5000);
82 require ([’jquery ’], function($) {
83 $(document).on(’keydown ’, function(event) { record(event); });
84 $(document).on(’keyup ’, function(event) { record(event); });
85 });
86 });
87 END;
88
89 echo " </script >";
90 ?>
Listing C.2: Keystroke collector (client side)
Below is the code that was executed on the server side. This code stored the received
samples into the persistent layer, that is, a MySQL database. It was also developed in
PHP. This code is, indeed, very simple and little effort was put into the security of it
or in the sanitation of the received data. This was not part of the objectives, and it is
something that should be improved if ever implemented into a production environment.
phdrec.php:
1 <?
2 function connectToDB () {
3 $servername = "localhost";
4 $username = "username";
5 $password = "password";
6 $dbname = "keystrokedb";
7
8 try {
9 $conn = new PDO("mysql:host=$servername;dbname=$dbname",
$username , $password);
10 $conn ->setAttribute(PDO:: ATTR_ERRMODE , PDO:: ERRMODE_EXCEPTION);
11 } catch(PDOException $e) {
12 syslog (7, "PhD Exception: Connect error: " . $e ->getMessage ());
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13 }
14
15 return $conn;
16 }
17
18 function saveToDB($data , $conn) {
19 if ($_SERVER[’REMOTE_ADDR ’]) {
20 $headers = apache_request_headers ();
21 $client_ip = $headers["X-Forwarded -For"];
22 }
23
24 if ($client_ip != "") $ip = $client_ip; else $ip = $_SERVER[’
REMOTE_ADDR ’];
25
26 try {
27 foreach($data as $row) {
28 $stmt = $conn ->prepare("INSERT INTO sessions (session , usrid ,
ip , agent , lang) VALUES (:session , :usrid , :ip, :agent , :
lang) on duplicate key update session=session");
29 $stmt ->bindParam(’:session ’, $row[’session ’]);
30 $stmt ->bindParam(’:usrid ’, $row[’usrid’]);
31 $stmt ->bindParam(’:ip’, $ip);
32 $stmt ->bindParam(’:agent ’, $_SERVER[’HTTP_USER_AGENT ’]);
33 $stmt ->bindParam(’:lang’, $_SERVER[’HTTP_ACCEPT_LANGUAGE ’]);
34 $stmt ->execute ();
35
36 $stmt = $conn ->prepare("INSERT INTO ks (session , keycode ,
altkey , ctrlkey , metakey , shiftkey , timestamp , type ,
date_created) VALUES (:session , :keycode , :altkey , :ctrlkey ,
:metakey , :shiftkey , :timestamp , :type , NOW())");
37 $stmt ->bindParam(’:session ’, $row[’session ’]);
38 $stmt ->bindParam(’:keycode ’, $row[’keyCode ’]);
39 $stmt ->bindParam(’:altkey ’, $row[’altKey ’]);
40 $stmt ->bindParam(’:ctrlkey ’, $row[’ctrlKey ’]);
41 $stmt ->bindParam(’:metakey ’, $row[’metaKey ’]);
42 $stmt ->bindParam(’:shiftkey ’, $row[’shiftKey ’]);
43 $stmt ->bindParam(’:timestamp ’, $row[’timeStamp ’]);
44 $stmt ->bindParam(’:type’, $row[’type’]);
45 $stmt ->execute ();
46 }
47 } catch(PDOException $e) {
48 syslog (7, "PhD Exception: " . $e->getMessage ());
49 }
50 }
51
52 function closeDB($conn) {
53 $conn = null;
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54 }
55
56 if($_SERVER[’REQUEST_METHOD ’] == "OPTIONS") {
57 header("Access -Control -Allow -Origin :*");
58 header("Access -Control -Allow -Headers:Content -Type");
59 header("Access -Control -Allow -Methods: POST");
60 }
61
62 if($_SERVER[’REQUEST_METHOD ’] == "POST") {
63 header("Content -Type: application/json");
64 header("Access -Control -Allow -Origin :*");
65 header("Access -Control -Allow -Headers:Content -Type");
66
67 $postData = json_decode(file_get_contents(’php:// input ’), true);
68 syslog(7, count($postData)." events detected");
69
70 if (count($postData) > 0) {
71 $db = connectToDB ();
72 saveToDB($postData , $db);
73 closeDB($db);
74 }
75 }
76 ?>
Listing C.3: Keystroke collector (server side)
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Below is the output of the analyzer.py Python application help menu. This includes
all modes of operation as well as all the parameters that the program accepts. The
output of this application (specified with the -o or the --output options) should then
be fed to an R script to obtain the final classification results.
1 $ ./ analyzer.py -h
2 [analyzer] info: checking parameters
3 usage: analyzer.py [-h] [-a | -r | -u USER | -s SESSION] [-b USER_B] [-d]
4 [-e {0,1,2}] [-f FIRST_USER] [-g] [-m MODE] [-o OUTPUT]
5 [-t TOTAL_USERS] [-v] [-p PERIOD] [--delay DELAY] [--dm DM]
6 [--dists] [--do_not_clean] [--forests] [--forest_mode {0,1}]
7 [--max_word_instances_in_tree MAX_WORD_INSTANCES_IN_TREE]
8 [--max_words_in_tree MAX_WORDS_IN_TREE]
9 [--max_words_in_model MAX_WORDS_IN_MODEL]
10 [--min_depth MIN_DEPTH] [--min_found_words MIN_FOUND_WORDS]
11 [--min_gp_graphs MIN_GP_GRAPHS]
12 [--max_gp_sessions MAX_GP_SESSIONS] [--min_events MIN_EVENTS]
13 [--gp] [--num_graphs NUM_GRAPHS] [--show_trees] [--show_words]
14 [--stds STDS] [--gp_graphs GP_GRAPHS] [--use_code8]
15 [--use_only_space] [--use_valid_sessions]
16 [--discard_child_times] [--gender {H,D}]
17 [--age_range AGE_RANGE] [--normalize_code8_histogram]
18 [--frequency_scale] [--word_scale] [--ban BAN]
19 [--perc_test PERC_TEST] [--seed SEED] [--suspects SUSPECTS]
20
21 optional arguments:
22 -h, --help show this help message and exit
23 -a, --all tests for ALL (best) users (configure with
24 --total_users and --first_user)
25 -r, --random tests for RANDOM users (configure with --total_users)
26 -u USER , --user USER tests with this USER
27 -s SESSION , --session SESSION
28 tests for this SESSION
29 -b USER_B , --user_b USER_B
30 USER_B to compare model to
31 -d, --debug enable debug (LOTS of messages)
32 -e {0,1,2}, --exhaust {0,1,2}
33 exhaustive search mode (default: 2): 0 - search to the
34 end of the word , 1 - search sub -words until NOT FOUND
35 status , discard the rest , 2 - search only until first
36 match
37 -f FIRST_USER , --first_user FIRST_USER
38 TOTAL_USERS starting at FIRST_USER , based on number of
39 events (default: 0)
40 -g, --graphs execute the graphs tests
41 -m MODE , --mode MODE check MODE (default: 0)
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42 -o OUTPUT , --output OUTPUT
43 OUTPUT file
44 -t TOTAL_USERS , --total_users TOTAL_USERS
45 number of TOTAL_USERS to use to build the models
46 (default: 20)
47 -v, --verbose enable verbosity
48 -p PERIOD , --period PERIOD
49 period users to test (0 = ALL , 1 = 1st sem. 2015 -2016 ,
50 2 = 2nd sem. 2015 -2016 , 3 = 1st sem. 2016 -2017
51 (default: 0)
52 --delay DELAY max delay time inter -words (default: 300)
53 --dm DM distance measurements to obtain (comma separated;
54 valid values: E (Euclidean), M (Manhattan), K
55 (Chebyshev), C (Canberra), W (Wordgraph); default:
56 ALL)
57 --dists find r dist when working with tree models
58 --do_not_clean do NOT clean outliers
59 --forests build the forest model
60 --forest_mode {0,1} mode to build the forest model (default: 0): 0 - max
61 words (configure with --max_words_in_tree), 1 - a tree
62 for each session
63 --max_word_instances_in_tree MAX_WORD_INSTANCES_IN_TREE
64 maximum number of instances in tree for each word
65 (default: -1)
66 --max_words_in_tree MAX_WORDS_IN_TREE
67 maximum number of words in each tree for the forest
68 model (default: 150)
69 --max_words_in_model MAX_WORDS_IN_MODEL
70 maximum number of words for the tree model (default:
71 -1)
72 --min_depth MIN_DEPTH
73 words found on the model should have this number of
74 MIN_DEPTH letters (default: 2)
75 --min_found_words MIN_FOUND_WORDS
76 MIN_FOUND_WORDS in tree to consider a session valid
77 (default: 50)
78 --min_gp_graphs MIN_GP_GRAPHS
79 MIN_GP_GRAPHS to consider a session valid (default:
80 100.0)
81 --max_gp_sessions MAX_GP_SESSIONS
82 MAX_GP_SESSIONS to compare a session (default: 15)
83 --min_events MIN_EVENTS
84 MIN EVENTS when choosing a random session (default:
85 1000)
86 --gp use Gunetti -Picardi method
87 --num_graphs NUM_GRAPHS
88 NUM_GRAPHS to build the graphs model (default: 2)
89 --show_trees show model trees
90 --show_words show found words by parser
91 --stds STDS number of standard deviations STDS to supress an
92 outlier (default: 3)
93 --gp_graphs GP_GRAPHS
94 Number of graphs to test GP method (all combinations).
95 Should be entered as NN,MM,PP (default: ’2’)
96 --use_code8 use code 8 (backspace) as part of the model for error
97 studying (default: NO)
98 --use_only_space use space as the only word delimiter (default: NO)
99 --use_valid_sessions use only valid sessions to build and test models
100 (default: NO)
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101 --discard_child_times
102 do not find the mean of child leafs if no intervals
103 found in current node (default: NO)
104 --gender {H,D} Limit users to this gender (only for top users)
105 (default: None)
106 --age_range AGE_RANGE
107 Limit users to this age group (only for top users).
108 Should be entered as LL-HH (default: None)
109 --normalize_code8_histogram
110 returns the histogram in percentages instead of
111 absolute values (default: NO)
112 --frequency_scale modifies distances based on number of occurences
113 (default: NO)
114 --word_scale modifies distances based on word sequences (default:
115 NO)
116 --ban BAN Ban these users from being tested U1 ,U2 ,... (default:
117 None)
118 --perc_test PERC_TEST
119 Percentage of testing sessions (default: 10%)
120 --seed SEED Seed to feed the random sessions chooser (default:
121 None)
122 --suspects SUSPECTS Number of usual suspects to compare to (default: 4)
A typical execution command with the following options: leave-one-out mode
(-a -m 3); use a group of 10 users (--total_users 10); starting with the 20th user
with most events (--first_user 20); using the backspace as part of the tree model
(--use_code8); discarding child times when a partial word is found in a non-leaf node
(--discard_child_times); and storing the results in a CSV file called results.csv
(-o results.csv) would look like this:
1 $ ./ analyzer.py -a -m 3 -o results.csv --first_user 20 --total_users 10 --use_code8
--discard_child_times
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All the collected keystrokes were stored in a MySQL relational database. In the initial
steps of the research, this database had only one table called ks. This TABLE stored
all the information regarding collected keystrokes but none regarding user information.
It is worth noting that for each event, either a keydown or a keyup, the information
regarding agent, session data, ip, language. . . was stored repeatedly in every row. As
soon as the number of recorded events increased it was obvious that this approach was
far from optimal.
At this point, two new TABLES were added to the schema, the sessions TABLE
and the users TABLE. The sessions TABLE collected, in one place, all the information
regarding a single session. This included the information regarding the user’s browser
and origin information. The users TABLE was added the moment it was thought that
age and gender features could be of use.
Also, when the number of events had surpassed the million, it was a hard task for
the Database Management System (DBMS) to rank the top users that had submitted
the most number of events. This had to be done every time a test was performed so it
was thought that, since this data did not change for a given date, helper TABLES with
ranked users could be useful. The users_top_date TABLES were thus also added.
At the same time, a number of VIEWS were also created to be able to have a deeper
insight of how data was evolving through time. Some of these include the different
browser agents from sessions, the most used devices, the events and sessions count per
user. . .
The following sections describe each of these TABLES in more detail.
E.1 TABLES and VIEWS in the keystrokes database
Table E.1 shows the list of all TABLES and VIEWS in the keystrokes database. The
following sections go into the details of the most relevant elements.
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Tables_in_keystrokes Table_type
agents VIEW
ks BASETABLE
latest_100_events VIEW
sessions BASETABLE
user_code8_percentage VIEW
user_code8_total VIEW
user_devices_top VIEW
user_event_count VIEW
user_ip_agent VIEW
user_latest_100_events VIEW
user_session_keydown_count VIEW
user_sessions VIEW
user_sessions_count VIEW
user_top_all_date BASETABLE
users BASETABLE
Table E.1: MySQL keystrokes database tables and views
E.2 TABLES description
For each of the BASETABLE elements in the keystrokes database these are the
CREATE TABLE commands and the resulting TABLES.
E.2.1 MySQL ks TABLE
The ks TABLE stores the information related to the keystrokes detected in the user’s
browser when they type messages in Forum modules of the Virtual Campus at the
University of Andorra. The description of each of the fields is normally self-explanatory,
but they are described for completeness nonetheless.
Description
• id: Unique id for each of the events. Since all tables are normally recommended
having a unique id this was added, but it was completely useless to this study.
• session: A unique session identifier. Used as the relation field with the session id
field in the sessions TABLE.
• key code: For every detected event, the key code as sent by the user’s browser.
See Appendix F for a list of the most common ones.
• type: Either keyup or keydown.
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• altkey, ctrlkey, metakey, shiftkey: Flags that helped identify when a combination
of keystrokes was being performed. These were set to 1 respectively when a
modifier key was pressed.
• timestamp: The moment the keystroke had been recorded by the user’s browser.
Each browser used a different reference to store this information. This field was
used to detect words and build the different models.
• date_created: The moment the event was stored into the database. The times-
tamp field and this field had, by no means, to be identical or even related. This
field was used to filter events in time to perform the tests.
CREATE TABLE command
CREATE TABLE ‘ks ‘ (
‘id‘ int (11) NOT NULL AUTO_INCREMENT ,
‘session ‘ varchar (50) NOT NULL ,
‘keycode ‘ varchar (10) NOT NULL ,
‘type ‘ varchar (10) NOT NULL ,
‘altkey ‘ tinyint (1) NOT NULL DEFAULT ’0’,
‘ctrlkey ‘ tinyint (1) NOT NULL DEFAULT ’0’,
‘metakey ‘ tinyint (1) NOT NULL DEFAULT ’0’,
‘shiftkey ‘ tinyint (1) NOT NULL DEFAULT ’0’,
‘timestamp ‘ varchar (50) NOT NULL ,
‘date_created ‘ datetime NOT NULL ,
PRIMARY KEY (‘id ‘),
KEY ‘session ‘ (‘session ‘),
KEY ‘type ‘ (‘type ‘),
KEY ‘keycode ‘ (‘keycode ‘),
KEY ‘keycode -type ‘ (‘keycode ‘,‘type ‘),
CONSTRAINT ‘ks_ibfk_1 ‘ FOREIGN KEY (‘session ‘)
REFERENCES ‘sessions ‘ (‘session ‘)
ON DELETE CASCADE ON UPDATE CASCADE
) ENGINE=InnoDB AUTO_INCREMENT =7479591 DEFAULT CHARSET=utf8
Listing E.1: CREATE TABLE for the ks TABLE
Resulting TABLE
Table E.2 show the resulting TABLE structure.
E.2.2 MySQL sessions TABLE
The sessions TABLE stores the information related to each of the different sessions.
Every time a new message was written in the Forum modules a new row would be
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Field Type Null Key Default Extra
id int(11) NO PRI NULL auto_increment
session varchar(50) NO MUL NULL
keycode varchar(10) NO MUL NULL
type varchar(10) NO MUL NULL
altkey tinyint(1) NO 0
ctrlkey tinyint(1) NO 0
metakey tinyint(1) NO 0
shiftkey tinyint(1) NO 0
timestamp varchar(50) NO NULL
date_created datetime NO NULL
Table E.2: MySQL ks TABLE
added. Since every keystroke event sent by the user’s browser had this information,
only the first time it was detected it was added to the sessions TABLE. Subsequent
repeated information was discarded. This was, by no means, optimal as it used some
additional bandwidth to send useless information. Further developments should have
this in mind to improve performance and scalability.
Description
• session: Unique id for every different session. Used to perform joins with the ks
TABLE.
• usrid: A unique id for the user sending the events related to this particular
session.
• ip: The ip address from the user’s location. This was used to determine if a
particular user typed from very different locations.
• agent: A string with information about the user’s browser and operating system
versions.
• lang: The user’s browser default language. It was thought that this field would
help when dealing with sessions in different languages. In the end, since almost
all sessions were written in Catalan, this field became redundant and useless.
CREATE TABLE command
CREATE TABLE ‘sessions ‘ (
‘session ‘ varchar (50) NOT NULL ,
‘usrid ‘ varchar (10) NOT NULL ,
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‘ip‘ varchar (15) NOT NULL ,
‘agent ‘ varchar (250) NOT NULL ,
‘lang ‘ varchar (50) NOT NULL ,
PRIMARY KEY (‘session ‘),
KEY ‘usrid ‘ (‘usrid ‘),
KEY ‘agent ‘ (‘agent ‘),
KEY ‘ip‘ (‘ip ‘)
) ENGINE=InnoDB DEFAULT CHARSET=utf8
Listing E.2: CREATE TABLE for the sessions TABLE
Resulting TABLE
Table E.3 show the resulting TABLE structure.
Field Type Null Key Default Extra
session varchar(50) NO PRI NULL
usrid varchar(10) NO MUL NULL
ip varchar(15) NO MUL NULL
agent varchar(250) NO MUL NULL
lang varchar(50) NO NULL
Table E.3: MySQL sessions TABLE
E.2.3 MySQL users TABLE
The users TABLE stores the information related to each of the different users. Initially,
this TABLE was not going to be used. Only when age and gender were studied it
was though necessary. It is worth noting that the information in this TABLE was not
automatically generated from the recorded events. Once all the information from a
period was available, the different user ids from the sessions TABLE were collected and
completed with the information from the users TABLE from the university academic
information. The age was established at the end of the recording process. Since the
recording process lasted for more than a year this information may not reflect the real
age of every user at the moment of each session recorded.
Description
• usrid: A unique id identifying the users. Used as key to perform joins with the
sessions TABLE.
• username: The university’s user username. Useless in this study even if it helped
have an idea of which known users sent the most number of events.
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• age: The user’s age at the end of the gathering process.
• gender: The user’s gender: Male, Female or Others.
CREATE TABLE command
CREATE TABLE ‘users ‘ (
‘usrid ‘ varchar (10) NOT NULL ,
‘username ‘ varchar (50) NOT NULL ,
‘age ‘ int (11) DEFAULT NULL ,
‘gender ‘ varchar (1) NOT NULL ,
PRIMARY KEY (‘usrid ‘)
) ENGINE=InnoDB DEFAULT CHARSET=utf8
Listing E.3: CREATE TABLE for the users TABLE
Resulting TABLE
Table E.4 show the resulting TABLE structure.
Field Type Null Key Default Extra
usrid varchar(10) NO PRI NULL
username varchar(50) NO NULL
age int(11) YES NULL
gender varchar(1) NO NULL
Table E.4: MySQL users TABLE
E.2.4 Helper TABLES
Additionally, different BASETABLES where created from the ks, sessions and users
TABLES to get the top ranked users based on the number of events. These were the
generic SQL commands used to create them:
CREATE TABLE ‘user_top_date ‘ (
‘usrid ‘ varchar (10) NOT NULL ,
‘username ‘ varchar (50) NOT NULL ,
‘age ‘ int (11) DEFAULT NULL ,
‘gender ‘ varchar (1) NOT NULL ,
‘count ‘ int (11) DEFAULT NULL ,
PRIMARY KEY (‘usrid ‘)
) ENGINE=InnoDB DEFAULT CHARSET=utf8;
INSERT INTO user_top_date
SELECT sessions.usrid , users.username , users.age , users.gender ,
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COUNT (*) cnt
FROM sessions
INNER JOIN users ON sessions.usrid = users.usrid
INNER JOIN ks ON ks.session = sessions.session
WHERE date_created < DATE
GROUP BY sessions.usrid
Listing E.4: Create command to rank users by date and number of events
241
F | Javascript Key Codes
The following table shows a list of common Key – Key Code values.
Key Key Code Key Key Code Key Key Code
backspace 8 e 69 numpad 8 104
tab 9 f 70 numpad 9 105
enter 13 g 71 multiply 106
shift 16 h 72 add 107
ctrl 17 i 73 subtract 109
alt 18 j 74 decimal point 110
pause/break 19 k 75 divide 111
caps lock 20 l 76 f1 112
escape 27 m 77 f2 113
page up 33 n 78 f3 114
page down 34 o 79 f4 115
end 35 p 80 f5 116
home 36 q 81 f6 117
left arrow 37 r 82 f7 118
up arrow 38 s 83 f8 119
right arrow 39 t 84 f9 120
down arrow 40 u 85 f10 121
insert 45 v 86 f11 122
delete 46 w 87 f12 123
0 48 x 88 num lock 144
1 49 y 89 scroll lock 145
2 50 z 90 semi-colon 186
3 51 left window key 91 equal sign 187
4 52 right window key 92 comma 188
5 53 select key 93 dash 189
6 54 numpad 0 96 period 190
7 55 numpad 1 97 forward slash 191
8 56 numpad 2 98 grave accent 192
9 57 numpad 3 99 open bracket 219
a 65 numpad 4 100 back slash 220
b 66 numpad 5 101 close bracket 221
c 67 numpad 6 102 single quote 222
d 68 numpad 7 103
Table F.1: Common Javascript Key – Key Code values
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