We consider the task of tensor estimation, i.e. estimating a low-rank 3-order n × n × n tensor from noisy observations of randomly chosen entries in the sparse regime. In the context of matrix (2-order tensor) estimation, a variety of algorithms have been proposed and analyzed in the literature including the popular collaborative filtering algorithm that is extremely well utilized in practice. However, in the context of tensor estimation, there is limited progress. No natural extensions of collaborative filtering are known beyond "flattening" the tensor into a matrix and applying standard collaborative filtering.
I. INTRODUCTION
Tensor estimation involves the task of predicting underlying structure in a high-dimensional dataset given only a sparse subset of observations. We call this "tensor estimation" rather than the conventional "tensor completion" as the goal is not only to fill missing entries but also to estimate noisily observed entries. Whereas matrices represent data associated to two dimensions, rows and columns, tensors represent data associated to general d dimensions. In an e-commerce platform, a datapoint collected from an interaction may be associated to a user, product, and date/time, which could be represented in a 3-order tensor where the three dimensions would correspond to users, products, and date/time. Image data is also naturally represented in a 3-order tensor format, with two dimensions representing the location of the pixel, and the third dimension representing the RGB color components. Extending algorithms from matrix to general tensor estimation is important to allow for more flexible analysis of higher order data.
II. RELATED LITERATURE
Algorithms for analyzing sparse low rank matrices (equivalent to 2-order tensors) where the observations are sampled uniformly randomly have been well-studied. The algorithms consist of spectral decompositions (e.g. USVT) [1] - [3] , nuclear norm minimization [4] - [9] , gradient descent [1] , [2] , [10] - [12] , alternating minimization [13] , [14] , and nearest neighbor style collaborative filtering [15] - [17] . These algorithms have been shown to be provably consistent as long as the number of observations is Ω(rn polylog n) (e.g. [2] , [3] , [5] ) or ω(r 5 n) [17] , where r is the rank and n is the number of rows and columns. Lower bounds show that Ω(rn) samples are necessary for consistent estimation, and Ω(rn log(n)) samples are necessary for exact recovery [5] , [6] , implying that the proposed algorithms are nearly sample efficient order-wise up to the information theoretic lower bounds.
There are results extending matrix estimation algorithms to general higher dimensional tensor estimation, assuming the tensor is low rank and that observations are sampled uniformly randomly. Most commonly, they flatten or unfold the tensor to a matrix and subsequently apply matrix estimation algorithms [18] - [21] . A d-order tensor where each dimension is length n would be flattened to a n d/2 × n d/2 matrix, resulting in a sample complexity of Ω(n d/2 polylog(n)).
There are a few algorithms that improve upon this bound when d is odd, each mirroring a different technique used originally in matrix estimation [22] - [27] . For a 3-order tensor, they provide consistent estimators requiring only a sample complexity of Ω(n 3/2 polylog(n)). [22] , [23] analyzes the alternating minimization algorithm for exact recovery of the tensor given noiseless observations and finite rank r = Θ(1). [24] analyzes nuclear norm minimization with a suitable tensor nuclear norm; however, as computing tensor nuclear norm is NP-hard [28] , the algorithm is not efficiently computable. [25] , [26] use the sum of squares method, and [27] introduces a spectral method. Both of these latter algorithms can handle noisy observations and overcomplete tensors where the rank is larger than the dimension.
The sum of squares hierarchy conjectures a matching computational sample complexity lower bound of Ω(n 3/2 ) for polynomial time estimators [25] . Information theoretic bounds imply that one needs at least Ω(rn) observations to recover the underlying tensor, consistent with the degrees of freedom or number of parameters to specify a rank r tensor. Interestingly, this implies a conjectured gap between the computational and statistically achievable sample complexities.
III. CONTRIBUTION
We propose a new algorithm for symmetric tensor estimation which generalizes nearest neighbor collaborative filtering algorithms [17] . It is provably consistent with sample complexity Ω(n 3/2+ ) for any arbitrarily small > 0. This shows that our simple iterative collaborative filtering algorithm nearly achieves the conjectured computational sample complexity lower bound of Ω(n 3/2 ) for tensor estimation. While we present the results for symmetric tensors, our method and analysis can extend to asymmetric tensors, which we discuss in section VII. Our algorithm is a different style than the previously proposed SOS, spectral, or alternating minimization algorithms. It follows the nearest neighbor framework of similarity based collaborative filtering algorithms, which first computes similarities between coordinates, and then estimates entries by averaging datapoints from similar coordinates.
The nonobvious part of the algorithm is how to determine similarities between coordinates given sparse observations. The basic idea is to flatten the tensor into a matrix, and consider the structure in the graph constructed from the sparsity pattern of the matrix. Our algorithm computes similarities between two coordinates by comparing the local neighborhoods associated to each coordinate in the graph. The algorithm and analysis also sheds insight on the conjectured lower bound, as the threshold of n 3/2 is precisely the density of observations needed for connectivity in the associated graph. A benefit of our algorithm is that it can be implemented in a parallelized manner where the similarities between pair of indices are computed in parallel. This lends itself to distributed, scalable implementation. A naive bound on sample complexity of our algorithm for 3-order tensor is at most pn 6 . By using approximate nearest neighbor indices, these can be further improved and made truly implementable.
IV. PROBLEM STATEMENT AND MODEL
Consider an n × n × n symmetric tensor F generated as follows: For each u ∈ [n], sample θ u ∼ U [0, 1] independently. Let the true underlying tensor F be described by a Lipschitz function f evaluated over the latent variables,
. Additionally assume that the function has finite spectrum,
where r = Θ(1) and q k (.) denotes the orthonormal 2 eigenfunctions, satisfying Let M denote the observed symmetric data tensor, and let Ω ⊆ [n] 3 denote the set of observed indices. Due to the symmetry, it is sufficient to restrict the index set to triplets (u, v, w) such that u ≤ v ≤ w, as the datapoint is identical for all other permutations of the same triplet. The datapoint at each of these distinct triplets {(u, v, w) : u ≤ v ≤ w} is observed independently with probability p ∈ (0, 1], where we assume the observation is corrupted by mean zero independent additive noise terms. For (u, v, w) ∈ Ω,
We allow δ uvw to have different distributions for different distinct triplets (u, v, w) as long as the variance is uniformly bounded by σ 2 . The goal is to recover the underlying tensor F from the incomplete noisy observation M so that the mean squared error (MSE) is small, where MSE for an estimateF is defined as
The finite spectrum assumption for f implies a low rank tensor representation for F ,
A limitation of our model is that we assume constant rank r = Θ(1), which does not allow for overcomplete tensors where r > n. In addition we assume a generative latent variable model, which imposes additional smoothness beyond the low rank assumption. The specific condition that θ u ∼ U [0, 1] is not necessary, however we do need the fact that the latent variables are sampled iid from some underlying distribution. This guarantees incoherence-style conditions, as extreme outliers would correspond to regions with extremely small mass in the distribution and thus are unlikely.
The Lipschitz assumption implies that in addition to low rank, the tensor is "smooth", and thus there are sets of rows and columns that are similar to one another. As our algorithm is based on a nearest neighbor style approach we need that for any coordinate u, there is a significant mass of other coordinates a that are similar to u with respect to the function behavior. Other regularity conditions beyond Lipschitz that would also guarantee sufficiently many "nearest neighbors" would plausibly lead to similar results for our algorithm.
V. ALGORITHM INTUITION
The algorithm is a nearest neighbor style algorithm in which the first phase is to estimate a distance function between coordinates, denoted dist(u, a) for all (u, a) ∈ [n] 2 . Given the similarities, for some threshold ξ, the algorithm estimates by averaging datapoints from coordinates (a, b, c) for which
The entry F (a, b, c) depends on a coordinate a through its representation in the eigenspace, given by Qe u . Therefore
and Qe w ≈ Qe c . Ideally we would like our distance function dist(u, a) to approximate Qe u − Qe a 2 , but these are hidden latent features that we do not have direct access to.
Let's start with a thought experiment supposing that the density of observations were p = ω(n −1 ). Then for a pair of coordinates u and a, the expected number of pairs (b, c) such that both (u, b, c) and (a, b, c) are observed is on the order of p 2 n 2 = ω(1). For fixed θ a , θ u , and for randomly sampled θ b , θ c , the expected squared difference between the two corresponding datapoints reflects the distance between Qe a and Qe u along with the overall level of noise,
where we use the fact that q k (·) are orthonormal. This suggests approximating dist(u, a) with the average squared difference between datapoints corresponding to pairs (b, c) for which both (u, b, c) and (a, b, c) are observed.
This method does not attain the p = n −3/2 sample complexity, as the expected number of pairs (b, c) for which (a, b, c) and (u, b, c) are both observed will go to zero for p = o(n −1 ). This limitation arises due to the fact that when p = o(n −1 ), the observations are extremely sparse. Consider the n × n 2 "flattened" matrix of the tensor where row u correspond to coordinates u ∈ [n], and columns correspond to pairs of indices, e.g.
For any given row u, there are very few other rows that share observations along any column with the given row u, i.e. the number of 'neighbors' of any row index is few. If we wanted to exploit the intuition of the above simple calculations, we have to somehow enrich the neighborhood. We do so by constructing a graph using the non-zero pattern of the matrix as an adjacency matrix. This mirrors the idea from [17] for matrix estimation, which approximates distances by comparing expanded local neighborhoods in the graph representing the sparsity pattern of the unfolded or flattened tensor. The precise algorithm is described in the next section formally.
VI. FORMAL ALGORITHM
We will unfold the tensor to a matrix and use iterative sparse collaborative filtering from the matrix estimation setting [17] .
Step 1: Sample Splitting Let us assume for simplicity of the analysis that we obtain 3 independent fresh observation sets of the data, Ω 1 , Ω 2 , Ω 3 . Matrices M 1 , M 2 , and M 3 contain information from the subset of the data in M associated to Ω 1 , Ω 2 , and Ω 3 respectively. M 1 is used to define local neighborhoods of each vertex, M 2 is used to compute similarities of these neighborhoods, and M 3 is used to average over datapoints for the final estimate.
Step 2: Construct Bipartite Graph from Ω 1 , M 1 Let V denote the set of coordinate pairs consisting of distinct coordinates, i.e. V = {(b, c) ∈ [n] 2 s.t. b < c}, and |V| = n 2 . First we flatten the tensor M 1 to a n-by-n 2 matrix, where each row a ∈ [n] corresponds to an original coordinate of the tensor, and each column corresponds to a pair of coordinates (b, c) ∈ V from the original tensor. A row-column pair of the matrix thus corresponds to a triplet of coordinates in the original tensor, and the matrix entry is given the same value as the associated tensor datapoint M (a, b, c).
Next we define a bipartite graph corresponding to the flattened matrix. Construct a graph with vertex set [n] ∪ V. There is an edge between vertex a ∈ [n] and vertex (b, c) ∈ V if (a, b, c) ∈ Ω 1 , and the corresponding weight of the edge is M (a, b, c). Recall that we assumed a symmetric model such that triplets that are permutations of one another will have the same data entry and thus the same edge weight in the associated graph. Figure 1 (a) provides a concrete example of a bipartite graph constructed from tensor observations.
Step 3: Expanding the Neighborhood
Consider the graph constructed from Ω 1 , M 1 . For each vertex u ∈ [n], we construct a breadth first (BFS) tree rooted at vertex u such that the vertices along the BFS tree consist of strictly distinct coordinates, i.e. if vertex a ∈ [n] is visited in an earlier layer of the BFS tree, then no vertex corresponding to (a, b) for any b ∈ [n] can be visited subsequently. Similarly, if (a, b) is visited in the BFS tree, then no subsequent vertices including either coordinates a or b can be visited.
There may be multiple valid BFS trees due to different ordering of visiting edges at the same depth/layer. For example, if a vertex at depth s has edges to two different vertices at depth s − 1, only one of the edges can be chosen to maintain the tree property, but either choice is equally valid. Similarly, if there are vertices in V at depth s which share the same coordinates, such as (a, b) and (a, c), then only one of those vertices can be chosen. Either choice is equally valid but would lead to subsequently different trees, as visiting (a, b) would prevent the tree from downstream visiting coordinates a or b but would leave coordinate c available for future vertex visits. Figure 1(c) shows valid BFS trees for a bipartite graph constructed from an example tensor.
The graph is bipartite so that each subsequent layer of the BFS tree alternates between the vertex sets [n] and V. Consider a valid BFS tree rooted at vertex u ∈ [n] which respects the constraint that no coordinate is visited more than once. We will use U u,s ⊆ V to denote the set of vertices at depth (2s − 1) of the BFS tree, and we use S u,s ⊆ [n] to denote the set of vertices at depth 2s of the BFS tree. Let We define neighborhood vectors which represent the different layers of the BFS tree. Let N u,s ∈ [0, 1] n be associated to set S u,s , where the a-th coordinate is equal to the product of weights along the path from u to a in the BFS tree for a ∈ S u,s . Similarly, let W u,s ∈ [0, 1] V be associated to set U u,s , where the (b, c)-th coordinate is equal to the product of weights along the path from u to (b, c) in the BFS tree for Forming the BFS tree rooted at vertex 1: Edges ((2,5),4) and ((3,4) ,2) are not valid to traverse for the BFS tree, as coordinates 2 and 4 have both been visited in layer 2 by the vertices (2, 5) and (3, 4) Forming the BFS tree rooted at vertex 2: Edges (4,(2,5)) and (4,(2,3)) are conflicting as they share the coordinate 2. Similarly, edges (4,(2,3)) and (4,(1,3)) are conflicting as they share the coordinate 3.
There are a total of 3 equally valid yet different BFS trees which break conflicts by choosing different edges. Figure (a) depicts the bipartite graph constructed from this set of observations. Weights would be assigned to edges based on the value of the observed entry in the tensor M 1 . Figure (b) depicts the traditional notion of the BFS tree rooted at vertices 1 and 4. Vertices at layer/depth s correspond to vertices with shortest path distance of s to the root vertex. Figure (c) depicts valid BFS trees for our algorithm, which imposes an additional constraint that coordinates cannot be repeated. For the BFS tree rooted at vertex 1, edges ((2, 5), 4) and ((3, 4) , 2) are not valid, as coordinates 2 and 4 have both been visited in layer 2 by the vertices (2, 5) and (3, 4) . There are three different valid BFS trees rooted at vertex 4 which resolve conflicting edges with different choices. Edges (4, (2, 5)) and (4, (2, 3)) are conflicting as they share the coordinate 2. Edges (4, (2, 3)) and (4, (1, 3) ) are conflicting as they share the coordinate 3. Figure (d) depicts the sets Su,s and Uu,s along with the neighborhood vectors Nu,s and Wu,s for a specific valid BFS tree rooted at vertex u = 4.
(b, c) ∈ U u,s . For a ∈ [n], let π u (a) denote the parent of a in the valid BFS tree rooted at vertex u. For (b, c) ∈ V, let π u (b, c) denote the parent of (b, c) in the BFS tree rooted at vertex u. We can define the neighborhood vectors recursively, N u,s (a) = M 1 (a, π u (a))W u,s (π u (a))I(a ∈ S u,s ) s) and N u,0 = e u . LetÑ u,r denote the normalized vectorÑ u,r = N u,r /|S u,r | and letW u,r denote the normalized vectorW u,r = W u,r /|U u,r |. Figure 1(d) illustrates the neighborhood sets and vectors for a valid BFS tree.
Step 4: Computing the distances Let us choose neighborhood depth t proportional to ln(1/(pn)) ln(p 2 n 3 ) . Compute dist(u, v) according to
Step 5: Averaging datapoints to produce final estimate Let E uvw denote the set of indices (a, b, c) such that a ≤ b ≤ c, (a, b, c) ∈ Ω 3 , and the estimated distances dist(u, a), dist(v, b), dist(w, c) are all less than some chosen threshold parameter ξ. The final estimate averages the datapoints corresponding to indices in E uvw ,
VII. THEORETICAL GUARANTEES
We provide an upper bound on the MSE of the algorithm, which shows that the MSE converges to zero as long as p = n −3/2+ for some > 0. We assume 1−2 4 is not integral.
Theorem VII.1. We assume that the function f is L-Lipschitz with respect to θ, and that θ ∼ U [0, 1]. Assume that p = n −3/2+ for some ∈ (0, 1 2 ). Choose t to be the unique integer between t ∈ 1−2 4 , 1+2
4
.
For any arbitrarily small ρ > 0, choose the threshold
The algorithm produces estimates so that,
The computational complexity is bounded above by O(pn 6 ).
As long as 1−2 4
is not integral, then this result implies that our simple collaborative filtering algorithm based on estimating similarities produces a consistent estimator with MSE converging to zero with n.
The computational complexity can be estimated by analyzing steps 3-5 of the algorithm. Recall that each coordinate is visited at most one time in the process of building any valid BFS tree. Step 3 costs O(n 2 ), as there are n trees to construct which each take a maximum of n edge traversals. Step 4 costs O(pn 4 ) as the vectors M u,t+1 and N u,t are at most n-sparse, the density of matrix M 2 is p, and there are n 2 pairs of coordinates for which we need to compute distances. Step 5 costs O(pn 6 ) as there are Θ(n 3 ) triplets we need to estimate, and each involves averaging at most O(pn 3 ) datapoints.
Although our stated results assume a symmetric tensor, the results naturally extend to asymmetric (n 1 × n 2 × n 3 ) tensors as long as n 1 , n 2 , and n 3 are proportional to one another. Our analysis can be modified for the asymmetric setting, or one can reduce the asymmetric tensor to a (n×n×n) symmetric tensor where n = n 1 +n 2 +n 3 , and the coordinates of the new tensor consists of the union of the coordinates in all three dimensions of the asymmetric tensor. The results applied to this larger tensor would still hold with adjustments of the model allowing for piecewise Lipschitz functions.
In the proof sketch that follows below, we show that for the 3-order tensor, the sample complexity threshold of p = ω(n −3/2 ) directly equals the density of observations needed to guarantee the bipartite graph is connected with high probability. Although our stated results assume a 3-order tensor, we conjecture that our algorithm and analysis can be extended to general d-order tensors. A naive calculation seems to imply that ω(n d/2 ) is the connectivity threshold for the graph corresponding to a flattening of a d-order tensor.
VIII. PROOF SKETCH
The main challenge of the proof is to show that with high probability,
This would imply that if dist(u, a) is small, then Qe a ≈ Qe u . In particular, if Λ 2t+1 Q(e a − e u ) 2 2 ≤ η, then
We use the conditions of Lipschitzness and the latent variable model to lower bound the fraction of vertices a that are "close" to u measured according to Λ 2t+1 Q(e a − e u ) 2 2 . The final MSE calculation then results from a bias and variance tradeoff.
In order to show that dist(u, a) concentrates, we argue that e T k QW u,s conditioned on U u,s and all previous layers of the BFS tree (denoted G(B u,2(s−1) )), is a sum of |U u,s | iid random variables with mean e T k ΛQÑ u,s−1 . Similarly we also show that e T k QÑ u,s conditioned on S u,s and all previous layers of the BFS tree (denoted G(B u,2s−1 )), is a sum of |S u,s | iid random variables with mean e T k ΛQW u,s . The two of these results together indicate that e T k QÑ u,t ≈ e T k Λ 2t Qe u and e T k QW u,t+1 ≈ e T k Λ 2t+1 Qe u .
Conditioned on M 1 , then dist(u, a) can be written as a sum of approximately p|U u,t+1 ||S u,t | random variables.
In order for these expressions to concentrate around their mean, we need the observations to be sufficiently dense so that |U u,s | = ω(1) for s ∈ [t + 1], |S u,s | = ω(1) for s ∈ [t], and p|U u,t+1 ||S u,t | = ω(1). If we ignore the constraints that coordinates are not allowed to be repeated in valid BFS trees, we can roughly estimate the expected sizes of these neighborhoods, .
In order to guarantee that these quantities are sufficiently large to prove concentration, the density of observations must be p = ω(n −3/2 ), and the depth t must satisfy t > ln(1/(pn)) ln(p 2 n 3 ) . This argument illustrates that the conjectured n 3/2 computational sample complexity lower bound directly matches the threshold of observation density that would guarantee connectivity in the graph corresponding to the flattened tensor.
