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Abstract
An n-bit Gray code is a circular listing of all 2n n-bit binary strings in which consecutive strings differ at exactly one bit. For
n ≤ t ≤ 2n−1, an (n, t)-antipodal Gray code is a Gray code in which the complement of any string appears t steps away from the
string, clockwise or counterclockwise. Killian and Savage proved that an (n, n)-antipodal Gray code exists when n is a power of 2
or n = 3, and does not exist for n = 6 or odd n > 3. Motivated by these results, we prove that for odd n ≥ 3, an (n, t)-antipodal
Gray code exists if and only if t = 2n−1 − 1. For even n, we establish two recursive constructions for (n, t) codes from smaller
(n′, t ′). Consequently, various (n, t)-antipodal Gray codes are found for even n’s. Examples are for t = 2n−1 − 2k with k odd and
1 ≤ k ≤ n − 3 when n ≥ 4, for t = 2n−k when n ≥ 2k with 1 ≤ k ≤ 3, for t = n when n = 2k ≥ 2 (an alternative proof for
Killian and Savage’s result) . . . etc.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Given a positive integer n, an n-bit Gray code (Gray code for short) is a circular listing of all 2n n-bit binary strings,
in which two consecutive strings differ at exactly one bit [10].
Gray codes have wide applications such as graphics and image processing [1], information storage and retrieval [3],
processor allocation in the hypercube [4], statistics [5], hashing [6], puzzle [7], ordering of documents on shelves [13],
signal encoding [14], computing the permanent [15], data compression [17], and circuit testing [18]. An extensive
bibliography lists hundreds of references in the survey paper by Savage [19].
There are many ways to generate a Gray code for any given n. A classic recursive approach constructs an n-bit
Gray code by appending 0 to each string of the (n − 1)-bit Gray code, then list the (n − 1) Gray code in reverse,
appending 1 to each string. A Gray code generated in this way is called a reflected Gray code. However, Gray codes
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Fig. 1. Examples of (4, t)-antipodal Gray codes for t = 4, 6, 8.
with certain additional properties or restrictions would be desirable. In fact, there are many variations other than the
reflected Gray codes. The balanced Gray codes, monotone Gray codes, non-composite Gray codes, long-run Gray
codes are among some of these [2,9,20,21]. The reader may refer to [12] and [19] for more information.
In the language of graph theory, a Gray code is equivalent to a Hamiltonian cycle of an n-cube, the graph whose
vertices are the n-bit binary strings with two vertices being adjacent if they differ at exactly one bit [8,16].
Recently Killian and Savage [11] investigated the antipodal Gray code, which is a Gray code with the restriction
that the complement of any string appears at exactly n strings away, either counterclockwise or clockwise. They
proved that the antipodal Gray code does not exist if n > 3 is odd or n = 6. They also gave a clever construction for
the existence of an antipodal Gray code for n being a power of 2. Motivated by their results, we study antipodal Gray
codes in a more general setting as follows.
For positive integers n ≤ t ≤ 2n−1, an (n, t)-antipodal Gray code is a Gray code in which the complement of any
string appears t steps away from the string, either clockwise or counterclockwise. An antipodal Gray code is then an
(n, n)-antipodal Gray code. See Fig. 1 for examples of (4, t)-antipodal Gray codes for t = 4, 6, 8. Notice that for the
existence of an (n, t)-antipodal Gray code it is necessary that n and t have the same parity.
This paper is organized as follows. Notation and preliminary results are given in Section 2. In Section 3, we
characterize t for which an (n, t)-antipodal Gray code exists when n ≥ 3 is odd. More precisely, it is proved that
for odd n ≥ 3 there is an (n, t)-antipodal Gray code if and only if t = 2n−1 − 1. In Section 4 we consider the
case when n is even. In particular, we establish two recursive constructions for (n, t) codes from smaller (n′, t ′).
Consequently, various (n, t)-antipodal Gray codes are found for even n’s. Examples are for t = 2n−1 − 2k with k odd
and 1 ≤ k ≤ n − 3 when n ≥ 4, for t = 2n−k when n ≥ 2k with 1 ≤ k ≤ 3, for t = n when n = 2k ≥ 2 (an
alternative proof for Killian and Savage’s result [11]) . . . etc. The final section discusses some unsolved problems.
2. Notation and preliminary results
In this paper, we employ terminology and notation used in [11] by modifying (n, n) to (n, t). Results in Lemmas 1–
8 are parallel to those in [11]. However, for clearness and for readers’ convenience we include the proofs in this paper.
Also, some of our constructions share the similar spirit as those in [11].
An n-bitGray code G is a circular listing of all 2n n-bit binary strings, in which consecutive strings differ at exactly
one bit. We denote G by G := (G(0),G(1), . . . ,G(2n − 1)), where G(i) and G(i + 1), with indices module 2n , are
consecutive. The complement of a bit is defined by 0 = 1 and 1 = 0. The complement of a binary string x1x2 . . . xn is
defined by x = x1 x2 . . . xn .
An (n, t)-antipodal Gray code is an n-bit Gray code with the additional property that the complement of each string
is t steps away, either counterclockwise or clockwise. More precisely, for n ≤ t ≤ 2n−1, G is an (n, t)-antipodal Gray
code if for 0 ≤ i < 2n , we have:
(i) G(i) = G(i ⊕ t) or (ii) G(i) = G(i ⊕−t),
where i ⊕ j := (i + j) mod 2n for integers i and j . It is clear that ⊕ is commutative and associative. We pair up
each string with its complement: the index i is called a pre-element in case (i), and is called a post-element in case
(ii). Note that an element is both a pre-element and a post-element if and only if t = 2n−1. For example, for the
(4, 6)-antipodal Gray code in Fig. 1, indices 0, 1, 4, 5, 8, 9, 12, 13 are the pre-elements while 2, 3, 6, 7, 10, 11, 14, 15
the post-elements.
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As the cases when n = 1, 2 are easy, from now on, we may consider (n, t)-antipodal Gray codes only for
3 ≤ n ≤ t ≤ 2n−1 and n ≡ t (mod 2) . First, we present some basic lemmas.
Lemma 1. For 0 ≤ i < 2n , index i is a pre-element if and only if i ⊕ t is a post-element.
Proof. If i is a pre-element, then G(i) = G(i ⊕ t). This gives G(i ⊕ t) = G(i) = G((i ⊕ t) ⊕ −t) and so i ⊕ t
is a post-element. Conversely, If i ⊕ t is a post-element, then G(i ⊕ t) = G((i ⊕ t) ⊕ −t) = G(i), which gives
G(i) = G(i ⊕ t) and so i is a pre-element. 
When n ≤ t < 2n−1, the sign sequence of G is defined as σG := (σG(0), σG(1), . . . , σG(2n − 1)), where
σG(i) = ‘+’ if i is a pre-element and σG(i) = ‘−’ if i is a post-element. For the case of t = 2n−1, we
let σG(i) = ‘+’ if 0 ≤ i < 2n−1 and σG(i) = ‘−’ otherwise. For example, the (4, 6) code in Fig. 1 has
σG(i) = (+,+,−,−,+,+,−,−,+,+,−,−,+,+,−,−) as the sign sequence.
Lemma 2. For 0 ≤ i < 2n , we have σG(i) = σG(i ⊕ 2t).
Proof. According to Lemma 1, i is a pre-element if and only if i ⊕ t is a post-element, which happens if and only if
i ⊕ 2t is a pre-element, hence σG(i) = σG(i ⊕ 2t). 
An integer p is a period for σG if σ(i) = σG(i ⊕ p) for 0 ≤ i < 2n . It is clear that 2n is a period, 2t is a period
by Lemma 2, and t is not a period by Lemma 1. We compute the minimum positive period of a sign sequence in next
lemma.
Lemma 3. The minimum positive period of σG is gcd(2n, 2t).
Proof. Let p = gcd(2n, 2t). There exist integers a and b such that p = a · 2n + b · 2t , which implies that p is also
a period since 2n and 2t are periods. Suppose p∗ is the minimum positive period. By the same argument, gcd(p∗, p)
is also a period. As gcd(p∗, p) ≤ p∗, we have that p∗ = gcd(p∗, p) which is a divisor of p and so is of the form 2c
for some positive integer c. If p∗ < p ≤ 2t , then p∗ is a divisor of t and so t is a period, which contradicts Lemma 1.
Thus, p∗ = p. 
We may record the position of bit change by defining the flip sequence fG of G by letting fG(i) be the bit position
at which G(i) and G(i ⊕−1) differ for 0 ≤ i < 2n . For example, the flip sequence of the (4, 6)-antipodal Gray code
in Fig. 1 is fG = (3, 4, 3, 4, 2, 4, 1, 4, 2, 4, 3, 4, 2, 4, 1, 4). With this we can characterize the sign sequence:
Lemma 4. σG(i) = ‘+’ if and only if each element in {1, 2, . . . , n} appears an odd number of times in the multiset
Fi := { fG(i ⊕ k) : 1 ≤ k ≤ t}.
Proof. The lemma follows from the fact that σG(i) = ‘+’ if and only if G(i) and G(i ⊕ t) differ at all n positions i ,
which occurs if any only if G flips at each position j an odd number of times. 
3. (n, t)-antipodal Gray code for odd n
In this section we consider the case when n is odd. Our main result is to prove that for any odd integer n ≥ 3 there
is an (n, t)-antipodal Gray code if and only if t = 2n−1−1. Meanwhile we also construct an (n, 2n−1)-antipodal Gray
code for any positive even integer n.
Lemma 5. If G is an (n, t)-antipodal Gray code with odd n ≥ 3, then the minimum positive period for σG is 2. That
is, σG = (+,−,+,−, . . . ,+,−).
Proof. Since n ≡ t (mod 2) and n is odd, t is odd. By Lemma 3, the minimum positive period is gcd(2n, 2t) = 2. 
In the next few lemmas we establish properties for fG .
Lemma 6. If G is an (n, t)-antipodal Gray code with odd n ≥ 3 and σG(i) = ‘+’, then fG(i ⊕ 1⊕ t) 6= fG(i ⊕ 1).
Proof. Suppose to the contrary that fG(i⊕1⊕t) = fG(i⊕1). Then, Fi⊕1 = (Fi \{ fG(i⊕1)})∪{ fG(i⊕1⊕t)} = Fi .
Since σG(i) = ‘+’, by Lemma 4, each j ∈ {1, 2, . . . , n} appears an odd number of times in Fi = Fi⊕1, hence again
by Lemma 4 σG(i ⊕ 1) = ‘+’, which contradicts Lemma 5. 
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Lemma 7. If G is an (n, t)-antipodal Gray code with odd n ≥ 3 and σG(i) = ‘+’, then fG(i ⊕ 1) = fG((i ⊕ 1)⊕
(t + 1)) and fG(i ⊕ 2) = fG((i ⊕ 2)⊕ (t − 1)).
Proof. Let fG(i ⊕ 1) = x and fG(i ⊕ 2) = y. Clearly x 6= y. According to Lemma 5, σG(i ⊕ 2) = σG(i) =
‘+’. By Lemma 4, both x and y appear an odd number of times in Fi and Fi⊕2. So we must have that { fG(i ⊕ (t +
1)), fG(i ⊕ (t + 2))} = {x, y}. On the other hand, from Lemma 6 we know x = fG(i ⊕ 1) 6= fG(i ⊕ (t + 1)). Hence,
x = fG(i⊕1) = fG(i⊕(t+2)) = fG((i⊕1)⊕(t+1)) and y = fG(i⊕2) = fG(i⊕(t+1)) = fG((i⊕2)⊕(t−1)),
as desired. 
In fact, we can fully predict the position of the bit change as follows.
Lemma 8. If G is an (n, t)-antipodal Gray code with odd n ≥ 3 and L = lcm(t + 1, t − 1), then fG(i) = fG(i ⊕ L)
for 0 ≤ i < 2n .
Proof. Since both t+1 and t−1 are even, for σG(i) = ‘+’, by Lemma 5 we have σG(i⊕r(t+1)) = σG(i⊕r(t−1)) =
‘+’ for all integers r ≥ 0. Repeatedly applying Lemma 7 gives fG(i ⊕ 1) = fG((i + 1) ⊕ r(t + 1)) and
fG(i ⊕ 2) = fG((i + 2) ⊕ r(t − 1)) for all r . In particular, if σG(i) =‘+’, then fG(i ⊕ 1) = fG((i ⊕ 1) ⊕ L)
and fG(i ⊕ 2) = fG((i ⊕ 2)⊕ L). Hence fG(i) = fG(i ⊕ L) for any i . 
We need two more lemmas for constructing (n, t)-antipodal Gray codes. We call a listing of 2n binary strings an
n-Gray path if any two consecutive strings differ at exactly one position, with the extra condition that the first string
is 0n and the last 1n .
Lemma 9. For any positive odd integer n, there is an n-Gray path.
Proof. We shall prove the lemma by induction on n. The case of n = 1 is trivial. Suppose the lemma holds for
n = k, where k is odd, say (a0, a1, . . . , a2k−1) is a Gray path. Now consider the following sequence of 2k+2 distinct
(k + 2)-bit binary strings, reading from left to right and then from top to bottom:
00a0, 01a0, 11a0, 10a0, 10a1, 11a1, 01a1, 00a1,
00a2, 01a2, 11a2, 10a2, 10a3, 11a3, 01a3, 00a3,
...
...
...
...
...
...
...
...
00a2k−4, 01a2k−4, 11a2k−4, 10a2k−4, 10a2k−3, 11a2k−3, 01a2k−3, 00a2k−3,
00a2k−2, 01a2k−2, 11a2k−2, 10a2k−2, 10a2k−1, 00a2k−1, 01a2k−1, 11a2k−1.
A straightforward check shows that this is a Gray path. 
Theorem 10. For any positive even integer n, there is an (n, 2n−1)-antipodal Gray code.
Proof. By Lemma 9, there is an (n − 1)-Gray path (a0, a1, . . . , a2n−1−1). Consider the following sequence of 2n
distinct n-bit binary strings:
0a0, 0a1, . . . , 0a2n−1−1,
1a0, 1a1, . . . , 1a2n−1−1.
It is easy to see that this is an (n, 2n−1)-antipodal Gray code. 
We are now ready to prove the main result of this section.
Theorem 11. For any odd integer n ≥ 3, there is an (n, t)-antipodal Gray code G if and only if t = 2n−1 − 1.
Proof. Suppose there is an (n, t)-antipodal Gray code G. According to Lemma 8, fG(i ⊕ k) = fG(i ⊕ k ⊕ L) for
1 ≤ k ≤ L , where L = lcm(t + 1, t − 1). Thus, between G(i) and G(i ⊕ 2L), each position flips an even number of
times, which gives that G(i) = G(i ⊕ 2L) for 0 ≤ i < 2n . Since all elements of G are distinct, 2L is a multiple of
2n . Now, 2L = 2 · lcm(t + 1, t − 1) = gcd(t + 1, t − 1) · lcm(t + 1, t − 1) = (t + 1)(t − 1). Hence, either t + 1 or
t − 1 is a multiple of 2n−1, which is only possible when t = 2n−1 − 1.
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Next, we construct an (n, 2n−1 − 1)-antipodal Gray code for any odd integer n ≥ 3. By Theorem 10, there is an
(n − 1, 2n−2)-antipodal Gray code (G(0),G(1), . . . ,G(2n−1 − 1)). Consider the following sequence of 2n distinct
n-bit binary strings:
0G(0), 1G(0), 1G(1), 0G(1),
...
...
...
...
0G(2n−2 − 2), 1G(2n−2 − 2), 1G(2n−2 − 1), 0G(2n−2 − 1),
0G(2n−2), 1G(2n−2), 1G(2n−2 + 1), 0G(2n−2 + 1),
...
...
...
...
0G(2n−1 − 2), 1G(2n−1 − 2), 1G(2n−1 − 1), 0G(2n−1 − 1).
Notice that we can attach the prefix pattern 0, 1, 1, 0 properly as above since 2n−2 is even. As xG(i) is the complement
of xG(2n−2+i) for 0 ≤ i < 2n−2, a straightforward check shows that this is an (n, 2n−1−1)-antipodal Gray code. 
4. (n, t)-antipodal Gray code for even n
This section is devoted to constructing (n, t)-antipodal Gray codes for positive even integers n. Two theorems for
constructing (n, t)-antipodal Gray codes from (n′, t ′)-antipodal Gray codes with n′ < n and t ′ < t are established.
Consequently, various (n, t)-antipodal Gray codes are found for even n’s. Examples are for t = 2n−1 − 2k with k odd
and 1 ≤ k ≤ n − 3 when n ≥ 4, for t = 2n−k when n ≥ 2k with 1 ≤ k ≤ 3, for t = n when n = 2k ≥ 2 (an
alternative proof for Killian and Savage’s result [11]) . . . etc.
Theorem 12. For any even integer n ≥ 4 and any odd integer k with 1 ≤ k ≤ n − 3, there is an (n, 2n−1 − 2k)-
antipodal Gray code.
Proof. Let h = n − k ≥ 3, which is an odd integer. By Theorem 11, there is an (h, 2h−1 − 1)-antipodal Gray code
(G(0),G(1), . . . ,G(2h − 1)). Also by Lemma 9, there is a k-Gray path (a0, a1, . . . , a2k−1). We now construct the
following sequence of 2k2h = 2n distinct n-bit binary strings:
a0G(0), a1G(0), . . . , a2k−1G(0),
a0G(1), a1G(1), . . . , a2k−1G(1),
a0G(2), a1G(2), . . . , a2k−1G(2),
a0G(3), a1G(3), . . . , a2k−1G(3),
...
...
...
...
a0G(2h−1 − 2), a1G(2h−1 − 2), . . . , a2k−1G(2h−1 − 2),
a0G(2h−1 − 1), a1G(2h−1 − 1), . . . , a2k−1G(2h−1 − 1),
a0G(2h−1), a1G(2h−1), . . . , a2k−1G(2h−1),
a0G(2h−1 + 1), a1G(2h−1 + 1), . . . , a2k−1G(2h−1 + 1),
...
...
...
...
a0G(2h − 2), a1G(2h − 2), . . . , a2k−1G(2h − 2),
a0G(2h − 1), a1G(2h − 1), . . . , a2k−1G(2h − 1).
It is straightforward to check that this is an (n, 2n−1 − 2k)-antipodal Gray code. 
In the following we shall construct (n, t)-antipodal Gray codes from (n′, t ′)-antipodal Gray codes with n′ < n and
t ′ < t . An (n, t)-antipodal Gray code G is called simple if 2t is a divisor of 2n and σG(i) =‘+’ for 0 ≤ (i mod 2t) < t .
In this case we also have σG(i) = ‘−’ for t ≤ (i mod 2t) < 2t . Hence the sign sequence of a simple code consists
of repeating a run of t ‘+’s by a run of t ‘−’s. Notice that we have G(2t j + k) = G(2t j + k + t) for 0 ≤ j < 2n/2t
and 0 ≤ k < t . For an example, see the (4, 4)-antipodal Gray code in Fig. 1, which is simple with the sign sequence
(+,+,+,+,−,−,−,−,+,+,+,+,−,−,−,−).
Now, the first construction.
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Theorem 13. If n is a positive even integer and there is a simple (n, t)-antipodal Gray code, then there is a simple
(n + 2, 4t)-antipodal Gray code.
Proof. Suppose (G(0),G(1), . . . ,G(2n − 1)) is a simple (n, t)-antipodal Gray code. For 0 ≤ j < 2n/2t , let X j be
the sequence of 4t distinct (n + 2)-bit binary strings:
00G(2t j + 0), 01G(2t j + 0), 11G(2t j + 0), 10G(2t j + 0),
10G(2t j + 1), 00G(2t j + 1), 01G(2t j + 1), 11G(2t j + 1),
11G(2t j + 2), 01G(2t j + 2), 00G(2t j + 2), 10G(2t j + 2),
10G(2t j + 3), 00G(2t j + 3), 01G(2t j + 3), 11G(2t j + 3),
...
...
11G(2t j + t − 2), 01G(2t j + t − 2), 00G(2t j + t − 2), 10G(2t j + t − 2),
10G(2t j + t − 1), 00G(2t j + t − 1), 01G(2t j + t − 1), 11G(2t j + t − 1).
Also, let X j be the sequence obtained from X j by replacing each item by its complement. Then, it can be check that
(X0, X0, X1, X1, . . . , X2n/2t−1, X2n/2t−1) is a simple (n + 2, 4t)-antipodal Gray code. 
Consequently, we have the following result.
Theorem 14. Suppose n is a positive even integer and 1 ≤ k ≤ 3. If n ≥ 2k, then there is a simple (n, 2n−k)-antipodal
Gray code.
Proof. The theorem follows from Theorem 13, the simple (2, 2)-antipodal Gray code (00, 01, 11, 10), the simple
(4, 4)-antipodal Gray codes in Fig. 1, and the following simple (6, 8)-antipodal Gray code generated by computer.
000000, 100000, 110000, 010000, 011000, 111000, 111100, 111110,
111111, 011111, 001111, 101111, 100111, 000111, 000011, 000001,
100001, 110001, 010001, 011001, 111001, 111101, 011101, 011100,
011110, 001110, 101110, 100110, 000110, 000010, 100010, 100011,
101011, 001011, 011011, 111011, 110011, 010011, 010111, 010101,
010100, 110100, 100100, 000100, 001100, 101100, 101000, 101010,
001010, 011010, 111010, 110010, 010010, 010110, 110110, 110111,
110101, 100101, 000101, 001101, 101101, 101001, 001001, 001000. 
As we will see, the simple codes will be the key for constructing longer codes. We need another notion to
decompose a simple Gray code. An (n, t)-segment, denoted (P0, P1, . . . , P2t−1), is a listing of 2t consecutive strings
of an (n, t)-antipodal Gray code, satisfying Pi = Pi+t for 0 ≤ i < t . For example, in the (6, 8)-antipodal Gray code
above there are four (6, 8)-segments, each consisting of 16 strings, namely those in lines 1 and 2, those in lines 3 and
4, those in lines 5 and 6, and those in lines 7 and 8. A simple (n, t)-antipodal Gray Code G is then the concatenation of
k = 2n/2t segments. We denote this fact by G = (N1, N2, . . . , Nk), where each Ni , 1 ≤ i ≤ k, is an (n, t)-segment,
and call it the segment decomposition of G.
Lemma 15. If (P0, P1, . . . , P2t−1) is an (n, t)-segment, then P0 and P2t−1 differ at exactly one bit.
Proof. Since Pt−1 and Pt differ at exactly one bit, and P2t−1 = Pt−1, we have that P2t−1 and Pt differ at n − 1 bits.
We also know that P0 and Pt differ at every bit, hence P0 and P2t−1 differ at exactly one bit. 
From this lemma it can be easily deduced that the reverse, reading backward from the last string, or the rotation,
reading from any string with the indices module 2t , of an (n.t)-segment is also an (n, t)-segment.
Lemma 16. We may construct 2t different (n + m, 2t)-segments from an (n, t)-segment and an (m, t)-segment.
Proof. Suppose (P0, P1, . . . , P2t−1) is an (m, t)-segment and (Q0, Q1, . . . , Q2t−1) is an (n, t)-segment. Consider
the following sequence of 4t distinct (n + m)-bit binary strings:
P0Q0, P0Q1, P1Q1, . . . , Pt−2Qt−2, Pt−2Qt−1, Pt−1Qt−1, Pt−1Qt ,
PtQt , PtQt+1, Pt+1Qt+1, . . . , P2t−2Q2t−2, P2t−2Q2t−1, P2t−1Q2t−1, P2t−1Q0.
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Fig. 2. Traverse strings of a block of the Cartesian product of two (2, 2)-segments.
It is easy to check that this is an (n+m, 2t)-segment. By rotating the sequence (P0, P1, . . . , P2t−1), we can construct
2t different (n + m, 2t)-segments. 
We now come up to the main result of this section.
Theorem 17. For any positive even integers m and n with t a divisor of both 2m and 2n , if there are a simple (m, t)-
antipodal Gray code G1 and a simple (n, t)-antipodal Gray code G2, then there is a simple (m + n, 2t)-antipodal
Gray code.
Proof. The proof strategy is to use segment decomposition of G1 = (M1,M2, . . . ,Mp) and G2 = (N1, N2, . . . , Nq),
where p = 2m/2t − 1 and q = 2n/2t − 1. From these decompositions, we consider the Cartesian product G1 × G2,
which has pq blocks. By a block we mean the set Mi × N j , 1 ≤ i ≤ p, 1 ≤ j ≤ q . Each block consists of 4t2 strings
of (m + n) bits, with each string the first m bits coming from a string in Mi and the last n bits coming from a string in
N j . Our desired (m + n)-antipodal Gray code is obtained by traversing all blocks, together with the requirement that
strings in the same block should be traversed before passing into the next block. This requirement is ensured below.
Take a block, which is a Cartesian product of an (m, t)-segment and an (n, t)-segment. We design a method to
traverse all 4t2 strings of this block as follows. We select t disjoint (n + m, 2t)-segments constructed in Lemma 16.
Let i unionmulti j := (i + j) mod 2t for integers i, j . For all 0 ≤ k < t , let Xk be the following segment of 4t distinct
(n + m)-bit binary strings:
P0unionmulti−2kQ0, P0unionmulti−2kQ1, P1unionmulti−2kQ1, . . . , Pt−2unionmulti−2kQt−1, Pt−1unionmulti−2kQt−1, Pt−1unionmulti−2kQt ,
Ptunionmulti−2kQt , Ptunionmulti−2kQt+1, Pt+1unionmulti−2kQt+1, . . . , P2t−2unionmulti−2kQ2t−1, P2t−1unionmulti−2kQ2t−1, P2t−1unionmulti−2kQ0.
It is straightforward to check that the last string of Xk and the first string of X i+k differ at exactly one bit. In addition,
the first string of X0 and the last string of X t−1 also differ at exactly one bit. Thus, (X0, X1, . . . , X t−1) is a listing of
4t2 (m + n)-bit binary strings in which consecutive items differ at exactly one bit.
It is easier to grasp the idea if we regard the listing as a special directed Hamiltonian cycle on a torus. An illustrated
example is in Fig. 2, where we traverse all strings of a block resulting from Cartesien product of two (2, 2)-segments.
In this example (i, j), 0 ≤ i, j ≤ 3, stands for the (2 + 2)-bit string with the first two bit from Mi and the last two
bits from N j , and (i, j) is adjacent to (i, j ± 1) and (i ± 1, j) with coordinates module 2t . The listing (X0, X1) is a
directed Hamiltonian cycle of this graph.
In this way we can traverse every string in a block. Moreover, there are many possibilities to choose the first vertex,
the source S, and the last vertex, the destination D, to be traversed. Three choices are especially useful (see Fig. 3),
these three types of blocks will be served as tiling blocks:
Type I: S is the bottom-right corner string, D is the upper-right corner string.
Type II: S is the upper-left corner string, D is the upper-right corner string.
Type III: S is the bottom-right corner string, D is the bottom-left corner string.
G.J. Chang et al. / Theoretical Computer Science 374 (2007) 82–90 89
Fig. 3. Type I, II, III choices for the source and the destination for a block.
Fig. 4. Generate an (m + n, 2t) code from an (m, t) code and an (n, t) code.
Now consider the Cartesian product (M0,M1, . . . ,Mp) × (N0, N1, . . . , Nq), consisting of pq blocks MiN j ,
0 ≤ i ≤ p, 0 ≤ j ≤ q . We traverse all blocks by starting from the block M0 × N0, and zigzaging in the order
M0 × N0, M1 × N0, M2 × N0, . . . , Mp × N0,
Mp × N1, Mp−1 × N1, Mp−2 × N1, . . . , M0 × N1,
M0 × N2, M1 × N2, M2 × N2, . . . , Mp × N2,
...
M0 × Nq−1, M1 × Nq−1, M2 × Nq−1, . . . , Mp × Nq−1,
Mp × Nq , Mp−1 × Nq , Mp−2 × Nq , . . . , Mp × Nq .
We do not proceed to next block until all strings in the same block are traversed. This is guaranteed as above and by
suitably arranging Type I, II, III blocks as tiling blocks, making the destination D of the current block and the source S
of the next block differ at only one bit. An explicit construction assigns Type I to blocks M0×N j for every 0 ≤ j ≤ q,
Type II to blocks with j ≡ 0 mod 2 and 1 ≤ i ≤ p, and Type III to blocks with j ≡ 1 mod 2 and 1 ≤ i ≤ p, see
Fig. 4. Since q is odd, the destination D of the block M0 × Nq and the source S of the block M0 × N0 also differ only
at one bit. In this way we can traverse all 2m+n strings, with each string 2t steps away from its complement. That is,
we have constructed an (m + n, 2t)-antipodal Gray code. 
Consequently, we have an alternative proof for Killian and Savage’s result [11].
Theorem 18 (Killian and Savage [11]). For any positive integer k ≥ 1, there is a simple (2k, 2k)-antipodal Gray
code.
Proof. The theorem follows from Theorem 17 and the fact that (00, 01, 11, 10) is a simple (2, 2)-antipodal Gray
code. 
We in fact can get more simple (n, t)-antipodal Gray codes by similar arguments. For instance, from a simple
(4, 8)-antipodal Gray code, we can construct simple (2k, 2k+1)-antipodal Gray codes for k ≥ 2; from a simple (6, 8)-
antipodal Gray code, we can construct simple (3 · 2k, 2k+2)-antipodal Gray codes for k ≥ 1. More can be constructed
if Theorem 13 is used.
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5. Conclusion remarks
Even taking all results in the previous section into consideration, for even n we still know very little about the
existence of (n, t)-antipodal Gray codes. Since (2, 2)-, (4, 4)-, (4, 6)-, and (4, 8)-antipodal Gray codes do exist, the
cases n = 2, 4 are completely solved. However, even for n = 6, we have only partial results, namely the existence
of (6, 8)-, (6, 16)-, (6, 24)-, (6, 30)-, and (6, 32)-antipodal Gray codes, let alone larger n. The non-existence of the
(6, 6) code is done in [11], hence it might not be anticipated that the codes exist for all other pairs of (n, t). Three
next unknown cases are (6, 10), (8, 10) and (10, 10). A possible direction is to design new methods for constructing
longer codes from known ones to fill in the gap as many as possible.
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