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Quantum fluctuations for de Sitter branes in bulk AdS5
∗
W. Naylor† and M. Sasaki‡
Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto 606-8502, Japan
The vacuum expectation value of the square of the field fluctuations of a scalar field on a back-
ground consisting of two de Sitter branes embedded in an anti-de Sitter bulk are considered. We
apply a dimensional reduction to obtain an effective lower dimensional de Sitter space equation of
motion with associated Kaluza-Klein masses and canonical commutation relations. The case of a
scalar field obeying a restricted class of mass and curvature couplings, including massless, conformal
coupling as a special case, is considered. We find that the local behaviour of the quantum fluctua-
tions suffers from surface divergences as we approach the brane, however, if the field is constrained
to its value on the brane from the beginning then surface divergences disappear. The ratio of 〈φ2〉
between the Kaluza-Klein spectrum and the lowest eigenvalue mode is found to vanish in the limit
that one of the branes goes to infinity.
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I. INTRODUCTION
In this article we discuss the evaluation of the vacuum expectation value of the square of the field fluctuations
(quantum fluctuations) on the background which consists of positive and negative tension de Sitter branes embedded
in an AdS5 bulk. We shall use the following notation for quantum fluctuations; 〈φ2(z)〉, where z is the coordinate for
the extra dimension and it signifies that the quantity is a local functional of the extra dimension.
Quantum fluctuations are of primary interest in inflationary cosmology, because they are related to the power
spectrum, and thus, may have an observable effect on the cosmic microwave background. In the work of [1, 2]
quantum fluctuations of a bulk scalar field were investigated by canonical methods for massless and massive fields
respectively. It was argued that in the limit Hℓ ≪ 1 (where H is Hubble’s constant and ℓ the AdS5 radius) it is
physically reasonable to use H as a natural cut off, even for the Kaluza-Klein modes. However, in the opposite limit
the Kaluza-Klein contribution becomes significant. The work of [1, 2] looked at the difference between the Kaluza-
Klein contributions and the bound state mode for field fluctuations constrained to the brane. However, because
of the logarithmic divergence associated with the integral over the Kaluza-Klein tower, there was an explicit cutoff
dependence in their result. Furthermore, they did not evaluate 〈φ2(z)〉 in the bulk. Thus, a particular motivation
for this current work is to explicitly investigate the local effects of the bulk on this contribution (see Ref. [3] for field
perturbations in a slightly different brane world model).
In this article we shall use the canonical formalism to obtain a dimensionally reduced theory in terms of a de Sitter
wave equation of motion with associated Kaluza-Klein masses. Then, by choosing the Euclidean vacuum state we are
able to evaluate the quantum fluctuations in terms of zeta functions. For simplicity we focus on a restricted class of
mass and curvature couplings of the scalar field, because in this case the eigenfunction solutions are more manageable
with eigenvalues that are explicitly known. Although we are mainly concerned with a 5-dimensional set up, much of
the paper is given in (D + 1)-dimensions.
The layout of the paper is the following: In Sec. II we perform the dimensional reduction to an effective D-
dimensional de Sitter space equation of motion. In Sec. III we discuss the relationship between the local zeta function
and Green function. In Sec. IV we considers a special case suitable for simple evaluation of the local mode sums
directly and go on to evaluate the quantum fluctuations for such a case in Sec. V. We close the article in Sec. VI
with some discussions and defer the calculation of the lowest eigenvalue mode contribution and the flat brane limit
to Appendices A and B, respectively.
∗W.N. would like to dedicate this work to A. Naylor and S. Katsumoto for much love and support.
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2II. DIMENSIONAL REDUCTION
In this section we start by performing the dimensional reduction of a bulk scalar field in the background consisting
of an AdSD+1 bulk with two D-dimensional de Sitter branes embedded. For a clear account of the dimensional
reduction procedure for flat bounding branes in an AdS bulk, see Ref. [4], which also discusses the effects of induced
curvature terms.
We consider a bulk scalar field with the action
S =
1
2
∫
dD+1X
√
−g(D+1) φ(X)
(
✷D+1 −M2 − ξR(D+1)
)
φ(X) , (2.1)
where the capital X is used to denote the (D + 1)-dimensional coordinates. The (D + 1)-dimensional bulk metric is
given by
ds2 = dr2 + b2(r)ds2dS ; b(r) = Hℓ sinh(r/ℓ), (2.2)
where ds2dS is the D-dimensional de Sitter metric with radius H
−1. Note that the choice of H is arbitrary here. The
(D + 1)-dimensional scalar curvature is given by
R(D+1) =
R(D)
b2(r)
−∆(r), (2.3)
with
∆(r) =
[
2D
b′′(r)
b(r)
+D(D − 1)
(
b′(r)
b(r)
)2]
, (2.4)
and R(D) = D(D − 1)H2 is the de Sitter scalar curvature. The positive and negative tension branes are located at
r±, respectively. The brane tensions are [5, 6]
σ± = ±2(D − 1)
κ2ℓ
coth
r±
ℓ
. (2.5)
In the Heisenberg picture, the field operator φ(X) can be expressed by the Fock representation. Namely, we solve
the field equation to obtain a complete set of mode functions uΛ(X) (in the sense of the Klein-Gordon inner product),
expand φ in terms of uΛ,
φ(X) =
∑
Λ
(aΛuΛ(X) + a
∗
Λu
∗
Λ(X)) , (2.6)
and quantise the coefficients aΛ and a
∗
Λ, where the complex conjugate becomes the Hermite conjugate operator, by
imposing the canonical commutation relation, [
aΛ, a
†
Λ′
]
= δΛ,Λ′ . (2.7)
Then the vacuum expectation value 〈φ2(X)〉 is formally given by
〈φ2(X)〉 =
∑
Λ
|uΛ(X)|2. (2.8)
The method we employ here is based on a partial application of this fact. Let us first briefly describe our method.
If we decompose the field φ in terms of a complete set of mode functions as given by Eq. (2.6), we find it can be
expressed in the form,
φ(X) =
∑
n
un(r)φn(x), (2.9)
where x denotes the D-dimensional coordinates, φn(x) is a D-dimensional scalar field satisfying the field equation,[−✷D + (m2n + ρ2)H2]φn(xµ) = 0, (2.10)
3and the radial solution un(r) satisfies the eigenvalue equation[
d2
dr2
+
D
ℓ
coth
(r
ℓ
) d
dr
−
(
M2 + ξR(D+1) − m
2
n + ρ
2
ℓ2 sinh2(r/ℓ)
)]
un(r) = 0 . (2.11)
Here the d’Alembertian ✷D is for the de Sitter metric, and we have shifted the D-dimensional masses to (m
2
n+ρ
2)H2
for later convenience, where
ρ2H2 = ξcR
(D) =
(D − 1)2H2
4
(2.12)
with ξc = (D − 1)/(4D), the conformal curvature coupling constant. Then, we may quantise each φn(x) as a D-
dimensional scalar field, provided that the functions un(r) are properly normalised, as explicitly given below in
Eq. (2.16). Thus, we have a tower of D-dimensional scalar fields instead of a single (D + 1)-dimensional scalar field.
This is what is conventionally called Kaluza-Klein or dimensional reduction. This allows us to express 〈φ2(X)〉 as,
instead of Eq. (2.8),
〈φ2(X)〉 =
∑
n
|un(r)|2〈φ2n(x)〉. (2.13)
More generally, any kind of Green function1 (two-point function) can be expressed as
G(r, x; r′, x′) =
∑
n
un(r)un(r
′)Gn(x, x
′) . (2.14)
This is the basic formula we shall use in the present paper.
Now let us explicitly perform the above procedure. Inserting the decomposition (2.9) of φ into the action (2.1), we
find it reduces to
S =
1
2
∑
n
∫
dDx
√
−g(D) φn(x)
(
✷D − (m2n + ρ2)H2
)
φn(x), (2.15)
provided that the functions un(r) are normalised as
2
∫ r+
r−
dr bD−2(r)un(r)un′(r) = δnn′ . (2.16)
Note that we assume the extra-dimension is compact with Z2-symmetry. That is, there are two identical copies of
the bulk at both sides of each brane. This gives the factor of two in front of the above normalisation condition.
The solution of the bulk radial equation (2.11) is given by
un(r) =
1
Nn
1
(Hℓ sinh(r/ℓ))D/2
(
P−νimn−1/2[coth(r/ℓ)] + CnP
ν
imn−1/2
[coth(r/ℓ)]
)
, (2.17)
where Nn is a normalisation constant and
ν =
√
D2
4
+ ℓ2M2 − ξD(D + 1) (2.18)
The solutions given above are equivalent to those obtained by the standard dimensional reduction procedure, see
Ref. [7].
To consider the quantum fluctuations of D-dimensional fields φn, we assume that the vacuum is given by the
Euclidean vacuum. In de Sitter space, this corresponds to choosing the Bunch-Davies vacuum which is de Sitter
invariant. Then the quantum fluctuations are described by fluctuations in a Euclideanised action, obtained by an
analytic continuation of the metric, see Ref. [5],
ds2 = dr2 + ℓ2 sinh2(r/ℓ)dΩ2D, (2.19)
1 We could also use the Green function to find the vacuum expectation value of the stress energy tensor.
4where dΩ2D is the metric on the D-sphere with volume
VSD =
2π
D+1
2
Γ(D+12 )
. (2.20)
Furthermore, for calculational purposes, it is convenient to work in the conformal frame with the line element
defined by, e.g., see Refs. [5, 6],
ds2 = a2(z)(dz2 + dΩ2D) ; a(z) = ℓ sinh(r/ℓ) =
ℓ
sinh(z0 + |z|) . (2.21)
In this coordinate system the positive tension brane is located at z = 0 and the other brane with negative tension is
placed at |z| = L. Note that the Hubble constant on each brane is determined by its location,
H± =
1
ℓ sinh(r±/ℓ)
=
{
sinh z0 ,
sinh(z0 + L).
(2.22)
The non-dimensional length L, defining the distance between the two branes, is given in terms of the physical length
r as
L =
∫ r+
r−
dr
ℓ sinh(r/ℓ)
= log coth
r−
2ℓ
− log coth r+
2ℓ
. (2.23)
The normalisation (2.16) in the conformal time frame is then
∫ L
−L
dz fn(z) fn′(z) = δnn′ , (2.24)
where we have introduced a function fn(z) by
fn(z) = H
ρ−1/2aρ un(z) ; ρ =
D − 1
2
. (2.25)
Then
fn(z) =
1√
a(z)HNn
(
P−νimn−1/2[cosh(z0 + |z|)] + Cn P νimn−1/2[cosh(z0 + |z|)]
)
. (2.26)
It is straightforward to see that the boundary conditions in the proper time frame, which are
[∂r]
+
−un(r) = −
2Dξ
ℓ
[coth(r/ℓ)]+−un(r), (2.27)
lead to the following Robin type boundary conditions in the conformal time frame
[∂z + α]
+
− fn = 0 ; α = 2D(ξc − ξ) . (2.28)
where conformal coupling, ξ = ξc, implies Neumann boundary conditions.
In the case of a single positive tension brane, there may or may not be a bound state mode, depending on the mass
and curvature coupling. The existence of a bound state mode is determined from the boundary condition [8, 9]. All
the rest of modes are unbounded, giving rise to a continuous spectrum of Kaluza-Klein modes. In contrast, in the two
brane case, all the modes are essentially bounded. Here, however, we call the lowest n = 0 mode in the Kaluza-Klein
tower the bound state. In the large separation limit of two branes, this mode reduces to the bound state mode if
there exists a bound state in the single brane case.
III. GREEN FUNCTION AND ZETA FUNCTION
As mentioned already, with the dimensional reduction performed, the vacuum expectation value of the field fluctu-
ations are given by
〈φ(z, x)φ(z′, x′)〉 =
∑
n
un(z)un(z
′)〈φn(x)φn(x′)〉 . (3.1)
5In the above, however, the Z2-symmetry is not properly taken into account. Since the two points z and −z are
identical, we may focus only on the range of positive z; 0 ≤ z ≤ L. Then the above two-point function should be
expressed as
〈φ(z, x)φ(z′, x′)〉|L≥z,z′≥0 =
(
〈φ(z, x)φ(z′, x′)〉+ 〈φ(z, x)φ(−z′, x′)〉
)
= 2
∑
n
un(z)un(z
′)〈φn(x)φn(x′)〉 . (3.2)
Similarly, the Green function can also be expressed as a tower of de Sitter space Green functions (with Kaluza-Klein
masses mn),
G(z, x; z′, x′) = 2
∑
n
un(z)un(z
′) Gn(x, x
′) =
2H
H2ρaρ(z)aρ(z′)
∑
n
fn(z)fn(z
′) Gn(x, x
′) , (3.3)
where the factor two is due to the Z2-symmetry, with the understanding that we restrict the range of z to be 0 ≤ z ≤ L.
The de Sitter space Green function can be expressed in terms of its associated heat kernel by
Gn(x, x
′) =
∫ ∞
0
dt Kn(x, x
′; t), (3.4)
where the heat kernel is expressed in terms of the eigenvalues and normalised eigenfunctions for the field operator in
D-dimensions, [−✷D + (m2n + ρ2)H2]φj(x) = λjφj(x), (3.5)
as
Kn(x, x
′; t) =
∑
j
φj(x)φj(x
′)e−λjt . (3.6)
We briefly mention that for calculations involving global quantities, such as the one-loop effective action, the
integrated heat kernel is of more interest, which is defined by the functional trace
Kn(t) =
∫
dDx
√
−g(D) Kn(x, x; t) . (3.7)
Thus, for the case of de Sitter space, which is a maximally symmetric space, the global heat kernel is trivially related
to (the diagonal part of) the local one by a volume factor and the diagonal part (i.e., x = x′) of the local heat kernel
is given by
Kn(x, x; t) =
HD
VSD
Kn(t) ; Kn(t) =
∑
j
dj e
−λjt , (3.8)
where dj is the degeneracy of the eigenvalue λj , and VSD is the volume of the D-sphere, Eq. (2.20).
The d’Alembertian on the D-sphere has the spectrum,
−✷Dφj(x) = j(j + 2ρ)H2φj(x) , (3.9)
with associated degeneracy
dj = (2j +D − 1)(j +D − 2)!
j! (D − 1)! =
D−1∑
k=1
ek(D) (j + ρ)
k ; ρ =
D − 1
2
. (3.10)
The coefficients ek(D) can be found by explicit calculation for a given dimension D. Thus, the eigenvalues are given
by
λj =
(
m2n + (j + ρ)
2
)
H2. (3.11)
If the Kaluza-Klein eigenvalues, mn, are explicitly known, as in the special case discussed in the next section, we can
perform the mode sums directly.
6Of course, the quantities we are interested in need to be regularised and we shall use that fact that the local zeta
function is related to the heat kernel by a Mellin transform, i.e.,
ζn(s)(x, x
′) =
1
Γ(s)
∫ ∞
0
dt ts−1Kn(x, x
′; t) , (3.12)
where the subscript n refers to the zeta function for each Kaluza-Klein mode, with the limit s→ 1 clearly giving the
Green function, see Eq. (3.4). In particular, for x = x′, ζn(s)(x, x) will be independent of x and given by the global
zeta function divided by the volume VSD/H
D:
ζn(s)(x, x) =
HD
VSD
ζn(s) ; ζn(s) =
1
Γ(s)
∫ ∞
0
dt ts−1Kn(t) . (3.13)
Then, we introduce the local zeta function for the Kaluza-Klein tower by
ζ(s)(z, z′) =
2HD+1
H2ρaρ(z)aρ(z′)VSD
∑
n
fn(z) fn(z
′) ζn(s) . (3.14)
Thence,
〈φ(z)φ(z′)〉 = ζ(s)(z, z′)
∣∣
s=1
. (3.15)
In particular, for z = z′, by introducing the diagonal part of the local heat kernel,
K(z, t) ≡ 2
∑
n
f2n(z)Kn(t) , (3.16)
The diagonal part of the local zeta function can be expressed as
ζ(s)(z) ≡ ζ(s)(z, z) = 2H
D+1
H2ρa2ρ(z)VSD
∑
n
f2n(z)ζn(s)
=
1
aD−1(z)VSD
H2
Γ(s)
∫ ∞
0
dt ts−1K(z, t) . (3.17)
For some simple cases, such as massless, conformal scalar fields, the coincidence limit of the quantum fluctuations are
straightforward enough to evaluate in terms of a local zeta function, because the heat kernel is exact.
IV. A SPECIAL CASE
Our final goal is to quantify the quantum effect of a bulk scalar field with arbitrary mass and curvature coupling on
the dynamics of the bulk spacetime as well as of the branes. However, unfortunately, we have no analytical method
to deal with the general case. So, we shall consider a special case that can be analytically evaluated, hoping that it
nevertheless contains some features that are common to the general case.
Due to the great simplification of the problem, we shall consider scalar fields with ν = 1/2, where the solutions
reduce to
fn(z) =
√
2
πℓ
1
Nn
(
1
mn
sinmn(z0 + |z|) + Cn cosmn(z0 + |z|)
)
. (4.1)
This solution encompasses not just the conformally invariant case, M = 0, ξ = ξc, but any choice of mass and
curvature coupling obeying the relation
M2ℓ2 −D(D + 1)ξ = 1−D
2
4
, (4.2)
which includes minimal coupling, ξ = 0, for negative mass squared, M2 = (1−D2)/(4ℓ2), which is a valid parameter
for the bulk inflaton model, see Ref. [8]. However, as we will show, see Eq. (4.8), only in particular cases for general
ν = 1/2, e.g., z0 = L/4, does the solution reduce to a form that allows for a direct mode summation to obtain the
quantum fluctuations. Note, this also changes the value of the bound state contribution.
7The boundary conditions (2.28) on each of the branes enables us determine the weight of the second linearly
independent solution to be
Cn = −
cosmnz0 +
α
mn
sinmnz0
α cosmnz0 −mn sinmnz0 = −
cosmn(z0 + L) +
α
mn
sinmn(z0 + L)
α cosmn(z0 + L)−mn sinmn(z0 + L) . (4.3)
Moreover, the solution of the above implicit eigenvalue equation is
mn =
nπ
L
. (4.4)
It is instructive to write Eq. (4.1) in a slightly different form:
fn(z) =
√
2
πℓ
1
mnNn
(An cosmn|z|+Bn sinmn|z|) . (4.5)
The normalisation of the radial eigenfunctions fn(z), Eq. (2.24), implies
Nn =
L
πℓ
A2n +B
2
n
m2n
, (4.6)
and thus the solution can be written as
fn(z) =
√
1
L
1√
A2n +B
2
n
(
An cosmn|z|+Bn sinmn|z|
)
. (4.7)
Then the boundary conditions (2.28) imply αAn +mnBn = 0. Hence,
fn(z) =
√
1
L
1√
m2n + α
2
(
mn cosmn|z| − α sinmn|z|
)
. (4.8)
Thus, for Neumann boundary conditions, i.e., α = 0, we obtain the simple normalised solution
fn(z) =
√
1
L
cos
(nπ
L
|z|
)
; n = 0, 1, 2, · · · . (4.9)
For our model given by the action (2.1), this corresponds to the case of a massless (M = 0), conformally coupled
(ξ = ξc) scalar. However, it is worth noting that if we introduce a non-vanishing coupling of the scalar field to the
tension of the brane, the scalar field can be non-conformally coupled, as long as the relation (4.2) between M2 and ξ
is satisfied. Another simple case is the case of Dirichlet boundary conditions, i.e., α =∞, for which the solution (4.1)
simplifies to the above solution with cosine replaced by sine.
As noted earlier, we call the n = 0 mode the bound state mode in general. However, for the special case discussed
here, let us call the n = 0 mode the zero mode, because the eigenfunction f0(z) is just a constant. Note also, that
like for the continuous mass spectrum, analysed in [2], the discrete Kaluza-Klein spectrum is also independent of the
higher-dimensional mass of the scalar field, i.e., M2+ ξR(D+1). However, it does depend on the boundary conditions,
see Eq. (4.3), which are determined from the jump in R(D+1) across each boundary.
V. QUANTUM FLUCTUATIONS
As we have seen in Eq. (3.17), the quantum fluctuations can be found by working with the local heat kernel (3.16).
In the case of ν = 1/2 with Neumann boundary conditions, we have
K(z, t) = 2
∑
n
f2n(z)Kn(t) =
2
L
∞∑
n=0
∞∑
j=0
dj e
−(j+ρ)2H2te−m
2
nH
2t cos2 (mnz) . (5.1)
We comment on the Dirichlet case where appropriate. The above heat kernel reduces to the flat brane one when the
modes m, of the D-sphere, become continuous. For Dirichlet boundary conditions the eigenfunctions are sine instead
of cosine and the mode sum starts from n = 1.
8Employing steps similar to the evaluation of the effective action, see Ref. [10], introducing ζ˜(s)(z) by
ζ(s)(z) =
1
aD−1(z)VSD
H2ζ˜(s)(z) , (5.2)
we manipulate as
ζ˜(s)(z) =
2H−2s
LΓ(s)
∞∑
n=0
∞∑
j=0
dj
∫ ∞
0
dt ts−1 e−(j+ρ)
2te−m
2
nt cos2 (mnz) (5.3)
=
2H−2s
LΓ(s)
∞∑
j=0
dj
∫ ∞
0
dt ts−1 e−(j+ρ)
2t
+
H−2s
LΓ(s)
∞∑
n=1
∞∑
j=0
dj
∫ ∞
0
dt ts−1 e−(j+ρ)
2t e−m
2
nt [1 + cos (2mnz)] .
The above zeta function converges for s > 5/2 and, to continue to the value s = 1, we can apply the Poisson
resummation formula [11]
∞∑
n=1
e−pi
2n2t/L2 cos
(
2nπz
L
)
=
1
2
(
−1 +
√
L2
πt
∞∑
n=−∞
e−(nL+z)
2/t
)
, (5.4)
which implies that
ζ˜(s)(z) =
ζD(s)
L
+
H−2s
2
√
π Γ(s)
∞∑
n=−∞
∞∑
j=0
dj
∫ ∞
0
dt ts−1 e−(j+ρ)
2t
(
e−n
2L2/t + e−(nL+z)
2/t
)
, (5.5)
where
ζD(s) =
H−2s
Γ(s)
∞∑
m=0
dj
∫ ∞
0
dt ts−1 e−(j+ρ)
2t = H−2s
∞∑
j=0
dj(j + ρ)
−2s , (5.6)
which is nothing but the local zeta function for the D-sphere of radius H−1, see Appendix A. Thus we can regard the
first term, ζ˜zero ≡ ζD/L, as the zero mode contribution to the zeta function. Therefore, by defining the Kaluza-Klein
contribution as ζ˜kk = ζ˜ − ζ˜zero, we have
ζ˜kk(s)(z) =
H−2s
2
√
π Γ(s)
∞∑
n=−∞
∞∑
j=0
dj
∫ ∞
0
dt ts−3/2e−(j+ρ)
2t
[
e−n
2L2/t +
1
2
(
e−(nL+z)
2/t + e−(nL−z)
2/t
)]
(5.7)
where we have written the above in a form that is manifestly symmetric under z → −z. Similar considerations for
the Dirichlet case lead to a minus sign in the front of the last two terms in Eq. (5.7). The expression ζ˜kk is free of
poles and, as shown in Appendix A, the only pole comes from ζ˜zero.
Let us further proceed to simplify ζ˜kk. Using the fact that
∞∑
n=−∞
e−(n±a)
2
= e−a
2
+
∞∑
n=1
e−(n+a)
2
+
∞∑
n=1
e−(n−a)
2
(5.8)
implies
ζ˜kk(s)(z) =
H−2s
2
√
π Γ(s)
∞∑
j=0
dj
∫ ∞
0
dt ts−3/2e−(j+ρ)
2t(1 + e−z
2/t) (5.9)
+
H−2s√
π Γ(s)
∞∑
n=1
∞∑
j=0
dj
∫ ∞
0
dt ts−3/2e−(j+ρ)
2t
[
e−n
2L2/t +
1
2
(
e−(nL+z)
2/t + e−(nL−z)
2/t
)]
.
It is worth mentioning that if we set z = 0 in the above equation, which is equivalent to constraining the field on
the brane from the beginning (see the next subsection), then it is free of surface divergences. It is only the process
9of integration over t in the above expression, with the regularising parameter s, that brings about the appearance of
any surface divergences. Thus, at least in this simple case and by way of zeta function regularisation, it appears that
surface divergences are intrinsically related to the regularisation of ultraviolet divergences.
Integrating over the parameter t, and employing the identity
∫ ∞
0
dx xν−1 exp
[
−β
x
− γx
]
= 2
(
β
γ
)ν/2
Kν(2
√
βγ) , (5.10)
for all but the first term, we find the local zeta function to be:
H2s ζ˜kk(s)(z) =
Γ(s− 3/2)
2
√
π Γ(s)
ζD(s− 1/2) + 1√
π Γ(s)
∞∑
j=0
dj z
s−1/2(j + ρ)−s+1/2 Ks−1/2[2z(j + ρ)]
+
2√
π Γ(s)
∞∑
n=1, j=0
dj (nL)
s−1/2(j + ρ)−s+1/2 Ks−1/2[2nL(j + ρ)]
+
1√
π Γ(s)
∞∑
n=1, j=0
dj (nL+ z)
s−1/2(j + ρ)−s+1/2 Ks−1/2[2(nL+ z)(j + ρ)]
+
1√
π Γ(s)
∞∑
n=1, j=0
dj (nL− z)s−1/2(j + ρ)−s+1/2 Ks−1/2[2(nL− z)(j + ρ)] . (5.11)
The above expression is a general expression valid for any s. However, for the purposes of this paper we wish to
obtain the vacuum expectation value of the square of the field fluctuations, i.e., set s = 1, implying
H2〈φ˜2(z)〉kk = −ζD(1/2) + 1√
π
∞∑
j=0
dj z
1/2(j + ρ)−1/2 K1/2[2z(j + ρ)]
+
2√
π
∞∑
n=1, j=0
dj (nL)
1/2(j + ρ)−1/2 K1/2[2nL(j + ρ)]
+
1√
π
∞∑
n=1, j=0
dj (nL+ z)
1/2(j + ρ)−1/2 K1/2[2(nL+ z)(j + ρ)]
+
1√
π
∞∑
n=1, j=0
dj (nL− z)1/2(j + ρ)−1/2 K1/2[2(nL− z)(j + ρ)] , (5.12)
where 〈φ˜2〉 is defined, similarly to ζ˜(s), by
〈φ2(z)〉 = 1
aD−1(z)VSD
H2〈φ˜2(z)〉 . (5.13)
Using the fact that K1/2(x) =
√
π/(2x)e−x, we end up with
H2〈φ˜2(z)〉kk = −ζD(1/2) +
∞∑
n=1, j=0
dj
(j + ρ)
e−2nL(j+ρ) +
1
2
∞∑
j=0
dj
(j + ρ)
e−2z(j+ρ)
+
1
2
∞∑
n=1, j=0
dj
(j + ρ)
e−2(nL+z)(j+ρ) +
1
2
∞∑
n=1, j=0
dj
(j + ρ)
e−2(nL−z)(j+ρ) ,
(5.14)
where the above expression is for general (D + 1)-dimensions. The first two terms are the global parts, i.e., they are
constant in the z-direction, with the first term due to one brane. The other three terms are local functions of z, with
the third term the contribution for just one brane.
Now we shall specifically look at the case for D = 4, where from Eq. (3.10),
dj =
1
3
(
j +
3
2
)((
j +
3
2
)2
+
1
4
)
. (5.15)
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In this case, it is easy to verify that ζD(1/2) = 0 and hence the first term in Eq. (5.14) is equal to zero. In general,
ζD(1/2) appears to be zero for odd dimensions, implying D even, as can be easily verified for D = 2, 4.
A very succinct expression can be obtained if we sum over j first,
H2〈φ˜2(z)〉kk = 1
12
∞∑
n=1
1
sinh3(nL)
+
1
24
1
sinh3 z
+
1
24
∞∑
n=1
1
sinh3(nL+ z)
+
1
24
1
sinh3(L− z) +
1
24
∞∑
n=2
1
sinh3(nL− z) , (5.16)
where the second and fourth terms have been separated from the local mode sums for reasons which shall shortly
become apparent. Note, for Dirichlet boundary conditions the signs reverse on all but the first term in the above
equation.
Straightaway we are able to obtain the result for when one of the branes is absent, L→∞,
H2〈φ˜2(z)〉kk −→
L→∞
1
24
1
sinh3 z
, (5.17)
which is non-zero, unlike the global piece in Eq. (5.14). By symmetry, the fourth term gives the quantum fluctuations
for a single negative tension brane, located at z = L. Quite clearly, we have run into trouble, because, for example,
in the vicinity of the positive tension brane, at z = ε with 0 ≤ z ≤ L, we find surface divergences as we approach the
brane boundary,
H2〈φ˜2(ε)〉kk ∼ 1
24 ε3
− 1
48 ε
+ finite terms , (5.18)
with a similar result on the negative tension brane at z = L − ε. Furthermore, these surface divergences are non-
integrable, and as is well known in the case of the stress energy tensor, they lead to divergences in the Casimir Force,
even after subtracting ultraviolet effects.
It is interesting to compare this result with the boundary divergences of the flat brane limit, which has been
evaluated in Appendix B. In the vicinity of the brane at z = ε we obtain, from Eq. (B7),
H2〈φ˜2(ε)〉flatkk ∼
1
24 ε3
+ finite terms . (5.19)
Thus, to leading order the two results agree, but to next order there is a difference due to the curvature of the
boundary, e.g., see Ref. [12].
Constrained to the Brane
Let us now discuss quantum fluctuations on the brane. Recalling that the bulk inflaton model assumes that the
positive tension brane is our universe, we evaluate 〈φ2〉 on the positive tension brane. Putting z → 0 in Eq. (5.9), we
have
H2s ζ˜kk(s)(0) =
1√
π Γ(s)
∞∑
j=0
dj
∫ ∞
0
dt ts−3/2e−(j+ρ)
2t
+
2√
π Γ(s)
∞∑
n=1
∞∑
j=0
dj
∫ ∞
0
dt ts−3/2e−(j+ρ)
2t e−n
2L2/t.
which we wish to evaluate at s = 1. Then, following steps similar to those in Sec. V, see Eq. (5.9), we find the simple
result, for D = 4,
H2〈φ˜2(0)〉regkk =
1
6
∞∑
n=1
1
sinh3(nL)
, (5.20)
which is free of surface divergences. This is equivalent to
lim
z→0
[
H2〈φ˜2(z)〉kk − 1
24
H2
sinh3 z
]
, (5.21)
i.e., just dropping the surface divergences that appear in the limit z → 0.
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VI. CONCLUSION AND DISCUSSION
We presented a method to evaluate the vacuum expectation value 〈φ2(z)〉 in a (D + 1)-dimensional anti-de Sitter
bulk bounded by two D-dimensional de Sitter branes. This background is chosen because of its importance in the
scenario of brane inflation induced by a bulk scalar field, the so-called bulk inflaton model. The method is based on a
dimensional reduction to a lower dimensional theory in de Sitter space satisfying the standard canonical commutation
relations. We made full use of the fact that the Euclideanised version of this spacetime is conformal to the product
manifold (or generalised cylinder) I × SD. For the evaluation of 〈φ2(z)〉, we chose the Euclidean vacuum. For a
restricted class of scalar fields satisfying the condition (4.2), which is essentially equivalent to a massless, conformal
field, we were able to perform an explicit calculation for D = 4. Technically, the evaluation of quantum fluctuations
on the manifold I × SD is an interesting calculation in its own right, and generalises the calculation of flat to curved
boundaries, performed in [13, 14] by zeta function methods.
For more general cases, where direct mode summations are not possible, the evaluation of quantum fluctuations
could be tackled by Green function approaches, recently used for flat Randall-Sundrum branes [15, 16], for example.
Also, see Ref. [17] for a method more in spirit with the zeta function approach. The inclusion of other fields, such
as a fermion [18], would also be interesting, particularly with regard to the appearance of surface divergences in
supersymmetric extensions. Furthermore, we stress that, like in [15, 16, 17, 19], we are taking into account the local
properties of the bulk spacetime, whereas, for example, other works such as [4, 10, 18, 20, 21, 22] only considered
global quantities for flat or curved branes in de Sitter and anti de Sitter bulks, i.e., the one-loop effective action and
related quantities.
The main result of this paper, for the quantum fluctuations of a massless, conformal bulk scalar field is
〈φ2(z)〉kk = 3 sinh
3(z0 + |z|)
8π2ℓ3
H2〈φ˜2(z)〉kk , (6.1)
where H2〈φ˜2(z)〉kk is given by Eq. (5.16). This contains all the contributions of the Kaluza-Klein fields except for the
lowest, zero mode contribution. The zero mode is equivalent to a field with mass-squared 9H2/4 on 4-dimensional
de Sitter space with radius H−1, whose result has been well studied [23], but we recapitulate it in Appendix A for
completeness. Note, that the result given in Eq. (6.1) can also be applied to the slightly more general case of ν = 1/2,
either for certain values of z0 or for certain couplings of the scalar field to the brane tension.
From Eq. (5.16), it is apparent that even massless, conformal scalar fields suffer from surface divergences.2 However,
it is commonly accepted that these divergences are not a serious problem. For example, it can be argued that at high
energy scales there may be a physical cutoff to surface divergences [12], or from a different viewpoint that it is possible
to renormalise surface (on-boundary) terms in the effective action [24], see also the comments in Ref. [25]. Rather than
this, we could assume that the brane is of a finite thickness, where the width of the brane acts as a natural cut-off,
but this is a significant departure from the original model (another alternative is to apply the approach advocated in
[26]). Certainly, more investigation concerning the issue of surface divergences, in the brane context, is required.
In contrast to the result in the bulk, if we evaluate 〈φ2〉 by constraining the field point on the brane from the
beginning, we find the result is finite. For example, if we take the field point on the positive tension brane (see
Sec. V), the result is equivalent to subtracting the term responsible for surface divergences from 〈φ2〉 in the bulk. The
final result on the positive tension brane is
〈φ2(0)〉regkk =
sinh3 z0
6ℓ3VS4
∞∑
n=1
1
sinh3(nL)
=
H3+
16π2
∞∑
n=1
1
sinh3(nL)
, (6.2)
where H+ is the Hubble parameter of the positive tension brane. Clearly the Kaluza-Klein mode contribution
diminishes in the limit of large L.
We would like to know the relative magnitude of the Kaluza-Klein contribution as compared to the zero mode. The
expectation value 〈φ2〉 for the zero mode is given in Eq. (A7). We find that the ratio of the Kaluza-Klein contribution
to the zero mode contribution on the positive tension brane is given by
〈φ2(0)〉kk
〈φ2(0)〉zero =
(
1
2
ψ(3/2)− 11
12
+
1
4
ln[H2/µ2]
)−1 ∞∑
n=1
L
sinh3(nL)
. (6.3)
Apparently, for large L, the Kaluza-Klein contribution becomes exponentially small. Thus, for a massless, conformal
scalar field, we find that the Kaluza-Klein contribution is essentially zero for large L, regardless of whether H+ℓ is
large or small.
2 As shown for flat branes [15, 16], the stress energy tensor is expected to be free of surface divergences for massless, conformal fields.
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From the point of view of the positive tension brane, we may regard the limit L→∞ as the one-brane limit. Then,
our result shows that 〈φ2〉 → 0 for L →∞, indicating that the effect of quantum corrections will be minimal (if not
totally negligible) for a massless, conformal bulk scalar field.
Here, some caution concerning the one-brane limit is in order, which is quite particular to a de Sitter brane
embedded in an anti-de Sitter background. When Euclideanised, this space is compact. A conventional method to
evaluate global integrated quantities, such as the one-loop effective action, is to employ a conformal transformation
of the metric to make the field operator easy to deal with. Then, one evaluates the cocycle function to compensate
the change of path integral measure due to the conformal transformation. In the two-brane case, this is a perfectly
legitimate procedure [18, 27, 28, 29]. However, as has been highlighted recently in [30], in the case of a single de
Sitter brane the conformal transformation alters the topology of the space. As seen from the metric in conformal
coordinates, Eq. (2.21), the conformal coordinate z extends to infinity in the one-brane case, making the conformally
transformed space non-compact. One would not then expect the effective action on each background to agree (even
after including the cocycle function), as has been explicitly demonstrated for massless, conformal fields, [30].
A similar problem arises for our case of 〈φ2〉 as well, in which we have employed the dimensional reduction method.
It essentially makes use of the same conformal transformation to define the Kaluza-Klein fields. Now, if we try to
discuss the one-brane case from the beginning, we find the Kaluza-Klein spectrum becomes continuous, which makes
it impossible to define the lower dimensional Kaluza-Klein fields. In contrast, if we start with the two-brane case, and
take the limit L→∞ in the end, we will be able to obtain a certain result. It is however totally unclear if this result
is anything to do with the actual one-brane case. To resolve this issue we need to develop a different, new technique
to deal with the one-brane case properly.
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APPENDIX A: ZERO MODE
We now wish to evaluate the zero mode contribution on the positive tension de Sitter brane, which is just given by
the zeta function for the D-sphere. Note that we call this n = 0 mode the zero mode from the conformal frame point
of view. From the physical frame point of view, it is a massive mode with mass given by ρ2H2 = (D− 1)2H2/4. The
zero mode contribution can be evaluated by other means, e.g., see Ref. [23]. Here we take the zeta function approach
to be consistent with the main text.
If we use the zeta function approach a complication arises with the zero mode because of the presence of a pole
at s = 1. A way around this problem has been discussed in [13, 14], where by employing functional methods, they
obtain a more general form for the local zeta function
〈φ2(x)〉 = µ−2 lim
s→1
d
ds
[
µ2s(s− 1) ζ(s)(x)] , (A1)
which agrees with the usual definition when there is no pole at s = 1.
Focusing on the 5-dimensional case for a massless conformal scalar field, from Eq. (5.6), the zero mode contribution
is found to be
ζD(s) =
1
3H2s
[
ζH(2s− 3, 3/2)− 1
4
ζH(2s− 1, 3/2)
]
, (A2)
where ζH(x, a) is the Hurwitz zeta function,
ζH(z, a) =
∞∑
n=0
1
(n+ a)z
. (A3)
It is clear that the second term of Eq. (A2) has a pole at s = 1, given the following behaviour of the Hurwitz zeta
function
ζH
(
2s− 1, 3/2) = 1
2(s− 1) − ψ(3/2) +O
(
2(s− 1)) , (A4)
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where
ψ(3/2) = −γ + 2− 2 ln 2 = 0.03649.... , (A5)
and γ = 0.57721.... is Euler’s constant. However, by way of the improved zeta function, defined above in Eq. (A1), we
obtain
H2〈φ˜2〉zero = 1
L
H2
µ2
lim
s→1
d
ds
[
µ2s(s− 1) ζD(s)
]
=
1
L
(
ζH(−1, 3/2)
3
− 1
12
lim
s→1
d
ds
[(
µ2
H2
)s−1
(s− 1) ζH(2s− 1, 3/2)
])
=
1
L
(
−11
72
+
1
12
ψ(3/2) +
1
24
ln[H2/µ2]
)
. (A6)
If we multiply the above by H2/VS4 = 3H
2/(8π2), it agrees with the result for the Bunch-Davies vacuum given in
[23], for a minimally coupled scalar with 4-dimensional mass-squared 9H2/4.
The final result in terms of the physical amplitude of the scalar field is
〈φ2〉zero = 1
L
sinh3(z0 + |z|)
ℓ3
1
32π2
(
−11
6
+ ψ(3/2) +
1
2
ln[H2/µ2]
)
. (A7)
It may be noted that the zero mode contribution is inversely proportional to L, while the Kaluza-Klein contribution
vanishes exponentially for L→∞.
APPENDIX B: FLAT BRANE LIMIT
A useful check of our method is to verify that the the flat brane limit agrees with well known results, calculated in
[13, 14] by zeta function methods. In this section all results are given in (D + 1)-dimensions.
Our starting point is Eq. (5.14), which for Neumann boundary conditions is given by
H2〈φ˜2(z)〉kk =
∞∑
n=1, j=0
dj
(j + ρ)
e−2nL(j+ρ) +
1
2
∞∑
j=0
dj
(j + ρ)
e−2z(j+ρ)
+
1
2
∞∑
n=1, j=0
dj
(j + ρ)
e−2(nL+z)(j+ρ) +
1
2
∞∑
n=1, j=0
dj
(j + ρ)
e−2(nL−z)(j+ρ) . (B1)
Summing over n leads to
H2〈φ˜2(z)〉kk =
∞∑
j=0
dj
(j + ρ)
e−2L(j+ρ)
1− e−2L(j+ρ) +
1
2
∞∑
j=0
dj
(j + ρ)
e−2z(j+ρ)
+
1
2
∞∑
j=0
dj
(j + ρ)
e−2(L+z)(j+ρ)
1− e−2L(j+ρ) +
1
2
∞∑
j=0
dj
(j + ρ)
e−2(L−z)(j+ρ)
1− e−2L(j+ρ) . (B2)
The flat brane limit corresponds to L≪ 1, because the eigenvalues j are for the D-sphere of unit radius. In this limit,
the modes m are continuous implying the above sums become integrals, and therefore, using Eq. (3.10),
dj
(j + ρ)
≈ 2j
D−2
(D − 1)! , (B3)
we obtain
H2〈φ˜2(z)〉flatkk =
2
(D − 1)!
∫ ∞
0
dj
jD−2e−2Lj
1− e−2Lj +
1
(D − 1)!
∫ ∞
0
dj jD−2 e−2zj
+
1
(D − 1)!
∫ ∞
0
dj
jD−2 e−2(L+z)j
1− e−2Lj +
1
(D − 1)!
∫ ∞
0
dj
jD−2 e−2(L−z)j
1− e−2Lj . (B4)
14
Simple manipulations then lead to, substituting x = 2Lj,
H2〈φ˜2(z)〉flatkk =
2
(D − 1)!
1
(2L)D−1
∫ ∞
0
xD−2
ex − 1 dx+
1
(D − 1)!
(D − 2)!
(2z)D−1
(B5)
+
1
(D − 1)!
1
(2L)D−1
∫ ∞
0
xD−2 e−(1+z/L)x
1− e−x dx+
1
(D − 1)!
1
(2L)D−1
∫ ∞
0
xD−2 e−(1−z/L)x
1− e−x dx .
The remaining integrals can be expressed in terms of Riemann and Hurwitz zeta functions [31]:
H2〈φ˜2(z)〉flatkk =
2
(D − 1)!
(D − 2)!
(2L)D−1
ζR(D − 1) + 1
(D − 1)!
(D − 2)!
(2z)D−1
+
1
(D − 1)!
(D − 2)!
(2L)D−1
ζH(D − 1, 1 + z/L) + 1
(D − 1)!
(D − 2)!
(2L)D−1
ζH(D − 1, 1− z/L) , (B6)
which can be written in a form suitable for comparison with [14],
H2〈φ˜2(z)〉flatkk =
Γ
(
D−1
2
)
(4π)
D−1
2 LD−1
(
2ζR(D − 1) + ζH(D − 1, z/L) + ζH(D − 1, 1− z/L)
)
, (B7)
where we divided by the volume of the unit D-sphere, VSD , see Eq. (2.20). For Dirichlet boundary conditions the signs
of all but the first term in Eq. (B7) reverse. Thus, we find perfect agreement with the result obtained in [14], quoted
for Dirichlet boundary conditions (substituting D = d − 1), which also agrees with the case of D = 3 given in [13].
For D = 1 there is a pole and we must use a more general definition of the zeta function, discussed in Appendix A,
also see Ref. [13, 14].
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