Munster Technological University

SWORD - South West Open Research
Deposit
Theses

Dissertations and Theses

2010

Influence of Coulomb Interactions on Emission Dynamics in
Semiconductor Quantum Dot Systems
Kamil Gradkowski
Department of Applied Physics and Instrumentation, Cork Institute of Technology, Cork, Ireland.

Follow this and additional works at: https://sword.cit.ie/allthe
Part of the Quantum Physics Commons

Recommended Citation
Gradkowski, Kamil, "Influence of Coulomb Interactions on Emission Dynamics in Semiconductor Quantum
Dot Systems" (2010). Theses [online].
Available at: https://sword.cit.ie/allthe/215

This Doctoral Thesis is brought to you for free and open access by the Dissertations and Theses at SWORD - South
West Open Research Deposit. It has been accepted for inclusion in Theses by an authorized administrator of
SWORD - South West Open Research Deposit. For more information, please contact sword@cit.ie.

Institiuid Teicneolaiochta Chorcai
Cork Institute of Technology

Applied Physics and Instrumentation

Influence of Coulomb Interactions on
Emission Dynamics in Semiconductor
Quantum Dot Systems
Kamil Gradkowski

Thesis submitted for the degree of

Doctor of Philosophy
Thesis Advisor; Dr. Guillaume HUYET

Thesis prepared in association with

TYNDALL NATIONAL INSTITUTE
Photonic Device Dynamics

Tyndall
w National Institute

Submitted to Cork Institute of Technology
June 2010

. // 2^
/\r

0(5 y

Declaration

This thesis is entirely tin' aiitlioiT own work except where otherwise indicated.

This tliesis has not been snhinitted for an award in aiiv other institution.

Author’s signature:
Kamil Gradkowski

Snix’i visor’s signature: _
Gnillauiiie Hnvet

Abstract
In this thesis the novel self-assenilhed qnantnin dots l)ased on GaSb/GaAs technol
ogy are investigated for the possible ai)plication in the near- and inid-infrared, f.e.
telecoininnnication networks, solar cells, gas sensors and iinaging systems. These
heterostrnctnres exhibit a tyi)e-Il band alignment, which means that one s])ecies of
carriers is confined to the dot, while the other is outside in the snrronnding matrix.
This physical separation of carriers leads to profound Conlomb interactions, which
makes the optical j)ro])erties of these structures dependent on the injected charge
density. The relationship between two of those properties, the emission energy and
transition i)robability, leads to an intricate and comi)lex emission dynamic.
The mechanism resi)onsil)le for this behavior is invest igated by enij)loying exi)erimental and tln'oretical technicines on several strnctnres that ])rovide diverse conhneinent scenarios, i.e. where the electrons are confined in the dot and holes are outside
as well as an alternate situation. The exi)eriment is based on time-resolved photohiniinescence, which allows for a simnltaneons observation of spectral and temporal
evolution of the emission. The results are then corroborated with a self-consistent
model based on an 8-band k-p formalism, which provides an explanation for the
observable features.
For comparison, a novel type-I IiiAs/GaAs (luantum dot system design based
on a tnnnel injection scheme is iin'estigated under a high-excitation regime, where
it also exhibits an interesting emission dynamics that involves an inhibition of the
optical transition i)robabihty in a charged quantum dot.
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General introduction

Just as the 20^^ century can he considered the century of the electron, the 21*^
century will be one of the photon. Even though major breakthroughs in the field
of photonics, like realization of lasers, optical ami^lihers and fibers, occurred in the
60s, 70s and 80s, only now can their full potential be utilized. Electronics, which
enal:)led a gigantic civilization leaj), uses a large number of electrons to transmit
information. This leads to large heat-dissipation losses and much power wasted in
the system. This technology is slowly being superseded by photonics, which uses the
(juanta of light as information. Current efforts are set on combining them both in
order to achieve the on-chip integration of electronic and photonic elements. Elec
tronics, l)ased on silicon, is extremely well established technology and can be used as
nodes of the network, while the photonics (based in general on III-V semiconductors)
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can bo used to connect the nodes over large distances. As the transmission occurs
through optical fibers (an optical equivalent of a copper wire), a huge effort goes
into developing a set of optical elements of the network compatible with the char
acteristics of the most commonly used fused silica fibers. One of the characteristic
points, a minimnm of disj)ersion, can be found at 1.3 //ni, while the minimnm losses
occur for 1.55 //m. These optical elements need to create light (emitters), amplify
it to cover great distances (am])lifiers) and detect incoming signals (detectors) or
divide them (multiplexers and demultiplexers). These devices need to be fast, have
a small footprint and operate at room temperature efficiently, i.e. with little power
consnnij)tion. Towards those goals, this research is concentrated on new materials
and innovative techni(iues. Apart from telecommimication aiqjlications, there is a
great deal of other uses for photonics across the whole spectrum, e.g. optical data
storage (CD, DVD, Blu-Ray) in the visible and UV range, as well as in gas detection
and sensing in the long-wavelength regime. The ultimate goal is to replace many of
the electronics in use today by their optical ecpiivalents, so that not only the data
transmission, but also data i)rocessing can be achieved using the light.
The first idea of a laser* dates back to work of Einstein |l], where he theoret
ically predicted the i)ossibility of achieving a stinmlated emission. In a two-level
system, where a ])article is in the excited state, an incident photon can stimulate its
transition to the ground state producing another photon in the process. An obvious
requirement is that the incident photon has the same energy as the energy difference
between the levels, otherwise the energy conservation principle would be broken. If
one keeps on supplying the excited state with particles and emptying the ground
state, an inversion of poi)ulation is created. Hence one incident photon can create
an avalanche of stimnlated photons - in other words, gain. If the gain is greater
than all the internal losses inside the cavity and on the mirrors, we achieve lasing
[2]. This basic principle of laser operation finds use in conventional lasers like argon,
helium-neon or Nd:YAG (Neodyminm-doped Ytterbinm-Ahmiinmn-Garnet) where
Teaser is an acronym for Light .4niplification via Stimulated Emission of Radiation.
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electron orbital transitions are used as the energy states of the system. Unfortu
nately, in such cases the energy of the emitted photons and hence the wavelength of
the light, which is coupled to the photon energy by a relation
he

^=T

(1.1)

where h is the Planck constant and c is the speed of light in vacuum, is severely lim
ited to the physical proi)erties of the atoms used as the gain medium. For example,
the principal emission line for the argon laser is 528.7 nm, helium-neon 632.8 nm,
while for Nd:YAG is 1064 nm. Other spectral lines in the gain media can sometimes
be exploited.
A great inconvenience of the atomic lasers described above lies ultimately in their
failure to meet the demands of the economy. They are often bulky, in which case we
have no hope of integration, and often consume much power due to low efficiency.
W'e are also rat her limited in the nunil)er of wavelengths at our dis])osal. In demand
are devices that are cheaj), small and tailored to the specihe needs.
This is where semiconductors come onto the stage with their enormous poten
tial. Figure 1.1 de])icts common 111-V semiconductors used in the industry today
as a function of their two most important properties: bulk band-gap and lattice
parameter at room temperature (300 K). Points represent binary alloys, lines ternary compounds, while the surfaces between any four binaries - their quater
nary amalgam. The band-gap is dehned as a band of energetically forbidden optical
transitions between the top of the so-called valence band and the bottom of the
conduction band (see for example [4]). When we place negatively charged particles,
electrons, in the conduction band, and their positive counterpart, holes, in the va
lence band they can recombine and create a photon with the energy equal to the
distance l)etween the levels i.e. the l)and-gap. If the respective band edges have
minima at the same point in wavevector space - at its center called also a F-point,
then we say that the band-gap is direct. When that is not the case, we talk of the
indirect band-gap. This is important, because physics also demands conservation of
momentum. Photons carry very little momentum, therefore if the band-gap of the
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Figure 1.1; Forbidden gap as a function of lattice constant of the lII-\' comj)onnd
seinicoiidnctors (i)oiiits) and their ternary alloys (liiK's), excluding nitrides. Values
calculated from [3] for T—300 K.
material is indirect, then the momentum has to be transferred to another particle
in order for the material to emit light. Three-i)article transitions are, in general,
statistically improbable. Consequently, the indirect band-gap semiconductors, like
silicon or germanium, cannot be used as emitters without application of very special
technkpies.
In this work we do not concern ourselves with such materials. The structures
presented here are based on gallium arsenide technology, which has been on the
ascent ever since a method of producing bulk crystals of high purity (Czochralski
method) has been perfected so many years ago [5). A great importance is placed
nowadays on creating devices capable of operating in near- and mid infrared (IR),
since there are many i)Ossible applications in this region. They start with, as we
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said earlier, the telecoinmuiiicatioii bands of 1.3 and 1.55 microns |6].

However

there are also several gases that have strong absorption lines in mid-IR region, the
most important of them carbon dioxide and carbon monoxide, which can be used
in detection systems [7]. Other uses include medical diagnostics (breath analyzer)
imaging systems [8] and solar cells, since the emission spectra of the sun extends in
the IR [9].
If we are looking for possible materials capable of long wavelength emission based
on GaAs technology, then we need to turn our attention towards the lower-right
l)art of hgure 1.1. There we find indium arsenide (IiiAs) and antimonides: gallium
antimonide (GaSb) and indium antimonide (InSb).
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It took more than 40 years for Einstein’s prediction to be realized as a practical
device. The hist demonstration of lasing action was in an optically pumped ruby
rod by Theodore Maiinan in 1960 [10]. In 1962 the hrst helium-neon laser was
constructed, followed a year later by the hrst semiconductor laser. These semicon
ductor devices consisted of a sini})le GaAs p-n homojunction [11, 12, 13, 14]. It
was operated in forward bias and the poiiulation inversion was achieved when the
voltage was approximately equal to the energy gap voltage: Eg/e. However this
structure suffered from horrendous internal losses due to jioor optical conhnement,
which required high pumping to achieve lasing.
The need to improve the efficiency led to a i)roposal of a heterostructure device,
in which the active region of the lower band-gap material is sandwiched between
surronnding material of higher band-gap [15]. The improvement conies from the
fact that the step in the refractive index between the layers forms a more effective
waveguide for the optical field as well as from increased confinement of the carriers.
In addition, the losses are decreased because the electromagnetic wave traveling
through the liarriers is not absorber as the material has higher band-gap. This idea
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6

was realized several 3-ears later |16, 17].
From here it was just a short leap to creating quantum confiiiemerit for the
carriers, which occurs when the thickness of the layer is of the order of De Broglie
wavelength of the particle:
A =

h
^
P

12

( . )

where p = hk is the electron or hole momentum in the crystal. With the motion
confined to one plane, a discrete set of energy levels in the growth direction is created.
This leads to an increased density of states around the lasing energy and results in
higher gain and reduced threshold. Another imi)rovenient conies from achieving
greater control over the emission wavelength. The bulk alloys limit the potential
emitter in the range of wavelengths due to either some combinations being immiscible
118] or being unsuitable to grow on a substrate without creating defects. In 2D
confined structure, called a qu(mtum well (QW), by manipulating the thickness and
composition of the well material a range of available wavelengths can be extended
in the direction of lower energies. The first quantum well, which was based on
GaAs/AlGaAs, was demonstrated in 1974 [19] and first laser made by Arakawa et
al in 1982 |2()|.
Apart from the efficiency and tunability factors, the employment of quantum
wells as an active region of the lasers brought improvements to linewidth and co
herence of the beam. When operating in impulse mode the QW devices possessed
suj^erior pulse width and repetition frequenc\-. All of those features are important
in the telecommunication applications.

1.2.1

Band alignment

When we combine two or more materials into a heterostructure there are several
ways in which their respective bands can align. The band alignment is specific for
each system and depends on constituent materials: band-gap, band offsets, lattice
constants etc. In general there are three types and they are de])icted schematically in
figure 1.2. Tyi)e-I heterostructures, in which both the electron and hole are directly
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Type-I

Type-11

Type-1

Figure 1.2; Scheiiiatic diagrain of tlirec possible lieterostriicture types. Red arrows
depict ]K)ssible o})tical transition channels.
confined by the structures, are the most basic and most widely em])loyed, of which
GaAs/AlGaAs and IiiGaAs/GaAs are the best known examples (see for exami)le
|21, 2‘2, 23, 24| and references therein for latest research in the topic). Their greatest
advantage comes from a high overlaj) between electron and hole wavefunctions, which
translates into low radiative recombination times.
However, in order to push the emission to even longer wavelengths than allowed
by the inherent material proi)erties, one can ])erform a shift of the paradigm to
wards type-II or type-III alignment. In both of those systems the carriers become
spatially separated because the structure acts as confinement for one and a bar
rier for the other si)ecies. This results in smaller overlaj) of wavefunctions and hence
longer radiative recombination times, but there are several advantages, including the
ability of lowering the emission energy and achieving greater control over the bandgap engineering. Another feature of tyi)e-II/HI systems is a Coulomb interaction
between the carriers occuj^ying different regions of space, which leads to profound
modifications of the emission dynamics of the structures.
The tyj)e-II band alignment can l)e found in several heterostructures based on
GaAs, like GaSb/GaAs [25], AlAs/GaAs [26] and GaAs/InP [27], while tyjre-III is
a feature of IiiAs/GaSb system [28, 29].
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W'itliiii type-11 and type-111 systems we can distinguish two subtypes:
• a - if the electrons are confined and holes are outside in the matrix,
b - for an opposite situation.
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Conceptually, we can further reduce the dimensions of the carrier confinement po
tential from ‘2D to ID (a quantum wire) and finally to OD - creating a quaniijm
dot (QD). The QDs are the ultimate nanostructures. They usually have sizes of a
few-tens of nanometers in all directions, which allows for three-dimensional p^irticle confinement. This in turn leads to atom-like energy structure of electrons ajifi
holes, which has lead to QDs being described as "artificial atoms". This in princziple can lielj) to further increase gain, because the density of states at lasing eiierjgy
is greater as all dots emit at the same wavelength. Another improvement corn^^s
from the fact that it is easier to achieve inversion [30, 31, 32], which translates into
a lower threshold current density. Using (luantum dots instead of QWs as a(-tive
material has additional consequence, such as small dependence of temperature fjn
lasing wavelength [32, 33[ as well as improved device temperature characteri^sti‘CS
|32, 34, 35|.
There are several method of creating quantum dots. They can be made elc’Ctrostatically [36], by growing a QW and then selectively etching the surface [3V] or
etching the substrate first in order to create a patterned surface and then growing; a
well inside [38, 39]. However, the density of these dots is very small, which translat'es
into very small gain. In order to grow high-density dot ensemble we can utilize t]he
concei)t of strain in order to force the layer to spontaneously nucleate islands on t]he
surface to the substrate in what is called a self-assembled growth.
When growing a (luantum well, there is a limit of thickness that we can achieve
because of the strain. Strain is connected with a size of a unit cell of a semiconduct-or
crystal lattice, a building block from which the whole crystalline structure is create-d,
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called a lattice constant. We can grow two arbitrary-thick materials on top of each
other if they have similar lattice constants, like GaAs and AlAs. Otherwise when
there is a mismatch, which is characterized by lattice mismatch parameter
aA ~

b

•

—

100%

(1.3)

Ob

the atoms of one crystal (A) will have to be displaced in order to create bonds with
the substrate (B), therefore introducing strain into the boundary layer.

'B

B

Lattice
matched

Compressive
stain

Tensiie
stain

Figure 1.3: Schematic effect of strain on the crystal unit cells in a heterostrnctiire.
This principle is presented in figure 1.3, where we can schematically see what
happens when we put two layers of a semiconductor crystal together into a heterostrncture. When the lattices match [oab ~ 0) we can put as many layers of one
or another material as we like. However when the well material has a different lattice
constant than the l)arrier {{oab / 0)), then the unit cell of QW gets deformed in
the growth plane to fit the substrate lattice with bonds. This results in the op])osite
change of the cell dimension along growth axis since the cell will be at minimum
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energy when its volume will not change [40]. Depending on the relative size of the
lattices the strain can be either compressive (aAD > 0) or tensile [aAB < b). This
has a profound effect on the band structure, which will be discussed further in chap
ter .‘3. If the energy in the strained layer exceeds the strength of the bonds, then the
structure will break some of the bonds and rearrange itself to minimize the strain
[41, 42]. Such is the origin of crystalline defects. The defects are highly undesirable,
since they act as a sink for the carriers - centers of non-radiative recombination
when we want to convert as many charge pairs as possible into photons. Therefore
we are limited by strain in what can we engineer.
We can assign a parameter called critical thickness he, which is the thickness
of the layer which, when on a specific substrate, can be grown without dislocations
[4()[. If the lattices match then he —> oo and we can grow arl)itrary-thick films. As
t he mismatch in eqn. (1.3) increases so does the critical thickness decrease. For a
large mismatch we can arrive at a situation, where he is comparable to the layer
unit cell. In that case only one or two monolayers* (ML) of material will grow. In
the extreme case the critical thickness is smaller than a monolayer and no uniform
layer can be created.

FrankVan der Merve

hc»few ML

hc<ML

StranskyKrastanov

VolmerWeber

Figure 1.4: Schematic thin film growth modes: Frank-van der Merwe, StranskyKrastanov, \bhner-Weber.
“Monolayer is usually defined as half of a lattice roust ant in ziue-bleiide seiuicoiiductors, which
are rejireseuted in this work.
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Th(' three cases are presented in figure 1.4 and can be employed in growth of
the quantum dots. The uniform growth mode is called Frank-van der Merwe mode.
When the critical thickness is few monolayers, then those few first MLs become a
thin QW which is called the wetting layer (WL). If we deposit more material, then
the uniform film growth is no longer energetically favorable in terms of relieving
the strain. Hence, the mode of growth spontaneously switches from 2D to OD and
we grow self-assembled (piantum dots in what is called a Stransky-Krastanov (SK)
growth mode. Finally, if the critical thickness is below one monolayer, then the
dots are created on the surface without the wetting layer in a Volrner-Weber (VW)
growth mode. The mode of crystallization depends on the substrate and the dot
material. For the most po|)ular liiAs/GaAs the critical layer thickness is ~1.7 ML
(lattice mismatch of 7.16%), therefore we have an SK mode (for example [43, 44]
and references therein). In case of GaSb/GaAs QDs however the situation is more
complicated as it dei)ends on the growth conditions (like temperature). The lattice
mismatch is larger (7.83%)), so there is a possibility of VW growth [45], but StranskyKrastanov mode has been ])revalently re])orted [46, 47, 48, 49j.
The growth of self-assembled quantum dots is however not without problems,
which arise from the statistical nature of the ])rocess. It is, for exanii)le, difficult
to grow a large number of uniform dots using this technique. This is extremely
imjiortant since the optical properties of the QD depend greatly on its size and
shape. The non-uniformity is usually defined in terms of inhomogeneous broadening
as a full-width at half-maximum of the luminescence i)eak (FWHM). The narrower
the peak

greater the uniformity. Another problem with QDs arises ironically from

their small size, which leads to a small carrier capture cross-section. To mitigate this
l)robleni various teclmicpies are enij)loyed to increase it, the most popular being by
covering the dots with a QW, called usually a strain-relief layer (SRL) [50, 51]. The
SRL has also another role to fulfil. The temperature requirements of the growth
can promote intermixing between the atoms of the dot and the cap, diluting the
QD composition. The SRL can help to minimize that process in conjunction with a
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careful control of other growth conditions.
There are two main methods of growing semiconductor quantum dots or het
erostructures in general:

Molecular-Beam Epitaxy (MBE) and Metal-Organic

Vapor-Phase Ei)itaxy (MO\TE). Both are based on dei)ositing constituent atoms
that form the desired alloy on the surface of a heated substrate. In MBE the sources
are encased in effusion cells and heated up to form a monatomic molecular beam
that travels towards the substrate in a very high vacuum and incorporates into the
crystal there. In MOVPE the sources are in the form of gases, like AsHa or PH3,
or metal-organic liquids (like trimethylgallium as a gallium source) and even solids
(trimetliylindium for indium). They are transferred in their vapor phase to the re
actor by a iiK'ans of an inert gas (hydrogen or nitrogen). The sources in MOVPE,
in contrast to MBE, have to decompose on the surface of the substrate and thus
deploy their material.
The alloys are grown one layer on top of another along a growth direction, which
is usually associated with the z-axis. By carefully controlling the conditions of the
growth: substrate tem])erature, growth rate and amount of material deposited, one
can alter the properties of the quantum dots towards the desired goal. For more
interest one can turn to the literature [52, 53].
Just as in the case of (iiiantum wells, in (plantum dots we can also have different
band alignments. Type-I QD systems, like IriAs/GaAs, are most widely employed.
However it is difficult to extend the emission wavelength beyond 1.3 micron for dots
on GaAs substrate [5(1]. This is why the research has turned towards antimonidebased structures. With them however come a shift of the paradigm towards type-II
alignment in GaSb/GaAs [54, 55] and type-III in InSb/GaAs [56, 57] and InAs/GaSb
[58, 59, 60]. In such systems the Coulomb interactions between the spatially sepa
rated carriers have even more powerful effects than in the QW because of the OD
confinement of carriers. Those interactions bring many interesting phenomena to
the dynamic behavior of the dots under excitation. To properly employ those het
erostructures one has to know how they behave in those conditions. That knowledge
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can be crucial in dcvelopnient of a new generation of devices. In this thesis we will
focus on type-II qiiantiiin dot heterostructures based on GaSb/GaAs technology.

1.4

Literature overview

Type-II heterostructures have already found ernployinent in enhancing the ])erforiiiance of infrared detectors. They are usually in the form of a type-II superlattice,
which is a periodic arrangement of quantum wells that allows for effective transport
of the photo-excited carriers with a suppression of dark current [61, 62].
Type-IIb quantum dot systems are more commonly found in the literature than
tyi)e-lla, since they are inherent in GaSb/GaAs QDs and they have been studied
since the middle of the last decade of

century. The research into their pro])-

erties was following two semi-dei)endent paths. The experimental part consisted
of growing the structures and analyzing them using basic i)hotoluniinescence (PL).
Those ex])eriments yielded a blue-shift of the emission si)ectra with increasing pumj)
excitation density j 49, 63, 64] as big as 50 me\'. The explanations of this effect were
in terms of the holes creating an effective triangular potential (in spherical coordi
nates) around the dot, which leads to confinement of the electrons that pushes their
level towards higher energy (see [65] and references therein). Various groups have
also reported that the shift in the energy scale follows a specific trend:

EccVp
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( . )

where P is the excitation power density although, to the authors knowledge, this
result has not been rigorously reproduced theoretically [46, 49, 55, 63, 66]. It was
also noticed that the FWHM of the spectrum was greater for these structures than
for the standard InAs/GaAs dots, l)ut no suitable explanation has been provided.
The lasers produced from GaSb/GaAs QDs likewise show the pronounced blue-shift
before reaching the lasing threshold [67]. There were also hrst attempts to emjjloy
this system in IR-enhanced solar cells [9].
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The radiative lifetimes of type-IIb quantum dots, measured using time-resolved
photolumiiiesceiiee (TRPL), revealed that the recombination times were much longer
than in the type-I structures, of the order of tens of nanoseconds, but with increas
ing power density they were decreasing [64, 66, 68]. This was explained in terms
of modification of the electron-hole wavefunctioii overlap as electrons were getting
closer to the QD due to Coulomb attraction.
Type-IIa quantum dots were primarily studied with respect to InP/GaAs het
erostructures [69, 70].

Usage of antimony was initially limited to the role of a

surfactant in growth of IiiAs/GaAs QDs [71]) until researchers came across a con
siderable difficulty of pushing the wavelength of that material beyond 1.3 //m [72].
But when these dots were covered with a GaAsSl) QW containing enough aiitimony,
the valence band of the well overtook that of the dot creating a tyjje-IIa heterostruc
ture, which red-shifted the emission. Using this technique the reported shifts were
from 1190 mu to 1460 nni at 10 K (1600 at 300 K) when the composition of the
well was changed from 14% to 26% ]73, 74]. This was accompanied by a doubling
of the FWHM. As previously, the TRPL measurements yielded the trend that with
the increasing power density the lifetimes were becoming shorter ]75, 76, 77].
Surprisingly little has been done in terms of theoretical explanations of the ob
served phenomena, besides (qualitative descriq^tions. The research usually utilized
simple models by considering a spherical QD in an effective mass ai^proximation
[78, 79, 80] as well as in some cases treating the barriers as inhnite to achieve ana
lytical solutions. Work from the early nineties (T the last century was concentrated
around determining the exciton binding energy of type-II dots. Some magnetic field
calculations have also been i)erfornied [81]. Those works did not include however
the dependence of the proi)erties on the excitation density. The latest publication
on the topic was by Madureira et al. [82]. In that work they have included Coulomb
interactions between the carriers, but did not provide any charge-dependent results,
because the main interest was calculating the oi)tinium dot size in order to achieve
an Aharonov-Bohm effect [83].
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The work that comes closest is the study of type-II quantum dots based on
GaSb/GaAs, which was done by K. Suzuki [65]. In that work the author has utilized
a very simple model, based on the effective mass approximation and a spherical dot.
Additionally the assuni])tion was made that the holes do not significantly cont ribute
to the evolution of the optical matrix element besides creating a confining potential
for the electrons. Also, many-body effects were neglected. This has led to conclusion
that the blue-shift is caused only by a creation of a triangular potential around the
dot which increases the electron energy.
To summarize, the experimental results to date have yielded the following prop
erties of the type-II systems;
1. Blue-shift with increasing excitation density,
2. Broadening of the luminescence features,
3. Long radiative lifetimes.
Additionally, no work was done in conij)aring the type-II sub-tyi)es. Theoretical
work on the toi)ic is limited and oi)erates using ideal dot shapes and simplified
models.
This thesis aims to clarify these issues. We will employ advanced luminescence
techniques, which will serve as a background of the theoretical explanation of the
observed phenomena. While our model has itself several sinii)hfications, it takes into
account a non-ideal dot shai)e usually encountered in QDs as well as a conii>licated
valence band structure and also dynamic alterations to the wavefunction shapes
when subjected to carrier injection. Additionally we will compare the type-IIa and
type-IIb heterostructures. While in this work we will i)resent structures based on
GaSb GaAs, the general findings can be extrapolated to other systems.

1.5.
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Thesis outline

Tlie outline of this thesis is as follows. In chapter 2 a brief overview of the experiineiital techniques used in the study of the QD systems will be given. They are either
static (photoluminescence) or dynamic (time-resolved photoluminescence). In the
following chaj)ter a summary of the theoretical calculations involved in explaining
the phenomena observed in the experiment will be provided. Since this work utilizes
methods developed many years ago it will not contain much novelty but rather serve
as a recipe for numerical simulation. The next three chapters are devoted to exper
imental and theoretical study of various quantum dot systems: type-IIa, type-IIb
and finally type-I under high-power excitation in chapters 4, 5 and 6 respectively.
The final chaj)ter will bring a short conclusion and an outline of possible future
work.

Chapter 2

Experimental Techniques
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Introduction

Different wavelengths of light can be exploited in a vast array of applications. For
example, near-UV' emitters can be employed for high-density optical data storage,
visible emitters for display purposes.

Near- and mid-IR bandwidth is generally

reserved for solar cells [9, 84], telecommunication applications (1.3 //m and 1.55 //m
windows) [bj and chemical sensing [7, 8], especially of dangerous gasses like carbon
dioxide, carbon monoxide and methane. These are typical boundaries inhibited by
the band-gap of Ill-V semiconductors (Fig. 1.1). Additional difficulty comes from the
fact that not all alloys are easy or possible to manufacture due to their immiscibility.
Therefore to go beyond those l)oundaries and to tailor the device projierties to the
specific need, we require ingenuity known as band-gap engineering.
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The first level of iniproveiiient is achieved though the creation of nano-structures:
quantum wells, wires or dots, which provide efficient carrier capture and emission.
Continuing from this, heterostructures and alloys can be combined to achieve re
quired wavelength. A common example is the case of In As/Ga As QDs. A large
intermixing of indium and gallium during the growth process [85] makes however
achieving 1.3 //rn extremely difficult. As a solution, the dots are covered with an
InGaAs QW and annealed, which suppresses this phenomenon and, as a bonus,
provides a first-stage coiffinement for the carriers [50, 51]. The annealing however
decreases the dot size and once again the emission energy goes up, making 1.3
/mi emitting IiiAs QD technology an art of maintaining a precarious balance. An
other recent example is the germanium QW. Germanium is an attractive material
for monolithic devices on silicon, but is an indirect band-gai) semiconductor, which
means that ojitical transitions are very unlikely due to the requirement for conserva
tion of momentum. Recently it was demonstrated, that by encapsulating a Ge layer
between InGaAs barriers, one can provide enough tensile strain to switch the QW
to a direct band-gap [86]. A gerinanium-on-silicon emitter has also been recently
l)resented [87]. Finally, one can also try to utilize the inter-sub-band transitions to
generate far-IR light. Such devices are referred to as quantum cascade lasers (QCL)
[88, 89].
In all examples provided above and in type-II heterostructures, which are the
topic of this thesis, the desired emission wavelength is one of the most important
goals. Having a plethora of choices we can design any device we wish. Knowledge of
that wavelength is therefore a very important characteristic. In order to study it we
need to provide the carriers in the structure, which can then take part in radiative
recombination processes that we can observe. There are several methods of excita
tion and they all give specific prefix to luminescence', current (electroluminescence),
incident electrons (cathodoluminescence) or photons (photoluminescence).
Knowledge of emission wavelength is paramount from a structural j)oint of view,
but from the point of view of the device the emission dynamics is also extremely
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It gives the inaximnin theoretical bandwidth of pulsed operation of

the device, which is a vital parameter for the high-speed emitters for digital telecom
ai)plications. Knowledge of the dynamics can also reveal the intrinsic behavior of the
structure: additional channels of recombination, be they radiative or non-radiative.
For tyi)e-II (piantum dot systems the knowledge of just the emission wavelength
is not sufficient, since the presence of the carriers modifies the radiative properties.
To adequately study them therefore we need to perform dynamic experiments to
reveal intricate physical mechaiiisms governing the emission.

2.2

Photolurniriescence

Photoluminescence (PL) is the basic technique of oi)tical characterization of semi
conductor structures and has been employed for tens of years. It is especially irnl)ortaiit in the material stage of the design. It is very sinii)le to set up, requires few
resources and is usually non-iiivasive. The basic premise of PL is to oi)tically (hence
the name) excite the structure and observe its optical response.
(b)

O
1.

CB

-o-

pump

PL

3.

o

VB

Figure 2.1; Schematic of the PL experiment in the (a) bulk semiconductor and in
(b) heterostructure. Arrows denote: incident or outgoing photons (full); radiative
event (dashed); non-radiative event (dotted). Electrons and holes are depicted as
full and eni])ty circles resi)ectively.
Figure 2.1a presents the basics of the pliotoluminescence experiment. We excite
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tlio semiconductor material above the band-gap using incident light source, like
a laser. Photons are absorbed promoting an electron from valence to conduction
band leaving a hole in its wake (1). The system is now in a iion-equilibriiim state
since the carriers are not in the minimum of energy allowed by t he band, therefore
they give out excess energy to phonons by inelastic scattering (2). This ])rocess is
non-radiative and is called a therinalization. Finally achieving equilibrium at the
band minima they recombine radiatively creating a photon to be detected at further
stages of the experiment (3). The presented seciuence of events is provided by known
lifetimes for each event. Phonon scattering processes are very fast (order of ps) [90],
while the reconilunation is several orders of magnitude slower {nanoseconds) [91 j.
Therefore by exciting above the forbidden gap we always observe the response at
the energy close to the band-gap. It is theoretically possible to fill the band and
shift the emission, but in the bulk case it is difficult to do due to high density of
states.
Th(' PL experiment in the case of nanostructures, presented in figure 2.1b, follows
the same pattern as in the bulk semiconductor. The major difference is that we now
have discretization of energy states. This is especially important in the QDs, because
the density of states is discrete and due to Pauli exclusion princii)le we can only have
a limited number of carriers per energy state. It is therefore (juite easy to fill the
lowest-lying levels and consequently observe emission from higher states.
The transition rate from each pair of states can be in principle found from the
Fermi Golden rule by Dirac, which states that transition rate between an initial i
and final / levels is [92]
Ott

7w
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where Mij is an optical matrix element between the constituent levels, Pij is the joint
density of states and the Dirac’s delta ensures conservation of energy. The optical
transition matrix gives probability of a radiative event, its value dependent on the
overlap between the two wavefunctions. Therefore high overlap translates to high
probability. In high-symmetry structures (like QW's) it is possible to divine special
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selection rules, based on wavefiinction parity, and calcidate analytically the matrix
values |54, 93). Quantum dots however are rarely symmetrical, they usually take
the form of a truncated pyramid with rectangular bases |94, 95, 96]. This means
that matrix elements can only be calculated numerically, but we can still exi)ect
some form of selection rules to be present. Further discussion will be presented in
section 3.2.3.
What we expect when we perform the PL measurements on the individual quan
tum dots is to observe several distinct lines, each coming from a specific transition
- ground or excited. The word "line" is very good in atomic physics, where all the
atoms are the same or in single quantum dot spectroscopy. The intrinsic property
of a self-assembled growth method gives however a statistical distribution of level
energies due to small variations of size, shape and conii)osition of the ensemble. This
manifests as a spectral Gaussian-hke broadening of each main transition line known
as inhomogeneous broadening. This is for obvious reason a measure of structure
uniformity and should be as low as possible (see [97] and references therein). It is
significant especially in lasers where the modal gain is dependent on the number of
dots contributing their line-like transitions to the lasing mode.

2.2.1

Experimental Setup

The photoluminescence experiment is one of the easiest to set up and perform. In
its simplest form it requires an excitation source and a detector plus some optics
in-between.

The schematic for the PL set-up emi)loyed for all the structures is

presented in figure 2.2.
For an excitation source a solid-state laser module by Newport Cori)oration has
been used. The excitation wavelength was 405 nm - far above the band-gap of GaAs.
The average outi)ut power was around 36 mW, but the actual maximum power deliv
ered to the sample was 1.82 mW. The excitation beam passed then through a dichroic
50/50 beam s})litter diverting it towards the focal lens. The sample was mounted in
a closed-cycle Helium cryostat and all measurements were performed at 7-8 K. For
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Time-Resolved Photoluminescence
Laser Pulse

Spectrograph

InGaAs
Avalanche
Photodetector

Cryostat

Amplifier

Figure 2.2: Sclieinatic of tlie PL experiiiieiital set-up.
the collection of the hiiniiiesceiice a backscatteriiig geometry was employed. The
emitted light traveled the same way, this time straight through the beam S])litter to
be focused, after passing through a laser cut-off filter, on the entrance slit of a 0.5
111

Bruker monochromator. The grat ing used had 600 grooves/mm and was blazed

at 1200 nm to maximize the amount of light in the interesting sjiectral region. The
detection was achieved by placing a SensL InGaAs avalanche photodiode at the exit
slit of the monochromator. The voltage drop on the diode, which is proiiortional
to an amount of light at the wavelength chosen by the inonochromator, was mea
sured using a standard lock-in technique: an optical chopper was inserted into the
excitation beam and jirovided the reference frequency for a lock-in amplifier.

2.3

Time-Resolved Photoluminescence

Photoluminescence described in previous section is a static experiment. We simply
measure a time-averaged intensity of wavelength-resolved light. What we observe
is the emission from a system that is in equilibrium. If the excitation conditions
are altered, the equilibrium position of the system will change. In type-I QD PL
sjiectroscopy this manifests as a saturation of lower levels and appearance of excited
states [98] with increasing excitation density, whereas in type-II QD systems we
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can observe several pheiioniena: blue-shift of the si)ectra broadening with intensity
increase [49, G3, G4]. However we cannot divine from this any dynamic relationships
governing the observable processes. Nevertheless if we can possess the knowledge
about the amount of photons of specific energy emitted at particular time, then not
only we have a valuable resource at oiir disposition, but also we gain insight into
the inner-workings of the structure. It is known as time-resolved photoluminescence
(TRPL) and its importance will be shown in chapters 4 and 5 for the type-Il struc
tures as well as in chapter G where a new insight into the dynamics of type-I QDs
can be observed.
There are several experimental methods used in time-resolved study of materials.
By far the most popular (due to relatively low equipment cost) is to utilize the basic
PL set-u]) and replace a continuous excitation source with a i)ulsed one, provide
a detector which can resolve single photon events (usually a })liotoniultiplier) and
sul.)stitute a voltmeter (lock-in) with electronic capable of counting a number of im
pulses coming from the detector (i)hoton counter). The i)lioton counter is triggered
by the excitation impulse and relative to that ])Osition in time it can move the mea
suring gate of a finite temporal width. The result is in the form of a decay trace,
which is a number of photons of specific wavelength, resolved l)y a monochromator,
detected at a specific i)oint of time. Usually the emission from a single level follows
a single exponential law, which is a statistical probability of photon emission as
l)er equation 2.1. This is a single-channel technique, which can only, albeit easily,
resolve the spectrum in time axis.
Another method is to replace the simple single photon detector and counter with
a complicated (not to mention more expensive) detector and counter, which com
prise together a streak camera. Together they form a system, that can resolve both
wavelength and time. The schematic of the streak camera is presented in figure 2.3.
In the first stage it acts just as a photomultiplier by converting the photons coming
to the j)hotocathode via photoelectric effect into electrons and accelerating them
further into the streak tube. In the next phase the electrons are subjected to an

2.3.

Time-Resolved Photoluminescence

24

external homogeneous electrie field brought by a pair of parallel plates. Due to well
known laws of electrostatic, the field will deflect the electrons from their straight
})ath. By modulating the field by applying square, saw-like or sinusoidal voltage
pattern a situation is created where photons that arrive at different points at time
will create electrons that will experience different deflection angle. Therefore by
placing the phosphorescent screen after the plates we have an image that is resolved
in two axes: wavelength (horizontal) provided by the monochromator and time (ver
tical) called a streak image. The number of electrons arriving at the phosphorescent
screen can be small however. Consequently an amplification stage is usually placed
just before the screen that provides mnltiplication to the number of electrons. As a
final .step a charge-coupled device (CCD) array converts the image into an electronic
format. To build an image we usually require a large number of acquisitions - frames
that are added together in the software. For the whole system to work i)roi)erly, the
modnlation in the streak tube has to match the frequency of the excitation source.
The phase of the signal, which corresponds to the start of every pulse, is controlled
by very precise delay units.

-TL o

Trigger signal

Sweep electrode
(where electrons
are swept in the
Sweep circuit
to bottom)

Incident light
Photocathode
(light —> electrons)

Accelerating electrode
(where electrons
are accelerated)

streak image
on phosphor screen

Phosphor screen
(electrons -> light)
/
MCP

(which multiplies
electrons)

'The intensity of the incident light
can be raad from the brightness
of the phosphor screen, and the
time and space from the position
^ of the phosphor screen.

Figure 2.3: Schematic of the Streak Camera. Image taken from Hamamatsu Data
Sheet.
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Experimental Setup

For studying the emission dynamics of QD systems we utilize a streak camera system
designed and built by Hamamatsu Cori)oration. Up until the detection part tlie
description of tlie experimental setup is largely identical to the PL setup portrayed
in section 2.2.1 and is i)resented in figure 2.4.
Laser Pulse

Spectrograph

CCD Camera

]—[

■s'
Cryostat

'H'

Delay Units

Figure 2.1: Schematic of the TRPL ('xperimeiital set-up.
For an excitation source a Coherent Corporation Titanium-Sapphire "Mira"™
laser has been used.

This laser was optically ])uniped by a 532 nm line of the

"Verdi-V8"™ solid-state laser. The excitation wavelength is 780 nm - just above
the band-gap of GaAs at 7 K, which is 818 nm. The laser operates at 75.6 MHz
and i)rovides 200 fs-long impulses. This means that at average power of 1 W we
have a huge energy per impulse equal 13.2 nJ. This allows for very high excitation
densities, especially when coupled with an Olympus IR lOOx magnifying objective
with a working distance of 3.4 mm and a numerical aperture of 0.8.
The detection is provided by a C5680-22 streak camera equipped with an SI
thermo-electrically chilled photocathode, which is IR-enhanced to provide sensitivity
in the range of 300-1600 nm. Sensitivity i)rofile is displayed in Fig. 2.4. We can see
that the sensitivity drops rather quickly after 1000 nni, which requires usually higher
acquisition times and/or higher excitation powers. The synchronization is provided
by a M5675 Synchroscan sweej) unit, factory set to match the laser frecpiency and
a Cl097-05 high-frequency delay unit. The synchroscan unit provides a sinusoidal
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signal on the plates of the streak tube, whieh iiieans that effectively we can use only
half a i)erio(l l)etween the jnilses

around G ns. The resolution of this set-up is 2 ps,

hut is usually deterinined by the length of the pulse and a timescale of acciuisition.
The 13.2 ns distance l)etween Mira pulses brings a constraint to the ex])erinient.
If the decay lifetimes are longer than that, then we can observe i)arasitic "bleeding"
of the signal from the ])revious period, which for obvious reasons disturbs the mea
surement. Since we can expect the times in the type-Il QDs to be even longer, we
need to use a different laser to cover that contingency. Therefore for long lifetimes
a PicoQuant Pulsed Laser Diode (PLD) is emj)loyed. It has the same wavelength as
the Mira (780 nni) and can operate anywhere between single triggered i)ulses and 80
MHz. For synchronization a M5G77 Slow swee]) unit is used, which has a maximum
of 2 MHz repetition rate. To achieve a middle ground for the measurements we have
commonly used 1 MHz rate. The PicoQuant PLD ])ulse duration is significantly
longer than Mira (100 i)s). Its optical i)ower is also lower; the typical values are
10 //W, which gives us energy i)er inpjulse ecpial 10 f.I. Such low power demands a
high number of ac(iuisitions as well as using a photon counting mode of the camera.
In this mode we set the gain of the photocathode to maximum so that the camera
can det(‘ct and resolve single arriving photons. We have therefore two modes of
ac(iuisition available: high-i)ower for detection of fast dynamics and low-power for
slow dynamics. This has paramount importance for measuring type-II structures.
After an accpiisition the raw streak image has to undergo several corrections.
First one is a background correction and it stems from the noise of the photocath
ode and the CCD. Since this i)rocess is stochastic and depends on the photocathode
gain, then for each set of measurements a background is collected at a clo.sed slit of
the streak camera and is then subtracted from the experimental data. The back
ground substraction is impossible for photon counting mode, since there only a small
l)ercentag(' of detected light constitutes an image due to intensity threshold filtering.
After this operation comes a shading correction, which rectifies the inhomogeneous
])ixel res])onse of the CCD. Finallv. we have to take into consideration the sensitivity
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of the photocathode for photons of different wavelength.
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Figure 2.5: Streak images of the laser iin])iilses used in the experiment.
Figure 2.5 presents the streak images of the laser impulses. The color scale
{)resented above is used for all streak images depicted in this work.

The Mira

impulse (])anel a) has a measured temporal full-width at half-maximum (FWHM)
of 21 ps which is a value much higher than the real impulse length as well as the
system resolution. This can be explained by using a 2.2 ns range for acquisition,
the same range used in the experiments, consequently limiting a number of points
per unit of time. Therefore the resolution limit in high-power mode is 21 ps. The
impulse is also considerably wide. This is a result of pulse compression - in order to
achieve as short impulse as i)Ossible we have to l)ring in many modes in the Fourier
spectrum. The PicoQuant laser (panel b) on the other hand is much narrower in
wavelength terms, but gives us the low-power measurement resolution of 102 ps. The
emission dynamics of the heterostructures is, as will be shown, significantly longer
which means that we should not observe any impulse shape-related artifacts.

2.4.

Structure descriptions

2.4

28

Structure descriptions

Ill order to provide a com]>lete overview of the Coulomb interactions in QD heterostriictures, one needs to examine as many band alignment configurations as pos
sible. In this work the emphasis will be put on type-II and type-I structures. The
ty{)e-II QD systems can be further divided into two subtypes:
Type-IIa characterized by confinement of the electrons in the dot and presence of
the holes outside.
Type-IIb for the opposite situation - when the holes are confined and electrons
are outside.
Type-IIa family of structures is represented by IiiAs/GaAs QDs covered with an
GaAsSb QW, courtesy of a group of Prof. David Mowbray at the University of
Sheffield. The structure was grown using an MBE system equipped with conven
tional solid sources for group-III elements and EPI cracker sources for the As and
SI). The dots were formed on a GaAs substrate by deiiositing 2.8 monolayers of
material at a rate of O.I ML/s. The capping consisted of 6 nm GaAsi-^Sb^ QW.
Both the dots and the well were grown at 510° C and embedded between 100 nm
GaAs layers grown at 580° C, and were further confined by 50 nm AlGaAs layers
grown at 610° C. Further information as well as basic emission parameters can be
obtained from references |73, 74, 75]. For the purpose of this work two structures
have been examined, containing 14% and 18% of Sb in the well resjiectively and the
results will be presented in chapter 4.
Type-IIb structures have been provided by the group of Prof. Diana Huffaker
at the University of California, Los AngelesL This family is represented by two
structures: one without and one containing an InGaAs QW. The dots were grown
in an MBE machine at 510° C by depositing 4 MLs of GaSb on a GaAs substrate at
a rate of 0.32 ML/s. One of the structures was then immediately cajijied with 100
mil GaAs, while in the other the dots have been additionally overgrown with 7 nm
Then at the University of New Mexico in .41buquerque.
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of Iiio.iGao.sAs. Further information on growth and formation of these structures
can be found in references |67, 99). The results will be presented in chapter 5.
The type-I heterostructures have been likewise provided by collaboration with
UCLA. They consist of IiiAs QDs grown by depositing 2 MLs at a rate of 0.01 ML/s
at 530° C followed by 150 nm of GaAs. Below the dots, separated by 100 nm or 4
nm of GaAs a 15 nm Ino.15Gao.85As QW has been grown. The purpose of this well
is to create an efficient carrier capture and transfer mechanism, where the electrons
and holes can be easily confined by the well and then transferred through a thin
tunnel barrier into the dots therefore increasing the injection efficiency [100, 101]
and increase the modulation bandwidth [102]. The reference structure, containing
only the QDs is also under investigation. The effects of a large injection density will
be discussed in chapter C.
All structures used for this tliesis are schematically presented in figure 2.6. For
simiilicity sometimes they will be referred per their growth numbers.
Type-lla
M3112

Type-llb
M3117

L6-314

L6-466

7 nm; 20% In

AAAA AAA A
Type-I
Reference

SC762

SC763

100 nm

4 nm
15 nm; 15% In

15 nm; 15% In
GaSb

^
IlnGaAs

ITF^GaAsSb

Figure 2.C; Schematic of the heterostructures used in this work. Specific samides
bear their growth numbers.
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Introduction

In order to exidain satisfactorily the intricate einission dynaniics of type-ll quantnin
dot systems a model is needed that can approximate the processes occurring within
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as closely as possible. Proj)erties of semiconductors are inherently difiicnlt to simu
late due to a number of fundamental factors, such as complexity of semiconductor
band structure and further complications introduced by ciuantum confinement and
strain effects. There are numerous models, that can tackle these issues. Some are
derived from a more fundamental approach, like the tight-binding model or Linear
Combination of Atomic Orbitals (LCAO) method, which take into account actual
covalent bonding between atoms in the crystal. They suffer however a sever hand
icap. It is extremely difficult to start from the experimentally available data and
ol)tain jjredictions such as the size of the band-gap, i.e. there are too many unknown
I)aranieters [103]. Also, any comj)lexity that is added to the model, like cpiantum
dots, would raise the complexity even higher. The k-p method is a semi-empirical
ai)proach attributed to Kane |104|.

It allows for input of experimental data as

parameters of band structure calculation.
The i)urpose of this chapt('r is not to re-invent the wheel. The method has been
known for tens of years now and has been published in many books as a standard
(in [103, 105, 100, 107] just to give a few). At first it was used to calculate the bulk
band structure of semiconductors [108, 109] and then was extended to compute the
proi)erties of (piantum wells [HO]- In recent years, with the nascent OD growth
technology, it has been used to tackle quantum dots [111, 112, 113, 114]. Therefore
in this chapter we will provide only a rough overview of the method, a starting point
for further study of the topic. Going into too much detail would not only needlessly
inflate the volume without bringing any new insights to physics in general. The
value lies in using it to provide an explanation to the interesting effects observable
in the experiment. Thus what follows is basically a recipe for calculations and is
more general than just the application we are putting it to later in the thesis. Finally
we note that all units are SI.

3.2.

3.2
3.2.1

32

8-band k p theory

8-baiid k p theory
Band structure

Seinicoiicluctors are crystals made of covaleiitly-boiided atoms. They can be monoatomic (like diamond), but in our case they are containing various elements (In, Ga,
As, Sb). The nature of a bond is described as a creation of hybrid states from the
original atomic orbitals. Due to Pauli exclusion principle two electrons cannot share
the same quantum numbers in the atom. Hence, when two atoms create a bond,
the atomic orbitals change their energ}'. One becomes bonding (electrons bind the
constituent atoms together) and the other anti-bonding (electrons are freed from
the atoms). Note that only the electrons from the highest atomic shell take part in
the bonding process, so we can conveniently forget about the electrons on the lower
shells. The anti-bonding energ>' is higher than the bonding, otherwise the bond
would be energetically less favorable and therefore not possible.
In the highest shell the .s-orbital has lower energy than the p-orbital. Due to
the energy s])htting caused by the bond they usually cross each otherh Thus the
lowest anti-bonding orl)ital has s-like symmetry (denoted as [S')), while the highest
bonding is p-like (denoted |A^), |y) and \Z) arising from

Py and p^ atomic

states respectively). In crystal there is an order of Avogadro number of atoms and
each creates a split (Kronig-Penney model [54]) therefore creating a continuous"
band. The bonding and anti-bonding bands are called valence and conduction bands
respectively. In semiconductors the conduction and valence bands do not overlap
therefore creating a forbidden energy gap or band-gap.
Such is the origin of the semiconductor band structure, summarized in figure 3.1.
Since it is a very large field of study on its own, we will concentrate our attention
only to a small region at the band edges, because that is where the majority of
optical processes occur.
^This is a very general view in the alloys that are discussed in this thesis. For various compounds
the specifics can vary.
“The distance between the energy levels is much smaller than the thermal energy.

Figiin' 3.1: (a) Evolution of the atomic s and p orbitals into valence and conduction
hands in a seinicondnctor. (b) Band structure of bulk GaAs. (c) Bnlk GaAs band
strnctnre near the band edges. After [Ho]).

3.2.2

Bloch theorem and k p theory

Calculating the band structure treating the crystal atom-by-atom would be forbid
dingly difficult. We have to solve the eigenvalue Schrodnger problem:
//■0(r) =

P
+ V(r) 'tp{r) = E'ip{r)
2mo

(3.i:

But we can make use of the fact that each crystal is periodic, i.e. has a translational
symmetry. This enables to invoke the Bloch theorem [105] and write the electronic
wavefunctions as
= Unk{r) exp {ik ■ r)

(3.2)

where n is the band index, k lies in the first Brillouin zone and i/,nk(r) has the
periodicity of the lattice. We notice, that the momentum operator p = —ihV acts
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on the Bloch vvavefiiiictions in a manner:
= [(p + /ik)^n„k(r)] e* k r

(3.3)

Therefore l)y substituting the wavefunction in the form (3.2), the periodic portion
of the Bloch fnnction is a solution to the equation
^2

P
2mc

^2f.2

o

IniQ

mo

k • p + l/(r) I n„k(r) = £;„kWnk(r)
I

(3.4)

which shows the origin of the method’s name, note the additional k • p term in the
Hamiltonian. For k=() the solutions are identical to the to the Schrodinger equation
(3.1) apj)lied for the periodic portion of the Bloch fimctions:
P
+ K(r) u„fi(v) =
2iri(

i?„,o«n,o(r;

(3.5)

\\'e can take those solutions from the results of the experiment (see references in
|3|) as the basis of the calculation. Full bulk band structure analysis shows that
near k=0 the bands are parabolic-like in nature. Therefore for k close to 0, where
the changes are small, we can use an effective mass api)roxiniation and perturbation
theory to evaluate solutions. This is known as the Luttinger-Kohn Model [IIG].
Originally it was used only for the valence band as a 4x4 (when considering only
the heavy- and light-hole bands) or 6x6 (with addition of split-off band the origin
of which is coupling of the relativistic motion and spin of the electron [117]) variant,
but can be extended to include influences from any number or combination of bands
1109, 118, 119] depending on needs.
In onr work we emj)loy an 8-band model, which means we calculate four double
degenerate bands: conduction, heavy-hole, light-hole and split-off. The details of
the model are omitted, but can be found in numerous publications. We use a basis
set of zone-center wavefunctions Ur,o{r). From perturbation theory we know that for
k^^O the solutions will be their linear combinations:
^'^nk(r)

^

m —1

®mk^no(^)

(3.6)
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which wc can put into the Schrodinger equation.
The explicit form of Hamiltonian used in this work is taken from reference |T20,
121] and shown below
^ Ecd

— \/3TV

^/2U

-V

0

0

-r_

-V2T_ ^

Ehh

V2S

-S

0

0

-R

-V2R

1^2)

Elh

Q

R

0

Vss

1^3)

Eso

V2R

0

I774)

h^5>

Ecb

-v/3T_

V2U

-u

Ehh

V2S*

-S*

Elh

Q

V

Eso

h^i)

(3.7)

hi)
j

h^8>

Only the ui)i)er triangular block is depicted because the matrix is Herniitian. The
matrix elements are
Ecu

— E(.{) +

Ef,ii

EyO

Elh

-- EyQ

277/0

Sc

(7i + 72)A’|| - T—(7i - 272)A-^
Zitiq
27770
JL (7i - 72)A’m - 7;^(7i + 272)A-^
27770
2mn

Eso — EyO — Aqn —
T±

v/6

(3.8)

P{kx ± iky)

U
3
73^7 (^x
2 777o

S
R
Q

3

[(72 + 73)(^7 — *^y)^ ~ (73 ~ 72)

27770
1

y/2 mo

/t;

,2

72^1

^—

"

+

12

72 7

—

^ ^

7770

where A’jj = k^-^ky and subscripts CB, HH, LH, SO stand for conduction, heavy-hole,
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light-hole and split-off bands respectively. Other parameters are

7i
72,3

1

Ep

ml

3

Eg -f- A50

Ep

L

= 7i -

3E,
Ep

L

=

1

■ 2

[y,

72,3

6£„

where Sc is a modified electron effective mass (m*) and 7^ are modified LuttingerKohn parameters (yf). P is the Kane matrix element {Ep = 2moP^/h^) with Ep
as Kane energy and Eg is the material band-gap. The basis functions j?i„) for the
Hamiltonian are provided as follows:

l«i> - 15 T)
l''^2) —
M

(|A^ T) T ^1^^" T))

= -^{\X i) + z\Y i)-2\Z]))

l'^4) = ^ (|A i) + ?|y i) + |z t))
h^5> = -|5i>

(3.9)

h^6) = -^i\x i)-i\Y D)
M

= ^(|XT)-^|r T) + 2|Zi))

las) - ^(|XT)-«I>^T)-I^i))
and are linear combinations of the bulk states. It is important to note that all
parameters (3.8) that enter the Hamiltonian (3.7) can be taken as empirical results
from optical measurements. In this work we take the values from the review done
by Yurgaftman, Meyer and Rani-Mohan |3].
As was mentioned in the introduction, the technique used to create (piantum dots
in this work relies fundamentally on self-organization driven by putting together two
materials with different unit cell sizes to enforce growth of the islands. These islands
remain under strain, otherwise the relaxation causes a creation of defects that act as
centers for non-radiative recombination, which is undesirable in most optoelectronic
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aj)])lications. The strain can be lowered during the growth by capping the dots
witli a material of lower lattice parameter mismatch or by post-growth annealing.
Strain is usually incorporated into the Hamiltonian by the means of a Deformation
Potential Theory by Pikus and Bir [122]. In this theory strain is treated as a small
deformation of the crystal lattice. This allows the periodicity to be preserved and
maintains the applicability of the Bloch theorem, albeit with a different period and
I)Otential. In general, it leads to a small shift in the conduction and valence bands.
While there are analytical solutions for some geometrically simple systems (i.e. the
quantum well), in the QDs this problem can only be solved numerically.
There are however general trends observed. Under a tensile strain the bandgap decreases and the degeneracy of the valence band at P point is lifted with the
light-hole being above the heavy-hole. In the GaSb/GaAs system the situation is
reversed. The GaSb observes a large compressive strain, therefore the band-gai) will
raj)idly increase and the heavy-hole band will split from the light-hole.

3.2.3

Fourier transform method

The most natural way of solving the Hamiltonian would be to create a 3D grid in real
space and for each point write the Hamiltonian and solve it. As one could expect,
it would take a co})ious amount of computer memory and time to do that with a
satisfactory accuracy. Therefore the usual practice is to transform the Hamiltonian
into a Fourier series by expanding the wavefunctions into an infinite number of plane
waves

</’"■> = E

(3.10)

n,q

where n is the band number and g is a wavevector.
For computational i)nrposes we cannot take an infinite amount ])lane waves. We
need to truncate it at some point, so we take q € { —A', A^} and proceed to search
for the Fourier expansion coefficients

To evaluate them we create a new matrix
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A of the order n{2N + 1) with the elements
A

Hiij> : i'

r.

2iV + 1

t/ = f

j
2iV + 1

(3.ii:

where H is our Hamiltonian (3.8) including strain and the matrix elements are given
bv
(3.12)

Aj = (q'i^iilq)

This means in simple terms that we take each cell of the k-p Hamiltonian and create
a block by expanding it on the series of plane waves from —N to N using equation
(3.12).
Another advantage of the Fourier transform method is that the dot properties
enter the Hamiltonian onlv via its characteristic function
= f e — i£,r

(3.13)

JQD

For several dot shai)es, including the truncated pyramid which is our area of interest
[94, 95, 96], there are analytical solutions to this function, which basically returns
the "position" of the dot. This allows for an accurate account of the shape and size of
the dot in the simulation. Shape and size also have an influence on the modification
of the band structure due to strain, so now they can be i)roperly included as in
reference [123, 124, 125].
Similarly, the optical matrix elements, which are proportional to the optical tran
sition i)robability are calculated as Fourier coefficients of the bulk matrix elements
because of our choice of basis functions
^fn',n(k)

/ n'k dH
e^— nk 1)
\
dk

2

(3.14)

where e = (e^:, 6^,62) is a light polarization vector. This means that the numerical
value of the optical matrix element is relative to the bulk matrix element. As a final
note, in this work we choose the polarization vector to l)e unitary along the x-axis to
simulate the conditions of the experiment, where the PL is collected from a narrow
angle centered on the z-axis, which is perpendicular to the growth jfiane of the dots.
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3.2.4

Band structure of quantum dots

The dispersion relation -E'(k) in bulk materials near the F point is very close to
(piadratic
■^nk ~ ^71.0 T

hH-

(3.15)

2m*

which allows for api)roxiiiiating the j)article properties with a concept of effective
mass, since the curvature is inversely proportional to the mass:
1
m]

1

(3.16)

dk-idk

In bulk the vectors k are not quantized. When we reduce the dimensionality
however by restricting the particles in any dimension then quantum mechanics takes
over and the wave-vectors in that direction will be (jiiantized. This is valid if the
de Broglie wavelength of the particle is comparable to the physical dimension of the
confinement i.e. de Broglie wavelength for GaAs in 300 K is 24 nm and for liiAs is
40

11111.

This means that to confine the particle in a quantiim mechanical manner

we need to create structures, which have a minimum of one dimension comparable
to those. When that hai)i)ens the interference between particle waves will give rise
to several iireferable fre(|uencies that become the energy levels.
Quantum dots exhibit a (luantum confinement in all three directions. An aca
Ly,

demic study is usually a small box of sizes

in a barrier of infinite height.

In that case the level energies can be calculated analytically and we arrive at a very
simple solution [120]:

n9
SttF

m2

q2

71, m, g G N

(3.17)

From this equation we can see that spacing between the levels generally depends on
the size of the confinement, but also on the effective mass of the particle. The last
fact will play a major j^art in the differences in dynamics of type-IIa and type-IIb
structures. Due to three-dimensional confinement there is no dispersion of states.
Therefore per Pauli exclusion i)rinciple there can only be two particles per energy
level times its degeneracy stemming from the symmetry of the system. The density
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of states is therefore a Dirac delta-like function, g{e) oc 2n6{e — En,m,q)-, where n
is the degeneracy of the level. This is in contrast with a bulk and quantum well
situation, where the density of states is proportional to square root of energy' and a
step function respectively, meaning that there are many states near the band edge.
W’e will make use of this fact when we design the actual calculation systems (see
also appendix A).
The simplified particle-in-a-box picture shown above does not hold very well in
reality. First of all, the confining })otential is not infinite and in case of type-II
structures might not be there at all. The analytical treatment of the problem is fur
ther couii)hcated by the broken symmetry of the system, the band structure, strain
and finally Coulomb interactions. The shape of the dots considered in this work
is a truncated i)yramid, so the numbers in equation (3.17) are not good quantum
numbers. Finally the boundary conditions must be satisfied due to the change of the
material properties and let’s not forget about the strain and a presence of multiple
bands in the valence band. These issues make it very difficult to calculate an accu
rate band structure of a semiconductor (piantum dot. The juirpose of this thesis is
not to do that, but to use a realistic model to determine the changes in that band
structure when under excitation. Solving the system analytically will certainly not
be possible, thus we will have to settle for a numerical solution.

3.3

Coulomb potentials

Coulomb interactions between the carriers in the quantum dot come from a basic
principle of electrostatics, which states that the Coulomb force between two charges
q and Q is equal
47r££o

(3.18)

where £‘o is vacuum electric permittivity, e is relative permittivity of the material
and r is the distance between the charges. The well-known result is that charges of
the same sign repel each other and those of opposite sign attract each other. The
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electrons and holes are such particles. A hole is actually a quasi-i)article, but has
all the properties to treat it as such. In a quantum mechanical system however
we can’t treat them as point charges, since they exhibit wave properties. Every
part icle is rej^resented by a wavefimction, a complex funct ion whose square modulus
is the probability density of finding the particle at a specific location (or state of
motion if the Schrodinger equation is time-dependent). The result of the calculations
explained in section 3.2 is a set of such wavefunctions. If we use the Copenhagen
interpretation of quantum mechanics, then we can treat the wavefunctions of the
electron and hole ])articles as densities of negative and positive charge respectively^.
Our interpretation is strengthened by the fact that even if we simulate only one dot
at a time, the ensemble is composed of millions of them. Therefore it could be seen
as determining the average-per-dot influence.
Thus we have a task of determining the Fourier transform coefficients of the
Coulomb potential to be put into the Hamiltonian (3.7). We start from the Poisson
ecpiation
AC(r) = -

ciii

(3.19)

££{)

where V is the potential we are seeking and p is the charge density. The Lai)lace
operator transforms as A ^

and the charge density transforms into Fourier

coefficients of the wavefimction we already know: p{t)

'0(k). Therefore we can

finally write the Fourier transform of the Coulomb potential as
l/(k) =

££Qk‘-

(3.20)

which we can then jiut into the Hamiltonian as by equation 3.12. This method is
further described in reference [127].
One note aliout the relative permittivity. In general it is different for each mate
rial in the simulation system. However, that would bring an additional complication
to the model. Therefore, for the purposes of simplicity, the value is

12.9 which is

that of the gallium arsenide.
^Tliat is we can as long as we don’t actually try and find out where the said particles are, since
this would lead to the wavefuuction collapse.
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Figure 3.2: First tiiree heavy-hole wavefiirictioiis of the type-IIb structure from
chapter 5.2 (left) and their respective Coulomb potentials (right). Bottom graph
dei)icts the values of th(' Coulomb ]K)teiitials across the x-axis through the center of
the (lot (y~0 and z—0).
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Finally, lot us take a quick look into some of the results of these calculations to
examine the magnitude of the Coulomb potentials from different confined levels, so
that we may at this stage form some general statements. In chapter 5.2 we discuss
holes which are trapped in the GaSb quantum dot. Let’s have a look at the ground
and first two excited hole states in figure 3.2. We can see that the ground state
exhibits a spherical symmetry and that its wavefunction is more compact than that
of the excited states. We expect that as we go higher with the hole number then
the holes will have lower and lower symmetry [111]. This means that the density of
charge for the ground state will be the greatest and therefore it will also exert the
greatest influence on the band structure. The })otent ial of each suljsequent hole state
will be lower as is shown on the right side and the bottom of figure 3.2. All three hole
states presented in this figure are from the heavy-hole band, but obviously valence
band also consists of light and s])lit-off hole bands. Therefore, due to the mixing of
these states, we can expect that the total Coulomb potential anii)litude, which will
translate into the shift of the energy levels, will increase in a jagged manner.
The influence of the (luantum well and the bulk are negligible in eomi)arison to
that of the quantum dots unless they contain many particles. Each case will be
treated and discussed sej^arately.

3.4

Coulomb interactions: A simple model

Maeroseoi^ie modifications of the emission properties of type-II quantum dot sys
tems are a result of microscopic changes enforced by Coulomb interactions between
the injected carriers. Here we i)resent a simple model of those interactions, which
will be present in all investigated type-II systems with modifications specific to the
])articular structure under investigation.
Let us consider a tyi)e-II quantum dot like in figure 3.3a.

We see that the

dot offers confinement to one type of carriers, while for the other species it forms a
barrier, which forces them out into the surrounding matrix. When we inject electron-
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Coulomb interactions: A simple model

(a)

QD

TT

Figure 3.3: Simple model of Coulomb interactions in ty})e-II quantum dot systems
represented by modification of the band i)rofile. (a) rei)resents structure under no
excitation and (b) with injected electron-hole pairs.
hole pairs into the system they will thermalize to their lowest available states. We
therefore create a situation, where we have small volumes of charged islands in
the "sea" of opi)ositely charged matrix. Hence we can expect Coulomb interaction
between the carriers. Figure 3.3b illustrates this process. Carriers confined to the
QD will strongly repulse each other due to Coulomb force (3.18). This will increase
their ])otential energy with respect to band edge. On the other hand the charge of
the dot creates an attractive potential for the carriers outside. As a consequence
they will physically move into the dots vicinity. The })otential reduces the species’
energy with respect to the l)and edge, but since the Coulomb i)otential decreases as
we can expect this modification to be smaller than the one happening inside the
QD. The net result of the renormalization is therefore a blue-shift of the radiative
recombination occurring between the carriers.
Another consequence of the approach of the carriers outside the QD into its
surrounding area is the increment of the respective electron and hole wavefunction
overlap. As we exi^lained earlier this results in an increased optical matrix element
and shorter radiative lifetimes. Both these effects occur while the radiative recom
bination removes the carriers from the system, so we can expect intricate emission
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(lyiiaiiiics in the type-11 quantum dot systems.

3.5

Self-consistent algorithm

Figure 3.4; Algorithm how-diagram for self-consistent 8-band k-p calculations.
The flow-diagram depicting the algorithm used for the calculations presented in
this work is depicted in figure 3.4. The band parameters for each material are taken
from the review done by Vurgaftrnan, Meyer and Ram-Mohan |3] evaluated at 7
K, the temperature used in the experiment. The values for ternary alloys are taken
either as a linear interpolation of the two constituent binaries (for example in case of
a lattice constant) or a second order fit, like for the band-gap and valence band offset
(VBO). The parameters for each structure (dot or a well) are input separately along
with their physical ])roperties, such as their size and shape. Then the Hamiltonian
of the structure matrix (GaAs) is created and all other structures added to its
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appropriato cells according to equation (3.7) and (3.12). After that the Fourier
coefficients of the strain are calculated for each nanostructure and inserted into the
Hamiltonian. The resulting matrix is then solved (diagonalized) numerically. A
result of this procedure is a set of eigenvalues, energy levels each corresponding to a
band (electron, heavy hole etc. of both spin projections). They are then sorted into
energetic order with respect to the edge of the band. It is important for the valence
band because it is likely that hole levels from different bands will be intermixed
with each-other and, in the next stej), we populate a dehned number of energy
levels with carriers. This is done by calculating the eigenfunctions corresponding
to those eigenvalues. Depending on the system under consideration the number of
states calculated per conduction and valence band may differ, but care is taken to
keep the super-cell neutral by placing the same number of carriers of both species
inside, a parameter which is called q. For example in the case of structures with a
(piantiim w(dl, all i)articles will be placed in its ground state, but their number will
be the same as a number of corresponding charges in the dot. Precise description is
given for each structure under investigation.
Having the wavefunctions, or rather their Fourier coefficients, we can easily cal
culate the Coulomb potential energy they exhibit using equation 3.20 by treating
them as a charge density, which was described in section (3.3). Those coefficients
go into the diagonal blocks of the original Hamiltonian as a Coulomb correction to
the band structure. This closes the calculation loop. Now the program continues by
calculating a modified set of eigenvalues and corresponding eigenfunctions. If the
self-consistency conditions are not met, it will continue looping until they do, each
time refining the result. The conditions for a successful result of the calculation are
based on the thermal energy. /c/jT is equal to 0.6 iiieV for 7 K, so the uncertainty
of the energy of the level should be less than half of that value. In this work we
choose the maximum energy difference between the states for two subsequent loops
to be 0.2 nie\h which constitutes our accuracy. The difference is calculated only for
ground states in the conduction and valence band and not the whole spectrum.
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Numerical accuracy

N
Figure 3.5: Changes of the calculated ground state hole energy for structure pre
sented ill section 5.2 with the nuinlier of plane waves used in the Haniiltonian. N is
the same for all directions. The inset shows the total time of calculation in hours.
The inherent accuracy of the algorithm is tied to the number of plane waves (N)
in each direction we use to api)roximate the bulk states with more waves increasing
the precision of the results obtained. There are however important limitations. The
size of the Hamiltonian, or more precisely matrix A (3.12), increases exponentially
with N, which in-turn increases the time needed to i)erform the diagonalization.
This has to be balanced with the accuracy of the approximation. Figure 3.5 shows
the calculated de])endence of the ground state hole energy (see section 5.2) as a
function of the number of i)lane waves. N is the same for all directions. We can
see that while the difference is significant for low plane wave numbers, it becomes
much smaller for N>4. The difference between N=6 and N=7 is only 1.5 meV. Inset
shows the time recpiired for calculation. This is the time for each loop in the selfconsistent computation. With the hel}) of several optimization algorithms, discussed
in the next section, we are able to choose N—7 to achieve the highest accuracy that
is possible without running out of available computer memory.
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Ultimately, the accuracy is determined by the precision of the material param
eters. The review article we are taking them from [3], while old (2001) is very
thorough (998 references) and is highly regarded in the scientific community, which
is evident by amassing 1400 citations so far. We can therefore be confident in the
parameters those authors recommend.

3.5.2

Optimizing the algorithm

The approach to the self-consistent solution oscillates about the true value with
respect to the loop number. It is especially evident when the changes between the
initial, unperturbed state and the final calculated level are large. That is due to the
carriers in both bands dynamically attracting and repelling each-other. The balance
of those forces changes because the Coulomb interactions will alter the shai)es of
the constituent wavefunctions. By populating the system, the charges outside are
attracted and inside - re])ulsed, so the Coulomb potentials take completely different
shai)e and the interactions change. The new conditions have to be recalculated
and the i)rograni works until the differences are minuscule as discussed before. The
problem lies in that the i)attern of the approach makes it very slow to converge
on the real value - many loops are needed for achieving a self-consistent solution.
More loops means more time wasted and the times-per-loo]) can be long indeed as
was shown in section 3.5.1. There are several resolutions to this problem. One was
already depicted in figure 3.4. We can simply add a ])reviously calculated potential
to the Hamiltonian before the "zerotli" loop so that we don’t start at q -0 constantly,
but we can choose the starting point and make it very close to the final one and the
convergence occurs with fewer loops.
Another approach is to seed the calculation with the average of the Coulomb
potential over the previous few loops. This will cause the amplitude of the zigzag
pattern to diminish and accelerate the convergence. In our program, if the number
of loo})s is greater than 2, it starts to average over last two calculated potentials.
The results of both methods are presented in figure 3.6. We take as an example
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Loop number
Figure 3.G: Self-consistent e()iiv('rging of the groniKl state hole level for different
optimization methods used.
a type-111) strnctnre without the QW described in section 5.2 and perform selfconsistent calculations for q 50. Black points correspond to the case where there
is no averaging and no inclusion of previous potential. \\^ can see that with both
methods included into the algorithm the nninber of loops required drops from 18 to
4.
As a final note, the program code has been written to make use of the highperformance cominiting facility in Tyndall National Institute, which supports multi
processor calculations. This reduces the computation time significantly. Values in
figure 3.5 correspond to the times when using four cores and would be significantly
higher if computation was done only on one. The code i)arallelization allows for using
up to 8 j)rocessors at once but using more than 4 does not give further significant
improvement due to a data bottleneck.
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Coulomb effects in type-IIa quantum
dots
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Introduction

The type-IIa (luaiitiim dot systeins are defined as possessing a spatially indirect
ground state optical transition between the electrons confined in the dot and holes
in the surrounding region. This is })ossible if we grow InP (niantuin dots on a GaAs
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substrate [69, 82]. However for more conventional InAs/GaAs QDs the creation of
the type-II alignment is not possible under normal circumstances. It requires some
clever band-gap engineering in the form of capping the dots with an additional layer,
which has a higher valence band offset (V'BO). The staggered band configuration
could be helpful to mitigate a problem that InAs/GaAs QD technology usually en
counters, which is a difficulty to go to longer emission wavelengths (above 1300 nni),
which should theoretically be accessible to the material. To achieve longer wave
length ground state emission, the dots would have to be cpiite big and that com
monly leads to strain relaxation through crystal deformation and creation of centers
for non-radiative recombination (see for exami)le [128] and references therein), mak
ing this aj^proach unfeasible for large ensembles of dots recpiired for laser operat ion.
It is however successful for single-dot studies [129].
For IiiAs the perfect material to fulhl that role is GaAsSb.
of growing both materials has long been established.

The technology

InAs/GaAs quantum dot

l)ossesses type-I characteristics, as indicated in figure 4.1a. The only way to create a
tyj)e-II band alignment in this case is to embed the dots in the QW made of an alloy
with a valence baud edge that is higher in energy than that of the QD material,
such as GaAsSb (figure 4.1b). This will result in lowering the ground state emission
energy by the difference between the original ground hole state and the new ground
state level in the well, which is the primary reason for performing this operation.
In order to achieve the transition from type-I to type-II system we need a spe
cific composition of the capping layer. Figure 4.1c shows valence band offsets as a
dependence of InGaAs and GaAsSb composition. We can see that the VBO versus
the com])osition for the antimonide alloy rises much quicker than for the InGaAs.
The importance of this is shown in figure 4.Id, which presents a i)hase diagram
of the valence band alignment for an unstrained InGaAs/GaAsSb system. For all
concentrations of indium there is a region, where the structure will maintain the
type-I alignment. Higher antimony inclusions however cause their baud edge to
cross above the InGaAs and switch to ty])e-H. This occurs for very low concentra-
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Type-1
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Figure 4.1: (a) Typical band diagrain of IiiAs GaAs type-I (luaiituiii dots, (b) Band
modification due to the presence of the GaAsSb (luaiitum well resulting in a shift
to tyi)e-II alignment, (c) \ alence band offsets for IiiGaAs and GaAsSb alloys as a
function of the concentration of In or Sb in GaAs. (d) Phase diagram of the band
alignment for InGaAs/GaAsSb system.
tions of SI), no more than 14% for Ino.78Gao.22As, which has the largest VBO. When
subjected to strain however, the phase boundary can move. Since the quantum dots
for long-wavelength emission are cpiite indium-rich then the capping layer needs to
contain more than 14% Sb in order to achieve type-II confinement. To maintain
this configuration the conduction band of the capping material has to be higher in
energ}' than the dot. Fortunately the band-gap (without considering the strain) of
the Ino.78Gao.22As is about 0.577 eV at 7 K while for the corresponding minimum
Sb concentration it is ecpial 1.254 eV, more than twice as much. This means that,
unless the dots are extremely small, the configuration switch will most certainly
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occur. The (lepeiideiice of the hand alignment on the antimony concentration in the
GaAsSb Q\\ covering the InAs/GaAs QDs has been studied l^y the group at the
University of Sheffield [73, 74, 75]. They have diseovered the type-I/type-II transi
tion when the antimony content in the well was greater than 14%. In this chapter
we will study two cases: one where the system is at the boundary (14% of Sb in
QW) and a second in a proper type-II configuration (18% of antimony in QW).

4.2

InAs/GaAs quantum dots with a GaAso.geSbo 14
quantum well
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Figure 4.2: Typical streak image of the tyj)e-I InAs/GaAs quantum dots.
Before examining the characteristics of type-II optical transitions in QDs based
on InAs/GaAs, it is useful to first study a normal emission dynamic of a type-I
system. The results of the TRPL exi)eriment are shown in figure 4.2. We can observe
two emission lines, each coming from a respective, well defined transitions inside
the QD - ground and excited state. The lines are broadened by iiiliomogeneous
broadening, but bear no hint of wavelength shift during the course of the experiment.
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We will

come back to the problem of Coulomb interactions in type-I QDs in chapter 6, but
for now it is useful to have this spectrum as a comparison so that the changes during
the band conhguration flip will be more evident.
As was said previously, by covering the InAs/GaAs dots with a GaAsSb quantum
well, we reach a point where above certain Sb composition of the QW the bands
shift to type-II alignment due to the valence band offsets crossover. In this section
we will study a case which is close to this transition.
Even if the band edges are at the same level, we still have two different materials,
one comprising a very small volume of the QD. This means that the boundary will
still exist although it will consist of different physical properties than just the dei)th
of the potential. Therefore we can expect a very complicated mixing of states which
are only loosely confined to the dot region (via for example a lower effective mass)
and the 2D-like levels.

The dot confinement will be extremely weak so we can

expect that the ground state hole wavefunction will easily expand and penetrate
the surrounding material. This means that the overlap between this state and the
corresponding ground state electron will diminish, increasing the radiative lifetime.
Nevertheless, the ground state emission should l)ehave most dot-like because the
hole effective mass of the QD is lower than of the QW and the level will be closer
to the band edge. The higher emission states however will most likely be mixed
dot-well transitions.

4.2.1

Experimental results

Figure 4.3 shows emission dynamics of the InAs/GaAs quantum dots covered by a
6 nm of GaAso.86Sbo.i4 quantum well. We can observe several (piite well separated
features originating from different optical transitions.

Ground state emission is

found at 1.03 e\' (1203 nm) and it behaves in a very similar manner to the type-I
transition. No time-dejiendent energy shift can be observed as the excitation power
is increased, but the radiative lifetime is considerably longer than before

about
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Figure 4.3; Streak image and PL of the IiiAs/GaAs quaiituiii dots covered with
GaAso.86Sl)o.i4 quantum well.
1.96 ns. The higher radiative channels however behave differently. They are redshifting after the excitation impulse to their "neutral" energies of 1.097 eV (1130
mil) and 1.17 eV (1060 nm) for the first and second excited state respectively. The
shift is not a large one, around 10 nieV, but clearly observable.
We can also spot a weak dependence of the recombination lifetimes of the excited
states as the peak of emission travels. This is shown in figure 4.4, where we depict
decay traces for several wavelengths corresponding to those transitions. We observe
that at the beginning of the experiment, when the spectrum is blue-shifted, the times
are shorter and then they start to increase as we depopulate the system through the
emission of photons. Another characteristic is that at the start the sjiectra is overall
very broad and, as time elapses, the specific peaks become better resolved. We can
therefore conclude from the experimental results, that the ground state emission
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Figure 4.4: Decay traces for tlie (a) first and (1)) second excited state as a fniietion of
the emission wavehnigth. Nniiif)ers show the corresponding lifetiines in picoseconds.)
behaves like a type-I transition and the excited states have a type-II nature.

4.2.2

Self-consistent calculations

With the experimental results in mind we can start building the simulation
environment, which is the virtual representation of the modeled system. Since no
structural data is available for the dots under investigation, we have to make a
number of assumptions based on the data available in the literature. We take an
average dot density of 4x10^° cm“^, which gives the dot spacing and a lateral size
of the super-cell of 50 nni. The height of the simulation system is 30 run. This
ensures proper boundary conditions. These values will be used for all computations
in this work.

We assume that the dots’ shape is that of a truncated pyramid

|94, 95, 9(i]. The size and composition are however more difficult to evaluate since
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they are iiiterdei)en(ieiit on each otlier. The composition affects mostly the ground
state energy and the size

the distance between the energy levels. The energetic

s])acing between hole levels is smaller that between electron levels due to their
larger effective mass (see eqn. 3.17). Therefore the distance between the emission
peaks closely reflects the separation of electron levels. By meticulous testing of
various conhgurations we were able to fit a set of parameters for the quantum dot
which are in line with the results obtained experimentally. They are: a dot with a
base width of 16 nm, 4 nm high and containing 89.5% of indium.

Calculated band structure

Figure 4.5: Calcualted band structure of IiiAs/GaAs (luantum dots covered with a
GaAso.86^1)0.14 quantum well. Arrows show some of the ]K)ssil)le optical transitions.
The inset shows the X-Z band })rofile in the plane y=-0 in the simulation environme'iit.
Figure 4.5 i)resents the calculated band structure of the InAs/GaAs quantum
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dots covered by a GaAso.seSbo.M (luaiitiini well. In the conduction band of the dot a
deep confinement potential is formed (of depth 408 meV) while the well - a barrier
for the electrons 45.4 meV high. Inside the QD there are 8 spin-degenerate confined
electron states. Of them the second and third (E2 and E3) are degenerate due to the
symmetry of the dot and we shall treat them as one - as the first excited electron
state. The situation in the valence band is much more complicated. The edge of the
band in the QD is 27.5 meV above that of the QW. This is due to the comi)ressive
strain, which pushes the band edge relative towards higher energies. In our case the
dot experiences much higher strain than the QW (6.34% against 1.1%) and therefore
its edge is slightly al)Ove the well.
More important is the position of the energy levels. In figure 4.5 we have pre
sented the two lowest hole states. The ground state energy is above the edge of the
QW band, therefore it is weakly confined to the dot. The first excited state is just
2.2 nie\' higher in energy relative to the band edge. Therefore at a first glance it is
difficult to judge whether it is a dot or a well state. In order to solve this quandary
we need to take a look at the wavefunctions corresj)onding to those levels.

Figure 4.6: Calcualted first (HI) and second (H2) hole wavefunctions. Isosurfaces
are at 50% amplitude. Outline of the dot provided for visual reference.
Figure 4.6 shows the first two hole states. We can see that the ground state is
largely within the dot, its wavefunction only slightly i)enetrating the well due to the
level being above the QW band edge. For the second state however the situation is
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reversed. The iriaxiiiiuni of the wavehinctioii amplitude is outside the dot, at the
sides of the pyramid. The penetration of the QD is small

the hole tightly "hugs"

the dot and the planar geometry is forced by the presence of the potential confining
it in the growth direction, i.e. the Q\V. This permits us to claim that the HI is a
dot-like level and place the H2 level outside in the well, as shown in figure 4.5.
The optical transitions in this structure can therefore occur between the
conhned electron states in the dot and the hole states in QD (ODe-ODh) and the
QW (()De-2Dh).

Other transitions can be either ignored, like in bulk GaAs or

are much less probable, like the one between bulk electrons and confined holes
(3De-0/2Dh) l)ecause the carriers will be captured l)y the dots when they appear in
their vicinity. The optical transition between the ground states in the QD on the
other hand is very efficient due to a high wavefunction overla]). We can therefore
assume that it dominates and becomes a primary oj)tical recombination channel
for those levels.

If that is tin' case, then the excited electron states would be

left with a tyi)e-ll transition to the well cis a principal pathway of recombination,
which would support the proposed explanation of the TRPL spectra (see section 3.4).

Band renormalization under excitation

Figure 4.7 presents schematically the modification of the band profile due to
carrier injection. From section 3.3 we know that particles of highest local density
will exhibit the largest Coulomb influence on the surrounding environment. In this
case they are electrons, since the hole wavefunctions are a mixture of dot and well
states. Hence we can predict that the electron-electron repulsion will increase their
j)otential energy pushing the levels into higher relative energies. The holes in the
valence band will be pulled along due to the attraction. The modification should
increase the depth of the hole confining potential in the dot vicinity so there should
be a substantial displacement of the positively charged i)articles towards the QD.
Since the ground state is already largely confined in the dot we should not expect
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z (nm)
Figure 1.7; Sclieinatic of the influence of Couloinl) interactions on the band profile
of liiAs/GaAs (inantnni dots covered with GaAso.seSbo.14 (inaiitniii well. Black and
red dashed lines are nn])ertnrbed and perturbed bands resi)ectively. Arrows dei)ict
energy and si)atial disi)lacenient of the carrier energy levels and wavefnnctions.
drastic changes to it. The question however is whether, if the injected carrier density
is sufficiently high, can the excited state change from being type-11 like to type-I?
In order to answer this question we need to perform self-consistent calculations
on the system.

We need to decide where to put the carriers injected into the

system. With the conduction band the situation is very easy, since each state in
the QD is a single-particle level capable of possessing two electrons as per the
Pauli exclusion i)rinciple.

For the valence band we need to make assumptions.

We have said earlier that the ground hole state is a dot state and therefore it
will only fit two ])articles.

The excited state however possesses more 2D-like

(pialities and it is located outside the QD. Therefore for simplicity we will be
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I)lacing all the reiiiaiiiiiig holes on that level. We can justify it by noting that the
density of states in the QW is higher than in the QD (see section A.2 for discussion).

Modification of single-particle energies

(a)

Holes

(b)

Electrons

Figure 4.8: Calculated changes to the single-state energy with respect to the value
for (j—0 for (a) hole states and (b) electron states. Dashed line represents a value
for which the dot is full, n is the nuinber of the state.
In figure 4.8 we show the calculated changes to the electron and hole levels, which
are most interesting in present case, with respect to the "neutral" dot. Since the
QD can contain up to 16 electrons on 8 double-degenerate levels, we can divide the
description into two phases: when the dot is not yet full and above the saturation
limit. From the exi)erimental point of view we are most interested in the former so
let’s look at the results for q^l6.
We can see that the electrons in that region significantly increase their energies
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relative to their energy at q"0. As the iiuiiiber of carriers is increased in the system
from 0 to 16 we find that the electron’s ground state blue-shifts by 8 meV. The first
excited state exjieriences 7.5 meV shift and for the second (third) excited state the
change of energy is relatively smallest: 6 me\b This relative blue-shift of the band
structure is caused by a strong repulsion between the confined electrons, which
increases their potential energy, as was discussed in section 3.3. The dynamic of
each electron level as we increase the injection density is quite interesting and will
be examined shortly, but let’s first take a look at how the holes behave in the same
region of injection. We can see that they are decreasing their energy with respect of
the band edge. This is caused by the attraction to the electrons in the dot, which
moves the respective energy levels down due to the modification of confinement.
There is however a significant (luantitative difference between the two hole states
under consideration. The ground state, which we have seen is mostly confined to
the QD, experiences a significant shift of nearly 3.5 me\y while the excited state,
which is outside in the QW, is shifted by just 1.5 meV. These i)henomena are not so
easy and straightforward explainable. In order to provide a reasonable description
we need to consider the modification of the respective wavefunctions.

Evolution of single-particle wavefunctions

Figure 4.9 shows the evolution of the ground state hole wavefunction as a de
pendence from the excitation density for cj^lG. \We can see that it undergoes major
changes. The attractive Coulomb potential forces it further into the dot center,
drastically increasing its confinement. The state changes from being a mixture of
a QW and a QD into a purely dot-like state. This reiiormalization is also going to
have a major impact on the evolution of the electron wavefunctions. The increasing
hole confinement translates into a greater positive charge density. It results in an
stronger Coulomb potential, which attracts the electrons and retards their energy
shift.
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Figiir(> 4.9; Evolution of tlio ground hole wavefuiictioii shape with increasing exci
tation density.
The excited hole state, depicted in figure 4.1U, behaves in coin})arisoii cpiite
differently due to the presence of the barrier. The attractive potential coming from
the confined electrons causes it to api)roach the dot from the faces of the pyramid.
Such a geometry is forced by the dot shape and the particle confinement in the plane
of the QW, which makes the preferential sites on the dot sides. The wavefunction
l)enetratioii of the dot, already significant for q=0, only increases for higher carrier
injection densities. The positive charge density is much lower for this level because
it occupies more volume.

Hence its attractive effect on the electrons should be

minimal, at least until the dot is full.
As for the electrons, their wavefunction shapes will be altered by the repulsion
l)etween them. This evolution of the electron wavefunctions for the levels under our
interest is depicted schematically in figure 4.11. The arrows show an exaggerated
shape change with increasing injected carrier density. The actual changes are minus
cule due to counter-attraction caused by the hole occupying the ground state inside
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Figure 4.11): Evolution of the excited state liole wavefuiietioii (hlue) shape with
increasing excitation density. Excited electron state in the QD (green) is displayed
for visual reference.
the dot. Nevertheless it is convenient to discuss the observed trends now, because
they will become important when there is no hole to hamper the shift, as is shown
is section 4.3 where we have a pure type-II band alignment.
In general the electron-electron repulsion will force their respective wavefunctions away from the dot’s geometrical center.

This is because the sum of the

Coulomb potentials coming from all electrons will have a maximum there as all the
QD wavefunctions exhibit a symmetry with respect to that center (see figure 3.2).
Thus we can expect all the changes to be radial in nature and constrained by the
shape of the dot. The electron’s ground electron state is a spheroid and has the
highest symmetry, therefore under the influence of a radial repulsive potential it will
evenly spread in all the directions. The first excited state is degenerate due to the
X-\’ symmetry of the dot itself and is ring-shaped with the sides flattened at the

Figure 4.11: Tliree lowest electron wavefiiiictioiis. Arrows depict an exaggerated
trend of their evolution with increasing charge density.
faces of tlie iwraniid. Because of the geometry it cannot spread evenly under the
repulsion. Rather it further "flattens" itself against the faces of tlie dot and spreads
along that direction. The second excited state has further reduced symmetry with
four wavefunction maxima at the edges of the dot.

When subjected to the re

pulsive i)otential its shift is directed slightly downwards and along the i)yramid edge.

Optical transition energies

Having the knowledge of the wavefunction shape alterations with increasing
charge density we can now proceed to explain the dynamics of the energy level
changes in figure 4.8 for q^l6, i.e. when the QD is not full.
As will be sliown in section 4.3, which considers a similar structure, the band-gap
renormalization is stronger due to absence of a confined hole state in the QD. In
that case not only will the total shift of electron levels will be stronger, but also
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the changes for the ground state will he the largest under excitation. This is in
contrast to what we observe in tin' current case. For low values of q the shift of
the electroirs ground state is smaller than the other two levels. Only as the carrier
density becomes larger it overcomes them. This dynamic is caused l)y the presence
of the (inasi-confined hole h'vel in the C^D, which exhibits an attractive potential for
the eh'ctrons and hanii)ers their shift, most strongly for the ground state which has
similar geometry. When we jmt more electron-hole j)airs into the system the ground
hole states gets l)etter confined into the QD due to increased attractive potential
exhibited by more negative charges, but the other holes are placed outside. This
diseciuilibrium increases the rate of shift of the confined ek'ctron states, which now
mon' strongly exi)erience tin' intc'i-carrier n’pulsion. Due to its highest symmetry,
the ground electron level is most strongly affected.
In the case of the holes, the ground state is affected most ])owerfully because for
(| 0 it is (luasi-conhned in the QD. As we increase the charge' density its confinement
increases and it gets sepieezed into the dot. The ground state hole energy can easily
"follow" the shift of the electrons because of a strong band-ga]) renormalization it
exi)eriences. The second level however is confined to the QW and, while there is no
real ])otential barrier, there is however a "material barrier" - an interface between
alloys of different physical i)roperties

which forbids entrance of that level fully into

the QD. Therefore this hole state can only experience the ]4otential modification as is
outside the C^D, which we know is smaller because the Coulomb potential decreases
with a scpiare of the distance. This is why the total shift for the hole in the QW is
much smaller than that of the ground state. Also, since it is outside the QD and
sjjread over consideral>le volume around it, then, even if we place several particles
into that level, its effect on the band profile will be negligible because the electrons
inside the QD will dominate the i)rocess.
The situation changes for a theoretical case of q>lC. The more electrons that
we inject now reside in the GaAs and lose significance, but the holes are still being
])laced into tin' QW state. This means that the whole i)rocess gets reversed. Now the
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holes create a counter-potential to an already existing static situation. The electrons
will now experience an attractive potential, which will decrease their energy, while
the holes will be now more strongly repulsing each other therefore increasing their
potential energy.

Figure 4.12: Calculated changes to the optical transition energy of various channels
with resi)ect to the neutral situation (q=()). Dashed line represents a full dot.
The relative shift of respective i)article levels obviously translates into a global
shift of o])tical transition energy. This is depicted in figure 4.12. We can see that
all levels of interest increase the transition energy.

The highest shift, nearly 6

meV, is for the excited state transition E2/E3-H2 (0De-2Dh), because the electron
dominates the modification. The ground state shift is much smaller, because the
lowest hole state follows the electron in energy scale. When the dot is full the
holes take over the role of a driving force of the band structure renormalization.
Since the QW hole wavefunction penetrates the dot strongly, it significantly
affects the electron levels. This is only slightly counterbalanced by the hole-hole re
pulsion (see hgure 4.8) and the net result is a small red-shift of the optical transition.

Above the dot saturation limit

Let us now have a look what happens to the respectable wavefunctions after
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Figure 4.13: Calcualted first (HI) and second (112) hole states (bine) for charge
densities above the occupancy threshold of the dot. Second electron excited state
(green) depicted for visual reference.
we have saturated the dot. At that i)oiiit the electron-electron repulsion ceases to
increase because there are no more levels to populate in the conduction band, so
their vvavefnnctions remain nnchanged. In the valence band however we can still add
holes to the confined levels inside the well. \\"e know from figure 4.10 that for q—16
the ground state is nicely confined inside the QD and the wavefunction of the excited
state largely penetrates the dot. But with further increasing of the charge density
in the super-cell all those additional holes end up in our model on the well level.
Therefore the hole repulsion takes over in driving the band-gap renormalization
])rocess. The effects for both hole states are shown in figure 4.13.
The ground state is being pulled out from the dot by the repulsion from the
excited state and undergoes a slight expansion of the wavefunction. The excited
state is itself not confined to the dot even though it i)enetrates it to a large degree.
The repulsion from the charges that are now' situated on the sides of the pyramid
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will force the wavefuiictioii out and away from the QD. This increased charge
density also incrementally attracts the electrons confined to the dot, which clearly
explains the features observed al)ove the saturation limit in figure 4.8.

Evolution of optical transition probability

The change of the shapes of respective wavefunctions will inevitably lead to mod
ification of their overlaj), which translates directly to the adjustment of the optical
transition probability between specific levels as per equation (2.1). In figure 4.14
we ])resent the calculated optical matrix elements for the 0])tical transitions under
our interest as a function of injected charge density. The values depicted are a ratio
with respect to the "neutral" state, when (j 0.

Figure 4.14: Calcualted evolution of the optical matrix element between the selected
states in the conduction and valence bands. Data is presented as a q-dependent ratio
with res])ect to the value at q ().
The largest changes are experienced by the ground state optical transition. That
is caused by the ground state hole wavefunction getting increasingly confined with
the injected charge. For large values of q this transition becomes a normal type-I
making it a very efficient channel of radiative recombination. The excited state
oi)tical transition experiences a smaller increase to its probability with increasing
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charge. That is because the second hole wavcfiinctioii approaches the dot as seen
in hgnre 4.10, but it will not penetrate far into it because of the interface bar
rier. Therefore there is a limitation to the increment of the respective wavefunction
overlap. Above the full-dot threshold the repulsion between the holes decreases the
overlap and hence we see the drop of the optical matrix element. The second excited
state modification is negligible in comparison to previous two. That is due to the
geometry of the respective wavefunctions. The holes are located at the faces of the
pyramid, while the electrons are in its corners. With the increasing charge density
the actual overlap is modified in a small manner and we can say it remains fairly
constant.

4.2.3

Comparison between the experiment and theory

Having calculated the modification of the optical transition energies and probabil
ities we can finally come back and explain the dynamic features observed in the
TRPL si)ectra. The comparison between the experiment and theory is depicted in
hgnre 4.15. The lifetimes for the excited states do not rehect the intrinsic optical
transition times. These times are affected by the intra-dot relaxation processes,
which are not taken into account. This makes the comparison qualitative rather
than (juantitative. Lets start with the ground state and work our way towards the
blue parts of the spectrum.
In the experiment the ground state transition exhibits purely type-I characteris
tics. The simulation however shows a small red shift with the flow of time (blue-shift
with the increasing carrier density). It should be emphasized that the shift is small
and, as will the next section show, it is significantly hampered by the presence of
the conhned hole in the (luantum dot. This leads to a conclusion that the hole
state is more conhned in our situation. The most likely mechanism of enhanced
conhnenient for that state is a gradient of QD composition, but we also allow for a
variation of dot and well j)aranieters (such as comjK)sition). The gradation of the
conhnenient potential in the dots volume allows a reduction of the mixing between
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Figure 4.15; C()iii})arisoii between the experimental results (black squares) and theoretieal ealeulations (white symbols) for the tvi)e-Ila structure with GaAso.seSbo.M
QW. First five transition channels are shown. Black symbols show the exi)erimeiital
decay times for the si)ecific wavelengths. The symbols show a calcidated recombiiiatioii lifetime.
the QW and the QD, which causes the hole to penetrate the well in the first place.
If that is the case, then it will shift more easily along with the electron levels in the
dot making the change of the transition energy much smaller (see also a discussion
in chapter G). If the ground state hole wavefuiiction is l)etter confined in the QD,
then its shai)e will also not change as much and therefore the modification of the
optical matrix element is minuscule. This is important because in the experiment
we do not observe any dynamics of a decay trace for the ground state transition it exhibits a single exponential decay

while the simulation shows that with time

there should be longer carrier lifetimes, as is the case in tyi)e-II transition.
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Those type-II characteristics are observed for the excited state transition, which
exists between the second/third electron in the dot and the first confined hole in the
QW’. Here we can proi)erly observe a red-shift when carriers are being radiated from
the system. Its magnitude is similar in both experiment (around 10 meV) and theory
(7.5 meV) and is caused by an unbalanced relative shift of the respectable energy
levels. The repulsion between the electrons is much stronger than their attraction
of the holes. While the holes are moving towards the QD, which decreases their
potential energy, they cannot enter it and hence their progress is severely reduced.
Using this we can explain why we observe a static wavelength shift in PL when
subjecting the structure to different excitation powers.
We can also observe^ in the experiment that this transition channel does not
have a single recombination time constant. At the beginning of the experiment
the oi)tical transition has a smaller lifetime, which gradually increases when the
carriers are removed from the structure by radiative recombination. The theory
gives a straightforward answer to that mystery.

Under high excitation the hole

wavefunctions closely hugs the dot. This translates to a large o})tical matrix element.
When the carriers are removed from the system so the hole moves away from the
QD and the wavefunction overlap diminishes causing the subsequent radiative events
to occur with lower probability. This general mechanism: the relative shift of the
energy states and modification of the oi)tical matrix element is responsible for a
type-II behavior in all the considered systems.
The second excited state also experiences a similar evolution of transition energy,
but in our calculations the optical matrix element remains fairly constant. On the
other hand the distance between subsequent radiative channels decreases, because
the si)acing between electrons is getting smaller. This means that higher observed
transitions can actually be composed of several different radiative channels. This is
prominent in type-II structures due to a specific form of broadening, called Coulomb
broadening [32], which will be further discussed in section 5.4. In figure 4.15 we
can see that the transition between the next electron and the hole state in the well
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(E5-H2) can contribute to the feature we associate with a second excited state.
Below 1000 iiin those features retain tlieir type-II characteristics, yet become indis
tinguishable because the spacing between electron levels is even smaller. The issue
of the effect of the distance between levels will become very important for type-IIb
structures (chapter 5).
Finally we note that we do not observe in the experiment any features that could
be associated with an over-saturation of the dots. We also note, that the excited
state will not undergo transition from type-II to type-I under excitation. That is
because there are not enough electrons to drive process.

4.3

IiiAs/GaAs quantum dots with a GaAso82Sbo i8
quantum well

The structure discussed previously exhibited a mixture of type-I and type-II be
havior. The real benefit from covering the dots with the GaAsSb quantum well
can be attained if we make a complete shift into a type-II heterostructure. This
means putting more antimony into the well. Consequently we examine the emission
dynamics of a structure like the last, but with 18% of Sb in the QW.

4.3.1

Experimental results

Figure 4.16 shows a streak image of the system under consideration. We can observe
drastic changes in comparison to the previous structure. The ground state emission
is red-shifted by about 40 rneV - to 0.992 eV (1250 nm) due to transfer of the lowest
hole state from the dot to the well. This means that at the room temperature this
structure will be emitting at >1300 nm, which is one of the important telecommu
nication bands. The ground state decay lifetime is 1.9 ns, which is comparable to
the previous structure. On the other hand the transition into the proper type-II
band aligninent means that the ground state transition will experience associated
effects. In the experiment we observe it undergoes a blue-shift of about 12 meV as
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Figure 4.1G: Streak image and PL measurement of the IiiAs/GaAs (luaiitum dots
covered with GaAso.82^1)0.18 (luantum well. White dashed lines rejireseiit the red
tails of the oiitical transitions from ground and first two excited states.
we increase the pump power, which we note is greater than any one shift for the
])revious structure. The ground state emission is also broadened at the base (t=0)
and partially overlaps with that of the excited state. The red tail of the excited
state emission is around 1.055 eV (1175 nm).
On the other hand the second excited state feature partially overlaps with the
first, while in the previous structure they were easily resolved. From this spectra we
approximate the energy of the second excited state emission to be located at 1.117 eV
(1110 nm). We therefore ol)serve in the experiment a very broad emission spectra,
much broader than one seen before. Its features cannot be fully resolved, which is
well observed in the PL spectra taken at different pump powers in figure 4.1G. We
will come back to the origin of the spectral broadening and the coalescence of the
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Figure 4.17; Decay traces for the (a) ground, (b) first and (c) second excited state as
a deiieiideiice of emission wavelength. Numbers depict the recombination lifetimes
in ])icoseconds.
As in previous structure, we see a dependence of the recombination lifetimes on
the emission wavelength for the radiative channels, as is shown in figure 4.17. This
time however the ground state shares that trend. We observe that initially after
the impulse, when the spectrum is blue-shifted, the lifetimes are smaller than when
the dot is emptying due to radiative recombination. This proves the existence of
Coulomb interactions that modify the emission dynamics.

4.3.2

Self-consistent calculations

In conclusion of the ex])eriment, the emission dynamics for all states possesses
characteristics of a type-II transition, therefore it is evident that the quantum well

4.3.

InAs/GaAs quantum dots with a GaAso.82Sbo is quantum well

76

has taken on the role of the main optical transition channel. To show that, we use
the same clot shape and size as previously. Due to the slight modification of the
intermixing dynamics during growth process, we have to adjust the current dots
composition to fit the transition energy when covered with a GaAso.82Sbo,i8 QW.
The QD for the current simulation contains 87% of indium. Note that for simplicity
the wetting layer of the dots has been omitted again.

Calculated band structure

>
O)

k.
0>

c

z (nm)
Figure 4.18: Calculated band structure of IiiAs/GaAs cpiantum dots covered with
GaAso.82Sbo.i8 cpiantum well. Arrows show possible optical transitions. The inset
shows the X-Z band profile in the plane y—0 in the simulation environment.
Figure 4.18 presents the calculated band structure of the system under investi
gation. Inset shows the simulation environment in the X-Z plane through the center
of the QD (y- 0). We can see that in coniiiarison to the previous structure the
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valence liand edge for t lie quantiiiii well is 36 me\' above the edge of the dot. The
first confined state is 14 meV above the VB dot edge. This means that the lowest
with respect to the band edge hole level moves out of the QD and into QW. Thus
the ground state emission ceases to be type-1 and becomes tyj)e-ll-like. The 15 nieV
barrier height is enough to prevent mixing of the QD and QW states. Therefore we
will apiiroximate the density of states in the vicinity of the top of the valence band
to be larger than total number of levels available in the conduction band of the dot
(see ajipendix A).
The conduction band contains six double degenerate levels confined inside the
QD, fewer than before due to a slightly lower dot coni})osition. As previously, due
to the symmetry of the dot in the X-Y direction the first excited state is degenerate
(E2 and E3) and we will treat it as one.
Red arrows in figure 4.18 show possible optical transitions. With the exce])tion
of the bulk transition in GaAs we have several possibilities to examine. Of those,
the most interesting are intra dot transitions (ODe-ODli), which would be of type-I
and ()De-2Dh between the electrons confined to the dot and the ground state in the
well of a type-I 1 nature.
Any holes that are created in the barrier material will most likely relax into
the GaAsSb QW. Through phonon-assisted scattering they will thermalize to the
lowest available energy levels. The possibility of the hole being captured by the
dot and reconilhning with the counterpart electron is small because the volume of
the dots is low in conii)arison to the QW volume. For that to hapj)en the hole
would have to stay in the dot long enough for the recombination to take place. The
scattering processes are much faster

picoseconds in comparison to a nanosecond

[13U]. Therefore if the states in the well below that of the dot are unoccupied the
hole can transfer there to await its turn in radiative recombination process. At low
temperature the chance of coming back up into the dot are minimal as there is not
enough thermal energy to activate this process. Further discussion can be found in
appendix A.
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Figure 4.19: Sdieiiiatic of the influence of Coiiloinl) interactions on the band i)rofile
of the IiiAs/GaAs QD

GaAso.82Sb() is QW system. Black and red dashed lines are

unperturl)ed and jjerturbed bands resi)ectively. Arrows depict energy and si)atial
dis[)laceinent of the carrier energy levels and wavefunctions.
We have thus established the situation of the placement of the carriers in the
system at a theoretical point where there are no injected carriers yet (q=0). If the
electrons will be confined to the dot and the holes to the well then the Coulomb in
fluence on the band structure of the former will outweigh the latter as per discussion
in section 3.3. Figure 4.19 presents a schematic of the result of that influence. The
repulsion between the electrons will increase their energy and shift the levels higher
with respect to the edge of the band. The holes will be attracted to what they per
ceive is a negatively-charged island. This movement will enhance their confinement
and decrease the energy as well as increase the corresponding wavefunction overlap.
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In general, a situation could theoretically be created, where, due to the
attraction from the electrons, the hole energy levels of the dot and the well would
cross. Then a switch between the type-II and a mixed system described previously
would be realized.

As will be shown later in this section there are not enough

electrons confined in the QD to perform such an operation. Nevertheless this can
take ])lace i.e. when the dot is larger (so that it can contain more electrons) or
when the antimony content in QW is smaller, making the barrier for holes lower.

Modification of the single-particle energies

To determine the influence of the Coulomb interactions on the emission dynamics
of the structure we now need to perform self-consistent calculations. Consequently
we will be jdacing the electrons in single-particle levels of the dot and all the holes
on the ground state of the well. We are primarily interested in processes that occur
until the dot is filled with the electrons and the transitions between levels observed
in the exi)eriment.
In figure 4.20 we present the self-consistently calculated changes to the single
particle energies for the ground state hole (a) and first three electron levels (b).
Let’s start with the electrons. When we start adding the charge to the system,
their potential energy will increase due to the repulsive Coulomb interaction. The
individual levels will shift at a different rate, which is connected to their symmetry.
Lower states, with higher wavefunction symmetry are affected the most by changes
in the confinement potential and therefore will observe the highest shift. This is an
important difference to the previous system, where the shift for the first dot state
was impeded by the presence of the counterpart hole in the QD.
Another distinction lies in the magnitude of the renormalization. While previ
ously the shift was at most 7.5 nieV, here we observe half again as much - 11 nieV.
This is again due to the lack of the occupied confined hole in the QD, which would
counteract the repulsive electron potential. Without this retrograde effect, a smaller
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Figure 4.20: Calculated changes to the single-state energy with respect to the value
for (j—0 for (a) ground hole state and (h) electron states. Dashed line represents a
full dot.
nuinher of electrons can modify the band profile to a greater extent than previously.
The shift will continue as long as there are unoccupied levels to continue the process
or the attraction exhibited by the holes will increase significantly. In our case the
former ha})pens first, since there are only 12 electron states to occupy in the dot.
Therefore for q>T2 the situation stabilizes and from the point of view of electrons
the following changes should be minuscule since all remaining particles are in the
bulk. However then the hole influence can become more significant if we inject more
carriers into the su])er-cell, i.e. for even higher excitation densities.
The energy of the holes decreases with respect to the band edge (on the absolute
energy scale it increases) when we increase the charge density meaning that they
are becoming confined in the attractive potential created by the electrons around
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the (lot. The attraction is stronger than intra-hole repulsion because the electron
density is greater than that of the holes, hence as long as there are available states
in the dot to populate the hole level will continue shifting. The number of these
states is however severely limited. When the saturation is reached, the electrons
will no longer exert any further influence and the intra-hole repulsion will take over
(piickly. In figure 4.2()a we see that just a few more particles and the hole energy is
comparable to the initial one due to the resulting repulsion.
The absolute magnitude of the shift of the holes (less than a nieV) is much
smaller than for the electrons. This is dictated, as previously, by the fact that the
Coulomb force is de])endent on the charge density and decreases with the scpiare of
distance. The magnitude of the attractive i)otential as seen by the holes outside the
dot is minute in comparison to the rejudsive one experienced l)y electrons inside it.

Optical transition energies

Figure 4.21: Calculated changes to the oi)tical transition energy of various channels
with respect to the neutral situation (q—0). Dashed line represents a full dot.
We have defined the radiative channels of recombination in the system as existing
only between the first hole state of QW and various electron states in the dot.
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Figure 4.21 presents the changes to the optical transition energy of first four states.
As would be expected from the discussion above the transitions blue-shift with
increasing carrier density, therefore in the experiment as we remove the carriers by
radiative recombination we observe a red-shift of all states. This process is driven
for low q by the repulsion of the electrons and is significant.

When we fill the

dot however the repulsion between the holes takes over in increasing the transition
energy. However this process is less significant due to smaller hole density.
This shows another difference between the two type-IIa structures under
investigation. Previously, when the dot was full, the addition of further carriers
was causing a red-shift, while now we see an opposite response. This is due to
the difference in penetration of the hole level into the dot. When the hole state
confined to the well had the energy above the edge of the dot, its wavefunction
could considerably penetrate it. When we started to increase carrier density on
that level, it red-shifted the electron levels with it as was shown in figure 4.8. As we
will see further in this section, the wavefunction of the quantum well hole does not
significantly i)enetrate the dot - it remains at its faces because of the high i)otential
barrier. This means that when the dot is full and we keep increasing the number
of carriers in the QW the hole-hole repulsion will very strongly affect the energy
levels in the valence band, similarly as before. The electrons on the other hand are
less affected due to a higher spatial separation. This dissimilarity between the two
investigated structures causes the opposite shifts after the dot is filled with electrons.

Evolution of single-particle wavefunctions

In order to examine how the injected charge density affects the optical transition
I)robability we need to know how the shapes individual wavefunctions are affected.
The overla]) between the corresponding wavefunctions, which constitutes an optical
matrix element, depends on the geometry. Let us for now concentrate on what
happens up to the moment when the QD is filled with electrons. In figure 4.22 we
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Figure 4 22 Calcualted changes to the shape of the hole wavefnnctioii (blue) under
.

:

the iiiflueiiee of Coiiloiub attraction by the negatively-charged dot. First electron
state in the dot (green) is i)r()vided for visual reference and (piantnin well has been
removed.
show the impact of the dot attraction on the ground state hole wavefnnctioii in the
Q\\’ (blue). The electron grouiid state in the dot is provided for reference and the
Q\\’ has been removed for clarity. The first observation is that with an increasing
charge density, the holes move closer to the dot, which is consistent with the effect
seen in previous structure.

This shift is not very large, because the dot is an

effective barrier for the holes. We can also see that due to the simulated dot shape
the hole wavefnnctioii jirefers to occupy the faces of the QD. This is due to the
faces being closer to the geometrical dot center (see fig. 3.2) and will be discussed
with more detail when we go to type-IIb systems where this effect is much more
])ronounced. In short, we can jiredict that as the holes become closer to the dot
their wavefnnctioii will overlap better with that of the electrons and increase the
transit ion jirobability.
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Optical matrix element

Figure 1.23: Calciialtecl evolution of the optical matrix element between the first
hole state and selected states of the dot. Data is i)resented as a (i-dei)endent ratio
with respect to the value at (i=().
The electron wavefunctions and their behavior was already explained in sec
tion 4.2. In short, the intra-dot repulsion forces the wavefunctions to expand to
wards the dot edges. In general then the overlap increases with q. In figure 4.23
we can see that it is indeed the case for the ground and excited state transitions.
Due to the lower symmetry of higher level wavefunctions, the Coulomb potential
corning from all the confined electrons will have different impact on each of wavefunctions under interest. Until we fill the dot we can see that the changes of the
optical matrix elements for the ground and excited states increase in a sub-linear
fashion with the excited state succumbing earlier as it has lower symmetry and the
Coulomb rei)ulsion impact is reduced.
The situation for the second excited state is much more complicated. As we have
seen it is located in the four corners of the dot and with increasing charge density
it tends to move further along those corners. However we have shown in figure 4.22
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that the holes i)referentially tend to the sides of the pyramid. There is therefore a
geometrical contest - on one hand the holes are moving closer and on the other the
electrons are moving downwards along the pyramids edges so that the wavefimction
ami)litiides are not converging to the same point. That is why the evolution of this
level’s matrix element seems to oscillate, but on average does not seem to change.
Those results are consistent with what was presented for the previous structure,
but the magnitude of the changes for the ground and excited state is about twice
as big as before. The reason behind this is again the difference in hole confinement
for both investigated structures. In the one discussed previously the hole states at
(1—0 were already partially confined to the dot and increasing the charge density
only enhanced it. The additional presence of a hole inside the dot also had a role in
clamping down on the wavefimction shift. In the current structure however the hole
is clearly outside the dot and resides in the well. Therefore the attraction caused
by the dot and suliseciuent wavefimction approach will create a more significant
modihcation to the optical matrix element.

Above dot saturation

The situation changes after we have saturated the dot but are still adding carri
ers to the system. We can see that the ground state transition probability saturates
and remains fairly constant. The excited states however behave quite differently:
the first excited state transition probaliility keejis on increasing, while for the other
it gradually decreases. In order to explain that we need to see how the hole wavefunction behaves after we hll the dot since there are no more conhned states in the
QD to force any further shift of electron wavefunctions.
Figure 4.21 depicts the evolution of the ground state hole and two excited electron
states: first (a), which is double-degenerate and second (b) for key values of q.
Color arrows show the trend in the wavefimction shajie change. When we start
to i)nmp the system, the Coulomb interactions will attract the holes to the dot.
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Figure 4.24: Caleualted evolution of the ground state hole (blue), (a) first and (h)
second ('xcited electron (green) wavefiinctions. Color arrows illustrate the trend in
the wavefunction sha])e.
whicli will preferentially occupy the sides of the pyramid. The electrons at the same
time experience repulsion, but because of the geometry the first excited state will
uniformly expand towards the sides, while the second excited states will likewise
expand but along the edges of the dot and downwards. When the dot is full, the
electron shift largely ceases and only the holes actively participate in gross change
of the wavefunction overlap. Above q—12 the dot is full, but we are still placing the
holes in its vicinity. As was shown earlier this leads to an increase in the repulsive
forces - Coulomb "pressure". Nevertheless the expansion cannot occur away from
the dot, since the electrons conhned inside in'oduce a strong attractive ])otential on
the faces of the pyramid, which are closest to the geometrical center (see fig. 3.2).
The only reasonable direction is across the dot’s face and towards the top as shown
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ill figure 4.24.
Tliis obviously C'haiiges the geometry of the wavefuiictioii overlap. The situation
for the first excited state is pretty straightforward to ex])lain. Hole repulsion above
(} 12 "flattens" its wavefuiictioii on the face of the dot, exactly where the electron
state is located. Therefore even if the local hole density decreases, the overlap
between them increases. The optical matrix element is a combination of these two
- wavefuiictioii as probability density and geometric overlap - thus in the end the
transition probability is enhanced.

Figiin' 4.25: Relative jiosition in the z-direction of the fourth electron k'vel (green)
and ground state hole (blue) wavefuiictions inside the QD for q 21).
For the second excited state however the geometry is different. The electron
wavefuiictioii is located at the corners of the dot, therefore one might expect that
the matrix element would increase due to the holes expanding in that direction.
However the hole preferentially takes position towards the top of the pyramid, where
there is a potential minimum due to the dot geometry, while the electrons of the
second excited state are located towards the QD bottom as is shown in figure 4.25.
Therefore the net change of the wavefuiictioii overlap is negative because under an
increasing excitation the respective wavefuiictions are modified in opposing manner.

4.3.3

Comparison of experiment and theory

W’e can now make a comparison between the experiment and the theoretical calcula
tions. As before, the evaluation will be qualitative because the intra-dot relaxation
jirocesses influence the intrinsic decay times. In figure 4.26 we can see that the calcu-
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Figure 4.26; Comparison between the experimental results and theoretical calenlatioiis (white symbols) for the type-IIa strnctnre with GaAso.82Sbo.i8 QW. First five
transition chaiiiiels are shown. Black symbols show the experimental decay times
for the specific wavelengths.
lations can satisfactorily explain the observable emission dynamics of the structure
under investigation. All radiative states undergo a temporal red-shift due to the
intra-dot repulsion of electrons. We have added the transition channel between the
ground hole and third excited electron states (E5-H1) to illustrate the origin of the
high-energy tail. The magnitude of the energy shift taken from the experiment is
very close to the one determined by the calculation - 12 meV and 10 nieV respec
tively for the ground state. The increment of the radiative lifetimes during the
course of the experiment is dictated by the evolution of the optical matrix element.
It goes from high at t—0 due to a strong attraction of the holes to the dot vicinity
which increases overlap and relaxes towards the neutral state with the hole density
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decreasing.
It is hard to determine in the experiment if the second excited state undergoes
the negative optical matrix element change as calculated because it overlaps with
other transition channels.

We additionally have to consider various broadening

inechanisms, which will be discussed in section 5.4. In the experiment we do not see
again any signs of over-saturating the dot.
In conclusion we can claim that we are able to explain the emission dynamics
in type-IIa structures in a satisfying manner. We have shown that the blue-shift of
the emission for increasing excitation power, i.e. injected carrier density, is due to
the repulsion between the electrons confined inside the quantum dot. The role of
the holes in this evolution is much smaller due to their lower charge density, with a
notable exception of a situation where the hole’s ground state is confined to the dot
(for QW content of 14% antimony). We have also shown that for the higher power
densities, the radiative recombination lifetimes are decreasing. This is due to the
modification of the hole wavefunctions, which get attracted into the vicinity of the
dot and increase the overlaj). Both of these i)rocesses intertwine dynamically in the
time-resolved experiment.

Chapter 5

Coulomb effects in type-IIb quantum
dots
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Introduction

We have defined the tyj)e-IIb (piantiiin dot systems as those which confine the holes

to the dot and push the electrons out into the suiTOunding matrix. In comparison to
tyjte-IIa, this system is simpler in that in principle for antimonide-based quantum
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Figure 5.1: Calculated i)ositi()ii of the coiiductioii and valence band edges for a
GaAsi-a-Sba-/GaAs quaiituiii dot.
dots we do not need to cover them with a well in order to separate the charges. By
creating the GaSb dots on a GaAs substrate a combination of strain and valence
band offsets guarantees a staggered band alignment even for low antimony content.
It is described in figure 5.1. It shows the calculated position of the conduction band
edge as a function of antimony composition of a GaAsSb dot with respect to the
GaAs substrate at 300 K. The parameters of the dot are described in detail further
in this chapter, but the presented behavior can be considered as a general one.
We take 0 eV as a position of the GaAs valence band edge and we notice that for
bulk GaAsi_a,Sb . the band-gap will be below that of the GaAs (black dashed line).
2

The compressive strain induced by placing the dot in the matrix however increases
the band-gap by pushing the conduction band higher in energy, indicated by a red
dashed line. Red dotted line in turn shows the valence band offset of the ternarv
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alloy with resj)ect to that of GaAs. We can observe that the potential well for the
holes is quite deep indicating that a large iminber of states can be confined in the
valence band. The position of the conduction band edge for the GaAsi-^Sb^/GaAs
(inantuni dot is a sum of the \'BO and the band-gap, represented by a solid red line.
We can see consequently that this dot will exhibit type-IIb band alignment for
all compositions since we are creating a confinement for the holes and a barrier for
tiie electrons, even if that barrier is very small for low values of x. This process is
governed for low values of x by rapidly increasing valence band offset and for higher
- by the increasing strain. We cannot grow a self-assembled dots at low antimony
compositions, because there will not be enough strain to initiate the nucleation. The
strong intermixing of As and Sb atoms during growth will, nonetheless, result in the
formation of dots with low values of x.
Because of the type-II band alignment the lowest transition energy will now
1k' between the ground state in the bulk Ga.A.s and ground hole state confined to
the dot. Since the heavy-holes have a large effective mass, this ground state will
lie close to the valence band edge and we can make a sinij)le calculation of the
lowest theoretical ground state transition energy in the GaAsSb/GaAs system by
substracting the VBO from the GaAs conduction band edge. The result is plotted
as a function of the com])osition in figure 5.2. For x—0.86 we have the value of
0.632 eV, which is nearly the same as the lowest bulk GaAsSb transition energy (see
fig. 1.1 for comparison).
This result is (juite promising for devices operating at mid-IR range since we
can have the benefit of 3D carrier confinement and have a transition energy largely
independent on the band-gap of the constituent material. For comparison, in the
l)revious cha])ter we discussed IiiGaAs/GaAs QDs, which were about 90% pure and
the energy gap between the dot states was around 1 eV at 7 K - much higher than
the bulk band-gap. If we additionally cap the GaSb dots with material which has
a conduction band edge below that of the GaAs, like an liiGaAs QW, then we can
reduce the transition energy even more. The well additionally increases the carrier
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Figure 5.2: Calculated band-gap of the GaAsSb GaAs (luaiituni dot system.
capture cross-section and gives in principle an excellent control over the emission
wavelength.
There are however several difficulties to be overcome before naming this system
the best solution for inid-IR technology.

First is As Sb intermixing during the

growth process. Antimony atoms are likely to be substituted by arsenic diluting the
dot composition [48, 131|. The other is coui)led to the usual inherent observables of
the type-II system - blue-shift and low oi)tical transition probability. The purpose
of this chai)ter is to study those effects in order to gain a complete understanding of
the dynamical processes occurring in this system that could be utilized for various
ai)])lications.

5.2

GaSb/GaAs quantum dots

This section is devoted to analysis of type-IIb (luantum dot system, which is com
prised of GaSb (piantum dots cai)i)ed with GaAs. We anticipate long decay lifetimes
due to very low electron and hole wavefunction overlap and therefore for the TRPL
ex])erinient we perform both high- and low-])Ower measurements.
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Experimental results

Energy (eV)
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Figure 5.3: TRPL and PL spect ra of the GaSh/GaAs (piaiituin dots. Note that the
LP and HP si)eetra have different timescales.
Figure 5.3 presents the results of the TRPL and PL measurements taken for
different excitation densities. The left side of the streak image was collected using
high-power settings and the right at low-power conditions respectively. Different
color scale has been used to accent the dynamic in both regimes. The spectrum is
very broad. In contrast to the spectra of type-IIa QD systems, there is no noticeable
presence of any excited state as the spectrum appears uniform. After the excitation
l)ulse the spectrum, FWHM of >80 rneV, is centered around 1.21 eV and during
the course of the experiment the wavelength of the niaximum emission red-shifts to
1050 nm (1.18 e\') and the width narrows to 70 nieV.
The shift of the emission maximum is accompanied by a substantial change of
the radiative lifetimes. In figure 5.4 we ])resent the decay traces taken from the

Time (ns)
Figur(> 5.4; Df'cay traces extracted from the TRPL sj)ectrograiii at different wave
lengths.
TRPL spectrogram at several wavelengths. The radiative lifetimes for a specific
wavelength are listed in a following table:
Wavelength (nni)

1000

1010

1020

1030

1050

Lifetime (ns)

17.85

21.45

25.2

29.95

73.7

In com])arison to type-IIa structures, the timescales of emission have increased by
more than 1.5 orders of magnitude. We observe that after the laser impulse arrives
the recombination lifetimes are much shorter and when the system is being depleted
they increase in a non-linear fashion. This means that the changes of the emission
dynamics are most pronounced early in the experiment and then they slow down
during the experiment. This is consistent with the features observed in tlie type-IIa
system and gives evidence of profound Coulomb interactions.

5.2.2

Self-consistent calculations

We extract dot parameters for the numerical simulations from atomic-force
microscopy (AFM) and cross-sectional transmission electron microscopy (TEM)
performed on those dots and i)resented in reference [99] and in figure 5.5.
Consequently we take the dot shape as a truncated pyramid with base dimensions
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Figure 5.5: (a) AFM and (1)) cross-section TEM scans of tlie GaSb/GaAs qnaiituni
dots under experimental consideration. After [99].
15 inn X 15 nm and lieight 8 nm. The antimony content is determined by fitting the
maximnm of the ground state emission energy as a function of the dot composition,
obtaining a dot containing 24.3% of Sb.

This low value is due to the As-Sb

intermixing. Using these values we calculate the band structure using the 8-baiid
k-p solver.

Calculated band structure

The results of the calculation are shown in figure 5.G as a ])rofile through the
center of the dot (x—0 and y 0). The potential barrier for the electrons is 135 meV
in the space occupied by the dot, while the hole confinement potential is 375 meV
deejn The main optical transition path will naturally occur between the ground
state hole level (OD) and the bulk state of the GaAs matrix (3D) and, without
taking Coulomb effects into consideration, it has an energy of 1.18 eV. We notice
that due to a large hole effective mass the population of the dot can be enormous
and there are no electrons present inside to screen the positive charge. Therefore
we have a situation which can be likened to an atom, where a ])ositively-charged
nucleus is surrounded by a sea of electrons. In an atom the balance of centripetal

5.2.

GaSb/GaAs quantum dots

1.2 135 meV

97

Transition type

3De-0Dh

>
D)

L.

0)

c

375 meV

LU

0 .2 -

-

QD

iom

-0.4
-6

VB

-2

z (nm)
Figiin' 5.G; Calculated band stnictiire of GaSb GaAs quantum dot structure. Green
line de])icts ground state electron level and blue

first 50 double-degenerate hole

levels. Red arrow de])icts the o])tical transition i)ath.
force of electron motion and Coulomb attraction to the nucleus creates a discrete set
of energy levels. Our system is three orders of magnitude bigger than the Bohr atom
radius. This enables us to focus solely on how the Coulomb potential originating
from the dot will affect the surrounding environment. The holes confined to a dot’s
small volume will attract the electrons to their vicinity. In terms of potential energy
this process can be viewed as creating a confinement for the electrons around the
dot. Therefore the higher the charge of the QD, the closer the electrons will be. Due
to the substantial height of the electron barrier, it is unlikely that they will actually
enter the dot and shift the structure from type-II to ty])e-I alignment, but such a
case could occur in the dots which contain very little antimony.
As for the holes, they will repel each other strongly, because a large number of
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tlieiii can be fitted into a small volume of the dot,. An analogy to the nucleus is
helpful again, since it can be seen as a confining i)otential created by the baryons.
Adding too many protons will render it unstable and lead to a nuclear reactionb In
the case of our QD system the situation is not that catastrophic since the potential
is simply due to the difference in the valence band offsets between GaSb and GaAs.
Addition of holes will result in the increase of the i)otential energy of the dot and
manifest itself in shifting the hole states into higher energies with respect to the
edge of the band [132].

z (nm)
Figure 5.7: Schematic of the influence of Coulomb interactions on the band profile
of the GaSb, GaAs QD system. Black and red dashed lines are unperturbed and
l)erturbed bands resi)ectively. Arrows depict the movement of the respective carrier
sjjecies energy levels.
The effects discussed above are schematically depicted in figure 5.7, where an
FXeutroiis are bet ter for this though since they are not affected by the repulsion of the nucleus.
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unperturbed band profile (black line) of the GaSb/ GaAs QD is affected by the
potential created by the presence of the confined holes in the structure (red dashed
line). The potential can be approximated as symmetrical and originating from the
dot center. The arrows show the consequences of this modification on the electrons
and the holes

in green and blue respectively. As the Coulomb influence is mostly

confined to the volume of the dot, the potential well created for the electrons will be
cpiite shallow, but it will be enough for attracting them into the vicinity of the dot.
Meanwhile the holes will experience a very large shift due to a strong repulsion.
We can see therefore that type-IIb QD structures are a mirror image of the
tyi^e-IIa structures. The reversal of the roles that carrier species perform in each
system leads however to significant differences in the behavior. We can expect that
the overall inii)act of the Coulomb interactions will be much stronger, owing to a
greater number of confined holes in ty})e-IIb than electrons in type-IIa systems (by
around an order of magnitude). This comes from a difference in potential depths,
but also from a difference in effective masses.

The larger effective mass of the

holes means that the levels will be more tightly spaced (the distance between first
two hole states is just 10 nieV compared to G5 meV in the case of electrons), as
l)er equation (3.17). Thus, while in type-IIa structures one could observe separate
transition channels, in this case all radiative channels will converge into one single,
broad feature.

Evolution of ground state electron and hole energy levels

Taking the above into consideration we build the self-consistent calculation by
l)utting all the holes into respective single-particle states and the same number of
electrons on the ground state to conserve the charge. We are basing this approx
imation on the large density of states in the bulk (see A.3 in the appendix for
discussion). Since the oi)tical transition observable in the experiment is mainly a
feature of the ground state, the focus of the investigation will be on the lowest
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electron and highest hole levels (El and HI

Figure 5.8: Calculated changes to the ground state electron (green) and hole (blue)
energy levels with respect to their neutral (at q—0) values. The inset depicts the
data for the electron under inagnification.
Figure 5.8 shows the changes to the ground state electron and hole energy levels
with resi)ect to their "neutral" values when q is ecpial to 0. In agreement with
predictions, the hole level decreases in energy, which corresponds to increment of
potential energy with respect to the band edge. This shift is highest at the beginning,
achieving nearly 1.4 meV per added i)article, but quickly decreases and becomes less
than 1 meV per-particle above q—20 due to the fact that the higher hole levels
exhibit lower symmetry and their influence is diminished. The total calculated shift
for (j—100 is 63 meV.
Meanwhile the electrons ex])erience only a very small shift, a total of 3 meV to
wards lower energies for q—100. We also observe that their energy increases initially
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before droj^piiig below the original level for q>30. This can be explained as a com
petition between inter-electron repulsion and an electron-hole attraction. Initially,
the pull of the holes is quite weak and the potential well they create does not extend
far beyond the volume of the dot, where the electrons are located. Therefore the
electrons experience mainly a repulsion between each-other, but the changes to the
energy are minuscule due to a low carrier density in the volume of the super-cell. For
increasing charge density the attractive potential exhibited by the dot will overcome
that repulsion and decrease the energy of the level. These changes however cannot
be large since, as will be shown further, the electrons by then form a tight shell
around the dot, which increases the inter-electron interactions.
The difference between the electron’s and hole’s ground state energy, when the
structure is excited, increases the transition energy of the unperturbed system,
which is dei)icted in figure 5.9. The total shift for q 100 is 60 meV, a value much
larger than in the type-IIa systems. Furthermore, in the previous scheme the shift
is terminated abruptly by saturating the confined states inside the QD. In the
current case the multitude of the available levels allows for a large change in the
emission wavelength.

The ai)i)roach to the shift limit, determined by the total

number of confined states, is more gradual because the density of states increases
near the continuum of the bulk, while at the same time the contribution of those

Figure 5.9: Calculated changes to the ground state emission energy.
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levels to the total Coulomb potential diminishes.

Modification of wavefunctions and optical transition probability

q=050
Figure 5.10: Calculated ground state electron wavefunction (green) as a function of
excitation density. Ground state hole wavefunction (blue) provided as a reference.
The images dei)ict three adjacent super-cells for clarity.
As in previously considered structures, the wavelength shift is a static component
of the emission dyiiamic, i.e. for a certain charge density under CW excitation there
will be a certain peak wavelength of the emission. The dynamic component lies
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matrix element and is tied to the changes of the

wavefunctioii.
In figure 5.10 we present the evolution of the electron’s ground state wavefunction.

For clarity three adjacent super-cells are shown. When the dot is empty

(q 0) any injected electrons will preferentially remain in the volume between the
dots. Since the algorithm treats the super-cell as periodic in all directions, the sites
of this preference are located along the high-symmetry directions in the dot layer
l)lane and have the same period. When we start to inject carriers into the system
the Coulomb attraction brings the electrons closer to the dot and they approach it
from all directions (q=10). By further increasing the charge density the electrons
start to enter the area which is forbidden to them classically therefore they start
to take on the shape of the dot. Since our dot is modeled as a truncated pyramid,
the wavefunctioii will take on the form of a "hat" with tendrils crawling down the
slopes ((1=20). The holes confined to tlie dot exert a more or less spherically sym
metrical Coulomb influence on the surrounding environment with origin at the dot
g('ometrical center. Given that the dot symmetry is broken in the z-direction, the
region outside the dot will not be equally influenced and the energy minimum will
form at the dot faces and towards the toj) of the pyramid (see figure 3.2). That is
where then the electrons will converge for very high excitation densities, forming a
cap on the dot’s apex (q=100).
In summary, we observe that with increasing charge the electron wavefunction
dramatically changes shape, more so than in type-IIa structures. For large excitation
densities the penetration of the dot by the electron wavefunction can be significant.
The Coulomb interactions therefore should increase the optical transition prob
ability due to the shift of the electron wavefunctions. Nevertheless we still have to
consider the influence the intra-dot repulsion has on the holes, because the matrix
element depends on the overlap between electron and the hole.
Figure 5.11 shows the calculated wavefunction of the hole’s ground state as a
function of the charge density. In the neutral state it exhibits the highest symmetry.
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Figure 5.11: Calculated ground state hole wavefuiictioii as a fuiietioii of excitation
density. Iso-surfaees are taken at 50% of the intensity.
roughly si)heri(:al with sides parallel to the faces of the dot. The Coiilonib rei)ulsion
will act to push the holes from the dot and the same mechanism that causes the
electrons to compress on the dot ai)ex will ex})and the hole in the opposite direction
- to the bottom of the dot. Just as the radial potential creates minima for the
electrons at the top of the pyramid, so will the bottom of the QD experience the
lowest potential influence from the hole population.
The optical matrix element is in summary a mixture of the above opposing effects
- one increases and the other decreases it. Figure 5.12 shows the calculated optical
matrix element as a function of q. We can observe a rapid initial increase caused
by the electron wavefunction approaching the dot. By q^hO the matrix element
increases nearly 8 times. But then gradually the intra-carrier rei)ulsion gains in
significance. The hole wavefunction shifts towards the bottom of the QD, as seen
in figure 5.11. The electron-electron interaction and the potential barrier at the
interface, forbidding them to enter the dot (see fig. 5.10), will decelerate the process
of optical matrix element increase. Tins evolution should eventually saturate either
by balancing out the rei)ulsion-attraction potentials or by populating all hole states.
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Figure 5.12: Calculated ratio of the ground state optical transition i)rol)al)ility to
the probahilitv for (j—0 as a fnnetion of excitation density. Red lines are a guide for
the eye for both regimes.
which from the i)ractical point of view is improbable.

5.2.3

Comparison between experiment and theory

To summarize we present a comj)arison of theory and experiment in figure 5.13. We
can see that the simulation (white line) follows quite well the trends of the observed
emission dynamics although the observed shift ends earlier than the calculation
allows, meaning that we are not poi)ulating many hole states dne to a low capture
cross-section. So why is the spectrum much broader and why does it extend further
into the shorter wavelengths? One answer is coupled to the multitude of available
holes in the valence band, which can also radiatively recombine with the electrons
that are attracted to the dot. The calculated transition probabilities between the
electron and higher hole states for q—0 are shown as white columns in figure 5.13
in an arbitrary unit log scale to illustrate this possibility. When we start to pump
the dot also those transitions will experience an increase of probability, becoming
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Figure' 5.13: Coini)aiisoii Ix'tweeii tho obsc'rvt'd and calcidated ('mission dynamics
of th(' GaSl) GaAs C^Ds. The depicted decay times and the streak image are on the
same time axis. White cohmms rei)resent the optical matrix element hetwe'en the
electron and confined hole states for c|—0.
auxiliary radiative channels, which will result in a broadening of the spectra. This
contrasts what was observed in type-IIa structures, where we could observe distinct
features coming from sei)arated transition channels. The difference conies from the
disiiarity of the respective electron and hole effective masses - the distance between
the electron levels is much larger since the spacing is inversely proportional to the
particles mass as per equation (3.17). The other broadening mechanism will be
discussed in section 5.4.
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GaSb/GaAs quantum dots with an InGaAs
quantum well

Covering tlie GaSb/GaAs quarituni dots with an InGaAs quantum well has several
benefits for the emission properties of the structure. The lowest electron state moves
below the GaAs energy, which red-shifts the spectrum. Additionally, the i)resence of
the well increases the carrier capture cross-section from the surrounding matrix via
the confined QW states, so we should expect a much stronger luminescence signal.
Furthermore, the electron confinement in the plane of the dot should increase the
wavefunction overlap between them and their spatially separated counterparts inside
the dot. Consequently we should expect shorter radiative lifetimes. Nevertheless
this structure is in essence not so different from the jjrevious one and so should
exhibit very similar overall characteristics. To best describe its emission dynamics,
the analysis will be performed in the form of conq^arison between the two type-IIb
svstems.

5.3.1

Experimental results

The structure under investigation is comprised of a layer of GaSb/GaAs quantnm
dots capped with a 7 nanometers Ino.2Gao.8As QW. Figure 5.14 shows the results
of the PL and TRPL experiments ])erformed on it.

The right-hand side of the

figure represents a spectrum taken at low excitation density conditions, while the
other was taken at high power, note the different time scales, these were chosen
to highlight the high-energy features of the emission dynamic. The spectrum is
extremely broad just after the laser pulse, covering nearly 200 nm. The shift of
the maximum of the emission is clearly observable as it decays to 1.1 eV (1125 nm)
during the course of the exi)eriment. This value is 80 meV below the transition
energy observed previously, which is caused by the presence of the confined electron
level inside the QW.
The emission wavelength shift is accompanied by a very large change in the
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iiieasurecl radiative lifetiiiies. In figure 5.15 we i)reseiit the decay traces taken from
the TRPL spectrogram at several wavelengths. The oi)tical transition lifetimes for
various wavelengths are gathered in the following table |133]:
Wavelength (nm)

880

920

960

1010

1020

1030

1060

1090

1120

Lifetime (ns)

0.1

0.17

0.32

0.85

1.13

1.36

3.11

8.88

23.08

The lifetimes are noticeably shorter with the QW present and at the longest wave
length it has improved 3 times as a result of cap])ing. The lifetime changes are
likewise more prominent. In comparison with the structure without the QW, where
the lifetimes changed by about 4 times, for the current structure in the similar en
ergy difference (CO meV) they undergo a modification of 7.5 times. This suggests
a much stronger influence of Coulomb interactions on the emission dynamics that
come with the addition of the (juantum well.

5.3.2

Self-consistent calculations

The model developed for this structure takes the dot that has the same size
and shape as previously: a truncated pyramid 15 x 15 nm at the base and 8
nanometers high.

The dots’ composition is very sensitive to the growth condi

tions due to a strong As-Sb intermixing. The composition of the QD that best
hts the experimental data is 20%, which is slightly lower than before.

Since

the simulated dot is higher than the well, we have to take into consideration
the known fact that the QW material slightly overgrows the QD, which can
be ])lainly seen in the TEM cross-section images [67, 99]. We thus allow for the
well to overgrow the dot by 3 nm by creating an InGaAs "dot" on top the GaSb QD.

Calculated band structure

In figure 5.16 we present the calculated band structure in the z-direction through
the center of the dot (x—0 and y=0) for the system under consideration.

The

inset presents the planar X-Z view of the super-cell cut through the y=() plane.
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Figure 5.16; Calculated band structure of the GaSb GaAs (luaiituiu dots covered
with a 7

11111

Iiio,2Gao,8As (luaiituui well. Red arrows depict some of the possible

optical transition pathways. Inset shows the X-Z band profile in the plane y=0 in
the simulation environment.
The barrier height for the electrons is equal to 85 meV. The hole confinement
potential is diminished to 350 meV in comparison to 375 meV for the structure
without the QW. While previously the optical transition was between the bulk
GaAs and confined hole states (3De-0Dh), in the })resent case the most probable
transition occurs between the confined hole states and the 2D electron gas in the
QW (2De-0Dh). Other transition pathways are still possible, like between the bulk
GaAs and the dots (3De-0Dh) and between the confined QW states (2De-2Dh)
as indicated by red arrows in fig. 5.16, however the probability of these events is
(piite low. The well efficiently captures the electrons from the bulk that will be
in close vicinitv to the dot layer. The thermalization time is much shorter than
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tho recombination so the biilk-to-dot channel will not be active dne to depletion
of carriers in the GaAs. A similar situation is present in the valence band. The
dot forms a very deej) potential in comparison to the well (around 260 rneV of
difference) and there are many confined states present in the dot (the figure depicts
the first 100), so any hole captured by the QW will have a very high chance of
scattering into the dot therefore, which suppresses the internal quantum well radia
tive channel. The QW transition energy can nevertheless be observed if we utilize
an absorption spectroscopy techniques, like photoreflectance [45]. We can there
fore assume all the electrons will occupy the well and the holes will populate the dot.

Band renormalization due to Coulomb interactions

Figure 5.17: Schematic of the inhiience of Coulomb interactions on the band profile
of the GaSb GaAs QD -I- QW s^'steni. Black and red dashed lines are unperturbed
and perturbed bands resi)ectively. .Arrows depict the movement of the resj^ective
carrier si)ecies energy levels.
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Consequently we arrive in a very similar situation to the one without the QW.
The Coulomb interactions will mostly stem from the positive charge occupying a
small volume of the dot. Figure 5.17 shows the influence that a charged dot will
exhibit on the band structure. As previously, the repulsion of the holes will push
the levels out of the QD into the well, increasing their energy with respect to the
band edge. The electrons in the meantime will be attracted to the dot vicinity and
the ground state energy will decrease. Therefore the respective energy levels should
observe analogous characteristics.

The question therefore arises how does the

iwesence of the well, which conflnes the electrons into the plane of the dots, affect
the Coulomb shift of the energy levels? Using the same premises and arguments
for the self-consistent model as in section 5.2, we can evaluate the evolution of the
oi)tical i)roperties of the dots with the well as a function of injected carrier density,
keeping in mind that the density of states in the QW, while lower than in the bulk,
is still greater than in the dots (see also ap])endix A.3 for discussion).

Shift of the energy levels

Figure 5.18 shows the calculated changes to the ground state hole (a) and electron
(b) energies as a function of (p We observe indeed a similarity in the behavior of
the respective levels. The changes of the hole ground state energy are identical for
low charge densities, however above q—20 the trends split - the shift per unit of
injected charge becomes bigger for the structure with the well and for q=70 the
energy difference is nearly 5 nie\7
This curious behavior cannot be explained l)y the simple difference in the dot
composition. If the difference was due to the variation in the hole’s effective mass,
then the trends would split at the very beginning. Likewise, if the reduced confining
potential were the cause (the difference between the band edge of the dot and the
well), then the trend would more reasonably be reversed, because the approach to
the qiiasi-coiitiimum of the QW would slow down the shift much sooner. These
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Electrons

Figure 5.18: Caleiilated changes of the groiiiid state hole (a) and electron (h) energy
levels for both type-llb strnetnres with resi)eet to the neutral situation ((i—0) as a
function of the excitation density.
two effect do i)lay a role, but a minor one; the reason for the split most likely lies
with the different behavior of the ground state electron energy level presented in
figure 5.18b.
Without the QW the electrons have no restrictions in ap])roaching the dot and
the electron-electron repulsion can be easily overcome by the attraction of the dot.
We observe that hai)pening above q~ 20. When we add the well however we compress
the electrons into t he 7 nm-thick layer in the plane of the dots. Even if we consider
the overgrowth of the QD it means that now the electrons are restricted in the
api^roach to two diniensioiis and so their density will become higher when subjected
to the same attractive potential from the dot. Higher charge density invariably leads
to stronger repulsion. The increased Coulomb "pressure" raises the energy of the
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ground state electron and at the same time decreases the attraction they exhibit
back at the holes. The internal repulsion is overcome for the much higher case of
q—CO. Therefore in the structure devoid of the well the electrons can achieve higher
actual charge density (attraction > repulsion), which pulls back stronger on the

Figure 5.19: Calculated changes of the ground state optical transition energy for
both tyi)e-llb structures with respect to the neutral situation (q—0) as a function
of the excitation density.
holes’ wavefunctions. As this is a geometrical problem, we will come back to it after
the calculation of the wavefunctions of the structure with the well.
Knowing the individual level shifts, we see that the changes to the optical
transition energy for the ground state are greater for the structure containing the
well, as seen in figure 5.19. The difference for q—70 is nearly 9 nie\h This means
that in the experiment we can expect greater blue-shifts of the emission spectra.
If we additionally take additionally into consideration a superior carrier capture
cross-section, then we can see why before the observed shift of the ground state was
around 20 ineT, while in the current case it is about two times greater.

Evolution of the electron wavefunction

W’e can see how the electron’s wavefunction evolves with excitation densitv. The
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Figiin' 5.20: Calculated ground statt' electron wavefuiictioii (green) as a function
of excitation density.

The ground state hole wavefuiictioii (blue) provided as a

reference. The images depict three adjacent super-cells for clarity.
ground state hole wavefuiictioii will behave in a manner very similar to the structure
without the well, as in figure 5.11 so there is no need to repeat it. The changes to
the electron are however different than the ones observed before. The calculated
charge-dependent ground state electron wavefunction is depicted in figure 5.20 for
several values of q. As before, the three adjacent super-cells are presented for clarity
and the hole wavefunction is added as a visual reference.
For (j—0 the electron is neatly confined to the well and avoids the area that
contains the dot thereby forming an excellent example of a type-IIb QD structure.
Just as ])reviously, with increasing injected charge the wavefunction conies closer
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to the (lot. The ai)proaeh is inhibited to the plane of the dot layer and so the
wavefnnction cannot form a "cap". Nonetheless the faces of the QD, as closest to
its geometrical center, create a greatest conhnement, as was shown in figure 3.2. As
a result, the electrons can be preferentially found in a tight ring at the slopes of the
pyramid.
The evolution of the wavefunction shape confirms our earlier supposition.
Indeed, the dimensional reduction increases the local electron density, which then
creates a greater electron-electron Coulomb repulsion.

This internal "pr(’ssure"

inflates the electron wavefunction and strongly opposes the increment of the charge
density. This can be observed directly when we compare the respective ground state
Electron q=70

Figure 5.21: Calculated ground state electron wavefunctions for the structure with
the

(red) and without it (green) at (}—70. Iso-surfaces are taken at the same

value of the amplitude.
electron wavefunctions for the same value of q, as is done in figure 5.21. We can see
that for the structure without the well the electrons form a cap on the dot’s top,
because this region is not forbidden, while the electrons in the QW create a ring,
which occupies a greater volume. The difference in volumes translates to a greater
charge density for the structure without the well. This proves the earlier deduction.
Higher charge density creates a greater attractive potential for the holes. With the
distances being comparal)le for l^oth structures, the holes in the structure without

5.3.

GaSb/GaAs quantum dots with an InGaAs quantum well

117

tlie C^W will be attracted more strongly. As a result their energy with respect to
the band edge will start decreasing earlier as is clearly seen in figure 5.18.

Optical transition probability

Figure 5.22: Conii)arison of the calculated ratios of the ground state optical tran
sition probability to the probability for (j—0 as a function of excitation density for
both type-IIb QD heterostructures.
Does this ineaii that the optical transition probability will be similarly hindered?
If the electronic wavefunction is spread over larger volume, its overlaj) with the
holes can l)e smaller. Fortunately, the geometry of the system comes to our aid.
Ill figure 5.11 we see that the ground state hole wavefunction moves preferentially
towards the bottom of the dot. Without the QW, the electron is forced to the
potential minima towards the top of the QD. In the well however the electron is
kept rigidly in the plane. This means that in the current case the overlap will
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actually be greater than before as is evident in figure 5.22. For low densities (q<30)
the relative changes are the same for both structures. This is not surprising, since
both type-IIb structures are oi)erating under the same principle. Only for higher q
do the differences become evident with the QW helping to significantly (nearly half
as much again) enhance the optical transition probability.

5.3.3

Comparison between experiment and theory

Finally, the comparison between the experiment and theory is presented in fig
ure 5.23 as a function of excitation density.

We can see that the trend of the

experiment (black scpiares) is in excellent agreement with theoretical calculations
(white circles). The total width of the spectrum cannot be attributed to the shift of
the ground state. While i)reviously the higher-energy hole states in the dot did not
play a major role in the emission ])rocess, now the situation is comi)letely different.
White bars in fig. 5.23 rej^resent optical matrix element for all transitions between
the electron ground state in the well and the confined dot states at a specific carrier
density. Those levels, when the structure is under excitation, shift with the ground
state and their transition probability is also diametrically enhanced. With higher
carrier capture cross-section the higher-energy states, when populated with holes,
can become effective channels of radiative recombination [133].
This also explains the fast spectral narrowing. After the laser pulse excites the
structure and carriers thermalize to their lowest available states and the carrier den
sity is at its highest. This means that the spectra will be very broad (many radiative
channels), blue-shifted and the decay times will be short. The many recombination
events in the structure will however quickly depopulate the valence band. Thus,
in a very short time, the spectra will experience a large red-shift and the radiative
processes will slow down. With lower Coulomb interactions the subsequent radia
tive events will take longer until only the ground state is populated and the slowest
red edge is achieved. This mechanism accounts for the non-linear behavior of the
emission dynamics observed in this svsteni.
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Figure 5.23: Coiiiparisoii of the experiiiieiit and theory as a function of excitation
density. Black scpiares represent the calculated decay lifetimes and white

calculated

ones. White columns show the optical matrix element for all electron-hole transitions
in an arbitrary log scale.
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Effects of inhomogeneous broadening

There is one aspect of the influence of Coulomb interactions on the dynamics in
type-II quantum dot systems that has not yet been discussed. As was mentioned
at the beginning, the very nature of a self-assembled growth mode creates a nonuniformity in the dot population. This irregularity takes the form of a dispersion
of an ensemble size, shape and composition and, due to stochastic origin of the
process, manifests as a broadening of the emission spectra called an inhomogeneous
broadening. The width of the spectra is therefore a very good measure of the dot
uniformity and its knowledge plays a major part in the optimization of the growth
process [134j.

Since all the structures described in this work are created using

a Stransky-Krastanov method, it will, undoubtedly, suffer from inhomogeneous
broadening.

Simulation parameters

But how does the inhomogeneity of the ensemble affect the emission dynamics of
the structure? Up until this i)oint all the calculations were performed for an "aver
age" dot, one which has simulated ground- and excited states coinciding with those
measured experimentally. To investigate that influence we have taken the simplest
system of the ones presented before - the type-IIb QDs without the well - and have
varied the dot size by 10%, but neither density or composition for simplicity. For
these dots all necessary self-consistent calculations have been performed. The re
sults are in general api)lical)le also for other structures presented in this work. The
])aranieters for each dot are listed in the following table:
"Name"

Lateral size (nni)

Height (mil)

Small

13

i

Average

15

8

Big

17

9

This gives the initial broadening of 20 meV, which is a reasonable lower-limit
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value. The best FWHM achieved for SK quantum dots is 10.6 meV [135], which
recjuired a special technique of growth involving a stressor layer. The typical values
are of the order of 30 meV (see for example [136, 137]).

Single-particle energy levels

Figure 5.24: Calculated ground state emission energies as a function of the charge
density for the three dot types. The inset shows the change of the emission energy
with respect to the unperturbed state (q=0).
Figure 5.24 shows the calculated dependence of the ground state emission energy
on the dot size. The bigger dots emit at lower energy and smaller are blue-shifted.
All the dots also exi)erience a blue-shift when subjected to injected carriers. The
difference between them lies in the rate of the energy shift as presented in the inset.
W'e see that the smaller dots have higher differential shift, but also saturate the
earliest, while larger dots shift slower and are far from saturating at (j^lOO.
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These t rends can be explained by the different confinenient factors for the holes.
In the smaller dots the same holes have to occupy smaller volume therefore the
positive charge density increases. This means that the Coulomb repulsion in the
valence band will be respectably greater, which in turn corresponds to a more
significant energy shift. On the other hand there are fewer total available confined
states, so the saturation will occur for lower q.

For bigger dots the Coulomb

influence is weaker. The repulsion per added hole will be thus smaller, as will the
shift, but the saturation point will be much further.

Optical transition probability

Figure 5.25: Calculated ground state optical transition })robabilities as a function
of the charge density for the three dot types. \ allies are normalized to their unper
turbed ((1—0) state.
The effect of the dot size on the q-dependent optical transition probability is
shown in figure 5.25. We observe that the smaller dots observe a much greater in
crease in the matrix element, at (i=100 it is nearly twice the value for the "big" ones.
The explanation of this fact is very simple. In the smaller dots the influence of the
confined holes is greatly enhanced through their greater charge density. Therefore
the electrons will exiierience a stronger pull towards the QD and increased wavefunction overlap. The overlap enhancement also stems from a simiile geometry. For
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a small clot, the penetration of the electron wavefimction of the dot volume will be
much greater and so will be "bleeding" of the hole wavefimction into the surround
ing matrix. Again, for big dots the situation is reverscxi - the Coulomb attraction
coming from the dot is weaker and the electrons become confined further away from
it.

5.4.1

Influence of Coulomb broadening on emission dynamics

The combination of the two aforementioned effects creates an elaborate correction to
the emission dynamic. As it is clearly observable on the streak image of the type-IIb
structure with the well though, we will use it to illustrate the process. At t- 0 many
states in differently sized dots are populated. This makes for a very broad initial
emission spectrum due to the "static" inhomogeneous energy broadening. But as
the time ela])S('s the smaller dots will be depopulated faster than the bigger one
due to higher optical transition probability. This means that the spectrum will very
cpiickly red-shift as the blue tail disappears. After that time then the different dot
l)oi)ulations will give of a different sjiectral broadening. Small dots, as less full,
will be more red-shifted with resjiect to neutral conditions than the big dots that
still have many carriers inside, but will still decay faster. The results will be as is
observed in figure 5.14. The spectrum is decaying faster from the blue than the
red side, effectively creating a pronounced low-energy tail. Therefore a standard
inhomogeneous broadening is augmented by Coulomb dynamics broadening.
It is also observable in the PL spectra. In figure 5.14 we see that the emission
at high excitation density does not behave in the same manner as in the low and,
in fact, it differs from a normal PL spectra. The spectrum is composed of several
main features, which have fused together due to low spacing between the radiative
cliannels. If we look at the red tail of the emission we see that the spectra does not
siinjily blue-shift with increasing power but also broadens due to inhomogeneous
Coulomb interactions across the ensemble.
The effect is even more evident if we compare the two streak images of type-IIa
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stnictures. We observe that when we make a clear transition from type-I to type-II
system, tlie PL features that are clearly separated (figure 4.3) become broadened
into one feature at t—0, even though the energ}- separation between the radiative
states in nearly identical.
This effect can also explain the observable qualitative difference between the
type-IIa and type-IIb systems. The inhomogeneons broadening is applied for all
radiative states. In ty})e-Ila systems they are well separated due to low electron
effective mass. Therefore we observe sej^arate dynamic features, however for the
structure containing 18% Sb in the well the higher levels are coalescing into one
feature due to Coulomb broadening. The large effective mass of the holes on the
other hand makes the spacing between them much smaller. Thus, if there are many
channels of radiative recombination, they all combine into one single, broad dynamic
feature.

Chapter 6

Coulomb effects in type-I quantum
dots
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Introduction

We have seen in previous chapters that in order to observe global changes to the
eniission dynamics of the quantum dot systems, one needs a physical separation of
the charges. Then the Cotdomb interactions will alter the band structure and hence
allow for a evolution of the emission properties, as was shown in previous chapters.
What about type-1 quantum dots then? Can similar observations be made when
both carrier si)ecies are confined to the same small volnnie of the QD? What would
be the nature of the resulting eniission dynamic?
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The most studied case is that involving a single, or small number of, dots. Their
l)rimary use would be in a field of quantum information technology |39]. In such
a system we can control the arrangement of the charges via appropriate color of
the excitation or gate voltage. The Coulomb interactions between them and their
spin will manifest in the observation of a distinct set of lines corresponding to a
s])ecific arrangement: exciton, bi-exciton or charged excitons (see [38, 39, 138, 139]
and references therein).
Those effects are unfortunately too small to be visible in normal, high-density
quantum dots that are used in the rlevices. The inhomogeneous broadening of the
emission, due to variations of physical proiterties in the QD ensemble, is generally
much greater than the exchange energies that shift the exciton lines.
We can however utilize other proj^erties of the particles. The electrons and holes
in a semiconductor have different effective masses, which generate slightly different
behavior of type-IIa and type-IIb (piantum dot systems. The distinction is caused
by the diverse energy spacings between the states and therefore a total number of
confined levels for electrons and holes inside the QD. If we create a situation, where
the number of generated carriers far exceeds the number of those available states,
then we achieve a quasi-type-II alignment, because all the electron levels would be
poi)ulated, while the excess holes occupying the confined levels would make the dot
l)ositively charged.

6.2

InAs/GaAs quantum dots under high-power ex
citation

6.2.1

Experimental results

To examine the effect of a large excitation in type-I system we have taken InAs/GaAs
(|uantum dots and excited them with around 50000 photons per-dot per-pulse. We
have studied here three type-I systems. Of most interest are the optical and tunnel
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Figure G.l: Streak images of the type-I quantum dot systems.
injection structures, because of their potential applicability in high-speed and high])ower oi)toelectronic devices |140, 141, 142|. They are created by placing an IriGaAs
Q\\’ below In As dots, one with a 100 nm GaAs spacer, the other with a 4 nm spacer
resj)ectively. In the first case there is no wavefunction spill between the well and the
dots and the coui)ling can be only due to oi)tical reabsor})tion. In the second case
there exists a tunneling channel for the carriers between the QW and the wetting
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layer of the QDs. Data taken from a reference sample grown without a QW is shown
for reference. The structure descriptions were given in section 2.4.
The emission dynamics are shown in figure 6.1. We can see that the streak
images for all type-I structures look totally different than all shown before in this
work. In comparison to the figure 4.2, which presents type-I emission under lowpower conditions, we oI)serve that all transition channels red-shift for high charge
densities. It is different from what we would expect in a quasi-type-II structure,
where a blue-shift is a dominant characteristic. The magnitude of the red-shift
increases with the jnclusioii of the QW in the system and with the shrinking distance
between the well and the dot layer as shown in the following table;
Structure
Approx, red-shift for GS (meV)

Reference

Ol)t. injection

Tunnel injection

5

12

19

These results are consistent with those reported in the literature |143, 144, 145,
146, 147, 148|, where the red-shift has been explained as a result of Coulomb in
teractions inside the dot. There is an additional feature of the emission dynamics
not rei)orted in those works. We take emission of the tunnel injection structure and
extract the emission intensity as a function of time along the peaks of the respective
optical transition channels. This is shown in figure 6.2.
The ground state emission intensity remains constant for about 450 ps following
the pump pulse, after which it gradually increases for another 600 ps before decaying
exponentially as we’ve come to expect. The excited state l)ehaves in a similar manner
with the i)lateau i)hase lasting about 250 i)s and the increase another 350 ps. The
second excited state however shows only the constant intensity before the normal,
single-exponential decay. It is revealing to note that the abnormal behavior for
each state lasts until the state above it starts to decay. It is a consequence of the
relaxation from higher states. The effect of the intensity increase has been observed
before on the similar tunnel injection structure [149] and it was attributed to the
carrier transfer times between the states in the dot. On the other hand the plateau
of the emission intensity was explained by the hampering of the tunneling processes
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Figiin' G.2: Noriiialized iiit(Misity of the peak emission of the tiiiiiiel injection struc
ture as a function of time.
due to the saturation of the dots’ levels. However, tliose two effects did not coincide
for a single emission channel. The ground and excited states showed an intensity
increase, while the second excited state

a plateau. The new observation, presented

in fig. C.2, is that the plateau is directly followed by the increase of the emission
intensity, meaning that the t wo processes are co-dei)endent. Here we will present an
alternative description to the one in the literature, one which will tie the red-shift
and the intensity evolution into one cohesive theory.

6.2.2

Proposed mechanism of Coulomb interactions

The density of hole states in the dot is much greater than that of the electrons due
to the large difference in effective masses of both particle species. We can therefore
create a situation where the injected carrier density exceeds the number of avail
able electron states. High excitation density thus leaves the dot in a highly-charged
state. Not all the holes in the QD however can particii)ate in the radiative emission
process, let’s call them "s])ectators". The positive charge of the dot attracts the
electrons outside, resulting in a compression of the electron wavefimction, while the
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Figure 6.3: Illustration of the evolution of the wavefuiictioiis due to high excitation
density.
hole wavefunction undergoes an exiiansion due to a hok'-hole electrostatic repul
sion, as was shown in figure 5.11. The whole process is scheniatically depicted in
figure 6.3. This retrograde change of the wavefunctions’ shape leads to a reduction
of wavefunction overlap and results in the suppression of t he emission intensity (1).
The process remains in eciuilibrium until there are no more holes outside the dot
to maintain it. When the reservoir empties the dot begins to discharge and, as a
consequence, the wavefunctions relax to their unperturbed state. As a result of a
higher optical transition probability, the emission intensity will increase (2). As a
final ste]), the few remaining electrons and holes recombine in a normal fashion with
the inherent lifetimes (3).

6.2.3

Rate equation model

To prove that only by considering the suppression of the optical transition probabil
ity by the i)resence of spectator holes one can i)rovide a description of the observed
dynamics we have constructed a model based on rate equations following a schematic
dei)icted in figure 6. 4.
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Figiin' 6.4: Schematic for the rate equation model.
f^e^GS

=

——

nh,GS =
fie.,ES\

^^£,ES1

£Ni,^s)ne,(;!snh,cs

+

%,ESi^Gsne,ES\

(1

—

— £^^h,s)'f^c,('rS'>lh,GS + 7/i,£;Sl(1 — ^7i,(75)

=

—^^£51(1 — £-^h,s)'fle,ES]^>h,ES\ “ 'ye,ESi^GS'f^e,ES\{^

^'e,G5) +

+

7e,£S2-*££l^ie,£52(l — ^>'e,ES\)

=

—<'V£5l(l — ^^^h,s)'fie,ES\'f^^h,ES\ ~ 7^,£S'l^G£^^£,£Sl (1 “ ^^'/i,Gs) +

+ 77i,£S2-^E51?i/i,£S2(l — 'H'h,ES\)
fh,ES2

=

~fl£52(l ~ £^^h,s)^h,ES2nh,ES2 ” 7e,ES2-*ES\^h.,ES2{^ “ '/'ie,£Sl) +

+ 7e,£^£S2-^e,/?(l ~ ^e,£52)
nh,ES2

=

—tt£;52(l — £Nh,s)ff'e,ES2nh,ES2 ~ 7/i,£S2-^£Sl ^ih,£S2 (1 ” ^/i,£Sl ) +

+ 7/i,S->£52A^^,s(1 ~ nh,ES2)
^h,S — —7/i,S^£S2^/i,5(l — ^^/i,£52) + 7/i,£^S^/i,£( 1 ~
^e,/? = —

— 7e,/?^£S2^e,/?(l — ne^ES2)

^E,R = —(^RNe,RNh,R—lh,R-^S^h,R{^ — J^h,s)

(6.1)

where ne{h),s tind A'e(/i),.s represent the time-dependent electron (hole) population of
the state s. The lowercase notation is reserved for the radiative states inside the
dot, while the n})])ercase is for others ("spectator" and reservoir), a., represents the
spontaneous recombination rate of the state s, while Je{h),si->s2 is the rate of carrier
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(electron or hole) transfer between two constituent states. We employ a parameter

£

to simulate the change of the spontaneous recombination rate of the radiative states
due to presence of "spectator" holes in the dot

(Nh,s)-

Note that we do not define

the physical origin of the reservoir. Its’ purpose is only to efficiently supply the
carriers to the dots. In the tunnel injection structure this function is performed by
the quantum well grown below the QD layer [140, 141, 142, 150, 151).

Figure C.5: Comparison between the ground state intensity and theoretical calcula
tions. Dashed line re])resents the results of the simulation for £—0.
In theory, to show that the ground state has a plateau of emission only one
radiative state in the dot is required, but to attain a proper fit to the experimental
data, we need to enij)loy more. In our case three radiative channels give satisfactory
results, more would mean an increasingly complex model without the benefit of an
increased accuracy. Also, in the experiment we observe only three radiative states.
By taking the realistic values of carrier transfer times (of the order of 10 ps) and
optical transition lifetimes^ (order of nanosecond) we can provide an excellent fit for
the ground state emission intensity, which is shown in figure 6.5.
The magnitude of the Coulomb inhibition, the amount by which the wavefunction
overlap changes, is calculated to be

£-

0.156. When this parameter is set to zero,

then, as we can see in figure 6.5 as a dashed line, we only observe the saturation
^Rato 1/lifetime
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of the emission and consequently no increase in the intensity. The normal emission,
i.e. single-exponential decay also begins earlier, because the recombination is not
inhibited by the presence of the spectator carriers.
Tims we have shown that only by iiiclnsion of the influence of the injected carrier
density on the optical transition probability we can explain the emission intensity
dynamics that are observed in the experiment. We also have the magnitude of the
effect. Now we show the same thing from a microscopic point of view and tie it to
the other observed ])heiiomenon, namely the wavelength shift.

6.2.4

Self-consistent Calculations

As a first stej) we take the self-consistent k-p model we have previously utilized to
exi)lain the Coulomb interactions in type-Il quantum dot systems. We consider an
IiiGaAs (piaiitum dot in a GaAs matrix. Once again, we neglect the presence of the
wetting layer. To provide the best fit of the emission properties for the reference
structure we take the dot to be 20 x 20 x 8 inn (L x W x H), with a truncated
pyramidal shape as jireviously detailed. The dot is homogeneous in composition
and the indium content is 77.6%. Such a dot contains 40 electron and 320 hole
single-iiarticle states for possible occupation.

This shows that the difference in

number of charges in the dot can be nearly 300 in such a theoretical scenario. In
the simulation we will be placing all of the carriers on the single-particle levels.
Therefore we have also reduced the number of plane waves from seven to six due to
a severely increased number of wavefunctions to be calculated.

Modification of the single-particle energy levels

In figure 6.C we present the calculated changes to the ground and excited state
electron and hole single-particle energy levels. We see that, while there are still
electron states to poimlate inside the QD, the electron and hole energies follow
each other very closely as q is increased. This confirms the supposition we have
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Figiin' 0.0; Calculated changes to the (a) ground state and (b) excited state electron
and hole energies with respect to the neutral situation when q=^0. (c) shows the
resulting changes to the optical transition energies.
made in section 4.2, where we have observed no change to the ground state emission
wavelength. The situation changes when all the electron states are occupied and we
are left oidy with the holes to populate the confined states inside the dot. Now the
holes are strongly repelling each other and create significant additional confinement
potential for the electrons. The repulsion between the electrons, however, is not
increasing with q, so there is nothing to counteract the hole attraction, as there
are no more confined states to be populated. Thus we observe a divergence in the
behavior of the electron and hole’s energy levels with increasing carrier density.
Electrons, because of their lower effective mass are more sensitive to the i)otential
renormalization, which is why they experience a stronger shift than the holes. The
relative modification of the energies leads to the red-shifting the emission spectra.
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This behavior clearly correlates with that observed in our experiinents, where
after an initial period of wavelength shift after the excitation the final emission
energy does not change. From the calculations we can divine that the shift occurs
when there is disequilibrium in the dot populations and the final phase of the
dynamic occurs, when the electron states in the dot are populated with similar
numbers to the holes. Theory also illustrates another feature we observe in the
ex])eriment: the shift for the excited state is much stronger.

Evolution of the wavefunctions and

optical transition

probabilit3^

q=000

Figure 0.7: Calculated electron’s (green) and hole’s (blue) ground state wavefunc
tions as a function of the excitation density. Iso-snrfaces are taken at 50% of am
plitude. Dashed outlines of the resi)ective wavefunctions for cp 0 are provided for
visual reference.
The calculated modifications to the electron and hole ground state wavefunctions
as a function of q is depicted in hgure 0.7. The two carrier species have wavefunc
tions of dissimilar shaj)es, which is due to the dot size and geometry. This means
that they will exhibit Coulomb potentials of different magnitude - electrons creat
ing the greater potential gradient. This would explain why, while there are electron
states being ])opulated, the hole’s wavefunction contracts and the electron’s slightly
expands with the corresponding single particle energies being slightly increased. Af-
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t er that phase the repulsion of the holes causes them to expand their wavefunctions.
Electron wavefunctions on the other hand contract due to attraction towards the
holes and the "pressure" from the electrons outside the dot.

Figure C.8: Calculated changes to the optical transition probability of the ground
state.
The changes in the relative elect ron and hole wavefunction shapes will obviously
have a profound effect on the oi)tical transition probability. In figure 6.8 we show
the calculated changes to the optical matrix element for the ground state transition.
As j)redicted, with the charging of the dot we observe that this transition becomes
less i)robable. When the hole levels saturate no further modification to the band
structure will be possible (see figure 4.12) and therefore we will have reached an
equilibrium and no changes to the optical matrix element will occur. This is the
origin of the plateau of emission intensity.

6.2.5

Coulomb effect enhancement

In figure 6.1 we observe that the magnitude the effect increases when we include
the well in the (luantum dot system. The logical conclusion is that the presence of
an additional layer, which can capture carriers away from the QDs, has a profound
effect on the dot emission dynamics. We will show a qualitative description of that
mechanism here.
So far we have not considered in this work the influence of the wetting layer
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on the C^Ds. It is basically a very narrow cjnantiini well, which can nevertheless
confine many carriers. In the conduction band the WL state is positioned slightly
higher in energy after a few electron states confined to the QD, while in the valence
band it can lie below tens of hole levels due to the differences in the effective mass.
This means that we can have now a more effective mechanism of carrier separation
because while we will keep adding holes to the QD, the electrons will gather in
the layer below - the WL. This will create an unscreened electric field, which will
modify the l)and profile creating an effect which is similar to the quantum-confined
Stark effect (QCSE) [152, 153].

Tunnel injection structure

Thus we have a final mechanism that can am])lify the inherent Coulomb inter
actions inside the QD. It can be even further augmented if we move the electrons to
the (piantum well which is separated from the dots (like in the case of the tunnel in
jection structure), since in this case we reduce the screening effect between electrons
in the WL and holes in the QD.
We i)resent the schematic of the emission dynamic for a tunnel injection structure
in figure 6.9.

After the pump inii)ulse, the carriers are caj)tured mostly by the

well because of the superior capture cross-section (1). Due to an efficient coupling
between the well and the dots via the WL, some of those carriers will tunnel through
the })otential barrier. The disparity between the number of available confined QD
states will lead to a situation where the majority of the holes will be captured
by the dots, while the electrons will remain in the well. Thus the QDs will be
positively charged, the effects of which where explained in section G.2.4. However
the charges in the QW experience the dots as positively-charged islands. Therefore
the electrons that are j^resent there will l)e attracted towards the QDs and the
holes will be repulsed (2). This will result in creation of a dipole and give rise
to an external (with resi)ect to the dots) field, whicli will modify the confinement
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Figure G.9: Sclieiiiatic of the eiiiissioii dynainie of the tunnel injection structure
potential and decrease the emission energy (red-shift the spectrum). Additionally it
can have a small impact on the o])tical transition probability, because it can bring an
extra separation of electrons and holes in the QD. As carriers are removed from the
structure by the radiative emission, any carriers lost inside the dots can be quickly
replenished from the quantum well. Consequently the external field will decrease and
blue-shift the emission. The dot itself however remains in equilibrium and therefore
the modifications of the optical matrix element are small and we observe a plateau
of the emission intensity. The plateau is also an indication that the impact of the
external field on the optical matrix element of the QD transitions is small. This
situation will persist until there are no more holes left in the well, at which point
we begin to discharge the QDs (3). As the self-consistent calculations have shown,
this will result in the increase of the wavefunction overlap due to their relaxation.
Thus we will observe an increasing emission intensity, while the emission energy
still increases. Finally, when the QW is empty the remaining particles in the dot
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rocoiiihiiir in a normal fashion (4).
To snininarize. in the tunnel injection structure under a large excitation there
are two (lynainic ])rocesses, which are largely independent. One is an internal dot
effect, a wavefunction shape change arising from the Coulomb interactions between
the confined carriers inside the QD, which brings modification of the transition
probability. The other is an external (with respect to the dots) effect, which modifies
the oi)tical transition wavelength due to the field produced between the positivelycharged QDs and negatively-charged QW.

Chapter 7

Conclusions
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A comparison of type-II quantum dots

Ill tliis work we have investigated the effects of the Coulomb interactions on the static
(time-averaged emission energy) and dynamic (emission lifetime) optical properties
of type-II (piaiitnm dot systems based on antimony. By utilizing photoliiminescence
and time-resolved PL techniques and comparing the experimental results to the
theoretical calculations based on a self-consistent 8-band k-p algorithm, we were
able to divine the Coulomb-driven mechanisms of band-gap renormalization. We
have shown that the blue-shift with increasing injected carrier density is caused in
majority by repulsion between the charges confined to the quantum dot. This shift is
only weakly counteracted by the other carrier species due to their geometry-induced
spatial separation and their higher dimensionality - which translates into a lower
local density as their wavefnnction is spread over a larger volume.
The innate sei)aration of the charge however plays a dominant role in modifying
the optical matrix element, which depends on the respective wavefunction overlap
and is res})onsible for the dynamic change of the radiative recombination lifetime.
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Carriers confined to the dot can experience only small adjustments to their wavefimction shape. But the other carrier species, which are outside the QD, whether
in the hulk or a well, have a higher "plasticity" of their wavefunctions. When the
dot is empty, they exi)erience it simply as a barrier and fill the volume around it.
However, with addition of carriers into the system, they can respond to an attractive
potential by approaching the QD, since they are not confined in all dimensions. The
relative shift of the wavefunctions enhances the overlap between the different carrier
species, which leads to an increased transition probability.
These two ])rocesses are intertwined. When the pump impulse arrives, the car
riers therrnalize to fill their lowest availal)le states due to an efficient phonon scat
tering. That large initial charge density blue-shifts the spectra m comparison to the
neutral situation and makes the oi)tical transitions more probable. When the radia
tive' events take })lace, each one of t hem reduces the Coulomb effects making each of
the subseeiuent events less probable and red-shifted. Thus, further transitions will
take longer to occur. This means that the spectra will not evolve in a linear fashion,
but rather the rate of change will be fast in the initial stages of the exi)eriment and
slow down with time.
On top of those two mechanisms we have Coulomb l)roadening, which comes from
the distribution of the ensemble size, shape and composition due to the statistical
nature of the SK growth. We have shown that this not only affects the optical
transition energies, but also the optical matrix elements. Smaller dots will be blueshifted with resi)ect to the average but will also decay faster, while the bigger ones
will be red-shifter and their evolution will be slower. This creates the asymmetry
an the dynamics with the very broad spectra transforming into a narrower feature
on the red-side of the emission tail.
Between the type-II systems there are nevertheless significant differences in the
emission dynamics, which are shown in figure 7.1. They stem from diverse con
finement scenarios. The reference structure (i)anel a) depicts a ty])ical emission
spectrum from IiiAs/GaAs ciuantum dots under low-power excitation. With the
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Figure 7.1: Coiiiparisoii of tyi)e-II (piaiituiii dot heteiostructiire TRPL si)ectra. (a)
is a reference type-I structure under low-power excitation, (b) is IiiAs/GaAs QDs
with a GaAso.86Sbo.i4 QW, (c) is IiiAs./GaAs QDs with a GaAso.82Sbo.i8 QW, (d)
is GaAsSl) GaAs QDs and (e) is GaAsSb/GaAs QDs cap])ed with an Ino.8Gao.2As
Q\\'.

addition of GaAso.86Sbo.14 QW capping tlie dots, the scenario changes. While the
hole’s ground state remains confined to the QD and retains the type-I characteristic,
the excited state is evicted into the well and ])rovides the optical transition channel
for the excited electron levels (b). The magnitude of the Coulomb effects is small
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duo to the i^resenco of the ooiifiiied hole inside the QD, which largely counteracts
other interactions (repulsive and attractive). If we make the well potential deeper by
adding more antimony, the emission dynamics shifts fully to type-II attributes (c).
The magnitude of the shift observed in the exj)eriment is greater than before because
there are no confined holes anymore to hami)er the renormalization. Nevertheless,
the type-IIa structures are severely limited by a maximum number of electrons that
can be conhned in the dot, due to their low effective mass.
Therefore when we change the paradigm - the holes are confined in the dot
and the electrons left outside, we can ex])ect and witJiess a much enhanced impact
of the Coulomb interaction on the system. For the GaAsSb/GaAs quantum dots
(hgure 7.Id) indeed we observe the greater shift, however distinct features from
different oi)tical transition channels are coalesced into one because of the lower
distance between the conhned hole levels. The emission is however much slower
than for type-IIa structures because the electron wavefunction is poorly conhned,
it has a large' spatial volume and the overlap is reduced, this in turn extends the
radiative lifetime and reduces the intensity of the emission. These ju'operties can be
improved with the addition of an InGaAs quantum well (e). In such a conhguration
we also witness the Couloml) interaction playing the greatest role.
Both scenarios can hnd eni])loyment in the construction of the devices, depend
ing on the intended application. For the telecommunication band (1.3 and 1.55 /iin)
emitters and arnplihers, the type-IIa is a promising alternative to the existing tech
nologies. We have shown that, while achieving a signiheant global red-shift of the
spectra, the radiative lifetimes are not greatly longer than those in type-I quantum
dots. In addition, it is based on two well-known technologies: InAs/GaAs QDs and
GaAsSb GaAs quantum wells, for which room temperature emission at 1600 nm has
already been reported. For medical diagnostic, imaging and gas-detection purposes,
the type-I 11) system presented in this work offers great opportunities, because we
can ])otentially probe the mid-infrared regime with dots of approi)riately tailored
composition. For that to happen however, the growth procedure of the GaSb/GaAs
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qiiantuiii clots, i.e. the siii)pressioii of the As-Sb interniixiiig, has to be improved.
The large emission lifetimes and a broad spectra can be advantageous in solar cell
applications, charge(current)-tmiable devices or broadband emitters/absorbers.
Another potential use for the type-IIb QD systems lies outside a strict field of
photonic applications - in memory circuits. GaSb/GaAs QDs create a significant
confining potential for the holes, while forming a barrier for the electrons. This
translates to very long radiative lifetimes. If we can charge the dot and at the same
time sweep the electrons from their vicinity by an external electric field, then the
decay timescales for the system can potentially be infinite [154]h
\\'e have to note finally, that even though the conclusions are based on the
investigation of very specific cases of tyj)e-II band alignment which are based (jn the
emi)loyment of antimony, they can be easily ported to other material systems with
some modifications as necessary.

7.2

Coulomb interactions in type-I quantum dots

In chajjter (i we have shown that Coulomb interactions between the carriers confined
to the quantum dot can potentially have a ])rofound effect on the emission dynamics
leading to the red-shifting of the spectra and a suppression of the optical transition
prol)ability. This comes as a result of an inecpiality between the number of available
electrons and holes inside the QD, which leads to formation of charged excitonic
states in the dot. VVe have shown that by including a quantum well below the quan
tum dot layer in a tunnel injection scheme we can further enhance the magnitude
of this effect due to the ])resence of an additional electric field.
The analvsis of this effect is still in its infancy and warrants further research.
’See also details on an European research project "Coupling of Single Quantum Dots to TwoDimensional Systems", QD2D at http://qd2d.eu
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Suggestions for future work

Since type-II quant niii clot systems are of potential use in the mid-infrared regime,
the next obvious step is to utilize either of the systems (or both) in the construction
of working optoelectronic devices, on which a series of further experiments could be
])erfornied. These could involve photocurrent and j)ump-probe measurements, as
well as dependence of optical ])roperties on current and bias.
Future study should include a modification of the growth procedure, that would
decrease the As-Sb intermixing. Further experiments can be performed on a sin
gle ciuantum dot in a type-II configuration by means of micro-photoluminescence.
This will enable a closer investigation of Coulomb interactions. Additionally, the
magneto-oi)tical measurements would allow to probe directly the "plasticity" of the
wavefunctions.
On the theoretical front, the model presented in this thesis can undergo further
improveinents. It can satisfactorily explain the behavior of the type-II quantum
dot systems under excitation, but it nevertheless contains several ai)proximations.
Future work could include the effects induced by the proximity of the wetting layer
and utilize a realistic gradient of concentration in the QD instead of a monolithic
approach. Another improvements can be made with inclusion of the carrier dis
tribution according to the Fermi-Dirac equation, which would enable investigation
(especially of type-IIa structures) of the temperature dependence of the system.
Another potentially interesting topic would be to investigate the transition from a
type-I to a type-II system more closely
For the research of the Coulomb effects in the type-I quantum dots a more
realistic model of the dot is needed to predict the behavior of the emission dynamics
observed in the experiment with greater accuracy. This involves a realistic gradation
of the QD composition as suggested by [145, 155]. Another improvement would
come from inclusion of the additional external well in the tunnel injection scheme
calculations.
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Appendix A

Notes on carrier distribution and
density of states

A.l

Density of states

Tliroiiglioiit this work we have been placing all particles in the ground state of
(piantnin well or near a bulk band edge, justifying it by a large number of available
states near the specific level’s edge. Here we will perform some simple calculations
to show that the approximation holds for the number of ])articles we inject into our
simulated systems.
Calculation of the density of states (DOS) for bulk material, a well and a dot is
an academic exercise which will not be repeated here. It is defined as a number of
states per unit of energy:
p{E) =

dN
Je

A.l)

The number of available states in a specific energy spacing is simply an integral of
the above equation.
The simplest case is for the quantum dots. Due to their atornic-like nature each
single-particle level can be occupied by just that - one particle. For the bulk and
the well the equations for DOS are as follow:
P-sd{E)

—

P2d{E) =

V

^1/2

(A.2)

Y^e(E-E,)

(A.3)
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A.2. Type-IIa structures

where m* is the effective mass of the particle, V is a volume of the bulk, S is the
surface area of the well, Ei is the energy of the z-th well state, n is a total number
of conhned states in the growth direction of the QW and ©(£’) is a Heaviside step
function. W’e can simplify the ecpiation (A.3) since we are interested primarily in
the ground state. If we jziit n=0 we have:
P2d{E) —

A.2

Sm*

(A.4)
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Figure A.l: Band jzrohle near the top of the valence band and a schematic density
states for (a) IiiAs/GaAs QDs with a GaAsoseSbo n QW and (b) IiiAs/GaAs QDs
with a GaAso.82Sbo.i8 QW. Energy scale is relative to the top of the band edge.
(5-fuiictions for the OD densitv of states are liroadened bv kbT—O.b meV.
In type-IIa structures considered in this work we can have two cases relative
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to which level in the valence band comes first; in the dot or in the well. In both
instances however we can expect a strong mixing of the density of states in the
valence l)and and we have to be cautions where we pnt our holes in the self-consistent
calculation. In the conduction band a situation is quite simple - in a quantum dot
the DOS is a delta-like function so we will be putting all the electrons on the single
particle states, so let us focus on the holes.
The situation in the valence band is shown in figure A.l. For the IiiAs/GaAs
QDs with a GaAso.seSbo.M QW (panel a) we have the ground state confined in the
dot.

It can hold two charges because of the spin degeneration.

The next level

is outside the QD, in the QW. From this point on we have a quasi-continunm of
states for

kx,ky

^

0 of density given by ecjuation (A.4). Following that we liave

another state confined in the region of the QD, which can liold two particles. It is
only 5 nie\' below the QW. We have therefore to ascertain a nnmber of i)articles
we can put in the QW states l)efore we have to switch to another level (hatched
square in figure A.la). Taking the 2D-D()S equation and knowing that the well
level under consideration belongs to the heavy-hole band, we calculate a total of 26
states available to us in the available spacing.
In the other structure, containing a GaAso.82Sbo.i8 QW (fig. A.lb) the situation
is reversed. First conies the QW level and then, after 17.8 iiieV, we have the first
state in the QD. By i)erforming the same calculations as before, we establish a total
number of available states before the switch to be 90. After that we would have to
start putting the carriers into the dot levels.
In summary, in the case of the first structure we have to be cautious and not
place more than the calculated hard limit of 26 holes into the QW in addition to
the 2 in the QD. In the other structure the majority of injected holes will be most
likely captured by the QW. This discussion clearly depicts the difference in behavior
of both structures. In the first one can clearly expect a mixture of QD transitions,
which would be type-I, and type-II QD-QW transitions. In the other we should only
antici])ate the type-II behavior.
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Type-IIb structures

Figure A.2; Band profile and a scheinatie density of states for (a) GaSb/GaAs QDs
and (b) GaSb GaAs QDs with In().2Ga().8As QW. Only top of the valence band is
shown. (5-functioiis for the OD density of states are l)roadened bv

O.G ine\h

The situation in type-lib structures that we are taking under consideration are
in coini)arison to the i)revious extremely simple. For the GaSb/GaAs QDs covered
with GaAs (hgun' A.2a) we an' basically not limited in the conduction band to how
many electrons we i)ut in the ground state since the density of states is very big
i.e. the total number of electron particles we can j)ut between the band edge and
the top of the barrier is, as per equation (A.2), 240. In the valence band the only
limitation is how many single-particle states there exist and this number goes into
hundreds. Since in the simulations performed in this work we use much smaller
number of injected carriers, we can safely assume that our approximation is correct.
When the dots are covered with the quantum well (figure A.2b) the situation
complicates slightly. In the valence band we now have a greater limit on the anioimt
of holes we can place in the dot without going above the edge of the well, but again
this number is bigger than 100 for structure under our consideration. Therefore
the real limit to our approximation conies from the electrons now confined to the
(piantum well. Therefore we need to calculate how many particles we can put there
before we would have to switch to the 3D states in the bulk GaAs (hatched area in
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figure A.2b). Performing similar calculations as before, using eqn. (A.4) we find
that we can place 70 electrons on that level, which we set as our hard limit.

A.4

Fermi-Dirac distribution of carriers

Figure A.3: Fermi-Dirac distribution around Fermi energy for T=7 K.
There is another matter which is closely tied to the density of states and it
concerns a particle distribution on the energy levels. Throughout this work we have
assumed that all i)articles occupy the lowest available levels. Since both electrons and
holes are fermions, the level occupancy is governed by a Fermi-Dirac distribution:

ffoiE) — 1
where

Ef

1
+ ^{E-Ejr)/kBT

i« the level energy (or Fermi energy) and

ks =

(A.5)
8.617343 x 10“^ eV/K is

the Boltzmann constant. It basically means that above T—0 K there is a non-zero
probability of the i)article occupying higher levels. In our calculations we make an
assumption that we can treat this distribution as if T-^ 0 K. The situation for the
experimental conditions, where T—7 K is shown in figure A.3. We can see that the
width of the Fermi-Dirac distribution is 4 meV. This is niiicli less than the spacing
between the confined electron states in the InAs/GaAs quantum dots in structures
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from chapter 4. For the confined holes in type-IIb structures (chapter 5) the spacing
between the lower states is greater than the distribution width. The higher states
however are more closely spaced. However we argue that their impact on the band
structure decreases due to the lower wavefunction symmetry. Besides, the small level
spacing makes them completely indistinguishable in the experiment, which makes
the Fermi-Dirac distribution less significant. This means that our assumption, while
being an approximation, is still a reasonalfie one to a certain degree. Moreover, this
significantly reduces the algorithm complication and cuts the simulation time.

