X-ray powder diffraction patterns of cylindrical capillary specimens have substantially different peak positions, shapes and intensities relative to patterns from flat specimens. These aberrations vary in a complex manner with diffraction angle and instrument geometry. This paper describes a fast numerical procedure that accurately describes the capillary aberration in the equatorial plane for convergent focusing, divergent and parallel beam instrument geometries. Axial divergence effects are ignored and only a cross section of the capillary, a disc, is considered; it is assumed that axial divergence effects can be described using an additional correction that is independent of the disc correction. Significantly, the present implementation uses the TOPAS-Academic aberration approximation technique of averaging nearby aberrations in 2 space to approximate in-between aberrations, which results in no more than $30 disc aberrations calculated over the entire 2 range, even when the diffraction pattern comprises thousands of peaks. Finally, the disc aberration is convoluted with the emission profile and other instrument and specimen aberrations in a Rietveld refinement sense, allowing for refinement on the specimen's absorption coefficient and capillary diameter, as well as the instrument focal length. Large differences between refined and expected values give insight into instrument alignment.
Introduction
Diffraction peak positions and intensities collected from a capillary specimen in parallel beam geometry are typically corrected using an analytical function (Sabine et al., 1998) . Correcting for peak shapes, however, has not previously been performed, most probably because of its complexity and the estimated large computing power necessary. Nevertheless, with careful numerical procedures, the peak shapes can be accurately described with a small amount of computation. We first define the two instrument geometries of convergent and divergent beam geometries as seen in Fig. 1 . Parallel beam geometry can be thought of as being a case of an infinite focal length. For the case of capillaries illuminated with an X-ray beam short in length in the axial plane, the specimen can be considered a disc centred on the diffractometer axis with consideration given only to the equatorial plane (Sulyanov et al., 2012) . It is assumed that the intensity distribution of the incident beam is uniform and that the entire disc is bathed in X-rays. The peak shape aberration along the length of the capillary in the axial plane can then be further described using an axial divergence aberration (Cheary & Coelho, 1998) and is not considered here.
The intensity contribution from the whole disc has been determined numerically by Dwiggins (1972 Dwiggins ( , 1975 ; however, the objective here is not only to determine intensity contributions but to additionally determine the shape of the aberration. The formation of the disc aberration can be broken down into three steps ( Fig. 1 ): (i) calculation of diffraction intensities along lines parallel to the diffracting vector (along the x axis) for x > 0 and separately for x < 0; (ii) summing the line aberrations into a single aberration ensuring the centroid and intensity of the aberration are accurate; and (iii) applying a smoothing function to smooth out ripples caused by the discrete nature of the process. From symmetry, a line aberration calculated at y is a good approximation to the aberration at Ày, but shifted along the 2 axis.
Diffracting intensities from a line on the disc parallel to the x axis
The following development of the disc aberration applies to both convergent and divergent beam geometries (Fig. 1) . In both cases, the measured 2 positions are determined with the focal point considered as the source of the rays. All analyses are performed using the TOPAS-Academic software (Coelho, 2017) .
We first consider the aberration arising from a line on the disc parallel to the x axis for x > 0, which we will call line-ondisc (see Fig. 2 ). The intensity contribution from the line is given by equation (1), where r is the radius of the disc, is the linear absorption coefficient of the material taking into account its packing density and P(x, y, 2) is the path length through the disc at x for a Bragg angle of 2:
Iðy; 2Þ ¼ R r y 0 exp½ÀPðx; y; 2Þ dx; where r y ¼ ðr
The intensity contribution from the line does not determine where on the 2 axis the intensity should be placed in order to form the aberration. The line is therefore broken into segments and the intensity contribution from each segment transformed on to the corresponding 2 axis of the diffraction pattern. Too few segments along the line will produce inaccurate aberration shapes and intensities. The integral of equation (1) for I(x, y) can be efficiently evaluated numerically by choosing values of x that vary as a function of such that the variation of P(x, y, 2) within a particular segment can be considered linear. The resulting integral at one of the discrete points, x j , at the midpoint of a segment is Iðx j ;y; 2Þ ¼ R
where
m j ¼ Pðx 2;j ; y;2Þ À Pðx 1;j ; y;2Þ x 2;j À x 1;j ; c j ¼ Pðx 2;j ; y;2Þ À m j x 2;j :
For accuracy, I(x j , y, 2) for each x j should be equal, or I(x j+1 , y, 2) = I(x j , y, 2). This condition can be met by setting Pðx jþ1 ; y;2Þ À Pðx j ; y;2Þ ¼ c, where c is some chosen change in path length. For 2 = 180 and for y = 0, this condition can be met exactly by solving for x j in equation (3) Schematic of the disc and the line-on-disc with the origin at the centre of the disc. With the origin at the centre of the disc, the detector moves along the diffractometer circle from (R s , 0) to (0, ÀR s ) and the source moves from (0, R s ) to (R s , 0). Both the source and the detector move such that a source position (x, y) corresponds to a detector position (x, Ày).
Or, x j ¼ r y þ lnð1 À jÁAÞ=, where N y corresponds to the number of chosen x j points and A is the total intensity along the line-on-disc at y = 0. For 2 < 180 , equation (2) needs to be equated to ÁA and then solved numerically for x j . The positions of x j for various 2 are shown by the markers (circles) in Fig. 3 . These path-length curves are independent of ; however, the positions of the x j points are dependent on . As can be seen, a linear approximation of path length becomes less accurate as 2 decreases, leading to inaccurate I(x j , 0, 2) values. Solving equation (2) for x j numerically for 2 < 180 is computationally expensive and serves only to place x j such that I(x j+1 , 0, 2) = I(x j , 0, 2) for all j. To approximately do the same, equation (3) can be used for all 2 with additional points added for low 2. These additional points can be added by compressing the x axis; preliminary analysis has shown that multiplying the x axis by q ¼ 1 2 ½1 þ sinðÞ works well, as described in equation (4):
Additionally, for y 6 ¼ 0, the path length versus x curves, similar to Fig. 3 , have an excess of points with increasing y. In this case, some x j points are removed by expanding the x axis by dividing the step size in x j by r y /r, resulting in the final x j determination equation of
Equation (5) concentrates the x j points towards the edge of the disc for high-absorbing materials and more evenly across the disc for low-absorbing materials; this is shown for various 2 and in Fig. 4 . Also shown is the increase in the number of points for low 2 values as increases. At small 2 angles, rays passing close to the left edge of the disc can contribute in a nontrivial manner. Thus, x j values should also occur more frequently as x approaches Àr y . This is achieved by setting the x j values for x j < 0 to the negative of the x j values for x j > 0. Thus, stepping along a line parallel to the x axis is performed as follows:
(1) Calculate I(x j , y) for x j > 0 starting with x 2, j at r y .
(2) Calculate I(Àx j , y) for x j < 0 starting with x 1, j at Àr y . For case (1) the path length through the specimen for a ray diffracting at x, for x > 0, is greater than that for x + Á, where Á is some positive value, that is, I(x j , y) is always less than I(x j + Á, y). Thus, calculation of I(x j , y) can be terminated after the intensity drops off to a sufficiently small value, t ¼ 10 À4 , or calculation is terminated when exp½ÀPðx j ; 2Þ < t. For case (2) and starting at x = Àr the path length is more complicated as x increases; it is also a function of 2, as seen in Fig. 3 . However, the path length is always greater at either x = Àr or x = 0. Termination of the calculation can therefore occur when both exp½ÀPðx j ; 2Þ < t and exp½ÀPðx j ¼ 0; 2Þ < t. 3. Creating a 2h scan from the diffracting intensities on the disc A diffraction pattern, L(2'), in the present context, comprises line segments connecting equally spaced points. The intensity contribution, I(x j , y), at the point (x j , y) on the disc is detected at 2' d (x j , y), where 2' d (x j , y) is also a function of the focal length, R f , and the specimen-to-detector distance, R s . I(x j , y) is transformed to L(2') by splitting I(x j , y) into two 2' points, 2' 1 and 2' 2 , corresponding to 2' just before and just after 2' d , respectively, as described by equation (6):
The two points, L(2' 1 ) and L(2' 2 ), of equation (6) have the same moment as L(2' d ) and the same intensity as the original intensity, or
. The intensity and centroid of the aberration is therefore independent of the 2'-axis position. For a single point, the integral breadth of equation (6) is equivalent to Á2'. This introduces a small amount of broadening in the final profile, which, in practice, is negligible and can only be observed, in a least-squares sense, if the observed profile is re-binned numerically at smaller step sizes than the original step size [equation (8), Coelho et al. (2015) ]. For example, consider a line profile, L, comprising a single nonzero point. Fitting a delta function convoluted with two impulse functions to L, using TOPAS-Academic, results in the width of the impulse function refining to zero. Re-binning L at much smaller steps, Á2' small , and again fitting a delta function with two impulse functions, results in the width of both impulse functions refining to a value equal to the original Á2'. Detection of the extra broadening introduced by equation (6) is therefore not typically observed, as scan data are often re-binned at step sizes larger than the original step size and not at smaller step sizes. Fig. 6 shows the aberration produced using equation (6) for a line through the disc at y = 0 for the defocused case of R f > R s and for two Á2' step sizes. The ripples at small Á2' are due to the discrete nature of the process. Nevertheless, the aberration has the correct intensity and centroid moment. The ripples for Á2' = 0.001 2 can be removed by convoluting three impulse functions of width H, as defined in equation (7), where 2'ðx j ; yÞ is the detected 2 position of the ray diffracting from the (x j , y) position on the disc:
The impulse functions are symmetric and normalized and hence do not change the intensity or centroid of L(2'). seen, the ripples have been smoothed and the aberration looks very similar to the aberration for N y = 2000; the latter has a much smaller H applied.
Summing line-on-disc aberrations to form the final disc aberration
Summing N y line aberrations with y values equally spaced from Àr to r produces the final aberration, but with bumps corresponding to the use of discrete y values. The final aberration can be smoothed by including the difference in 2' between the line-on-disc aberrations. The enhanced H definition is given by
Fig . 8 shows the final aberration for a convergent and divergent beam with and without the application of the three impulse smoothing convolutions. As can be seen, the application of the convolutions for the N y = 40 case produces an almost identical aberration to the N y = 2000 case where the impulse convolutions were not applied. For accurate integrated intensities at very low , < 0.1 cm À1 depending on r, only two x j points are needed per y line-on-disc (x 1, j = 0 and x 2, j = r y ). However, such a low number of points would not accurately describe the shape of the aberration in 2 space; hence the use of equation (5) in determining x ., j values.
Comparison with ray tracing
The present disc aberration was compared with a ray-tracing approach (Appendix A) over the 2 range of 5 to 175
for ( 
Speed and approximating disc aberrations from nearby disc aberrations
For N y = 40, present laptop computers can calculate $20 000 disc aberrations per second; however, using the aberration buffer of TOPAS-Academic, no more than $30 disc aberrations need be calculated for a particular geometry. The change in disc aberration shapes as a function of 2, as seen in Fig. 9 , is smooth and can be considered linear over a small 2 range. Aberrations at a particular 2 can therefore be approximated from nearby calculated aberrations; this approximation is very accurate when the nearby calculated aberrations are no more than 2 2 apart, or the distance between calculated aberrations is limited to 4 2. Equation (9) . For N y = 40, the smoothing impulse convolutions defined in equation (8) have been applied. They were not applied for N y = 2000.
Fig . 10 shows the very good approximation for 2 = 7 using aberrations calculated at 5 and 9 ; this is an extreme case where R f ) R s and 2 1 is at the low angle of 5
. The use of the approximation of equation (9) results in $30 aberration calculations, even when hundreds of diffraction patterns each with thousands of peaks are synthesized, and is an important factor in speeding up large Rietveld refinements (Rietveld, 1969) . Table 1 shows statistics obtained for convergent and divergent beam geometries for various R f and for N y = 40 compared to the same aberrations produced with N y = 2000. These data represent a broad range of r (0-10) and r/R f values, demonstrating the accurate description of the present disc aberration. Aberrations with r > 10 are also accurate because of the variable step size as determined by equation (5). Table 2 shows the small integral breadth variations between N y = 40 and N y = 2000; for accuracy, the aberrations for integral breadth calculations were carried out with a very small step size of Á2' = 0.0001 2. The case of R s = R f corresponds to the worst-case scenario, as the focusing condition is maximized and the peaks are therefore at their sharpest at low angles. The case in Table 2 with a percentage difference greater than 1% occurs for the high-absorbing ¼ 100 cm À1 ; at this high , the small diffraction volume results in a small integral breadth of 0.0133 2. Fig. 9 shows the increase in broadening for both convergent and divergent beam geometries as jR f À R s j increases; for convergent beam geometry, broadening increases with increasing 2, whereas for divergent beam geometry, broadening decreases with increasing 2. These trends can be understood by considering the case ! 0, where from symmetry and the position of the focal point a disc aberration for convergent beam geometry at 2 is the same as a disc aberration for divergent beam geometry at 180 À 2. Note that x j points for low are similar for both high and low 2 angles, as shown in Fig. 4 . Fig. 11 shows an I(x, y) representation of the highabsorbing material LaB 6 , where is set to the expected value for molybdenum K radiation. The small diffraction region with appreciable intensity for the low angle of 20 2, relative to the larger diffraction volume at 120 2, is clear. 
Preliminary analysis

Analysis of LaB 6 data
Figure 10
Convergent beam geometry disc aberration approximated at 7 2 compared with calculated aberration. The calculated aberration uses the method described in the paper. The approximated aberration uses equation (9) with the A 1 and A 3 aberrations calculated using the method described in the paper, one at 5 2 and one at 9 2. r = 1 mm, R s = 200 mm, R f = 800 mm and = 20 cm À1 . LaB 6 refinement fit for (a) low-angle and (b) high-angle Stoe diffractometer data, obtained (i) empirically using tanðÞ Gaussian broadening and (ii) using the present disc convolution. Green thatched regions correspond to regions that have been excluded from the refinement.
beam geometry and the focus of the beam approximately at the detector, or R f = R s . The receiving slit width was 0.1 mm and Soller slits were placed in the diffracted beam. The data were Rietveld refined using TOPAS-Academic for two scenarios: (a) a semi-empirical approach applying Sabine et al. (1998) intensity corrections plus a Gaussian convolution that increases in width with tanðÞ; and (b) the present capillary convolution (see Table 3 ). In both scenarios the perpendicular and parallel displacement of the diffractometer axis from the specimen axis was refined using the formulation of Scarlett et al. (2011) . Regions of the diffraction pattern void of peaks were excluded from the refinement. The fits for both scenarios are good, with similar R wp and R Bragg values. The Gaussian broadening for the semi-empirical scenario, cases (1) and (3), is large; the Stoe diffractometer fit, case (1), has small peak position misfits on the low-angle 100 and 110 peaks at 9.8 and 13.8 2, respectively, as shown in Fig. 12 . These misfits are a result of there being too little broadening, which could be due to instrument misalignment factors. The D8 diffractometer is sharper with a smaller Soller acceptance angle and a smaller capillary diameter. The larger than expected parallel and perpendicular displacements for cases (1), (3) and (4) are probably due to the high correlations between the a lattice parameter and the 2 shift parameters, as seen in Table 4 . These high correlations emphasize the need for careful instrument alignment with the displacement parameters fixed to zero and not refined. Doing so on these data, except for case (2), produces the significantly larger R wp values seen at the bottom of Table 4 . It is worth noting that negligible peak shifts are expected for this instrument and specimen configuration, where is expected to be $60 cm À1 and the focal length is expected to be similar to the diffractometer radius; from Table 1(a) the expected maximum centroid shift for r = 1 mm is <0.001 2; for r < 1 mm the expected shift should be even less.
Except for the large displacement parameters of case (4), the present disc convolution fits the whole 2 range with parameters that are physically reasonable, as seen in Table 3 , cases (2) and (4), and Fig. 12 . The linear absorption coefficient used was that calculated for LaB 6 and then multiplied by a refinable packing density parameter; this parameter refined to a reasonable value of 0.31. The focal length, R f , refined to 198 and 235 mm; this is not far off the perfectly focused beam of 217 mm. The diameter of the capillary refined to reasonable values of 0.57 and 0.35 mm. Fixing, and not refining, capillary diameters to accurate measured values would reduce correlations and improve robustness in the fitting process.
Discussion
The accuracy of the disc convolution presented here can be broken down into two parts; the intensity accuracy and the peak shape/position accuracy. The intensity accuracy is governed by the number of data points sampled across the disc, which is dependent on the chosen value for N y . For a very small , the intensity can be accurate using a small N y . Too small a value of N y , however, leads to inaccurate peak shapes and positions. For a sufficiently large N y , equation (5) solves these problems, concentrating points in parts of the disc that contribute to intensity. N y = 40 results in very accurate aberrations with regard to intensity, shape and position, as shown in Tables 1 and 2 . This accuracy has been measured against the disc aberration itself and does not include additional broadening as would be experienced with real observed data originating from the source emission profile, and instrument and specimen broadening. It is therefore probable that the extreme accuracy obtained with N y = 40 is not warranted in most situations. However, the speed at which the disc aberration can be calculated is small in comparison to other Table 3 Convergent beam geometry LaB 6 refinement results for Stoe and Bruker AXS diffractometers for cases (1) and (3), obtained empirically using tanðÞ Gaussian broadening, and cases (2) and (4), using the present disc convolution.
Expected values are in bold. Underlined values were fixed and not refined. Equivalent temperature factors, B eq = 8 2 U iso , in all cases were set to 0.5. The space group used was Pm3m; fractional coordinates were not refined and were set to (0, 0, 0) calculations necessary in synthesizing line profiles, and hence reduction in N y is not warranted.
Conclusion
A fast and accurate numerical approach to calculating aberrations originating from a capillary in the equatorial plane, a disc, has been developed for convergent, divergent and parallel beam instrument geometries. The aberration is then convoluted with an emission profile and instrument and specimen aberrations to form a diffraction pattern, which is used in Rietveld refinement. Refinement of the fundamental parameters of the capillary diameter, the focal length and the specimen linear absorption coefficient should agree with expected or measured values.
APPENDIX A
A1. Validation of model, ray tracing
A ray-tracing model was constructed to simulate the effect of convergent, divergent and parallel monochromatic incident X-ray beams of uniform intensity on the resultant aberration peak shapes, positions and intensities. In this model (Fig. 13) , the X-ray beam is incident on the disc from left to right, along the x axis, and completely bathes the disc. There are N points, O 0 , distributed evenly throughout the disc. Each ray enters and exits the disc at R and R 0 , diffracting at O 0 through an angle 2, and is detected at D, at an angle 2'. The focal length and specimen-to-detector distance are given by R f and R s , respectively. The total path length through the disc, P, is given by P p + P s . To form a ray-tracing aberration, N points were generated in polar coordinates
where U is a random number uniformly distributed in the range [0, 1). The square root ensures that each point has an equal area associated with it. The calculation of the angle allows for the easy conversion of the model between convergent, divergent and parallel incident X-ray beams. is given by
where G denotes the instrument geometry; 1 is convergent, À1 is divergent and 0 is parallel. The path length can then be calculated by Coelho and Rowles A capillary specimen aberration 1339 Figure 13 Ray-trace geometry. A ray, focused at F, enters and exits the disc at R and R 0 , diffracting at O 0 through an angle 2, and is detected at D at an angle 2', having travelled through the disc with a total path length of P p + P s .
Figure 14
Ray-tracing and aberration model fits for (a) convergent (R f = 200 mm, R p = 1.33%), (b) semi-convergent (R f = 800 mm, R p = 1.07%), (c) divergent (R f = 200 mm, R p = 0.835%) and (d) parallel (R p = 0.989%) incident beams. The ray-tracing data were calculated for R s = 200 mm, r = 1 mm, = 20 cm À1 , N = 20 Â 10 6 and " Á = 0.0005 . Only a subset of the peaks are shown for clarity. All data within each section are displayed on a common vertical axis, except for the first peak in (a), where the vertical axis is compressed by a factor of 6, and the last peak in (c), where the factor is 4.5.
where 2 is the diffraction angle taken with respect to the incident ray. The relative transmitted intensity can then be calculated as
where is the linear absorption coefficient of the diffracting material. The diffracted ray is detected at 2', where this angle is taken with respect to the centre of the goniometer. The deviation of the diffracted beam from its expected position, " ¼ 2' À 2, can be calculated by
These equations allow for a complete mapping of ð; Þ ! ð2'; tÞ. To calculate the entire diffraction peak shape and intensity, centred 2' bins of width " Á were created and a total relative transmitted intensity for each bin was calculated as
where the sum was taken over all values of t for which the corresponding value of 2' falls in that particular bin.
A2. Comparison with disc aberration
A total of 20 Â 10 6 points were evenly distributed randomly throughout the disc, and the relative transmitted intensity, exp(ÀP), and 2' were calculated for each point. The relative transmitted intensities were then placed into centred 2' bins of width 0.0005 , giving the total relative diffracted intensity for a given diffraction angle, 2. Diffraction peaks were generated every 5 from 5 to 175 2. Numerous combinations of R s , R f , r and were tested. Examples of (a) 
