This paper deals with the homogenization through Γ-convergence of weakly coercive integral energies with the oscillating density L(x/ε)∇v : ∇v in three-dimensional elasticity. The energies are weakly coercive in the sense where the classical functional coercivity satisfied by the periodic tensor L (using smooth test functions v with compact support in R 3 ) which reads as Λ(L) > 0, is replaced by the relaxed condition Λ(L) ≥ 0. Surprisingly, we prove that contrary to the two-dimensional case of [2] which seems a priori more constrained, the homogenized tensor L 0 remains strongly elliptic, or equivalently
Introduction
In this paper, for a bounded domain Ω of R 3 and for a periodic symmetric tensor-valued function L = L(y), we study the homogenization of the elasticity energy v ∈ H 1 0 (Ω; R 3 ) →ˆΩ L(x/ε)∇v · ∇v dx as ε → 0, (1.1) especially when the tensor L is weakly coercive (see below). It is shown in [10, 4] that for any periodic symmetric tensor-valued function L = L(y) satisfying the functional coercivity, i.e. and for any f ∈ H −1 (Ω; R 3 ), the elasticity system
Λ(L)
H-converges as ε → 0 in the sense of Murat-Tartar [3] to the elasticity system with the so-called homogenized tensor L 0 defined by 9) which is strongly elliptic, i.e. α se (L) > 0, and weakly coercive, i.e. Λ(L) ≥ 0, but such that the homogenized tensor L 0 (in fact the homogenized tensor induced by 1 * -convergence which is shown to agree with L 0 in the step 4 of the proof of Theorem 3.9) is not strongly elliptic, i.e. α se (L 0 ) = 0. However, the 1 * -convergence process used by Gutiérrez in [8] needs to have a priori L 2 -bounds for the sequence of deformations, which is not compatible with the weak coercivity assumption. Therefore, Gutiérrez' approach is not a H-convergence process applied to the elasticity system (1.3). Francfort and the first author [2] obtained in dimension two a similar loss of ellipticity through a homogenization process using the Γ-convergence approach of [7] from a more generic (with respect to (1.9)) 1-periodic isotropic tensor L = L(y 1 ) satisfying Λ(L) = 0, Λ per (L) > 0 and α se (L 0 ) = 0.
(1.10)
They also showed that Gutiérrez' lamination is the only one among rank-one laminates which implies such a loss of strong ellipticity.
The aim of the paper is to extend the result of [2] to dimension three, namely justifying the loss of ellipticity of [8] by a homogenization process. The natural idea is to find as in [2] a 1-periodic isotropic tensor L = L(y 1 ) satisfying (1.10). Firstly, in order to check the relaxed functional coercivity Λ(L) ≥ 0, we apply the translation method used in [2] , which consists in adding to the elastic energy density a suitable null lagrangian such that the following pointwise inequality holds for some matrix D ∈ R 3×3 :
Note that in dimension two the translation method reduces to adding the term d det(M ) with one coefficient d, rather than a (3 × 3)-matrix D in dimension three. But surprisingly, and contrary to the two-dimensional case of [2] , we prove (see Theorem 3. 3) that for any 1-periodic tensor L = L(y 1 ), condition (1.11) combined with Λ per (L) > 0 actually implies that α se (L 0 ) > 0, making impossible the loss of ellipticity through homogenization. This specificity was already observed by Gutiérrez [8] in the particular case of isotropic two-phase rank-one laminates (1.9) , where certain regimes satisfied by the Lamé coefficients of the isotropic phases L a , L b are not compatible with the desired equality α se (L 0 ) = 0. To overcome this difficulty Gutiérrez [8] considered a rank-two laminate obtained by mixing in the direction y 2 the homogenized tensor L satisfies Λ(L 2 ) ≥ 0 and α se (L 0 2 ) = 0, (1.13) where L 0 2 is the homogenized tensor defined by formula (1.4) with L = L 2 . Moreover, the condition Λ(L 2 ) ≥ 0 without Λ per (L 2 ) > 0 (which seems very intricate to check) needs to extend the Γ-convergence result of [7, Theorem 3.1(i) ]. However, Braides and the first author have proved (see Theorem 2.3) that the Γ-convergence result for the energy (1.1) holds true under the sole condition Λ(L) ≥ 0.
The paper is divided in two sections. In the first section we prove the Γ-convergence result for (1.1) under the assumption Λ(L) ≥ 0, and without the condition Λ per (L) > 0. The second section is devoted to the main results of the paper: In Section 3.1 we prove the strong ellipticity of the homogenized tensor L 0 for any isotropic tensor L = L(y 1 ) satisfying both the two conditions (1.11) (which implies Λ(L) ≥ 0) and Λ per (L) > 0. In Section 3.2 we show the loss ellipticity by homogenization using a suitable rank-two laminate tensor L 2 of type (1.12), and the Γ-convergence result under the sole condition Λ(L 2 ) ≥ 0. Finally, the Appendix is devoted to the proof of Theorem 2.2.
Notations
• The space dimension is denoted by N ≥ 2, but most of the time it will be N = 3.
• R N ×N s denotes the set of the symmetric matrices in R N ×N .
• I N denotes the identity matrix of R N ×N .
• For any M ∈ R N ×N , M T denotes the transposed of M , and M s denotes the symmetrized matrix of M .
• : denotes the Frobenius inner product in R N ×N , i.e. M :
• L s (R N ×N ) denotes the space of the symmetric tensors L on R N ×N satisfying
• I s denotes the unit tensor of
• M ij denotes the (i, j) entry of the matrix M ∈ R N ×N .
•M ij denotes the (N −1) × (N −1)-matrix resulting from deleting the i-th row and the j-th column of the matrix M ∈ R N ×N for i, j ∈ {1, . . . , N }.
• Cof(M ) denotes the cofactors matrix of M ∈ R N ×N , i.e. the matrix with entries (CofM ) ij = (−1) i+j det(M ij ) for i, j ∈ {1, . . . , N }.
• adj(M ) denotes the adjugate matrix of M ∈ R N ×N , i.e. adj(M ) = (Cof M ) T .
•
In the whole paper we will use the following ellipticity constants related to the tensor L (see [7, Section 3] for further details):
• α se (L) denotes the best ellipticity constant for L, i.e.
• α vse (L) denotes the best constant of very strong ellipticity of L, i.e.
• Λ(L) denotes the global functional coercivity constant for L, i.e.
Λ(L) := inf
• Λ per (L) denotes the functional coercivity constant of L with respect to Y N -periodic deformations, i.e.
Remark 1.1.
• The very strong ellipticity implies the strong ellipticity, i.e. for any tensor L,
• According to [7, Theorem 3.3(i) ], if α se (L) > 0, then the following inequalities hold:
(1.14)
• Using a Fourier transform we get that for any constant tensor L 0 ,
In the sequel will always assume the strong ellipticity of the tensor L, i.e. α se (L) > 0. We conclude this section with the definition of Γ-convergence of a sequence of functionals (see, e.g., [6, 1] ): Definition 1.2. Let X be a reflexive Banach space endowed with the metrizable weak topology on bounded sets of X, and let F ε : X → R be a ε-indexed sequence of functionals. The sequence F ε is said to Γ-converge to the functional F 0 : X → R for the weak topology of X, and we denote
Such a sequenceū ε is called a recovery sequence.
The Γ-convergence results
It is stated in [10, Ch. 6, Sect. 11] that the first homogenization result in linear elasticity can be found in the Duvaut work (unavailable reference). It claims that if the tensor L is very strongly elliptic, i.e. α vse (L) > 0, then the solution u ε ∈ H 1 0 (Ω; R 3 ) to the elasticity system (1.3) satisfies
where L 0 is given by
which is attained when Λ per (L) > 0. The previous homogenization result actually holds under the weaker assumption of functional coercivity, i.e. Λ(L) > 0, as shown in [4] . Otherwise, from the point of view of the elastic energy consider the functionals
3)
Then, the following homogenization result [7, Theorem 3.4(i) ] through the Γ-convergence of energy (2.3), allows us to relax the very strong ellipticity of L.
Theorem 2.1 (Geymonat et al. [7] ). Under the conditions
one has
, where L 0 is given by (2.2).
Generic examples of tensors satisfying
Reference [2] provides a class of isotropic strongly elliptic tensors for which Theorem 2.1 applies. However, this work is restricted to dimension two. We are going to extend the result [2, Theorem 2.2] to dimension three. Let us assume that there exist p > 0 phases
Z i is open, connected and Lipschitz for any i ∈ {1, . . . , p},
We further assume the existence of d > 0 such that
Now, we define the following subsets of indexes
Note that the three previous sets are disjoint. This is true, since we have
In this framework, we are able to prove the following theorem which is an easy extension of the twodimensional result of [2, Theorem 2.2]. For the reader convenience the proof is given in the Appendix. Theorem 2.2. Let L be the tensor defined by (2.6) and (2.7). Then we have Λ(L) ≥ 0. We also have Λ per (L) > 0 provided that one of the two following conditions is fulfilled by the sets defined in (2.8): 
Then, we have Proof. For δ > 0, set L δ := L + δ I s where I s is the unit symmetric tensor, and let F ε δ be the functional defined
To prove it consider v ∈ C ∞ c (R N ; R N ) and take R > 0 such that supp v ⊂ B(0, R). Then, by (2.9) we havê
By Korn's inequality there exists a constant α > 0 which a priori depends on B(0, R), such that
Nevertheless, the Korn constant α is known to be invariant by homothetic transformations of the domain. Hence, the constant α actually does not depend on the radius R. Therefore, the two previous inequalities imply that Λ(L δ ) ≥ δα > 0. Thanks to (2.11) we can apply Theorem 2.1 with the functional F 
is a separable metric space, up to subsequence there exists the Γ-limit of F ε for the weak topology of
, and consider a recovery sequence u ε for F ε (see Definition 1.2) which converges weakly to u in
which implies that F 0 δ (u) converges to F 0 (u) as δ → 0. On the other hand, let L 0 be given by (2.2). For η > 0 and for
We then have
Hence, making δ tend to 0 for a fixed η, we obtain
Due to the arbitrariness of η, we get that L 0 δ converges to L 0 as δ → 0. Therefore, by the Lebesgue dominated convergence theorem we conclude that for any u ∈ H 1 0 (Ω; R N ),
3 Loss of ellipticity in three-dimensional linear elasticity through the homogenization of a laminate
In this section we will construct an example of a three-dimensional strong elliptic material L which is weakly coercive, i.e. Λ(L) ≥ 0, but for which the strong ellipticity is lost through homogenization. Firstly, let us recall the following result due to Gutiérrez [8] .
Proposition 3.1 (Gutiérrez [8] ). For any strongly, but not semi-very strongly elliptic isotropic material, referred to as material a, there are very strongly elliptic isotropic materials such that if we laminate them with material a, in appropriately chosen proportions and directions, we generate an effective elasticity tensor that is not strongly elliptic.
Remark 3.2 (Isotropic tensors
where λ and µ are the Lamé coefficients of L.
As a consequence, we have
Here is a summary of the proof of Proposition 3.1. Consider two isotropic, homogeneous tensors L a and L b such that L a is strongly elliptic, i.e.
but not semi-very strongly elliptic, i.e. 3λ a + 2µ a < 0.
and such that L b is very strongly elliptic, i.e.
Considering the rank-one laminate in the direction y 1 mixing L a with volume fraction θ 1 ∈ (0, 1) and L b with volume fraction (1 − θ 1 ), Gutiérrez [8] proved that the effective tensor L * 1 in the sense of Murat-Tartar 1 * -convergence (see, e.g., [8, Section 3]) satisfies the following properties:
• The case µ a + λ a < −µ b is disposed of, since L * 1 does not even satisfy the Legendre-Hadamard condition.
In the case where α se (L * 1 ) > 0, Gutiérrez (see [8, Section 5.2] ) performed a second lamination in the direction y 2 mixing the anisotropic material generated by the first lamination with volume fraction θ 2 ∈ (0, 1), and a suitable very strongly elliptic isotropic material (L c , µ c , λ c ) with volume fraction (1 − θ 2 ). In this way he derived a rank-two laminate of effective tensor L * 2 which is not strongly elliptic. In this section we will try to find a general class of periodic laminates for which the strong ellipticity is lost through homogenization. To this end we will extend to dimension three the rank-one lamination approach of [2] performed in dimension two. However, the outcome is surprisingly different from that of the two-dimensional case of [2] . Indeed, we will prove in the first subsection that it is not possible to lose strong ellipticity by a rank-one lamination through homogenization following the two-dimensional approach of [2] . This is the reason why we will perform a second lamination in the second part of the section.
Rank-one lamination
In this subsection we are going to focus on the rank-one lamination. As noted before, in the two-dimensional case of [2] it was proved a necessary and sufficient condition for a general rank-one laminate to lose strong ellipticity. Mimicking the same approach in dimension three we obtain the following quite different result.
Remark 3.4. In dimension two for any periodic function ϕ ∈ H 1 per (Y 2 ; R 2 ), the only null lagrangian (up to a multiplicative constant) is the determinant of ∇ϕ. Although the two-dimensional case seems a priori more restrictive than the three-dimensional case from an algebraic point of view, the two-dimensional Theorem 3.1 of [2] shows that for a suitable isotropic tensor L = L(y 1 ), satisfying for some constant d ∈ R, the condition
it is possible to lose strong ellipticity through homogenization. On the contrary, the three-dimensional Theorem 3.3 shows that it is not possible to lose strong ellipticity under condition (3.1) which is the natural threedimensional extension of (3.2).
Remark 3.5. Observe that condition (3.1) implies that L is weakly coercive, i.e. Λ(L) ≥ 0, but the converse is not true in general. Therefore, it might be possible to find a weakly coercive, strongly elliptic isotropic tensor L = L(y 1 ) for which the strong ellipticity is lost. However, we have not succeeded in deriving such a tensor.
Remark 3.6. In the proof of Proposition 3.1 Gutiérrez implicitly proved the result of Theorem 3.3 when the matrix D has the form D = dI 3 and L is of the type
Moreover, it is worth mentioning that the cases for which Guitiérrez obtained the loss of ellipticity with a rank-one lamination do not contradict Theorem 3.3, since in those cases condition (3.1) does not hold.
The rest of this subsection is devoted to the proof of Theorem 3.3. For any
It is indeed an inner product because α se (L) > 0. The matrix-valued function
is therefore symmetric positive definite. Similarly to [2, Lemma 3.3] the next result provides an estimate which is a direct consequence of condition (3.1) with a matrix of the type D = dI 3 . Observe that for the moment we are not assuming that the tensor L is isotropic.
4)
where
together with
Finally, we state a corollary of the previous result in the particular case of isotropic tensors.
Then, the homogenized tensor L 0 defined by (2.2) is strongly elliptic.
Thanks to the previous lemmas, we are now able to demonstrate the main result of this section.
Proof of Theorem 3.3. Firstly, assume that (3.1) is satisfied with the matrix D being of the type D = dI 3 for some d ∈ R. This is equivalent to condition (3.7), as it was proved by Gutiérrez in [8, Section 4.2] . By virtue of Lemma 3.8, L 0 is strongly elliptic, which concludes the proof in this case. In the sequel we will show that if there exists a constant matrix D ∈ R 3×3 such that condition (3.1) is fulfilled, then there exists a constant d ∈ R such that (3.1) holds with D = dI 3 . This combined with Lemma 3.8 implies that L 0 is strongly elliptic.
Assume
The previous condition is equivalent to the following matrix being positive semi-definite a.e. in Y 1
In particular, this implies that the following matrices are positive semi-definite a.e. in Y 1 :
Now, we will prove that there exists i ∈ {1, 2, 3} such that
Note that we can assume ess-inf y1∈Y1 {2µ(y 1 ) + 3λ(y 1 )} < 0. We assume by contradiction that (3.10) is violated for any i = 1, 2, 3. Since the matrix B defined by (3.9) is positive semi-definite, we get for any i = 1, 2, 3,
Since by assumption (3.10) is not satisfied for any i = 1, 2, 3 and (3.12) holds, then the previous condition yields
By (3.13) there exists ε > 0 such that
{2µ(y 1 ) + 3λ(y 1 )}. (3.14)
Define the set P ε ⊂ Y 1 by
It is clear that |P ε | > 0, and from (3.14) and the definition of P ε we obtain
which leads to
Since the matrix B from (3.9) is positive semi-definite, then, its determinant is non-negative a.e. in Y 1 . In particular we have
a.e. x 1 ∈ P ε . Then, it follows that
a.e. x 1 ∈ P ε . (3.17)
To derive a contradiction let us show that the right-hand side of inequality (3.17) is negative. By (3.15) we get
which, multiplying by λ(x 1 ) + 2µ(x 1 ) > 0, leads to
Again using (3.15) we deduce that
a.e. x 1 ∈ P ε .
Adding the two last inequalities we obtain
which by (3.17) implies that det(B) < 0 in P ε , a contradiction with (3.16). Therefore, condition (3.10) is satisfied by D ii ≥ 0 (due to (3.12)) for some i = 1, 2, 3. Hence, condition (3.7) holds with d = D ii , or equivalently (3.1) is satisfied by the matrix D ii I 3 , which concludes the proof. Now, let us prove the auxiliary results of the section.
Proof of Lemma 3.7. Let M ∈ R 3×3 be a rank-one matrix. Then, we have det(M ) = 0, and adj ii (M ) = 0 for i = 1, 2, 3. Therefore, we get
. Then, the matrix
is a rank-one (or the null) matrix. Also, note that
Considering the previous expressions, from (3.1) it follows that
For the previous equalities we have used that
The purpose is to rewrite the last expression as the sum of squares. With that in mind, one obtains 
The first inequality in (3.19) implies that the integrand of the previous expression must be pointwisely 0, and thus the inequality in (3.19) for ϕ = v M is actually an equality. From this we deduce
and
Integrating the third equality in (3.20) we obtain the first equality in (3.6). Replacing (v .20) it yields the last equality in (3.6).
Conversely, let us assume that equalities (3.5) and (3.6) hold. Considering the first equation in (3.6), taking into account that the all the integrands belong to
Repeating the argument with the second and the third equation of (3.6), we get the existence of functions ϕ 2 and
These three equalities together with (3.5) imply the equality in (3.19), and thus by (3.18) it follows that 0 =ˆY
which shows that L 0 is not strongly elliptic. Finally, due to the equality 
Moreover, the following equalities hold
Because L 0 M : M = 0, from equalities (3.5) and (3.6) in Lemma 3.7 we obtain a.e. in Y 1
After some calculations, from (3.21) we get
Observe that, since L is isotropic and (strictly) strongly elliptic in Y 1 , we have
which implies that
Hence, taking into account assumption (3.7), equality (3.25) implies the following three conditions:
We will now prove by contradiction that we cannot have d = 4µ a.e. in Y 1 . Otherwise, equalities (3.22), (3.23) and (3.24) can be written as
(3.29)
Under these conditions, if η 1 = 0, then the first and second equalities of (3.29) lead to
Replacing ξ 2 and ξ 3 in the third equality in (3.29), we obtain
Since η = 0, we get ξ 1 = 0. This implies that ξ 2 = ξ 3 = 0, a contradiction with ξ = 0. Therefore, we have necessarily η 1 = 0. Moreover, using the two first equalities of (3.29) and the fact that η = 0, we obtain ξ 1 = 0. As a consequence, (3.29) reduces to
If η 2 = 0, then using (3.27) we get
and replacing ξ 3 in the previous equality, it yields
Again, since η = 0, we have ξ 2 = 0. Using (3.27) and the assumption η 2 = 0, it follows that ξ 3 = 0, again a contradiction with ξ, η = 0. Thus, we have necessarily η 2 = 0. Taking into account that η 1 = η 2 = 0 we have η 3 = 0, hence from (3.30) we deduce that ξ 3 = 0. Now (3.27) is written as ξ 2 η 3 = 0. However, recall that ξ 1 = ξ 3 = η 1 = η 2 = 0. This implies that either ξ = 0 or η = 0, a contradiction. We have just shown that the set {d < 4µ} has a positive Lebesgue measure. Similarly, we can check that d > 0. Using (3.26) and (3.28) together with 0 < d ≤ 4µ, we deduce that
which combined with (3.24) also gives ξ 1 η 1 = 0. As above, using the three previous equalities, (3.22), (3.23) and (3.27), we get a contradiction with the fact that ξ, η = 0. Therefore, we have proved that L 0 is strongly elliptic if (3.7) holds for some d.
Rank-two lamination
In the proof of Proposition 3.1 for dimension three [8, Section 5.2], Gutiérrez performed a rank-one laminate mixing a strongly elliptic but not semi-very strongly isotropic material L a , and a very strongly elliptic isotropic material L b . However, as it was noted at the beginning of the section, there are some cases for which the strong ellipticity of the homogenized tensor is not lost after this first lamination. In fact, our Theorem 3.3 shows that for a general rank-one laminate, it is not possible to lose the strong ellipticity through homogenization if there exists a matrix D ∈ R 3×3 satisfying condition (3.1). As done in [8] , we need to perform a second lamination with a third material L c which can be very strongly elliptic, in order to lose the strong ellipticity in those cases.
Our purpose is to justify Gutiérrez' approach using formally 1 * -convergence (see [8, Section 3] ), by a homogenization procedure using the Γ-convergence result of Theorem 2.3. Theorem 3.9. For any strongly elliptic but not semi-very strongly elliptic isotropic tensor L a whose Lamé coefficients satisfy 4µ a + 3λ a > 0, (3.31) there exist two very strongly elliptic isotropic tensors L b , L c and volume fractions θ 1 , θ 2 ∈ (0, 1) such that the tensor L 2 obtained by laminating in the direction y 2 the effective tensor L * 1 -firstly obtained by laminating in the direction y 1 the tensors L a , L b with proportions θ 1 , 1 − θ 1 -and the tensor L c with proportions θ 2 and 1 − θ 2 respectively, namely
where the homogenized tensor L 0 2 is not strongly elliptic, i.e.
Remark 3.10. Theorem 3.9 shows that for certain strongly elliptic but not very strongly elliptic isotropic tensors, namely those whose Lamé parameters satisfy (3.31), it is possible to find two very strongly elliptic isotropic tensors for which the homogenization process through Γ-convergence using a rank-two lamination leads to the loss of ellipticity of the effective tensor.
Proof of Theorem 3.9. We divide the proof into four steps.
Step
Let L a be a strongly elliptic but not semi-very strongly elliptic isotropic tensor satisfying (3.31). Our aim is to find two very strongly isotropic tensors L b , L c and two volume fractions θ 1 , θ 2 such that the strong ellipticity is lost through homogenization using a rank-two lamination. Let χ 1 , χ 2 : R → {0, 1} be two 1-periodic characteristic functions such that
where θ 1 , θ 2 ∈ (0, 1) will be chosen later. The 1 * -convergence procedure of [8, Section 5.2] applied to the tensor 
Now, let us specify the choice of the two very strongly elliptic isotropic tensors L b , L c , and the volume fractions θ 1 , θ 2 . For the Lamé parameters of material c we denote λ c = α c µ c as done in [8] . We assume that
40)
Observe that, thanks to the first inequality in (3.39), the tensor L 1 given by (3.36) satisfies Λ(L 1 ) ≥ 0 (see [8, Section 4.2] ). Hence, by Theorem 3.3 the homogenized tensor L * 1 is strongly elliptic. This justifies the first lamination from the point of view of homogenization through Γ-convergence.
To conclude the first step, let us check that the previous conditions satisfy the assumptions of Theorem 3.9. The tensor L a is strongly elliptic but not semi-very strongly elliptic, i.e. µ a > 0, 2µ a + 3λ a < 0, which implies that µ b > 0. The fact that necessarily λ a < 0 together with (3.39) implies that λ b > 0 thanks to (3.40) , and thus L b is very strongly elliptic. The volume fraction θ 1 clearly belongs to (0, 1), since (3.41) reads as
.
The choice of θ 1 implies that in (3.38) B = 0. (3.45)
In addition, C + D > 0 as it was proved in [8, Appendix C] and C + 2D < 0 by (3.39), (3.40) and (3.41) . This also implies that D < 0. Thanks to the previous inequalities we have θ 2 ∈ (0, 1), α c > 0 and µ c > 0, which implies that L c is very strongly elliptic.
Step 2.
To get Λ(L 2 ) ≥ 0 we will prove that for
We need to prove that the previous inequality holds in each homogeneous phase of L 2 . Firstly, for the phase L c which is isotropic and very strongly elliptic, we get for any M ∈ R 3×3 ,
This quantity is non-negative for any M ∈ R 3×3 , since the following matrix is positive semi-definite:
due to the strong ellipticity of L c . Therefore, the desired inequality holds for the homogeneous phase L c . Secondly, we need to check the same inequality for the phase with L * 1 . By (3.37) we have for M ∈ R 3×3 ,
Since E ≥ 0, this quantity is non-negative for any M ∈ R 3×3 if the following two matrices are positive semi- By the definition (3.43) of µ c , we deduce that the first inequality of (3.49) holds if and only if
which is satisfied due to inequality (3.42). For the second inequality of (3.49), we need to check that (see (3.43))
or equivalently,
This is true since α c > 0 by (3.42) and D C+D < 0. Therefore, condition (3.46) holds true, and consequently
Step 3. L 2 loses the strong ellipticity through homogenization. On the one hand, due to Λ(L 2 ) ≥ 0, by virtue of Theorem 2.3 the Γ-convergence (3.34) holds with the homogenized tensor L 0 2 which is given by the minimization formula (2.2) replacing L by L 2 . On the other hand, following Gutiérrez' 1 * -convergence procedure we obtain a homogenized tensor L * 2 such that (see [8, Section 5 
where by (3.45),
It is not difficult to check that the choice of L b , L c , θ 1 , θ 2 leads to I 1 = G 1 = 0, which yields Step 
where in the present context, for any
]e 2 for y 2 ∈ Y 1 and ξ ∈ R 3 .
By focusing on the first equality of (3.53) we have
where all the quantities are finite. Now, similarly to the proof of Theorem 2.3 we consider the perturbation of
On the one hand, due to Λ(L δ ) > 0 (which by (1.14) implies 0
Observe that we have
where the previous inequality must be understood in the sense of the quadratic forms. This combined with the fact that both L * 1 + δ I s and L * 1 are strongly elliptic tensors (which implies that the previous matrices are positive definite), yields
Hence, from the two previous convergences and taking into account (3.54), (3.56), we deduce that
On the other hand, following the proof of Theorem 2.3 we have
Therefore, we obtain the equality
Using similar arguments, we can prove that L 0 2 and L * 2 satisfy for any i, j, k, l ∈ {1, 2, 3}, 
Similar computations lead to
Take y ∈ Z i , i ∈ I. Then, using that 4µ i = d, we have
For y ∈ Z j , j ∈ J, using that 2µ j + 3λ j = −d, we get Finally, for y ∈ Z k , k ∈ K, since −(2µ k + 3λ k ) < d < 4µ k , it is easy to see that the quadratic forms P and Q are positive semi-definite. Therefore, we have just proved that there exists α > 0 such that Then, using (3.67) and the fact that both P and Q are non negative, it follows that
and therefore lim However, thanks to Korn's Lemma (see, e.g., [9] ) the following norms are equivalent in L 2 (Z j ):
Hence, from estimates (3.70), (3.71) and the compact embedding of L 2 into H −1 , it follows that
Furthermore, by (3.70) and the fact that Z j is connected for all j, there exists c j ∈ R such that
which combined with (3.69) yields
Since v n is bounded in L 2 (Y 3 ; R 3 ), we can conclude that there exists V j ∈ R 3 such that v n → v := c j y + V j strongly in H −1 (Z j ; R 3 ). (3.72) In Case 1, by the periodicity of the limit c j y + V j it is necessary to have c j = 0. In Case 2, since Z k is connected, by (3.68) there exists a constant c k such that v n converges to χ Zj v + χ Z k c k strongly in H 1 (Z j ∪ Z k ). Hence, since the sets Z j and Z k are regular, the trace of v must be equal to c k a.e. on ∂Z j ∩ ∂Z k . Therefore, the only way for c j y + V j to remain constant on a set of non-null H 2 -measure is to have c j = 0.
In both cases this implies that ∇v n converges strongly to 0 in L 2 (Z j ; R 3×3 ), and thus Finally, limits (3.73), (3.68) and (3.75) contradict condition (3.66). The proof is thus complete.
