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Abstract. We consider parametric estimation for a parabolic linear second order stochastic
partial differential equation (SPDE) from high frequency data which are observed in time and
space. By using thinned data obtained from the high frequency data, adaptive estimators of the
coefficient parameters including the volatility parameter of a parabolic linear SPDE model are
proposed. Moreover, we give some examples and simulation results of the adaptive estimators
of the SPDE model based on the high frequency data.
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1 Introduction
We consider a linear parabolic stochastic partial differential equation (SPDE) with one space
dimension.
dXt(y) =
(
θ2
∂2Xt(y)
∂y2
+ θ1
∂Xt(y)
∂y
+ θ0Xt(y)
)
dt+ σdBt(y), (t, y) ∈ [0, T ]× [0, 1], (1)
Xt(0) = Xt(1) = 0, t ∈ [0, T ], X0(y) = ξ = 0, y ∈ [0, 1],
where T > 0, Bt is defined as a cylindrical Brownian motion in the Sobolev space on [0, 1],
the initial condition ξ = 0, an unknown parameter θ = (θ0, θ1, θ2, σ) and θ0, θ1 ∈ R, θ2, σ >
0, and the parameter space Θ is a compact convex subset of R2 × [0,∞]2. Moreover, the
true value of parameter θ∗ = (θ∗0, θ∗1, θ∗2, σ∗) and we assume that θ∗ ∈ Int(Θ). The data are
discrete observations XN,M = {Xti:N (yj:M )}i=1,...,N,j=1,...,M , ti:N = i TN , yj:M = jM . For the
characteristics of the parameters θ0, θ1, θ2 and σ of the SPDE (1), see the Appendix below.
Statistical inference for SPDE models based on sampled data has been developed by many
researchers, see for example, Markussen (2003), Cont (2005), Cialenco and Glatt-Holtz (2011),
Cialenco and Huang (2017), Bibinger and Trabs (2017), Cialenco et. al. (2018, 2019), Cialenco
(2018), Chong (2019) and references therein. Recently, Bibinger and Trabs (2017) studied the
parabolic linear second order SPDE model based on high frequency data observed on a fixed
region and proved the asymptotic properties of minimum contrast estimators σˇ20 and ηˇ for both
the normalized volatility parameter σ20 =
σ2√
θ2
and the curvature parameter η = θ1θ2 .
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2In this paper, we propose adaptive maximum likelihood (ML) type estimator of the coefficient
parameter θ = (θ0, θ1, θ2, σ) of the parabolic linear second order SPDE model (1). For k ∈ N,
the coordinate process xk(t) of the SPDE model (1) is that
xk(t) =
∫ 1
0
Xt(y)
√
2 sin(piky) exp
(ηy
2
)
dy, (2)
which satisfies that
dxk(t) = −λkxk(t)dt+ σdwk(t), xk(0) = 0,
where
λk = −θ0 + θ
2
1
4θ2
+ pi2k2θ2.
Note that the coordinate process (2) is the Ornstein-Uhlenbeck process. Using the minimum
contrast estimator ηˇ proposed by Bibinger and Trabs (2017), we obtain the approximate coor-
dinate process
xˇk(t) =
1
M
M∑
j=1
Xt(yj:M )
√
2 sin(pikyj:M ) exp
(
ηˇyj:M
2
)
and the adaptive estimator is constructed by using the property that the coordinate process
(2) is a diffusion process. It is also shown that the adaptive ML type estimators have asymp-
totic normality under some regularity conditions. Furthermore, in order to verify asymptotic
performance of the adaptive ML type estimators of the coefficient parameters of the parabolic
linear second order SPDE model based on high-frequency data, some examples and simulation
results of the adaptive ML type estimators are given. For details of statistical inference for
diffusion type processes and stochastic differential equations, see Prakasa Rao (1983,1988), Ku-
toyants (1994, 2004), Florens-Zmirou (1989), Yoshida (1992, 2011), Bibby and Sørensen (1995),
Kessler (1995, 1997), Uchida (2010), Uchida and Yoshida (2012, 2014), De Gregorio and Ia-
cus (2013), Kamatani and Uchida (2015), Nakakita and Uchida (2019) for ergodic diffusion
processes, and Shimizu and Yoshida (2006), Shimizu (2006), Ogihara and Yoshida (2011), Ma-
suda (2013a, 2013b) for jump diffusion processes and Le´vy type processes, and Dohnal (1987),
Genon-Catalot and Jacod (1993, 1994), Uchida and Yoshida (2013), Ogihara and Yoshida (2014),
Ogihara (2018), Kaino and Uchida (2018) for non-ergodic diffusion processes. For adaptive
ML type estimators and thinned data for diffusion type processes, see for example, Uchida and
Yoshida (2012) and Kaino and Uchida (2018).
This paper is organized as follows. In Section 2, we consider the adaptive estimator of the
SPDE model based on the sampled data in the fixed region [0, 1]× [0, 1]. The adaptive estimator
is constructed by using the minimum contrast estimators of σ20 and η proposed by Bibinger and
Trabs (2017). It is shown that the adaptive estimator has asymptotic normality. In Section 3,
we deal with the SPDE model based on sampled data which are observed in the region [0, T ]×
[0, 1] when T is large. The quasi log likelihood function is obtained by using the approximate
coordinate process and we prove that the adaptive ML type estimator of θ = (θ0, θ1, θ2, σ) has
asymptotic normality. In Section 4, concrete examples are given and the asymptotic behavior
of the estimators proposed in Sections 2 and 3 is verified by simulations. Section 5 is devoted
to the proofs of the results presented in Sections 2 and 3. The Appendix contains the sample
paths with different values of the parameters to understand the characteristics of the parameters
θ0, θ1, θ2 and σ of the SPDE (1).
32 The case that T is fixed
In this section, we treat the linear parabolic SPDE (1) with T = 1, which is defined as
dXt(y) =
(
θ2
∂2Xt(y)
∂y2
+ θ1
∂Xt(y)
∂y
+ θ0Xt(y)
)
dt+ σdBt(y), (t, y) ∈ [0, 1]× [0, 1], (3)
Xt(0) = Xt(1) = 0, t ∈ [0, 1], X0(y) = ξ = 0, y ∈ [0, 1].
The data are discrete observations X¯N,M¯ = {Xti:N (y¯j:M )}i=1,...,N,j=1,...,M¯ with ti:N = iN , y¯j:M =
δ+ j−1M and M¯ = [(1− 2δ)M ] for δ ∈ (0, 1/2). Note that δ ≤ y¯j:M ≤ 1− δ for j = 1, . . . , M¯ , and
that X¯N,M¯ is generated by the full data XN,M = {Xti:N (yj:M )}i=1,...,N,j=1,...,M with ti:N = iN
and yj:M =
j
M .
Setting that the differential operator
Aθ := θ0 + θ1
∂
∂y
+ θ2
∂2
∂y2
,
one has that for k ∈ N,
Aθek = −λkek,
where the eigenfunctions ek of Aθ and the corresponding eigenvalues −λk are given by
ek(y) =
√
2 sin(piky) exp
(
− θ1
2θ2
y
)
, y ∈ [0, 1],
λk = −θ0 + θ
2
1
4θ2
+ pi2k2θ2.
Let Hθ := {f : [0, 1]→ R : ‖f‖θ <∞, f(0) = f(1) = 0} with 〈f, g〉θ :=
∫ 1
0 e
yθ1/θ2f(y)g(y)dy and
‖f‖θ :=
√〈f, f〉θ. The initial condition ξ(y) = 0 and ξ ∈ Hθ.
2.1 Estimation of σ20 and η
Set σ20 =
σ2√
θ2
, η = θ1θ2 . Let m ≤ M¯ and y˜j:m = δ+
[
M¯
m
]
j−1
M for j = 1, ...,m. Assume that
m ≤ Nρ for ρ ∈ (0, 1/2). Set
Zj:m =
1
N
√
t1:N
N∑
i=1
(Xt˜i:N (y˜j:m)−Xt˜i−1:N (y˜j:m))2.
The contrast function is defined as
UN,m(σ
2
0, η) =
1
m
m∑
j=1
(
Zj:m − 1√
pi
σ20 exp(−ηy˜j:m)
)2
.
The minimum contrast estimator of σ20 and η are given by
(σˇ20, ηˇ) = arg inf
σ20 ,η
UN,m(σ
2
0, η).
4Let
U(ζ∗) =
( ∫ 1−δ
δ e
−4η∗ydy −(σ∗0)2
∫ 1−δ
δ ye
−4η∗ydy
−(σ∗0)2
∫ 1−δ
δ ye
−4η∗ydy (σ∗0)4
∫ 1−δ
δ y
2e−4η∗ydy
)
,
V (ζ∗) =
( ∫ 1−δ
δ e
−2η∗ydy −(σ∗0)2
∫ 1−δ
δ ye
−2η2ydy
−(σ∗0)2
∫ 1−δ
δ ye
−2η∗ydy (σ∗0)4
∫ 1−δ
δ y
2e−2η∗ydy
)
,
Γ =
1
pi
∞∑
r=0
I(r)2 +
2
pi
with I(r) = 2
√
r + 1−√r + 2−√r.
Theorem 1 (Bibinger and Trabs(2017)) Let ζ∗ = ((σ∗0)2, η∗) ∈ Ξ for a compact subset
Ξ ⊆ (0,∞) × [0,∞). Assume that m → ∞ and m = O(Nρ) for some ρ ∈ (0, 1/2). Then, as
N →∞,
√
mN(σˇ20 − (σ∗0)2, ηˇ − η∗) d−→ N(0, (σ∗0)4ΓpiV (ζ∗)−1U(ζ∗)V (ζ∗)−1).
2.2 Estimation of θ1, θ2 and σ
2
Next we consider the estimation of σ, θ1, θ2 using σˇ
2
0, ηˇ. Let k ∈ N. The coordinate process is
that
xk(t) = 〈Xt, ek〉θ =
∫ 1
0
exp
(
θ1
θ2
y
)
Xt(y)ek(y)dy
=
∫ 1
0
Xt(y)
√
2 sin(piky) exp
(ηy
2
)
dy.
Note that
dxk(t) = −λkxk(t)dt+ σdwk(t), xk(0) = 0,
which means that xk(t) is the Ornstein-Uhlenbeck process. Furthermore, the random field Xt(y)
is that
Xt(y) =
∞∑
k=1
xk(t)ek(y).
Let N2 ≤ N and si:N2 =
[
N
N2
]
ti:N = i
[
N
N2
]
1
N for i = 1, ..., N2 As an approximation of xk(t),
we consider
xˇk(si:N2) =
1
M
M∑
j=1
Xsi:N2 (yj:M )
√
2 sin(pikyj:M ) exp
(
ηˇyj:M
2
)
, i = 1, ..., N2.
By using the thinned data based on the approximate coordinate process {xˇk(si:N2)}i=1,...,N2 , the
estimator of σ2 is defined as
σˇ2k =
N2∑
i=1
(xˇk(si:N2)− xˇk(si−1:N2))2.
Set k = 1 and σˇ2 = σˇ21 The estimators of θ1 and θ2 are defined as
θˇ2 =
(
σˇ2
σˇ20
)2
, θˇ1 = ηˇθˇ2.
5Theorem 2 Assume the same conditions as Theorem 1. Moreover, assume that
N
3/2
2
mN → 0 and
N
3/2
2
M1−ρ1 → 0 for ρ1 ∈ (0, 1). Then, as N2 →∞,√N2(σˇ2 − (σ∗)2)√N2(θˇ2 − θ∗2)√
N2(θˇ1 − θ∗1)
 d−→ N
00
0
 ,
 2(σ∗)4 4θ∗2(σ∗)2 4θ∗1(σ∗)24θ∗2(σ∗)2 8(θ∗2)2 8θ∗1θ∗2
4θ∗1(σ∗)2 8θ∗1θ∗2 8(θ∗1)2

3 The case that T is large
In this section, we deal with the linear parabolic SPDE (1) when T is large, which is defined as
dXt(y) =
(
θ2
∂2Xt(y)
∂y2
+ θ1
∂Xt(y)
∂y
+ θ0Xt(y)
)
dt+ σdBt(y), (t, y) ∈ [0, T ]× [0, 1], (4)
Xt(0) = Xt(1) = 0, t ∈ [0, T ], X0(y) = ξ = 0, y ∈ [0, 1].
The data are discrete observations XˇN,M¯ = {Xti:N (y¯j:M )}i=1,...,N,j=1,...,M¯ with ti:N = ihN :T ,
hN :T =
T
N , y¯j:M = δ+
j−1
M and M¯ = [(1− 2δ)M ] for δ ∈ (0, 1/2). Note that δ ≤ y¯j:M ≤ 1− δ for
j = 1, . . . , M¯ , and that XˇN,M¯ is generated by the full data XN,M = {Xti:N (yj:M )}i=1,...,N,j=1,...,M
with ti:N = ihN :T and yj:M =
j
M .
3.1 Estimation of σ20, η
Let m¯ ≤ M¯ and y˜j:m¯ = δ+
[
M¯
m¯
]
j−1
M for j = 1, ..., m¯. Set
Z¯j:m¯ = 1
N
√
hN :T
N∑
i=1
(Xti:N :T (y˜j:m¯)−Xti−1:N :T (y˜j:m¯))2.
The contrast function is defined as
U¯N,m¯(σ20, η) =
1
m¯
m¯∑
j=1
(
Z¯j:m¯ − 1√
pi
σ20 exp(−ηy˜j:m¯)
)2
.
The minimum contrast estimator of σ20 and η are given by
(σˆ20, ηˆ) = arg inf
σ20 ,η
U¯N,m¯(σ20, η).
Theorem 3 Assume that Nh2N :T → 0, m¯ → ∞ and m¯ = O(h−ρN :T ) for ρ ∈ (0, 1/2). Then, as
N →∞,
√
m¯N(σˆ20 − (σ∗0)2, ηˆ − η∗) d−→ N(0, (σ∗0)4ΓpiV (ζ∗)−1U(ζ∗)V (ζ∗)−1).
Next we consider the case that m¯ is fixed. Let
Um¯(ζ
∗) =
( ∑m¯
j=1 e
−4η∗yj:m¯ −(σ∗0)2
∑m¯
j=1 yj:m¯e
−4η∗yj:m¯
−(σ∗0)2
∑m¯
j=1 yj:m¯e
−4η∗yj:m¯ (σ∗0)4
∑m¯
j=1 yj:m¯e
−4η∗y2j:m¯
)
,
Vm(ζ
∗) =
( ∑m¯
j=1 e
−2η∗yj:m¯ −(σ∗0)2
∑m¯
j=1 yj:m¯e
−2η∗yj:m¯
−(σ∗0)2
∑m¯
j=1 yj:m¯e
−2η∗yj:m¯ (σ∗0)4
∑m¯
j=1 y
2
j:m¯e
−2η∗y2j:m¯
)
.
6Corollary 1 Let m¯ ≥ 2. Assume that Nh2N :T → 0. Then, as N →∞,
√
N(σˆ20 − (σ∗0)2, ηˆ − η∗) d−→ N(0, (σ∗0)4ΓpiVm¯(ζ∗)−1Um¯(ζ∗)Vm¯(ζ∗)−1).
3.2 Estimation of four parameters
Next we consider the estimation of σ, θ1, θ2, and θ0 using σˆ
2
0 and ηˆ. Let k ∈ N. As an approxi-
mation of xk(t), we consider
x¯k(ti:N :T ) =
1
M
M∑
j=1
Xti:N :T (yj:M )
√
2 sin(pikyj:M ) exp
(
ηˆyj:M
2
)
, i = 1, ..., N.
Let N¯2 ≤ N , δN¯2:T =
[
N
N¯2
]
hN :T =
[
N
N¯2
]
T
N and si:N¯2:T = iδN¯2:T for i = 1, ..., N¯2. The quasi
log-likelihood function with the thinned data based on the approximate coordinate process
x¯k = {x¯k(si:N¯2:T )}i=1,...,N¯2 is defined as
lN¯2(λk, σ
2 | x¯k) = −
N¯2∑
i=1
{
1
2
log
(
σ2(1− exp(−2λkδN¯2:T ))
2λk
)
+
(x¯k(si:N¯2:T )− exp(−λkδN¯2:T )x¯k(si−1:N¯2:T ))2
2σ2(1−exp(−2λkδN¯2:T ))
2λk
 .
The quasi maximum likelihood estimator of (λk, σ
2) is defined as
(λˆk, σˆ
2
k) = arg sup
λ,σ2
lN¯2(λ, σ
2 | x¯k).
Set k = 1, λˆ = λˆ1, σˆ
2 = σˆ21. Note that λ
∗
1 = −θ∗0 + (θ
∗
1)
2
4θ∗2
+ pi2θ∗2. The estimators of θ1, θ2 are
defined as
θˆ2 =
(
σˆ2
σˆ20
)2
, θˆ1 = ηˆθˆ2.
The estimator of θ0 is defined as
θˆ0 = −λˆ+ θˆ
2
1
4θˆ2
+ pi2θˆ2.
Theorem 4 Assume the same conditions as Theorem 3. Moreover, assume that
N¯
5
2
2
T
3
2Nm¯
→ 0
and
N¯32
T 2M1−ρ1 → 0 for ρ1 ∈ (0, 1). Then, as N¯2 →∞,
√
N2((σˆ)
2 − (σ∗)2)√
N2(θˆ2 − θ∗2)√
N2(θˆ1 − θ∗1)√
T (θˆ0 − θ∗0)
 d−→ N


0
0
0
0
 ,

2(σ∗)4 4θ∗2(σ∗)2 4θ∗1(σ∗)2 0
4θ∗2(σ∗)2 8(θ∗2)2 8θ∗1θ∗2 0
4θ∗1(σ∗)2 8θ∗1θ∗2 8(θ∗1)2 0
0 0 0 2λ∗1

 .
7Corollary 2 Let m¯ ≥ 2. Assume the same conditions as Corollary 1. Moreover, assume that
N¯
5
2
2
T
3
2N
→ 0 and N¯32
T 2M1−ρ1 → 0 for ρ1 ∈ (0, 1). Then, as N¯2 →∞,
√
N2((σˆ)
2 − (σ∗)2)√
N2(θˆ2 − θ∗2)√
N2(θˆ1 − θ∗1)√
T (θˆ0 − θ∗0)
 d−→ N


0
0
0
0
 ,

2(σ∗)4 4θ∗2(σ∗)2 4θ∗1(σ∗)2 0
4θ∗2(σ∗)2 8(θ∗2)2 8θ∗1θ∗2 0
4θ∗1(σ∗)2 8θ∗1θ∗2 8(θ∗1)2 0
0 0 0 2λ∗1

 .
4 Examples and simulation results
In the same way as Bibinger and Trabs (2017), the numerical solution of the SPDE (1) is
generated by
X˜ti:N (yj:M ) =
K∑
k=1
xk(ti:N )ek(yj:M ), i = 1, ..., N, j = 1, ...,M, (5)
where
xk(ti:N ) = exp
(
−λk T
N
)
xk(ti−1:N ) +
√
σ2(1− exp(−2λk TN ))
2λk
N(0, 1), i = 1, ..., N.
When the tuning parameter K is not large enough, the approximation (5) does not work well
and the estimators in Theorem 1 and Theorem 3 have considerable biases. Therefore, the tuning
parameter K needs 105 or more.
4.1 The case that T is fixed
In this subsection, we consider the linear parabolic SPDE (3) where the true value (θ0, θ1, θ2, σ) =
(0, 0.5, 0.1, 1). We set that N = 104, M = 104, K = 105, T = 1. When N = M = 104, the
size of data XN,M is about 1 GB. We used R language to compute the estimators of Theorems
1 and 2. The personal computer with Intel Gold 6128 (3.40GHz) was used for this simulation.
It takes about 4 hours to generate one sample path of the SPDE (3) with N = 104, M = 104,
K = 105, T = 1.
Figure 1 is a sample path of Xt(y) for (t, y) ∈ [0, 1]×[0, 1] when (θ0, θ1, θ2, σ) = (0, 0.5, 0.1, 1).
Figures 2-4 are the simulation results of σˇ2, θˇ2 and θˇ1 in Theorem 2 with (N,m,N2) =
(104, 99, 333). Note that
N
3/2
2
mN ≈ 0.006,
N
3/2
2
M0.99
≈ 0.66 and the number of iteration is 1000. The
left side of Figure 2 is the plot of the empirical distribution function of
√
N2(σˇ
2 − (σ∗)2) (black
line) and the distribution function of N(0, 2(σ∗)4) (red line). The center of Figure 2 is the
Q-Q plot of
√
N2(σˇ
2 − (σ∗)2) and N(0, 2(σ∗)4). The right side of Figure 2 is the plot of the
histogram of
√
N2(σˇ
2 − (σ∗)2) and the density function of N(0, 2(σ∗)4) (red line). Figures 3
and 4 are the plots of the empirical distribution functions, the Q-Q plots and the histograms of√
N2(θˇ2−θ∗2) and
√
N2(θˇ1−θ∗1), respectively. From Figures 2-4, we can see that the distributions
of the estimators in Theorem 2 almost correspond with the asymptotic distribution and these
estimates have good performance.
8Figure 1: Sample path with θ = (0, 0.5, 0.1, 1)
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Figure 2: Simulation results of σˇ2
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Figure 3: Simulation results of θˇ2
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Figure 4: Simulation results of θˇ1
4.2 The case that T is large
In this subsection, we deal with the linear parabolic SPDE (4) where the true value (θ0, θ1, θ2, σ) =
(0, 0.2, 0.2, 1) and we set N = 105, M = 105, K = 105, T = 100. When N = M = 105, XN,M
is about 80 GB, which is too large for R to handle. We use the Python Programming Language
to compute the estimators of Theorems 3 and 4. It takes about 30 hours to generate one sample
path of the SPDE (4) with N = 105, M = 105, K = 105, T = 100.
Figure 5 is a sample path ofXt(y) for (t, y) ∈ [0, 100]×[0, 1] when (θ0, θ1, θ2, σ) = (0, 0.2, 0.2, 1).
Figure 5: Sample path with θ = (0, 0.2, 0.2, 1)
We set m¯ = 24 and the number of iteration is 300. Figure 6 is the plots of the empirical
distribution functions of
√
m¯N(σˆ20 − (σ∗0)2) and
√
m¯N(η¯ − η∗) in Theorem 3, respectively. The
red lines in Figure 6 are the plots of the distribution functions of the corresponding asymptotic
distributions. From Figure 6, we can see that the empirical distributions of the estimators in
10
Theorem 3 almost fit the asymptotic distribution and these estimates have good behavior. This
result indicates that the estimators work well when N = 105 and m¯ = 24.
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Figure 6: Simulation results of σˆ20 (left) and ηˆ (right) in Theorem 3
Figures 7-10 are the simulation results of σˆ2, θˆ2, θˆ1 and θˆ0 in Theorem 4 with (N, m¯, T, N¯2) =
(105, 24, 100, 800). Note that
N¯
5
2
2
T
3
2 m¯N
= 0.0075 and
N¯32
T 2M1−0.01 = 0.57. From Figures 7-10, we
can see that these estimates have good performance. When T is large, we can estimate all
parameters, θ0, θ1, θ2 and σ of the SPDE (4).
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Figure 7: Simulation results of σˆ2
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Figure 8: Simulation results of θˆ2
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Figure 9: Simulation results of θˆ1
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Figure 10: Simulation results of θˆ0
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5 Proofs
Proof of Theorem 2. Let si = si:N2 .
σˇ2 =
N2∑
i=1
(xˇk(si)− xˇk(si−1))2
=
N2∑
i=1
{xˇk(si)− xk(si)− {xˇk(si−1)− xk(si−1)}+ xk(si)− xk(si−1)}2
=
N2∑
i=1
{
(xˇk(si)− xk(si))2 (6)
+ (xˇk(si−1)− xk(si−1))2 (7)
− 2(xˇk(si)− xk(si))(xˇk(si−1)− xk(si−1)) (8)
+ 2 {xˇk(si)− xk(si)− {xˇk(si−1)− xk(si−1)}} (xk(si)− xk(si−1)) (9)
+ (xk(si)− xk(si−1))2
}
.
First of all, we will show that
√
N2(σˇ
2 − (σ∗)2)−
√
N2
{
N2∑
i=1
(xk(si)− xk(si−1))2 − (σ∗)2
}
= op(1). (10)
Let gk(t, y, η) = Xt(y)
√
2 sin(piky) exp
{η
2y
}
. Note that
xk(t) =
∫ 1
0
Xt(y)
√
2 sin(piky) exp
{η
2
y
}
dy =
M∑
j=1
∫ j
M
j−1
M
gk(t, y, η)dy,
xˇk(t) =
1
M
M∑
j=1
Xt(yj)
√
2 sin(pikyj) exp
{
ηˇ
2
yj
}
=
1
M
M∑
j=1
gk(t, yj , ηˇ).
For the evaluation of (6) and (7), noting that
(xˇk(si)− xk(si))2 =
M 1
M
M∑
j=1
∫ j
M
j−1
M
(gk(si, y, η)− gk(si, yj , ηˇ)dy
2
≤M2 1
M
M∑
j=1
(∫ j
M
j−1
M
12dy
)∫ j
M
j−1
M
(gk(si, y, η)− gk(si, yj , ηˇ))2 dy
=
M∑
j=1
∫ j
M
j−1
M
(gk(si, y, η)− gk(si, yj , ηˇ))2 dy,
one has that
Z0 :=
√
N2
N2∑
i=1
(xˇk(si)− xk(si))2 ≤
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
(gk(si, y, η)− gk(si, yj , ηˇ))2 dy.
13
It follows that
gk(t, y, η)− gk(t, yj , ηˇ) =Xt(y)
√
2 sin(piky) exp
{η
2
y
}
−Xt(yj)
√
2 sin(pikyj) exp
{
ηˇ
2
yj
}
=(Xt(y)−Xt(yj))
√
2 sin(piky) exp
{η
2
y
}
(11)
+Xt(yj)
(√
2 sin(piky) exp
{η
2
y
}
−
√
2 sin(pikyj) exp
{η
2
yj
})
(12)
+Xt(yj)
√
2 sin(pikyj)
{
exp
{η
2
yj
}
− exp
{
ηˇ
2
yj
}}
(13)
=:g(1)(t, y) + g(2)(t, y) + g(3)(t, yj , ηˇ)
and that
Z0 ≤ C
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
{(g(1)(si, y))2 + (g(2)(si, y))2 + (g(3)(si, yj , ηˇ))2}dy.
For the evaluation of (12), noting that
E
[
X2t (y)
]
=
∞∑
k=1
∞∑
l=1
E[xk(t)xl(t)]ek(y)el(y)
=
∞∑
k=1
E[x2k(t)]e
2
k(y) =
∞∑
k=1
σ2
2λk
{
1− e−2λkt
}
e2k(y)
≤C
∞∑
k=1
1
k2
<∞
and
E[(g(2)(si, y))
2] ≤ C(yj − yj−1)2 ≤ C
M2
,
one has that under
N
3
2
2
M1−ρ → 0,
√
N2N2
1
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
(g(2)(si, y))
2dy = op(1). (14)
For the evaluation of (13),
√
N2N2
1
N2
N2∑
i=1
1
M
M∑
j=1
(g(3)(si, yj , ηˇ))
2
=
√
N2N2
1
N2
N2∑
i=1
1
M
M∑
j=1
X2si(yj)2 sin
2(pikyj)
(∫ 1
0
yj
2
exp
{yj
2
(η + u(ηˇ − η))
}
du
)2
1
Nm
(15)
× (
√
Nm(ηˇ − η))2.
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Let ζ > 0 and  > 0. On A = {|ηˇ − η| < ζ},
(15) ≤ C
N2
N2∑
i=1
1
M
M∑
j=1
X2si(yj)2 sin
2(pikyj)
N
3
2
2
Nm
,
and
P (|(15)| > ε) =P ({|(15)| > ε} ∩A) + P ({|(15)| > ε} ∩Ac)
≤P
N 322
Nm
1
N2
N2∑
i=1
1
M
M∑
j=1
X2si(yj)2 sin
2(piyj) > ε
+ P (Ac)
≤C
ε
N
3
2
2
Nm
+ o(1)→ 0,
(15) =op(1).
Noting that
√
Nm(ηˇ − η) = Op(1), one has that under N
3
2
2
Nm
→ 0,
√
N2
N2∑
i=1
1
M
M∑
j=1
(g(3)(si, yj , ηˇ))
2 = op(1). (16)
For the evaluation of (11), noting that
E[(g(1)(si, y))
2] ≤ CE
[
(Xsi(y)−Xsi(yj))2
]
,
(Xt(y)−Xt(yj))2 =
∑
k,l
xk(t)(ek(y)− el(yj))xl(t)(el(y)− el(yj)),
|ek(y)− ek(yj)|
=
∣∣∣∣∫ 1
0
(√
2pik cos(pik(yj + u(y − yj))) exp
{
−η
2
(yj + u(y − yj))
}
+
√
2 sin(pik(yj + u(y − yj)))
(
−η
2
)
exp
{
−η
2
(yj + u(y − yj))
})
du× (y − yj)
∣∣∣
≤C k
M
,
E
[
(Xt(y)−Xt(yj))2
]
=
∞∑
k=1
E[x2k(t)](ek(y)− ek(yj))2
≤
∞∑
k=1
C
k2
(
k
M
)1−ρ
C1+ρ ≤ C1
M1−ρ
,
we obtain that under
N
3
2
2
M1−ρ → 0,
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
(g(1)(si, y))
2dy = Op
 N 322
M1−ρ
 = op(1). (17)
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Therefore, it follows from (14), (16) and (17) that under
N
3
2
2
Nm → 0 and
N
3
2
2
M1−ρ → 0,
√
N2
N2∑
i=1
(xˇk(si)− xk(si))2 = op(1)
and √
N2
N2∑
i=1
(xˇk(si−1)− xk(si−1))2 = op(1).
For the evaluation of (8), it follows that∣∣∣∣∣√N2
N2∑
i=1
(xˇk(si)− xk(si)) (xˇk(si−1)− xk(si−1))
∣∣∣∣∣
2
≤N2
N2∑
i=1
(xˇk(si)− xk(si))2
N2∑
i=1
(xˇk(si−1)− xk(si−1))2
=
√
N2
N2∑
i=1
(xˇk(si)− xk(si))2
√
N2
N2∑
i=1
(xˇk(si−1)− xk(si−1))2
=op(1).
For the evaluation of (9), setting that ∆Xsi(y) = Xsi(y) − Xsi−1(y) and ∆six = x1(si) −
x1(si−1), one has that
U1 :=2
√
N2
N2∑
i=1
{xˇ1(si)− xˇ1(si−1)− (x1(si)− x1(si−1))}(x1(si)− x1(si−1))
=2
√
N2
N2∑
i=1
1
M
M∑
j=1
∆Xsi(yj)
√
2 sin(piyj)
(
exp
{
ηˇ
2
yj
}
− exp
{η
2
yj
})
×∆six (18)
+ 2
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)(
√
2 sin(piyj)−
√
2 sin(piy)) exp
{η
2
yj
}
dy ×∆six (19)
+ 2
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)
√
2 sin(piy)
(
exp
{η
2
yj
}
− exp
{η
2
y
})
dy ×∆six (20)
+ 2
√
N2
N2∑
i=1
M∑
j=1
∫ j
M
j−1
M
{∆Xsi(yj)−∆Xsi(y)}
√
2 sin(piy) exp
{η
2
y
}
dy ×∆six. (21)
For the evaluation of (18), noting that
(18) =2
√
N2
N2∑
i=1
1
M
M∑
j=1
∆Xsi(yj)
√
2 sin(piyj)
∫ 1
0
yj
2
exp
{yj
2
(η + u(ηˇ − η))
}
du(∆six)(ηˇ − η),
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one has that
(18)2 ≤4N2
N2∑
i=1
1
Nm
1
M
M∑
j=1
(∆Xsi(yj))
2
(√
2 sin(piyj)
∫ 1
0
yj
2
exp
{yj
2
(η + u(ηˇ − η))
}
du
)2
×
N2∑
i=1
(∆six)
2 × (
√
Nm(ηˇ − η))2.
Set that
B :=4N2
N2∑
i=1
1
Nm
1
M
M∑
j=1
(∆Xsi(yj))
2
(√
2 sin(piyj)
∫ 1
0
yj
2
exp
{yj
2
(η + u(ηˇ − η))
}
du
)2
.
Since
N2∑
i=1
(∆six)
2 = Op(1), (
√
Nm(ηˇ − η))2 = Op(1),
we obtain that
P (|B| > ε) = P ({|B| > ε} ∩A) + P ({|B| > ε} ∩Ac)
≤ CN2N2
Nm
E
[
(∆Xsi(yj))
2
] 1
ε
+ P (Ac)
= C1
N
3
2
2
Nm
1
ε
+ o(1)
→ 0
under
N
3
2
2
Nm → 0. Therefore (18)2 = op(1).
For the evaluation of (19), noting that
N2
N2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2 |y − yj |2 = Op
(
N22√
N2M2
)
,
N2∑
i=1
(∆six)
2 = Op(1),
one has that under
N
3
2
2
M1−ρ → 0,
(19)2 ≤N2
N2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2 |y − yj |2
N2∑
i=1
(∆six)
2 = op(1).
For the evaluation of (20), noting that
N2
N2∑
i=1
M2
1
M
M∑
j=1
1
M
∫ j
M
j−1
M
(∆Xsi(yj))
2 2 sin(piy)|y − yj |2dy = Op
(
N22√
N2M2
)
,
N2∑
i=1
(∆six)
2 = Op(1),
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we obtain that under
N
3
2
2
M1−ρ → 0,
(20)2 ≤N2
N2∑
i=1
M2
1
M
M∑
j=1
1
M
∫ j
M
j−1
M
(∆Xsi(yj))
2 2 sin(piy)|y − yj |2dy
N2∑
i=1
(∆six)
2 = op(1).
For the evaluation of (21), setting that
h(y,∆six) :=
( ∞∑
k=1
(xk(si)− xk(si−1))(ek(yj)− ek(y))
)2
(x1(si)− x1(si−1))2,
one has that
E[h(y,∆six)] =
∞∑
k=2
E[(xk(si)− xk(si−1))2]E[(x1(si)− x1(si−1))2](ek(yj)− ek(y))2
+ E[(x1(si)− x1(si−1))4](e1(yj)− e1(y))2
≤ C
M1−ρ
1
N2
+
1
N22M
2
and
(21)2 ≤ N2
N2∑
i=1
M2
1
M
M∑
j=1
1
M
∫ j
M
j−1
M
h(y,∆six)dy.
Since it follows that under
N
3
2
2
M1−ρ → 0,
E[(21)2] ≤ N2
M1−ρ
+
1
M2
→ 0,
we obtain that (21) = op(1). Hence, U1 = op(1). Consequently, under
N
3
2
2
Nm
→ 0 and N
3
2
2
M1−ρ → 0,
(10) holds true, which yields that√
N2(σˇ
2 − (σ∗)2) d→ N (0, 2(σ∗)4) . (22)
For the estimator of θ2, we obtain that
√
N2(θˇ2 − θ∗2) =
√
N2
((
σˇ2
σˇ20
)2
−
(
(σ∗)2
(σ∗0)2
)2)
=
√
N2
(
σˇ4
{(
1
σˇ20
)2
−
(
1
(σ∗0)2
)2}
+
1
(σ∗0)4
{
σˇ4 − (σ∗)4})
=
√
N2√
mN
σˇ4
√
mN
{(
1
σˇ20
)2
−
(
1
(σ∗0)2
)2}
+
√
N2
1
(σ∗0)4
{
σˇ4 − (σ∗)4}
=
√
N2
1
(σ∗0)4
{
σˇ4 − (σ∗)4}+ op(1).
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For the estimator of θ1, one has that√
N2(θˇ1 − θ∗1) =
√
N2
(
ηˇθˆ2 − η∗θ∗2
)
=
√
N2
(
θˇ2 (ηˇ − η∗) + η∗
(
θˇ2 − θ∗2
))
=
√
N2η
∗ (θˇ2 − θ∗2)+ op(1)
=
√
N2η
∗ 1
(σ∗0)4
{
σˇ4 − (σ∗)4}+ op(1).
By noting that √N2(σˇ2 − (σ∗)2)√N2(θˇ2 − θ∗2)√
N2(θˇ1 − θ∗1)
 =

√
N2(σˇ
2 − (σ∗)2)√
N2
1
(σ∗0)4
(σˇ2 − (σ∗)2)√
N2
η∗
(σ∗0)4
(σˇ2 − (σ∗)2)
+ op(1),
it follows from (22) and the delta method that under
N
3
2
2
Nm
→ 0 and N
3
2
2
M1−ρ → 0,
√
N2(σˇ
2 − (σ∗)2)√
N2
1
(σ∗0)4
(σˇ2 − (σ∗)2)√
N2
η∗
(σ∗0)4
(σˇ2 − (σ∗)2)
 d→ N
00
0
 ,
 2(σ∗)4 4θ∗2(σ∗)2 4θ∗1(σ∗)24θ∗2(σ∗)2 8(θ∗2)2 8θ∗1θ∗2
4θ∗1(σ∗)2 8θ∗1θ∗2 8(θ∗1)2
 ,
which completes the proof.
Proof of Theorem 3. By a similar way to the proof of Theorem 5.1 in Bibinger and Trabs (2007),
we can show the result under Nh2N :T → 0, m¯→∞ and m¯ = O(h−ρN :T ) for ρ ∈ (0, 1/2).
Proof of Theorem 4. Let δ = δN¯2:T and si = si:N¯2:T . The quasi log-likelihood function based on
x¯k = {x¯k(si:N¯2:T )}i=1,...,N¯2 = {x¯k(si)}i=1,...,N¯2 is as follows.
lN¯2(λk, σ
2 | x¯k) = −1
2
N¯2∑
i=1
log σ2(1− e−2λkδ)2λk +
(
x¯k(si)− e−λkδx¯k(si−1)
)2
σ2(1−e−2λkδ)
2λk
 .
Set that k = 1, λ = λ1, x¯ = x¯1 = {x¯1(si:N¯2:T )}i=1,...,N¯2 = {x¯1(si)}i=1,...,N¯2 and
Ξ(λ) =
(1− e−2λδ)
2λδ
.
For the consistency of σˆ2 and λˆ, it is enough to show that under
N¯
5
2
2
T
5
2Nm¯
→ 0 and N¯32
T 3M1−ρ1 →
0,
Z :=
1
T
{
lN¯2(λ, σ
2 | x¯)− lN¯2(λ, σ2 | x)
}
= op(1) (23)
uniformly in (λ, σ2), where Z is the difference between the quasi log-likelihood functions based
on x¯ and x. Note that (23) yields that
1
N¯2
{
lN¯2(λ, σ
2 | x¯)− lN¯2(λ, σ2 | x)
}
= op(1)
19
uniformly in (λ, σ2).
Since
Z =
1
T
1
2σ2δΞ(λ)
N¯2∑
i=1
{(
x¯1(si)− e−λδx¯1(si−1)
)2 −(x1(si)− e−λδx1(si−1))2}
and (
x¯1(si)− e−λδx¯1(si−1)
)2
=
{
x¯1(si)− x1(si)− e−λδ(x¯1(si)− x1(si−1)) + (x1(si)− e−λδx1(si−1))
}2
=
{
(x¯1(si)− x1(si))− e−λδ(x¯1(si−1)− x1(si−1))
}2
+ 2{x¯1(si)− x1(si)− e−λδ(x¯1(si−1)− x1(si−1))}(x1(si)− e−λδx1(si−1))
+ (x1(si)− e−λδx1(si−1))2,
it follows that
Z =
(δ)−1
T
1
2σ2Ξ(λ)
N¯2∑
i=1
[{
(x¯1(si)− x1(si))− e−λδ (x¯1(si−1)− x1(si−1))
}2
+2 (x¯1(si)− x1(si))
(
x1(si)− e−λδx1(si−1)
)
−2e−λδ (x¯1(si−1)− x1(si−1))
(
x1(si)− e−λδx1(si−1)
)]
=
(δ)−1
T
1
2σ2Ξ(λ)
N¯2∑
i=1
[{
(x¯1(si)− x1(si))− e−λδ (x¯1(si−1)− x1(si−1))
}2
(24)
+2 {x¯1(si)− x¯1(si−1)− (x1(si)− x1(si−1))}
(
x1(si)− e−λδx1(si−1)
)
(25)
+2(1− e−λδ) (x¯1(si−1)− x1(si−1))
(
x1(si)− e−λδx1(si−1)
)]
(26)
=:W1 +W2 +W3.
For the evaluation of (24), we set that
g1(t, y, η) = Xt(y)
√
2 sin(piy) exp
{η
2
y
}
.
Noting that
x1(t) =
∫ 1
0
Xt(y)
√
2 sin(piy) exp
{η
2
y
}
dy =
∫ 1
0
g1(t, y, η)dy,
x¯1(t) =
1
M
M∑
j=1
Xt(yj)
√
2 sin(piyj) exp
{
ηˆ
2
yj
}
=
1
M
M∑
j=1
g1(t, yj , ηˆ),
20
we have that
Z1 :=
1
T
1
δ
N¯2∑
i=1
(x1(si)− x¯1(si))2
=
1
T
1
δ
N¯2∑
i=1
M 1M
M∑
j=1
∫ j
M
j−1
M
{g1(si, y, η)− g1(si, yj , ηˆ)}dy

2
≤ 1
T
1
δ
N¯2∑
i=1
M2
1
M
M∑
j=1
1
M
∫ j
M
j−1
M
{g1(si, y, η)− g1(si, yj , ηˆ)}2dy
=
1
T
1
δ
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
{g1(si, y, η)− g1(si, yj , ηˆ)}2dy.
Moreover,
g1(si, y, η)− g1(si, yj , ηˆ)
= Xsi(y)
√
2 sin(piy) exp
{η
2
y
}
−Xsi(yj)
√
2 sin(piyj) exp
{
ηˆ
2
yj
}
= (Xsi(y)−Xsi(yj))
√
2 sin(piy) exp
{η
2
y
}
(27)
+Xsi(yj)
(√
2 sin(piy) exp
{η
2
y
}
−
√
2 sin(piyj) exp
{η
2
yj
})
(28)
+Xsi(yj)
√
2 sin(piyj)
(
exp
{η
2
yj
}
− exp
{
ηˆ
2
yj
})
. (29)
= g¯(1)(si, y) + g¯
(2)(si, y) + g¯
(3)(si, yj , ηˆ)
Set R(yj , ηˆ) :=
∫ 1
0
yj
2 exp
{yj
2 (η + u(ηˆ − η))
}
du. Let δ1 > 0. Since on J = {|ηˆ − η| < δ1}
Z2 :=
(δ)−1
T
N¯2∑
i=1
1
M
M∑
j=1
X2si(yj)2 sin
2(piyj)(R(yj , ηˆ))
2 1
Nm¯
≤ C1 N¯
2
2
T 2
1
Nm¯
,
we obtain that
P (|Z2| > ε) = P (|Z2| > ε ∩ J) + P (|Z2| > ε ∩ Jc) ≤ C1 N¯
2
2
T 2
1
Nm¯
1
ε
+ o(1). (30)
It follows that
E
[
(g¯(1)(si, y))
2 × N¯
2
2
T 2
]
≤ C1E[(Xsi(y)−Xsi(yj))2]
N¯22
T 2
≤ C2
M1−ρ1
N¯22
T 2
,
E
[
(g¯(2)(si, y))
2 × N¯
2
2
T 2
]
≤ C1(y − yj)2 N¯
2
2
T 2
≤ C1
M2
N¯22
T 2
,
(δ)−1
T
N¯2∑
i=1
(g¯(3)(si, yj , ηˆ))
2 =
(δ)−1
T
N¯2∑
i=1
1
M
M∑
j=1
X2si(yj)2 sin
2(piyj)(R(yj , ηˆ))
2 1
Nm¯
(√
Nm¯(ηˆ − η)
)2
= Z2
(√
Nm¯(ηˆ − η)
)2
= Op
(
N¯22
T 2
1
Nm¯
)
,
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where we use (30) for the last estimate.
Hence
Z1 = Op
(
N¯22
T 2M1−ρ1
)
+Op
(
N¯22
T 2Nm¯
)
,
W1 = Op
(
N¯22
T 2M1−ρ1
)
+Op
(
N¯22
T 2Nm¯
)
.
For the evaluation of (26), one has that
W 23 ≤C
(δ)−1
T
(δ)2
(δ)−1
T
N¯2∑
i=1
(x¯1(si)− x1(si−1))2
N¯2∑
i=1
(
x1(si)− e−λδx1(si−1)
)2
=
T
N¯2
×
(
Op
(
N¯22
T 2M1−ρ1
)
+Op
(
N¯22
T 2Nm¯
))
=Op
(
N¯2
TM1−ρ1
)
+Op
(
N¯2
TNm¯
)
.
For the evaluation of (25), setting that ∆Xsi(y) = Xsi(y)−Xsi−1(y), we obtain that
(δ)−1
T
N¯2∑
i=1
{x¯1(si)− x¯1(si−1)− (x1(si)− x1(si−1))}
(
x1(si)− e−λδx1(si−1)
)
=
(δ)−1
T
N¯2∑
i=1
1
M
M∑
j=1
∆Xsi(yj)
√
2 sin(piyj)
(
exp
{
ηˆ
2
yj
}
− exp
{η
2
yj
})(
x1(si)− e−λδx1(si−1)
)
+
(δ)−1
T
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)
(√
2 sin(piyj)−
√
2 sin(piy)
)
exp
{η
2
yj
}
dy
(
x1(si)− e−λδx1(si−1)
)
+
(δ)−1
T
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)
√
2 sin(piy)
(
exp
{η
2
yj
}
− exp
{η
2
y
})
dy
(
x1(si)− e−λδx1(si−1)
)
+
(δ)−1
T
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
{∆Xsi(yj)−∆Xsi(y)}
√
2 sin(piy) exp
{η
2
y
}
dy
(
x1(si)− e−λδx1(si−1)
)
=: (I) + (II) + (III) + (IV).
For the evaluation of (I), one has that
(I)2 ≤
(
(δ)−1
T
)2 N¯2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2
(√
2 sin(piyj)R(yj , ηˆ)
)2 T
Nm¯
(31)
× 1
T
N¯2∑
i=1
(
x1(si)− e−λδx1(si−1)
)2 × (√Nm¯(ηˆ − η))2 .
Let η1 > 0 and  > 0. On J = {|ηˆ − η| < η1},
(31) ≤C1 (δ)
−2
Nm¯
1
T
N¯2∑
i=1
1
M
M∑
j=1
(
Xsi(yj)−Xsi−1(yj)
)2
= Op
(
1
δ
5
2Nm¯
)
= Op
 N¯ 522
T
5
2Nm¯

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because E
[
(∆Xsi(yj))
2
]
=
√
δ =
√
T/N¯2. It follows that under
N¯
5
2
2
T
5
2Nm¯
→ 0,
P (|(31)| > ε) = P (|(31)| > ε ∩ J) + P (|(31)| > ε ∩ Jc) ≤ N¯
5
2
2
T
5
2Nm¯
1
ε
+ o(1)→ 0.
Therefore, (I) = op(1).
For the evaluation of (II), we obtain that
(II)2 ≤C1
(
δ−1
T
)2 N¯2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2 |y − yj |2
N¯2∑
i=1
(
x1(si)− e−λδx1(si−1)
)2
=Op
((
N¯2
T 2
)2
N¯2
√
T
N¯2
1
M2
T
)
= Op
 N¯ 522
T
5
2M2
 .
For the evaluation of (III), one has that
(III)2 ≤C1
(
δ−1
T
)2 N¯2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2 |y − yj |2
N¯2∑
i=1
(
x1(si)− e−λδx1(si−1)
)2
=Op
 N¯ 522
T
5
2M2
 .
For the evaluation of (IV), we obtain that
(IV)2 ≤
(
δ−1
T
)2
N¯2
N¯2∑
i=1
M2
1
M
×
M∑
j=1
1
M
∫ j
M
j−1
M
( ∞∑
k=1
(xk(si)− xk(si−1))(ek(yj)− ek(y))
)2
(x1(si)− e−λδx1(si−1))2
 dy.
By setting that
Z3 :=
( ∞∑
k=1
(xk(si)− xk(si−1))(ek(yj)− ek(y))
)2
(x1(si)− e−λδx1(si−1))2,
it follows that
E[Z3] =
∞∑
k=2
E[(xk(si)− xk(si−1))2]E[(x1(si)− e−λδx1(si−1))2](ek(yj)− ek(y))2
+ E[(x1(si)− x1(si−1))2(x1(si)− e−λδx1(si−1))2](e1(yj)− e1(y))2
≤C1
(
1
M1−ρ1
δ +
δ2
M2
)
.
Therefore, under
N¯32
T 3M1−ρ1 → 0,
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E[(IV)2] ≤δ
−2
T 2
N¯22 ·
δ
M1−ρ1
=
N¯32
T 3M1−ρ1
→ 0.
Consequently, under
N¯
5
2
2
T
5
2Nm¯
→ 0 and N¯32
T 3M1−ρ1 → 0, one has that W2 = op(1) and
1
T
{
lN¯2(λ, σ
2 | x¯)− lN¯2(λ, σ2 | x)
}
= op(1)
uniformly in (λ, σ2), which completes the proof of consistency of (λˆ, σˇ2).
Next, we will show the asymptotic normality of (λˆ, σˇ2). The derivatives of the quasi log-
likelihood function with respect to the parameters are as follows.
∂λlN¯2(λ, σ
2 | x¯) =− 1
2
N¯2∑
i=1
{
∂λΞ(λ)
Ξ(λ)
− (∂λΞ(λ))
(
x¯1(si)− e−λδx¯1(si−1)
)2
σ2Ξ(λ)2δ
+
2δe−λδx¯1(si−1)
(
x¯1(si)− e−λδx¯1(si−1)
)
σ2Ξ(λ)δ
}
.
∂σ2 lN¯2(λ, σ
2 | x¯) = −1
2
N¯2∑
i=1
{
1
σ2
− 1
σ4
(
x¯1(si)− e−λδx¯1(si−1)
)2
Ξ(λ)δ
}
.
∂2λlN¯2(λ, σ
2 | x¯) =− 1
2
N¯2∑
i=1
{
∂λ
(
∂λΞ(λ)
Ξ(λ)
)
− ∂λ
(
∂λΞ(λ)
Ξ(λ)2
) (
x¯1(si)− e−λδx¯1(si−1)
)2
σ2δ
+
(
∂λΞ(λ)
Ξ(λ)2
)
2δe−λδx¯1(si−1)
(
x¯1(si)− e−λδx¯1(si−1)
)
σ2δ
−∂λΞ(λ)
Ξ(λ)2
2δe−λδx¯1(si−1)
(
x¯1(si)− e−λδx¯1(si−1)
)
σ2δ
− 1
Ξ(λ)
2δ2e−λδx¯1(si−1)
(
x¯1(si)− e−λδx¯1(si−1)
)
σ2δ
− 1
Ξ(λ)
2δ2e−2λδx¯21(si−1)
σ2δ
}
.
∂2σ2 lN¯2(λ, σ
2 | x¯) = −1
2
N¯2∑
i=1
{
−1
σ4
+
2
σ6
(
x¯1(si)− e−λδx¯1(si−1)
)2
Ξ(λ)δ
}
.
∂λ∂σ2 lN¯2(λ, σ
2 | x¯) =− 1
2
N¯2∑
i=1
{
−1
σ4
−∂λΞ(λ)
Ξ(λ)2
(
x¯1(si)− e−λδx¯1(si−1)
)2
δ
+
−1
σ4
1
Ξ(λ)
2δe−λδx¯1(si−1)
(
x¯1(si)− e−λδx¯1(si−1)
)
δ
}
.
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The difference between the score function of the volatility parameter σ2 based on x¯ and that
based on x is as follows.
1√
N¯2
{
∂σ2 lN¯2(λ, σ
2 | x¯)− ∂σ2 lN¯2(λ, σ2 | x)
}
=
1√
N¯2
1
2σ4δΞ(λ)
N¯2∑
i=1
{(
x¯1(si)− e−λδx¯1(si−1)
)2 −(x1(si)− e−λδx1(si−1))2} .
By an analogous manner to (23), it is shown that under
N¯
3
2
2
T
1
2Nm¯
→ 0 and N¯22
TM1−ρ1 → 0,
1√
N¯2
{
∂σ2 lN¯2(λ, σ
2 | x¯)− ∂σ2 lN¯2(λ, σ2 | x)
}
= op(1)
uniformly in (λ, σ2).
The difference between the score function of the drift parameter λ based on x¯ and that based
on x is as follows.
F :=
1√
T
{
∂λlN¯2(λ, σ
2 | x¯)− ∂λlN¯2(λ, σ2 | x)
}
=
(
−1
2
)
1√
T
N¯2∑
i=1
[(
− ∂λΞ(λ)
σ2Ξ(λ)2
){(
x¯1(si)− e−λδx¯1(si−1)
)2 − (x1(si)− e−λδx1(si−1))2} δ−1
+ 2
e−λδ
σ2Ξ(λ)
{
x¯1(si)
(
x¯1(si)− e−λδx¯1(si−1)
)
− x1(si)
(
x1(si)− e−λδx1(si−1)
)}]
=:F1 + F2.
By a similar way to (23), one has that under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
F1 = op(1).
For the evaluation of F2, one has that
F2 =
( −1√
T
)
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
[
(x¯1(si)− x1(si))
(
x¯1(si)− e−λδx¯1(si−1)
)
+ x1(si)
{
x¯1(si)− x1(si)− e−λδ(x¯1(si−1)− x1(si−1))
}]
=
( −1√
T
)
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
[
(x¯1(si)− x1(si))
{
x¯1(si)− x1(si)− e−λδ(x¯1(si−1)− x1(si−1)
}
+ (x¯1(si)− x1(si))
(
x1(si)− e−λδx1(si−1)
)
+ x1(si)
{
x¯1(si)− x1(si)− e−λδ(x¯1(si−1)− x1(si−1))
}]
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=
( −1√
T
)
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
[
(x¯1(si)− x1(si))2 (32)
− e−λδ (x¯1(si)− x1(si)) (x¯1(si−1)− x1(si−1)) (33)
+ (x¯1(si)− x1(si))
(
x1(si)− e−λδx1(si−1)
)}
. (34)
+ x1(si)
{
x¯1(si)− x1(si)− e−λδ(x¯1(si−1)− x1(si−1))
}]
(35)
=:H1 +H2 +H3 +H4.
For the evaluation of (32), it follows from the evaluation of (24) that
1√
T
√
δ
N¯2∑
i=1
(x¯1(si)− x1(si))2 = Op
 N¯ 322
TM1−ρ1
+Op
 N¯ 322
TNm¯

and that under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
|H1| ≤ C1 1√
T
N¯2∑
i=1
(x¯1(si)− x1(si))2 = Op
(
N¯2√
TM1−ρ1
)
+Op
(
N¯2√
TNm¯
)
p→ 0.
For the evaluation of (33), we obtain that under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
H22 ≤
1
T
N¯2∑
i=1
(x¯1(si)− x1(si))2
N¯2∑
i=1
(x¯1(si−1)− x1(si−1))2
= Op
((
N¯2√
TM1−ρ1
)2)
+Op
((
N¯2√
TNm¯
)2)
p→ 0.
For the evaluation of (34), setting that
∆x(si, si−1) = x1(si)− e−λδx1(si−1),
one has that
−H3 = 1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
{
(x¯1(si)− x1(si))
(
x1(si)− e−λδx1(si−1)
)}
=
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
1
M
M∑
j=1
Xsi(yj)
√
2 sin(piyj)
(
exp
{
ηˆ
2
yj
}
− exp
{η
2
yj
})
∆x(si, si−1) (36)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
Xsi(yj)
(√
2 sin(piyj)−
√
2 sin(piy)
)
exp
{η
2
yj
}
dy∆x(si, si−1) (37)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
Xsi(yj)
√
2 sin(piy)
(
exp
{η
2
yj
}
− exp
{η
2
y
})
dy∆x(si, si−1) (38)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
(Xsi(yj)−Xsi(y))
√
2 sin(piy) exp
{η
2
y
}
dy∆x(si, si−1). (39)
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For the evaluation of (36), it follows that under
N¯
5
2
2
T
3
2Nm¯
→ 0,
(36)2 ≤ 1
T
N¯2∑
i=1
1
M
M∑
j=1
(
Xsi(yj)
√
2 sin(piyj)R(yj , ηˆ)(ηˆ − η)
)2 N¯2∑
i=1
(∆x(si, si−1))2
=Op
(
N¯2
Nm¯
)
p→ 0.
For the evaluation of (37), one has that under
N¯32
T 2M1−ρ1 → 0,
(37)2 ≤ 1
T
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
(Xsi(yj))
2(y − yj)2dy
N¯2∑
i=1
(∆x(si, si−1))2
=Op
(
N¯2
M2
)
p→ 0.
It is shown that (38)
p→ 0 in the same way as (37).
For the evaluation of (39), setting that
Gi :=
( ∞∑
k=1
xk(si)(ek(y)− ek(yj))
)2
(∆x(si, si−1))2,
one has that
E[Gi] =
∞∑
k=2
E[x2k(si)](ek(y)− ek(yj))2E
[
(x1(si)− e−λδx1(si−1)2
]
+ E
[
x21(si)(x1(si)− e−λδx1(si−1))2
]
(e1(y)− e1(yj))2
≤C1
(
1
M1−ρ1
δ +
δ
M2
)
.
Noting that
(39)2 ≤ C1
T
N¯22
1
N¯2
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
( ∞∑
k=1
xk(si)(ek(y)− ek(yj))
)2
dy(∆x(si, si−1))2
=
C1
T
N¯22
1
N¯2
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
Gidy,
we obtain that under
N¯32
T 2M1−ρ1 → 0,
E[(39)2] ≤ C1 N¯2
δ
δ
M1−ρ1
= C1
N¯2
M1−ρ1
→ 0.
Hence, under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
H3
p→ 0.
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For the evaluation of (35), noting that
−H4 = 1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
{x¯1(si)− x¯1(si−1)− (x1(si)− x1(si−1))}x1(si) (40)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
(
1− eλδ
)
(x¯1(si−1)− x1(si−1))x1(si), (41)
one has that under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
(41)2 ≤ δ
2
T
N¯2∑
i=1
(x1(si))
2
N¯2∑
i=1
(x¯1(si−1)− x1(si−1))2 = Op
(
T
M1−ρ1
)
+Op
(
T
Nm¯
)
p→ 0.
Moreover, we set that
−(40) = 1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
1
M
M∑
j=1
∆Xsi(yj)
√
2 sin(piyj)
(
exp
{
ηˆ
2
yj
}
− exp
{η
2
yj
})
x1(si)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)
(√
2 sin(piyj)−
√
2 sin(piy)
)
exp
{η
2
yj
}
dyx1(si)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
∆Xsi(yj)
√
2 sin(piy)
(
exp
{η
2
yj
}
− exp
{η
2
y
})
dyx1(si)
+
1√
T
e−λδ
σ2Ξ(λ)
N¯2∑
i=1
M∑
j=1
∫ j
M
j−1
M
{∆Xsi(yj)−∆Xsi(y)}
√
2 sin(piy) exp
{η
2
y
}
dyx1(si)
=: (V) + (VI) + (VII) + (VIII).
For the evaluation of (V), one has that
(V)2 ≤ 1
T
N¯2∑
i=1
1
M
M∑
j=1
(∆Xsi(yj))
2
(√
2 sin(piyj)R(yj , ηˆ)
)2 N¯2
Nm¯
(42)
× 1
N¯2
N¯2∑
i=1
(x1(si))
2 ×
(√
Nm¯(ηˆ − η)
)2
.
Let δ1 > 0. On J = {|ηˆ − η| < δ1},
(42) ≤C1 N¯2
Nm¯
1
T
N¯2∑
i=1
1
M
M∑
j=1
(
Xsi(yj)−Xsi−1(yj)
)2
= Op
 N¯ 322
T
1
2Nm¯

because E
[
(∆Xsi(yj))
2
]
=
√
δ =
√
T/N¯2. It follows that under
N¯
5
2
2
T
3
2Nm¯
→ 0,
P (|(42)| > ε) = P (|(42)| > ε ∩ J) + P (|(42)| > ε ∩ Jc) ≤ N¯
3
2
2
T
1
2Nm¯
1
ε
+ o(1)→ 0.
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Therefore, (V) = op(1).
For the evaluation of (VI), we obtain that under
N¯32
T 2M1−ρ1 → 0,
|(VI)| ≤C1 1√
T
N¯2∑
i=1
1
M
M∑
j=1
|∆Xsi(yj)x1(si)| |yj − yj−1|
=Op
(
N¯2√
T
(
T
N¯2
)1/4 1
M
)
= op(1).
For the evaluation of (VII), one has that under
N¯32
T 2M1−ρ1 → 0,
|(VII)| ≤C1 1√
T
N¯2∑
i=1
1
M
M∑
j=1
|∆Xsi(yj)x1(si)| |yj − yj−1|
=Op
(
N¯2√
T
(
T
N¯2
)1/4 1
M
)
= op(1).
For the evaluation of (VIII), we obtain that
(VIII)2 ≤ 1
T
N¯2
N¯2∑
i=1
M2
1
M
×
M∑
j=1
1
M
∫ j
M
j−1
M
( ∞∑
k=1
(xk(si)− xk(si−1))(ek(yj)− ek(y))
)2
(x1(si))
2
 dy.
By setting that
Z4 :=
( ∞∑
k=1
(xk(si)− xk(si−1))(ek(yj)− ek(y))
)2
(x1(si))
2,
it follows that
E[Z4] =
∞∑
k=2
E[(xk(si)− xk(si−1))2]E[(x1(si))2](ek(yj)− ek(y))2
+ E[(x1(si)− x1(si−1))2(x1(si))2](e1(yj)− e1(y))2
≤C1
(
1
M1−ρ1
+
δ
M2
)
.
Therefore, under
N¯32
T 2M1−ρ1 → 0,
E[(VIII)2] ≤N¯
2
2
T
· 1
M1−ρ1
=
N¯22
TM1−ρ1
→ 0.
We obtain that under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
(40)
p→ 0, H4 p→ 0, F2 p→ 0
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and
F =
1√
N¯2
{
∂σ2 lN¯2(λ, σ
2 | x¯)− ∂σ2 lN¯2(λ, σ2 | x)
}
= op(1).
Furthermore, under
N¯
5
2
2
T
3
2Nm¯
→ 0 and N¯32
T 2M1−ρ1 → 0,
1
N¯2
{
∂2σ2 lN¯2(λ, σ
2 | x¯)− ∂2σ2 lN¯2(λ, σ2 | x)
}
= op(1),
1
T
{
∂2λlN¯2(λ, σ
2 | x¯)− ∂2λlN¯2(λ, σ2 | x)
}
= op(1),
1√
N¯2T
{
∂λ∂σ2 lN¯2(λ, σ
2 | x¯)− ∂λ∂σ2 lN¯2(λ, σ2 | x)
}
= op(1)
uniformly in (λ, σ2). These results imply that(√
N¯2(σˆ
2 − (σ∗)2)√
T (λˆ− λ∗)
)
d→ N
((
0
0
)
,
(
2(σ∗)4 0
0 2λ∗
))
. (43)
For the estimator of θ2, we obtain that√
N¯2(θˆ2 − θ∗2) =
√
N¯2
((
σˆ2
σˆ20
)2
−
(
(σ∗)2
(σ∗0)2
)2)
=
√
N¯2
(
σˆ4
{(
1
σˆ20
)2
−
(
1
(σ∗0)2
)2}
+
1
(σ∗0)4
{
σˆ4 − (σ∗)4})
=
√
N¯2√
m¯N
(σˆ2)2
√
m¯N
{(
1
σˆ20
)2
−
(
1
(σ∗0)2
)2}
+
√
N¯2
1
(σ∗0)4
{
σˆ4 − (σ∗)4}
=
√
N¯2
1
(σ∗0)4
{
σˆ4 − (σ∗)4}+ op(1).
For the estimator of θ1, one has that√
N¯2(θˆ1 − θ∗1) =
√
N¯2
(
ηˆθˆ2 − η∗θ∗2
)
=
√
N¯2
(
θˆ2 (ηˆ − η∗) + η∗
(
θˆ2 − θ∗2
))
=
√
N¯2η
∗
(
θˆ2 − θ∗2
)
+ op(1)
=
√
N¯2η
∗ 1
(σ∗0)4
{
(σˆ2)2 − ((σ∗)2)2}+ op(1).
For the estimator of θ0, one has that
√
T (θˆ0 − θ∗0) =
√
T
λˆ1 − λ∗1 +
(
θˆ1
)2
4θˆ2
− (θ1)
2
4θ∗2
+ pi2(θˆ2 − θ∗2)

=
√
T
(
λˆ1 − λ∗1
)
+
√
T
(
(θˆ1)
2 − (θ∗1)2
)
4θˆ2
+
(θ∗1)2
4
√
T
(
1
θˆ2
− 1
θ∗2
)
+ pi2
√
T
(
θˆ2 − θ∗2
)
=
√
T
(
λˆ1 − λ∗1
)
+ op(1).
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By noting that 
√
N¯2(σˆ
2 − (σ∗)2)√
N¯2(θˆ2 − θ∗2)√
N¯2(θˆ1 − θ∗1)√
T (θˆ0 − θ∗0)
 =

√
N¯2(σˆ
2 − (σ∗)2)√
N¯2
1
(σ∗0)4
(σˆ4 − (σ∗)4)√
N¯2
η∗
(σ∗0)4
(σˆ4 − (σ∗)4)√
T (λˆ− λ∗)
+ op(1),
it follows from (43) and the delta method that
√
N¯2(σˆ
2 − (σ∗)2)√
N¯2
1
(σ∗0)4
(σˆ4 − (σ∗)4)√
N¯2
η∗
(σ∗0)4
(σˆ4 − (σ∗)4)√
T (λˆ− λ∗)
 d→ N


0
0
0
0
 ,

2(σ∗)4 4θ∗2(σ∗)2 4θ∗1(σ∗)2 0
4θ∗2(σ∗)2 8(θ∗2)2 8θ∗1θ∗2 0
4θ∗1(σ∗)2 8θ∗1θ∗2 8(θ∗1)2 0
0 0 0 2λ∗1

 ,
which completes the proof.
6 Appendix
In order to help us understand the characteristics of the parameters θ0, θ1, θ2 and σ of the SPDE
(1), we can refer some sample paths with different values of the parameters as follows.
Figure 11 are the sample paths, where θ0, θ1, and θ2 are fixed and only σ is changed. The
shape of the sample paths does not change and only their height changes.
(a) θ =(0,0.1,0.1,0.1) (b) θ =(0,0.1,0.1,1) (c) θ =(0,0.1,0.1,10)
Figure 11: Sample paths with σ = 0.1, 1, 10
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Figures 12-17 the sample paths, where θ0, θ2 and σ are fixed and only θ1 is changed. Figures
12-14 show that the variation of the sample path is large near y = 0 and small near y = 1 when
θ1 > 0. This trend increases as the value of θ1 increases.
(a) θ =(0,0.1,0.1,1) (b) θ =(0,0.5,0.1,1) (c) θ =(0,1,0.1,1)
Figure 12: Sample paths with θ1 = 0.1, 0.5, 1
(a) θ =(0,0.1,0.1,1) (b) θ =(0,0.5,0.1,1) (c) θ =(0,1,0.1,1)
Figure 13: Sample paths with θ1 = 0.1, 0.5, 1 (y-axis side)
(a) θ =(0,0.1,0.1,1) (b) θ =(0,0.5,0.1,1) (c) θ =(0,1,0.1,1)
Figure 14: Sample paths with θ1 = 0.1, 0.5, 1 (cross section at t = 0.5)
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Figures 15-17 show that the variation of the sample path is small near y = 0 and large near
y = 1 when θ1 < 0. This trend increases as the value of θ1 decreases.
(a) θ =(0,-0.1,0.1,1) (b) θ =(0,-0.5,0.1,1) (c) θ =(0,-1,0.1,1)
Figure 15: Sample paths with θ1 = −0.1,−0.5,−1
(a) θ =(0,-0.1,0.1,1) (b) θ =(0,-0.5,0.1,1) (c) θ =(0,-1,0.1,1)
Figure 16: Sample paths with θ1 = −0.1,−0.5,−1 (y-axis side)
(a) θ =(0,-0.1,0.1,1) (b) θ =(0,-0.5,0.1,1) (c) θ =(0,-1,0.1,1)
Figure 17: Sample paths with θ1 = −0.1,−0.5,−1 (cross section at t = 0.5)
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Figures 18-20 are the sample paths, where θ0, θ1 and σ are fixed and only θ2 is changed.
These show that the variation of the sample path is large near y = 0 and small near y = 1 and
this trend increases as the value of θ2 decreases.
(a) θ =(0,0.1,0.01,1) (b) θ =(0,0.1,0.1,1) (c) θ =(0,0.1,1,1)
Figure 18: Sample paths with θ2 = 0.01, 0.1, 1
(a) θ =(0,0.1,0.01,1) (b) θ =(0,0.1,0.1,1) (c) θ =(0,0.1,1,1)
Figure 19: Sample paths with θ2 = 0.01, 0.1, 1 (y-axis side)
(a) θ =(0,0.1,0.01,1) (b) θ =(0,0.1,0.1,1) (c) θ =(0,0.1,1,1)
Figure 20: Sample paths with θ2 = 0.01, 0.1, 1 (cross section at t = 0.5)
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Figures 21-26 are the sample paths, where θ1, θ2 and σ are fixed and only θ0 is changed.
Figures 21-23 show the sample paths with T = 1 and Figures 24-26 show the sample paths with
T = 100. θ0 affects the shape of the sample path when y is fixed and t is changed. When T is
large, the effect of θ0 is large.
(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 21: Sample paths with θ0 = −5, 0, 5 and T = 1
(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 22: Sample paths with θ0 = −5, 0, 5 and T = 1 (t-axis side)
(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 23: Sample paths with θ0 = −5, 0, 5 and T = 100 (cross section at y = 0.5)
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(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 24: Sample paths with θ0 = −5, 0, 5 and T = 100
(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 25: Sample paths with θ0 = −5, 0, 5 and T = 100 (t-axis side)
(a) θ =(-5,0.1,0.1,1) (b) θ =(0,0.1,0.1,1) (c) θ =(5,0.1,0.1,1)
Figure 26: Sample paths with θ0 = −5, 0, 5 and T = 100 (cross section at y = 0.5)
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