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Abstract
Statistical inference based on lossy or incomplete samples is of fundamental importance in research
areas such as signal/image processing, medical image storage, remote sensing, signal transmission.
In this paper, we propose a nonparametric testing procedure based on quantized samples. In
contrast to the classic nonparametric approach, our method lives on a coarse grid of sample
information and are simple-to-use. Under mild technical conditions, we establish the asymptotic
properties of the proposed procedures including asymptotic null distribution of the quantization
test statistic as well as its minimax power optimality. Concrete quantizers are constructed for
achieving the minimax optimality in practical use. Simulation results and a real data analysis are
provided to demonstrate the validity and effectiveness of the proposed test. Our work bridges
the classical nonparametric inference to modern lossy data setting.
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1. Introduction
Statistical analysis based on lossy or incomplete data has attracted increasing attention in ma-
chine learning and information theory. For instance, in order to store and process signals using
digital devices, quantization is a common activity. Quantization is the process of mapping the
measurements from a large set (often an uncountably infinite set) to values in a smaller set. The
resulting values are often called as the quantized samples. A fundamentally important research
problem is how to make optimal statistical inferences based on quantized samples. This problem
is challenging in that, in addition to the measurement errors, quantized samples suffer from in-
formation loss due to the so-called quantization errors. Traditional theory and methods only take
into account measurement errors, and hence, are invalid in the quantization setting.
In recent years, researchers have made steady progress in signal recovery based on quan-
tized linear measurements, see, for example, Boufounos and Baraniuk (2008); Gupta et al. (2010);
Gopi et al. (2013); Plan and Vershynin (2013); Zhang et al. (2014); Slawski and Li (2015); Zhu and Gu
(2015); Slawski and Li (pear). In particular, Slawski and Li (2015) and Slawski and Li (pear) pro-
posed feasible algorithms for compressed sensing based on b-bit measurements with theoretical
guarantees. However, most of existing works in this direction have been only focusing on esti-
mations. For instance, Meinicke and Ritter (2002); Chen and Varshney (2010); Zhu and Lafferty
(2014, 2018) proposed optimal procedures for estimating a nonparametric function when mea-
surement bits are constrained. On the contrary, researches on the statistical inferences based on
quantized data are quite limited. To the best of our best knowledge, literature on nonparametric
testing under quantization is still missing. The aim of this paper is to fill this gap by proposing a
conceptually simple but asymptotically valid nonparametric testing method under restricted mea-
surement bits and derive its minimax optimality. In particular, our test can achieve the minimax
rate of testing in the sense of Ingster (1993). A concrete quantization scheme is later designed to
achieve such minimaxity. Our work can be viewed as an extension of the traditional nonparametric
inference (Fan et al., 2001; Shang and Cheng, 2013; Cheng and Shang, 2015; Shang and Cheng,
2015) to quantization setting, shedding some lights on the possibility of optimal statistical testing
with compressed resources.
The rest of paper is organized as follows. Section 2 first gives a brief review on the classical
smoothing spline regression. In Section 3, we propose a b-bit nonparametric estimator and corre-
sponding test statistic. In section 4, we first establish a nonasymptotic mean square error (MSE)
bound for the proposed b-bit estimator followed by its asymptotic convergence rate. The asymp-
totic normality and the power of the proposed test statistic are then investigated, which are shown
to attain minimax optimality for certain concrete quantization designs. Simulation examples are
provided to demonstrate the finite sample performance of our methods in Section 5 and a real
data analysis is illustrated in Section 6. Technical proofs are collected in a separate supplement
document.
2
2. Classical Smoothing Spline Regression
In this section, we review the classic smoothing spline regression. Consider samples generated
from the following nonparametric model:
yi = f(i/n) + σǫi, i = 1, . . . , n, (2.1)
where ǫi are iid zero-mean random variables with a common probability density function p(·),
and a standard deviation σ, and f belongs to an m-order (m > 1/2) periodic Sobolev space Sm
defined by
Sm(I) =
{ ∞∑
ν=1
fνϕν(·) :
∞∑
ν=1
f2ν γν <∞
}
, I := [0, 1],
where for k ≥ 1, ϕ2k−1(t) =
√
2 cos(2πkt), ϕ2k(t) =
√
2 sin(2πkt), γ2k−1 = γ2k = (2πk)2m.
Throughout this paper, we assume that p(ǫ) > 0 for any ǫ ∈ R.
In classic smoothing spline (ss) regression, f is estimated though the following optimization
problem:
f̂ ss ≡ argmin
f∈Sm
1
n
n∑
i=1
(yi − f(i/n))2 + λ
∫ 1
0
(f (m)(x))2dx.
It follows fromWahba (1990) that Sm endowed with inner product J(f, g) =
∫ 1
0 f
(m)(x)g(m)(x)dx
is a reproducing kernel Hilbert space (RKHS). Let K(·, ·) be the corresponding reproducing kernel
function and define Kx = K(x, ·) for any x ∈ I. It is well known that (see, e.g., Gu (2013)) K has
an explicit expression
K(x, y) =
(−1)m−1
(2m)!
B2m(x− y),
where B2m is the Bernoulli polynomial of order 2m. Clearly, Kx is an element in S
m for any x.
By the representer theorem, f̂ss has an explicit form
f̂ ss =
n∑
i=1
θiKi/n, (2.2)
where θ = (θ1, . . . , θn)
T = n−1(Σ+λIn)−1y with y = (y1, . . . , yn)T and Σ = [K(i/n, i′/n)/n]1≤i,i′≤n
being the n-dimensional scaled kernel matrix. Define Ω = [K⊗2(i/n, i′/n)/n]1≤i,i′≤n, whereK⊗2(x, x′) ≡∫ 1
0 K(x, y)K(y, x
′)dy is the “tensor” of K. The matrices Σ and Ω will be jointly used in Section
3 to construct both data-driven estimation procedure and our test statistic.
3. b-bit Smoothing Spline Regression
In reality, the storage of the samples yi may require infinitely many measurement bits. When
measurement bits are limited, only coarsely quantized samples are available, in which case f̂ ss
becomes infeasible. In this section, we propose an estimator of f based on quantized samples and
subsequently construct a test statistic for hypothesis testing.
3
3.1. b-bit Nonparametric Estimator
Suppose that b ≥ 1 bits are available for data processing, we can discretize continuous variables
yi’s with at most k = 2
b distinct values. Consider a quantizer Q defined as
Q(y) =
k∑
j=1
µjI(y ∈ Rj(t)),
where quantized values µ = (µ1, . . . , µk) are real constants, t = (t1, . . . , tk−1) for −∞ < t1 < . . . <
tk−1 < ∞ and R1(t) = (−∞, t1], R2(t) = (t1, t2], . . . , Rk−1(t) = (tk−2, tk−1], Rk(t) = (tk−1,∞).
Here, the Rj(t)’s form a partition of the real line with assigned marks µj ’s.
Suppose that the b-bit samples zi’s are obtained through the quantizer Q(·) in the sense that
zi = Q(yi), for i = 1, . . . , n. (3.1)
Based on these new samples {z1, · · · , zn}, we consider a b-bits (bb) estimation procedure
f̂bbµ,t ≡ argmin
f∈Sm
1
n
n∑
i=1
(zi − f(i/n))2 + λ
∫ 1
0
(f (m)(x))2dx. (3.2)
Similar to (2.2), we get that f̂bbµ,t has an explicit expression
f̂bbµ,t =
n∑
i=1
θ̂iKi/n,
(θ̂1, . . . , θ̂n)
T = (Σ + λIn)
−1z/n with z = (z1, . . . , zn)T .
In practice, there are several turning parameters to be specified. For the quantization scheme,
one can choose t1 = y(1), tk−1 = y(n), with y(j) being the j-th order statistic of (y1, . . . , yn) and
t2, . . . , tk−2 are chosen to be equally spaced grid points within the interval [t1, tk−1]. Given t, we
propose two choices for the representatives µ = (µ1, . . . , µk), (i) either choosing µ1 = t1, µk = tk−1
and µj = (tj−1 + tj)/2 for j = 2, . . . , k − 1, or (ii)
µj = µ̂
⋆
j ≡
∑n
i=1 yiI(yi ∈ Rj(t))∑n
i=1 I(yi ∈ Rj(t))
, j = 1, . . . , k, (3.3)
if the denominator is nonzero and setting µ̂⋆j ≡ 0 otherwise. The reason of design scheme in (3.3)
will be optimal in the sense that the information loss is minimized, which will be further discussed
in detail in Section 4. Finally, the selection of λ can be carried out by minimizing the generalized
cross validation (GCV) score
λ̂ = argmin
λ>0
n‖[In − Σ(Σ + λIn)−1]z‖22
[n− trace(Σ(Σ + λIn)−1)]2 , (3.4)
with ‖ · ‖2 being the Euclidean Norm of vectors.
Even though quantized data will suffer from information loss comparing to original data, the
the differences among f̂bbµ,t, f̂
ss and f0 can be well controlled by smartly choosing quantization
parameters µ and t, which are summarized in Theorem 1, Theorem 2 and Corollary 3 in Section
4.
4
3.2. b-bit Nonparametric Testing
In this section, we propose a b-bits statistic for testing the following hypothesis
H0 : f0(x) = f∗(x),∀x ∈ [0, 1], (3.5)
versus the nonparametric alternative
H1 : yi’s are generated under f0 ∈ Sm(I)\{f∗}, (3.6)
where f∗ is a known target function. Such a test maybe useful in applications when there are
known expectations of the signal process f(·). For example, testing H0 : f0(x) = 0 shows whether
the observed process yi’s are pure noises (through only the quantized samples zi’s). Or f∗(·) can
be the signal process for a normally functioning machine obtained from historical data and testing
H0 : f0(x) = f∗(x) reveals whether the machine is working properly.
Let ‖ · ‖ represent the L2-norm, i.e., ‖f‖2 = ∫ 10 f2(t)dt, a natural test statistic for (3.5) can be
based on the distance
Tµ,t = ‖f̂bbµ,t − f∗‖2, (3.7)
where f̂bbµ,t is the b-bits estimator under a certain quantization scheme µ = (µ1, . . . , µk) and
t = (t1, . . . , tk−1). Intuitively , Tµ,t measures the closeness of H0 and H1, and H0 tends to be
rejected if Tµ,t has a large value. Our goal is to construct a valid test statistic based on quantized
samples zi given by (3.1), and analyze its asymptotic power. To design a valid testing rule, we
derive an asymptotic null-distribution of Tµ,t. In Theorem 4, we shall show that under mild
conditions, under H0,
nTµ,t − trace(A)τ2k
snτ2k
d−→ N(0, 1) as n→∞,
where τ2k = V arH0(zi), A = (Σ + λIn)
−1Ω(Σ + λIn)−1 with Σ,Ω defined in Section 2 and s2n =
2
∑
1≤i 6=i′≤n a
2
i,i′ with ai,i′ being the (i, i
′)th entry of A. Consequently, the decision for testing (3.5)
vs. (3.6) at significance level α is
φn,k = I(|nTµ,t − trace(A)τ2k | ≥ z1−α/2snτ2k ), (3.8)
where z1−α/2 is the (1−α/2)-percentile of standard Gaussian variable. We reject (3.5) if and only
if φn,k = 1. Notice population variance τ
2
k in (3.8) is practically unavailable, we suggest replacing
it with empirical variance, i.e., τ̂2k = n
−1∑n
i=1 z
2
i − z¯2 with z¯ = n−1
∑n
i=1 zi.
The testing procedure defined in (3.8) is able to perform as good as testing procedure based
on original samples and achieve to optimal rate of testing, as long as the turning parameters are
well chosen. These results are stated in Theorem 4 and Theorem 5 in Section 4.
Remark 1. In some applications, one may not have the full knowledge of f∗ in (3.5) but can
only assumes it to reside in a parametric family. For example, one may be interested in testing
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the linearity of f0, i.e., H
linear
0 : f0(x) = βx + α, for some β, α ∈ R,. In this case, one can
simply obtain a least squared estimator f˜ bbµ,t(x) = β̂
bb
µ,tx + α̂
bb
µ,t based on quantized samples and
replace f∗ in (3.7) with f˜ bbµ,t(x). Our Theorems 4 and 5 are still valid with some minor but tedious
modifications.
4. Asymptotic Theory
In this section, several asymptotic results of the b-bit estimator and the test statistic are presented.
For simplicity, we assume that the quantization parameters t = (t1, . . . , tk−1) and µ = (µ1, . . . , µk)
are both nonrandom constants. Extensions to random case can be accomplished by more cum-
bersome arguments.
4.1. Optimal Rate of Convergence
The following theorem describes that the difference between f̂bbµ,t and f̂
ss can be well controlled
by carefully choosing quantization parameters µ and t.
Theorem 1. For any µ = (µ1, . . . , µk)
T ∈ Rk and t = (t1, . . . , tk−1)T ∈ Rk−1, it holds that
‖f̂ bbµ,t − f̂ ss‖2 ≤ n−1
k∑
j=1
{
n∑
i=1
(µj − yi)2I(yi ∈ Rj(t))
}
. (4.1)
Theorem 1 provides some insights to choose the vector of representatives µ. For any t =
(t1, . . . , tk−1)T ∈ Rk−1, we can choose µ to minimize the expectation of the upper bound in (4.1).
That is, we aim to find
µ⋆ = (µ⋆1, . . . , µ
⋆
k)
T
= argmin
µ∈Rk
k∑
j=1
E
{
n∑
i=1
(µj − yi)2I(yi ∈ Rj(t))
}
. (4.2)
It can be shown that the solution to (4.2) is
µ⋆j =
∑n
i=1E{yiI(yi ∈ Rj(t))}∑n
i=1 P (yi ∈ Rj(t))
. (4.3)
Since calculation of (4.3) is practically infeasible, one can choose their empirical counterparts µ̂⋆j ’s
defined in (3.3).
Let f̂bbt = f̂
bb
µ⋆,t denote the quantization estimator corresponding to µ
⋆. Let f0 ∈ Sm(I) be the
true function that generates the samples under model (2.1). We now establish a nonasymptotic
upper bound for the MSE E‖f̂bbt − f0‖2.
Theorem 2. For any n, λ, and t = (t1, . . . , tk−1)T ∈ Rk−1, it holds that
E‖f̂ bbt − f0‖2 ≤ 2E‖f̂ ss − f0‖2 + 2Gn,k(t),
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where Gn,k(t) = Ck(t)
2 +Gn,k,1(t) +Gn,k,2(t), with
Ck(t) = max
j=2,...,k−1
|tj − tj−1|,
Gn,k,1(t) =
∫ t1
−∞
z2
{
1
n
n∑
i=1
p
(
z − f0(i/n)
σ
)
σ−1
}
dz,
Gn,k,2(t) =
∫ ∞
tk−1
z2
{
1
n
n∑
i=1
p
(
z − f0(i/n)
σ
)
σ−1
}
dz.
Theorem 2 provides a nonasymptotic error bound for f̂bbt . The error bound consists of two
parts: the MSE of the original smoothing spline estimator E‖f̂ ss − f0‖2 and Gn,k(t). The latter
can be viewed as the error resulting from quantization. An extreme case is t1 → −∞, tk−1 →∞
and maxj |tj − tj−1| → 0, i.e., the quantizer becomes dense enough, in which Gn,k(t) tends to zero
reducing to the classical nonparametric estimation setting.
Following Theorem 2, we have following Corollary 3 stating that, under regularity conditions on
the quantizer Q, the proposed quantization estimator performs as good as the original smoothing
spline estimator in the sense that the MSE of the former does not exceed the latter. This sug-
gests that a suitable quantization scheme with only a few measurement bits can indeed preserve
estimation optimality.
Corollary 3. Suppose that, as T → ∞, p(z) satisfies ∫|z|≥T z2p(z)dz = O(T−d), where d > 0
is a constant. Furthermore, t = (t1, . . . , tk−1) ∈ Rk−1 satisfies t1 < 0, tk−1 > 0, and that |t1|−d,
t−dk−1, Ck(t)
2 are all of order O(E‖f̂ ss − f0‖2). Then infµ∈Rk ‖f̂ bbµ,t − f0‖2 = O(E‖f̂ ss − f0‖2).
Remark 2 further provides a concrete construction of such a scheme that achieves optimal
estimation.
Remark 2. We provide an example quantization scheme of O(log n) bits that yields estimation
optimality. Suppose λ ≍ n−2m/(2m+1). Then E‖f̂ ss − f0‖2 = O(n−2m/(2m+1)) (Wahba, 1990).
Consider k = 2(l + 1) for l ≥ 0 and a uniform quantizer t = (t1, t2, . . . , tk−1) = (−lc,−(l −
1)c, . . . , 0, c, 2c, . . . , lc) for a positive c. Suppose c . n−m/(2m+1) while l & n2m/((2m+1)d)c−1 with d
provided in Corollary 3, then t, k satisfy conditions of Corollary 3, and so infµ∈Rk ‖f̂ bbµ,t − f0‖2 =
O(n−2m/(2m+1)). In particular, if c ≍ n−2m/(2m+1), then we need k ≥ l & n2m(1+d/2)/((2m+1)d) to
achieve optimality. Recalling k = 2b, we nee b & log2 n bits to maintain optimality. Moreover,
if p(z) has exponentially decaying tails, i.e., as T → ∞, ∫|z|≥T z2p(z)dz = O(exp(−T d)) for
a positive d, then a counterpart of Corollary 3 will hold as well. In such a scenario, one can
construct a uniform quantizer with c . n−m/(2m+1) and l & (log n)1/dc−1, such that t = (−lc,−(l−
1)c, . . . , 0, c, 2c, . . . , lc) and k = 2(l + 1) will satisfy infµ∈Rk ‖f̂ bbµ,t − f0‖2 = O(n−2m/(2m+1)).
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4.2. Optimal Rate of Testing
Throughout this section we assume that the samples zi satisfy the following centralization condi-
tion:
Condition (C):
k∑
j=1
µj(σǫ1, . . . , σǫn)P (σǫ1 ∈ Rj(t)) = 0.
Condition (C) means that EH0{zi} = 0 for each i = 1, . . . , n, i.e., zi is centered at zero under
null hypothesis. An example for Condition (C) is the choice µj = µ
⋆
j for 1 ≤ j ≤ k, where µ⋆j are
defined by (4.3).
In the following theorems we let h = λ1/(2m).
Theorem 4. Suppose that E{ǫ41} < ∞, Condition (C) holds, and as n tends to infinity, the
following Rate Condition holds
Condition (R1) : τ2k ≍ 1, h = o(1), nh→∞.
Then under H0,
nTµ,t − trace(A)τ2k
snτ2k
d−→ N(0, 1), as n→∞. (4.4)
The proof of Theorem 4 relies on Stein’s exchangeable pair method. Theorem 4 shows that,
under regularity conditions, Tµ,t is asymptotically Gaussian under H0.
Overall the conditions are rather mild; see Remark 3 for more details. The only assumption
that needs some discussions is with regard to τ2k , which are deferred to Proposition 1 below. Based
on Theorem 4, the Proposition 1 asserts that the condition τ2k ≍ 1 holds when Ck(t) = o(1) and
µj’s satisfy the following boundedness condition
Condition (B): µj ∈ Rj(t) for 2 ≤ j ≤ k − 1.
In particular, µj = µ
⋆
j satisfy Condition (B).
Proposition 1. Suppose that Condition (B) holds, min{t21, t2k−1} > σ2 and Ck(t) = o(1).
Furthermore, µj(σǫ1, . . . , σǫn)
2P (σǫ1 ∈ Rj(t)) = O(1) for j = 1, k. Then we have that τ2k ≍ 1.
We now proceed to examine the power of the proposed testing methods. For simplicity, we
consider the Gaussian regression, i.e., ǫi are iid standard Gaussian variables. The results can be
naturally extended to more general situations such as variables with sub-Gaussian/exponential
tails, with more tedious technical argument. Let ρ > 0 be a fixed constant and Smρ (I) = {f ∈
Sm(I) : J(f) ≤ ρ2}. Define
δn,k =
√
n−1snτ2k + λ+ n−2m + Ck(t)2.
Theorem 5 below says that, under regularity conditions, our test can achieve arbitrary high power
provided that H0 andH1 are sufficiently separated by the rate δn,k. The additional Rate Condition
(R2) needed for proving such theorem is easy to verify; see Remark 3 for more details.
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Theorem 5. Suppose Conditions (B), (C) and (R1) are satisfied. Furthermore, the following
Rate Condition holds
Condition (R2): min{t21, t2k−1} > 8σ2 log n, nh2 →∞.
Then for any η > 0, there exists positive constants Cη and Nη s.t. for any n ≥ Nη,
inf
f∈Smρ (I)
‖f‖n≥Cηδn,k
P (reject H0|H1 is true) ≥ 1− η,
where ‖f‖n =
√∑n
i=1 f
2(i/n)/n is the “empirical” norm of f based on the design points.
The separation rate δn,k consists of two parts. The first part n
−1snτ2k + λ + n
−2m results
from the variance of Tµ,t (under H0) and the squared bias λ + n
−2m. This component serves as
the separation rate of the classical nonparametric testing problem; see Shang and Cheng (2013);
Cheng and Shang (2015); Shang and Cheng (2015, 2017). The additional part Ck(t)
2 comes from
quantization error. Indeed, when quantizer Q becomes dense enough in the sense that Ck(t)→ 0,
δn,k reduces to the classical separation.
Remark 3. When nh2 → ∞, the separation rate δn,k satisfies δn,k ≍
√
n−1snτ2k + λ+ Ck(t)2.
The sum of the first two terms inside the above square-root achieves minimum n−4m/(4m+1) when
λ ≍ n−4m/(4m+1). Therefore, if Ck(t) = O(n−2m/(4m+1)), δn,k ≍ n−2m/(4m+1), the minimax rate
of testing. And so our test is minimax optimal in the sense of Ingster (1993) under proper quan-
tization scheme.
Remark 4. Theorem 5 indicates a concrete quantizer of O(log n) bits that yields testing optimal-
ity. To see this, assume that t21 = t
2
k−1 = 16σ
2 log n and Ck(t) ≍ n−2m/(4m+1), and |tj − tj−1| =
Ck(t) for j = 2, . . . , k − 1. This scheme guarantees that our testing method is optimal, as indi-
cated by Theorem 5 and Remark 3. Then it can be seen that 8σ
√
log n = |t1 − tk−1| ≍ kCk(t) ≍
kn−2m/(4m+1), leading to that k ≍ √log nn2m/(4m+1). Together with the convention k = 2b, we
have b ≍ log2 log n + log n ≍ log n. That is, only O(log n) bits are needed for quantization such
that our test becomes optimal. In practice, one can simply choose t1 and tk−1 as the minimum
and maximum samples. Such choice will satisfy Condition (R2) provided that the error is sub-
Gaussian.
5. Simulation
In this section, we evaluate the finite sample performance of our methods through a simulation
study. In Section 5.1, we demonstrate the performance of our quantization estimator f̂bbµ,t defined
in (3.2). In Section 5.2, we evaluate the performance of our testing procedure. Three simulation
settings were conducted to evaluate the MSE of the estimator, size and power of the test based on
1000 independent replications. We considered periodic Sobolev space of order m = 2 with kernel
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function K(x, y) = −B4(x−y)/24, where B4 is the Bernoulli polynomial of order 4. Measurement
bits were chosen as b = 1, 2, 3, 5. We considered a uniform quantization scheme designed by
dividing the real numbers into k = 2b segments with the middle k − 2 intervals being the equal-
length partitions of the data range. We also compared our quantization results with those based
on f̂ ss, which we call as the “nonquantization” results.
5.1. Estimation Performance
We generated data from model y = sin(απx)+ǫ for α = 2, 8 with sample size n = 100, 200, 500, 1000
and examined two types of errors: (1) ǫ ∼ N(0, 1); (2) ǫ ∼ N(0, 4). The MSE of both f̂bbµ,t and
f̂ ss are compared to demonstrate the impact of quantization with λ chosen through GCV defined
in (3.4). Results are summarized in Figure 1, where it is apparent that the MSEs decrease as n
increases in all considered settings. Moreover, f̂ ss always has smaller MSE than f̂bbµ,t, and the gap
between the MSE tends to zero as b increases. This is consistent with our theory which says that
increasing b will diminish the quantization error so that the quantization estimator becomes more
accurate.
b=1
b=2
b=3
b=5
non−quan
0.00
0.25
0.50
0.75
1.00
250 500 750 1000
n
M
SE
b=1
b=2
b=3
b=5
non−quan
0.00
0.25
0.50
0.75
1.00
250 500 750 1000
n
M
SE
b=1
b=2
b=3
b=5
non−quan
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0.25
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0.75
1.00
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n
M
SE
b=1
b=2
b=3
b=5
non−quan
0.00
0.25
0.50
0.75
1.00
250 500 750 1000
n
M
SE
Fig 1. MSE. α = 2 for left 2 panels and α = 8 for right 2 panels. ǫ ∼ N(0, 1) for top 2 panels; N(0, 4) for bottom
2 panels.
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5.2. Hypothesis Testing
Let us now consider hypothesis testing (3.5) vs. (3.6). We generated data frommodel y = r sin(απx)+
ǫ, with r = 0, 0.01, 0.1, 0.3, 0.5, 1, α = 2, 8. The sample size is chosen to be n = 100, 500, 1000 for
r = 0 and n = 100, 500 for r > 0. In particular, r = 0 was used for examining the size of the
test while other values of r for power. We examined again two types of errors: (1) ǫ ∼ N(0, 1);
(2) ǫ ∼ N(0, 4). The target significance level was chosen as α = 0.1. The tuning parameter λ was
set as λ = λ̂GCV/ log(n) with λ̂GCV being picked by GCV. This choice is to be accommodate the
observation that the optimal λ for estimation is of the order O(n−2m/(2m+1)) (see Remark 2) while
the optimal λ for hypothesis testing is of the order O(n−4m/(4m+1)) (see Remark 3). As λ̂GCV is
about the optimal choice for estimation Wahba (1990), it is sensible to scale it down by a factor
of log(n).
Figure 2 reports the size of the test under various settings. Specially, the size of both quantiza-
tion and nonquantization tests approach the correct level 0.1 as n increases, for all cases that b > 1,
while for b = 1, the size is different from 0.1 due to severe loss of information during quantization.
This is consistent with the asymptotic distribution of the proposed test established in Theorem
4. Figure 3 and 4 summarize the power of the proposed test under various alternative hypotheses.
In all case scenarios, we observe that the powers of both quantization and nonquantization tests
approach one when r or n increases, which supports our theoretical findings in Theorem 5. When
n increases, additional data information makes it easier to detect the differences between H0 and
H1, hence the larger power. When b is small, significant loss of information due to quantization
results in lower power and such losses of powers quickly diminishes as b increases, indicating the
proposed quantization scheme can indeed maintain optimal statistical efficiency although much
smaller storage/transmitting capacity are required.
5.3. Additional simulations
Additional simulation results for testing the linearity of the underlying function f0(·) are provided
in a separate online supplement, following the approach described in Remark 1.
6. Empirical Study
In this section, we examined our method by Oregon Climate-Station Data with sample size
n = 2000. The aim is to explore the relationship between elevation (X) and average annual
(centered) temperature (Y ). Consider a nonparametric model Y = f(X)+error. Figure 5 displays
the estimated curve based on full data (non-quan) versus the estimated curves based on b-bits
quantizations (b = 1, 2, 3, 5). Periodic spline with order m = 2 was used. It can be observed that
the quantization estimations based on b = 1, 2, i.e., the red and blue curves, are different from
the black curve based on full data. When b = 3, 5, such difference quickly diminishes; the purple
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Fig 2. Size under H0. Left panel ǫ ∼ N(0, 1) and right panel ǫ ∼ N(0, 4).
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Fig 3. Power under α = 2. ǫ ∼ N(0, 1) for left 3 panels; N(0, 4) for right 3 panels.
curve based on b = 5 almost coincides with the black one. This shows the effectiveness of b-bits
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Fig 4. Power under α = 8. ǫ ∼ N(0, 1) for left 3 panels; N(0, 4) for right 3 panels.
quantization when b is suitably large.
Next, we conduct some hypothesis tests for the relationship between the elevation and the
temperature. The first test is to test whether there is any association between them, i.e., Hconst0 :
f is a consant. The p-values for Hconst0 based on full data and b-bits quantizations with b =
1, 2, 3, 5 are all close to zero, implying strong rejection. This is obvious from Figure 5. Next,
observe from Figure 5 that except the case b = 2, all the estimated curves display strong linear
patterns. Therefore, we also test H linear0 : f is linear following the approach described in Remark 1.
The p-values for H linear0 are 0 for b = 2 and 0.174, 0.271, 0.247 for b = 2, 3, 5 comparing to 0.318
based on full data, which coincide with the findings based on Figure 5.
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Fig 5. Elevation vs. Temperature based on full data (non-quan) and b-bits quantizations with b = 1, 2, 3, 5. Sample
size is 2000.
7. Conclusion and Extensions
In this paper, we propose a non-parametric testing procedure based on quantized observations.
Our test is simple and easy-to-use based on L2-metric between the quantization estimator and
the hypothesized function. Using Stein’s exchangeable pair method, we show that the proposed
test is asymptotically Gaussian under null hypothesis, which leads to an asymptotically valid
testing rule. We also examine the power of the test under local alternatives and derive minimax
optimality. Concrete quantizer for achieving minimaxity is also constructed.
In the end, we discuss two extensions of the current work. First, the present paper only deals
with periodic splines. It is interesting to extend our results to more general splines or even kernel
ridge regression. The special periodic spline largely reduces the difficulty level of the technical
proofs. Indeed, the majority of the proofs can be accomplished by exact calculations based on
trigonometric series. For general RKHS, exact calculations are impossible, and so more involved
proofs are needed. Second, the current results require a prefixed regularitym. Whenm is unknown,
a new adaptive testing procedure that is free of the knowledge on m will be highly desirable. This
may be done by constructing a sequence of quantization tests index by a range of m values. The
adaptive test can be simply taken as the maximum value of these tests. Motivated by Liu et al.
(2018), such adaptive test may asymptotically approach an extreme value distribution. A lower
bound on b that attains minimax rate of adaptive testing will be a useful result.
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Supplement to ”Optimal Nonparametric Inference under
Quantization”
This supplement document contains proofs and additional simulation results that were not
included in the main text.
S.1. Additional Simulations
In this section, we provide some additional simulation results for testing linearity proposed in our
Remark 1. We generated the model y = 3x+2+rβ11,3(x)+ǫ for r = 0, 0.1, 0.5, 1, 3 with two types
of error ǫ ∼ N(0, 1) and ǫ ∼ N(0, 4), where βa,b(x) is the density function of beta distribution
with parameters a, b. In particular, the case when r = 0 was to examine the size of the test and
other cases are for power. The sample size was set to be n = 100, 200, 500, 1000 for r = 0 and
n = 100, 500, 1000 for r > 0. The turning parameter λ was selected λ = λ̂GCV/ log(n) with λ̂GCV
being picked by GCV. The significant level of the test is chosen to be 0.1.
Figure S.1 reports size of the test under various settings. The size of non-quantized testing
and b-bit testing with larger b, i.e., b > 2 when ǫ ∼ N(0, 1) and b > 1 when ǫ ∼ N(0, 4), are
approaching 0.1 as the sample size increasing, which confirms the validity of our theorem. For
small b, the size is far way from 0.1, which may due to the inaccurate estimation of the linear
function based on quantized data.
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Fig S.1. Size under H0 : f is linear. Left panel ǫ ∼ N(0, 1) and right panel ǫ ∼ N(0, 4).
Figure S.2 and Figure S.3 summarize the power of testing under different alternative hypotheses.
In all cases, the power of the test will approach to one when either r or n increases, which supports
our theoretical results. Moreover, with small b, e.g., b = 1, the power is smaller comparing to other
scenarios with larger b, probably is due to too much information loss in the quantization step.
For b > 1, quantized testing and testing based on full data have almost the same power, which
suggests that our statistic has satisfactory finite sample performance.
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Fig S.2. Power under H1 : f is not linear with ǫ ∼ N(0, 1). Left panel n = 100, middle panel n = 500 and right
panel n = 1000
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Fig S.3. Power under H1 : f is not linear with ǫ ∼ N(0, 4). Left panel n = 100, middle panel n = 500 and right
panel n = 1000
S.2. Technical Proofs
Proof of Theorem 1. By direct calculations, we have
f̂bbµ,t − f̂ ss =
∞∑
ν=1
n∑
i=1
(θ̂i − θi)ϕν(i/n)
γν
ϕν
=
∞∑
ν=1
ΦTν (θ̂ − θ)
γν
ϕν ,
where Φν = (ϕν(1/n), ϕν(2/n), . . . , ϕν(n/n))
T . So
‖f̂bbµ,t − f̂ ss‖2 =
∞∑
ν=1
|ΦTν (θ̂ − θ)|2
γ2ν
= (θ̂ − θ)T
∞∑
ν=1
ΦνΦ
T
ν
γ2ν
(θ̂ − θ)
= n−1(z − y)T (Σ + λIn)−1Ω(Σ + λIn)−1(z − y). (S.1)
2
We now look at Σ and Ω. For 0 ≤ l ≤ n− 1, let
cl =
2
n
∞∑
k=1
cos(2πkl/n)
(2πk)2m
,
dl =
2
n
∞∑
k=1
cos(2πkl/n)
(2πk)4m
.
Since cl = cn−l and dl = dn−l for l = 1, 2, . . . , n − 1, Σ and Ω are both symmetric circulant of
order n. Let ε = exp(2π
√−1/n). Ω and Σ share the same normalized eigenvectors as
xr =
1√
n
(1, εr , ε2r, . . . , ε(n−1)r)T , r = 0, 1, . . . , n− 1.
Let M = (x0, x1, . . . , xn−1). Denote M∗ as the conjugate transpose of M . Clearly, MM∗ = In
and Σ,Ω admits the following decomposition
Σ =MΛcM
∗, Ω =MΛdM∗, (S.2)
where Λc = diag(λc,0, λc,1, . . . , λc,n−1) and Λd = diag(λd,0, λd,1, . . . , λd,n−1) with λc,l = c0+ c1εl +
. . .+ cn−1ε(n−1)l and λd,l = d0 + d1εl + . . . + dn−1ε(n−1)l.
Direct calculations show that
λc,l =
{
2
∑∞
k=1
1
(2πkn)2m
, l = 0,∑∞
k=1
1
[2π(kn−l)]2m +
∑∞
k=0
1
[2π(kn+l)]2m
, 1 ≤ l ≤ n− 1. (S.3)
λd,l =
{
2
∑∞
k=1
1
(2πkn)4m
, l = 0,∑∞
k=1
1
[2π(kn−l)]4m +
∑∞
k=0
1
[2π(kn+l)]4m , 1 ≤ l ≤ n− 1.
(S.4)
It is easy to examine that
λc,0 = 2c¯m(2πn)
−2m, λd,0 = 2d¯m(2πn)−4m, (S.5)
and for 1 ≤ l ≤ n− 1,
λc,l =
1
[2π(n − l)]2m +
1
(2πl)2m
+
∞∑
k=2
1
[2π(kn − l)]2m +
∞∑
k=1
1
[2π(kn + l)]2m
,
λd,l =
1
[2π(n − l)]4m +
1
(2πl)4m
+
∞∑
k=2
1
[2π(kn − l)]4m +
∞∑
k=1
1
[2π(kn + l)]4m
, (S.6)
3
and for c¯m :=
∑∞
k=1 k
−2m, cm :=
∑∞
k=2 k
−2m, d¯m :=
∑∞
k=1 k
−4m, dm :=
∑∞
k=2 k
−4m,
cm(2πn)
−2m ≤
∞∑
k=2
1
[2π(kn − l)]2m ≤ c¯m(2πn)
−2m,
cm(2πn)
−2m ≤
∞∑
k=1
1
[2π(kn + l)]2m
≤ c¯m(2πn)−2m,
dm(2πn)
−4m ≤
∞∑
k=2
1
[2π(kn − l)]4m ≤ d¯m(2πn)
−4m,
dm(2πn)
−4m ≤
∞∑
k=1
1
[2π(kn + l)]4m
≤ d¯m(2πn)−4m.
It follows from (S.5) and (S.6) that λd,l ≤ λ2c,l for 0 ≤ l ≤ n− 1, therefore,
(z − y)T (Σ + λIn)−1Ω(Σ + λIn)−1(z − y)
= (z − y)TMdiag
(
λd,0
(λ+ λc,0)2
, . . . ,
λd,n−1
(λ+ λc,n−1)2
)
M∗(z − y)
≤ (z − y)TMM∗(z − y) = (z − y)T (z − y).
Therefore, it follows by (S.1) that
‖f̂bbµ,t − f̂ ss‖2 ≤ n−1(z − y)T (z − y)
= n−1
n∑
i=1
(zi − yi)2
= n−1
n∑
i=1
|
k∑
j=1
(µj − yi)I(yi ∈ Rj(t))|2
= n−1
k∑
j=1
{
n∑
i=1
(µj − yi)2I(yi ∈ Rj(t))
}
.
(S.7)
This completes the proof.
Proof of Theorem 2. It holds that ‖f̂bbt − f0‖2 ≤ 2‖f̂bbt − f̂ ss‖2+2‖f̂ ss− f0‖2. So we only need
to analyze the first term.
It follows by equation (S.7) in the proof of Theorem 1 that E‖f̂bbµ,t− f̂ ss‖2 is minimized by using
µ⋆j given by (4.3). It is also easy to seem that µ
⋆
j ∈ Rj(t) for j = 1, . . . , k, which implies
(µ⋆j − yi)2I(yi ∈ Rj(t)) ≤ (tj − tj−1)2I(yi ∈ Rj(t)), j = 2, . . . , k − 1,
and
(µ⋆j − yi)2I(yi ∈ Rj(t)) ≤ (tj − yi)2I(yi ∈ Rj(t)), j = 1 or k.
4
Therefore, we have the following
E‖f̂bbt − f̂ ss‖2
≤ n−1
k∑
j=1
n∑
i=1
E
{
(µ⋆j − yi)2I(yi ∈ Rj(t))
}
≤ n−1
∑
j=1,k
n∑
i=1
E
{
(tj − yi)2I(yi ∈ Rj(t))
}
+ n−1
k−1∑
j=2
n∑
i=1
E
{
(tj − tj−1)2I(yi ∈ Rj(t))
}
≤ n−1
∑
j=1,k
n∑
i=1
E
{
(µ⋆j − yi)2I(yi ∈ Rj(t))
}
+ n−1
k−1∑
j=2
(tj − tj−1)2
n∑
i=1
p(yi ∈ Rj(t)). (S.8)
On the other hand, by elementary calculations we have
n−1
k−1∑
j=2
(tj − tj−1)2
n∑
i=1
p(yi ∈ Rj(t)) ≤ max
j=2,...,k−1
(tj − tj−1)2,
n−1
n∑
i=1
E
{
(µ⋆1 − yi)2I(yi ∈ R1(t))
}
= n−1
(
n∑
i=1
E{y2i I(yi ∈ R1(t))} − E
{
(
∑n
i=1 yiI(yi ∈ R1(t)))2∑n
i=1 I(yi ∈ R1(t))
})
≤ n−1
n∑
i=1
E{y2i I(yi ∈ R1(t))}
= n−1
n∑
i=1
∫ t1
−∞
z2p
(
z − f0(i/n)
σ
)
σ−1dz
=
∫ t1
−∞
z2
{
1
n
n∑
i=1
p
(
z − f0(i/n)
σ
)
σ−1
}
dz,
and similarly,
n−1
n∑
i=1
E
{
(µ⋆k − yi)2I(yi ∈ Rk(t))
} ≤ ∫ ∞
tk−1
z2
{
1
n
n∑
i=1
p
(
z − f0(i/n)
σ
)
σ−1
}
dz.
Combining the above we get the desired result.
Proof of Theorem 4. For p > 0, define the pth order moment of the standardized zi:
mp = EH0{|zi/τk|p},
where EH0 denotes the expectation under H0. Without loss of generality, we only consider the
case f∗(x) = 0 in (3.5).
First of all, using Cauchy-Schwartz inequality it can be shown that EH0{z4i } ≤ σ4E{ǫ4i } <∞.
Together with the assumption τ2k ≍ 1 we get that
mp = O(1) for p = 3, 4. (S.9)
5
Define wi = zi/τk for i = 1, . . . , n. Then wi are iid variables with zero-mean and unit variance.
Define z = (z1, . . . , zn)
T and w = (w1, . . . , wn)
T . Define A0 = diag(a1,1, . . . , an,n) and A1 = A−A0.
Let B = A1/sn. Immediately, for all i = 1, . . . , n, ai,i = n
−1∑n−1
l=0 ξl ≍ 1/(nh), therefore,∑
i 6=i′
a2i,i′ =
n∑
i,i′=1
a2i,i′ −
n∑
i=1
a2i,i
= trace(A2)− n
(
n−1
n−1∑
l=0
ξl
)2
=
n−1∑
l=0
ξ2l − n
(
n−1
n−1∑
l=0
ξl
)2
≍ h−1(1− 1/(nh)) ≍ h−1,
where the last “≍” follows from condition (nh)−1 = o(1). This implies that s2n ≍ h−1. Furthermore,
trace(A2) =
n−1∑
l=0
ξ2l ≍ h−1 and trace(A4) =
n−1∑
l=0
ξ4l ≍ h−1. (S.10)
By (S.1) it can be shown that nTµ,t = z
TAz, which leads to that
nTµ,t −
∑n
i=1 ai,iτ
2
k
snτ2k
=
zTAz −∑ni=1 ai,iτ2k
snτ2k
=
wTAw −∑ni=1 ai,i
sn
=
∑n
i=1 ai,i(w
2
i − 1) +
∑
1≤i 6=i′≤n ai,i′wiwi′
sn
=
∑n
i=1 ai,i(w
2
i − 1)
sn
+
∑
i 6=i′
bi,i′wiwi′ ≡ Q1 +Q2.
We first look at Q1. By (S.9) we have
E{|
n∑
i=1
ai,i(w
2
i − 1)|2}/s2n = s−2n
n∑
i=1
a2i,i(m4 − 1) ≍
m4 − 1
nh
= o(1),
which leads to Q1 = oP (1).
Define bi,i = 0 for i = 1, . . . , n and B = [bi,i′ ]1≤i,i′≤n. We next analyze Q2. Note that
Q2 = w
TBw. Let (w′1, . . . , w
′
n)
T be an independent copy of w = (w1, . . . , wn)
T . Let I be uniform
distributed on {1, 2, . . . , n}. Throughout, we let w′i, wi and I be mutually independent. Define
w′ = (w1, . . . , wI−1, w′I , wI+1, . . . , wn)
T . So (w,w′) is an exchangeable pair (see Reinert and Ro¨llin
(2009)), and w′ = w + eI(w′I − wI), where ej = (0, . . . , 0, 1, 0, . . . , 0)T with 1 being at the jth
position for j = 1, . . . , n. Let Q′2 = (w
′)TBw′. By a simple calculation it can be shown that
Q′2 −Q2 = (w′)TBw′ − wTBw = 2(w′I − wI)eTI Bw. So it follows that
E{Q′2 −Q2|w} = E{2(w′I − wI)eTI Bw|w} =
2
n
n∑
j=1
E{(w′j − wj)eTj Bw|w} = −
2
n
Q2. (S.11)
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Let g0 : R→ [0, 1] be a C3-function such that g0(s) = 1 for s ≤ 0 and g0(s) = 0 for s ≥ 1. Let
Gu(s) = g0(ψn(s−u)) for u ∈ R, where ψn is a positive sequence tending to infinity and satisfying
(m24 +m
2
3 +m4)ψ
2
nh = o(1), m3ψ
3
nh
1/2 = o(1). (S.12)
The existence of such ψn follows by (S.9).
Next we will approximate E{Gu(Q2)−Gu(V )} where V ∼ N(0, 1). Consider Stein’s equation
Gu(s)−E{Gu(V )} = f¨(s)− wf˙(s), (S.13)
where f˙ and f¨ represent first- and second-order derivatives of f . By Goldstein and Rinott (1996),
a solution to (S.13) is
f(s) = −
∫ 1
0
1
2t
[E{Gu(
√
ts+
√
1− tV )} − E{Gu(V )}]dt. (S.14)
Let C1 = ‖g˙0‖sup, C2 = ‖g¨0‖sup, and C3 = ‖
...
g 0‖sup, where
...
g 0 is the third-order derivative of
g0. It is easy to see that
f¨(s) = −1
2
∫ 1
0
EU{G¨u(
√
ts+
√
1− tU)}dt,
...
f (s) = −1
2
∫ 1
0
√
tEU{
...
Gu(
√
ts+
√
1− tU)}dt.
Clearly, it holds that ‖f¨‖sup ≤ ‖G¨u‖sup ≤ C2ψ2n and ‖
...
f ‖sup ≤ ‖
...
Gu‖sup ≤ C3ψ3n.
By exchangeability, 12E{(Q′2 −Q2)(f˙(Q′2) + f˙(Q2))} = 0. So E{(Q′2 −Q2)f˙(Q2)}+ 12E{(Q′2 −
Q2)(f˙(Q
′
2)−f˙(Q2))} = 0. Since E{(Q′2−Q2)f˙(Q2)} = E{E{Q′2−Q2|w}f˙ (Q2)} = − 2nE{Q2f˙(Q2)},
we have
E{Q2f˙(Q2)} − E{f¨(Q2)}
=
n
4
E{(Q′2 −Q2)(f˙(Q′2))− f˙(Q2))} − E{f¨(Q2)}
=
n
4
E{f¨(Q2)(Q′2 −Q2)2} − E{f¨(Q2)}
+
n
4
∫ 1
0
(1− t)× E{
...
f (Q2 + t(Q
′
2 −Q2))(Q′2 −Q2)3}dt
= E{f¨(Q2)(
n∑
i=1
(w′i − wi)2(eTi Bw)2 − 1)}
+2
∫ 1
0
(1− t)E{...f (Q2 + t(Q′2 −Q2))
n∑
i=1
(w′i − wi)3(eTi Bw)3} ≡ J1 + J2.
The terms J1 and J2 are approximated in the following lemma.
Lemma S.1. Let Mp = E{wpi } for p ≥ 1. Then it holds that
(i). |J1| ≤ C2(16M24 + 192M23 + 163M4 + 213)ψ2ns−4n trace(A4);
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(ii). |J2| ≤ 128
√
3/2C3E{|wi|3}ψ3ns−2n
√
trace(A4).
Proof of Lemma S.1. Proof of (1). By direct examinations we have
|J1| ≤ C2ψ2nE{|
n∑
i=1
(1 + w2i )(e
T
i Bw)
2 − 1|} ≤ C2ψ2nE{|
n∑
i=1
Di − 1|2}1/2,
where Di = (1 +w
2
i )(e
T
i Bw)
2. Since
∑n
i=1E{Di} = 1, we get that
E{(
n∑
i=1
Di − 1)2} = E{|
n∑
i=1
[Di − E{Di}]|2}
=
n∑
i=1
E{(Di − E{Di})2}+
∑
i 6=i′
E{(Di − E{Di})(Di′ − E{Di′})}.(S.15)
The first term of (S.15) is equal to
n∑
i=1
[3(3 +M4)(e
T
i B
2ei)
2 − 4(eTi B2ei)2]
= (5 + 3M4)
n∑
i=1
(eTi B
2ei)
2
= (5 + 3M4)
n∑
i=1
(
n∑
l=1
b2i,l
)2
≤ (5 + 3M4)
n∑
i=1
(
b∑
l=1
a2i,l
)2
/s4n
≤ (5 + 3M4)trace(A4)/s4n ≍ (5 + 3M4)h,
where the last “≍” follows by (S.10).
The second term of (S.15) is equal to∑
i 6=i′
[E{(1 + w2i )(1 + w2i′)(eTi Bw)2(eTi′Bw)2} − E{(1 + w2i )(eTi Bw)2}E{(1 + w2i′)(eTi′Bw)2}]
=
∑
i 6=i′
[E{(1 + w2i )(1 + w2i′)E{(eTi Bw)2(eTi′Bw)2|wi, wi′}}
−E{(1 + w2i )(eTi Bw)2}E{(1 + w2i′)(eTi′Bw)2}].
We have that
E{(eTi Bw)2(eTi′Bw)2|wi, wi′} = E{(bi,i′wi′ +
∑
l 6=i,i′
bi,lwl)
2(bi′,iwi +
∑
l 6=i,i′
bi′,lwl)
2|wi, wi′}
= E{(N1 +N2 +N3)(N ′1 +N ′2 +N ′3)|wi, wi′}
= E{N1N ′1|wi, wi′}+E{N1N ′2|wi, wi′}+ E{N1N ′3|wi, wi′}
+E{N2N ′1|wi, wi′}+ E{N2N ′2|wi, wi′}+ E{N2N ′3|wi, wi′}
+E{N3N ′1|wi, wi′}+ E{N3N ′2|wi, wi′}+ E{N3N ′3|wi, wi′},
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where N1 = (
∑
l 6=i,i′ bi,lwl)
2, N2 = 2
∑
l 6=i,i′ bi,lwlbi,i′wi′ , N3 = b
2
i,i′w
2
i′ , N
′
1 = (
∑
l 6=i,i′ bi′,lwl)
2,
N ′2 = 2
∑
l 6=i,i′ bi′,lwlbi′,iwi, N
′
3 = b
2
i′,iw
2
i . By direct calculations, it is easy to see that
E{N1N ′1|wi, wi′} = M4
∑
l 6=i,i′
b2i,lb
2
i′,l +
∑
l1,l2 6=i,i′
l1 6=l2
b2i,l1b
2
i′,l2 + 2
∑
l1,l2 6=i,i′
l1 6=l2
bi,l1bi,l2bi′,l1bi′,l2 ,
E{N1N ′2|wi, wi′} = 2M3bi′,iwi
∑
l 6=i,i′
b2i,lbi′,l,
E{N1N ′3|wi, wi′} = b2i′,iw2i
∑
l 6=i,i′
b2i,l,
E{N2N ′1|wi, wi′} = 2M3bi,i′wi′
∑
l 6=i,i′
b2i′,lbi,l,
E{N2N ′2|wi, wi′} = 4b2i,i′wi′wi
∑
l 6=i,i′
bi,lbi′,l,
E{N2N ′3|wi, wi′} = E{N3N ′2|wi, wi′} = 0,
E{N3N ′1|wi, wi′} = b2i,i′w2i′
∑
l 6=i,i′
b2i′,l,
E{N3N ′3|wi, wi′} = b2i,i′b2i′,iw2iw2i′ .
Therefore, it can be shown that∑
i 6=i′
[E{DiDi′} − E{Di}E{Di′}]
= 4M4
∑
i 6=i′
∑
l 6=i,i′
b2i,lb
2
i′,l + 4
∑
i 6=i′
∑
l1,l2 6=i,i′
l1 6=l2
b2i,l1b
2
i′,l2
+8
∑
i 6=i′
∑
l1,l2 6=i,i′
l1 6=l2
bi,l1bi,l2bi′,l1bi′,l2 + 4M
2
3
∑
i 6=i′
bi,i′
∑
l 6=i,i′
b2i,lbi′,l
+4M23
∑
i 6=i′
bi′,i
∑
l 6=i,i′
bi,lb
2
i′,l + 2(1 +M4)
∑
i 6=i′
b2i,i′
∑
l 6=i,i′
b2i,l
+2(1 +M4)
∑
i 6=i′
b2i,i′
∑
l 6=i,i′
b2i′,l + 4M
2
3
∑
i 6=i′
b2i′,i
∑
l 6=i,i′
bi,lbi′,l
+(1 +M4)
2
∑
i 6=i′
b4i,i′ − 4
∑
i 6=i′
∑
l 6=i
b2i,l
∑
l 6=i′
b2i′,l
≤ 4M4
∑
i 6=i′
∑
l 6=i,i′
b2i,lb
2
i′,l + 8
∑
i 6=i′
∑
l1,l2 6=i,i′
l1 6=l2
bi,l1bi,l2bi′,l1bi′,l2 + 4M
2
3
∑
i 6=i′
bi,i′
∑
l 6=i,i′
b2i,lbi′,l
+4M23
∑
i 6=i′
bi′,i
∑
l 6=i,i′
bi,lb
2
i′,l + 2(1 +M4)
∑
i 6=i′
b2i,i′
∑
l 6=i,i′
b2i,l
+2(1 +M4)
∑
i 6=i′
b2i,i′
∑
l 6=i,i′
b2i′,l + 4M
2
3
∑
i 6=i′
b2i′,i
∑
l 6=i,i′
bi,lbi′,l + (1 +M4)
2
∑
i 6=i′
b4i,i′
≤ (M24 + 12M23 + 10M4 + 13)trace(B4).
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The last inequality holds because each term in the summation is bounded by trace(B4) multiplied
by suitable constants.
Since B = (A−A0)/sn, we have B2 ≤ 2(A2 +A20)/s2n and B4 ≤ 8(A4 +A40)/s4n. So
trace(B4) ≤ 16s−4n trace(A4),
where the last inequality follows from the trivial fact trace(A4) ≥ ∑ni=1 a4i,i. From the above
analysis, we get that
|J1| ≤ C2(16M24 + 192M23 + 163M4 + 213)ψ2ns−4n trace(A4).
This proves (1).
Proof of (2). It holds that
|J2| =
∣∣2 n∑
i=1
∫ 1
0
(1− t)E{...f (Q2 + t(Q′2 −Q2))(w′i − wi)3(eTi Bw)3}
∣∣
≤ 2‖
...
f ‖sup
n∑
i=1
E{|w′i − wi|3|eTi Bw|3}
= 2‖...f ‖sup
n∑
i=1
E{|w′i − wi|}E{|eTi Bw|3}
≤ 32C3E{|wi|3}ψ3n
n∑
i=1
E{|eTi Bw|3}
≤ 32C3E{|wi|3}ψ3n
n∑
i=1
E{|eTi Bw|4}1/2E{|eTi Bw|2}1/2
= 32
√
3C3E{|wi|3}ψ3n
n∑
i=1
(eTi B
2ei)
3/2
≤ 32
√
3C3E{|wi|3}ψ3n
√√√√ n∑
i=1
(eTi B
2ei)2
n∑
i=1
eTi B
2ei
≤ 32
√
3/2C3E{|wi|3}ψ3n
√
trace(B4)
≤ 128
√
3/2C3E{|wi|3}ψ3ns−2n
√
trace(A4).
This proves (2).
By Lemma S.1, (S.10) and s2n ≍ h−1, we have
|J1| . C2(16M24 + 192M23 + 163M4 + 213)ψ2nh,
|J2| . 128
√
3/2C3E{|wi|3}ψ3nh1/2.
By (S.12) we have uniformly for u ∈ R:
E{Gu(Q2)} − E{Gu(V )} → 0, n→∞. (S.16)
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Similarly, for G˜u(s) = g0(ψn(s− u) + 1), it can be shown that uniformly for u ∈ R:
E{G˜u(Q2)} − E{G˜u(V )} → 0, n→∞. (S.17)
By elementary facts,
P (Q2 ≤ u) ≤ E{Gu(Q2)} ≤ P (Q2 ≤ u+ ψ−1n ),
P (V ≤ u) ≤ E{Gu(V )} ≤ P (V ≤ u+ ψ−1n ),
P (Q2 ≤ u− ψ−1n ) ≤ E{G˜u(Q2)} ≤ P (Q2 ≤ u),
P (V ≤ u− ψ−1n ) ≤ E{G˜u(V )} ≤ P (V ≤ u). (S.18)
By (S.16), (S.17) and (S.18), we get that uniformly for u ∈ R,
P (Q2 ≤ u)− P (V ≤ u) ≤ E{Gu(Q2)−Gu(V )}+ P (V ≤ u+ ψ−1n )− P (V ≤ u)→ 0,
P (V ≤ u)− P (Q2 ≤ u) ≤ E{G˜u(V )− G˜u(Q2)}+ P (V ≤ u)− P (V ≤ u− ψ−1n )→ 0.
Hence, as n tends to infinity,
sup
u∈R
|P (Q2 ≤ u)− P (V ≤ u)| → 0.
This, together with Q1 = oP (1), proves the desired result (4.4).
Proof of Proposition 1. Assume that for 2 ≤ s ≤ k − 1, t1 < t2 < · · · < ts−1 ≤ 0 < ts < · · · <
tk−1. Then we have
s−1∑
j=2
µ2jP (σǫ1 ∈ Rj(t)) ≤
s−1∑
j=2
∫ tj/σ
tj−1/σ
p(ǫ)dǫt2j−1
≤ 2
s−1∑
j=2
∫ tj/σ
tj−1/σ
p(ǫ)dǫ(t2j + Ck(t)
2)
= 2σ2
s−1∑
j=2
∫ tj/σ
tj−1/σ
ǫ2p(ǫ) + 2Ck(t)
2
s−1∑
j=2
∫ tj/σ
tj−1/σ
p(ǫ)dǫ,
and similarly,
k−1∑
j=s+1
µ2jP (σǫ1 ∈ Rj(t)) ≤
k−1∑
j=s+1
∫ tj/σ
tj−1/σ
p(ǫ)dǫt2j
≤ 2
k−1∑
j=s+1
∫ tj/σ
tj−1/σ
p(ǫ)dǫ(t2j−1 + Ck(t)
2)
≤ 2σ2
k−1∑
j=s+1
∫ tj/σ
tj−1/σ
ǫ2p(ǫ)dǫ+ 2Ck(t)
2
k−1∑
j=s+1
∫ tj/σ
tj−1/σ
p(ǫ)dǫ.
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Since |µs| ≤ Ck(t), together with the above estimations we have
τ2k =
s−1∑
j=2
µ2jP (σǫ1 ∈ Rj(t)) +
k−1∑
j=s+1
µ2jP (σǫ1 ∈ Rj(t))
+µ21P (σǫ1 ∈ R1(t)) + µ2kP (σǫ1 ∈ Rk(t)) + µ2sP (σǫ1 ∈ Rs(t))
≤ 2σ2
∫
R
ǫ2p(ǫ)dǫ+ 3Ck(t)
2 +O(1).
This proves τ2k . 1.
On the other hand, by t21 > σ
2 and ts−1 = O(Ck(t)) = o(1), we have
τ2k ≥
s−1∑
j=2
µ2jP (σǫ1 ∈ Rj(t))
≥
s−1∑
j=2
t2j
∫ tj/σ
tj−1/σ
p(ǫ)dǫ
≥
s−1∑
j=2
(t2j−1/2− Ck(t)2)
∫ tj/σ
tj−1/σ
p(ǫ)dǫ
≥ σ
2
2
s−1∑
j=2
∫ tj/σ
tj−1/σ
ǫ2p(ǫ)dǫ− Ck(t)2
s−1∑
j=2
∫ tj/σ
tj−1/σ
p(ǫ)dǫ
≥ σ
2
2
∫ ts−1/σ
t1/σ
ǫ2p(ǫ)dǫ−Ck(t)2 ≍ 1.
This proves τ2k & 1. Proof is completed.
Proof of Theorem 5. The proof of Theorem 5 requires some preliminary lemmas. Without
loss of generality, we only consider the case f∗(x) = 0 in (3.5).
Suppose f is the regression function generating samples via model (2.1), and let
z˜i = ziI(|ǫi| ≤
√
2 log n),
z0i =
n∑
j=1
µj(σǫ1, . . . , σǫn)I(σǫi ∈ Rj(t)),
z˜0i = z
0
i I(|ǫi| ≤
√
2 log n).
Define the Sobolev constant
cs ≡ sup
f∈Sm(I)
‖f‖sup√
J(f)
. (S.19)
It is known that cs is positive finite (see Adams and Fournier (2003)).
Lemma S.2. Suppose min{t21, t2k−1} > max{4c2sρ2, 8σ2 log n}, Condition (B) holds and |ǫi| ≤√
2 log n holds. Then for any f ∈ Sm(I) with J(f) ≤ ρ2, it holds that |z˜i − z˜0i − f(i/n)| ≤ 2Ck(t).
Let z0 = (z01 , . . . , z
0
n), z˜ = (z˜1, . . . , z˜n)
T , z˜0 = (z˜01 , . . . , z˜
0
n)
T .
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Proof of Lemma S.2. Suppose σǫi ∈ Rj(t) for some 1 ≤ j ≤ k. Since min{t21, t2k−1} > 8σ2 log n
and |ǫi| ≤
√
2 log n, we must have 2 ≤ j ≤ k − 1. Suppose that f(i/n) + σǫi ∈ Rl(t) for some
1 ≤ l ≤ k. Since min{t21, t2k−1} > max{4c2sρ2, 8σ2 log n} and by (S.19) implying |f(i/n)| ≤ csρ, we
have
|f(i/n) + σǫi| ≤ |f(i/n)|+ |σǫi| ≤ csρ+ σ
√
2 log n < min{|t1|, |tk−1|}.
Therefore, 2 ≤ l ≤ k − 1. Since
tj−1 ≤ σǫi < tj , tl−1 ≤ f(i/n) + σǫi < tl,
tj−1 ≤ µj(σǫ1, . . . , σǫn) < tj, tl−1 ≤ µl(y1, . . . , yn) < tl,
we have
tl−1 − tj < µl(y1, . . . , yn)− µj(σǫ1, . . . , σǫn) < tl − tj−1,
tl−1 − tj < f(i/n) < tl − tj−1.
Hence it holds that
|µl(y1, . . . , yn)− µj(σǫ1, . . . , σǫn)− f(i/n)| ≤ |tl − tl−1|+ |tj − tj−1| ≤ 2Ck(t).
The result follows by z˜i − z˜0i = µl(y1, . . . , yn)− µj(σǫ1, . . . , σǫn) on |ǫi| ≤
√
2 log n.
Lemma S.3. Suppose min{t21, t2k−1} > max{4c2sρ2, 8σ2 log n}, Condition (B) holds, and h→ 0,
nh2 →∞. Then we have
sup
f∈Smρ (I)
E{|(z˜ − z˜0)TAz0|2}
τ2k
∑n
i=1(|f(i/n)| + 2Ck(t))2
≤ 8, as n→∞. (S.20)
Proof of Lemma S.3. For convenience, let ωi = z˜i − z˜0i . It holds that
|ωi| ≤ |f(i/n)|+ 2Ck(t) for all 1 ≤ i ≤ n. (S.21)
When |ǫi| ≤
√
2 log n, this inequality follows from Lemma S.2. It also holds when |ǫi| >
√
2 log n
since ωi = 0.
For any f ∈ Sm(I) with J(f) ≤ ρ2, we have
E{|(z˜ − z˜0)TAz0|2}
= E{(
n∑
u,v=1
au,vωuz
0
v)
2}
=
∑
1≤u1,u2,v1,v2≤n
au1,v1au2,v2E{ωu1ωu2z0v1z0v2}
=
∑
u1,u2,v1
are mutually different
au1,v1au2,v1E{ωu1}E{ωu2}E{|z0v1 |2}+
∑
u1 6=v1
a2u1,v1E{ω2u1}E{|z0v1 |2}
+
∑
u1 6=u2
au1,u1au2,u2E{ωu1z0u1}E{ωu2z0u2}+
∑
u1 6=u2
au1,u1au2,u1E{ωu1 |z0u1 |2}E{ωu2}
+
∑
u1
a2u1,u1E{ω2u1 |z0u1 |2} ≡ T1 + T2 + T3 + T4 + T5.
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To complete the proof, we will analyze the above terms T1 through T5.
For T1, we have
T1 = τ
2
k
∑
u1 6=u2
∑
v1 6=u1,u2
au1,v1au2,v1E{ωu1}E{ωu2}
≤ τ2k
n∑
u1,u2=1
 ∑
v1 6=u1,u2
au1,v1au2,v1
E{ωu1}E{ωu2}
= τ2kE{x}T (A−A0)2E{x}
≤ 2τ2kE{x}T (A2 +A20)E{x},
where recall A0 = diag(a1,1, . . . , an,n). Since A ≤ In and a1,1 = · · · = an,n ≍ 1/(nh) = o(1), we
have A2 +A20 ≤ 2In (as n→∞). Therefore, together with (S.21) we have
T1 ≤ 4τ2kE{x}TE{x} ≤ 4τ2k
n∑
i=1
(|f(i/n)| + 2Ck(t))2.
For T2, we have
T2 = τ
2
k
n∑
u1=1
 ∑
v1 6=u1
a2u1,v1
E{ω2u1}
≤ τ2k
n∑
u1=1
(
n∑
v1=1
a2u1,v1
)
(|fu1 |+ 2Ck(t))2
≤ τ2k
n∑
i=1
(|f(i/n)|+ 2Ck(t))2,
where the last inequality follows from
n∑
v=1
a2i,v =
1
n
n−1∑
r=0
λ2d,r
(λ+ λc,r)4
. (nh)−1 → 0.
Note the above . is free of 1 ≤ i ≤ n.
For T3, by Cauchy inequality
T3 ≤
(
n∑
i=1
ai,iE{ωiz0i }
)2
≤ n
n∑
i=1
a2i,i|E{ωiz0i }|2
≤ nτ2k
n∑
i=1
a2i,i(|f(i/n)|+ 2Ck(t))2
≤ τ2k
n∑
i=1
(|f(i/n)| + 2Ck(t))2,
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where the last inequality follows from na21,1 = . . . = na
2
n,n ≍ (nh2)−1 = o(1), as n→∞.
For T4,
T4 =
∑
i 6=v
ai,iav,iE{ωi|z0i |2}E{ωv}
≤
n∑
i=1
ai,iE{|ωi| · |z0i |2}
∑
v 6=i
|av,i|E{|ωv |}
.
τ2k
nh
n∑
i=1
(|f(i/n)| + 2Ck(t))
√√√√ n∑
v=1
a2v,i
√√√√ n∑
i=1
(|f(i/n)|+ 2Ck(t))2
.
τ2k
(nh)3/2
√
n
n∑
i=1
(|f(i/n)| + 2Ck(t))2.
Since nh3/2 →∞, we have T4 ≤ τ2k
∑n
i=1(|f(i/n)| + 2Ck(t))2 as n→∞.
For T5,
T5 =
n∑
i=1
a2i,iE{ω2i |z0i |2} .
τ2k
(nh)2
n∑
i=1
(|f(i/n)|+ 2Ck(t))2 ≤ τ2k
n∑
i=1
(|f(i/n)| + 2Ck(t))2.
From the above analysis of T1 through T5, we get that as n → ∞, for any f ∈ Sm(I) with
J(f) ≤ ρ2,
E{|(z˜ − z˜0)TAz0|2} ≤ 8τ2k
n∑
i=1
(|f(i/n)| + 2Ck(t))2.
This proves the desired result.
For ν = 1, 2, . . ., define Φν = (ϕν(1/n), ϕν(2/n), . . . , ϕν(n/n))
T . Let ε = exp(2π
√−1/n) and
xr =
1√
n
(1, εr , ε2r, . . . , ε(n−1)r)T , r = 0, 1, . . . , n− 1.
Lemma S.4. For 0 ≤ r ≤ n− 1 and 1 ≤ v ≤ n− 1,
x∗rΦ2(pn+v)−1 =
√
n
2
(
εvI(r = v) + ε−vI(r + v = n)
)
,
x∗rΦ2(pn+v) =
√
−n
2
(
εvI(r = v)− ε−vI(r + v = n)) ;
and
x∗rΦ2(pn+n)−1 =
√
n
2
I(r = 0),
x∗rΦ2(pn+n) = 0.
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Proof of Lemma S.4. The proof can be accomplished by direct calculations. For instance, the first
case holds by following arguments. For 0 ≤ r ≤ n− 1 and 1 ≤ v ≤ n− 1,
x∗rΦ2(pn+v)−1 =
1√
2n
n∑
i=1
ε−r(i−1) cos
(
2πvi
n
)
=
1√
2n
n∑
i=1
ε−r(i−1)(εvi + ε−vi)
=
1√
2n
n−1∑
i=0
ε−(r−v)iεv +
1√
2n
n−1∑
i=0
ε−(r+v)iε−v
=
√
n
2
(
εvI(r = v) + ε−vI(r + v = n)
)
.
The proof of other cases is similar.
LetM = (x0, x1, . . . , xn−1) andM∗f = (e0(f), e1(f), . . . , en−1(f))T , where f = (f(1/n), . . . , f(n/n))T .
Recall M∗ is the conjugate transpose of M . Suppose f ∈ Sm(I) admits Fourier expansion
f =
∑∞
ν=1 fνϕν .
Lemma S.5. There exists a universal constant cm > 0 (depending on m only) s.t. for any
f ∈ Sm(I),
fT (In −A)f ≤ cmn(λ+ n−2m)J(f).
Proof of Lemma S.5. For simplicity, denote er = er(f). For 1 ≤ r ≤ n/2, we have
λ2c,r − λd,r ≤
(
(2πr)−2m + (2π(n − r))−2m + 2c¯m(2πn)−2m
)2 − (2πr)−4m
≤ ((2πr)−2m + (1 + 21−2mc¯m)(πn)−2m)2 − (2πr)−4m
= 2(1 + 21−2mc¯m)(2πr)−2m(πn)−2m + (1 + 21−2mc¯m)2(πn)−4m.
Therefore,
1− λd,r
(λ+ λc,r)2
=
λ2 + 2λλc,r + λ
2
c,r − λd,r
(λ+ λc,r)2
≤ 2λ
λ+ λc,r
+
λ2c,r − λd,r
(λ+ λc,r)2
≤ (2λ+ 2(1 + 21−2mc¯m)(πn)−2m + 22m(1 + 21−2mc¯m)2(πn)−2m) (2πr)2m
≤ c′m(λ+ n−2m)(2πr)2m, (S.22)
where c′m = max{2, (2(1 + 21−2mc¯m) + 22m(1 + 21−2mc¯m)2)π−2m}.
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By Lemma S.4 and direct calculations, for 1 ≤ r ≤ n− 1,
er =
∞∑
p=0
n∑
v=1
f2(pn+v)−1x∗rΦ2(pn+v)−1 +
∞∑
p=0
∞∑
v=1
f2(pn+v)x
∗
rΦ2(pn+v)
=
∞∑
p=0
n−1∑
v=1
f2(pn+v)−1
(√
n
2
εvI(r = v) +
√
n
2
ε−vI(v + r = n)
)
+
∞∑
p=0
n−1∑
v=1
f2(pn+v)
(√
−n
2
εvI(r = v)−
√
−n
2
ε−vI(r + v = n)
)
= εr
√
n
2
∞∑
p=0
(
f2(pn+r)−1 + f2(pn+n−r)−1 +
√−1f2(pn+r) −
√−1f2(pn+n−r)
)
.
Therefore,
|er|2 = n
2
∣∣∣∣ ∞∑
p=0
(
f2(pn+r)−1 + f2(pn+n−r)−1
) ∣∣∣∣2 + n2
∣∣∣∣ ∞∑
p=0
(
f2(pn+r) − f2(pn+n−r)
) ∣∣∣∣2.
It is easy to see that
|er|2 = |en−r|2, r = 1, . . . , n− 1.
For 1 ≤ r ≤ n/2, we have
|er|2 ≤ n
∞∑
p=0
f22(pn+r)−1(2π(pn + r))
2m
∞∑
p=0
(2π(pn + r))−2m
+n
∞∑
p=0
f22(pn+n−r)−1(2π(pn+ n− r))2m
∞∑
p=0
(2π(pn + n− r))−2m
+n
∞∑
p=0
f22(pn+r)(2π(pn+ r))
2m
∞∑
p=0
(2π(pn + r))−2m
+n
∞∑
p=0
f22(pn+n−r)(2π(pn + n− r))2m
∞∑
p=0
(2π(pn + n− r))−2m
≤
n ∞∑
p=0
f22(pn+r)−1(2π(pn+ r))
2m + n
∞∑
p=0
f22(pn+n−r)−1(2π(pn + n− r))2m
+n
∞∑
p=0
f22(pn+r)(2π(pn+ r))
2m + n
∞∑
p=0
f22(pn+n−r)(2π(pn + n− r))2m

× 2m
2m− 1(2πr)
−2m, (S.23)
where (S.23) follows by an elementary inequality
∞∑
p=0
(2π(pn + r))−2m ≤ 2m
2m− 1(2πr)
−2m, 1 ≤ r ≤ n/2.
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Meanwhile, by a similar analysis,
|e0|2 = n
2
∣∣∣∣ ∞∑
p=0
f2(pn+n)−1
∣∣∣∣2
≤ n
2
∞∑
p=0
f22(pn+n)−1(2π(pn + n))
2m
∞∑
p=0
(2π(pn + n))−2m
=
n1−2m
2
∞∑
p=0
f22(pn+n)−1(2π(pn + n))
2m ×
∞∑
p=1
(2πp)−2m. (S.24)
Now it follows from (S.22), (S.23) and (S.24), and elementary facts λc,r = λc,n−r and λd,r =
λd,n−r, for 1 ≤ r ≤ n− 1, that
fT (In −A)f
=
n−1∑
r=0
(
1− λd,r
(λ+ λc,r)2
)
|er|2
=
(
1− λd,0
(λ+ λc,0)2
)
|e0|2 +
∑
1≤r≤n/2
(
1− λd,r
(λ+ λc,r)2
)
|er|2 +
∑
n/2<r≤n−1
(
1− λd,r
(λ+ λc,r)2
)
|er|2
≤ |e0|2 + 2
∑
1≤r≤n/2
(
1− λd,r
(λ+ λc,r)2
)
|er|2
≤ n
1−2m
2
∞∑
p=0
f22(pn+n)−1(2π(pn + n))
2m ×
∞∑
p=1
(2πp)−2m
+2c′mn(λ+ n
−2m)
2m
2m− 1
∑
1≤r≤n/2
 ∞∑
p=0
f22(pn+r)−1(2π(pn + r))
2m
+
∞∑
p=0
f22(pn+n−r)−1(2π(pn + n− r))2m +
∞∑
p=0
f22(pn+r)(2π(pn+ r))
2m
+
∞∑
p=0
f22(pn+n−r)(2π(pn+ n− r))2m

≤ cmn(λ+ n−2m)
∞∑
ν=1
(
f22ν−1 + f
2
2ν
)
(2πν)2m
= cmn(λ+ n
−2m)J(f),
where cm = max{
∑∞
p=1(2πp)
−2m/2, 4mc′m/(2m− 1)}. This proves Lemma S.5.
Proof of Theorem 5. Without loss of generality, we only consider the case f∗(x) = 0 in (3.5).
By Condition (R2), we assume that min{t21, t2k−1} > 4c2sρ2, as n → ∞. Consider the following
event:
En = {|ǫi| ≤
√
2 log n for all 1 ≤ i ≤ n}. (S.25)
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It is easy to show that P (En)→ 1 as n→∞. Thus, we choose N ′η s.t. P (En) ≥ 1− η/3 if n ≥ N ′η.
Throughout the proof we suppose that f ∈ Smρ (I) generates the samples yi’s. Let ωi = z˜i − z˜0i
for 1 ≤ i ≤ n. Let ω = (ω1, . . . , ωn)T . It follows by Lemma S.3 that there exists N ′′ s.t., when
n ≥ N ′′, (S.20) holds. Consider the event
En,f =
|ωTAz0| ≤ C ′ητk
√√√√ n∑
i=1
(|f(i/n)| + 2Ck(t))2
 ,
where C ′η =
√
24/η. Then
P (Ecn,f ) ≤
E{|ωTAz0|2}
(C ′η)2τ2k
∑n
i=1(|f(i/n)|+ 2Ck(t))2
≤ η/3,
where implies that satisfies P (En,f ) ≥ 1− η/3.
It follows from Theorem 4 that
(z0)TAz0 − trace(A)τ2k
snτ2k
= OP (1).
Hence, there exists C ′′η > 0 s.t. P (E ′n) ≥ 1− η/3 for all n ≥ 1, where
E ′n =
{∣∣∣∣(z0)TAz0 − trace(A)τ2ksnτ2k
∣∣∣∣ ≤ C ′′η} .
Let E = En ∩ En,f ∩ E ′n, then P (E) ≥ 1− η for any n ≥ N ′η and N ′′.
Suppose f ∈ Smρ (I) satisfies ‖f‖n ≥ Cηδn,k, where
Cη = max
{
6cmρ
2, 48, (48C ′η)
2, 4(C ′′η + z1−α/2 + 1)
}
. (S.26)
It follows from Lemma S.2 that, on En, |ωi − f(i/n)| ≤ 2Ck(t). Since A ≤ In, we get that
(ω − f)TA(ω − f) ≤
n∑
i=1
(ωi − f(i/n))2 ≤ 4nCk(t)2,
which, together with Lemma S.5, leads to that
ωTAω ≥ 1
2
fTAf− (ω − f)TA(ω − f)
=
n
2
‖f‖2n −
1
2
fT (In −A)f− (ω − f)TA(ω − f)
≥ n
2
‖f‖2n −
1
2
cmn(λ+ n
−2m)ρ2 − 4nCk(t)2.
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Therefore, on E , we have
nTµ,t − trace(A)τ2k
snτ2k
=
zTAz − (z0)TAz0
snτ
2
k
+
(z0)TAz0 − trace(A)τ2k
snτ
2
k
≥ z
TAz − (z0)TAz0
snτ2k
− C ′′η
=
ωTAω + 2ωTAz0
snτ
2
k
− C ′′η
≥
n
2 ‖f‖2n − 12cmn(λ+ n−2m)ρ2 − 4nCk(t)2 − 2C ′ητk
√∑n
i=1(|f(i/n)|+ 2Ck(t))2
snτ2k
− C ′′η
≥
n
2 ‖f‖2n − 12cmn(λ+ n−2m)ρ2 − 4nCk(t)2 − 4C ′ητk
√
n‖f‖n
snτ2k
−C ′′η (S.27)
=
n
2 ‖f‖2n
(
1−
1
2
cmn(λ+n−2m)ρ2
n
2
‖f‖2n −
4nCk(t)
2
n
2
‖f‖2n −
4C′ητk
√
n‖f‖n
n
2
‖f‖2n
)
snτ2k
− C ′′η
≥
n
4 ‖f‖2n
snτ2k
− C ′′η > z1−α/2, (S.28)
where (S.27) follows from Cη > 4 (see (S.26)), i.e.,
n∑
i=1
f(i/n)2 = n‖f‖2n ≥ nCηδ2n,k ≥ 4nCk(t)2,
which leads to
n∑
i=1
(|f(i/n)|+ 2Ck(t))2 ≤ 2
n∑
i=1
f(i/n)2 + 8nCk(t)
2 ≤ 4
n∑
i=1
f(i/n)2 = 4n‖f‖2n;
and (S.28) follows from (S.26), i.e.,
1
2cmn(λ+ n
−2m)ρ2
n
2‖f‖2n
≤ 1/6,
4nCk(t)
2
n
2‖f‖2n
≤ 1/6,
4C ′ητk
√
n‖f‖n
n
2 ‖f‖2n
≤ 1/6.
Then for any n ≥ Nη ≡ max{N ′η , N ′′}, we have
P (reject H0|H1 is true)
≥ P
(
E and
∣∣∣∣nTµ,t − trace(A)τ2ksnτ2k
∣∣∣∣ ≥ z1−α/2)
= P (E) ≥ 1− η.
This proves the desired result.
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