Micro-finite element (FE) models based on high-resolution images
Introduction
The mechanical properties of our bones ͑strength and elastic moduli͒ determine their risk to fracture. With osteoporosis, bone strength is reduced due to a loss of bone mass and a diminution of structural integrity. Since osteoporotic bone fractures commonly occur in regions of trabecular bone, the mechanical properties of this type of bone are most relevant. At present, however, no mechanical test exists to actually measure the mechanical properties of bone in-vivo. For this reason diagnosis of bone fracture risk is nowadays merely based on its bone mineral density ͑BMD͒. BMD measurements alone, however, might not suffice to predict bone fracture risk for individual patients ͓1-3͔. It has been suggested that for an improved fracture risk prediction, the inclusion of bone structure is crucial ͓4-8͔.
Recently, micro-finite element ͑FE͒ models of trabecular bone have been introduced for the calculation of bone mechanical properties as a function of its structure and density ͓9-11͔. At the basis of this approach are high-resolution digital images. For the generation of FE models, the images are first segmented to extract the bone tissue, then the voxels representing bone are directly converted to brick elements ͑voxel conversion technique͒. The stiffness of the bone region as a whole is calculated from the results of simulated compression or other mechanical tests. It has been demonstrated that this technique can provide an accurate prediction of anisotropic bone elastic properties ͓11-14͔. The images used to derive the computer models are usually obtained from micro-CT ͑CT͒ ͓15-17͔, serial sectioning ͓18͔, or serial grinding procedures ͓19͔. All these procedures can provide a similarly high resolution ͑of the order of 10 m for a 1 cm region͒.
Recently, two new imaging techniques have been developed that can produce images of trabecular bone structures in vivo. Three-dimensional peripheral quantitative computed tomography ͑3D-pQCT͒ provides images with an isotropic resolution of 165 m ͓20͔, magnetic resonance ͑MR͒ imaging can image trabecular bone in vivo at a resolution of approximately 150-300 m ͓21,22͔. Although not as good as that from CT, this resolution suffices to visualize the trabecular network ͓23,24,21͔. In an earlier study, Laib and Rüegsegger ͓25͔ have shown that structural parameters measured from images made with the 3D-pQCT system correlated very well with those measured from micro-CT images with a much higher resolution, indicating that all relevant architectural features of the bone structure are well captured by 3D-pQCT. Whether the resolution will be sufficient for FE analyses, however, remains to be investigated.
The accuracy of FE results rapidly declines with decreasing resolution of the images ͓26͔. It was found, however, that a modified voxel conversion procedure ͓27͔ might counteract the decline considerably. With this modified procedure, the segmentation of the images was controlled in such a way that the volume fraction of the bone in the FE model equals the volume fraction of the bone in the unsegmented image. With the straightforward voxel conversion procedure this is not necessarily the case since, at this resolution, a substantial part of the specimen might be poorly connected or unconnected to the main structure and is no longer load carrying. The feasibility of this approach was tested with MR and CT data ͓28͔ and indicated favorable results if compared to those obtained from higher resolution CT images. These preliminary results were based on a very small number of samples and it was suggested that further studies are required to substantiate the findings.
The purpose of this study is to investigate if the resolution of the 3D-pQCT scanner is sufficient for FE analyses when using the previously mentioned modified voxel conversion procedure. For this purpose, we will compare FE results of models generated from 3D-pQCT images with those of FE models generated from CT images with a much higher resolution. In this study we will use the same material and equipment as used in the study by Laib and Rüegsegger ͓25͔ who evaluated the accuracy of pQCT images for the determination of structural parameters. In this was their and our results can be compared and a complete picture of the capabilities of in-vivo 3D-pQCT can be obtained.
Materials and Methods

Bone Samples.
A total of 15 specimens ͑7 male, 8 female͒ from the femoral head obtained from post-mortem biopsies were used. These specimens covered a large range in bone volume fraction ͑from 12 to 34 percent͒ and differed significantly in their microstructure ͓29͔. The age range of the donors was 23 to 85 years ͑mean 69.9Ϯ16.5 S.D.͒. The biopsies had a cylindrical shape with a diameter of 8 mm and a length of 10 to 12 mm. The specimens, which were stored frozen, were thawed in samples holders and immersed in water before being placed in the scanners.
CT Measurements.
The samples were measured both in a 3D peripheral quantitative computer tomography system ͑3D-pQCT͒ and in a micro-CT system. During both measurements, the samples were kept in special sample holders that fit into both scanners such that the longitudinal axis of the holder is aligned with that of the scanner. The 3D-pQCT system was developed in our lab and is routinely in use to examine bone density and bone structure in the distal radius of patients ͓20͔. The samples were measured with this system in the same manner as the patient examinations are done with a field of view of 85 mm, an effective energy of 40 keV, and a cubic voxel size of 165 m side length. A cubic volume of interest ͑VOI͒ of 32ϫ32ϫ32 voxels in the center of each specimen was selected for structure extraction and subsequent FE analysis ͑Fig. 1c͒. The CT measurements ͓16͔ were done with a commercially available system ͑CT 20, Scanco Medical, Bassersdorf, Switzerland͒. The original measurements were reconstructed into a matrix with a voxel size of 28 m. Two courser models were created from these original measurements. For the first of these models, further referred to as the CT56 model, the voxel size was increased to 56 m by grouping 2ϫ2ϫ2 voxels to one new voxel ͑Fig. 1a͒. For the second model, further referred to as the CT165 model, the resolution was downscaled to 165 m by re-sampling the original images in a courser voxel grid ͑Fig. 1b͒. With this resampling procedure, the gray-level of the courser voxel is the volume-averaged value of the smaller voxels that it comprises. In both cases the same VOI was selected as in the 3D-pQCT measurements. The relative positioning of the slices was matched by visual inspection of the 3D-pQCT slices and scaled CT slices. The matching uncertainty is 1 slice ͑equals 165 m͒.
Image Processing.
A 3D Gaussian low-pass filter was applied to the gray-level images obtained from the 3D-pQCT system in order to reduce the noise in the selected VOI. The filter width was chosen as 1.2 voxels, the filter support was one voxel, resulting in a modest filtering of the data ͓23͔. After filtering, the mineralized bone tissue was extracted using a single-threshold segmentation technique. In a first step, the threshold value for the images was chosen such that bone mass in the thresholded images was conserved. This approach was possible since the 3D-pQCT is a calibrated scanner, such that the bone volume fraction of the sample can be measured from the original gray-level images. However, because the voxel size is relatively large compared to the size of the trabeculae, a segmentation technique will in general result in the creation of some parts that are not or poorly connected to the main structure. Since these parts will not contribute to the stiffness in FE models based on these images, they were removed from the reconstruction. To compensate for the loss of bone mass that would occur with a single thresholding step, the value of the threshold was iteratively adapted until the bone volume fraction of the final reconstruction, that is after the unconnected parts were removed, was the same as that measured from the original pQCT images. In a previous study, it was found that, for the resolution considered here, this segmentation approach best preserves the mechanical properties of the bone architecture ͓27͔.
Similar filtering and thresholding technique were applied to the images obtained from the CT system. For these images the threshold for segmentation was chosen such that the volume fraction of the resulting bone reconstruction, which is after removing unconnected parts, matched that of the 3D-pQCT measurements. For the bone reconstructions based on the 56 m CT images, however, the percentage of bone material that is poorly connected to the main structure is negligible.
2.4 FE Analysis. The VOI's of the CT images were transformed to FE models by converting the voxels that represent bone tissue to equally shaped eight-node brick elements ͓10͔. The number of elements in the resulting FE models was of the order of 10 4 for the 3D-pQCT and the CT165 models and of the order of 10 5 for the CT56 models. The material properties of the brick elements were chosen isotropic, linear elastic and uniform with a tissue Young's modulus of 10 GPa and a tissue Poisson's ratio of 0.3. Since the aim of the present study was to compare the results of the 3D-pQCT and CT measurements, the actual values chosen for the tissue parameters are not important as long as they are the same for all models. Using a special purpose FE-solver, the compliance tensor of each VOI was determined from six FE-analyses representing three compression tests and three shear tests ͓30͔. Using a numerical procedure, the best orthotropic representation of this compliance tensor was found as well as the transformation tensor that relates the coordinate system defined by the voxel grid to the orthotropic coordinate system. After transforming the compliance tensor to this orthotropic coordinate system, the commonly used engineering constants ͑Young's moduli E i , shear moduli G i j , and Poisson's ratios i j ) in the orthotropic principal directions were calculated. In addition, the average tissue von Mises stress for the first compressive uniaxial strain load case was calculated as well.
Engineering constants and average tissue von Mises stresses calculated for the 3D-pQCT and CT165 models were correlated to those calculated from the CT56 models. Correlation coefficients, regression lines, and significance levels ͑p-values͒ were calculated. To compare the transformation tensors, the orthotropic coordinate system calculated from the CT56 based models was taken as the reference coordinate system. The angular deviation of the coordinate systems obtained from the other models relative to this reference was calculated and plotted in polar projection plots. The orthotropic symmetry axes calculated from the 3D-pQCT compared well to those calculated from the CT56 models ͑Fig. 6͒. Deviations for the primary axis were less than 12 degrees, those for the secondary and tertiary axes less than 14 degrees. Excellent agreement is also found for the calculated orthotropic symmetry axes. Angular deviations between the axes calculated from the CT165 models and those calculated from the CT56 model were less than 4.1 degrees ͑Fig. 11͒. 
Results
Comparison
Discussion
The elastic moduli calculated on the basis of the 3D-pQCT measurements correlated well with those from the CT56 models. This indicates that high resolution 3D-pQCT can be used to determine the mechanical properties of femoral head cancellous bone in vivo. However, the 3D-pQCT results tend to underestimate the engineering elastic constants and average tissue von Mises stress, hence, corrections based on the linear regression equations are needed to predict correct values. It is interesting to note that no correction factors are required for the results of models with 165 m elements that are based on CT images. This would suggest that the correction factors are related to the equipment used, and not to the voxel size of the images. In particular, the somewhat higher noise and lower contrast of the 3D-pQCT images could cause differences. This also indicates that the correction factors obtained here cannot be directly applied to other imaging modalities with a similar resolution, such as MR. The differences could also be related to differences in filtering. Although the same Gaussian filtering, with the same parameters, was applied both to the CT and 3D-pQCT images, no filtering was applied after downscaling the CT images to 165 m. It is possible that filtering of 165 m resolution images with noise, as for the pQCT images, will retain more poorly connected structures than are retained when downscaling high-resolution images to the same resolution. This could explain why lower moduli are found for models based on 3D-pQCT images.
The orthotropic symmetry axes calculated from the 3D-pQCT Fig. 6 Comparison of mechanical principal directions calculated from the CT56 models with those calculated from the 3D-pQCT models. The principal directions of the CT56 models are taken as the reference coordinate system, and the deviation of the 3D-pQCT principal directions from this reference is plotted in the polar projection plots for the principal direction "left…, secondary direction "middle… and tertiary direction "right…. Table 1 Average values of Young's and shear moduli, Poisson's ratios and tissue von Mises stress. The relative differences between 165 m models and the ''gold standard'' "56 m model… are reported as well. Fig. 7 The same as Fig. 2 , but now comparing the result from the CT165 models with those of the CT56 models Fig. 8 The same as Fig. 3 , but now comparing the results from the CT165 models with those of the CT56 models Fig. 9 The same as Fig. 4 , but now comparing the results from the CT165 models with those of the CT56 models data also compared well to those calculated from the CT56 models. This indicates that the methods introduced here can be used for the determination of mechanical principal directions of bone in vivo. Since it was found earlier that mechanical and fabric principal directions are closely related ͓31͔, the orthotropic symmetry axes also quantify the average orientation of trabeculae in-vivo.
Other researchers have reported that elastic moduli, in particular the smaller moduli, calculated from models based on images with a resolution of 47 m can change by a factor of up to three when the image resolution is reduced to 97 m ͓26͔. This appears to be in contradiction to our findings. Our study differs, however, from these studies in three aspects. First, we compared the results in a statistical way and quantified the agreement with coefficients of determination. If individual results are compared, especially on the lower end of the density scale, we find considerable disagreements in the results. Second, we used a special segmentation technique that conserves the load carrying bone mass as good as possible. In an early study it was found that for voxel size larger than 56 m, FE models generated with this modified segmentation procedure, produce more accurate results than those generated with a straightforward voxel conversion technique ͓27͔. Third, the specimens used in this study were all obtained from the femoral head ͑the mean trabecular thickness of all 15 specimens is 0.257 mm͒. Bone from this site is less prone to discretization errors than, for example, bone from vertebral bodies ͑as used by Ladd et al. ͓26͔͒ due to the somewhat larger trabecular thickness ͓27͔. The latter could also explain why the measurement of structural parameters from 3D-pQCT images of these specimens, as presented in an earlier study ͓25͔, provided better agreement with those done on higher resolution images than was found in a similar study by Kothari et al. ͓32͔ .
Some limitations of the results must be mentioned as well. First, the resolution of our reference model was only 56 m. Other researchers have shown that bone elastic properties calculated from models with a voxel size of 56 m can differ significantly from those calculated from models with a higher resolution ͓26͔. In an earlier study ͓27͔, however, we have found no relevant changes in the calculated moduli for a specimen from the femoral head when the voxels size was further reduced to 28 m. We thus think that our reference models are sufficiently converged. Second, the present study only considered averaged mechanical properties, i.e., properties for the specimen as a whole. Differences in the tissue loading at a particular location in models based on CT and 3D-pQCT, however, can be much larger than differences in the averaged properties. Third, although the 3D-pQCT scanner can image bone in vivo, the bone specimens used in the present study were imaged in vitro. The quality of the images of bone in vivo is slightly less due to the somewhat reduced signal-to-noise ratio, but it is not expected that this will significantly affect the results presented here.
In a recent study, Yang et al. ͓33͔ demonstrated that all orthotropic elastic constants of cancellous bone regions can be predicted as well from measurements of its bone mineral density ͑BMD͒ alone with very high coefficients of determination. Although no bone morphology parameter is included in these relationships, the structure of the bone is implicitly accounted for via the bone volume fraction. Clearly, the application of such relationships would be considerably easier than the use of special 3D-pQCT scanners and FE analyses demonstrated here. However, these relationships have two important limitations that do not apply to the methods introduced in our study. First, the relationships presented by Yang et al. cannot provide information about the orientation of the orthotropic symmetry directions. Second, the relationships of Yang et al. were established for healthy bone. The implicit assumption of bone structure based on its density only might, however, be inaccurate for bone with other architectures ͑e.g., diseased bone͒ than that of the bone specimens these relationships were based on. Hence, although such models Transactions of the ASME can provide very detailed information about bone elastic constants, they include less information about the actual bone architecture than the image-based FE methods presented in this study. Finally, such models clearly cannot provide information about the tissue level stress/strain distribution.
In conclusion, although the results of others bone sites might not be as good as this of the femoral head, we think that the FE method in combination with high resolution 3D-pQCT examinations have the potential to provide the mechanical properties of bone in vivo. We expect that further improvements in the spatial resolution of CT scanner in vivo in combination with FEmethod will contribute to a better prediction of the bone fracture risk.
