Random inductor-capacitor (LC) networks can exhibit percolative superconductor-insulator transitions (SITs). We use a simple and efficient algorithm to compute the dynamical conductivity σ(ω, p) of one type of LC network on large (4000 × 4000) square lattices, where δ = p − pc is the tuning parameter for the SIT. We confirm that the conductivity obeys a scaling form, so that the characteristic frequency scales as Ω ∝ |δ| νz with νz ≈ 1.91, the superfluid stiffness scales as Υ ∝ |δ| t with t ≈ 1.3, and the electric susceptibility scales as χE ∝ |δ| −s with s = 2νz − t ≈ 2.52. In the insulating state, the low-frequency dissipative conductivity is exponentially small, whereas in the superconductor, it is linear in frequency. The sign of Im σ(ω) at small ω changes across the SIT. Most importantly, we find that right at the SIT Re σ(ω) ∝ ω t/νz−1 ∝ ω −0.32 , so that the conductivity diverges in the DC limit, in contrast with most other classical and quantum models of SITs. [4, 5] . As a quantum phase transition occurring at zero temperature, this superconductor-insulator transition (SIT) has attracted much interest. Early work focused on the most easily measurable quantity, the DC conductivity.[1-3, 6-10] Recently, due to the availability of local scanning probes, attention has turned to the tunneling behavior [11] [12] [13] [14] [15] . In the case of the disorder-tuned SIT [15] , it has become clear that the SIT is ultimately due to a bosonic mechanism [16] rather than a fermionic one [17] . The last step towards a full characterization of the SIT is to develop an understanding of the behavior of the AC conductivity. This is a powerful probe of fluctuations on both long and short length and time scales, and it is of great interest especially as recent technological developments begin to open up more windows of the electromagnetic spectrum for measurement [18] [19] [20] [21] .
Materials are classified as superconductors, metals, or insulators based on the way they respond to an electric field. A thin film of a superconducting material can be turned into an insulator by increasing the disorder, decreasing the thickness [1] , applying a parallel [2] or perpendicular magnetic field [3] , or changing the gate voltage [4, 5] . As a quantum phase transition occurring at zero temperature, this superconductor-insulator transition (SIT) has attracted much interest. Early work focused on the most easily measurable quantity, the DC conductivity. [1] [2] [3] [6] [7] [8] [9] [10] Recently, due to the availability of local scanning probes, attention has turned to the tunneling behavior [11] [12] [13] [14] [15] . In the case of the disorder-tuned SIT [15] , it has become clear that the SIT is ultimately due to a bosonic mechanism [16] rather than a fermionic one [17] . The last step towards a full characterization of the SIT is to develop an understanding of the behavior of the AC conductivity. This is a powerful probe of fluctuations on both long and short length and time scales, and it is of great interest especially as recent technological developments begin to open up more windows of the electromagnetic spectrum for measurement [18] [19] [20] [21] .
One of the most important questions concerns the AC conductivity in the "collisionless DC" limit [22, 23] [52], σ * = lim ω→0 lim T →0 σ(ω, T ). This has been the subject of a large body of work, including analytical arguments involving charge-vortex duality arguments, quantum Monte Carlo calculations in various representations, and experiments [1, 4, 16, 23, [25] [26] [27] [28] [29] [30] [31] [32] . It is often claimed that at the SIT σ * is finite and takes a universal value of the order of σ Q = 4e 2 /h, but there are large discrepancies between the "universal" values from various studies, and it is not clear whether there really is a universal value.
In this Letter we study the limit of a coarse-grained superconductor-insulator composite (e.g., millimetersized superconducting particles deposited on an insulat- ing substrate). In this situation quantum phase fluctuations are negligible and the SIT is governed by classical percolation. We find that for one of the simplest inductor-capacitor network models, σ(ω) diverges as ω → 0, so that σ * is infinite! See Fig. 1 . This is a surprising and important result, especially in the light of prior work on quantum models as well as classical models [33] . We also elucidate the structure of σ(ω) in this model, addressing the static limit, characteristic frequency, reactive response, and low-frequency contributions from rare regions in the insulator and from Goldstone modes in the superconductor. Our predictions illustrate the range of behavior that can be obtained from classical percolation. This providing a baseline that will very useful for comparing with quantum Monte Carlo results and with upcoming experiments, thus separating the effects of quenched disorder from those of quantum phase fluctuations.
Model: In this Letter we focus on what we call the L ij C i model. This model contains capacitances-toground C i = C 0 on every site i and inductances L ij = L 0 along bonds ij with probability p. Formally, the Lagrangian may be written as
where θ i are electromagnetic phase variables such that V i =θ i and A ij is the external vector potential integrated along bond ij. Note that this LC model is almost the same as a Josephson junction array, except that it lacks Coulomb blockade effects resulting from charge quantization. The dynamical electromagnetic response Υ = −dj/dA, conductivity σ = dj/dE, and electric susceptibility χ E = dP/dE can be defined in the usual way for a 2D system. Methods: Previous authors have attacked similar problems numerically using a matrix formalism [34] , transfer matrix methods [35] [36] [37] , and the Frank-Lobb bond propagation algorithm [38, 39] . In this study we employ a variant of the equation-of-motion method [40] , which is much simpler, more general, and more efficient. Our approach is the theoretical analogue of Fourier transform nuclear magnetic resonance (FT-NMR) spectroscopy, where the frequency response is inferred from the free induction decay signal -the impulse response in the time domain. We apply a transient uniform electric field E x (t) = δ(t), evolve currents and voltages according to the dynamical Kirchhoff equations, record the uniform component of the current I x (t), and extract the dissipative conductivity Re σ(ω) using a fast Fourier transform. The discretization error in the time evolution enters entirely in the form of systematic phase error, which we eliminate by a suitable transformation of the frequency variable. This procedure can be shown to be formally equivalent to Chebyshev methods such as the kernel polynomial method [41] [42] [43] . The only source of error is the finite duration of the simulation, which leads to a finite frequency resolution. We use a Kaiser window function that gives Re σ(ω) with sidelobe amplitude below ∆σ ≈ 10 (where M is the number of timesteps). This prevents exponentially small tails in the spectrum from being contaminated by spectral leakage. We compute Im σ(ω) using a Kramers-Kronig transformation. We estimate the superfluid stiffness Υ(ω) from the weight in the lowest-frequency bin, and the electric susceptibility from χ E = ∞ 0 dω 2 Re σ(ω)/ω 2 . Detailed algorithms will be published elsewhere.
We simulated 4000 × 4000 lattices for 40000 timesteps (i.e., 40000 Chebyshev moments), giving a resolution of ∆ω ≈ 0.0015 after windowing and rebinning. We quote angular frequency ω in units of 1/ √ L 0 C 0 and 2D conductivity (sheet conductance) σ in units of C 0 /L 0 .
Results: Color plots of Re σ(ω, p) and Im σ(ω, p) are shown in Fig. 2 . The data contain a wealth of interesting information that we list below. in Fig. 3 . This agrees with results for resistor networks [44, 45] .
(b) Characteristic frequency: For 2D percolation the correlation length diverges as ξ ∼ |δ| −ν with ν = 4/3 [46] . This suggests that there is a characteristic (angular) frequency Ω ∼ ξ −z ∼ |δ| νz , where z is a dynamical critical exponent. Indeed, Fig. 2 suggests that most of the spectral weight in Re σ(ω) occurs above a frequency Ω ∼ δ νz , forming a shape analogous to a "quantum critical" fan.
(c) Divergent conductivity at SIT: At the SIT (p = p c ), Re σ(ω) does not tend to a finite limit as in many other systems, but instead it diverges! This is illustrated in Fig. 1 . We find a very good fit to a power law of the form Re σ(ω) ≈ ω −a where a ≈ 0.32(1). at the SIT. Comparing with (c), we see that we must have t/νz − 1 = −a, so that νz = t/(1 − a) ≈ 1.91. Indeed, we find that both Re σ and Im σ collapse onto single curves for νz ≈ 1.91, as shown in Fig. 4 . The details of f (x) will be reported elsewhere.
(e) Electric susceptibility: On the insulating side of the SIT (p < p c ), the scaling form dictates that the electric susceptibility must scale as χ E ∼ |δ| −s with s = 2νz − t ≈ 2.52. Indeed, Fig. 3 shows a good fit to this power law.
(f ) Low-frequency dissipation: The characteristic frequency Ω does not correspond to a hard gap in the spectrum. In the insulating state, large rare regions contribute exponentially small weight to Re σ all the way down to zero frequency, as shown in the bottom panel of Fig. 1 . This is a ramification of Griffiths-McCoy-Wu physics [47] [48] [49] in systems with quenched disorder. The superconducting state has linear low-frequency dissipation Re σ ∼ ω, as shown in the top panel of Fig. 1 . We believe this is due to the excitation of acoustic "transmission-line" modes that is permitted in the presence of disorder. (It is also reminiscent of Ref. 50.) (g) Reactive conductivity: The reactive part of the dynamical conductivity, Im σ(ω), is shown in Fig. 2 and implicitly in Fig. 4 . In the insulating state, the lowfrequency response is capacitive (Im σ(ω) < 0). In the superconducting state, it is inductive (Im σ(ω) > 0). This suggests that the sign of Im σ(ω) may be used in experiments as a criterion to distinguish between insulating and superconducting states.
Importance of on-site capacitances: In previous studies of the dynamical conductivity of classical systems near percolation, the insulating (capacitive) elements were placed along bonds, in series with the superconducting (inductive) elements [33, 34] . We have studied an LC model of this type, which we call the L ij C ij model. We find that for that model νz = t ≈ 1.3, so that σ * is finite and χ E scales differently. In addition, Re σ has exponentially small low-frequency dissipation in the superconducting state, and there are various peculiarities due to self-duality [51] . Details will be published elsewhere. Ultimately, we feel that the L ij C i model is likely to be more generic than the L ij C ij model for various reasons. Furthermore, as mentioned earlier, the L ij C i model is the limiting case of a Josephson junction array when the charging energy is negligible.
Conclusions: We have studied the percolative superconductor-insulator transition in two-dimensional classical LC networks, in particular, the L ij C i model. We used an efficient algorithm to compute σ(ω, p) on large lattices (4000 × 4000 sites). We find the critical exponents t ≈ 1.30 (in agreement with results on resistor networks), νz ≈ 1.91, and s = 2νz − t ≈ 2.52. We have extracted the complex-valued scaling function. In the insulating state, the low-frequency dissipative conductivity is exponentially small, whereas in the superconductor, it is linear in frequency. The sign of Im σ(ω) at small ω changes across the SIT. Most surprisingly, right at the SIT, Re σ(ω) diverges as ω → 0.
As remarked in the introduction, most studies on quantum models and classical models report finite values of σ * at the SIT. In this light, it is extremely surprising that σ * is divergent for a simple classical model! Our results form an important baseline to which to compare simulations of more complicated models such as XY, Bose-Hubbard, and Fermi-Hubbard models, thus allowing one to separate the effects of quenched disorder, quantum phase fluctuations (Coulomb blockade physics), and pairbreaking physics. We gratefully acknowledge Mason Swanson and Mohit Randeria for useful discussions.
