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Abstract: This paper is concerned with the stochastic recursive optimal control problem with
mixed delay. The connection between Pontryagin’s maximum principle and Bellman’s dynamic
programming principle is discussed. Without containing any derivatives of the value function,
relations among the adjoint processes and the value function are investigated by employing
the notions of super- and sub-jets introduced in defining the viscosity solutions. Stochastic
verification theorem is also given to verify whether a given admissible control is really optimal.
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1 Introduction
The stochastic optimal control problem has been an important research topic recently. Many
papers have been published in the past few years, for example [1–14]. However, in the above lit-
eratures, controlled dynamic systems only depend on the current state. In fact, the development
of many dynamic systems not only depends on the state of the current time, but also depends on
their previous history. Generally, stochastic functional differential equations (SFDEs) are used to
describe these systems. The detailed study about SFDEs can be referred to Mohammed [15,16].
A class of special SFDEs, called stochastic delayed differential equations (SDDEs), are usually
studied recently. Due to its wide applications in engineering, life science and finance (see [17–21],
etc.), the SDDE has become a hot issue in modern research.
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As the classic stochastic optimal control problems, the dynamic programming principle can
be used to study the stochastic control problems with delay. However, because the system
with delay is essentially defined in infinite dimensional space, this kind of research method
will be very difficult to implement. Generally, people use three methods to apply the dynamic
programming principle to the delayed systems. One approach is to simplify the primitive infinite
dimensional system to a finite dimensional one. For example, Larssen [22], Larssen and Risebro
[23]) studied the optimal control problem of SFDEs with bounded memory, and proved that the
dynamic programming principle is still valid under this framework. They also proved that the
value function is a smooth solution to the HJB equation. Another approach is to convert the
equation with delay into that without delay. Bauer and Rieder [24] studied a control system
for SDDE in which the average of current and past values in a sense affects the development of
the state. Through a special transformation, the infinite dimensional problem with delay can be
transformed into a finite dimensional control problem without delay, and then the value function
of the original problem is obtained by solving the simplified problem. The third method is to
introduce the infinite generators. Chen and Wu [25] studied a class of recursive optimal control
problems for delayed systems characterized by SFDEs, and proved that the value function still
satisfies the dynamic programming principle. Furthermore, by introducing the weak infinitesimal
generators, the joint quadratic variation is used to obtain an infinite dimensional HJB equation,
and it is further proved that the value function is the viscosity solution to this infinite dimensional
partial differential equation.
Another way to solve the stochastic optimal control problems with delay is the maximum
principle. A pioneer work by Hu and peng [26], obtained the maximum principle of a functional
type stochastic system by introducing adjoint equations under the condition that the control
domain is convex. At present, the research on this topic can be divided into two directions. One
direction involves three coupled adjoint equations, usually two backward stochastic differential
equations (BSDEs) and a backward ordinary differential equation (ODE). For example, Øksendal
and Sulem [17] studied a class of optimal control problems in which the wealth equation is a
stochastic differential equation with mixed delay (SMDDE). In their model, the current value,
the value at one time in the past, and the average of the past value in some sense all affect the
increase in wealth at current time. Under this framework, they obtained the maximum principle
and applied the results to the relevant problems in finance. In the above paper, one of the main
assumptions is that the third adjoint equation exists with zero solution to the backward ODE.
In fact, this assumption basically reduces the infinite dimension control problem to the finite
dimension problem. Therefore, the optimality conditions obtained in this direction may only be
maintained when the delayed system is essentially finite dimensional. In the second direction, the
adjoint equation is given by the anticipated backward stochastic differential equation (ABSDE),
whose general theory is established by Peng and Yang [27]. For example, Chen and Wu [28]
considered a delayed control system, which considered that the development of the current
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state only depends on a limited number of points in the past, but both the state variable and
the control variable contain delay terms, and the control and its delay terms can enter the
diffusion term. Under the assumption that the control domain is a convex set, they obtained
the maximum principle for the first time by using ABSDE. Subsequently, Chen and Wu [29]
studied a stochastic recursive optimal control problem with time delay, the maximum principle
is obtained under the condition that the control domain is non-convex and the diffusion term
contains no control variable.
As two important tools to study stochastic optimal control problems with delay, there should
exist some internal relations between the dynamic programming principle and maximum prin-
ciple. However, so far, the relevant references are scarce. To the best of our knowledge, Shi [30]
first investigated the relationship between maximum principle and dynamic programming prin-
ciple for one kind of stochastic control systems with mixed delay, under the assumption that the
value function is smooth. Shi et al. [31] studied the connection between adjoint variables and the
value function for stochastic recursive optimal control problem with mixed delay, but they still
supposed that the value function is smooth. For recent literatures about the relationship be-
tween maximum principle and dynamic programming principle for stochastic control problems,
refer to [5, 9, 32–40] and the references therein.
In this paper, we fill in the gap of the results in [31], under the viscosity solution framework,
without the illusive assumption that the value function is smooth. For detailed introduction
to viscosity solutions to partial differential equations, refer to Crandall et al. [41], Yong and
Zhou [9]. For the relationship between maximum principle and dynamic programming principle
with in the framework of viscosity solutions, refer to [5, 9, 32, 36, 37, 39, 40]. The contribution
and innovation of this paper can be summarized as follows. For the convenience of presentation,
first we display a prior estimate of the solution to the SMDDE. We also give a comparison
theorem of SMDDE. Next, the connection between the adjoint variables and the value function
for stochastic recursive optimal control problem with mixed delay under the viscosity solution
framework, was given, which is consistent with the early results in Theorem 3.2 of [31] when the
value function is smooth. Finally the verification theorem is obtained which can help to verify
if an admissible control is the optimal control.
The rest of this paper is organized as follows. In Section 2, some preliminary results about
SMDDEs and ABSDEs are introduced. Next in Section 3, the problem is formulated and the
sufficient condition of the maximum principle and the HJB equation are displayed. Then the
main theorem is given in Section 4. The connection obtained in Section 4 can help us to seek the
optimal control, thus in Section 5 the verification theorem is proved to verify if an admissible
control is really optimal. Finally we give some useful concluding remarks in Section 6.
3
2 Preliminary Results
In this section, we give some preliminary results about SMDDEs and BSDEs.
Let T > 0 be fixed, suppose (Ω,F ,P) is a complete probability space. For s ∈ [0, T ), we
define the filtration {Fst }t≥s = σ{W (r)−W (s); s ≤ r ≤ t} where {W (t)}t≥0 is a d-dimensional
Brownian motion, E[·] denotes the expectation under the probability measure P, and EF
s
t [·] ≡
E[·|Fst ] denotes the conditional expectation. If s = 0, we write F
s
t = Ft.
We first introduce the following spaces which will be used later. For s ∈ [0, T ) and an integer
p, we define
C([s, T ];Rn) :=
{
Rn-valued continuous funciton φ(t); sup
s≤t≤T
|φ(t)| <∞
}
,
Lp(Ω,FT ,P;R
n) :=
{
Rn-valued FT -measurable random variable ξ; E[|ξ|
p] <∞
}
,
L
2,p
F ([s, T ];R
n) :=
{
Rn-valued Fst -adapted process φ(t); E
Fst
[(∫ T
s
|φ(t)|2dt
) p
2
]
<∞
}
,
S
p
F ([s, T ];R
n) :=
{
Rn-valued Fst -adapted process φ(t); E
Fst
[
sup
s≤t≤T
|φ(t)|p
]
<∞
}
.
Let δ > 0 be fixed and λ ∈ R be a constant. For any (s, ϕ) ∈ [0, T ) × C([−δ, 0];Rn), we
consider the following SMDDE:{
dX(t) = b(t,X(t),X1(t),X2(t))dt+ σ(t,X(t),X1(t),X2(t))dW (t), t ∈ [s, T ],
X(t) = ϕ(t− s), t ∈ [s− δ, s],
(2.1)
where
X1(t) :=
∫ 0
−δ
eλτX(t+ τ)dτ, X2(t) := X(t− δ), (2.2)
and b : [s, T ]×Rn ×Rn ×Rn → Rn, σ : [s, T ]×Rn ×Rn ×Rn → Rn×d.
We impose the following assumptions on the coefficients of (2.1).
(A1) (i) The functions b, σ are globally Lipschitz with respect to (x, x1, x2).
(ii) There exists a constant C such that for φ = b, σ, the following holds:
|φ(t, x, x1, x2)| ≤ C(1 + |x|+ |x1|+ |x2|), ∀x, x1, x2 ∈ R
n ×Rn ×Rn, t ≥ 0.
(iii) The functions b, σ are measurable and ϕ ∈ C([−δ, 0];Rn).
The following classical result can be found in Mohammed [16].
Lemma 2.1. Under (A1), the SMDDE (2.1) admits a unique solution X(·) ∈ S2F ([s, T ];R
n).
In the following an estimate of the solution to the SMDDE is given.
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Lemma 2.2. Suppose (A1) hold. Then for p ≥ 2, the solution to SMDDE (2.1) satisfies the
following estimate:
EF
s
s
[
sup
s≤t≤T
|X(t)|p
]
≤ C(T,D, p, δ, λ)
[
sup
−δ≤r≤0
|ϕ(r)|p +
(∫ T
s
|b(r, 0, 0, 0)|dr
)p
+
(∫ T
s
|σ(r, 0, 0, 0)|2dr
) p
2
]
, P-a.s.,
(2.3)
where D is the Lipschitz constant, and C(T,D, p, δ, λ) is a constant related to T,D, p, δ, λ.
Proof. By (A1) and the Burkholder-Davis-Gundy inequality, we have
EF
s
s
[
sup
s≤t≤T
|X(t)|p
]
≤ C(p)|X(s)|p + C(p)EF
s
s
(∫ T
s
|b(r,X(r),X1(r),X2(r))|dr
)p
+ C(p)EF
s
s
(∫ T
s
|σ(r,X(r),X1(r),X2(r))|
2dr
) p
2
≤ C(p)|ϕ(0)|p +C(p,D)EF
s
s
[(∫ T
s
(
|b(r, 0, 0, 0)| + |X(r)| + |X1(r)|+ |X2(r)|
)
dr
)p]
+ C(p,D)EF
s
s
[(∫ T
s
(
|σ(r, 0, 0, 0)| + |X(r)|+ |X1(r)|+ |X2(r)|
)2
dr
)p
2
]
≤ C(p)|ϕ(0)|p +C(p,D, T )EF
s
s
[(∫ T
s
|b(r, 0, 0, 0)|dr
)p
+
(∫ T
s
|σ(r, 0, 0, 0)|2dr
) p
2
+
∫ T
s
|X(r)|pdr +
∫ T
s
|X1(r)|
pdr +
∫ T
s
|X2(r)|
pdr
]
.
Noting
EF
s
s
[ ∫ T
s
|X2(r)|
pdr
]
= EF
s
s
[ ∫ T
s
|X(r − δ)|pdr
]
= EF
s
s
[ ∫ T−δ
s−δ
|X(r)|pdr
]
≤ δ
[
sup
−δ≤r≤0
|ϕ(r)|p
]
+ EF
s
s
[ ∫ T
s
|X(r)|pdr
]
,
and
EF
s
s
[ ∫ T
s
|X1(r)|
pdr
]
= EF
s
s
[ ∫ T
s
∣∣∣∣
∫ 0
−δ
eλτX(r + τ)dτ
∣∣∣∣
p
dr
]
≤ EF
s
s
[ ∫ T
s
(∫ 0
−δ
eqλτdτ
)p−1 ∫ 0
−δ
|X(r + τ)|pdτdr
]
≤ C(δ, λ, p)EF
s
s
[ ∫ T
s
∫ 0
−δ
|X(r + τ)|pdτdr
]
= C(δ, λ, p)EF
s
s
[ ∫ 0
−δ
∫ T+τ
s+τ
|X(u)|pdudτ
]
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≤ C(δ, λ, p)EF
s
s
[ ∫ 0
−δ
∫ s
s+τ
|X(u)|pdudτ
]
+ C(δ, λ, p)EF
s
s
[ ∫ 0
−δ
∫ T
s
|X(u)|pdudτ
]
≤ C(δ, λ, p)
∫ s
s−δ
(u− s+ δ)|ϕ(u − s)|pdu+ C(δ, λ, p)EF
s
s
[ ∫ T
s
|X(r)|pdr
]
≤ C(δ, λ, p)
[
sup
−δ≤r≤0
|ϕ(r)|p
]
+ C(δ, λ, p)EF
s
s
[ ∫ T
s
|X(r)|pdr
]
,
applying the Gronwall inequality, then we complete the proof of (2.3).
Next we give the comparison theorem of SMDDE.
Lemma 2.3. Suppose n = 1. For (s, ϕ) ∈ [0, T ) × C([−δ, 0];Rn), consider the following two
SMDDEs, for i = 1, 2,{
dXi(t) = bi(t,Xi(t),Xi2(t))dt+ σ
i(t,Xi(t))dW (t), t ∈ [s, T ],
Xi(t) = ϕi(t− s), t ∈ [s− δ, s],
where Xi2(t) := X
i(t− δ). Suppose bi, σi satisfy the assumption (A1), and
ϕ1(t− s) ≥ ϕ2(t− s), ∀t ∈ [s− δ, s],
b1(t,X2(t),X22 (t)) ≥ b
2(t,X2(t),X22 (t)), a.e. t ∈ [s, T ], a.s.
σ1(t,X2(t)) = σ2(t,X2(t)), a.e. t ∈ [s, T ], a.s.
In addition, we assume b1(t, x, x2) is increasing with respect to x2, then X
1(t) ≥ X2(t), a.e. t ∈
[s, T ], a.s. Furthermore,
X1(t) = X2(t)⇐⇒ϕ1(t− s) = ϕ2(t− s), t ∈ [s− δ, s],
b1(t,X2(t),X22 (t)) = b
2(t,X2(t),X22 (t)), a.e. t ∈ [s, T ], a.s.
Proof. Denote Xˆ := X1 −X2, Xˆ2 := X
1
2 −X
2
2 , ϕˆ := ϕ
1 − ϕ2. Then we have
{
dXˆ(t) = [α(t)Xˆ(t) + γ(t)Xˆ2(t) + bˆ(t)]dt+ α
′(t)Xˆ(t)dW (t), t ∈ [s, T ],
Xˆ(t) = ϕˆ(t− s), t ∈ [s− δ, s],
where
α(t) : =
b1(t,X1(t),X12 (t))− b
1(t,X2(t),X12 (t))
Xˆ(t)
,
α′(t) : =
σ1(t,X1(t))− σ1(t,X2(t))
Xˆ(t)
,
γ(t) : =
b1(t,X2(t),X12 (t))− b
1(t,X2(t),X22 (t))
Xˆ2(t)
,
bˆ(t) : = b1(t,X2(t),X22 (t))− b
2(t,X2(t),X22 (t)).
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In general the solution to SMDDE can be derived step by step. Let t ∈ [s, s+ δ], then the above
SMDDE becomes{
dXˆ(t) = [α(t)Xˆ(t) + γ(t)ϕˆ(t− δ − s) + bˆ(t)]dt + α′(t)Xˆ(t)dW (t),
Xˆ(s) = ϕˆ(0).
Apparently, it becomes a stochastic differential equation (SDE). Furthermore, by the comparison
theorem of SDE, Since γ(t) ≥ 0, bˆ(t) ≥ 0, ϕˆ(t) ≥ 0, we deduce that Xˆ(t) ≥ 0. Next we consider
the case t ∈ [s+δ, s+2δ], we can still get that Xˆ(t) ≥ 0. Repeat the same steps on [s+2δ, s+3δ],
[s+ 3δ, s + 4δ], · · · Since T is finite, finally we can obtain Xˆ(t) ≥ 0 for t ∈ [s, T ].
Now we consider the following backward stochastic differential equation (BSDE):
{
−dY (t) = f(t, Y (t), Z(t))dt − Z(t)dW (t), t ∈ [0, T ],
Y (T ) = ξ,
(2.4)
where f : [0, T ]× Ω×Rn ×Rn×d → Rn satisfies the following assumption.
(A2): (i) For any (y, z) ∈ Rn × Rn×d, f(·, y, z) is Ft-adapted and
∫ T
0 |f(s, 0, 0)|ds ∈
L2(Ω,FT ,P;R
n).
(ii) There exists a constant C > 0 such that
|f(t, y, z) − f(t, y′, z′)| ≤ C(|y − y′|+ |z − z′|), ∀y, y′ ∈ Rn, z, z′ ∈ Rn×d.
The following result is classical, by Pardoux and Peng [42].
Lemma 2.4. Under (A2), for given ξ ∈ L2(Ω,FT ,P;R
n), the BSDE (2.4) admits a unique
adapted solution pair (Y (·), Z(·)) ∈ S2F ([0, T ];R
n)× L2F ([0, T ];R
n×d).
3 Problem Statement and the Viscosity Solution
In this section, we state the problem and give some preliminary results.
Let T > 0 be finite and U ⊂ Rk be a nonempty convex set. Given s ∈ [0, T ), we denote
Uω[s, T ] the set of all 5 tuples (Ω,F ,P,W (·);u(·)) satisfying the following conditions:
(i) (Ω,F ,P) is a complete probability space;
(ii) {W (t)}t≥s is a d-dimensional standard Brownian motion defined on (Ω,F ,P) over [s, T ]
(with W (s) = 0, a.s.), and Fst = σ{W (r); s ≤ r ≤ t} augmented by all the P-null sets in F ;
(iii) u : [s, T ]× Ω→ U is an {Fst }t≥s-adapted process on (Ω,F ,P).
We write (Ω,F ,P,W (·);u(·)) ∈ Uω[s, T ], but if there is no confusion, occasionally we will
simply write u(·) ∈ Uω[s, T ].
For simplicity of representation, in the following of this paper we only consider the one
dimension case. Let δ > 0 be fixed, for any (s, ϕ) ∈ [0, T ) × C([−δ, 0];R), we consider the
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triple (Xs,ϕ,u(·), Y s,ϕ,u(·), Zs,ϕ,u(·)) ∈ R × R × R given by the following controlled coupled
forward-backward stochastic differential equation with mixed delay (FBSMDDE):

dXs,ϕ;u(t) = b(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dt
+ σ(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dW (t), t ∈ [s, T ],
−dY s,ϕ;u(t) = f(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), Y
s,ϕ;u(t), Zs,ϕ;u(t), u(t))dt
− Zs,ϕ;u(t)dW (t), t ∈ [s, T ],
Xs,ϕ;u(t) = ϕ(t− s), t ∈ [s− δ, s],
Y s,ϕ;u(T ) = φ(Xs,ϕ;u(T ),Xs,ϕ;u1 (T )),
(3.1)
here
X
s,ϕ;u
1 (t) :=
∫ 0
−δ
eλτXs,ϕ;u(t+ τ)dτ, Xs,ϕ;u2 (t) := X
s,ϕ;u(t− δ), (3.2)
and b : [s, T ] ×R ×R×R×U → R, σ : [s, T ] ×R ×R ×R ×U → R, f : [s, T ]×R ×R ×
R×R×R×U→ R and φ : R×R→ R.
The cost functional is introduced as follows:
J(s, ϕ;u(·)) := −Y s,ϕ;u(s), (s, ϕ) ∈ [0, T ]× C([−δ, 0];R), (3.3)
and our stochastic recursive optimal control problem is the following.
Problem (P). For given (s, ϕ) ∈ [0, T ]×C([−δ, 0];R), our object is to find u∗(·) ∈ Uω[s, T ],
such that (3.1) admits a unique solution and
J(s, ϕ;u∗(·)) = essinf
u(·)∈Uω[s,T ]
J(s, ϕ;u(·)). (3.4)
We define the value function

V (s, ϕ) = essinf
u(·)∈Uω [s,T ]
J(s, ϕ;u(·)), (s, ϕ) ∈ [0, T ] × C([−δ, 0];R),
V (T, ϕ) = −φ(ϕ), ϕ ∈ C([−δ, 0];R).
(3.5)
Any u∗(·) ∈ Uω[s, T ] that achieves the above infimum is called an optimal control, and the
corresponding solution triple (X∗(·), Y ∗(·), Z∗(·)) is called an optimal trajectory. We refer to
(X∗(·), Y ∗(·), Z∗(·), u∗(·)) as an optimal quadruple.
We impose the following assumptions on the coefficent of (3.1):
(H1) (i) The functions b = b(t, x, x1, x2, u), σ = σ(t, x, x1, x2, u) are continuously differen-
tiable with respect to (x, x1, x2) and their derivatives are bounded and continuous.
(ii) There exists a constant C such that for φ = b, σ,
|φ(t, x, x1, x2, u)| ≤ C(1 + |x|+ |x1|+ |x2|), ∀x, x1, x2 ∈ R, u ∈ R, t ≥ 0.
(iii) The functions b, σ are measurable, ϕ : Ω→ C([−δ, 0];R) is Fss -measurable and
EF
s
s
[
sup
−δ≤t≤0
|ϕ(t)|4
]
<∞.
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(H2) (i) f is measurable.
(ii) The functions f = f(t, x, x1, x2, y, z, u), φ = φ(x, x1) are twice continuously differentiable
with respect to (x, x1, x2, y, z) and their derivatives are bounded and continuous.
(iii) There exists a constant C such that
|f(t, x, x1, x2, 0, 0, u)| + |φ(x, x1)| ≤ C(1 + |x|+ |x1|+ |x2|), ∀x, x1, x2 ∈ R
3, u ∈ R, t ≥ 0.
By Lemma 2.1 and Lemma 2.4, under (H1) and (H2), for any admissible control u(·), FB-
SMDDE (3.1) admits a unique adapted solution (Xs,ϕ;u(·), Y s,ϕ;u(·), Zs,ϕ;u(·)) ∈ S4F ([s, T ];R)×
S4F ([s, T ];R) × L
2,2
F ([s, T ];R).
The following lemma plays a crucial role in this paper, which belongs to Pardoux and Rascanu
[43].
Lemma 3.1. Let (H1) and (H2) hold. For given (s, ϕ) ∈ [0, T )×C([−δ, 0];R), u(·) ∈ Uω[s, T ],
and (Xs,ϕ;u(·), Y s,ϕ;u(·), Zs,ϕ;u(·)) ∈ S2F ([s, T ],R) × S
2
F ([s, T ],R) × L
2
F ([s, T ];R) is the unique
solution to (3.1). Then the following estimate holds:
EF
s
s
[
sup
s≤r≤T
|Y s,ϕ;u(r)|2
]
≤ CEF
s
s
[
|φ(Xs,ϕ;u(T ),Xs,ϕ;u1 (T ))|
2
+
( ∫ T
s
f(r,Xs,ϕ;u(r),Xs,ϕ;u1 (r),X
s,ϕ;u
2 (r), 0, 0, u(r))dr
)2]
.
(3.6)
Now we start to state the maximum principle (see Shi, Xu and Zhang [31]). First, we
denote ~p(·) = (p1(·), p2(·), p3(·))
⊤, ~q(·) = (q1(·), q2(·))
⊤, and define the Hamiltonian function
H : [0, T ]×R×R×R×R×R×U×R3 ×R2 ×R→ R as:
H(t, x, x1, x2, y, z, u, ~p, ~q, γ) := p1b(t, x, x1, x2, u)
+ p2(x− λx1 − e
−λδx2) + q1σ(t, x, x1, x2, u)− γf(t, x, x1, x2, y, z, u).
(3.7)
Then for given (s, ϕ) ∈ [0, T ] × C([−δ, 0];R), we introduce the following adjoint equations:
{
dγ(t) = −H∗y (t)dt−H
∗
z (t)dW (t), t ∈ [s, T ],
γ(s) = 1,
(3.8)


−dp1(t) = H
∗
x(t)dt− q1(t)dW (t), t ∈ [s, T ],
−dp2(t) = H
∗
x1(t)dt− q2(t)dW (t), t ∈ [s, T ],
−dp3(t) = H
∗
x2(t)dt, t ∈ [s, T ],
p1(T ) = −φx(x
∗(T ), x∗1(T ))γ(T ),
p2(T ) = −φx1(x
∗(T ), x∗1(T ))γ(T ),
p3(T ) = 0.
(3.9)
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where for ψ = b, σ, f, φ and κ = x, x1, x2, y, z, we define
ψ∗κ(r) := ψκ(r,X
∗(r),X∗1 (r),X
∗
2 (r), Y
∗(r), Z∗(r), u∗(r)).
Under (H1), (H2), SDE (3.8) admits a unique solution γ(·) ∈ S2F ([s, T ];R).
Remark 3.1. To derive the sufficent condition of the maximum principle, we have to require
that p3(t) ≡ 0 for all t ∈ [s, T ]. In this case, BSDE (3.9) admits a unique solution (~p(·), ~q(·)) ∈
S2F ([s, T ];R
3)× L2F ([s, T ];R
2).
The following theorem gives the sufficient condition of the maximum principle.
Theorem 3.1. Assume u∗(·) ∈ Uω[s, T ], (X∗(·), Y ∗(·), Z∗(·)) is the corresponding state trajec-
tory. Suppose γ(·), (~p(·), ~q(·)) are the solutions to (3.9) and (3.10), respectively. If
(x, x1, x2, y, z, u) 7→H(t, x, x1, x2, y, z, u, ~p, ~q, γ) is convex function, ∀t ∈ [s, T ],
φ(x, x1) =Mx+Nx1, M,N ∈ R,
p3(t) ≡ 0, ∀t ∈ [s, T ],
and
H∗u(t)(u
∗(t)− u) ≤ 0, ∀u ∈ U, t ∈ [s, T ], a.s.,
then u∗(·) is the optimal control.
At the end of this section, we present the generalized HJB equation which will be studied.
Since the value function is defined on the infinite dimensional space [0, T ] × C([−δ, 0];R), the
HJB equation which satisfies is also infinite dimensional. However, Let V (s, ϕ) = V (s, x, x1),
in other words, the value function is independent of x2, here x = ϕ(0), x1 =
∫ 0
−δ
eλτϕ(τ)dτ ,
x2 = ϕ(−δ), then the HJB equation becomes finite dimensional:

−Vs(s, x, x1) + sup
u∈U
G
(
s, x, x1, x2, u,−V (s, x, x1),−Vx(s, x, x1),
− Vxx(s, x, x1),−Vx1(s, x, x1)
)
= 0, (t, x, x1) ∈ [0, T ]×R
2,
V (T, x, x1) = −φ(x, x1), for all x, x1 ∈ R,
(3.10)
where the generalized Hamiltonian function G : [0, T ]×R×R×R×U×R×R×R×R→ R
is defined as
G(s, x, x1, x2, u, k, p,R, q) :=
1
2
Rσ2(s, x, x1, x2, u) + pb(s, x, x1, x2, u)
+ q(x− λx1 − e
−λδx2) + f(s, x, x1, x2, k, pσ(s, x, x1, x2, u), u). (3.11)
Remark 3.2. In fact, the coefficients of (3.10) b, σ, f all depend on x2, thus we can not hope
the solution to (3.10) is independent of x2. However, if we impose some conditions to b, σ, f ,
then the solution of (3.10) can indeed not depend on x2, see more details in Theorem 2.7 of [31].
In this paper, we suppose that the solution to (3.10) does not depend on x2.
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Next let us recall some notions under the framework of viscosity solutions. More details
can be seen in the paragraphs by Crandall et al. [41] and Yong and Zhou [9]. First, we give
the notation of the second-order super- and sub-jets. For v ∈ C([0, T ] × R2) and (t, xˆ, xˆ′) ∈
[0, T ] ×R2, we define

D
1,2,1,+
t+,x,x′v(t, xˆ, xˆ
′) =
{
(Θ, p, q, P ) ∈ R×R×R×R
∣∣∣v(s, x, x′) ≤ v(t, xˆ, xˆ′) + 〈Θ, s− t〉
+ 〈p, x− xˆ〉+
1
2
〈P (x− xˆ), x− xˆ〉+ 〈q, x′ − xˆ′〉+ o(|s− t|+ |x− xˆ|2
+ |x′ − xˆ′|2), as s ↓ t, x→ xˆ, x′ → xˆ′
}
,
D
1,2,1,−
t+,x,x′v(t, xˆ, xˆ
′) =
{
(Θ, p, q, P ) ∈ R×R×R×R
∣∣∣v(s, x, x′) ≥ v(t, xˆ, xˆ′) + 〈Θ, s− t〉
+ 〈p, x− xˆ〉+
1
2
〈P (x− xˆ), x− xˆ〉+ 〈q, x′ − xˆ′〉+ o(|s− t|+ |x− xˆ|2
+ |x′ − xˆ′|2), as s ↓ t, x→ xˆ, x′ → xˆ′
}
.
Next, we present the definition of viscosity solution which will be used later. It is slightly dif-
ferent from the typical and most common used definition (see [9]). However, sinceD1,2,1,+t,x,x′ v(t, xˆ, xˆ
′) ⊆
D
1,2,1,+
t+,x,x′v(t, xˆ, xˆ
′) and D1,2,1,−t,x,x′ v(t, xˆ, xˆ
′) ⊆ D1,2,1,−t+,x,x′v(t, xˆ, xˆ
′), it’s clear that the viscosity solutions
defined by the one-side semijets are also the ones defined by the two-side semijets.
Definition 3.1. A continuous function v on [0, T ]×R2 is called a viscosity subsolution (resp.,
supersolution) to the HJB equation (3.10), if v(T, x, x1) ≤ (≥)− φ(x, x1) and
−ϕt(t0, x0, x
′
0)+sup
u∈U
G
(
t0, x0, x
′
0, x2, u,−ϕ(t0, x0, x
′
0),−ϕx(t0, x0, x
′
0),
− ϕxx(t0, x0, x
′
0),−ϕx1(t0, x0, x
′
0)
)
≤ (≥) 0, ∀x2 ∈ R,
(3.12)
whenever v−ϕ attains a local maximum (resp., minimum) at (t0, x0, x
′
0) in a right neighborhood
of (t0, x0, x
′
0) for ϕ ∈ C
1,2,1([0, T ] ×R2). A function v is called a viscosity solution to (3.10) if
it is both a viscosity subsolution and a viscosity supersolution to (3.10).
Actually, the viscosity solution in Definition 3.1 is equivalent to the one defined by the
second-order super- and sub-jets. Hence we present the following lemma.
Lemma 3.2. Let v be an uppercontinuous function on (0, T )×R2 and (t0, x0, x
′
0) ∈ (0, T )×R
2.
Then (Θ, p, q, P ) ∈ D1,2,1,+t+,x v(t0, x0, x
′
0) if and only if there exists a function φ ∈ C
1,2,1((0, T ) ×
R2) such that v − φ attains a strict global maximum at (t0, x0, x
′
0) ∈ (0, T ) ×R
2 from the right
hand side on t0 and
(φ(t0, x0, x
′
0), φt(t0, x0, x
′
0), φx(t0, x0, x
′
0), φx1(t0, x0, x
′
0), φxx(t0, x0, x
′
0))
= (v(t0, x0, x
′
0),Θ, p, q, P ).
Moreover, if v has polynomial growth, i.e., if
|v(t, x, x1)| ≤ C(1 + |x|
k + |x1|
k), for some k ≥ 1, (t, x, x1) ∈ (0, T ) ×R
2, (3.13)
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then φ can be chosen so that φ, φt, φx, φx1 , φxx satisfy (3.13).
The proof can be found in Yong and Zhou [9], Zhou [5].
4 Connection between the Adjoint Variables and the Value Func-
tion
In this section, we investigate the connection between the adjoint variables and the value func-
tion. In the whole section, we suppose the value function is independent of x2.
Theorem 4.1. Let (H1), (H2) hold. Let (s, x, x1) ∈ [0, T ] × R × R be fixed. Suppose
that u∗(·) is an optimal control, and the triple (X∗(·), Y ∗(·), Z∗(·)) is the corresponding op-
timal trajectory. V ∈ C([0, T ] × R × R) is the value function. Let γ(·) ∈ S2F ([s, T ];R),
(~p(·), ~q(·)) ∈ S2F ([s, T ];R
3) × L2F ([s, T ];R
2) satisfy the adjoint equations (3.8), (3.9), respec-
tively. Furthermore, assume that p3(t) ≡ 0 for all t ∈ [s, T ]. Then{
p1(t)(γ(t))
−1
}
⊆ D1,+x V (t,X
∗(t),X∗1 (t)),
D1,−x V (t,X
∗(t),X∗1 (t)) ⊆
{
p1(t)(γ(t))
−1
}
, for all t ∈ [s, T ], P-a.s.,
(4.1)
where X∗1 (t) :=
∫ 0
−δ
eλτX∗(t+ τ)dτ , X∗2 (t) := X
∗(t− δ).
Proof. We split the proof into several steps.
Step 1. Variation equation for SMDDE.
Fix a t ∈ [s, T ]. For any x′ ∈ R, denote by Xt,x
′,X∗1 (t)(·) the solution to the following SMDDE
on [t, T ]:

dXt,x
′,X∗1 (t)(r) = b
(
r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r), u
∗(r)
)
dr
+ σ
(
r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r), u
∗(r)
)
dW (r),
Xt,x
′,X∗1 (t)(t) = x′, Xt,x
′,X∗1 (t)(r) = X∗(r), r ∈ [t− δ, t),
(4.2)
where
X
t,x′,X∗1 (t)
1 (r) :=
∫ 0
−δ
eλτXt,x
′,X∗1 (t)(r + τ)dτ, X
t,x′,X∗1 (t)
2 (r) := X
t,x′,X∗1 (t)(r − δ). (4.3)
It is clear that SMDDE (4.2) can be regarded as an SMDDE on (Ω,F , {Fsr }r≥s,P(·|F
s
t )(ω))
for P-a.s. ω, where P(·|Fst )(ω) is the regular conditional probability for given F
s
t defined on
(Ω,F). For any t ≤ r ≤ T , set
Xˆ(r) := Xt,x
′,X∗1 (t)(r)−X∗(r), Xˆ1(r) := X
t,x′,X∗1 (t)
1 (r)−X
∗
1 (r),
Xˆ2(r) := X
t,x′,X∗1 (t)
2 (r)−X
∗
2 (r).
12
Then we can write the equation for Xˆ(r) as follows:

dXˆ(r) =
{
b∗x(r)Xˆ(r) + b
∗
x1
(r)Xˆ1(r) + b
∗
x2
(r)Xˆ2(r) + ε1(r)
}
dr
+
{
σ∗x(r)Xˆ(r) + σ
∗
x1
(r)Xˆ1(r) + σ
∗
x2
(r)Xˆ2(r) + ε2(r)
}
dW (r),
Xˆ(t) = x′ −X∗(t), Xˆ(r) = 0, r ∈ [t− δ, t),
(4.4)
where{
ε1(r) := [b
θ
x(r)− b
∗
x(r)]Xˆ(r) + [b
θ
x1
(r)− b∗x1(r)]Xˆ1(r) + [b
θ
x2
(r)− b∗x2(r)]Xˆ2(r),
ε2(r) := [σ
θ
x(r)− σ
∗
x(r)]Xˆ(r) + [σ
θ
x1
(r)− σ∗x1(r)]Xˆ1(r) + [σ
θ
x2
(r)− σ∗x2(r)]Xˆ2(r).
(4.5)
Here, for ψ = b, σ, and κ = x, x1, x2, we define
ψθκ(r) :=
∫ 1
0
ψκ
(
r,X∗(r) + θXˆ(r),X∗1 (r) + θXˆ1(r),X
∗
2 (r) + θXˆ2(r), u
∗(r)
)
dθ. (4.6)
Recall the estimate of the solution to SMDDE, by Lemma 2.2 we obtain
EF
s
t
[
sup
t≤r≤T
|Xˆ(r)|p
]
≤ C|x′ −X∗(t)|p, P-a.s. (4.7)
Similarly, we have
EF
s
t
[
sup
t≤r≤T
|Xˆ1(r)|
p
]
= EF
s
t
[
sup
t≤r≤T
|
∫ 0
−δ
eλτ Xˆ(r + τ)dτ |p
]
≤ EF
s
t
[
sup
t≤r≤T
∣∣∣ ∫ 0
−δ
eqλτdτ
∣∣∣p−1 ∫ 0
−δ
|Xˆ(r + τ)|pdτ
]
≤ CEF
s
t
[
sup
t−δ≤r≤T
|Xˆ(r)|p
]
≤ C|x′ −X∗(t)|p, P-a.s.,
(4.8)
EF
s
t
[
sup
t≤r≤T
|Xˆ2(r)|
p
]
≤ EF
s
t
[
sup
t−δ≤r≤T
|Xˆ(r)|p
]
≤ C|x′ −X∗(t)|p, P-a.s. (4.9)
Step 2. Estimate of remainder terms of SMDDE.
For any integer p ≥ 2, we have

EF
s
t
[(∫ T
t
|ε1(r)|
2dr
)p
2
]
= o(|x′ −X∗(t)|p), P-a.s.,
EF
s
t
[(∫ T
t
|ε2(r)|
2dr
)p
2
]
= o(|x′ −X∗(t)|p), P-a.s.
(4.10)
To prove (4.10), by the continuity of bx, bx1 , bx2 as well as (4.7), (4.8) and (4.9), we have
EF
s
t
[(∫ T
t
|ε1(r)|
2dr
) p
2
]
≤ CEF
s
t
[(∫ T
t
[bθx(r)− b
∗
x(r)]
2|Xˆ(r)|2dr
) p
2
]
+ CEF
s
t
[(∫ T
t
[bθx1(r)− b
∗
x1(r)]
2|Xˆ1(r)|
2dr
)p
2
]
+ CEF
s
t
[(∫ T
t
[bθx2(r)− b
∗
x2(r)]
2|Xˆ2(r)|
2dr
)p
2
]
= o(|x′ −X∗(t)|p), P-a.s.
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The second equality in (4.10) can be proved similarly.
Step 3. Duality relation.
Denoting p˜(t) := p1(t)(γ(t))
−1, pˇ(t) := p2(t)(γ(t))
−1, then applying Itoˆ’s formula, we can
derive

dp˜(t) =
{
f∗x(t)− p˜(t)[b
∗
x(t) + f
∗
y (t) + σ
∗
x(t)f
∗
z (t)]− q˜(t)[σ
∗
x(t) + f
∗
z (t)]− pˇ(t)
}
dt
+ q˜(t)dW (t), t ∈ [s, T ],
p˜(T ) = −φx(X
∗(T ),X∗1 (T )),
(4.11)


dpˇ(t) =
{
pˇ(t)[λ− f∗y (t)]− qˇ(t)f
∗
z (t) + f
∗
x1(t)− p˜(t)[b
∗
x1(t) + f
∗
z (t)σ
∗
x1(t)]
− q˜(t)σ∗x1(t)
}
dt+ qˇ(t)dW (t), t ∈ [s, T ],
pˇ(T ) = −φx1(X
∗(T ),X∗1 (T )),
(4.12)
where q˜(t) := q1(t)(γ(t))
−1 − p˜(t)f∗z (t), qˇ(t) := q2(t)(γ(t))
−1 − pˇ(t)f∗z (t).
Obviously, (p˜(·), q˜(·)) ∈ S2F ([s, T ];R) × L
2
F ([s, T ];R), and (pˇ(·), qˇ(·)) ∈ S
2
F ([s, T ];R) ×
L2F ([s, T ];R).
Denoting Yˆ (r) := p˜(r)Xˆ(r), Yˇ (r) := pˇ(r)Xˆ1(r), and applying Itoˆ’s formula to Yˆ (·), by (4.4),
(4.11), we obtain
{
dYˆ (r) = A(r)dr + Zˆ(r)dW (r), r ∈ [t, T ],
Yˆ (T ) = −φx(X
∗(T ),X∗1 (T ))Xˆ(T ),
(4.13)
where
A(r) := Xˆ(r)
[
f∗x(r)− p˜(r)f
∗
y (r)− p˜(r)σ
∗
x(r)f
∗
z (r)− q˜(r)f
∗
z (r)− pˇ(t)
]
+ p˜(r)
[
b∗x1(r)Xˆ1(r) + b
∗
x2
(r)Xˆ2(r) + ε1(r)
]
+ q˜(r)[σ∗x1(r)Xˆ1(r) + σ
∗
x2
(r)Xˆ2(r) + ε2(r)],
Zˆ(r) := Xˆ(r)q˜(r) + Xˆ(r)p˜(r)σ∗x(r) + p˜(r)Xˆ1(r)σ
∗
x1(r) + p˜(r)σ
∗
x2(r)Xˆ2(r) + p˜(r)ε2(r).
Noting dXˆ1(r) = [Xˆ(r)− λXˆ1(r)− e
−λδXˆ2(r)]dr, then applying Itoˆ’s formula to Yˇ (·), we get{
dYˇ (r) = B(r)dr + Zˇ(r)dW (r), r ∈ [t, T ],
Yˇ (T ) = −φx1(X
∗(T ),X∗1 (T ))Xˆ1(T ),
(4.14)
where
B(r) := pˇ(r)Xˆ(r)− e−λδ pˇ(r)Xˆ2(r) + Xˆ1(r)
[
− pˇ(r)f∗y (r)− qˇ(r)f
∗
z (r) + f
∗
x1(r)
− p˜(r)b∗x1(r)− p˜(r)f
∗
z (r)σ
∗
x1(r)− q˜(r)σ
∗
x1(r)
]
Zˇ(r) := qˇ(r)Xˆ1(r).
Step 4. Variational equation for BSDE.
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For the above x′ ∈ R, recall that Xt,x
′,X∗1 (t)(·) is given by (4.2) and denote by (Y t,x
′,X∗1 (t)(·),
Zt,x
′,X∗1 (t)(·)) the solution to the following BSDE on [t, T ]:

−dY t,x
′,X∗1 (t)(r) = f
(
r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r),
Y t,x
′,X∗1 (t)(r), Zt,x
′,X∗1 (t)(r), u∗(r)
)
dr − Zt,x
′,X∗1 (t)(r)dW (r),
Y t,x
′,X∗1 (t)(T ) = φ(Xt,x
′,X∗1 (t)(T ),X
t,x′,x∗1(t)
1 (T )).
(4.15)
Similarly BSDE (4.15) is defined on (Ω,F , {Fsr }r≥s,P(·|F
s
t )(ω)) for P-a.s. ω.
For any t ≤ r ≤ T , set
Y˜ (r) := −Y t,x
′,X∗1 (t)(r) + Y ∗(r)− Yˆ (r)− Yˇ (r),
Z˜(r) := −Zt,x
′,X∗1 (t)(r) + Z∗(r)− Zˆ(r)− Zˇ(r).
(4.16)
Thus by (4.13), (4.14) and (4.15), we get


dY˜ (r) =
[
f
(
r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r), Y
t,x′,X∗1 (t)(r),
Zt,x
′,X∗1 (t)(r), u∗(r)
)
− f∗(r)−A(r)−B(r)
]
dr + Z˜(r)dW (r),
Y˜ (T ) =− (Xˆ(T ), Xˆ1(T ))D˜
2φ(T )(Xˆ(T ), Xˆ1(T ))
⊤,
(4.17)
where D˜2φ(T ) :=
∫ 1
0
∫ 1
0 λD
2φ(X∗(T ) + λθXˆ(T ),X∗1 (T ) + λθXˆ1(T ))dλdθ.
By the boundedness of D˜2φ, we have
EF
s
t |Y˜ (T )|2 ≤ CEF
s
t
[
|Xˆ(T )|4 + |Xˆ1(T )|
4
]
= o(|x′ −X∗(t)|2), P-a.s. (4.18)
Noting (4.16), we have
f
(
r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r), Y
t,x′,X∗1 (t)(r), Zt,x
′,X∗1 (t)(r), u∗(r)
)
− f∗(r)
= f(r,Xt,x
′,X∗1 (t)(r),X
t,x′,X∗1 (t)
1 (r),X
t,x′,X∗1 (t)
2 (r), Y
t,x′,X∗1 (t)(r), Zt,x
′,X∗1 (t)(r), u∗(r))
− f(r,X∗(r) + Xˆ(r),X∗1 (r) + Xˆ1(r),X
∗
2 (r) + Xˆ2(r), Y
∗(r)− Yˆ (r)− Yˇ (r),
Z∗(r)− Zˆ(r)− Zˇ(r), u∗(r))
+ f(r,X∗(r) + Xˆ(r),X∗1 (r) + Xˆ1(r),X
∗
2 (r) + Xˆ2(r), Y
∗(r)− Yˆ (r)− Yˇ (r),
Z∗(r)− Zˆ(r)− Zˇ(r), u∗(r))− f∗(r)
= −f˜y(r)Y˜ (r)− f˜z(r)Z˜(r) + f
∗
x(r)Xˆ(r) + f
∗
x1
(r)Xˆ1(r) + f
∗
x2
(r)Xˆ2(r)
− f∗y (r)[Yˆ (r) + Yˇ (r)]− f
∗
z (r)[Zˆ(r) + Zˇ(r)]
+ [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]D˜
2f(r)
× [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]
⊤,
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where

f˜y(r) =
∫ 1
0
fy(r,X
∗(r) + Xˆ(r),X∗1 (r) + Xˆ1(r),X
∗
2 (r) + Xˆ2(r), Y
∗(r)
− Yˆ (r)− Yˇ (r)− θY˜ (r), Z∗(r)− Zˆ(r)− Zˇ(r)− θZ˜(r), u∗(r))dθ,
f˜z(r) =
∫ 1
0
fz(r,X
∗(r) + Xˆ(r),X∗1 (r) + Xˆ1(r),X
∗
2 (r) + Xˆ2(r), Y
∗(r)
− Yˆ (r)− Yˇ (r)− θY˜ (r), Z∗(r)− Zˆ(r)− Zˇ(r)− θZ˜(r), u∗(r))dθ,
D˜2f(r) =
∫ 1
0
∫ 1
0
λD2f(r,X∗(r) + λθXˆ(r),X∗1 (r) + λθXˆ1(r),X
∗
2 (r) + λθXˆ2(r),
Y ∗(r)− λθYˆ (r)− λθYˇ (r), Z∗(r)− λθZˆ(r)− λθZˇ(r), u∗(r))dλdθ.
Hence, we obtain
Y˜ (t) = Y˜ (T ) +
∫ T
t
{
f˜y(r)Y˜ (r) + f˜z(r)Z˜(r) + p˜(r)ε1(r) + [p˜(r)f
∗
z (r) + q˜(r)]ε2(r)
+ Xˆ2(r)[p˜(r)b
∗
x2
(r) + q˜(r)σ∗x2(r)− e
−λδpˇ(r) + p˜(r)σ∗x2(r)f
∗
z (r)− f
∗
x2
(r)]
− [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]D˜
2f(r)
× [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]
⊤
}
dr −
∫ T
t
Z˜(r)dW (r).
Applying Itoˆ’s formula to p3(r)(γ(r))
−1, we have
d[p3(r)(γ(r))
−1] =
{
− p˜(r)b∗x2(r)− q˜(r)σ
∗
x2
(r) + e−λδpˇ(r)− p˜(r)σ∗x2(r)f
∗
z (r)
+ f∗x2(r)− p3(r)(γ(r))
−1f∗y (t) + p3(r)(γ(r))
−1|f∗z (r)|
2
}
dr
− p3(r)(γ(r))
−1f∗z (r)dW (r).
Substituting p3(r) ≡ 0 into the above equality, we get
0 =
∫ T
t+δ
{
− p˜(r)b∗x2(r)− q˜(r)σ
∗
x2
(r) + e−λδpˇ(r)− p˜(r)σ∗x2(r)f
∗
z (r) + f
∗
x2
(r)
}
dr
=
∫ T−δ
t
{
− p˜(r + δ)b∗x2(r + δ)− q˜(r + δ)σ
∗
x2
(r + δ) + e−λδpˇ(r + δ)
− p˜(r + δ)σ∗x2(r + δ)f
∗
z (r + δ) + f
∗
x2
(r + δ)
}
dr.
Recalling (4.4), we have
Xˆ2(T ) = Xˆ(t) +
∫ T−δ
t
{
b∗x(r)Xˆ(r) + b
∗
x1
(r)Xˆ1(r) + b
∗
x2
(r)Xˆ2(r) + ε1(r)
}
dr
+
∫ T−δ
t
{
σ∗x(r)Xˆ(r) + σ
∗
x1
(r)Xˆ1(r) + σ
∗
x2
(r)Xˆ2(r) + ε2(r)
}
dW (r).
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Apparently Xˆ2(T ) is FT−δ-adapted, under the filtration FT−δ, applying Itoˆ’s formula to 0·Xˆ2(·),
by the above two equalities we derive
0 =
∫ T
t+δ
Xˆ2(r)
[
p˜(r)b∗x2(r) + q˜(r)σ
∗
x2
(r)− e−λδ pˇ(r) + p˜(r)σ∗x2(r)f
∗
z (r)− f
∗
x2
(r)
]
dr.
Noting Xˆ2(r) = 0 for r ∈ [t, t+ δ), we have
0 =
∫ T
t
Xˆ2(r)
[
p˜(r)b∗x2(r) + q˜(r)σ
∗
x2
(r)− e−λδpˇ(r) + p˜(r)σ∗x2(r)f
∗
z (r)− f
∗
x2
(r)
]
dr.
Thus, we deduce
Y˜ (t) = Y˜ (T ) +
∫ T
t
{
f˜y(r)Y˜ (r) + f˜z(r)Z˜(r) + p˜(r)ε1(r) + [p˜(r)f
∗
z (r) + q˜(r)]ε2(r)
− [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]D˜
2f(r)
× [Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]
⊤
}
dr −
∫ T
t
Z˜(r)dW (r).
(4.19)
Step 5. Estimate of remainder terms of BSDE.
Next we use Lemma 3.1 to derive the the estimate of solution to the BSDE (4.17). By (4.19),
we have
EF
s
t
[
sup
t≤r≤T
|Y˜ (r)|2
]
≤ o(|x′ −X∗(t)|2) + CEF
s
t
[(∫ T
t
p˜(r)ε1(r)dr
)2
+
(∫ T
t
[p˜(r)f∗z (r) + q˜(r)]ε2(r)dr
)2
+
(∫ T
t
[Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),
− Zˆ(r)− Zˇ(r)]D˜2f(r)[Xˆ(r), Xˆ1(r), Xˆ2(r),−Yˆ (r)− Yˇ (r),−Zˆ(r)− Zˇ(r)]
T dr
)2]
:= o(|x′ −X∗(t)|2) + I + II + III, P-a.s.
(4.20)
First, applying (4.10) we have
I ≤ C
{
EF
s
t
[ ∫ T
t
|p˜(r)|2dr
]2} 12{
EF
s
t
[ ∫ T
t
|ε1(r)|
2dr
]2} 12
= o(|x′ −X∗(t)|2), P-a.s. (4.21)
In the same method, by the boundedness of fz, we obtain
II = EF
s
t
[(∫ T
t
[p˜(r)f∗z (r) + q˜(r)]ε2(r)dr
)2]
≤ C
{
EF
s
t
[ ∫ T
t
|p˜(r)|2dr
]2} 12{
EF
s
t
[ ∫ T
t
|ε2(r)|
2dr)
]2} 12
+ C
{
EF
s
t
[ ∫ T
t
|q˜(r)|2dr
]2} 12{
EF
s
t
[ ∫ T
t
|ε2(r)|
2dr
]2} 12
= o(|x′ −X∗(t)|2), P-a.s.
(4.22)
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Finally, recall (4.8), we get
EF
s
t
[(∫ T
t
|Zˇ(r)|2dr
) p
2
]
= EF
s
t
[(∫ T
t
|qˇ(r)Xˆ1(r)|
2dr
) p
2
]
≤
{
EF
s
t
[ ∫ T
t
|qˇ(r)|2dr
]p} 12{
EF
s
t
[
sup
t≤r≤T
|Xˆ1(r)|
2p
]} 12
≤ C(|x′ −X∗(t)|p), P-a.s.
By the boundedness of σx, σx1 , σx2 and (4.7), (4.10), we have
EF
s
t
[(∫ T
t
|Zˆ(r)|2dr
)p
2
]
≤ C(|x′ −X∗(t)|p), P-a.s.
Using the above two inequlities and the boundedness of D˜2f , we derive
III ≤ CEF
s
t
[ ∫ T
t
(
|Xˆ(r)|2 + |Xˆ1(r)|
2 + |Xˆ2(r)|
2 + |Yˆ (r)|2 + |Yˇ (r)|2
+ |Zˆ(r)|2 + |Zˇ(r)|2
)
dr
]2
= o(|x′ −X∗(t)|2), P-a.s.
(4.23)
Hence, substituting (4.21), (4.22) and (4.23) into (4.20), the following estimate hold:
EF
s
t
[
sup
t≤r≤T
|Y˜ (r)|
]
= o(|x′ −X∗(t)|), P-a.s. (4.24)
Step 6. Completion of the proof.
Suppose x′ ∈ R is rational. Since they are countable, we can find a subset Ω0 ⊆ Ω with
P(Ω0) = 1 such that for any ω0 ∈ Ω0,

V (t,X∗(t, ω0),X
∗
1 (t, ω0)) = −Y
∗(t, ω0), (4.7), (4.8), (4.9), (4.10), (4.13),
(4.14), (4.18), (4.20), (4.24) are satisfied for any rational x′,
(Ω,F ,P(·|Fst )(ω0),W (·)−W (t);u(·)|[t,T ]) ∈ U
ω[t, T ].
The first relation can be obtained by the DPP (see [25]). Let ω0 ∈ Ω0 be fixed, and for any
rational x′ ∈ R, by (4.24), we have
Y˜ (t, ω0) = o(|x
′ −X∗(t, ω0)|), for all t ∈ [s, T ]. (4.25)
By the definition of Y˜ (·), we have
−Y t,x
′,X∗1 (t)(t, ω0) + Y
∗(t, ω0) ≤ p˜(t, ω0)(x
′ −X∗(t, ω0)) + o(|x
′ −X∗(t, ω0)|),
for all t ∈ [s, T ]. Thus
V (t, x′,X∗1 (t, ω0))− V (t,X
∗(t, ω0),X
∗
1 (t, ω0)) ≤ −Y
t,x′,X∗1 (t)(t, ω0) + Y
∗(t, ω0)
≤ p1(t, ω0)(γ(t, ω0))
−1(x′ −X∗(t, ω0)) + o(|x
′ −X∗(t, ω0)|), for all t ∈ [s, T ].
(4.26)
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The above term o(|x′−X∗(t, ω0)|) depends only on the size of |x
′−X∗(t, ω0)|, and is independent
of x′. Therefore, by the continuity of V (t, ·, ·), (4.26) holds for all x′ ∈ R, which proves{
p1(t)(γ(t))
−1
}
⊆ D1,+x V (t,X
∗(t),X∗1 (t)), for all t ∈ [s, T ], P-a.s.
Finally, fix an ω ∈ Ω such that (4.26) holds for any x′ ∈ R. For any p ∈ D1,−x V (t,X∗(t),X∗1 (t)),
by definition of D1,−x V (t,X∗(t),X∗1 (t)) we have
lim
x′→X∗(t)
V (t, x′,X∗1 (t))− V (t,X
∗(t),X∗1 (t))− p(x
′ −X∗(t))
|x′ −X∗(t)|
≥ 0.
Since p1(t)(γ(t))
−1 ∈ D1,+x V (t,X∗(t),X∗1 (t)), we obtain
lim
x′→X∗(t)
(p− p1(t)(γ(t))
−1)(x′ −X∗(t))
|x′ −X∗(t)|
≤ 0.
Thus, it is necessary that
p = p1(t)(γ(t))
−1, for all t ∈ [s, T ], P-a.s.
Thus, the second inclusion of (4.1) holds. The proof is complete.
Remark 4.1. If the value function is smooth, then by Theorem 4.1 we have
Vx(t,X
∗(t),X∗1 (t)) = p1(t)(γ(t))
−1.
This conclusion is consistent with the result of Theorem 3.2 in [31].
Remark 4.2. It is worth mentioning that in the same manner we can not deduce that{
p2(t)(γ(t))
−1
}
⊆ D1,+x1 V (t,X
∗(t),X∗1 (t)),
because the condition Xˆ(r) = 0 for r ∈ [t− δ, t) plays a crucial role in the proof. Without this
condition, we can not deduce (4.19).
5 Stochastic Verification Theorem
In this section, we give the verification theorem of Problem (P) in the framework of viscosity
solution, which can help us verify whether an admissible pair is the optimal pair. Before stating
the main theorem, we first recall a basic result given in [25].
We consider the special version of FBSDDE (3.1):

dXs,ϕ;u(t) = b(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dt
+ σ(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dW (t), t ∈ [s, T ],
−dY s,ϕ;u(t) =
[
a(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))
+ f(t)Y s,ϕ;u(t) + g(t)Zs,ϕ;u(t)
]
dt− Zs,ϕ;u(t)dW (t), t ∈ [s, T ],
Xs,ϕ;u(t) = ϕ(t− s), t ∈ [s− δ, s],
Y s,ϕ;u(T ) = φ(Xs,ϕ;u(T ),Xs,ϕ;u1 (T )),
(5.1)
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where b, σ, ϕ satisfy (H1), a : [0, T ] ×R ×R ×R ×U → R and φ satisfies (H2). Moreover,
f(·), g(·) are given uniformly bounded deterministic function. Then we have the following result.
Proposition 5.1. Consider Problem (P) with the state equation (5.1), then the value function
V defined by (3.3) is the unique viscosity solution to the following HJB equation in the class of
continuous function with at most a polynomially growth:

−Vs(s, x, x1) + sup
u∈U
G¯
(
s, x, x1, x2, u,−V (s, x, x1),−Vx(s, x, x1),
− Vxx(s, x, x1),−Vx1(s, x, x1)
)
= 0, (s, x, x1) ∈ [0, T ] ×R
2,
V (T, x, x1) = −φ(x, x1), for all x, x1 ∈ R,
(5.2)
where the generalized Hamiltonian function G¯ : [0, T ]×R×R×R×U×R×R×R×R→ R
is defined as
G¯(s, x, x1, x2, u, k, p,R, q) :=
1
2
Rσ2(s, x, x1, x2, u) + p
[
b(s, x, x1, x2, u)
+ σ(s, x, x1, x2, u)g(s)
]
+ q(x− λx1 − e
−λδx2) + a(s, x, x1, x2, u) + f(s)k. (5.3)
Next we give a lemma which can be used in the proof of Theorem 5.1.
Lemma 5.1. (see [9]) Let λ ∈ C[0, T ]. Extend λ to (−∞,+∞) with λ(t) = λ(T ) for t > T , and
λ(t) = λ(0) for t < 0. Suppose there is a ρ ∈ L1(0, T ;R) and some h0 > 0 such that
λ(t+ h)− λ(t)
h
≤ ρ(t), a.e. t ∈ [0, T ], h ≤ h0.
Then
λ(β)− λ(α) ≤
∫ β
α
lim
h→0+
λ(t+ h)− λ(t)
h
dt, ∀ 0 ≤ α ≤ β ≤ T.
The main theorem in this section is as follows.
Theorem 5.1. Suppose b, σ, ϕ satisfy (H1), a, φ satisfy (H2), g(·) ≡ 0 and f(·) is a given
uniformly bounded deterministic function. Let V ∈ C([0, T ]×R2) be the viscosity solution to the
following HJB equation satisfying |V (t, x, x1)| ≤ C(1 + |x|
k + |x1|
k), for some k ≥ 1, (t, x, x1) ∈
(0, T ) ×R2:

−Vs(s, x, x1) + sup
u∈U
G(s, x, x1, x2, u,−V (s, x, x1),−Vx(s, x, x1),
− Vxx(s, x, x1),−Vx1(s, x, x1)) = 0, (s, x, x1) ∈ [0, T ] ×R
2,
V (T, x, x1) = −φ(x, x1), for all x, x1 ∈ R,
where the generalized Hamiltonian function G˜ : [0, T ]×R×R×R×U×R×R×R×R→ R
is defined as
G˜(s, x, x1, x2, u, k, p,R, q) :=
1
2
Rσ2(s, x, x1, x2, u) + pb(s, x, x1, x2, u)
+ q(x− λx1 − e
−λδx2) + a(s, x, x1, x2, u) + f(s)k. (5.4)
20
Then we have
V (s, x, x1) ≤ J(s, ϕ;u(·)), for all (s, ϕ) ∈ [0, T ] × C([−δ, 0];R) and any u(·) ∈ U
w(s, T ). (5.5)
Furthermore, let (s, x, x1, x2) ∈ [0, T ] × R
3 be fixed, suppose (X∗(·), Y ∗(·), Z∗(·), u∗(·)) is an
admissible pair such that there exists a quadruple (Θ, p, q, P ) ∈ L2F (s, T ;R) × L
2
F (s, T ;R) ×
L2F (s, T ;R) × L
2
F (s, T ;R) satisfying
(Θ, p, q, P ) ∈ D1,2,1,+t+,x V (t,X
∗(t),X∗1 (t)), for a.e. t ∈ [s, T ], P-a.s., (5.6)
and
E
∫ T
s
[
Θ(t)− G˜
(
t,X∗(t),X∗1 (t),X
∗
2 (t), u
∗(t),−V (t,X∗(t),X∗1 (t)),
− p(t),−P (t),−q(t)
)]
dt ≤ 0.
(5.7)
Then (X∗(·), Y ∗(·), Z∗(·), u∗(·)) is the optimal pair.
Proof. The first part can be proved by the uniqueness of the viscosity solution by proposition
5.1. Next we try to prove the second part.
Suppose (t0, ω0) ∈ [s, T ] × Ω satisfy (5.6). Without loss of generality, suppose P(·|F
s
t0
)(ω0)
is a probability measure. Consider the new probability space (Ω,F ,P(·|Fst0 )(ω0)), under this
probability space W˜ (·) = W (·) −W (t0) still is a standard Brownian motion defined on [t0, T ].
We denote {F t0t }t≥t0 the natural filtration generated by W˜ (·), then u(·)|[t0,T ] is {F
t0
t }-adapted.
Under the new probability space (Ω,F ,P(·|Fst0 )(ω0)) we reconsider the FBSMDDE (5.1) and it
becomes the following form:

dXt0,x0;u(t) = b(t,Xt0 ,x0;u(t),Xt0 ,x0;u1 (t),X
t0 ,x0;u
2 (t), u(t))dt
+ σ(t,Xt0 ,x0;u(t),Xt0 ,x0;u1 (t),X
t0 ,x0;u
2 (t), u(t))dW˜ (t), t ∈ [t0, T ],
−dY t0,x0;u(t) =
[
a(t,Xt0,x0;u(t),Xt0,x0;u1 (t),X
t0,x0;u
2 (t), u(t)) + f(t)Y
t0,x0;u(t)
]
dt
− Zt0,x0;u(t)dW˜ (t), t ∈ [t0, T ],
Xt0,x0;u(t) = x0(t), t ∈ [t0 − δ, t0],
Y t0,x0;u(T ) = φ(Xt0,x0;u(T ),Xt0,x0;u1 (T )),
(5.8)
where x0(t) := X
s,ϕ;u(t), Xt0,x0;u1 (t) :=
∫ 0
−δ
eλτXt0,x0;u(t + τ)dτ , Xt0,x0;u2 (t) := X
t0,x0;u(t − δ).
Denote Eω0 the corresponding expectation under the probability measure P(·|Fst0)(ω0). The
original function space LpF , S
p
F is changed to L
p
Fω0
, S
p
Fω0
correspondingly. By Lemma 2.2 and
Lemma 3.1, we have the following estimate for FBSMDDE (5.8):
Eω0
[
sup
r∈[t0,T ]
[
|Xt0,x0;u(r)|p + |Y t0,x0;u(r)|p
]
+
(∫ T
t0
|Zt0,x0;u(r)|2dr
) p
2
]
≤ C[1 + sup
r∈[t0−δ,t0]
|x0(r, ω0)|
p], for p ≥ 2.
(5.9)
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Since (Θ(t0, ω0), p(t0, ω0), q(t0, ω0), P (t0, ω0)) ∈ D
1,2,1,+
t+,x V (t0,X
∗(t0, ω0),X
∗
1 (t0, ω0)), then by
Lemma 3.2 there exists a function ϕ ∈ C1,2,1((0, T ) ×R2) such that
V (t0 + h,X
∗(t0 + h, ω),X
∗
1 (t0 + h, ω)) − V (t0,X
∗(t0, ω0),X
∗
1 (t0, ω0))
≤ ϕ(t0 + h,X
∗(t0 + h, ω),X
∗
1 (t0 + h, ω))− ϕ(t0,X
∗(t0, ω0),X
∗
1 (t0, ω0)),
(5.10)
and
(Θ(t0, ω0), p(t0, ω0), q(t0, ω0), P (t0, ω0))
= (ϕt(t0,X
∗(t0, ω0),X
∗
1 (t0, ω0)), ϕx(t0,X
∗(t0, ω0),X
∗
1 (t0, ω0)),
ϕx1(t0,X
∗(t0, ω0),X
∗
1 (t0, ω0)), ϕxx(t0,X
∗(t0, ω0),X
∗
1 (t0, ω0))).
Hence we have
lim
h→0+
E
ω0
[
V (t0 + h,X
∗(t0 + h, ω), X
∗
1 (t0 + h, ω))− V (t0, X
∗(t0, ω), X
∗
1 (t0, ω))
h
]
= lim
h→0+
E
ω0
[
V (t0 + h,X
∗(t0 + h, ω), X
∗
1 (t0 + h, ω))− V (t0, X
∗(t0, ω0), X
∗
1 (t0, ω0))
h
]
≤ lim
h→0+
E
ω0
[∫ t0+h
t0
{
ϕt(r,X
∗(r), X∗1 (r)) + ϕx(r,X
∗(r), X∗1 (r))b
∗(r) + 1
2
ϕxx(r,X
∗(r),X∗1 (r))σ
∗(r)σ∗(r)
}
dr
h
]
+ lim
h→0+
E
ω0
[∫ t0+h
t0
{ϕx1(r,X
∗(r), X∗1 (r))[X
∗(r)− λX∗1 (r)− e
−λδX∗2 (r)]
}
dr
h
]
= lim
h→0+
E
ω0
[∫ t0+h
t0
{
ϕt(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r)) + ϕx(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r))b
∗(r)
}
dr
h
]
+ lim
h→0+
E
ω0
[∫ t0+h
t0
{ϕx1(r,X
t0,x0;u
∗
(r),Xt0,x0;u
∗
1 (r))[X
t0,x0;u
∗
(r)− λXt0,x0;u
∗
1 (r)− e
−λδX
t0,x0;u
∗
2 (r)]
}
dr
h
]
+ lim
h→0+
E
ω0
[∫ t0+h
t0
{ 1
2
ϕxx(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r))σ
∗(r)σ∗(r)
}
dr
h
]
,
(5.11)
where {
b∗(r) = b(r,Xt0 ,x0;u
∗
(r),Xt0,x0;u
∗
1 (r),X
t0,x0;u∗
2 (r), u
∗(r)),
σ∗(r) = σ(r,Xt0 ,x0;u
∗
(r),Xt0,x0;u
∗
1 (r),X
t0,x0;u∗
2 (r), u
∗(r)).
We separately consider four items of the last equality as follows.
By Lemma 3.2, ϕ,ϕt, ϕx, ϕx1 , ϕxx has polynomial growth, thus ϕt(·,X
t0,x0;u∗(·),Xt0 ,x0;u
∗
1 (·)),
ϕx(·,X
t0,x0;u∗(·),Xt0 ,x0;u
∗
1 (·))b
∗(·), 12ϕxx(·,X
t0 ,x0;u∗(·),Xt0 ,x0;u
∗
1 (·))σ
∗(·)σ∗(·) ∈ L1Fω0
(t0, T ;R),
σ∗(·)ϕx(·,X
t0 ,x0;u∗(·),Xt0 ,x0;u
∗
1 (·)) ∈ L
2
Fω0
(t0, T ;R). Hence, by the continuity of X
t0,x0;u∗ and
ϕt, we have
1
h
∫ t0+h
t0
ϕt(r,X
t0 ,x0;u∗(r),Xt0,x0;u
∗
1 (r))dr → ϕt(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0)), (5.12)
as h ↓ 0, P(·|Fst0)(ω)-a.s. Consider that ϕt has polynomial growth, and applying the dominated
22
convergence theorem we get
lim
h→0+
Eω0
[
1
h
∫ t0+h
t0
ϕt(r,X
t0 ,x0;u∗(r),Xt0,x0;u
∗
1 (r))dr
]
= Eω0
[
ϕt(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))
]
.
(5.13)
Next, we deal with the second term. We first have
Eω0
[∣∣∣∣ 1h
∫ t0+h
t0
ϕx(r,X
t0 ,x0;u∗(r),Xt0,x0;u
∗
1 (r))b
∗(r)dr
− ϕx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))b
∗(t0)
∣∣∣∣
]
≤ Eω0
[
1
h
∫ t0+h
t0
∣∣ϕx(r,Xt0 ,x0;u∗(r),Xt0 ,x0;u∗1 (r))
− ϕx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))
∣∣∣∣b∗(r)∣∣dr
+
1
h
∫ t0+h
t0
∣∣ϕx(t0,Xt0,x0;u∗(t0),Xt0 ,x0;u∗1 (t0))∣∣∣∣b∗(r)− b∗(t0)∣∣dr
]
≤
(
1
h
Eω0
[ ∫ t0+h
t0
∣∣ϕx(r,Xt0 ,x0;u∗(r),Xt0 ,x0;u∗1 (r))
− ϕx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))
∣∣2dr]) 12(1
h
Eω0
[ ∫ t0+h
t0
∣∣b∗(r)∣∣2dr])12
+
∣∣ϕx(t0,Xt0,x0;u∗(t0),Xt0,x0;u∗1 (t0))∣∣Eω0
[
1
h
∫ t0+h
t0
∣∣b∗(r)− b∗(t0)∣∣dr
]
.
(5.14)
Suppose t0 is exactly chosen satisfying
lim
h→0+
E
[
1
h
∫ t0+h
t0
|b∗(r)− b∗(t0)|dr
]
= 0,
then we get
lim
h→0+
E
[
Eω0
[1
h
∫ t0+h
t0
|b∗(r)− b∗(t0)|dr
]]
= 0,
hence there exists a subsequence hl such that
Eω0
[
1
hl
∫ t0+hl
t0
∣∣b∗(r)− b∗(t0)∣∣dr
]
→ 0, as hl ↓ 0, P-a.s. ω0. (5.15)
On the other hand, by the estimate (5.9) we have
(
1
h
Eω0
[ ∫ t0+h
t0
∣∣b∗(r)∣∣2dr]) 12 ≤ C(1
h
Eω0
[ ∫ t0+h
t0
[
1 + |Xt0,x0;u
∗
(r)|
+ |Xt0,x0;u
∗
1 (r)|+ |X
t0,x0;u∗
2 (r)|
]2
dr
]) 1
2
< +∞.
(5.16)
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Hence by the continuity of ϕx, we have(
1
h
Eω0
[ ∫ t0+h
t0
∣∣ϕx(r,Xt0 ,x0;u∗(r),Xt0,x0;u∗1 (r))
− ϕx(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))
∣∣2dr]) 12( 1
h
Eω0
[ ∫ t0+h
t0
∣∣b∗(r)∣∣2dr]) 12 → 0, as h ↓ 0.
(5.17)
Thus, combining (5.15) and (5.17), we have the following estimate for the second term of (5.11):
lim
hl→0+
Eω0
[
1
hl
∫ t0+hl
t0
ϕx(r,X
t0 ,x0;u∗(r),Xt0,x0;u
∗
1 (r))b
∗(r)dr
]
= Eω0 [ϕx(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))b
∗(t0)].
(5.18)
Similarly, employing the same argument for the last term of (5.11). Suppose t0 is exactly
chosen satisfying
lim
h→0+
E
[
1
h
∫ t0+h
t0
|σ∗(r)σ∗(r)− σ∗(t0)σ
∗(t0)|dr
]
= 0,
then there is a subsequence hl′ so that
lim
hl′→0
+
Eω0
[
1
hl′
∫ t0+hl′
t0
ϕxx(r,X
t0 ,x0;u∗(r),Xt0 ,x0;u
∗
1 (r))σ
∗(r)σ∗(r)dr
]
= Eω0 [ϕxx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))σ
∗(t0)σ
∗(t0)].
(5.19)
Finally, by the continuity of ϕx1 , X
t0,x0;u∗ , Xt0,x0;u
∗
1 and X
t0,x0;u∗
2 we derive
lim
h→0+
Eω0
[∫ t0+h
t0
{ϕx1(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r))
[
Xt0,x0;u
∗
(r) − λXt0,x0;u
∗
1 (r) − e
−λδX
t0,x0;u
∗
2 (r)
]}
dr
h
]
= Eω0
[
ϕx1(t0, X
t0,x0;u
∗
(t0), X
t0,x0;u
∗
1 (t0))
[
Xt0,x0;u
∗
(t0)− λX
t0,x0;u
∗
1 (t0)− e
−λδX
t0,x0;u
∗
2 (t0)
]]
.
(5.20)
Summing up, we have proved that, for any sequence h→ 0+, there exists a subsequence hl′′
so that
lim
hl′′→0
+
Eω0
[
V (t0 + hl′′ ,X
∗(t0 + hl′′ , ω),X
∗
1 (t0 + hl′′ , ω))− V (t0,X
∗(t0, ω),X
∗
1 (t0, ω))
hl′′
]
= Eω0
[
ϕt(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0)) + ϕx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))b
∗(t0)
+
1
2
ϕxx(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))σ
∗(t0)σ
∗(t0)
+ ϕx1(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))
[
Xt0,x0;u
∗
(t0)− λX
t0,x0;u∗
1 (t0)− e
−λδX
t0,x0;u∗
2 (t0)
]]
.
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Hence by Lemma 3.2, we give
lim
h→0+
Eω0
[
V (t0 + h,X
∗(t0 + h, ω),X
∗
1 (t0 + h, ω))− V (t0,X
∗(t0, ω),X
∗
1 (t0, ω))
h
]
≤ Eω0
[
ϕt(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0)) + ϕx(t0,X
t0,x0;u∗(t0),X
t0 ,x0;u∗
1 (t0))b
∗(t0)
+
1
2
ϕxx(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))σ
∗(t0)σ
∗(t0)
+ ϕx1(t0,X
t0,x0;u∗(t0),X
t0,x0;u∗
1 (t0))
[
Xt0,x0;u
∗
(t0)− λX
t0,x0;u∗
1 (t0)− e
−λδX
t0,x0;u∗
2 (t0)
]]
= Θ(t0, ω0) + p(t0, ω0)b
∗(t0) +
1
2
P (t0, ω0)σ
∗(t0)σ
∗(t0)
+ q(t0, ω0)[X
t0,x0;u∗(t0)− λX
t0,x0;u∗
1 (t0)− e
−λδX
t0,x0;u∗
2 (t0)].
(5.21)
By Fatou’s lemma, we have
lim
h→0+
E
[
V (t0 + h,X
∗(t0 + h),X
∗
1 (t0 + h)) − V (t0,X
∗(t0),X
∗
1 (t0))
h
]
≤ E
{
lim
h→0+
Eω0
[
V (t0 + h,X
∗(t0 + h),X
∗
1 (t0 + h))− V (t0,X
∗(t0),X
∗
1 (t0))
h
]}
≤ E
[
Θ(t0) + p(t0)b
∗(t0) +
1
2
P (t0)σ
∗(t0)σ
∗(t0) + q(t0)[X
t0 ,x0;u∗(t0)
− λXt0,x0;u
∗
1 (t0)− e
−λδX
t0,x0;u∗
2 (t0)]
]
.
(5.22)
Next, we want to find a function ρ ∈ L1(0, T ;R) and some h0 > 0 such that
E
[
V (t+ h,X∗(t+ h),X∗1 (t+ h))− V (t,X
∗(t),X∗1 (t))
]
h
≤ ρ(t), a.e. t ∈ [0, T ], h ≤ h0. (5.23)
Choose h0 enough small, we have
E[V (t0 + h,X
∗(t0 + h), X
∗
1 (t0 + h))− V (t0, X
∗(t0), X
∗
1 (t0))]
h
=
E
[
Eω0 [V (t0 + h,X
∗(t0 + h), X
∗
1 (t0 + h))− V (t0, X
∗(t0), X
∗
1 (t0))]
]
h
≤
E
[
Eω0 [ϕ(t0 + h,X
∗(t0 + h), X
∗
1 (t0 + h))− ϕ(t0, X
∗(t0), X
∗
1 (t0))]
]
h
=
E
[
Eω0 [
∫ t0+h
t0
{
ϕt(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r)) + ϕx(r,X
t0,x0;u
∗
(r),Xt0,x0;u
∗
1 (r))b
∗(r)
}
dr]
]
h
+
E
[
Eω0 [
∫ t0+h
t0
{ϕx1(r,X
t0,x0;u
∗
(r), Xt0,x0;u
∗
1 (r))[X
t0,x0;u
∗
(r)− λXt0,x0;u
∗
1 (r)− e
−λδX
t0,x0;u
∗
2 (r)]
}
dr]
]
h
+
E
[
Eω0 [
∫ t0+h
t0
{ 1
2
ϕxx(r,X
t0,x0;u
∗
(r),Xt0,x0;u
∗
1 (r))σ
∗(r)σ∗(r)
}
dr]
]
h
≤
C
h
E
{
E
ω0
[ ∫ t0+h
t0
[
1 + |Xt0,x0;u
∗
(r)|k + |Xt0,x0;u
∗
1 (r)|
k
][
1 + |Xt0,x0;u
∗
(r)|2
+ |Xt0,x0;u
∗
1 (r)|
2 + |Xt0,x0;u
∗
2 (r)|
2
]
dr
]}
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≤
C
h
E
{
Eω0
[∫ t0+h
t0
[
1 + |Xt0,x0;u
∗
(r)|4+2k + |Xt0,x0;u
∗
1 (r)|
4+2k + |Xt0,x0;u
∗
2 (r)|
4
]
dr
]}
≤ CE
{
Eω0
[
1 + sup
t0≤r≤T
|Xt0,x0;u
∗
(r)|4+2k + sup
t0−δ≤r≤t0
|x0(r)|
4+2k
]}
≤ CE
[
1 + sup
t0−δ≤r≤t0
|x0(r)|
4+2k
]
≤ CE
[
1 + sup
−δ≤r≤0
|ϕ(r)|4+2k
]
.
Choose ρ(t0) = CE
[
1 + sup
−δ≤r≤0
|ϕ(r)|4+2k
]
, since t0 is of full measure in [0, T ], (5.23) is proved.
Now, we apply Lemma 5.1 to the function λ(t) = E
[
V (t,X∗(t),X∗1 (t))
]
, using Fatou’s lemma
and (5.22) to get
E[V (T,X∗(T ),X∗1 (T ))]− V (s, x, x1)
≤
∫ T
s
lim
h→0+
E
[
V (t+ h,X∗(t+ h),X∗1 (t+ h))− V (t,X
∗(t),X∗1 (t))
h
]
dt
≤
∫ T
s
E
[
Θ(t) + p(t)b∗(t) +
1
2
P (t)σ∗(t)σ∗(t) + q(t)[X∗(t)− λX∗1 (t)− e
−λδX∗2 (t)]
]
dt.
(5.24)
Consequently, by (5.7) we have
E[V (T,X∗(T ),X∗1 (T ))]− V (s, x, x1)
≤ E
∫ T
s
[
a(t,X∗(t),X∗1 (t),X
∗
2 (t), u
∗(t))− f(t)V (t,X∗(t),X∗1 (t))
]
dt
≤ E
∫ T
s
[
a(t,X∗(t),X∗1 (t),X
∗
2 (t), u
∗(t)) + f(t)Y ∗(t)
+C|Y ∗(t) + V (t,X∗(t),X∗1 (t))|
]
dt.
(5.25)
Noting Y ∗(s) is deterministic, thus
Y ∗(s) = E
[
− V (T,X∗(T ),X∗1 (T )) +
∫ T
s
[
a(t,X∗(t),X∗1 (t),X
∗
2 (t), u
∗(t)) + f(t)Y ∗(t)
]
dt
]
,
hence we obtain
V (s, x, x1)
≥ E
[
V (T,X∗(T ),X∗1 (T ))−
∫ T
s
[
a(t,X∗(t),X∗1 (t),X
∗
2 (t), u
∗(t)) + f(t)Y ∗(t)
]
dt
− C
∫ T
s
|Y ∗(t) + V (t,X∗(t),X∗1 (t))|dt
]
=− Y ∗(s)−CE
[ ∫ T
s
|Y ∗(t) + V (t,X∗(t),X∗1 (t))|dt
]
=− Y ∗(s) +CE
[ ∫ T
s
(Y ∗(t) + V (t,X∗(t),X∗1 (t)))dt
]
.
(5.26)
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Finally, by the backward Gronwall’s inequality we get
V (s, x, x1) ≥ −Y
∗(s) = J(s, ϕ;u∗(·)). (5.27)
Combining (5.27) with (5.5) shows that u∗(·) is an optimal control.
Corollary 5.1. Suppose in Theorem 5.1, g(·) is any given uniformly bounded deterministic
function, then the corresponding HJB equation becomes (5.1). In this case we can still obtain
the same conclusion as Theorem 5.1.
Proof. Apply Girsanov’s theorem, we can rewrite (5.1) as

dXs,ϕ;u(t) =
[
b(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))
+ σ(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))g(t)
]
dt
+ σ(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dW˜ (t), t ∈ [s, T ],
−dY s,ϕ;u(t) =
[
a(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t)) + f(t)Y
s,ϕ;u(t)
]
dt
− Zs,ϕ;u(t)dW˜ (t), t ∈ [s, T ],
Xs,ϕ;u(t) = ϕ(t− s), t ∈ [s− δ, s],
Y s,ϕ;u(T ) = φ(Xs,ϕ;u(T ),Xs,ϕ;u1 (T )),
(5.28)
where W˜ (t) := W (t)−
∫ t
s
g(r)dr. We define a new probability measure Q on (Ω,Fst ) by
dQ
dP
∣∣∣∣
Fst
= exp
{∫ t
s
g(r)dW (r)−
1
2
∫ t
s
g2(r)dr
}
.
Apparently in the new probability measure space (Ω,F ,Q), W˜ (·) is a standard Brownian motion.
Furthermore, the cost functional can be rewritten as
J(s, ϕ;u(·)) = −Y s,ϕ;u(s)|(Ω,F ,Q)
= −EQ
[ ∫ T
s
e
∫ t
s
f(r)dra(t,Xs,ϕ;u(t),Xs,ϕ;u1 (t),X
s,ϕ;u
2 (t), u(t))dt
+ e
∫ T
s
f(r)drφ(Xs,ϕ;u(T ),Xs,ϕ;u1 (T ))
]
,
(5.29)
where EQ[·] denotes the expectation under the probability measure Q. Under the new probability
space (Ω,F ,Q), Problem (P) can be restated as the following.
Problem (Q). For given (s, ϕ) ∈ [0, T ]×C([−δ, 0];R), the object is to find u∗(·) ∈ Uω[s, T ]
such that (5.28) is satisfied and (5.29) is minimized.
Finally, by Theorem 5.1, the proof of the corollary is completed.
27
6 Concluding Remarks
This paper is an extension of Shi et al. [31]. With the help of the viscosity solution, we establish
a nonsmooth version of the connection between the adjoint variables and the value function
for stochastic recursive optimal control problem with mixed delay. The connection can be
interpreted as two inclusions, the first one is between {p1(t)(γ(t))
−1} andD1,+x V (t,X∗(t),X∗1 (t)),
the second one is between {p1(t)(γ(t))
−1} and D1,−x V (t,X∗(t),X∗1 (t)), which is consistent with
the early results in Theorem 3.2 of [31] when the value function is smooth. The connection
between the adjoint variables and the value function can help look for the optimal control, thus
we also give the verification theorem to verify if an admissible control is really optimal.
An interesting and challenging problem is to research the corresponding relationship with
nonconvex domain, as Nie et al. [36]. In this case, a global maximum principle to generalize the
result by Hu [13] to the time delayed case is necessary. We will consider this topic in the future.
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