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ABSTRACT 
In the numerical inversion of Laplace transform two 
general techniques of inversion are analyzed; a study of the 
procedures based on an expansion of f(s) includes least 
square approximation and associated ill-conditioned matri-
ces. An approximation of f(s) by a polynomial in 1/s (Sal-
zer's method) provides accurate results for certain ranges 
of t. A curvature criterion for the selection of the range 
of points for polynomial interpolation, and a geometric 
distribution in this interval markedly improves the range 
and the degree of accuracy of inversion. The results may 
- 2 be further improved by multiplying f(s) by 1/s or 1/s . 
Other procedures are based on approximation of f(t). 
This investigation includes a general review of the theory, 
study of the Papoulis method (using a Fourier sine series 
expansion of f(t)) and the application of a curvature cri-
terion for determination of a distribution factor, o. 
Other techniques, such as those based on expansion of f(t) 
by other trigonometric sets, Legendre polynomials, Jacobi 
polynomials, and Laquerre polynomials are briefly analyzed. 
Papoulis method is adequate for numerical inversion of the 
L-transform of the viscoelastic wave equations. 
Numerical solutions are made for complex viscoelastic 
wave equations. Utilizing the correspondence principle for 
dynamic problems the generalized equations for plane, spheri-
cal and cylindrical viscoelastic wave equations are formulated. 
iii 
The study of the three-and five-element models reveals that 
their attenuation for steady-state response is proportional 
to frequency squared for low frequencies and is constant 
for high frequencies. 
Transients in three- and five-element models do not 
predict accurately the behavior of real earth materials, 
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INTRODUCTION 
Since the development of the Maxwell (1890) and Voigt 
(1892) models the solutions of viscoelastic wave equations 
have been the subject of many investigations. In addition 
to their academic value, such solutions may have important 
engineering applications in the studies of rocks, polymers, 
etc. llowever, the responses of many viscoelastic materials 
to transient and steady state dynamic loads are not avai-
lable at the present due to the mathematical difficulties 
encountered in the solution of associated boundary value 
problems. This usually results from the required inversion 
of complex Laplace transforms for which no transform pairs 
have been found. 
The objective of this investigation is two-fold, first, 
to find a numerical means by which complicated transforms 
may be inverted with required accuracy and secondly, to 
employ these methods to evaluate viscoelastic wave para-
meters. Hence this work contains: 
1- A study of existing numerical techniques of 
inverting Laplace transforms. 
2- An investigation of means by which the accuracy 
of the calculation and range of variables may be improved 
for these methods. 
3- Application of these procedures to the solution 
of viscoelastic wave equations. 
4- A study of transients in a generalized Voigt 
model and the effect of variations of the viscoelastic 
constants. 
xxi 
Studies of numerical inversion techniques were designed 
to find methods which will enable one to invert the special 
class of functions which represent the solution of visco-
elastic wave equations. The numerical solutions are desired 
to be accurate and to approximate the true solution for 
large values of the variable t. Two general methods of inver-
sion are considered: 
(a) - The procedures based on approximation of f(s) 
(b) -The procedures based on approximation of f(t) 
Under (a) the Salzer method is analyzed and modified by 
introducing a curvature criterion for broader application. 
This modification allows more accurate results and increases 
the length of the interval over which the numerical values 
more nearly represent the t~ue function. The application 
of the method is illustrated by several examples of different 
character, which are followed by a treatment of functions 
invertible by this method. 
Under (b) for the Papoulis method the curvature 
criterion is introduced for evaluation of a point distribu-
tion parameter, a, and illustrated by several examples 
which include the solution of plane and spherical Voigt 
transients for three input functions. Other inversion 
techniques are also discussed, but not in detail. 
One objective of studying dynamic viscoelasticity is, 
xxii 
in addition to academic interest, to examine wl1ether such 
models may be employed to predict the response of real 
earth materials. For this purpose the three-and-five 
element oodels were evaluated. Responses were found to be 
more representative than those given by application of the 
theory of elasticity. The investigation includes both steady-
state and transient responses. The effects of viscoelastic 
constants on wave parameters are studied in detail, illus-
trated and compared with elastic behavior. 
1 
CIIAPTER I 
LAPLACE TR.l\.NSFORMATION A;::m ITS INVERSION 
1-1. Definitions. The Laplace transform of a real 
valued function f(t) which is sectionally continuous in 
every finite interval when t > 0 is defined by 
00 
L- 1 [f(t)] = f(s) =~e-stf(t)dt 
0 
(s=x+iy) ( 1-l) 
In order to insure the existence of the integral in 
(1-1) ,f(t) must be of exponential order; i.e., there 
should exist constant positive numbers M and x 0 , such 
that 
( 1- 2) 
-for every t in the interval 0 < t < oo. The function f(s) 
is analytic in the half space x > x 0 • f(t) and its 
Laplace transform (or simply L-transform) are called the 
transform pairs. If f(t) satisfies the conditions stated 
above, then f is said to be L-transformable and the trans-
forD will be denoted by f(s), or simply f. 
The variables in (l-1) can also be considered real 
(Churchill [1 ]*). Mikusinski [2 ] treats it as an opera-
tor. The function f is called the inverse L-transforrn of 
*The numbers in brackets refer to the references given at 
the end of this work 
2 
- -for the inverse of f, and is symbolically denoted by 
1-2. Some general theorems on the L-transformation. 
-The following theorems can be proved about f and f. 
1- If f is L-transformab1e, then 
-lim f(s} = 0 ( 1-3} 
s-+oo 
2- If f(t) is L-transformab1e then 
lim f(n) (s} = 0 (n = 1,2,3, ... } ( 1-4} 
s-+oo 
3- The transform of the integral of a function; 
(1-5) 
4- The transform of the derivatives of a function; 
L[f(n)(t)] = sn f- sn-l f(+o)- sn- 2 f'(+O)-
... -f (n+1) (+O), 
5- The Similarity Theorem; 




6- Translation in the t-plane; 
L[f(t-b)] = e-bs f(s) ( 1- 8) 
7- The Attenuation Theorem; 
At -L[e f(t)] = f(s-A) (1-9) 
8-The derivatives of the transform function; 
L[tn f(t)] = (-l)n f(n) (s) ( 1-10) 
9- If f(s 0 ) exists, and s + s 0 + 0 through real values 
00 
lim f ( s ) =! f ( t) d t 
s+o 
(1-11) 
Equation (1-11) means that the area between the curve of 
f(t) and t-axis can be calculated from the left-hand side 
of (1-lQ). 
10- Initial value theorem. 
If f and f' are L-transformable, then; 
lim sf(s) = lim f(t) (1-12) 
s-HlQ t+o 
11- Final Value Theorem. 
If f and f' are L-transformable and if all the singulari-
ties of sf(s) are in the left half plane (Real (s) < O)then 
lim sf(s) = lim f(t) ( 1-13) 
s+o t+oo 
4 
1-3. Inversion of the Laolace transform. The 
L-transform of a function is uniquely determined if its 
values are known in certain parts of its domain of defini-
tion [3]. Some such cases are; 
1- Where the value of f is known along the line 
x=c>x 0 , -oo<y<oo f can be obtained from 
:f(t) = 1 
2rri lim y-+oo 
.;+iy J est l'(s )ds 
c-iy 
(1-14) 
(1-14) theoretically can be used to invert f analytic and 
-k of the order of O(s ) in the half plane x>x 0 , (k>l). The 
integration in (1-14) requires that the poles and residues, 
or the branch points, of f(s) must be known. This require-
ment often makes it difficult to invert f and some well 
known functions have not yielded to inversion by this 
method. 
2- Where the value of f and all its derivatives are 
known on the real axis at the neighborhood of infinity. 
In this case, under appropriate assumptions, f(t) can be 
expressed by [4] 
(1-15) 
the Post-~vidder formula. This and similar formulas re-
quire multiple differentiation of f. If f has a compli-
cated form, the f(n) (s) cannot be easily evaluated by 
5 
this method. Equation (1-15) and similar expressions, 
although of mathematical interest, are difficult to use 
because of the problems associated with calculating f(n) (s) 
for large n. 
3- Where the value of f and all its derivatives are 
known at a point si (si = xi + iyi, xi > x 0 ). ~·adder [5 ] 
has shown that under proper assumptions 
"'(x) ; f:: I Ln (y) 
n=O o 
n 




in which L (y) 1.'s the L 1 · n aguerre po ynom1.al of order n and 
ex (x) ; !; (t) dt 
0 
This formula requires a knowledge of f only at the neighbor-
hood of s=l. The difficulties encountered here are the 
same as case 2. 
4- Where the value of f is known along the real axis 
(s=x, x>xo). This has received the most attention from 
mathematicians and numerical analysts. Its principal 
advantage is that it is relatively easy to evaluate f for 
different s .. The mathematical characteristics of some 1. 
such formulas are 
a- The function f(t) is given in terms of an integral, 
such as [3] 
6 
00 
k-1 J dk [s2k-l e-st] f(s)ds f(t) lim t (1-16) = k!(k-2)! ask k+oo 
0 
or [ 6] 
f(t) = lim 1 ~ f k/2 [2(stk)~J f(s)ds ( 1-17) k+oo r (k) (stk) Jk 
0 
in which Jk is the Bessel function of order k, and f(k) is 
the Gamma function. These formulas can be used only if 
the integrals in the right-hand side of (1-16) or (1-17) 
can be evaluated, which makes their use very limited. 
b- The function f(s) is expanded in terms of linearly 
independent functions and the resulting series inverted 
term by term. These methods are suitable for use on digital 
computers. Chapter 2 is devoted to a detailed study of 
these methods. 
c- The function f(t) is approximated by a linear com-
bination of a given set of orthogonal polynomials. The 
coefficients of the expansion are obtained using the values 
of f(s) at equidistant points along the s-axis. These 
methods are very suitable for inversion of certain classes 
of functions. (See Chapter 3) 
d- The integral on the right-hand side of (1-1) is 






f(t) dt- Lwi g(ti) 
i=l 
in which g(t) is a function derived from f(t}, w. are 
1 
7 
known weights and t. are known functions of the arguments 
1 
associated with a particular quadrature formula. With 
f(s} in hand one can find g(ti} from a system of simul-
taneous linear equations and this in turn will yield the 
values of f(t) at given points. (See Chapter 3) 
1-4. Expansion of f in an infinite series. Assume 
P. (s), (i=O,l,2, ••. ) constitute a set of linearly inde-
1 
pendent functions and P. (t), (i=O,l,2, .•. ) are the carre-
l 
sponding inverse L-transforms, respectively. 
written as 
then 
-:f(s) p. ( s) 
l. 
00 
:f(t) = L Ai 
,i=!'l 
p. ( t) 
l. 
If f can be 
( 1-18) 
(1-19} 
The mathematical requirements to be satisfied are ~ ]; 
a) The integrals 
00 
... 
Jf e-st Pi(t) dt = 
0 





must exist in Real (s)> Xo. 
= 
b) The integrals 
(i=O,l,2, ... ) (l-21) 
shall exist in the right half-plane Real (s)>x 0 
c) The series 
shall converge. 
l-5. Numerical inversion of the L-transform. The 
numerical inversion of the L-transform is useful either 
when the analytical inversion of f(s) is very complicated 
or when f(t) does not easily lend itself to numerical 
evaluation. Many engineering problems can be solved if 
f(t) can be computed with reasonable accuracy. For the 
purpose of numerical inversion the most promising of the 
methods discussed in 1-3 appear to be those which require 
only the value of f(s) along the real s-axis. In particu-
lar the techniques based on expansion of f(s) or f(t), and 
numerical quadrature methods have received the most atten-
tion. 
By numerical inversion of a function one wishes to 
either a) obtain the value of f(t) for different t., or, 
l. 
b) approximate it by another function or a finite sum of 
functions over a certain range of t. Case (b) usually 
9 
consists of approximating f by a sum of orthogonal poly-
nomials. The accuracy of these methods depends upon how 
rapidly the sum converges to f. Thus, a proper choice of 
an orthogonal set becomes a critical factor. Unless some 
of the mathematical properties of f are known from the 
physics of the problem, there is no technique available to 
determine whether the selected orthogonal set is best 
suited for a more complete solution. Hence, numerical 
methods of inversion based on using orthogonal functions 
yield good results only for limited classes of functions. 
Three general techniques of inversion have been in-
vestigated in this study. These are 
1- Methods based on approximate expansion of f 
2- Methods based on approximate expansion of f 
3- Numerical quadrature methods 
In the treatment which follows discussion and analysis are 
limited to these three techniques. 
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CHAPTER II 
POLYNOMIAL EXPANSION IN 1/s 
2-1. Representation of f(s) by a finite series. A 
simple way of expanding f(s) is by writing it as a power 
series of (1/s). Since f(s)~o as s~oo the series cannot 







is absolutely convergent, then inversion can be performed 
term by term to yield, 
00 




and f(s) is uniquely deterQined by its values along the 
real s-axis. Suppose that 
Al A2 A' An g ( s) + + 3 + + + = . . . 0 • • 




f(s.) = g(s.) 
J. J. 
(i=O,l,2, ... ,oo) ( 2-4) 
then g(s) will give the polynomial expansion of f(s) 
Practically it is not possible to expand f into an 
infinite series with this method. But it is possible to 
obtain a polynomial of degree n (n finite) in terms of the 
variable (1/s) such that it will approximate f over a 
11 
finite range of s (polynomial interpolation). In this 
chapter, for the sake of brevity, g(s), or simply g, will 
always denote the polynomial interpolation of f (in terms 
of 1/s) over the interval in discussion, while g(t) will 
be the function obtained by a terw by term inversicn of g. 
2-2. Least-square polynomial approximation. This 
method is only possible for small n (depending on the 
accuracy available on the computer) because least-square 
matrices are ill-conditioned. An ill-conditioned matrix, 
A, is a non-singular matrix whose determinant is very small 
and a small change in one element of A will produce a large 
-1 
change in A . Thus in solving a system of linear equa-
tions whose coefficient matrix is ill-conditioned large 
errors can occur in the solution because of very small 
errors in the coefficients. The ill-conditioning of 
least-square matrices rapidly increases as the degree of 
g decreases (or the degree of (1/s) increases). 
The use of orthogonal polynomials does not eliminate 
this problem. Suppose f(z) is the function obtained from 
f(s) by the successive changes of the variables of the 
form 
x = 1/s 
Z = b:a [ 2x - (a+b)J 
12 
in which b and a are the upper and lower limits of (1/s) 
for the approximation, then g(z), the least-square inter-










in which P (z) are the Legendre Polynomials [8], [9]. De-
r 
termination of Ar from (2-5) requires an integration which 
often has to be performed numerically and may have some 
associated error. This error increases as r increases. The fen. 
P (z) is a polynomial of degree r whose coefficients rapid-
r 
ly increase with increase in r. Thus, the error in compu-
tation of A is multiplied by a large number and so g(z) 
r 
becomes more inaccurate as r increases. The same con-
ditions exist when other orthogonal polynomials are used. 
2-3. Polynomial interpolation. In order to approxi-
mate f(s) by g(s), given by (2-3), one can substitute 
x = 1/s 
in f(s} and g(s). This will make g(X) a polynomial of x 
without a constant term; 
g(x) A 2 + + A xn = AlX + 2X ••• n (2-6) 
The function g(x) can be obtained by several methods two 
of which are; 
1- By requiring 
f(x.) = g(x.) 
l. l. 
(i=O,l,2, ... ,n) 
in which x. are prescribed set of points. 
l. 
2- By satisfying the conditions that 
f (a) = g (a) 
f (i) (a) = g (i) (a) (i=l,2, ... ,r) 
( 2-7) 
(2-8) 
which will give the Taylor series expansion of f(x) at 
the neighborhood of x=a. 
If f(x) and g(x) agree at x=O, and if x=a is chosen 
13 
sufficiently close to the origin then g(x) will approximate 
f(x) in the interval [O,a] if (2-8) are satisfied. Further-
more, by making [O,a] sufficiently small, a good fit in 
this interval can be obtained with a small number of 
terms. 
Satisfying (2-7) with x. in the interval [a,S] will 
l. 
give a polynomial, g(x), which will approximate f(x) in 
this interval. It is possible to space xi in such a 
manner that f(x) and g(X) will fit very closely in the 
vicinity of x=a. Because of the close agreement between 
the two functions, g(x) thus obtained will also satisfy 
(2- 8) and so will further approximate f(x) in [O,a]. 
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Determination of g(x), such that it satisfies all the 
conditions stated above requires methods by which the 
parameters n, a, S, and the distribution of x. may be 
J. 
numerically selected. Section (2-5) is devoted to this 
subject. 
2-4. Curvature characteristics of f(s). The curva-
ture of f(s) at a point s is defined by 
K ( S ) = I f " ( S ) / [ 1 + ( f 1 ) 2 ] 3121 ( 2-9) 
and can be used as a measure of the shape of the curve 
for f at any given interval. 
Equations (1-3) and (1-4) state that in the limit as 
s+oo the function f and all its derivatives with respect 
to s tend to zero. Therefore it follows that 
lim K(s) = 0 
s+oo 
This means that for N sufficiently large 
( 2-10) 
and that in the limit f(s) behaves as a straight line. In 
particular for large values of s the function f(s) approaches 
y(s) given by 
y(s) = D 
in which D is a constant. 
-a 
s a > 0 
2-5. Numerical determination of interpolation parame-
ters. The determination of g(x) requires the numerical 
values of the following quantities: n, a, S, and x .. 
1 
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The choice of n depends upon the precision with which 
numerical calculations can be carried out. Because of 
the limited precision of the computing machines n cannot 
be arbitrarily large but it must be chosen as large as 
possible. A proper choice will satisfy the conditions 
f(x.) = g(x.) (i=O,l,2, ... ,n) 
1 1 
In practice a larger value of n is necessary to obtain a 
better argreement between f(x) and g(x) in a limited 
critical region (see section 2-6). 
It is preferable to evaluate a, S and x. 1n the 
1 
s-plane because small variations in x may cause large 
changes in s and therefore affect the accuracy of the 
numerical inversion for desired values of t. In addition, 
with s. = 1/x. determined in the s-plane there will be 
1 1 
no need to make any change of variable at all. Assume 
1 
s = so 
and 1 
s. = 1 x. 1 
then the problem changes to that of determining s , s , o n 
and the distribution of s. in the interval [s ,s ]. To 
1 o n 
determine g(s) Salzer [10] has used 
s. = i 
1 
i=l,2, ... ,n 
along with s=oo, which are equally spaced except for the 
end-point. Its main disadvantage is that it does not 
recognize the importance of the relationship between 
corresponding inversion values of f(s) and f(t). 
Norden ~2 ] has used si distributed according to a 
geometric progression, but he does not give a method for 
determining the initial and end points. Of the different 
distributions examined* this was found to give the best 
results. 
To find the most suitable s many methods were 
n 
16 
examined and the most reliable was found to be the one chc-
sen from a plot of curvature of f(s) vs s. In this proce-
dure s=sn is chosen such that ~(sn) is small compared to the 
other values of the curvature and such that for any a > s 
n 
K(a) < K(s ) 
n 
The following argument may be offered in support of this 
method. If g(s) is to approximate f(s) in the interval 
[sn,oo] then the variations in f(s) in [sn,oo] should be so 
small that in the x-plane conditions (2-8) can be satisfied 
for small r. This can be accomplished if sn is chosen such 
that 
K(s) < £ for all s > sn 
*The other distributions included: s. equally spaced roots 
of Chebyshev or Legendre polynomials 1 in the latter two of 
which the interval [-1,1] was mapped into [s0 ,sn]. 
for sufficiently small E. On the other hand s should be 
n 
large enough so that a good fit between f(s) and g(s) may 
17 
be obtained at its vicinity. Thus sn should be chosen as 
the largest value of s for which K(s) will be small and con-
tinues to decrease as s increases. Since the point 
s=00 is not included ins. then g(s) will contain a con-
1 
stant term. A proper selection of sn will make this con-
stant negligibly small, which can be used as a check. 
The point s=s should~e chosen such that f(s) and 
0 
g(s) will closely agree over the largest possible sub-
interval of [s ,s ] which includes s . 
o n n 
Its magnitude is 
dependent upon the precision of numerical computations and 
can be experimentally determined. 
With s. distributed by a geometrical progression ]_ 
their values can be calculated from 
in which 
s. ]_ 
= s >..i 
0 
(i=O,l,2, ... ,n) 




Examples are given in 2-6 and 2-7 to help further clarify 
the principles of this section. 
2-6. Example: Numerical Inversion of f(s) = 1/(l+s). 
It is known that GL ] 
-t 
e 
Using n=l9 this function is inverted utilizing si 
18 
i=O,l,2, .•• ,19} given by Salzer [10]. These points are 
referred to as Salzer points and g and g as Salzer poly-
nomials. The function f has also been inverted by using 
si distributed according to a geometrical progression. 
From a plot of curvautre of f (Fig. 2-1} s is chosen to 
n 
be 4.0. Two values of n are used in this case, n=l9, and 
n=24 while s = 0.1 in both cases. Also the points s. thus 
0 1 
obtained are referred to as the modified Salzer (m. Salzer) 
points while the corresponding polynomial is called a modi-
fied Salzer polynomial (or MSP} . The values of s. are given 
1 
in Table 2-1 while the coefficients of the polynomials and 
the values of g's for different s, with the values of f, 
are given in Tables 2~2 and 2-3, respectively. All the 
numerical computations are carried out in double precision 
on an IBM-360 Model 50 computer. 
Table 2-1 shows that the modified Salzer points are 
concentrated at small values of s(<l} while all of the 
Salzer points lie in the interval[l,oo]. From Table 2-2 
it is seen that although the modified Salzer points do not 
include s=oo, the constant term obtained is small enough 
to be considered zero. Also, f(s) can be expanded into a 
geometrical series of the form 
f(s) = _l_ = 1 - l_ + l_- + (-l)n+l + 
s+l s s2 s3 ··· sn 
The coefficients of MSP are much closer to those of f than 
those of the Salzer polynomial. Table 2-3 shows that for 
19 
'l'ab le 2-1 
Values of s. (i=O,l,2 ... ) for a Polynomial Expansion of f_ 
~ 
Salzer pts modified Salzer pts modified s . ,l":er pts 
i (n=19) (n=-19) (n =2tl) 
0 1.0 0.1000000000 0.1000000000 
1 2.0 0.1214280293 0.1166144853 
2 3.0 0.1474476631 0.1359893817 
3 4.0 0.1790427916 0.1585833175 
4 5.0 0.2174081336 0.1849311194 
5 6.0 0.2639944122 0.2156564730 
6 7.0 0. 320563212 3 0.2514866859 
7 8.0 0.3892535915 0.2932699043 
8 9.0 0. 4 726629654 0.3419951893 
9 10.0 0.5739453243 0.3988159297 
10 11.0 0.6969304968 0.4650771435 
11 12.0 0.8462689682 0.5423473170 
12 13.0 1.0276077310 0.6324555320 
13 14.0 1. 24 78038172 o. 7375347632 
14 15.0 1. 5151835853 0. 8600 72 36 7 7 
15 16.0 1. 8398575686 1.0029689645 
16 17.0 2.2341027883 1.1696070953 
17 18.0 2.7128269894 1. 3639312938 
18 19.0 3.2941323528 1. 59054145 75 








Coefficients of the Polynomial g(l/s) 
Coeff. of 1/s i Coeff. of 1/s i Coeff. of 1/si 
Salzer Polynomial M. Salzer Polynomial M. Salzer Polynomial 
i (n=l9) n=l9 (n=2 4) 
0 O.OOOOOOOOE 0 0.34824652E-5 0 .16043876E-6 
1 0. 1000000 lE 1 0. 99991921E 0 0.99999543E 0 
2 -0.10000209E 1 -0.99914756E 0 -0.99993973E 0 
' 3 0 .10016939E 1 0.99454980E 0 0.99950915E 0 
4 -0.10843665E 1 -0.97623023E 0 -0.99722472E 0 
5 0.38934960E 1 0.92440068E 0 0.98837658E 0 
6 -0.73481031E 2 -0.81646805E 0 -0. 96239101E 0 
7 0.13735015E 4 0.64719007E 0 0.90305605E 0 
8 -0.20059811E 5 -0.44424219E 0 -0. 79587567E 0 
9 0. 22898424E 6 0.25649553E 0 0.64083175E 0 
10 -0.20531103E 7 -0.12178102E 0 -0.45966995E 0 
11 0.14460997E 8 0. 46682358E-1 0.28768088E 0 
12 -0. 79616749E 8 -0 .14210697E-l -0.15452826E 0 
13 0.33904379E 9 0.33769062E-2 0. 70315191E-1 
14 -0.10975007E 10 -0.61383083E-3 -0.26805076E-1 
15 0.26290402E 10 0.83096273E-4 0.84728315E-2 
16 -0.44709395E 10 -0.80593027E-5 -0.21971143E-2 
17 0.50444501E 10 0.52633734E-6 0.46177862E-3 
18 -0.33349618E 10 -0.20632127E-7 -0. 77 506 782E-4 







Comparison between the polynomial expansions of 
r(s) by Salzer and modified Salzer methods 
g(l/s) g(l/s) g(l/s) 
Salzer Polynomial m. Salzer Polynomial m. Salzer Polynomial 
s n-19 n-19 n=24 f(s) 
0.100 0.6705962711E 28 0.9091087580E 0 0.9218750000E 0 0.9090909091E 0 
0.125 0.8815428794E 26 0. 3353587729E 3 -0.5892642605E 4 0.8888888889E 0 
0.150 0.2513870877E 25 -0.2526028580E 1 0.2965051218E 2 0.8695652174E 0 
0.175 0.1222766085E 24 0.6517580231E 0 0.3111868857E 0 0.8510638298E 0 
0.200 0.8788313543E 22 0. 8781438723E 0 0.8584290975E 0 0.8333333333E 0 
0.225 0.8507612222E 21 0.8132137208E 0 0.8149230574E 0 0.8163265306E 0 
0.250 0.1041297745E 21 0. 7991939590E 0 0.7999754491E 0 0.8000000000E 0 
0.275 0.1540276100E 20 0.7844585533E 0 0.7843433197E 0 0. 7843137255E 0 
0.300 0.2663102850E 19 0.7692874921E 0 0.7692281359E 0 0.7692307692E 0 
0.325 0.5247176811E 18 0.7547124325E 0 0.7547157902E 0 0. 7547169811E 0 
0.350 0.1155139006E 18 0.7407333487E 0 0.7407409138E 0 0.7407407407E 0 
0.375 0.2797043419E 17 0. 7272710178E 0 0. 7272728412E 0 0, 7272727273E 0 
0.400 0.7355485530E 16 0. 7142862801E 0 0.7142857H7E 0 0.7142857143E 0 
0.425 0.2078965140E 16 0.7017550095E 0 0.7017543701E 0 0.7017543860E 0 
0.450 0.6260956210E 15 0.6896554009E 0 0. 6896551681E 0 0. 6896551724E 0 
0.475 0.1994415856E 15 0. 6 779660880E 0 0.6779661030E 0 0.6779661017E 0 
o.soo 0.6678231549E 14 0. 6666665 899E 0 0.6666666682E 0 0.6666666667E 0 
0.600 0.1253180302E 13 0.6250000097E 0 o.6249999999E o 0.6250000000E 0 
0.700 0.3728914983E 11 0.5882352939E 0 0.5882352941E 0 0, 5882352941E 0 
0.800 0.1443637821E 10 0.5555555546E 0 0.5555555556E 0 0.5555555556E 0 
N 
...... 
Table 2-3 (can't) 
Comparison between the polynomial expansions of 
f(s) by Salzer and modified Salzer methods 
g(l/s) g(l/s) g(l/s) 
Salzer Polynomial m. Salzer Polynomial m. Sa1zer Polynomial 
s n=l9 n=l9 n=24 f(s) 
0.900 0.5585756893E 8 0.5263157899E 0 0.5263157895E 0 0.5263157895E 0 
1.000 0.5000004768E 0 0.5000000001E 0 0.5000000000E 0 O.SOOOOOOOOOE 0 
1.100 -0.6215113158E 6 0.4761904761E 0 0.4761904762E 0 0.4761904762E 0 
1.200 -0.1644461934E 6 0.4545454545E 0 0.4545454545E 0 0.4545454545E 0 
1.300 -0.3642308194E 5 0.4347826087E 0 0.4347826087E 0 0.4347826087E 0 
1.400 -0.7805354637E 4 0.4166666667E 0 0.4166666667E 0 0.4166666667E 0 
1.500 -O.l666561100E 4 0.4000000000E 0 0.4000000000E 0 0.4000000000E 0 
1.600 -0.3535582285E 3 0.3846153846E 0 0.3846153846E 0 0.3846153846E 0 
1.700 -0.7270660260E 2 0. 3703703703E 0 0.3703703704E 0 0.3703703704E 4 
1.800 -0.1352498506E 2 0. 3571428571E 0 0. 3571428571E 0 0.3571428571E 0 
1. 900 -0.1695100599E 1 0.3448275862E 0 0.3448275862E 0 0.3448275862E 0 
2.000 0.3333333333E.O 0.3333333334E 0 0.3333333333E 0 0.3333333333E 0 
2.250 0. 3913232610E 0 0. 3076923077E 0 0. 3076923077E 0 0.3076923077E 0 
2.500 0.2951116252E 0 0.2857142857E 0 0.2857142857E 0 0. 285714285 7E 0 
2.750 0.2673283590E 0 0.2666666667E 0 0.2666666667E 0 0.2666666667E 0 
3.000 0.2500000000E 0 0.2500000000E 0 0.2500000000E 0 0.2500000000E 0 
3.250 0.2352828607E 0 0.2352941177E 0 0.2352941176E 0 0.2352941176:&: 0 
3.500 0.2222196342E 0 0.2222222222E 0 0.2222222222E 0 0.2222222222E 0 
3.750 0.2105259796E 0 0.2105263157E 0 0.2105263158E 0 0.2105263158E 0 
4.000 0.2000000000E 0 0.2000000000E 0 0.2000000000E 0 0.2000000000E 0 
...., 
1\.) 
Table 2-3 (can't) 
Comparison between the polynomial expansions of 
f(s) by Salzer and modified Salzer methods 
g(l/s) g(l/s) g(l/s) 
Salzer Polynomial m. Salzer Polynomial m. Salzer Polynomial 
s n=l9 n=l9 n=24 f(s) 
4.250 O.l904762060E 0 0.1904761909E 0 0.1904761905E 0 0.1904761905E 0 
4.500 0.1818181872E 0 0.1818181832E 0 0.1818181818E 0 0.1818181818E 0 
4. 750 0.1739130445E 0 0.1739130464E 0 0.1739130435E 0 0.1739130435E 0 
5.000 0.1666666667E 0 0.1666666719E 0 0.1666666667E 0 0.1666666667E 0 
5.250 0.1599999999E 0 0.1600000086E 0 0.1600000001E 0 0.1600000000E 0 
5.500 0.1538461538E 0 0.1538461667E 0 0.1538461540E 0 0.1538461534E 0 
5. 750 0.1481481481E 0 0.1481481664E 0 0.1481481484E 0 0.1481481481E 0 
6.000 0. 14285 71429E 0 0.1428571675E 0 0.14285 71432E 0 0.1428571429E 0 
6.250 0.1379310345E 0 0.1379310667E 0 0.1379310350E 0 0.1379310345E 0 
6.500 0.1333333333E 0 0.1333333742E 0 0.1333333340E 0 0.1333333333E 0 
6. 750 0.1290322581E 0 0.1290323087E 0 0.1290322590E 0 0.1290322581E 0 
7.000 0.1250000000E 0 0.1250000614E 0 O.l250000011E 0 0.1250000000E 0 
7.250 0.1212121212E 0 0.1212121944E 0 0.1212121226E 0 0.1212121212E 0 
],500 O.ll76470588E 0 0.1176471447E 0 0.1176470605E 0 0.1176470588E 0 
7.750 0.1142857143E 0 0.1142858137E 0 0.114285 7163E 0 O.ll42857143E 0 
8.000 0 .llllllllllE 0 O.llllll2249E 0 0 .1111111135E 0 0 .llllllllllE 0 
8.250 0.1081081081E 0 0.1081082371E 0 0.1081081109E 0 0. 1081081081E 0 
8.500 O.l052631579E 0 O.l052633027E 0 0.1052631612E 0 0.1052631579E 0 
8. 750 0.1025641026E 0 0.1025642639E 0 0.1025641062E 0 0.1025641026E 0 








Table 2-3 (con't) 
Comparison between the polynomial expansions of 













0. 9 302348828E-l 
0.9090934222E-l 
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Results of the Numerical Inversion of f(s)=l/(l+s) 
g(t) g(t) g(t) 
-t t Salzer (n=19) m. Salzer {n=19) m. Salzer (n=Q 4) f(t)"'e 
0.000 1.00000012 0.99991921 0.99999543 1.00000000 
0.200 0.81873076 0.81873855 0.81873144 o. 81873075 
0.400 0.67031975 0.67033094 0.67032024 0.67032005 
0.600 0.54881247 0.54880761 0.54881111 0.54881164 
0.800 0.44932607 0.44931722 0.44932857 0.44932896 
1.000 0.36788696 0.36787107 0.36787962 0.36787944 
1.200 o. 30119610 0,30119551 0.30119482 0.30119421 
1.400 0.24651767 0.24660780 0.24659754 0.24659696 
1.600 0.20196349 0.20191202 0.20189666 0.20189652 
1.800 0.16595098 0.16531230 0.16529844 0.16529889 
2.000 0.13534002 0.13534055 0.13533439 0.13533528 
2.500 0.07726977 0.08206203 0.08208464 0.08208500 
3.000 0.22823539 0.04976207 0.04978864 0.04978707 
3.500 -1. 565 8152 6 0.03021116 0.03019905 0.03019738 
4.000 -6.34717692 0.01837816 0.01831432 0.01831564 
4.500 82.5573796 0.01118091 0.01110427 0.01110900 
5.000 488.436936 0.00674960 0.00673370 0.00673795 
5.500 -445.867524 0.00398151 0.00408884 0.00408677 
6.000 -14621.7588 0.00225658 0.00249016 0.00247875 

















Table 2-4 (continued) 
g(t) 
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Pig. 2-1. Nurerical inversion of f(s) by Salzer and ~odified Salzer methods 
1\.) 
-....] 
n=l9, MSP is a closer approximation of f for s<4. Table 
2-4 gives the values of f(t) = e-t and the g(t) 's (ob-
tained by a term by term inversion of Salzer polynomial 
and MSP) for different values of t. It shows that the 
28 
Salzer points have yielded a result which is quite accurate 
for t<2.5 and increasingly inaccurate for t>2.5. The MSP, on 
the other hand, gives a result at least two decimal places 
accurate for the range t<lO. 
This example demonstrates the applicability of the 
method discussed in 2-5. There is excellent agreement 
between MSP and fin the interval [0.225,4.]. The value 
of MSP and f agree up to nine decimal places in [1.0,4.0] 
and hence, the first several derivatives of f and MSP 
agree in this interval including s=4. That is why the two 
functions very closely fit for s>4, although no points 
of this interval have been used for deriving g. 
Since the purpose of obtaining a polynomial fit to 
f(s) is to approximate it for as large a range of s as 
possible it is not necessary that f and g agree exactly 
at the points s., as long as g is a good average fit to 
~ 
f. This allows the use of larger values for n. To demon-
strate the importance of this the MSP has also been ob-
tained for n=24 with the same range of s. The different 
results for this case are given along with the results 
of the two aforementioned polynomials. It is seen that 
MSP for n=24 is closer to f than the other two cases. 
29 
Although g does not agree with f at s=O.l which is the 
initial point used for the polynomial interpolation, it 
is a better approximation of f for s>2 than for n=l9. It 
also yields a more accurate result in the t-plane (Table 
2-4 ) • 
2-7. Further examples. To further demonstrate the 
improvements made by using the modified Salzer points, the 
functions -1- 1 (sin t) 1 and 1 !.: 1 (J (t)\ 1were inverted by 
s 2 + 1 ( s 2 + 1 ) 2 0 'J 
this method and the results compared with those using 
Salzer points (Figures 2-2 and 2-3). In each example 
the values of s , s , and n are given on the graph for 
o n 
modified Salzer points. The distribution of Salzer points 
is the same as given in Table 2-1. Beyond small values 
of t the results for the Salzer method in the t-plane 
contain large errors. 
Other functions which have been inverted by MSP to 
show that this method is applicable for a wide class of 
functions are shown in Figures 2-4 to 2-6. 
2-8. Application of MSP to the solution of the 
viscoelastic wave equations. The partial differential 
equations governing the response of viscoelastic materials 
to a transient loading can often be solved by means of 
the L-transformation. Often, although closed form solu-
tions are available, it is difficult to evaluate the wave 
parameters, such as displacement, strain, etc., numerically. 
30 
f(s) = l./(l.+s 2 ) 
l. 
n 24 
. 6 s = . l 
0 
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Fig. 2-2. :'lu:-·,erica.l inversion of f(s) by Salzer and 
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Fig. 2-3. Numerical inversion of f(s) by Salzer and 
modified Salzer methods 
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Curvature, K, of f(s) vs s. 










Fig. 2-6. Numerical inversion of f(s) by modified 
Salzer method 
34 
In order to study the applicability of this method 
some of the L-transforms of the available solutions were 
inverted numerically and compared with actual results. 
(Figs. 2-7 to 2-16) In each case the curvature of f is 
given graphically along with the values of s , s and n. 
o n 
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The results of the numerical inversion of the displacement 
transforms for plane and spherical waves in a Voigt model 
compare favorably with those obtained from closed solu-
tions. The f(s) have been taken from the work done by 
Clark et al [13], who have derived analytic solutions for 










= forcing function 
= delay time of the Voigt model 
= sound velocity in the elastic element 
= distance in plane waves 
= wo x/c 
= radius of the cavity in spherical waves 
= radial distance in spherical waves 
= Wo {r-ro) /c 
For these particular examples the results of the numerical 
inversion improve with increasing X or R. Accurate com-
putations for large arguments were not possible for the 
closed solutions because of slow convergence of series. 
2-9. Differentiability of g{t). The examples in 
2-6 and 2-7 have demonstrated that g{t), the polynomial 
36 
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Fig. 2-12. Nurerical inversion of f(s) by rodified Salzer ~ethod 
""' 1-' 
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f (s) = !..: [ exp[-Rs/(l+s) 2 ] 1 
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approximation of f(t) obtained by numerical inversion of 
f(s), gives a curve in close agreement with f(t) up to 
a certain value of t. Thus its derivatives can be used 
to represent the corresponding derivatives of f(t) in 
the interval where g(t) is accurate. But the operation 
of differentiation magnifies the errors associated with 
46 
g(t) [in its representation of f(t)] and so only a limited 
number of such de~ivatives can be used. This observation 
may be utilized for further improvements of the Salzer 
method. 
2-10. Further Improvements. Given n, the accuracy 
of a polynomial interpolation over [s ,s ] depends on 
o n 
s' = sn- s 0 ; i.e., the smaller s' is the better the fit 
between f and g. The use of curvature in selection of 
[s ,s ] was discussed in 2-5. The argument presented 
o n 
there along with the above observation leads to the con-
elusion that this method should yield better results where 
the best [s ,s ] may be chosen for smaller values of s. 
o n 
In the examples given in Figures 2-7 to 2-16 the more 
accurate results belong to larger values of X or R. The 
reason for this is that the interval [s ,s ] has become o n 
smaller as X or R have become larger. 
From the above it follows that, if by some mathe-
matical operation the curvature of f can be made very 
small for small values of s then this shot)ld improve the 
inversion accuracy obtained. Suppose that f(s) is such 
47 
that h(s) = f(s}/s has this proper. ty. Th e relationship 
between the integral of a function of time and its trans-
form is 
t L[/f(u) du] = ; f(s) 
0 
Therefore h(t) representat the area between the curve of 
f(t) and the t-axis in the interval [O,t]. The numerical 
inversion of h and the differentiation of the h(t) thus 
obtained should thus yield a better result than the direct 
inversion of f. The multiplication of f(s) for plane Voigt 
displacement (Fig. 2-8) by 1/s, the inversion of this pro-
duct and its subsequent differentiation yields an accurate 
result for a larger range oft. (Fig. 2-17). 
The same argument can be made for multiplication of 
f(s) by l/s 2 , Figs 2-18 and 2-19. (The function in Fig. 2-19 
was also directly inverted but the results are not given 
here). Higher exponential values do not offer additional 
improvement. 
2-11. Discussion and Conclusions. The modified Salzer 
method provides an effective means of studying the behavior 
of f(t} for small t, (t<t1) where the magnitude of t1 de-
pends on the function f(t). The existence of a close 
agreement between f and g (Section 2-6) will insure the 
accuracy of calculated values in the interval [o,t1J. 
For oscillating functions (e.g., sin t, J 0 (t) ) -
this technique will yield a good result for one or two 
cycles (Figs 2-2 and 2-3). Also, for the three following 
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0 
accurate in the following order; 
1~ Asymptotic to f(t) = const., such as f(t) 
(Fig. 2..-1), and f(t) = erfc(l./2t~), (Fig. 2-6}. 
= e 
The 
interval [o t1J for which the numerical results are 
-t 
sufficiently accurate is larger for those functions whose 
derivatives are small in [o 1 t 1 ] and do not change sign, 
e.g., Figs 2-8 and 2-12. 
2- f(t)+oo as t+oo. For these functions, also, the 
results are accurate for larger t1 if f' (t} does not 
change sign in [o 1 t 1 ], e.g., Figs 2-5 and 2-10. 
One of the unique properties of this method is that 
it provides an accurate result for small t regardless of 
tfie character of f(t}. Additional accuracy for the 
origin of the t-plane can always be obtained by a proper 
selection of y in 
L[f(t/y)] = yf(ys) y>O 
and inverting f(ys} instead of f(s). 
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Several additional aspects remain to be investigated 
concerning other possible expansions of f(s}. For example, 
depending on the character of f, one may obtain improved 
results iff is approximated by other functions, such as 
ljs 2n, l/s2n+l, 1/sn+~, etc. and the closeness of the 




EXPANSION OF f(t) 
3-1. General. The second class of numerical inver-
sion techniques, discussed in Chapter 1, consists of 





e f(t) dt ( 3-1) 
suppose that t = r (8) transforms the interval [O,oo] into 
[a,b] in a one-to-one manner. Then 
b 
f(s) ~ j e-sr(B)f'[r(e)] r' (e) cte ( 3-2) 
a 








f[r(e)] =LBk Qk (e) 
k=o 
then 
f(s) =][ ~ (3-5) 
a 
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Since e-sr(S} r' (8} is known, An(s) can be calculated from 
(3-3). 'I'he only unknowns in (3-5) are the Bk, which can 





e = 8 
1 
= J 6s-l 
0 
f(-ln8) d8 (3-6) 
If Qn(e) are the shifted Legendre polynomials orthogonal 
on [0,1], then es-l can be written as a linear combination 





es-1 = L:: 
~=o 
CCI 
A. Q. (6) 
~ ~ 
r( -lne) = ~ Bk Qk (e) 
k=o 










Setting s=l,2,3, ... ,n, ..• in (3-9) will give a system of 
simultaneous equations from which Bk can be calculated. 
One characteristic of this system is that its matrix of 
54 
coefficients is lower triangular and thus at every stage 
of computations there will exist enough equations to cal-
culate the corresponding Bk. This feature is particularly 
useful in practical applications. 
It is not always possible to obtain an infinite nurn-
ber of Bk with acceptable accuracy. So the problem be-
comes that of approximating f(t) by a finite sum, in which 
the number of terms is dictated by the computation facili-
ties available. This makes a proper choice of Q (8)im-
n 
portant. If the coefficients Bk (k=n+l, n+2, ... ,oo) are 
so small that~ BkQk(8)is negligible for any tin the k=~ 
interval [a,b], then one can write 
f(t)~ ~ (3-10) 
k=o 
The magnitude of n in (3~10) depends on the values of s 
used for evaluation of Bk. To achieve more flexibility 
AS (A>O) may be used as the variable in f. From (1-6) 
(3-11) 
A suitable choice of A will allow the use of an appropriate 
range of s to obtain maximum convergence. Obviously the 
above argument does not hold for n=00 • In this case the 
result is independent of A. 
One of the important problems associated with methods 
using an expansion of f(t) is a proper choice of Qn(8)' 
i.e., the number of Bk accurately computable to be 
sufficient for (3-10) to be true. This in turn depends 
on the mathemtaical form of f which often is not known 
55 
prior to the inversion of f. If Q < e > satisfy ( 3-10) then n 
it is generally true that the last few of Bk will be very 




3-2. Papoulis'method [14]. In this technique f(t) 
is expanded into a Fourier sine series. Let 
-crt 
e = cos e cr>O (3-12) 
Inserting this in (1-1) gives 
! ~ - 1 -f(s) = - (cos e)s/a 1 . a sln 1 e f(-- ln cos e)cte (3-13) 
a 
0 
Assuming f(+O) = 0 one can write 
f (- ; ln cos 8) = .t Ak sin ( 2k+ 1) 8 
k=O 
Substitution of (3-14) in (3-13) and letting 
s = (2n+l)cr n=O 1 11 2 1 ••• 
( 3-14) 
will give Ak with appropriate mathematical operations 
(Appendix A ) . If f(+O) is not equal to zero then its 
value can be calculated by using the initial value theorem. 
Substitution of f(s) by f(s) - f(:O) will satisfy the 
aforementioned condition. 
Theoretically this method can be applied to give 
exact results for any value of cr, once f can be expanded 
in the form (3-14). Allen & Robinson [15], for a method 
very similar to Papoulis', have found that evaluation of 
n of Bk will require 0.8 n significant figures accuracy. 
This was also found to be true for Papoulis'method. Thus 
the outcome of this method depends on how well f can be 
approximated by; 
g( e) = t Ak sin (2k+l)e ( 3-15) 
k=o 
which is intimately associated with the problem of con-
vergence. The rate of convergence of (3-15) is dependent 
upon the value of a, and therefore its proper selection 
becomes important. 
The relation between the value of a and the function 
f has not been established. Papoulis [14] has used 
a 0 2 t . 11 . t -o. 2t . t d J (t) = . o numer1ca y 1nver e s1n an 0 • 
Hornsey [16] has used a = 13.5 for numerical inversion of 
the L-transforms obtained in the solution of the wave 
equations in a viscoelastic material, using a method de-
rived by Allen & Robinson [15]. 
Although the closeness of agreement of f(s) and g(s) 
can be utilized as a criterion for a proper selection of 
a, its use requires considerable experience and is often 
associated with many difficulties (This can be more clear-
ly seen from the example in 3-3). 
Experimental investigation of the method showed that 
curvature, K, of f(s) appears to have a significant effect-
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The best inversion results were obtained using a value 
of cr such that sk = (2k+l)cr,(k=O,l,2, ... ,n) lie in the 
range where K has its greatest variation and such that K 
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has a very small value at the last few values of sk. From the 
above, if s = sn is chosen such that K(sn) is very small 
then 
cr = sn/ (2k+l) 
will give an adequate result provided sk = (2k+l) cr 
(k=O,l,2, •.. ,n) have the aforementioned properties. One 
of the most important features of this method of selecting 
cr is that the final results of the numerical inversion are 
insensitive to small variations in cr, thus making it 
possible to obtain an adequate response with a rough esti-
mation of a (provided f(s) can be inverted by Papoulis' 
method). 
3-3. Example. Numerical inversion of f(s) = 1/(l+s). 
From the initial value theorem 
lim 
t-+o 
f(t) = lim s l+s = 1 ( 3-16) 
Assume g(t) = 1-f(t) then g(+O) = 0. Various values of sn 
were used for evaluation of o are given in Table 3-1 . 
Suppose 
h (t) 




2k + 1 { 3-17) 
s 2 + (2k+l) 2 
k=O 
Fig.3-l shows the values of h(s) obtained, utilizing the 
given values of cr, for different s, together with g(s) = 
!- f(s). 
From the graph of K vs s (Fig.3-2) it can be seen 
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that approximately the best value of s is about 4 and that 
n 
sn = 2 is too small while sn = 8, 16, 32, and 64 may be 
increasingly too large. Table3-l shows that Ak converges 
slower for sn = 64 than it does for other values. 
It is difficult to determine which a has resulted in 
a better fit between g(s) and h(s) from Fig.3-l . ~'lhile 
for very small and large s the approximation is better 
for smaller cr, it is not so for moderate s. The general 
conclusion which can be drawn regarding f and the different 
h's obtained is that the curves for sn = 32 and 64 are 
much less accurate. 
A comparison of the results of the numerical inver-
sion for f (t) (Table 3-2) shows that all of the sn' s 
used, except for sn = 64, yield satisfactory results, for 
this particular function. Thus, this method of inversion 
can give accurate results even with a rough estimation of 
cr utilizing the curvature of f(s). Equally good results 
are obtained for sn = 4 and 16. It can also be seen that 
a smaller cr has not yielded more accurate results for 
large t, nor has large cr produced a better value for small 
t. 
Table 3-1 
The Coefficient(-Ak obt:ined1b) Papouli' method 
g(s) =---
s s+l 
~ Ak Ak Ak Ak Ak 
sn=2 sn=4 sn=8 s =16 n s =32 n sn=64 k 0=.0513 0=.1026 0=.2051 0=.4103 o=.8205 o=l.6410 
0 .12111E 1 .11548E 1 .10565E 1 .90284E 0 .69938E 0 .48210E 0 
1 .26017E 0 .14341E 0 -.55900E-2 -.14183E 0 -.20895E 0 
-.19548E 0 
2 .40096E-1 -.46591E-l -.84870E-l -.44911E-l .26580E-1 .64870E-1 
3 -.31598E-1 -.55563E-1 -.28975E-1 -.65970E-2 -.23018E-1 -.43256E-1 
4 -.4151SE-l -.29168E-l -.97641E-2 -.59826E-2 .82015E-2 .26204E-1 
5 -.30737E-1 -.13141E-1 -.53618£-2 -.17441E-2 -.77886£-2 
-.20289£-1 
6 -.18723£-1 -.69098£-2 -.30194£-2 -.18443£-2 .38315£-2 .14693E-1 
7 -.10909£-1 -.42371£-2 -.19688£-2 -. 70826E-3. 
-.37645£-2 -.12173E-1 
8 -.66800£-2 -.28083£-2 -.13142E-2 -.79454£-3 .21796£-2 .96024£-2 
9 -.44269E-2 -.196SSE-2 -.9423SE-3 -.35668E-3 -.21764£-2 -.82713E-2 
10 -.31275E-2 -.14324E-2 -.68801E-3 -.41169E-3 .13917E-2 .68593E-2 
11 -.23086E-2 -.10776E-2 -.52405E-3 -.20478E-3 -.14020E-2 -.60602E-2 
12 -.17591£-2 -.83171E-3 -.40473£-3 -.23997E-3 .95886E-3 .51931E-2 
13 -.13739E-2 -.65571£-3 - .32145E-3 -.12U5E-3 -. 97105E-3 -. 46710E-2 
14 -.10954E-2 -.52659E-3 -.25800E-3 -.15179E-3 .69744E-3 .40963£-2 
15 -.88620E-3 -.42803E-3 -. 21196E-3 -.85949E-4 -.70908E-3 -.37337£-2 
16 -.73984E-3 -.35908E-3 -.17074£-3 -.10167E-3 .53009E-3 .33309E-2 
17 -.54841£-3 -.27787E-3 -.17000£-3 -.60957E-4 -.54284E-3 -.30666E-2 U1 
\D 
\ Ak 
s =2 s =4 
n n 
k 0=.0513 0=.1026 
18 -.86612E-3 -.30971E-3 
19 .15753E-2 -.99421E-4 
Table 3-1 (continued) 
Ak Ak 




















Results of the Numerical Inversion of f(s)=l/(l+s) by Papoulis Method 
h(t) h(t) h(t) h(t) h(t) h (t) 
s =2 s =4 s =8 s =16 s =32 s =64 
n n n n n n 
-t t 0=.0513 0=.1026 0=.2051 0=.4103 0=.8205 o=l. 6410 f(t)=e 
0 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
0.2 .81914 .81861 .81803 .81878 .81866 .81868 .81873 
0.4 .66850 . 67034 .67045 .67034 .67024 . 66971 .67032 
0.6 .55004 .54862 .54889 .54869 .54862 . 54 723 .54881 
0.8 .45095 .44959 .44950 .44944 .44917 .45364 .44932 
1.0 .36742 .36787 .36726 . 36776 .36820 .36198 .36788 
1 [' 
• oJ .22276 .22326 .22252 .22301 .22366 .22190 .22313 
2.0 .13693 .13523 .13616 .13537 .13449 .11766 .13534 
2.5 .08076 .08209 .08125 .08209 .08339 .08838 .08208 
3.0 .04885 .04991 .05065 .04983 .04936 .08227 .04979 
4.0 .01941 .01830 .01798 .01837 .01632 .08083 .01832 
5.0 . oo:-IJS .00674 .00679 .00674 .00822 .08078 .00674 
6.0 . 00411 .00242 .00204 .00238 .00658 .08078 .00248 
7.0 .00092 .00104 .00188 .00089 .00626 .08078 .00091 
8.0 -.00148 .00025 .00003 .00037 .00619 .08078 .00034 
9.0 .00085 .00005 
-.00085 .00018 .00618 .08078 .00012 
10.0 . 00185 .00014 
-.00022 .OOOll .00618 .08078 
.00005 
11.0 -.00042 .00011 .00062 .00008 .00618 .08078 .00002 
12.0 -.00197 
-. 0000.~ .00099 .00006 .00618 .08078 .00000 
13.0 
-.00070 
-.00011 .00090 .00006 .00618 .08078 .00000 
14.0 .00143 .00007 .00058 .00005 .00618 .08078 .00000 0'\ f--' 
~--------------------.----------------------.--------------------~10 
1 1 
s - s+1 





-·· -- g(s) or 
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Fia. 3--2. ,;unerical inversion of f ( s) by rarou1is method "" w 
To examine the application of this (curvature based) 
method for other functions, other L-transforms such as 
l/(l+s 2 ), l/(l+s 2 )~, exp(-/5)/s, ln(l+l/s 2 ) were inverted 
by it. (Figs. 3-3 to 3-6). 
3-4. Further example tests on the validity of the 
curvature criterion. To further demonstrate the use of 
curvature the function 
f (s) = exp (-Xs/( w ~ l+s/w)) 
w s~ l+s/w 
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in which w = 600 and X = 1, 5, and 9 was inverted by this 
method. This function represents the variable portion of 
the L-transform of the displacement for a plane Voigt wave 
with a o(t) input forcing function. A plot of the curva-
ture of f vs s is given in Fig. 3-7 for X = 1,5, and 9. To 
show the insensitivity of the outcome to the values of a 
within a given range, the value of sn=2000 (and thereby the 
same cr) has been used for the numerical inversion of f. Fig. 
3-7 shows that s =2000 is a good selection for X = 1 while 
n 
.it becomes increasingly too large as X increases. Fig. 
3-8 however, demonstrates that all of the final results 
are sufficiently accurate for most practical purposes. 
3-5. Numerical solutions of the transient plane and 
spherical waves in a Voigt medium. In order to exhibit the 
,applicability of Papoulis method for the solution of 
the transient waves in a viscoelastic medium all of the 
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results given in reference [13] were recalculated by this 
method. Some of these are graphically presented in 
Figs.3-4to 3-8. The value of a is given in each case. 
The function P(t) denotes the forcing function. The only 
case where this method failed was in inversion of the L-
70 
transform of the displacement in a Voigt medium with P(t) = 
i(t), i.e. 
f(s) = exp(-Xs/(l+s)~] 
s 2 (l+s)~ 
The reason is that at the limit f(t)+oo as t+oo and the 
Papoulis'method does not provide a good solution for this 
type of function which is not expressible by a sine series. 
3-6. Functions invertible by Papoulis method. 
Based on calculations, it was found that a very high de-
gree of precision is required in order to invert the 
following class of functions; 
1- f(t) oscillating. Examples; sin t (Fig.3-3), J 0 (t), 
(Fig.3-4) and~ (1-cos t) (Fig.3-5). The values of numerical 
inversion are accurate only up to a certain value of t 
(depending on the precision of the computations and the 
frequency of oscillations). This is also true of some 
other inversion methods. 
2- When f(t) is rapidly increasing and goes to infinity 
as t+oo. In this case, which covers all polynomials, the 
results were of no value at all. 
- k f ( s ) = e xp [ -X s I ( 1+ s ) 2 J 
• 2 (\ [f(t) o<: stresses in plane Voigt wave for P(t) 
• 
f ( t) o\ 
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3-7. A comparison with modified Salzer method. One 
of the most useful features of Salzer's and Papoulis' methods 
is that they complement each other. For f(t) which oscillates 
they both yield roughly the same result. But the former gives 
an accurate result when f(t) is a polynomial and when f(t)~oo 
as t~oo and f(t) does not change sign. As an example, the 
function 
f(s) = exp(-Xs/~l+s) 
s 2 .Vl+s 
x=>l 
can not be inverted by Papoulis method, while Salzer's gives 
accurate results for a large value oft. (Fig. 2-10). 
There is n~ direct method to check the accuracy of 
results obtained by Papoulis'rnethod. Although it is possible 
to achieve some degree of confidence by observing that the 
last few of Ak become very small, this can not be used as a 
definite check. The correctness of the Salzer method, at 
least for small t, can be easily guaranteed if f(s) and its 
polynomial approximation, g(s), agree closely for large 
values of s. 
An important advantage of Papoulis method is that, for 
functions to which it can be applied, it gives uniformly 
accurate results for large values of t. This is not true 
for Salzer's method unless f(t) approximates a polynomial 
of degree n. The correspondence between large s and small t 
is a very useful means of studying the behavior of f(t) near 
the origin by Salzer's method, but cannot in general be ap-
plied to Papoulis' method. 
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One of the advantages of both these methods is that 
they yield a continuous function approximating f(t) and so 
the value of g can be determined for any t. 
3-8. Other Trigonometric sets. Allen and Robinson 
C1sJ have derived and successfully used a method very similar 
to Papoulis'. Hornsey [16] also used it to obtain reasonably 
accurate results. If 
-crt e = sin a 
is substituted in (1-1) then 
1T 





1 1n sin 0' 
00 
a J = Len sin 2na 
· n=l 
s = 2k0' 
(3-18) 
( 3-19) 
Substituting (3-20) and (3-19) in (3-18) and integrating 
while using the orthogonality of sine and cosine functions 
will give 
22k-l a f(2kcr) 
k-1 
= 7T ""' (-l) k-n-1 [(2k-l) (2k-l)~ C 4 LJ n n-1 k-n 
n=O 
(3-20) 
(3-21) will give a system of simul-Letting k=l,2, ••.. ,n in 
· h matrix of coefficients is taneous linear equat1ons w ose 
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lower triangular. From this system en can be easily calcu-
lated. As before an optimum value for cr can be estimated 
by utilizing the curvature criterion. 
Other numerical inversion formulas were derived by 
Amerbaeu C17J using trigonometric sets. Substituting 
t = -2ln cos ~ 
and assuming 
e f(-2ln cos 2) 
co 
= ~""'A cos k9 
7T L...J k 
k=o 
yields the following system for the evaluation of ~; 
2 2n-1 f(n) ~ (2n ) 
=L..J n-k Ak 
k=o 
n=O,l,2, ... (3-22) 
Equation (3-22) has been derived by the same mathematical 
operations which yielded (3-21). It can be made analogous 
to (3-21) and the Papoulis formula if cr is introduced as 
follows: 
f (as) = ! L[f(t)] 
a a 
3~9. Jacobi Polynomials. Miller & Guy [8] have de-
rived an inversion formula using the Jacobi polynomials, 
orth~gonal in [-1,1] with weight (1-x}a(l+x}a (a,S>-1). 
When a=O these polynomials are_ given by [g] 
p {o,S) (x) = (-l)n (1-x)-B dn [<1-x)n (l+x)n+B] (3-23) 
n 2nnr dxn 
The change of variable 
x = 2e-crt -1 cr>O 
will map [O,oo] into [-1,1] in a one-to-one manner. 
(3 .... 24) 
t = - 1 ln x+l ()" -2-
Assume 
00 






Substitution of (3-24) and (3-26) into (1-1) and letting 
s = (8+l+k)cr k=O, 1, 2, ... 
will give An' utilizing the orthogonality of the Jacobi 
polynomials, expressed by the triangular system 
, cr'f[(S+l+k)cr] = 
k 




k= 0' 1, 2, ... (3-27) 
Convergence, which depends upon f(t) and the choice of 
values of s, becomes very important when the right-
hand side o£ {3-26} is replaced by a finite sum. The 
employment of two constants, cr and 8, allows more flexi-
bility in the choice of the points on the real s-axis. 
But this introduces additional problems concerning con-
vergence in that two parameters must be adjusted. Al-
tho~gh usi~g large s will give accurate results for small 
t, it is possible to obtain more accurate values for the 
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same t using small s (note the difference with Salzer's 
method) • Since no scheme has been devised to evaluate 
6 and ~ for optimum accuracy the use of this method has 
Been limited in the literature to known functions of t. 
81 
Amerbaev [17] has derived inversion formulas utilizing 
shi·fted Jacobi polynomials orthogonal on [0,1]. Although 
they involve only two parameters a and a, a third has to 
be introduced for optimum convergence (similar to a in 
Papoulis 1 method). This makes the problem still more 
complicated. 
Be~ger [19] has also developed a.formula using P (a,a) (x). 
n 
The points si are distributed as 
s. = ti+ll cr+b-1 
~ 
( i=O I 1 I 2 I ••• ) 
in which cr>O and b is a parameter. It was shown that the 
accuracy of the results depends on a and a. Thus, in 
addition to cr and b there are four constants to be deter-
mined in order to obtain a correct result. The points 
used by Berger satisfy the curvature criterion prescribed 
in 3-2. No calculations were made to examine whether this 
will apply for any f(s). 
3-10. Legendre polynomials. These polynomials are 
orthogonal on [-1,1] with a weight function w(x) = 1. An 
inversion formula can readily be derived by inserting 
6=0 in (3~261 and (3-27). Papoulis ~4] has also derived 
a similar but somewhat different inversion formula by 
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expanding f(t) into a series of Legendre Polynomials, 
Pk(x), in which k denotes the degree of Pk. Substituting 
-crt 
e = x cr>O 
in (1-1} and assuming 
00 





- t.L:cnp2n(x)) dx 
n=o 
Let 
s = (2k+l)cr k=O,l,2, .•. 
then (3-29) will become 
1 00 





From the orthogonality of the Legendre polynomials one has 
1 J x 2k P2n (x) dx = a 
0 
for k<n 
Thus, substituting k=O,l,2, ... in (3-30) will give the 
following system, after proper mathematical operations 
(for details see reference [14]); 
- 1 2 
a f(3a) = -3 Co + C1 3.5 
a f[(2k+l)o] = 1 2k+1 
2k 
Co + (2k+1> (2k+3) c1 
+ 
2k(2k-2) •.•• 2 c 
(2k+1) (2k+3) ••• (4k+1) k 
(3-31) 
Once the coefficients Ck have been computed from (3-31), 
f(t) can be evaluated through (3-28). The primary diffi-
culty in using this formula is convergence. No definite 
pattern was established for estimating cr, although it 
was found that its value should usually be smaller than 
the a used in Papoulis method. 
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Amerbaev [19], [20] has also derived an inversion 
formula using shifted Legendre polynomials, Qk(x), orthogo-
nal in [0,1] with weight function w(x) =· 1. Substituting 
and assuming 
a 
t = -2 ln cos 2 
00 
f (- 2 ln cos ~ ) =~ (2k+l) Ak Qk (cos e) 
k=O 
(3-32) 
it can be shown 1J. 7 ] that the coefficients Ak are compu-
table from the triangular system 
n (2n) f(n) =~ 2k+1 
n ~ 2n+1 
k=O 
( 2n+1) A n-k k (3-33) 
Once again the parameter a can be introduced by the 
relation 
(3-34) 
In varying rr the objective is to obtain maximum possible 
convergence of the value of the right-hand side of (3-32) 
to that of the left~hand side for every e if the infinite 
series is replaced by a finite sum. 
3-11. Laguerre set. The Laguerre polynomials, Lk(x) 
are orth~gonal in [O,oo] with the weighting function 
( } -.x w x = e • If f(t} is expanded into a series of the form 
co 
f ( t) = e- t ,L Ck Lk ( t) 
k=o 





=L ck (s+l)k+l 
k=o 
co 
= 8 k.L (n:k) 
n=o 




one can calculate the unknowns Ck by equating the similar 




Lanczos [21] has also derived an inversion formula by 
using Lk (t) , very similar to that of Papoulis. lveeks 
~2] has given a procedure for the application of the 
method. His results involve two parameters whose values 
can be estimated from two empirical equations given in 
~2]. One of the advantages of this method is the large 
85 
number of terms which can be evaluated requiring a relative-
ly small d~gree of precision in computation. Weeks ~2 ] 
evaluated 50 terms of an expansion by using only sixteen 
decimal position accuracy. The overall applicability of 
Week's method was not evaluated in the present investigation. 
Numerical Quadrature 
3-12. Bellman • s method [ 7 ] • In this technique the 
int~gral in (3-6) is replaced by a numerical quadrature 
formula. If Q. (a) denote the ith order "shifted11 Legendre J. . 
polynomial orthogonal in [0,1], then the integral in (3-6) 
can be approximated under appropriate assumptions for f by 
n 
£ ( s > - "" a . s -l w . f ( -ln a . > L.-J l. J. J. ( 3-38) 
i=l 
Letting s take n distinct values will yield a system of n 
linear equations with n unknowns, f(-ln ai). For values of 
s Bellman has employed si = 1,2, ••• ,n. This selection of 
s. may not be proper for any f(s) and Tsay [23] has found 
l. 
that f(s} often requires adjustment by choosing a proper 
yJusing ( 1-7 } and inverting f(ys) by this method. 
It was found that for this method to yield usable 
results K(s) at s = n must be small and continue to de-
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crease <.~ ··; s increases. However, s = n may be two or three 
times larger than the s = s used for m. Salzer's method. 
n 
Bellman's method is generally applicable for the same class 
of functions as Papoulis'. A detailed study of this tech-
nique has been made by Tsay [23]. 
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CHAPTER IV 
DYNAMIC VISCOELASTICITY AND CORRESPONDENCE PRINCIPLE 
4-1. Literature review. Dynamic viscoelasticity has 
received considerable attention from investigators of real 
material behavior. r,tuch of this research was done in the 
expectation that the energy losses associated with visco-
elasticity would account for those of real materials. 
Collins [24] obtained a solution for particle velocity 
for a plane Voigt wave due to a unit impulse stress input. 
Rupert [25], Clark and Rupert [26], Clark et al [13] and 
Hornsey [16] continued this work and derived theoretical 
solutions for displacement, velocity and strain for the 
unit impulse, o(t}, and other forcing functions (Heaviside 
unit step function, l(t), single and dual decay exponential 
functions} for plane and spherical waves. The work by 
Hornsey [16] also includes the solution for particle velocity 
for plane waves in three-element solid for a single decay 
exponential pressure pulse. Morrison [27] investigated the 
Velocity and stress distributions for a unit-step velocity 
input in a Voigt material and 3-element solid and derived 
int~gral solutions for them. Lee [28] has obtained steady 
state solutions for spherical waves in a Voigt medium for 
sinusoidal inputs as well as the transient response of the 
same material to a pressure impulse. However, his solutions 
show an elastic arrival time which is not true for a Voigt 
medium. 
88 
Lee and Morrison [29] have derived integral solutions for 
the stresses in elastic, viscous, and two, three, and four 
element viscoelastic materials subject to the conditions of 
constant stress and constant particle velocity at the free 
end of the semi-infinite bar. 
Kolsky [ 3ru has studied the steady state response of the 
Voigt and three-element solids to sinusoidal oscillations 
for an infinite bar. Meidav [ 3~ has also investigated the 
variations of the attenuation and phase velocity with input 
frequency for the three-element model. However, he assumes 
stress and displacement to be in phase which is not com-
patible with linear viscoelasticity. 
Glauz and Lee ~2 ] have used the method of characteristics 
to obtain transient stresses, strains and particle veloci-
ties for a constant velocity input in four element model. 
Their solution also includes the stresses at a semi-infinite 
Bar of the same material for a constant stress input. 
Sackman and Kaya ~0 ] have developed general mathemati-
cal procedures by means of which one can predict the 
character of transient pulses propagating through an arbi-
trary linearly viscoelastic medium, when the creep or the 
stress relaxation functions are known. Valanis ~4 ] has 
developed a method which reduces the linear viscoelastic 
problem to a static elastic eigenvalue problem and integra-
differential equation of the Volterra type, by means of a 
superposition principle. Using this method he solves the 
problems of plane waves in finite , thin rods; cylindrical 
waves in a solid infinitely long cylinder; and axial waves 
in a solid cylinder [ 3~. By assuming an integral form of 
the stress-strain relations Berry 86 ] solved the problem 
of stress waves due to an iffipulsive pressure acting on 
the surface of a spherical cavity. Berry and Hunter !37 ] 
have derived integral solutions for plane waves in finite 
and semi~infinite viscoelastic rods for several boundary 
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conditions. Kolsky [Ja], [Jg], gives the transient response 
of a semi-infinite bar of a linear viscoelastic material by 
suwming the steady-state response of the medium to each 
frequency component of the input function. 
Most of the solutions reviewed above can not be direct-
ly used for engineering problems because of the difficulties 
associated with their numerical evaluation. Hence, the 
present work is devoted to the study of a numerical method 
of solving the viscoelastic wave equations. 
4-2. Stress-strain relationship in a linear viscoelastic 
media. The mechanical behavior of any viscoelastic material 
can be represented by a combination of elastic and viscous 
elements. In an elastic material a and E are related by 
a = E e: ( 4-1) 
In a viscous element 
Graphically the elastic and the viscous elements are 
represented by a spring and a dashpot, respectively. The 
viscosity of the dashpot is denoted by a constant n. The 
two simplest viscoelastic materials are; 
1~ A spring and a dashpot in a series known as the 
11 Maxwell model 11 , 
with the stress-strain relationship 
( ~- + 1 L) (J = L E n E at at (4-2) 
2.- A spring and a dashpot in parallel, known as the 
11 Vo:Lgt model", in which 
E 
( 4-3) 
Bland [40] has shown that the mechanical behavior of any 
Viscoelastic material can be represented by either a set 
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of Voigt elements in series or Maxwell elements in parallel. 
The generalized Voigt model consists of a number of Voigt 
elements in series with each other, and with a Maxwell 
element. Generalized Voigt model 
E T'l 
Fig 4··1 
The stress-strain relationsh-ip for such material is 
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e: = [ ..!. + !_ + ~ 1 ]a E TID I.-,J1 E • + Tl . D l.= l. l. ( 4-4) 
in which 
d 
0 = at 
In the s--plane (4··4) becomes 
( 4-5) 
The generalized Maxwell model consists of a set of Maxwell 
elements in parallel with each other and with a Voigt element 
(Fig. 4-24 The stress-strain relationship for this model is; 
n ] ""'E. T'l· D +~ ~1.~~1.~----- e: 
. l E. + T'l· D l.= l. l. 
{4-6) 
or, in operational form 
(j = [E + ns + i: 
i=l 
E. 11· s ] ~ ~ 
=E:-.-+~n-. -s £ 
~ ~ 








In deriving these equations the general rule is that 
in elements parallel to each other strains are the same 
While stresses are added to yield the applied stress, and, 
in elements in series stresses are identical while the 
total strain is the sum of the strains in the individual 
elements. 
Equations (4-4) and (4-6) can be written in the 








Some of the mechanical properties of a given model can be 
immediately obtained from this form of the stress-strain 
relationship. If m = n then the model demonstrates in-
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stantaneous elasticity, and the velocity of wave propagation 
in a slender bar can be obtained from (Bland [40]); 
(4-9) 
4~·3. The dynamic correspondence principle. The L-
transforrn of the derivatives of a function are related by 
L[f (n) (t)] = sn f (s) - sn-l f 1 (o) - •.. - f (n-l) (o) (4-10) 
Assuming f(t)= 0 for t<O then one may choose (-o) as the base 
in (4-10) in which case f(i) (-o) = 0 for i=O,l,2, .•. ,n-l 
CFlugge [41])) and so the L-transforrn of the derivatives of 
a function will contain only the first term of the right 
hand side of (4-.10). Thus, applying this to (4-8) one 
obtains; 
n m 
I: i - L sj - (4-11) a. s (J = b. e: l. J 
i=O j=O 
This can be written in the alternative form 
- f (s) -(J = e: 
in which 
f (s) =t b. sj/t i si ( 4-12) a J j=O i=O 
is analogous to Young's modulus for an elastic material. 
In three-dimensions the stresses and strains are 
related by 
in which 
s .. = y l.J s 
{D) 
{ 4-13) 
e .. l.J 
e 1 .. J, and s .. are the deviatoric strain and stress tensors 
. . l.J 
and, Y (D) and Y (D) are the deviatoric and dilatational \) s 





Comparing this with the similar equation for an elastic 
material 
one can see that 21 Ys and 1 (Y· · - Y ) are similar to 1.1 3 \) s 
and A (Lame's constants), respectively, and may be defined 
by 
I 1 y 1l = 2 s 
A' 1 (Yv Ys) = 3 -
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Bland ~0 ] has derived a correspondence principle for 
dynamic problems by using the one-sided Fourier transform. 
As a special case the correspondence principle, using L-
transformation, can be stated as:* 
Tfie L-transform of the wave equation in a linear visco-
elastic material can be obtained from that of an elastic 
-I - * * material if A and~ are replaced by A and~' respectively. 
4-4. Generalized viscoelastic wave in a semi-infinite 
rod. The mathematical form of the elastic wave equation 
is 
( 4-15) 
in which p is the density, E = Young's modulus of elasticity, 
and q can be any of the quanti ties, stress, a, strain, E, 
displacement, u, or particle velocity, v. The boundary 
conditions are 
q (o,xl = ~r (o,x> = o 
with the initial condition 
q (t,o) = P(t) t>o ( 4-16) 
In the transform plane 
*One can utilize the derivation given by Bland by substitut-
ing iw for s to arrive at the same conclusion. 
~Primes do not indicate differentiation. Bars are used to 
denote the L-transforms. 
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(4-17) 
q (t,o} = P (s) 





q(t,o} = P{s) 
2 -s q 
Since q(x,s) is a L-transform, therefore 
lim q(x,s) = 0 
s-+oo 
The solution of (4-18), s~tisfying (4- 19), is 




The remaining parameters can be derived from (4-20) by 
utilizing the relations; 
au 
E: = ax 
au 











f (s) au. £ = ax 
s2 -
= p u 
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4-5. Spherical viscoelastic waves. The symmetrical 
wave equation and its solution in spherical coordinates 
~' ~' 8) for an elastic material is independent of ~ & 9 
and is given by (Sneddon ~2 ]); 
au 2u 
= ar- ~ 
p 
with the boundary and initial conditions 
u (o ,rl au = at (o ,r) = 0 
p (t) r = a 
cr(t,r) = 
0 r = co 
in which u and cr are the radial displacements and stresses, 










the solution of ( 4-22) is; 
p 
r = a 
u = A{l+sr/c} exp (-sr/c)/(sr/c) 2 
(4-22) 
(4-23) 
( 4-2 4) 
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But u and a are related by; 
a (A. + 2u} au + 2A. u = ar --r 
so 
- (A. au u cr = + 2p} 
ar + 2A. - ( 4-2 5} r 
Thus 
P (s) r = a au -(A. + 211) + 2A. u ar - -· (4-26) r 
0 r = 00 
The constant A in (4-24) can be determined such that (4-26) 
is satisfied. This will give 
u (s,r) = a P(s} exp [-s(r- ~)/c] (!_ + ~)< 4 _ 27 ) 
A. + 211 2 (A. + 11) 2 (A. + 11} r 2 rc 
s 2 + s + 
ca 
The solution to the same problem in a viscoelastic medium 
-· _, 
can be obtained by substituting A. and 11 by A. and 11 wherever 
they occur in (4-27} including c. This will give; 
- a P ( s } exp [ - s ( r - a) /c ] ( 1 s ) 
u (s,r) = - _, - - r2 + rc- (4-28) 
X'+ 2~~ s2 + 2cX'+ 11 >s+ 2(X + 11> 
ca 
in which 
c 2 = eX' + 2~ '>I P 
.. 
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4-6. Cylindrical viscoelastic waves. The cylindrical 
wave equation in an elastic medium is given by 
a 2 u 
+ 
1 au u 1 a 2u (4-29) 
-- = --
ar 2 r ar r2 c2 at 2 
u (r, o} a u(r,o) 0 = at = 
p (t) r = a 
o(t,r) = 
o r = oo 
in which u and o are the radial displacements and stresses, 
respectively, a is the radius of the cylindrical hole on 
the boundary of which the pressure P(t) is uniformly applied. 
rr and u are related by 
au u 
o = (A + 2~) . or + A r ( 4-30) 
Taking the L-transform of the partial differential equa-
tion in (4-29) with respect to t and using the first two 
boundary conditions one obtains; 
au (1 s 2 )-
ar - r2 + c2 u = 0 
The solution of this differential equation.is 
~ = A I1 (sr/cl + B K1 (sr/c) (4-31) 
in which r 1 and K~ are Bessel functions of imaginary 
arguments. Since u is a L-transform it should tend to 
zero as s~oo. Therefore 
-u = B K1 (sr/c} (4-32) 
The function K1 and its derivatives are related by 
I 1 
K1 (z) = -K0 (z) - z K1 (z) (4-33) 
Using (4 30), (4-33) and the initial condition in ( -29) 
will yield 
(sajc} + (A + 2~)sa 
c 
Finally, ('I'ranter [44]) 
u(r,t) = a P (s) K 1 (sr/c) 





Using the correspondence principle the general solution for 
the radial displacement in a linear viscoelastic material 
becomes 




STEADY STATE RESFONSE OF TGE 'rHREE·-AND-FIVE ELEI1ENT MODELS 
5-l. The generalized Voigt model. The three-and-five-
element models are special cases of the generalized Voigt 
model, the stress-strain relationship of which is given by 
ll ;:: E/Wo 
E. = k. E (5-1) 1. 1. 
n. = k. Ejw. 1. 1. 1. 
then each of the Voigt elements will have a retardation time 
T . = n.fE. = 1/w. 
1. 1. 1. 1. 
and ( 4-4) becomes 
n 
D/wi)] a £ = 1 [ 1 + Wo +I: 1 (5-2) E D k. (1 + 
i=l 1. 
Since the purpose of this work is a study of viscoelastic 
materials exhibiting instantaneous and asymptotic elastic 
behaviors, so n will be set equal to infinity {wo = 0) and 
£=~[1+I: 1 ] a k. {1 + D/wi) 
i=l 1. 
(5-3) 
In the transform plane (S-3) becomes 




The instantaneous elastic behavior of this model is identi-
cal to that of an elastic material with modulus E, or the 
free spring in the model. The velocity of sound propaga-
tion in a slender bar is given by 
c 2 = E/p 
in which p is the density of the medium. Setting i = 1 in 
(5-3) will give the stress-strain law for the three-element 








For the five-element model of Fig. 5-2 eqn. (5-3) becomes 
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E 
Fig. S-2. Five-element model 
[K1K2 (1 + D/w1) (l + D/wz) + l\:1 (l + D/w1) + K 2 (l + D/w 2 ) ]cr = 
(5-6) 
The stress-strain law for rn Voigt elements in series is 
given by 
rn 
s = L 
i=l 
l 
E. + n. D 
~ ~ 
CJ (5-7) 
nl n2 nrn 
rn Voigt elements in series 
Fig. 5-3 
Suppose 
E1 E2 E3 Ern 
= = ll3 = = = w T].l nz nm 
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then (5-7) becomes 
rn 
1 E =L 1 Dt 1 0 = ( 5 -· 8) E. (1 + D/w) 1 + E. i=l ~ w i=l .1. 
Equation (5-8) is the stress-strain law for a Voigt model 
with 
m 
E =L 1 E. 
i=l .1. 
m (5-9) 
E ~L 1 n = - = w E. 
i=l ~ 
Therefore m Voigt elements with identical w. 's (or retarda-
.1. 
tion times since T. = 1/w.) can be replaced by one Voigt 
~ ~ 
element with constants E and n given by (5-9). From the 
above argument it can be seen that in the generalized 
Voigt model whenever m Voigts have the same retardation 
time they can be represented by only one Voigt element. 
5-2. Steady State Response of the three-element Model. 
The wave equation in three-element model is given by 
( 5-10) 
in which u is the displacement in the x-direction. 
Suppose 
-ax i(pt-yx) 
u = ua. e e ( 5-11) 
satisfies (5-10}. Following the procedure given by Kolsky 
129 ] in order for (5-·11) to satisfy (5~-10) a and Y should 
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A plot of a/p and p/y versus p/w1 is given by Kolsky [29]. 
The present study is an extension of Kolsky's in that it 
includes the changes in attenuation and phase velocity 
with viscoelastic properties of the model. The variation 
of a with p is of special importance since they can be 
studied experimentally for different materials. For the 
three-·element model a is proportional to p 2 for low 
frequencies and is constant for high frequencies. Let 
P1 denote the highest value of frequency for which a is 
proportional to p 2 , and p 2 the lowest p for which 





Increasing w1 at a constant k1 will increase p1, p2, and 
Increasing ki at constant WI will decrease a1. If 
the equation of the initial part of the a vs p curve is 
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given by a = Mp 2 then M can be computed from [Appendix B]; 
M = 1 (5-15) 2w1c 
Increasing w1 or k1 will decrease M. Figures 5-4 to 5-6 
show some representative curves of the variations of ac 
and p. The ordinates denote ac, which is directly propor-
tional to a since c is a constant. The abscissa denotes p, 
from which the frequency can be computed by dividing it by 
27T. 
The variation of phase velocity, C , and frequency has p 
also been studied by Kolsky ~9 ]. For the sake of continuity 
his analysis will be repeated with the notation adopted in 
this paper. 
The phase velocity can be calculated from 
From (5~12) 
c = p/y p 
For values of p very small compared to w1 
lim 
p-+0 
= ( 2w~Ac 2 ) ~ 




lui = 100 
W1 10 
WI = 1000 
a.c s 
10-- .i ~--L----L--------------------~----------------------------~~5--------~ 
10 
p 
Fig. 5-4. Variations of a.c vs p for 3-element model 
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1000 
WI = 10 
ac 
p 








w 1 100 
p 
Fig. S-6. Variations of ac vs p for 3-e1ernent model 
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But c\)ki/(1 + kd is the velocity of sound propagation in 
two elastic elements with moduli E and k 1E in series. 
Therefore, for low frequencies the wave propagates with the 
velocity of sound in the two elastic elements in series. 




Thus, for high frequencies the Voigt eleroent is inoperative 
and the velocity of wave propagation approaches the sound 
velocity in the free elastic element. 
Figures 5-7 to 5-8 show the variation of C /c with p. p 
As it can be seen C = c~ki/(1 + k 1 ) for low frequencies p 
up to a value of, say p 3 • At p = p 4 the phase velocity 
again becomes independent of p and equal to c. Increasing 
W1 at a constant k1 will increase P3 and P4 while c1 will 
remain unchanged. Increasing k1 at constant WI will de-
crease c 1 • 
5-3. Steady State Response of the five-ele~ent Model. 
The stress-strain law for the five-element model was given 
by (5-5) . From this the wave equation becomes 
c 2 [k 1 ( 1 + .!_ ~-) (1 + 1 a ) kl ( 1 + 1 L)+ (5-19) kz + WI at W2 dt WI at 
kz(l 1 ~JJ a2 u (1 + ~ a )(1 + 1_ L) a 2 u + ~ = ki kz at wz at at"T Wz WI 
The r;olution of ··this partial differential equation for an 
l. 
. 8 
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Variations of C jc vs p for 3-e1enent ~odel p . 







input of the form 
u = ua e 
ipt (5-20) 
will tend to (Berry [36]); 
-ax i (pt-yx) 
u = ua e e (5-21) 
as time goes to infinity. In order for (5-21} to satisfy 
(5-19) y and a should be related to k1, k2, w1, w2 and p 
by 
a 2 = -B+ [ B 2 + p 2 A2 
2pc 2 k 1 k2 
in which 
A = p 3 [ p 2 ( ~: + ~~) + w! ~~ + wl 
[<P' + w!)(p' 
B = A k1 k2 ( 1 -
2 
The phase velocity Cp can be calculated from 
c = p/y p 






klk2 t lim c klk2 c p + k2 + (5-26) p-+0 
For very large p 
lim c = c 
p-+oo p 
( 5-27) 
But (5~26) and (5-27} are the sound velocities in the three 
elastic elements in series and the free elastic element, 
respectively. Thus, for low frequencies the dashpots have 
no effect on C while for high frequencies the Voigt elements p 
are ineffective. 
The variations of a and p can be studied in three 
parts; 
1~ Low frequencies (p<p 1 ) where a is proportional to fre-
quency squared; a= Mp 2 • 
2- High values of p (p>p 2} where a is a constant (a=a1}. 
3- Intermediate frequencies. 
The constants p 1 , p 2 , a1 and M depend on the visco-
elastic properties of the material. In particular, M and 
a.l can be calculated from (5-22} to be [Appendix C] 
M = 1 ( 1 2c w1k1 + w!k2)~k1 klk2 + k2 + klk2 
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Increasing k1 or k2 will increase p 1 and p 2 and decrease 
a. Increasing w1 or w2 will increase p 1 , p 2 , and a 1 and 
decrease M. In general increasing w. and k. have similar 
1 1 
effects on PI and P2 and opposite effects on a 1 and M, for 
the five-element model. Figures 5-9 to 5--11 contain graphs 
of ac vs p for different combinations of w. 's and k's. 
1 
The variations of C and p may also be studied in three p 
parts; 
1- Low frequencies 
oy (5-26) 
(p<p3) where C =constant~ c 1 , given p 
2~- High values of p (p>p4) where Cp = constant = c 
3- Intermediate frequencies 
The magnitudes of p 3 and p 4 will depend on w. 's and k. 's. 1 1 
Increasing k. 'swill increase c 1 while c will remain un-
1 
changed. Therefore, a choice of very high values of k. 's 1 
makes it possible to keep Cp almost a constant. 
in ki's will also make P4 larger and P3 smaller. 
An increase 
The w.'s have no effect on the upper or lower limits 
1 
of phase velocity. Increasing them will make both P3 
and p 4 larger. For very low frequencies the dashpots in 
the element have no effect on phase velocity while for 
high frequencies the Voigt elements are inoperative and 
the wavefront is always moving with a constant velocity, 
c. From a train of input frequencies the higher ones will 
arrive first at any given point along the rod and will be 
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Fig. 5·10. Variations of ac vs p for 5-e1errent P"odel 
Wz = 10 
ac 
p 










kl = 1 
W1 = 1 
k2 = 1 W2 = 10 
10 10 2 10 3 p 













10 2 10 3 50 p 












Fig. 5 14. 
10 2 10 3 p 
Variations of C jc vs p for the 5-elernent model p 





representative curves of the variations of C with p are p 




TRANSIENTS IN GENERALIZED VOIGT MODEL 
6-1. Numerical inversion techniques. The generalized 
equations for plane, spherical, and cylindrical visco-
elastic waves given by (4-20), (4-28) and (4-36), resnective-
L 
ly, express the wave parameters in the form of a Laplace 
transform. The analytic inversion of these functions is a 
tedious task due to their complexity. The nu~erical evalua-
tion of the closed solutions, when they can be accomplished, 
requires their expansion in multiple series (Clark [13]) 
which do not always converge rapidly for all t. In making 
the studies presented in chapters two and three, the purpose 
was to devise means of overcoming the above difficulties by 
inverting the transform functions numerically. 
Tlie degree of applicability of numerical inversion 
techniques to L-transforms depends upon two factors: 
1- The range of t for which the results are accurate 
2~ The degree of required accuracy 
For a given class of functions, the best method of inversion 
is usually the one which provides the most accurate results 
for the largest range of values of t. There are at least 
three methods which may be employed for the inversion of 
the L-transforms of viscoelastic wave equations: 
1- Modified Salzer method with the results most accurate 
for small t and becoming increasingly less accurate as t 
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increases. It is the only knmvn numerical method which will in-
vert f(s} if f(t)+oo as t+oo. 
2- Papoulis method which gives the Fourier sine series 
expansion of the solution function. Generally the results 
of numerical inversion are uniformly accurate for large t. 
3- Bellman's method which provides discrete points 
about the true solution. The curve of the function can then 
be drawn to best fit these points (Tsay[23]). 
In order to obtain a more accurate numerical result for 
an unknown function it is always useful to utilize the 
physical properties of the solution to facilitate the in-
version. As an example the wave velocity in a rod of the 
three~-element model is equal to the sound velocity in the free 
elastic element. Therefore, the solution of the wave equa-
tion at a distance x from the source of disturbance is zero 
until t 1 =x/c and non-zero afterward. Multiplying the trans-
form function by exp(-sxjc} will translate t 1 to the origin. 
The inversion of the shifted function is obviously simpler 
than the original. 
A correct solution for all t should always satisfy 
the results obtained from the initial and final-value 
theorems. Additional assurance can be obtained from the 
physi-cal properties of the solution. For example 1 the parti-
cle velocity should always be zero at the point where 
displacement is a maximum (at given x) 1 or the pulse ampli-
tude should become smaller or remain constant with increasing 
distance, etc. 
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No numerical method has yet been published for com-
plete inversion of the L~transform of the oscillating 
functions. The techniques discussed here may only provide 
a good answer for one or two cycles of such functions and, 
therefore, can not be used for studying the steady state 
response of a model. 
The numerical solutions discussed in this chapter were 
obtained by Papoulis method (Chapter III} . 1/lhen the accura-
cy of these results was doubtful the functions were inde-
pendently inverted by Bellman's technique and the two re-
sults compared. In all these computations the results ob-
tained by Papoulis' and Bellman's method were in agreement. 
6-2. Calculations for constant Poisson ratio, v. 
Suppose v = constant, then the relationship between the 
deviatoric and dilatational complex moduli, Y and Y , can v s 
be derived from (Bland [40]) 









The viscoelastic equivalent of the Lame's constants becomes 
1 (Yv y } v y A = 3 - = l-2v s s 
( 6-3) 
I 1 y ~ = 2 s 
( 6-4) 
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Under these conditions, f, corresponding to Young's modulus 
for an elast~c material, is related to ys by; 
or 
f ~ 3 [ ~s + ~" ] - 1 = (1 + v) y 5 
y 
s 





f (1 + \)) ( 1 
- 2v 
~ = 1 f 2(1 + v) 
In the transform plane 
X' \) f(s) = (1 + \)} ( 1 
-
2v) 
~~ = 2(1 1 v) f(s) 





Throughout the remainder of this chapter Poisson's 
ratio is used as a constant although the method of solu-
tion does not require it. The same technique could have 
been used even if v was not a constant. 
- r -' Determination of A and ~ for the generalized 
Voi·gt model. The stress..,·strain relationship for the 
. generalized Voigt model is given by (5-4). Taking the 
L-transform of both sides of the equation one obtains 





.... E [ 1 +~ ] -1 f (s} () + 1 s/wi) = = - k. (1 £. l. ( 6-10) 
Let 
f(s) = E f1 (s) (6-11) 
then (6-8) becomes 
-, 
A VE - -= (l + vl (l _ 2v) f1 (s) = A f1 (s) (6-12) 
in which A and ~ are the Lame's constants for the free 
elastic element. The wave velocity in an elastic material 
with constants A and ~ is given by 
(6-13) 
Applying the correspondence principle and denoting the 
viscoelastic equivalent of c by c' one obtains 
c' 2 = ~·+ 2il' p (6-14) 
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For the generalized Voigt this becomes 
(6-15) 
in which c is the sound velocity in the free elastic 
element. 
6· 4. Properties of P(t} = A 1 (e-at -e-St). In the 
derivation of the generalized viscoelastic wave equations, 
the function P(t) was utilized to denote the forcing func-
tion. The quantity P(t} may be taken to be a Dirac delta 
function, 6(t), Heaviside's unit step function, l(t), sin-
gle decay exponential, exp(-at), or dual decay exponential, 
[exp(~~at)~exp(-Bt)]. The mathematical properties of these 
functions have been discussed by Hornsey [16]. 
Of the functions named above the dual decay exponential 
is most compatible with observed phenomena. By varying a 
and B one can change the rise time, as well as the decay 





The curve of the function P(t) 
Fig. 6-1 
= Al(e-at -e -Bt) 







S ..... a (6-16) 
The parameter A1 is denoted by 
(6-17) 
For this value of A 1 the maximum value of P(t) will be 
equal to unity, thus facilitating comparisons (llornsey [16]) 
of wave parameters. 
Two sets of values of a and S are employed to give 
two different forcing functions: 
1- a=900, 6=150. The time to the peak 2mplitude of 
P(t} can be obtained from (6-16) to be 
= ln(900/150) 
900 - 150 - 2.39 x 10-
3 sec 
2- a=5000, S=500, which yields 
= ln(5000/500) 




6-5. Transients in a three-element model:Plane waves. 
The stress-strain relation for the three-element model is 
. given by (5-5}; 
(6-20) 
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Taking the L-transform of (6-20) and utilizing (6-11) one 
can obtain the following equations; 
f (s} = (6-21) 
-, 
A = A 1 + k 1 (1 + s/w1) (6-22) 
-· l1 = l1 1 + k 1 ( 1 + s/w 1) (6-23) 
Substituting (6-21) in (4-20) and assuming q(x,t) to denote 
stresses one will obtain; 
{6-24) 
Assuming also that 
(6-25) 
then 




CJ {X, t) = A1 ( -S--~-a 
s 
S ) [-sx _/ k1Cl+s/wx) J (6_ 27 ) 
+ s exp c 1 l+k1 (l+s/w1l 
By the use of eqns (4-21) the L-transforms of the remaining 
wave parameters will become; 
u(x,t} = (6-28) 
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v(x,t) = a (x,t) (6-29) 
'E (x, t) = 1 k1(l + s/w1) pc 2 • 1 + k1 (1 + s/wi} cr (x,t) ( 6 ·- 30) 
Equations (6~28) to (6-30) were numerically inverted by 
Papoulis method using two different sets of values for a 
arid B (section 6-41. For convenience the variable Tis 
introduced as 
X 
T = t .... -
c 
( 6- 31) 
where x/c is the arrival time of the wave-front at distance 
x. 
Stress, cr(x,t). For a given combination of k 1 and WI 
the stress at x=O is given by a(x,o)=P(t). As x increases, 
the value of peak stress, am' decreases. or remains con-
Increasing WI increases the attenua-
tion of a until it reaches a transition value, w1. For 
m 
' w1>w1 the attenuation of am decreases, while at w1=oo the 
stresses become those of an elastic material with modulus 
Suppose the stress am occurs at a time T=Tp. 
Increasing w1 also increases T ,(Figures 6-2 and 6-3). In p 
general the effects of changes in k1 are opposite to those 
Of Wio 
Strain, E(x,t}, and particle velocity, v(x,t). The 
peak strain and particle velocity amplitudes, Em and vm' 
have values between two limits at x=O, given by 
1/E < £m/x=O < (1 + k I) /k IE 
1/pc < 
v I < ~ m - [(1 + ki)/ki] /pc 
x=O 
The lower and upper bounds belong to WI = 0 and WI = oo, 
respectively. Given w1 and k1 the value of Em and vm 
decrease as the wave propagates,(Figures 6-·4 to 6-7). 
At fixed k1 and x the attenuation of E and v in-
m m 
crease as w1 tends from zero to a transition value, WI. 
For w1 > WI the attenuation decreases and takes on a zero 
value at WI = oo If E occurs at L=L then an increasing 
m p 
Of WI makes L larger, and the slope of the E(x,t) curve p 
at L=O smaller. The same arguments can be made regarding 
particle velocity, (Figs. 6-4 to 6~7). 
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The effects of changes in ki are opposite to those of 
WI, (Figures 6-6, 6-8, and 6-9) · 
~~splacement, u(x,t). The displacements in a plane 
three-element wave are zero at L = 0 and asymtotically 
tend to 
u (X ' T ) I T=OO AI = pc (6-32) 
whose value is independent of WI and becomes smaller as 
k1 becomes larger. An increase in WI, or a decrease in kt, 
makes the value of the slope of u(x,L) curve smaller at 
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Fig. 6-10. Normalized displacement, u 1 (x,t) = u(x,t)/p, for plane three-element wave 
-at -Bt 4 




6-6. Transients in a three-element model. The L-
transform of the radial displacement for three-element 
spherical waves can be derived by inserting (6-22) and 
(6-23) in (4-28). Assuming A = ~ in (6-22) and (6-23) 
(corresponding to v=.25) one obtains 
u (s ,r) = 
in which 
a P(s) exp [-s(r-a)/c].Wl (s)/>.. 
-c = c 
1 s 
wl (s) = ? + rc 
Z (_s l = [l__s2 4s 4] +-+-=-z-
-c2 - a ca 




and P(s) is given by (6-2~). From these the remaining 
wave parameters are found to be; 
v (s, r) = su (s, r) (6-37) 
.,... ) ;-I ( 3 ()u + 2 U) cr(s,r = A ar r 
or 
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cr(s,r} = - a p (s) exp [-s(r- a)/c]. W2(s)/3Z(s) (6--38) 
where 
W2 (s} ( 6-39) 
143 
and 
£ (r, s) au = ar (6-40} 
or 
£cr,s} =-a P (s) exp [-s(r- r 0 )/c]. w3 (s)/ >.. ~~ Z(s) 
in which 
2 W 3 (s) = + 
(6-41) 
( 6-4 2) 
Equations (6-33), (6-37) , (6-38) and (6-41) were inverted 
numerically by Papoulis method. Two sets of values of 
a and S were utilized, a=SOOO, S=SOO, and a=900, S=lSO 
(section 6-4). The variations of the wave parameters with 
the viscoelastic constants and T, eqn (6~31) are as follows; 
Stress, cr (r, t) . The peak stress amplitude, cr , is a 
m 
constant at r=a and is equal to unity for the forcing func-
tion P(t) =AI -at -St ( e -e ) . The value of £ decreases with 
m 
radial distance because of divergent geometry and visco-
elasticity. 
At a fixed ki the attenuation of cr increases as WI 
m 
I I 
tends from zero to a transition value, WI (WI may be a 
I 
function of k 1 , a 1 , and S}, and decreases for WI >WI such 
that the effect of viscoelasticity is nil at WI = 00 • If 
crm occurs at T = Tp then an increase of WI increases Tp while 
it also decreases the slope of the a (r, T) curve at T=O, (Fig· 6-11) • 
Suppose cr(r,t} intersects the T-axis for the first 
time at T = Ti(~O}. Then as WI becomes larger, so does 




decreases with radial distance until it reaches a limiting 
value, (Fig. 6-12). 
Increasing k1 at a fixed WI will have an effect 
opposite to that of increasing w1 • 
Straih, E(r,t) and particle velocity, v(r,t). Since 
the variations in viscoelastic constants of the model have 
similar effects on both these parameters, the discussion 
is lLffiited to strains. 
The peak strain amplitude, Em' at r = a has a value 
between two limits, the Em's in elastic materials with moduli 
E and those with k 1 E/(1 + k 1 ). Increasing the radial dis-
tance again decreases Em for two reasons, geometry and 
viscoelasticity. LetT= T. (~0) denote the time E(r,t) l. 
first intersects the T-axis. Furthermore, suppose E occurs m 
at T = Tp. Then, at a fixed k 1 , increasing w1 makes Tp 
and T~ larger,(Figure 6-13). 
l. 
The attenuation of E increases as w1 again tends 
m 
' ' from zero to a transition value, w1. For w1>w1 Em in-
creases such that at w1=00 there exists no attenuation due 
to viscoelasticity, (.Fig. 6..,__·13). Increasing the radial dis-
tance decreases Ti until it reaches a certain limiting 
value, Wig. 6-14). The effects of changes in k1 are again 























Fig. 6-11. Normalized stress, o 1 (r,t) = o(r,t)/a, for spherical three-element 
-at -St 4 
wave with P(t) = A1 (e -e ) 1 a=SOOO, S=SOO, c=lO 1 a=501 
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particle velocity with ki, WI, and rare illustrated in 
Figures 6-15 to 6-17. 
Radial displacement, u(r,t). The radial displacement 
in three-element spherical wave is always equal to zero 
at T = 0 and T = oo If the maximum displacement, urn, occurs 
at T = Tp' then increasing WI at a fixed k 1 , will increase 
Tp' while it also makes urn larger and the slope of u(r,t) 
curve at T = 0 smaller,(Fig. 6-18). If T = T. is the 
.l. 
smallest non-zero root of u, then T. becomes larger as WI 
l 
increases or the radial distance r decreases, Fig. 6-18. 
As before, the effects of the variations Of k1 are 
opposite to those of WI, (Fig. 6-18). 
6-7. Transients in a five-element model; Plane waves. 
The operational form of the stress-strain relation for this 
model can be obtained from (5-6) to be 
(6-43) 
in which 
'f 1 (s} = k 1 k 2 (1 + sjw 1 ) (1 + s/w 2)/ [ k1 k2 (1 + s/w1) (1 + s/w2) 
+ k 1 (1 + s/w,) + k 2 (1 + s/w2l] (6-44) 
Substituting (6-43) in (4-20) and letting q(x,t) denote 
stresses, will yield 
cr (x,s) =AI (s!a- s!~) exp l-xsjc[f,(s))~~ (6-45) 
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from which the remaining wave parameters can be derived by 
utilizing eqns (4-21). As before, c denotes the sound 
velocity in the free elastic element of the model. 
Briefly, each one of the viscoelastic constants have 
the following effects on u, v, £, or cr. 
Free elastic element. The velocity of propagation of 
the wave front in the model is equal to the sound velocity 
in this element. 
For k. and w.- Varying one w. while keeping the re-
1. l. l. 
maining material parameters fixed, has an effect similar 
to that discussed for a three-element model (section 6-5) . 
The changes in k. likewise have effects opposite to those 
l. 
of changing w., (Figures 6-20 to 6-24). 
l. 
6-8. Transients in five-element model: Spherical waves. 
The L-transform of the radial displacement for spherical 
five~element waves can be obtained by inserting (6-44) in 
(4-28) and utilizing (6-12), (6-15) and (6-26). From this 
the remaining parameters can be derived by a method identi-
cal to that employed for three-element models. Hence, it 
is found that 
-u (r,s) = a P 
c2 (s) exp [-s(r-a)/~]. W1 (s)/A Z(s) 
c2 
(6-46) 
cr (r,s) = a p (s) exp [-s(r-a)/c] IV 2 ( s ) I 3 z ( s ) ( 6- 4 7 ) 
£ (r,s) =a P (s) exp [-s(r-·a)/~] c2 w3 (s)/A z (s) (6-48) 
c2 
1. 
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Fig. 6-27, Normalized stress, a 1 (r,t) = a(r,t)/a, for spherical five-element wave with 






























































~or~a1izcd displacement, u 1 (r,t) = u(r,t), for spherical five-element wave 




with P(t) = !1. 1 (e -e · ) , ~~=500, .;=500, c=10~, a=SO, kt=k 2 =c,o 2 =1 
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v{r,s) = s. u(r,s) (6-49) 
where 
c = c~ f (s) 
in which f1 {s) is given by (6-44), and w1 (s) 1 w2 (s} 1 w3 (s) 
and Z(s) have the same mathematical form as in (6-35) 1 
{6-39) 1 {6-42) 1 and {6-36) ,respectively. 
The effects of changes of w. and k. are similar to w1 ~ ~ 
and k1 in three-element spherical waves. Representative 
curves of the variations of u, v, a 1 and E are given in 
Figures 6-25 to 6-28. 
6-9. Application to real earth materials. The analysis 
of the three-and five-element transients reveals that the 
behavior of these models and an elastic material have the 
following differences; 
1- The peak pulse amplitude and the slope (at T=O) of 
the viscoelastic wave parameters are always less than or 
equal to those of an elastic material. On the other hand 
the rise time of the elastic waves is smaller than (or equal 
to) ·that of viscoelastic waves. 
2- The attenuation of viscoelastic waves is always 
greater than that of elastic waves. 
By a choice of wi small (compared to ki) one obtains 
wave forms with the following characteristics: 
1- Fixed rise times 
2- Attenuation greater than elastic waves 
3- Sharp front arrivals 
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These particulars make the viscoelastic models more repre-
sentative of the real earth materials than elastic models. 
However, it also seems improbable that theory of linear 
viscoelasticity will provide a complete theoretical basis 
for studying the earth waves. 
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CHAPTER VII 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
Numerical inversion of L-transforms. By means of the 
methods discussed it is possible to invert the L-transform 
of the following classes of functions: 
1- f(t)+ constant as t+oo. The accuracy of inversion 
appears to be inversely proportional to the number of times 
f' (t) changes sign. For this type of function Papoulis' and 
Bellman's methods can yield satisfactory results. For assurance 
one can compare the results of these methods with those of 
the modified Salzer for small t. 
2- f(t)+oo. The modified Salzer is the only known method 
which will yield a correct result for this type of function. 
Here also, the length of the interval O,t in which the results 
are accurate and the degree of accuracy also depends upon 
the number of times f' (t) changes sign. 
3- f(t) oscillating. No known numerical method yields 
accurate results for large t. The techniques studied in 
this work can be used to provide the numerical values of 
only one or two cycles for such functions. Calculated 
results rapidly become inaccurate as the frequency of 
oscillations increases. 
The use of curvature in the m.Salzer, Papoulis and 
Bellman methods improves the computed results obtained by 
these techniques. It is thus possible to invert numerically 
complicated transform functions such as those for visco-
elastic waves, which huve not yielded to unolytical inver-
sion, for ranges of t of practical interest. 
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There are several areas which remain to be studied 
concerning numerical inversion techniques. For exomple, the 
methods employing two, three or more mathematical purameters 
would be more effective if means for their evuluation for 
optimum convergence could be discovered, one primary reason 
being that these techniques allow more flexibility regar-
ding a choice of Si· 
~vhile the numerical inversion procedures have been 
stated mathematically, much remains to be investigated 
concerning the kinds of functions to which they may be 
applied. Such studies will be useful in broadening the use 
of numerical techniques for the inversion of many complex 
transforms obtained in mathematical or engineering problems 
which cannot currently be evaluated. 
Viscoelastic waves. The increase in accuracy and range 
of values resulting from the employ~ent of the curvature 
criterion has made possible a useful numerical evaluation 
of viscoelastic wave parameters for ~any combinations of 
the material constants and forcing functions. The lack of 
convergence of the double series in analytical solutions 
for large values of t and long computation times had made 
this numerical evaluation a tedious task. If the number 
of elements in a model is large (three or more) only a 
few closed solutions have been published in available 
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literature because of the mathematical difficulties encoun-
tered in the analytic inversion of transform solutions. 
The nurnerical solutions in Cha.pter VI obtained by 
Papoulis' method were made by means of a value of the criti-
cal constant a determined from a plot of the curvature of 
L-transform. Applications of Papoulis' method by mathemati-
cal adjustment of a were successful with the exception of 
two functions: 
1- Inversion of the plane wave equations for a o(t) 
input function and small wi. 
2- Inversion of the spherical wave equations for small 
cavity radii. 
Further studies are needed to investigate the feasibility 
of applying Papoulis' method to a wider variety of functions 
and to determine the accuracy parameters involved. 
For a given forcing function and a special generalized 
Voigt model (Section 5-l) the curves for a particular plane 
or spherical transient have the same general shape for 
small and large numbers of elements. In order to study the 
variations of the wave parameters caused by changes in 
model properties it is preferable to keep all but one 
Voigt element constant fixed. The effect upon the overall 
response of a model with N elements is similar to that of 
changing an equivalent factor in a three-element model. 
However, at x=O the upper and lower bounds of the wave 
parameters must be adjusted to fit the given model. 
For small values of Wi the three-and-five element 
wave parameters have the following characteristics: 
1- Fixed rise times 
2- Attentuation greater than elastic waves 
3- Sharp arrivals 
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Thus, although the theory of viscoelasticity may not provide 
the ultimate answer for practical purposes it offers a 
better approximation for rocks than the theory of elasticity. 
It should be noted also that there are no known solu-
tions available for transients for sine or cosine forcing 
functions. Studies of these mechanisms may prove to be 
useful in deterwining the possible applicability of visco-
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e = cos e a>O (A-1) 
then eqn. (l-1) becomes; 
f(s) ~ ; ~~:os B)s/a-1 
0 
sin e f(-; ln cos e) d8 (A-2) 
If 





s) 00 =LAk sin (2k+l)8 (A-3) 
k=O 
(A-3) in (A-2) and letting 
s = (2n+l)a 
e2n sin e[f Ak sin(2k+1)8]do (A-4) 
k=O 
2~n (cos 8) 2n sin 8 = sin(2n+l)8 + ... + (A-5) 
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[Un) -(;~1 )] sin[2(n-k) + 1]8 + .•. + [(d- (;~1~sin 8 




sin(2n+l)8 f Sl·n (2k+l) e d8 = o (A-7) 
0 





Letting n=O 1 2 f f I • • . in (A-8) will yield the following 
system of simultaneous linear equations(*); 
4 
-a 
'IT f (a) = Ao 
. . . . . . . . . . . . 
22n! a f[(2n+l)o] ~ [(~n) (~~l)] Ao 





Table A-1 gives the numerical values of the coefficients 
of A. in (A-9) for n = 20. 
l 
*The derivations were taken from the paper by Papoulis 
[14 J. 
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Row 1 (n=l) 
.lOOOOOOOOOE 1 
Row 2 (n=2) 
.lOOOOOOOOOE 1 
.lOOOOOOOOOE 1 
















Coefficients of A. 
l. 







Row 7 (n=7) 
.1320000000E 3 


































































































































Table A-1 (continued) 
.1215807600E 9 .5270000000E 3 .5801732460El0 
.9676836000E 8 .3300000000E 2 .4254603804El0 
.6451224000E 8 .lOOOOOOOOOE 1 .2707475148El0 
.3646340000E 8 .1504152860El0 
.1753050000E 8 .7305885320E 9 
.7152444000E 7 Row 19 (n=l9) .3097221160E 9 
.2459664000E 7 .4776387000E 9 .1141081480E 9 
.7048160000E 6 .1289624490El0 .3628323600E 8 
.1654160000E 6 .1739969550El0 .9859575000E 7 
.3100000000E 5 .1771605360El0 .2258739000E 7 
.4464000000E 4 .1485507600El0 .4281270000E 6 
.4640000000E 3 .1059111900El0 .6537900000E 5 
.3100000000E 2 .6508724040E 9 .7733000000E 4 
.1000000000E 1 .3466184400E 9 .6650000000E 3 
.1600435760E 9 .3700000000E 2 
.6388294000E 8 .1000000000E 1 
Row 18 (n=18) 
.2191266000E 8 
.1296447900E 9 .6399888000E 7 
.3479939100E 9 .1570800000E 7 
.4639918800E 9 .3180870000E 6 
.4639918800E 9 .Sl76500000E 5 
.3796297200E 9 .6510000000E 4 
.2622562800E 9 .5940000000E 3 
~1549696200E 9 .3SOOOOOOOOE 2 




Row 20 (n=20) 
.1066648000E 7 .1767263190El0 
.2318800000E 6 .4796857230El0 
.4039200000E 5 .6541168950El0 
.5423000000E 4 .6768687870El0 
APPENDIX B 
Limiting values of attenuation - three element model 
The values of a and Y are given by (5-11) to be 
a2 = -p2 [~ - (A 2 + p2 w 1 2 /k,')"] I [2c 2 (w 1 2 + p2 >] 
y2 = p2 [A+ (A2 + p2 w 1 2 lk 1 2 ) ~] I [2c 2 (w 1 2 + p2 >] 
in which 
Utilizing the binomial theorem [11] one will obtain 
in which en are constants. But from (B-2) 
lim A = lim P 2 
p-+oo p+oo 
and so 
lim en A- 2n+l (p 2 W1 2 lk1 2 )n = 0 
p+oo 







Substituting (B-3) in (B-1) and using (B-4) and (B-5) 




a. 2 = lim 
p-+oo 
p 2 ( ~ w 1 2 /k 1 2 ) - 1 
4 w 1 




For very small values of p eqn (B-2) gives 
lim A= W1 2 (1+k 1)/k 1 + O(p 2) 
p-+Q> 
Substituting this 1n (B-3) one gets 





(A 2 + p 2 w 1 2 /k 1 2 ) ~ = w 1 2 ( 1 + k 1) /k 1 + ~ 
w 1 2 ( 1 + k 1 ) /k 1 
(B-9) 
Inserting this in the expression for a 2 ' eqn (3-1) g1ves 
lim a.2 lim p2 [ 1 E2 J 2w1c 2 = 2k 1 < 1 +k 1 > I 
p-+0 p-+0 ( B -10) 
4 
= lim 
p-+0 4 WI 2 c2 k1 (l+kl) 
Thus 







Limiting values of attenuation and phase velocity for 
5-element model. 
The expressions for a 2 and Y2 for the 5-element 
model were given by (5-14) and (5-15) to be; 
= ~[B2 + p 2 A2 k1 2 k2 2 
2pc 2 k1 kz 
in which 
A 3 [ 2 (WI + W2.) + WI2 = p p kt k2 . ~~ + w,' ~:]/ 
[(p' + w1 2 ) (p' + w,')] 
For large values of P 
lim A = lim 
p-+oo p-+oo 








Utilizing the binomial theorem 
( ~~ + ~,)']" = B +; B"" 1 p 2 A 2 k, 2 k 2 2 
(~1 + ~,)'f + --- (C-7) 
in which C 1s a constant. But from eqns. (C-5), (C-6), n 
and (C-7), it can be seen that 
(C- 8) 
for n=2,3, ... 
Thus, inserting (C-7) in (C-1) and using (C-5), (C-6), 






For very small p 
lim 
p-+0 
a 2 = lim 
p+co 
1 
a = 2c 




Substituting (C-10) in (C-4) will yield; 
lim B 
p-+-0 (C-11) 
Utilizing (C-10), (C-11), and (C-7) eqn (C-1) will give 







= lim ~c 
p-+-0 
The phase velocity, Cp is given by 
cP = PlY 
p'+ (C-12) 
(C-13) 
Inserting (C-5), (C-6), and (C-7) in {C-2) and using 






y 2 = lim 
p-+-oo 





y 2 = lim 
p->-0 
kl + k2 + klk2 
c 2 k1k2 
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