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I. INTRODUCTION
Satellite Image Time Series (SITS) are sets of images
acquired by the same or different spaceborne sensors over
the same area at different acquisition times. In recent years,
SITS acquired by multispectral sensors have increased, due to
the large availability of these kind of data and the decrease
in revisit time. The latter aspect is also a consequence of
the advent of multispectral satellite constellations such as
RapidEye and Pleiades, with the Sentinel 2 mission being
able to derive such products at global scale in the near future.
The high dimensionality of SITS unlocks the use of methods
usually restricted to the processing of hyperspectral images,
typically characterized by hundreds of narrow, contiguous
spectral bands. This paper proposes a new cloud removal algo-
rithm for scenes within a SITS based on the concept of spectral
unmixing, which decomposes hyperspectral image elements
into fractional abundances of reference spectra related to the
materials present in a given scene. In the case of SITS, we
consider a reference spectrum as a pixel which presents a
characteristic evolution in time of its spectral features. While
traditional methods aim at substituting the affected pixels with
other ones taken from other scenes, the proposed algorithm
allows exploiting the full spectral and temporal information
of the SITS to synthesize the expected values below a cloudy
area. This is done independently from the overall atmospheric
interactions affecting a given image, and it is possible even if
only one acquisition is available for a given period of time.
II. HYPERSPECTRAL IMAGES AND SPECTRAL UNMIXING
Hyperspectral images are characterized by a high number of
narrow, adjacent spectral bands often in the order of hundreds,
while as a comparison a typical multispectral sensor has less
than 10 (broader) bands. Several algorithms for hyperspectral
image processing have been defined which cannot be adapted
to be applied to other kinds of datasets, as they require a
high dimensional space to operate. An example is spectral
unmixing, which aims at decomposing each image element
as a linear (or less often non-linear) combination of signals
typically related to pure materials, often called endmembers
[1]. These methods give as output abundances maps, which
quantify the contribution of each endmember to a given pixel.




xisi + r, (1)
where x1 . . . xk and s1 . . . sk are the fractional abundances
and the spectra of the k available and pre-selected endmem-
bers, while r is a residual vector containing the portion of the
signal which cannot be represented in terms of the basis vec-
tors of choice. Therefore, if in a scene we have only mixtures
of two materials in each pixel, for example water and soil, m
could be expressed as m = xwaterswater + xsoilssoil + r.
Unmixing-based Denoising (UBD) exploits spectral unmix-
ing results to selectively recover bands affected by a low
Signal-to-Noise Ratio (SNR) in hyperspectral images [2]. The
output of the described spectral unmixing process is inferred
into the reconstruction of a given noisy band. By considering
the physical properties of a mixed spectrum, UBD ignores
the residual vector r in the reconstruction, by assuming that
r is mostly composed by noise, and more relevant in spectral
bands where atmospheric absorption effects are stronger. Each
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ignoring r in eq. (1), and along with it most of the noise
affecting m.
III. SPECTRAL UNMIXING FOR CLOUD REMOVAL IN
IMAGE TIME SERIES
In [3], [4] UBD has been applied for the inpainting of
missing values in single bands of hyperspectral images, outper-
forming algorithms based on spatial or spectral averaging of
other pixels, smoothness of Partial Differential Equations, or
reconstruction through Discrete Cosine Transform coefficients.
In this case, the information inferred from all the available
spectral bands was used to synthesize the missing or corrupted
values as a linear combination of selected pixels in the same
affected spectral band. This is possible only if the missing
values are only to be found in few spectral bands, ideally
one. In the case of SITS, pixels covered by clouds in a
given image may be regarded as corrupted, as usually it is
more of interest to measure the reflected solar radiation from
the ground. It could be desirable then to perform inpainting
of these image elements, by estimating their expected value.
Unfortunately, unmixing-based methods such as UBD need to
operate in a high dimensionality space. Namely, the number
of dimensions should be reasonably higher than the so-called
Virtual Dimensionality (VD) of the data, which is related to
the number of different materials present in a given scene.
Therefore, these methods are hard to apply in practice to
multispectral datasets. Nevertheless, in the case of SITS the
high dimensionality of a stack of multispectral images may be
comparable to the one of a hyperspectral dataset. This allows
applying methods defined for hyperspectral remote sensing to
SITS. We proceed using a spectral unmixing-based method to
remove clouds from a single image in a SITS as follows.
First of all, cloud and cloud shadows must be masked
out. To achieve this, automatic algorithms such as [5] and
[6] can be employed. Subsequently, representative cloud-free
image elements must be located in the scene. For this purpose,
the image stack can be fed to any hyperspectral endmember
extraction algorithm such as N-Finder [7], while the VD can
be previously estimated with an ad hoc algorithm of choice
[1]. In this case, an ”endmember” means an object which has
a characteristic evolution in time, such as an agricultural field
of some kind. A sample output of this process is reported in
Fig. 1. As we are operating in a high-dimensional space, the
selected pixels can be linearly combined to reconstruct the
spectral and temporal information of any other pixel in the
scene, minimizing the residual in eq. (1). Once the abundance
vectors are estimated, these are used to reconstruct the affected
pixels using eq. (2). The workflow is reported in Fig. 2.
The proposed method is similar to the Contextual Multiple
Linear Prediction (CMLP) reconstruction method described
in [8], in which corrupted values are predicted by linear
combination of some preselected classes of interest chosen
outside of the cloudy area, but the use of algorithms typically
applied to hyperspectral data introduces some important differ-
ences with CMLP. While the latter performs an unsupervised
classification of the image to extract reference values for the
reconstruction, the UBD-based method substitutes this step
with an endmember extraction step, finding a set of reference
pixels which are optimal at representing any image element
as their combination. If we consider that each endmember
is naturally related to a class of interest as selected in [8],
this approach can be regarded as a way of selecting the
most suitable pixel among the ones assigned to a given class,
improving the accuracy in reconstruction. Furthermore, non-
negativity constraint is enforced in the inversion step: this was
shown to be effective at improving the reconstruction results,
as negative contributions from the reference image elements
have no physical meaning [2].
IV. EXPERIMENTAL RESULTS
We analyse a 500×500 subset of a SITS stack composed of
9 multispectral RapidEye images, with 5 spectral bands and a
spatial resolution of 5 meters, acquired over agricultural fields
in the north of Israel in a time span of 9 months (October 2013
to July 2014). An RGB of an image acquired in June 2014 with
a cloud/shadow coverage of approximately 55% is reported in
Fig. 3(a), while all other images belonging to the stack are
cloud-free. From the common cloud-free area 30 pixels are
collected: afterwards, a spectral unmixing procedure is carried
out on all the images but the cloudy one through Non-Negative
Least Squares (NNLS) [1] following eq. (1). The computed
abundances are then used to reconstruct the pixels in the area
of interest (covered by clouds or their shadows) using eq.
(2). Results are reported in Fig. 3(b). The transition between
cloud-free pixels and reconstructed regions is seamless. It is
remarkable that, instead of selecting pixels from other cloud-
Fig. 1: Sample basis vectors for the synthesis of pixels covered by clouds. The evolution in time of 10 image elements such as
the ones selected in Fig. 2 (a) is captured across the nine images in the stack, each composed by five spectral bands. Dashed
lines mark the transitions between different images in the stack.
free images in the stack, the reconstructed area is obtained
by rearranging the spectral information from cloud-free pixels
in the same image of interest. This is achieved exploiting the
information on the pixels composition derived from the other
images in the stack.
V. CONCLUSIONS
This paper presents a novel algorithm for cloud removal
based on the idea of spectral unmixing, a technique usually
applied to hyperspectral datasets to decompose single im-
age elements in fractional abundances of spectra related to
macroscopically homogeneous materials present in the scene.
It is possible to perform the same decomposition on pixels in
SITS, where the basis vectors are cloud-free pixels exhibiting
characteristic evolutions in time. After the decomposition
using only the cloud-free images in a SITS, a cloudy pixel
is reconstructed as a weighted sum of the values of the basis
vectors in the image it belongs to. Results show that the
reconstructed areas blend seamlessly in the image and results
could be similar to the values expected by an user. The main
advantage of this method with respect to traditional ones,
which select cloud-free pixels from other images in the stack,
is that it estimates the value of a pixel covered by clouds by
manipulating other values in the same image. This is possible
also if only one image is available for a given period of
time, or if the image of interest is radiometrically different
due to characteristic atmospheric absorption phenomena. The
drawback of the method is that it makes the assumption that it
is possible to locate cloud-free samples for each object covered
by the clouds which evolves in the same way through time.
In the future the algorithm could be fully automatized by
including a cloud and shadow mask generation, and by running
selected VD estimation and endmember extraction algorithms
(usually employed in applications to hyperspectral data) prior
to the abundance estimation and pixel reconstruction steps.
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(a) Selection of cloud-free representative pix-
els, here numbered from 0 to 9.
(b) Decomposition of an image element of
interest (the x in the red square) in terms
of the selected pixels, computed using all the
available cloud-free images in the stack.
(c) The pixel of interest and its neighbours are
reconstructed using cloud-free pixels from the
same image as basis vectors.
Fig. 2: Workflow for the estimation of the expected values of
image elements covered by clouds (or their shadow).
(a) RGB composite of cloudy image.
(b) Results of the proposed cloud removal algorithm.
Fig. 3: Experimental results.
