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Abstract
We consider the skew-product semiflow which is generated by a scalar reaction-diffusion
equation
ut = uxx + f(t, u, ux), t > 0, x ∈ S
1 = R/2πZ,
where f is uniformly almost periodic in t. The structure of the minimal set M is thoroughly
investigated under the assumption that the center space V c(M) associated withM is no more
than 2-dimensional. Such situation naturally occurs while, for instance, M is hyperbolic or
uniquely ergodic. It is shown in this paper thatM is a 1-cover of the hull H(f) provided that
M is hyperbolic (equivalently, dimV c(M) = 0). If dimV c(M) = 1 (resp. dimV c(M) = 2
with dimV u(M) being odd), then either M is an almost 1-cover of H(f) and topologically
conjugate to a minimal flow in R×H(f); or M can be (resp. residually) embedded into an
almost periodically (resp. almost automorphically) forced circle-flow S1 ×H(f).
When f(t, u, ux) = f(t, u,−ux) (which includes the case f = f(t, u)), it is proved that any
minimal set M is an almost 1-cover of H(f). In particular, any hyperbolic minimal set M is
a 1-cover of H(f). Furthermore, if dimV c(M) = 1, then M is either a 1-cover of H(f) or is
topologically conjugate to a minimal flow in R×H(f). For the general spatially-dependent
nonlinearity f = f(t, x, u, ux), we show that any stable or linearly stable minimal invariant
set M is residually embedded into R2 ×H(f).
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1 Introduction
In this paper we investigate the large time behavior of bounded solutions for the scalar reaction-
diffusion equations on the circle
ut = uxx + f(t, x, u, ux), t > 0, x ∈ S
1 = R/2πZ, (1.1)
where f : R×R×R×R→ R is C3, f(t, x+ 2π, u, ux) = f(t, x, u, ux), and f(t, x, u, p) together
with all its derivatives (up to order 3) are almost periodic in t uniformly for (x, u, p) in compact
subsets.
To carry out our study for the non-autonomous equation (1.1), we will embed it into a skew-
product semiflow in the following way. The function f generates a family {fτ : τ ∈ R} in the
space of continuous functions C(R× S1 ×R×R,R) equipped with the compact open topology.
Here fτ (t, x, u, p) = f(t+ τ, x, u, p)(τ ∈ R) denotes the time-translation of f . Let H(f), called
the hull of f , be the closure of {fτ : τ ∈ R} in the compact open topology. By the Ascoli–Arzela
theorem, H(f) is a compact metric space and every g ∈ H(f) is uniformly almost periodic and
has the same regularity as f . The action of time-translation g · t ≡ gt (g ∈ H(f)) defines a
compact minimal flow on H(f) ( [27,33]). This means that H(f) is the only nonempty compact
subset of itself that is invariant under the flow g · t. By introducing the hull H(f), equation
(1.1) gives rise to a family of equations associated to each g ∈ H(f),
ut = uxx + g(t, x, u, ux), t > 0, x ∈ S
1. (1.2)
Let X = Xα (12 < α < 1) be the fractional power space associated with the operator
u → −uxx : H
2(S1) → L2(S1), then the embedding relation X →֒ C1(S1) is satisfied (that is,
X is compactly embedded in C1(S1)). For any u ∈ X, (1.2) admits (locally) a unique solution
ϕ(t, ·;u, g) in X with ϕ(0, ·;u, g) = u(·). This solution also continuously depends on g ∈ H(f)
and u ∈ X. Therefore, (1.2) defines a (local) skew product semiflow Πt on X ×H(f):
Πt(u, g) = (ϕ(t, ·;u, g), g · t), t > 0. (1.3)
Following from the work in [13] and the standard a priori estimates for parabolic equations, it is
known that if ϕ(t, ·;u, g)(u ∈ X) is bounded in X in the existence interval of the solution, then
u is a globally defined classical solution. In the terminology of the skew-product semiflow (1.3),
the study of dynamics of (1.2) gives rise to the problem of understanding the ω-limit set ω(u, g)
of the bounded semi-orbit Πt(u, g) in X ×H(f). Note that, for any δ > 0, {ϕ(t, ·;u, g) : t ≥ δ}
is relatively compact in X. As a consequence, ω(u, g) is a nonempty connected compact subset
of X × H(f). It is further known that Πt on the ω-limit set ω(u, g) has a unique continuous
backward time extension (see, e.g. [12]).
In the case where f is independent of t (i.e., the autonomous case) or, equivalently, if H(f) =
{f}, Fiedler and Mallet-Paret [10] have shown the well-known Poincare´-Bendixson type Theorem
for system (1.1). It states that any ω-limit set ω(u) is either a single periodic orbit or it consists of
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equilibria and connecting (homoclinic and heteroclinic) orbits. In particular, if f does not depend
on x (also called spatially-homogeneous), i.e., f = f(u, ux), the solution semiflow commutes
with the natural action of shifting x ∈ S1. Due to such S1-equivariance, Massatt [18] and
Matano [20] showed independently that any periodic orbit is a rotating wave u = φ(x− ct) for
some 2π-periodic function φ and constant c; and hence, ω(u) is either itself a single rotating
wave, or a set of equilibria differing only by phase shift in x. Recently, transversality of the stable
and unstable manifolds of hyperbolic equilibria and periodic orbits for autonomous system (1.2)
has been established in [9, 15]. Based on this, Joly and Raugel [16] have proved the generic
Morse-Smale property for the system.
In the case that f is time-periodic with period 1 (equivalently, H(f) is homeomorphic to
the circle T 1 = R/Z), Chen and Matano [3] proved that for f = f(t, u) independent of x and
ux, the ω-limit set ω(u) of any bounded solution consists of a unique time-periodic orbit with
period 1. If f = f(t, u, ux) is independent of x, Sandstede and Fiedler [25] showed that the
ω-limit set ω(u) can be viewed as a subset of the two-dimensional torus T 1 × S1 carrying a
linear flow. However, one can not expect a simple asymptotic behavior of solutions for the
general nonlinearity f = f(t, x, u, ux). As a matter of fact, Sandstede and Fiedler [25] have
further pointed out that chaotic behavior exhibited by any time-periodic planar vector field can
also be found in certain time-periodic equation with the nonlinearity f = f(t, x, u, ux). On the
other hand, Teresˇcˇa´k [34] proved that any ω-limit set of the Poincare´ map generated by the
time-periodic system with f = f(t, x, u, ux) can be imbedded into a 2-dimensional plane.
In the language of skew-product semiflows, Teresˇcˇa´k’s result [34] implies that each ω-limit
set ω(u, g) (with g ∈ H(f) ∼ T 1) of (1.3) can be imbedded into R2 ×H(f) (see Definition 2.4).
In particular, in the spatially-homogeneous case when f = f(t, u, ux) is time-periodic, the result
by Sandstede and Fiedler [25] entails that each ω-limit set ω(u, g) can be imbedded into the
periodically-forced circle flow S1 ×H(f).
In nature, large quantities of systems evolve influenced by external effects which are roughly,
but not exactly periodic, or under environmental forcing which exhibits different, noncommen-
surate periods. As a consequence, models with such time dependence are characterized more
appropriately by quasi-periodic or almost periodic equations or even by certain nonautonomous
equations rather than by periodic ones. Consequently, time non-periodic equations have been
attracting more attention recently.
The current paper is devoted to the study of dynamics of time almost-periodic scalar parabolic
equations with periodic boundary conditions. For separated boundary conditions, one can refer
to a series of work by Shen and Yi [29–33]. Among others, they [29, 31] have proved that any
minimal invariant setM of the skew-product semiflow is an almost 1-1 cover of H(f); and hence,
M is an almost automorphic minimal set. In particular, if M is hyperbolic, then M is a 1-1
cover of H(f) (see [30]). As in [29–33], the zero number properties developed in [1, 19] play
important roles in their studies. With periodic boundary condition the zero number can still be
applied. It does not yield the almost automorphy of the minimal sets in general, however. To
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the best of our knowledge, the structures of the minimal sets have been hardly studied for scalar
parabolic equations, even for the spatially-homogeneous system f = f(t, u, ux), with periodic
boundary condition (see [7, 36] for some partial related results). As a consequence, we will try
to initiate our research on this aspect.
We first consider the spatially-homogeneous case of f = f(t, u, ux). The structure of the
minimal set M for (1.3) will be thoroughly investigated under the assumptions that the center
space V c(M) associated withM is no more than 2-dimensional. Such situation naturally occurs,
for instance, while M is uniquely ergodic (see Theorem 3.2(1)) or M is hyperbolic. We denote
by V u(M) the unstable space associated to M . Among others, we will prove
• If dimV c(M) = 2 with dimV u(M) being odd, then either
(i) M is an almost 1-cover of H(f) and topologically conjugate to a minimal flow in R×H(f)
(see Theorem 4.1(1)); or
(ii) M can be residually embedded into an almost automorphically forced circle-flow S1×H(f)
(see Theorem 3.1(1)).
• If dimV c(M) = 1, then either
(i) M is an almost 1-cover of H(f) and the dynamics on M is topologically conjugate to a
minimal flow in R×H(f) (see Theorem 4.1(1)); or
(ii) M is normally hyperbolic and can be embedded into an almost periodically forced circle-flow
S1 ×H(f) (see Theorem 3.1(2)).
• If dimV c(M) = 0 (equivalently, M is called hyperbolic), then M is a 1-cover of H(f) and the
dynamics on M is topologically conjugate to an almost periodic minimal flow in R×H(f) (see
Theorem 4.1(4)).
• Any spatially homogeneous minimal set M is an almost 1-cover of H(f) and the dynamics on
M is topologically conjugate to an almost automorphic minimal flow in R×H(f) (see Theorem
4.1(1)).
• If M is linearly stable, then M is spatially homogeneous and hence is an almost 1-cover of
H(f) (see Theorem 4.1(2)).
We also remark that, for f = f(t, u, ux), if M is a spatially homogeneous minimal set or
uniquely ergodic, then one may obtain the oddness of dimV u(M) (see Theorem 3.2). In general,
it remains open whether dimV u(M) is odd provided that dimV u(M) 6= 0.
Comparing with the results in [30,32] for separated boundary conditions, one can still observe
here the 1-cover property of the hyperbolic minimal sets; while for the case dimV c(M) = 1, we
obtained the new phenomena for periodic boundary conditions that M can be embedded into
an almost periodically forced circle flow S1 × H(f), which is a natural generalization of the
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rotating waves in [18,20] (autonomous cases) and the two-dimensional torus flow in [25] (time-
periodic cases) to time almost-periodic systems. It also deserves to point out that an almost
periodically forced circle flow could still be very complicated (see Huang and Yi [14] and the
references therein). The new phenomena we discovered here reinforce the appearance of the
almost periodically forced circle flow in the infinite-dimensional dynamical systems generated
by certain evolutionary equations.
When f(t, u, p) = f(t, u,−p) in (1.1) (which includes the case f = f(t, u)), more information
of the structure of a minimal set for (1.3) can be obtained. We will show, in this case,
• Any minimal set M is an almost 1-cover of H(f). Moreover, M is a 1-cover of H(f) provided
that M is hyperbolic or dimV c(M) = 1 (see Theorem 4.2).
Thus, we have also generalized the convergence results in [3] from time-periodic systems to time
almost-periodic systems.
Finally, we will consider the general nonlinearity f = f(t, x, u, ux). We will show
• Any linearly stable or stable minimal set M is residually embedded (see Definition 2.4) into
R
2 × H(f). In particular, the ω-limit set of any uniformly stable bounded trajectory can be
embedded into R2 ×H(f) (see Theorem 5.1).
The above embedding property for the minimal sets partially extends the results of Fiedler and
Mallet-Paret [10] (autonomous cases) and Teresˇcˇa´k [34] (time-periodic cases) to time almost-
periodic systems.
The paper is organized as follows. In Section 2, we agree on some notations, give relevant
definitions and preliminary results, including the Floquet bundles theory and the invariant
manifolds theory for skew-product semiflows, which will be important to our proofs. In Section
3, we will investigate the skew-product semiflow (1.3) generated by (1.2) with f = f(t, u, ux).
The structure of the minimal set M is investigated under the assumption that dimV c(M) = 1,
or dimV c(M) = 2 with dimV u(M) being odd (Theorem 3.1). The new phenomena is found in
this section that M can be embedded into an almost periodically forced circle flow S1 ×H(f).
We also obtain in this section that the unique ergodicity of M implies that dimV c(M) ≤ 2. In
Section 4, we focus on the (almost) 1-cover property of minimal sets for (1.2) with f = f(t, u, ux).
In particular, when f = f(t, u), any minimal set M is an almost 1-cover. In Section 5, we study
the embedding properties of linearly stable and stable minimal sets of (1.3) in the general case
f = f(t, x, u, ux).
2 Notations and preliminaries results
In this section, we summarize some preliminary materials to be used in later sections. We start
by summarizing some lifting properties of compact dynamical systems. Next, we give a brief
review about almost periodic (automorphic) functions. We then present some basic properties
of zero numbers of solutions for linear parabolic equations. Finally, we present some basic
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properties about Floquet bundles and invariant subspaces of linear parabolic equations on S1
and some basic properties about invariant manifolds of nonlinear parabolic equations on S1.
2.1 Lifting properties of compact dynamical systems
Let Y be a compact metric space with metric dY , and σ : Y ×R→ Y, (y, t) 7→ y ·t be a continuous
flow on Y , denoted by (Y, σ) or (Y,R). A subset S ⊂ Y is invariant if σt(S) = S for every t ∈ R.
A subset S ⊂ Y is called minimal if it is compact, invariant and the only non-empty compact
invariant subset of it is itself. Every compact and σ-invariant set contains a minimal subset
and a subset S is minimal if and only if every trajectory is dense. The continuous flow (Y, σ)
is called to be recurrent or minimal if Y is minimal. We say that the flow (Y, σ) is distal when,
for each pair y1, y2 of different elements of Y , there is a δ > 0 such that dY (y1 · t, y2 · t) > δ for
every t ∈ R.
If (Z,R) is another continuous flow, a flow homomorphism from (Z,R) to (Y, σ) is a continuous
mapping p from Z to Y such that p(z · t) = p(z) · t for all z ∈ Z and t ∈ R. An onto flow
homomorphism is called a flow epimorphism. It is easy to see that if (Y, σ) is minimal then
the flow homomorphism p from Z to Y is a flow epimorphism. The following lemma is adopted
from [33] and will play important roles in our forthcoming sections.
Lemma 2.1. Let p : (Z,R) → (Y,R) be an epimorphism of flows, where Z, Y are compact
metric spaces. Then the set
Y ′ = {y0 ∈ Y : for any z0 ∈ p
−1(y0), y ∈ Y and any sequence {ti} ⊂ R with y · ti →
y0, there is a sequence {zi} ∈ p
−1(y) such that zi · ti → z0}
is residual and invariant. In particular, if (Z,R) is minimal and distal, then Y ′ = Y .
Proof. See [33, Lemma I.2.16] and the remarks below it.
Let X,Y be metric spaces and (Y, σ) be a compact flow (called the base flow). Let also
R
+ = {t ∈ R : t ≥ 0}. A skew-product semiflow Πt : X × Y → X × Y is a semiflow of the
following form
Πt(u, y) = (ϕ(t, u, y), y · t), t ≥ 0, (u, y) ∈ X × Y, (2.1)
satisfying (i) Π0 = IdX and (ii) the co-cycle property: ϕ(t + s, u, y) = ϕ(s, ϕ(t, u, y), y · t) for
each (u, y) ∈ X × Y and s, t ∈ R+. A subset A ⊂ X × Y is positively invariant if Πt(A) ⊂ A for
all t ∈ R+. The forward orbit of any (u, y) ∈ X × Y is defined by O+(u, y) = {Πt(u, y) : t ≥ 0},
and the ω-limit set of (u, y) is defined by ω(u, y) = {(uˆ, yˆ) ∈ X × Y : Πtn(u, y) → (uˆ, yˆ)(n →
∞) for some sequence tn →∞}.
A flow extension of a skew-product semiflow Πt is a continuous skew-product flow Πˆt such
that Πˆt(u, y) = Πt(u, y) for each (u, y) ∈ X × Y and t ∈ R+. A compact positively invariant
subset is said to admit a flow extension if the semiflow restricted to it does. Actually, a compact
positively invariant set K ⊂ X ×Y admits a flow extension if every point in K admits a unique
6
backward orbit which remains inside the set K (see [33, part II]). A compact positively invariant
set K ⊂ X × Y for Πt is called minimal if it does not contain any other nonempty compact
positively invariant set than itself.
Let K ⊂ X × Y be a positively invariant set for Πt which admits a flow extension. Let
also p : X × Y → Y be the natural projection. Then p is a flow homomorphism for the
flows (K,R) and (Y, σ). Moreover, K ⊂ X × Y is called an almost 1-cover (1-cover) of Y if
card(p−1(y) ∩K) = 1 for at least one y ∈ Y (for any y ∈ Y ).
Now let us recall some definitions concerning the stability of the trajectories of the semiflows.
Definition 2.1. Let dX be the metric on X.
(1) (Stability) A forward orbit O+(u0, y0) of (2.1) is said to be stable if for every ε > 0 and s ≥ 0,
there is a δ = δ(ε, s) > 0 such that, for every u ∈ X, if dX(ϕ(s, u0, y0), ϕ(s, u, y0)) ≤ δ
then
dX(ϕ(t+ s, u0, y0), ϕ(t+ s, u, y0)) < ε for each t ≥ 0.
A minimal set M is called stable if O+(u∗, y∗) is stable for any point (u∗, y∗) ∈M ;
(2) (Uniform stability) A forward orbit O+(u0, y0) of (2.1) is said to be uniformly stable if for
every ε > 0 there is a δ = δ(ε) > 0, called the modulus of uniform stability, such that, for
every u ∈ X, if s ≥ 0 and dX(ϕ(s, u0, y0), ϕ(s, u, y0)) ≤ δ(ε) then
dX(ϕ(t+ s, u0, y0), ϕ(t+ s, u, y0)) < ε for each t ≥ 0.
Remark 2.1. If O+(u, y) is relatively compact and uniformly stable, then for every point
(u∗, y∗) ∈ ω(u, y), O
+(u∗, y∗) is uniformly stable with the same modulus of uniform stability as
that of the O+(u, y) (see [27,33]).
We now assume additionally that X is a Banach space. Assume also that the cocycle ϕ in
(2.1) is C1+α (0 < α ≤ 1) for u ∈ X, that is, ϕ is C1 in u, and the derivative ϕu is continuous
in y ∈ Y, t > 0 and is Cα in u; and moreover, for any v ∈ X,
ϕu(t, u, y)v → v as t→ 0
+,
uniformly for (u, y) in compact subsets of X × Y . Let K ⊂ X × Y be a compact, positively
invariant set which admits a flow extension. Define Φ(t, u, y) = ϕu(t, u, y) for (u, y) ∈ K, t ≥ 0.
Then the operator Φ generates a linear skew-product semiflow Ψ on (X × K,R+) associated
with (2.1) over K as follows:
Ψ(t, v, (u, y)) = (Φ(t, u, y)v,Πt(u, y)), t ≥ 0, (u, y) ∈ K, v ∈ X. (2.2)
For each (u, y) ∈ K, define the Lyapunov exponent λ(u, y) = lim sup
t→∞
ln ||Φ(t,u,y)||
t , where || · || is
the operator norm of Φ(t, u, y). We call the number λK = sup(u,y)∈Kλ(u, y) the upper Lyapunov
exponent on K.
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Definition 2.2. K is said to be linearly stable, if λK ≤ 0.
Let K ⊂ X × Y (here X is a strongly ordered Banach space, see [33, Definition II.4.4]) be
a compact invariant set of the strongly monotone skew-product semiflow Πt and X1(u, y) =
span{v(u, y)}, X2(u, y) ((u, y) ∈ K, v(u, y) ∈ IntX
+ with ‖v(u, y)‖ = 1) be the subspaces
associated to the continuous separation of (K,R) (see [33, Definition II.4.6 and Theorem II.4.4]
for the definition and existence of continuous separation of (K,R)). Define
l(t, u, y) = ‖Φ(t, u, y)v(u, y)‖, (2.3)
where (u, y) ∈ K, t ∈ R. By invariance of X1(u, y), (2.3) generates a linear skew-product flow
Ψ˜ : R× R×K → R×K,
Ψ˜(t, z, (u, y)) = (l(t, u, y)z,Πt(u, y)). (2.4)
Lemma 2.2. Let K ⊂ X×Y be a compact invariant set of the strongly monotone skew-product
semiflow Πt. Then the upper Lyapunov exponent of (2.2) coincides with the upper Lyapunov
exponent of (2.4).
Proof. See [33, Proposition II 4.10].
Definition 2.3. Two flows (Y,R) and (Z,R) are said to be topologically conjugate if there is a
homeomorphism h : Y → Z such that h(y · t) = h(y) · t for all y ∈ Y and t ∈ R.
Definition 2.4. Let X1 be a metric space. A minimal subset K ⊂ X × Y (here we X, Y are
metric spaces) is said to be residually embedded into X1 × Y , if there exist a residual invariant
set Y∗ ⊂ Y and a flow Πˆ
t defined on some subset Kˆ ⊂ X1 × Y∗ such that the flow Π
t|K∩p−1(Y∗)
is topologically conjugate to Πˆt on Kˆ. Moreover, when Y∗ = Y , we call K is embedded into
X1 × Y .
2.2 Almost periodic and almost automorphic functions
A function f ∈ C(R,R) is almost periodic if, for any ε > 0, the set T (ε) := {τ : |f(t+τ)−f(t)| <
ε, ∀t ∈ R} is relatively dense in R. f is almost automorphic if for every {t′k} ⊂ R there is a
subsequence {tk} and a function g : R→ R such that f(t+ tk)→ g(t) and g(t− tk)→ f(t) point
wise. Let D ⊆ Rm be a nonempty set. A continuous function f : R×D→ R; (t, w) 7→ f(t, w), is
said to be admissible if f(t, w) is bounded and uniformly continuous on R×K for any compact
subsetK ⊂ D. A function f ∈ C(R×D,R)(D ⊂ Rm) is uniformly almost periodic (automorphic)
in t, if f is both admissible and almost periodic (automorphic) in t ∈ R.
Let f ∈ C(R ×D,R)(D ⊂ Rm) be admissible. Then H(f) = cl{f · τ : τ ∈ R} is called the
hull of f , where f ·τ(t, ·) = f(t+ τ, ·) and the closure is taken under the compact open topology.
Moreover, H(f) is compact and metrizable under the compact open topology (see [27,33]). The
time translation g · t of g ∈ H(f) induces a natural flow on H(f) (cf. [27]).
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Remark 2.2. If f is a uniformly almost periodic function in t, then H(f) is always minimal
and distal. Moreover, every g ∈ H(f) is an uniformly almost periodic function (see, e.g. [33]).
Further, assume that (X,R) is a minimal flow and let p : X → H(f) be a flow homomorphism
such that X is an almost 1-cover of H(f). Then,
{x ∈ X : x · t is an almost automorphic function of t} = {x ∈ X : p−1p(x) = {x}}
(see [35, Section 5.4] or [33, Corollary I 2.15]).
2.3 Zero number properties of linear parabolic equations on S1
As the zero number is a very important tool in our proofs, we provide in this section the definition
of the zero number and list some related properties.
Given a C1-smooth function u : S1 → R1, the zero number of u is defined as
z(u(·)) = card{x ∈ S1 : u(x) = 0}.
We now list some properties of the zero number (see, e.g. [1, 19] or [25, Lemma 2.2]).
Lemma 2.3. Consider the linear system{
ϕt = ϕxx + bϕx + cϕ, x ∈ S
1,
ϕ0 = ϕ(0, ·) ∈ H
1(S1),
(2.5)
where the coefficients b, c are allowed to depend on t and x such that b, bt, bx, c ∈ L
∞
loc. Let ϕ(t, x)
be a nontrivial solution of (2.5). Then the following properties holds.
(a) z(ϕ(t, ·)) <∞,∀t > 0 and is non-increasing in t.
(b) z(ϕ(t, ·)) can drop only at t0 such that ϕ(t0, ·) has a multiple zero in S
1.
(c) z(ϕ(t, ·)) can drop only finite many times,and there exists a T > 0 such that ϕ(t, ·) has
only simple zeros in S1 as t ≥ T (hence z(ϕ(t, ·)) = constant as t ≥ T ).
Lemma 2.4. For any g ∈ H(f), Let ϕ(t, ·;u, g) and ϕ(t, ·; uˆ, g) be distinct solutions of (1.2) on
R
+. Then
(a) z(ϕ(t, ·;u, g) − ϕ(t, ·; uˆ, g)) <∞ for t > 0 and is non-increasing in t;
(b) z(ϕ(t, ·;u, g)) − ϕ(t, ·; uˆ, g))) strictly decreases at t0 such that the function ϕ(t0, ·;u, g)) −
ϕ(t0, ·; uˆ, g) has a multiple zero in S
1;
(c) z(ϕ(t, ·;u, g))−ϕ(t, ·; uˆ, g))) can drop only finite many times, and there exists a T > 0 such
that
z(ϕ(t, ·;u, g)) − ϕ(t, ·; uˆ, g))) ≡ constant
for all t ≥ T .
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Proof. Denote u(t, x) = ϕ(t, x;u, g) and uˆ(t, x) = ϕ(t, x; uˆ, g). Let v(t, x) = u(t, x) − uˆ(t, x) be
a nontrivial solution of the linear parabolic equation (2.5), where
b(t, x) =
∫ 1
0
∂g
∂p
(t, x, u(t, x), sux(t, x) + (1− s)uˆx(t, x))ds,
c(t, x) =
∫ 1
0
∂g
∂u
(t, x, su(t, x) + (1− s)uˆ(t, x), uˆx(t, x))ds.
Then the results directly follows from Lemma 2.3.
Lemma 2.5. Fix g, g0 ∈ H(f). Let (u
i, g) ∈ p−1(g), (ui0, g0) ∈ p
−1(g0)(i = 1, 2, u
1 6= u2, u10 6=
u20) be such that Π
t(ui, g) is defined on R+ (resp. R−) and Πt(ui0, g0) is defined on R. If there
exists a sequence tn → +∞ (resp. sn → −∞) as n→∞, such that Π
tn(ui, g) → (ui0, g0) (resp.
Πsn(ui, g)→ (ui0, g0)) as n→∞(i = 1, 2), then
z(ϕ(t, ·;u10, g0)− ϕ(t, ·;u
2
0, g0)) ≡ constant,
for all t ∈ R.
Proof. We only prove the case of tn → +∞. The case of sn → −∞ is similar. By virtue of
Lemma 2.4(c), there exist T > 0 and N1 ∈ N such that z(ϕ(t, ·;u
1, g) − ϕ(t, ·;u2, g)) = N1, for
all t ≥ T . Fix t0 ∈ R so that ϕ(t0, ·;u
1
0, g0) − ϕ(t0, ·;u
2
0, g0) only has simple zeros. Note that
with Πtn(ui, g) → (ui0, g0)(i = 1, 2) and the continuity of z(·), one has z(ϕ(tn + t0, ·;u
1, g) −
ϕ(tn + t0, ·;u2, g)) = z(ϕ(t0, ·;u10, g0)− ϕ(t0, ·;u
2
0, g0)) for all n sufficiently large. Consequently,
z(ϕ(t0, ·;u
1
0, g0) − ϕ(t0, ·;u
2
0, g0)) = N1. By Lemma 2.4(b)-(c) and the arbitrariness of t0, we
have z(ϕ(t, ·;u10, g0)− ϕ(t, ·;u
2
0, g0)) = N1 for all t ∈ R.
2.4 Floquet bundles and invariant subspaces for linear parabolic equations
on S1
Consider the following linear parabolic equation:
ψt = ψxx + a(x, ω · t)ψx + b(x, ω · t)ψ, t > 0, x ∈ S
1 = R/2πZ, (2.6)
where ω ∈ Ω, ω · t is a flow on a compact metric space Ω; and aω(t, x) := a(x, ω · t), bω(t, x) :=
b(x, ω · t) are continuously differentiable in (t, x); and aω, aωt , a
ω
x , b
ω : R × S1 → R are bounded
functions uniformly for ω ∈ Ω.
For any w ∈ L2(S1), let ψ(t, x;w,ω) be the solution of (2.6) with ψ(0, x;w,ω) = w(x), x ∈ S1;
and we write
Ψ(t, ω) : L2(S1)→ L2(S1);w(·) 7→ ψ(t, ·;w,ω)
as the evolution operator generated by (2.6). It is known that, for each t > 0 and ω ∈ Ω, Ψ(t, ω)
is injective (see [21, Proposition 2.5.8] or [11, Chapter 6]); and by standard a priori estimates
(see, e.g. [21, Section 2.5]), Ψ(t, ω) is a compact (completely continuous) operator. Moreover,
we have the following Lemma:
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Lemma 2.6. (i) There is a sequence {wn, w˜n}
∞
n=1∪{w0}, w0, wn, w˜n : S
1×Ω→ R, such that
w0(·, ω), wn(·, ω), w˜n(·, ω) ∈ C
1,γ(S1) for any γ with 0 ≤ γ < 1, and ‖w0(·, ω)‖L2(S1) =
‖wn(·, ω)‖L2(S1) = ‖w˜n(·, ω)‖L2(S1) = 1 for any ω ∈ Ω. {wn(·, ω), w˜n(·, ω)}
∞
n=1 ∪ {w0(·, ω)}
forms a Floquet basis of L2(S1), z(w0(·, ω)) = 0 and z(wn(·, ω)) = 2n (z(w˜n(·, ω)) = 2n)
for all ω ∈ Ω.
(ii) Let W0(ω) = span{w0(·, ω)} and Wn(ω) = span{wn(·, ω), w˜n(·, ω)}, n = 1, 2, · · · . Then
Ψ(t, ω)Wn(ω) = Wn(ω · t) for t ≥ 0; and hence, Ψ(t, ω)|Wn(ω) is a linear isomorphism.
Moreover,⊕n2
i=n1
Wi(ω) = {w ∈ L
2(S1) : ψ(t, ·;w,ω) is exponentially bounded in L2(S1),
and 2n1 ≤ z(ψ(t, ·;w,ω)) ≤ 2n2 for all t ∈ R} ∪ {0}
for any n1, n2 with 0 ≤ n1 ≤ n2 <∞.
(iii) Let w = c00w0(x, ω) + Σ
∞
n=1(c
0
nwn(x, ω) + c˜
0
nw˜n(x, ω)) in L
2(S1). Then
ψ(t, x, w, ω) = c0(t)w0(x, ω · t) + Σ
∞
n=1(cn(t)wn(x, ω · t) + c˜n(t)w˜n(x, ω · t)), (2.7)
where c0(t), cn(t), c˜n(t) are continuous functions with c0(0) = c
0
0, cn(0) = c
0
n, c˜n(0) = c˜
0
n.
(iv) Define Λ(·) : Ω→ L(L2(S1), l2) by Λ(ω)w0 = {c
0
0} ∪ {c
0
n, c˜
0
n}
∞
n=1, where w0 = c
0
0w0(x, ω) +
Σ∞n=1(c
0
nwn(x, ω) + c˜
0
nw˜n(x, ω)). Then Λ(ω · t)ψ(t, x, w0, ω) = {c0(t)} ∪ {cn(t), c˜n(t)}
∞
n=1.
Moreover, Λ is continuous, Λ(ω) is an isomorphism for each ω ∈ Ω, and there are positive
constants K1, K2 which are independent of ω such that
‖Λ(ω)‖ ≤ K1 and ‖Λ
−1(ω)‖ ≤ K2.
(v) (Exponential Separation) Let Z+k (ω) =
⊕k
i=0Wi(ω) and Z
−
k (ω) = cl{∪l≥k+1
⊕l
i=k+1Wi(ω)}
in L2(S1). Then, Ψ(t, ω)Z+k (ω) = Z
+
k (ω) and Ψ(t, ω)Z
−
k (ω) ⊂ Z
−
k (ω) for t ≥ 0, with
Ψ(t, ω)Z−k (ω) being dense in Z
−
k (ω) in L
2-norm. Moreover, there are constants K >
0, µ > 0 which are independent of ω, such that if ψ(t, ·; v0, ω) ∈ Z
+
k (ω ·t) and ψ(t, ·;w0, ω) ∈
Z−k (ω · t) are nontrivial solutions for (2.6), then
||ψ(t, ·;w0, ω)||L2
||ψ(t, ·; v0, ω)||L2
≤ Ke−µ(t−s)
||ψ(s, ·;w0, ω)||L2
||ψ(s, ·; v0, ω)||L2
, (2.8)
for all t ≥ s,w0 ∈ Z
−
k (ω), v0 ∈ Z
+
k (ω) \ {0}.
Proof. See [7, Section 9].
Throughout this subsection, X is as in the introduction, that is, X is the fractional power
space associated with the operator u → −uxx : H
2(S1) → L2(S1) such that the embedding
relations H2(S1) →֒ X →֒ C1(S1) →֒ L2(S1) are satisfied (these embeddings are also compact).
Hereafter, ‖ · ‖ always denotes the norm in X.
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Note that Ψ(t, ω)|X ∈ L(X). Moreover, for any t > 0 and ω ∈ Ω, Ψ(t, ω)|X is injective
(see [21, Proposition 2.5.8]), and by standard a priori estimates, Ψ(t, ω)|X is a compact operator
from X to X. In the following, if no confusion occurs, we may write Ψ(t, ω)|X as Ψ(t, ω).
We put Πt : X ×Ω→ X × Ω as
Πt(v, ω) = (Ψ(t, ω)v, ω · t) for t ≥ 0.
Then the family of maps {Πt}t≥0 so defined is indeed a linear skew-product semiflow on X ×Ω
(see, e.g. [21, p.57]).
Now we recall the conception of exponential dichotomy (ED) and Sacker-Sell spectrum. Let
λ ∈ R and define Πtλ : X × Ω→ X × Ω by
Πtλ(v, ω) = (Ψλ(t, ω)v, ω · t), (2.9)
where Ψλ(t, ω) = e
−λtΨ(t, ω). It is easy to verify that Πtλ is also a linear skew-product semiflow
on X × Ω. We say Ψλ admits an exponential dichotomy over Ω if there exist K > 0, α > 0 and
continuous projections P (ω) : X → X such that for all ω ∈ Ω, Ψλ(t, ω)|R(P (ω)) : R(P (ω)) →
R(P (ω · t)) is an isomorphism satisfying Ψλ(t, ω)P (ω) = P (ω · t)Ψλ(t, ω), t ∈ R
+; moreover,
‖Ψλ(t, ω)(I − P (ω))‖ ≤ Ke
−αt, t ≥ 0,
‖Ψλ(t, ω)P (ω)‖ ≤ Ke
αt, t ≤ 0.
Here R(P (ω)) is the range of P (ω). We call
σ(Ω) = {λ ∈ R : Πtλ has no exponential dichotomy over Ω}
the Sacker-Sell spectrum of (2.6). If Ω is compact and connected, then the Sacker-Sell spectrum
σ(Ω) =
⋃∞
k=0 Ik, where Ik = [ak, bk] and {Ik} is ordered from right to left, that is, · · · < ak ≤
bk < ak−1 ≤ bk−1 < · · · < a0 ≤ b0 (see [5, 23,24]).
For any given 0 ≤ n1 ≤ n2 ≤ ∞, if n2 6=∞, let
V n1,n2(ω) = {v ∈ X :‖Ψ(t, ω)v‖ = o(ea
−t) as t→ −∞
‖Ψ(t, ω)v‖ = o(eb
+t) as t→∞}
(2.10)
where a−, b+ are such that λ1 < a
− < an2 ≤ bn1 < b
+ < λ2 for any λ1 ∈ ∪
∞
k=n2+1
Ik and
λ2 ∈ ∪
n1−1
k=0 Ik. If n2 =∞, let
V n1,∞(ω) = {v ∈ X : ‖Ψ(t, ω)v‖ = o(eb
+t) as t→∞} (2.11)
where b+ is such that bn1 < b
+ < λ for any λ ∈ ∪n1−1k=0 Ik.
Remark 2.3. (i) Since the solution operators Ψ(t, ω) are compact (completely continuous) for
t > 0, it follows from the similar deduction in [24, Theroem B(4)] (or see [5, Lemma 3.1(1)])
that dimV n1,n2(ω) <∞ for any fixed 0 ≤ n1 ≤ n2 <∞.
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(ii) V n1,n2(ω) is invariant in the sense that, for t ≥ 0, Ψ(t, ω)V n1,n2(ω) = V n1,n2(ω · t)
when n2 < ∞, while V
n1,∞(ω) satisfies Ψ(t, ω)V n1,∞(ω) ⊂ V n1,∞(ω · t) with Ψ(t, ω)V n1,∞(ω)
being dense in V n1,∞(ω · t) in the X-norm. In fact, due to the adjoint operator Ψ(t, ω)∗ of the
adjoint equation is injective (see, e.g. [21, p.62-63]), such density can be directly obtained by
the Hahn-Banach Theorem (cf. [22, Corollary 4.12(b)]).
Suppose that 0 ∈ σ(Ω) and n0 is such that 0 ∈ In0 ⊂ σ(Ω). Then V
s(ω) = V n0+1,∞(ω),
V cs(ω) = V n0,∞(ω), V c(ω) = V n0,n0(ω), V cu(ω) = V 0,n0(ω), and V u(ω) = V 0,n0−1(ω) (If
n0 = 0, we set V
u(ω) = {0}) are referred to as stable, center stable, center, center unstable, and
unstable subspaces of (2.6) at ω ∈ Ω, respectively.
Suppose that 0 6∈ σ(Ω) and n0 is such that In0 ⊂ (0,∞) and In0+1 ⊂ (−∞, 0). V
s(ω) =
V n0+1,∞(ω) and V u(ω) = V 0,n0(ω) are referred to as stable and unstable subspaces of (2.6) at
ω ∈ Ω, respectively.
Fix any ω ∈ Ω, we consider (2.6). By means of the transformation introduced in [7, p.247-
248], we let
ψˆ(t, x) := rω(t, x+ cω(t)) · ψ(t, x+ cω(t)), (2.12)
where the function cω(t) satisfies
c˙ω(t) = −aω0 (t), with a
ω
0 (t) =
1
2π
∫ 2π
0
aω(t, z)dz,
and
rω(t, x) = exp
(1
2
∫ x
0
(aω(t, z) − aω0 (t))dz
)
.
Then the equation (2.6) can be changed into
ψˆt = ψˆxx + bˆ
ω(t, x)ψˆ, (2.13)
where
bˆω(t, x− cω(t)) = bω(t, x) +
1
2
∫ x
0
[aω(t, z) − aω0 (t)]tdz −
1
4
(aω(t, x)2 − aω0 (t)
2)−
1
2
aωx (t, x).
Recall that the functions aω, aωt , a
ω
x , b
ω are bounded functions uniformly for ω ∈ Ω. Then bˆω is
a bounded function uniformly for ω ∈ Ω.
Hereafter, we write σˆ(Ω) =
⋃∞
k=0 Iˆk as the associated Sacker-Sell spectrum of (2.13) on
Ω, with Iˆk = [aˆk, bˆk] satisfying · · · < aˆk ≤ bˆk < aˆk−1 ≤ bˆk−1 < · · · < aˆ0 ≤ bˆ0. Let also
{wˆ0(·, ω)} ∪ {wˆn(·, ω), ˜ˆwn(·, ω)}
∞
n=1 be the Floquet basis of (2.13) as stated in Lemma 2.6. We
further write Wˆ0(ω) = span{wˆ0(·, ω)}, Wˆn(ω) = span{wˆn(·, ω), ˜ˆwn(·, ω)} for n = 1, 2, · · · .
Remark 2.4. Since 0 < inf(t,x)∈R×S1,ω∈Ω |r
ω(t, x)| ≤ sup(t,x)∈R×S1,ω∈Ω |r
ω(t, x)| < ∞, it is not
difficult to see that the Sacker-Sell spectrum σ(Ω) of (2.6) is equal to the Sacker-Sell spectrum
σˆ(Ω) of (2.13), i.e., σˆ(Ω) = σ(Ω). Moreover, we have Wn(ω) = {v : v(x) = (r
ω(0, x))−1vˆ(x −
cω(0)), vˆ ∈ Wˆn(ω)} for n = 0, 1, 2, · · · ; and V
n1,n2(ω) = {v : v(x) = (rω(0, x))−1vˆ(x−cω(0)), vˆ ∈
Vˆ n1,n2(ω)}, where Vˆ n1,n2(ω) are associated invariant subspaces of (2.13) at ω ∈ Ω.
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Before ending this section, we present a lemma which will be useful in the forthcoming
sections.
Lemma 2.7. For given 0 ≤ n1 ≤ n2 ≤ ∞ (when n2 =∞, n1 <∞ is needed), we have
N1 ≤ z(v(·)) ≤ N2, for any v ∈ V
n1,n2(ω) \ {0},
where
N1 =
{
dimV 0,n1−1(ω), if dimV 0,n1−1(ω) is even;
dimV 0,n1−1(ω) + 1, if dimV 0,n1−1(ω) is odd,
and
N2 =
{
dimV 0,n2(ω), if dimV 0,n2(ω) is even;
dimV 0,n2(ω)− 1, if dimV 0,n2(ω) is odd.
Here, we define V 0,−1(ω) = {0}.
In order to prove Lemma 2.7, we first need the following two lemmas (Lemmas 2.8 and 2.9).
Based on these two lemmas, we will then give Lemma 2.10, which can be viewed as a lemma
parallel to Lemma 2.7. Together with Remark 2.4, one can easily see that Lemma 2.10 implies
Lemma 2.7 immediately.
Lemma 2.8. Let Vˆ 0,n1(ω) be the associated invariant subspace with
⋃n1
k=0 Iˆk.
(i) If Wˆn(ω)∩ Vˆ
n1,∞(ω) 6= {0} for some n, n1 ≥ 0, then Wˆk(ω) ⊂ Vˆ
n1,∞(ω) whenever k > n;
(ii) If Wˆn(ω) ∩ Vˆ
0,n1(ω) 6= {0} for some n, n1 ≥ 0, then Wˆk(ω) ⊂ Vˆ
0,n1(ω) whenever k < n.
Proof. We only give the proof of (i), because that of (ii) is similar. Choose any w ∈ (Wˆn(ω) ∩
Vˆ n1,∞(ω)) \ {0} and let ψˆ(t, ·, w, ω) be a solution of (2.13) with ψˆ(0, ·, w, ω) = w. For any
v ∈ Wˆk(ω) \ {0} (with k > n), let ψˆ(t, ·, v, ω) be the solution of (2.13) with ψˆ(0, ·, v, ω) = v.
Then by Lemma 2.6(v), there exist positive quantities Kˆ and ν such that
‖ψˆ(t, ·; v, ω)‖L2 ≤ Kˆe
−νt‖ψˆ(t, ·;w,ω)‖L2
‖v‖L2
‖w‖L2
for any t ≥ 0. (2.14)
Recall that w ∈ Vˆ n1,∞(ω). Then, for any b+ ∈ (bˆn1 , aˆn1−1), one has e
−b+t‖ψˆ(t, ·;w,ω)‖ → 0
as t→∞. Hence, ‖e−b
+tψˆ(t, ·;w,ω)‖L2 → 0 as t→∞. By virtue of (2.14), we have
‖e−b
+tψˆ(t, ·; v, ω)‖L2 → 0. (2.15)
Hereafter, we write ψ˜(t, x) = e−b
+tψˆ(t, x; v, ω) for brevity. Clearly, ψ˜(t, x) satisfies the equation
ψ˜t = ψ˜xx + b˜
ω(t, x)ψ˜, (2.16)
with b˜ω(t, x) = bˆω(t, x)− b+. By the standard regularity estimate for (2.16) (see [7, Lemma 3.2
and Theorem 3.3], and the statement in the last paragraph on [7, p.296]), we have
‖ψ˜(t, ·)‖ ≤ [sup
n≥1
nαe−n
2
+ 1] · ‖ψ˜(τ, ·)‖L2 +K(α)(1 + t− τ) sup
s∈[τ,t]
‖ψ˜(s, ·)‖L2 , (2.17)
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whenever t ≥ τ + 1 ≥ τ ≥ 0. Here K(α) is a constant only depending on α.
Then for any b ∈ (b+, aˆn1−1), the estimates (2.17) implies that
e−(b−b
+)t||ψ˜(t, ·)|| ≤ e−(b−b
+)tK1(α)(1 + t− τ) · sup
s∈[τ,t]
‖ψ˜(s, ·)‖L2 , (2.18)
whenever t ≥ τ + 1 ≥ τ ≥ 0. Here K1(α) is a constant only depending on α. Together with
(2.15), this implies that e−(b−b
+)t||ψ˜(t, ·)|| → 0 as t→∞, that is,
e−bt||ψˆ(t, ·; v, ω)|| → 0, as n→∞.
By the arbitrariness of b and b+, we have obtained that v ∈ Vˆ n1,∞(ω), which completes the
proof.
Lemma 2.9. Let Vˆ 0,n1(ω) be in Lemma 2.8 with dim Vˆ 0,n1(ω) = N1 > 0. Then:
(i) If N1 is odd, let N
′
1 =
N1−1
2 , then
Vˆ 0,n1(ω) =
N ′1⊕
k=0
Wˆk(ω) (2.19)
and
Vˆ n1+1,∞(ω) = cl{∪m≥N ′1+1
m⊕
k=N ′1+1
Wˆk(ω)}, (2.20)
for any ω ∈ Ω. Here the closure is taken in the X-norm.
(ii) If N1 is even, let N
′
1 =
N1
2 , then for any ω ∈ Ω,
Vˆ 0,n1(ω) = (
N ′1−1⊕
k=0
Wˆk(ω))⊕ V
′(ω) (2.21)
and
Vˆ n1+1,∞(ω) = cl{∪m≥N ′1+1
m⊕
k=N ′1+1
Wˆk(ω)⊕ V
′′(ω)}, (2.22)
where V ′(ω), V ′′(ω) are 1-dimensional subspaces satisfying V ′(ω)
⊕
V ′′(ω) = WˆN ′1(ω).
Here the closure is taken in the X-norm.
Proof. Take some w ∈ Vˆ 0,n1(ω) \ {0} and let w = c00wˆ0(·, ω) +
∑∞
n=1(c
0
nwˆn(·, ω) + c˜
0
n
˜ˆwn(·, ω)) in
L2(S1) for some {c00, c
0
n, c˜
0
n} ∈ l
2. Since w 6= 0, there exists some n0 ∈ N∪ {0} such that c
0
n0 6= 0
or c˜0n0 6= 0. Without loss of generality, one may assume that c
0
n0 6= 0. We claim that wˆn0(·, ω) ∈
Vˆ 0,n1(ω). In fact, by Lemma 2.6(iii), ψˆ(t, x;w,ω) = c0(t)wˆ0(x, ω · t) +
∑∞
n=1(cn(t)wˆn(x, ω · t) +
c˜n(t) ˜ˆwn(x, ω · t)); and moreover, Lemma 2.6(iv) implies that
|cn0(t)| ≤ {c0(t)
2 +
∞∑
n=1
(cn(t)
2 + c˜n(t)
2)}
1
2 ≤ Kˆ1‖ψˆ(t, ·;w,ω)‖L2 ≤ Kˆ1‖ψˆ(t, ·;w,ω)‖, (2.23)
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where Kˆ1 is a constant. Since w ∈ Vˆ
0,n1(ω), one has ‖e−a
−tψˆ(t, ·;w,ω)‖Xα → 0 (t→ −∞), for
any a− < aˆn1 := inf{∪
n1
k=0Iˆk}. It then follows from (2.23) that e
−a−t|cn0(t)| → 0 as t → −∞;
and hence, ‖e−a
−tψˆ(t, ·; wˆn0(·, ω), ω)‖L2 → 0 as t → −∞. By the same the argument as in
Lemma 2.8, one has ‖e−atψˆ(t, ·; wˆn0(·, ω), ω)‖Xα → 0 (t→ −∞), for any a < aˆn1 . Thus, we have
proved the claim that wˆn0(·, ω) ∈ Vˆ
0,n1(ω). Moreover, Lemma 2.8(ii) directly implies that
n0−1⊕
i=0
Wˆi(ω)⊕ span{wˆn0(·, ω)} ⊂ Vˆ
0,n1(ω). (2.24)
Here, we set
⊕−1
i=0 Wˆi(ω) = {0} whenever n0 = 0.
In the following, we will consider the cases that N1 is odd and even, respectively.
Case (i): N1 is odd. If N1 = 1, then it is clear from (2.24) that n0 = 0 and Vˆ
0,n1(ω) =
span{wˆ0(·, ω)}. Thus, we are done. So, we only consider N1 > 1 here.
Noticing in (2.24) that dim{
⊕n0−1
i=0 Wˆi(ω)⊕ span{wˆn0(·, ω)}} = 2n0, we have 2n0 < N1. So,
one may choose some w ∈ Vˆ 0,n1(ω) \ (
⊕n0−1
i=0 Wˆi(ω) ⊕ span{wˆn0(·, ω)}) with (a) c˜n0 6= 0; or
otherwise, (b) there is some nˆ > n0 such that at least one of the coefficients cnˆ, c˜nˆ is nonzero. In
the former case, one can use the same argument in the claim above to obtain that ˜ˆwn0(·, ω) ∈
Vˆ 0,n1(ω). Therefore,
⊕n0
i=0 Wˆi(ω) ⊂ Vˆ
0,n1(ω). So, Vˆ 0,n1(ω) =
⊕n0
i=0 Wˆi(ω) when 2n0 + 1 = N1.
If 2n0 + 1 < N1, it then falls into the latter case (b). For case (b), by repeating the same
argument in the claim above, we have either wˆnˆ(·, ω) ∈ Vˆ
0,n1(ω), or ˜ˆwnˆ(·, ω) ∈ Vˆ
0,n1(ω). Since
dim Vˆ 0,n1(ω) is finite, by finite steps, one can finally find an n′0 (in fact n
′
0 = N
′
1 =
N1−1
2 ) such
that
Vˆ 0,n1(ω) =
n′0⊕
i=0
Wˆi(ω) =
N ′1⊕
i=0
Wˆi(ω), (2.25)
which is exactly (2.19).
In order to prove (2.20), we choose any ω ∈ Ω and v0 ∈ Vˆ
n1+1,∞(ω) \ {0}, it is not difficult
to see that
v0 =
∞∑
k=N ′1+1
(c0kwˆk(·, ω) + c˜
0
k
˜ˆwk(·, ω)) in L
2(S1). (2.26)
(Otherwise, by a similar estimate as in (2.23) and in the claim above, one can find some n∗ ≤ N
′
1
such that wˆn∗(·, ω) ∈ Vˆ
n1+1,∞(ω) or ˜ˆwn∗(·, ω) ∈ Vˆ
n1+1,∞(ω). Together with (2.25), it then
follows that Vˆ 0,n1(ω) ∩ Vˆ n1+1,∞(ω) 6= {0}, a contradiction).
Since v0 6= 0, there is n0 ≥ N
′
1+1 such that c
0
n0 6= 0 or c˜
0
n0 6= 0. Similarly as the claim above
again, one has wˆn0(·, ω) ∈ Vˆ
n1+1,∞(ω) or ˜ˆwn0(·, ω) ∈ Vˆ
n1+1,∞(ω). So, Lemma 2.8(i) implies
that Wˆk(ω) ⊂ Vˆ
n1+1,∞(ω) for all k ≥ n0 + 1. Moreover, we can even obtain that
Wˆk(ω) ⊂ Vˆ
n1+1,∞(ω), for all k ≥ N ′1 + 1. (2.27)
As a matter of fact, suppose that (2.27) does not hold. Then there is at least some 1-dimensional
subspace V ′(ω) ⊂
⊕n0
k=N ′1+1
Wˆk(ω)(⊂ X) such that V
′(ω) ∩ Vˆ n1+1,∞(ω) = {0}. We here assert
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that V ′(ω) ⊂ Vˆ 0,n1(ω). (Otherwise, one can find a nonzero v∗ = v1 + v2 ∈ V
′(ω) with v1 ∈
Vˆ 0,n1(ω) \ {0} and v2 ∈ Vˆ
n1+1,∞(ω) \ {0}. So, by (2.25)-(2.26), we obtain a contradiction
to V ′(ω) ⊂ Vˆ 0,n1(ω)). Based on the assertion, one has V ′(ω) ⊂ Vˆ 0,n1(ω) ∩
⊕n0
k=N ′1+1
Wˆk(ω),
contradicting (2.25). Therefore, (2.27) has been proved.
In the following, we will show how (2.27) implies (2.20). On the one hand, it is clear
from (2.27) that cl{∪m≥N ′1+1
⊕m
k=N ′1+1
Wˆk(ω)} ⊆ Vˆ
n1+1,∞(ω). On the other hand, for any
nonzero v ∈ Vˆ n1+1,∞(ω), by the density mentioned in Remark 2.3(ii), there is a sequence
vj ∈ Vˆ n1+1,∞(ω−1) such that ‖ψˆ(1, ·; v
j , ω−1) − v‖ → 0 as j → ∞. By applying (2.26) to v
j ,
one has ||vjm− vj ||L2(S1) → 0(m→∞), where v
j
m =
∑m
k=N ′1+1
(c0,jk wˆk(·, ω−1)+ c˜
0,j
k
˜ˆwk(·, ω−1)) for
some c0,jk , c˜
0,j
k with k = N
′
1 + 1, · · · ,m. It then follows from the basic regularity result (see [7,
Theorem 3.3 and p.296]) that ||ψˆ(1, ·; vjm, ω−1) − ψˆ(1, ·; v
j , ω−1)||X → 0. As a consequence,
ψˆ(1, ·; vj , ω−1) ∈ cl{∪m≥N ′1+1
⊕m
k=N ′1+1
Wˆk(ω)}; and hence v ∈ cl{∪m≥N ′1+1
⊕m
k=N ′1+1
Wˆk(ω)}.
By the arbitrariness of v, we have obtained that Vˆ n1+1,∞(ω) ⊆ cl{∪m≥N ′1+1
⊕m
k=N ′1+1
Wˆk(ω)},
which completed the proof of (2.20).
Case (ii): N1 is even. By virtue of (2.24), it is easy to see that, if 2n0 = N1, then
n0−1⊕
i=0
Wˆi(ω)⊕ span{wˆn0(·, ω)} = Vˆ
0,n1(ω).
Thus, by letting N ′1 = n0 =
N1
2 , we have obtained (2.21) with V
′(ω) = span{wˆn0(·, ω)} ⊂
Wˆn0(ω).
If 2n0 < N1, then one can repeat the similar argument for the proof of (2.25) (i.e., (2.19)) to
find an n∗0 =
N1
2 > n0 such that Vˆ
0,n1(ω) =
⊕n∗0−1
i=0 Wˆi(ω)⊕V
′(ω), where V ′(ω) is 1-dimensional
subspace of Wˆn∗0(ω). Thus, we have proved (2.21).
Finally, the proof of (2.22) is similar as the proof of (2.20).
Lemma 2.10. For given 0 ≤ n1 ≤ n2 ≤ ∞ (when n2 =∞, n1 <∞ is needed), we have
N1 ≤ z(v(·)) ≤ N2, for any v ∈ Vˆ
n1,n2(ω) \ {0}, (2.28)
where
N1 =
{
dimVˆ 0,n1−1(ω), if dimVˆ 0,n1−1(ω) is even;
dimVˆ 0,n1−1(ω) + 1, if dimVˆ 0,n1−1(ω) is odd,
and
N2 =
{
dimVˆ 0,n2(ω), if dimVˆ 0,n2(ω) is even;
dimVˆ 0,n2(ω)− 1, if dimVˆ 0,n2(ω) is odd.
Here, we define Vˆ 0,−1(ω) = {0}.
Proof. Given any n ∈ N ∪ {0} and v ∈ Vˆ 0,n(ω) \ {0}, it follows from Lemma 2.6(ii), (2.19) and
(2.21) in Lemma 2.9 that 0 ≤ z(v) ≤ N , where
N =
{
dimVˆ 0,n(ω), if dimVˆ 0,n(ω) is even;
dimVˆ 0,n(ω)− 1, if dimVˆ 0,n(ω) is odd.
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Given w ∈ Vˆ n+1,∞(ω)\{0}, we will show that z(w) ≥ N+1 whenever dim Vˆ 0,n(ω) is odd. To
this purpose, let ψˆ(t, ·;w,ω) be the solution of (2.13) with ψˆ(0, ·;w,ω) = w. Then, by Lemma
2.3(c), there exist T > 0 and N0 ∈ N ∪ {0} such that z(ψˆ(T, ·;w,ω)) = N0 and ψˆ(T, ·;w,ω)
only has simple zeros. Consequently, one can find a small δ > 0 such that z(v) = N0 whenever
‖v − ψˆ(T, ·;w,ω)‖ < δ. On the other hand, noticing that ψˆ(T, ·;w,ω) ∈ Vˆ n+1,∞(ω · T ), it then
follows from (2.20) in Lemma 2.9(i) that ψˆ(T, ·;w,ω) ∈ cl{∪m≥N
2
+1
⊕m
k=N
2
+1
Wˆk(ω · T )}; and
hence, there exists a sequence {wn} ⊂ X, with wn ∈
⊕N
2
+1+n
k=N
2
+1
Wˆk(ω · T ), such that ||w
n −
ψˆ(T, ·;w,ω)|| → 0 as n → ∞. Therefore, z(wn) = N0 for all n sufficiently large. Recall that
wn ∈
⊕N
2
+1+n
k=N
2
+1
Wˆk(ω ·T ). Then Lemma 2.6(ii) implies that N0 ≥ N +1. Together with Lemma
2.3(a), we have z(w) ≥ N0 ≥ N +1. Thus, we have proved z(w) ≥ N +1 whenever dim Vˆ
0,n(ω)
is odd. Similarly, we can prove z(w) ≥ N whenever dim Vˆ 0,n(ω) is even, by utilizing (2.22) in
Lemma 2.9(ii).
Based on the argument in the previous paragraph, one can easily obtain (2.28). As a matter
of fact, due to the definition of Vˆ n1,n2(ω) in (2.10), it is easy to see that Vˆ n1,n2(ω) = Vˆ 0,n2(ω)∩
Vˆ n1,∞(ω). So, for any v ∈ Vˆ n1,n2(ω), on the one hand, v ∈ Vˆ n1,∞(ω) yields that z(v) ≥ N1. On
the other hand, v ∈ Vˆ 0,n2(ω) implies z(v) ≤ N2. Thus, we have completed the proof.
2.5 Invariant manifolds of nonlinear parabolic equations on S1
Consider
v′ = A(ω · t)v + F (v, ω · t), t > 0, ω ∈ Ω, v ∈ X (2.29)
where A(ω)v = vxx + a(x, ω)vx + b(x, ω)v, and ω · t is as in (2.6), F (·, ω) ∈ C
1(X,X0), F (v, ·) ∈
C0(Ω,X0) (v ∈ X), F
ω(t, v) = F (v, ω · t) is Ho¨lder continuous in t, and F (v, y) = o(‖v‖)
(X0 = L
2(S1)), here X is as in the previous subsection. It is well-known that the solution
operator Φt(·, ω) of (2.29) exists in the usual sense, that is, for any v ∈ X, Φ0(v, ω) = v,
Φt(v, ω) ∈ D(A(ω · t)); Φt(v, ω) is differentiable in t with respect to X0 norm and satisfies (2.29)
for t > 0.
Suppose that σ(Ω) = ∪∞k=0Ik is the spectrum of (2.6). The following lemma can be proved
by using arguments as in [6, 8, 13]
Lemma 2.11. There is a δ0 > 0 such that for any 0 < δ
∗ < δ0 and 0 ≤ n1 ≤ n2 ≤ ∞, (2.29)
admits for each ω ∈ Ω a local invariant manifold W n1,n2(ω, δ∗) with the following properties.
(i) There are K0 > 0, and bounded continuous function h
n1,n2(ω) : V n1,n2(ω)→ V n2+1,∞(ω)⊕
V 0,n1−1(ω)) being C1 for each fixed ω ∈ Ω, and hn1,n2(v, ω) = o(‖v‖) (uniformly in ω ∈ Ω),
‖(∂hn1,n2/∂v)(v, ω)‖ ≤ K0 for all ω ∈ Ω, v ∈ V
n1,n2(ω) such that
W n1,n2(ω, δ∗) = {vn1,n20 + h
n1,n2(vn1,n20 , ω) : v
n1,n2
0 ∈ V
n1,n2(ω) ∩ {v ∈ X : ‖v‖ < δ∗}} .
Moreover, W n1,n2(ω, δ∗) are diffeomorphic to V n1,n2(ω)∩{v ∈ X|‖v‖ < δ∗}, andW n1,n2(ω, δ∗)
are tangent to V n1,n2(ω) at 0 ∈ X for each ω ∈ Ω.
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(ii) W n1,n2(ω, δ∗) is locally invariant in the sense that if v ∈W n1,n2(ω, δ∗) and ||Φt(v, ω)|| < δ
∗
for all t ∈ [0, T ], then Φt(v, ω) ∈W
n1,n2(ω · t, δ∗) for all t ∈ [0, T ].
Remark 2.5. (1) The existence of δ0 in the above lemma which is independent of n1 and n2 is
due to the increasing of the gaps between the spectrum intervals In and In+1 as increases.
(2) Note that, as usual, W n1,n2(ω, δ∗) is constructed in terms of appropriate rate conditions
for the solutions of (2.29) by replacing F by a cutoff function F˜ . It then follows that for any
n1 ≤ n2 ≤ n3 ≤ ∞ and ω ∈ Ω, W
n1,n2(ω, δ∗) ⊂ W n1,n3(ω, δ∗), and for any u ∈ W n1,∞(ω, δ∗),
there are un ∈W
n1,n(ω, δ∗) (n1 ≤ n <∞) such that un → u as n→∞.
(3) For any 0 ≤ n1 ≤ n2 <∞ and ω ∈ Ω, there are τ > 0 and 0 < δ
∗
1 < δ0 (here τ and δ
∗
1 are
independent of ω), such that Φt(W
n1,n2(ω, δ∗1), ω) ⊂W
n1,n2(ω · t, δ∗) for any t with |t| < τ .
If 0 ∈ In0 = [an0 , bn0 ] ⊂ σ(Ω). ThenW
s(ω, δ∗) =W n0+1,∞(ω, δ∗),W cs(ω, δ∗) =W n0,∞(ω, δ∗),
W c(ω, δ∗) = W n0,n0(ω, δ∗), W cu(ω, δ∗) = W 0,n0(ω, δ∗), and W u(ω, δ∗) = W 0,n0−1(ω, δ∗) are re-
ferred to as local stable, center stable, center, center unstable, and unstable manifolds of (2.29)
at ω ∈ Ω, respectively.
Remark 2.6. (1) W s(ω, δ∗) and W u(ω, δ∗) are overflowing invariant in the sense that if δ∗ is
sufficiently small, then
Φt(W
s(ω, δ∗), ω) ⊂W s(ω · t, δ∗),
for t sufficiently positive, and
Φt(W
u(ω, δ∗), ω) ⊂W u(ω · t, δ∗),
for t sufficiently negative. Moreover, one can find constants α, C > 0, such that for any ω ∈ Ω,
vs ∈W s(ω, δ∗), vu ∈W u(ω, δ∗),
‖Φt(v
s, ω)‖ ≤ Ce−
α
2
t‖vs‖ for t ≥ 0,
‖Φt(v
u, ω)‖ ≤ Ce
α
2
t‖vu‖ for t ≤ 0.
(2.30)
(2) By the invariant foliation theory in [6, 8], one has that for any ω ∈ Ω,
W cs(ω, δ∗) = ∪uc∈W c(ω,δ∗)W¯s(uc, ω, δ
∗),
where W¯s(uc, ω, δ
∗) is the so-called stable leaf of (2.29) at uc, and it is invariant in the sense
that if τ > 0 is such that Φt(uc, ω) ∈ W
c(ω · t, δ∗) and Φt(u, ω) ∈ W
cs(ω, δ∗) for all 0 ≤ t < τ ,
where u ∈ W¯s(uc, ω, δ
∗), then Φt(u, ω) ⊂ W¯s(Φt(uc, ω), ω · t, δ
∗) for 0 ≤ t < τ . Moreover, there
are K,β > 0 independent of the ω ∈ Ω such that for any u ∈ W¯s(uc, ω, δ
∗) (uc 6= 0) and τ > 0
with Φt(u, ω) ∈W
cs(ω · t, δ∗), Φt(uc, ω) ∈W
c(ω · t, δ∗) for 0 ≤ t < τ , one has that
‖Φt(u, ω)− Φt(uc, ω)‖
‖Φt(uc, ω)‖
≤ Ke−βt
‖u− uc‖
‖uc‖
and
‖Φt(u, ω)− Φt(uc, ω)‖ ≤ Ke
−βt‖u− uc‖
for 0 ≤ t < τ .
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3 Almost Automorphically and Almost Periodically Forced Cir-
cle Flows
In this section, we consider the structure of minimal sets of (1.2) in the case that f = f(t, u, ux).
Note that (1.2) generates a (local) skew-product semiflow Πt on X ×H(f):
Πt(u0, g) = (ϕ(t, ·;u0, g), g · t), (3.1)
whereX is also defined as in introduction and ϕ(t, ·;u0, g) is the solution of (1.2) with ϕ(0, ·, u0, g) =
u0(·), and g · t denotes the flow on H(f).
Let Ω ⊂ X×H(f) be a compact and connected invariant set of (3.1). For any ω = (u0, g) ∈ Ω,
denote ω·t = Πt(u0, g). Let v = ϕ(t, ·;u, g)−ϕ(t, ·;u0 , g). Then v satisfies the following equation:
vt = vxx + a(x, ω · t)vx + b(x, ω · t)v + F (v, ω · t), t > 0, x ∈ S
1 = R/2πZ, (3.2)
where F (v, ω · t) = g(t, v + u0, vx + u0x) − g(t, u0, u0x) − a(x, ω · t) − b(x, ω · t)v, a(x, ω · t) =
gp(t, u0, u0x), b(x, ω · t) = gu(t, u0, u0x).
Denote A(ω) = ∂
2
∂x2
+ a(·, ω) ∂∂x + b(·, ω). Then (1.2) can be rewritten as
v′ = A(ω · t)v + F (v, ω · t). (3.3)
Suppose that σ(Ω) = ∪∞k=0Ik (Ik is ordered from right to left) is the Sacker-Sell spectrum of the
linear equation associated with (3.3):
v′ = A(ω · t)v, t > 0, ω ∈ Ω, v ∈ X. (3.4)
For any given 0 ≤ n1 ≤ n2 ≤ ∞, let V
n1,n2(ω) be the invariant subspace of (3.4) associated with
the spectrum set ∪n2k=n1Ik at ω ∈ Ω. If 0 ∈ σ(Ω), let V
s(ω), V cs(ω), V c(ω), V cu(ω), and V u(ω)
be the stable, center stable, center, center unstable, and unstable subspaces of (3.4) at ω ∈ Ω,
respectively.
For given u ∈ X, let σa be the S
1-action on u induced by shifting x
(σau)(x) := u(x+ a), a ∈ S
1 = R/2πZ
and define
Σu = {σau : a ∈ S
1}.
Since f = f(t, u, ux) in this section, it is not difficult to see that the action of S
1 on the solution
σaϕ(t, ·;u, g) is equivariant (also called translation invariance), i.e., σaϕ(t, ·;u, g) = ϕ(t, ·;σau, g)
for all t ∈ R+, u ∈ X, a ∈ S1 and g ∈ H(f).
The main results of this section are stated in the following theorems.
Theorem 3.1. Let M ⊂ X ×H(f) be a spatially inhomogeneous minimal set of (3.1).
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(1) If dimV c(ω) = 2 with dimV u(ω) being odd, then there is a residual invariant set Y0 ⊂ H(f)
such that, for any g ∈ Y0, there exists ug ∈ X satisfying p
−1(g)∩M ⊂ (Σug, g). Moreover,
there is a C1-function cg : R → S1; t 7→ cg(t) (with its derivative c˙g(t) being almost-
automorphic in t) such that
ϕ(t, x, ug, g) = ug·t(x+ c
g(t)), (3.5)
where S1 = R/LZ and L is the smallest common spatial-period of any element in M .
(2) If dimV c(ω) = 1, then Y0 = H(f) in (1); and moreover, the derivative c˙
g(t) is almost-
periodic in t.
Theorem 3.2. Let M ⊂ X ×H(f) be a minimal set of (3.1).
(1) If M is uniquely ergodic, then dimV c(ω) ≤ 2. Moreover, if dimV c(ω) = 2, then dimV u(ω)
must be odd.
(2) If M is spatially homogeneous, then either dimV u(ω) = 0 or dimV u(ω) is odd.
Remark 3.1. Theorem 3.1 implies that, under certain circumstances, any spatially inhomo-
geneous minimal set M can be residually embedded into an almost automorphically forced
circle-flow S1 ×H(f). In particular, if M is normally hyperbolic (i.e., dimV c(ω) = 1), M can
be totally embedded into an almost periodically forced circle-flow. Thus we have generalized
the results of Sandstede and Fiedler [25] to time almost-periodic systems. However, for almost
periodically forced circle flow, it is already known that such flow can still be very complicated
(See [14] and the references therein).
To prove the above theorem, we need to present some lemmas.
For given 0 ≤ n1 ≤ n2 ≤ ∞ and ω = (u0, g) ∈ Ω, by Lemma 2.11, there is a well-defined local
invariant manifold W n1,n2(ω, δ∗) of (3.3). Let
Mn1,n2(ω, δ∗) = {u ∈ X : u− u0 ∈W
n1,n2(ω, δ∗)}. (3.6)
Mn1,n2(ω, δ∗) is referred to as a local invariant manifold of (3.1) at (u0, g).
Suppose that 0 ∈ σ(Ω) and n0 is such that In0 = [an0 , bn0 ] ⊂ σ(Ω) with an0 ≤ 0 ≤ bn0 . For
given ω = (u0, g) ∈ Ω, δ
∗ > 0, let
M s(ω, δ∗) =Mn0+1,∞(ω, δ∗)
M cs(ω, δ∗) =Mn0,∞(ω, δ∗)
M c(ω, δ∗) =Mn0,n0(ω, δ∗)
M cu(ω, δ∗) =M0,n0(ω, δ∗)
Mu(ω, δ∗) =M0,n0−1(ω, δ∗)
Then M s(ω, δ∗), M cs(ω, δ∗), M c(ω, δ∗), M cu(ω, δ∗), and Mu(ω, δ∗) are continuous in ω ∈ Ω and
referred to as local stable, center stable, center, center unstable, and unstable manifolds of (3.1)
at ω = (u0, g) ∈ Ω, respectively.
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Remark 3.2. By Remark 2.6(2), for any ω = (u0, g) ∈ Ω, one has
M cs(ω, δ∗) = ∪uc∈Mc(ω,δ∗)M¯s(uc, ω, δ
∗)
where M¯s(uc, ω, δ
∗) = {u ∈ X : u − u0 ∈ W¯
s(uc − u0, ω, δ
∗)} and M¯s(u0, ω, δ
∗) = M s(ω, δ∗).
Moreover, there are K, β > 0, which are independent of ω ∈ Ω, such that for any u∗ ∈
M¯s(uc, ω, δ
∗), uc 6= u0, and τ > 0 with ϕ(t, ·;u
∗, g) ∈ M cs(ω · t, δ∗), ϕ(t, ·;uc, g) ∈ M
c(ω · t, δ∗)
for any 0 ≤ t < τ , one has that
‖ϕ(t, ·;u∗, g)− ϕ(t, ·;uc, g)‖
‖ϕ(t, ·;uc, g) − ϕ(t, ·;u0, g)‖
≤ Ke−βt
‖u∗ − uc‖
‖uc − u0‖
(3.7)
and
||ϕ(t, ·;u∗, g)− ϕ(t, ·;uc, g)|| ≤ Ke
−βt‖u∗ − uc‖ (3.8)
for 0 ≤ t < τ .
Lemma 3.3. Let δ∗ > 0 as in Lemma 2.11. Then for any δ ∈ (0, δ∗), there exists some δcs ∈
(0, δ) such that, for any ω = (u0, g) ∈ Ω, uc ∈ M
c(ω, δcs) \ {u0} and u
∗ ∈ M¯s(uc, ω, δcs) \ {u0},
the following statements hold:
(i) Let τ > 0 be any number such that ϕ(t, ·;uc, g) ∈M
c(ω · t, δ)\{ϕ(t, ·;u0 , g)} for 0 ≤ t < τ .
Then ϕ(t, ·;u∗, g) ∈M cs(ω · t, δ∗) for 0 ≤ t < τ .
(ii) Let τ > 0 be any number such that ϕ(t, ·;uc, g) ∈M
c(ω · t, δ)\{ϕ(t, ·;u0 , g)} for 0 ≤ t < τ ,
but ϕ(τ, ·;uc, g) /∈ M
c(ω · τ, δ) \ {ϕ(τ, ·;u0, g)}. Then for any ǫ > 0, one may take such
δcs > 0 smaller so that
‖ϕ(τ, ·;u∗, g) − ϕ(τ, ·;uc, g)‖
‖ϕ(τ, ·;uc, g) − ϕ(τ, ·;u0, g)‖
≤ ǫ. (3.9)
(iii) If ϕ(t, ·;uc, g) ∈M
c(ω · t, δ) \ {ϕ(t, ·;u0, g)} for any t > 0, then
‖ϕ(t, ·;u∗, g) − ϕ(t, ·;uc, g)‖
‖ϕ(t, ·;uc, g) − ϕ(t, ·;u0, g)‖
≤ ǫ. (3.10)
for all t > 0 sufficiently large.
Proof. The statement in this lemma can also be found in [32, p.313]. For the sake of complete-
ness, we give a detailed proof below.
(i) Suppose on the contrary that there exist sequences δn → 0, ωn , (un, gn) ∈ Ω, u
n
c ∈
M c(ωn, δn), u
∗
n ∈ M¯s(u
n
c , ωn, δn) \ {u
n
c } and τn > 0 satisfying that
ϕ(t, ·;unc , gn) ∈M
c(ωn · t, δ) for 0 ≤ t < τn, (3.11)
while one can find some tn ∈ [0, τn) such that
ϕ(t, ·;u∗n, gn) ∈M
cs(ωn · t, δ
∗) for t ∈ [0, tn), but ϕ(tn, ·;u
∗
n, gn) /∈M
cs(ωn · tn, δ
∗). (3.12)
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Recall that δn → 0. Then ||u
n
c −un|| → 0 and ||u
∗
n−u
n
c || → 0 as n→∞. If {tn} is bounded, then
‖ϕ(t, ·;u∗n, gn)− ϕ(t, ·;un, gn)‖ → 0 uniformly for t ∈ [0, tn]. This entails that ‖ϕ(tn, ·;u
∗
n, gn)−
ϕ(tn, ·;un, gn)‖ < δ
∗ for all n sufficiently large. So, the local invariance of M cs(ω, δ∗) implies
that ϕ(tn, ·;u
∗
n, gn) ∈M
cs(ωn · tn, δ
∗), a contradiction to the second statement of (3.12).
If {tn} is unbounded, then it follows from (3.11) and the first statement of (3.12) that
ϕ(t, ·;u∗n, gn) ∈ M¯s(ϕ(t, ·;u
n
c , gn), ωn · t, δ
∗), for t ∈ [0, tn). So, by (3.8), there exist K > 0, β > 0
such that ‖ϕ(t, ·;u∗n, gn) − ϕ(t, ·;u
n
c , gn)‖ ≤ Ke
−βt‖u∗n − u
n
c ‖ for 0 ≤ t < tn. Consequently,
‖ϕ(tn, ·;u
∗
n, gn)− ϕ(tn, ·;u
n
c , gn)‖ <
δ∗−δ
2 , for n sufficiently large. Thus,
‖ϕ(tn, ·;u
∗
n, gn)− ϕ(tn, ·;un, gn)‖
≤ ‖ϕ(tn, ·;u
∗
n, gn)− ϕ(tn, ·;u
n
c , gn)‖+ ‖ϕ(tn, ·;u
n
c , gn)− ϕ(tn, ·;un, gn)‖
<
δ∗ − δ
2
+ δ < δ∗, for n sufficiently large.
(Here, ‖ϕ(tn, ·;unc , gn) − ϕ(tn, ·;un, gn)‖ ≤ δ is due to (3.11).) By the local invariance of
M cs(ω, δ∗) again, we obtain ϕ(tn, ·;u
∗
n, gn) ∈ M
cs(ωn · tn, δ
∗) for n sufficiently large, a con-
tradiction to the second statement of (3.12). Thus, we have proved (i).
(ii) By virtue of (i), one has ϕ(t, ·;u∗, g) ∈ M cs(ω · t, δ∗) for 0 ≤ t < τ . It then follows from
Remark 3.2 that (3.8) holds for 0 ≤ t < τ . As a consequence, we have
‖ϕ(τ, ·;u∗, g) − ϕ(τ, ·;uc, g)‖
‖ϕ(τ, ·;uc, g)− ϕ(τ, ·;u0, g)‖
≤
Ke−βτδcs
δ
≤
Kδcs
δ
.
So, for any ǫ > 0, one can choose δcs smaller so that (3.9) holds.
(iii) Again, by (i), one has ϕ(t, ·;u∗, g) ∈M cs(ω · t, δ∗) for all t > 0. So, (3.7) in Remark 3.2
implies that (3.10) holds for any t sufficiently large. Thus, we have completed the proof of this
lemma.
Lemma 3.4. Let δ0 be as in Lemma 2.11 and sufficiently small. For any given 0 ≤ n1 ≤ n2 ≤
∞, let N1 and N2 be as in Lemma 2.7. Then the following holds.
(i) If n2 < ∞, then there is a 0 < δ
∗
n1,n2 < δ0 such that N1 ≤ z(u(·) − u0(·)) ≤ N2 for any
u ∈Mn1,n2(ω, δ∗n1,n2) \ {u0} (ω = (u0, g) ∈ Ω).
(ii) If n1 ≥ 0 is such that In1 ⊂ R
− = {λ ∈ R : λ < 0}, then for any δ∗ ∈ (0, δ0), n1 ≤ n2 ≤ ∞,
and u ∈Mn1,n2(ω, δ∗) \ {u0} (ω = (u0, g) ∈ Ω), one has z(u(·) − u0(·)) ≥ N1.
(iii) Let n1 ≥ 0 be such that 0 ∈ In1. If dimV
n1,n1(ω) = 1, or dimV n1,n1(ω) = 2 with
dimV u(ω) being odd, then there is a δ∗n1,∞ ∈ (0, δ0) such that z(u(·)−u0(·)) ≥ N1, for any
u ∈Mn1,∞(ω, δ∗n1,∞) \ {u0} (ω = (u0, g) ∈ Ω).
Proof. (i) Suppose that there are some 0 ≤ n1 ≤ n2 <∞, some sequences δn → 0, ωn = (un, gn)
and u˜n ∈ M
n1,n2(ωn, δn) \ {un} such that z(u˜n(·) − un(·)) < N1 or z(u˜n(·) − un(·)) > N2. Let
vn(·) =
u˜n(·)−un(·)
‖u˜n(·)−un(·)‖
. Since u˜n − un ∈ W
n1,n2(ωn, δn) and n2 < ∞, it follows from Lemma 2.11
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that u˜n − un = v
n1,n2
n + hn1,n2(v
n1,n2
n , ωn), where v
n1,n2
n ∈ V n1,n2(ωn) \ {0} with ‖v
n1,n2
n ‖ < δn
and ‖hn1,n2(v, ωn)‖ = o(‖v‖). So, one has
vn(·) =
vn1,n2n + hn1,n2(v
n1,n2
n , ωn)
‖vn1,n2n + hn1,n2(v
n1,n2
n , ωn)‖
(3.13)
Note that n2 < ∞ and Ω is compact. Since V
n1,n2(ω) are finite-dimensional, we may assume
without loss of generality that v
n1,n2
n
‖v
n1,n2
n ‖
→ v∗ and ωn = (un, gn) → ω
∗ = (u∗, g∗) as n → ∞.
Then by (3.13), vn → v
∗ ∈ V n1,n2(ω∗). Moreover, for |t| ≪ 1, by Remark 2.5(3),
ϕ(t, ·; u˜n, gn)− ϕ(t, ·;un, gn)
‖u˜n − un‖
=
v(t,v
n1 ,n2
n )+h
n1,n2 (v(t,v
n1 ,n2
n ),ωn·t)
‖v(t,v
n1 ,n2
n )‖
‖v
n1,n2
n +hn1,n2 (v
n1,n2
n ,ωn)‖
‖v
n1,n2
n ‖
·
‖v(t, vn1,n2n )‖
‖vn1,n2n ‖
→
v(t, v∗)
‖v(t, v∗)‖
· ‖v(t, v∗)‖ = v(t, v∗),
as n→∞, where v(t, v∗) is the solution of (3.4), with ω replaced by ω∗, such that v(0, v∗) = v∗.
By Lemma 2.7, N1 ≤ z(v(t, v
∗)) ≤ N2 for |t| sufficiently small. Let t2 < 0 < t1 and |t1|, |t2| so
small that v(t1, v
∗), v(t2, v
∗) have only simple zeros. Then z(ϕ(t1, ·; u˜n, gn) − ϕ(t1, ·;un, gn)) =
z(v(t1, v
∗)) ≥ N1 and z(ϕ(t2, ·; u˜n, gn) − ϕ(t2, ·;un, gn)) ≤ N2 for n sufficiently large. Thus, by
Lemma 2.4(a), we obtain N1 ≤ z(u˜n(·) − un(·)) ≤ N2, a contradiction to the definition of u˜n(·)
and un(·).
(ii) We first prove that (ii) is true for any n2 < ∞. In fact, when δ0 is sufficiently small,
Remark 2.6(1) implies that, for any n1 ≤ n2 <∞, 0 < δ
∗ < δ0 and u
∗ ∈Mn1,n2(ω, δ∗)\{u0}, one
has ϕ(t, ·;u∗, g) ∈Mn1,n2(ω · t, δ∗n1,n2)\{ϕ(t, ·;u0 , g)} for t sufficiently positive, where δ
∗
n1,n2 is as
defined in (i). Then, by (i), we obtain that z(ϕ(t, ·;u∗, g) − ϕ(t, ·;u0, g)) ≥ N1 for t sufficiently
positive. It then follows from Lemma 2.4 (a) that z(u∗(·)− u0(·)) ≥ N1.
We next consider the case n2 = ∞. Let u
∗ ∈ Mn1,∞(ω, δ∗) \ {u0}. By Remark 2.5 (2),
there are un ∈ M
n1,n(ω, δ∗) \ {u0} (n1 ≤ n < ∞) such that un → u
∗ as n → ∞. Choose a
t0 > 0 so small that ϕ(t0, ·;u
∗, g) − ϕ(t0, ·;u0, g) has only simple zeros. Then z(ϕ(t0, ·;u
∗, g) −
ϕ(t0, ·;u0, g)) = z(ϕ(t0, ·;u
∗
n, g) − ϕ(t0, ·;u0, g)) ≥ N1 for n sufficiently large. This implies that
z(u∗(·)− u0(·)) ≥ N1.
(iii) If dimV n1,n1(ω) = 1, or dimV n1,n1(ω) = 2 with dimV u(ω) being odd, then Lemma 2.7
implies that z(w(·)) = N1 for any w ∈ V
n1,n1(ω) \ {0}.
Since dimV n1,n1(ω) <∞ and Ω is compact, one can find δc > 0 such that
z(w(·, ω)) = z(
w(·, ω)
‖w(·, ω)‖
+ v(·)) = N1 (3.14)
for any w(·, ω) ∈ V n1,n1(ω) \ {0}, v ∈ X with ||v|| < δc and ω ∈ Ω.
Choose any δ∗ > 0 be as defined in Lemma 2.11, so that
u− u0 = v
n1,n1
0 + h
n1,n1(vn1,n10 , ω) (3.15)
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for any u ∈Mn1,n1(ω, δ∗) \ {u0}, where v
n1,n1
0 ∈ V
n1,n1(ω) \ {0} and
‖hn1,n1(vn1,n10 , ω)‖
‖vn1,n10 ‖
<
δc
2
, for all ||vn1,n10 || ≤ δ
∗. (3.16)
Now note that Mn1,∞(ω, δ∗) = M cs(ω, δ∗) and Mn1,n1(ω, δ∗) = M c(ω, δ∗). By Remark 3.2,
one has Mn1,∞(ω, δ∗) = ∪uc∈Mc(ω,δ∗)M¯s(uc, ω, δ
∗). Moreover, fix any δ ∈ (0, δ∗n1,n1) ⊂ (0, δ
∗), it
follows from Lemma 3.3 that there is some δcs ∈ (0, δ) such that for any ω ∈ Ω,uc ∈M
c(ω, δcs)\
{u0} and u
∗ ∈ M¯s(uc, ω, δcs) \ {u0}, the following statements (a)-(c) hold:
(a) If τ > 0 is such that ϕ(t, ·;uc, g) ∈ M
c(ω · t, δ) \ {ϕ(t, ·;u0, g)} for 0 ≤ t < τ , then
ϕ(t, ·;u∗, g) ∈Mn1,∞(ω · t, δ∗) for 0 ≤ t < τ .
(b) If τ > 0 is such that ϕ(t, ·;uc, g) ∈ M
c(ω · t, δ) \ {ϕ(t, ·;u0, g)} for 0 ≤ t < τ and
ϕ(τ, ·;uc, g) /∈M
c(ω · τ, δ) \ {ϕ(τ, ·;u0, g)} then
‖ϕ(τ, ·;u∗, g) − ϕ(τ, ·;uc, g)‖
‖ϕ(τ, ·;uc, g) − ϕ(τ, ·;u0, g)‖
≤
δc
2
(3.17)
(c) If for any t > 0, ϕ(t, ·;uc, g) ∈M
c(ω · t, δ) \ {ϕ(t, ·;u0, g)}, then
‖ϕ(t, ·;u∗, g) − ϕ(t, ·;uc, g)‖
‖ϕ(t, ·;uc, g) − ϕ(t, ·;u0, g)‖
≤
δc
2
(3.18)
for t > 0 sufficiently large. Hereafter, we write δcs as δ
∗
n1,∞.
Now let u∗ ∈ Mn1,∞(ω, δ∗n1,∞) \ {u0}. If u
∗ ∈ Mn1+1,∞(ω, δ∗n1,∞) \ {u0}, then by (ii) of this
lemma, we have z(u∗(·) − u0(·)) ≥ N1 + 2 > N1. If u
∗ ∈ Mn1,∞(ω, δ∗n1,∞) \M
n1+1,∞(ω, δ∗n1,∞),
then by Remark 3.2, there is a uc ∈M
n1,n1(ω, δ∗n1,∞)\{u0} such that u
∗ ∈ M¯s(uc, ω, δ
∗
n1,∞)\{u0}.
Therefore, for any t ≥ 0, whenever ϕ(t, ·;uc, g) ∈M
n1,n1(ω · t, δ) \ {ϕ(t, ·;u0, g)}, it follows from
(3.15) that
ϕ(t, ·;u∗, g) − ϕ(t, ·;u0, g)
= ϕ(t, ·;uc, g)− ϕ(t, ·;u0, g) + ϕ(t, ·;u
∗, g) − ϕ(t, ·;uc, g)
= ψ(t, ·;w,ω) + hn1,n1(ψ(t, ·;w,ω), ω · t) + ϕ(t, ·;u∗, g)− ϕ(t, ·;uc, g)
= ‖ψ(t, ·;w,ω)‖ ·
{
ψ(t, ·;w,ω)
‖ψ(t, ·;w,ω)‖
+
hn1,n1((ψ(t, ·;w,ω), ω · t)
‖ψ(t, ·;w,ω)‖
+
ϕ(t, ·;u∗, g)− ϕ(t, ·;uc, g)
‖ψ(t, ·;w,ω)‖
}
where ψ(t, ·;w,ω) = c(t)wk(·, ω · t) + c˜(t)w˜k(·, ω · t), for some k, with c(t), c˜(t) being continuous
functions. By (3.16) and (3.17)-(3.18),
‖hn1,n1(ψ(τ, ·;w,ω), ω · τ)‖
‖ψ(τ, ·;w,ω)‖
+
‖ϕ(τ, ·;u∗, g)− ϕ(τ, ·;uc, g)‖
‖ψ(t, ·;w,ω)‖
≤ δc
for some τ > 0. Hence, (3.14) directly yields that
z(ϕ(τ, ·;u∗, g) − ϕ(τ, ·;u0, g)) = N1
which implies that z(u∗(·)− u0(·)) ≥ N1. Thus, we have proved (iii).
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Corollary 3.5. Let ω = (u0, g) ∈ Ω and
Nu =
{
dimV u(ω), if dimV u(ω) is even,
dimV u(ω) + 1, if dimV u(ω) is odd.
Suppose that dimV u(ω) ≥ 1 and 0 ≤ dimV c(ω) ≤ 2. Then for δ∗ > 0 small enough (independent
of ω ∈ Ω), one has
(1) If dimV c(ω) = 0 and dimV u(ω) is odd, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu − 2 for u ∈M
u(ω, δ∗) \ {u0}.
(2) If dimV c(ω) = 0 and dimV u(ω) is even, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu for u ∈M
u(ω, δ∗) \ {u0}.
(3a) If dimV c(ω) = 1, and dimV u(ω) is even, then
z(u(·) − u0(·)) > Nu for u ∈M
s(ω, δ∗) \ {u0},
z(u(·) − u0(·)) = Nu for u ∈M
c(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu for u ∈M
u(ω, δ∗) \ {u0}.
(3b) If dimV c(ω) = 1 and dimV u(ω) is odd, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
cs(ω, δ∗) \ {u0},
z(u(·) − u0(·)) = Nu for u ∈M
c(ω, δ∗) \ {u0},
z(u(·) − u0(·)) < Nu for u ∈M
u(ω, δ∗) \ {u0}.
(4) If dimV c(ω) = 2 and dimV u(ω) is odd, then
z(u(·) − u0(·)) ≥ Nu for u ∈M
cs(ω, δ∗) \ {u0},
z(u(·) − u0(·)) = Nu for u ∈M
c(ω, δ∗) \ {u0},
z(u(·) − u0(·)) ≤ Nu for u ∈M
cu(ω, δ∗) \ {u0}.
Proof. It directly follows from Lemma 3.4.
Lemma 3.6. Suppose that 0 ∈ σ(Ω). Then for any (u1, g), (u2, g) ∈ Ω with ||u1−u2|| ≪ 1, one
has V s(u1, g)⊕V
cu(u2, g) = X, and V
cs(u1, g)⊕V
u(u2, g) = X. Consequently, (u1+V
s(u1, g))∩
(u2 + V
cu(u2, g)) 6= ∅, and (u1 + V
cs(u1, g)) ∩ (u2 + V
u(u2, g)) 6= ∅.
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Proof. We only prove that V s(u1, g)⊕V
cu(u2, g) = X and (u1+V
s(u1, g))∩(u2+V
cu(u2, g)) 6= ∅.
Let P˜ (ω) be projections of (3.4) satisfying: V s(ω) = (I − P˜ (ω))X and V cu(ω) = P˜ (ω)X. Then
P˜ : Ω → L(X,X) is continuous. We claim that for any distinct points (u1, g), (u2, g) ∈ Ω with
‖u1 − u2‖ sufficiently small, one has V
s(u1, g) ∩ V
cu(u2, g) = {0}.
To prove the claim, we assume that for any n ∈ N \ {0}, there exist (u1n, gn), (u2n, gn) ∈ Ω
satisfying ‖u1n − u2n‖ ≤
1
n and vn ∈ V
s(u1n, g) ∩ V
cu(u2n, g) with ‖vn‖ = 1. Since Ω is
compact, one can assume that (u1n, gn)→ (u
∗, g∗) and (u2n, gn)→ (u
∗, g∗) as n→∞. The fact
that dimV cu(ω) is finite, entails that vn → v
∗ ∈ V cu(u∗, g∗) \ {0}. While on the other hand,
the continuity of P˜ (ω) in ω implies that I − P˜ (ω) is also continuous with respect to ω. So,
vn = (I − P˜ (u2n, gn))vn → (I − P˜ (u
∗, g∗))v∗ as n→∞, that is v∗ ∈ V s(u∗, g∗) ∩ V cu(u∗, g∗), a
contradiction. Thus, we have proved our claim.
Since dimV cu(u1, g) = dimV
cu(u2, g) < ∞, V
s(u1, g) ⊕ V
cu(u1, g) = X, one has that
V s(u1, g)⊕V
cu(u2, g) = X. Thus, there is a unique u
s
1 ∈ V
s(u1, g) and a unique u
cu
2 ∈ V
cu(u2, g)
such that u1−u2 = u
cu
2 −u
s
1, that is u1+u
s
1 = u2+u
cu
2 . So, (u1+V
s(u1, g))∩(u2+V
cu(u2, g)) 6=
∅.
Lemma 3.7. Suppose that 0 ∈ σ(Ω). Then for any (u1, y), (u2, y) ∈ Ω with ‖u1−u2‖ ≪ 1, one
has that M s(u1, g, δ
∗) ∩M cu(u2, g, δ
∗) 6= ∅, and M cs(u1, g, δ
∗) ∩Mu(u2, g, δ
∗) 6= ∅.
Proof. We only prove that M s(u1, g, δ
∗) ∩M cu(u2, g, δ
∗) 6= ∅, for ‖u1 − u2‖ ≪ 1. By Lemma
2.11 and (3.6), for any ω = (u0, g) ∈ Ω, there are C
1 functions hs(·, ω) : V s(ω) → V cu(ω),
hcu(·, ω) : V cu(ω) → V s(ω) such that hs(u, ω), hcu(u, ω) = o(‖u‖), ‖∂hs,cu(u, ω)‖ ≤ K0 for
u ∈ V s,cu(ω), and
M s(ω, δ∗) ={u0 + u
s + hs(us, u0, g) : u
s ∈ V s(ω) ∩ {u ∈ X : ‖u‖ < δ∗}}
M cu(ω, δ∗) ={u0 + u
cu + hcu(ucu, u0, g) : u
cu ∈ V cu(ω) ∩ {u ∈ X : ‖u‖ < δ∗}}.
(3.19)
Now, by Lemma 3.6, there exists δ > 0 such that for any (u1, g), (u2, g) ∈ Ω with ||u1−u2|| < δ,
one has X = V s(u1, g) ⊕ V
cu(u2, g). Consider the mapping Q(u1, u2, g) : X = V
s(u1, g) ⊕
V cu(u2, g)→ X : u = u
s
1+u
cu
2 7→ u
cu
2 −u
s
1. It is easy to know that Q(u1, u2, g) is an isomorphism.
Define Q˜(u1, u2, g) : X = V
s(u1, g) ⊕ V
cu(u2, g)→ X : u = u
s
1 + u
cu
2 7→ Q(u1, u2, g)(u
s
1 + u
cu
2 ) +
hcu(ucu2 , u2, g) − h
s(us1, u1, g) with ‖u
s
1‖ < δ
∗, ‖ucu2 ‖ < δ
∗. Noticing that Q˜(u1, u2, g)0 = 0 and
|∂hs,cu(u, ω0)| are small, let DuQ˜(u1, u2, g)v = v
cu
2 + ∂h
cu
u (u
cu
2 , u2, g)v
cu
2 − v
s
1 − ∂h
s
u(u
s
1, u1, g)v
s
1,
here vs1 ∈ V
s(u1, g), v
cu
2 ∈ V
cu(u2, g) and v = v
s
1 + v
cu
2 . Then there is a δ1 > 0, such that for
‖u1−u2‖ < δ1, DuQ˜(u1, u2, g) is a surjective map fromX toX. By the implicit function theorem,
there is a δ2 > 0 such that, for any u˜ ∈ X with ‖u˜‖ < δ2 and ‖u1 − u2‖ < δ1, one has a unique
solution u = us1+u
cu
2 with (u
s
1, u
cu
2 ) ∈ (V
s(u1, g)∩{u ∈ X : ‖u‖ < δ
∗}, V cu(u2, g)∩{u ∈ X : ‖u‖ <
δ∗}) satisfying Q˜(u1, u2, g)u = u˜. Particularly, for u˜ = u1 − u2 with ‖u1 − u2‖ < min{δ, δ1, δ2}.
That is u1 + u
s
1 + h
s(us1, u1, g) = u2 + u
cu
2 + h
cu(ucu2 , u2, g).
Hereafter, we will focus on a spatially inhomogeneous minimal set M ⊂ X ×H(f) for (1.2).
Let ΣM := {σau : a ∈ S
1, u ∈ M}. Since the group S1 is compact and connected, ΣM is a
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connected and compact invariant subset in X ×H(f). So the Sacker-Sell spectrum, as well as
the stable, unstable, center, center-stable, and center-unstable subspaces at each ω ∈ ΣM , are
well defined.
Lemma 3.8. LetM be a spatially inhomogeneous minimal set of (3.1). Assume that dimV c(ω) =
1, or dimV c(ω) = 2 with dimV u(ω) being odd. Then
z(u1(·)− u2(·)) = Nu, for any (u1, g), (u2, g) ∈M with u1 6= u2,
where Nu are as in Corollary 3.5.
Proof. Fix (u1, g), (u2, g) ∈ M . We first claim that there is a sequence tn → ∞ such that
g · tn → g
+ and
ϕ(tn, ·;u1, g)→ u
+
1 , ϕ(tn, ·;u2, g)→ u
+
2 , (3.20)
with u+1 ∈ Σu
+
2 . In fact, by taking a sequence tn → ∞, we may assume that g · tn → g
+ and
ϕ(tn, ·;u1, g)→ u
+
1 , ϕ(tn, ·;u2, g)→ u
+
2 . If u
+
1 ∈ Σu
+
2 , then the claim holds. If u
+
1 6∈ Σu
+
2 , then
by Lemma 2.5 and the connectivity of S1, there is an integer N˜ such that
z(ϕ(t, ·;u+1 , g
+)− ϕ(t, ·;σau
+
2 , g
+)) = N˜ , for all t ∈ R and a ∈ S1.
By the compactness of S1, one can find a T0 > 0 such that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;σau2, g)) = N˜ , for all t ≥ T0 and a ∈ S
1.
As a consequence,
m1(t) := max
x∈S1
ϕ(t, x;u1, g) 6= m2(t) := max
x∈S1
ϕ(t, x;u2, g), for all t ≥ T0.
In fact, suppose on the contrary that m1(t) = m2(t) for some t ≥ T0. Take x1, x2 ∈ S
1 such that
m1(t) = ϕ(t, x1;u1, g) and m2(t) = ϕ(t, x2;u2, g). Put b := x2 − x1. Thus, ϕ(t, x1;σbu2, g) −
ϕ(t, x1;u1, g) = 0, so x1 is a multiple zero of ϕ(t, ·;σbu2, g) − ϕ(t, ·;u1, g), a contradiction to
Lemma 2.4(b).
Without loss of generality, we may assume that m1(t) > m2(t) for all t ≥ T0. For the above
g+, let m+ = max{maxx∈S1 v(x) : (v, g
+) ∈ M} and u++2 be such that (u
++
2 , g
+) ∈ M with
maxx∈S1 u
++
2 (x) = m
+. Since M is minimal, one can take another sequence t+n →∞ such that
(ϕ(t+n , ·;u2, g), g · t
+
n )→ (u
++
2 (·), g
+).
Without loss of generality, we assume that ϕ(t+n , ·;u1, g) → u
++
1 (·). Then, by the definition of
m+, we must have
max
x∈S1
u++1 (x) = max
x∈S1
u++2 (x). (3.21)
Suppose that u++1 6∈ Σau
++
2 . Then, again by Lemma 2.5 and the connectivity of S
1, there is
N˜+ such that
z(ϕ(t, ·;u++1 , g
+)− ϕ(t, ·;σau
++
2 , g
+)) = N˜+, ∀ t ∈ R, a ∈ S1.
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This contradicts (3.21). Hence, u++1 ∈ Σu
++
2 and the claim is proved.
Together with the claim and the connectivity of (S1 × S1) \ {(a, a) : a ∈ S1}, it follows from
Lemma 2.5 and (3.20) that there is a constant C such that
z(ϕ(t, ·;σbu
+
1 , g
+)− ϕ(t, ·;σau
+
2 , g
+)) ≡ C,
whenever t ∈ R and a, b ∈ S1 with σbu
+
1 6= σau
+
2 . In particular,
z(ϕ(t, ·;u+1 , g
+)− ϕ(t, ·;σau
+
2 , g
+)) ≡ C, (3.22)
for any t ∈ R, and a ∈ S1 with u+1 6= σau
+
2 . Recall that u
+
1 = σa˜u
+
2 for some a˜ ∈ S
1, the
spatial inhomogeneity of M enables us to find some a∗ ∈ S
1 sufficiently close to a˜ such that
u+1 6= σa∗u
+
2 ; and moreover, due to the translation-group action σ on the semiflow, as well as
the compactness and invariance of M , one has ||ϕ(t, ·;σa∗u
+
2 , g
+)−ϕ(t, ·;u+1 , g
+)|| is sufficiently
small uniformly for all t ∈ R. This then implies that σa∗u
+
2 ∈ M
cs(u+1 , g
+, δ∗). Therefore, by
virtue of Corollary 3.5, one obtains that
z(u+1 − σa∗u
+
2 ) ≥ Nu.
Together with (3.22), we have C ≥ Nu. So
z(ϕ(t, ·;u+1 , g
+)− ϕ(t, ·;σau
+
2 , g
+)) ≥ Nu, (3.23)
for all t ∈ R and a ∈ S1 with u+1 6= σau
+
2 .
We now will show that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) ≥ Nu, for t ≥ 0 sufficiently large. (3.24)
In fact, we note (3.20). If u+1 6= u
+
2 , then (3.23) entails that z(u
+
1 (·)− u
+
2 (·)) ≥ Nu and u
+
1 (·)−
u+2 (·) can only have simple zeros; and hence, we have already obtained that z(ϕ(t, ·;u1, g) −
ϕ(t, ·;u2, g)) ≥ Nu for t ≫ 1. If u
+
1 = u
+
2 , it then follows from Lemma 2.4(c) that there is an
integer N0 such that z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) = N0 for all t sufficiently positive. Fix an
n0 ≫ 1 in (3.20), one can obtain a neighborhood B(e) of the unit e in the group S
1 such that
z(ϕ(tn0 , ·;u1, g)−ϕ(tn0 , ·;σau2, g)) = N0 for any a ∈ B(e). So, by Lemma 2.4(c) again, we have
N0 ≥ z(ϕ(t, ·;u1, g) − ϕ(t, ·;σau2, g)) for any t ≥ tn0 and any a ∈ B(e). Note that there is at
least some a0 ∈ B(e) such that u
+
1 6= σa0u
+
2 (Otherwise, σau
+
2 = u
+
1 = u
+
2 for any a ∈ B(e),
which implies that u+2 is spatially homogenous, a contradiction). Then, again by Lemma 2.5
and (3.20), one obtains that z(ϕ(t, ·;u+1 , g
+) − ϕ(t, ·;σa0u
+
2 , g
+)) ≡ constant ≤ N0. Combining
with (3.23), we obtain that N0 ≥ Nu. Thus, we have proved (3.24).
Next, we will prove that
z(ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)) ≤ Nu, for t sufficiently negative. (3.25)
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If ||ϕ(t, ·;u1, g)−ϕ(t, ·;u2, g)|| → 0 as t→ −∞, then ϕ(t, ·;u2, g) ∈M
cu(ϕ(t, ·;u1, g), g · t, δ
∗) for
all t sufficiently negative. By Corollary 3.5(2)-(4), it follows that (3.25) holds already. Hereafter,
we assume that
||ϕ(t, ·;u1, g) − ϕ(t, ·;u2, g)||9 0 as t→ −∞. (3.26)
Similarly as in the claim above, one may obtain a sequence sn → −∞ such that g · sn → g
− and
ϕ(sn, ·;u1, g)→ u
−
1 , ϕ(sn, ·;u2, g)→ u
−
2 , (3.27)
with u−1 ∈ Σu
−
2 . Moreover, by repeating similar argument as above, we can utilize the estimate
of the zero-number z on M cu(ω, δ∗) in Corollary 3.5(3)-(4) to obtain
z(ϕ(t, ·;u−1 , g
−)− ϕ(t, ·;σau
−
2 , g
−)) ≤ Nu, (3.28)
for all t ∈ R and a ∈ S1 with u−1 6= σau
−
2 .
So, if u−1 6= u
−
2 , then (3.28) entails that z(u
−
1 (·)−u
−
2 (·)) ≤ Nu and u
−
1 (·)−u
−
2 (·) can only have
simple zeros; and hence, by (3.27) we have already obtained that z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2 , g)) ≤
Nu for t sufficiently negative. For the case u
−
1 = u
−
2 , recall that ||ϕ(t, ·;u1, g)−ϕ(t, ·;u2 , g)||9 0
as t→ −∞ in (3.26). Since M is compact, there is a sequence τn → −∞ such that Π
τn(ui, g)→
(u∗i , g
∗) ∈ M (i = 1, 2) as n → ∞ with u∗1 6= u
∗
2. By Lemma 2.5, there is N0 such that
z(ϕ(t, ·;u∗1, g
∗)−ϕ(t, ·;u∗2, g
∗)) = N0 for all t ∈ R, in particular z(u
∗
1− u
∗
2) = N0. It follows from
Lemma 2.4 that z(ϕ(t, ·;u1, g)−ϕ(t, ·;u2, g)) = N0 for all t sufficiently negative. Hence, one can
repeat the similar argument immediately after (3.24) to obtain that N0 ≤ Nu. Thus, we have
proved (3.25).
By virtue of (3.24) and (3.25), we have obtained
z(ϕ(t, ·;u1, g)− ϕ(t, ·;u2, g)) = Nu, ∀ t ∈ R,
which completes the proof.
For all u ∈ X, we write m(u) as the maximum of u on S1, and define an equivalence relation
on X by putting u ∼ v if and only if u = σav for some a ∈ S
1. The equivalence class is denoted
by [u]. Then we have the following very useful Corollary.
Corollary 3.9. Let M be a minimal set of (3.1). Assume that M is spatially inhomogeneous
and dimV c(ω) = 1, or dimV c(ω) = 2 with dimV u(ω) being odd. Then, for any g ∈ H(f) and
any two elements (u1, g), (u2, g) in M ∩ p
−1(g), one has:
(i) z(ϕ(t, ·;u1, g) − ϕ(t, ·;σau2, g)) = Nu, for any a ∈ S
1 with σau2 6= u1.
(ii) If m(u1) < m(u2), then m(ϕ(t, ·;u1, g)) < m(ϕ(t, ·;u2, g)), for all t ∈ R.
(iii) m(u1) = m(u2) ⇔ ([u1], g) = ([u2], g).
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Proof. (i) can be obtained by repeating the same arguments as in Lemma 3.8.
(ii) Since m(u1) < m(u2), it follows that u1 6= σau2 for any a ∈ S
1. By virtue of (i),
z(ϕ(t, ·;u1, g)− ϕ(t, ·;σau2, g)) = Nu, (3.29)
for any a ∈ S1 and t ∈ R. Suppose that there is a t0 > 0 (resp. t0 < 0), such that
m(u(t0, ·;u1, g)) ≥ m(u(t0, ·;u2, g)). Let K(t) = m(ϕ(t, ·;u1, g)) −m(ϕ(t, ·;u2, g)), t ∈ R. Then
K(t) is continuous for t ∈ R. Moreover, one has K(0) < 0 and K(t0) ≥ 0. So one can find a
t1 ∈ (0, t0] (resp. t1 ∈ [t0, 0)) such that m(ϕ(t1, ·;u1, g)) = m(ϕ(t1, ·;u2, g)). Hence, there exist
some a0 ∈ S
1 and x0 ∈ S
1 such that ϕ(t1, x0;u1, g) = m(ϕ(t1, ·;u1, g)) = ϕ(t1, x0 + a0;u2, g) =
ϕ(t1, x0;σa0u2, g) and ϕx(t1, x0;u1, g) = 0 = ϕx(t1, x0;σa0u2, g). Then Lemma 2.4(b) implies
that z(ϕ(t, ·;u1, g)− ϕ(t, ·;σau2, g)) must drop at t = t1, contradicting (3.29).
(iii) Clearly, ([u1], g) = ([u2], g) implies m(u1) = m(u2). If m(u1) = m(u2), then there exists
some a0 ∈ S
1 such that u1 − σa0u2 possesses a multiple zero. So, we must have u1 = σa0u2
(Otherwise, by (i), u1 6= σa0u2 will imply that z(ϕ(t, ·;u1, g) − ϕ(t, ·;σa0u2, g)) = Nu for all t;
and hence, u1 − σa0u2 possesses only simple zeros, a contradiction). Thus, ([u1], g) = ([u2], g).
We have completed the proof.
Now we define by X˜ the quotient space “X/ ∼ ” of X. Then X˜ is a metric space with metric
d˜X˜ defined as d˜X˜([u], [v]) := dH(Σu,Σv) for any [u], [v] ∈ X˜. Here dH(U, V ) is the Hausdorff
metric of the compact subsets U, V in X, defined as dH(U, V ) = sup{supu∈U infv∈V dX(u, v),
supv∈V infu∈U dX(u, v)} where the metric dX(u, v) = ||u − v||X . Observe that d˜X˜([u], [v]) =
infb∈S1 dX(u, σbv). Indeed, for a fixed a ∈ S
1, infb∈S1 dX(σau, σbv) = infb∈S1 dX(u, σb−av) =
infb∈S1 dX(u, σbv). It is clear that dX satisfies the S
1-translation invariance that is dX(σau, σav) =
dX(u, v) for any u, v ∈ X and any a ∈ S
1. If we denote the metric on H(f) by dY , one has
the product metric d on X ×H(f) by setting d((u1, g1), (u2, g2)) = dX(u1, u2) + dY (g1, g2) for
any two points (u1, g1), (u2, g2) ∈ X ×H(f), then d˜ is the induced metric on X˜ ×H(f) defined
as d˜(([u], g1), ([v], g2)) = d˜X˜([u], [v]) + dY (g1, g2). For any subset K ⊂ X × H(f), we write
K˜ = {([u], g) ∈ X˜ ×H(f)|(u, g) ∈ K}.
By virtue of Corollary 3.9, we consider the induced mapping Π˜t, t ≥ 0, as follows:
Π˜t : X˜ ×H(f)→ X˜ ×H(f);
([u], g)→ (ϕ˜(t, ·; [u], g), g · t) := ([ϕ(t, ·;u, g)], g · t).
(3.30)
Lemma 3.10. (i) Π˜t is a skew-product semiflow on X˜ ×H(f);
(ii) If M is a minimal invariant subset in X×H(f) w.r.t. Πt, then M˜ is a minimal invariant
subset in X˜ ×H(f) w.r.t. Π˜t.
Proof. (i). For any ([u], g) ∈ X˜ ×H(f) and any t, s ≥ 0,
Π˜t+s([u], g) = ([ϕ(t + s, ·;u, g)], g · (t+ s)) = ([ϕ(s, ·;ϕ(t, ·;u, g), g · t)], g · (t+ s))
= (ϕ˜(s, ·; [ϕ(t, ·;u, g], g · t), (g · t) · s) = (ϕ˜(s, ·; Π˜t([u], g)), (g · t) · s)
= Π˜s(Π˜t([u], g)).
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So, Π˜t admits the cocycle property. Since R+ is a Baire space and X˜ × H(f) is metrizable,
it suffices to verify (see e.g., [4] or [26, Theorem 1]) the continuity of Π˜ with respect to each
variable. Here we only show the continuity in ([u], g) ∈ X˜ ×H(f). The continuity with respect
to t can be proved similarly. For any fixed t ≥ 0, since Πt is continuous on X ×H(f), it follows
that for any (u0, g0) and any ε > 0, there exists a δ > 0 such that d(Π
t(u0, g0),Π
t(u, g)) < ε
for any (u, g) ∈ X ×H(f) with d((u0, g0), (u, g)) < δ. Fix ([u0], g0) ∈ X˜ ×H(f), then for any
([u], g) ∈ X˜ ×H(f) with d˜(([u0], g0), ([u], g)) < δ, one has dH(Σu0,Σu) + dY (g0, g) < δ. By the
definition of Hausdorff metric on X˜, one has infb∈S1 dX(u0, σbu) + dY (g0, g) < δ, so we can find
some a ∈ S1 such that d((u0, g0), (σau, g)) < δ, and hence, d(Π
t(u0, g0),Π
t(σau, g)) < ε. Thus,
d˜(Π˜t([u0], g0), Π˜
t([u], g)) = inf
b∈S1
dX(ϕ(t, ·;u0, g), ϕ(t, ·;σbu, g)) + dY (g0 · t, g · t)
≤ dX(ϕ(t, ·;u0, g), ϕ(t, ·;σau, g)) + dY (g0 · t, g · t)
= d(Πt(u0, g0),Π
t(σau, g)) < ε,
which completes the proof of (i).
(ii). Given any two points ([u], g), ([u0 ], g) ∈ M˜ , by the minimality of M there exists a
sequence tn → +∞ (as n→∞) such that
Πtn(u0, g0)→ (u, g) (3.31)
as n → ∞. In order to show that Π˜tn([u0], g0) → ([u], g) as n → ∞, it suffices to prove that
d˜X˜([ϕ(tn, ·;u0, g0)], [u])→ 0 as n→∞. To this end, it follows from (3.31) that ϕ(tn, ·;u0, g0)→
u in X. So, by the translation-invariance of G-group action, one has dX(σaϕ(tn, ·;u0, g0), σau) =
dX(ϕ(tn, ·;u0, g0), u)→ 0 as n→∞ uniformly for a ∈ S
1. Therefore, one has
inf
b∈S1
dX(σaϕ(tn, ·;u0, g0),Σbu) ≤ dX(σaϕ(tn, ·;u0, g0), σau)→ 0 (3.32)
as n→∞ uniformly for a ∈ S1. On the other hand, we know that
inf
b∈S1
dX(σbϕ(tn, ·;u0, g0), σau) ≤ dX(σaϕ(tn, ·;u0, g0), σau)→ 0. (3.33)
Thus, from (3.32) and (3.33), Hausdorff metric dH(Σ(ϕ(tn, ·;u0, g)),Σu) → 0 as n→∞. Recall
that
d˜X˜([ϕ(tn, ·;u0, g0)], [u]) = dH(Σ(ϕ(tn, ·;u0, g0)),Σu).
It entails that d˜X˜([ϕ(tn, ·;u0, g0)], [u]) → 0 as n → ∞. We have proved that M˜ is a minimal
invariant set in X˜ ×H(f).
Let p˜ : X˜ × H(f) → H(f) be the natural projection and M be a spatially inhomogeneous
minimal set of (3.1) with dimV c(ω) = 1, or dimV c(ω) = 2 and dimV u(ω) being odd. By virtue
of Corollary 3.9(iii), one can define an ordering on each fiber M˜ ∩ p˜−1(g), with the base point
g ∈ H(f) as follows:
([u], g) ≤g ([v], g) if m(u) ≤ m(v).
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We also write the strict relation ([u], g) <g ([v], g) if m(u) < m(v). Without any confusion, we
hereafter will drop the subscript “g”.
Lemma 3.11. “ ≤ ” is a total ordering on each M˜ ∩ p˜−1(g), (g ∈ H(f)) and Π˜t is strictly
order preserving on M˜ in the sense that, for any g ∈ H(f), ([u], g) < ([v], g) implies that
Π˜t([u], g) < Π˜t([v], g) for all t ≥ 0.
Proof. This is a direct result of Corollary 3.9 (ii)-(iii).
Let E ⊂ X˜ × H(f) be a compact invariant subset of Π˜t which admits a flow extension.
For each g ∈ H(f), we define a fiberwise strong ordering “ ≪ ” on each fiber E ∩ p˜−1(g) as
follows: ([u1], g)≪ ([u2], g) if there exist neighborhoodsN1,N2 ⊂ E∩p˜
−1(g) of ([u1], g), ([u2], g),
respectively, such that ([u∗1], g) < ([u
∗
2], g) for all ([u
∗
i ], g) ∈ Ni (i = 1, 2).
Moreover, for each g ∈ H(f), we say ([u1], g), ([u2], g) forms a strongly order-preserving pair
if ([u1], g), ([u2], g) is strongly ordered on the fiber, written ([u1], g) ≪ ([u2], g), and there are
neighborhoods Ui of ([ui], g) (i = 1, 2) in E respectively, such that whenever ([u
∗
1], g), ([u
∗
2], g) ∈
E ∩ p˜−1(g), with Π˜T ([u∗1], g) ∈ Ui (i = 1, 2) for some T < 0, then ([u
∗
1], g)≪ ([u
∗
2], g).
The following lemma is essentially from [33] and will play an important role in our proof.
Lemma 3.12. Let E be a minimal set of Π˜t which admits a flow extension and Y ′ be as in
Lemma 2.1. Then for any g ∈ Y ′, E ∩ p˜−1(g) admits no strongly order preserving pair.
Proof. One can repeat the arguments in [33, Theorem II.3.1] to obtain this lemma.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. (1) Let Y0 = Y
′, where Y ′ is defined as in Lemma 2.1. By virtue of
Lemma 3.10, we consider the induced invariant minimal set M˜ for the skew-product semiflow
Π˜t on X˜ ×H(f).
In order to prove the statement of Theorem 3.1(1), we first show that for any g ∈ Y0, there
exists ug ∈ X such that M ∩ p
−1(g) ⊂ (Σug, g). To this end, it suffices to prove that M˜ ∩ p˜
−1(g)
is a singleton. Suppose that there are two distinct points ([u1], g), ([u2], g) on M˜ ∩ p˜
−1(g) for
some g ∈ Y0. It then follows from Lemma 3.11 that ([u1], g) and ([u2], g) is strictly order related,
say ([u1], g) < ([u2], g). Then, by the order defined before Lemma 3.11, we have m(u1) < m(u2).
We prove that ([u1], g) and ([u2], g) are strongly ordered. In fact, let ε0 = m(u2) −m(u1).
Because m(u) is continuous with respect to u ∈ X, there is a δ > 0 such that
|m(u˜)−m(u1)| <
ε0
4
(resp. |m(u˜)−m(u2)| <
ε0
4
) (3.34)
for any (u˜, g) ∈ X × H(f) with dX(u˜, u1) < δ (resp. dX(u˜, u2) < δ). For such δ > 0 and
i = 1, 2, we define the neighborhoods Ni = {([u
∗
i ], g) ∈ M˜ | d˜X˜([u
∗
i ], [ui]) < δ} of ([ui], g). Then
if ([u∗i ], g) ∈ Ni, one can find some ai ∈ S
1 such that dX(σaiu
∗
i , ui) < δ. As a consequence, by
(3.34), we have |m(σaiu
∗
i )−m(ui)| <
ε0
4 , which implies that
m(u∗1) = m(σa1u
∗
1) < m(σa2u
∗
2)−
ε0
2
= m(u∗2)−
ε0
2
. (3.35)
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By the definition of order defined in M˜ ∩ p˜−1(g), g ∈ H(f) it entails that ([u∗1], g) < ([u
∗
2], g).
Thus we have shown that ([u1], g)≪ ([u2], g).
We now claim that, ([u1], g) and ([u2], g) forms a strongly order preserving pair. Indeed,
for each i = 1, 2, we define a neighborhood Ui = {([vi], h)|d˜(([ui], g), ([vi], h)) < δ} of ([ui], g)
in M˜ . Given any ([u∗i ], g) ∈ M˜ ∩ p˜
−1(g) with Π˜T ([u∗i ], g) ∈ Ui for some T < 0, we write
Π˜T ([u∗i ], g) = (ϕ˜(T, [u
∗
i ], g), g · T ) ∈ Ui. So d˜X˜(ϕ˜(T, [u
∗
i ], g), [ui]) < δ for i = 1, 2. Recall that
m(u1) < m(u2), one can repeat the arguments for proving (3.35) in the previous paragraph to
obtain that m(ϕ(T, u∗1, g)) < m(ϕ(T, u
∗
2, g)). It then follows from the definition of the order
defined on the fiber M˜ ∩ p˜−1(g · T ) that ϕ˜(T, [u∗1], g) < ϕ˜(T, [u
∗
2], g). Combining with the order-
preserving property of Π˜t(t ≥ 0) in Lemma 3.11, we obtain that
([u∗1], g) = Π˜
−T (ϕ˜(T, [u∗1], g), g · T ) < Π˜
−T (ϕ˜(T, [u∗2], g), g · T ) = ([u
∗
2], g).
In fact, by repeating the arguments in previous paragraph, we can get further ([u∗1], g)≪ ([u
∗
2], g).
Thus, we have proved the claim. On the other hand, Lemma 3.12 implies that there exists no
such strongly order preserving pair on M˜ ∩ p˜−1(g), a contradiction. Thus, we have proved that
for any g ∈ Y0, M˜ ∩ p˜
−1(g) is a singleton (In other words, M˜ is an almost 1-cover of H(f)),
which also implies that M ∩ p−1(g) ⊂ (Σug, g) for some ug ∈ X.
Next, we will show thatM can be residually embedded into an almost automorphically forced
flow on S1. Based on the above discussion, we have known that M˜ is an almost 1-cover of H(f)
(with the residual subset Y0 ⊂ H(f)). Now, define the mapping
h : M˜ → R×H(f); ([u], g) 7→ (m(u), g). (3.36)
Let Mˆ = h(M˜ ). Clearly, h is well-defined and continuous onto Mˆ . Moreover, h is injective
due to Corollary 3.9(iii). Recall that M˜ and Mˆ are both compact, h is also a closed mapping.
Hence, h is a homeomorphism from M˜ onto Mˆ . On such Mˆ ⊂ R × H(f), one can naturally
define the skew-product flow
Πˆt : Mˆ → Mˆ ; (m(u), g) 7→ (m(ϕ(t, ·, u, g)), g · t), (3.37)
which is induced by Πt restricted to M . So, a straightforward check yields that
h ◦ Π˜t([u], g) = Πˆt ◦ h([u], g) for any ([u], g) ∈ M˜.
This entails that h is a topologically-conjugate homeomorphism between M˜ → Mˆ ⊂ R×H(f).
As a consequence, Mˆ is also an almost 1-cover of H(f) (with the residual subset Y0 ⊂ H(f)).
For each g ∈ Y0, we choose some element, still denoted by ug(·), from the S
1-group orbit Σug
such that
ug(0) = m(ug), Mˆ ∩ p
−1(g) = (m(ug), g) and M˜ ∩ p˜
−1(g) = ([ug], g). (3.38)
Together with (3.37), (3.38) implies that
ug·t(0) = m(ug·t) = m(ϕ(t, ·, ug , g)), for any g ∈ H0(f) and t ∈ R.
34
As a consequence, given any g ∈ Y0, the function t 7→ ug·t(0) is clearly continuous and is almost
automorphic in t (due to the fact that Mˆ is an almost 1-cover, see Remark 2.2); and moreover,
ug(t, x) := ug·t(x) is almost automorphic in t uniformly in x.
Now, for any g ∈ Y0, we may define a non-negative function t 7→ c
g(t) ≥ 0 such that
ϕ(t, x;ug, g) = ug·t(x+ c
g(t)), or equivalently, ϕ(t, x− cg(t);ug, g) = ug·t(x). (3.39)
In the following, we will show that cg(t) is indeed satisfied for (3.5) in the statement of
Theorem 3.1. Before proceeding to this, we first clarify two facts due to the minimality and
spatial-inhomogeneity of M :
(a) All the elements in M share the common smallest positive spatial-period L ∈ (0, 2π];
(b) For the ug(·) defined in (3.38), one has
u
′
g(0) = 0 and u
′′
g (0) 6= 0 for any g ∈ Y0. (3.40)
To prove (a), we fix some (u, g) ∈ M and let L ∈ (0, 2π] be the smallest positive spatial-
period of u(·). Then, the minimality of M implies that L is a positive spatial-period of any
element in M . We now assert that L must be the smallest spatial-period of any other element
of M . For otherwise, there exists some (u1, g1) ∈ M and a positive number L
′ < L such that
L′ is the smallest spatial-period of u1(·). So, the minimality of M again implies that there is a
sequence tn → ∞ such that Π
tn(u1, g1) → (u, g); and hence, Π
tn(σL′u1, g1) → (σL′u, g). Note
that σL′u1 = u1, we have σL′u = u, which contradicts the smallness of spatial-period L for u(·).
As for (b), since M is spatially-inhomogeneous, it follows that ϕx(t, ·;ug , g) ∈ V
c(Πt(ug, g))
for each t. Recall thatM satisfies either dimV c(M) = 1 with dimV u(M) > 0, or dimV c(M) = 2
with dimV u(M) being odd. Then, by virtue of Lemma 2.7, it follows that ϕx(t, ·, ug , g) only
has simple zeros for any t ∈ R. In particular, by letting t = 0, one has u
′
g(·) only has simple
zeros. Together with u′g(0) = 0 (because ug(0) = m(ug)) and Corollary 3.9(i), one then obtain
that u
′′
g (0) 6= 0 for all g ∈ Y0.
Now, we are ready to prove that cg(t) is satisfied for (3.5) in Theorem 3.1. By virtue of
Fact (a), we let S1 := R/LZ. Then for each t ∈ R, one can further choose cg(t) ∈ S1 in (3.39)
so that cg(t) is continuous in t. Indeed, suppose that there is a sequence tn → t0 such that
|cg(t0)− c
g(tn)| ≥ ǫ0 > 0 in S
1. For the sake of simplicity, we assume cg(tn)→ c
∗ with c∗ ∈ S1.
So, cg(t0) 6= c
∗ in S1. On the other hand, by (3.39), one has ug·t0(x+ c
g(t0)) = ϕ(t0, x;ug, g) =
limn→∞ ϕ(tn, x;ug, g) = limn→∞ ug·tn(x + c
g(tn)) = ug·t0(x + c
∗). This contradicts cg(t0) 6= c
∗
with cg(t0), c
∗ ∈ S1, because L is the smallest spatial-period. So, the function t 7→ cg(t) ∈ S1 is
continuous.
By (3.39) and the property of ug·t(x) in (3.40) from Fact (b), we observe that
ϕx(t,−c
g(t);ug, g) = u
′
g·t(0) = 0 and ϕxx(t,−c
g(t);ug, g) = u
′′
g·t(0) 6= 0.
Then by the continuity of cg(t) in t and Implicit Function Theorem, we have cg(t) is differentiable
in t; and moreover, we have
c˙g(t) = G(t, cg(t)), (3.41)
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where
G(t, z) =gp(t, ϕ(t,−z;ug , g), ϕx(t,−z;ug, g))
+
ϕxxx(t,−z;ug, g) + gu(t, ϕ(t,−z;ug , g), ϕx(t,−z;ug, g))ϕx(t,−z;ug, g)
ϕxx(t,−z;ug , g)
, for z ∈ S1.
It is easy to see that G(t, z+L) = G(t, z) and the function G(t, cg(t)) = gp(t, ug·t(0), 0)+
u
′′′
g·t(0)
u
′′
g·t(0))
,
and hence c˙g(t), is time almost-automorphic in t. Thus, we have obtained (3.41), which naturally
induces an almost-automorphically forced skew-product flow on S1 ×H(f).
(2) Note that Corollary 3.9 also holds for the case dimV c(ω) = 1. Then one can repeat the
same argument in (1) to obtain a residual invariant subset Y0 ⊂ H(f) such that M˜ ∩ p˜
−1(g) is a
singleton for any g ∈ Y0. In order to show Y0 = H(f), we first note that, for any (u0, g) ∈ ΣM ,
if a ∈ S1 is close to e, then
||ϕ(t, ·;σau0, g) − ϕ(t, ·;u0, g)|| is sufficiently small, for all t ∈ R.
It then follows that that σau0 ∈ M
c((u0, g), δ
∗) whenever a ∈ S1 is close to e. Together with
dimV c(ω) = 1, one has
M c((u0, g), δ
∗) ⊂ Σu0, for any (u0, g) ∈ ΣM. (3.42)
Moreover, due to Corollary 3.5(3), one of the following two cases must occur:
(A): z(u(·)− u0(·)) > Nu (dimV
u(ω) is even), for u ∈M s((u0, g), δ
∗) \ {u0}; or otherwise
(B): z(u(·) − u0(·)) < Nu (dimV
u(ω) is odd), for u ∈Mu((u0, g), δ
∗) \ {u0}.
In the following, we will prove Y0 = H(f) for case (A), and the proof for case (B) is analogous.
Suppose that there exist g ∈ H(f) \Y0 and (u1, g), (u2, g) ∈M such that [u1] 6= [u2]. Then it
follows from Corollary 3.9(i) that z(ϕ(t, ·;u1, g)−ϕ(t, ·;σau2, g)) = Nu for all t ∈ R and a ∈ S
1.
Moreover, by the compactness of S1, there exists δ > 0 (independent of a ∈ S1) such that
z(u1 − σau2 + v) = Nu for any a ∈ S
1 and ‖v‖ < δ. (3.43)
Fix some (u+, g+) ∈ M with g+ ∈ Y0, then there exist a sequence tn → ∞ and some b ∈ S
1
such that g · tn → g
+,
ϕ(tn, ·;u1, g)→ u
+, ϕ(tn, ·;u2, g)→ σbu
+.
Let u3 = σ−bu2 ∈ ΣM . Then ϕ(tn, ·;u1, g)→ u
+, ϕ(tn, ·;u3, g)→ u
+. By virtue of Lemma 3.7,
one can find some v∗n ∈M
u(ϕ(tn, ·;u1, g), δ
∗) ∩M cs(ϕ(tn, ·;u3, g), δ
∗) for tn sufficiently large.
We now claim that v∗n /∈ M
c(ϕ(tn, ·;u3, g), δ
∗). For otherwise, (3.42) implies that v∗n =
σa∗ϕ(tn, ·;u3, g) for some a
∗ ∈ S1. Note also that v∗n ∈M
u(ϕ(tn, ·;u1, g), δ
∗), then
‖σa∗u3 − u1‖ = ||ϕ(−tn, ·; v
∗
n, g · tn)− u1|| ≤ Ce
−α
2
tn‖v∗n − ϕ(tn, ·;u1, g)‖. (3.44)
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Let ǫ0 = |m(u1)−m(u2)| > 0 with m(ui) = maxx∈S1 ui(x) for i = 1, 2 (note that ǫ0 > 0 is due to
u2 /∈ Σu1 and Corollary 3.9(iii)). Since X →֒ C
1(S1), it is not difficult to see that ‖u1−σau2‖ ≥
C0|m(u1) −m(σau2)| = C0|m(u1) −m(u2)| = C0ǫ0 for some constant C0 > 0 and all a ∈ S
1.
On the other hand, by letting tn large enough in (3.44), one has ‖σa∗u3 − u1‖ < min{δ
∗, C0ǫ0}.
This contradicts ‖σa∗u3 − u1‖ ≥ C0ǫ0. Thus, we have proved the claim.
Recall that v∗n ∈M
cs(ϕ(tn, ·;u3, g), δ
∗). Then it follows from Remark 3.2 and (3.42) that there
is some a0 ∈ S
1 such that v∗n ∈M
s(σa0ϕ(tn, ·;u3, g), δ
∗) with σa0ϕ(tn, ·;u3, g) ∈M
c(ϕ(tn, ·;u3, g), δ
∗).
Since case (A) holds, we obtain z(v∗n − σa0ϕ(tn, ·;u3, g)) > Nu, and hence,
z(ϕ(−tn, ·; v
∗
n, g · tn)− σa0u3) > Nu. (3.45)
On the other hand, one can deduce from (3.44) that ‖ϕ(−tn, ·; v
∗
n, g · tn) − u1‖ < δ, for tn
sufficiently large. Here δ > 0 is in (3.43). Then (3.43) implies that z(ϕ(−tn, ·; v
∗
n, g·tn)−σa0u3) =
z(ϕ(−tn, ·; v
∗
n, g · tn)− u1 + u1 − σa0u3) = z(u1 − σa0u3) = z(u1 − σa0−bu2) = Nu, contradicting
(3.45). Consequently, we have proved Y0 = H(f).
Therefore, one hasM ∩p−1(g) = (Σug, g) for any g ∈ H(f), where ug is defined in (3.38). So,
ug·t(x) is almost periodic in t uniformly in x ∈ S
1; and moreover, c˙g(t) in (3.5) is almost-periodic
in t. Thus, we have completed the proof of Theorem 3.1.
Proof of Theorem 3.2. (1) Suppose that dimV c(ω) = nc > 2. Then there exists an integer k ∈ N
such that the center space V c(ω) admits an invariant splitting as V c(ω) = Gˆ(ω)
⊕
Wk(ω)
⊕
Fˆ (ω)
(with Gˆ(ω) ⊂
⊕k−1
i=0 Wi(ω), Fˆ (ω) ⊂
⊕k+nc
i=k+1Wi(ω); and at least one of Gˆ(ω) and Fˆ (ω) is non-
trivial), which are exponentially separated in the sense of Lemma 2.6(v). Moreover, noticing that
V c(ω) is finite-dimensional, it then follows from the similar statement and argument in [7, Corol-
lary 4.7] that such invariant splitting is also exponentially separated in V c(ω) with respect to
the X-norm || · ||.
Since M is uniquely ergodic, M possesses a pure point Sacker-Sell spectrum. So, for any
v ∈ V c(ω) \ {0}, one has
lim
t→∞
ln ||Ψ(t, ω)v||
t
= 0.
In particular, limt→∞
ln ||Ψ(t,ω)v1||
t = 0 = limt→∞
ln ||Ψ(t,ω)v2||
t , for any v1 ∈ Wk(ω) \ {0}, v2 ∈
Fˆ (ω) \ {0} (or v2 ∈ Gˆ(ω) \ {0}). This contradicts the exponential separated property between
Wk(ω) and Fˆ (ω) (or Gˆ(ω)). Therefore, we have obtained dimV
c(ω) ≤ 2.
We then have either (i) dimV c(ω) = 0 or dimV c(ω) = 1 or (ii) dimV c(ω) = 2. Moreover, by
Lemma 2.6 and similar arguments as in the previous paragraph, we must have dimV u(ω) is odd
provided that dimV c(ω) = 2.
(2) SinceM is spatially homogeneous, the variational equation associated with any solution in
M turns out to be vt = vxx+a(t)vx+b(t)v with periodic boundary condition. Using the transform
w = v(t, x+ c(t)) (with c˙(t) = −a(t)), we get wt = wxx+ b(t)w; and moreover, by using another
transformation wˆ = we−
∫ t
0 b(s)ds, one obtains that wˆt = wˆxx. So, it follows that the transform
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wˆ = v(t, x + c(t))e−
∫ t
0
b(s)ds (and hence, v(t, x) = e
∫ t
0
b(s)dswˆ(t, x − c(t))) results in a simple
equation wˆt = wˆxx. Note that wˆt = wˆxx possesses the simplest “sin-cos”-mode eigenfunctions as
wk(t, x) = e
−k2t sin kx, e−k
2t cos kx associated with the same eigenvalue λk = −k
2, k = 0, 1, · · · .
Then it yields that vk(t, x) = e
−k2t+
∫ t
0 b(s)ds sin k(x − c(t)), e−k
2t+
∫ t
0 b(s)ds cos k(x − c(t)). This
immediately implies that, if V u(ω) 6= {0}, then dimV u(ω) must be odd.
4 Almost Automorphic and Almost Periodic Minimal Flows
In this section, we investigate the conditions under which a minimal set of (1.2) is almost
automorphic or almost periodic in the case that f = f(t, u, ux) (see Theorem 4.1). Moreover,
we will also investigate the case that f(t, u, p) = f(t, u,−p) (see Theorem 4.2).
Theorem 4.1. Let M be a minimal set of (1.2).
(1) If M is spatially homogeneous, then M is topologically conjugate to a minimal flow in
R×H(f). Moreover, it is an almost 1-cover of H(f).
(2) If M is linearly stable, then M is spatially homogeneous; and hence, is an almost 1-cover
of H(f).
(3) If M is uniformly stable, then M is spatially homogeneous and is a 1-cover of H(f).
(4) If M is hyperbolic (i.e., dimV c(ω) = 0), then M is a 1-cover of H(f).
Proof. (1) Suppose thatM is a spatially homogeneous minimal set of (1.2). Since f = f(t, u, ux),
M is also a minimal set of
u˙ = g˜(t, u), (4.1)
where g˜(t, u) = g(t, u, 0) and g ∈ H(f). It then follows from [33] that M is an almost 1-cover of
H(f).
(2) Suppose that M is spatially inhomogeneous. Then for any (u, g) ∈ M , u is spatially
inhomogeneous.
Let Ψ(t, v, (u, g)) = (Φ(t, u, g)v,Πt(u, g)) be the linearized skew-product semiflow of M . By
the exponentially separated property of the strongly monotone skew-product semiflows (see
e.g. [33, p.38]), there is a continuous invariant splitting X = X1(u, g)⊕X2(u, g) with X1(u, g) =
span{φ(u, g)}, φ(u, g) ∈ IntX+ and X2(u, g) ∩X
+ = {0} such that
Φ(t, u, g)X1(u, g) = X1(Π
t(u, g)), Φ(t, u, g)X2(u, g) ⊂ X2(Π
t(u, g)).
Moreover, there are K, γ > 0 such that
‖Φ(t, u, g)|X2(u,g)‖ ≤ Ke
−γt‖Φ(t, u, v)|X1(u,g)‖ (4.2)
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for any t ≥ 0 and (u, g) ∈M . Since M is linearly stable, one has
lim sup
t→∞
ln ‖Φ(t, u, g)φ(u, g)‖
t
≤ 0.
Given any (u0, g0) ∈ M , let v(t, x) = ϕx(t, x;u0, g0). Then ||v(t, ·)|| is bounded. Moreover,
one can find a δ0 > 0 such that ‖v(t, ·)‖ ≥ δ0 for all t. (Otherwise, there is a sequence tn →∞
such that ‖v(tn, ·)‖ → 0 as n → ∞, which entails that ϕx(tn, x;u, g) → 0 as n → ∞ uniformly
in x ∈ S1. Without loss of generality, we assume that (ϕ(tn, ·;u, g), g · tn) → (u
∗, g∗) ∈ M
as n → ∞. Thus, u∗ must be spatially homogeneous, a contradiction.) Therefore, we have
limt→∞
ln ‖v(t,·)‖
t = 0. Note also that v(t, ·) = Φ(t, u0, g0)v(0, ·). Then
lim
t→∞
ln ‖Φ(t, u0, g0)v(0, ·)‖
t
= 0. (4.3)
As a consequence, we have v(0, ·) = αφ(u0, g0) + ψ(u0, g0) for some α 6= 0 and ψ(u0, g0) ∈
X2(u0, g0). It follows from (4.2) that v(t, ·) ∈ IntX
+ ∪ (−IntX+) for t sufficiently large, a
contradiction to the periodic boundary condition. Therefore, M is spatially homogeneous; and
hence, M is an almost 1-1 cover of H(f).
(3) Because M is uniformly stable, it then follows from Lemma 5.4 (whose proof will be
postponed in Section 5 as it is independent of the materials in Section 3) that M is linearly
stable. By (1), M is almost 1-1 cover of H(f). Note that the uniform stability of M also implies
that it is distal (see [33, Theorem II 2.8]). Therefore, M is 1-cover of H(f).
(4) Since dimV c(ω) = 0, M must be spatially homogeneous. Otherwise, by (4.3), it is easy
to see that dimV c(ω) ≥ 1. As a consequence, M is a hyperbolic minimal set of (4.1). By [30],
M is a 1-1 cover of H(f).
In the following, we will consider the structure of the minimal set M for the case f(t, u, p) =
f(t, u,−p).
Theorem 4.2. Assume that f(t, u, p) = f(t, u,−p). Then any minimal set M of (1.3) is an
almost 1-cover of H(f).
Moreover, M is a 1-cover of H(f), if one of the following alternatives holds:
(i) M is hyperbolic;
(ii) dimV c(ω) = 1 and M is spatially inhomogeneous.
Before proving Theorems 4.2, we present some lemmas. For convenience, we also write in the
following the solution ϕ(t, ·;u, g) as ϕ(t;u1, g)(·) in the context without any confusion.
Lemma 4.3. Assume that f(t, u, p) = f(t, u,−p) and M be a minimal invariant set. Then,
there is a point x0 ∈ S
1 such that for any (u, g) ∈M , one has ux(x0) = 0.
Proof. It can be proved by using similar deductions for Theorem B in [3]. See also [28, Propo-
sition 3.1] for the detailed proof.
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Let M be a minimal invariant set and assume f(t, u, p) = f(t, u,−p). For each g ∈ H(f) and
any (u, g), (v, g) ∈M ∩ p−1(g), we define within this section the relation between (u, g), (v, g) as
(u, g) ≤g (v, g)⇐⇒ there is a T > 0 such that (ϕ(t;u, g) − ϕ(t; v, g))(x0) ≤ 0 for all t ≥ T,
where x0 ∈ S
1 is as defined in Lemma 4.3. t is not difficult to see that the relation “≤g” is a
partial order on the fibre M ∩ p−1(g), which means that, if (u, g) ≤g (v, g) and (v, g) ≤g (u, g),
then (u, g) = (v, g).
As usual, we say
(u, g) <g (v, g)⇐⇒ (u, g) ≤g (v, g) and u 6= v.
We also call (u, g)≪g (v, g) if there exist neighborhoods N1, N2 of (u, g) and (v, g), respectively,
such that (u1, g) <g (v1, g) for any (ui, g) ∈ N1, i = 1, 2.
Lemma 4.4. Assume that f(t, u, p) = f(t, u,−p). Then for any g ∈ H(f) and (u, g), (v, g) ∈
M ∩ p−1(g), one has
(i) (u, g) <g (v, g) if and only if there exists some T > 0 such that
(ϕ(t;u, g) − ϕ(t; v, g))(x0) < 0 for all t ≥ T.
(ii) “≤g” is a total ordering on M ∩ p
−1(g).
Proof. (i) The sufficiency is obvious. If (u, g) <g (v, g), then u 6= v and there exists a T > 0
such that (ϕ(t;u, g)−ϕ(t; v, g))(x0) ≤ 0 (x0 is as defined in Lemma 4.3), for all t ≥ T0. Choose a
larger T > 0, if necessary, one may also assume that ϕ(t, ·;u, g)−ϕ(t, ·; v, g) only possesses simple
zeros for each t ≥ T . Then Lemma 4.3 immediately implies that (ϕ(t;u, g) − ϕ(t; v, g))(x0) <
0 for all t ≥ T0.
(ii) Given any two distinct (u, g), (v, g) ∈ p−1(g) ∩ M , one may find a T > 0 such that
ϕ(t, ·;u, g) − ϕ(t, ·; v, g) only possesses simple zeros for each t ≥ T . Without loss of generality,
we assume that (ϕ(T ;u, g) − ϕ(T ; v, g))(x0) < 0. Then we have (ϕ(t;u, g) − ϕ(t; v, g))(x0) < 0
for all t > T . Otherwise, one can find a t0 > T such that (ϕ(t0;u, g) − ϕ(t0; v, g))(x0) = 0.
Together with Lemma 4.3, we get a contradiction.
Lemma 4.5. If M is almost 1-1 cover of H(f), then M is 1-1 if and only if for any g ∈ H(f),
there exists u ∈ X such that M ∩ p−1(g) ⊂ (Σu, g).
Proof. We only need to prove the sufficiency part. Suppose thatM is not a 1-1 cover. Then there
exists some g ∈ H(f) with two distinct points (v1, g), (v2, g) ∈M ∩ p
−1(g). By our assumption,
we have σa˜v1 = v2 for some a˜ ∈ S
1 . Choose some other g∗ ∈ H(f) with M ∩ p−1(g∗) ,
{(w∗, g∗)}. The minimality of M implies that one can find a sequence tn → ∞ such that
Πtn(v1, g) → (w
∗, g∗), and hence, Πtn(v2, g) = Π
tn(σa˜v1, g) → (σa˜w
∗, g∗). This entails that
σa˜w
∗ = w∗ (becauseM ∩p−1(g∗) = {(w∗, g∗)}). On the other hand, one can also choose another
sequence sn → ∞ such that Π
sn(w∗, g∗) → (v1, g). So Π
sn(σa˜w
∗, g∗) → (σa˜v1, g). Recall that
σa˜w
∗ = w∗ , one has σa˜v1 = v1. Thus we obtain that v2 = v1, a contradiction.
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Proof of Theorem 4.2. Let Y0 be the invariant residual set in Lemma 3.12. Suppose that there
exists some g0 ∈ Y0 such that card(M ∩ p
−1(g0)) > 1. Then we define
Z(g0) := min
(u1, g0), (u
2, g0) ∈M ∩ p−1(g0)
(u1, g0) 6= (u2, g0)
{
inf
t>0
z(ϕ(t, ·;u1, g0)− ϕ(t, ·;u
2, g0))
}
. (4.4)
By virtue of the definition z and Lemma 2.4(c), there exist (uˆ1, g0), (uˆ
2, g0) ∈M ∩ p
−1(g0) and
some T > 0 such that
Z(g0) = z(ϕ(t, ·; uˆ
1, g0)− ϕ(t, ·; uˆ
2, g0)) for all t ≥ T. (4.5)
By Lemma 4.4(ii), we can assume without loss of generality that (uˆ1, g0) <g0 (uˆ
2, g0), and hence,
(ϕ(t; uˆ1, g0)− ϕ(t; uˆ
2, g0))(x0) < 0 for all t ≥ T,
where x0 is as defined in Lemma 4.3.
Firstly, we will show that (uˆ1, g0) ≪g0 (uˆ
2, g0). In fact, fix the T > 0 in (4.5), it then
follows from the continuity of z that there are neighborhoods N˜1, N˜2 of (uˆ
1, g0), (uˆ
2, g0) in M
respectively such that
(i). z(ϕ(T, ·;u1, g) − ϕ(T, ·;u2, g)) ≡ Z(g0);
(ii). (ϕ(T ;u1, g)− ϕ(T ;u2, g))(x0) < 0
(4.6)
for all (ui, g) ∈ N˜i(i = 1, 2). Let Ni = N˜i ∩ p
−1(g0), (i = 1, 2). Then one has
(i). z(ϕ(T, ·;u1, g0)− ϕ(T, ·;u
2, g0)) ≡ Z(g0);
(ii). (ϕ(T ;u1, g0)− ϕ(T ;u
2, g0))(x0) < 0
(4.7)
for all (ui, g0) ∈ Ni(i = 1, 2). We now claim that (ϕ(t;u
1, g0) − ϕ(t;u
2, g0))(x0) < 0, for all
t ≥ T and (ui, g0) ∈ Ni(i = 1, 2). Suppose on the contrary that there are some (u
i, g0) ∈
Ni(i = 1, 2) such that (ϕ(T1;u
1, g0)−ϕ(T1;u
2, g0))(x0) ≥ 0 for some T1 > T . Then, by (4.7)(ii),
one can find some T2 ∈ (T, T1] such that (ϕ(T2;u
1, g0) − ϕ(T2;u
2, g0))(x0) = 0. Recall that
ϕx(T2;u
1, g0)(x0) = 0 = ϕx(T2;u
2, g0)(x0) in Lemma 4.3. Then x0 is a multiple zero of the
function ϕ(T2, ·;u
1, g0)− ϕ(T2, ·;u
2, g0). So, by virtue of (4.7)(i) and Lemma 2.4(b),
Z(g0) = z(ϕ(T, ·;u
1, g0)− ϕ(T, ·;u
2, g0)) > z(ϕ(T1, ·;u
1, g0)− ϕ(T1, ·;u
2, g0)),
which contradicts the minimum definition of Z(g0) in (4.4). Thus, we have proved the claim.
Together with Lemma 4.4(1), the claim entails that (u1, g0) <g0 (u
2, g0) for all (u
i, g0) ∈ Ni(i =
1, 2). In other words, we have obtained that (uˆ1, g0)≪g0 (uˆ
2, g0).
Next, we will show that (uˆ1, g0), (uˆ
2, g0) forms a strongly order-preserving pair, that is,
one can find neighborhoods Ui of (uˆi, g0) (i = 1, 2) in M respectively, such that whenever
(u1, g0), (u2, g0) ∈M ∩p
−1(g0), with Π
t0(ui, g0) ∈ Ui (i = 1, 2) for some t0 < 0, then (u1, g0)≪g0
(u2, g0). To this end, let us recall the neighborhoods N˜i of (uˆ
i, g0) (i = 1, 2) obtained before
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(4.6). So, for any (ui, g0) ∈M ∩p
−1(g0) with Π
t0(ui, g0) ∈ N˜i(i = 1, 2) for some t0 < 0, it follows
from (4.6) and the cocycle property of ϕ that
(i). z(ϕ(T + t0, ·;u
1, g0)− ϕ(T + t0, ·;u
2, g0)) ≡ Z(g0);
(ii). (ϕ(T + t0;u
1, g0)− ϕ(T + t0;u
2, g0))(x0) < 0.
(4.8)
So, similarly as in the claim after (4.6), we can utilize (4.8) and Lemma 4.3 to obtain that
(ϕ(t;u1, g0)− ϕ(t;u
2, g0))(x0) < 0, for any t ≥ max{T + t0, 0}. (4.9)
In fact, suppose not, one can repeat the exact same argument in that claim to find some T2 >
T + t0 such that x0 is a multiple zero of the function ϕ(T2, ·;u
1, g0) − ϕ(T2, ·;u
2, g0). As a
consequence, Lemma 2.4(b) implies that
z(ϕ(T + t0, ·;u
1, g0)− ϕ(T + t0, ·;u
2, g0)) > z(ϕ(t, ·;u
1, g0)− ϕ(t, ·;u
2, g0)),
for any t > max{T2, 0}. Hence, together with (4.8)(i), one has Z(g0) > z(ϕ(t, ·;u
1, g0) −
ϕ(t, ·;u2, g0)) for any t > max{T2, 0}, which again contradicts the definition of Z(g0) in (4.4).
Thus, (4.9) has been proved; and moreover, one can also have
z(ϕ(t, ·;u1, g0)− ϕ(t, ·;u
2, g0)) ≡ Z(g0), for any t ≥ max{T + t0, 0}. (4.10)
By virtue of (4.9) and Lemma 4.4(i), we have proved (u1, g0) <g0 (u
2, g0). Furthermore, by utiliz-
ing (4.9)-(4.10) and repeating the same argument (for proving (uˆ1, g0)≪g0 (uˆ
2, g0) there) in the
previous paragraph, we obtain that (u1, g0)≪g0 (u
2, g0). Thus, we have proved (uˆ
1, g0), (uˆ
2, g0)
forms a strongly order-preserving pair.
Therefore, Lemma 3.12 directly implies that card(M ∩ p−1(g0)) = 1, which entails that M is
an almost 1-1 cover of H(f).
Finally, we will show that M is a 1-1 cover of H(f) under the assumption (i) or (ii).
(i) Assume that M is hyperbolic. Then this is a special case of Theorem 4.1(3).
(ii) Assume that M is dimV c(ω) = 1 and spatially inhomogeneous. Then it follows from
Theorem 3.1(2) that, for any g ∈ H(f), there is a u ∈ X, such that M ∩ p−1(g) ⊂ {(Σu, g)}.
Recall now that M is almost 1-1 cover of H(f). Then Lemma 4.5 immediately implies M is
1-cover of H(f). We have completed the proof.
5 Embedding Property of Minimal Sets in the General Case
In this section, we focus on the embedding property of minimal set of general spatially-dependent
almost-periodic system (1.1) with the smooth (say C3) nonlinearity f = f(t, x, u, ux). The
following two Theorems are our main results in this section.
Theorem 5.1. Let M ⊂ X ×H(f) be a minimal invariant set of Πt. Assume that M is stable
or linearly stable. Then there is an invariant and residual set Y0 ⊂ H(f) such that the flow
(M ∩ p−1(Y0),Π
t) is topologically conjugate to a skew-product flow on some Mˆ ⊂ R2 × Y0.
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Theorem 5.2. Let O+(u, g) be a uniformly stable forward orbit in X×H(f). Then the flow on
its ω-limit set ω(u, g) is topologically conjugate to a skew-product flow on some M˜ ⊂ R2×H(f).
Remark 5.1. Theorems 5.1-5.2 have generalized the result of Teresˇcˇa´k [34] to time almost-
periodic systems.
In order to prove the Theorem 5.1, we first prove the following two lemmas:
Lemma 5.3. Let M ⊂ X ×H(f) be a minimal set of Πt which is linearly stable. Then there is
an invariant and residual set Y0 ⊂ H(f) such that for any g ∈ Y0 and any two distinct elements
(v, g), (w, g) ∈M ∩ p−1(g), one has
z(ϕ(t, ·; v, g) − ϕ(t, ·;w, g)) ≡ constant, for all t ∈ R. (5.1)
Proof. SinceK is linearly stable, it follows from [33, Theorem II.4.5] that there exist some integer
N ≥ 1 and some invariant residual set Y1 ⊂ H(f) such that, for each g ∈ Y1, card(M ∩p
−1(g)) =
N. Let Y0 = Y1 ∩ Y
′ where Y ′ is as defined in Lemma 2.1. Clearly, Y0 is residual in Y . Then,
for any g ∈ Y0 and any (v, g), (w, g) ∈ M ∩ p
−1(g) with v 6= w, there is a sequence τn → +∞
as n → ∞ and {(vn, g)} ⊂ M ∩ p
−1(g) such that Πτn(w, g) → (w, g) and Πτn(vn, g) −→ (v, g)
as n→∞. Recall that card(M ∩ p−1(g)) = N <∞ for each g ∈ Y0. One may assume without
loss of generality that vn ≡ v1 for all n ≥ 1. Consequently, one obtains Π
τn(v1, g) → (v, g) as
n→∞. Thus, Lemma 2.5 implies the conclusion.
Lemma 5.4. Let M ⊂ X×H(f) be a minimal invariant set of the skew-product semiflow (1.3)
generated by (1.2). If M is stable, then M is linearly stable.
Proof. Assume that M is stable. Then for any (u0, g) ∈M , one has
‖ϕ(t, ·;u1, g) − ϕ(t, ·;u0, g)‖ ≪ 1 for all t ≥ 0, (5.2)
whenever u1 ∈ X with ‖u1 − u0‖ being sufficiently small.
Let v(t, x) = ϕ(t, x;u1, g) − ϕ(t, x;u0, g). Then v(t, x) satisfies
vt = vxx + a(t, x)vx + b(t, x)v, x ∈ S
1. (5.3)
Here
a(t, x) =
∫ 1
0
∂4g(t, x, ϕ(t, x;u0, g), ϕx(t, x;u0, g) + s(ϕx(t, x;u1, g) − ϕx(t, x;u0, g)))ds (5.4)
and
b(t, x) =
∫ 1
0
∂3g(t, x, ϕ(t, x;u0, g) + s(ϕ(t, x;u1, g)− ϕ(t, x;u0, g)), ϕx(t, x;u1, g))ds.
As in (2.12) (see [7, p.247-248] for the transformations), we let
v¯(t, x) := r(t, x+ c(t)) · v(t, x+ c(t)), (5.5)
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where the function c(t) satisfies
c˙(t) = −a0(t), with a0(t) =
1
2π
∫ 2π
0
a(t, z)dz,
and
r(t, x) = exp
(1
2
∫ x
0
(a(t, z) − a0(t))dz
)
.
Then the equation (5.3) can be changed into
v¯t = v¯xx + b¯(t, x)v¯, x ∈ S
1, (5.6)
where b¯(t, x) = b˜(t, x+ c(t)) with
b˜(t, x) = b(t, x) +
1
2
∫ x
0
[a(t, z)− a0(t)]tdz −
1
4
(a(t, x)2 − a0(t)
2)−
1
2
ax(t, x). (5.7)
On the other hand, we consider the linearized equation, associated with ϕ(t, x;u0, g),
vt = vxx + a
0(t, x)vx + b
0(t, x)v, (5.8)
where
a0(t, x) = ∂4g(t, x, ϕ(t, x;u0 , g), ϕx(t, x;u0, g)) (5.9)
and
b0(t, x) = ∂3g(t, x, ϕ(t, x;u0 , g), ϕx(t, x;u0, g))).
By similar transformations as in (5.5), we introduce
v¯0(t, x) := r0(t, x+ c0(t)) · v0(t, x+ c0(t)), (5.10)
for which r0(t, x) = exp
(
1
2
∫ x
0 (a
0(t, z)−a00(t))dz
)
, and c˙0(t) = −a00(t) with a
0
0(t) =
1
2π
∫ 2π
0 a
0(t, z)dz.
So, the equation (5.8) can be changed into
v¯0t = v¯
0
xx + b¯
0(t, x)v¯0, x ∈ S1 (5.11)
with b¯0(t, x) = b˜0(t, x+ c0(t)), where
b˜0(t, x) = b0(t, x) +
1
2
∫ x
0
[a0(t, z) − a00(t)]tdz −
1
4
(a0(t, x)2 − a00(t)
2)−
1
2
a0x(t, x). (5.12)
For the coefficients b¯ (in (5.6)) and b¯0 (in (5.11)), we claim that: Given any T > 0 and any
ǫ > 0, one has
b¯(t, ·) − ǫ ≤ b¯0(t, ·) ≤ b¯(t, ·) + ǫ, for t ≥ T/2, (5.13)
whenever the initial value ‖u1 − u0‖ is sufficiently small. For this purpose, we need to compare
each term in (5.7) with that in (5.12). By virtue of (5.2), it is clear that |b(t, x) − b0(t, x)| and
|a(t, x) − a0(t, x)| are sufficiently small for any t ≥ 0, whenever the initial value ‖u1 − u0‖ is
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sufficiently small. So, it remains to show that |ax(t, x) − a
0
x(t, x)| and |at(t, x) − a
0
t (t, x)| are
sufficiently small whenever the initial value ‖u1 − u0‖ is sufficiently small.
In order to estimate |ax(t, x) − a
0
x(t, x)|, it suffices to estimate the second-order derivative
|vxx(t, x)| (by differentiating (5.4) and (5.9) with respect to x, respectively). So, fix any T > 0.
By the standard interior Schauder estimate (see [11, Theorem 3.5]) for the linear equation (5.3)
on the domain D0 := [0, T ]×S
1, one can obtain that |vxx(t, x)| ≪ 1 for any (t, x) ∈ [T/2, T ]×S
1,
because (5.2) guarantees that |v|0,D0 , supD0 |v(t, x)| is sufficiently small. Moreover, for any
n ≥ 1, we can even sequently apply the interior Schauder estimate (see [11, Theorem 3.5]) for
(5.3) on the domain Dn := [
nT
2 ,
nT
2 + T ] × S
1 to obtain that |vxx(t, x)| ≪ 1 for any (t, x) ∈
[nT2 +
T
2 ,
nT
2 +T ]×S
1, because (5.2) guarantees that |v|0,Dn , supDn |v(t, x)| is sufficiently small
uniformly for all n ≥ 1. As a consequence, it follows that
|vxx(t, x)| ≪ 1, for all t ≥ T/2 and x ∈ S
1,
which implies that |ax(t, x)− a
0
x(t, x)| is sufficiently small for all t ≥ T/2 and x ∈ S
1.
As for the estimate of |at(t, x) − a
0
t (t, x)|, by differentiating (5.4) and (5.9) with respect to
x twice, it suffices to estimate the third-order derivative |vxxx(t, x)|. So, together with the
fact that the nonlinearity g ∈ C3, one can again apply the interior Schauder estimate (see [11,
Theorem 3.10]) and use the similar arguments above to obtain that |vxxx(t, x)| ≪ 1, for all t ≥
T/2 and x ∈ S1; and hence, |at(t, x) − a
0
t (t, x)| is sufficiently small for all t ≥ T/2 and x ∈ S
1.
Thus, we have proved the claim.
Based on the claim, for any ǫ > 0 and T > 0, one can choose some u1 ∈ X with ‖u1 − u0‖
being sufficiently small and u1 − u0 ∈ IntX
+ such that (5.13) holds. As a consequence, by the
comparison principle for parabolic equations, the corresponding solutions of (5.6) and (5.11)
satisfy
− Ce−ǫtv¯(t, ·) ≤ v¯0(t, ·) ≤ Ceǫtv¯(t, ·) ∀t ≥ T/2, (5.14)
where C > 0 is such that the corresponding initial value satisfies
−Cv¯(0, ·) ≤ v¯0(0, ·) ≤ Cv¯(0, ·),
where v¯0(0, ·) ∈ IntX+ with ‖v¯0(0, ·)‖ = 1. Observe also that ||v¯(t, ·)|| is bounded for all t ≥ 0.
Then, (5.14) implies that supt≥T/2,x∈S1 e
−εt|v¯0(t, ·)| is bounded. By applying the Schauder
estimate again as above, we obtain that e−εt‖v¯0(t, ·)‖ is bounded for all t ≥ T . It then entails
that
lim sup
t→∞
ln ‖v¯0(t, ·)‖
t
≤ ǫ.
It then follows from Lemma 2.2 that
lim sup
t→∞
ln ‖Φ¯(t;u0, g)‖
t
≤ ǫ, (5.15)
where Φ¯(t;u0, g) is the solution operator of the transformed equation (5.11) (from linearized
equation (5.8) associated with ϕ(t, x;u0, g)). By arbitrariness of ǫ and arbitrariness of (u0, g) ∈
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M , we have λ¯M ≤ 0, where λ¯M is the upper Lyapunov exponent of (5.11) on M . Note also that,
as in Remark 2.4, the transformation form (5.10) also preserves the Lypapunov exponents of
(5.11) from those of (5.8). Then the upper Lyapunov exponent of (5.8) onM is also non-positive,
which entails that M is linearly-stable. The proof of this lemma is completed.
Proof of Theorem 5.1. Due to Lemma 5.4, we only need to consider the case that M is linearly
stable. Fix some x0 ∈ S
1, we define the following mapping:
χ :M(⊂ X ×H(f)) −→ R2 ×H(f); (v, g) 7−→ (v(x0), vx(x0), g). (5.16)
Clearly, χ is continuous and onto χ(M) ⊂ R2×H(f). Moreover, we can obtain that χ|
M∩p−1(Y0)
is injective, where Y0 ⊂ H(f) is defined in Lemma 5.3. In fact, choose any g ∈ Y0 and two
distinct elements (v, g), (w, g) ∈M ∩p−1(g). It then follows from Lemma 5.3 that z(ϕ(t, ·; v, g)−
ϕ(t, ·;w, g)) ≡ constant for all t ∈ R. So, v − w ∈ X possesses only simple zeros. Therefore,
(v(x0), vx(x0)) 6= (w(x0), wx(x0)), which implies that χ(v, g) 6= χ(w, g), and hence, χ|
M∩p−1(Y0)
is injective.
Let Mˆ , {χ(v, g) ∈ χ(M) : g ∈ Y0} ⊂ R
2 × Y0. Since χ|
M∩p−1(Y0)
is injective and onto Mˆ , Πt
naturally induces a (skew-product) flow Πˆt on Mˆ as:
Πˆt(χ(v, g)) , χ(ϕ(t, ·; v, g), g · t) for any χ(v, g) ∈ Mˆ. (5.17)
We will show that the map (χ|
M∩p−1(Y0)
)−1 is also continuous from Mˆ toM∩p−1(Y0). Indeed, let
χ(vn, gn) → χ(v, g) in Mˆ (that is, (vn(x0), v
n
x (x0), g
n) → (v(x0), vx(x0), g) with g
n → g in Y0).
By the compactness ofM , one may assume without loss of generality that (vn, gn)→ (w, g) ∈M .
This then implies that (v(x0), vx(x0)) = (w(x0), wx(x0)). Recall that (v, g), (w, g) ∈ M with
g ∈ Y0. Suppose that v 6= w. Then Lemma 5.3 implies that v − w possesses only simple zeros,
a contradiction. Consequently, v = w, and hence, (vn, gn)→ (v, g) ∈M . Thus, we have proved
(χ|
M∩p−1(Y0)
)−1 is continuous from Mˆ to M ∩ p−1(Y0). By virtue of (5.17), (M ∩ p
−1(Y0),Π
t) is
topologically conjugate to the flow (Mˆ , Πˆt) on R2 × Y0.
Proof of Theorem 5.2. Since (H(f),R) is minimal and distal, the ω-limit set ω(u, g) of the semi-
orbit O+(u, g) for the skew-product semiflow Πt is a minimal set which admits a distal flow
extension (See [33, Theorem II.2.8]). It then follows from Lemma 2.1 that the residual set
Y0 = H(f). So, it follows from Theorem 5.1 that ω(u, g) is topologically conjugate to a skew-
product flow on some M˜ ⊂ R2 ×H(f).
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