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Although Post Keynesian exchange rate theory has developed in a number of fruitful
directions over the past few decades, there has thus far been no attempt to offer a view of the
long run.  No parallel with, for example, the Neoclassicals’ Purchasing Power Parity or the
Monetary Model has been offered.  The primary reason for this has been the Post Keynesian
belief that capital flows are the prime drivers of currency prices, and that these are best
understood over the course of days, weeks, and months.  The long run is simply an aggregation
of short runs, and adopting a different approach may cause us to overlook the forces that are truly
moving  foreign exchange prices (e.g., technical trading rules, expectation formation, and agent
psychology).
Nevertheless, I think there are compelling reasons to take at least a short look at the long
run.   First and foremost, there are policy issues that are more properly addressed over a longer
calendar period.   Post Keynesian theory, at least on the surface of it, has little to offer the policy
maker concerned with potential foreign exchange fluctuations over the course of the next few
years–while that is precisely what Neoclassicism purports to do.  Second, it may well be  some
variables do, in fact, play a more enduring role than others when currency price movements over
the course of decades are considered.  If so, these should be identified.  Third, up until now, Post
Keynesianism has challenged Neoclassicism only in contexts where the latter is least
comfortable.  Orthodox economists would readily admit that their models do not explain well
over short time horizons.
1  It seems, at the very least, courteous to give Neoclassicism on2
opportunity to compete with home-field advantage.
This paper is organized as follows.  First, a brief review of the Neoclassical and Post
Keynesian theories is offered.  Then the empirical tests are specified and the results presented. 
Finally those results are interpreted and conclusions are drawn.  It will be shown that a model
based on Post Keynesian principles, despite the fact that it is placed in a context where its
explanatory power can be expected to be lowest, nevertheless outperforms the Neoclassical. 
Financial factors drive currency prices, not “real” ones.
1.0 Theory
The fundamental difference between Post Keynesian theory and that of Neoclassicism is
that the former assumes that economic agents operate in an environment of uncertainty, while the
latter is premised on perfect foresight (or, at worst, risk).  This distinction means that in Post
Keynesian economics, insufficient aggregate demand can lead to extended periods of less than
full employment; in Neoclassicism, on the other hand, there always exists sufficient demand to
purchase all output offered for sale (only coordination problems or external constraints, such as
minimum wage laws, can inhibit full employment equilibrium).   Because the system is
otherwise completely determined, the the monetary/financial side of the macroeconomy plays no
role in the Neoclassical approach (save in obligingly offering the requisite funding and in setting
the numeraire).  It is not necessary to know interest rates, prices, money supplies, portfolio
investor attitudes, etcetera, to know the long-run level of output and employment that will prevail
overall and in every industry.
In Post Keyensianism, because it is possible for aggregate quantity demanded to fall short3
of the quantity supplied, there is no guarantee that all those who wish to be employed at the
current wage rate will find employment.  In this environment, financial variables are crucial, as
are interest rates and agents’ attitudes toward liquidity.  When agents shift toward more liquid
forms of saving, for example, so employment suffers.  This places the economy on a new growth
path and therefore constrains future choices.  The past affects the future and money matters in
both the short and long run.
It is for these reasons that in attempts to explain exchange rate determination
Neoclassicals have focused on the real side of the economy (trade flows, in particular) while Post
Keynesians have looked to portfolio capital flows.  That financial investment comprises the
overwhelming majority of international economic transactions is clear to both sides;
Neoclassicism, however, views this as white noise or, alternatively, simply the process by which
trade flows (which will ultimately become balanced) make themselves felt.  Post Keynesians
view investment capital as a force unto itself, capable of being an independent agent shifting the
economy onto a new track.  The long run is not independent of financial factors.
1.1 Neoclassicism: Purchasing Power Parity
Two specific Neoclassical theories of currency price determination are tested here:
Purchasing Power Parity and the Monetary Model.  These were selected both because they are
extremely popular and they are presented as long run theories (particularly Purchasing Power
Parity).  Beginning with the former, it argues that once exchange rates are taken into account, the
average price of goods and services world wide should be equal. That is (using the US and Japan
to make the example more concrete), 4
(1) ¥/$ = P¥/P$
where ¥/$ is the yen price of dollars, P¥ is the average price of goods and services in Japan, and
P$ is the average price of goods and services in the United States. If this relationship does not
hold and there are no taxes, transportation, or transactions costs, then it must be that one
country’s merchandise is cheaper than the other’s (to both sets of residents). This sets into
motion arbitrage that will restore the equality. In this way, it is implied that the trade balance
drives the exchange rate and that there is a systemic tendency for balanced trade to emerge as the
equilibrium. Capital flows play no role in Purchasing Power Parity.
Equation (1) shows absolute Purchasing Power Parity.  Because of measurement issues
and the likelihood that tariffs, transportation costs, etc., do exist, what is more commonly tested
is relative Purchasing Power Parity, which is simply equation (1) measured as rates of change
(such that relative rates of inflation determine currency appreciation or depreciation).
1.2 Neoclassicism: Monetary Model
The Monetary Model is the monetarist approach to domestic macroeconomic modeling
with Purchasing Power Parity attached.  It can thus be understood as equation (1) with a specific
explanation of prices added.
The monetarist explanation of price determination takes the equation of exchange, and
solves for P:
(2) P = MV/y,
where P is the domestic price level, M is the supply of money, V is the velocity of money, and y
is real output.  Substituting (1) into (2) (and continuing to use the US and Japan):5
(3) ¥/$ = (M¥V¥/y¥)/(M$V$/y$).
As with Purchasing Power Parity, the Monetary Model is actually studied as rates of
change rather than as levels (in particular, in log form).  Consequently, since it is a function of
slow-to-change habits and institutions, V drops out.  Meanwhile, despite the fact that it is
assumed that y is inexorably drawn toward its natural rate of growth (and thus constant over the
very long run), it can vary in the short run as money illusion on the part of workers “fools” them
into working more (or less) than they would otherwise choose under full information.  It is
therefore included in the logged version of (3) (even though V is not).  Note again that the trade
balance plays the central role in the adjustment process and that we should expect to see no
lasting impact from a change to any financial factors.  In the long run money is neutral.
1.3 Post Keynesian View
The Post Keynesian approach to exchange rate determination assumes a dominant role for
portfolio capital flows.  Though it is certainly true that, ceteris paribus, increasing exports in an
economy will lead to currency appreciation, the more common scenarios involve the sale of
assets rather than goods or services.
Given the musical-chairs nature of modern capital markets, agents could decide that any
particular variable is of importance in forecasting and it would become so.  In financial markets,
forecasts and asset prices (including exchange rates) are not independent of one another; far from
it–aggregate expectations determine prices (Davidson 1982-83).  But, market participants do not
arbitrarily select the inputs into their forecasting equations.  They are instead guided by mental
models of the currency market that are in turn based on experience and scholarly and professional2Note that in a world dominated by trade flows a rise in GDP would actually be expected
to cause a depreciation of the domestic currency since it would lead to a rise in imports.
6
research.
The variables comprising the inputs in these mental models are many and varied. 
Fortunately, they follow a particular logic and the patterns can be identified.  For example, all
variables considered ultimately fall into one of three categories: factors affecting interest rates,
macroeconomic growth and stability, and rates of inflation.  Each of these is thought by agents to
have a direct impact on the profitability of assets.  The role of the first is fairly straightforward–as
interest rates rise, so, ceteris paribus, does the attraction of holding those interest-bearing assets. 
Macroeconomic growth and stability add to the predicted value of assets issued in that economy
both because they reduce the chance of default and because they mean that firms can expect
higher profits (raising the possibility of larger dividends and/or increasing stock prices).
2  Finally,
inflation is expected to diminish the worth of assets by reducing the value of the currency in
which they are denominated.
Another important prediction of the Post Keynesian approach is the existence of powerful
bandwagon effects.  Though one sees this discussed on occasion in the literature on financial
markets, even when the conclusion is positive it is nevertheless thought that this phenomenon is
significant only over very short time horizons: hours, days, and weeks, for example.  It is my
contention, however, that one cannot explain even annual currency price movements without
considering the momentum created by the institution of foreign exchange trading.
The bandwagon effect is a function of the psychology of the foreign currency market and 
is created by five factors.  The first three are the primary heuristics that psychologists say people3For an extensive discussion of the psychological approach to decision making see
Harvey 1998.
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use in making decisions: availability, representativeness, and anchoring.
3  Availability is
employed when an agent is deciding how frequent (if recollecting the past) or likely (if
forecasting the future) something is.  Basically, the more available something in memory, the
more likely or frequent it is deemed.  Citizens of Helsinki, for example, no doubt find it easier to
recall instances of snowfall in January than in July, and they are quite right.  Availability can thus
be a reliable and efficient method.  Hoewver, bias is easily introduced.  Anything that makes an
event easier to recollect or imagine makes it more available–even if that something is not the true
frequency.  For example, if a past occurrence was particularly dramatic or happened in the
relatively recent past, it becomes more available and thus agents view it as more frequent and
likely than would otherwise be true.
Representativeness is used when trying to decide if object A belongs to class B.  The
simple rule is the more A resembles (“represents”) B, the more likely A belongs to B.  For
instance, a series of tosses resulting in heads, heads, tails, heads, and tails could reasonably be
thought to have resulted from a fairly-weighted coin; meanwhile heads, heads, heads, heads, and
tails, though still possible, raises suspicion–perhaps it is not the case that object A (the pattern of
coin tosses) belongs to class B (outcomes created by random tosses of a fairly weighted coin). 
Again, this seams a reasonable method, and in many instances it serves us well; but, like
availability, it introduces bias.  In particular, psychologists have found that representativeness
causes agents to ignore simple rules of statistical inference.  There are two main implications of
this.  First, people believe that process B is only capable of creating A’s that looks very much8
like what they expected.  Individuals commonly respond in studies that heads, heads, heads, tails,
tails would be more likely than heads, heads, heads if a fairly weighted coin were tossed, despite
the fact that the latter is clearly a subset of the former.  The problem is that the former looks more
like what one characterizes as random; it represents the A one would expect given B (tosses of a
fairly weighted coin).
The other side of this is that for every particular A, agents assume that there must be a
unique B that creates just that outcome.  The classic manifestation of this is the widespread belief
in the “hot hand.”  When an athlete scores a goal, gets a hit, makes a basket, etc., observers
assume that the outcome (scoring) is the function of a process (the athlete is in an especially
skillful mode, i.e., their B has changed).  They then believe it more likely that the athlete will
continue the positive contributions to her team–that she has the “hot hand.”  There is a wealth of
evidence, however, that such events are no more likely to create continued success for the athlete
than tossing three heads in a row–an unlikely but certainly possible outcome–is to create a
continued series of heads (Albert and Bennett 2001; Gilovich, Vallone, and Tversky 1985).  Still,
people persist in the belief that the A must have resulted from a specific B, rather than viewing
performance as a variance around a mean skill level.
Anchoring describes a fascinating phenomenon that has seemingly little foundation in
logic–when a forecast is created by making a first estimate and then adjusting, agents rarely move
far from that initial estimate regardless of the process whereby it was created.  A famous study
by Amos Tversky and Daniel Kahneman (1974) asked individuals to estimate the percentage of
African countries that were in the United Nations.  Before they could offer an answer, a wheel of
fortune with numbers ranging from 1 to 100 was spun in front of them.  Once it had come to rest4I have found this very easy to replicate in the classroom.
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on a value, the subjects were asked to give their estimate plus or minus that value.  Despite the
fact that the numbers were clearly generated randomly (before the very eyes of the subjects of the
experiment), agents anchored to them.
4
Fourth is conventional wisdom, a concept discussed both by Keynes and modern
psychologists.  The basic idea is that one has more to lose by taking risks and following the
unconventional path than by playing it safe and following convention.  This is so because those
who are successful when flaunting convention may be labeled as lucky, and those unsuccessful
are clearly fools; meanwhile, those unsuccessful when following the crowd could hardly be
blamed, and those who were successful acted rationally.  Clearly, there is more to be gained by
accepting conventional wisdom.
Last, agents lack complete confidence in their forecasts.  Even if the market’s aggregate
expectation is that the yen, for example, is going to move to 150/$ from its current 140/$, that
does not mean that confidence is such that a sufficient number of agents will move sufficient
funds to immediately drive the yen to that price.  After all, they could be wrong.  So the actual
volume of capital movement may be enough to move the yen only to, say, 143/$.  However, if
there has been no change in the original forecast of 150/$, the move from 140/$ to 143/$ will
raise agents’ confidence.  They will then engage in another round of yen asset sales (and driving
the yen below 143/$).  The evidence that their forecast has been substantiated leads them to
increase their confidence and “put their money where their mouths are.”
These five factors combine to create powerful bandwagon effects in the foreign currency
market.  Availability means that more recent and dramatic currency price movements will be5In April 1998, the dollar was involved in 87% of global currency trade, the mark 30%,
and the yen 21%.  The next closest was the pound sterling at 11% (Bank for International
Settlements 1999).
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thought of as more frequent and therefore likely; representativeness causes agents to assume that
there must be some underlying logic to recent price movements (even if it is not quite evident to
them); anchoring is especially important during periods of volatility since agents’ shift their
anchor from levels to rates of change; the desire to follow conventional wisdom leads agents to
follow trends; and forecast substantiation means that as currency prices move in expected
directions, so agents gain confidence and push it even further.
In summary, currency markets today are dominated by capital flows, and therefore in turn
by agents’ forecasts of which country’s assets are likely to be the most profitable.  Those
forecasts are molded by the mental models of the market participants.  The primary variables
included consist of some set thought to either predict or reflect interest rates, macroeconomic
growth and stability, and inflation.  Finally, there are also powerful bandwagon effects in foreign
currency markets that must be taken into account, even over long time horizons.
2.0 Empirical Tests
To see which theory performs best each was tested using annual data for the dollar-
Deutsche Mark and the dollar-yen from 1975 through 1998.  The particular exchange rates were
selected because they represent the overwhelming majority of the market.
5  The time period
represents the beginning of the float (giving a couple of years for adjustments to take place) up to
the end of the Deutsche Mark and the advent of the Euro.  The data are annual so that the results
will be more likely to favor the Neoclassical models, which are purported to be explanations of11
long run market behavior.  So as to be fair to the Monetary Model and Purchasing Power Parity,
the statistical methods used by adherents to those approaches were employed (i.e., unit root tests
and cointegration).  Meanwhile, the Post Keynesian approach was tested using ordinary least
squares.
2.1 Neoclassicism: Purchasing Power Parity
Beginning with Purchasing Power Parity, recall that the theory suggests the following
(using the dollar-yen market for exposition):
(1) ¥/$ = P¥/P$
The real exchange rate can be calculated by multiplying both sides by ¥/$:
(2) Q = ($/¥)(P¥/P$).
The variable Q is known as the real exchange rate.  If Purchasing Power Parity holds, then Q
should be equal to 1.  In practice that would only occur by coincidence since the exchange rate
and price levels are not measured in the same terms (and the latter further is dependent on the
base year selected), but one could still expect Q to be constant.  Hence, one method of testing
Purchasing Power Parity is testing the constancy of Q.
A popular means of accomplishing this is taking Q and testing for unit roots.  If a unit
root is discovered, then the process is non-stationary and therefore exhibits trends, seasonal
patterns, or variances that change over time.  Such a finding is not supportive of Purchasing
Power Parity (Lopez, Murray, and Papell 2004).
The results of such a test are reported in Table 1.  The data used were annual exchange
rates and consumer price indices, both from the International Financial Statistics CD-ROM.  The12
Table 1.  PPP Unit Root Tests, ADF tests.
                                                                                                                                                                                                                                                                                                                          
      5%
 real real critical
DM/$ ¥/$  value
                                                                                                                                                            
   Levels -2.5008[1, i] -3.00
   1
st Differences -3.4475[0] -1.96
   Levels -0.6646[0] -1.96
   1
st Differences -3.21[0] -1.96
                                                                                                                                                            
                                                                                                                                                            
ADF is Augmented Dickey Fuller test statistic.  Bolded entries reject the null hypothesis of a unit
root (i.e., non-stationarity) at the 5% level or better (if an entry below the variable name shows a
value less than the critical one listed on the right then the null hypothesis is rejected).  The
number of lagged differences was initially five for each (and test included trend and intercept). 
Then general to specific methodology followed.  Bracketed numbers are number of lagged
differences and  i indicates intercept included; none of the final estimates include a trend.6This is standard practice and biases the results towards acceptance of Purchasing Power
Parity.
7That stationarity is achieved in first differences is of interest from a statistical standpoint,
but not helpful in terms of supporting the theory.  It merely suggests that the changes in Q over
time do not exhibit trends–but change it does.
13
 data are in log form so that it is actually relative Purchasing Power Parity that is being tested.
6 
The number of lags selected and the inclusion or exclusion of a trend or intercept was determined
using the general-to-specific method that is popular in the literature, whereby one begins with the
maximum number of lags and both an intercept and trend, dropping them one by one as they fail
to show significance at at least the five-percent level (this is detailed in Cuddington and Liang
1998).  Hence, one is permitted some freedom in selecting the model specification once
estimation is under way so long as the basic theory is still represented.
The results were typical, showing little support for Purchasing Power Parity over the
floating period.  The values on the “Levels” line for each currency would be bolded if the
evidence suggested that Q was a stationary time series (as hoped).  They are not.
7
2.2 Neoclassicism: Monetary Model
Equation (3) above gives the Monetary Model:
(3) ¥/$ = (M¥V¥/y¥)/(M$V$/y$).
Because V is assumed to be constant, testing need only occur on:
(3') ¥/$ = (M¥/y¥)/(M$/y$).
In addition, variables are measured in log form (where “ln” indicates log form):
(3'’) ln(¥/$) = (lnM¥ - lnM$) - (lny¥ - lny$).8As in the previous table, the general-to-specific approach was adopted.  Here, it was used
to both determine the existence of deterministic trends and intercepts and the lag intervals.  In
general, I tried to bias my results in favor of acceptance of the Monetary Model and Purchasing
14
The equation actually estimated for this study was a slight variation of (3'’):
(7) ln(¥/$) = "0 + "1(lnM$ - lnM¥) + "2(lny$ - lny¥)
where it expected that "1 = -1, and "2 > 0 (Rapach and Wohar 2002).  The data used were the
annual exchange rate, industrial production indices, and M2 (for Japan, Money + Quasi Money)
from the International Financial Statistics.
Many researchers have found that the time series used for modeling the Monetary Model
are non-stationary, meaning that data have trends, seasonal patterns, or variances that change
over time.  If that is the case, then a basic assumption regarding the asymptotic properties of the
phenomenon in question is being violated and serous errors, such as spurious regression, can
occur.  Consequently, each of the variables in (7) was tested for unit roots.  The results are shown
in Table 2.  The fact that the levels exhibit unit roots but the differences do not indicates that
ln(¥/$), (lnM$ - lnM¥), and (lny$ - lny¥) are I(1), or integrated of order one, meaning that testing
the Monetary Model using standard methods runs the risk of spurious regression.
However, an alterative testing method exists.  If a linear combination of the integrated
series is stationary (meaning that they are caused by a common process, a process that cancels
out if estimated properly), then a statistically reliable estimate of the relationship can be made. 
To answer the first question a  Johansen cointegration test was conducted, the results of which
are shown in Table 3.
In each case it was indicated that the three time series were cointegrated (i.e., their non-
stationarity is caused by a common process).
8  This means that the parameter estimates given byPower Parity by searching for the model parameters that gave the best results.
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Table 2.  Monetary Model Unit Root Tests, ADF tests.
                                                                                                                                                                                                                                                                                                                          
Log      Log Log 5%
Exchange Money Real critical
Rate Supplies Output value
                                                                                                                                                            
GERMANY
   Levels -1.0158[0] -1.9566
   1
st Differences -3.4391[0] -1.9574
   Levels -0.8367[1] -1.9574
   1
st Differences -2.5191[0] -1.9574
   Levels -1.5284[0] -1.9566
   1
st Differences -3.1507[0] -1.9574
JAPAN
   Levels -1.5507[0] -1.9566
   1
st Differences -3.2140[0] -1.9574
   Levels -0.5531[1] -1.9574
   1
st Differences -2.6771[0] -1.9574
   Levels -1.5601[1] -1.9574
   1
st Differences -3.1436[0] -1.9574
                                                                                                                                                            
                                                                                                                                                            
ADF is Augmented Dickey Fuller test statistic.  Bolded entries reject the null hypothesis of a unit
root (i.e., non-stationarity) at the 5% level or better (if an entry below the variable name shows a
value less than the critical one listed on the right then the null hypothesis is rejected).  The
number of lagged differences was initially five for each (and test included trend and intercept). 
Then general to specific methodology followed.  Bracketed numbers are number of lagged
differences; none of the final estimates include a trend or intercept.16
Table 3.  Johansen cointegration test: The Monetary Model.
                                                                                                                                                                                                                                                                                                                          
Likelihood 5% Critical
Null Ratio Test    Value
                                                                                                                                                           
GERMANY (lag intervals: 1 3)
assumes linear deterministic trend in data, intercept and trend in equation
r = 0  80.13 42.44
r # 1 36.33 25.32
r # 2 13.27 12.25
JAPAN (lag intervals: 1 3)
assumes linear deterministic trend in data, intercept but no trend in equation
r = 0  54.44 29.68
r # 1 21.58 15.41
r # 2 5.71 3.76
                                                                                                                                                                                                                                                                                                                         
Bolded entries reject the null hypothesis of no cointegration at the 5% level or better (if an entry
below the variable name shows a value greater than the critical one listed then the null hypothesis
is rejected).  Started with lagged interval pairs of 1 and 12, then reduced number following the
general-to-specific method.
r = n indicates null hypothesis of n cointegrating vectors.9Real GDP growth was the rate of change of US nominal GDP in billions of dollars
divided by the US consumer price index minus the rate of change of German (Japanese) nominal
GDP in billions of marks (yen) divided by the German (Japanese) consumer price index; the
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the Johanson cointegration should be reliable.  These are shown in Table 4.
The dollar-yen regression worked best, with the output variable significant; however, the
coefficient on money is significantly different from -1.  The latter is also true on the equation for
Germany and the US, with the added problem that the output variable is not significant (though it
would have been had a negative sign been theoretically valid).  In sum, the typical result is found:
no support for the Monetary Model.
2.3 Post Keynesian View
Finally, the Post Keynesian approach was tested.  The theory leads us to expect the
following: a currency price driven by factors thought to reflect or predict changes in interest
rates, macroeconomic growth and stability, and inflation, and bandwagon effects.  We should
also expect that those factors associated directly with financial variables to be the most
significant in determining foreign exchange rates.
The first hurdle is deciding exactly what those factors are that are thought to be associated
with interest rates, macroeconomic growth and stability, and inflation.  Fortunately, this is less
difficult to accomplish in a study where the time horizon of the observations is one year. 
Deciding what agents read into central bankers’ speeches or labor-management relations is
unnecessary–we can focus more or less directly on the variables mentioned above: macro growth,
interest rates, and inflation.  The variables selected were real GDP growth, short-term interest
rates, and consumer price inflation.
9  In each case, the foreign (i.e., German or Japanese)interest rate was the US federal funds rate minus the German (Japanese) money market rate; and
inflation was the rate of change of the consumer price index.
18
Table 4.  Monetary Model Estimations (log of currency per dollar dependent).
                                                                                                                                                                                                                                                                                                              
Constant Money Output Trend
                                                                                                                                                      
Germany -0.978 -0.561 -10.180.0767
(0.251) (1.89)(0.017)
Japan -9.45 7.303 0.6173NA
(1.13) (0.40)
                                                                                                                                                                                                                                                                                                             
Parenthetical values are standard errors.
Bolded entries are significant at at least the 10% level where the null hypothesis for Money is -1
and that for Output is < 0.  Note that rejecting the null hypothesis for Money is not supportive of
the theory.10More specifically, the trend is an average of the past six monthly changes in the
exchange rate (up through November to December of the previous year).  The most recent of the
six is multiplied by six, the second most recent by five, and so on.  Then that value is divided by
twenty-one.
19
equivalent was subtracted from the US.  For the trend, a simple weighted moving average was
constructed using the average monthly exchange rate over the previous six months (i.e., July
through December of the previous year).
10
There were also several crucial political events over 1975-1998 that may have played into
agents’ views of interest rates, inflation, and macro stability and growth.  First, there were the
energy crises, which tended on average to favor the dollar as the US was seen to be more
insulated form the effects than its trading partners.  In addition, German reunification arose as a
drag on the mark from 1989 through 1991.
The following regression was estimated as representative of the Post Keynesian view
(continuing with the convention of using the dollar-yen market for exposition):
(8) d(¥/$)t = $0 + $1Trendt + $2Rt
$-¥ + $3CPIt
$-¥ + $4GDPt
$-¥ + $5Energyt + $6Unificationt + et
where d(¥/$)t is the first difference of the exchange rate measured in foreign currency units per
dollar, Trendt is as described above,  Rt
$-¥ is the US Federal Funds interest rate minus the foreign
money market rate, CPIt
$-¥ is US CPI inflation minus the foreign,  GDPt
$-¥ is the rate of real GDP
growth in the US minus that in the foreign country, Energyt is the dollar price to consumers of a
btu of energy, Unificationt is a dummy for the years of greatest concern regarding German
unification (1989, 1990, and 1991; this variable was not included in the regression for the dollar-
yen), and et is the stochastic error term.  It was necessary to measure the dependent variable as a
first difference since levels created serial correlation problems, which is at any rate more11One must be very careful (i.e., ethical), as the line between exploration and data mining
can quickly become blurred.  However, this is no different from the general-to-specific method
employed in the Neoclassical research.
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challenging to explain.  All data are from the International Financial Statistics CD-Rom with the
exception of Energy, which is from the US Department of Energy, Annual Energy Review:
2002.
When moving from theory to empirical work, the manner in which to measure dependent
and independent variables is not always evident.  Should they be as levels, differences, rates of
change, et cetera?  And which version of the variable is the one upon which agents focus?  After
all, there are a variety of interest rates, price levels, production measures, compensation figures,
and so on.  As much as possible, it is incumbent on the researcher to find clues as to the propriety
of the choices available for data before the regression is estimated.  But, ultimately, questions
will remain and exploration (in the form of experimentation with data selection and variable
measurement) will be necessary.
11
In the present paper, I limited myself to the three major categories listed above (i.e.,
interest rates, inflation, and macro growth) and selected the six-month horizon for the moving
average a priori (this was based on my observation that the most obvious instance of a
bandwagon during the time period studied, the run up of the dollar through 1985, appeared to
move the dollar for roughly six months longer than justified by the “fundamentals”).  Otherwise,
I tried two transformations (in turn and together) on Rt
$-¥, CPIt
$-¥, GDPt
$-¥, and Energyt: each was
first differenced and/or multiplied by its absolute value (so that the result is its square, but
retaining the original sign–I have found in exchange rate research that agents often become
relatively more responsive as the absolute value of variables rise).  At that point, which I chose12The results I present here are not, incidentally, the best I was able to generate.  They are,
however, the ones in which I have the most confidence.
13Because of the manner in which many are measured the parameters are difficult to
interpret and are therefore not discussed in the context of Table 5.  They impact of changes in the
explanatory variables is the focus of Table 7, however.
21
for the final regression was determined entirely by fit.  In addition, I chose to undertake this
process first for the $-DM market (the world’s largest) and then simply superimpose that
specification on the $-¥.  It is entirely possible that the participants in the two markets vary in
how they react to phenomena, but I was uncomfortable in making such an argument based solely
on t-scores and adjusted R
2's.  This is despite the fact, incidentally, that I did fit each market
separately in the Neoclassical tests.
12
Table 5 shows the estimated equations (where Trendt and Rt
$-¥ are squared, CPIt
$-¥ is
differenced, and GDPt
$-¥, Energyt, and Unificationt are neither squared nor differenced).  The
results, while not ideal, are certainly far superior to those had by the Monetary Model and
Purchasing Power Parity (a particularly striking fact given that the latter are supposedly at their
best when explaining over long time horizons).  The regression for the dollar-Deutsche Mark
explains some 77% of the variation in the changes in year-to-year exchange rates, with the trend,
interest rate, and inflation variables proving significant.  For the dollar-yen, 70% of the
fluctuation is explained, with trend and the interest rate significant.  Note that the results in
general imply the greater importance of the financial side of the economy.
13
Table 6 shows descriptive statistics for the variables in the study.  On average during the
period studied, the dollar fell by 3 pfennigs and 7 yen per year.  However, both the $-DM and the
$-¥ markets showed a great deal of volatility, much more so than their respective explanatory22
Table 5.  Post Keynesian Results: Germany and Japan.
                                                                                                                                                                                                                                                                                                                          
Dep Var Trendt Rt
$-¥   CPIt
$-¥   GDPt
$-¥   Energyt Unificationt R
2 D-W
                                                                                                                                                            
d(DM/$) 96.23 0.0031 -4.93 0.47 0.0232 0.1062 0.770 2.47
(6.07) (1.47) (2.99) (0.62) (0.95) (0.98)
d(¥/$) 0.886 0.245 -245.4 -107.3 3.75 NA 0.696 1.96
(5.34) (1.58) (1.10) (1.14) (1.18)
                                                                                                                                                                                                                                                                                                                         
Parenthetical numbers are absolute values of t-statistics.
Boldface entries of parameter estimates indicate rejection of the null hypothesis at the 10% level
or better.  A positive sign was expected for every variable except CPI.
n = 2223
Table 6.  Descriptive Statistics, Dependent and Independent Variables.
                                                                                                                                                             
                                                                                                                                                            
standard coefficient
average maximum minimum deviation of variation
                                                                                                                                                            
Germany
d(DM/$) -0.0305 0.4423 -0.7732 0.2543 833%
Trendt -0.0006 0.00252 -0.0071 0.0018 296%
Rt
$-DM 5.7758 28.4089 -34.81 13.9462 241%
CPIt
$-DM -0.0004 0.0222 -0.0458 0.0187 5003%
GDPt
$-DM -0.0038 0.0419 -0.1987 0.0501 1325%
Energyt 7.2133 8.78 3.33 1.7398 24%
Unificationt 0.125 1 0 0.3378 270%
Japan
d(¥/$) -7.2152 28.60 -69.97 22.33 309%
Trendt -5.2895 19.61 -62.81 16.45 311%
Rt
$-¥ 12.45 80.10 -23.52 19.12 154%
CPIt
$-¥ 0.0020 0.0511 -0.0218 0.0186 915%
GDPt
$-¥ -0.0025 0.0576 -0.059 0.0308 1248%
Energyt 7.2133 8.78 3.33 1.7398 24%
                                                                                                                                                            
                                                                                                                                                            14Actually, I found this to be a bit surprising since there were times over the period
studied that agents viewed inflation as a negative, while on other occasions they saw it as a
harbinger of higher future interest rates and hence as a positive.  But perhaps the time lag in the
minds of market participants between the appearance of inflation and the rise in rates is well
within one year so that the latter is already reflected in the interest data.
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variables with the exception of CPIt
$-¥ and GDPt
$-¥.  Even more interesting are the measures of
impact in Table 7.  These show how much the dependent variable changes given a one standard
deviation increase in the independent variable.  For example, a one standard deviation rise in the
squared excess of US nominal interest rates over foreign ones, ceteris paribus, leads to a 4.3
pfennig appreciation in the dollar (or 4.69 yen).  The italicized numbers convert the impacts into
standard deviations of the dependent variable.  Note the tremendous importance in both markets
of the more strictly financial variables.  The effects of GDPt
$-¥,  Energyt, and Unificationt are
more context sensitive.  There may be times when agents become jaded or place a different
interpretation on their impact.  But one can hardly misconstrue higher interest rates.  The effect
on portfolio values is very straightforward.  Likewise, a sustained movement in a currency is a
very distinct and easy to understand event.  With respect to inflation, the message also appeard to
be loud and clear on the $-DM market and only missed being so in the $-¥ by a small margin
(though, to be fair, it did miss).
14
3.0 Conlcusions
All in all, I think that it can be safely said that even over the long term the Post Keynesian
approach, emphasizing as it does the role of capital markets, investor psychology, and financial
variables as the focus of market participants’ actions, shows itself to be more relevant to modern
currency markets than Neoclassical approaches such as Purchasing Power Parity and the25
Table 7.  Effect on Annual Exchange Rate Movements of Changes in Explanatory
Variables.
                                                                                                                                                                                                                                                                                                                          
Trendt Rt
$-¥   CPIt
$-¥   GDPt
$-¥   Energyt Unificationt
                                                                                                                                                            
d(DM/$) 0.177 0.043 -0.092 0.024 0.040 0.036
69.8% 17.0% -36.3% 9.27% 15.8% 14.1%
d(¥/$) 14.6 4.69 -4.57 -3.30 6.52 NA
65.3% 21.0% -20.5% -14.8% 29.2%
                                                                                                                                                                                                                                                                                                                         
Bolded variables are those shown to be significant in Table 5.
Normal script values on the table show how much the dependent variable changes given a one
standard-deviation increase in the independent variable.  The italicized values below show that
same change as a percentage of the dependent variable’s standard deviation.  Hence, for example,
when for the dollar-Deutsche Mark equation, if Trend increases by one standard deviation
(0.0018), this will cause the annual change in DM/$ to increase by 69.8% of its standard
deviation (a raw increase of 0.177 divided by the standard deviation of 0.2543).26
Monetary Model.  Indeed, upwards of 70% of the variation in year-to-year foreign exchange rate
fluctuations can be explained by a relatively simple model.  Though I still believe that the time
horizon over which international financial markets are best explained falls within the range of
days to months, this foray into the battlefield heretofore dominated by Neoclassicism has been
enlightening.  In one sense, however, none of this should have been very surprising.  The core of
the Monetary Model is Purchasing Power Parity, and a survey of US currency dealers by Yin-
Wong Chin and Menzie D. Chinn found that an overwhelming majority of dealers (63.04%)
thought Purchasing Power Parity was nothing more than “acadamic jargon” (Figure 11.a)!27
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