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Abstract
By using the Holevo-Schumacher-Westmoreland (HSW) theorem and through solving eigenvalues of states out from the
quantum noisy channels directly, or with the help of the Bloch sphere representation, or Stokes parametrization representation,
we investigate the classical information capacities of some well-known quantum noisy channels.
PACS numbers: 03.67.H
Introduction
Calculating the information capacities of quantum
noisy channels is an important task for studying quan-
tum communication [1]. It has attracted much interest
and many methods and results are proposed and obtained
[2]. This interest was mainly stimulated by interplay be-
tween quantum communication theory and quantum in-
formation ideas related to more recent development in
quantum computing and quantum communication. Un-
like classical channels, which are adequately character-
ized by a single capacity, a quantum channel has several
distinct capacities. They include (1) classical capacity
Cpp, for transmitting classical information by encoding
it with quantum product states and decoding it with in-
dividual measurement [3] [4]; (2) classical capacity Cpe,
for transmitting classical information by encoding it with
quantum product states and decoding it with collective
measurement [5] [6] [7]. Similarly, there are another two
capacities denoted by Cep and Cee; (3) entanglement-
assisted classical capacity [8] Cea which describes the ca-
pacity of transmitting intact quantum states by the help
of prior entanglement between the sender and the re-
ceiver; (4) quantum capacity Q, a supremum of coherent
information which is the correspondence of mutual in-
formation in classical information theory [9] [10]; and (5)
classical assisted quantum capacity Qc [11]. In general,
it is difficult to calculate these capacities by their defini-
tions. Scientists discovered some clear expressions which
may simplify the calculation but there are still involving
some technical problems. So for calculating the capaci-
ties distinctly some special methods are developed in last
years. By using some special methods we have investi-
gated the entanglement-assisted classical information ca-
pacities of some single qubit quantum noisy channels [12].
In this paper our investigation focus on classical informa-
tion capacities Cpe for some well-known quantum noisy
channels. In subsection 2.1 we will investigate the capac-
ities of depolarizing and erasure quantum noisy channels.
The capacities of these two kinds of channels can be cal-
culated by solving eigenvalues of output states directly.
In subsection 2.2 we will calculate the capacities of ser-
val well-known quantum noisy channels with the help of
Bloch sphere representation of qubit quantum state. In
subsection 2.3 we use the Stokes parametrization repre-
sentation of qubit quantum state to investigate the capac-
ities of amplitude damping channel and splaying channel.
A brief conclusion will close this paper in the last section.
I. CALCULATING THE CAPACITIES OF
QUANTUM NOISY CHANNELS
Interactions with the environment are the fundamental
source of noise in both classical and quantum systems. It
is often not easy to find exact models for the environment
or the system-environment interaction. However, some
quantum noisy models, for example, depolarizing chan-
nel, phase damping channel, two-Pauli channel, ampli-
tude damping channel etc. [13] can attain a high degree
of accuracy in modeling of noise in circuits of quantum
computation and quantum communication [14]. So cal-
culating the capacities of quantum noisy channels is a
significative work. We start our research with reviewing
some concepts as follows.
⋆Operator sum representation: Every completely posi-
tive trace-preserving map ε can be regarded as a channel
which can be represented (non-uniquely) in the Kraus
form
ρ′ = ε (ρ) =
∑
E†kρEk (1)
which is also called operator sum representation. Here,
Ek is the Kraus operators and ρ is the density matrix of
input state and ρ′ is the density matrix of output state.
⋆ Unital map: [15] If ε map the identity operator to
itself i.e.
ε (I) = I, (2)
this map is a unital map.
⋆ Bloch sphere representation: A density matrix of a
qubit quantum pure state can be expressed as
ρ =
1
2
(
1 + cos θ e−iϕ sin θ
eiϕ sin θ 1− cos θ
)
. (3)
1
This expression is called Bloch sphere representation of
qubit quantum state.
⋆ Holevo-Schumacher-Westmoreland (HSW) theorem:
[5], [6], [7] The classical information capacity (encoding
with pure product states and decoding with collective
measurement) of quantum channel is given by
Cpe = sup
{pj ,ρj}
(
S(
∑
j
pjε
(
ρj
)
)−∑
j
pjS
(
ε
(
ρj
)))
. (4)
Here, S(τ ) = −τ log (τ ) ( where and throughout this pa-
per the logarithms are taken to base two) denotes the
von Neumann entropy, pj is the probability of state ρj in
ensemble
{
pj, ρj
}
.
⋆ If a map is unital, then the classical information ca-
pacity Cpe can be obtained with orthogonal input [15].
By using above definitions, theorem and proposition
we now investigate the capacities Cpe for some well-
known quantum noisy channels.
A. By solving the eigenvalues of output states di-
rectly
In this subsection we will investigate the classical in-
formation capacities Cpe of depolarizing channel and the
erasure channel through solving eigenvalues of output
states directly.
• Depolarizing channel: At first, we investigate the
memoryless depolarizing channel (memoryless is assumed
throughout this paper for all channels). Depolarizing
channel is a important type of quantum noisy channels.
It models a decohering qubit that has particularly nice
symmetry properties. There are many practical quan-
tum processes corresponding to this model [2]. Its Kraus
operators are
Ed0 =
√
1− ηI, Ed1 =
√
η
3
σ1, E
d
2 =
√
η
3
σ2, E
d
3 =
√
η
3
σ3.
(5)
σi (i = 1, 2, 3) denote the Pauli matrices; I is the iden-
tity matrix in the Hilbert space of C2×2; η is the error
occurring probability of quantum state passing through
a depolarizing channel. So when a quantum state ρ is
transmitted through this channel the state becomes
ρ′ = εd (ρ)
= (1− η) ρ+ η
3
(σ1ρσ1 + σ2ρσ2 + σ3ρσ3) , (6)
where εd denotes a map of depolarizing channel (we use
the first or the first two or three letters of the names of
the channels as the superscripts to differentiate the map
ε, Kraus operators Ei and so on of different channels);
we set ρ is the input pure state and ρ′ is the output state
(in general, it is mixed state) of input state ρ; This map
εd is a unital map. From the following relationship
2I = ρ+ σ1ρσ1 + σ2ρσ2 + σ3ρσ3 (7)
we can obtain the two output states ρ′
1
and ρ′
2
of a pair
of input encoding states ρ
1
and ρ
2
as
ρ′
1,2 =
(
1− 4η
3
)
ρ1,2 +
2η
3
I. (8)
ρ′
1
has the eigenvalues αd
1
= 1 − 2η/3, αd
2
= 2η/3,
similarly ρ′2 has the eigenvalues β
d
1 = 1 − 2η/3, βd2 =
2η/3 (in the following we always denote the eigenval-
ues of states ρ′1 with αi and ρ
′
2 with βi (i = 1, 2)).
So S
(
εd
(
ρj
))
= H (2η/3) which does not depend on
ρj at all. Here, H (τ ) denotes the binary entropy i.e.
H(τ ) = −τ log τ − (1 − τ ) log(1 − τ ). Thus, Cpe can
be achieved by maximizing the entropy of mixed state
̺d =
∑
j pjε
d
(
ρj
)
which may be done through a pair or-
thogonal input states (we denote the mixed density ma-
trix
∑
j pjε
(
ρj
)
always by ̺ in this paper). For example,
we calculate it by simply choosing the |0〉 and |1〉 of single
qubit, so we immediately obtain a eigenvalues of mixed
state ̺d as γd
1
= γd
2
= 1/2 (we always denote the eigen-
values of mixed state ̺ =
∑
j pjε
(
ρj
)
by γi ). Thus, we
can obtain its capacity as
Cdpe = 1−H
(
2η
3
)
. (9)
• Erasure channel: The capacity of another quantum
noisy channel, erasure channel can also be investigated
as same as depolarizing channel [16]. When a quantum
state is transmitted through this channel the undisturbed
probability is 1−η. In case of an error, the quantum state
is replaced by |ξ〉 that is orthogonal to all quantum states
of the system. In another words, the error make the state
out of its original Hilbert space i.e. the information is
erased with probability η. So when a quantum state ρ ∈
H = C2×2 pass through this channel the state becomes
ρ′ = εe (ρ) = (1− η) ρ+ η |ξ〉 〈ξ| , |ξ〉 /∈ H
(10)
The capacity can be easily calculated. It is 1−η [17],[18].
B. By help with Bloch sphere representation
The classical information capacities of some other
quantum noisy channels may not be calculated as eas-
ier as above two channels. For example, the capacities of
phase damping channel, two Pauli channel, bit flip chan-
nel etc. can not be calculated by solving the eigenvalues
of the output states directly. In this case, we find that
it may be convenient by using Bloch sphere representa-
tion of qubit quantum state. Analytically investigating
the classical information capacities by using the Bloch
sphere representations of qubit states is also restricted
in some quantum noisy channels which are expressed by
unital maps, but by using this method and with the help
of numerical work we can widely investigate the classical
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information capacities Cpe almost for all of the quantum
noisy channels. So this method is very powerful.
Now let us calculate the classical information capacity
Cpe of phase damping channel by use of Bloch sphere
representation.
• Phase damping channel: It has the Kraus operators
as [19]
Ep
0
=
√
1− ηI, Ep
1
=
√
η
[
1 0
0 0
]
, Ep
2
=
√
η
[
0 0
0 1
]
.
(11)
By using Eqs.(1) and (11) we can obtain the density ma-
trix after a state ρ transmitting through this channel as
ρ′ = εp(ρ) = (1− µ) ρ+ µσ3ρσ3, (12)
where µ = η/2. It can be easily seen that this channel is
unital we can obtain its capacity by input a pair orthog-
onal states. By using the Bloch presentation we have
ρ′j = ε
p
(
ρj
)
=
1
2
(
(1 + cos θj) e
−iϕ(1 − 2µ) sin θj
eiϕ(1− 2µ) sin θj (1 − cos θj)
)
,
(13)
where j = 1, 2. From above equation we known that
when the prior probabilities p1 = p2 =
1
2
, S (̺p) =
S
(∑
j pjε
p
(
ρj
))
take its maximum value 1bit at θ2 −
θ1 = π (orthogonal). Because the eigenvalues of ε
p(ρ1)
at θ1 = 0, are
αp
1
=
1
2
+
1
2
√
1− 4µ (1− µ) sin2 θ1 = 1,
αp
2
=
1
2
− 1
2
√
1− 4µ (1− µ) sin2 θ1 = 0. (14)
Similarly, the eigenvalues of εp(ρ
1
) at θ1 = π, are
βp
1
= 1, βp
2
= 0. (15)
So the classical information capacity Cpe of the phase
damping channel is 1bit which corresponds to the input
encoding states |0〉 , and |1〉 .
Similarly, we can calculate the classical information ca-
pacities of bit flip, bit-phase flip, and phase flip channels.
• Bit flip channel: The Kraus operators of bit flip chan-
nel are
Ebf
0
=
√
1− ηI, Ebf
1
=
√
ησ1. (16)
• Bit-phase flip channel: It has Kraus operators as
Ebpf
0
=
√
1− ηI, Ebpf
1
=
√
ησ2. (17)
• Phase flip channel: Its Kraus operators are
Epf
0
=
√
1− ηI, Epf
1
=
√
ησ3. (18)
The capacities of these channels are all 1bit which cor-
respond to the input encoding states 1√
2
(|0〉+ |1〉) ,
and 1√
2
(|0〉 − |1〉) (bit flip channel) , i√
2
(|0〉+ |1〉) , and
i√
2
(− |0〉+ |1〉) (bit-phase flip channel) , |0〉 , and |1〉
(phase flip channel). These results can also be intuitively
seen from the evolution of Bloch spheres in these quan-
tum channels, because their Bloch spheres have the same
form as Bloch sphere in phase damping channel except
for their directions [2].
Now we investigate two-Pauli channel by using this
method.
• Two-Pauli channel: The Kraus operators of two-
Pauli channel are
Et
0
=
√
1− ηI,Et
1
=
√
η
2
σ1, E
t
2
=
√
η
2
σ2, (19)
From Eqs.(1) and (19) we have
ρ′j = ε
t
(
ρj
)
=
1
2
(
1 + (1− 2η) cos θj e−iϕ (1− η) sin θj
eiϕ (1− η) sin θj 1− (1− 2η) cos θj
)
,
(20)
From above equation we known S (̺t) =
S
(∑
j pjε
t
(
ρj
))
takes its maximum value 1bit at
θ1 − θ2 = π when the prior probabilities p1 = p2 = 12 .
The eigenvalues of εt(ρ
1
) are
αt1,2 =
1±
√
1− 4η (1− η) + η (2− 3η) sin2 θ1
2
,
(21)
Similarly, the eigenvalues of εt(ρ2) are
βt1,2 =
1∓
√
1− 4η (1− η) + η (2− 3η) sin2 θ2
2
.
(22)
So, when 0 < η < 2
3
, set θ1 =
pi
2
and θ2 = −pi2 ,
αt1,2 =
1
2
± 1
2
(1− η) , βt1,2 = 12 ∓ 12 (1− η) and when
2
3
≤ η < 1, αt1,2 = 12 ± 12 (2η − 1), βt1,2 = 12 ∓ 12 (2η − 1)
which correspond to the minimum value of von Neumann
entropies of εt(ρ′j). So the capacity of this channel is
Ctpe =
{
1−H ( 1
2
η
)
, 0 < η < 2
3
,
1−H (η) , 2
3
≤ η < 1. (23)
It has been shown that the Bloch sphere representation
is a powerful tool for analyzing the classical information
capacities of quantum noisy channels.
C. By help with Stokes parametrization represen-
tation
As mention above, analytically solving the capacities
with Bloch sphere representation is not perfect effective
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for non-unital quantum channels. At this rate, Stokes
parametrization representation [15] may help us. In this
subsection we will use Stokes parametrization represen-
tation to investigate the capacities of amplitude-damping
channel [19] and “spraying” channel [20]. Before our fur-
thermore research we review several concepts that will
be used in the following.
⋆ The identity and Pauli matrices form a basis for C2×2
so that any quantum state ρ of qubit can be written as
[15]
ρ =
1
2
(I + ~w · ~σ) , (24)
where ~w is real and ~w∈C3, ~σ = (σ1, σ2, σ3)τ (τ denotes
the transpose of matrix).
⋆ Any quantum state ρ pass through a quantum noisy
channel ε becomes [15]
ρ′ = ε
(
1
2
(I + ~w · ~σ)
)
=
1
2
(
I +
(
~t+ T ~w
) · ~σ) , (25)
where
T=

 χ1 0 00 χ2 0
0 0 χ3

 , ~t =

 t1t2
t3

 . (26)
The unital maps correspond to ~t = 0.
• Amplitude damping channel: From the Kraus oper-
ators of amplitude damping channel
Ea
0
=
(
1 0
0
√
1− η
)
, Ea
1
=
(
0
√
η
0 0
)
(27)
we can obtain that
εa (I) =
(
1 + η 0
0 1− η
)
(28)
which shows that it is a non-unital channel. From its
Kraus operators we can know that the T and ~t correspond
to amplitude damping channel are
T a=


√
1− η 0 0
0
√
1− η 0
0 0 1− η

 , ~ta =

 00
η

 , (29)
namely, χ1 = χ2 =
√
1− η, χ3 = 1 − η, t1 = t2 = 0,
t3 = η. From Eq.(25) we can obtain the output state of
input state ρ = 1
2
(I + ~w · ~σ) as
ρ′ = εa
(
1
2
(I + ~w · ~σ)
)
=
1
2
(
I +
√
1− ηw1σ1 +
√
1− ηw2σ2 + σ3
)
,
(30)
Due to χ1 = χ2 > χ3, and for 0 ≤ η ≤ 1 in order to
calculate the capacity we set w1 = 1, w2 = w3 = 0.
Thus, we have
ρ′ =
1
2
(
1 + η χ1
χ1 1− η
)
. (31)
Because this channel is non-unital we do not know if or-
thogonal inputs can give the classical information capac-
ity or not and we also do not know in advance what prior
probabilities of input states give the maximum output in-
formation. In the following we consider the case of only
a pair input encoding states. We suppose one of the in-
put states denoted by ρ1 =
1
2
(I + ~w · ~σ) and the other
denoted by ρ
2
= 1
2
(I + ~w′ · ~σ), thus after the state ρ
1
transmitting though this channel we can obtain its out-
put state as ρ′
1
= εa
(
1
2
(I + ~w · ~σ)) and state ρ2 transmit-
ting though this channel we can obtain its output state
as ρ′
2
= εa
(
1
2
(I + ~w′ · ~σ)) . As the Bloch sphere of the
amplitude damping channel is symmetrical about its z
axes i.e. the axes of θ = 0 (the meaning of θ we refer
the readers to Eq.(3)) ~w′ would be obtained by rotating
~w with ψ angle around the axes z, namely, ~w′ = Ra ~w,
where
Ra =

 cosψ sinψ 0− sinψ cosψ 0
0 0 1

 . (32)
So we have
ρ′
1
=
1
2
(
1 + η χ1
χ
1
1− η
)
, (33)
the eigenvalues of which are
αa
1,2 =
1
2
± 1
2
√
1− η + η2. (34)
ρ′
2
= εa
(
1
2
(I + ~w′ · ~σ)
)
=
1
2
(
1 + η χ
1
cosψ + iχ
2
sinψ
χ1 cosψ − iχ2 sinψ 1− η
)
.
(35)
The eigenvalues of ρ′
2
are also
βa1,2 =
1
2
± 1
2
√
1− η + η2. (36)
It is shown that the different output states have the same
von Neumann entropy, namely,
∑
j
pjS(ρ
′
j) = H(
1
2
− 1
2
√
1− η + η2), (37)
which is nether correlative to prior probabilities nor to
the angle ψ. So in order to maximize the output infor-
mation, i.e. obtain the capacity of this channel we only
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maximize S (̺a) = S
(∑
j pjε
a
(
ρj
))
. We set S (̺a) gets
its maximum when p1 = 1− τ and p2 = τ , thus,
̺a =
2∑
i=1
piρ
′
i = (1− τ ) ρ′1 + τρ′2
=
1
2
(
1 + η ξ
ξ 1− η
)
. (38)
where ξ = χ1 (1− τ + τ cosψ − i sinψ) . The eigenvalues
of ̺a are
γa1,2 =
1±
√
η2 + χ2
1
(1−A(1 − cosψ)
2
, (39)
where A = τ (1− τ) , 0 < A < 1. When we take
ψ = π and τ = 1
2
, we obtain the maximum value of
S (̺a) = S
(∑
j pjε
a
(
ρj
))
= H(1−η
2
). Thus, the classi-
cal information capacity Cpe of amplitude channel is
Cape = H(
1− η
2
)−H(1−
√
1− η + η2
2
). (40)
In the following we will use this kind method to calculate
the classical information capacity of “splaying” channel.
• “splaying” channel: The T and ~t correspond to this
channel are
T s =

 1√3 0 00 0 0
0 0 1
3

 , ~ts =

 00
1
3

 (41)
So the output state of input state ρ1 =
1
2
(I + ~w · ~σ) is
ρ′
1
= εs
(
1
2
(I + ~w · ~σ)
)
=
1
2
[I + χ1w1σ1 + (t3 + χ3w3)σ3] (42)
Due to χ2 = 0, χ1 > χ3, in order to calculate the capacity
we set w1 = 1, w2 = w3 = 0. Thus, we have
ρ′
1
=
(
2
3
1
2
√
3
1
2
√
3
1
3
)
(43)
which has eigenvalues
αs1 =
5
6
, αs2 =
1
6
. (44)
Now we hope to find another state by which and ρ
1
construct a ensemble
{
pj , ρj
}
that make the splaying
channel had maximum output information. Because of
χ2 = 0, we can generally obtain the state ρ2 from ρ1 by
rotating ~w with ψ′ angle, namely, ~w′ = Rs ~w, where
Rs =

 cosψ′ 0 sinψ′0 1 0
− sinψ′ 0 cosψ′

 . (45)
So the output state ρ′
2
is
ρ′
2
= εs
(
1
2
(I +R′ ~w · ~σ)
)
=
1
2
[
I + χ1σ1 cosψ
′ +
(
t3 − χ3 sinψ′
)
σ3
]
=
(
2
3
− 1
6
sinψ′ 1
2
√
3
cosψ′
1
2
√
3
cosψ′ 1
3
+ 1
6
sinψ′
)
. (46)
The eigenvalues of ρ′
2
are
βs1,2 =
1
2
± 1
6
√
4− 2 sinψ′ − 2 sin2 ψ′. (47)
When p1 = p2 we have
̺s =
∑
j
pjε
s
(
ρj
)
=
(
4
6
− 1
12
sinψ′
√
3
12
(
1 + cosψ′
)
√
3
12
(
1 + cosψ′
)
2
6
+ 1
12
sinψ′
)
. (48)
The eigenvalues of Eq.(48) are
γs1,2 =
6±
√
10− 4 sinψ′ − 2 sin2 ψ′ + 6 cosψ′
12
. (49)
Thus, the capacity can be obtained as
Cspe = max
ψ′
{
H (A)− 1
2
[
H (B) +H
(
1
6
)]}
. (50)
where A =
(
6−
√
9− 4 sinψ′ + cos 2ψ′ + 6 cosψ′
)
/12,
B =
(
3−
√
3− 2 sinψ′ + cos 2ψ′
)
/6. The numerical
work shows that if the input states are orthogonal,
namely, take ψ′ = 3.14159red, the information output
is Ispe = 0.268277bits (which is bigger than that ob-
tained in [20] a little bit). This is not the maximum
output information. When the input states have angle
ψ′ = 3.20359red (here, ψ′ = π is the orthogonal case)
we can obtain the maximum output information, namely
the capacity, Cspe = 0.268673bits. This is also coincided
with the result of [20], qualitatively, but the quantity of
capacity is less than that Fuchs’ result a little bit. By
our method we also complete the demonstration that the
splaying channel’s classical information capacity need not
be achievable by orthogonal states.
II. CONCLUSIONS
In this paper we have investigated the classical in-
formation capacities Cpe for some well-known quantum
noisy channels by using different representations of qubit
quantum states. It is shown that directly calculating ca-
pacity with solving eigenvalues of output states is very
convenient but it only adapt to a few of channels. By
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using this method we investigate the classical informa-
tion capacities Cpe of depolarizing channel and erasure
channel. We use of Bloch sphere representation of qubit
quantum states calculating the capacities of phase damp-
ing cannel, two-Pauli cannel and flip channels. It shows
that the Bloch sphere representation is convenient for
analytically calculating the classical information capaci-
ties of some quantum noisy channels expressed by unital
maps. We use of the Stokes parametrization represen-
tation investigating the classical information capacities
of non-unital amplitude damping channel and splaying
channel. To the former we have obtained a analytical
result which has not been reported in other where to our
knowledge, and to the latter our result is coincided with
Fuchs’ original result qualitatively.
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