Mobiles are equipped with different sensors like accelerometer, magnetic field, and air pressure meter, which help in the process of extracting context of the user like location, situation etc. However, processing the extracted sensor data is generally a resource intensive task, which can be offloaded to the public cloud from mobiles. This paper specifically targets at extracting useful information from the accelerometer sensor data. The paper proposes the utilization of parallel computing using MapReduce on the cloud for training and recognizing human activities based on classifiers that can easily scale in performance and accuracy. The sensor data is extracted from the mobile, offloaded to the cloud and processed using three different classification algorithms, Iterative Dichotomizer 3, Naive Bayes Classifier and K-Nearest-Neighbors. The MapReduce based algorithms are mentioned in detail along with one of their performance on Amazon cloud. The recognized activities can be used in mobile applications like our Zompopo that utilizes the information in creating an intelligent calendar.
Introduction
The recent improvements in mobile technologies are fostering the emergence of ubiquitous environments in which the user is able to access, create and share information at any location with considerable ease. Moreover, mobile devices have become an essential part of distributed architectures that can be used for monitoring the context of the user (e.g. location, situation, etc.), and thus reacting in a proactive way. On the other hand, smart phones are equipped with a variety of sensors (GPS, magnetic field, etc.) that enrich the mobile applications with location awareness and sensing capabilities. These advances enable fitting contextual requirements for improving the quality of service (QoS) in the applications as it allows adapting the interaction between the handset and the user in real-time. For example, a sensor such as the accelerometer is used for sensing how the user is holding the handset, and thus changing the position of the screen as a result.
The accelerometer is a sensing element that measures the acceleration associated with the positioning of a weight in which it has been embedded (e.g. a mobile device). Depending on the number of axes, it can gather the acceleration information across multiple dimensions. In the case of a triaxial accelerometer [1] that is the most common in mobiles from vendors such as HTC, Samsung, Nokia etc., the acceleration can be sensed on three axes (x, y and z). The axes are related with the movements forward/backward, left/right and up/down, respectively. For example: in the case of a runner, up/down is measured as the crouching when he/she is warming up before starting to run, forward/backward is related with speeding up and slowing down, and left/right involves making turns while he/she is running.
While most of the real-world activity recognition systems can rely on classifiers (aka activity recognition services) that are pre-trained with large data sets, they require long periods of training. Moreover, after training the classifier, they cannot learn from further information that is collected from other individuals as the classifier has to be trained again taking in consideration of the new data. According to Bao et al., the accuracy of a pre-trained classifier depends on the amount of data it is using in the training process [2] . Therefore, the more data available for training, the more accurate the classifier becomes, in terms of recognition, detection and prediction.
Mobile services for activity recognition are limited to the processing capabilities of the handset, and thus the mobile user can not benefit from the activity recognition richness (number of activities that can be recognized) of a pre-trained classifier for automating mobile functionality (e.g. calendar alarms, etc.). To address this problem, the present work proposes 1) to persist the daily data collected from the accelerometer in the cloud, 2) the utilization of parallel computing framework (MapReduce [3] ) on the cloud for training a classifier based on (1) that can easily scale in performance, time and accuracy, 3) to expose those services for mobile consumption through our previous presented solution MCM [4] in order to alleviate the handset from the time consuming invocation of a cloud service.
In order to demonstrate the applicability of our concept, we have developed an Android application which gathers accelerometer data and offloads it to the cloud. Later, by implementing parallel versions of known algorithms (bayes, decision trees, etc.), the classifiers are pre-trained, published as a service on the cloud and consumed for mobile activity recognition. The classifiers and application are explained in detail along with the technological choices. The rest of the paper is organized as follows.
Section 2 describes the Android application in detail, with screen shots. Section 3, discusses the three classification algorithms and their implementations in MapReduce. Section 4 provides a detailed analysis of the classifiers. Section 5 discusses the related work and Section 6 provides the conclusion of the study.
Application description
Extensive research has been conducted about classification algorithms and how they improve the accuracy and the performance in the recognition process. However, most of the algorithms require to be trained in order to perform a single prediction. During the training phase an algorithm has to process huge amounts of labeled data to learn the patterns and rules which particularly are hidden. Once the algorithm is trained, it is ready for predicting and classifying unknown label data. Most often the training phase is time and resource demanding and the accuracy, performance and effectiveness of the algorithm are directly dependent on the size of the training data set. The more label data is used for training, the faster and better predictions are done, but also the more time and resources are required during the training phase.
In applications whose aim is the prediction and recognition of human activity patterns, the data used for training purposes requires to be gathered in conditions as close as possible to real scenarios. In general, data collected in laboratories does not contain the activity patterns that people utilize in their day-to-day life. Furthermore, gathering training data for such human activity pattern discovery is a tricky process, especially when it involves embedded sensors such as the accelerometer in mobile devices. To tackle these problems, we utilize the embedded accelerometer sensor in smart phones for collecting the data in real scenarios and cloud services for storing training repositories which are further classified using parallel computing (MapReduce framework) also in the cloud. The user helps in gathering real accelerometer data which is further used for training and prediction purposes by the classifiers in the cloud. In addition, the user receives in his/her mobile a list of activities recognized by the classifiers during the prediction phase.
Application flow and screenshots
In order to gather the accelerometer data from the mobile, we have developed an Android application which tracks the day-to-day user's activities. The application stores in a SQLite [5] database the accelerometer information, once per every ten seconds. In addition, the time stamps are also stored in order to understand later what the user is doing in that particular time. From the application, the user can also start the training and the prediction processes in the cloud. The algorithms are implemented as MapReduce jobs in Amazon cloud [6] .
The application consists of two basic buttons. The Start Saving Data button is used for recording the values from the accelerometer. When the user presses this button the current values of the accelerometer are shown in the mobile screen, while in the background they are being stored to be later used in the discovery of patterns. The Start Recognition button starts the recognition processes in the cloud by starting the MapReduce jobs. Once the user taps this button the application shows a message notifying that the process has been started on the cloud.
For the communication with the cloud, the application utilizes the Mobile Cloud Middleware (MCM) [4] framework. MCM enables to perform multiple transactions with different clouds and to orchestrate cloud services from the mobile device in a transparent way. In this process, when the handset sends a request to MCM for starting the Elastic MapReduce Job, MCM handles the request and responds immediately with an acknowledgment in order to release the phone, so that the user can continue with his/her normal activities while the task is being processed remotely at the cloud. Once the task is finished MCM notifies the application asynchronously about the results of the prediction process by sending a push notification message. The details about the communication between MCM and mobile are not discussed in this paper; however, it has been used before for developing other mobile cloud applications such as CroudSTag [7] and Bakabs [8] .
Once the handset receives the asynchronous message, it shows to the user a complete list of activities predicted by the cloud. Now, the user can accept or edit each activity according to his/her criteria. If the user accepts the activities in the list, the labeled accelerometer data used as input is added to the training repositories in the cloud. The user may also update the activities if he feels so, and they are also added to the training repositories for further detections. Figure 1 illustrates the application flow in detail.
Even though, the mobile application is rather simple, the classification algorithms fit for any other application whose functionality involves the prediction and identification of human activities. For instance, we have developed the Zompopo [9] application, which has to predict activities based on the analysis of the accelerometer data, which is collected weekly. Zompopo's algorithm is basic and uses the standard deviation among the different axes to classify each activity. Basically, the algorithm works using a fixed threshold. If the standard deviation happens to be higher than a defined threshold the application infers that the user is moving. The application prepares an intelligent calendar for the user. However, with the set of classification algorithms developed in the study, the application will result in much better calendar prediction. 
Cloud-based Sensor Classifier for the Recognition of Human Activities
While the accelerometer can track information for the recognition of multiple human activities (walking, running, etc.) for an immediate response, each activity is differentiated according to its behavior and entropy. As already mentioned, the accelerometer provides information across time related with acceleration along x, y, z axes. This information may be used for the identification and classification of certain patterns which are defined in the criteria as; standing, walking and running. However, for performing such analysis three classification algorithms based on Hadoop are used in this study. Hadoop is a framework that provides support for the analysis of data-intensive distributed applications over thousands of nodes, within the cloud. Algorithms are implemented for training the classifier based on decision trees, Naive Bayes method and candidate neighbors. Each algorithm is implemented using Hadoop 0.20 and Python as the programming language.
Iterative Dichotomizer 3
Iterative Dichotomizer 3 is a type of Decision Tree Learning Algorithm [10] where the tree is generated from the root to the leaves taking into account how informativeness is achieved by selecting one attribute as root. In order to determine the informativeness of each attribute the entropy of its distribution is calculated. Once the entropy is determined it is used to calculate the gain of the attribute. The gain is defined as the entropy of the entire set less the entropy of the attribute. The algorithm selects the attribute which reduces the less the entropy of the entire set. In other words, the attribute with the highest Gain is selected. Once the root of the tree is determined, one branch for each possible value of the attribute is added and the process is repeated but using the subset of elements corresponding to the branch attributes value.
The algorithm cannot be completely parallelized since the construction of the inner nodes depends on which attributes have been previously used for building the tree. However, the calculation process to determine which attributes needs to be used as the next node can easily be adapted for distributed processing using MapReduce. The implementation presented consists of one Map function and four Reducers. First, the Map function (algorithm 1) and the first Reducer (algorithm 2) are used to calculate the probability for all the existing attributes in the set. Further, the algorithms 3 and 4 calculate the entropy and gain for a given attribute and the algorithm 5 receives all the gains for all the attributes and sorts them deciding which attribute is going to be used as root node.
Naive Bayes Classifier
The Naive Bayes classifier [11] offers simplicity by using Bayes theorem for probabilistic classification [12] . This algorithm relies in the assumption that the presence or absence of each event is independent from the presence or absence of other events. The algorithm consists of two stages: training and classification. The training stage takes as input a set of labeled data, where each point is represented as a tuple < x i ..x n , activity >, and calculates the probability of each attribute x i given the activity class j . Later, the m factor is calculated dividing the conditional probability P i j(x i /class j ) over the conditional probability of P i k(x i /class k ) ∀ the classes in the set C s . Further, the classification step, given a tuple < xi..xn > calculates the score which is the multiplication of the m i ∀ the attributes x i . If the score happens to be greater than proportion P(class j /class k ) then the activity is classified as class k else class j .
In this algorithm the training step is a good candidate to be computed in clusters; consequently, MapReduce is suitable for implementing such step. The MapReduce implementation proposed consists of one Map function and three Reducers. The Map function proposed in the algorithm 6 combines all the attributes with each other to Algorithm 3 ID3 -Tree Reducer Require: (attribute − value), (activity -activity value -probability) Ensure: (attribute − value), (attribute entropy -attribute probability) 1: globalFreq ⇐ sum(values.probability) 2: for all activity ∈ value.activities do 3: p local ⇐ .probability 4: entropy ⇐ activity.probability * log 2 (activity.probability) 5: entropy ⇐ activity.probability * log 2 (activity.probability) 6 end for 13: end for calculate the probability of occurrence of each combination. Further, the reducers presented in the algorithms 8 and 7 computes the m factor calculating the conditional probability of each combination of attributes < xi..xn > given the activity activity i . Finally, the last Reducer algorithm 10 finishes the training step dividing the conditional probabilities with each other and summarizing the previous calculations. Furthermore, the recognizing process can also be tacked using parallel processing as shown in the algorithm 9. This reducer calculates the score for the tuple < x i ..x n > and determines its class following the process described before.
K-Nearest-Neighbors
The K-Nearest-Neighbors (K-NN) algorithm [13] classifies objects in the basis of the distances between unclassified objects and classified objects that exist in the same space. This method considers a training set of labeled points spread in a space. Later when an object is to be classified the method calculates the distance between the unclassified for all activity j ∈ values.activities do
3:
score ⇐ activity i .m/activity j .m
4:
global ⇐ activity i .probability/activity j .probability 5: if (score > global) then item ⇐ T.get(attribute) 3: yield ⇐ 1, (item.activity, item.pattributeitem.pactivity) 4: end for object and the other objects in the space, clustering the closest objects to the unlabeled object together. Once the method determines the closest objects to the unclassified one it takes the K-closest points and votes in order to label the unclassified object. The voting step counts the probability of the class C to occur in the closest-points-cluster of size K to the unlabeled object. Later, the unclassified object is classified under the class C with the higher probability in the closest-points-cluster.
This method can be easily adapted for classification of human activities out of sensor data. In this scenario the universe S consist of a set of points p represented as a tuple < time, acc x , acc y , acc z , activity > where time corresponds to the sequence in the time of the pattern; acc x , acc y , and acc z corresponds to the acceleration in the axis x, y, and z respectively; and activity, corresponds to the activity that labels the acceleration pattern.
Since the calculation of distances between the unclassified objects and the labeled objects can actually happen in parallel the MapReduce approach suits well for this algorithm. During the Map step shown in the algorithm 11 the similarity (Euclidean Distance) for each point ∈ S and the unclassified object unclassi f ied − point is calculated. Later in the Reducer step, the similarities are sort and the k − closest points are selected for the voting step (algorithm 13). Finally, the Voting step determines which activity has the highest number of occurrences and therefore is selected for labeling the point unclassi f ied − point.
Performance Analysis
Once the three classification algorithms were implemented in Hadoop they were tested using Elastic MapReduce services. An original training set of annotated data, of size 500 Mb, collected using accelerometers from Android and iOS devices was considered for the analysis. The K-NN algorithm was selected for the classification of the data. In addition, a small unlabeled data of 1 Mb was considered. The experiment was run using clusters with one, three and five nodes on Amazon cloud. Each node is a Small EC2 instance with 1.7 GB of memory, 1 EC2 Compute Unit, 160 GB of local instance storage and is a 32-bit platform.
The recognition of activities from accelerometer data is feasible on the cloud with MapReduce versions of the classifiers. From the results, it can be observed that both approaches provide similar accuracy in the recognition of patterns when same data is used. However, the MapReduce implementations enable the pre-trained systems to be more accurate by increasing the size of the initial dataset and to scale to reasonable times of deployment at running time. To scale our solution, we relied on the inherent horizontal scaling of the cloud (adding more nodes to the solution instead of improving a single node) and the MapReduce ability to scale to the size of the cluster. From the diagram presented in figure 2 , it can also be observed that the performance increases when more nodes are added.
Related work
Lot of literature exists about the accelerometer and how to use it for the recognition of human activities. The most extensive work is the one performed by Bao & Intille [2] , where they used 5 biaxial accelerometers on multiple parts of yield ⇐ ob ject.activity, ob ject.similarity 18: end for the body for the recognition of activities (such as eating, sitting, reading etc.) using a set of data collected from users, under real-world circumstances and without researcher supervision. In their work, activity recognition was performed using decision tables, instance-based learning (IBL) or nearest neighbor, C4.5 decision tree and Naive Bayes methods. From their results, they suggest that real-world activity recognition systems can rely on classifiers that are pre-trained on large activity data sets (more accurate as more data is used for training). However, such systems are limited as the algorithm for training the classifier becomes slow at running time. Hence, it makes the deployment a long waiting process and its performance cannot scale on large data sets. They also suggest that an accelerometer attached to a smart phone may enable the recognition of certain activities. Consequently, the handset becomes a valuable source of information for studying the behavior of large populations.
Krishnan, N.C. et al. [14] tackles the analysis of low resolution accelerometer data for continuous human activity recognition as a classification problem, considering support vector machines. They propose a method for incorporating smoothing classification temporally which can be easily coupled with any classifier at a minimal effort; they claim this method increases the classification accuracy by 3%. Ravi N. et al. [15] also tackles the human activity recognition Figure 2 . Accuracy and time stamps for running the K-NN classification algorithm as a classification problem considering several algorithms. In addition, they introduce a mechanism for gathering the data using smart phones and external accelerometers which are not embedded in the device. Similarly, Shuangquan W. et al. [16] also utilize classification algorithm but introduce a mechanism to gather the data using wireless sensor networks. Similarly, they too consider each axis as a unit and as individuals. All these approaches claim to increase the classification accuracy through improvements in the algorithm or in the gathering data mechanism based on external accelerometer sensors. We propose to use the mobile device itself for gathering the accelerometer data and use cloud services for training and running the classification algorithms. The utilization of cloud services such as Amazon Elastic MapReduce enable the capabilities to process huge amounts of data relatively easy, increasing the accuracy by increasing the capacity of processing larger training repositories in a reasonable time.
Conclusions
The paper proposes the utilization of parallel computing using MapReduce on the cloud for training and recognition of human activities from accelerometer sensor data extracted from mobiles, based on classifiers that can easily scale in performance and accuracy. The paper considers three different classification algorithms, Iterative Dichotomizer 3, Naive Bayes Classifier and K-Nearest-Neighbors. The MapReduce based algorithms are mentioned in detail. The performance analysis of the algorithms shows that the recognition of activities is feasible with significant performance latencies. The classification also benefits from the inherent features of the cloud like elasticity and horizontal scalability. The recognized activities can be used in mobile applications like our Zompopo that utilizes the information in creating an intelligent calendar. The study can be taken as a success story for mobile cloud computing domain in general.
