Introduction
The results that are presented here represent a generalization of a problem rst considered by A. Beurling. He showed that the entire function B(z) = sin z The function B(z) has exponential type 2 , and Beurling showed that it is extremal in the following sense: If F(z) is any entire function of exponential type 2 which satis es sgn(x) F(x) for all real x, then Letting ! 0, we see that R (x) ! sgn(x) pointwise for all x 6 = 0. We would like to duplicate Beurling's result with the function sgn(x) replaced by R (x). That is, nd an entire function B (z) which has exponential type 2 , satis es R (x) B (x) for all real x, and minimizes the integral along the real line of the di erence B (x) ? R (x). In general this seems to be a di cult problem to solve. However, if we set = N + 1=2, where N is a nonnegative integer, then we can nd such a function. The construction of B (z) is suggested by an interpolation formula for functions F(z) which are entire of exponential type 2 and are in L p (R) for some nite p. Provided We next consider a di erent type of approximation problem. Before proceeding, it will be convenient to de ne a new function which is closely related to R (x). For each > 0 let
?1 x if jxj < , sgn(x) if jxj .
(1.14)
It is easily veri ed that S (x + ) = R 2 (x). Rather than constructing a function which majorizes or minorizes S (x), we would like to nd an entire function of nite exponential type for which the integral Z 1 ?1 jS (x) ? F(x)jdx is minimized. As in the previous case, this approximation problem is di cult to solve in general. We can succeed by again setting = N + 1=2 and searching among functions F(z) which are entire of exponential type . If F(z) is such a function and is bounded along the real line, then F(z) may be expressed by the interpolation formula ( An analogous result, with sgn(x) in place of S (x), is given in ( 11] , Theorem 4). The proofs of Theorems 1 and 2 are contained in Section 2.
There are a variety of applications for the functions B (z) and G (z). We shall present two here. The rst involves the construction of classes of extremal trigonometric polynomials. Let U(x) = maxf0; 1 ? 2jxjg; The proof of Corollary 1 is given in Section 4. The proof of Corollary 2, which is similar, is omitted. In the course of the proof, it is evident that B (z) and G (z) are extremal for 0 < < 1=2. For 1=2, the functions typically are not extremal. However, by a simple modi cation of the proof it can be shown that the integrals in (1.33) and (1.34) can not be made smaller than (4 ) ?1
subject to the constraints imposed. Thus B (z) and R (z) provide close to optimal approximations in this case.
We now consider a second application which makes use of the corollaries. for all complex z. Finally, we write e( ) = e 2 i .
Proof of Theorems 1 and 2
In order to simplify some later expressions, we de ne
We pause to note the simple identity sin x 2 N X n=1 (x + n) ?2 = sin x 2 fC(x) ? C(x + N)g; (2.2) which will be used in the work that follows. We shall also require the bounds for C(x) which are given below. Subtracting (2.6) from (2.7) and applying Lemma 1 yields which veri es (1.9). The inequality (1.10) and the uniqueness of B (z) follows from (1.4) and the uniqueness of B(z).
We now assume that N 1. To establish (1.8) we consider three cases corresponding to the three parts of the piece-wise de ned R (x). In the course of verifying (1.8), we shall also show that B (x)?R (x) is integrable, which will be required to evaluate the integral in (1.9). Before proceeding, we rst establish an identity which will be used in all three cases. For each integer n, replace R (n) and R 0 (n) in (1. Thus it follows that R (x) B (x) for all x 0. We may also apply Lemma 1 to (2. Combining this with our earlier work implies that B (x) ? R (x) is integrable along the entire real line. We next establish the lower bound given in (1.10), and in the process will also show that (1.9) holds. Suppose that F(z) is an entire function of exponential type 2 such that R (x) F(x) for all real x. We may also assume without any loss that Combining together (2.11),(2.12) and (2.13) now yields (1.10). We recall that B (n) = R (n) for each integer n, so that if F(z) = B (z) then the inequality in (2.13) holds with equality. This in turn implies that (1.10) holds with equality, which veri es (1.9). By the same reasoning, in order for equality to hold in (1.10) it must be that F(n) = R (n) for all integers n. Moreover, as R (x) F(x) for all real x, it follows that F 0 (n) = R 0 (n) for each integer n 6 = 0. The function B (z) also satis es these conditions, and the di erence F(z) ? B (z) is an integrable entire function of exponential type 2 . Applying the interpolation formula (1.6) and the above remarks, we nd that F(z) ? B (z) = c sin z 2 1 z (2.14)
for some constant c. The right side of (2.14) is integrable only if c = 0, which implies that F(z) = B (z). Thus B (z) is the unique extreme majorant, and the proof is complete.
We take a few moments to establish some preliminary results that will be required in the proof of Theorem 2. 
?Ĥ(t):
Integrating by parts on the left side of (2.18) and solving forÊ (t) then yields (2.17).
Proof of Theorem 2: To establish (1.18), we rst note that if x = 0 then the result holds which is (1.19). If F(z) is any entire function of exponential type for which (1.20) holds with equality, then since S (x) ? F(x) is continuous it follows that S (n) = F(n) for each integer n, which in turn implies that
for each integer n. Clearly F(z) ? G (z) has exponential type and is integrable along the real line. Hence the interpolation formula (1.15) is applicable, and in view of (2.24) it follows that F(z) ? G (z) = c sin z (2.25) for come constant c. In order for the right side of (2.25) to be integrable, c = 0, which implies that F(z) = G (z). Thus G (z) is the unique extremal function and the proof is complete. The coe cientsp N (n) may be explicitly determined using the following result. ?1=2
e(tz)dt: (3.20) In what follows, it will be convenient to have a translated version of the formula in (3.19) . By an easy change of variables argument, we may transform (3.19) into F(z) = This establishes the lower bound given in (1.30). In order for equality to occur, it must be that f(x) = u(x) at each zero of cos(4N + 2) x. There are 4N + 1 distinct roots (mod 1), and these conditions completely determine a trigonometric polynomial of degree 2N or less ( 13] , Vol. II, pp. 1-3). Therefore p N (x) is unique. 
