Feature representation models are too restricted in that they consider features as dichotomous variables. In an attempt to construct a more general feature model, it is argued that fuzzy set theory (Zadeh, 1965) gives a natural and promising solution to the problem. Using fuzzy set theory in place of ordinary set theory, a fuzzy feature matching model, which is a generalization of Tversky's contrast model (1977) of similarity, is proposed and is applied to the analysis of an asymmetric similarity matrix, which was obtained by asking 42 undergraduates to judge pairwise similarity among eight countries.
Models which represent objects or events in terms of features are ubiquitous in psychological research. As Krumhansl (1978, p.460) pointed out, one of the most important problems for such models is that they consider features as dichotomous or all-or-none variables. Obviously, feature models are strongly associated with formal logic which postulates that a proposition is either true or false and with normal set theory which postulates that an object is either a member of a set or is not; it seems that such a conceptualization of real world is a tradition of Western sciences and it affects, almost inevitably, psychological models and theories.
Generally, formal set theoretic models in psychology make the following two assumptions: 1) features are all-or-none variables, so that a feature either exists or does not exist and no intermediate state is considered, and 2) features are mutually independent. Apparently, both assumptions are problematic for models of human internal representation of objects and events, since there are many situations in which the above simple conceptualization does not hold and, thus, feature models cannot capture important aspects of psychological processes. In this paper we focus on the first assumption and attempt to modify it, although the second assumption is also a problem of great importance. Two simple counter-examples will suffice for introducing the problems associated with the first assumption. First, consider evaluation of continuous values; it is not readily apparent how tall a man should be to be called a "tall man" or, equivalently, to be an element of the set of "tall men".
Discussions concerning this issue can be seen in Goguen (1968) . The second is concerned with abstraction of functional relations among components of stimuli (Oden, 1979) . While many theories of letter perception assume that a letter, say, "F has a certain functional feature, say, "the two horizontal lines are parallel ". Again, this feature is not an all-or-none variable, since how parallel the two lines should be to be perceived as a "F" is a matter of degree. As above, there are situations where featural models need some modification and generalization. In the following sections, we will find that fuzzy set theory proposed by Zadeh (1965) gives a natural and elegant solution to the prob- The essential idea of fuzzy set theory is that human cognitive processes are not the "black" and "white" or "yes" and "no" affair . The theory has been developed mainly by computer scientists with the intention of dealing with " subjective" or " psychological " matters and it has been paid some attention by psychologists (Araki, 1984; Hersh & Caramazza, 1976; Oden, 1977a Oden, , 1977b Oden, , 1979 Oden & Massaro, 1978) . Surprisingly, however, very few psychological studies have utilized the theory as a formal system which enables us to represent latent states or structures of human perception, cognition, memory and so on. Before proceeding it will be convenient to give an outline of fuzzy set theory and fuzzy logic as well as psychological implications of them. For more details of the theory, readers should refer to Zadeh (1965), Goguen (1968) , Hersh and Caramazza (1976) , Smithson (1987) , and Klir and Folger (1988) .
Let a formal discrete nonfuzzy set A be a space of objects or events and the elements of A be labeled by integers such that A= (1, 2,..., O. As is well known, formal nonfuzzy set theory makes use of an indicator variable 0 such that Note that the law of the excluded middle is postulated in this system, since 0 takes only the value of 1 or 0; this means that an object is either an element of a set or is not. In contrast, fuzzy set theory utilizes a membership function Mx, defined on [O, 1] which indicates the degree to which i is a member of a fuzzy set K. For example, a man may have .7 membership to the fuzzy set of "tall men" or, equivalently, .7 " tallness " while a man is tall Formal logic is strongly associated with formal set theory. A proposition like "X is A" is true if XEA and is not true if XEEA. In fuzzy logic, it is postulated that every (fuzzy) proposition has the degree of truth which is equivalent to the value of the corresponding membership function. For example, if a man has the .7 membership to the set of tall men, then the truth value of the fuzzy proposition "He is tall " must be .7.
We are now in a position to discuss the psychological implications of fuzzy set theory. Some readers may question how membership functions differ from 1) dimensions or 2) probabilities.
Indeed, membership functions may look like only restricted dimensions and, as they range from 0 to 1 and deal with something like ambiguity or uncertainty, they may look like probabilities. Further, some readers may question how they differ from 3) normalized scales obtained from, say, rating procedures.
Unfortunately, the relation to other values arising from various psychological quantification methods has not been fully studied, because of the fact that fuzzy set theory has not been developed by psychologists. We have, however, some answers to the questions, while space limitations prohibit an adequate discussion of the matter. First, membership functions differ from dimensions and normalized scales in that they have an origin, they cannot be negative, and, in particular, they correspond to the truth values of propositions, which property is found neither in dimensions nor in scales. The relation to probabilities is somewhat difficult to specify. Again, the major difference lies in that fuzzy sets deal with subjective truth values, while probabilities, including subjective probabilities, are concerned with occurrences of events which can be tested empirically. For example, we can consider the subjective probability that "Tom is over 195 cm tall ", but it is quite different from the situation in which we consider the truth of the proposition: "Tom is tall " . In the latter case, even if we know that Tom is actually 197 cm tall, we cannot determine the truth of "Tom is tall" , since the boundary of tallness is not definitely defined, while in the former case, if we measure the height of Tom, we can justify or falsify the proposition. This example shows that fuzzy sets and subjective probabilities deals with somewhat different aspects of uncertainty. As for this matter, readers should refer to Kandel (1986, pp. 72-75) .
A Generalized
Tversky's Contrast Model
In this section, we propose a fuzzy feature matching model (FFM), which is a generalization of the contrast model (CM) proposed by Tversky (1977) , through the use of fuzzy features in place of all-or-none features.
Tversky pointed out that empirically obtained dissimilarities often violate the metric axioms, namely, minimality, symmetry, and triangle inequality. In an attempt to handle this problem, he introduced a set theoretic approach and proposed the CM. Tversky strongly argued that the assessment of similarity is asymmetric; the similarity of stimulus i to stimulus j, S(i,j), and the similarity of j to i, S(j, i), are not the same. According to his model, the similarity of i to j is defined by (1) where Si=a set of features representing stimulus i, S,=a set of features representing stimulus j, Sin Si= an intersection of Si and SJ, Si-Si= a set of features specific to stimulus i, (2) which also satisfies the requirements and is adopted in Tversky (1977), Keren and Baggen (1981) in binary feature situations. From P4 the first term of the right-hand side of (1) can be written as (3) From here on in this paper, Si, S,, Si fl sj, etc. denote fuzzy sets unless otherwise specified. As noted in the previous section, Si-S, in (1) represent the (binary) features that belong to Si and not to Sj, and S1-S, represent the features that belong to S, and not to Si. As such, these terms represent " uniqueness " of a stimulus with respect to another stimulus. We assume that the uniqueness is defined by the difference of fuzzy sets (P7). Thus, we have (4) (5) Substitution of (3), (4) and (5) into (1) yields (6) Equation (6) is the fundamental equation of the fuzzy feature matching model (FFM). The FFM has the following im-3 As Tversky (1977 , P. 330) argued, any continuous variable can be represented as a sequence of nested sets. This does not mean that membership functions and sequences of nested sets are interchangeable, since membership functions deal with the degree of belongingness to sets while sequences of nested sets represent dimensions and we have already pointed out in the previous section that membership functions are different from dimensions.
plications.
1) If we restrict fuzzy features only to take a value of 1 or 0, the FFM is equivalent to the CM.
2) The FFM is compatible with the violation of the three metric axioms pointed out by Tversky.
3) If we regard the fuzzy features as continuous dimensions defined on [O, 1] and set fi=r, (4)+ (5) is equivalent to the weighted city-block distance between i and j, because
In this case, our model has both set theoretic and geometrical properties and (6) is considered as a measure of symmetric similarity minus a measure of dissimilarity.
4) If we set 19-=i=0 in (6), we have
This is a generalization of the ADCLUS model (Shepard & Arabic, 1979 ) with fuzzy features. We call this model a fuzzy feature additive clustering model.
Parameter Estimation in the FFM Model
Validation of our model can be achieved in several ways. For example, we can validate it by obtaining the estimates of model parameters from some experiments and testing the fit of the model to some empirical similarity measures. In this paper, we take another approach which is exploratory rather than confirmatory as in the case of MDS or cluster analysis. That is, we propose a computational procedure to obtain the values of membership functions and weights in (6) from an empirical (asymmetric) similarity matrix. Although there are various situations which yield similarity matrices, we consider the situation where the matrix is taken from rating procedures. In this case an empirically obtained measure of similaritySii can be connected to the similarity derived from the FFM model, S(i,j), by (8) where c is a constant adjusting the unit and s is an additive constant. We find in (6), Therefore we can set without changing the fit to data in the computational procedure to be presented. This indicates that, in general, we need not (and cannot) separate col, from Mki. We thus take Mki*'s as unknown parameters to be estimated. Note that c can also be set to 1 without loss of generality. A problem associated with similarity rating is that diagonals of similarity matrices arc often missing, since it is often unnatural to rate the similarity of i to i. Therefore, in the computational procedure, we have an option of estimating the diagonals from the input matrix and iteratively updating them.
To obtain least square estimates of the parameters Mki* (k= I, 2,...,i=I,2,..., n), a, 9, 7, and 6, we must solve the problem of minimizing Q, (9) The A in (10d) is a slope parameter. In order to obtain a good approximation of Max or Min, the should be a large value, while a large causes overflows of computers. In our analysis, we found that A= 100 is enough for our purpose.
Substituting (10a) (10b) (10c) into (6) Step 2 : Minimize (2 ,(a, ƒÀ, ƒÁ, ƒÂ I Mki*) using the multiple regression analysis.
Step 3: Minimize Q(Mki* I ƒ¿, ƒÀ, ƒÁ, ƒÂ) with the constraints: 0 M , (i = 1, 2, ..., n; k= 1,2, ..., t), using a penalty function method.
Step 4: Update the diagonals by if necessary.
Step 5: If a convergence criterion is not reached, then go to step 2.
Step 6: Normalize the derived values.
Step 7: End More precise comments for each step are in order.
In
Step 1, we need initial estimates of the diagonals and initial values of Mki*. From (11) we find We thus utilize as an initial estimate of Si,;. Of course, if the input matrix has diagonal entries, this estimation can be by-passed. As for the initial values of Alk,*'s we can use random numbers, values derived from some MDS procedure, and so on. How to find out good initial values is, however, a question left to be solved.
Step 2, the three summations in (11) are computed first of all. Then regarding the summations as explanatory variables, R, r, a are estimated as in the case of the multiple regression analysis.
Step 3, taking a, j3, r, ö as fixed variables, MA,,*'s are estimated using a penalty function method. The augmented objective function to be minimized was:
In Step 4, if the input matrix does not have diagonal entries, we update the estimates of them. In
Step 5, we used Stress (Kruskal, 1964) as the index of fit:
where Iteration is terminated when the improvement of Stress is less than a convergence criterion E.
Step 6, we normalize the derived values as a+=1, 1S+-=13/a, r+=ria, 6+=-5, Mkit=aMki*, without changing the fit to the data. The procedure outputs, therefore, p+, r+, 6+, and Mk,+'s. Another normalization required is (12) Ruspini (1969 Ruspini ( , 1973 proposed a similar fuzzy clustering schema which starts from a symmetric distance data and outputs fuzzy partitions of a sample (stimulus) set. Unfortunately, his model is not compatible with asymmetric data. His approach uses a distance function to compute the relation between stimuli, while our approach utilizes set theoretic operations to compute the similarity. Although his model predates that of Shepard and Arabie (1979) , one can say that it generalizes the ideas underlying the ADCLUS model with fuzzy features, but its computational procedure is considerably different from that of the fuzzy feature additive clustering model proposed in this paper.
Application to the Analysis of Asymmetric Similarity Data
The data. We chose eight countries as stimuli : USA, Holland, China, Thailand, USSR, North Korea, Brazil, and Cuba. In order to emphasize the asymmetry of similarities, the similarities of the countries were rated in a sentence form: "A is like B", as in Tversky (1977) . We have 56 possible sentences by completely pairing the eight words and all the sentences were rated by 42 undergraduates of Waseda University on a 9 point rating scale where one indicated that the sentence was not natural at all and nine indicated that the sentence was very natural . Note that both "A is like B " and " B is like A" were rated by every subject. Table  1 shows the ratings for the sentences (the row corresponds to the subjects of the sen- Table  1 Judged similarities between eight countries Table 2 Derived values, Stress and convergence criterion tences) summed over the subjects which we consider as asymmetric measures of similarity. Result. We used several sets of random numbers as the initial values of Mk,*'s. Table 2 shows the derived parameters of a four-fuzzy-features solution as well as the convergence criterion s, p+, r+, 5+ and the Stress. The values should be read as the truth value of the proposition: " Stimulus i has k'th feature " times the weight of K'th feature plus a constant. That is, Mks+'s are linear transformations of the truth values of the propositions. Recall that constraint (12) determined the origin of Ms"+'s and the validity of (12) is dependent on situations, although the normalization will be justified when the proposition corresponding to Min(Mkt+) (k= 1, 2,..., t; i= I, 2,...,n) is judged to be absolutely false. Further, as we cannot separate the weight cok from the truth value Itlk,+ (i =1, 2,..., n), comparison of values across fuzzy features is somewhat problematic.
Again, in cases where, within fuzzy feature k, the proposition corresponding to Max (AL+) (i= I, 2,..., n) is judged to be absolutely true and the proposition corresponding to MM (Mki+) =O(i =1, 2,... , n) is judged to be absolutely false, we can separate co, from Mkt by simply dividing Mks+'s by Max (Mks+) and setting co5= Max (M51+). If there are some fuzzy features which meet the above conditions, comparison of Mks's and mk's among them will be possible. At worst the order of Mks+'s within fuzzy feature k will be reliable and can be utilized in the interpretation of them.
An interpretation of the fuzzy features may be written in the following sentence form: Fuzzy feature 1: Country X is capitalistic. Fuzzy feature 2: Country X is in the Americas. Fuzzy feature 3: Country X is in Asia. Fuzzy feature 4: Country X is in the North. which seem to reveal the internal fuzzy features of the countries. As is expected, p+ (the weight for the subjects of the sentences) is greater than r+ (the weight for the referents of the sentences), to which the directionality of the similarity judgements in this study is attributable.
Aside from the arbitrariness inevitable to the interpretation of such values as shown in Table 2 , we feel that some "composite" features may be more appropriate in explicating fuzzy features; "European and capitalistic " may be a better interpretation for Fuzzy feature 1. Another problem concerning fuzzy feature interpretation is intercorrelations among fuzzy features; for example, "African" countries tend to be " south " and "developing" countries and it is often difficult to determine which feature should be chosen. The above two problems are beyond the scope of the paper and left to be explained, since they are concerned with a more general and higher-order theory of knowledge representation which deals with relations among features.
Evaluation
Dimensions and features have been commonly used in psychological models. In this paper, we have explored the possibility of the third general system: fuzzy sets. Undoubtfully, fuzzy set theory is a promising tool for psychological models. It seems that the theory has both featural and dimensional properties and, in particular, it has completely novel character of incorporating the truth values of propositions. Very little is known, however, about the nature of the theory and its psychological implications. Watanabe (1985, p. 531) pointed out: "Although the intention [of fuzzy sets] lies in the right direction nothing has yet been discovered to connect the subjective fuzziness ' to the empirical measurement. It is quite different from the case of probability". To the author's knowledge, our procedure is the first attempt in psychology to reveal latent values of membership functions from empirical similarity data and it has cast new light on the study of psychological similarity.
