I. INTRODUCTION
In recent years, there has been a lot of discussion regarding the Internet as we know it. Some say that the current Internet infrastructure presents some limitations that result in grand challenges to be addressed. In an effort to address these challenges, the networking community has been discussing the redesign of the Internet, the so called Future Internet [11] .
We foresee a Future Internet with optical communication infrastructures playing a major role. A tendency towards this prognosis can already be observed nowadays. Internet backbones that once relied solely on IP routing to deliver end to-end communications are moving towards hybrid networks that combine more than one networking technology.
In this thesis [1] , we focused on hybrid networks that combine both IP and optical technologies. A hybrid IP and optical network is a network that can take data forwarding decisions simultaneously at both IP and optical levels. IP flows can therefore traverse a hybrid network through either a lightpath or a chain of routing decisions. We consider an IP flow as a unidirectional sequence of packets that share the same properties. Equally relevant, we consider a lightpath as a direct optical data connection over an optical fiber. The lightpath can consist of the whole fiber, a wavelength within the fiber, or a TDM-based channel within the wavelength.
When IP flows are completely transported via lightpaths they bypass the per hop routing decisions of the IP level.
As a result of that, the QoS offered by hybrid networks is considerably better when compared to traditional IP networks.
Big IP flows that overload the regular IP level, for example, may be moved to the optical level where they experience negligible jitter and larger bandwidth. At the same time, the IP level is offtoaded and can better serve smaller flows. Last but not least, it is also cheaper to send traffic at the optical level than at the IP level. For the same traffic rate, the cost of an optical switch is 1I10th of an Ethernet switch or 1/l00th of a conventional router [12] .
The remainder of this paper is structured as follows. Sec tion II presents details and drawbacks of current management approaches for lightpaths. Next, Section III presents details on the self-management concept and how it has been employed in this thesis. Section IV then presents the main contributions of this thesis. Finally, in Section V we draw some conclusions [14] . In such manifesto, IBM proposed an approach in which self-managed computing systems could work with a minimum of human interference. This approach is inspired from the human body's autonomic nervous system. Many actions are performed by our nervous system without any conscious recognition, such as the act of sweating in order to regulate our body temperature.
Although the term self-management has been widely con sidered in the community, there is no universal consensus on what self-management actually means. In this thesis, we define self-management as being similar to autonomic management.
As a result of that, we consider self-management as a special ized process able to follow certain network policies, but with the capability of self-learning new actions. It is worth saying that this definition is not a common view in the community.
On the contrary, this definition is solely destined for being a reference to be used throughout this thesis.
lSURFnet is the Dutch organization that maintain the national research and education network of the Netherlands.
A. Self-management of lightpaths The routers are informed that the elephant flow is offloaded to the optical level. On their turn, the optical switches are configured to establish a lightpath for the offloaded elephant flow, which from that point on, is switched at the optical level.
IV. OUR CONTRIBUTIONS
The scope of this thesis is the monitoring of IF flows in hybrid networks, the decision making with respect to moving IP flows over Iightpaths, and the impact on the configuration process these decisions make ( Figure 4 ).
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We highlight here then the main contributions of this thesis.
First, we present an evaluation of what network parameters are relevant to our autonomic decision process when deciding about the move of IP flows between IP and optical levels.
Following that, monitoring techniques are compared while observing their suitability for our self-management approach.
Next, we introduce our autonomic decision process to pre dict flow behavior. Descriptions and assumptions about the decision process are provided, followed by a validation of our proposal. We also observe here different strategies to accommodate flows over Iightpaths. Finally, we close our con tributions by evaluating the impact on throughput performance when deciding to move flows from the IP level to the optical level on the fly.
A. Evaluation of network parameters relevant to predict flow behavior
The objective here was to define a list of parameters that we believe to be relevant for our autonomic decision process to predict the behavior of large IP flows. For that, we carried out a literature study to define a set of relevant parameters. The relevant parameters have been taken mainly from MIB modules and the information model for the IP Flow Information eXport (IPFIX) protocol [15] . The outcome of this study was the classification of network parameters divided into two main groups (Table I) : flow identification parameters and flow behavior parameters. The former are parameters that are used to define flows while the latter are parameters that provide information about the activity of flows [6] .
To evaluate how the flow behavior parameters influence flow size, we introduced a statistical methodology comprised in applying descriptive analyses. For that, we started with basic smmnary statistics like mean, median, amongst others, followed by more advanced statistical analyses, namely condi tional probability, correlation, and classification tree (CHAID).
We briefly discuss here how we used CHAID. For further details, please refer to [6] . CHAID divides a data set into NETWORK AND TRAFFIC PARAMETERS.
exclusive and comprehensive partitions that differently relate with an observed dependent variable. These partitions are defined by a tree structure and they are classified in descendent order of independent variables, called predictors. For each par tition of predictors, CHAID assigns a probability of response.
All probabilities are subsequently used to rank the partitions with the strongest relation with the dependent variable.
In the case of our analysis, CHAID calculated which inde pendent (behavioral) metrics -duration, packets, Pps, and Bps (i.e., the predictors) -have the strongest relation with flow size (i.e., the dependent variable). CHAID statistically confirmed our intuition that Bps and duration should be considered when observing flow size. In order of importance, Bps, duration, and
Pps (as an optional refinement) are the best predictors. These metrics have therefore more impact on predicting flow size.
B. Evaluation of monitoring techniques to collect network traffic information
The objective here was to evaluate monitoring techniques while observing their relevance to our self-management ap proach. Monitoring techniques are used to supply information on IP data to our autonomic decision process. We considered the set of techniques based on the level of detail they provide for IP data, namely, packet-based techniques, SNMP-based techniques, and flow-based techniques. We consider flow-based techniques as the most appropriated technique for our self-management approach.
We also focused here on the use of sampling to reduce the amount of processed and collected network data. As presented in [7] [8], the use of sampling results in some side effects on network parameters, such as distorted number of bytes, packets, and the total duration of a flow. The latter is the one that suffers the effects of sampling the most. One alternative to overcome these undesirable effects is the use of Flexible NetFlow, which does not perform sampling on some specified group of flows (e.g., elephant flows).
C. An online method to predict flow behavior
To make the best prediction as possible about moving flows, our autonomic decision process attributes weights to flows based on their current throughput and their survival probability.
The survival probability is based on the flow duration distri bution and it is calculated by means of conditional probability.
In order to make the best prediction as possible, our decision policy prioritize flows with higher weights over flows with smaller weights. The reason for that comes from the fact that flows with a high throughput and a high survival probability (high weight) are expected to generate more traffic than flows with low throughput and low survivability (small weight). When attributing weights to flows, we make two main assumptions: 1) large flows are expected to have a constant throughput over time, not presenting a considerable variability in the transmission rate, and, 2) flows present a decreasing flow termination rate over time, assuming thus a heavy-tailed distribution. To prove assumption 1, network measurements were performed at the UT network. We observed large flows in the UT network over the period of one day. Figure 5 shows that most of the observed flows presented a constant throughput during their lifetime, with some of them presenting some variability. To prove assumption 2, we observed whether there is any distribution model that properly describes the flow survivability distribution. For that, we compared the flow duration distribution calculated from the UT network traces with three classical survivability models: Exponential, Weibull, and Pareto ( Figure 6 ). Flow duration (seconds) -log scale Weibull is a common heavy-tailed distribution. As a result of that, it is safe to assume that the frequency of flows with long duration does not decrease at a proportional rate, which would be the case in an exponential distribution. On the contrary, the failure rate decreases over time, which can be confirmed by the estimated Weibull shape parameter k = 0.17 2. In the specific case of our study, it can be understood that most of the flows end up early and the failure rate decreases over time as these early flows finish their activities.
In order to validate our weighting method, we compared it with two other approaches to manage lightpaths. First approach is based on the Belady's algorithm concept, in which the best result is theoretically known due to experimentation. That is due to the use of our assumptions, which allowed us to weigh flows as a way to estimate their future behavior in place of precisely calculating it, which is practically impossible. 
D. Evaluation of traffic grooming techniques
To efficiently make use of the capacity that lightpaths provide, traffic grooming is a technique that can be employed.
Traffic grooming is the process of multiplexing many flows into a single lightpath [17] .
We observed here what percentage of IP traffic can be offioaded from the IP level to the opti cal level when using the following strategies [9] : dedicated, spreading, and packing. In the dedicated strategy elephant flows are exclusively allocated to dedicated lightpaths. In its turn, in the spreading strategy elephant flows are groomed over the least loaded lightpath first. Finally, in the packing strategy elephant flows are groomed over the mostly loaded lightpath first. We suspect that when using the packing strategy, the chance of accommodating large elephant flows is higher than when using the spreading strategy. To find out whether our assumption is true, we performed simulations using ns-2 while observing the traffic offioad percentage per offioading strategy. 
E. The impact of self-managing lightpaths
In this analysis we were particularly interested in observing whether there was any degradation of performance when flows are moved on the fly over lightpaths [10] . We observed different levels of impact on the throughput of TCP flows. All considered scenarios presented some oscil lation in the throughput during the transient phase due to the reordering of packets in the receiver, but the TCP throughput recovered relatively fast after the transient phase is over.
However, when the receiver local link was the bottleneck, we found huge impact on the performance of the TCP throughput.
A significant drop in the transmission rate was observed during the transient phase due to large volumes of data arriving at the input of the receiver's local link. When high rates (e.g., 10 Gbps) are received in both optical and IP paths, the routers queue at the receivers side is rapidly filled and packets are dropped due to lack of queue space. It is worth emphasizing that the decrease in the throughput was not only due to reordering, but mainly due to massive number of discarded packets, which was not observed in the other scenarios. This suggests thus that the transmission capacity of the receiver local link and the routers buffer size should be regarded before moving flows on the fly.
V. CONCLUSIONS AND OPEN ISSUES
We conclude that our self-management proposal for hybrid optical and packet switching networks is technically feasible to be deployed in the Future Internet. The reason for that comes from the fact our self-management proposal takes into account technologies (e.g., NetFlow and GMPLS) and infrastructures (e.g., SURFnet network) that are available today. Moreover, we see the introduction of our self-management approach as being similar to the introduction of adaptive routing as a way of overcoming the human dependency to manually add routes to routing tables. However, even though promising, our self management proposal still requires the investigation of some additional technical aspects as well as non-technical aspects.
We identify here therefore some issues that still remain open, suggesting some possibilities for further research as follows:
• Our self-management approach has been designed con sidering an intra-domain network. Its use in an inter domain scenario can be more challenging due to different network policies or business models.
• Our self-management approach is designed to take deci sions in a centralized way, which can lead the manage ment system to get overloaded. Research on distributing the decisions over the hybrid network is advised.
• Other aspects, besides the impact of moving flows on the fly, should be regarded. For instance, there is a possibility of moving DoS attacks over lightpaths when employing our self-management proposal.
• Last but not least, we believe that other flow definitions may have a certain influence on the amount of traffic offloaded to the optical level as well as on the way flows are accommodated over lightpaths.
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