Abstract-Numerous scale-invariant feature matching algorithms using scale-space analysis have been proposed for use with perspective cameras, where scale-space is defined as convolution with a Gaussian. The contribution of this work is a method suitable for use with wide angle cameras. Given an input image, we map it to the unit sphere and obtain scale-space images by convolution with the solution of the spherical diffusion equation on the sphere which we implement in the spherical Fourier domain. Using such an approach, the scale-space response of a point in space is independent of its position on the image plane for a camera subject to pure rotation. Scale-invariant features are then found as local extrema in scale-space. Given this set of scale-invariant features, we then generate feature descriptors by considering a circular support region defined on the sphere whose size is selected relative to the feature scale. We compare our method to a naive implementation of SIFT where the image is treated as perspective, where our results show an improvement in matching performance.
I. INTRODUCTION
Wide angle cameras are imaging devices capable of obtaining images with an approximate hemispherical field of view. Examples include catadioptric cameras which consist of a camera and reflective surface, and fisheye cameras. These cameras are more suited for use in many robotics applications such as vision based localisation when compared to small field of view perspective cameras. One of the primary advantages is their ability to more accurately decouple small rotations and translations compared to small field of view cameras [1] , particularly in scenarios where there is minimal depth discontinuity in the scene. They also have advantages in applications related to feature tracking and vision based homing [2] , where the large field of view retains objects and features in the image over large changes in camera pose. The aim of this work is to develop a method of wide baseline feature matching suitable for use with wide angle cameras. This has applications in visual odometry and scene reconstruction. It can also be applied to vision based loop closure in the context of simultaneous localisation and mapping (SLAM), where numerous wide baseline matching techniques have previously been implemented [3] [4], however, limited to perspective cameras.
A. Related Work
Although there is a considerable body of literature related to wide angle cameras, much of this is limited to either the geometry of the cameras and process of image formation [5] [6] , or specifically to motion estimation given a set of feature correspondences [7] , [8] . Although these topics are of crucial importance when using such cameras, there exists less work that has considered suitable methods for finding correspondences designed specifically for these cameras where the intrinsic camera model is considered. For many applications such as point feature matching, the methods used to find features and produce descriptors are often implemented in a naive way, where the wide angle image is treated as a perspective image and fixed sized operators, such as a Gaussian, are used at all positions in the image. While it could be argued that this approach may be suitable for small baseline motion where there is minimal change in a features position between images, the same is not true for wide baseline motion. It is necessary to therefore consider how existing wide baseline matching algorithms could be adapted to suit wide angle images.
There are numerous wide baseline feature matching techniques that have been proposed. Several of these use scalespace analysis, where an image is represented at increasing scales by convolution with the Gaussian function. Given the set of scale-space images, scale-invariant features are found as local extrema in scale-space based on some saliency metric. Examples include the Scale-Invariant Feature Transform (SIFT) [9] and Harris-Laplace [10] algorithms which detect scale-invariant point features. A scale-invariant blob detector has also been proposed in [11] . These methods using scalespace analysis have also been extended to find both scale and affine invariant features [12] , [13] .
Alternate approaches that do not use scale-space analysis have also been considered. A novel method was proposed in [14] , where scale invariance is found using an entropy metric of greyscale intensity values within a support radius of increasing size around a feature position. A combination of methods is described in [15] , the first based on the geometry of regions in the image and the second on local intensity profiles. Another method based on intensity is given in [16] , where maximally stable extremal regions (MSER's) are found from the connectivity of regions in the image over multiple levels of greyscale thresholding.
In this work we consider an approach based on SIFT. At present, we restrict our method to non-affine invariant feature detection where SIFT has been shown to provide good results in comparative studies [17] . As discussed, SIFT requires multiple scale-space representations of an input image I(x, y) to be found. For perspective cameras, the scale-space image L(x, y;t) at scale t is obtained by convolution of the original image L(x, y; 0) with the Gaussian function G(x, y;t):
An important requirement of scale-space analysis is that the scale-space response of a point should not be space variant [18] . In the context of image processing, this means that the scale-space response of a point should not be dependent on its position in the image for a camera subject to pure rotation g ∈ SO(3). However, for wide angle images the appearance of the local region surrounding a point on the image can change considerably under the action of rotation due to the distortion of the image. For this reason, a naive implementation of scale-space analysis using a Gaussian function on the image plane is not ideal. We therefore consider obtaining scale-space images by convolution of the image with the solution of the spherical diffusion equation, which may be considered as the Gaussian function defined on the sphere [19] . Although diffusion on the sphere has previously been implemented for optical flow estimation using catadioptric cameras [20] and discussed in the context of scale-space analysis for wide angle images [21] , we consider implementing it into a wide baseline feature matching algorithm.
In this work, we present a novel approach to wide baseline feature matching using scale-space images obtained from the convolution of the image with the spherical diffusion function which we implement in the frequency domain using spherical harmonics. Scale-invariant features are then found as local extrema in scale-space. Given the set of scale-invariant features defined by a position and scale on the sphere, we then generate feature descriptors where the support region for a descriptor is defined as a circular region on the sphere and not a circular region on the image plane. We compare our method to a naive implementation of SIFT, where we find an improvement in the matching performance.
B. Paper Outline
In section II we introduce the necessary notations and theory required to generate scale-space images via convolution on the sphere in the frequency domain. Section III details the implementation of the algorithm, including the parameters used. Section IV presents experimental results comparing the method to a naive implementation of SIFT followed by discussions. Section V presents our conclusions.
II. SPHERICAL SCALE-SPACE

A. Representing Functions on the Sphere
The two dimensional unit sphere S 2 is the set of all points in Euclidean space R 3 at unit radius from a given point. A point on the sphere η ∈ S 2 may be given as a unit vector parameterised by an angle of colatitude θ ∈ [0, π) and longitude φ ∈ [0, 2π) as:
Then for any square integrable function f ∈ L 2 (S 2 ) on the unit sphere, it may be expanded as a linear summation of spherical harmonics functions Y m l :
where the coefficientsf m l are the spherical Fourier transform (spectrum) of f given aŝ
where dη = sin(θ)dθdφ and Y m l denotes the complex conjugate. The spherical harmonic functions Y m l are a solution to the Laplacian on the sphere. For a given point η(θ, φ), the spherical harmonic function Y m l : S 2 → C of degree l and order m is:
where l ∈ N, |m| ≤ l, and P m l are the associated Legendre polynomials.
It is possible to then represent any central projection wide angle image as a summation of spherical harmonic functions, assuming that there exists a camera model C m which maps each pixel I(x, y) on the image plane to a unique ray in space, which is equivalent to a point f (θ, φ) on the sphere:
B. Spherical Diffusion Function
A solution to the spherical (heat) diffusion equation G(θ, φ;t) on the sphere was derived by Bülow [19] . The spherical diffusion function defined with respect to the north pole n = [0, 0, 1] T is:
where kt is the scale factor. For the remainder of this work, we set k = 1. The function is zonal with respect to the north pole (rotationally symmetric about z axis) and may be written as a summation of zonal harmonic functions Y 0 l . Fig. 1 shows this function at arbitrary scale t projected to the fisheye image plane at two different positions. It is clear from this figure that the shape of the function changes considerably depending on the position of the point on the image plane.
C. Convolution on the Sphere
For all rotations g ∈ SO(3), define the operator Λ(g) which rotates a point on the sphere to a new position Λ(g) f (η) = f (g −1 η). These rotations may be parameterised with Euler angles g = R z (γ)R y (β)R z (α). For any two functions on the sphere, here the image and the spherical diffusion function, the definition for convolution is [22] :
Although it is possible to perform convolution on the original image plane itself by projecting the spherical diffusion function to the fisheye image plane, as shown previously in Fig. 1 , in this work we implement convolution in the frequency domain. For convolution of a square integrable function f and symmetrical filter h on the sphere in the frequency domain, Driscoll and Healy define it as [22] :
, the transform of the convolution is a pointwise product of the transforms
where ( f * h) m l is the spectrum of the convolution. Recalling the solution of the spherical diffusion equation in 7, substituting into 9 yields the following definition for diffusion on the sphere [19] :
It is important to note here that an additional 1 2π factor has been included. This is required as the solution in 7 considers convolution restricted to rotations g = R z (γ)R y (β) as the function is symmetrical about the z axis when defined with respect to the north pole n.
Given the spectrum of the filtered function, the result of convolution for a given point on the sphere may then be found:
D. Discrete Spherical Fourier Transform
In this work, we use the s2kit 1 to implement both the forward and inverse discrete spherical Fourier transform (SFT) of a function on the sphere. Referring to Fig. 2 , this requires that the original image first be represented on a θ, φ image whose sample points are:
where b is the sampling bandwidth. In the following experiments, we select the bandwidth b = 512 which was the maximum permissible due to memory requirements. 1 Available http://www.cs.dartmouth.edu/∼geelong/sphere/ The output of the inverse discrete SFT is a filtered image represented as a θ, φ image, which may be mapped back to the original wide angle image plane. 
III. IMPLEMENTATION
In this section we outline our procedure for finding scaleinvariant features and their descriptors which is suitable for use with any calibrated wide angle camera.
A. Scale-Space Images
For a given input image, the set of scale-space images are obtained as follows:
1) Map wide angle image to θ, φ image using the sampling points given in 12 and 13 for the selected bandwidth b = 512. 2) Find the spherical Fourier coefficientsf m l given by 4 using s2kit. 3) Filter in the frequency domain for each scale t i using 10 to obtain the spectrums ( f t i ) m l . 4) For each filtered spectrum ( f t i ) m l , find the inverse SFT defined in 11 using s2kit. The output is a set scalespace images represented on the θ, φ image plane. 5) Map each θ, φ scale-space image back to the original wide angle image plane.
The result is then the set of scale-space images L(x, y;t) represented on the original wide angle image plane. Although it would be possible to process the image represented on the θ, φ image, we choose to map it back to the original image plane. This is done so that during feature detection, we can assume that the image is locally perspective in a 3×3 pixel neighbourhood when calculating gradients for keypoint detection and interpolation. This assumption is less valid on the θ, φ image, particularly at regions near the pole.
B. Scale Selection
The scales selected are based on those used in SIFT. Given that SIFT first doubles the image size and pre-smoothes to a starting scale σ = 1.6, this equates to a scale of σ = 0.8 in regards to the original image size. For our camera, we then find the angle of colatitude θ on the sphere for a 0.8 pixel shift from the image centre and set the initial scale t 0 = θ 2 . For the camera used in the following experiments (1024 × 768 resolution firewire camera fitted with Omnitech Robotics fisheye lens), the starting scale was t 0 = 0.03 2 . The set of scale-space images are then found for scales:
C. Feature Detection 
D. Feature Descriptors
For scale-invariant feature matching algorithms such as SIFT, the feature scale is used to define a circular support region on the perspective image plane from which inlying pixels are used to produce the feature descriptor. In the case where scale-space images are obtained by spherical diffusion, the feature scale t defines a circular support region on the sphere centred around the position of the feature on the sphere. Only the pixels on the image plane that map to a point within this support region contribute to the descriptor.
Referring to Fig. 3(a) , a circular support region is shown around a feature position on the sphere. The angle ψ is from the line joining the centre of the sphere and the feature position on the sphere. The angle α is a rotation around this line. In the following experiments, the maximum angle which defines the size of the support region is set to ψ max = 6 √ t, where t is the scale of the feature. We then map all points on the image plane that project to a point on the sphere within this region to a fixed sized 41 × 41 patch, which is the same size used in other relevant studies related to scaleinvariant feature matching [23] [24] . Referring to Fig. 3(b) , the coordinates x, y on this patch are related to the angles ψ, α by:
Referring again to Fig. 3(b) , the contour on the wide angle image plane represents a circular support region on the sphere. The image on the right is the pixels within this region mapped to the fixed sized patch. For each patch P, a SIFT descriptor is then found. The SIFT descriptor is a 128 element vector consisting of 4 × 4 histograms of weighted gradient orientations, each with 8 histogram bins. When finding the SIFT descriptors, the gradients are computed from adjacent pixel differences on the patch:
IV. EXPERIMENTS AND RESULTS
We wish to determine if our algorithm improves matching performance compared to a naive implementation of SIFT where the image is treated as perspective. To do this, we consider an application related to vision based localisation where the goal is to match image features between consecutive images taken from a wide angle camera on a mobile robotic platform.
A. Input data
The input data is a series of image sequences obtained with a forward facing 1024 × 768 resolution firewire camera fitted with an Omnitech Robotics fisheye lens. The approximate baseline separation between images is two metres. Figure 4 shows three consecutive images from one of the sequences taken in an outdoors environment. In total, there is in excess of 1500 images. For each image, two sets of scale-invariant features are then found. The first set is obtained using a direct implementation of SIFT where the image is treated as perspective. The second is found using our approach described where scalespace images are found via convolution with the spherical diffusion function, and where the descriptors are then found for a circular support region defined on the sphere.
B. Performance metric
To compare the two approaches, we use recall versus 1-precision. This is the same metric used in other similar studies [23] [24] , where it is noted in both that it is a more appropriate metric than receiver operating characteristics (ROC). This is due to the fact that the exact number of false matches may not be determined when matching features between images. Recall and 1-precision are defined as: recall = number correct matches total number of correct matches (18) 1-precision = number false matches total number of all matches .
For any two images, we take the image with the least number of features and find the closest two features in the other image based on the Euclidean distance between descriptors. Rather than threshold the matching score directly on this distance to the closest feature, we use the ratio of the two closest features, which is a measure of the ambiguity of the feature match. The idea is that a reliable feature match is only found if it matches closely to only one feature in the other image. It has been shown in [24] that thresholding matches using the ambiguity gives improved matching performance compared to simply thresholding the distance between the best match in the other image.
C. Selecting Correct Matches
To determine if a feature match is correct, we use epipolar constraints under the assumption that the operating environment is rigid. As we are using a calibrated camera, we solve for the essential matrix E between image pairs using the five point algorithm [25] and RANSAC to remove outliers. When finding the essential matrix, only the best feature matches (based on ambiguity metric) are used to reduce the number of initial outliers. Then for any two features x and x ′ in each image, a match is considered correct if |x ′T Ex| < threshold.
D. Results
Results were obtained for two different baseline separations; baseline 1 where features were matched between every consecutive image, and baseline 2 were features were matched between every second consecutive image. The recall versus 1-precision results were found for each set of feature matches and the results averaged over all image sequences. The results for both baseline separations is shown in Fig. 5 . 
E. Discussion
It is evident from the results presented that there is an improvement in the matching results using the method we presented where scale-space images are obtained by convolution on the sphere and feature descriptors found for a circular support region on the sphere. This suggests that this is a more appropriate method to use for wide baseline feature matching compared to a simple naive approach where the image is treated as perspective. In reality, the naive implementation of SIFT still produces reasonable results considering the distortion present in the image. This is due to the fact that the majority of feature matches are found at the smaller scales where the size of the Gaussian function and the support radius used to generate the descriptor are small relative to the overall image size. This means that the effect of distortion has less impact when both detecting features and producing their descriptors. Considering also that the SIFT descriptor is able to handle small affine and projective deformations, then a large number of feature matches are still typically found between images. As we have only based scale selection on that used in SIFT, it is possible that more optimal solutions exists when implementing our method.
V. CONCLUSIONS
We presented a wide baseline feature matching algorithm suitable for use with wide angle cameras. Our method matches scale-invariant features between images, where scale-invariant features are local extrema in scale-space. Rather than simply treat the image as perspective, we obtain scale-space images by convolution of the image and spherical diffusion function on the sphere. Given the set of features, the support region used to find the descriptor is defined as a circle on the sphere around the feature position on the sphere. We compared our method with a naive implementation of SIFT where the image is treated as perspective, with results from experiments showing an improvement in matching performance.
