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Abstract
A generic and model-based framework for batch cooling crystallization operations has been ex-
tended in terms of model library, model analysis as well as simulation of continuous and fed-
batch operations. New modules for the framework have been developed, including a module
for reactions, allowing the study of reactive crystallization within the framework. A crystal-
lization kinetic model library together with an ontology for knowledge representation has been
developed, in which kinetic models and relations from the literature are stored along with the ref-
erences and data. The model library connects to the generic modelling framework as well, so that
models can be retrieved, analyzed, used for simulation and revised versions stored again. The
model library facilitates comparison of expressions for crystallization kinetic phenomena and is
integrated with the model analysis tools of the framework. Through the framework, a model for a
crystallization operation may be systematically generated and parameters for the model for sim-
ulation can be found in the database. A procedure for parameter estimation has been illustrated
based on experimental work. The identiﬁability of the models has been discussed in relation to
parameter estimation using sensitivity analysis. Some important identiﬁability issues have been
investigated using the model structure to simulate perfect data and data with white noise added
to it. It is found that the kinetic models may not be reliably estimated from the concentration
proﬁle using the parameter estimation procedure for both perfect and noisy data. The framework
has been applied to case studies involving inorganic and organic compounds, including an active
pharmaceutical ingredient (paracetamol) crystallized from different solvents. The case studies
have been used to demonstrate the versatility of the framework.
iii
Resume´ (abstract in Danish)
Et generisk, modelbaseret framework til batch kølekrystallisation er blevet udvidet til at om-
fatte kontinuert of fed-batch processer. Moduler til frameworket er konstrueret, inklusive mod-
uler, som tillader studier af reaktive krystallisationsprocesser. Et bibliotek indeholdende de
nødvendige kinetiske modeller til krystallisationsstudier er udviklet som en ontologi. Heri er
kinetiske modeller og relationer lagret med de referencer og data, hvorpa˚ de kinetiske modeller
baseret. Modelbiblioteket fungerer endvidere modulært ved at det er forbundet til framewor-
ket, hvorved modeller kan hentes, analyseres, anvendes i simulationer af processer og lagres
igen. Modelbiblioteket muliggør sammenligning af modeller og udtryk for kinetiske fænomener
(modeller for vækst, kimdannelse, agglomeration og brydning) . Modelbiblioteket er tæt for-
bundet med statistiske værktøjer. Ved anvendelse af frameworket kan en model for en krys-
tallisationsproces genereres systematisk og parametre kan ﬁndes i databasen. En procedure til
estimation af parametre er illustreret pa˚ baggrund af eksperimentelt arbejde med paracetamol
i propan-2-ol. Identiﬁcerbarheden af modellerne diskuteres pa˚ baggrund af metoder fra sen-
sitivitetsanlyser. Den praktiske identiﬁcerbarhed er undersøgt ved anvendelse af modelstruk-
turen til at simulere perfekte data og datasæt med hvid støj. At anvende koncentrationsbalan-
cen til at estimere parametrene er fundet problematisk, idet parametrene ikke kan estimerers
pa˚lideligt. Frameworket er anvendt i studier af organiske og uorganiske forbindelser, herunder
farmaceutiske komponenter, i forskellige opløsningsmidler med henblik pa˚ at demonstrere al-
sidigheden af frameworket
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Introduction and aim
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CHAPTER 1
Introduction
Crystallization as a chemical unit operation has been utilized for millennia to separate chemical
systems, for example, in the production of sodium chloride salt in solar evaporation ponds. With
the advances in the pharmaceutical industry and specialty chemicals industrial sectors producing
active (pharmaceutical) ingredients (API) with melting points above 100°C interest in crystal-
lization as a separation and puriﬁcation method for these compounds has grown. In recent years
crystallization has been considered one of the major separation and puriﬁcation methods for food,
pharmaceuticals and ﬁne chemicals (Markande et al., 2009). The crystallization operation can
be carried out in different modes. One mode is the batch cooling operation illustrated in ﬁgure
1.1. The cooling jacket allows control of the operation at a speciﬁed temperature, which in itself
is not difﬁcult but linking it to a certain product quality dependent on the crystal size distribution
(CSD), for example, can be very challenging.
According to Randolph and Larson (1971) the CSD is an important property of a product ob-
tained through crystallization yet difﬁcult to predict and not well understood (Randolph and
Larson, 1971). Indeed, the CSD is an important characteristic of a crystallized product as it af-
fects the ﬂow properties, speciﬁc area and dissolution rate (Markande et al., 2009). Furthermore,
the CSD is important in downstream operations for recovery of the crystals by ﬁltration, as well
as in washing and drying of the product (Markande et al., 2009). Depending on the CSD of the
crystallized product, milling of the ﬁnal product may be necessary.
Randolph and Larson (1971) point out that important properties of a crystallization operation are
2
1. Introduction
Figure 1.1: A cooling batch crystallizer with a cooling jacket and coils. Illustration adopted from Jones (2002)
the crystal habit, describing the appearance of the crystals due to the relative growth rate of the
faces, and purity, the fouling of equipment, capacity and scale-up as well as crystallizer stability
(Randolph and Larson, 1971), all of which can be related to the kinetics of the chemical system.
Understanding the kinetics of the crystallization process is necessary to achieve a product of
sufﬁcient quality as well as running the operation.
1.1 Aim
This project concerns the modelling of kinetics for crystallization operations as part of a model-
based framework for crystallization operation design and analysis in which the kinetic phenom-
ena (growth, nucleation, agglomeration and breakage) are treated. The description of the crystal-
lization operation relies on the description of thermodynamics and of the kinetic phenomena that
are closely related to the operational policies. This work focuses on the models used to describe
the kinetics and how they can be analysed as stand-alone descriptions of kinetic phenomena or
modelled together to capture their interactions. The single phenomenon models allow the sim-
ple analysis with no masking effects of kinetic phenomena due to interactions, which is often
necessary when a model is evaluated, whereas the multi-phenomena models provide a more re-
alistic approach, where phenomena may be dominated by process design or operation, but are
present nonetheless. The framework is utilized for crystallization operation simulation and anal-
ysis. The models for crystallization kinetics are identiﬁed and stored in a model library as part
of the framework for future use.
1.2 Structure of the thesis
The thesis is divided into four main parts (I-IV) and a set of appendices (part V). Part I (chapters
1 and 2) introduces the scope and aim of the thesis, reviewing the literature in the ﬁeld. Part II
introduces the extended generic framework, establishing the generic framework concept (chapter
3
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3), listing the kinetic phenomena and the kinetic constitutive equations (chapter 4), how the
generic process model is constructed and its interactions with the kinetic constitutive equations
(chapter 5) and the necessary data and available data types (chapter 6). Part III includes the case
studies (chapter 7) and part IV contains the discussion (chapter 8) and conclusion and further
work (chapter 9).
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CHAPTER 2
Literature review
This chapter contains a review of relevant literature in the context of crystallization and generic
approaches for modelling and analysis of crystallization. Several of the references related to
the context of later chapters are cited there. A major group of references are located in the
crystallization kinetic model library discussed in section 4.8.
2.1 Crystallization fundamentals
A crystallization operation can be described as one involving multiple balance equation types.
Crystals forming, growing and interacting with other crystals as well as the surroundings can
involve mass, energy and population balances. The mass and energy balances can be formulated
overall for the system or as distributed balances describing spatial variation in the crystallizer
depending on the desired level of information.
2.1.1 Mass balance
In this work crystallization from solution is treated and the mass balances relating to this con-
dition are considered. The mass balance for a crystallizer can be formulated differently: The
crystallizer can be analyzed from a thermodynamic point of view, assuming equilibrium, or as a
5
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dynamic operation. The thermodynamic consideration is carried out initially as the feasibility of
the operation is considered. The thermodynamics give the driving force for the crystallization.
The difference in chemical potential between the component in solution and solid form deter-
mines the solubility of the solute in the solution and the saturation condition. In a crystallization
operation from solution, the chemical potential of the solute is increased above that of the solid,
making the solution supersaturated, and the mass balance can be formulated based on a phase
diagram using the lever rule (Mullin, 2001).
The dynamic mass balance involves the kinetics of the system and describes the crystallization
operation regarding the formation and increase of the solid phase, thus it involves the nucleation
and growth phenomena and may be coupled with a population balance.
Supersaturation
The supersaturation of the system can be described in various ways. The thermodynamic de-
scription can be given as (Mohan and Myerson, 2002):
Δμ
RT
=
μsolute
RT
− μsolutesat
RT
= ln
a
a∗
= ln
γx
γ∗x∗
(2.1)
Here, the thermodynamical supersaturation is given as the difference in chemical potential be-
tween the solute in supersaturated solution and solute in saturated solution. In practical crys-
tallization operations the thermodynamic potential is not always known and other descriptions
of the supersaturation have been employed. Apart from the thermodynamic potential the super-
saturation, relative supersaturation and supersaturation ratio are used. These can be deﬁned as
(Ny´vlt et al., 1985):
Absolute supersaturation X(T ) = ΔC(T ) =C−Ceq(T ) (2.2)
Relative supersaturation X(T ) = σ(T ) =
C−Ceq(T )
Ceq(T )
=
ΔC(T )
Ceq(T )
(2.3)
Supersaturation ratio X(T ) = S(T ) =
C
Ceq(T )
= σ(T )+1 (2.4)
Here, (T ) indicates that the saturation is a function of temperature. Depending on the chosen
process, other relevant variables for the equilibrium concentration can be introduced which will
shift the saturation curve as it is dependent on the speciﬁc chemical system.
The absolute supersaturation expresses the difference in concentration, ΔC as the difference be-
tween actual concentration c and equilibrium concentration ceq, also known as saturated concen-
tration csat . The relative supersaturation σ expresses the difference between actual concentration
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and equilibrium concentration, Δc, relative to the equilibrium concentration ceq leading to nu-
merical values in the range [0;1] for most supersaturated systems. The supersaturation ratio is
1 for saturated systems. Undersaturated have a supersaturation ratio value in the range (0;1).
Supersaturated systems have supersaturation ratios larger than 1.
It should be noted that the numerical values of Eqs (2.2) - (2.4) are dependent on the concentra-
tion unit. Changing concentration unit directly affects Δc. Despite being dimensionless, the rel-
ative supersaturation and supersaturation ratio will change value if the concentration is changed
from
mass of solute
mass of solvent
to
mass of solute
mass of solute-free solvent
There is no literature convention on the symbols used and S is frequently used as the symbol to
describe the relative supersaturation Δcceq .
It is also possible to deﬁne the supersaturation by the supercooling of the system (Ny´vlt et al.,
1985). This is used in another context than the growth models.
The mass balance can be formulated differentially as a concentration balance
dC
dt
=
−ρc
msolvent
dVc
dt
(2.5)
where C is the concentration of solute (dimensionless), ρc is the crystal density, msolvent is the
mass of solvent and Vc is the volume of crystals.
2.1.2 Energy balance
The energy balance for the crystallization operation is formulated depending on the vessel type
and properties of the system. The crystallization operation involves the heat of crystallization,
for which a constitutive relation may be included, and the operation itself may involve heating
or cooling. The energy balance can thus be connected to the mass balance and analyzed overall
(from thermodynamic relations) or dynamically coupled with the dynamic mass balance.
The energy balance can be formulated as
mmagmacp,magma
dT
dt
=−ΔHcryst dmcdt −UAΔT (2.6)
where mmagma is the mass of magma in the crystallization chamber, cp,magma the heat capacity of
the magma, T the temperature, ΔHcryst the crystallization enthalpy, mc the mass of crystals and
UAΔT the heat exchange with the surroundings. This may stem from either natural convection,
forced convection, a cooling jacket or other exchange.
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2.2 Kinetics
The overall mass balance describes how the process components interact and the overall energy
balance describes the energy involved. For a model involving the time of the operation (a tran-
sient simulation), the kinetics are necessary. For this purpose time-dependent models can be
formulated for the description of the crystallizer. The time-dependent models require kinetic
models for the chemical system and process equipment which must be supplied.
The kinetic models for a crystallization operation can include several variables describing the
phenomena encountered in a crystallization process. (Mullin, 2001; Myerson, 2002) Nucleation
is the formation of nuclei or minuscule crystals that grow. When the crystals are formed the
crystals grow while new crystals are formed and the rate of formation and growth will determine
the size distribution of the crystals. Agglomeration and breakage of crystals can also contribute
to the CSD. The respective kinetic phenomena and the models relating to them are covered in
chapter 4.
The driving force for the crystallization operation is the supersaturation and a supersaturation
relation is needed to describe this. This relation can be based on data (correlation) or model based
for the speciﬁc operation to be studied. The supersaturation relation can be used in the framework
with the equipment description and operational policies to formulate the time-dependent mass
and energy equations.
2.3 Population balances for crystallization operations
The population balance approach combines a set of equations describing the conservation laws,
rate equations and ﬂuid mechanics of the system (Garside, 1985). This allows the CSD charac-
terization, which is an important part of the crystal product properties to be calculated. Different
variables such as rate of birth, growth and death can be included. These variables can be sub-
divided and related to the kinetic phenomena they represent and a constitutive equation can be
formulated. As an example the birth rate variable describes the rate of generation of a new
particle in the population balance. This new crystal or particle may stem from a nucleation, ag-
glomeration or breakage related phenomenon and the number of particles formed is the sum of
particles originating from the different phenomena.
B= Bnucleation+Bagglomeration+Bbreakage
Deciding which phenomena to include in the kinetics, the population balance equation can be set
up in its general form as as (2.7):
∂n(L, t)
∂t
=−∂ [n(L, t)G(L,X ,φ)]
∂L
+Birth−Death (2.7)
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n(L, t) is the number of particles of size L for a given time t. This is a discrete number, but is
often treated as a continuous variable. G(L,X ,φ) is the growth function for a particle depending
on size, supersaturation (X) and selected phenomena φ. φ covers such phenomena as temper-
ature effect, transport phenomena or apparent size dependency for a growth model including
these terms. The growth function is continuous. Birth represents new particles formed through
nucleation, agglomeration or breakage and Death represents destruction of particles through ag-
glomeration or breakage. The birth and death terms are similarly discrete functions, but are often
treated as continuous functions, assuming that the number of particles is large, whereby the rela-
tive error from this assumption is small. Authors have chosen different approaches for including
the ﬂuid dynamics, which is discussed in chapter 4.
The population equation can be formulated in multiple dimensions, allowing crystals to be de-
scribed in different shapes. However, the necessity of including an additional dimension should
be considered carefully, since each additional dimension may come along with a considerable
computational burden for detailed simulations (Costa et al., 2007).
2.3.1 Solution methods
The methods for solution of a model based on a population balance are classiﬁed into moment-
based methods and bin-based methods. For the moment-based methods, the population is char-
acterized from its moments, which may be weighted. Bin-based methods discretize a dimension
of the crystal and characterize the crystals according to the value on this axis. A size character-
istic is often used. Other methods have been proposed as well, however, in the context of this
project, the method of moments (Hulburt and Katz, 1964) and method of classes (Marchal et al.,
1988) are the focus, as the major part of the work has been carried out in a framework proposed
by Samad et al. (2011) with these methods.
Moment methods
Moment methods offer limited information about a distribution compared to bin-based methods
as they supply overall information about a distribution. The solution method often involves
fewer equations and may thus be faster. Simulation studies in this project indicate that this is the
case, when the method of classes (Marchal et al., 1988) is compared to the method of moments
(Hulburt and Katz, 1964).
Hulburt and Katz (1964) applied an analysis of the evolution of a particle population through
its moments to a crystallizer, including one or two dimensions in the population balance for a
continuous crystallizer. The discussion of the method of moments was further undertaken in
Randolph and Larson (1971), where the evolution of a particle distribution was discussed for
a continuous crystallizer and the equations resulting from different distributions (gamma (Γ),
normal or log-normal) were discussed. The method here was applied to steady and un-steady
9
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state crystallizers. The method of moments discussed by (Hulburt and Katz, 1964) in terms of a
Laguerre series, while limitations or restrictions of the method of moments have been discussed
by them and others (Hulburt and Katz, 1964; McGraw, 1997; Gimbun et al., 2009). McGraw
(1997) proposed the quadrature method of moments, giving a broader application of moment-
based approaches and possibly combined with bin-based methods, for example Aamir et al.
(2009).
Bin-based methods
An alternative to the moment approach is to discretize the population balance equation (PBE)
(eq.2.7); this allows the transformation of the PBE (a partial differential equation) into a set of
ordinary differential equations (ODE). Marchal et al. (1988) discretized the population balance
and formulated the method of classes, which may include nucleation, growth, agglomeration
and breakage. The method discretizes the PBE according to a size regime, the characteristic
length, which is connected to a characteristic dimension of the crystal. The method then tracks
the number of crystals in a speciﬁed size region (a bin), where all the crystals are assumed to be
of the same (characteristic) size (Marchal et al., 1988). The resolution depends on the number
of discretization points (number of classes), which results in a trade-off between accuracy and
speed of solution due to the increased number of ODEs (Costa et al., 2007).
Combinations of moment and other methods
Combinations of moment and other methods have been utilized in order to obtain the advantages
from several methods. Aamir et al. (2009) proposed the combination of the quadrature method
of moments with the method of characteristics for computational efﬁciency (Aamir et al., 2009).
Other methods
Several methods for solution of PBE have been discussed by Ramkrishna (2000). Methods for
solution of the population balance equations have been applied, a few examples are: the method
of lines has been used to model a sucrose crystallization (Quintana-Herna´ndez et al., 2004) and
high-resolution ﬁnite volume methods have been employed by authors to simulate processes as
well (Ma et al., 2002; Qamar et al., 2007).
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Part II
Framework and kinetics
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CHAPTER 3
General Framework
Modelling and model development has been undertaken in many ﬁelds and multiple approaches
to model development have been applied (Cameron and Gani, 2011). An approach with a system-
atic and ﬂexible, model-based framework has been suggested (Gernaey and Gani, 2010) and a
generic modelling framework for crystallization has been proposed by Samad et al. (2011). This
framework has been extended further in terms of addition of a model library for crystallization
kinetics that is integrated into the framework together with other options such as model identi-
ﬁcation, model-operation design and analysis. The generic modelling framework contains the
speciﬁcations for a given crystallization process and can be used for simulation of this process.
3.1 Input
The input needed to use the framework is a problem description including the chemical system
and an equipment description. When this description is given, the framework provides the work-
ﬂow to retrieve the needed model, if available, from the model library or, to construct a new
model using the model generation procedure of Samad et al. (2011). For the population balance
approach a set of balance equations needs to be derived and solved for the speciﬁc crystalliza-
tion operation: Mass, energy and population balance equations. The mass and energy balance
equations are derived as overall balance equations for the planned (or speciﬁc) crystallization
operation. With these overall balance equations the it should be possible to investigate speciﬁc
12
3. General Framework
crystallization operations.
Different phenomena found in crystallization operations have been modeled with varying sets of
assumptions. Figure 3.1 shows a diagram of the interactions between phenomena, constitutive
equations and balance equations.
Balance
equations
Constitutive
equations
Control
equations
Growth
Nucleation
Agglomeration
Breakage
Enthalpy
Saturation
Figure 3.1: A simple diagram of the constitutive equations relation to phenomena and other equations. The balance
equations involve mass, energy and population balances, in which constitutive relations are necessary. These constitutive
equations involve the kinetics (growth, nucleation, agglomeration and breakage) for time dependent solutions and the
enthalpy and saturation relations. Control equations can be added to include a control aspect, and they will interact with
the balance equations
Figure 3.2 illustrates how the model equations interact with the models from the framework
(in grey) and each other when the crystallization operation is modeled. The models needed to
represent the kinetic phenomena may be modiﬁed for speciﬁc applications for the corresponding
phenomena and the model library may also have several models developed by other researchers
available.
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3. General Framework
The overall modelling approach is shown in Figures 3.3 - 3.5. These ﬁgures show the scenario
for operations and the corresponding data ﬂow with supporting tools within the framework. Fig-
ure 3.3 shows the overall (top) framework, which starts with the formulation of the objective.
This can be to simulate a crystallization operation. Using the scenario ontology, the necessary
(process) deﬁnitions are then given for the scenario to be generated and a crystallization model
can be constructed. This model (Figure 3.4) involves establishing the model criteria for a model
that can handle the crystallization scenario
1. Deﬁning the scenario is the initial step
2. This model (Figure 3.4) involves establishing the model criteria for a model that can handle
the crystallization scenario
3. An initial feasibility study may involve only mass balances and equilibrium relations,
where later studies may involve kinetics and the population balance. Relevant consid-
erations are also the type of equipment and type of chemicals used. Having established the
model criteria, the involved balances, constitutive relations and control equations may be
chosen for the model construction.
4. As the model is deﬁned data may be required (if parameters are not already found in the
database). The data requirements are evaluated, for some relations data and experimental
points are necessary, for others models, possibly with predictive qualities (such as UNIFAQ
(Fredenslund et al., 1975)) may be used.
5. With the data requirements established, the necessary data should be retrieved from litera-
ture, experiments or databases.
6. Then, all the necessary requirements for the model to be simulated and the simulation
performed.
7. Depending on the outcome of this simulation and the desired purpose, the simulation re-
sults can be accepted or rejected. The evaluation of the model result can be based on a
visual inspection (a plot) or comparison with experiments, in the latter case a new set of
experimental data is necessary. This data set should be obtained, if it is possible to ana-
lyze by visual inspection, a plot of the model and the statistical analysis can be used to
decide whether the model and experiment agrees. If not, a data handling procedure (Fig-
ure 3.5) may be employed after which the results should be possible to inspect visually.
If the model fails in veriﬁcation, it is necessary to identify the cause of this and correct it.
Possible causes can be model validity (the structure of the model and included phenomena
may not be sufﬁcient to capture the behaviour in the process).
Experimental data for the crystallization operation may be available in many forms, as discussed
in chapter 6. The data type may therefore be known or unknown in the framework, in which case
a translation policy exists or is needed. When a new translation policy is developed, it is stored
in the data type translation library. Having translated the data, a consistency check should be
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carried out, if the data is consistent, it is ready for use in the crystallization model (Figure 3.4).
However, if the data is found to be inconsistent an evaluation is necessary: Can the data set be
reﬁned to make it consistent? If so, the data set is reﬁned and the procedure repeated. Otherwise
a new experimental design may be needed or an experiment rerun to collect a new data set.
The overall process model is treated in chapter 5, where the forms of the balance equations
and constitutive equations in generic forms are discussed, as well as the possibilities to make the
models generic and handle the crystallization operation within the framework. The crystalization
kinetics are a major part of the constitutive equations and are treated in chapter 4.
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Objective: Define
problem
Generate scenario
Crystallizer
modelling
(2)
Objective achieved ?
Yes
No
Crystallization
operation done
Model based
design/analysis
Scenario ontology
Design/analysis of
model faulty?
Crystallizer model
faulty?
Scenario unsolvable
No
No
Yes
Yes
Yes
No
Problem outside
framework domain
MoT, MATLAB or similar
Start
Figure 3.3: The overall diagram of the framework relation. Initially a problem is deﬁned. Using the scenario ontology,
the necessary (process) deﬁnitions are then given and a scenario generated. A crystallizer model is formulated and used
for the desired purpose, which may be design or analysis. In this step simulation tools such as MATLAB, MoT or similar
may be necessary. Having the results of the simulation, it is evaluated whether the objective has been achieved. If so, the
problem is solved. If not, the steps are retraced and any faults located. If no fault is found, but the scenario is unsolvable,
it falls outside the domain of the framework
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Figure 3.4: The diagram for the crystallizer relation. With the scenario deﬁned from Figure 3.3, the model criteria
are established and the relevant balances chosen. These are stored in the generic modelling tool and require data,
which must be provided from literature or experiments. With the model established, the simulation can be performed. If
experimental data exist, these can be used for comparison and veriﬁcation, if not a plot is made to evaluate the result,
and if satisfactory the model is used for the application. If experimental data is required for model comparison, the data
criteria must be established and the necessary data obtained. Graphical representation is considered useful here and a
subroutine involves getting the data to a form, which may be visualized. The plots are compared (along with statistical
analysis) and if in agreement, the model is accepted. Otherwise the validity of the model should be checked and possibly
updated. A parameter may also have the wrong value, and have to be updated. If neither is the case, there can be a
model-experimental mismatch and the experimental results should be checked with a new data set.
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Figure 3.5: The diagram of the data treatment. The data are entered and it is investigated whether this data type is
known and therefore has a translation policy or unknown (in which case a data translation policy does not exist). A data
translation policy must exist for the data to be used, and if no such policy exists, it must therefore be constructed for the
data to be translated. The user may choose not to do so, in which case the data is not translated. If a new translation
policy is developed, it is stored in the data type translation library. Having translated the data, a consistency check
should be carried out: if the data is consistent, it is ready for use in the crystallization model (Figure 3.4), if the data
is found to be inconsistent an evaluation is necessary: Can the data set be reﬁned to be consistent? If so, the data set
is reﬁned and the procedure re-iterated, otherwise a new experimental design may be needed or an experiment rerun to
obtain a new data set.
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CHAPTER 4
Constitutive Models
The constitutive models found through a literature search have been collected into a model library
and are discussed in this chapter. The growth models are covered ﬁrst, followed by nucleation,
agglomeration and breakage.
4.1 Growth models
The population balance models are in general based on experience-based equations for the
growth functions as authors have found that theoretical functions have been orders of magni-
tude away from describing the growth accurately and have not been able to describe observed
changes in growth (Mullin, 2001). The growth functions can be divided into mass growth (vol-
ume growth), area growth or length growth. Growth of mass is a measurement of the amount
of formed material per unit of time for a given crystal, whereas area growth is the increase in
surface area. Both of these are less commonly used with the population balance compared to the
growth of length in which the growth of a crystal is described as the change in a characteristic
dimension.
The relevant phenomena have been discussed among authors from the growth mechanism and
understanding of growth to the relevant phenomena for a speciﬁc mechanism (Mersmann, 2001;
Mullin, 2001). Surface energy theories have been proposed; however, they have largely failed to
20
4. Constitutive Models
explain the observed results of growth in the crystals and the effect of supersaturation (Mullin,
2001).
Other theories have been suggested as well, but have not been able to describe crystal growth
sufﬁciently (Mohan and Myerson, 2002) and hence a number of empirically adapted theories are
usually used for the description of crystal growth.
Semi-empirical relations have been developed through the suggestion and development of a
multi-step mechanism (Kossel, 1927; Burton et al., 1951). In this mechanism the growth rate
of crystals depends on the transport of solute to the surface of the crystal followed by subsequent
integration of new material into the crystal structure. Ideally the theory favours crystals to grow
through the build-up of consecutive planes. The addition of new material into kinks in a plane
under completion is energetically favoured compared to the addition of new material on a plane
and hence the planes are completed before a new plane is added (Kossel, 1927). This theory is
able to explain some observed growth phenomena but not how some crystals can grow at a rapid
pace at low supersaturation, where the introduction of new nuclei at the surface is found to be
minimal.
The introduction of the Burton-Cabrera-Frank (BCF)-theory (Burton et al., 1951) with the screw-
dislocation has given another perspective and accounts for the continued growth of crystals at
low supersaturation. The screw-dislocations have been documented through several works and
although the theory is developed for crystal growth from gaseous media it has been applied to
crystals grown from solutions (Mullin, 2001).
4.1.1 General Growth Model
A general model has been developed from a diffusion-reaction scheme (Chernov, 1989; Mullin,
2001). This general model has been adapted and used by multiple authors (Nagy et al., 2008) to
describe the growth of the crystals in a crystallization operation. The model is often adapted to
account for observed phenomena and effects through expressions describing these phenomena
multiplied with the growth constant.
Diffusion and reaction The diffusion-reaction scheme for crystallization has been discussed
by multiple authors (Noyes and Whitney, 1897; Nernst, 1904; Kossel, 1927; Chernov, 1989). It
is treated similarly as diffusion-reaction schemes for multiple other processes (Cussler, 2009)
Originally the diffusion was considered to limit the inclusion of new material solely and the
growth of the crystal depended on the deposition. This theory suggests that crystal growth is a
function of supersaturation, X , which itself is a function of temperature T , X = X(T ) and hence
G = f (X(T )). From this theory a relationship describing the change of crystal mass as function
of time
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dm
dt
= k ·A(C−Csat) (4.1)
was derived. Here k is a rate constant, A is the surface area, C is the concentration of solute
in solution and Csat is the saturation concentration. The equation was modiﬁed to include a
diffusion mass transfer element (Nernst, 1904; Myerson, 2002):
dm
dt
=
D
d
·A(C−Csat) (4.2)
Here D is the diffusion rate and d is the length of the diffusion path.
Later observations indicated that the solution around the growing crystal was supersaturated
suggesting that a second step where the solute molecule was integrated into the crystal structure
existed. This led to a modiﬁcation of the theory to a two-stage mechanism: Initial diffusion
from the supersaturated solution with mean concentrationC through a diffusion layer with mean
concentrationCi and separate integration from the diffusion layer into the crystal (Valeton, 1923).
Figure 4.1 illustrates the assumptions
Figure 4.1: Illustration of the boundary layer and surface of the crystal. The ﬁlm theory assumes that a crystal has a
surface in contact with a boundary layer saturated at the surface of the crystal and with an increasing concentration
through a stagnant ﬁlm forming a boundary layer around the crystals through which solute material has to diffuse to the
surface of the crystal to be integrated in the crystal structure. Figure adopted from Mullin (2001)
The corresponding model can be formulated as (Myerson, 2002)
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dm
dt
= kdi f f usion ·A(C−Ci) (4.3)
dm
dt
= kintegration ·A(Ci−Csat) (4.4)
The two equations can be combined into a single growth expression. The diffusion-reaction
scheme theory assumes a ﬁrst order integration reaction, but this assumption is not necessarily
true Mullin (2001). For higher order integration, the equation:
dm
dt
= kintegration ·A(Ci−Csat)r (4.5)
can be used, where r is the reaction order (Garside, 1985).
In both cases the combined expression becomes:
dm
dt
= k ·A(C−Csat)g (4.6)
This expression covers the overall growth of the crystals with k being an overall rate coefﬁcient
and g the order of the overall growth process. The expression relates the mass growth of the
crystal to the supersaturation as the driving force and indirectly of the mass ﬂow around the
crystal through the boundary layer associated with the diffusion.
For a description of the dimensions of the crystal a growth model describing the length growth
of the crystal can be related to the mass growth. This dimension based growth is frequently used
in the population balance approach. The conversion between the expressions is possible by
dm
dt
= 3A
α
β
ρ
dL
dt
(4.7)
Here A is the surface area, α is the volume shape factor, β the surface shape factor, ρ the crystal
density and L the characteristic length. From eq. (4.6) and eq. (4.7) it is seen that
3A
α
β
ρ
dL
dt
= k ·A(C−Csat)g (4.8)
dL
dt
= k
β
3αρ
(C−Csat)g (4.9)
The latter equation (4.9) can be rewritten as
G= k
′
g · (C−Csat)g (4.10)
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where G is the length growth rate of the crystals, and k
′
g is a rate constant. This growth model
is frequently employed in crystallization models (Garside, 1985; Myerson, 2002; Nagy et al.,
2008).
Temperature Dependence The growth rate of the crystals has in many systems been found
to exhibit temperature dependence where growth rate measurements carried out at equivalent
supersaturation show different growth rates at different temperatures. To compensate for this
several authors (Rawlings et al., 1993; Myerson, 2002; Ouiazzane et al., 2008) have introduced
temperature dependence in the kinetic model, often through an Arrhenius expression for the
growth constant.
Transport Phenomena The diffusion through the boundary layer and integration of material
into the crystal is dependent on the conditions in the crystallizer.
From the diffusion-reaction theory the combined reaction rate will change as the diffusion con-
ditions change. The effects of the transport phenomena are considered among authors with a
series of experiments at different hydro-dynamical conditions. The stirring is considered to be
the cause of these effects, and they are often modeled as such. There is a tendency for crystal
growth to approach a steady rate as the speed of stirring increased. Several authors (Angelov
et al., 2008; Akrap et al., 2012; Hofmann and Raisch, 2012) employ a power expression of the
stirring rate ω to account for transport phenomena in a stirred tank vessel.
Apparent Size Dependency The assumption of a growth independent of the size of the crystal
in the length direction is known as McCabe’s ΔL-law from McCabe and Stevens (1951). Other
authors argue that particle size has an effect due to effects from smaller crystals ﬂowing with
eddies leaving them in a state with little supersaturation and slow growth (Rawlings et al., 1993;
Mersmann, 2001; Mullin, 2001). The effect of smaller crystals having a high surface area to
volume ratio and hence lower stability from the Gibbs-Thompson theory is also considered as
well as larger crystals being more prone to damaging interactions with their environment and
hence greater occurence of growth inducing crystal defects is also a possibility. The clear mech-
anisms have not been understood fully and rather empirical expressions have been developed to
compensate for the observed behaviour.
4.1.2 Speciﬁc Terms of the Growth Model
The growth models can be categorized into few classes of models. These models represent
growth under a given set of assumptions and different terms can be included to integrate relevant
phenomena. An overall general model can be set up combining the phenomena-descriptions em-
ployed by different authors. This section describes the way the phenomena have been described
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with speciﬁc terms for the growth model. The phenomena for the growth model are shown in
Figure 4.2. These phenomena are discussed below.
Growth
Apparent
size
dependency
Temperature
effects
Supersaturation
X(T)
Transport
phenomena
0
Ea
RT
g gk k e

 
(1 ) psizeLJ
qZ
Figure 4.2: Phenomena governing the crystal growth. The supersaturation is the driving force and temperature ef-
fects, apparent size dependency and transport phenomena may be included to account for observed growth rates when
modelling.
Speciﬁc Term: Temperature Dependence of kinetics
The employed temperature description for the models is often encountered in the form of an
Arrhenius equation (Myerson, 2002):
k
′
g = kg0 · e(
−Ea
RT ) (4.11)
Ea is the activation energy, R the gas constant and T the absolute temperature.
As the saturation for the system is temperature dependent as well (X(T )), temperature depen-
dence is present in all models for the growth kinetic models.
Speciﬁc Term: Transport Phenomena
The transport phenomena may be described by a power expression of the stirring rate or other
measureable variable linked to the transport phenomena in the crystallization vessel (Angelov
et al., 2008; Akrap et al., 2012; Hofmann and Raisch, 2012):
τ= ωq (4.12)
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Speciﬁc Term: Apparent Size Dependency
The apparent size dependent growth has been studied by several authors. An empirical model
term has been developed based on their observations (Nagy and Aamir, 2012):
φ= (1+ γsizeL)p (4.13)
where γsize and p are parameters and L is the characteristic size of the crystal. The description is
used with the expression for length growth to describe the occurrence of apparent size dependent
growth. Nagy and Aamir (2012) note: ”It is important to note that the size dependent growth
used is an apparent expression, i.e., it should be considered as a generic empirical expression
which is often used to describe the experimentally observed evolution of the CSD, which may
be the result of actual size dependent growth, growth rate dispersion or a combination of both as
well as other mechanisms” (Nagy and Aamir, 2012).
General Growth Model with Speciﬁc Terms
Collecting the terms describing the different phenomena into the diffusion-reaction model yields
a general model:
G= (k
′
)(X
′
)(φ)(τ) (4.14)
Substituting each term on the right hand side of Equation (4.14) the following is obtained:
G= kg0 · e(
−Ea
RT ) · (X(T ))g · (1+ γsizeL)pωq (4.15)
The function X(T ) is given in different forms. This general model combines the phenomena
related models and can be adapted to describe the growth involving each of the phenomena
models for a desired application.
Model analysis
The general growth model Equation (4.15) has a set of process variables and parameters. This
set is called θ= (θ1,θ2,θ3,θ4) and subsets are characterized by the variable type as
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System parameters θ1 (4.16)
Process variables θ2 (4.17)
Model parameters θ3 (4.18)
Universal Constants θ4 (4.19)
Using the above variable classiﬁcation the model parameters of the growth model Equation (4.15)
are listed as:
Known variable ∈ θi Description Unit
kg0 θ1 rate constant unit length pr. unit time
R θ4 Universal gas constant
J
mol ·K
Ea θ1 Activation energy
J
mol
T θ2 Absolute temperature K
g θ1 Growth exponent −
γsize θ1 Growth length constant pr. unit length
p θ1 Apparent size exponent
ω θ2 Stirring rate Revolutions pr. time
q θ1 Stirring rate exponent −
The system parameters θ1 and model parameters θ3 need to be known before the growth model
can be used. That is, these parameters need to be regressed with suitable experimental data before
the growth model can be used.
The process variables deﬁne the condition at which the crystallizer is operated, and thus, the
conditions at which the growth must be determined.
Calculation Procedure
The calculation procedure for the growth model is given as follows:
1. Specify (retrieve from library) growth model with appropriate phenomena from Equation
(4.15)
2. Specify (retrieve from library) system parameters θ1 and universal constants θ4
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3. Specify process variables θ2
4. Specify (retrieve from library) model parameters θ3 (such as parameters in thermodynam-
ical models not relating to the chemical system)
5. Calculate supersaturation X at relevant temperature and composition using the appropriate
Equations (2.2) - (2.4). If the saturation model is explicit X is calculated directly (equi-
librium composition is initially unknown). If the model involves an implicit saturation
model, such as an activity coefﬁcient model, X is calculated through an iterative procedure
where X satisﬁes the SLE condition (activity coefﬁcients and equilibrium composition are
initially unknown).
6. For all datapoints repeat from step 3 with new values of θ2, then new values of θ3 for step
4 until all datapoints are calculated.
7. Calculate growth G through the speciﬁed model from eq. (4.15)
The calculation procedure if the supersaturation is calculated from an activity model and an
SLE-condition (solid-liquid equilibrium) is:
1. Give activity model
2. Give equilibrium equation
3. Specify accepted error in xeq and stepsize α
4. Specify a temperature
5. Give initial estimate for xeq
6. Calculate γeq,estimate through activity coefﬁcient model and activity aeq,estimate through
equilibrium equation
7. Calculate new xeq,estimate from
aeq,estimate
γeq,estimate .
8. if
(
xcalculatedeq,estimate− xspeci f iedeq,estimate
)
≤ error STOP and go to 10. Else continue
9. Give new xeq,estimate = x
speci f ied
eq,estimate+α
(
xcalculatedeq,estimate− xspeci f iedeq,estimate
)
and repeat from 6
10. Calculate x and supersaturation
4.1.3 Generation of Growth Models
The general model (Equation (4.15)) combines the different phenomena with the relevant terms.
For a given application the relevant terms are selected by the modeler. The selection procedure
is shown in the diagram (see Figure 3.2). For the generation of a growth model the selected path
in the diagram is highlighted in Figure 4.3
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4. Constitutive Models
Example 1: Sucrose
This example is based on Ouiazzane et al. (2008).
System The chemical system under study is the sucrose-water system. The equipment used
is a stirred batch vessel with a jacket to control the temperature in the system. A saturated
solution is cooled from 70 °C to 40 °C. The supersaturation is modeled as the thermodynamical
supersaturation.
Model Objective The objective of the model is to describe growth in a sucrose cooling crys-
tallization with thermodynamical driving force, accounting for temperature effects.
Assumptions Based on the model objective, a set of assumptions is made (Ouiazzane et al.,
2008). These assumptions are formulated here as:
• Nucleation and growth are the dominant phenomena (change in particle size stems from
growth)
• The growth is temperature dependent
• The growth is independent of size (no apparent size dependency)
• Transport phenomena are near constant and changes have negligible effect
Kinetics The growth kinetics are investigated. For this system temperature dependent growth is
assumed and the crystals are assumed to grow independent of size (no apparent size dependency).
The effect of transport phenomena is not considered and the variation of transport properties is
neglected. From the above phenomena descriptions model terms can be included to generate the
appropriate model. The phenomena model terms are:
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.20)
Apparent Size dependency (1+ γsizeL)p ∗ (4.21)
Transport phenomena ωq ∗ (4.22)
Supersaturation
(
γx− γeqxeq
γeqxeq
)
∗ (4.23)
The selected path in diagram 3.2 is shown in 4.3 .
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The supersaturation description relies on a thermodynamic description by Peres and Macedo
(1996) and investigated by Ouiazzane et al. (2008). The system is bi-component and no sub-
script is used to indicate the solute compound. The description of the model and the calculation
procedure is given here (Peres and Macedo, 1996):
A modiﬁed UNIQUAC model is derived for the sucrose-water system. The model can be used for
the description of SLE where the UNIQUAC model is used to calculate the activity coefﬁcients
for a mixture. The model combines an expression for the combinatorial lnγCi and residual lnγ
R
i
contributions (Ouiazzane et al., 2008):
lnγi = lnγCi + lnγ
R
i (4.24)
The combinatorial part is given by (Ouiazzane et al., 2008):
lnγCi = ln
(
φi
xi
)
+1− φi
xi
(4.25)
where
φi =
xi · rpi
∑ j x j · rpj
(4.26)
Thermodynamical model parameters for the combinatorial part are taken from Ouiazzane et al.
(2008) and Peres and Macedo (1996) and shown below.
Parameter Value ∈ θi
p
2
3
θ3
rwater 0.92 θ1
rsucrose 14.5496 θ1
The residual part is given by (Ouiazzane et al., 2008):
lnγRi = qi ·
(
1− ln∑
j
θ jτ ji−∑
j
θ jτi j
∑k θkτk j
)
(4.27)
where
θi =
xi ·qi
∑ j x j ·q j
(4.28)
and
τi j = e
(−ai j
T
)
(4.29)
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The temperature dependence of the thermodynamical interaction parameters is given for the com-
ponents as:
ai j(T ) = A1i j +A2i j(T −298.15K) (4.30)
Here T = 298.15K is used as reference temperature and the relevant parameters are (Peres and
Macedo, 1996)
Parameter Value ∈ θi
A1sucrose−water −89.3391 θ1
A2sucrose−water 0.3280 θ1
A1water−sucrose 118.9952 θ1
A2water−sucrose −0.3410 θ1
The parameters qi are (Peres and Macedo, 1996):
Parameter Value ∈ θi
qsucrose 13.764 θ1
qwater 1.4 θ1
With the stated parameters it is possible to calculate the activity coefﬁcients for the sucrose-water
system. At this point the equilibrium condition is introduced
Equilibrium Condition For the equilibrium condition Peres and Macedo (1996) stated that
the activity for the sucrose must obey:
lnγeqxeq =
(
−ΔHf
R
+
ΔA−ΔBTre f
R
Tm+
ΔB
2R
T 2m
)(
1
T
− 1
Tm
)
+
ΔA−ΔBTre f
R
ln
T
Tm
+
ΔB
2R
(T−Tm)
(4.31)
Model parameters for the sucrose-water system are taken from Peres and Macedo (1996). The
parameters are:
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Parameter Value Unit ∈ θi
ΔHf 46187
J
mol ·K θ1
ΔA 316.1153
J
mol ·K θ1
ΔB −1.1547 J
mol ·K2 θ1
Tre f 298.15 K θ1
Tm 459.15 K θ1
With the stated models the equilibrium activity can be calculated through an iterative procedure:
1. Give activity model: Equation (4.24)
2. Give equilibrium equation: Equation (4.31)
3. Specify accepted error in xeq and stepsize α
4. Specify a temperature
5. Give initial estimate for xeq
6. Calculate γeq,estimate through activity coefﬁcient model and activity aeq,estimate through
equilibrium equation
7. Calculate new xeq,estimate from
aeq,estimate
γeq,estimate .
8. if
(
xcalculatedeq,estimate− xspeci f iedeq,estimate
)
≤ error STOP and go to 10. Else continue
9. Give new xeq,estimate = x
speci f ied
eq,estimate+α
(
xcalculatedeq,estimate− xspeci f iedeq,estimate
)
and repeat from 6
10. Calculate x and supersaturation
As the equilibrium conditions have been calculated it is now possible to deﬁne the supersaturation
as
X =
(
γx− γeqxeq
γeqxeq
)
(4.32)
The general growth model is (4.15) and under the stated assumptions it is reduced to:
G= kg0 · e(
−Ea
RT ) ·
(
γx− γeqxeq
γeqxeq
)g
(4.33)
This model describes the linear growth of the crystals as a function of the thermodynamic super-
saturation accounting for temperature dependence.
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Calculation Procedure The calculation procedure (given in section 4.1.2 is followed.
Initially all system parameters (θ1) and universal constants θ4 are speciﬁed.
Variables and Parameters The growth is function of the two variables composition (X) and
temperature (T ). A set of parameters are needed as well. These are:
Parameter θ Value
kg0 θ1 2.24 m/min
R θ4 8.314 J/(molK)
Ea θ1 46.5 kJ/mol
g θ1 1
The growth is calculated for varying temperatures and initial concentrations. The process vari-
able (temperature) and initial concentration θ2 are set accordingly.
The supersaturation is calculated next. For this procedure the equilibrium is initially calculated
using the modiﬁed UNIQUAC equation using the procedure above
1. Give activity model: eq. (4.24)
2. Give equilibrium equation: eq. (4.31)
3. Specify accepted error = 0.01 in xeq and stepsize α
4. Specify a temperature: T=300 K
5. Initial estimate for xsucrose,eq = 0.1
6. Calculate γsucrose = 0.539 through activity coefﬁcient model (4.24) and activitysucrose,eq =
0.019 through SLE-equation (4.31)
7. Calculate new xsucrose,eq from asucroseγsucrose =
0.019
0.539 = 0.035.
8. if
(
xcalculatedsucrose,eq − xspeci f iedsucrose,eq
)
≤ 0.01 STOP and go to 10. Else continue
9. Give new xeq,estimate = x
speci f ied
eq,estimate+α
(
xcalculatedeq,estimate− xspeci f iedeq,estimate
)
and repeat from 6
10. Calculate x and supersaturation
The activity coefﬁcients are calculated through the modiﬁed UNIQUAC model Equation (4.24).
With this model implemented the growth expression becomes explicit and the growth can be
calculated.
34
4. Constitutive Models
Calculation Example The growth of a crystal in a slightly supersaturated sucrose solution at
T = 300K is calculated. The models for activity Equation (4.24) and eq. (4.31) are used. Error is
speciﬁed as error= 0.01 in xeq. An initial estimate of the equilibrium is given as xsucrose,eq = 0.1,
from which γsucrose = 0.539 is calculated and an activity of activitysucrose,eq = 0.019 through SLE-
equation (4.31). A new estimate of xsucrose,eq is set by α = 0.5: xnewsucrose,eq = 0.1+ 0.5(0.035−
0.1) = 0.068 At this point the process is automated and xsucrose,eq converges to xsucrose,eq = 0.0601
With this γsucrose,eq = 0.3205 is calculated. The solution is assumed to be supersaturated at 1.5%
increase in xsucrose. xsucrose = 1.015 · xsucrose,eq = 0.061. At this point the activity coefﬁcient
is calculated as γsucrose = 0.3254. The supersaturation is calculated from Equation (4.32). At
T = 300K and xsucrose = 0.061
X =
(
γx− γeqxeq
γeqxeq
)
=
(
0.3254 ·0.061−0.3205 ·0.0601
0.3205 ·0.0601
)
= 0.0299
Using the parameters, the sucrose growth,Gsucrose, is calculated from eq. (4.33). At T = 300K
and X = 0.0299
Gsucrose = kg0 · e(
−Ea
RT ) · (X)g
= 2.24m/min · e
(
−46.5·103J/mol
8.314J/(mol·K)300K
)
· (0.0299)1
= 5 ·10−10m/min
A set of temperature and supersaturation values are speciﬁed and the growth rate calculated for
the different initial concentrations. The calculated values are speciﬁed in Table 4.1 and a plot of
the resulting growth rates is shown in Figure 4.4:
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Table 4.1: Sucrose growth function responding to temperature and saturation
Known Unknown
T xsucrose γeq xeq γsucrose X Gsucrose
K - - - - - nm/min
300 0.061 0.3205 0.0601 0.3254 0.0299 0.5
300 0.063 0.3205 0.0601 0.3371 0.1017 1.8
300 0.066 0.3205 0.0601 0.3545 0.2138 3.8
300 0.069 0.3205 0.0601 0.3718 0.3310 5.9
300 0.071 0.3205 0 0.0601 0.3833 0.4118 7.4
300 0.073 0.3205 0.0601 0.3947 0.4948 8.9
300 0.076 0.3205 0.0601 0.4117 0.6232 11.2
320 0.073 0.3832 0.0712 0.3937 0.0540 3.1
320 0.076 0.3832 0.0712 0.4107 0.1446 8.3
320 0.079 0.3832 0.0712 0.4274 0.2385 13.7
320 0.082 0.3832 0.0712 0.4440 0.3354 19.3
320 0.085 0.3832 0.0712 0.4604 0.4353 25.0
320 0.088 0.3832 0.0712 0.4765 0.5380 30.9
320 0.091 0.3832 0.0712 0.4924 0.6434 37.0
340 0.090 0.4771 0.0883 0.4862 0.0390 6.3
340 0.093 0.4771 0.0883 0.5019 0.1083 17.4
340 0.096 0.4771 0.0883 0.5173 0.1792 28.8
340 0.100 0.4771 0.0883 0.5375 0.2762 44.4
340 0.103 0.4771 0.0883 0.5523 0.3507 56.4
340 0.106 0.4771 0.0883 0.5668 0.4265 68.6
340 0.113 0.4771 0.0883 0.5995 0.6084 97.8
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Figure 4.4: Plot of the growth function for different temperatures as function of supersaturation. The plots are based on
the conditions presented in table 4.1
As illustrated in Figure 4.4 the growth response to increased supersaturation in the growth model
is linear due to the assumed growth order of g = 1. The assumption is based on the diffusion
of solute being the dominant effect for transport of material to the crystal surface as discussed
in section 4.1.1. From the model, the order of growth is low and with common values for a
nucleation order, the nucleation would be dominant at increased supersaturation. Extrapolation
of the model to increased values of supersaturation not encountered in the original experiment
should be done with utmost care and rather a new growth model should be derived with evaluation
of the assumption of linear (g= 1) growth.
The response to change in temperature is an exponential decrease due to the Arrhenius expression
used for the temperature dependence. This shows that the kinetic constant (kg = kg0 · e(− EaRT ))
will increase with increased temperature. This increase in growth will for a realistic process
be counteracted by a decrease in supersaturation as the saturation concentration is increased at
increased temperatures.
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Population Balance for Growth of Sucrose
A series of distributions of particles, for which the growth is applied, is deﬁned. This allows the
kinetic model to be visualized with a distribution. Selecting the kinetic model and calculating
the growth for a distribution deﬁned in 25 classes with particles in class [10;14]:
N(10) = 50
N(11) = 60
N(12) = 70
N(13) = 60
N(14) = 50
The distribution grows as illustrated in Figure 4.5
Figure 4.5: The sucrose water system and a growth model. The distribution is moving as a result of the growth. Kinetic
model G= kg · e
−Ea
RT ·Sg
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Example 2: Paracetamol
This example is based on Worlitschek and Mazzotti (2004).
System The chemical system under study is the paracetamol-ethanol system. The equipment
used is a stirred batch vessel with a jacket to control the temperature in the system. The super-
saturation is modeled as the absolute supersaturation.
Model Objective The objective of the model is to describe growth in a paracetamol cooling
crystallization while accounting for temperature effects. The model should account for the satu-
ration measured with the supersaturation ΔC, where a constant supersaturation is desired.
Assumptions Based on the model objective, a set of assumptions is made (Worlitschek and
Mazzotti, 2004). These assumptions are formulated here as:
• Nucleation and growth are the dominant phenomena
• The growth is temperature dependent
• The growth is independent of size (no apparent size dependency)
• Transport phenomena are near constant and changes have neglectable effect
Kinetics The system under study is assumed to have nucleation and growth as dominant phe-
nomena and other phenomena are not considered.
The growth kinetics are investigated. For this system temperature dependent growth is assumed.
The crystals are assumed to grow independent of size (no apparent size dependency) and the
effect of transport phenomena is not considered.
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.34)
Apparent Size dependency (1+ γsizeL)p ∗ (4.35)
Transport phenomena ωq ∗ (4.36)
Supersaturation ΔC ∗ (4.37)
The general model is eq. (4.15) and under the stated assumptions it is reduced to:
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G= kg0 · e(
−Ea
RT ) · (ΔC)g (4.38)
Supersaturation description The saturation model is taken from Worlitschek and Mazzotti
(2004). According to this study the saturation Csat in kg/kg can be described by
Csat = a1 · ea2T (4.39)
Where
Parameter Value
a1 2.955 ·10−4kg/kg (4.40)
a2 2.179 ·10−2K−1 (4.41)
A plot of this supersaturation function is shown in ﬁgure 4.6.
Calculation Procedure The calculation procedure (section 4.1.2 is followed.
Variables and parameters Specifying the relevant parameters:
Parameter θ Value
kg0 θ1 21m/s(m3/mol)1.9
R θ4 8.314J/(molK)
Ea θ1 41.6kJ/mol
g θ1 1.9
The growth is a function of the two variables concentration (C) and temperature (T ).
The growth is calculated for varying temperatures and absolute supersaturations. The process
variable temperature is set accordingly. The supersaturation is speciﬁed as well.
Calculation Example Temperature is speciﬁed at 280 K and the supersaturation is speciﬁed at
1.0 mol paracetamol/m3 solution. The growth is calculated from Equation (4.38). At T = 280K
and X = 1.0 mol paracetamol/m3
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 Temperature 
K 
Saturation 
concentration 
kg paracetamol/ 
kg ethanol 
 
280 0.1319 
285 0.1471 
290 0.1640 
295 0.1829 
300 0.2040 
305 0.2274 
310 0.2536 
315 0.2828 
320 0.3154 
325 0.3517 
330 0.3921 
335 0.4373 
340 0.4876 
345 0.5437 
350 0.6063 
Figure 4.6: The solubility of paracetamol in ethanol as function of temperature. The plot follows Equation (4.38) for
temperatures speciﬁed next to the plot
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GParacetamol = kg0 · e(
−Ea
RT ) ·Xg
= 21m/s(m3/mol)1.9 · e( −41.6·10
3
8.314J/(mol·K)280K ) · (1.0mol/m3)1.9
= 3.64 ·10−7m/s
Using this procedure a set of values can be calculated as shown in Table 4.2:
Table 4.2: Paracetamol growth values as function of temperature and supersaturation
Known Unknown
T C Csat GParacetamol
K mol/m3 mol/m3 μm/min
280 1.132 0.1319 0.3642
290 1.164 0.164 0.6745
300 1.204 0.2040 1.199
310 1.254 0.2536 2.053
320 1.315 0.3154 3.400
330 1.392 0.3921 5.461
340 1.488 0.4876 8.530
350 1.6063 0.6063 12.99
280 2.132 0.1319 1.359
290 2.164 0.164 2.517
300 2.204 0.2040 4.474
310 2.254 0.2536 7.663
320 2.315 0.3154 12.69
330 2.392 0.3921 20.38
340 2.488 0.4876 31.83
350 2.6063 0.6063 48.47
280 3.132 0.1319 2.937
290 3.164 0.164 5.439
300 3.204 0.2040 9.667
310 3.254 0.2536 16.56
320 3.315 0.3154 27.42
330 3.392 0.3921 44.03
340 3.488 0.4876 68.78
350 3.6063 0.6063 104.7
Plotting the growth expression under these conditions the effect of the changing variables (Tem-
perature, concentration) can be seen. This is shown in Figure 4.7.
The growth expression of paracetamol includes an exponent g= 1.9, which is near second order
growth. For the high supersaturation values, this results in high growth rates, however, nucleation
could well take place here and the validity of the growth rate model in this area should be explored
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Figure 4.7: The growth rate expression of paracetamol in ethanol at different conditions. The growth rate expression is
plotted alone and no competing phenomena are considered. The growth expression of paracetamol includes an exponent
g = 1.9, which results in high growth rate at increased supersaturation. Nucleation could well take place here and the
validity of the growth rate model in this area should be explored
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Example 3: DL-threonine
This example is based on Angelov et al. (2008).
System The chemical system under study is the DL-threonine-water system. The equipment
used is a stirred batch vessel with a jacket to control the temperature in the system. The super-
saturation is modeled as the relative supersaturation based on mass.
Model Objective The objective of the model is to describe growth in a DL-threonine cooling
crystallization accounting for temperature effects and transport phenomena. Speciﬁcally trans-
port phenomena are investigated at different conditions.
Assumptions Based on the model objective, a set of assumptions is made (Worlitschek and
Mazzotti, 2004). These assumptions are formulated here as:
• Nucleation and growth are the dominant phenomena
• The growth is temperature and transport phenomena dependent
• The growth is independent of size (no apparent size dependency)
• Transport phenomena can be modeled through the stirring
Kinetics The system under study is assumed to have nucleation and growth as dominant phe-
nomena and other phenomena are not considered.
The growth kinetics are investigated. For this system temperature dependent growth is assumed
and the effect of transport phenomena is considered. The crystals are assumed to grow indepen-
dent of size (no apparent size dependency).
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.42)
Apparent Size dependency (1+ γsizeL)p ∗ (4.43)
Transport phenomena ωq ∗ (4.44)
Supersaturation σ ∗ (4.45)
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Supersaturation model The supersaturation parameters are not given speciﬁcally in the study.
Rather, a mass balance is calculated assuming a subcooling of the system. From this a numerical
study is performed with the supersaturation held at σ= 0.2.
The general model is Equation (4.15) and under the stated assumptions it is reduced to:
GDL−threonine = kg0 · e(
−Ea
RT ) ·σg ·ωq (4.46)
Calculation procedure The calculation procedure (section 4.1.2 p. 27) is followed. First the
parameters are speciﬁed:
Parameters and Variables The necessary parameters are speciﬁed
Parameter θ Value
kg0 θ1 1.1375 ·107m/min0.54
R θ4 8.314J/(molK)
Ea θ1 75.6kJ/mol
g θ1 1.9
q θ1 0.46
The growth is function of the variables supersaturation (σ), temperature (T ) and stirring rate ω.
The supersaturation is speciﬁed as constant, whereas the temperature and stirring are varied.
Calculation Example Temperature is speciﬁed at 300 K and the supersaturation is speciﬁed at
σ= 0.2. The stirring rate is held at ω= 100rpm. At T = 300K, ω= 100rpm and σ= 0.2:
GDL−threonine = kg0 · e(
−Ea
RT ) ·σg ·ωq
= 1.1375 ·107m/min0.54 · e
(
−75.6·103
8.314J/(mol·K)300K
)
·0.21.9 · (100min−1)0.46
= 1.30 ·10−6m/s
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Using this procedure a set of values can be calculated as shown in Table 4.3:
Table 4.3: DL-threonine growth values as function of temperature and stirring at a supersaturation of σ= 0.2
Known Unknown
T ω σ GDL−threonine
K min−1 - μm/min
300 100 0.2 1.30
300 200 0.2 1.79
300 300 0.2 2.15
300 400 0.2 2.46
300 500 0.2 2.72
300 600 0.2 2.96
300 700 0.2 3.18
300 800 0.2 3.38
320 100 0.2 8.63
320 200 0.2 11.9
320 300 0.2 14.3
320 400 0.2 16.3
320 500 0.2 18.1
320 600 0.2 19.7
320 700 0.2 21.1
320 800 0.2 22.5
340 100 0.2 45.9
340 200 0.2 63.2
340 300 0.2 76.1
340 400 0.2 86.9
340 500 0.2 96.3
340 600 0.2 105
340 700 0.2 112
340 800 0.2 120
The stirring rate inﬂuences the growth rate of the crystals as the diffusion through the boundary
layer and subsequent integration of material into the crystal is dependent on the conditions in
the crystallizer. The tendency for crystal growth to approach a steady rate as the velocity of the
crystallization medium is increased is approximated through the power expression for the effect
of stirring where the exponent is 0.46, resulting in a ﬂattening curve for the effect. Figure 4.8
shows this effect as the curves ﬂatten.
Growth of single particles
The growth of single particles where a single particle is assigned to each class is investigated
with the model. In this case the model describes how the particles move and can ultimately end
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Figure 4.8: The growth of DL-threonine as function of stirring rate. The tendency for crystal growth to approach a
steady rate as the velocity of the crystallization medium is increased is approximated through the power expression for
the effect of stirring where the exponent is 0.46, resulting in a ﬂattening curve for the effect. Temperature dependence is
included in the model and the distance between the curves for 340 K and 320 K compared to the distance between 300K
and 320 K increases notably
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in the ﬁnal bin. An example with a single particle is shown in Figure 4.9
Figure 4.9: Growth of single particle. A single particle moves from one bin to another as it grows. This behavior can be
seen with multiple particles as well. Growth of multiple particles is shown in ﬁgure 4.10. Here, the particles are initially
distributed in the size range and grow. The limited range of classes results in multiple particles being caught in the ﬁnal
bin.
Here, a single particle moves from one bin to another as it grows. This behavior can be seen
with multiple particles as well. Growth of multiple particles is shown in ﬁgure 4.10. Here, the
particles are initially distributed in the size range and grow. The limited range of classes results
in multiple particles being caught in the ﬁnal bin.
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Figure 4.10: Particles assigned in each class grow to larger classes. The class system captures the movement of particles
to larger classes, but may capture all particles in the ﬁnal bin.
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4.2 Nucleation Models
Nucleation is the formation of a new nucleus, which can involve several mechanisms. The nu-
cleation types can be divided into primary and secondary nucleation depending on whether other
crystals are involved or not. The absence or presence of crystals can occasionally be difﬁcult to
detect and apparent heterogenous nucleation can be secondary nucleation (Ny´vlt et al., 1985).
There is no general agreement on nomenclature for the nucleation terms, the use of primary and
secondary here is following the deﬁnitions set by Mullin (2001).
4.2.1 Nucleation Theory
The nucleation phenomena have been studied by authors in the 1930’s and 1940’s where a clas-
sical nucleation theory has been formulated (Mullin, 2001). This theory has been developed
on the basis of condensation of vapour, however, the treatment is extended to a solute forming
solid in solution. In this theory a small spherical particle is assumed to form from solution and
the energy change associated with this is an increase of surface energy associated with the in-
teraction between solid and solution and a decrease of volume free energy. The theory can be
formulated as (Mullin, 2001) ΔGˆNucleation = ΔGˆSur f ace+ΔGˆVolume, where ΔGˆSur f ace = 4πr2γ and
ΔGˆVolume = 43πr
3ΔGˆv leading to:
ΔGˆNucleation = ΔGˆSur f ace+ΔGˆVolume = 4πr2γ+
4
3
πr3ΔGˆv (4.47)
The ﬁrst term on the right hand side is associated with the surface energy. This is a positive
quantity with 4πr2 representing the surface of the sphere and γ the surface tension between solid
and solute. The second term represents the energy from formation of solid with 43πr
3 being the
volume of the particle and ΔGˆv being the free energy pr. volume. The former term is positive,
whereas the latter is negative in a supersaturated solution. From this theory the nucleation can be
seen as a competition between two mechanisms: The formation of small unstable nuclei and dis-
solution of these. A critical size rcrit. can be deﬁned for a given system where the nuclei achieve
a size large enough to grow and through the Gibbs-Thompson relation a critical supersaturation
can be deﬁned Mullin (2001). From this relationship a nucleation ﬂux can be deﬁned as
J = A · e
(
− ΔGˆcriticalkT
)
(4.48)
Introducing the Gibbs-Thomson relationship ln(S) = 2γνkTr Mullin derives the relation for the crit-
ical energy (Mullin, 2001)
ΔGˆcritical =
(
− 16πγ
3v2
3k2T 2(lnS)2
)
(4.49)
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which substituted into Equation (4.48) leads to:
J = A · e
(
− 16πγ3v2
3k3T3(lnS)2
)
(4.50)
The expression is of an Arrhenius type and A is the an energy constant, v is the molecular
volume, k is the Boltzmann constant, T the temperature and S the supersaturation ratio. The
equation indicates that surface tension, γ, Temperature, T and supersaturation, S are dominant
factors in the nucleation.
As with growth kinetics, theoretical equations have been used with limited success. A problem
arises from deﬁning the surface tension γ for nuclei of near-critical size (Mullin, 2001). Though
theoretically possible, it is argued that the term has no meaning at this size range.
4.2.2 General Nucleation Model
It has proven difﬁcult to estimate the interfacial tension, which is necessary for the calculations
of the nucleation ﬂux. For practical purposes an empirical relations as
J = kbΔCbmaximum (4.51)
is used to describe the rate of nucleation, J. kb is the rate constant, Δcmaximum is the metastable
zone width and b is the apparent order of nucleation, which does not indicate the number of
species involved Mullin (2001) but rather an apparent nucleation order similar to a reaction order.
The expression is described as empirical in the literature but can be derived from (a simpliﬁed)
nucleation theory as discussed by Myerson (2002)
The primary nucleation can be described by the power law model
B= kbΔCb (4.52)
The birth rate of nuclei from nucleation, B, is driven by supersaturation Δc. b is a parameter
known as the nucleation order and has no direct physical meaning. kb is the nucleation rate
constant and phenomena can be included in this description. The model is used to describe both
primary nucleation and primary and secondary nucleation together. The included phenomena are
shown in Figure 4.11
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Figure 4.11: Phenomena inﬂuencing nucleation. The supersaturation is the driving force and temperature effects,
Secondary nucleation from crystals and transport phenomena may be included to account for observed growth rates
when modelling.
4.2.3 Speciﬁc Terms of the Nucleation Model
The nucleation models can be categorized into models, which include relevant phenomena and
mechanisms for a given type of nucleation (primary, secondary) or for total nucleation.
An overall general model can be set up combining the phenomena-descriptions employed by
different authors under their assumptions. This section covers the terms for describing the phe-
nomena that are included in the nucleation models.
Supersaturation
The driving force for the nucleation is, similar to growth, the supersaturation. The supersaturation
description is equivalent to the description given in section 2.1.1 p. 6.
Speciﬁc Term: Temperature Dependence of Nucleation Kinetics
Similar to growth, the nucleation model can have temperature dependence directly in the nucle-
ation equation. The employed temperature description for the models is often encountered in the
form of an Arrhenius equation:
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k
′
b = kb0 · e(
−Ea
RT ) (4.53)
Ea is the activation energy, R the gas constant and T the absolute temperature.
Speciﬁc Term: Transport Phenomena
Transport phenomena are relevant in the consideration of the nucleation models, where they can
be used to describe several nucleation events relevant for growth. For the primary nucleation the
increased energy of the solute molecules can serve as activation energy and increase the rate of
nucleation. The secondary nucleation is often related to the phenomena as the shearing forces
on the crystals are affected by the ﬂuid transport in the crystallization vessel. This description,
however, is covered in section 4.2.3. Similarly to growth the transport phenomena are often
described by a power expression of the stirring rate or other measureable variable linked to the
transport phenomena in the crystallization vessel:
τb = ωq (4.54)
An alternative correlation between the stirring rate and nucleation is used by Angelov et al.
(2008). The authors use:
τ= e(−
nb
ω ) (4.55)
where nb is a parameter and ω is the stirring rate. With this expression the secondary nucleation
is described through a relation where the stirring destroys crystals acting as nucleation generator.
Speciﬁc Term: Magma Density
The magma density in the system is relevant for the secondary nucleation occurring when crystals
lose material acting as seeds for the crystallization operation. The model includes a description
of the magma density MT , which describes the amount of crystals present in the crystallization
operation. This magma density is used in an empirical power expression to quantify the material
formation from secondary nucleation:
ηb =MT j (4.56)
Here j is a value which can be interpreted as a reaction order. According to Garside (1985) j is
often close to unity suggesting collisions with walls rather than other crystals.
The amount of crystals can be described through the third moment when the method of mo-
ments is used for solution of a population balance model. With this procedure, the growth and
nucleation of the crystals are tightly interwoven in the mass, energy and population balances.
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General Nucleation Model with Speciﬁc Terms
Collecting the terms describing the different phenomena yields a general model:
N = (k
′
b)(X
′
)(ηb)(τb) (4.57)
Substituting each term on the right hand side of Equation (4.57) the following is obtained:
N = kb0 · e(
−Ea
RT ) · (X(T ))b ·MjTωq (4.58)
The function X(T ) is given in different forms. This general model combines the phenomena
related models and can be adapted to describe the nucleation involving each of the phenomena
models for a desired application.
Model analysis
Similar to the growth model section 4.15, the general nucleation model Equation (4.58) has a set
of process variables and parameters. This set is categorized in θ= (θ1,θ2,θ3,θ4) and subsets are
characterized by the variable type as
System parameters θ1 (4.59)
Process variables θ2 (4.60)
Model parameters θ3 (4.61)
Universal Constants θ4 (4.62)
Using the above variable classiﬁcation the model parameters of the nucleation model Equation
(4.58) are listed as:
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Known variable ∈ θi Description Unit
kb0 θ1 Rate constant Number pr. unit time
b θ1 Nucleation exponent −
Ea θ1 Activation energy
J
mol
j θ1 Magma density exponent
q θ1 Stirring rate exponent −
MT θ2 Magma density kg pr. unit volume
T θ2 Absolute temperature K
ω θ2 Stirring rate Revolutions pr. time
R θ4 Universal gas constant
J
mol ·K
The system parameters θ1 and model parameters θ3 need to be known before the nucleation
model can be used. Thus, these parameters need to be regressed with suitable experimental data
before the growth model can be used.
The process variables deﬁne the condition at which the crystallizer is operated, and thus, the
conditions at which the growth must be determined.
Calculation Procedure
The calculation procedure for the nucleation model is given as follows:
1. Specify (retrieve from library) the nucleation model with appropriate phenomena from eq.
(4.58)
2. Specify (retrieve from library) system parameters θ1 and universal constants θ4
3. Specify process variables θ2
4. Specify (retrieve from library) model parameters θ3
5. Calculate supersaturation X at relevant temperature and composition using the appropriate
equation (2.2) - (2.4). If the saturation model is explicit X is calculated directly (equi-
librium composition is initially unknown). If the model involves an implicit saturation
model, such as an activity coefﬁcient model, X is calculated through an iterative procedure
where X satisﬁes the SLE condition (activity coefﬁcients and equilibrium composition are
initially unknown).
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6. For all datapoints repeat from step 3 with new values of θ2, then new values of θ3 for step
4 until all datapoints are calculated.
7. Calculate nucleation N through speciﬁed model from Equation (4.58)
The procedure for this calculation is similar to the procedure in section 4.1.2 p. 27
4.2.4 Generation of Nucleation Models
The general model Equation (4.58) combines the different phenomena with the relevant terms.
For a given application the relevant terms are selected by the modeler. The selection procedure
is shown in the diagram in Figure 3.2.
Example 1: Sucrose
This example is based on Ouiazzane et al. (2008) and relates to the growth as discussed in Ex-
ample 1: Sucrose p. 30.
System The chemical system under study is the sucrose-water system. The equipment used
is a stirred batch vessel with a jacket to control the temperature in the system. A saturated
solution is cooled from 70 °C to 40 °C. The supersaturation is modeled as the thermodynamical
supersaturation.
Model Objective The objective of the model is to describe the secondary nucleation in a su-
crose cooling crystallization with thermodynamical driving force, accounting for temperature
effects.
Assumptions Based on the model objective, a set of assumptions is made (Ouiazzane et al.,
2008). These assumptions are formulated here as:
• Nucleation and growth are the dominant phenomena
• The growth is temperature dependent
• The growth is independent of size (no apparent size dependency)
• Transport phenomena are near constant and changes have neglectable effect
• Nucleation is secondary only due to generous seeding
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Kinetics The model for nucleation kinetics is investigated. For this system only secondary
nucleation is assumed as the system is seeded generously. The effect of transport phenomena is
not considered and the variation of transport properties is neglected. From the above phenomena
descriptions model terms can be included to generate the appropriate model. The phenomena
model terms are:
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.63)
Crystal mass MjC ∗ (4.64)
Transport phenomena ωq ∗ (4.65)
Supersaturation
(
γx− γeqxeq
γeqxeq
)
∗ (4.66)
The selected path in diagram 3.2 is shown in 4.12 .
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The supersaturation condition depends on thermodynamic effects, which is described by Peres
and Macedo (1996) and investigated by Ouiazzane et al. (2008). The system is bi-component
and no subscript is used to indicate the solute compound. The description of the thermodynamic
model and the calculation procedure are given by (Peres and Macedo, 1996) and discussed in
section 4.1.3
As the equilibrium conditions have been calculated in Equation 4.32 it is possible to deﬁne the
supersaturation as
X =
(
γx− γeqxeq
γeqxeq
)
(4.67)
The general nucleation model is (4.58) and under the stated assumptions it is reduced to:
N = kb0 · e(
−Ea
RT ) ·
(
γx− γeqxeq
γeqxeq
)b
·MjC (4.68)
This model describes the secondary nucleation of the crystals as a function of the thermodynamic
supersaturation accounting for temperature dependence. For this example the nucleation at high
magma density is investigated.
Calculation Procedure The calculation procedure (section 4.2.3 p. 55) is followed.
Initially all system parameters (θ1) and universal constants θ4 are speciﬁed.
Variables and Parameters The nucleation is function of the three variables composition (X),
temperature (T ) and crystal mass MC. A set of parameters are needed as well. These are:
Parameter θ Value
kb0 θ1 3.15 ·1013g−0.4136min−1
Ea θ1 78.8kJ/mol
b θ1 1.5
j θ1 0.4136
R θ4 8.314J/(molK)
The nucleation is calculated for varying temperatures and initial concentrations at speciﬁed
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magma densities. The process variables temperature and initial concentration θ2 are set ac-
cordingly.
The supersaturation is calculated next. For this procedure the equilibrium is initially calculated
using the modiﬁed UNIQUAC equation using the calculation in the growth example in paragraph
4.1.3, p. 32.
The activity coefﬁcients are calculated through the modiﬁed UNIQUAC model (4.24). With this
model implemented the growth expression becomes explicit and the growth can be calculated.
Calculation Example The secondary nucleation of a crystal in a supersaturated sucrose so-
lution at T = 300K with crystal mass 1.2 · 102g is calculated. The models for activity (4.24)
and (4.31) are used. Error is speciﬁed as error = 0.01 in xeq. An initial estimate of the equi-
librium is given as xsucrose,eq = 0.1, from which γsucrose = 0.539 is calculated and an activity of
activitysucrose,eq = 0.019 through SLE-equation (4.31). A new estimate of xsucrose,eq is set by
α = 0.5: xnewsucrose,eq = 0.1+0.5(0.035−0.1) = 0.068 At this point the process is automated and
xsucrose,eq converges to xsucrose,eq = 0.0601 With this γsucrose,eq = 0.3205 is calculated. The solu-
tion is assumed to be supersaturated at 1.5% increase in xsucrose. xsucrose = 1.015 · xsucrose,eq =
0.061. At this point the activity coefﬁcient is calculated as γsucrose = 0.3254. The supersaturation
is calculated from (4.32). At T = 300K, xsucrose = 0.061 and MC = 1.2 ·102g
X =
(
γx− γeqxeq
γeqxeq
)
=
(
0.3254 ·0.061−0.3205 ·0.0601
0.3205 ·0.0601
)
= 0.0299
Using the parameters, the nucleation is calculated from (4.68). At T = 300K, xsucrose = 0.061
and MC = 1.2 ·102g
Nsucrose = kb0 · e(
−Ea
RT ) · (X)b (1.2 ·102g)(0.4136)
= 3.15 ·1013g−0.4136 · e
(
−78.8·103J/mol
8.314J/(mol·K)300K
)
·0.02991.5 · (1.2 ·102g)0.4136
= 8.75 ·103min−1
A set of temperature and supersaturation values are speciﬁed in accordance with changing initial
concentration in table 4.1:
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Table 4.4: Sucrose nucleation function responding to Temperature and saturation
Known Unknown
T xsucrose MC γeq xeq γsucrose X Nsucrose
K - g - - - - number/min
300 0.061 1.2 ·102 0.3205 0.0601 0.3254 0.0299 8.75 ·103
300 0.063 1.2 ·102 0.3205 0.0601 0.3371 0.1017 5.50 ·104
300 0.066 1.2 ·102 0.3205 0.0601 0.3545 0.2138 1.67 ·105
300 0.069 1.2 ·102 0.3205 0.0601 0.3718 0.3310 3.23 ·105
300 0.071 1.2 ·102 0.3205 0 0.0601 0.3833 0.4118 4.47 ·105
300 0.073 1.2 ·102 0.3205 0.0601 0.3947 0.4948 5.90 ·105
300 0.076 1.2 ·102 0.3205 0.0601 0.4117 0.6232 8.33 ·105
320 0.073 1.2 ·102 0.3832 0.0712 0.3937 0.0540 6.81 ·104
320 0.076 1.2 ·102 0.3832 0.0712 0.4107 0.1446 2.99 ·105
320 0.079 1.2 ·102 0.3832 0.0712 0.4274 0.2385 6.32 ·105
320 0.082 1.2 ·102 0.3832 0.0712 0.4440 0.3354 1.05 ·106
320 0.085 1.2 ·102 0.3832 0.0712 0.4604 0.4353 1.56 ·106
320 0.088 1.2 ·102 0.3832 0.0712 0.4765 0.5380 2.14 ·106
320 0.091 1.2 ·102 0.3832 0.0712 0.4924 0.6434 2.80 ·106
340 0.090 1.2 ·102 0.4771 0.0883 0.4862 0.0390 1.17 ·105
340 0.093 1.2 ·102 0.4771 0.0883 0.5019 0.1083 5.41 ·105
340 0.096 1.2 ·102 0.4771 0.0883 0.5173 0.1792 1.15 ·106
340 0.100 1.2 ·102 0.4771 0.0883 0.5375 0.2762 2.20 ·106
340 0.103 1.2 ·102 0.4771 0.0883 0.5523 0.3507 3.15 ·106
340 0.106 1.2 ·102 0.4771 0.0883 0.5668 0.4265 4.23 ·106
340 0.113 1.2 ·102 0.4771 0.0883 0.5995 0.6084 7.21 ·106
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Plotting the nucleation expression under these conditions the effect of the changing variables can
be seen. This is shown in ﬁgure 4.13.
Figure 4.13: The nucleation rate of sucrose crystals in the sucrose-water system. The model suggests nucleation is
increased rapidly with the temperature visualized as the distance between the curves from different temperatures. The
supersaturation is increasing the high temperature nucleation rate, whereas lower temepratures with this model are
unaffected.
Example 2: Paracetamol
This example is based on Nagy et al. (2008).
System The chemical system under study is the paracetamol-water system. The equipment
used is a stirred batch vessel with a jacket to control the temperature in the system. A satu-
rated solution is cooled and the effect on the nucleation is discussed using the nucleation model
proposed by Nagy et al. (2008).
Model Objective The objective of the model is to describe the nucleation in a paracetamol
cooling crystallization with absolute saturation as driving force.
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Assumptions Based on the model objective, a set of assumptions is made (Nagy et al., 2008).
These assumptions are formulated here as:
• The nucleation is initially dominant for the unseeded solution
• The growth is neglected
• Transport phenomena are near constant and changes have neglectable effect
• Nucleation is primary
Kinetics The model for nucleation kinetics is investigated. For this system only primary nucle-
ation is assumed as the system contains no crystal material. The effect of transport phenomena is
not considered and the variation of transport properties is neglected. From the above phenomena
descriptions model terms can be included to generate the appropriate model. The phenomena
model terms are:
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.69)
Crystal mass MjC ∗ (4.70)
Transport phenomena ωq ∗ (4.71)
Supersaturation ΔC ∗ (4.72)
The selected path in diagram 3.2 is similar to the path in example 1.
Supersaturation description The supersaturation description is the absolute supersaturation,
ΔC. The saturation model is taken from Nagy et al. (2008). According to this study the saturation
Csat in kg solute/kg solvent can be described by
Csat = A1,paracetamol ·T 2+A2,paracetamol ·T +A3,paracetamol (4.73)
Where
Parameter Value
A1,paracetamol 1.5846 ·10−5kg/(kgK2) (4.74)
A2,paracetamol −9.0567 ·10−3kg/(kgK) (4.75)
A3,paracetamol 1.3066kg/kg (4.76)
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For the driving force to this model, the solution is assumed to be cooled and nucleation to
progress. Hence the curves for cooling of T = 2K and T = 3K are included in the plot shown in
Figure 4.14. This driving force difference is discussed in the following.
Figure 4.14: The solubility of paracetamol in ethanol (saturation) as function of temperature (Nagy et al., 2008). The
curves for cooling of T = 2K and T = 3K are included in the plot shown in Figure 4.14.
The general nucleation model is Equation (4.58) and under the stated assumptions it is reduced
to:
N = kb0 ·ΔCb (4.77)
This model describes the primary nucleation of the crystals as a function of the absolute super-
saturation accounting for temperature dependence.
Calculation Procedure The calculation procedure (section 4.2.3 p. 55) is followed.
Initially all system parameters (θ1) and universal constants θ4 are speciﬁed.
Variables and Parameters The nucleation is function of the variable composition (X) and
temperature T (hidden in X) A set of parameters are needed. These are:
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Parameter θ Value
kb0 θ1 7.77 ·1019number/(min ·gwater)
b θ1 6.2
The nucleation is calculated for varying temperatures for the two sub-cooling scenarios. The
process variables temperature and initial concentration θ2 are set accordingly.
The supersaturation is calculated next from Equation (4.77) as the concentration difference be-
tween an initially saturated solution at temperature TS and the saturated solution at T . The cooling
of the system generates the supersaturation.
Initially TS and T are speciﬁed. C = Csat is calculated from Equation (4.73) for TS and Csat is
calculated for T . ΔC is then calculated as:
ΔC =C−Csat
The nucleation is calculated next as
NParacetamol = kb0 · (ΔC)b
= 7.77 ·1019 · (0.084−0.779)6.2
= 1.68 ·106
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A set of temperature and supersaturation values are speciﬁed in accordance with changing initial
concentration is speciﬁed in table 4.5:
Table 4.5: Paracetamol nucleation function responding to temperature and saturation
Known Unknown
T TS C Csat Nparacetamol
K K kg/kg kg/kg number/min
300 302 1.67 ·10−2 1.57 ·10−2 15.7
305 307 1.97 ·10−2 1.84 ·10−2 91.2
310 312 2.34 ·10−2 2.18 ·10−2 3.59 ·102
315 317 2.80 ·10−2 2.61 ·10−2 1.10 ·103
320 322 3.33 ·10−2 3.11 ·10−2 2.84 ·103
325 327 3.95 ·10−2 3.69 ·10−2 6.47 ·103
330 332 4.64 ·10−2 4.35 ·10−2 1.34 ·104
335 337 5.41 ·10−2 5.09 ·10−2 2.56 ·104
340 342 6.26 ·10−2 5.91 ·10−2 4.62 ·104
345 347 7.19 ·10−2 6.81 ·10−2 7.90 ·104
350 352 8.20 ·10−2 7.79 ·10−2 1.30 ·105
300 303 1.72 ·10−2 1.57 ·10−2 2.37 ·102
305 308 2.04 ·10−2 1.84 ·10−2 1.31 ·103
310 313 2.43 ·10−2 2.18 ·10−2 5.00 ·103
315 318 2.90 ·10−2 2.61 ·10−2 1.50 ·104
320 323 3.45 ·10−2 3.11 ·10−2 3.83 ·104
325 328 4.08 ·10−2 3.69 ·10−2 8.63 ·104
330 333 4.79 ·10−2 4.35 ·10−2 1.77 ·105
335 338 5.57 ·10−2 5.09 ·10−2 3.37 ·105
340 343 6.44 ·10−2 5.91 ·10−2 6.03 ·105
345 348 7.39 ·10−2 6.81 ·10−2 1.03 ·106
350 353 8.41 ·10−2 7.79 ·10−2 1.68 ·106
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Plotting the nucleation expression under these conditions the effect of the changing variables can
be seen. This is shown in Figure 4.15.
Figure 4.15: The nucleation of paracetamol in ethanol at the two driving forces. The model suggests that the nucleation
rate is increased steeply with at higher temperatures, suggesting that nucleation is massively present if the system is
cooled rapidly at elevated temperatures
Example 3: Glutamine
This example is based on Alvarez and Myerson (2010).
System The chemical system under study is the glutamine-water-acetone system, where glu-
tamine is the solute, water the solvent and acetone acts as antisolvent.The equipment used is a
stirred batch vessel. A saturated solution is held at constant temperature and acetone is added as
an antisolvent. The effect on the nucleation is discussed.
Model Objective The objective of the model is to describe the nucleation in a glutamine pre-
ciptation with absolute saturation as driving force.
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Assumptions Based on the model objective, a set of assumptions is made (Alvarez and Myer-
son, 2010). These assumptions are formulated here as:
• The nucleation is initially dominant for the unseeded solution
• The growth is neglected
• Transport phenomena are near constant and changes have neglectable effect
• Nucleation is primary
• Temperature is constant
Kinetics The model for nucleation kinetics is investigated. For this system only primary nucle-
ation is assumed as the system contains no crystal material. The effect of transport phenomena is
not considered and the variation of transport properties is neglected. From the above phenomena
descriptions model terms can be included to generate the appropriate model. The phenomena
model terms are:
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.78)
Crystal mass MjC ∗ (4.79)
Transport phenomena ωq ∗ (4.80)
Supersaturation ΔC ∗ (4.81)
The selected path in diagram 3.2 is similar to the path in example 1.
Supersaturation description The supersaturation description is the absolute supersaturation,
ΔC. The saturation model is taken from Alvarez and Myerson (2010). According to this study
the saturation Csat in kg solute/kg solvent can be described by
Csat = A1,glutamine · e(A2,glutamine·Vantisolvent,%) (4.82)
Where A1,glutamine and A2,glutamine are system parameters and Vantisolvent,% is the volume percent
of antisolvent
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Parameter Value
A1,glutamine 8.7g/l (4.83)
A2,glutamine −0.048/%antisolvent (4.84)
For the driving force to this model, the solution is assumed to be added antisolvent which is
perfectly mixed with the solvent. Nucleation occurs after mixing for the supersaturated solution.
The SLE-curves with the antisolvent addition are shown in Figure 4.16. One curve shows the sol-
ubility of the acetone-water system and the curve ”‘no effect”’ shows the effect on concentration
if the solubility of the liquid was similar to that of the solvent from Equation (4.85).
Cno e f f ect =
msolute
Vsolvent +Vantisolvent
(4.85)
Figure 4.16: The solubility of glutamine in water as function of acetone (antisolvent) addition at constant temperature of
298 K. The effect of mixing the solvents assuming perfect mixing would result in decreased solubility due to the differences
in solubility in the two solvents alone (no effect). The antisolvent effect is seen as the curve for the mixed solvent is below
that of the solvent (Antisolvent effect), which makes it possible to supersaturate the system through addition of acetone
to the solution
The general nucleation model is Equation (4.58) and under the stated assumptions it is reduced
to:
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N = kb0 ·ΔCb (4.86)
This model describes the primary nucleation of the crystals as a function of the absolute super-
saturation accounting for temperature dependence.
Calculation Procedure The calculation procedure (section 4.2.3 is followed.
Initially all system parameters (θ1) and universal constants θ4 are speciﬁed.
Variables and Parameters The nucleation is function of the variable composition (X) and
temperature T (hidden in X). The temperature here is constant, however, X is affected by a
change in the chemical system. A set of parameters are needed. These are:
Parameter θ Value
kb0 θ1 1.7 ·108#/(m3s)
b θ1 1.8
The nucleation is calculated for varying addition of antisolvent. The process variables X and
initial concentration and θ2 are set accordingly. The initial concentration is set to C0 = 8.7g/l,
which corresponds to saturated solution with no antisolvent added.
Next antisolvent is added and the saturation concentration for the amount of added antisolvent
is calculated. As discussed above and shown in Equation 4.85 the dilution results in a lower
concentration, however, the reduction in solubility is greater and supersaturation is achieved.
An amount of antisolvent corresponding to 10% of the original volume is added. The volume-%
of antisolvent is
Vantisolvent,% = 100% · VaddedVinitial +Vadded = 9.09% (4.87)
The saturation concentration is calculated next from equation (4.86). At Vantisolvent,% = 9.09
Csat = A1,glutamine · e(A2,glutamine·9.09%)
Csat = 8.7g/l · e(−0.048/%·9.09%) = 5.6238g/l
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The nucleation can now be calculated as:
NGlutamine = kb0 · (ΔC)b
= 1.7 ·108 · (8.7g/l−5.6238g/l)1.8 = 1.47 ·109
A set of temperature and supersaturation values are speciﬁed in accordance with changing initial
concentration in table 4.6:
Table 4.6: Glutamine nucleation function responding to temperature and saturation
Vadded % Antisolvent C Csat Nglutamine
min−1 - g/l g/l
0 0 8.70 8.70 0
0.10 9.09 7.91 5.62 7.53 ·108
0.20 16.7 7.25 3.91 1.49 ·109
0.30 23.1 6.69 2.87 1.90 ·109
0.40 28.6 6.21 2.21 2.07 ·109
0.50 33.3 5.80 1.76 2.10 ·109
0.60 37.5 5.43 1.43 2.06 ·109
0.70 41.2 5.12 1.21 1.98 ·109
0.80 44.4 4.83 1.03 1.88 ·109
0.90 47.4 4.58 0.896 1.78 ·109
1.0 50.0 4.35 0.789 1.67 ·109
1.1 52.4 4.14 0.704 1.57 ·109
1.2 54.5 3.95 0.634 1.47 ·109
1.3 56.5 3.78 0.577 1.38 ·109
1.4 58.3 3.63 0.529 1.30 ·109
1.5 60.0 3.48 0.488 1.22 ·109
1.6 61.5 3.35 0.454 1.15 ·109
1.7 63.0 3.22 0.424 1.08 ·109
1.8 64.3 3.11 0.398 1.02 ·109
1.9 65.5 3.00 0.375 0.966 ·109
2.0 66.7 2.90 0.355 0.914 ·109
Plotting the nucleation expression under these conditions the effect of the changing variables can
be seen in Figure 4.17.
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Figure 4.17: The nucleation of glutamine in water as the acetone is added. Adding the antisolvent to the water resuslts
in supersaturation, however, if a large proportion of undersaturated antisolvent is added, the dillution effect results in a
relatively lower nucleation rate. Choosing the correct amount of antisolvent to achieve or avoid nucleation (depending
on the process objective) is critical.
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4.3 Agglomeration models
Agglomeration is the clustering of particles. This clustering stems from collisions of smaller
particles which form larger particles. The process can be viewed as collisions between two
particles even when multiple particles collide to form large clusters. In this case a series of
two-particle collisions can be used as a model.
Figure 4.18: The principle of agglomeration. Particles form clusters during the crystallization operation
4.3.1 General Agglomeration Model
A general approach for the agglomeration describes how the number of particles changes through
an agglomeration kernel. This kernel describes the frequency of agglomeration of two particles
with speciﬁed volumes. Two particles colliding, forming a larger and smaller particle than the
original particles can be seen as agglomeration followed by breakage of the agglomerate. The
agglomeration results in the formation of one particle from two and hence the effect is seen in
two terms of the population balance equation, Equation (2.7).
The contribution to the birth term stems from the production of one particle from two smaller
particles. This contribution can be formulated as Equation (4.88)
Bagglomeration =
1
2
∫ v
0
a(v−u,u)n(v−u)n(u)du (4.88)
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Here, the production of new particles Bagglomeration of volume v from two particles of volume u
and v−u, respectively, is described using the frequency kernel a(v−u,u). The fraction 12 ensures
that only one particle is formed from the collision.
The contribution to the death term stems from the destruction of the two smaller particles. This
contribution can be formulated as equation (4.89)
Dagglomeration = n(v)
∫ ∞
0
a(v,u)n(u)du (4.89)
The term here is positive as the death contribution in equation (2.7) is considered negative
4.3.2 Agglomeration Phenomena
Supersaturation Dependence For some systems, the supersaturation has effect on the rate of
agglomeration of particles in the system.
Temperature Dependence The agglomeration rate of the crystals has been found to exhibit
temperature dependence. To take this into account, authors introduce temperature dependence in
the kinetic model, often through an Arrhenius expression in the agglomeration kernel.
Transport Phenomena The collisions of crystals in the crystallizer and their subsequent ag-
glomeration is dependent on the transport phenomena (Hill and Ng, 1996). This stems from the
fact that the governing factor of the agglomeration is the number of collisions between particles.
Size Dependency The effect of the size of particles in the collision have been included by some
authors in their kernels.
Agglomeration Kernels
The agglomeration kernel describes the probability of two particles colliding and forming a new
particle through the agglomeration. This kernel can be derived from assumptions about the
agglomeration mechanism and hence the effects included in the kernel play a signiﬁcant role.
Table 4.7: Agglomeration kernels
Mechanism Kernel Author Comment
Brownian motion a0 Scott a0 Can depend on phenomena
Turbulent diffusion a0(u+ v) Golovin u and v volume of particles
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Agglomeration
Particle
volume
Temperature
effects
Supersaturation
X(T)
Transport
phenomena
0
Ea
RT
g gk k e

 qZ
Figure 4.19: Phenomena governing the agglomeration. The supersaturation is still considered the driving force and
temperature effects, particle size and transport phenomena may be included to account for observed agglomeration rates
when modelling.
Effects included in kernels The value of the kernel is determining the rate of agglomeration.
An example illustrating this is the agglomeration shifting. A set of classes are deﬁned as
Classi = 7.81 ·
(
e
ln(2)
3
)i−1
(4.90)
These classes are initially seeded with a number of particles in class 15, 16 and 17 as:
Class15,0 = 100
Class16,0 = 50
Class17,0 = 20
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Example 1: Calcium oxalate
This example is based on Zauner and Jones (2000).
System The chemical system under study is the calcium oxalate - water system. The equipment
used is a draft tube bafﬂed crystallizer with a jacket to control the temperature in the system. The
supersaturation is modeled as the relative supersaturation.
Model Objective The objective of the model is to describe agglomeration in a calcium oxalate
crystallization and analyze the model kernel for this operation.
Assumptions Based on the model objective, a set of assumptions is made (Zauner and Jones,
2000). These assumptions are formulated here as:
• Temperature effects are not directly seen in the the agglomeration
• Transport phenomena are inﬂuencing the agglomeration
Kinetics The system under study is assumed to have nucleation and growth agglomeration and
breakage.
The agglomeration kinetics are investigated. For this system, the transport phenomena are as-
sumed to be affecting this along with the supersaturation.
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.91)
Size dependency ∗ (4.92)
Transport phenomena ωq ∗ (4.93)
Supersaturation σ ∗ (4.94)
The kernel model is
Bagglomeration = kagglomeration(1+a ·ω0.5+b ·ω)σc (4.95)
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Supersaturation description The saturation model is taken from Zauner and Jones (2000).
According to this study the saturation Csat can be described by the solubility product
KSP = 2.51 ·10−9mol2 · l−2 (4.96)
Calculation Procedure Agglomeration data is taken from Zauner and Jones (2000). The data
is provided in a graph, which is shown in ﬁgure 4.21
Figure 4.21: The agglomeration data from Zauner and Jones (2000). The agglomeration is plotted as a function of the
stirring rate, ε to the power of 0.5 and modelled. Figure adopted from Zauner and Jones (2000)
The values for the variable (
√
ε) are given in Table 4.8.
Table 4.8: Data from Zauner and Jones (2000) as taken from ﬁgure 4.21
√
ε log10 ε βagglomeration log10(average)
3.4 ·10−3 −4.94 {7.0 ·10−23,3.0 ·10−22} −2.18 ·101
5.0 ·10−2 −2.60 {2.2 ·10−17} −1.67 ·101
1.6 ·10−1 −1.59 {6.0 ·10−17,1.5 ·10−16,2.2 ·10−16} −1.59 ·101
4.5 ·10−1 −6.93 ·10−1 {8.0 ·10−18,1.0 ·10−17,1.5 ·10−16} −1.66 ·101
8.4 ·10−1 −1.51 ·10−1 {1.0 ·10−17,3.0 ·10−17,6.0 ·10−17,8.0 ·10−17} −1.65 ·101
1.2 1.58 ·10−1 {1.2 ·10−19,8.0 ·10−20,3.0 ·10−20,1.1 ·10−22} −1.99 ·101
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Zauner and Jones (2000) argued that a second order polynomial is appropriate for describing the
relation between the stirring power and the agglomeration kernel (β) function. Following this, an
expression for the relation is regressed from the data provided by Zauner and Jones (2000). The
regression results in
log10(βagglomeration) =−0.6534(log10(ε))2−2.4662log10(ε)−18.206 (4.97)
The R2-value is calculated to be 0.8667. The data and function are plotted in ﬁgure 4.22. The
βagglomeration is calculated in m3/μm3 and hence a factor of 1018 can be applied to investigate the
agglomeration in consistent units.
Figure 4.22: The regressed function and data from Zauner and Jones (2000). The match is considered reasonable,
though the R2-value is calculated to be only 0.8667. The data uncertainty is not considered, but could be present.
Zauner and Jones (2000) explored the agglomeration at a saturated condition, where the super-
saturation does not affect the outcome of the agglomeration. With this kernel established, sim-
ulations of agglomeration of a population at a ﬁxed temperature of 37°C and no supersaturation
can be explored. For this purpose a particle distribution is deﬁned in the class system.
Classi = 7.81 ·
(
e
ln(2)
3
)i−1
(4.98)
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These classes are initially seeded with a number of particles in class 12, 13 and 14 as:
Class12,0 = 20
Class13,0 = 50
Class14,0 = 40
Variables and Parameters The needed variables and parameters are listed.
Parameter θ Value
ε θ2 10−4−1
For the simulation the speciﬁcation of the stirring rate power is sufﬁcient as the agglomeration
kernel function is calculated solely from this value through the prior regressed function. This
value is speciﬁed at multiple values in the range 10−4−1 to investigate the effect of the stirring
on the agglomeration.
Calculation Example First, a stirring power is speciﬁed. Second the agglomeration kernel
function is calculated. This is used to calculate the agglomeration of the speciﬁed population.
A stirring power of ε = 1.0 · 10−2W/kg is speciﬁed. Using Equation (4.97) an agglomeration
kernel value is calculated. At ε= 1.0 ·10−2W/kg:
log10(βagglomeration) =−0.6534(log10(1.0 ·10−2))2−2.4662log10(1.0 ·10−2)−18.206
(4.99)
βagglomeration = 129.7
μm3
μm3h
(4.100)
Simulations of the agglomeration at values of ε= {1.0 ·10−4,1.0 ·10−3,1.0 ·10−2,1.0 ·10−1,1}W/kg
are carried out for the population. The results are shown in Figure 4.23
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The effect of the stirring is seen as the agglomeration increases with the stirring in the region
ε = 1.0 · 10−4W/kg to ε = 1.0 · 10−2W/kg and then decreases. This is attributed to the initial
increase in particle energy facilitating collisions and contact between particles which lead to
agglomeration. When the stirring becomes too powerful, the colliding particles will not stick
together for sufﬁcient time to form an agglomerate but rather collide and continue moving with
fewer agglomerates forming as a result.
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4.4 Growth and agglomeration models
With the agglomeration phenomena discussed, it is now possible to combine the agglomeration
and growth as it was done with nucleation and growth. In this case the growth of particles occurs
as well as the agglomeration resulting in a model where particles can increase in volume both
because of growth as well as agglomeration. The combination of the growth and agglomeration
models is highlighted through an example using the calcium oxalate system discussed in section
4.3.2.
System The chemical system under study is the calcium oxalate - water system. The supersat-
uration is modeled as the relative supersaturation.
Model Objective The objective of the model is to describe growth and agglomeration in a
calcium oxalate crystallization and analyze the model kernel for this operation.
Assumptions Based on the model objective, a set of assumptions is made. These assumptions
are formulated here as:
• Temperature effects are not directly seen in the the agglomeration
• Transport phenomena are inﬂuencing the agglomeration
• The growth is independent of temperature and modeled as G= kg ·Sg
Kinetics The system under study is assumed to have growth and agglomeration. The agglom-
eration kinetics are taken from the example in section 4.3.2.
For the growth model:
Phenomena Model term Used Not used
Temperature dependence ∗ (4.101)
Size dependence ∗ (4.102)
Transport phenomena ∗ (4.103)
Supersaturation σ ∗ (4.104)
83
4. Constitutive Models
For the agglomeration model:
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.105)
Size dependence ∗ (4.106)
Transport phenomena ωq ∗ (4.107)
Supersaturation σ ∗ (4.108)
The kernel model is
Bagglomeration = kagglomeration(1+a ·ω0.5+b ·ω)σc (4.109)
Supersaturation description The saturation model is taken from Zauner and Jones (2000).
According to this study the saturation Csat can be described by the solubility product
KSP = 2.51 ·10−9mol2 · l−2 (4.110)
Here, the supersaturation is kept constant. The resulting distribution is shown in ﬁgure 4.24,
where it is shown how the combination of particles and growth eliminates the particles in the
smaller classes forming larger particles and clusters.
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Figure 4.24: The combination of growth and agglomeration in classes with increasing width. The initial distribution is
shown in solid red, the resulting distribution in dashed blue. Some numerical uncertainty exists using this method and as
the particles are eliminated from the smaller classes due to growth, small negative values are assumed
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4.5 Breakage models
Breakage is the destruction of particles. This destruction can stem from collisions of particles
with other particles, the walls of the crystallization vessel, the stirrer or other objects in the
crystallizer. The process can be viewed as breakage of one particle into two smaller particles
even when a particle fractures into multiple pieces. In this case breakage is represented in the
model as a series of breaking events where increasingly smaller particles break up.
4.5.1 General Breakage Model
A general approach for the breakage describes how the number of particles changes through a
breakage kernel. This approach is similar to the approach in the agglomeration model. The kernel
describes the distribution of new particles and a function simultaneously describes the frequency
of particle breakage. A particle fracturing results in the formation of two particles from one and
hence the effect is seen in two terms of the population balance equation, (2.7).
The contribution to the birth term stems from the production of two particles from a single larger
particle. This contribution can be formulated as equation (4.111)
Bbreakage =
∫ ∞
v
b(v,u)W (u)n(u)du (4.111)
Here, the production of new particles Bbreakage of volume v from a particle of volume u is de-
scribed using the breakage distribution kernel b(v,u) and the breakage frequency W (u). The
integration over the volume range [v;∞] ensures that all produced particles are accounted for.
The contribution to the death term stems from the destruction of a breaking particle. This contri-
bution can be formulated as Equation (4.112)
Dbreakage =W (v)n(v) (4.112)
W (v) represents the brekage frequency for a particle of volume v. The term here is positive as
the death contribution in Equation (2.7) is considered negative.
4.5.2 Breakage Phenomena
The breakage of particles appears to be dominated by mechanical phenomena in the crystallizer
resulting in collisions of particles with other particles or equipment. Hence, transport phenomena
are considered as well as temperature.
Temperature Dependence The breakage rate of crystals in some systems has been modelled
to exhibit temperature dependence. Authors introduce temperature dependence in the kinetic
model, often through an Arrhenius expression in the breakage frequency.
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Transport Phenomena The crystal collisions in the crystallizer and is dependent on the trans-
port phenomena (Hill and Ng, 1996). This stems from the fact that the governing factor of the
breakage is the collisions between particles.
Size Dependence The effect of the size of particles in the collision have been included in the
frequency function. This accounts for the observation that particles often need to reach a certain
(system dependent) size before breakage occurs. The effect can be described by
W (v) = kw · vw (4.113)
Here W (v) is the breakage frequency of a particle of size v, kw is a rate constant and w weighs
larger particles to break more often.
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4.6 Growth, Breakage and Agglomeration models
A combination of breakage, agglomeration and growth is considered. For this consideration the
calcium oxalate system is revisited. This system was discussed in 4.3.2 and used in section 4.6.
The system under study is brieﬂy revisited. Zauner and Jones (2000) have provided kinetic
data, which has been analyzed and models for the speciﬁc phenomena have been formulated.
The speciﬁc phenomena included here are growth, agglomeration and breakage and the relevant
parameters have been taken from the previous sections on these phenomena and the database.
System The chemical system under study is the calcium oxalate - water system. The equipment
used is a draft tube bafﬂed crystallizer with a jacket to control the temperature in the system. The
supersaturation is modeled as the relative supersaturation.
Model Objective The objective of the model is to describe growth, breakage and agglomera-
tion in a calcium oxalate crystallization and analyze a population distribution subjected to these
phenomena.
Assumptions Based on the model objective, a set of assumptions is made (Zauner and Jones,
2000). These assumptions are formulated here as:
• Temperature effects are not directly seen in the kinetics
• Transport phenomena are inﬂuencing the kinetics
Kinetics The system under study is assumed to have growth, agglomeration and breakage.
Phenomena Model term Used Not used
Temperature dependence e(
−Ea
RT ) ∗ (4.114)
Size dependence ∗ (4.115)
Transport phenomena ωq ∗ (4.116)
Supersaturation σ ∗ (4.117)
The kernel model is
Bagglomeration = kagglomeration(1+a ·ω0.5+b ·ω)σc (4.118)
88
4. Constitutive Models
Supersaturation description The saturation model is taken from Zauner and Jones (2000).
According to this study the saturation Csat can be described by the solubility product
KSP = 2.51 ·10−9mol2 · l−2 (4.119)
As the saturation is ﬁxed, this is simply substituted with σ= 1.1. As the models are not affected
by temperature, it is not necessary to consider this directly. The temperature enters the equations
through the kinetic deﬁnitions and parameter values. Stirring rate is ﬁxed through ε= 1 ·10−2.
Parameters Growth equation:
G= kgSg (4.120)
Agglomeration kernel:
log10(βagglomeration) =−0.6534(log10(ε))2−2.4662log10(ε)−18.206 (4.121)
Breakage rate: Rbreakage = kbreakage ·Vαparticle Here, kbreakage is the rate constant, Vparticle the par-
ticle volume and α the particle volume weighing factor. The breakage kernel is formulated as
uniform.
The parameters for the system are shown in Table 4.9.
Table 4.9: Parameters for the CaC2O4-water system
Parameter Value ∈ θi
kg 1.33e−4 θ1
g 1 θ1
kbreakage 1e−20 θ1
α 1 θ1
With these parameters it is possible to follow the evolution of the particle distribution if originally
seeded in class 10 with 100 particles. The result is shown in Figure 4.25. The breakage dominates
and the particles are moved to smaller classes
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Figure 4.25: The original distribution show in solid red, the resulting in dashed blue. The breakage dominates and the
particles are moved to smaller classes
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4.7 Dissolution kinetics
Dissolution of crystals is the change of solid to liquid solute and the reverse of crystallization.
The driving force for dissolution is the undersaturation. Similar to supersaturation, undersatura-
tion can be described in multiple ways. For supersaturation Equation 2.2-2.4 describe possibili-
ties, and furthermore the thermodynamical supersaturation can be used.
The absolute supersaturation expresses the difference in concentration, Δc as the difference be-
tween actual concentration c and equilibrium concentration ceq, also known as saturated concen-
tration csat . The relative supersaturation σ expresses the difference between actual concentration
and equilibrium concentration, Δc, relative to the equilibrium concentration ceq leading to nu-
merical values near in the region [0;1] for most supersaturated systems. The supersaturation
ratio has values in the region [0;1[ for undersaturated systems. An undersaturation described as
Csat −C can be used as an absolute undersaturation or to calculate relative undersaturation Csat−CCsat
The dissolution theory is related to work by Noyes and Whitney (1897), where the authors pro-
posed the theory:
dC
dt
= k(Csat −C)
where k is the dissolution rate constant. This rate model is similar to the growth rate of crystals
assuming the rate limitting step is the material transport through the diffusion layer surrounding
the crystal. The theory was expanded by Dokoumetzidis and Macheras (2006), who included the
dependency of the surface area and the dissolution media volume:
dC
dt
=
D ·Acrystal
h ·V (Csat −C)
where D is the diffusivity, Acrystal the surface area of the crystals releasing material, h the thick-
ness of the diffusion layer and V the volume of the dissolution medium. The equation is similar
to the equation proposed by Noyes and Whitney (1897), but includes the effect of the surface
area releasing material and considers the volume of solvent. The driving force is described as the
absolute supersaturation.
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4.8 Database
The database is developed to contain the kinetic models used within crystallization sorted ac-
cording to their kinetic phenomena.
4.8.1 Growth models
The growth models from the literature have been collected and are sorted based on system and
model type.
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CHAPTER 5
Process model
The systematic, generic approach to modelling is considered to save time in model development
and recommended by Cameron and Gani (2011). Gernaey and Gani (2010) recommended that
ﬂexible frameworks with ”‘plug-and-play”’ of knowledge-bases, models, methods (for design,
analysis, control, etc.) and tools (simulation, model identiﬁcation, product analysis, etc.) is de-
veloped and widely applied (Gernaey and Gani, 2010), and in this context Samad et al. (2011)
proposed a generic multi-dimensional model-based system for batch cooling crystallization pro-
cesses. The framework has been applied to multiple scenarios (Samad, 2012; Samad et al., 2012,
2013) and used for the study of the kinetics of crystallization (Samad et al., 2012; Meisler et al.,
2013, 2014).
5.1 Modelling tool
The framework contains a generic modelling tool, which contains the equations for application of
the mass and energy balances as well as population balances solved either through the method of
moments (Hulburt and Katz, 1964) or the method of classes (Marchal et al., 1988) as formulated
by Costa et al. (2005) and Puel et al. (2003) for the relevant scenarios (Samad, 2012).
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5.1.1 Population balance
As shown in Figure 3.2, the kinetic phenomena interact with the balance equations through con-
stitutive equations, which are included in the population balance equation. The population bal-
ance equation may be formulated in one dimension as equation (2.7). The equation can further
be applied in two dimensions as
∂n(L1,L2, t)
∂t
=−∂ [n(L1,L2, t)G(L,X ,φ)]
∂L1
− ∂ [n(L1,L2, t)G(L,X ,φ)]
∂L2
+Birth−Death (5.1)
n(L, t) is the number of particles of size L for a given time t. This is a discrete number, but is
often treated as a continuous variable. G(L,X ,φ) is the growth function for a particle depending
on size, supersaturation (X) and selected phenomena φ.
The population balance based model is solved using either the method of moments or the method
of classes. For the method of moments the model is structured as highlighted by the equations
given in table 5.1 (Randolph and Larson, 1971; Samad, 2012). It should be noted that the distri-
butions can be considered per mass of solvent or total distribution across the crystallizer.
Table 5.1: Model equations for the moment approach. The moments for the distribution and the concentration and
energy balances
0th moment,μ0
dμ0
dt = B
ith moment, μi
dμi
dt = Gμi−1
Concentration balance, solute dCdt =−ρc kvmsolvent (3Gμ2+B ·L0)
Energy balance, crystallizer ρVcp dCdt =−ΔHcρckvV (3Gμ2+B ·L0)−U1A1ΔT
B represents the nucleation, G the growth, C is the concentration, ρc is the crystal density, kv
is the shape factor, msolvent is the mass of solvent, L0 is the size of a formed nucleus, V is the
volume of the magma, cp is the heat capacity of the magma, ΔHc is the crystallization enthalpy,
U1 is the heat transfer across the side of the crystallization chamber, A1 is the heat transfer area
and ΔT is the temperature difference.
The overall model requires kinetic parameters, crystal properties, thermodynamic properties and
operational variables as well as initial values for the differential equations.
For the method of classes (Marchal et al., 1988), the generic equations are given in Table 5.2
Samad (2012) implemented several variations of moment and method of class solutions, docu-
mented in Samad (2012). The framework approach allows modular modelling, in which model
modules are connected to the framework. By extending the method of classes and method of
moments with inﬂow, outﬂow and opportunities for classiﬁcation of crystals, the framework has
been extended with continuous and fed batch methods.
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Table 5.2: Model equations for the method of classes approach. The number of classes must be speciﬁed for the
distribution. The concentration and energy balances are linked to the population balance. The equations are valid
for size independent growth
Class1
dN1
dt =− G2ΔCl1 N1+B−D
Classi,1 < i< End − G2ΔCli Ni+
G
2ΔCli−1 Ni−1+B−D
ClassEnd G2ΔClEnd−1 NEnd−1+B−D
Concentration balance, solute dCdt =−ρc kvVmsolvent ∑
End
i=1 (ClassSize
dNi
dt )
Energy balance, crystallizer ρVcp dTdt =−ΔHc−ρckvV ∑Endi=1 (ClassSize dNidt )−U1A1ΔT
Continuous operation
Operating the crystallizer in continuous mode involves the connection of streams into and out of
the crystallizer. With the connection of these, it is possible to provide a generic crystallization
module with connections depending on the type of operation. Such an element is illustrated in
ﬁgure 5.1. The crystallizer is shown with in- and outﬂows and a jacket for temperature regulation.
The inﬂows are modelled as streams carrying relevant species, such as crystals or reactants for
reactions. The outﬂow assumes the crystallizer module to be a well-mixed vessel and reﬂects
the state of the crystallizer, however, multiple modules may be connected to simulate non-ideal
mixing situations. Closing all valves, the crystallizer module simulates a batch operation.
The model forms the base for the case studies presented in chapter 7.
Seeding
Seeding the crystallizer provides an initial population of crystals in the crystallization operation,
which should be considered. Using the moments approach, a population distribution (normal
distribution, Γ-distribution) may be speciﬁed, for which the moments can be generated. The
moment generating functions are:
Normal distribution etμ+
1
2 t
2σ2 (5.2)
Gamma distribution
(
1− t · σ2μ
)(−( μσ )2) (5.3)
Specifying this with the desired distribution parameters (mean, μ, standard deviation, σ, crystal
density, ρc, shape factor kv and seed mass, mseed) it is possible to generate the initial values for
the crystallization operations problem.
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Figure 5.1: The crystallizer module for continuous operation. Valves may be opened or closed depending on the situ-
ation allowing different conﬁgurations of the crystallizer. The corresponding model choices are made from the problem
deﬁnition. The crystallizer module can be considered a basic module for modelling different crystallizer conﬁgurations
as a single module or connected with other modules to include gradient effects ina crystallization operation. As discussed
in the case studies, chapter 7, the module can connect to reaction modules
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CHAPTER 6
Model identiﬁcation
Model identiﬁcation requires data, which may be found in various forms. Concentration data for
the solute may be monitored and scattering crystal size distributions may be estimated during a
crystallization. in this chapter methods for acquiring data are discussed.
6.1 Focused Beam Reﬂectance Measurements
The focused beam reﬂectance measurements method is based on a scattering of light and can be
characterized as a scattering technique.
6.1.1 Principle of FBRM
FBRM utilizes a probe which measures the reﬂected light from a monochromatic source. The
probe combines the measuring unit and light source. The commercial probe (illustrated in Fig-
ure 6.1) produces a constant beam of monochromatic light at a speciﬁed wavelength, which is
directed through a rotating optics module and the probe tip into the measured system. In a crys-
tallization operation, the probe is placed in the magma chamber and the light is sent into the
magma.
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Figure 6.1: Principle of FBRM. A light source is made monochromatic and sent into the measured vessel. The focus
point can be varied and any object passing by the scanning area result in reﬂected light, which is returned as a signal to
the probe. The probe rotates at a ﬁxed speed and the signal time is combined with the velocity to give a chord length of
the passing object. Figure adopted from Mettler-Toledo (Mettler-Toledo, 2013)
The light interacts with the solution and any objects present in the magma chamber. Any reﬂec-
tion back to the source is detected and the duration of the signal Δt is registered. The scanning
tip constantly rotates to eliminate error from stationary points and with this known velocity v,
the size of the measured chord is calculated as v ·Δt. The chord length is assigned to a matching
size bin and registered as a count. The bins are referred to as channels in the FBRM terms, and
the number of counts in a speciﬁed measurement time interval is recorded and reported. The
velocity of the probe is often in the range of meters pr. second, with 2 m/s being the default value
(Mettler-Toledo, 2013).
As the light comes in contact with the media it interacts with the solution and any objects present
in the solution depending on the properties of these.
Solution interaction
As light passes through the liquid solution, the light is subject to multiple effects from the in-
teractions with the solution. The light is scattered from interactions with the particles and the
backscatter which reaches the probe is registered as a signal. The properties of the light passing
through the solution are closely related to the speed in the medium and hence the refractive index
of the solution.
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If the solution medium is changed in the process, for example through addition of a second
solvent, this can affect the refractive index of the solution and related optical properties. This can
affect the measured counts. The solvent effect is illustrated in Figure 6.2, where the actual focus
shifts depending on the solvent. The impact of this is discussed in the chapter on application of
FBRM.
The solution medium may also interact with the radiation in terms of absorbance. In the infrared
spectrum, this absorbance is linked to the present bonds in the molecule, where the absorbance of
the radiation will lead to increased amplitude in the bond vibration. For UV-visible radiation, the
absorbance is linked to interaction with π-electrons, which can also produce undesired effects,
which lead to wrong estimates of present particles(Loudon, 2002).
Particle interaction
The scatter type depends on the light type and size of particles. For the FBRM technology applied
for crystallization purposes, the regime of scattering depends on the wavelength of the light and
the medium As light interacts with a particle it can be absorbed, diffracted or reﬂected depending
on the position of interaction.
α=
πDparticle
λ
(6.1)
Mie scattering: α≈ 1
Geometric scattering α> 50
The FBRM technology can be used at several wavelengths, the most common wavelength interval
is the infrared. As an example for a spherical particle of size 10μm and light wavelength of 10μm
α=
π ·10μm
1μm
= 31.4 (6.2)
This value falls within the Mie - geometric scattering range, where none of the phenomena dom-
inates the other. The Mie scattering theory assumes spherical particles, which in the case of
crystallization is often not true and hence the direct measurements can be affected by this. Espe-
cially for smaller particles, Mie scattering is important and the shape of particles and properties
need to match the assumptions in the translation theory or otherwise large deviations can be
observed.
FBRM is a technique based on the count of backscattering areas versus non-backscattering areas.
This is illustrated in Figure 6.3, where the path of the beam passes across an intersection of the
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Figure 6.2: The focus depends on the solution media and should be calibrated for the respective solution components.
Light interacts with the solution as well as the objects, which can disturb the measurements adding uncertainty to the
interpretation of the chord lengths Figure adopted from Ruf et al. (2000)
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solution.
Figure 6.3: The scanning of particles and corresponding counts. If any particles are close enough in the focus to cause
a combined reﬂection, they are not individually counted. Figure adopted from Mettler-Toledo (2013)
Note that the technique relies on the assumption that the beam is not backscattered in the intervals
between particles. If the light is backscattered for example for solutions with large particle den-
sities, it is not possible to directly distinguish between these particles. This situation is illustrated
in Figure 6.4
6.1.2 Recreation of Particle Distribution from Chord Length Distribution
The reconstruction of the particle distribution from a chord length distribution has been the focus
of multiple researchers (Ruf et al., 2000), (Chianese and Kramer, 2012). However, thus far no
successful translation technique has been proposed in the literature (Chianese and Kramer, 2012).
The comparison of FBRM data across different experiments have proven difﬁcult, as FBRM can
be considered a relative technique: The measurements are depending on the ﬂow in the vessel
where the FBRM is installed, and the objects present there. If the ﬂuid with the objects is stirred
at elevated speeds, the objects will pass the measuring point with higher frequency, and as such
for the same solution an increase in chord length counts pr. time will often be observed when
increasing the stirring rate. As the particles change during the crystallization operation, this
effect can also be seen during the operation.
104
Figure 6.4: The scanning of particles and corresponding counts similar to ﬁgure 6.3. Here, the overlapping particles
are counted as one as the reﬂected signal is not cut off between particles. Original ﬁgure adopted from Mettler-Toledo
(2013)
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6.1.3 Weighting of chord lengths
The chord lengths can be weighted for a chord length distribution and the weighing often makes
use of the length of the chords. Possible weighing is shown in Table 6.1, where vi is the size of
the ith channel, n(vi) is the number of counts in the respective channel. The weighing decides
the area, where the FBRM has it greatest resolution.
Table 6.1: Weighing of chord lengths. The chordlengths may be unweighed or weighed according to the size of the
bin where a count is encountered. The weighing determines where the greatest resolution is found favouring smaller
particles (unweighed) or larger particles (length weighed or square weighed), allowing focus on nucleation events or
particle evolution
Distribution type Form
Unweighted n(vi)
∑
NChannel
j=1 n(vi)
Length weighted n(vi)(vi)
∑
NChannel
j=1 n(vi)(vi)
Square weighted n(vi)(vi)
2
∑
NChannel
j=1 n(vi)(vi)
2
The standard setup for the FBRM has 90 channels available. The size of each channel is shown
in Figure 6.5. The channel setup corresponds to the logarithmic setup allowing different width
of the channels. This allows the FBRM to capture both effects on small scale and larger scales.
For these common values, it should be noted however, that the smaller channels are subject to
Mie scattering rather than geometric scattering, in which the scatter signal is very sensitive to the
particle shape. Care should be taken in interpretation of the signals from the smaller channels.
The channel size can generally be described as [1.08i−1;1.08i], where i is the channel number.
This leads to a geometric mean channel size of 1.08i−
1
2
6.1.4 Bi- and multimodal distributions
In case of bi- or multimodal distributions, the source of FBRM counts becomes difﬁcult to iden-
tify. In combination with uncertainties on the source of signals stemming from larger particles
out of focus and solvent effects, it becomes increasingly necessary to include other measure-
ments and combine these with FBRM measurements. This is discussed in more detail in section
6.3.
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Channel  Lower 
limit 
Upper 
limit 
Mean Geometric 
mean 
Channel  Lower limit Upper limit Mean Geometric 
mean 
1 0 1 0.5  46 29.286 31.623 30.4545 30.43207 
2 1 1.08 1.04 1.03923 47 31.623 34.145 32.884 32.85981 
3 1.08 1.166 1.123 1.122176 48 34.145 36.869 35.507 35.48087 
4 1.166 1.259 1.2125 1.211608 49 36.869 39.811 38.34 38.31177 
5 1.259 1.359 1.309 1.308045 50 39.811 42.987 41.399 41.36853 
6 1.359 1.468 1.4135 1.412449 51 42.987 46.416 44.7015 44.66861 
7 1.468 1.585 1.5265 1.525379 52 46.416 50.119 48.2675 48.23198 
8 1.585 1.711 1.648 1.646795 53 50.119 54.117 52.118 52.07965 
9 1.711 1.848 1.7795 1.778181 54 54.117 58.434 56.2755 56.23409 
10 1.848 1.995 1.9215 1.920094 55 58.434 63.096 60.765 60.72027 
11 1.995 2.154 2.0745 2.072976 56 63.096 68.129 65.6125 65.56422 
12 2.154 2.326 2.24 2.238348 57 68.129 73.564 70.8465 70.79436 
13 2.326 2.512 2.419 2.417212 58 73.564 79.433 76.4985 76.4422 
14 2.512 2.712 2.612 2.610085 59 79.433 85.77 82.6015 82.54071 
15 2.712 2.929 2.8205 2.818412 60 85.77 92.612 89.191 89.12537 
16 2.929 3.162 3.0455 3.043271 61 92.612 100 96.306 96.23513 
17 3.162 3.415 3.2885 3.286066 62 100 107.978 103.989 103.9125 
18 3.415 3.687 3.551 3.548395 63 107.978 116.591 112.2845 112.2019 
19 3.687 3.981 3.834 3.831181 64 116.591 125.893 121.242 121.1528 
20 3.981 4.299 4.14 4.136946 65 125.893 135.936 130.9145 130.8182 
21 4.299 4.642 4.4705 4.467209 66 135.936 146.78 141.358 141.254 
22 4.642 5.012 4.827 4.823454 67 146.78 158.489 152.6345 152.5222 
23 5.012 5.412 5.212 5.208161 68 158.489 171.133 164.811 164.6897 
24 5.412 5.843 5.6275 5.623372 69 171.133 184.785 177.959 177.828 
25 5.843 6.31 6.0765 6.072012 70 184.785 199.526 192.1555 192.0141 
26 6.31 6.813 6.5615 6.556678 71 199.526 215.443 207.4845 207.3318 
27 6.813 7.356 7.0845 7.079296 72 215.443 232.631 224.037 223.8721 
28 7.356 7.943 7.6495 7.643867 73 232.631 251.189 241.91 241.732 
29 7.943 8.577 8.26 8.253915 74 251.189 271.227 261.208 261.0158 
30 8.577 9.261 8.919 8.912441 75 271.227 292.864 282.0455 281.8379 
31 9.261 10 9.6305 9.623409 76 292.864 316.228 304.546 304.3219 
32 10 10.798 10.399 10.39134 77 316.228 341.455 328.8415 328.5995 
33 10.798 11.659 11.2285 11.22024 78 341.455 368.695 355.075 354.8137 
34 11.659 12.589 12.124 12.11508 79 368.695 398.107 383.401 383.1189 
35 12.589 13.594 13.0915 13.08185 80 398.107 429.866 413.9865 413.6818 
36 13.594 14.678 14.136 14.12561 81 429.866 464.159 447.0125 446.6835 
37 14.678 15.849 15.2635 15.25227 82 464.159 501.187 482.673 482.3178 
38 15.849 17.113 16.481 16.46888 83 501.187 541.17 521.1785 520.7949 
39 17.113 18.478 17.7955 17.78241 84 541.17 584.341 562.7555 562.3414 
40 18.478 19.953 19.2155 19.20134 85 584.341 630.957 607.649 607.2018 
41 19.953 21.544 20.7485 20.73324 86 630.957 681.292 656.1245 655.6416 
42 21.544 23.263 22.4035 22.38701 87 681.292 735.642 708.467 707.9456 
43 23.263 25.119 24.191 24.17319 88 735.642 794.328 764.985 764.422 
44 25.119 27.123 26.121 26.10177 89 794.328 857.696 826.012 825.4041 
45 27.123 29.286 28.2045 28.18376 90 857.696 926.119 891.9075 891.2511 
 
Figure 6.5: The channel size of each channel and its corresponding average size
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6.2 FBRM application
The application of FBRM to crystallization operations has become quite common. The FBRM
technique is used to monitor the chord length distribution and often combined with other moni-
toring techniques to ensure a desired quality of a product. The FBRM has been used by several
authors as a means to control the crystallization operation, specifying a desired target and con-
trolling the supersaturation generation phenomenon to reach this.
6.2.1 FBRM for growth application
The FBRM application to growth is discussed using an example of FBRM applied to a crys-
tallization of hydroquinone from water. The system hydroquinone-water was studied in four
experiments. The purpose of these experiments was to follow the evolution in CLD along with
analysis of the experimental outcome to see if agglomeration would be present in combination
with other phenomena and if it could be quantiﬁed. For this purpose FBRM measurements as
well as particle vision measurements (PVM) were intended, however due to faults in the particle
vision measurements, end time microscopy was used solely to analyze for agglomeration.
Experimental plan
The experiment was planned for analyzing the agglomeration and to see if information could be
extracted for the speciﬁc system. For this purpose, the experimental procedure was to charge
the batch vessel with the material, dissolve it under heating and generate the seeds in-situ. After
seed generation, the system was heated to equilibrium and cooled slowly to promote growth and
possible agglomeration. This should be monitored through samples or PVM.
Experimental procedure
31 g of hydroquinone and 300 g of water was weighed out and mixed in the batch vessel. This
mixture corresponds to a saturation temperature of 30 °C, as shown in Figure 6.6.
The stirring was started at the experimentally relevant value and the automatic control and data
collection were initiated. The vessel was programmed to follow a predeﬁned temperature curve
shown in Figure 6.7. This temperature proﬁle is composed of four ramps allowing the three in-
tended phases of nucleation: An initial dissolution, subsequent nucleation generation and ﬁnally
growth. In the initial stage, the system is heated to 40 °C, where the material is dissolved. This
is 10 °C above the saturation temperature, and due to the rapid dissolution compared to crystal-
lization (Mullin, 2001), it is reasonable to assume that all dissolvable material is dissolved at this
temperature. The assumption was conﬁrmed experimentally as the FBRM count came close to
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Figure 6.6: The solubility of hydroquinone in water at temperatures from 7- 68 °C Li et al. (2006)
zero. Following this dissolution step, a rapid cooling to 20 °resulted in nucleation. The induction
time of this system is relatively short compared to the paracetamol-IPA system (see section 6.2.2)
and during the 1000 seconds after being cooled below the equilibrium, the system nucleated and
was brought back to equilibrium temperature at 30 °C. From this point, the system was slowly
cooled to a ﬁnal temperature of 20 °C.
Results
Crystal samples were taken from the crystallizer during the experiment, ﬁltered and dried and
analyzed under the microscope. Examples of the crystals are shown in Figure 6.8 and Figure
6.9. In Figure 6.8 the needle-shaped crystals are seen as the dominant crystals by mass. Several
crystals are aligned and show indication of agglomeration through well-structured sharing of the
longer edges. The present agglomeration distorts the growth estimations from size of the crystals.
The agglomeration tends to occur along the longer facets of the crystals, and some of the counts
from the FBRM in the higher bins can be assumed to be larger crystals measured along their
length axis, however, this does not eliminate the possibility of this being in an agglomerate.
Figure 6.9 shows an indication of breakage or nucleation in the system resulting in a possible
bimodal distribution as discussed in section 6.1.4. The smaller crystals have been highlighted in
circles. Note that the shape of the crystals is closer to stout habit, where side lengths are close in
size. This second population gives rise to smaller counts without the possibility of larger counts.
The FBRM count for the process was registered during the experiment and two views are shown
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Figure 6.7: The temperature proﬁle for the hydroquinone-water experiments
Figure 6.8: Crystals showing agglomerated needles
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Figure 6.9: Crystal sample from the hydroquinone-water experiments. Highlighted in the circles is the second population
of crystals with different shapes than the larger needle-shaped crystals
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in Figure 6.10 and Figure 6.11. It was found that in the upper channels with channel size above
200μm no counts were registered, and these are not shown in the ﬁgures.
In Figure 6.10 the side view is shown. From this view it can be seen that the process follows the
temperature curve well. Initially material is charged to the vessel and dissolved leading to very
few counts across all channels. The seed generation leads to a rapid rise in the counts, which is
eliminated in the reheating of the system which takes place from 2.5 · 103 to 3.0 · 103 seconds.
The response in the FBRM indicates that this chemical system in the current technical system
responds rapidly. From 10 ·103 seconds the system is steadier in count number and the system
exhibits growth and agglomeration. This can be seen in Figure 6.11, where the maximum count
in the channels from 50 to 200 increases. It should be noted that the counts in channels below
10μm are uncertain due to the Mie scatter effects as discussed in section 6.1.1. This count is
partly due to the minor particles highlighted in Figure 6.9, partly due to the larger needle-shaped
crystals that are intersected at angles near ortogonal values of their length direction.
Figure 6.10: FBRM count during crystallization in the lower channels
6.2.2 FBRM for nucleation application
The FBRM application to nucleation is discussed using an example of FBRM applied to a crys-
tallization of paracetamol from propan-2-ol (isopropyl alcohol, IPA). This system was studied
using a combination of FBRM and Raman spectroscopy. The FBRM results are discussed in this
chapter, the combined results are discussed in section 6.3.
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Figure 6.11: FBRM count during crystallization in the lower channels
Experimental plan
The experimental series was planned for analyzing the nucleation and to see if information could
be extracted for the speciﬁc system. For this purpose, the experimental procedure was to charge
the batch vessel with the material, dissolve it under heating and generate the seeds in-situ. The
process was monitored using PVM. With FBRM for detection the induction time can be esti-
mated for the system, and the induction time is estimated as a function of stirring and cooling
rate.
Experimental procedure
For the experiments 62.1 g paracetamol and 300 g propan-2-ol were charged into the crystalliza-
tion vessel. This corresponds to a saturation temperature of 50 °C.
The system was heated to 60 °C and kept at this temperature for 20 min. to ensure dissolution
of the material charged into the crystallizer. Following this dissolution the system is cooled at a
ramp of either 0.5 °C/min. or 2 °C/min. The system is cooled to the lowest possible temperature
with the water-based cooling system, which corresponds to 5-6 °C under the temperature regime
in the laboratory where the experiment took place. During the experiment stirring is applied in
the vessel. The stirring rate is varied during the experimental series and for a given experiment it
is ﬁxed at 300, 450 or 600 rpm. Table 6.2 shows the variation in stirring and cooling rate along
with measured variables. As nucleation was detected and the FBRM count increased, samples
were withdrawn, ﬁltered and analyzed under the microscope. When the FBRM count reached a
plateau, the experiment was stopped and the crystals isolated.
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Figure 6.12: The solubility of paracetamol in propan-2-ol. The relation is expressed as a second order polynomial
(equation 7.1.3), which validity matches the range of operations (Saleemi, 2011)
Results
The experimental series was carried out and an example of the obtained data is shown in Figure
6.13. All data from experiments are given in Appendix: Experimental results
The results are summarized in Table 6.2. The stirring rate seems to have signiﬁcant inﬂuence on
the total count number. This is to be expected as the stirring will determine how many objects
will pass the measurement point pr. unit time. At elevated stirring rates, bubbles were observed
in the PVM. These, along with large particles or artifacts, would result in decreased count as they
block other particles.
The cooling rate affects the induction time and the slower the cooling, the longer the induction
time.
The FBRM is very efﬁcient at detecting the nucleation event, however, this should be correlated
with the concentration measurements as discussed in section 6.3 in order to establish the nucle-
ation parameters kb and b used in the function B = kb ·Sb. If the concentration is not measured,
no mass balance can be completed, even with pictures of the crystals, as the deviation in size is
to large.
114
Figure 6.13: Batch cooling of paracetamol in propan-2-ol. A jacketed vessel is charged with paracetamol and propan-
2-ol and heated until the paracetamol is dissolved. The concentration (dashed green line), temperature (dashed red line)
and chord length counts (solid blue line) are monitored. The saturation condition is matched to a solution saturated
at 50 °C, and the crystallizer vessel is programmed to reach 60 °C, where it is kept for 20 min. The concentration of
paracetamol in solution appears to reach a maximum. The temperature curve is pre-programmed to cool linearly at
a cooling rate of 2.0 °C pr minute, and from the monitoring this curve is followed well, untill the ﬁnal setting of the
temperature is reached. The crystallizer is held at 7 °C and after 110 min, the total chord count increases and the
concentration of paracetamol in solution decreases. The vessel is continuously stirred at 300 rpm
Table 6.2: Relation between ﬁnal count, stirring and cooling rate for the experiments. The stirring rate inﬂuences the
total count in the lower range. At 300 rpm, the maximum FBRM count is around 75% of the nearest higher stirring rate
counts. The stirring affects how frequently a suspended particle will pass the measurement point, at elevated stirring
larger bubbles may form, which are also counted as objects.
Cooling rate Stirring rate maximum FBRM count Induction time Run number
degree C rpm - sec.
2.0 300 13067 3110 1
2.0 450 18051 2180 5
2.0 600 17022 3240 6
0.5 300 13841 6270 2
0.5 450 19743 3150 4
0.5 600 17799 4710 3
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6.3 Other monitoring techniques
FBRM can be combined with other measuring techniques, and for monitoring crystallization
operations this is often the case. This section covers some of the possible combinations of mea-
suring techniques, which can be used to compare results of FBRM and possibly gain more infor-
mation from the data. The techniques are only covered brieﬂy in this chapter with focus on how
they are utilized along with the FBRM. The techniques are primarily for obtaining information
on concentration and shape of the crystals.
6.3.1 Concentration measurements
Measuring the concentration in the crystallization operation allows concentration proﬁles with
respect to time to be constructed. These proﬁles can be used to construct the concentration or
mass balance for the operation with respect to time. From the reconstructed proﬁle, a model can
be identiﬁed to match this proﬁle, and hence a set of parameters for the involved kinetic phenom-
ena can be obtained. To match this proﬁle, it is important to have a correct assumption of the
involved kinetic phenomena growth and nucleation, which are the two concentration consuming
phenomena. Agglomeration and breakage involve formed crystals getting in contact and form-
ing agglomerates or formed crystals breaking, which does not contribute to the solution mass
balance. However, these phenomena may alter the available surface area and hence contribute
to the overall nucleation and growth rate of the system. Measuring the FBRM along with the
concentration allows detection of the chord lengths and changes in the chord length distribution.
The FBRM acts as a relative technique, and the measured chord length distribution is dependent
on the ﬂow in the crystallizer, as it counts the number of passing chords within the measurement
area. Settings, such as the stirring rate, and the size of particles and objects in the crystallizer
affect the measurements. This makes comparison of FBRM data from different experiments dif-
ﬁcult as discussed in section 6.1.2. Assuming this effect is not important across a crystallization
operation, where the growth and agglomeration is limited, the increase in count in upper chan-
nels can be taken as a measurement of the growth. This could lead to an estimate of the growth
kinetics from the FBRM only, which would be compared with the concentration based kinetics.
Techniques for concentration measurements
Techniques that are compatible with FBRM and the crystallization operation can be used to mea-
sure the concentration of a solute in solution. Such techniques can be spectroscopy, which is
treated here. The spectroscopy techniques rely on subjecting the chemical system to radiation at
a certain frequency and observe the interaction of the radiation with the chemical system. When
spectroscopy is used with FBRM for concentration measurements, the frequency of the used
measurement devices should not coincide in order to avoid errors in the measurements. If the
chemical system absorbs in the UV-visible spectrum, this can be used with the FBRM for concen-
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tration measurements. In this case, a probe is mounted along the FBRM probe and a determined
correlation used to calculate the concentration of solute in the magma. A second possibility is the
utilization of Raman spectroscopy. This technique was utilized for the paracetamol - propan-2-ol
system to measure the shift, and with the measured intensity, the concentration was calculated
for the solution. The advantage of Raman spectroscopy is that unique shifts may be assigned to
solvent, solute and solid in the system, respectively. This allows a combined measurement of the
form of the crystals and the concentration of the solution. Raman spectroscopy utilizes the shifts
connected to Raman, which are inelastic. The frequency of the shifts make Raman susceptible
to ﬂuoroscence and external sources of radiation such as light. For chemical systems exhibiting
ﬂuoroscence, Raman spectroscopy is problematic to use. In connection with the FBRM tech-
nique, the most important measure to take to avoid problematic interaction is to ensure that the
techniques operate at different wavelengths and that the wavelengths are compatible with the
chemical system in terms of obtaining the desired interaction.
6.3.2 Particle images
Shape assumptions can be analyzed in connection with the crystallization operation. This can
be done through in-line monitoring through particle vision and measurements or off-line using
taken samples under a microscope. Both techniques offer advantages and disadvantages and are
treated below.
Particle vision and measurements
Particle vision and measurements utilize a probe placed in the crystallizer to take pictures of the
system. These pictures are taken at speciﬁc intervals and can be analyzed through the crystalliza-
tion. The pictures are taken using a limited light source, which needs to be directed away from
the Raman and FBRM probe. The pictures can be analyzed using software for picture analysis
and these results can be used for online optimization of the process. However, the technique is
limited as the image separation in depth for computer analysis is limited and hence the possi-
bilities of discriminating between artefacts, crystals, overlapping crystals and agglomerates are
limited. This analysis is appropriate using a representative sample in a microscope.
Microscopy
Microscopy techniques for off-line sample analysis can be applied to the crystallization opera-
tion for obtaining shape factors for the crystals. If samples are taken during the operation, the
sampling technique needs to provide limited disturbance to the system. Taking a representative
sample can be difﬁcult at these conditions and this should be considered when the sample results
are discussed. Microscopy allows detailed analysis of the respective samples, which are used to
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discuss the shape of the crystals, the size and size distribution and the degree of agglomeration
of the system.
Figure 6.14: Pictures of the crystals in the sample withdrawn from the operation. The crystals have been dried and some
agglomeration may have occurred in the drying process. Signs of inclusion appear present. A similar sample was drawn
10 min. later. This sample is shown in Figure 6.15
6.3.3 Combined measurements
The measurements of the chemical system paracetamol - propan-2-ol were taken using FBRM
and Raman spectroscopy combined. The system was monitored through PVM and samples were
taken at regular time intervals when nucleation had been detected as an increase in total FBRM
count. In this section it is discussed how the combined measurements can be used for the iden-
tiﬁcation of the model for the seed generation for this system and thus obtaining the nucleation
kinetics.
The experiments and results were discussed in section 6.2 and the data was presented in Ap-
pendix: Experimental resultsand discussed in section 6.2.2. An example of the concentration,
temperature and FBRM count proﬁles are shown in Figure 6.13
Using this data, the kinetics of the nucleation are estimated. For this purpose the concentra-
tion proﬁle was matched to the obtained data. A moments model was built and used with the
data for the error function. The shape factor was obtained from the microscope pictures. The
speciﬁcations are shown in the calculation procedure below.
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Figure 6.15: Crystals withdrawn from the operation 10 min after the sample in ﬁgure 6.14. The size of the crystals
varies, but the shape appaers to be similar. Some agglomeration has occurred in the drying process
Calculation procedure
This section presents the model structure and the calculation procedure.
Model The model structure is given below:
saturation concentration Csat = A1 ·T 2+A2 ·T +A3 (6.3)
supersaturation S =C−Csat (6.4)
zeroth moment
dμ0
dt
= kb ·Sb (6.5)
ﬁrst moment
dμ1
dt
= kg ·Sg ·μ0 (6.6)
second moment
dμ2
dt
= 2kg ·Sg ·μ1 (6.7)
third moment
dμ3
dt
= 3kg ·Sg ·μ2 (6.8)
concentration
dC
dt
=
−ρc · kv
Msolvent
·3kg ·Sg ·μ2 (6.9)
Variables The variables are categorized as given in Table 6.3:
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Table 6.3: Variables for the model classiﬁed as speciﬁed system parameters, known variables and calculated variables
Speciﬁed system parameters A1,A2,A3,ρc,kv,kg,g,kb,b
Known variables Msolvent ,T
Calculated variables Csat ,S,μ0,μ1,μ2,μ3,C
The system parameters need to be speciﬁed for the calculations. Here A1,A2,A3 are known from
the supersaturation description and the plot of the saturation curve shown in Figure 6.12.
From the microscopy pictures shown in Figures 6.14 and 6.15, the form and shape factor are
estimated. From the literature, ρc is known.
kg,g,kb,b are all estimated using the concentration, temperature and FBRM data and the model
with the model equations 6.3 - 6.9.
Msolvent is known from the experiment.
T and C are known from the data.
The estimation of the parameters is discussed in chapter 7.
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Part III
Application of Modeling framework
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CHAPTER 7
Case studies
Selected case studies are presented to discuss the versatility of the generic modelling framework
and the developed procedures. Initially case studies on the identiﬁcation of a model from con-
centration proﬁles in batch mode for the chemical systems paracetamol-ethanol and paracetamol
propan-2-ol are discussed in section 7.1 and section 7.1.3, respectively. This is followed by an
extension to continuous mode of operation for the paracetamol-ethanol system (section 7.2) and
a study on reactive crystallization (section 7.3). The chapter is ﬁnished with a deeper discussion
of the model identiﬁcation procedure (section 7.4).
7.1 Parameter estimation for paracetamol-ethanol
The chemical system paracetamol-ethanol is known from the literature and parameters for the
associated kinetic phenomena have been estimated previously (Worlitschek and Mazzotti, 2004;
Mitchell and Frawley, 2010; Frawley et al., 2012). The saturation curve is known as well and an
expression (7.1) has been found in the literature (Mitchell and Frawley, 2010).
Csat = 2.955 ·10−4 · e2.179·10−2T (7.1)
The relation is for temperatures in Kelvin. A plot of the corresponding saturation in the range
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of 2-60 °C is shown in Figure 7.1. From the relation it is found that in a cooling crystallization
from 50 to 10 °C, 58 % of the material can be crystallized (not considering the kinetics). The
solubility points are shown in Table 7.1
Table 7.1: Solubility of paracetamol in ethanol at 10 and 50°C
Temperature / °C Solubility / g/g
10 0.14
50 0.34
Figure 7.1: The solubility of paracetamol in an ethanol solution in the temperature interval 2-60 °C. The relation is
given as equation (7.1) (Mitchell and Frawley, 2010)
7.1.1 Model
For the parameter estimation, a mass, energy and population balance are needed, although per-
fect temperature control is assumed and the crystallizer temperature will follow a linear cooling
curve. The moment approach was applied due to its speed of solution. The moments approach is
established in the framework and a function for describing a seed distribution was written. The
moment approach can give the kinetics for growth and nucleation for a system with solution of
few equations and can give a fast solution within the overall parameter estimation problem. The
equations are shown in Table 7.2
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Table 7.2: Model equations for the moment approach
Model element Model equation
0th moment,μ0
dμ0
dt = kb1 ·Sb1+ kb2 ·Sb2μ3
1st moment,μ1
dμ1
dt = kg ·Sgμ0
2nd moment,μ2
dμ2
dt = 2kg ·Sgμ1
3rd moment,μ3
dμ3
dt = 3kg ·Sgμ2
Concentration balance, solute dCdt =−ρc kvmsolvent 3kg ·Sgμ2
Supersaturation deﬁnition S =C−Csat
Saturation relation Csat = a1 · ea2T (eq. (7.1))
Temperature relation dTdt = D
Data required The overall model requires kinetic parameters, crystal properties, thermody-
namic properties and operational variables as well as initial values for the differential equations.
The kinetic parameters, crystal properties, thermodynamic properties and operational variables
are shown in Table 7.3. The initial conditions for the differential equations are discussed below
in section 7.1.2.
Table 7.3: Kinetic parameters, properties and operational variables needed for the moment approach
Kinetic parameters kb1,b1,kb2,b2,kg,g
Crystal properties ρc,kv
Thermodynamic relation a1,a2
Operational variables msolvent ,D
Kinetic phenomena
The model includes the kinetic phenomena growth and nucleation. The growth is assumed con-
stant across crystal size and properties. The nucleation is split into primary kb1S
b1 and secondary
nucleation kb2S
b2μ3. The secondary nucleation is assumed to be based on the volume of crystals
and includes the total volume factor μ3. Primary nucleation is assumed to be possible to dominate
through seeding. The secondary nucleation is present due to the crystals in the system and may
not be possible to dominate depending on the chemical and technical system and their properties.
7.1.2 Initial conditions
The initial conditions for the differential equations are related to the moments, the initial con-
centration and initial temperature of the system. The initial moments are derived from the initial
crystal distribution seed and discussed below in Seeding. The initial concentration C0 is deﬁned
from the amount of solute pr unit solvent, the initial temperature T0 is speciﬁed for the sys-
tem as well as the operation considers temperature change and hence change in saturation and
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thermodynamical potential.
Seeding
The seeding is speciﬁed for the moment equations as moments of a distribution. The normal
distribution is chosen and the moment generating function is within the framework (Equation
(5.3)) Specifying this with the desired distribution parameters (mean, μ, standard deviation, σ,
crystal density, ρc, shape factor kv and seed mass, mseed) it is possible to generate the initial values
for the crystallization operations problem. According to experimentalists, the crystallization
seeding mass is often taken to be 5% solute, or if the ﬁnal solution contains a signiﬁcant amount
of solute as 5% of msolute,initial −msolute, f inal .
Within the functions a seed of 5% solute mass was speciﬁed and the problem simulated with and
without nucleation, assuming that this phenomenon can be dominated.
6 simulations are made using different conditions. 2 sets of 3 simulations are used for parameter
estimation, a short set with simulation time {120, 130, 140} minutes and a longer set with sim-
ulation times {600, 660, 720} minutes. Using the generated data points, a parameter estimation
is undertaken, and a set of parameters estimated on the basis of the simulated data. Uncertainties
are estimated using the approach of Sin et al. (2010). The returned parameter set from the esti-
mation is different from the set used for data generation, however, the ﬁt is good. From visual
inspection of the plot, the model and simulated points are in agreement as seen in Figure 7.2,
where the data points and the models are matching.
Table 7.4: Parameters used for data generation and estimated parameters
Parameter Data generation Estimate
kb1 2.024 ·107 3.897 ·104±1.230 ·104
b1 4 2.286±0.083
kb2 2.656 ·107 1.878 ·108±4.619 ·107
b2 2.232 3.228±9.36 ·10−2
kg 8.45 ·103 1.967 ·104±1.107 ·103
g 1.602 1.793±1.14 ·10−2
Ea 4.056e4 4.021 ·104±1.40 ·102
Only one speciﬁed parameter is within the 95% conﬁdence interval of the estimated parameters
as seen in Table 7.4. This indicates that the identiﬁability of the model is problematic. The con-
sequences of this is initially investigated adding noise to the data set. Using a random number
generator, white noise with a standard deviation of σ = 1% of the ﬁnal concentration value in
a simulated experiment is added to each of the six experiments and the parameter estimation is
repeated. The result of the parameter estimation is given in Table 7.18. As expected, the param-
eters are highly uncertain with some having 95% conﬁdence intervals larger than the absolute
value of the parameter. Plotting the noisy data in Figure 7.3, the ﬁt appears good from visual
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Figure 7.2: Data points generated with one set of parameters (Data generation in table 7.4) and the model shown in
table 7.2 with a second set of parameters (Estimate) in table 7.4. The ﬁt is good, and parameters may be accepted for
system description, however, the large uncertainties point towards an identiﬁability problem.
inspection
Table 7.5: Parameters used for data generation and parameters estimated for the data with added noise. Compare to
table 7.4. The parameters relating to the nucleation are highly dubious as their 95% conﬁdence intervals are very large
compared to the absolute parameter value
Parameter Data generation Noisy estimate
kb1 2.024 ·107 1.77 ·109±4.44 ·109
b1 4 5.00±0.704
kb2 2.656 ·107 3.6 ·108±2.30 ·109
b2 2.232 2.84±2.71
kg 8.45 ·103 4.22 ·104±2.84 ·104
g 1.602 1.39±0.105
Ea 4.056e4 4.75 ·104±1.1 ·103
The identiﬁability is explored further in section 7.4
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Figure 7.3: Noisy data and the model with estimated parameters as shown in table 7.5. The noisy data were generated
using the data set generated previously and normal distributed white noise with a standard deviation of σ = 1% of the
ﬁnal concentration value in a simulated experiment was added to each of the six experiments. From visual inspection,
the plotted curves match the data
Overlap of growth models
As indicated above, multiple regressed parameter sets for the model may match the data points.
For the paracetamol-ethanol system, two parameter sets for the growth rate model (Equation
(7.1.2)) are given in Table 7.6. The kinetic model parameters are kg,Ea and g, S represents the
supersaturation. In Figure 7.4, it is seen that for the lower supersaturations, where the growth
may be a dominating phenomenon, the growth rates predicted from the models are close to each
other in terms of numerical values.
G= kg · e
−Ea
RT Sg
Table 7.6: Parameters for the growth rate model for paracetamol-ethanol from Mitchell and Frawley (2010) and Wor-
litschek and Mazzotti (2004). The parameter sets are notably different, however, similar values are obtained when the
growth rate models are plotted together as seen in ﬁgure 7.4
Parameter Mitchell and Frawley (2010) Worlitschek and Mazzotti (2004)
kg 8.45 ·103 1.78 ·104
g 1.602 1.9
Ea 4.056 ·104 41.6 ·104
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Figure 7.4: The growth models are close at low supersaturations and deviate only at increased temperature and su-
persaturation. In this are nucleation can well take place disturb the estimation of the growth model parameter. The
relation within the growth model suggests, that at low supersaturation, where growth can be dominating the nucleation
phenomena, the growth models may be difﬁcult to identify reliably, whereas at increased supersaturation nucleation will
interfere
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7.1.3 Parameter estimation for paracetamol - propan-2-ol
The parameters are needed to simulate the systems but the estimates come with a high uncer-
tainty. A scenario with parameter estimation for the paracetamol propan-2-ol system has been
established. In this scenario, a model similar to the model employed in section 7.1 is employed
and the parameters estimated again. The overall model requires kinetic parameters, crystal prop-
erties, thermodynamic properties and operational variables as well as initial values for the differ-
ential equations.
Chemical system
The chemical system is paracetamol - propan-2-ol and the saturation curve is known from the
literature. The equilibrium relation can be described as a second-order polynomial expression
(Equation (7.1.3)) (Saleemi, 2011):
Csat = 2.78 ·10−2T 2+1.32T +72.1
where Csat is the solubility of paracetamol in g pr. kg propan-2-ol at the temperature T in °C.
The equilibrium curve is plotted in ﬁgure 7.5.
Figure 7.5: The solubility of paracetamol in propan-2-ol in g/kg solvent in the range 5-50 °C. The relation is expressed
as a second order polynomial (equation 7.1.3), which validity matches the range of operations (Saleemi, 2011)
The kinetic parameters, crystal properties, thermodynamic properties and operational variables
are similar to those for the paracetamol-ethanol case shown in Table 7.3, except the crystallizer
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is pre-programmed to follow a temperature trajectory and follows this well. Furthermore, the
crystallizer is assumed to reach thermal equilibrium internally (no temperature gradient within
the crystallizer), and as such the measured temperature data is used rather than a correlation.
A similar parameter estimation has been carried out for the chemical system paracetamol -
propan-2-ol. For this system a set of experimental data providing the concentration proﬁle under
known operating conditions is necessary. This is obtained through a series of experiments as
discussed in 7.1.3.
Available data
The available data for the parameter estimation originates from a series of experiments, where
paracetamol has been crystallized through batch cooling. The available data from an experiment
is shown in Figure 7.6. A vessel is charged with paracetamol and propan-2-ol at an amount
corresponding to equilibrium at 50 °C and heated to 60°C. It is kept at this temperature for 20
min. and monitored though FBRM. The FBRM count decreases signiﬁcantly during the heating
phase and a low count from the FBRM indicates that all crystals are dissolved, which also is the
impression from visual inspection. The vessel is then slowly cooled and crystallization occurs.
A concentration and temperature proﬁle is obtained and from this, the parameters for the mode
can be obtained. For this purpose a moments model is used, similar to the model given in Table
7.2.
Parameter estimation
Using the available data parameter estimations are performed to obtain the parameter values for
the model. The parameters kb1,b1,kb2,b2,kg,g,Ea are estimated from the concentration curve
using a least squares approach and it is found that multiple parameter sets can be used to represent
the data. Two sets of estimated parameters are given in Table 7.7. The corresponding model ﬁt
to the data is shown in Figure 7.7. It can be seen that the models match the data well.
It is possible to describe the obtained data well, using the model. The estimated parameters are
stored in the database, as they can be useful for the future model based studies of this system.
However, a note is added that the parameters should not be assigned the physical meaning built
into the structure.
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Figure 7.6: Batch cooling of paracetamol in propan-2-ol. A vessel is charged with paracetamol and propan-2-ol and
heated until the paracetamol is dissolved. The temperature (red dashed line), concentration (green dashed line) and
chord length counts (blue solid line) are monitored (spectroscopy is used for the concentration, which is translated to
the concentration). The saturation condition is matched to a solution saturated at 50 °C, and the crystallizer vessel is
programmed to reach 60 °C, where it is kept for 20 min. teh concnetration of paracetamol in solution appears to reach
a maximum. The temperature curve is pre-programmed to cool linearly at a cooling rate of 2.0 °C pr minute, and from
the monitoring this curve is followed well, untill the ﬁnal setting of the temperature is reached. The crystallizer is held at
7 °C and after 110 min, the total chord count increases and the concentration of paracetamol in solution decreases. At
this stage, the crystallization of the paracetamol is initiated and continues. The operation is stopped as the chord length
count levels off and a concentration of paracetamol in solution comes close to the equilibrium (83g paracetamol/kg
solvent from eqation (7.1.3)).
Table 7.7: Estimated parameters from two least-squares estimations for the paracetamol-propan-2-ol case. The param-
eters are found using two different starting points for the estimation and several parameters differ. Both parameter sets
can be used to represent the data as illustrated in ﬁgure 7.7, where the resulting model ﬁts are plotted with the data. The
curves for the model overlap
Parameter Estimate 1 Estimate 2
kb1 8.7 ·103 8.4 ·104
b1 4.1 4.9
kb2 2.1 ·107 4.6 ·106
b2 1.2 1.1
kg 8.2 ·103 1.6 ·104
g 1.3 1.3
Ea 4.0 ·104 4.0 ·104
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Figure 7.7: Estimated parameters from two least-squares estimations (sets seen in table 7.7) for the paracetamol-propan-
2-ol case. The parameters are found using two different starting points for the estimation and several parameters differ.
Both parameter sets can be used to represent the data, as the curves for the model overlap and only the red curve can be
seen, as the curves are on top of each other.
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7.2 Continuous crystallization of paracetamol
A continuous operation for the crystallization of paracetamol from an ethanol solution is inves-
tigated. For this operation, the vessel is initially ﬁlled with solution saturated at 50°C, and an
inﬂow with this condition is maintained. The vessel is assumed to hold 1000 g solvent initially
and the inﬂow and outﬂow are 1 g/min.
7.2.1 Model criteria
The model will follow the population of the crystals and a population balance is necessary. Nu-
cleation and growth phenomena are assumed to be present and the mass balance will have to
include the cooling of the crystallizer as well as the in-ﬂow and out-ﬂow of the liquid. It is
assumed that the crystallizer is well-mixed in the liquid phase and classiﬁcation occurs, so no
crystals leave in the out-ﬂow. The mass balance must account for this. It is assumed that a crys-
tallizer of this size can be controlled well enough so that the temperature proﬁle can be assumed
to be linear.
7.2.2 Model equations
The model equations are taken from the generic modelling tool. The necessary equations for
the method of classes are listed in Table 5.2. Furthermore, constitutive relations are necessary.
These involve a saturation relation, which was presented in Equation (7.1) and kinetic relations.
For the kinetic relations, the involved equations are listed in Table 7.9
Table 7.8: Model equations for the continuous crystallization of paracetamol using the method of classes approach from
the modelling tool. The number of classes is 400. The concentration balance is linked to the population balance. The
energy balance is assumed independent and reduced to a constant for linear cooling
Model element Model equation
Class1
dN1
dt =− G2ΔCl1 N1+B−D
Classi,1 < i< End − G2ΔCli Ni+
G
2ΔCli−1 Ni−1+B−D
ClassEnd G2ΔClEnd−1 NEnd−1+B−D
Concentration balance, solute dCdt =−ρc kvVmsolvent ∑
End
i=1 (ClassSize
dNi
dt )+
FCi
msolvent
Energy balance, crystallizer ρVcp dTdt =−ΔHc−ρckvV ∑Endi=1 (ClassSize dNidt )−U1A1ΔT
The model equations need parameters and variables supplied. The necessary parameters and
variables are listed in Table 7.10. The kinetic parameters for the paracetamol-ethanol system are
known from the literature. The parameter set from Table 7.4 used for data generation is used
for this example, as well as the crystal properties. The thermodynamic relation is supplied in
Equation (7.1). Several of the operational variables are speciﬁed from the problem deﬁnition
requirements msolvent = 1000g,min = mout = 1g/min. The concentration is speciﬁed from the
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Table 7.9: Model equations for the kinetic relations needed for the method of classes approach
Model element Model equation
Nucleation B= kb1 ·Sb1+ kb2 ·Sb2∑Endi=1
(
ΔCli
2
)3
Growth G= kg ·Sg
Concentration balance, solute dCdt =−ρc kvmsolvent ∑
End
i=1
(
ΔCli
2
)3
+ Cinmin−Cmoutmsolvent
Supersaturation deﬁnition S =C−Csat
Saturation relation Csat(T ) = a1 · ea2T (eq. (7.1))
Temperature relation dTdt = E
requirement of saturation at 50 °C: Cin = Csat(50). The cooling rate E is ﬁxed at 0.06 °C/min,
resulting in a cooling of the crystallizer from 50 to 20 °C over 500 min.
Table 7.10: Kinetic parameters, properties and operational variables needed for the method of classes approach
Kinetic parameters kb1,b1,kb2,b2,kg,g
Crystal properties ρc,kv
Thermodynamic relation a1,a2
Operational variables msolvent ,E,Cin,min,mout
The concentration proﬁle, resulting supersaturation and temperature proﬁle are shown in Figure
7.8. The supersaturation is changing little during the process and the crystals grow.
As the inﬂow and outﬂow are similar, the solvent volume is assumed unchanged. The growth of
these crystals is followed and illustrated in Figure 7.9. It can be seen that the crystals gradually
grow in size as new liquid is introduced and the vessel cools. Few new crystals are formed during
the process.
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Figure 7.8: The temperature and saturation proﬁle for the continuous operation. The vessel is cooled linearly over 500
min. with a cooling rate of 0.06 °C/min. Initially the supersaturation increase, then decreases and remains around 0.006
g/g.
Figure 7.9: Crystals growing in the continuous operation. The initial seeds grow into the larger classes absorbing the
material and nucleation is insigniﬁcant with the level of seeding chosen
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7.3 Reactive crystallization
Reactive crystallization is a process in which a chemical reaction occurs and a crystallizing prod-
uct forms. In this case, the vessel works as a reactor and a crystallizer in combination, and the
dynamics of the reaction and crystallization can determine the characteristics of the crystalline
product. Multiple reactions may occur simultaneously in the crystallizer, changing the conditions
for the crystallization. The crystallizer may have equilibrium conditions for the reaction or be
dynamic.
The framework has been extended with a reaction module. The process model remains the same,
but involves a module, which describes reacting species and the evolution in the concentration of
these as a consequence of reaction. Simultaneously the framework describes the crystallization
taking the kinetics into account. Within this, it is possible to handle changes in composition of
the chemical system due to reactions and changes in pH.
7.3.1 Example: Reactive Crystallization
Benzoic acid is part of the acid-base pair benzoic acid-benzoate. Sodium benzoate is more
soluble in water than its corresponding acid in the temperature interval 20− 45°C (more than
twice the amount of benzoate can be dissolved). From a solution of sodium benzoate, benzoic
acid may be crystallized through the addition of strong acid, lowering the pH. The investigation
of a precipitation of benzoic acid crystals is desired.
Reactive properties Benzoic acid is part of the acid-base pair benzoic acid-benzoate. Sodium
benzoate is more soluble in water than its corresponding acid in the temperature interval 20−
45°C (more than twice the amount of benzoate can be dissolved). The acid-base reaction can be
described as:
C6H6COOHC6H6COO−+H+; pKa= 4.2 (7.2)
Model criteria and assumptions A fed-batch operation is desired, where a solution of sodium
benzoate is kept in the vessel, and a solution of hydrochloric acid is added to the chamber. To
describe the precipitation of benzoic acid, the model requires a population balance, mass and
energy balances. The reactor here is assumed small and the temperature kept constant through a
cooling jacket. No crystals are present in the inﬂow and nuclei are assigned no dimensions.
Model structure The method of moments is chosen as solution method and and the appropriate
model equations generated through the generic modelling tool on basis of the criteria. Using the
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model of table 5.1, the model is structured in table 7.11.
Table 7.11: Model equations for the moment approach for reactive crystallization of benzoic acid. The term reacted
refers to the amount formed from reaction 7.2
0th moment,μ0
dμ0
dt = B
ith moment μi
dμi
dt = Gμi−1
Concentration balance, benzoic acid dCdt =
minC
msolvent
−ρc kvmsolvent (3Gμ2)−Reaction f orward
Concentration balance, benzoate dCdt =
minC
msolvent
−Reactedbackwards
Energy balance, crystallizer T = E
Kinetic relations are found in the database and speciﬁed. The kinetic expressions are found in
Sta˚hl et al. (2001). With these, the growth and nucleation are speciﬁed. A saturation relation is
needed for teh concentration. The chemical system benzoic acid - benzoate in sodium chloride
solution is known from the literature and parameters for the associated kinetic phenomena have
been estimated previously. The saturation curve for benzoic acid crystallization under these
conditions is known as well and an expression (7.3) has been found in the literature (Sta˚hl et al.,
2001).
Csat, benzoic acid = 10−5.6329+0.0137T−0.1771CNaCl (7.3)
The relation is for temperatures in Kelvin and the concentration of sodium chloride CNaCl in
moles/l . A plot of the corresponding saturation in the range of 20− 45°C is shown in ﬁgure
7.10.
Table 7.12: Model equations for the moment approach for reactive crystallization of benzoic acid written out with the
relevant kinetic expressions. The term reacted refers to the amount formed from reaction 7.2
Model element Model equation
0th moment,μ0
dμ0
dt = kb · e
− bLn2(S)
1st moment,μ1
dμ1
dt = kg · (ln(S))gμ0
2nd moment,μ2
dμ2
dt = 2kg · (ln(S))gμ1
3rd moment,μ3
dμ3
dt = 3kg · (ln(S))gμ2
Concentration balance, benzoic acid dCdt =
minC
msolvent
−ρc kvmsolvent 3kg · (ln(S))gμ2−Reaction f orward
Concentration balance, benzoate dCdt =
minC
msolvent
−Reactedbackwards
Supersaturation deﬁnition S = CCsat
Saturation relation Csat = 10a1+a2T+a3CNaCl (eq. (7.3))
Temperature relation dTdt = D
Acid base equilibirum eq. (7.2)
The overall model requires kinetic parameters, crystal properties, thermodynamic properties and
operational variables as well as initial values for the differential equations. The kinetic param-
eters, crystal properties, thermodynamic properties and operational variables are shown in table
7.13. The initial conditions for the differential equations are discussed below.
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Figure 7.10: The equilibrium for benzoic acid in water with sodium chloride present at temperatures 20-45 °C. The
compounds interact and the solubility of benzoic acid is reduced as the sodium chloride concentration increases. The
response to increases in temperature decreases (visualized as the smaller distance between the temperature curves) as
well for increased sodium chloride content. The relation is presented as 7.3 (Sta˚hl et al., 2001)
Table 7.13: Kinetic parameters, properties and operational variables needed for the method of moments approach for
benzoic acid
Kinetic parameters kb,b,kg,g
Crystal properties ρc,kv
Thermodynamic relation a1,a2,a3
Operational variables msolvent ,D,Cacid,in,min
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The initial conditions for the differential equations relate to the initial moments and initial con-
centration. No crystals are present, and thus the initial moments are 0, μi = 0, i = {0,1,2,3}.
The initial concentration of the benzoic acid is 0,CBenzoic = 0, the initial concentration of sodium
benzoate is 4.0 mol/l
The initial volume of the solution is 1.00 l and an inﬂow of min = 1.00 ·10−3 l/s hydrochloric acid
solution with a concentration of Cacid,in = 10 mol/l (around 30% w/w) is used. The temperature
is kept constant at 20 °C.
The kinetic parameters are located in the database and available from Sta˚hl et al. (2001). The
parameters are shown in table 7.14.
Table 7.14: Kinetic parameter values from the database used for the growth and nucleation models for benzoic acid
(Sta˚hl et al., 2001)
Kinetic parameters Value
kb 1.7 ·109
b 17.5
kg 1.4 ·10−5 m/s
g 2.9
With the kinetic model parameters, the necessary parameters and data have been acquired and
the problem can be simulated. The results from the simulation are presented in ﬁgure 7.11 - 7.13.
As the operation is initiated, no crystalline material is present in the crystallizer, as seen from
the moments of the distribution. The concentration of benzoic acid increases as the hydrochloric
acid is added, shifting the benzoate-benzoic acid equilibrium towards benzoic acid. The solution
is supersaturated within few seconds of the operation (ﬁgure 7.11) and nucleation occurs (ﬁgure
7.13). As the crystals nucleate and grow, the benzoic acid is removed from solution and the
solute concentration decreases (ﬁgure 7.11) for the rest of the process as the crystals grow (ﬁgure
7.13). Through the process, the sodium benzoate concentration steadily decreases and the sodium
chloride concentration (in solution) increases. pH is evaluated based on the equilibirum. As
the strong acid is added, the pH decreases, but increases as the crystallization set on and the
equilibrium is shifted in the solution. In the t-mixer of Sta˚hl et al. (2001)
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Figure 7.11: The saturation and supersaturation proﬁle for the crystallization
Figure 7.12: The concentration proﬁle for other present species
140
7. Case studies
Figure 7.13: The calculated moment of the distribution. As the operation is initiated, no crystalline material is present
in the crystallizer, however, as the solution is supersaturated the crystals form and continue to grow while the supersatu-
ration is depleted
7.4 Model Identiﬁcation
This section discusses the estimation of parameters for the models used in simulation of crys-
tallization operations. Throughout the section a chemical system is used as an example for the
estimation procedures. This system is introduced ﬁrst. Secondly, the system identiﬁability is
introduced and discussed. This is done, as it is recognized that in crystallization multiple kinetic
phenomena (growth, nucleation, agglomeration, breakage) can occur simultaneously in a process
depending on the conditions. Describing these with models can be challenging, as responses in
measured variables can be similar for the respective phenomena. Following the theoretical dis-
cussion of identiﬁability, sensitivity methods are used to discuss the possibilities for achieving a
more reliable parameter estimation.
7.4.1 Chemical system
The chemical system paracetamol-ethanol is known from the literature and parameters for the
associated kinetic phenomena have been estimated previously (Worlitschek and Mazzotti, 2004;
Mitchell and Frawley, 2010). As discussed initially in this chapter, several authors have studied
the system and a saturation curve is known (Equation (7.1)). The solubility was shown in Figure
7.1
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7.4.2 Model
For the parameter estimation, the moment approach was applied due to its speed of solution. The
moments approach is established in the framework and a function for describing a seed distri-
bution was written. The moment approach can give the kinetics for growth and nucleation for a
system with solution of few equations and can give a fast solution within the overall parameter
estimation problem. The equations are shown in Table 7.2 and 7.3
Kinetic phenomena
The model includes the kinetic phenomena growth and nucleation. The growth is assumed con-
stant across crystal size and properties. The nucleation is split into primary kb1S
b1 and secondary
nucleation kb2S
b2μ3. The secondary nucleation is assumed to be based on the volume of crystals
and includes the total volume factor μ3. Primary nucleation is assumed to be possible to dominate
through seeding. The secondary nucleation is present due to the crystals in the system and may
not be possible to dominate depending on the chemical and technical system and their properties.
7.4.3 Initial conditions
The initial conditions for the differential equations are related to the moments, the initial con-
centration and initial temperature of the system. The initial moments are derived from the initial
crystal distribution seed and discussed below. The initial concentration C0 is deﬁned from the
amount of solute pr unit solvent, the initial temperature T0 is speciﬁed for the system as well as
the operation considers temperature change and hence change in saturation and thermodynami-
cal potential. Seeding is used and the seeding in the process is similar to the seeding described
in 7.1.2
7.4.4 Model identiﬁability
Model identiﬁability addresses the question of whether a model can be identiﬁed. This question
can be interpreted in several ways: From the model structure, a model may be globally identiﬁ-
able and all parameters uniquely identiﬁable, the model may be locally identiﬁable under certain
assumptions, or the model may have a structure that makes unique parameter identiﬁcation im-
possible. The theoretical identiﬁability problem determines if and to which degree a model with
speciﬁed in- and outputs can be identiﬁed under ideal circumstances, for example with error-free
data (Jacquez and Greif, 1985). For practical purposes, it may not be possible to identify a model
as certain information is not practically available or of a quality insufﬁcient to reliably estimate
parameters (Holmberg, 1982). Practical identiﬁability describes the possibility of identifying a
speciﬁc model with a speciﬁed, real data set.
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Currently, parameters for different crystallization phenomena are estimated together simultane-
ously for experiments assumed to have multiple phenomena present. Such phenomena are not
always uniquely identiﬁable and parameters may be strongly correlated. As a consequence, mul-
tiple sets of parameters may be used to capture a response. This is illustrated in ﬁgure 7.14. A
set of parameters are used to generated a set of data, which is described through the model with
a different set of parameters.
Figure 7.14: Data points generated with one set table of parameters (Data generation) in table 7.15 and the model
shown in table 7.2 with a second set of parameters (Estimate) in table 7.15. The ﬁt is good, and parameters may be
accepted for system description
Only one speciﬁed parameter is within the 95% conﬁdence interval of the estimated parameters
as seen in table 7.15. This indicates that the identiﬁability of the model is problematic.
7.4.5 Theoretical identiﬁability
The problem of identiﬁability can be divided into different categories treating the theoretical
problem as structural identiﬁability (Bellman and A˚stro¨m, 1970) on a local or a global scale.
Bellman and A˚stro¨m (1970) provided a deﬁnition relating to the possibility of minimizing the
function 7.4
V (θ) =
∫ 1
0
(y(t)− ym(t))2 dt (7.4)
If a local minimum exists, the structure under consideration is locally identiﬁable; if the local
minimum is a global minimum, the structure is globally identiﬁable.
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Table 7.15: Parameters used for data generation and estimated parameters. Only one speciﬁed parameter is within the
95% conﬁdence interval of the estimated parameters, indicating that the identiﬁability of the model is problematic
Parameter Data generation Estimate
kb1 2.024 ·107 3.897 ·104±1.230 ·104
b1 4 2.286±0.083
kb2 2.656 ·107 1.878 ·108±4.619 ·107
b2 2.232 3.228±9.36 ·10−2
kg 8.45 ·103 1.967 ·104±1.107 ·103
g 1.602 1.793±1.14 ·10−2
Ea 4.056e4 4.021 ·104±1.40 ·102
The theoretical problem has been under review for several years for multiple models of systems
in various ﬁelds .
The identiﬁability of the models can be classiﬁed in several ways. Miao et al. (2011) review
multiple forms of identiﬁability of models. Multiple identiﬁability studies have been carried
out within studies of system control and are within a domain of linearized models. Within this
domain, several methods have been proposed, and some have been expanded to cover non-linear
systems. The notation used within several publications ((Jacquez and Greif, 1985),(Ljung and
Glad, 1994)) are consistent with the notation used in Seborg et al. (2004) and will be followed
here. A model is described as:
x˙ = A(θ)x+B(θ)u, x(0) = x0 (7.5)
y = C(θ)x+D(θ)u (7.6)
Here x is the state variable vector, y the measurement output vector, u the (known) inputs vector
and θ is the parameter vector. Ljung and Glad (1994) give an informal deﬁnition of identiﬁability
based on the transfer function (7.8) and note that several deﬁnitions are consistent.
G(s,θ) = G(s,θ∗), ∀s⇒ (7.7)
θ= θ∗ (7.8)
A formal deﬁnition is similarly given by Ljung and Glad (1994): A model structure M is said to
be globally identiﬁable at θ∗, with respect to DM if there exists an input signal u∗, such that
y¯(θ∗,u∗) 
= /0 (7.9)
y¯(θ∗,u∗)∩ y¯(θ,u∗) 
= /0, θ ∈ DM ⇒ θ∗ = θ (7.10)
(7.11)
DM is a subset of the complex parameters, where certain complex roots may be eliminated based
on physical insight. From the deﬁnition globally identiﬁable, the local identiﬁability concept
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is similarly introduced by Ljung and Glad (1994): A model structure M is said to be locally
identiﬁable at θ∗, if there exists an open neighbourhood DM of θ∗, such that M is globally
identiﬁable at θ∗, with respect to DM .
Identiﬁability of non-linear systems
The theoretical approaches used above, such as deﬁnitions based on transfer functions work
for linear systems. However, when non-linear systems are considered the above theory, which
assumes linear equations must be expanded. Grewal and Glover (1976) claim that if a non-
linear system’s linearization around a point is identiﬁable, the corresponding non-linear system
is identiﬁable as well through a sufﬁcient condition. Vajda et al. (1989) state that the condition
is sufﬁcient but not necessary. Vajda et al. (1989) introduced a new method, and argues that it
complements the Taylor series approach, which for selected examples requires a large calculation
effort due to the necessary expansions. Audoly et al. (2001) note that the extension of Vajda
et al. (1989) to the non-linear problems “can easily fail when the dimension of the non-linear
algebraic system is large” and the method seems ill-suited for an automated procedure (Audoly
et al., 2001).
Differential algebra In a framework generally referred to as differential algebra, a number of
methods have been introduced. The general concept is to reduce the set of differential equations
to a set of algebraic equations and manipulate these. Ritt (1950) introduces multiple concepts for
manipulation of differential equations into an algebraic domain. The manipulation of differen-
tial equations into algebraic procedures are since used by Ljung and Glad (1994) to establish an
algorithm for the identiﬁability problem. Ljung and Glad (1994) are among several authors (Au-
doly et al. (2001)) using the advances in symbolic manipulation software, speciﬁcally MAPLE
or DAISY, to establish automated procedures for the symbolic manipulations.
The algebraic equations are polynomial constructs that can be analyzed. An inﬁnite number of
polynomials can be employed to describe a differential equation system, however the one with
the lowest rank is called the characteristic set and preferred for the description of the system. The
identiﬁability of the differential equation system can be discussed, when the set of equations has
been ranked. The polynomial will appear as (Ljung and Glad, 1994)
A1(u,y), . . . ,Ap(u,y),B1(u,y,θ1),B2(u,y,θ1,θ2), . . . ,
Bd(u,y,θ1,θ2, . . . ,θd),C1(u,y,θ,x), . . . ,Cn(u,y,θ,x) (7.12)
For identiﬁability purposes the occurrence of the part B is investigated. According to Ljung and
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Glad (1994), the identiﬁability can be assessed as:
if B has Bi = θ˙i for any i the system is unidentiﬁable
if all B have Bi of order 0 and degree 1 in θi the system is globally identiﬁable
if all B have Bi of order 0 in θi and some Bj are above degree 1 in θ j
the system is locally identiﬁable
Ljung and Glad (1994) note that physical insights can be used to reduce the possible parameter
set, since some roots in the polynomial solutions may be impossible (for example negative roots
for physical phenomena that cannot be negative). Ljung and Glad (1994) argue that this should
be included in the theoretical analysis as all information should be available at the theoretical
level.
7.4.6 Practical identiﬁability
For practical applications, methods used for the structural analysis can be applied, however,
practical problems are also included. Unlike the theoretical approach, in the practical approach
perfect data (no noise or measurement error) is no longer assumed, nor is there an assumption
of the models description capability. As a result, parameters that are structurally identiﬁable
may not be practically identiﬁable (Petersen et al., 2003). Miao et al. (2011) recommends that
practical identiﬁability analysis is carried out after structural identiﬁability analysis. For practical
identiﬁability two methods are encountered often: Monte Carlo simulations (Metropolis and
Ulam, 1949) and sensitivity analysis (Saltelli et al., 2004).
Monte Carlo method
The Monte Carlo method was introduced by Metropolis and Ulam (1949) and the application
has since grown across the scientiﬁc community to include a wide range of applications. The
Monte Carlo method can be used to study uncertainties on models and their input. According to
McKay et al. (1999) sources of uncertainty may be classiﬁed as
• simulation variability
(stochastic uncertainty, which may come from the model itself)
• input uncertainty
(for example from lack of knowledge about the model inputs)
• structural uncertainty
(models are approximations to systems rather than an exact copy)
In order to apply Monte Carlo analysis for practical identiﬁability analysis, a structural iden-
tiﬁability analysis can be performed and afterwards Monte Carlo simulations can be used to
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investigate whether structurally identiﬁable parameters can be estimated reliably (Miao et al.,
2011). Monte Carlo simulation has been employed for crystallization operations (Samad et al.,
2013) for investigations on the input uncertainty. Miao et al. (2011) outlines another procedure:
Rather than assuming an input uncertainty on the model parameter, the model is solved with
speciﬁed parameters (from parameter estimation, literature or other sources) to generate the out-
put variables similar to experimental time points. A large number, N, of data sets with a given
measurement error level are generated and for each data set a parameter set, θi is generated,
where i= 1,2,3 . . .N. With this, the average relative estimation error may be calculated as
1
N
N
∑
i=1
∣∣θ0,k−θi,k∣∣
θ0,k
where index k refers to the kth element of the parameter vector. The average relative estimation
error is then used to investigate whether a parameter can be estimated. For increasing measure-
ment error, the average relative estimation error will increase as well, but the rate of increase
will vary with parameter and if the rate is high Miao et al. (2011) claim that the parameter is not
practically or statistically identiﬁable. The limit of unacceptable high is not clearly deﬁned, but
relies on the investigator (Miao et al., 2011).
7.4.7 Sensitivity analysis
The term sensitivity analysis has been used broadly for a range of problems (Saltelli et al., 2004,
p. 42). Bode (1955) deﬁned the sensitivity as
S =
1
∂θ
∂logW
for an element W to a parameter θ (Bode, 1955, p. 52). Multiple deﬁnitions have been given
since and a sensitivity coefﬁcient si j is deﬁned as :
si j =
∂yi(θ)
∂θ j
Here yi is the ith component of the output vector y, θ is the parameter vector and θ j the jth com-
ponent of the parameter vector. As indicated, sensitivity analysis deals with the analysis of these
sensitivity measures, the changes in model output from changes in model input and model pa-
rameters. Sensitivity analysis can be used in several ways to study the identiﬁability of a system.
The sensitivity analysis combines elements of the practical and structural model identiﬁcation
techniques. Miao et al. (2011) note that the sensitivity analysis does not take measurement error
into consideration. Brun et al. (2002) include the measurement error in the sensitivity as a scaling
factor:
si j =
Δθ j
sci
∂yi(θ)
∂θ j
(7.13)
where Δθ j is ”an a priori measure of the reasonable range of θ j”, the parameter uncertainty,
and sci is a scaling factor with the same physical dimension as the observation. This introduces
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weighing possibilities in the sensitivity, which may affect the outcome when comparing sensitiv-
ities or estimating an overall sensitivity measure.
Saltelli et al. (2004, p. 87) note that normalized sensitivity measures can be applied to make the
sensitivity results independent of the units of the model. A normalized, local sensitivity matrix
can be constructed as
S˜ =
[
θ j
yi
∂yi(θ)
∂θ j
]
(7.14)
which is similar to the measure of Brun et al. (2002), (eq. 7.13), however, in this case a different
scaling is used. Saltelli et al. (2004, p. 87) use a perturbation of 1% and hence the measure indi-
cates the relative change in yi with a change in θ j of 1%. The sensitivity analysis requires input
parameters and examination of the model output at a given time. As such, the model provides
the point identiﬁability and Quaiser and Mo¨nnigmann (2009) add at-a-point to the local/global
identiﬁable concept to emphasize this requirement. Ljung and Glad (1994) operate with a similar
concept as the deﬁnition in equation (7.8) declares the global/local identiﬁability at the parameter
set θ∗, which can be considered a point in parameter space. In the method of Brun et al. (2002),
a non-dimensional sensitivity matrix is constructed with elements si j as deﬁned in equation 7.13.
From this matrix the sensitivity measure δMSQj is calculated as:
δMSQj =
√
1
N
N
∑
i=1
s2i j
This measure represents the overall mean sensitivity model output to a parameter (Brun et al.,
2002), which is used by Sin et al. (2010) to evaluate identiﬁability. Petersen et al. (2001) drive
the output sensitivity functions for all parameters and plot the sensitivity calculation for all time
points as a time series. Based on these sensitivities, the possibility of obtaining information at
different times towards identifying parameters, is discussed.
7.4.8 Identiﬁability of crystallization model
Petersen et al. (2001) employed software for the analytical solution of the equations. An alter-
native approach is to employ numerical methods for analysis of the sensitivity. In this case a
numerical procedure for the calculation of ∂y∂θ around a point θ∗(differential sensitivity analysis),
which is concurrent with a data point for the measured variable, is employed. The method is
applied for all data points and the procedure is checked through calculation of the central, back-
wards and forward perturbation. This is based on the assumption that all of the expressions of
difference quotients in Equation (7.15) are equal, i.e.:
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y(θ+Δθ)−y(θ−Δθ)
2Δθ
y(θ+Δθ)−y(θ)
Δθ
y(θ)−y(θ−Δθ)
Δθ
⎫⎪⎬
⎪⎭→
dy
dθ
f or Δθ→ 0 (7.15)
Calculating the central, forward and backwards difference quotients, it is possible to check if
these are all equal. If the three are equivalent around a point, it is assumed that the function is
valid for the method and Δθ is small enough for the numerical procedure to be applied. The cen-
tral difference quotient is calculated for a wider range than the backward and forward quotients,
however for the small range, the division by 2 should eliminate this if the method is valid.
The approach is integrated with the parameter estimation and for each parameter the vectors
of the central, backwards and forwards difference quotients are generated. These can now be
plotted to investigate where the sensitivity to the individual parameter is greatest, i.e. where
the function output shows the greatest change with change in the parameter. The sensitivity
measures are made on basis of the 6 concentration proﬁles shown in Figure 7.14. The 6 proﬁles
are grouped in two sets of three short proﬁles and three longer proﬁles, respectively. For the three
shorter (experiment 1 to 3) runs no seeding was used, for the longer proﬁles (4 to 6) seeding was
used. The seven parameters shown in Table 7.15 were estimated and the sensitivity calculated.
The system is simulated for all θk ∈ θestimated , where θestimated ⊆ θ is the subset of estimated
parameters given in Table 7.15, θestimated = {kb1,kg,kb2,b1,b2,g,Ea}.The sensitivity is calculated
using a perturbation of 1‰ of the parameter value, i.e. Δθ = 1 · 10−3 θk. The simulations were
run using the expressions of Equation 7.15 as shown in Equations 7.16-7.18:
Dqc =
y(θ+1 ·10−3 · θˆk)− y(θ−1 ·10−3 · θˆk)
2 ·10−3 · θˆk
(7.16)
Dqf =
y(θ+1 ·10−3 · θˆk)− y(θ)
1 ·10−3 · θˆk
(7.17)
Dqb =
y(θ)− y(θk−1 ·10−3 · θˆk)
1 ·10−3 · θˆk
(7.18)
The vector θˆk is a vector in parameter space with the only element θk corresponding to the kth
coordinate, and hence ‖θˆk‖ = θk. The result of the new estimation is shown in Table 7.16 and
the concentration proﬁles and data are plotted in Figure 7.15
The parameters are perturbed and the results are plotted for each parameter in the six experiments.
Figure 7.16 shows the result for the parameter kb1, whereas the rest of the parameters are found
in Appendix: Pertubation of parameters
In the calculations Dqc,Dqf and Dqc are calculated and plotted. For all parameters the plots are
shown in Appendix: Pertubation, a single example is shown as Figure 7.17. All plots are for a
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Table 7.16: Parameters used for data generation and parameters estimated in a later estimation. Compare to table 7.15.
All parameters, except for Ea are outside the range of the data generating parameters
Parameter Data generation New estimate
kb1 2.024 ·107 1.08 ·105±2.95 ·104
b1 4 2.55±7.2 ·10−2
kb2 2.656 ·107 2.59 ·108±5.95 ·107
b2 2.232 3.32±8.87 ·10−2
kg 8.45 ·103 1.82 ·104±9.11 ·102
g 1.602 1.76±1.02 ·10−2
Ea 4.056e4 4.04 ·104±1.22 ·102
Figure 7.15: The concentration proﬁle, similar to ﬁgure 7.14, but generated by a model with a new parameter set. The
visually good ﬁt obtained with a new parameter set indicates an identiﬁability problem
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Figure 7.16: The parameter kb1 is perturbed using a pertubation of 1‰ of the base parameter value. If the parameter re-
sponds, it can be related to an experiment indicating that information about the parameter can be found in the experiment
in the region of the response. The nucleation parameters need the high supersaturation found in shorter experiments to
show response, and the deviation from 0 here, indicates that information about the nucleation parameter may be found
in the short experiments.
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perturbation of 1‰. For all plots at this perturbation, central, backwards and forwards difference
quotients are close; viz. only one curve is visible in Figure 7.17 for each experiment
Figure 7.17: Central, backwards and forwards perturbation of kb1 for a perturbation of 1‰. The central, backwards
and forwards difference quotients are close; viz. only one curve is visible for each experiment
Saltelli et al. (2004, p.83) note that a perturbation of 1% is ”a good practical choice, but ﬁnding
the best (or acceptable) value is a trial-and-error process”. A small perturbation ensures that lo-
cal linearity can be assumed, however, if the parameter change is small, the change between the
perturbed and non-perturbed solution may be too small and a rounding error relatively high com-
pared to this. To investigate the effect of increased perturbation, the perturbation is increased to
1% and ﬁgures similar to Figure 7.17analyzed. The parameter Ea has a clear difference between
the central, backwards and forwards difference quotients as shown in Figure 7.18. A perturbation
of 1% is found to be unacceptable for this experiment.
It is found that a pertubation of 1‰ is a reasonable range for this problem. Analyzing the subﬁg-
ures in ﬁgure appendix C.-1,the respective parameters can be related to the different experiments.
If a parameter responds to a pertubation, it indicates that information about the parameter can be
found in the region of the response. Initially, the unscaled responses (Equation (7.16)) are plot-
ted for the six experiments for each parameter (given in appendix C.-1). The difference quotients
have dimension based on the dimension of the parameter they are related to and the values can
not be compared between these plots. Rather the plots indicate in which experiments and where
in the experiments information about a speciﬁc parameter may be obtained. The information is
summarized in Table 7.17. It appears that experiment 1,2,3 contain information on all param-
eters, which is to be expected as all phenomena are present. Nucleation parameters should be
retrieved from experiment 1,2,3, whereas the growth parameters can be retrieved from 4,5,6.
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Figure 7.18: The central, backwards and forwards difference quotients for the parameter Ea for a perturbation of 1‰.
The central, backwards and forwards difference quotients are different and a perturbation of 1‰ is too high a value for
this experiment
Table 7.17: Indication of which experiments that contain information for the parameters as summarized from the ﬁgures.
Experiment 1,2,3 contain information on all parameters, which is to be expected as all phenomena are present, whereas
the nucleation parameters should be retrieved from experiment 1,2,3.
Parameter Experiment
kb1 1,2,3
b1 1,2,3
kb2 1,2,3
b2 1,2,3
kg 1,2,3,4,5,6
g 1,2,3,4,5,6
Ea 1,2,3,4,5,6
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The information contained in the experiments is further analyzed using the scaled sensitivities
(equation 7.14). With the scaling, it becomes possible to compare the different elements in
the sensitivity matrix and for a given experiment, indications of which parameter estimates that
can be obtained from the data, can be discussed. In Figures 7.19 and 7.20 it is shown which
parameters are obtainable from the two types of experiments. The corresponding parameter sets
for all ﬁgures are seen in Appendix: Parameter information in experiments
Figure 7.19: The information contained in the experiments is further analyzed using the scaled sensitivities (equation
7.14). With the scaling, it becomes possible to compare the different elements in the sensitivity matrix and for a given
experiment, indications of which parameter estimates that can be obtained from the data, can be analyzed. The ﬁgure
indicates which parameters can be obtained from experiment 1. All parameters show similar responses, however the
parameter Ea (yellow) has the highest value in the information window. This is the parameter with the smallest relative
conﬁdence intervals in the parameter estimation
From the plots, the activation energy of the growth shows the greatest response followed by
the exponent for the growth. These parameters are found to have relatively small conﬁdence
intervals, indicating that they can be estimated well from the data. Particularly the activation
energy is the only parameter with the original value falling into the conﬁdence interval of the
estimate.
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Figure 7.20: The information contained in the experiments is further analyzed using the scaled sensitivities (equation
7.14). With the scaling, it becomes possible to compare the different elements in the sensitivity matrix and for a given
experiment, indications of which parameter estimates that can be obtained from the data, can be analyzed. The ﬁgure
indicates which parameters can be obtained from experiment 4. This experiment mainly contains information on the
growth parameters with the parameter Ea (yellow) with the highest value in the information window. The parameter g
has a very similar response in the information window.
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Noisy data
An aspect of the practical identiﬁability problem is noise in the data. If the data are very noisy,
the parameters cannot be estimated as reliably. To investigate this problem, a noisy situation
is simulated. The previously used data sets are added white noise with a range of 1 % of the
smallest measurement (min(y)) corresponding to one standard deviation.
Figure 7.21: An example of the generated noisy data for the experiment running 600 minutes. Original data for exper-
iment 4 (black, solid line) is shown with the new data (red circles). The previously used data sets are added white noise
with a range of 1 % of the smallest measurement (min(y)) corresponding to one standard deviation.
To investigate whether the methods are applicable to this problem and information may be col-
lected, a parameter identiﬁcation procedure is run. The outcome of the parameter estimation is
shown in Table 7.18 and the model and data are plotted in Figure 7.22
Inspecting the plot of the models and data, a reasonable ﬁt appears. However, when the param-
eters are inspected, most have not been successfully identiﬁed as their 95% conﬁdence intervals
are too large compared to the parameter value (Table 7.18). A procedure similar to that of the
ideal data is followed and the sensitivities investigated with the same method. The results of the
pertubation are shown for two parameters, kb1 in Figure 7.23 and Figure 7.24. The results for all
parameters are shown in Appendix: Pertubation of Noisy Parameters
The results of the pertubation are very similar to that of the ideal data set. The scales are dif-
ferent, however, the response curves have the same shape. This indicates that the method can
156
Table 7.18: Parameters used for data generation and parameters estimated for the data with added noise. Compare to
table 7.15. The parameters relating to the nucleation are highly dubious as their 95% are very large compared to the
parameter value
Parameter Data generation Noisy estimate
kb1 2.024 ·107 1.77 ·109±4.44 ·109
b1 4 5.00±0.704
kb2 2.656 ·107 3.6 ·108±2.30 ·109
b2 2.232 2.84±2.71
kg 8.45 ·103 4.22 ·104±2.84 ·104
g 1.602 1.39±0.105
Ea 4.056e4 4.75 ·104±1.1 ·103
Figure 7.22: Noisy data and the model with estimated parameters as shown in table 7.18. The model ﬁts the data well
from visual inspection.
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Figure 7.23: The parameter kb1 is pertubed for the experiments with added white noise. If the parameter responds, it can
be related to an experiment indicating that information about the parameter can be found in the experiment in the region
of the response. Information on this parameter is found in shorter experiments, where high supersaturation is reached
.
Figure 7.24: The parameter Ea is pertubed for the experiments with added white noise. If the parameter responds, it can
be related to an experiment indicating that information about the parameter can be found in the experiment in the region
of the response. Information on this parameter is found in all six experiments
.
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be used to analyze the model structure in relation to the experiments. As with the ideal data,
the scaled sensitivities are plotted for the six experiments. The results are shown for two exper-
iments. Figure 7.25 shows the information available from experiment 1 and ﬁgure 7.26 shows
which parameters are obtainable from experiment 6. The results for all experiments are shown
in Appendix: Parameter information in noisy experiments.
Figure 7.25: Parameter information obtainable from experiment 1, where white noise has been added. The experiment
is analyzed using the scaled sensitivities (equation 7.14). With the scaling, it becomes possible to compare the different
elements in the sensitivity matrix. The available information is dominated by the parameter Ea (yellow)
The results are similar to those for the data without noise (exempliﬁed by Figure 7.19 and Figure
7.20), however, g and b1 are ranked differently. Ea is still the highest normalized sensitivity now
followed by b1 for the three short experiments. For the longer runs (600-720 min) the ranking
appears to be the same.
Correlation The correlation between the parameters is similarly calculated. The correlation is
given in Table 7.19
The parameters are highly correlated, particular parameters relating to the same kinetic phe-
nomenon appear to be interdependent. The activation energy has the lowest correlation with any
of the other parameters, which is noted as it is estimated with the relatively smallest conﬁdence
interval.
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Figure 7.26: Parameter information obtainable from experiment 6, where white noise has been added. The experiment
is analyzed using the scaled sensitivities (equation 7.14). With the scaling, it becomes possible to compare the different
elements in the sensitivity matrix. The available information is dominated by the growth parameters, notably Ea (yellow)
kb1 kg kb2 b1 b2 g Ea
kb1 1.0000 -0.6404 -0.3391 0.9606 -0.3286 -0.8558 0.0753
kg -0.6404 1.0000 0.0580 -0.4952 0.0410 0.7580 0.5958
kb2 -0.3391 0.0580 1.0000 -0.5329 0.9992 -0.1004 0.2116
b1 0.9606 -0.4952 -0.5329 1.0000 -0.5210 -0.6792 0.0794
b2 -0.3286 0.0410 0.9992 -0.5210 1.0000 -0.1055 0.1917
g -0.8558 0.7580 -0.1004 -0.6792 -0.1055 1.0000 -0.0717
Ea 0.0753 0.5958 0.2116 0.0794 0.1917 -0.0717 1.0000
Table 7.19: Correlation between parameters
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Discussion
From the results of the identiﬁability analysis it is noted that for the different kinetic phenom-
ena, information about a given parameter is located at the same times in the experiment, as the
response is located at the same time. This makes reliable parameter estimation difﬁcult. The
difﬁculties are reﬂected in the large correlation between parameters as seen in Table 7.19 and the
broad conﬁdence intervals, particularly seen for the nucleation parameters. Estimating the pa-
rameters for crystallization simultaneously appears to be challenging. Possibly one way of over-
coming this difﬁculty is to split experiments as different phenomena appear at different times.
From the normalized sensitivity coefﬁcient Figures 7.25 - 7.26, it is indicated that the growth
parameters are possible to estimate from longer experiments, as kg,g and Ea are above the other
parameters in the normalized sensitivities. Fixing these would possibly allow parameters to be
estimated from new ranges, which are heavily inﬂuence by the growth when simultaneous esti-
mation is carried out. Investigating the range of the longest experiment (experiment 6), assuming
the growth ﬁxed, it is found that information is available for the secondary nucleation parameters
as shown in Figure 7.27. Further more, the data available should be reviewed, to see if more
information can be obtained to ﬁx parameters. More data types could provide new possibilities
for ﬁxing parameters and estimating remaining parameters reliably. This merits investigation.
Figure 7.27: Information in the 720 min experiment assuming growth parameters are estimated previously
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Conclusion
From the discussion, reliable parameter estimation based on concentration data cannot be achieved
from the available measurements and simultaneous estimation for the crystallization operations.
Further investigation is suggested in terms of experimental design and addition of new data types.
Using the concentration proﬁles, the information about parameters are found at the same time,
when cooling crystallization experiments are performed. The model responds similar to changes
in different parameters, making it possible to compensate the response of one parameter with
another. This is illustrated in the high correlation between parameters relating to different kinetic
phenomena.
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Part IV
Discussion and conclusion
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CHAPTER 8
Discussion
This chapter is divided into sections discussing the relevance and the application of the different
chapters.
8.1 Framework
Crystallization has been used as a means for separation for millenia, but has long been regarded
as more of an art than science (Mullin, 2001). Within the last decades, the modelling of crys-
tallization operations has gained increased interest (Myerson, 2002; Qu et al., 2014). The need
for a framework for crystallization operations had been identiﬁed by Gernaey and Gani (2010)
and a generic modelling framework for crystallization was proposed by Samad et al. (2011). A
generic framework facilitates a systematic approach to modelling, by which a wide range of crys-
tallization operations and chemical systems may be modelled without too much time spent, as the
system speciﬁc information is provided and the model generated with models retrieved/extracted
from a model library (Meisler et al., 2014).
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8.1.1 Kinetic library
The kinetic model library has been created based on results from the literature, but accommodates
experimental results as well. The systematic storage of models allows analysis and comparison
of similar model structures and models for speciﬁc kinetic phenomena. The structure does not
consider the time when an article describing a speciﬁc kinetic model has been published. As
such, more recent results do not take precedence over older results in case authors have reported
different results. As crystallization kinetics have been studied for several decades, trends in
changing equipment, modelling practices, available technology (available data) and similar ele-
ments, may have an effect on the applied model types. However, no trend has been apparent for
models stored in the library.
8.1.2 Process model
An expansion of the framework with a more generalized model for the crystallizer was estab-
lished. This model accommodates different possible conﬁgurations of a vessel running in batch,
semi-batch or continuous mode. The possibilities for description through the method of moments
or the method of classes remain. As discussed in chapter 5, care must be taken when using inﬂow
with a moments model, as the model incorporates distributions. When a stream is added, under-
lying assumptions about the distribution in the crystallizer or stream may have inﬂuence. If the
solution employs a discretized method, the inﬂux of particles should be matched to the grid used
in the crystallizer. Several authors have discussed how different distributions may have similar
moments and the reconstruction of the distribution from its moments is not trivial (Hulburt and
Katz, 1964; McGraw, 1997; John et al., 2007; Aamir et al., 2009; Mortier et al., 2014).
8.2 Kinetic models
Models for the phenomena growth, nucleation, agglomeration and breakage have been collected.
The phenomena growth and nucleation have been found to be best represented in the literature,
as multiple authors have made the assumption that agglomeration and breakage would not be
present in the crystallization operation. From the literature, correlations for the phenomena have
been found to be widely applied. This is considered to be related to the multiple effects occurring
in crystallization, through which the crystals may form or interact. The multiple effects occur-
ring have led to a multitude of theories and models being formulated and no general agreement
on which modelling approach is best appears clear. The description of supersaturation may be
based on thermodynamics or different empirical correlations, all of which impacts the further
modelling.
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8.2.1 Growth mechanisms
Garside (1985) notes that several growth mechanisms have been proposed, these include Birth
and Spread, Burton, Cabrera, Frank (BCF) (Burton et al., 1951) theory and Polynucleation.
These mechanisms may be difﬁcult to discern in an actual crystallizer, however, correlations
which include all the mechanisms exist, and these have been extensively used in the literature.
Mullin (2001) notes that these have been considered the only practically applicable models by
several authors, and they are found widely applied. The growth correlations are found in differ-
ent variations, and several authors include different phenomena in the description of the growth
rates; this may be generalized into a general model, from which the relevant correlation to match
a speciﬁc data set can be generated. The generalized growth model includes temperature, ap-
parent size dependency and transport phenomena. In this thesis, the models have been stored
in the kinetic library, where they have been classiﬁed according to the included terms. As dis-
cussed in section 8.3, the interaction of phenomena and parameters may result in the potential of
describing an experimental set of data with more than one model parameterization and included
phenomena. This is a general model structure selection problem, which is a problem faced in
many research ﬁelds. This modelling approach accounts for this possibility through the model
library and the possibility of extracting and comparing the different kinetic models within the
framework to analyze for the importance of different parameters. It is possible to generate the
necessary growth models used in the literature through this approach and several case studies
from the literature have been analyzed to demonstrate the general use of the model library. Thus,
the versatility of a generic framework is demonstrated.
8.2.2 Nucleation
Similarly to the growth models, nucleation models have been collected, characterized and stored
in the kinetic model library. Within nucleation, several mechanisms exist. Foremost, the nu-
cleation may be primary (stem from the solution) or secondary (stem from present crystals). In
the literature, there is no general agreement on the phenomena to include and the models for
it. Primary nucleation may be modelled from ﬁrst principles models or from correlations. Sec-
ondary nucleation is modelled through correlations as the phenomenon is related to the practical
conditions in the crystallizer. The phenomena may be represented together, either as separate or
combined equations. Similar to crystallization, formulating a generalized model has been done
for nucleation as well. This model is proposed as a generalized correlation including temperature,
transport phenomena and the amount of crystals present. This model can be used to represent
primary nucleation, secondary nucleation or both. When generating the nucleation model, a
correlation to the generation of the growth model may be considered. In the model approach,
this is considered in the framework depending on the modelling purpose. The correlations rely
on different supersaturation descriptions, and this should be considered when the models are
combined, where the model parameters for phenomena will interact.
166
8. Discussion
8.2.3 Agglomeration and breakage
The models for agglomeration and breakage of crystals have been collected and stored in the
library. Agglomeration and breakage are not commonly included in the models for crystallizers.
Quintana-Herna´ndez et al. (2004) included an overall term and other authors have investigated
the phenomena (Zauner and Jones, 2000). Korovessi and Linninger (2006) found several ﬁrst
principles models to describe agglomeration and breakage, however, advanced growth mecha-
nisms with multiple parameters, nucleation and dissolution are frequently assumed to account
for changes in size of the particles and whereas agglomeration and breakage is assumed not to
be present initially. Evaluation of model assumptions within crystallization modelling through
sensitivity analysis has not been encountered often, and it is possible that these phenomena are
present but the extent of their presence not really known.
8.2.4 Dissolution
Dissolution kinetic models have been added to the framework, allowing crystallization opera-
tions with dissolution to be simulated. This allows more versatile operations and operational
scenarios, including cyclic operations. The dissolution is focused on the theories of Noyes and
Whitney (1897) and Nernst-Bru¨nner theory (Dokoumetzidis and Macheras, 2006), implemented
as a negative growth rate.
8.3 Model parameters
The possibility of extracting information about speciﬁc parameters for the kinetic phenomena
models was investigated. It was found that when information was available, it was related to the
supersaturation. A full model including the kinetic phenomena growth, primary nucleation and
secondary nucleation was analyzed using sensitivity analysis. This showed, that as the informa-
tion was available with increased supersaturation, the information about a given parameter was
located at the same time window in a crystallization experiment data set, resulting in parameter
identiﬁability problems. Different parameter sets could be used to represent the available data,
and particularly for the nucleation parameters broad conﬁdence intervals were seen. Investiga-
tions into the possibilities of experimental design as a means to overcome this was undertaken.
It is possible to design experiments to promote speciﬁc phenomena and particularly the growth
and nucleation interaction can be separated. Growth of crystals is favoured at low supersatura-
tions with crystals present and nucleation is favoured at high supersaturations. However, at low
supersaturations, the growth models can not be reliably identiﬁed. This is illustrated by plotting
the growth models from (Worlitschek and Mazzotti, 2004) and (Mitchell and Frawley, 2010) in
ﬁgure 7.4, demonstrating the close overlap. This has an impact on the kinetic model library. It
should be noted that the parameters stored here can be used to represent the constitutive relations
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needed in the modelling of the crystallizer. However even though the models may have been con-
structed to have parameters with physical meaning, no such meaning should be assigned to the
identiﬁed model parameter in case of identiﬁability problems, since the identiﬁability problems
imply that parameters cannot be estimated reliably. In the model library, the original source of
the parameters and/or data is stored along the model. This ensures, that the model assumptions
are available to the model user.
8.4 Simulation case studies
The case studies have been selected to show the versatility of the modelling framework. The
chosen chemical systems represent a limited testing of the capabilities of the framework but
provides insight in the practical operation of the framework and interaction with the generic
framework for a crystallization operation. Combining the operations is the practical use. Case
studies show how the model framework can be used to identify a model and subsequently use the
model in simulations of operational scenarios. This combination of data and models is considered
useful within a systems approach to chemical engineering (Cameron and Gani, 2011) and may
be useful for development of crystallization processes.
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CHAPTER 9
Conclusion and further work
A generic and model-based framework for batch cooling crystallization operations has been ex-
tended in terms of model library, model analysis as well as simulation of continuous and fedbatch
operations. New modules for the framework have been developed, including a module for reac-
tions, allowing the study of reactive crystallization within the framework. A crystallization ki-
netic model library together with an ontology for knowledge representation has been developed,
in which kinetic models and relations from the literature are stored along with the references and
data
9.1 Conclusion
The results of the project are summarized below.
9.1.1 Generic modelling framework
The modelling framework has been expanded to incorporate dissolution and reactions and the
continuous capability documented as a further increase in the applicability. The framework pro-
cess model includes multiple conﬁgurations for batch, semibatch and continuous as well as dif-
ferent possibilities for supersaturation generation. Several case studies have been carried out
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to demonstrate these possibilities within the framework and highlight the possibility of simu-
lation of different operational scenarios within the framework, including inorganic and organic
compounds.
9.1.2 Kinetic models and model library
Kinetic models for the crystallization kinetic phenomena encountered in crystallizations have
been collected and their various assumptions discussed. A crystallization kinetic model library
has been constructed and models added as a step towards a systematic approach to crystallization
operation modelling. In the library, models incorporating various kinetic phenomena are stored
along with the data and assumptions. The model library is integrated with the generic framework,
which allows retrieval, use or reuse of the models and analysis and storage. It is possible to use
the single phenomenon models as stand-alone models for analysis of a speciﬁc phenomenon and
the use has been demonstrated. This is relevant when a model is to be veriﬁed: Single phe-
nomenon models can be analyzed rapidly and through an expanded database and phenomenon
knowledge the model output can be evaluated. The storing of the models in the library allows
new models for know systems to be compared to existing results.
9.1.3 Model analysis
The crystallization kinetics within the full model (including mass, energy and population bal-
ance) have been evaluated using sensitivity analysis with data from simulated as well as physical
experiments. It was found that reliable identiﬁcation is not possible from the data, that is the
parameter set which is estimated can be sued for the description of the data, but it may not be
unique. The model parameters, which are assigned physical meaning, should not be considered
to have such a meaning. it is possible to limit the correlation between the parameters associ-
ated with the different kinetic phenomena through planned experiments, however, the correlation
between the parameters in a single phenomenon model increases simultaneously.
9.2 Future work
The developed framework should be expanded to cover more systems, expanding the knowledge
base and case studies in order to investigate the versatility of the framework. Increased use
and further development of the tools for model analysis is recommended. The possibilities of
assigning uncertainties to the different aspects of crystallization operations may be helpful in
determining the directions for new developments of measurement techniques and data types.
Model reduction and structure should be considered and application to industrial problems with
complex mixtures of chemicals and interactions made. In the model library context, it may be
170
9. Conclusion and further work
valuable continuously to look for trends in models and observe model trends with time.
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APPENDIX A
Appendix: Pertubation
The central, backwards and forwards perturbation of the kinetic model parameters in the simula-
tions are given for each kinetic parameter
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APPENDIX B
Appendix: Experimental results
The experimental results from the crystallization of paracetamol from propan-2-ol, showing the
concentration proﬁle (dashed green), temperature proﬁle (dashed red) and total FBRM count
(solid blue) for six crystallization experiments
Parity plots for the models and experiments, showing the agreement between the model and
experimental results, have been made:
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(a) Concentration, temperature and total FBRM count for the experiment at 300 rpm and cooling
of 2 °C
(b) Concentration, temperature and total FBRM count for the experiment at 450 rpm and cooling
of 2 °C
(c) Concentration, temperature and total FBRM count for the experiment at 600 rpm and cooling
of 2 °C
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(d) Concentration, temperature and total FBRM count for the experiment at 300 rpm and cooling
of 0.5 °C
(e) Concentration, temperature and total FBRM count for the experiment at 450 rpm and cooling
of 0.5 °C
(f) Concentration, temperature and total FBRM count for the experiment at 600 rpm and cooling
of 0.5 °C
Figure B.-1: Concentration, temperature and total FBRM count for the experiments
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(a) Parity plot for the experiment at 300 rpm and cooling of 2 °C
(b) Parity plot for the experiment at 450 rpm and cooling of 2 °C
(c) Parity plot for the experiment at 600 rpm and cooling of 2 °C
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(a) Parity plot for the experiment at 300 rpm and cooling of 0.5 °C
(b) Parity plot for the experiment at 450 rpm and cooling of 0.5 °C
(c) Parity plot for the experiment at 600 rpm and cooling of 0.5 °C
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APPENDIX C
Appendix: Pertubation of parameters
The pertubed parameters in the six different simulated experiments are shown. If the parameter
responds, it can be related to an experiment indicating that information about the parameter can
be found in the experiment in the region of the response. Information about growth parameters is
available in all experiments, whereas nucleation parameters need the high supersaturation found
in shorter experiments
181
(a
)T
he
pa
ra
m
et
er
k b
1
pe
rt
ur
be
d
(b
)T
he
pa
ra
m
et
er
k g
pe
rt
ur
be
d
(c
)T
he
pa
ra
m
et
er
k b
2
pe
rt
ur
be
d
(d
)T
he
pa
ra
m
et
er
b 1
pe
rt
ur
be
d
182
(e
)T
he
pa
ra
m
et
er
b 2
pe
rt
ur
be
d
(f
)T
he
pa
ra
m
et
er
g
pe
rt
ur
be
d
(g
)T
he
pa
ra
m
et
er
E
a
pe
rt
ur
be
d
Fi
gu
re
C
.-1
:
Th
e
pa
ra
m
et
er
s
k b
1,
k g
,k
b2
,b
1,
b 2
,g
,E
a
ar
e
pe
rt
ur
be
d,
an
d
th
e
pl
ot
fo
r
ea
ch
pa
ra
m
et
er
is
se
en
.
If
th
e
pa
ra
m
et
er
re
sp
on
ds
,
it
ca
n
be
re
la
te
d
to
an
ex
pe
ri
m
en
t
in
di
ca
tin
g
th
at
in
fo
rm
at
io
n
ab
ou
t
th
e
pa
ra
m
et
er
ca
n
be
fo
un
d
in
th
e
ex
pe
ri
m
en
t
in
th
e
re
gi
on
of
th
e
re
sp
on
se
.
In
fo
rm
at
io
n
ab
ou
t
gr
ow
th
pa
ra
m
et
er
s
is
av
ai
la
bl
e
in
al
l
ex
pe
ri
m
en
ts
,
w
he
re
as
nu
cl
ea
tio
n
pa
ra
m
et
er
s
ne
ed
th
e
hi
gh
su
pe
rs
at
ur
at
io
n
fo
un
d
in
sh
or
te
r
ex
pe
ri
m
en
ts
183
APPENDIX D
Appendix: Parameter information in experiments
The information contained in the experiments is further analyzed using the scaled sensitivities
(equation 7.14). With the scaling, it becomes possible to compare the different elements in the
sensitivity matrix and for a given experiment, indications of which parameter estimates that can
be obtained from the data, can be analyzed.
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APPENDIX E
Appendix: Pertubation of Noisy Parameters
The parameters kb1,kg,kb2,b1,b2,g,Ea are perturbed, and the plot for each parameter is seen.
The experiemnts have been added white noise. If the parameter responds, it can be related to
an experiment indicating that information about the parameter can be found in the experiment in
the region of the response. Information about growth parameters is available in all experiments,
whereas nucleation parameters need the high supersaturation found in shorter experiments
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APPENDIX F
Appendix: Parameter information in noisy experiments
The information contained in the noisy experiments is further analyzed using the scaled sensitiv-
ities (equation 7.14). With the scaling, it becomes possible to compare the different elements in
the sensitivity matrix and for a given experiment, indications of which parameter estimates that
can be obtained from the data, can be analyzed.
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(f) Parameter information obtainable from experiment 6
Figure F.-1: The information contained in the noisy experiments is further analyzed using the scaled sensitivities
matrix and for a given experiment, indications of which parameter estimates that can be obtained from
192
(equation 7.14). With the scaling, it becomes possible to compare the different elements in the sensitivity
the data, can be analyzed.
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