We consider the problem of computing a matching in a large weighted graph using a parallel algorithm. Since an exact algorithm for the weighted matching problem is fairly costly we instead develop a fast approximation algorithm. The parallel algorithm is based on a distributed algorithm due to Hoepman [6] .
Introduction
A matching in a graph is a pairing of adjacent vertices such that each vertex is matched with at most one other vertex, the objective being to match as many vertices as possible or that the sum of the weights of the matched edges is maximized.
One application of matchings in scientific computations is when using pivoting in the direct solution of a system of equations Ax = b. Once a pivot column i has been chosen no other element in column i can be used as a pivot again. The typical strategy is then to choose pivots in a greedy fashion. But as was shown by Duff and Koster [4, 5] this is can lead to sub-optimal results and they demonstrate that better results can be achieved by modeling the pivoting problem as computing a matching in a bipartite graph. This is done by viewing A as a bi-partite graph G(V 1 , V 2 , E) where there is one vertex in V 1 for each row of A, one vertex in V 2 for each column of A, and the weight of edge (i, j) is equal to |a ij |. Then any selection of pivots is equivalent to computing a matching in G.
Even though a maximum matching can be computed in polynomial time the time complexity of doing this is still high. However, the last years has seen a number of new fast approximation algorithms for the weighted matching problem [2, 3, 8, 9] . As an extension of this Hoepman [6] presented a distributed version of the algorithm by Preis [9] . Our works builds on the work by Hoepman and show how this can be turned into an efficient parallel algorithm suitable for distributed memory computers. Results from test runs show that our algorithm scales well as more processors are applied.
Algorithm 1 The standard 0.5-approximation algorithm.
procedure
The distributed algorithm by Hoepman is obtained as follows. Assume that there is one processor per node of the graph and that each processor has access to its incident edges. The algorithm operates in rounds. In the first round each processor sends a matching request to the processor that owns the other end point of its heaviest incident edge. If two processors send matching requests to each other then they will match along their common edge and remain fixed throughout the algorithm. Note that if we assume unique weights then this will happen for the heaviest edge after the first round. As soon as two processor match they will reject any other matching request from neighboring processors. A processor that has sent a matching request will now wait until it either receives a positive or negative response. If it receives a negative response then it will consider its next heaviest edge in descending order and send a matching request to its owner. In [6] it is shown that the resulting matching is the same as the one produced by Algorithm 1.
The key idea in this algorithm is that the search and processing of dominant edges (i.e. edges that are heavier than their remaining neighbor edges) can be performed concurrently in different parts of the graph. Consider the set of dominating edges initially in G. Then it is clear that all of these can be chosen concurrently for the matching without influencing the final solution.
The Parallel Algorithm
We now present how our parallel algorithm is implemented. In any realistic setting the number of processors will be much smaller than the number of vertices in the graph. Thus each processor must be responsible for a block of vertices. We achieve this by partitioning the vertices of the graph among the processor. In the case of a full graph we use a regular block partition where each processor gets n/p vertices and in the case of a sparse graph we use the Metis graph partitioning library [7] to achieve an even partition where the number of crossing edges is kept small.
Once the graph has been partitioned and distributed across the processors each processor will start to run the parallel algorithm. This can be viewed as each processor running a sequential version of the distributed algorithm on its own vertices. When two vertices on the same processor wants to match with each other they are matched and any incident vertex that wants to match with either of the two is notified to look for a new vertex. Whenever a vertex wants to match with an off processor vertex a message about this is put in a queue. When there are no more local matches to perform the messages in the queue are sent to their respective processors, similar messages are received back and the algorithm continues. Thus one can view the algorithm as operating in rounds where each processor tries to complete as many local matches as possible in each round and in between rounds the processors communicate to facilitate cross-processor matches. Note that such matches can only be achieved when both processors agree on the particular match. In our implementation we have used ghost-vertices to make handling of crossing edges easier, the details are omitted here.
We have performed a set of experiments on a SGI Origin 3800 using up to 32 processors. For our input data we have used complete graphs with random weights on the edges as well as sparse graphs from the University of Florida sparse matrix collection [1] . The left graph of Figure 1 displays the running time for a complete graph on 5000 vertices with random edge weights as different numbers of processors is applied. As on can see the running time decreases evenly as more processors are applied. The only exception that is observed is when going from one two two processors when the running time increases by about 50%. This is due to the extra overhead incurred by the algorithm.
On the right hand side of Figure 1 one can see the running time for graph crankseg 1 from [1]. This is a sparse graph of 52,804 vertices and 5,280,703 edges. For this graph we display both the running time when the graph is partitioned using Metis and when using a block partitioning. As one can observe there is a significant effect of partitioning the graph using Metis. This is due to much fewer crossing edges when using Metis than when using block partitioning. As a consequence the algorithm also requires fewer rounds with Metis. To conclude, we have shown that the distributed algorithm by Hoepman [6] lends itself well to execution on a parallel computer. In the near future we intend to look more closely at extending the algorithm by using augmenting paths to improve the matching even further.
Conclusion

