Testing for interactions in multivariate experiments is an important function. Studies indicate that much data from social studies research is not normally distributed, thus violating that assumption of the ANOVA procedure. The aligned rank transformation test (ART), aligning using the means of columns and rows, has been found, in limited situations, to be robust to Type I error rates and to have greater power than the ANOVA. This study explored a variety of alignments, including the median, Winsorized trimmed means (10%) and (20%), the Huber i 28 M-estimator, and the Harrell-Davis estimator of the median. Results are reported for Type I errors and power.
Introduction
suggested a rank transform test (RT) that ranks the data before doing an ANOVA as a bridge between parametric and non-parametric statistics. How ever, the RT was found to be erratic with respect to both Type I and Type II errors as a test of interaction in the context of a 3 x 4 design (Blair, Sawilowsky, & Higgins, 1987) and a 2x2x2 design (Sawilowsky, Blair & Higgins, 1989) . Sawilowsky and Blair (1987) commented: "Not only was the test dramatically non-robust at times, but it also demonstrated very poor power properties in many situa tions. This was particularly true under those conditions in which interactions were present." (p. 13)
In a review of existing non-parametric tests for interactions, narrowed the search for the best test down to five: Bradley's Collapsed and Re duced technique (1979), adjusted (or aligned) rank trans form, (Blair & Sawilowsky, 1990) , Puri and Sen L (1985) , Shoem aker's extended median test (1985) , and the Hettmansperger test (1984) . Sawilowsky commented on the computational difficulty of the Hettmansperger test, and pointed out that of the other four, the adjusted [aligned] rank transform appears to reach desirable power proper ties with the smallest sample size. Kelley and Sawilowsky (1997) found good re sults for the adjusted rank test. Their study indicated that this test aligned by means had superior power properties when compared to the ANOVA if the distribution is heavy tailed or skewed, and the F test has only a slight power advantage when testing for interactions if the populations are symmetric with light tails.
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inflations with regard to Type I errors in layouts higher than the 2x2. For example, with nominal alpha set to .05, null interactions in the presence of non-null main effects resulting in Type I error rates as high as .065. The question arises whether some other estimate of the nuisance param eter, other than the arithmetic mean, might better preserve the Type I error rate. The study described here followed suggestions by Toothaker and N ew m an (1994) and for further study of the aligned rank transform test for interaction using alignments other than the mean.
Methodology
This Monte Carlo study of a 3x4 design was designed to examine the Type I error rate and power of six alignment statistics and the F statistic, when sampling from a variety of normal and non-normal distributions. The six statistics used for alignment purposes were: the sample mean (ARTm), the sample median (ARTmd), the lightly trimmed (2x10%) Winsorized mean (ARTtm ]), a heavily trimmed (2x20%) Winsorized mean (ARTtm h), the Huber v|/j 28(ARTH) (Hoaglin, Mosteller, & Tukey, 1983) , and the Harrell-Davis (1982) estimator of the median (ARTHD).
For the ART , estimates of the main effects were m7 removed by calculating the means for each row and col umn of data. Then the mean for each row was subtracted from the observations in that row. After that, the mean of each column was subtracted from the remaining values in that column. After alignment the remaining values were ranked; then an ANOVA was done on the ranks to test for an interaction. Other alignments were done in a similar manner. Alpha levels of .05 and .01 were used. In a search for a statistic to be used in situations where normality is not assured an important issue is: ''What distributions should be studied?" There have been argu ments for using real data sets (e.g., Stigler, 1977; Micceri, 1989; Sawilowsky & Hillman, 1992) . Wilcox (1995) argued for using theoretical distributions with salient fea tures (such as kurtosis or skewness) m otivated by theoretical considerations, and considering what happens when these features are altered. But Micceri (1986) pointed out in a study of 440 large data sets from social science research that in some cases, (although he used a variety of quantitative techniques to assess tail weights, asymmetry, and modality), classification could only be done by visual inspection of the pseudo-population (large sample) or a combination of visual inspection and quantitative assess ments. Micceri (1989) also pointed out that the data sets which exhibited extremely light tails (similar to the uni form distribution) tended to be asymmetric, suggesting that simulated studies based on such symmetric mathematical functions such as the uniform, logistic, double exponen tial, Cauchy, and t with few degrees of freedom may not represent real-world data to any reasonable extent.
Although there are an infinite number of non-nor mal distributions, having knowledge that a statistic is ap propriate for many situations encountered in social studies research is more reassuring than knowing that a statistic works with some theoretical distributions, especially when sample sizes may not be large enough to determine if the population studied has those characteristics. For this rea son, this study was done using, besides the Normal distri bution, large, real data sets typical of those commonly found in social studies research.
A data set from Micceri's 1986 study (referred to as the Extremely Asymmetric Data Set) with n = 2,768, was used for the simulation. It was assumed that this data set and the subsequent ones listed were large enough to proxy a population.
Another data set from this study, with n = 5,375 and referred to as the Smooth Symmetric Data Set, is typi cal of gain scores, which usually showed some degree of symmetry but often had heavy tails.
Micceri found that 81.2% of the 440 data sets showed considerable or extreme lumpiness or digit prefer ence. A data set from this group, with n = 467, referred to as the Multi-modal and Lumpy Data Set was also used.
Another Micceri achievement test data set used is the Discrete Mass at Zero with Gaps set, with n = 2,429. This data set is typical of data where there is a pretest in which one subgroup has not been exposed to the material tested and the other group has some familiarity with the subject.
A data set with n = 887, referred to as the Likert Scale data set, is data from a medical rehabilitation setting (Nanna & Sawilowsky, 1998) . This set used a seven-point Likert scale.
Because previous studies (Sawilowsky, Blair, & Higgins, 1989) A Monte Carlo program was written as a Minitab (1998) Release 12.1 "macro", to take advantage of some existing Minitab routines. Minitab macros trim sl.mtb, os.mtb, and hd.mtb from Wilcox (1996) were used. A prob lem arose relative to the os.mtb macro, used for the Huber statistic. When a data set has a large number of ties, espe cially near the center of the data set, it is possible for the MAD (the Median Absolute Deviation from the median) to be zero. The program was modified so that in these cases the median was used as the one-step estimator of the Huber vj/j 28, because the median is the starting point for the itera tive process determ ining the H u b eri^ 2g (H oaglin, Mosteller, & Tukey, 1983) .
Samples sizes of 5, 10, 15 and 20 per cell were used. There were 5,000 repetitions for each experimental combination.
Results
The results of the Monte Carlo study are reported by effect condition. Condition 1 has all effects null, and Condition 2 has main effects with no interaction. Therefore the con cern with these two conditions is the Type I error rates for the interaction. Condition 1 Figure 1 displays an over-all view of the Type I error rates, by the aligning statistics, for all distributions and all sample sizes for alpha = .05. It shows a slight over all tendency for the alignment statistics studied to inflate alpha. The F statistic, the ARTm and ARTmd are the best, in that order, with the ARTm having only one value violating the stringent definition for robustness, a ± . la , based on a sample size o f 5000. For the F statistic, all values meet the stringent definition of robustness. All the other statistics except the ARTm d have some values violating the moder ate (a ± .25a) criterion for robustness, with the ARTHD being the worst.
For the ARTm, ARTmd, ART(r] and ART(rh any values beyond the stringent boundary were for the Extreme Asymmetry Data. The ARTH and the ARTHD had liberal rates for almost all the distributions studied. The F statistic was robust in all cases. Exact figures for each combination of sample size, statistic, distribution and alpha level are available at kpeterson@misd.net. The results for Condition 1, Alpha = .01 were similar, although slightly more liberal. In addition to the elevated rates for the Extreme Asymmetry data, there were violations of the stringent goal for the ARTmd and ARTtrl, and the moderate goal for the ARTtrh with the Likert distri bution. There were liberal figures for most distributions for the ARTh and the ARTHD, although it should be pointed out that the worst violation was a rate of .0358, for the ARThd with the Extreme Asymmetry Data Set.
Condition 2
For Condition 2 (no interaction but main effects) all the statistics, including the F statistic, displayed a slight tendency to inflate alpha, but all the F rates were within the limits for a stringent defi nition of robustness. The ARTm d had only one out of 240 rates extreme enough to fall in the moderate interval (at n = 20 for the Likert distribution). Only the ARTtrl (for the Extreme Asymmetry distribution, at n = 5) had a value beyond the limit for moderate robust ness.
For Condition 2 (no interaction with two main effects), alpha .01, all seven statistics had problems with the Extreme Asymmetry data for n = 5. The F statistic had one rate (out of 240) beyond the liberal level (with the Extreme Asymmetry data); the ARTmd had three rates which didn't meet stringent criteria (one of them was with the Likert data); the ARTtrl, ARTtrh and ARTH had almost all rates for the Extreme Asymmetry data too large for moder ate robustness. Each statistic except the F statistic had at least one (but no more than three) violations with the Likert data set. The violations tended to lessen in number and severity as sample size increased. Again, to keep perspec tive, the largest value was .0198, for the ARTtrl with the Extreme Asymmetry data set. 1. In most cases, differences between a given statistic and the F statistic are minimal, very close to zero. 2. For all six statistics, the data is skewed to the right, indicating that there are some cases where the statistic in question is much more powerful than the F statistic. 3. The three statistics with the heaviest and longest left tails (indicating less power than the F statistic) are the ARTmd, ARTH, and the ARTHD. There were 48 power graphs generated for Condition 3 (6 distributions, 4 sample sizes, 2 alpha levels). Fig  ures 3 and 4 show several of the situations where the alignment statistics show considerably more power than the F statistic. The ARTmd, which had shown good type I error rates, showed a lack of power in some cases. This became more pronounced for Condition 4. 
Condition 4
Condition 4 modeled an ordinal interaction with two main effects. Although it took longer (more shift) to reach full power under this condition, many of the patterns observed with Condition 3 were observed here, too. Figure 5 , with histograms showing the power dif ferences between the six aligning statistics and the F sta tistic, shows that, similar to Condition 3 results, the vast majority of differences are very close to zero. The data is skewed to the right, indicating cases where the alignment statistic is considerably more powerful than the F statistic, and the left tails (indicating a lack of power relative to the F) are the longest and heaviest for the ARTmd, ARTH and ARTHD. Table 2 , which summarizes the differences be tween each of the alignment statistics and the F statistic used to construct the histograms in Figure 5 , shows that the most extreme case of lack of power relative to the F test is with the ARTHD (-.1510), and the most extreme case of superior power relative to the F statistic is with the ARTH (.29880), with the ARTm next with .29700. A comparison of the differences by mean, median, minimum, maximum, Q1 and Q2 shows that the ARTm, ARTtrl, and ARTtrh, have a very slight advantage over the other alignment statistics.
Figures 6-8 show several situations where the lack of power of the F and ARTmd are apparent. The F statistic showed a large deficiency in power for the Extreme Asym metry data. The ARTmd showed a deficiency for most of the distributions.
Conclusion
If Type I error is the major concern, the F statistic, ARTmd and ARTm, in that order, were the most promising in this study. These statistics had no violations of a moderate definition of robustness, a ± .25a, adjusted for sample size, for condition 1 and no violations of a stringent criterion, a ± .la , for Condition 2. The ARTH and ARTHD were the least satisfactory, with rates as high as 3.5a with the Ex treme Asymmetry data when no main effects were present, and poor results with other distributions. This study affirms the weak power o f the F statistic, in comparison to the ARTm, as reported by Kelley and Sawilowsky (1997) , with Extreme Asymmetry data, in a 2x2x2 design. The F statistic also performed poorly with the Likert data.
In addition, the median alignment showed lower power levels for most of the distributions studied, es pecially with Condition 4, an ordinal interaction with main effects. The good Type I error rates for the F statistic and the ARTmd do not compensate for the much larger power deficiencies.
The ARTh and the ARTHD showed problems with both Type I error and power. The best statistics in terms of power for Conditions 3 and 4 were ARTtrh, ARTtr], and the ARTm. The ARTm had a slight advantage in terms of Type I error rates; the two trims a slight power advantage. Kelley and Sawilowsky (1997) , in their study of the Blair-Sawilowsky test (which has been referred to in this study as ARTm ) and other nonparametric tests for interaction in a 2x2x2 layout came to this conclusion:
It is recommended that when testing for interactions in a 2x2x2 layout, Analysis of Variance [F statistic] be used with data known to be symmetric with light tails, such as the normal and uniform distribu tions, and the Blair-Sawilowsky [ARTJ test be used with heavy-tailed or skewed data. If the shape of the distribution is unknown, the Blair and Sawilowsky test is recommended because it frequently exhibited considerably more power than the ANOVA [F] . In the apparently rare circumstances where data are obtained from a normal curve, this test will only be slightly less powerful than the ANOVA F test. (p. 357) This study supports the value o f the BlairSawilowsky (ARTm) and extending its application to a 3 x 4 layout. It also raises the possibility of other alignments (ARTtr] andARTtrh) being as useful or even more so in other situations as mentioned above.
The F statistic has been considered an all-pur pose statistic, used without consideration of the popula tion. As has been indicated, this can lead to major errors. Although there is a natural tendency to want to find a sub stitute all-purpose statistic, there are many issues that would have to be addressed before any of these three could as sume that role. Among them are: the nature of the interac tion and number of non-null effects, other designs, the is sue of unequal variances, and additional distribution is sues. Tukey (1984) described the practical power of a test as being the statistical power of a test multiplied by the probability that someone would actually use the test. This study has indicated three statistics as being somewhat equal for power and Type I error rates. Unless future stud ies indicate a big difference in the usefulness of the ARTtrl and ARTtrh, Tukey's criterion would favor the ARTm be cause it can be done quite easily on most statistical soft ware packages. However, a macro for the Winsorized trimmed mean is available (Wilcox, 1996) .
