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This work examines almost sure stability of a pure random delay
system whose delay time is modeled by a ﬁnite state continuous-
time Markov chain with two-time scales. The Markov chain
contains a fast-varying part and a slowly-changing part. Using
the properties of the weighted occupation measure of the Markov
chain, it is shown that the overall system’s almost-sure-asymptotic
stability can be obtained by using the “averaged” delay. This feature
implies that even if some longer delay times may destabilize the
system individually, the system may still be stable if their impact is
balanced. In other words, the Markov chain becomes a stabilizing
factor. Numerical results are provided to demonstrate our results.
© 2012 Published by Elsevier Inc.
1. Introduction
Pure time delays occur in a wide range of applications in process control, automotive systems,
biomedical sciences, epidemics, transport, communication networks, and population dynamics. Pure
delays introduce inﬁnite dimensional systems and affect feedback system stability and performance
signiﬁcantly. Stability analysis of pure delay systems has received considerable and sustained attention
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F. Wu et al. / J. Differential Equations 253 (2012) 878–905 879in the last ﬁve decades; see, for example, [2,3,5,12]), among others. For stability of the scalar linear
deterministic time-varying pure delay system
x˙(t) = −a(t)x(t − γ (t)), (1.1)
where a : [0,∞) → (0,∞), γ : [0,∞) → [0,q] and q is a positive constant, the well-known Yorke’s
theorem [36, Theorem 1.1] asserts the following result.
Theorem 1.1. Let a(t) α for some α > 0.
(i) If αq 3/2, the zero solution of Eq. (1.1) is uniformly stable.
(ii) If 0 < αq < 3/2, the zero solution of Eq. (1.1) is asymptotically uniformly stable.
Theorem 1.1 has since been signiﬁcantly extended. In [32], the authors established the stability
theorem under a more general condition. Then in [33], systems with two delays were examined and
suﬃcient conditions on its stability were derived. For more asymptotic properties of these systems,
see [8–12,14,16,20,22,23,28,31,34,35]. For the special case of (1.1), the stability of the linear ﬁxed
delay system
x˙(t) = −ax(t − q), (1.2)
is a classical result, in which a and q are positive constants, and the following assertion holds; see
also [12].
Theorem 1.2. The zero solution of Eq. (1.2) is asymptotically uniformly stable if and only if 0 < aq < π/2.
Beyond these results for deterministic systems, random delay systems have recently received in-
creased attention, especially in networked control systems (NCS) that have found broad applications
in mobile agents, distributed computing, unmanned aerial and ground vehicles, tele-medicine, smart
grids, etc. An NCS is a control system using a dedicated or shared network, often wireless, for com-
munications, control, and coordination among its member of subsystems. While wireless communica-
tions provide ﬂexible control structures for system coordination, they also introduce communication
latency, data loss, and errors. Due to its mobility, packet routing and signal interferences, communi-
cation delays are often random (see [24–26]). Although impact of constant time delays on feedback
system stability and performance is well understood [17], characterization of a system’s robust stabil-
ity against random time delays is far more challenging and has drawn signiﬁcant research effort lately.
For example, Huang et al. considered stability of linear uncertain NCSs with random communication
time delays which are governed by a continuous-time Markov chain in [13]. By using the generator of
a Markov process, [18] and [19] examined mean square stability of discrete-time and continuous-time
systems with a Markov-type random delay. By using a Lyapunov–Krasovskii functional, Chen et al. in-
vestigated the exponential mean-square stability of an NCS [4]. Although the above papers treated
delays in a Markov chain framework, asymptotic properties of the Markov chain are not explicitly
explored in the analysis.
This paper studies robust stability of a feedback system against random delays that are modeled
by a Markov chain that contains both a fast varying part and a slowly changing part. Consideration
of fast varying delays is motivated by control systems with communication channels. Communication
latency can occur by many causes, including scheduling delay, multi-hop routing, queueing of pack-
ets, signal echoes, among others [21,27]. In particular, packets arrive randomly and their movements
through network servers are queued according to their priorities. For example, voice and video sig-
nals are often assigned higher priorities than measurement signals and ﬁles. If network servers have
FIFO (ﬁrst-in-ﬁrst-out) queues and a control task is assigned a secondary priority, its packet move-
ment latency depends on higher priority tasks’ arrival rates which are random and may be in bursts,
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the asymptotic properties of the Markov chain, in particular, its stationary distributions become dom-
inant in determining stability of the system. In addition, most existing results include an additional
non-delay feedback loop that gives a baseline stability before introducing an additional delay loop.
In practical systems, such conﬁgurations are often in conﬂict with physical settings, rendering it nec-
essary to consider pure delay systems, namely all feedback paths are delayed. Mathematically, pure
delay systems are much more diﬃcult to treat. To our best knowledge, there is little work in the
literature dealing with pure random delay systems.
This paper establishes robust stability conditions for asymptotic stability of the following scalar
ﬁrst-order pure random delay system
x˙(t) = f (x(t − r(t))), (1.3)
where r(t)  0 is a continuous-time Markov chain in a ﬁnite state space S = {r1, r2, . . . , rm}. This
system is a random switching system among the following m ﬁxed delay subsystems
x˙(t) = f (x(t − ri)), i = 1,2, . . . ,m.
The random switching is governed by the Markov chain r(t). An interesting question is: If some
subsystems are stable and others are unstable, is it possible that the switched system (1.3) is stable?
The answers to this question rely on a basic understanding of interaction between the Markov chain
and the delay subsystems. To highlight our idea clearly and to show the inﬂuence of the continuous-
time Markov chain on the asymptotic stability this paper will focus on the system
x˙(t) = −ax(t − r(t)), (1.4)
where a > 0 is a constant. Thus we revisit the model treated in Yorke’s work with a signiﬁcant exten-
sion. That is, the delay now becomes a random process, which leads to a substantial deviation from
the classical Yorke’s work.
Departing from many of the recent works on random delay systems, we note that the right-hand
side of (1.4) does not have a term on the current state x(t), but rather contains only the pure delay
term. This creates main diﬃculties in analysis since there is no reference to the usual exponentially
decaying term due to the dependence on x(t). According to Theorem 1.2, for i = 1,2, . . . ,m, if 0 <
ari < π/2, the ith subsystem is stable. This paper aims to ﬁnd conditions under which the question
“If some subsystems are stable and others are not, is it possible that the switched system is still
stable?” can be answered aﬃrmatively.
The rest of the paper is arranged as follows. In the next section, we provide motivations of our
study, formulate the problem, and deﬁne notations. By using convergence properties of weighted
occupation measures of a two-time-scale Markov chain, Section 3 establishes the almost sure uniform
stability and the almost sure asymptotic uniform stability for the linear, randomly switching pure
delay systems. Using the Lipschitz condition and the Yorke condition, Section 4 extends the stability
results to the nonlinear random delay systems of functional equations. Section 5 presents numerical
experiments to demonstrate our results. Section 6 concludes the paper with further remarks.
2. Preliminary results and motivations
Let (Ω,F ,P) be a complete probability space with a ﬁltration {Ft}t0 satisfying the usual condi-
tions, that is, it is right continuous and increasing while F0 contains all P-null sets. Let r˜(t), t  0, be
a continuous-time Markov chain deﬁned on this probability space taking values in a ﬁnite state space
S= {r1, r2, . . . , rm} with generator Q˜ = (q˜i j) ∈Rm×m . In this paper, we choose Ft = σ {r˜(s), 0 s t}.
Without loss of generality, assume that r1 < r2 < · · · < rm . Recall that the generator Q˜ is weakly
irreducible [29], if the system of equations
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ν˜ Q˜ = 0,
m∑
i=1
ν˜i = 1 (2.1)
has a unique solution ν˜ = (ν˜1, . . . , ν˜m) satisfying ν˜i  0 for each i = 1, . . . ,m. The solution ν˜ =
(ν˜1, ν˜2, . . . , ν˜m) is termed a quasi-stationary distribution. In what follows, we use O (y) to denote
the function of y satisfying supy |O (y)|/|y| < ∞.
Let the random delay be modeled by a continuous-time Markov chain r˜(t) with a ﬁnite state
space S. In our setup, the Markov chain has both fast and slow motions and involves strong and weak
interactions. To reﬂect the fast and slow motions of the Markov chain, we introduce a small parameter
ε > 0 and rewrite the Markov chain r˜(t) as rε(t) and the generator Q˜ as Q ε . Then, the Markov chain
displays two-time scales, a usual running time t and a stretched (fast) time t/ε. Suppose that the
generator of the Markov chain is given by
Q ε = Q
ε
+ Q 0, (2.2)
where both Q and Q 0 are generators of suitable continuous-time Markov chains, Q /ε represents the
fast-varying part and Q 0 represents the slow-changing part. Throughout the paper, we assume that Q
is weakly irreducible in the sense deﬁned in (2.1). Denote the quasi-stationary distribution associated
with Q as ν = (ν1, . . . , νm). As demonstrated in [29, Chapters 4 & 5], using asymptotic expansions,
one can show that the asymptotic properties of the probability vector and the transition probability
matrix will mainly be determined by Q /ε as ε → 0. For example, denoting the probability vector
by pε(t) = (P(rε(t) = r1), . . . ,P(rε(t) = rm)), then it satisﬁes the following forward equation p˙ε(t) =
pε(t)Q ε with appropriate initial data pε(0) = p0. One of the results in [29, p. 81] indicates that the
solutions of the forward equation can be approximated by means of the asymptotic extensions,
∣∣pε(t) − ν∣∣ O(ε + exp(−κt
ε
))
, (2.3)
where κ > 0 is determined by the eigenvalues of Q .
Since the ﬂuctuations of the rε(t) are dominated by the fast-varying part Q /ε, we are interested
in the effects of Q /ε on the asymptotic properties of the associated randomly switching systems of
differential equations. To highlight the role of Q /ε, let us rewrite system (1.4) as
x˙ε(t) = −axε(t − rε(t)) (2.4)
with the initial data ξ ∈ C1([−rm,0];R), where C1([−rm,0];R) denotes the family of continuous and
smooth functions from [−rm,0] to R with the norm ‖ϕ‖ = sup−rmθ0 |ϕ(θ)|. It is obvious that ξ
satisﬁes the Lipschitz condition on [−rm,0], namely, there exists the Lipschitz constant K such that
for any t1, t2 ∈ [−rm,0], |ξ(t1) − ξ(t2)| K |t1 − t2|. It is obvious that 0 is the unique trivial solution
(or equilibrium point) of the system (2.4).
Compared to the state x, the Markov chain rε(·) ﬂuctuates much more rapidly and acts essentially
as a “noise.” We may expect some averaging to take place (“average” effect with respect to its station-
ary measure). Such average ideas have been explored in [1,6,7,15,30]. In our setup, by “average,” we
mean the replacement of the random delay rε(t) by its average with respect to the stationary measure
r =∑mi=1 riνi . Motivated by Theorem 1.1 and Theorem 1.2, we ask the question: Under the condition
0 < ar < 3/2 (or 0 < ar < π/2), as ε → 0, can the random delay switching system (2.4) be asymptotic
stable? Under some mild conditions, this paper will establish an aﬃrmative answer to this question.
The average condition 0 < ar < 3/2 does not require each individual delay be small. Consequently,
it allows some subsystems to be unstable. We shall show that the random delay switching system
may be stable even if it switches among stable and unstable subsystems. That is, the continuous-time
Markov chain may be a stabilizing factor. We now deﬁne the notion of stability used in this paper.
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(i) almost surely uniformly stable as ε → 0 if for any η > 0, there exists a δ = δ(η) ∈ (0, η] such that
for any initial data ξ ∈ C1([−rm,0];R) with ‖ξ‖ δ and all t  0,
lim
ε→0
∣∣xε(t)∣∣ η, a.s.;
(ii) almost surely asymptotically uniformly stable as ε → 0 if it is almost surely uniformly stable as ε → 0
and for η deﬁned by (i), there exists T0 = T0(η) > 0 such that for all t  T0, ‖ξ‖ < δ,
lim
ε→0
∣∣xε(t)∣∣ η, a.s.
3. Almost surely uniform stability and asymptotic uniform stability
In this section, using the convergence of the weighted occupation measure of rε(t) as ε → 0 as
the bridge, we establish the almost sure uniform stability and the almost sure asymptotic stability
theorems for the random delay system (2.4). The main motivating force is the work [36], which is
one of the most important stability results for deterministic delay systems, especially for pure delay
systems (see also [10,12,14,31–35]).
Theorem 3.1. Suppose that one of the following conditions is satisﬁed:
(i) ar  1;
(ii) r1, . . . , r j <
1
a , r j+1, . . . , rm 
1
a ,
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) 1;
(iii) all r1, . . . , rm  1a , ar 
3
2 .
Then the trivial solution of (2.4) is almost surely uniformly stable as ε → 0.
Theorem 3.2. Suppose that one of the following conditions is satisﬁed:
(i) 0 < ar < 1;
(ii) r1, . . . , r j <
1
a , r j+1, . . . , rm 
1
a , 0<
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) < 1;
(iii) all r1, . . . , rm  1a , 0< ar <
3
2 .
Then the trivial solution of (2.4) is almost surely asymptotically uniformly stable as ε → 0.
Remark 3.3. Although each of the conditions in (i), (ii), and (iii) is a little stronger than the expected
condition “0 < ar < 3/2,” they show that the Markov chain may be a stabilizing factor. It need not
require for every ri ∈ S, 0 < ari < 3/2. That is, it need not be assumed that all subsystems are stable.
We also note that in the above, (ii) implies (iii) in the following sense. If all r j  (1/a), then the
ﬁst summation part in (ii) becomes 0, and the last summation leads to exactly (iii).
The proofs of the two theorems are technical, and hence are divided into a sequence of lemmas.
We proceed with presenting these lemmas.
Lemma 3.4. For any initial data ξ ∈ C1([−rm,0];R) and T > 0, the solution x(t) of the system (2.4) holds the
property
sup
−rmtT
∣∣xε(t)∣∣ 2‖ξ‖eaT .
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xε(t) = xε(0) − a
t∫
0
xε
(
s − rε(s))ds.
Note that
∣∣xε(t)∣∣ ∣∣ξ(0)∣∣+ a t∫
0
∣∣xε(s − rε(s))∣∣ds.
For any t1 ∈ (0, T ], noting that 0 rε(t) rm , we have
sup
0tt1
∣∣xε(t)∣∣ ‖ξ‖ + a t1∫
0
(
sup
−rmvs
∣∣xε(v)∣∣)ds.
It follows that
sup
−rmtt1
∣∣xε(t)∣∣ sup
−rmt0
∣∣xε(t)∣∣+ sup
0tt1
∣∣xε(t)∣∣
 2‖ξ‖ + a
t1∫
0
(
sup
−rmvs
∣∣xε(v)∣∣)ds.
Applying the Gronwall inequality yields
sup
−rmtt1
∣∣xε(t)∣∣ 2‖ξ‖eat1  2‖ξ‖eaT .
Choosing t1 = T gives the desired assertion. 
Let xε(t) be the solution of the system (2.4). For ri ∈ S and any t ∈ [0, T ], deﬁne a sequence of
weighted occupation measures Zεi (t) as
Zεi (t) =
t∫
0
xε(s − ri)[I{rε(s)=ri} − νi]ds, (3.1)
where I A is the indicator function of the set A. Denote Zε(t) = (Zε1(t), . . . , Zεm(t))′ . It is a measure of
the functional occupancy for the process rε(·). The following lemma illustrates the convergence of the
weighted occupation measure of rε(t) as ε → 0.
Lemma 3.5. Let Zεi (t) be deﬁned by (3.1). Then
lim
ε→0
(
sup
0tT
E
∣∣Zεi (t)∣∣2)= 0. (3.2)
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a partition of [0, t] given by
[0, t] = [t0, t1] ∪ [t1, t2) ∪ [t2, t3) ∪ · · · ∪ [tN , tN+1],
where tk = ε1−ζk for k = 0,1, . . . ,N and tN+1 = t . Deﬁne a piecewise-constant function
x˜ε(t − ri) =
⎧⎪⎨⎪⎩
xε(−ri), if 0 t < t2,
xε(tk−1 − ri), if tk  t < tk+1,
xε(tN−1 − ri), if t = tN+1.
In view of the elementary inequality (a + b)2  2a2 + 2b2,
E
∣∣Zεi (t)∣∣2  2E
∣∣∣∣∣
t∫
0
[
xε(s − ri) − x˜ε(s − ri)
][I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
0
x˜ε(s − ri)[I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
. (3.3)
Noting |I{rε(s)=ri} − νi | 1, by virtue of the Cauchy–Schwarz inequality, for any t ∈ [0, T ],
E
∣∣∣∣∣
t∫
0
[
xε(s − ri) − x˜ε(s − ri)
][I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
 TE
t∫
0
[
xε(s − ri) − x˜ε(s − ri)
]2
ds
= T
t∫
0
E
[
xε(s − ri) − x˜ε(s − ri)
]2
ds.
For any τ ∈ [0, t2],
τ∫
0
E
[
xε(s − ri) − x˜ε(s − ri)
]2
ds =
τ∫
0
E
[
xε(s − ri) − x˜ε(−ri)
]2
ds

t2∫
0
E
[
xε(s − ri) − ξ(−ri)
]2
ds.
If t2 − ri  0, then for any s ∈ [0, t2], xε(s − ri) = ξ(s − ri). Since ξ ∈ C1([−rm,0];R) satisﬁes the
Lipschitz condition, we have
t2∫
E
[
xε(s − ri) − ξ(−ri)
]2
ds K 2
t2∫
s2 ds = K
2
3
t32 = O
(
ε3−3ζ
)
, (3.4)0 0
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t2∫
0
E
[
xε(s − ri) − ξ(−ri)
]2
ds
=
ri∫
0
E
[
ξ(s − ri) − ξ(−ri)
]2
ds +
t2∫
ri
E
[
xε(s − ri) − ξ(−ri)
]2
ds
 K 2
ri∫
0
s2 ds + 2
t2∫
ri
E
∣∣xε(s − ri) − xε(0)∣∣2 ds + 2 t2∫
ri
E
[
xε(0) − ξ(−ri)
]2
ds
= K
2
3
r3i + 2
t2∫
ri
E
∣∣xε(s − ri) − xε(0)∣∣2 ds + 2K 2r2i (t2 − ri)
= O (ε3−3ζ )+ 2 t2∫
ri
E
∣∣xε(s − ri) − xε(0)∣∣2 ds.
Noting that s − ri  0 for s ∈ [ri, t2], by Lemma 3.4,
E
∣∣xε(s − ri) − xε(0)∣∣2 = E
∣∣∣∣∣
s−ri∫
0
x˙ε(ς)dς
∣∣∣∣∣
2
= E
∣∣∣∣∣−a
s−ri∫
0
xε
(
ς − rε(ς))dς ∣∣∣∣∣
2
 4a2‖ξ‖2e2aT (s − ri)2.
It therefore follows that
t2∫
ri
E
∣∣xε(s − ri) − xε(0)∣∣2 ds 4a2‖ξ‖2e2aT t2∫
ri
(s − ri)2 ds
 4
3
a2‖ξ‖2e2aT (t2 − ri)3
= O (ε3−3ζ ),
which shows that when t2 − ri > 0,
t2∫
0
E
[
xε(s − ri) − ξ(−ri)
]2
ds = O (ε3−3ζ ). (3.5)
This together with (3.4) yields
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0
E
[
xε(s − ri) − x˜ε(s − ri)
]2
ds = O (ε3−3ζ ).
It follows that
t∫
0
E
∣∣xε(s − ri) − x˜ε(s − ri)∣∣2 ds = N∑
k=2
tk+1∫
tk
E
∣∣xε(s − ri) − xε(tk−1 − ri)∣∣2 ds + O (ε3−3ζ ).
Now let us consider
tk+1∫
tk
E
∣∣xε(s − ri) − xε(tk−1 − ri)∣∣2 ds.
If tk−1 − ri > 0, by Lemma 3.4,
tk+1∫
tk
E
∣∣xε(s − ri) − xε(tk−1 − ri)∣∣2 ds
=
tk+1∫
tk
E
∣∣∣∣∣
s−ri∫
tk−1−ri
x˙ε(ς)dς
∣∣∣∣∣
2
ds = a2
tk+1∫
tk
E
∣∣∣∣∣
s−ri∫
tk−1−ri
xε(ς)dς
∣∣∣∣∣
2
ds
 4a2‖ξ‖2e2aT
tk+1∫
tk
(s − tk−1)2 ds
 4
3
a2‖ξ‖2e2aT (tk+1 − tk−1)3 = O
(
ε3−3ζ
)
.
If tk+1 − ri  0, similar to (3.4),
tk+1∫
tk
E
∣∣xε(s − ri) − xε(tk−1 − ri)∣∣2 ds = O (ε3−3ζ ).
If tk−1 − ri  0 tk+1 − ri , similar to (3.5),
tk+1∫
tk
E
∣∣xε(s − ri) − xε(tk−1 − ri)∣∣2 ds = O (ε3−3ζ ).
Noting that t = Nε1−ζ + (tN+1 − tN ) T , we have
t∫
E
[
xε(s − ri) − x˜ε(s − ri)
]2
ds =
N∑
k=0
O
(
ε3−3ζ
)= O (ε2−2ζ ). (3.6)
0
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η˜ε(t) = E
[ t∫
0
x˜ε(s − ri)(I{rε(s)=ri} − νi)ds
]2
.
Note that for any t ∈ [0, T ], |x˜ε(t − ri)(I{rε(t)=ri} −νi)| is bounded. Then the derivative of η˜ε(t) is given
by
dη˜ε(t)
dt
= 2E
t∫
0
x˜ε(t − ri)x˜ε(s − ri)(I{rε(t)=ri} − νi)(I{rε(s)=ri} − νi)ds.
Since x˜ε(t−ri)x˜ε(s−ri)(I{rε(t)=ri}−νi)(I{rε(s)=ri}−νi) is bounded for any s, t ∈ [0, T ], for any τ ∈ [0, t2],
there must exist a constant K1 such that
E
τ∫
0
x˜ε(t − ri)x˜ε(s − ri)(I{rε(t)=ri} − νi)(I{rε(s)=ri} − νi)ds = K1τ  K1t2 = O
(
ε1−ζ
)
.
If τ ∈ [tk, tk+1) for k = 2,3, . . . ,N , then using the same argument,
E
τ∫
tk−1
x˜ε(t − ri)x˜ε(s − ri)(I{rε(t)=ri} − νi)(I{rε(s)=ri} − νi)ds = O
(
ε1−ζ
)
.
Hence we have
dη˜ε(t)
dt
= 2
tk−1∫
0
E
(
x˜ε(t − ri)x˜ε(s − ri)[I{rε(t)=ri} − νi][I{rε(s)=ri} − νi]
)
ds + O (ε1−ζ ). (3.7)
Recall that Fεt = σ {rε(s), 0  s  t}. For any sk−1 < s  tk−1 < tk  t < tk+1, using the asymptotic
expansion of the probability vector of rε(t) (see [29, Lemma 5.1, p. 81]), there exists a constant κ
such that
E
(
x˜ε(t − ri)x˜ε(s − ri)[I{rε(t)=ri} − νi][I{rε(s)=ri} − νi]
)
= E(x˜ε(t − ri)x˜ε(s − ri)[I{rε(s)=ri} − νi]E[(I{rε(t)=ri} − νi)|Ftk−1])
= E[x˜ε(t − ri)x˜ε(s − ri)[I{rε(s)=ri} − νi]O (ε + e− κ(t−tk−1)ε )]
= E[x˜ε(t − ri)x˜ε(s − ri)[I{rε(s)=ri} − νi]O (ε + e− κ(tk−tk−1)ε )]
= E[x˜ε(t − ri)x˜ε(s − ri)[I{rε(s)=ri} − νi]]O (ε + e− κεζ )
= E[x˜ε(t − ri)x˜ε(s − ri)[I{rε(s)=ri} − νi]]O (ε)
= O (ε).
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dη˜ε(t)
dt
= O (ε1−ζ ), (3.8)
which holds uniformly on [0, T ]. Eq. (3.8) together with η˜ε(0) = 0 yields
sup
0tT
η˜ε(t) = sup
0tT
t∫
0
(
dη˜(ς)
dς
)
dς = O (ε1−ζ ). (3.9)
Combining (3.6) and (3.9) gives E|Zεi (t)|2 = O (ε1−ζ ), which implies (3.2), as required. 
Applying Lemmas 3.4 and 3.5 yields the following convergence of Zi(t).
Lemma 3.6. Let Zεi be deﬁned by (3.1). For any t ∈ [0, T ],
P
(
lim
ε→0
∣∣Zεi (t)∣∣= 0)= 1.
Proof. According to Lemma 3.5, for any t ∈ [0, T ],
lim
ε→0E
∣∣Zεi (t)∣∣2 = 0. (3.10)
By Lemma 3.4, sup−rmtT |xε(t)|  2‖ξ‖eaT . By the deﬁnition of Zεi (t), for any t ∈ [0, T ] and
ε > 0, |Zεi (t)| is uniformly bounded, where the bounding constant may depend on T and ‖ξ‖.
We claim that for any t ∈ [0, T ], limε→0 |Zεi (t)| exists almost surely. For suppose not, there would
exist two convergent subsequences with distinct limits. That is, there exist ε1 and ε2 > 0 such that
limε1→0 |Zε1i (t)| = limε2→0 |Zε2i (t)| a.s., which implies that
η =
∣∣∣ lim
ε1→0
∣∣Zε1i (t)∣∣2 − limε2→0∣∣Zε2i (t)∣∣2
∣∣∣> 0 a.s.
since for x 0, f (x) = x2 is a monotonic function. Note that
Eη E
(
lim
ε1→0
∣∣Zε1i (t)∣∣2)+E( limε2→0∣∣Zε2i (t)∣∣2
)
.
By (3.10), for any t ∈ [0, T ] and each ε j ( j = 1,2),
lim
ε j→0
E
∣∣Zε ji (t)∣∣2 = 0. (3.11)
Noting that limε j→0 |Zε ji (t)| exists (so lim inf = lim), by Fatou’s Lemma, for any t ∈ [0, T ],
E
(
lim
ε j→0
∣∣Zε ji (t)∣∣2)= E( lim infε j→0 ∣∣Zε ji (t)∣∣2
)
 lim inf
ε j→0
E
∣∣Zε ji (t)∣∣2 = limε j→0E∣∣Zε ji (t)∣∣2 = 0. (3.12)
This implies that Eη  0, which is a contradiction to η > 0 a.s. This shows that limε→0 |Zεi (t)| exists
almost surely.
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E
(
lim
ε→0
∣∣Zε(t)∣∣2) lim
ε→0E
∣∣Zε(t)∣∣2 = 0. (3.13)
For any t ∈ [0, T ], we have
lim
ε→0
∣∣Zε(t)∣∣2 = ( lim
ε→0
∣∣Zε(t)∣∣)2.
This, together with (3.13) gives
E
(
lim
ε→0
∣∣Zε(t)∣∣)2 = 0. (3.14)
Let X(t) = limε→0 |Zε(t)|. Note that for any t ∈ [0, T ], X(t)  0, so (3.14) yields EX2(t) = 0. This
implies that X(t) = 0 a.s. That is, for any t ∈ [0, T ],
P
(
lim
ε→0
∣∣Zε(t)∣∣= 0)= 1,
which completes the proof of the lemma. 
Lemma 3.7. For some t1  0, let xε(t) be a solution of (2.4) on [t1 −rm, t1]. If xε(t) = 0 for all t ∈ [t1 −rm, t1],
then
xε(t1)x˙
ε(t)|t=t1 < 0.
Proof. Note that all ri  rm , i = 1, . . . ,m, and that xε(t) = 0 for all t ∈ [t1 − rm, t1], which imply that
xε(t) does not change sign in [t1 − rm, t1]. We therefore have
xε(t1)x
ε
(
t1 − rε(t1)
)
> 0.
This leads to
xε(t1)x˙
ε(t)|t=t1 = −axε(t1)xε
(
t1 − rε(t1)
)
< 0,
as required. 
Lemma 3.8. Assume that the conditions in Theorem 3.1 are satisﬁed and let t1  rm. Let xε(t) be a solution
of (2.4) on [t1 − 2rm, T ] such that T > t1 + rm and xε(t1) = 0. Then
P
[
sup
t∈[t1,T ]
(
lim
ε→0
∣∣xε(t)∣∣) sup
s∈[t1−2rm,t1]
(
lim
ε→0
∣∣xε(s)∣∣)]= 1. (3.15)
Proof. The proof is divided into two steps.
Step 1: Preliminary estimates. Suppose that this assertion were not true. Then there would exist
A ⊂ Ω with P(A) > 0 such that for each ω ∈ A,
sup
t∈[t ,T ]
(
lim
ε→0
∣∣xε(ω, t)∣∣)> sup
t∈[t −2r ,t ]
(
lim
ε→0
∣∣xε(ω, t)∣∣). (3.16)
1 1 m 1
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Lemma 3.4 yields that xε(t) is uniformly bounded on [−rm, T ], which implies that (3.16) is equivalent
to
lim
ε→0
(
sup
t∈[t1,T ]
∣∣xε(ω, t)∣∣)> lim
ε→0
(
sup
t∈[t1−2rm,t1]
∣∣xε(ω, t)∣∣), (3.17)
which implies that there exists a suﬃciently small ε0 such that for any ε ∈ (0, ε0],
sup
t∈[t1,T ]
∣∣xε(ω, t)∣∣> sup
t∈[t1−2rm,t1]
∣∣xε(ω, t)∣∣. (3.18)
Let us ﬁx ω0 ∈ A and let φ0 = sups∈[t1−2rm,t1] |xε(ω0, t)|. Noting that xε(t1) = 0, (3.18) implies that
there exist
t3 = inf
{
t > t1;
∣∣xε(ω0, t)∣∣> φ0} and t2 = sup{t < t3; ∣∣xε(ω0, t)∣∣= 0}.
Then by continuity of the solution, |xε(ω0, t3)| = φ0 and
t1  t2 < t3 < T .
Note that for all t ∈ (t2, t3], xε(ω0, t) = 0. We suppose that xε(ω0, t) > 0 for all t ∈ (t2, t3] (the proof
for the case xε(ω0, t) < 0 is similar). Then from the deﬁnition of t3, there exists t4 > t3 such that
x˙ε(ω0, t)|t=t4 > 0 and xε(ω0, t) > φ0 for all t ∈ (t3, t4] and xε(ω0, t4) = sups∈[t3,t4] xε(ω0, s). Fig. 1
illustrates the choice of t1, t2, t3, and t4. It follows from Lemma 3.7 that t4 < t2 + rm , where we
assumed that t2 + rm < T since T is an arbitrary constant. Let
φ = sup
s∈[t3,t4]
xε(ω0, s) = xε(ω0, t4). (3.19)
It follows that for all t ∈ [t1 − rm, t4],
∣∣x˙ε(ω0, t)∣∣ a∣∣xε(ω0, t − rε(t))∣∣ aφ (3.20)
and
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∣∣∣∣∣
t2∫
t
x˙ε(ω0, s)ds
∣∣∣∣∣
= a
∣∣∣∣∣
t2∫
t
xε
(
ω0, s − rε(s)
)
ds
∣∣∣∣∣ aφ|t2 − t|, (3.21)
where we used the condition xε(ω0, t2) = 0. It follows from (3.20) and (3.21) that for t2  t + t2 
min{t2 + r1, t4},
x˙ε(ω0, t + t2)
= −a
m∑
i=1
xε(ω0, t + t2 − ri)I{rε(t+t2)=ri}
= −a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] − a
m∑
i=1
νi x
ε(ω0, t + t2 − ri)
−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] + a
m∑
i=1
νi
∣∣xε(ω0, t + t2 − ri)∣∣
−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] + a
m∑
i=1
νi min
{
φ,aφ(ri − t)
}
= −a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] + aφ
m∑
i=1
νi min
{
1,a(ri − t)
}
. (3.22)
Note that t ∈ [r1, t4−t2] is equivalent to t+t2−r1 ∈ [t2, t4−r1], so xε(ω0, t+t2−r1) 0. We therefore
have that for all t ∈ [r1, r2),
x˙ε(ω0, t + t2)
= −a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] − a
m∑
i=1
νi x
ε(ω0, t + t2 − ri)
−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] + a
m∑
i=2
νi
∣∣xε(ω0, t + t2 − ri)∣∣
−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi] + aφ
m∑
i=2
νi min
{
1,a(ri − t)
}
. (3.23)
Similarly, for t ∈ [r j, r j+1), j = 1,2, . . . ,m − 2, since all xε(ω0, t + t2 − r1), . . . , xε(ω0, t + t2 − r j) 0,
we have
x˙ε(ω0, t + t2)−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi]
+ aφ
m∑
i= j+1
νi min
{
1,a(ri − t)
}
. (3.24)
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x˙ε(ω0, t + t2)−a
m∑
i=1
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi]
+ aφνmmin
{
1,a(rm − t)
}
.
Noting that xε(ω0, t2) = 0, we therefore have
xε(ω0, t4) = xε(ω0, t4) − xε(ω0, t2) =
t4−t2∫
0
x˙ε(ω0, t2 + s)ds
−a
m∑
i=1
t4−t2∫
0
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi]dt
+ aφ
m−1∑
i=1
νi
ri∫
0
min
{
1,a(ri − s)
}
ds + aφνm
t4−t2∫
0
min
{
1,a(rm − s)
}
ds.
Noting that t4 − t2 < rm , it follows that
xε(ω0, t4) < −a
m∑
i=1
t4−t2∫
0
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi]dt
+ aφ
m∑
i=1
νi
ri∫
0
min
{
1,a(ri − s)
}
ds.
In view of Lemma 3.6,
lim
ε→0
t4−t2∫
0
xε(ω0, t + t2 − ri)[I{rε(t+t2)=ri} − νi]dt = 0,
which implies that for suﬃciently small ε,
xε(ω0, t4) < aφ
m∑
i=1
νi
ri∫
0
min
{
1,a(ri − s)
}
ds. (3.25)
Step 2: Division into three cases.
Case 1. When ar  1, it is obvious that
xε(ω0, t4) < aφ
m∑
i=1
νiri = arφ  φ,
which is a contradiction to the deﬁnition of φ in (3.19).
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1
a , r j+1, . . . , rm 
1
a , and
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) 1,
xε(ω0, t4) < aφ
j∑
i=1
νi
ri∫
0
a(ri − s)ds + aφ
m∑
i= j+1
νi
[ ri− 1a∫
0
ds +
ri∫
ri− 1a
a(ri − s)ds
]
= aφ
j∑
i=1
ar2i
2
νi + aφ
m∑
i= j+1
νi
(
ri − 12a
)
 φ,
which is also a contradiction to (3.19).
Case 3. When all r1, . . . , rm  1a and ar 
3
2 ,
xε(ω0, t4) < aφ
m∑
i=1
νi
[ ri− 1a∫
0
ds +
ri∫
ri− 1a
a(ri − s)ds
]
= aφ
m∑
i=1
νiri − φ2
= φ
(
ar − 1
2
)
 φ,
which is again a contradiction to (3.19). All of these three cases yield the contradiction. Thus, the
proof is now complete. 
Proof of Theorem 3.1. If we can prove that for any initial data ξ ∈ C1([−rm,0];R), the solution of
Eq. (2.4) satisﬁes that for all t −rm ,
lim
ε→0
∣∣xε(t)∣∣ 2‖ξ‖e2arm =: ψ0, a.s. (3.26)
then the almost sure uniform stability as ε → 0 follows. Suppose that (3.26) is not true, namely, there
exists A ⊂ Ω with P(A) > 0 such that for each ω ∈ A, limε→0 |xε(ω, t)|  ψ0 does not hold. There
must exist t4 > 0 such that limε→0 |xε(ω, t4)| > ψ0. This implies that there exists suﬃciently small ε0
such that for any ε ∈ (0, ε0] such that |xε(ω, t4)| > ψ0. Note that xε(ω,0)  ‖ξ‖ < ψ0. Then we can
choose t2 and t3 such that 0< t2 < t3  t4 and |xε(ω, t2)| = ψ0 and |xε(ω, t3)| > ψ0,{ ∣∣xε(ω, t)∣∣ψ0 for all t ∈ [−rm, t2];∣∣xε(ω, t)∣∣> ψ0 for all t ∈ (t2, t3] (3.27)
and
d
dt
[
xε(ω, t)
]2∣∣
t=t3 = 2x
ε(ω, t3)x˙
ε(ω, t)|t=t3 > 0. (3.28)
By Lemma 3.4, ∣∣xε(ω, t)∣∣ 2‖ξ‖e2arm for all t ∈ [−rm,2rm].
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ists t1 ∈ (t3 − rm, t3) such that xε(ω, t1) = 0. By (3.27), t1 < t2 and hence |xε(ω, t)|  ψ0 for all
t ∈ [t1 − rm, t1]. Therefore, by Lemma 3.8, for all t ∈ [t1, t3],
lim
ε→0
∣∣xε(ω, t)∣∣ sup
s∈[t1−2rm,t1]
(
lim
ε→0
∣∣xε(ω, s)∣∣)ψ0,
which yields a contradiction at t = t3. This completes the proof. 
To prove the almost sure asymptotic uniform stability under ε → 0, under the conditions in Theo-
rem 3.2, let us strengthen the result of Lemma 3.8 as follows.
Lemma 3.9. Assume that the conditions in Theorem 3.2 are satisﬁed and let t1  rm. Let xε(t) be a solution
of (2.4) on [t1 − 2rm, T ] such that T > t1 + rm and xε(t1) = 0. Then
P
[
sup
t∈[t1,T ]
(
lim
ε→0
∣∣xε(t)∣∣) θ sup
t∈[t1−2rm,t1]
(
lim
ε→0
∣∣xε(t)∣∣)]= 1,
where θ ∈ (0,1) is deﬁned as
θ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ar, 0 < ar < 1;
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ), r1, . . . , r j < 1a and r j+1, . . . , rm  1a ,
0 < a
2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) < 1;
ar − 12 , all r1, r2, . . . , rm  1a and 0 < ar < 32 .
(3.29)
This proof is similar to Lemma 3.8 and is thus omitted.
Proof of Theorem 3.2. Deﬁne the stopping time
T˜ = sup{t > 0: ∣∣xε(t)∣∣= 0}.
If T˜ < ∞, then for all t > T˜ , xε(t) = 0. By Lemma 3.7, for t > T˜ + rm , xε(t) has the same sign as
xε(t − rε(t)), so
d
dt
[
xε(t)
]2 = −2axε(t)xε(t − rε(t))< 0 a.s.
on (T˜ + rm,∞), which shows that |xε(t)| → 0 as t → ∞ since 0 is the unique trivial solution
of the switching system (2.4). If T˜ = ∞, there exists a sequence {τi}i0 with τi → ∞ as i → ∞
such that xε(τi) = 0 for each τi . The sequence may be chosen so that τi+1 > τi + 2rm . Let ρi =
sups∈[τi−1,τi ](limε→0 |xε(s)|) for all i = 1,2, . . . . By Lemma 3.9,
θρi  sup
tτi
(
lim
ε→0
∣∣xε(t)∣∣) sup
t∈[τi ,τi+1]
(
lim
ε→0
∣∣xε(t)∣∣)= ρi+1, a.s.
where θ ∈ (0,1) is deﬁned by (3.29). By induction ρn+1  θnρ1, so ρn → 0 as n → ∞ since θ ∈ (0,1).
The above two assertions implies that for any η > 0, there exists T0 = T0(η) > 0 such that for all
t  T0 and ‖ξ‖ < δ, limε→0 |xε(t)| η a.s. Thus the proof is concluded. 
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In this section, we extend the previous results to random delay systems of functional equa-
tions. To consider functional systems with random delay, let us present some additional notation.
Let C([−ri,0];R) denote the family of continuous functions from [−ri,0] to R. Consider the scalar
functional system with random delay
x˙ε(t) = f (xr,εt ) (4.1)
with the initial data ξ ∈ C1([−rm,0];R), where f : C([−rm,0];R) → R is a scalar continuous func-
tional and xr,εt := xr,εt (θ) = {xε(t + θ): −rε(t)  θ  0}. When r(t) = ri , we rewrite xr,εt as xri ,εt ={xε(t + θ): −ri  θ  0}.
The random delay functional system (4.1) includes the integro-differential system with random
delay as a special case, for example,
x˙ε(t) =
0∫
−rε(t)
f
(
xε(t + θ))dμ(θ),
where f is a continuous function and μ is a measure with bounded variation for every ri ∈ S, namely,∫ 0
−ri |dμ| < ∞. To proceed, assume that f satisﬁes the Lipschitz condition and the Yorke condition;
see [36].
Assumption 4.1 (The Lipschitz condition). Let λ be a probability measure on [−rm,0]. For any ϕ,φ ∈
C([−rm,0];R), there exists a constant K such that f satisﬁes
∣∣ f (ϕ) − f (φ)∣∣ K 0∫
−rm
∣∣ϕ(θ) − φ(θ)∣∣dλ(θ) (4.2)
on all t  0.
In this paper, the probability measure λ may be extended to any function on [−rm,0] with
bounded variation.
Assumption 4.2 (The Yorke condition). Assume that there exists a > 0 such that for every ri ∈ S and
φ ∈ C([−ri,0];R), i = 1,2, . . . ,m,
−aMi(φ) f (φ) aMi(−φ),
where Mi(φ) = max{0, sups∈[−ri ,0] φ(s)}.
Note that the Yorke condition shows that f satisﬁes the linear growth condition and the zero solution
is the unique trivial solution of the random delay functional system (4.1).
Theorem 4.1. Let Assumptions 4.1 and 4.2 hold and suppose that one of the following conditions is satisﬁed:
(i) ar  1;
(ii) r1, . . . , r j <
1
a , r j+1, . . . , rm 
1
a ,
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) 1;
(iii) all r1, . . . , rm  1a , ar 
3
2 .
Then the trivial solution of (4.1) is almost surely uniformly stable as ε → 0.
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(i) 0 < ar < 1;
(ii) r1, . . . , r j <
1
a , r j+1, . . . , rm 
1
a , 0<
a2
2
∑ j
i=1 νir
2
i + a
∑m
i= j+1 νi(ri − 12a ) < 1;
(iii) all r1, . . . , rm  1a , 0< ar <
3
2 .
Then the trivial solution of (4.1) is almost surely asymptotically uniformly stable as ε → 0.
Since Assumption 4.2 shows that (4.1) satisﬁes the linear growth condition, so Lemma 3.4 still
holds for the system (4.1). Let xε(t) be the solution of the random delay functional system (4.1). For
rεi ∈ S and any t ∈ [0, T ], deﬁne a sequence of weighted occupation measures Zεi (t) as follows:
Zεi (t) =
t∫
0
f
(
xri ,εs
)[Irε(s)=ri − νi]ds. (4.3)
Under Assumptions 4.1 and 4.2, we establish the following lemma similar to Lemma 3.5.
Lemma 4.3. Let Assumptions 4.1 and 4.2 hold and Zεi (t) be deﬁned by (4.3). Then
lim
ε→0
(
sup
0tT
E
∣∣Zεi (t)∣∣2)= 0. (4.4)
Proof. Deﬁne the same partition of [0, t] as the proof of Lemma 3.5 and consider the piecewise
functional:
f˜ (t) =
⎧⎪⎪⎨⎪⎪⎩
f (xri ,ε0 ), if 0 t < t2;
f (xri ,εtk−1), if tk  t < tk+1;
f (xri ,εtN−1), if t = tN+1.
Using techniques similar to that of (3.3) gives
E
∣∣Zεi (t)∣∣2  2E
∣∣∣∣∣
t∫
0
[
f
(
xri ,εs
)− f˜ (s)][I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
0
f˜ (s)[I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
. (4.5)
The Cauchy–Schwarz inequality yields that for any t ∈ [0, T ],
E
∣∣∣∣∣
t∫
0
[
f
(
xri ,εs
)− f˜ (s)][I{rε(s)=ri} − νi]ds
∣∣∣∣∣
2
 T
t∫
0
E
[
f
(
xri ,εs
)− f˜ (s)]2 ds.
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τ∫
0
E
[
f
(
xri ,εs
)− f˜ (s)]2 ds = τ∫
0
E
[
f
(
xri ,εs
)− f (xr,ε0 )]2 ds
 K 2
τ∫
0
E
[ 0∫
−rm
(
xε(s + θ) − ξ(θ))dλ(θ)]2 ds.
Note that λ is a probability measure. Applying the Hölder inequality gives
[ 0∫
−rm
(
xε(s + θ) − ξ(θ))dλ(θ)]2  0∫
−rm
[
xε(s + θ) − ξ(θ)]2 dλ(θ).
We therefore have
τ∫
0
E
[
f
(
xri ,εs
)− f˜ (s)]2 ds
 K 2
τ∫
0
0∫
−rm
E
(
xε(s + θ) − ξ(θ))2 dλ(θ)ds
= K 2
∫ ∫
D1
E
(
ξ(s + θ) − ξ(θ))2 dλ(θ)ds + K 2 ∫ ∫
D2
E
(
xε(s + θ) − ξ(θ))2 dλ(θ)ds, (4.6)
where D1 = {(s, θ): s ∈ [0, τ ], θ ∈ [−rm,0], s + θ < 0} and D2 = {(s, θ): s ∈ [0, τ ], θ ∈ [−rm,0],
s + θ  0}. Recalling that the initial data satisﬁes the Lipschitz condition, we have∫ ∫
D1
E
(
ξ(s + θ) − ξ(θ))2 dλ(θ)ds K 2 ∫ ∫
D1
s2 dλ(θ)ds
 K 2
τ∫
0
s2 ds
0∫
−rm
dλ(θ)
= K
2τ 3
3

K 2t32
3
= O (ε3−3ζ ). (4.7)
Noting that s + θ  0 for (s, θ) ∈ D2, we therefore have∫ ∫
D2
E
(
xε(s + θ) − ξ(θ))2 dλ(θ)ds
 2
∫ ∫
D
E
(
xε(s + θ) − xε(0))2 dλ(θ)ds + 2∫ ∫
D
E
(
ξ(0) − ξ(θ))2 dλ(θ)ds. (4.8)2 2
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D2
E
(
ξ(0) − ξ(θ))2 dλ(θ)ds = O (ε3−3ζ ). (4.9)
Assumption 4.2 shows that f satisﬁes the linear growth condition, so, for any t ∈ [0, T ] and r(t) ∈ S,
so the result of Lemma 3.4 still hold for the functional system (4.1), namely, for any t ∈ [0, T ],
∣∣ f (xr,εt )∣∣ 2a‖ξ‖eaT .
Noting that 0 s + θ  s for (s, θ) ∈ D2, we therefore have
∫ ∫
D2
E
(
xε(s + θ) − xε(0))2 dλ(θ)ds = ∫ ∫
D2
E
∣∣∣∣∣
s+θ∫
0
x˙ε(ς)dς
∣∣∣∣∣
2
dλ(θ)ds
=
∫ ∫
D2
E
∣∣∣∣∣
s+θ∫
0
f
(
xri ,ες
)
dς
∣∣∣∣∣
2
dλ(θ)ds
 4a2‖ξ‖2e2aT
∫ ∫
D2
(s + θ)2 dλ(θ)ds
 4a2‖ξ‖2e2aT
τ∫
0
s2 ds
0∫
−rm
dλ(θ)
= 4
3
a2‖ξ‖2e2aT τ 3 = O (ε3−3ζ ). (4.10)
Substituting (4.7), (4.9) and (4.10) into (4.6) gives
t2∫
0
E
[
f
(
xri ,εs
)− f˜ (s)]2 ds = O (ε3−3ζ ).
This together with Assumption 4.1 gives
t∫
0
E
∣∣ f (xri ,εs − f˜ (s))∣∣2 ds
=
N∑
k=2
tk+1∫
tk
E
∣∣ f (xri ,εs − f (xri ,εtk−1)∣∣2 ds + O (ε3−3ζ )
 K 2
N∑
k=2
tk+1∫
t
0∫
−r
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds + O (ε3−3ζ ).k m
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tk+1∫
tk
0∫
−rm
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds.
If tk−1  rm , similar to the computation of (4.10),
tk+1∫
tk
0∫
−rm
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds
=
tk+1∫
tk
0∫
−rm
E
∣∣∣∣∣
s+θ∫
tk−1+θ
x˙ε(ς)dς
∣∣∣∣∣
2
dλ(θ)ds
=
tk+1∫
tk
0∫
−rm
E
∣∣∣∣∣
s+θ∫
tk−1+θ
f
(
xri ,εs
)
dς
∣∣∣∣∣
2
dλ(θ)ds
 4a2‖ξ‖2e2aT
tk+1∫
tk
(s − tk−1)2 ds
 4a2‖ξ‖2e2aT (tk+1 − tk−1)3
= O (ε3−3ζ ). (4.11)
If tk−1 < rm ,
tk+1∫
tk
0∫
−rm
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds
=
tk+1∫
tk
−tk−1∫
−rm
E
∣∣xε(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds
+
tk+1∫
tk
0∫
−tk−1
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds.
Similar to the computation of (4.11),
tk+1∫
tk
0∫
−tk−1
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds = O (ε3−3ζ ). (4.12)
Deﬁne D3 = {(s, θ): s ∈ [tk, tk+1], θ ∈ [−rm,−tk−1], s + θ  0} and D4 = {(s, θ): s ∈ [tk, tk+1], θ ∈
[−rm,−tk−1], s + θ < 0}. Then
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tk
−tk−1∫
−rm
E
∣∣xε(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds
=
∫ ∫
D3
E
∣∣xε(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds
+
∫ ∫
D4
E
∣∣ξ(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds.
Similar to the computation of (4.7),∫ ∫
D4
E
∣∣ξ(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds = O (ε3−3ζ ) (4.13)
and similar to (4.8), ∫ ∫
D3
E
∣∣xε(s + θ) − ξ(tk−1 + θ)∣∣2 dλ(θ)ds = O (ε3−3ζ ). (4.14)
(4.12), (4.13), and (4.14) show that if tk−1 < rm ,
tk+1∫
tk
0∫
−rm
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds = O (ε3−3ζ ).
This, together with (4.11), gives
tk+1∫
tk
0∫
−rm
E
∣∣xε(s + θ) − xε(tk−1 + θ)∣∣2 dλ(θ)ds = O (ε3−3ζ ),
which shows that
t∫
0
E
∣∣ f (xri ,εs )− f˜ (s)∣∣2 ds = K 2 N∑
k=0
O
(
ε3−3ζ
)= O (ε2−2ζ ). (4.15)
Let us now estimate the second term of (4.5). Denote
ηε(t) = E
[ t∫
0
f˜ (s)(I{rε(s)=ri} − νi)ds
]2
.
Note that for all s ∈ [0, T ], f˜ (s) is a bounded functional. When t ∈ [tk, tk+1), f˜ is Ftk−1 -measurable.
Hence, repeating the same proof process of Lemma 3.5, similar to (3.9), we may obtain
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0tT
ηε(t) = O (ε1−ζ ).
This, together with (4.15) gives the desired assertion (4.4). 
Using similar technique to Lemma 3.6, we can establish the following convergence result of Zεi .
Lemma 4.4. Let Zεi be deﬁned by (4.3). For any t ∈ [0, T ],
P
(
lim
ε→0
∣∣Zεi (t)∣∣= 0)= 1.
Note that Lemma 3.7 still holds for system (4.1). Now let us give the result similar to Lemma 3.8
for the random delay functional system (4.1).
Lemma 4.5. Assume that the conditions in Theorem 4.1 are satisﬁed and let t1  rm. Let xε(t) be a solution
of (4.1) on [t1 − 2rm, T ] such that T > t1 + rm and xε(t1) = 0. Then
P
[
sup
t∈[t1,T ]
(
lim
ε→0
∣∣xε(t)∣∣) sup
s∈[t1−2rm,t1]
(
lim
ε→0
∣∣xε(s)∣∣)]= 1. (4.16)
Proof. The proof is similar to that of Lemma 3.8. Suppose that the assertion (4.16) is not true. Then
there exists A ⊂ Ω with P(A) > 0 such that for each ω ∈ A
sup
t∈[t1,T ]
(
lim
ε→0
∣∣xε(ω, t)∣∣)> sup
s∈[t1−2rm,t1]
(
lim
ε→0
∣∣xε(ω, s)∣∣).
By the uniform boundedness of xε(t) on t ∈ [0, T ], there exists suﬃciently small ε0 such that for any
ε ∈ (0, ε0],
sup
t∈[t1,T ]
∣∣xε(ω, t)∣∣> sup
s∈[t1−2rm,t1]
∣∣xε(ω, s)∣∣.
Similar to the proof of Lemma 3.8, let us ﬁx ω0 ∈ A and use the same deﬁnitions of φ, φ0, t2, t3
and t4 as before. By Assumption 4.2, for all t ∈ [t1 − rm, t4],∣∣x˙ε(ω0, t)∣∣= ∣∣ f (xr,εt,ω0)∣∣ a( sup−rmθ0
∣∣x(ω0, t + θ)∣∣) aφ, (4.17)
which, together with xε(ω0, t2) = 0, gives
∣∣xε(ω0, t)∣∣= ∣∣xε(ω0, t2) − xε(ω0, t)∣∣=
∣∣∣∣∣
t2∫
t
f
(
xr,εs,ω0
)
ds
∣∣∣∣∣

∣∣∣∣∣
t2∫
t
a
[
sup
−rmθ0
∣∣xε(ω0, s + θ)∣∣]ds
∣∣∣∣∣ aφ|t2 − t|, (4.18)
where xr,εt,ω0 = {x(ω0, t + θ), −r(t) θ  0}. Similar to (3.22), it follows from (4.17) and (4.18) that for
t2  t + t2 min{t2 + r1, t4},
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m∑
i=1
f
(
xri ,εt+t2,ω0
)
I{rε(t+t2)=ri}
=
m∑
i=1
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi] − a m∑
i=1
νi x
ε(ω0, t + t2 − ri)

m∑
i=1
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi] + aφ m∑
i=1
νi min
{
1,a(ri − t)
}
.
Note that t ∈ [r1, t4 − t2] is equivalent to t + t2 − r1 ∈ [t2, t4 − r1], so xε(ω0, t + t2 − r1)  0. Similar
to (3.23), we have that for all t ∈ [r1, r2),
x˙ε(ω0, t + t2)
m∑
i=1
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi] + aφ m∑
i=2
νi min
{
1,a(ri − t)
}
.
Similarly, for t ∈ [r j, r j+1), j = 1,2, . . . ,m − 2, since all xε(ω0, t + t2 − r1), . . . , xε(ω0, t + t2 − r j) 0,
we have
x˙ε(ω0, t + t2)
m∑
i=1
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi] + aφ m∑
i= j+1
νi min
{
1,a(ri − t)
}
.
Finally, for all t ∈ [rm−1, t4 − t2], since all xε(ω0, t + t2 − r1), . . . , xε(ω0, t + t2 − rm−1)  0, similar
to (3.24), we have
x˙ε(ω0, t + t2)
m∑
i=1
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi] + aφνmmin{1,a(rm − t)}.
Noting that xε(ω0, t2) = 0, we therefore have
xε(ω0, t4) = xε(ω0, t4) − xε(ω0, t2)
=
t4−t2∫
0
x˙ε(ω0, t2 + s)ds

m∑
i=1
t4−t2∫
0
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi]dt
+ aφ
m−1∑
i=1
νi
ri∫
0
min
{
1,a(ri − s)
}
ds + aφνm
t4−t2∫
0
min
{
1,a(rm − s)
}
ds.
Recalling that t4 − t2 < rm , it follows that
xε(ω0, t4) <
m∑
i=1
t4−t2∫
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi]dt + aφ m∑
i=1
νi
ri∫
min
{
1,a(ri − s)
}
ds.0 0
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lim
ε→0
t4−t2∫
0
f
(
xri ,εt+t2,ω0
)[I{rε(t+t2)=ri} − νi]dt = 0,
which implies that for suﬃciently small ε,
xε(ω0, t4) < aφ
m∑
i=1
νi
ri∫
0
min
{
1,a(ri − s)
}
ds.
Then repeating the argument as in Lemma 3.8 leads to the desired assertion. 
Similarly, we may establish the result similar to Lemma 3.9 for the random delay functional sys-
tem (4.1). Similar to proofs of Theorems 3.1 and 3.2, Theorems 4.1 and 4.2 follow. We omit the details
of proofs.
5. An illustrative example
This section presents an example to demonstrates our results. Consider the scalar pure random
delay system
x˙ε(t) = −xε(t − rε(t)) (5.1)
with the initial data ξ(θ) = 2 for θ ∈ [−2,0], where rε(t) is a continuous-time Markov chain whose
the state space is S= {1,2} and the generator is (Q /ε) + Q 0 with
Q =
[−0.4 0.4
0.6 −0.6
]
and Q 0 =
[−0.2 0.2
0.1 −0.1
]
.
It is easy to compute that the stationary distribution is given by ν = (0.6,0.4). The system (5.1) may
be seen as a switching system between the two subsystems
x˙(t) = −x(t − 1), (5.2)
x˙(t) = −x(t − 2) (5.3)
according to this Markov chain. By Theorem 1.2, the system (5.2) is stable but the system (5.3) is
unstable. Note that r = 0.6 + 0.4 × 2 = 1.4 < 3/2. By condition (iii) of Theorem 3.2, the switching
system (5.1) is almost surely asymptotically uniformly stable under ε → 0. When we choose ε = 0.1,
Fig. 2 conﬁrms our results.
In fact, when all delays ri  1, the stability condition r < 3/2 is very sharp. To see this, let us
choose
Q =
[−0.8 0.8
0.2 −0.2
]
and Q 0 does not change, which implies that the stationary distribution is ν = (0.2,0.8) and r =
0.2 + 0.8 × 2 = 1.8 > 3/2 (is also bigger than π/2). Choose ε = 0.1. Fig. 3 shows that the switching
system is not stable.
904 F. Wu et al. / J. Differential Equations 253 (2012) 878–905Fig. 2. Left graph: when delay is 2, the system is not stable and the system with delay 1 is stable. Right graph: ar = 1.4, the
switching system is stable.
Fig. 3. ar = 1.8, the switching system is not stable.
6. Concluding remarks
In this paper, we have revised Yorke’s model with a substantial generalization of considering the
delays being random. Our main focus has been the stability of the associated dynamic systems. Dif-
ferent from many existing results, the stability depends on the random delays explicitly. The results
obtained will be important for systems arising in communication networks and control systems.
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