The problem of obtaining designs that result in the greatest precision of the parameter estimates is encountered in at least two situations in which item response theory (IRT) (1976). Although this result has been used to stress the importance of multiple-matrix sampling designs, the question still remains whether these designs are also efficient to estimate IRT parameters.
The notion of information about parameters in item response theory (IRT) models has led to several applications. In test construction and item selection, for example, Theunissen (1985) , van der Linden (1987) , and van der Linden and Boekkooi-Timminga (1989) used the information about ability (0) parameters to obtain optimal item selection procedures and test designs. Samejima (1977) demonstrated how information as a function of 0 can be used in tailored/adaptive testing. Lord (1974) , Lord and Wingersky (1985) , and Thissen and Wainer (1982) , among others, used the asymptotic standard errors obtained from the inverse of the information on the parameters to compare the relative efficiency of tests, models, and designs. Vale (1986) applied sampling designs to minimize equating errors. Lord (1980) and Hambleton and Swaminathan (1985) described applications of information as a function of the IRT parameters in various fields of measurement. Lord (1962) investigated precision of the estimation of population means for an item domain and demonstrated that for a fixed number of item-person confrontations, the mean performance of a population for an item domain is estimated most reliably when each item is taken by a different sample of persons. A similar result was obtained empirically by Pandey and Carlson (1976) . Although this result has been used to stress the importance of multiple-matrix sampling designs, the question still remains whether these designs are also efficient to estimate IRT parameters.
As the sampling concept from survey analysis gained currency in educational measurement, the interest in alternative sampling designs increased. In large-scale assessment studies, it would save considerable classroom administration time if only a subset of items instead of a whole test is administered to the examinees. Whether such a selection of items would influence the efficiency of the item parameter estimates will depend on the assumed IRT model.
The efficiency of designs is considered here in terms of a generalized variance criterion connected with IRT parameters, and this criterion is used to compare the efficiencies of designs for the one-, two-and three-parameter models. The results of this comparison are relevant to constructors of item banks who need to estimate the item parameters efficiently. The use of information in IRT models is discussed first, however, and heuristic arguments are given to propose the generalized variance criterion.
Information in IRT Models
The notion of information in any statistical model is connected with the estimation of unknown parameters. The amount of information is defined (Kendall & Stuart, 1973, p. (1985) suggested gathering the information in the response data about the m parameters in the following partitioned matrix:
The 3n x 3n superdiagonal matrix I contains the 3 x 3 item information matrices 1, through In for n different items for the parameters c~;, b;, and ci, respectively. Note that the off-diagonal elements of I are 0, although the estimated covariances among estimated item parameters for different items may not be. The {lV -2) x (IV -2) diagonal matrix J Thissen & Wainer, 1982) assumes 8j to be known, whereas the second approach (de Gruijter, 1985 Gruijter, , 1988 does not assume that Os are known, but rather that they have to be estimated. It is argued here that the approach that assumes 8; to be unknown is in fact implemented by using the information on the item parameters corrected for the joint information with the Os.
The first approach uses the fact that the maximum likelihood estimator A, of the triplet fl¡ = (a;, bi, ci) is asymptotically normally distributed with covariance matrix Cov(t1¡) (Kendall & Stuart, 1973, p. 59), which can be obtained from the inverse of the information matrix:
The elements of the 3 x 3 information matrices II through In can be obtained from Lord (1980, p. 191) , and the standard errors of the estimated parameters can be obtained from the diagonal elements of Coval)
The second approach is based on the full information matrix Inf, ( Let the item parameters be of primary interest. The normal probability density of the estimator of the item parameters (Graybill, 1969) is then given by:
where Cov*(~) is the leading 3n x 3n matrix of Cov (4) [for the one-and two-parameter models the matrix Cov*(iJ,) will be of order n x n and 2n x 2n, respectively]. Shannon (1948) proposed the following measure of uncertainty about the parameters, which is related to information theory and is associated with the probability density: The criterion-the determinant of the covariance matrix of the estimated parameters-is often referred to as the generalized variance (Anderson, 1984) The relative efficiencies for the one-, two-, and three-parameter models are given in Figure 1 Cov*(Ø-¡} was a scalar for the one-parameter model, and Cov*(~;) was a matrix of orders 2 x 2 and 3 x 3, respectively, for the two-and three-parameter models.
As expected for the one-parameter model, decreasing the values of SD, will result in an increase in efficiency. For the two-parameter model, however, a decrease in SD, will not always lead to an increase in efficiency. For this model, the relative efficiency increases first, and eventually decreases as the sDe becomes smaller. This effect can be explained by the fact that the variance of the estimated discrimination parameter generally increases as SD, becomes smaller. Thus, the increasing variance of the discrimination parameter will dominate the outcome of the generalized variance as SD, becomes smaller. Note that a similar effect is also found in regression analysis, where the variance of the estimated slope is inversely related to the variance of the independent variable.
The pattern of relative efficiencies for the three-parameter model is the reverse of the pattern noted for the one-parameter model, and it differs from the pattern for the two-parameter model. It should be noted that, for the three-parameter model, the information on c; and the joint information of c; with the other two parameters is taken into account. For items of easy and average difficulty, the information on c; is relatively small, but the joint information of c; and bi is relatively large, whereas the information on c; is relatively large for difficult items. This causes the variances and covariances in the 3 x 3 matrix Cov*(ii¡} to differ from the corresponding variances and covariances in the 2 x 2 matrix Cov*(JÎ¡) for the two-parameter model. Thissen and Wainer (1982) offer a further explanation for the differences in variance of the estimated parameters for the two-and three-parameter models. The most efficient design for the three-parameter model is one in which the 8s have a relatively large standard deviation. The relative efficiencies in Figure 1 suggest that efficiency will be gained by sampling examinees from subpopulations with relatively small differences in 0 among examinees for the one-and two- Figure 2 for a fixed number of examineeitem combinations (~l x n). It was assumed that the Os were uniformly distributed with a certain mean and range. The test consisted of n = 7 items, even though different groups took different items, as explained below. The computations were performed for all items having the same ca; value. This procedure was repeated for a; values of .5, 1.0, 1.5, and 2.0. It was assumed that c; = 0 for the threeparameter model. In addition, the efficiency measure given by Equation 16 was directly computed using item and 0 parameter values. Results can differ when the relative efficiency measure is based on estimated item and 0 parameters. Depending on the range of the 0 scale employed, some items can be used as anchors for the actual estimation and scaling of item parameters. 
Discussion
A generalized variance criterion to measure efficiency in IRT models was proposed and illustrated here. Although this criterion takes into account both the variances and covariances of maximum likelihood (ML) estimators of the item parameters and assumes that the 0 parameters are fixed and unknown, it may not be optimal in all situations. Several other optimality criteria-defined as a function of the asymptotic variance-covariance matrix of ML estimators-have been proposed in the literature for optimal designs. One review of these criteria is given by Atkinson (1982) . Each of these measures has advantages in specific situations and may be more or less sensitive to different scale restrictions of the parameters. The effect of scale restrictions in relation to the other optimality criteria needs to be studied more carefully.
Suppose that a test that measures certain skills is considered in which examinees are grouped according to their ability to master such skills. If the easy items from this test are administered to the examinees with lower ability, and the difficult items are administered to the examinees with higher ability, the application of the generalized variance criterion leads to the following recommendations for efficient estimation of the item parameters:
1. For the one-and two-parameter models, it would be more efficient to administer the easy half of a test to a sample of about .67N lower-ability examinees, the difficult half to another sample of about .67N higher-ability examinees, and the items of average difficulty to about . 
