Abstract-The problem of identifying an autonomous nonlinear system, that is, the problem of finding a state-space description of a given sequence generated by sampling the output of an unknown autonomous nonlinear system, is studied. A theoretical framework which combines the use of the Schröder functional equation with realization-theoretic techniques is developed.
I. INTRODUCTION
The identification problem for linear dynamical systems has been solved both in a deterministic and a stochastic framework [1 -5] . Prediction error methods and subspace identification methods broadly constitute the classical approaches to linear system identification. The former revolves around the minimization of a prediction error criterion and is widely recognized as the state of the art for the identification of (single-input single-output) linear systems [1 , 2] . The latter is coordinate-free and based on geometric arguments which draw upon linear realization theory [3 -5] .
The identification of nonlinear dynamical systems is more complex and, for many aspects, is still an open problem: only ad hoc methods or partial solutions for specific classes of systems are available in the literature. The proposed approaches make use of tools and algorithms originated in the most disparate areas of research, such as statistics, numerical analysis and control theory [1 -7] .
The adoption of a statistical approach to the identification of state-space nonlinear systems has been discussed, e.g., in [8 , 9] . The extension of several linear identification methods to Hammerstein-Wiener systems has been discussed, for example, in [10 -12] . The applicability of subspace identification methods to bilinear systems has been studied, e.g., in [13] . A dedicated framework for discrete-time linear parameter-varying systems and for discrete-time bilinear state-space systems has been developed in [14] . Recently, subspace identification methods have been implemented in some applications, e.g., in the modelling of vibrating structures [15] . Further detail and an in-depth discussion on the latest developments in nonlinear systems identification can be found in the survey [16] .
Goal of this work is to propose a geometric framework for the solution of the identification problem for autonomous nonlinear systems based on the differential geometric approach to nonlinear systems [17 , 18] and on the solution of the Schröder equation [19 , 20] : a functional equation which traces its roots to the linearization of nonlinear dynamical systems [21] . The exposition is inspired and motivated by ideas drawn from nonlinear realization theory and, with the exception of minor modifications, proceeds along the same lines as in [17] . To the best of the authors' knowledge, this is the first work where the Schröder equation is used for the purpose of identification. This paper is conceptual in nature and intended to provide a preliminary treatment of the subject. The authors are aware that important issues, such as identifiability and the effect of noise, are disregarded and will address these issues in future investigations.
The rest of the paper is organized as follows. Section II formulates the identification problem for autonomous nonlinear systems. Section III contains a review of the necessary background material. Section IV establishes preliminary results and Section V illustrates the main results. Finally, a discussion on the results presented is given in Section VI and conclusions and future directions of research are outlined in Section VII.
Notation: Z ≥0 (resp. Z >0 ) denotes the set of non-negative (resp. positive) integer numbers. R, R n and R p×m denote the set of real numbers, of n-dimensional vectors with real entries and of p × m-dimensional matrices with real entries, respectively. R ≥0 (resp. R >0 ) denotes the set of non-negative (resp. positive) real numbers. C <0 (resp. D) denote the set of complex numbers with negative real part (resp. with modulus less than one). x denotes the standard Euclidean norm of the vector x ∈ R n . λ(A) denotes the spectrum of the matrix A ∈ R n×n . M denotes the transpose of the matrix M ∈ R p×m . ϕ • ψ and ϕ −1 denote the composition of the functions ϕ and ψ and the inverse function of ϕ, respectively, provided they exist. The iterates of the function ϕ are defined recursively as ϕ k+1 = ϕ k • ϕ for all k ∈ Z ≥0 , with ϕ 0 the identity map. No confusion should arise when superscripts are used for powers of matrices, since the meaning of the notation is clear from the context. The flow of the differentiable vector field f : R n → R n passing through x ∈ R n at time t = 0 is denoted by φ 
II. PROBLEM FORMULATION
Consider a continuous-time, autonomous, nonlinear system described by equations of the forṁ
2016 American Control Conference (ACC) Boston Marriott Copley Place July [6] [7] [8] 2016 . Boston, MA, USA in which x(t) ∈ X ⊂ R n and y(t) ∈ R p denote the state and the output of the system at time t ∈ R ≥0 , respectively. The state space X is assumed to be an open connected set containing the origin and invariant under the flow of system (1). The mappings f : X → X and h : X → R p are assumed to be analytic 1 , i.e. locally representable by a convergent power series in their arguments, and such that f (0) = 0 and h(0) = 0. In addition, we make the following assumptions. Assumption 1. The equilibrium at the origin of system (1) is exponentially stable on X, i.e. there exist scalars η 1 > 0 and η 2 > 0 such that
Remark 1. Assumption 1 implies the forward completeness of the system (1), i.e. for every x ∈ X the curve t → φ f t (x) is defined for all t ∈ R ≥0 . Remark 2. For a continuous-time, autonomous, linear system described by equations of the forṁ
. The same conclusion holds if system (2) is the linearised system associated with system (1).
The identification problem for systems of the form (1) consists in finding (i) the dimension n > 0 of system (1), and (ii) the mappings f : X → X and h : X → R p , from a given sequence {y(t k )} N k=0 of observed output measurements, with {t k } N k=0 a strictly increasing sequence of non-negative real numbers referred to as the sampling instants.
Problem (i) is hard in general, except for a few special cases. A simple way to circumvent this issue is to postulate the dimension of the state space of the system a priori and then evaluate the quality of each candidate solution according to some application-dependent criteria [2] . For this reason, we disregard the important issue of finding the dimension of the system, which is assumed to be given henceforth, and we concentrate on problem (ii). For further detail on problem (i) the reader may consult [2 , 22] and references therein.
Since the primary interest of the paper is conceptual, we consider the ideal case in which N = ∞. Finally, we make the following assumption. Assumption 2. The sampling instants {t k } k∈Z ≥0 are equidistant, i.e.
in which the constant δ ∈ R >0 is given and referred to as the sampling period. Remark 3. A global solution to the identification problem posed above may not exist. While linear systems behave globally in the same way as they behave locally, it is not necessarily possible to establish global dynamical properties for most nonlinear systems. As a result, we restrict our goal to describing the behaviour of the system only in a neighborhood of the (unknown) initial condition. Remark 4. There exist infinitely many nonlinear systems able to produce the output generated by system (1). More specifically, the systeṁ
, and τ a (local) diffeomorphism 2 , has the same output behavior as the system (1). To remove this shortcoming, every solution of the form (3) is considered acceptable, consistently with the coordinate-free approach adopted in linear subspace identification [3 -5] .
The main idea of this work is to reduce the identification problem for systems of the form (1) to the solution of the Schröder equation [19 , 20] 
in the unknown function Ψ provided both sides of the equation are defined, with N a neighborhood of the origin, ϕ the time-δ map of system (1), defined as ϕ = φ f δ , and Φ the constant matrix defined as Φ = e Aδ , with
Under the stated assumptions, any invertible solution Ψ of (4) allows to express the iterates ϕ k as
and the vector field f as
Modifying a construction from nonlinear realization theory [17] , one may manufacture a function h : N → R p compatible with the given output data, i.e. such that
for some x ∈ N , which determines a state-space description able to generate the prescribed output behaviour when initialized at some specific point of the state space and thus solves the identification problem posed. 
III. BACKGROUND MATERIAL
This section contains a brief review of elementary notions concerning formal power series [23] , nonlinear control theory [17] , and sampled-data systems theory [18] needed in the following sections.
A. Formal power series
A formal power series in one indeterminate with coefficients in R p is a mapping of the form s : Z ≥0 → R p . The image of an element k ∈ Z ≥0 under s is denoted by s k and is called the coefficient of k in s. A formal power series s is typically represented by a formal infinite sum of the form
The set of formal power series in one indeterminate with co-
A polynomial with coefficients in R p is a formal power series with finite support. The set of polynomials with coefficients in R p is denoted by R p [z]. Formal power series can be combined using various
• the sum of r and s, denoted by r + s, as
• the scalar product of α and r, denoted by αs, as The shift operator σ :
] which acts as a "backward shift" on the coefficients of a given formal power series. The i-th iterate of the shift oper-
B. Observability
The observation space O of system (1) is the smallest linear space over R of functions on X containing the functions h 1 , . . . , h p closed under Lie derivation with respect to the vector field f , where h i , with i ∈ [1, p], is the i-th component of the function h. The observation space O defines the observability codistribution dO(x) = span {dψ(x), ψ(x) ∈ O} , x ∈ X, in which dψ denotes the differential of the function ψ. The system (1) is said to satisfy the observability rank condition at x ∈ X if dim dO(x) = n.
C. Sampled-data representations
The sampling operation is modeled by an operator which associates to the output of system (1) a formal power series the coefficients of which coincide with the value of the output at the sampling instants, i.e.
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Remark 5. The sampled-data representation with sampling period δ ∈ R >0 of a linear system described by equations of the form (2) is of the form
Aδ and Γ = C.
IV. PRELIMINARY RESULTS
The solution of the identification problem for systems of the form (1) requires additional mathematical machinery. Most of the material presented below is borrowed from [17] and adapted to the purposes of this work.
A. The notion of realization
In analogy with the terminology used in nonlinear realization theory, we introduce the following definitions. Definition 2. A formal power series s ∈ R p [[z]] is said to be convergent if there exist scalars M > 0 and ρ > 0 such that
] is convergent in the sense of Definition 2, then z → k∈Z ≥0 s k z k defines an analytic function on an open sphere the radius of which depends on the rate of convergence of the series. Lemma 1. Consider the system (1) with initial condition
] is a formal power series with coefficients defined as
then s is convergent. Remark 7. For a linear system described by equations of the form (2) with initial condition x(0) = x 0 , the coefficients of a formal power series defined as in (7) can be expressed as
Definition 3. A system of the form (1) is called a realization of the convergent formal power series s ∈ R p [[z]] around x 0 ∈ R n associated with the sampling period δ ∈ R >0 if the flow of the vector field f and the function h are defined in a neighborhood of x 0 and satisfy the condition (7).
Remark 8. The notion of realization introduced in Definition 3 is fundamentally different from the one given, e.g., in [17, p. 122] . In nonlinear realization theory, the notion of realization is defined noting that evaluating of the observation space at a point completely specifies (locally) the output of an analytic system. By contrast, Definition 3 is based on the correspondence between the output of a system of the form (1) and its values at equidistant sampling instants, which, in general, is not one-to-one. This raises a question of identifiability, which can be dealt with by restricting the goal to identifying system (1) modulo the equivalence class of systems with identical output values at the sampling instants.
B. The Hankel mapping
Inspired and motivated by the theory of linear and nonlinear realization, we now introduce the following notions. Definition 4. The Hankel mapping
associated with the convergent formal power series
] is the morphism of real vector spaces uniquely specified by the property
Representing the elements of the vector spaces R[z] and
] as real column vectors, the infinitely many entries of which are real numbers and real vectors with p components indexed by elements of Z ≥0 , it is possible to derive a matrix representation of the linear transformation H s . In particular, such representation has the form
The infinite matrix H s is referred to as the Hankel matrix of the series s. Remark 9. For a linear system described by equations of the form (2) with initial condition x(0) = x 0 , the Hankel matrix associated with the formal power series s with coefficients defined as in (7) has the form
V. MAIN RESULTS To streamline the presentation of our main results, given a convergent formal power series s ∈ R p [[z]] define the square matrices
A. Linear systems
The main result of this part concerns the existence of linear realizations of a convergent formal power series. Remark 10. The claim can be proved using a modification of Silverman's algorithm [25] . To draw a parallel with the argument used for nonlinear systems we provide a proof which closely follows that of [26, Lemma 4 .41].
Proof. Let Π be the infinite matrix composed by the first n columns of H s , let σΠ be the infinite matrix composed by the second to the n + 1-th columns of H s and let the vector with infinitely many entries Ω be the first column of H s . Under the stated assumptions, the equations
uniquely specify a (non-singular) matrix A and a vector ξ 0 , since, by hypothesis, Π and σΠ are full rank. Hence, defining C as the matrix formed by the first p rows of Π, the identities (8) imply
in which (Ω) k , with k ∈ Z >0 , denotes the k-th block row with p components of the vector with infinitely many entries Ω. More generally, setting Φ = e Aδ and, with a convenient abuse of notation, letting σ k Π be the matrix with infinitely many entries composed by the k + 1-th to the k + n-th columns of H s yields
for all k ∈ Z >0 . Hence, the pair (A, C) defines a realization of the form (1) of s around ξ 0 and the claim is proved.
B. Nonlinear systems
We now focus on the identification problem for systems of the form (1). To this end, the problem is reformulated as follows.
Given a convergent formal power series s ∈ R p [[z]] and a set of polynomials p 1 , . . . , p n ∈ R[z], define the formal power series
parameterized by the real vector ξ = (ξ 1 , . . . , ξ n ) ∈ R n , and the real-valued analytic functions
For every fixed ξ ∈ R n , h i (ξ) is given by the sum of a numerical series, the convergence of which is guaranteed around the origin by s being a convergent formal power series. The functions (10) are thus well-defined in a neighborhood of the origin. In addition, the following conditions hold
With these definitions, the problem of determining a realization of the form (1) of s amounts to finding a vector field θ defined in a neighborhood M of the origin such that
with ξ → ϕ(ξ) = φ θ δ (ξ) and δ ∈ R >0 the sampling period. The property (11) together with (12) implies in fact that the function h 0 and the vector field θ constitute a realization of s at the origin of R n .
] be a convergent formal power series and let δ ∈ R >0 be the sampling period. Consider the following statements. Proof. The proof is logically organized as follows.
(i) First, a diffeomorphism ϕ locally defined in a neighborhood M of the origin is constructed in a way that ensures the compatibility with the conditions (12). (ii) Then, the iterates of ϕ are interpolated using the solution of the Schröder equation (4) to define a one-parameter group of diffeomorphisms ϕ t : M → M defined for all t ∈ R ≥0 . (iii) Finally, a vector field θ which gives rise to the oneparameter group of diffeomorphisms ϕ t is determined. To simplify the exposition of the proof, the claim is proved only for the case of single-output systems, i.e. p = 1. The reader familiar with nonlinear realization theory should observe that part (i) is achieved modifying a construction taken from the proof of [17, Theorem 3.4.4] .
(i) Define the formal power series (9) and the functions (10) with
in which the second and the third equalities follow from the definitions of H s and σ j . As a result, the mappings
are full rank at the origin, since under the stated assumptions the matrices with infinitely many rows Π = ∂π ∂ξ ξ=0 and σΠ = ∂σπ ∂ξ ξ=0
are non-singular. Fix ξ ∈ R n and consider the equation
in the unknown vector ϕ ∈ R n . Note that the matrix of partial derivatives of π (resp., σπ) is non-singular in a neighborhood M of the origin, since its value is non-singular therein. Thus, as an application of the implicit function theorem, the solution of (13) defines a diffeomorphism ϕ : M → M with the property
(ii) Consider the Schröder equation
in which the matrix Φ is uniquely specified by the equation The solution of (14) allows to define the family of mappings
which, by construction, is a one-parameter group of diffeomorphisms, since ϕ 0 is the identity map on M and
(iii) To complete the proof, the vector field θ is determined using the formula
VI. DISCUSSION
To complete the exposition of the theory, we highlight a few important points.
• Schröder's equation has been the subject of multidisciplinary research, with applications in differential equations [27] , in physics [28] and in complex dynamics [29] . The idea of using the solution of the Schröder equation to interpolate iterates of a function has been studied in connection with the analysis of Hamiltonian systems and chaotic maps in [30] .
• The formalism presented in this paper allows to derive a conceptual solution to the identification problem posed: the explicit construction of a nonlinear realization from a given sequence of output measurements may be an arduous task. This is mainly due to the fact that the output function is defined via a series expansion and that solving functional equations is, in general, hard.
• The results discussed in this work are achieved under special circumstances, i.e. in applications the properties attributed to the class of systems considered do not always hold. Several assumptions, however, can be weakened to characterize more realistic situations. For example, in the linear case the only assumption that is really needed is the (global) invertibility of the flow. This suggests that the local exponential stability assumption, which in the nonlinear case is used to guarantee convergence of generating series and to prevent the resonance 5 phenomenon in the Schröder equation, may be relaxed. In particular, it may be possible to apply our framework to identify hyperbolic systems, provided that the resonance phenomenon does not occur.
• As far as the numerical implementation of the proposed framework is concerned, some comments are in order. First, it should be emphasized that computational aspects of the solution of the Schröder equation have been studied, e.g., [31] . Except for special cases, the solution does not admit an explicit expression and must be approximated. As already noted in the introduction, the presence of noise and the accuracy of estimates are out of the scope of this work, but certainly need further attention. Second, although in applications it is desirable that the identified model is updated in an iterative fashion as more data become available, our method only works in batch mode, i.e. when all the available information is given. Third, the proposed identification framework requires infinitely many output measurements of the system to be identified. This is of course an idealized situation, because one has always a finite amount of experimental data. In practice, this raises the problem of completing the given sequence of output observations, since setting the missing samples to zero may cause computational problems or lead to situations without meaning.
VII. CONCLUSION
The identification problem for continuous-time autonomous nonlinear systems has been discussed. A framework which combines the use of the Schröder functional equation with realization-theoretic techniques has been proposed. Under certain assumptions, a solution is constructed based on sampled measurements of the output. Future research should be devoted to the extension of the proposed identification framework to systems with exogenous inputs and noise.
