We derive an efficient stochastic algorithm for inverse problems that present an unknown linear forcing term and a set of nonlinear parameters to be recovered. It is assumed that the data is noisy and that the linear part of the problem is ill-posed. The vector of nonlinear parameters to be recovered is modeled as a random variable. This random vector is augmented by a random regularization parameter for the linear part. A probability distribution function for this augmented random vector knowing the measurements is derived. The derivation is based on the maximum likelihood regularization parameter selection [4], which we generalize to the case where the underlying linear operator is rectangular and depends on a nonlinear parameter. Unlike in [4], we do not limit ourselves to the most likely regularization parameter, instead we show that due to the dependence of the problem on the nonlinear parameter there is a great advantage in exploring all positive values of the parameter there is a great advantage in exploring all positive values of the regularization parameter. Based on our new probability distribution function, we construct a propose and accept or reject algorithm to compute the posterior expected value and covariance of the nonlinear parameter. This algorithm is greatly accelerated by using a parallel platform where we alternate computing proposals in parallel and combining proposals to accept or reject them as in [2] . Finally, our new algorithm is illustrated by solving an inverse problem in seismology. We show that the results obtained by our new algorithm are more accurate than those found using Generalized Cross Validation or using the discrepancy principle, and that our new algorithm has the capability to quantify uncertainty.
Introduction
Many physical phenomena are modeled by governing equations which depend linearly on some terms and non-linearly on other terms. For example, the wave equation may depend linearly on a forcing term and non-linearly on the medium velocity. This paper is on inverse problems where both a linear part and a nonlinear part are unknown. For example such inverse problems occur in passive radar imaging, or in seismology where the source of an earthquake has to be determined (the source could be a point, or a fault) and a forcing term supported on that source is also unknown. This inverse problem is then linear in the unknown forcing term and nonlinear in the location of the source. Assume that after discretization the forward model is provided by the relation u = A m g + E,
(1.1)
where g in R p is the forcing term, m in R q is the nonlinear parameter, A m is an n × p matrix depending continuously on the parameter m, E is an n dimensional Gaussian random variable that we assume to have zero mean and covariance σ 2 I with σ > 0, and u is the resulting data for the inverse problem. Depending on the problem, m may represent a constitutive coefficient in a PDE, or the location of a point source if A m is derived from a Green function, or the geometry of a support if A m is derived from the convolution with a Green function. In practice the mapping m → A m is assumed to be known, in other words a model is known. We assume that even if the matrix A m is square and non-singular, it is ill-conditioned with rapidly decaying singular values. This commonly occurs if A m is derived from the discretization of a convolution operator.
The linear part of the inverse problem
Assume in this section that a value for the nonlinear parameter m is fixed. In this paper the Euclidean norm will be denoted by . and the transpose of a matrix M will be denoted by M . Since we assumed that the matrix A m A m is ill-conditioned, it is well known that one should not attempt to minimize A m g − u for g in R p to solve for the linear part of the inverse problem without some kind of regularization. We will consider a Tikhonov type regularization where we seek to minimize over R p the functional
for some C > 0. Here, R is an invertible p by p matrix. Typical choices for R are simply the identity matrix, or a matrix derived from the discretization of a derivative operator. In all cases R is assumed to be square, large, sparse, and well-conditioned. It is well-known that the functional (2.1) has a unique minimum for g in R p . A difficult issue remains: selecting a value for the regularization constant C. Values that are too low may lead to solutions that are too oscillatory, with very large norms, and overly sensitive to noise. Values that are too large may lead to solutions that are too smooth and that lead to large differences between A m g min and u, where g min is the minimizer of (2.1). There is a vast amount of literature on methods for selecting an adequate value for the regularization constant C. An account of most commonly used methods, together with error analysis, can be found in [16] . In this paper we focus on three such methods.
Generalized cross validation (GCV)
We first note that setting h = Rg, minimizing (2.1) is equivalent to minimizing for h in R p ,
The GCV method was first introduced and analyzed in [6] . The parameter C is selected by minimizing
where B = A m R −1 , B # is the pseudo-inverse of B given by, 4) and tr is the trace operator. Let C GCV be the value of C which minimizes (2.3). Note that this method does not require any knowledge of the covariance σ. Golub et al. proved in [6] that the solution to the minimization of (2.2) with C = C GCV is such that C GCV is the value for C that approximately minimizes the expected value of A m g − BB # u 2 , as n → ∞. Although the GCV method enjoys this remarkable asymptotic property, many authors have noted that in practice determining the minimum of (2.3) can be costly and inaccurate as in practical situations the quantity in (2.3) is flat near its minimum for a wide range of values of C [14, 15] .
The discrepancy principle (CLS)
The discrepancy principle [11, 16] advocates choosing a value for C such that
This method is also called the constrained least square (CLS) [4] . A regularization constant C such that (2.5) is achieved will be denoted by C CLS . Clearly, applying this method requires a knowledge of the value of the covariance σ 2 or at least some reasonable approximation of its value. Even if σ 2 is known, C CLS leads to solutions that are in general overly smooth [4, 16] .
Maximum likelihood (ML)
Of all three methods considered in this paper, this one is of greatest interest since we will show in the next section how a modified version can be successfully adapted to mixed linear and nonlinear inverse problems. To the best of our knowledge this method was first proposed in [4] . It relies on maximizing the likelihood of the minimizer of (2.1) knowing σ and C. As the maximum is computed over all σ > 0, Galatsanos and Katsaggelos obtained in [4] an expression that is independent of σ, that they then minimize in C. This expression is
We will show that the numerator in (2.6) is positive for any non-zero u. We will also indicate how the determinant in the denominator of (2.6) can be efficiently evaluated from the spectral values of A m . Minimizing (2.6) does not require any knowledge of the covariance σ 2 . Interestingly, if C is set to be C M L , the minimizer of (2.6), Galatsanos and Katsaggelos showed in [4] the relation
In [4] formulas (2.6) and (2.7) were only established in the case of square matrices A m (n = p). The generalization to rectangular matrices is rather straightforward. In this paper, our main contribution is to generalize the ML method to mixed linear and nonlinear inverse problems as m becomes variable and to propose an alternative to minimizing the ratio (2.6).
In this alternative C will itself be a random variable. Instead of only retaining the most likely value of C, we will consider all positive values of C. There is a simple intuitive explanation for why this new approach is fruitful. Since the nonlinear parameter m is variable, the 'optimal' value for C depends on m. One line of thinking is to compute the optimal value for C as a function of m using the GCV or the CLS method. Our numerical simulations show that this leads to highly unstable solutions. This is chiefly due to the fact that for values of m which are far from its 'true' value, the computed value for C is low so more irregular solutions for the linear part of the problem are favored. For values of m which are close to its 'true' value, higher values for C are selected and accordingly more regular solutions for the linear part of the problem are favored: altogether this leads to a very poor way of comparing how well different values of m will lead to better fitting the data. One way around that hurdle is to find a criterion for a selecting a uniform value of C for all m as in previous studies [19, 20] . This led to acceptable results on simulated data and on measured data. However, a physical argument can be made against selecting a uniform value of C for all m: suppose that equation (1.1) models a physical phenomenon such that the nonlinear parameter m is related to a distance r to a set of sources. Suppose that the intensity of the induced physical field decays in r −1 or in r −2 . Then in order to produce the same intensity of measurement, a faraway source will require a stronger impulse. This explains why the selection for a uniform value of C leads to a bias toward decreasing the distance to reconstructed sources, as illustrated in numerical simulations further in this paper. We make the following assumptions:
H1. u, g, m and C are random variables in R n , R p , B ⊂ R q , (0, ∞), respectively, H2. (m, C) has a known prior distribution denoted by ρ pr (m, C),
H3.
A m is an n by p matrix which depends continuously on m,
H4. E is an n dimensional Gaussian random variable that we assume to have zero mean and covariance σ 2 I, with σ > 0, H5. relation (1.1) holds, H6. R is a fixed invertible p by p matrix and we set B = A m R −1 , H7. we set g min = (A m A m + CR R) −1 A m u, equivalently, g min is the minimizer of (2.1), H8. the ML assumption: the prior of C 1 2 Rg is also a normal random variable with zero mean and covariance σ 2 I.
4
The ML assumption H8 was introduced in [4] and justified in that paper by a physical argument. Here we give another interpretation. The functional (2.1) may be rewritten as
According to (1.1), we would like the difference A m g − u to behave like a normal random variable with zero mean and covariance σ 2 I. Assuming that the the prior of C 1 2 Rg is also a normal random variable with zero mean and covariance σ 2 I restores a balance between reconstruction fidelity (first term in (3.1)) and regularity requirements (second term in (3.1)).
Theorem 3.1 Assume assumptions H1 to H8 hold. Let ρ(u|σ, m, C) be the marginal probability density of u knowing σ, m, C. As a function of σ > 0, ρ(u|σ, m, C) achieves a unique maximum at
Fixing σ = σ max , the probability density of (m, C) knowing u is then given, up to a multiplicative constant, by the formula
Proof: According to H4, H5, the probability density of u knowing g, σ, and m, is
since u does not depend on C. Due to assumption H8, 5) since this prior is independent of m. The joint distribution of u, g knowing σ, m, C is related to the distribution of u knowing g, σ, m, C by
Now, ρ(u, g|σ, m, C)du is the prior probability distribution of g [9] , which we said was given by (3.5). Combining (3.4, 3.5, 3.6) we obtain
This last integral can be computed explicitly [19] to find
where g min is as stated in H7. The determinant in (3.8) is of order p so the terms in σ in (3.8) and (3.7) simplify and we obtain,
which we now maximize for σ in (0, ∞). Note that g min does not depend on σ. As σ tends to infinity, the limit of (3.9) is clearly zero. As σ tends to zero, as long as u is non-zero, Rg min = 0, so the limit of (3.9) is again zero. We then take the derivative of (3.9) in σ and set it to equal to zero to find the equation
thus the value
maximizes the density ρ(u|σ, m, C). Substituting (3.2) in (3.9) we find for this particular value of σ
where ∝ means 'equal to some constant times'. Since our goal is to reconstruct m and C knowing u we apply Bayes' law
We now compare formulas (3.2) and (3.3) from Theorem 3.1 to formulas (28) and (29) found in [4] . Let us first point to a major difference in our approach. In [4] , the ratio (28) is optimized in the regularization parameter (λ in their paper), so eventually only one regularization parameter is considered. Instead, formula (3.3) uses a prior on the regularization parameter C, so all values of C > 0 will be considered. In order to show the connection between the numerator of (28) in [4] and the term (C Rg min
3), we note that since g min satisfies assumption H7,
which is the analog of the numerator in formula (28) in [4] . To relate the determinant in (3.3) to the determinant in formula (28) in [4] , we need the following lemma.
Proof: We first notice that
so the first two terms in (3.10) are equal. Note that (
and in particular Bx = 0. From (3.12), As y = 0 and µ = 1, we infer from (3.13) that B y = 0. It also follows from (3.13)
and due to (3.11)
thus µ is an eigenvalue of (C −1 B B + I) −1 as B y = 0. The same calculation can be used to show that if y 1 , ..., y r are r independent eigenvectors of (I − B(B B + CI) −1 B ) for the eigenvalue µ = 1, then B y 1 , ..., B y r are r independent eigenvectors of C(B B + CI) −1 for the eigenvalue µ. In conclusion we have shown that the symmetric matrices (C −1 B B +I)
and I − B(B B + CI) −1 B have the same eigenvalues with same multiplicity, except possibly for the eigenvalue 1. It follows that they have same determinant. 2
The determinants in (3.10) can be evaluated efficiently. In many applications the matrix A m is rectangular. In the particular application shown later in this paper, n << p. We recall that the matrix R is sparse and well-conditioned, so B = A m R −1 can be efficiently evaluated. Let s 1 , ..., s r be the non-zero singular values of B counted with multiplicity. Note that r ≤ min{n, p}. In practice, if both n and p are large, since we assumed that the singular values of A m are rapidly decaying, computing just the largest singular values of B is sufficient. and accordingly
4 Proposed algorithm
Single processor algorithm
Define the non-normalized distribution
Our proposed algorithm will call a sub-algorithm which computes R(m, C) for a given (m, C). This sub-algorithm uses deterministic methods such as iterative solvers, keeping track of sparse matrices, avoiding evaluations of matrix-matrix products, and evaluating the determinant in (4.1) using formula (3.14). We now introduce the following notations: E for expected value, cov for covariance matrix, N (µ, Σ) for a normal distribution with mean µ and covariance Σ, U (0, 1) for a uniform distribution in the interval (0, 1). Let N 1 < N 2 < N 3 be three integers. The first step of the algorithm draws N 1 samples from the prior distribution of (m, C) and concludes with a first estimate of E(m), E(C), and cov(m, C). The second step of the algorithm uses the classical Metropolis Hastings algorithm in the case of a fixed, symmetric proposal (see [10] for the original paper by Metropolis, and [3] for an introduction on that subject). The proposal density for this step is a Gaussian centered at the current state with covariance given by the estimate for the covariance of the target distribution from the previous step multiplied by 2.38 2 (q+1) −1 . The theoretical rationale behind this rescaling can be found in [5] . At the end of the second step, estimates of E(m), E(C), and cov(m, C) are refined. The third step uses an adaptive Metropolis Hastings algorithm. The proposal density is a convex combination of a Gaussian with covariance 2.38 2 (q + 1) −1 times updated estimates of the covariance for the target distribution and a Gaussian with fixed covariance computed at the end of step 1. The weight of the second Gaussian is much smaller: this second term is only used to ensure a boundedness condition [12] . We fix a number β in (0, 1), with β << 1, to write the convex combination. Assume that N 2 is such that step 2 generates samples N 1 + 1 through N 2 , and N 3 is such that step 3 generates samples N 2 + 1 through N 3 .
Step 3 is the crux of the algorithm, while step 1 and step 2 work to build a good starting point and proposal distribution for step 3 thus , (N 3 −N 2 ) >> max{(N 2 −N 1 ), N 1 }.
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Step 1: Monte Carlo draws from priors 1. for j = 1 to N 1 do:
1.1. draw (m j , C j ) from the prior ρ pr (m, C), 1.2. use the sub-algorithm for computing R(m j , C j ).
2. use the samples (m j , C j ) and the computed values R(m j , C j ), j = 1, ..., N 1 to estimate E(m), E(C), and cov(m, C).
Step 2: Propose/reject samples with a fixed covariance for the proposal density 1. set (m N1+1 , C N1+1 ) to be the previous estimate of (E(m), E(C)) , set Σ to be the previous estimate of cov(m, C)
3. use the samples (m j , C j ) and the computed values R(m j , C j ), j = 1, ..., N 2 to refine the estimates of E(m), E(C), and cov(m, C).
Step 3: Propose/reject samples with an adaptive covariance for the proposal density 1. set (m N2+1 , C N2+1 ) to be the previous estimate of (E(m), E(C)), set Σ 0 to be the previous estimate of cov(m, C), 4. use an iterative solver to find g min , the minimizer of (2.1) (*).
(*): for efficiency, make sure to code the function g → (A m A m + CR R)g without evaluating the matrix product A m A m . Indeed, recall that R is sparse and A m is an n by p matrix with n << p. Do not evaluate the matrix A m A m + CR R.
Parallel algorithm
Let N par be the number of available processing units. A straightforward way of taking advantage of multiple processors is to generate N par separate chains of samples using the single processor algorithm described in section 4.1 and then concatenate them. However, computations can be greatly accelerated by analyzing the proposals produced by the chains in aggregate [2, 8] .
Step 1 of our parallel algorithm is essentially similar to step 1 of the single processor algorithm: the N par chains are run in parallel without interaction. There is a substantial difference in step 2 and step 3 of the parallel algorithm with regard to acceptance or rejection. While in section 4.1 (m j , C j , ) was a q + 1 dimensional vector, here we set M j to be a q + 1 by N par matrix where the k-th column will be denoted by M j (k) and is a sample of the random variable (m, C), k = 1, ..., N par . In steps 2 and 3 of the parallel algorithm, we have to assemble an N par + 1 by N par + 1 transition matrix T from R(M * (k)), k = 1, ..., N par and R(M j−1 (N par )), where M * is the proposal. Let w be the vector in R Npar+1 with coordinates
The entries of the transition matrix T are given by the following fomula, see [2] ,
Note that for k = 1, ..., N par + 1 the row T k,1 , ..., T k,Npar+1 defines a discrete probability distribution on {1, ..., N par + 1}.
Step 1: Monte Carlo draws from priors
1. for j = 1 to N 1 do:
1.1. draw entries of M j using the prior ρ pr (m, C),
1.2. use the sub-algorithm for computing in parallel R(M j (k)), k = 1...N par .
2. use the samples M j and the computed values R(M j (k)), k = 1, ..., N par , j = 1, ..., N 1 to estimate E(m), E(C), and cov(C, m).
Step 2: Propose/reject samples with a fixed covariance for the proposal density 1. set the columns of M N1+1 to be the previous, estimates E(m) and E(C), set Σ to be the previously estimated value of cov(m, C), 
3. use the samples M j and the computed values R(M j (k)), k = 1, ..., N par , j = 1, ..., N 2 to refine the estimates of E(m), E(C), and cov(m, C).
Step 3: Propose/reject samples with an adaptive covariance for the proposal density 1. set the columns of M N2+1 to be the previous estimates E(m) and E(C), set Σ 0 to be the previously estimated value of cov(m, C),
2.1. if j ≥ N 2 + 3 update Σ, the estimate of cov(m, C) based on the samples M(1), ..., M(j − 1), else set Σ = Σ 0 ,
for
3. use the sub-algorithm for computing in parallel R(M * (k)), k = 1, ..., N par , 2.4. assemble the N par + 1 by N par + 1 transition matrix T , 2.5. for k = 1, ..., N par +1 draw an integer p in {1, ..., N par +1} using the probabil-
Numerical simulations
We now show how the algorithm for mixed linear and nonlinear inverse problems discussed in section 4.2 performs on a particular problem in geophysics and how it compares to more standard deterministic methods. In this problem, an unknown slip field G is occurring on a fault Γ with unknown location and geometry. This slip field produces displacements of Earth's crust which is modeled as an elastic medium. These displacements can be measured at the surface at a given set of points. The measurements depend linearly on the slip field G and non-linearly on the location and geometry of the fault Γ. The geophysics literature is replete with studies of reconstructions of G from displacement measurements assuming a fixed geometry and location for the fault Γ. In contrast, we are chiefly interested in reconstructing Γ, even though it is not possible to solve separately for Γ without reconstructing G. The relation between Γ, G, and the surface measurements can be expressed by a convolution of an appropriate Green tensor for half space elasticity with G supported on Γ [19, 20] . We will show numerical simulations for a model where it is assumed in the inverse problem that Γ is planar. In that case a discrete model can be given by (1.1) where m = (a, b, d) is a geometry parameter such that Γ is included in the plane x 3 = ax 1 + bx 2 + d, g is the discretization of the slip field, A m is derived from the Green function for half space elasticity, and the product A m g is the discrete analog of the convolution of that Green function and g. E models measurement errors and model errors, and the vector u contains the measured displacement fields. There are theoretical considerations that show that reconstructing a slip field and a fault from surface displacement measurements is possible [20] and that reconstructing the geometry of Γ is Lipschitz -stable [13] . These theoretical results hold in functional spaces for the continuous formulation of the fault inverse problem. Interestingly, it was shown in [19] that the solution of the regularized discrete inverse problem converges to the continuous solution.
Let us now point to some features of the matrices A m and R which are specific to the simulations shown in this paper. First, the n by p matrix A m is highly rectangular with n ∼ 50 and p ∼ 10 4 . The singular values of A m decay fast, so even A m A m is ill-conditioned resulting to a numerically non-invertible matrix. Another practical aspect of the matrix A m is that it is full (as it is often the case in problems derived from integral operators) and its entries are expensive to compute (this is due to the nature of the half space elastic Green tensor) [17] , however great gains can be achieved by applying array operations thus taking advantage of multithreading. The matrix R used to regularize g is such that Rg 2 = Dg 2 + Eg 2 where D and E are derived from partial derivatives and are as in [20] , Appendix B.
Construction of the data
We consider data generated in a configuration closely related to studies involving field data for a particular region and a specific seismic event [18, 19] . That way we want to ensure that we are running simulations with a realistic number of measurement points, magnitude for the slip, physical bounds for the depth of the fault Γ, and noise level for the measurements. Let x 1 , x 2 , x 3 be coordinates for the three dimensional space. We assume that Γ is included in the half space x 3 < 0 and that the surface measurement points are on the plane x 3 = 0. We further assume that Γ is included in the piecewise planar connected surface (sketched in Figure 1 ) with equation
We used the specific values In Figure 2 , left column, we sketched the slip field G i for three distinct cases i = 1, 2, 3. We used this data to compute surface displacements (by convolution with the Green tensor for half space elasticity [19, 20] using a fine mesh for discretizing the related integrals) at the measurement points (shown in Figure 2 ) and to which we added white Gaussian noise with covariance σI. The resulting surface displacements u i , i = 1, 2, 3 are sketched in Figure 2 , right column (only their horizontal components are sketched for the sake of brevity). Since there are 17 measurement locations in our simulation, altogether we have n = 51 scalar measurements. We consider two cases for σ, a lower and a higher case scenario. In the lower case scenario the value of √ nσ/ u i is 0.05, 0.07, and 0.076 for i = 1, 2, 3 respectively. In the higher case scenario, these ratios are five times larger. The magnitude of the noise levels are in line with estimates from measurements recorded during the 2007 Guerrero slow slip event [18, 19] . 
Numerical results from our parallel algorithm 4.2
Recall that Theorem 3.1 and the algorithm discussed in section 4.2 require the knowledge of a prior distribution for the random variable (m, C). Here, we assume that the priors of m and C are independent. The prior of m was chosen to follow the uniform distribution on [−1, 1] 3 . As to C, we assumed that log 10 C follows a uniform prior on [−8, 2] . Computations were performed on a parallel platform that uses N par = 20 processors. Figure 3 shows the evolution of the decimal log of the non-normalized probability density (4.1) as successive samples are considered by our parallel algorithm in each of the three cases i = 1, 2, 3, for the low and the high σ scenario. Note how the transition from step 1 to step 2 of our algorithm is clearly visible in each case, while the transition from step 2 to step 3 is also sharp in some of the cases. Figure 4 shows the evolution of the computed expected value of a, b, and d/100 i = 1, 2, 3, for the low and the high σ scenario, with the computed plus or minus one standard deviation envelope for the marginal posterior. In the first case we find that for (a, b, d), (−.11, −.28, −16) ± (.01, .03, 2) for the low σ scenario, and (−.08, −.32, −12) ± (.02, .05, 4) for the high σ scenario. These estimate chiefly agree with the true value (a 1 , b 1 , d 1 ) (5.2). Using (3.2) we find the expected value of σ max to be 2.9 in the low σ scenario, and 23 in the high σ scenario (the true values were 4.5 and 22). We see in Figure 5 , first row, how higher values of C (the decimal log of C is graphed) are favored by the algorithm in the high σ scenario. This is consistent with the notion that one has to demand more regularity for g min if the data is more noisy. One of the main strengths of the algorithm is that this demand is automatically achieved by the algorithm without user input. The second case is entirely different since the model becomes erroneous: in Figure 2 , second row, it is shown that the slip field G 2 is supported on a piecewise linear fault Γ while the inverse reconstruction assumes that it is supported on a single plane. In order to assess the quality of our results, we compute in this case equivalent values a eq , b eq , d eq such that using the slip field G 2 from the second case projected on the plane x 3 = a eq x 1 + b eq x 3 + d eq , we obtain a displacement fieldũ 2 which is very close to u 2 . Finding optimal values for a eq , b eq , d eq knowing G 2 is a rather trivial problem since we only need to minimize a differentiable function on a compact subset of R 3 . We found the optimal values a eq = −0.042, b eq = −0.094, d eq = −0.27, with u 2 −ũ 2 / u 2 .077. In this light we can interpret the results in the second row of Figure 4 . For the low σ scenario we find the plus or minus one standard deviation estimate for (a, b, d) to be (−.04, −.09, −34) ± (.01, .02, 2) and for the high σ scenario to be (−.05, −.12, −28) ± (.02, .04, 8). In our third example, according to Figure 2 , third row, the model is again mostly correct. We find for (a, b, d), (−.03, −.06, −35) ± (.01, .02, 3) for the low σ scenario, and (.01, .02, −46) ± (.03, .07, 11) for the high σ scenario. These estimate chiefly agree with the true value (a 2 , b 2 , d 2 ) (5.2). Using (3.2) we find the expected value of σ max to be 4.3 in the low σ scenario, and 25 in the high σ scenario (the true values were 5.6 and 28).
Comparison to methods based on GCV or CLS

The pointwise GCV method
A straightforward idea for solving the mixed linear and nonlinear inverse problem (1.1) using the GCV selection criterion for C is to assume that for each m in B, C is set to the value C GCV (m) which minimizes (2.3). There are two ways of approximating this value. The first one is computationally expensive: it involves finding the 'true' numerical minimum of (2.3) . This method may also be inaccurate and may lead to arbitrary results [15] . The second way of approximating C GCV (m) is to set a grid for C and only evaluate the ratio (2.3) for C on that grid. After C GCV (m) is evaluated, the error functional
is evaluated for a given m. Next, we search for a global minimum of f GCV for m in B. Due to the non-linearity of our problem in the parameter m, this led to searching algorithms to be trapped in local minima. Even worse, if we start the search algorithm from a value for m close to the true value (5.2), the minimization algorithm drifts away from this good starting point to terminate at an unreasonable answer.
The global GCV method
Insights on this method can be found in the celebrated paper [6] , section 4, and was later more systematically studied in [1] . In this method one has to determine the global minimum of the ratio (2.3) for all m in B and C > 0. Our numerical simulations have shown that related minimization methods for (2.3) led to results that are highly dependent on the starting point for m. Again, we observed that even if the search algorithm from a value for m close to the true value (5.2), the minimization algorithm drifts away from this good starting point to terminate at an unreasonable answer.
Pointwise discrepancy principle
Suppose that an approximation to σ is known. For each value of the nonlinear parameter m equation (2.5) can be solved numerically if u i is no further than n √ σ away from the range of A m . Let C CLS (m) be the solution to this equation. Next step is to minimize
to solve for the nonlinear parameter m. As previously, this method is plagued by a multitude of local minima and drifts away from a good initial value for m.
Global discrepancy principle
Of all alternative methods discussed in this section, this method has shown the most satisfactory results. In practice the exact value of σ is not know, but estimates can be derived from measurements. Set π(u i ) to be the orthogonal projection of u i on the range of A m . Then [19] . Accordingly, let Err be an estimate of
otherwise we set C CLS (m) = 0. Finally, we set C = sup m∈B C CLS (m). Loosely put, we select for a given m the value of C that will lead to the most regular solution for a fixed error threshold, then we maximize these values of C over all m in B.
In practice, since an exact value of σ is unknown it is unnecessary to determine C CLS (m) very accurately: instead of solving an optimization problem me may fix a grid for C and select an approximation to C CLS on that grid. Similarly, since determining C with great accuracy is irrelevant, we can set a grid of points m i in B and we use the maximum value of C(m i ) as a surrogate for C. Once a value for C has been computed, we minimize the functional
for m in B. This time, minimizing f C has to be done accurately and we have to contend the non-linearity in m which causes this functional to have many local minima. Consequently, a straightforward Newton's method is inadequate. An efficient method will have to test a large number of starting points while taking into account the high cost of evaluations of f C . Let us examine the case i = 1 (data sketched in Figure 2 , first row), in the low σ scenario.
With the assumption Err = 0.05 u 1 , the computed value for C was 1.5849e-03 (compare this value to Figure where we set an adequate value for Err, the final results give a good idea of possible values for m. There seems to be a bias toward higher values of d. This is easily understood since d is related to the distance r between the sources and the observation points and the displacement fields decay as r −2 . Since u is linear in g, the selection for a uniform value of C leads to a bias toward decreasing the distance to reconstructed sources. Our numerical simulations has indicated that the choice of the minimization algorithm which we use for f C may have a significant impact on the final estimates for a, b, d. Standard global search algorithm failed to produce any close to adequate answer as discussed in the previous paragraph. However, we were able to obtain much better results using the Matlab function surrogateopt to evaluate C and to find the minimum of f C . This Matlab function is based on a minimization algorithm proposed in [7] which is specifically designed for problems where function evaluations are expensive (in our case it is important to limit the number of times g min is solved for such as in (5.5) and (5.4)). This algorithm uses a radial basis function interpolation to determine the next point where the objective function should be evaluated. Thanks to this algorithm it is possible to find a better value for C by doing a direct search and avoiding setting an arbitrary grid of points C(m i ). This more accurate search comes at the cost of a longer computation. Once C has been determined, minimizing f C can be done fast and effectively. The main hurdle remains that computed values of m minimizing f C remain highly dependent on the parameter Err. See Table 1 for computed values of a, b, d. Although this method performs reasonably well for very low or very large values of Err, there is no objective way of choosing Err this core issue remains.
Conclusion and perspectives for future work
We have derived in this paper a new probability distribution function for an augmented random vector comprising a set of nonlinear parameters to be inverted and a regularization constant. Using this probability distribution we designed an adaptive and parallel choice sampling algorithm for computing the expected value and covariance of this random vector. Our results show that there is a great advantage in exploring all positive values for the regularization parameter and that the expected value of this regularization constant is automatically adjusted to noise level. This contrasts to uncertainty principle based methods where a threshold for uncertainty has to be set subjectively by the user. We have also shown that GCV methods (pointwise, or global) fail for two reasons: as noted by other authors, the minimum of the GCV functional can be very difficult to capture numerically as it is often very flat near its minimum. A fundamental flaw of methods that select a global regularization constant for mixed linear and nonlinear problems is that it may conflict with the nature of the underlying physical problem. If the nonlinear parameter is related to the distance r to a set of sources and the induced physical field decays in r −1 or r −2 , a faraway source will require a stronger impulse to produce the same intensity of measurement. Consequently, the selection for a uniform value of C leads to a bias toward decreasing the distance to reconstructed sources. So far, our numerical simulations have focused on the case q << n << p, where the nonlinear parameter is in R q , the measurements are in R n , and the unknown forcing term is in R p . However, there are many applications in geophysical sciences where measurements are nearly continuous in space and time. This often comes at the price of higher error margins. With the notations from this paper, this would correspond to the case where n and p are of 21 the same order of magnitude, but σ is larger. We are planning to investigate this new case in future work. Another interesting line of research would be consider the case where q is much larger (more nonlinear parameter to be recovered, or an inverse problem that depends non-linearly on a function). In that case we would want to build a method such that the number of times the matrix A m has to be assembled and the functional (2.1) has to be minimized does not grow too fast with q.
