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Abstract: This study explored  academic discipline as a source of differential item func-
tioning (DIF) in students’ rating of teaching quality and effectiveness at higher educa-
tion institutions. Data utilized in this study was collected by Imam Abudalruman Bin 
Faisal University - KSA. The total number of surveys analyzed for the purpose of this 
study is 36459 from three colleges: Education, Health, and Engineering. Using Extend-
ed Rasch model (Rating Scale Model), the results show that the instrument contains 
four DIF items. The content of these four items confirm the possibility of considering 
discipline as a source of DIF items in students evaluation of teaching in higher educa-
tion. Moreover, the results of the current study show that removing DIF items from the 
instrument increases construct validity. 
Keywords: Differential item functioning, student’s rating of teaching, quality, higher 
education. 
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_____________________________________________ 
كضي اثس حكل املعسفة )التخضط( للطالب ننضدز لألداء التفاضلي يف فكسات تكييه فعالية الدزاسة اىل ت تٍدف مشتخلط:
وجودة التعليه العالي مً وجَة ىظس الطالب. ولتخكيل ٍدف الدزاسة، مت االستفادة مً البياىات اليت قامت جامعة االماو عبد 
( استباىة يف ثالث نليات 36459مت حتليل ) وقداو. غساض احلضول على االعتناد االنادميي العالسمحً بً فيضل جبنعَا أل
حشب الهلية،  اتفاضلي اظَست اليتائج وجود ازبع فكسات ابدت اداءوأ)الرتبية، الضخة، اهليدسة( باستخداو منوذج زاش املعدل. 
الفكسات ذات  فكسات متخيزة لهلية دوٌ اخسى. ننا بييت الدزاسة اٌ حرفالواند حمتوى الفكسات احتنالية اٌ تهوٌ تلو 
 االداء التفاضلي يشَه وبداللة احضائية يف حتشني صدم البياء لألداة.
 .األداء التفاضلي للفكسات، تكويه الطلبة للتدزيص، اجلودة، التعليه العالي :الهلنات املفتاحية
*mahmoud.q@yu.edu.jo   
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Higher education institutes have developed 
relatively complex procedures and instru-
ments for collecting, analyzing, and interpret-
ing data about institutional performance 
(Penny, 2003). As a result, students evalua-
tion of teaching (SET) has become an increas-
ingly common practice in higher education 
institutes as a measure of institutional per-
formance and system effectiveness (Goos, & 
Salomons, 2017;  Wachtel, 1998; Chen & Ho-
shower, 2003; Clayson, 2009; Berk, 2005). 
SETs are often used for critical decisions, such 
as retention, tenure, and promotion of faculty 
(Kogan, Schoenfeld-Tacher, & Hellyer, 2010). 
Therefore, reliability and validity of SETs 
surveys should be given sufficient considera-
tion in order to achieve the intended purpose 
(Oon, Spencer, & Kam, 2017). The way SETs 
items are worded will have an effect on the 
usefulness of the collected information 
(Marsh, 2007).  
As the teaching process is a mix of several 
components that should be covered by SETs 
items, there is a possibility that some items in 
SETs might be worded in a way that suits one 
college over another; when SETs items ask 
students to rate pedagogical practices of 
teachers, college of education students could 
assign different meanings of these items 
when compared with their colleagues from 
another colleges.   Marsh (1984, 2007) and 
Marsh and Roche (1997) showed the SETs 
surveys are multidimentional, and differen-
tial item functioning (DIF) could be the rea-
sons behind SETs multidimensionality (Ca-
milli & Shepard, 2007).  Since DIF is a major 
threat of validity and reliability (Duncan, 
2006; Monahan, 2002), the current study aims 
at exploring and examining  students' aca-
demic disciplines as a source of DIF in SETs 
and the effect of detected DIF items on the 
validity. Ory and Ryan (2001) recommended 
that greater attention should be directed to-
ward consequential validity, particularly the 
matters of how ratings are used on today's 
campuses and what happens as a result.  
Research indicates that students are a quali-
fied source to report on the extent to which 
the learning experience was productive, in-
formative, satisfying or worthwhile (Archi-
bong, & Nja, 2011). Therefore, students eval-
uation of teaching, courses, and programs are 
used almost in every university, and after the 
data is collected, reports are generated across 
instructors, departments, and colleges and 
viewed as evidence of teaching effectiveness 
that is then used for professional decisions 
(Sproule, 2000). 
 There are research studies that have skeptical 
point of views about SETs  (Uttl,  White, & 
Gonzalez, 2016; Rienties, 2014; Martin, 1998; 
McPherson & Jewell, 2007; Watchel, 1998, 
Weinberg, Fleisher, & Hashimoto, 2007; 
Gump, 2007), and there are many who sup-
port and trust such evaluations (Yao & 
Grady, 2005; Spencer & Flyr, 1992; Contreras‐
McGavin & Kezar, 2007; Gump, 2007). De-
spite this controversy, such evaluations are 
seen by many as a valuable and beneficial 
tool to improve teaching and student learning 
outcomes (Lattuca, & Domagal‐Goldman, 
2007; Dommeyer, Baum, Hanna, & Chapman, 
2004). To maximize the SET benefits, 
Rantanen (2013) suggests  applying SET sur-
veys to suitable courses for each teacher, 
while Giles and colleagues  (2004) recom-
mend student partnership in designing and 
implementing evaluations.  
Reviewing the related literature shows that 
there are many variables that influence SETs: 
Grades or expected grades (Griffin, Hilton III, 
Plummer, & Barret, 2014, Badri et al., 2006; 
Brockx, Spooren, & Mortelmans, 2011), gen-
der (MacNell, Driscoll, & Hunt, 2015;  Badri, 
Abdulla, Kamali, & Dodeen, 2006), teachers' 
characteristics (Wolbring & Riordan, 2016; 
Clayson & Sheffet, 2006; Patrick, 2011; 
Greimel-Fuhrmann, & Geyer, 2003; Shevlin, 
Banyard, Davies, & Griffiths, 2000).), class-
room size and response rate (Al Kuwaiti, 
Alquraan, & Subbarayalu, 2016;  Koh & Tan, 
1997; Badri et al., 2006), course difficulty 
(Addison, Best, & Warrington, 2006), course 
level (Santhanam & Hicks, 2002), course type 
(Beran & Violato, 2005), general versus specif-
ic education (Ting, 2000) and course syllabus 
tone (Harnish & Bridges, 2011). Also, stu-
dents' academic discipline is one of the fac-
tors that has a significant effect on SETs  
(Neumann, 2001; Chen & Watkins, 2010; Ba-
sow & Montgomery, 2005), and the wording 
of SET items could be one of the causes be-
hind the effect of students' discipline on SETs 
as shown by Anders and colleagues (2016). 
This implies that some items might be word-
ed to be understood in a different way based 
on students' discipline. In psychometric 




terms; students' endorsement of an option on 
a Likert scale item could be influenced by 
students' discipline rather than what the sur-
vey measures, which means that students' 
discipline could a source of differential item 
functioning (DIF). DIF means the notion that 
students in different colleges (e.g. education 
vs engineering) respond differently to an 
item, even though they share the same trait 
level. This study contributes to this effort by 
examining the possibility of discipline, or 
field of study,  as a source of  DIF which is a 
threat to survey validity and reliability.  
The probability of endorsing an option or 
point in a rating scale item  should be deter-
mined by the latent trait (e.g. teaching effec-
tiveness)  measured by the survey that said 
item comes from . When the probability of 
selecting an option on the item for two re-
spondents who have the same trait level  is 
not the same and they are from different 
groups (different disciplines or field of study) 
then the item could be biased or its function 
is not the same across these groups, and this 
item is a DIF item. Raju and Ellis (2002) indi-
cate that detecting DIF means examining the 
degree to which two survey takers with iden-
tical standing on the latent trait but from dif-
ferent groups (e.g. male and female) have the 
same probability of choosing the same option 
on the item.  
There are several methods that could be used 
to detect DIF: Analysis of variance method, 
transformed item difficulty, item discrimina-
tion index, chi square, Mantel Haenzel, and 
Item response theory methods. One of the 
strong applications of item response theory is 
detecting DIF (Hambleton & Swaminathan, 
1985). Based on IRT, the item which does not 
have the same Item Characteristic Curve 
(ICC) for different groups is considered to be 
functioning differently between these groups. 
Different ICCs mean that instrument takers 
who have the same level of a measured trait 
do not have the same probability of endors-
ing the same item (Embrestone & Reise, 2000; 
Camilli & Shepard, 1994). 
Method 
Instrument 
In this study, a course Evaluation Survey 
(CES) was used to collect the data. CES con-
tains 14 five point-Likert Scale items divided 
into two subscales (instructor and course re-
lated items), and it is approved by Imam 
Abudalruman Bin Faisal University and 
adopted by Saudi National Commission for 
Academic Accreditation and Assessment 
(NCAAA) for accreditation purposes. CES 
was developed by a panel of experts in relat-
ed areas, and several studies investigated its 
psychometric properties and usefulness (Al 
Rubaish, Wosornu, & Dwivedi, 2012; Al 
Rubaish, Wosornu, & Dwivedi, 2011; Al-
Kuwaiti & Maruthamuthu, 2014). Additional-
ly, Corrected-Item-To-Total Correlation and 
Cronbach's Alpha were calculated from a 
random sample (n=50) selected from the cur-
rent data. The results show that Cronbach's 
Alpha equals (0.963) and the Corrected-Item-
To-Total Correlation ranges from (0.568 to 
0.888) which adds evidence for the reliability 
and the validity of CES.   
Data collection 
The data used in this study is part of data 
collected by Imam Abudalruman Bin Faisal 
University during the academic year 
2013/2014 for accreditation and monitoring 
purposes which is going to be submitted to 
NCAAA. Imam Abudalruman Bin Faisal 
University through the Deanship of Quality 
and Academic Accreditation has developed a 
special application called “UDQUEST” 
(https://udquest.uod.edu.sa/Login/index.ht
ml) that is used electronically to collect data 
related to many different issues at the univer-
sity.  
One of the surveys available in UDQUEST is 
the Course Evaluation Survey (CES). This 
survey is used to evaluate instructors and 
courses at the university, and is distributed 
every semester to all students registered in 
every course offered that semester. The num-
ber of electronic surveys analyzed in this 
study is 36459, and the number of courses 
evaluated is 866 from 21 colleges and 7 cam-
puses (the same college might be in more 
than one campus)  at the Imam Abudalruman 
Bin Faisal University. At Imam Abudalruman 
Bin Faisal University, the colleges are 
grouped in four different clusters (Health 
colleges cluster, Engineering colleges cluster, 
Science and Administration  colleges cluster, 
and Arts and Education colleges cluster).  For 
the purpose of this study, three clusters were 
selected randomly. Therefore, the data ana-
lyzed in the current study are from colleges 
of: education, engineering, and health. Most 
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of the selected colleges are available at more 
than one campus. 
Research questions 
1. Does the SET's survey contain DIF items 
based on students' academic discipline? 
2. What is the effect of detected DIF items 
on the SET's internal structure validity? 
Data analysis 
For the purpose of this study, the Extended 
Rasch Model using the RUMM2020 program 
was used. The model deals with the possibil-
ity of different thresholds between the cate-
gories (Andrich, 1988, 2005; Ostini & Nering, 
2006), and Rasch model helps users to devel-
op scales with strong psychometric properties 
including greater generalizability (Embreston 
& Reise, 2000; Hambleton, Swaminathan, & 
Rogers, 1991). It enables users to create an 
interval scale of scores for both items and 
persons (ability) that are sample independent 
and intervally measured (Bond & Fox, 2001). 
These scores are reported in units called logits 
and are typically placed on a vertical ruler 
called “logistic ruler”. The interpretation of 
the logits is similar to z-score as person and 
item logits range from minus three to plus 
three with a mean of zero and a standard de-
viation of one. The minus values indicate 
lower performing persons and easy items 
(easy to be endorsed item), whereas the plus 
values indicate higher performing persons 
and more difficult items. The logistic ruler 
measures persons’ abilities on one side of the 
ruler and item difficulties on the other. Be-
cause logits can be added, subtracted, multi-
plied, and divided, comparisons and statisti-
cal studies can be made and that makes it 
useful for showing educational gains, dis-
playing strengths and weaknesses, and com-
paring groups. One test can be compared 
with another and people’s ability measures 
may be also compared with different tests 
(RUMM Laboratory, 2005). 
Results 
CES Scale Fitting Results 
All CES items were used in the analysis, and 
the results showed that the Person Separation 
index (IRT equivalent of Cronbach Alpha) 
is.873. This means that about 13% of the vari-
ability is due to measurement error, or 87.3% 
of the variance is accounted by the model.  
Unidimensionality as an assumption of using 
Rasch Model was assessed using factor anal-
ysis with the ratio of first-to-second eigenval-
ue greater than 2 (Slocum-Gori  & Zumbo, 
2011). The results show that there are two 
factors with eigenvalues greater than 1 and 
that explain 55% of the variance. The first 
factor's eigenvalue 6.02 explains 43% of the 
variance and the second one 1.68 explains 
12% of the variance. The first-to-second ratio 
is 3.58, which indicates that the unidimen-
sionality assumption is met. 
Detecting Differential Item Functioning 
(DIF 
To answer the first research question "Does 
the SET survey contain DIF items based on 
students' academic discipline?" , the possibil-
ity of discipline differences in responses to 
CES items was tested by DIF analysis with a 
Bonferroni-adjusted  value (p=.0035) using 
RUMM2020 program. RUMM 2020 uses Two 
Way ANOVA on the item location to assess 
DIF for every item where the main effects are 
the discipline (cluster) and the class interval 
(trait level). The part of the ANOVA Table of 
interest is the interaction between Class In-
terval (trait level) and Group (Discipline). If 
there is a significant interaction, this means 
that students from the same trait level and 
different disciplines endorse the item differ-
ently, and that is considered evidence of DIF. 
The summary of this analysis is shown in 
Table 1. Because of the multiple comparisons 
involved (14 items), the alpha level is adjust-
ed using the Bonferroni correction due to the 
number of items yield an alpha of 
.05/14=.0035 (Thompson, 2006).  




Table 1   
Two Way  ANOVA Summary Table for  Assessing DIF 
Item 
Class Interval (Ability) Discipline Ability Level by Discipline 
MS F Prob MS F Prob MS F Prob 
I0001 41.35 48.21 <.001 9.07 10.57 <.001 0.72 0.84 0.651 
I0002 69.33 85.15 <.001 6.11 7.51 <.001 1.01 1.25 0.214 
I0003 80.21 99.6 <.001 30.52 37.9 <.001 1.08 1.34 0.152 
I0004 28.55 31.72 <.001 4.87 5.41 0.004 0.51 0.57 0.922 
I0005 83.17 103.46 <.001 33.16 41.25 <.001 -0.61 -0.76 0.999 
I0006 43.94 48.27 <.001 29.92 32.87 <.001 0.23 0.25 0.999 
I0007 14 14.53 <.001 87.37 90.68 <.001 4.23 4.39 0.0006* 
I0008 69.75 86.61 <.001 4.01 4.97 <.001 0.7 0.87 0.618 
I0009 81.84 103.54 <.001 25.41 32.15 <.001 1.75 2.22 0.001* 
I0010 15.28 16.91 <.001 6.27 6.94 <.001 0.74 0.82 0.675 
I0011 8.75 9.03 <.001 26.56 27.38 <.001 2.09 2.16 0.002* 
I0012 607.2 448.02 <.001 108.76 80.25 <.001 -2.15 -1.59 0.999 
I0013 387.17 307.36 <.001 36.93 29.32 <.001 4.36 3.46 <.0001* 
I0014 18.13 18.6 <.001 83.58 85.73 <.001 -0.7 -0.71 0.999 
Table 1 shows that CES has 4 items with a sig-
nificant ability by discipline interaction (DIF) 
after applying the Bonferroni correction which 
takes into account the familywise error. These 
items are: 1- My professor used up-to-date and 
useful course materials (texts, hand-outs, refer-
ences, etc.), 2- My professor inspired me to do  
my best work, 3- My professor gave me the marks 
for continuous assessment on time, and 4- My 
professor provided effective IT (Information Tech-
nology) to support my learning.  Figures 1-4 
show Item Characteristics Curves (ICC) for 
each DIF item. 
Figure 1: Differential Item Functioning graph of the three colleges (disciplines) for item 7 
 
 
Figure 2: Differential Item Functioning graph of the three colleges (disciplines) for item 9. 
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Figure 3: Differential Item Functioning graph of the three colleges (disciplines) for item 11. 
Figure 4: Differential Item Functioning graph of the three colleges (disciplines) for item 13. 
Figures 1-4 demonstrate items that have DIF 
or biased items. Students from different disci-
plines perceived these items differently de-
spite that students having the same level of 
rating for courses and teachers. Figures 1 and 
4 show that college of education students’ rat-
ings of these items are lower than those of 
their peers in colleges of engineering and 
health in almost all the ability levels. This 
means that these items are behaving in differ-
ent way than it is expected by the model. The-
se items are: “My professor used up-to-date and 
useful course materials (texts, hand-outs, refer-
ences, etc.)” and “My professor gave me the marks 
for continuous assessment on TIME”. This result 
indicates that students from different colleges 
perceive or even understand these items dif-
ferently. On the other hand, Figure 2 shows 
that colleges of health students’ ratings of Item 
9 “My professor inspired me to do my best work” 
is lower than colleges of engineering and edu-
cation students. This indicates that students 
from different colleges or disciplines perceive 
and understand this teaching practice differ-
ently.  
DIF items effects on CES Construct Validity 
CES is designed to measure students rating of 
the course. Therefore, the items are focusing 
on practices that are an interaction between 
the course content and teaching practices. The 
results of these study showed evidence that 
the unidimentionality of CES has been met. So, 
single factor confirmatory analysis  was used 
to answer the second research question which 
is "What is the effect of detected DIF items on 
SET's internal structure validity?" Single factor 
Confirmatory Factor Analysis (CFA) was used 
twice using LISREL Structural Equation Mod-
eling Software; in the first one all the CES 
items were included, the second time Detected 
DIF items were deleted. The results of the two 
analyses are shown in Table 2. 
 
 




Table 2.  




Befor deleting DIF 
items 
After Deleting DIF 
items 
Value CI: 95% Value CI: 95% 
 51153.26 DF=90 22831.74 DF=44 
RMSEA .12 .12-.13 .12 .12-.12 
ECVI 1.40 1.38-1.43 .63 .61-.64 





2 51153.26 DF=90 22831.74 DF=44 
Table 2 shows the following fit indices for the 
two models: Chi-Squared (
2 ), Root Mean 
Square Error of Approximation (RMSEA), Ex-
pected Cross-Validation Index (ECVI), Popula-
tion Discrepancy Function Value (F0), and Es-
timated Non-centrality Parameter (NCP). 
Schermelleh-Engel, Moosbrugger and Müller 
(2003) indicated that two CFA models can be 
compared by calculating the 
2  difference of 
the models. Table 2 shows that the 
2  differ-
ences equals (28321.52) and DF equals (44) and 
this difference is statistically significant at 
α=.01. Also, by taking the other fit indices into 
account, Table 2 suggests that removing DIF 
items from CES has improved the fit indices of 
the model. This indicates that eliminating DIF 
items has improved the construct validity of 
the instrument. 
Discussion 
After more than seven decades of research on 
SETs  in higher education, most researchers 
believe that they are reliable, valid, and useful 
(Wachtel, 1998).  This study provides evidence  
that disciplines or students' college could be a 
source of item bias or DIF which indicates that 
students who have the same level of ability or 
ratings of teaching effectiveness  but one from 
different disciplines or colleges understand 
and perceive some items in CES differently 
and therefore they respond to these items in a 
different manner. The results of this study 
show that there are four items that are per-
formed differently by students' discipline after 
controlling for the level of perceived teaching 
effectiveness. This type of error (DIF items) is 
a major threat of instrument validity and reli-
ability (Duncan, 2006; Monahan, 2002).  This 
result supports with the results of Marsh 
(1984, 2007) and Marsh and Roche (1997) 
whose studies focused on the importance of 
wording SETs items to prevent CESs surveys 
from multidimentionality.  Therefore, higher 
education institutes should use and prepare 
surveys to assess teaching and teachers that 
are free of DIF items. In other words the items 
should be perceived or understood in the 
same way despite students' college or disci-
pline.  
One of the items that showed DIF in CES is 
"My professor used up-to-date and useful course 
materials (texts, hand-outs, references, etc.)". The 
content of this item focuses on using up-to- 
date references and texts. Since the colleges 
included in the current study are Engineering, 
Health, and Education, it is expected that the 
importance of using up-to-date references and 
texts to be different according the students' 
college. The need for up-to-date references 
and texts for the engineering students is more 
important than it is for college of education 
students. This could explain why students 
from different colleges perceive different 
meanings of this item's contents, and therefore 
the results show that it has a DIF. Another 
item that has a DIF in CES according to the 
current study is " My professor provided effective 
IT (Information Technology) to support my learn-
ing". Although, using IT to enhance learning is 
needed for all students despite their college, 
the volume of this need might be different 
from one college to another. The real practices 
in classrooms at the university show more IT 
involvement by college of engineering teach-
ers compared to their colleagues at college of 
education.  This might be the reason behind 
the existence of DIF for this item.  
Also, the results show that removing the de-
tected DIF items from CES enhances its con-
struct validity. Unfortunately, Oon and col-
leagues (2017) reported that SETs are rarely 
assessed psychometrically which might lead to 
potential consequences by providing inaccu-
rate and invalid  information, and therefore 
SETs' results for courses and teachers  cannot 
be justified. Based on the results of this study, 
it is recommended to investigate DIF sources 
in SETs' surveys and make sure that the sur-
veys used by higher education institutes are 
free of DIF items. Fairness of the SETs' surveys 
is questionable when these surveys contain 
DIF items.  
Conclusions and Implications for further 
Research 
The current study has shown evidence that 
some Likert-type items in the SET survey 
function differently across students' college, 
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and the CFA has shown that removing the 
detected DIF items from SET survey enhances 
its internal structure validity. Since the current 
study is based on one data set (N=36459) and 
one university's experience, it is recommend-
ed to conduct more research using different 
data sets from different universities. Also, it is 
recommended to examine other possible 
sources of DIF in SET surveys according to 
other variables such as students' level,  gen-
der, and GPA.  
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