ABSTRACT Human action recognition from skeleton sequences has attracted a lot of attention in the computer vision community. Long short term memory (LSTM) network has shown its promising performance for this problem, due to their strengths in modeling the dependencies and temporal dynamics of sequential data. However, original LSTM is difficult to grasp the dynamics of entire sequence data, if the input feature of each time step is just a simple combination of raw skeleton data. In this paper, we present a fusion model to make full use of the skeleton data through multi-stream LSTM for action recognition. In each stream of the model, skeleton feature fed to each step of LSTM are extracted from different time duration, which are called single frame feature, short term feature, and long term feature, respectively. Single frame feature represents static pose, which is converted from joints coordinates directly. Short term feature represents skeleton kinematics, which is extracted from a short time window. Long term feature represents joints mutuality during the action process, which is extracted from a longer time window. All these features are modeled by LSTM, and the final states of LSTM streams are fused to predict the underlying actions. The proposed model makes better use of the skeleton dynamics than standard LSTM model. Experimental results on two benchmark skeleton data sets NTU RGB+D data set and SBU interaction dataset show that our proposed approach achieved significant performance.
I. INTRODUCTION
Human action recognition is a very important research problem in computer vision for its relevance to a wide range of applications, such as video surveillance, human-computer interaction, video retrieval and so on. Action recognition in videos has always been challenging due to the complexity of the observing condition and the diversity of human action itself [1] . In recent researches, three types of input as visual cues are RGB data [2] - [4] , depth data [5] - [7] and skeleton data [8] - [11] . RGB data are most widely studied due to its convenience of data capturing [12] - [14] . With the development of depth sensors, such as RealSence and kinect [5] , depth or 3D skeleton based human action recognition has received more attention, and a lot of advanced methods [15] - [20] have been proposed in the past few years.
Skeleton data can be represented by a series of human joint locations in the form of 2D or 3D coordinates, which carry pose information naturally. Thus, they are higher level information compared to RGB and depth, and moreover, they require much less computation and are robust across views. There are two main study directions for skeleton based methods. One type focuses on skeleton feature descriptor [21] - [23] . Zanfir et al. [21] proposed the moving pose descriptor of the joints trajectories, which was conjunct with a modified kNN classifier for the recognition. Ke et al. [22] transformed skeletons sequence into image style, then solved the action recognition problem by CNN based methods, similar to image classification. Vemulapalli et al. [23] represented the skeleton configurations and action patterns as points and curves in a Lie group, and then a SVM classifier was adopted to classify the actions. This type of method has the problem of lacking time reasoning. The other type focus on classification model design [18] , [24] - [27] . Raman and Maybank [24] FIGURE 1. Skeleton feature fusion model using multi-stream LSTM for action recognition. There are three streams in the model, which extract skeleton features from different time duration to feed to the LSTM respectively. Green dots below every stream denote skeleton frames. In the first stream, single frame feature is naive joints coordinate vector within a single frame, which represent static pose. In the second stream, short term feature is extracted from a short observing window (3 frames in our case) by one dimension convolution along the temporal dimension, which represent skeleton kinematics feature. The long term feature is joints location covariance during a wider observing window, which represent joints mutuality during the action process. All these features are modeled by LSTM, and the final states of the three LSTM streams are fused by global average pooling and softmax classifier to predict the underlying actions.
modeled joint positions with hierarchical Hidden Markov Model (H-HMM). Berlemont et al. [25] employed a shallow bidirectional LSTM with only one forward hidden layer and one backward hidden layer to explore long-range temporal dependencies for gesture recognition. Wang et al. [26] introduced a part-aware LSTM model to push the network towards learning long-term context representations of different body parts separately. Song et al. [18] combined attention mechanism with LSTM model for action recognition. This type of method models temporal dynamic better. Among all these methods, deep RNN/LSTM [27] based methods are most popular recently for its ''deep'' attribute. Moreover, human action is a process changing with time, and LSTM model skeleton sequences as a chain of state transformation, which is conformable to human intuition to recognize an action.
As far as we know, most LSTM based methods focused toward how to abstract or model the most informative and discriminative joints [18] , [26] by the single frame skeletons as inputs, and relegated the temporal relation reasoning to LSTM. But in our opinion, although LSTM network are design to explore the long-term temporal dependency problem, it is still difficult to grasp the kinematics feature and memorize the information of the entire sequence with many time steps [22] , [28] . For example, joints moving speed in a short time interval, mutual correlation between different joints in long duration is heavily involved a specific action. For depth data, extracting multi-temporal features has shown effectiveness for action recognition [6] .
Based on the above insight, we propose a feature fusion model using multi-stream LSTM to take full advantage of the human skeleton data in action recognition, which is illustrated in Fig.1 . It is a 3-stream model, where each stream is a base LSTM model. Skeleton features extracted from different time duration are fed to LSTM cells, as are called single frame feature, short term feature, and long term feature respectively. Single frame feature is naive joints coordinate vector, which represents static pose. Short term feature represents skeleton kinematics which is joints moving velocity obtained by 1D convolution along the temporal dimension in a short time window. The long term feature represents joints mutuality during the action process, which we utilize joints location covariance during a longer time window. All these features are modeled by LSTM, and the final states of LSTM streams are fused by global average pooling and softmax classifier to predict the underlying actions.
The major contribution of our work relies on the two points:
1) We present a feature fusion model to solve the action recognition based on skeletons, which makes better use of the static pose, skeleton kinematics and joints mutuality obtained from different time duration to improve the recognition performance significantly.
2) In the second stream of the model, we don't extract kinematics feature of skeleton directly, but apply 1D convolution along the temporal dimension, and the convolution kernel is VOLUME 6, 2018 obtained by learning with a certain of guidance of human knowledge.
Experimental results on two benchmark skeleton datasets: NTU RGB+D dataset [29] and SBU interaction dataset [30] show that our proposed approach achieved performance close to the state of the art.
II. RELATED WORK
In this section, we provide a literature review on recent developments in action recognition.
A. ACTION RECOGNITION BASED ON RGB AND SKELETONS
For RGB data as visual cue, there are two main types of methods: sophisticated hand craft feature based methods [31] - [33] and deep learning based methods [34] - [38] . Wang's improved Dense Trajectories(iDT) [32] , [33] combined with Bag-of-Words(BOW) framework brought the peak development for hand craft features in action recognition and obtained the highest performance in most benchmark datasets UCF101 [13] , HDMB51 [14] , until deep learning based methods coming into vogue. There are many typical methods based on deep learning: Simonyan and Zisserman [34] presented two stream framework based on VGG model for extracting appearance features from RGB and motion features from optical flow field; Wang et al. [35] presented Temporal Segment Networks (TSN) based on two stream framework with time segmentation for modeling time relations of the action; Du et al. [36] extracted 3D spatial-temporal feature from action video by 3D-CNN model. Varol et al. [37] extended 3D-CNN model to long term. Carreira and Zisserman [38] introduced a new Two-Stream Inflated 3D ConvNet model(I3D) to extract 3D action feature and achived almost the highest performance on UCF101 dataset.
As a matter of fact, skeleton/pose features give more interpretability and semantic information for underlying action. In recent years, various methods based on skeleton data for action recognition have been proposed [8] . Xia et al. [39] used a hidden Markov model (HMM) to model the temporal dynamics over a histogram-based representation of joint positions for action recognition. A skeleton-based dictionary learning method using geometry constraint and group sparsity was introduced by Luo et al. [40] . Liu et al. [41] presented an enhanced skeleton visualization method for view invariant human action recognition. Husseinet et al. [15] used the covariance matrix for skeleton joint locations over time as a discriminative descriptor for a sequence. Zanfir et al. [21] utilized speed and acceleration of the human body joints to construct the moving pose descriptor for the recognition. The last two gave us some enlightenment in the feature designing, but their classification frameworks were incapable to model time relationship of the long sequences. Wang et al. [26] proposed a graph-based motion representation in conjunction with a SPGK-kernel SVM for skeleton based activity recognition. Yan et al. [11] proposed a graph convolutional network(GCN) to automatically learn both the spatial and temporal patterns from skeleton data. Most recently, Xie et al. [20] explored Memory Attention Networks (MANs) by a ''RNNs + CNNs'' framework for skeleton based action recognition, which got the state of the art performance on the largest skeleton datasets NTU RGB+D.
B. RNN/LSTM BASED ACTION RECOGNITION
Inspired by the success of deep recurrent neural networks (RNNs) using the Long Short-Term Memory (LSTM) architecture in speech recognition [42] and NLP [43] fields, many researchers intended to build an effective action recognition model based on deep RNN/LSTM network [10] , [16] - [19] , [25] , [27] , [44] - [46] . A deep recurrent neural network(RNN) architecture with handcrafted subnets was utilized for skeleton based action recognition by Du et al. [16] . Zhu et al. [27] proposed a fully connected deep LSTM network to learn co-occurrences of the skeletal joints for action recognition. They also designed an in-depth dropout mechanism to effectively train the network. Liu et al. [10] , [44] designed a 2D Spatio-Temporal LSTM framework to concurrently explore the hidden sources of action related context information in both temporal and spatial domains. They also introduced a trust gate mechanism to deal with the inaccurate 3D coordinates of skeletal joints provided by the depth sensors. Zhang et al. [45] fused geometric features from body parts skeletons into multilayer LSTM Networks.
With the success application of attention model in object recognition in image domain, Sharma et al. [47] introduced attention mechanism into action recognition for the first time, but their input data was RGB. Recently, attention mechanism was combined with LSTM model in [17] - [20] for skeleton based action recognition. Using RGB input, Du et al. [17] proposed pose-attention network (RPAN) for action recognition in videos, which can adaptively learn a highly discriminative pose-related feature for every-step action prediction of LSTM. Song et al. [18] designed a spatial attention module with joint-selection gates, which was designed to adaptively allocate different attentions to different joints of the input skeleton within each frame, and a temporal attention module with frame-selection gate was designed to allocate different attentions to different frames. Liu et al. [19] extended the original LSTM model and promoted its selective attention capability by introducing a global context memory cell, and the stepwise training scheme was proposed to more effectively train the network. Lee et al. [49] presented Temporal Sliding LSTM with various window width to capture various temporal dependencies. They trained each temporal window as an independent LSTM with action label, which differ from our method, as we trained the whole sequence as a LSTM.
In most LSTM based methods presented, discriminative skeleton features extracted from single frame joints coordinates as input are fed into the sequence model [10] , [18] , [27] , [44] , [46] to recognize the actions. Our method is based on the LSTM model too, but in addition to single frame skeleton feature, it extracts and fuses features from variable duration to recognize the actions. In short, it makes use of the skeleton data better for action recognition.
III. MULTI-STREAM LSTM FOR ACTION RECOGNITION
In this section, the proposed framework and its main components are discussed in detail.
A. PROPOSED FRAMEWORK
The proposed fusion model of multi-stream LSTM for skeleton based action recognition is shown in Fig.1 . There are three streams which are relatively independent. Each of them is a base LSTM model of chain style, which can be used alone for classification as following pipeline: skeleton sequence x t , t = 1, 2 . . . .T is fed as a chain to the LSTM model, then the hidden state at final step is applied to a softmax classifier to obtain the action label. But the performance by such a simple application is barely satisfactory. We pursue a more efficient method to utilize the skeleton data by feature fusion with multi-stream model. Each stream utilizes the skeleton feature extracted from different time duration. Single frame feature is the joints coordinate vector as usual. Short term feature skeleton is kinematics feature, which is extracted by 1D convolution along the temporal dimension in a short time window. The long term feature we used is joints location covariance in a longer time window. Then three streams of LSTM model three types of skeleton features, and produce three final hidden states. In fusion stage, each final hidden state is fed to a fully connection layer, whose output node numbers is equal to number of categories. That is to say, each stream output a classification score, and the last classification score is obtained by global average pooling and softmax.
B. BASE MODEL OF LSTM
The standard LSTM model can be seen as a chain of recurrent units, each unit passing a message to a successor. An recurrent unit contains two states and three gates [10] . The states at time step t are cell state c t and output hidden state h t . Cell state is the key to LSTM, which is the so-called passing message, and protected and controlled by three gates. Three gates are input gate i t , forget gate f t , and output gate o t . The input gate i t controls the contributions of the newly arrived input data at time step t for updating the cell state, while the forget gate f t determines how much the previous state c t−1 contribute to deriving the current state c t . The output gate o t regulates how the output of the LSTM unit at current time step should be derived from the current cell state. All the relationship can be defined as (1)
where x t is the input skeleton feature vector at time step t, u t is the modulated input, denotes the element-wise product, and W is an affine transformation consisting of model parameters.
Above all, LSTM can be seen as a series of the cell state transition. The final hidden states conjunct to a softmax classifier are used to make the final decision.
C. FEATURES OF SHORT AND LONG TERM
Different definitions of input features are made in different stream of the model. In the single frame feature stream, the feature vector x t in each time step consists of all the joints coordinates, which can be seen as static pose. The definition of short term feature x short,t and long term feature x long,t at time step t is described in the following subsections.
1) SKELETON KINEMATICS FEATURE OF SHORT TERM
A good pose descriptor for action recognition should capture both the static state of skeleton and the joint kinematics at a given moment [21] in time. Velocity of the 3D joint is an important feature, which describes the direction and speed of the joint movement. It is discriminative between different actions spanning similar static poses but different directions of movement, such as torso's motion direction in standing up vs. sitting down action.
If we view x t , t ∈ (0, T ) as a continuous and differentiable function of the body joint positions over time, the first order derivatives x t denotes instantaneous variation of x t at a given time t, which is the velocity essentially. We can estimate the velocity numerically by applying one dimension differential operation with the differential operator (convolutional kernel) (−1, 1), or bigger size kernel for noise robustness.
In practice, not all the joints velocity is equally contributed to the final classification, so in our approach, the kernel is not used directly. We use kernel of (−1, 0, 1) as the initial value and fine tune it by training. That is to say, the weights for all joints begin with the same initial value, but become a little different after training, which is visualized in the experiments section. The weights in convolutional kernel for the ith joint w L,i is learned by initializing the value to (−1, 0, 1), if the kernel size L = 3. Then at time step t, the short term feature x short,t for all joints is calculated by (2)
where Diag() denotes taking the principal diagonal elements,
] is all joints 3D coordinates in the window of width L,so it is a 3N ×L matrix, N is the joints number, and each joint has a 3-d coordinate. W L denotes the temporal convolution kernel for all joints, which is concatenated by w L,i , so it is a 3N × L matrix too, L is the convolutional kernel size.
2) JOINTS COVARIANCE FEATURE OF LONG TERM
We use the covariance matrix for skeleton joints locations over time as a long term descriptor for skeleton. An element VOLUME 6, 2018 of covariance matrix indicates the co-occurrence or mutuality between two joints. As demonstrated by [15] , it is an effective feature to distinguish action. But covariance matrix is a statistical property over certain duration, thus temporal order information in the duration is lost. We calculate covariance matrix in a time window of length L in place of the whole sequence to be input feature for a time step. Sliding window strategy is used for the whole sequence, and the temporal dynamic is handed over to LSTM.
For joints coordinates X L,t in the window of width L, the covariance of long term Cov(X L,t ) is calculated numerically by (3)
where X L,t is the sample mean of X L,t in the window width L.
Then the long term feature x long,t at time step t is a vector conformed by the upper triangle of the matrix Cov(X L,t ) shown by (4)
where UP_Tri() is the transformation from upper triangular matrix to vector. For Cov(X L,t ) is a symmetric 3N × 3N matrix, the length of the descriptor is 3N × (3N + 1) .
D. FEATURE FUSION AND CLASSIFICATION
We feed the three kinds of features to multi-stream LSTM and get three final hidden states, that are h T 1 , h short,T 2 h long,T 3 , where T n is the max time step of the nth stream. Note that T 1 is equal to the original sequence length T , but T 2 and T 3 are related to time window width and the stride of the sliding window. But for brevity, we just write them as T , and write the final state of the nth stream as h (n) T . A naive way to fusion is just concatenating them in the feature level to a fully-connected layer. But we thought it unreasonable for inconsistency of features from different streams. In our approach, the final hidden state from each stream is fed to a fully connection layer respectively with output nodes numbers equal to number of categories. Then the nth stream output a classification score F (n) , which can be easily interpreted as categories confidence. Inspired by [48] , the final classification score is obtained by a global average pooling layer, then a softmax classifier is applied to predict the class label:
where
F are parameters of the fully-connected layer in the nth stream, andŷ is the predicted label of sequence x t , t = 1 . . . T . In principle, since different features(streams) may not contribute equally to final decision, they should have different weights. So we try weighted fusion in place of global average pooling layer experimentally. The weights are set by two ways: fixed value according to recognition accuracy of single stream model, and leaned value following [45] , but the results show tiny difference. By the principle of simplicity, we keep on global average pooling as the fusion layer.
In training stage, the ground truth label of a training sample y is given at video level. The loss function is cross-entropy loss.
IV. EXPERIMENTS A. EVALUATION DATASETS 1) NTU RGB+D DATASET
NTU RGB+D dataset [29] is currently the largest RGB+D database for action recognition, which is captured by Kinect v2. It contains 60 actions including daily activities, interactions and health-related actions, performed by 40 subjects from various views generating 56,880 skeleton sequences. With a large number of samples, this dataset is highly suitable for deep learning based activity analysis. With 11 mutual actions of two persons in the dataset, a 25 joints human model are provided for each person. We treat all instances as two person cases with zero filled for the absent person. This dataset also contains noisy skeleton joints, which bring extra challenge for recognition.
In order to evaluate effectiveness of scale-invariant and view-invariant features, it provides two types of evaluation protocols, cross-subject and cross-view.
2) SBU INTERACTION DATASET
The SBU interaction dataset is a Kinect captured human action recognition dataset depicting two-person interaction [30] . In most interactions, one person is acting and the other person is reacting. The dataset includes 8 action classes performed by 7 participants, and contains 282 sequences corresponding to 6822 frames. Each body skeleton consists of 15 joints. The major challenge of this dataset is the measurement accuracies of the joint coordinates are low in many sequences.
We follow the standard experimental protocol with 5-fold cross validation provided by the dataset.
B. EXPERIMENTS DETAIL 1) SKELETON PREPROCESSING
The single frame skeleton feature x t is constructed by concatenate all joints coordinate. We decentralized this raw skeleton feature prior to feeding into the model. A centeral pose is calculated by averaging all the joints coordinates along the time axis for a sequence, then, all raw skeleton features are subtracted by the centeral pose. The NTU RGB+D dataset provides 25 joints per skeleton, we only use the first 20, shown in Fig.7(a) . The omitted joints are fingers, in consideration of that the fingers movement is not helpful for the big range actions recognition. Therefore, a raw skeleton feature per frame is a 2 × 20 × 3 = 120 dimensional vector. For SBU interaction dataset, the dimension of raw skeleton feature equals to 2 × 15 × 3 = 90.
2) SEQUENCE LENGTH
The optimal length should be the min length covering a complete action process for high efficiency. We collected the sequence length distribution of the training set to choose the optimal sequence length. The maximal sequence length is set to 150 for NTU RGB+D dataset, because more than 95% samples length is below 150 frames, as shown in Fig.2 . As a matter of fact, most overlong sequences are durative action like ''reading'', ''writing'', and so on, so an arbitrary cutdown piece of max length as a training sample has little effect on validity. During training stage, the cutout strategy for overlong samples is randomly selecting, which indicates that training data would be augmented a little, for the different sampling over different training epochs. Following the same way, maximal sequence length is set to 45 for SBU dataset. The step of sliding window is set to half of the window width. 
3) WINDOW WIDTH FOR SHORT/LONG TERM FEATURES
For the short term features, any number of the temporal convolutional kernel size L can be employed in principle, but we only try L = {2, 3, 5}, for we incline to get instantaneous kinematics feature. Experiments results in Table. 1 showed that L = 3 got the best performance. For long term feature, we tried (20, 30, 45, 60) as window width with half window width as sliding stride to find the optimal window width. The result is that for NTU RGB+D datasets 45 is optimal, while for SBU datasets 30 is.
4) HYPER-PARAMETERS AND EXPERIMENT ENVIRONMENT
Each stream of LSTM is independent respectively. We set the single frame feature stream and short term feature stream to 3-layer LSTM, the numbers of hidden states are set to 256. While compare to the first two streams, the feature dimension in long term stream is much longer and the max time step is much shorter, then a 2-layer LSTM with 628 hidden states is used for the long term feature stream.
The dropout regularization ratio is set to 0.5. The network weights are learned using the Adam optimizer (Adaptive Moment Estimation). We use an initial learning rate of 0.001 and decrease the learning rate by a factor of 10 when the testing loss plateaus for more than 10 epochs. The maximum training cycle is set to 200. The implementation is based on Tensorflow framwork with one NVIDIA GeForce GTX 1060 card and 6G RAM.
C. EXPERIMENTS RESULTS ON NTU RGB+D DATASET
Following the cross subject protocol in [29] , we split the 40 subjects into training and testing groups. Each group contains samples captured from different views performed by 20 subjects. For this evaluation, the training and testing sets have 40,320 and 16,560 samples respectively. We use all the samples of camera 1 for testing and samples of cameras 2 and 3 for training. The training and testing sets have 37,920 and 18,960 samples respectively. Table 2 shows the performances of various skeleton based methods on this dataset including ours, and the ablation study results for our multi-stream model. In this table, Deep LSTM [29] , Part-aware LSTM [29] , ST-LSTM [44] , STA-LSTM [18] , Ensemble TS-LSTM [49] , GCA-LSTM [19] , and FGF-LSTM [45] are all LSTM based models for action recognition on skeleton sequences, and are very relevant to our network. Obviously, the proposed multi-stream LSTM network achieves the best performance among LSTM based methods and ranks second to the latest MANs [20] among overall methods, whose base model was stronger than ours. Ablation study results in Table. 2 shows that the most effective feature in the three streams is static pose from single frame, and the weakest is the joints mutual correlation. Improvement by skeleton feature fusion model is obvious, which is more than 7% compare to single-stream model using static pose feature alone. On the other hand it shows that original LSTM model is difficult to grasp the temporal dynamics of entire sequence data well as it seems, and the extra features with time-varying information are beneficial for the sequence classification task.
The normalized confusion matrix is shown in Fig.3 . We only show the cross view result due to the limited space. The diagonal elements are percentages that the predicted label is equal to the true label, which shows that our method is effective to tackle with challenges like view variations and noisy skeletons in large scale of data. The class with the highest recognition accuracy(above 99%) are: ''standing up (from sitting position)'', ''wear jacket'', ''hopping'', ''jump up'', ''staggering'', and ''falling''. Off-diagonal elements are those mislabeled by the classifier, where the values above 0.01 are displayed. It shows that the most serious confusion takes place in the following classes: ''writing'' actions are mislabeled to ''typing on a keyboard'' by 17%, and ''typing on a keyboard'' are mislabeled to ''writing'' by 11%; ''reading'' actions are mislabeled to ''writing'' by 13%, and ''writing'' to ''reading'' by 12%; ''playing with phone/tablet'' actions are mislabeled to ''writing'' by 13%; ''wear a shoe'' actions are mislabeled to ''take off a shoe'' by 17%; ''rub two hands together'' actions are mislabeled to ''clapping'' by 16%. The confusion matrix provides some inspiration for action feature extraction and selection in the future work.
Class wise accuracy under cross subject protocol of NTU RGB+D dataset is shown in Fig.4 . The magenta bins denote the accuracy using only the single frame feature with one stream LSTM, and the blue bins denote the accuracy by feature fusion with the proposed multi-stream LSTM. It shows that the results of all of the categories benefited from the feature fusion. The classes with the highest recognition accuracy(above 98%) are: ''standing up(from sitting position)'', ''jump up'', ''staggering'', and ''falling'', which accords with result under cross view protocol in general. It can be perceived that, the high recognition accuracy classes are almost large range body movements.
D. EXPERIMENTS ON SBU INTERACTION DATASET
We summarize the results of SBU interaction Dataset in terms of the average recognition accuracy (5-fold cross validation) in Table. 3. The performance of the proposed model is comparable to the state of the art. Feature fusion by multi-stream model improved the recognition rate by nearly 8%. Because accuracies of the joint coordinates are low in many sequences of this dataset, we adopt the Svaitzky-Golay filter in the temporal domain to smooth the skeletal joint positions and reduce the influence of noise in the data collected by Kinect, as suggested as Co-occurrence LSTM [27] and Hierarchical RNN [16] . The confusion matrix is shown in Fig.5 .
We carried out experiments to compare three settings for 1D convolution in the short term feature stream: i) fixed convolution kernel (−1, 0, 1) which produces velocity feature, a hand-crafted feature; ii) learning kernel with random initialization which produces linear combination of poses in 3 consecutive frames, and iii) leaning kernel with specific initial value of (−1, 0, 1), which produces velocity feature too, but assign joints unequal weights after training. Results in Table. 4 shows that our proposed learning 1D VOLUME 6, 2018 FIGURE 6. Visualizing weights difference learned by temporal convolutional kernel of the short term feature stream on the NTU RGB+D dataset. The horizontal axis is the feature dimension, ( 2 × 20 × 3 = 120, two persons per frame, 20 joints per person, 3-d coordinate per joint, and joints number is shown in Fig.7(a) ), and the vertical axis is the difference between w 1,i and w −1,i , which reflect the contribution of different joints velocity along specific direction (x/y /z) for the classification. The initial differences are both 2, but become a little different after training. It is visualized by the size of the joint dots in the human skeleton model, where we can see that the dots of torso and hand joints are bigger than other joints. That is to say, the velocity of torso and hands is more important than other joints to classification. Covariance features shown in (b) are average covariance matrix of all the samples in the specific category, where the horizontal and vertical coordinates are joints numbers. Note that we have summarized the elements of the 3 dimension for every joint. Covariance feature reflects the co-occurrences of joints. We can see that ''brushing teeth'' is lower mutual interaction between two hands than ''clapping''; ''falling'' is higher mutual interaction of the whole upper body vs. the movement in ''kicking'' action concentrates more upon the right foot; covariance matrixes of ''sitting down'' and ''standing up'' are all torso primary movements and look similar.
convolution kernel with manual setting initialization got the best performance in the multi-stream model. It is worth noting that single-stream model with 1D convolution using random initialization did best in the three settings, but it did the worst in multi-stream model. The reason is that learning kernel with random initialization inclines to learn optimal feature for action, thus a linear smooth kernel is achieved, which produces smoothed static pose feature, similar to static pose in the single frame feature stream. Therefore, they cannot complement each other in the multi-stream model as static pose and velocity feature do.
2) SHORT TERM FEATURE VISUALIZATION
To further understand our multi-stream LSTM network, we visualize the weights learned in the short term feature stream on the NTU RGB+D dataset in Fig.6 . The horizontal axis is the feature dimension (2 × 20 × 3 = 120, two persons per frame, 20 joints per person, 3-d coordinate per joint, joints number is shown in Fig.7(a) ), and the vertical axis is the weights difference between w 1,i and w −1,i , which reflect the contribution of different joints velocity along specific direction (x/y/z) for the classification. The initial value in temporal convolutional kernels for all joints are the same (−1, 0, 1), but become a little different after training. We visualize the difference between w 1,i and w −1,i by the size of the joint dots in the human skeleton models. The initial differences are both 2, but become larger for some upper body joints (the joint dots are bigger) than lower body joints for both persons.
The local maximum values appear on torso and hand joints, as shown in Fig.6 . That is to say, the velocity of torso and hands is more important than other joints to classification, which is determined by the action categories in the datasets.
3) LONG TERM FEATURE VISUALIZATION
Joints covariance feature reflects the co-occurrences of joints, as shown in Fig.7 . We choose 6 actions from NTU RGB+D dataset to demonstrate how this feature influences the classification. Fig.7(a) shows the human joints number. Note that the covariance feature shown in Fig.7(b) is average covariance matrix of all the samples in the specific category. We can see that ''brushing teeth'' is lower mutual interaction between two hands than ''clapping''; ''falling'' is high mutual interaction of the whole upper body, while the movement in ''kicking'' action concentrate more upon the right foot; covariance matrixes of ''sitting down'' and ''standing up'' look similar, and they all torso primary movements, which is consistent with our intuition. Ablation study result in Table.2 shows that covariance feature is the weakest feature in the three if using alone, but it is a helpful complementary by fusion with other features. For example, ''kicking'' action is the unique foot primary action in the dataset, thus produce the most special joints covariance, which help to improve the recognition accuracy significantly for this action, as shown in Fig4.
4) RECOGNITION RESULTS VISUALIZATION
We display some skeleton sequences of NTU RGB+D testing set that are misclassified by single-stream model, but correctly classified by the feature fusion model of multi-stream one, as shown in Fig.8 . We sample 4 frames from a sequence to arrange in a box, with the ground truth(GT), labels predicted by single stream model and multi-stream model captioned below. It shows that our proposed multi-stream model improved the recognition evidently.
The confusingly similar categories, ''clapping'' and ''rub two hands together'' have similar static pose of hands, as shown in the first row. By fusing the joints velocity and covariance features many mislabeled instances are corrected.
Leaving out the factor of view, the upper body poses of the 4 actions ''reading'', ''writing'', ''playing with phone/tablet'', and ''typing on a keyboard'' look very similar, which are hard to distinguish even for human vision. But the labeling confusion are ameliorate too, as shown in the second and third row. The pose complexity is higher in ''wear a shoe'' and ''take off a shoe'' than other actions. In spite of the improvement by the multi-steam model (shown in the third row), there are still some misclassification (shown in the last row). Another part of mistakes take place due to the failure of skeleton capture, which happen often in the pose of limbs curled up, such as ''wear/take off a shoe'' at sitting pose, bend down pose when ''sit down/stand up'' as shown in the last row.
From these examples, we noted that only human skeleton data as visual cue is insufficient for the similar pose action recognition, e.g. ''reading'', ''writing'', ''playing with phone/tablet'', and ''typing on a keyboard''. For human eyes as we know, the most distinguishing feature of these actions is the interactive object: ''book'', ''pen'', ''phone'', and so on. For ''wear or take off a shoe'', the relationship between feet and shoe is the key for action recognition.
V. CONCLUSION AND FUTURE WORK
This paper aims at skeleton based action recognition. We extended the LSTM model to multi-stream version to achieve fully utilization of skeleton features. The proposed multi-stream LSTM model can take better advantage of the static pose feature, skeleton kinematics in short term and joints mutuality in long term, and achieve nearly the state of the art results on the largest benchmark skeleton datasets NTU RGB+D dataset. In addition, the feature extraction makes use of not only certain of human knowledge but also learning strategy. In practice, the learning features from short or long term are not limited to one type of convolution kernel, e.g. Laplacian kernel of (−1, 2, −1) as initial config prefers learning acceleration features. That is to say, our model can be extended by adding any other feature complementary to the existing ones to build a more streams model. In the long run, multi-modal visual cue fusion for action recognition is the right way to push the action recognition to higher reliability. He was an Associate Researcher with the Beckman Institute of Science and Technology from 1990 to 1991. Since 1991, he has been a System Consultant and then a Chief Consultant of research with Sumitomo Electric Industries Ltd., Japan. In 2000, he joined Shanghai Jiao Tong University, China, as a Distinguished Professor. His research interests are in image processing and computer vision, especially in motion estimation, feature detection and matching, and image registration. He also made much progress in the research of intelligent transportation systems. In his research, he published over 400 academic papers and obtained over 80 patterns.
