ABSTRACT Most existing bike usage prediction studies aim at building models to fit continuous bike usage data rather than categorical data, which may result in an over-fitting problem and therefore reduce the potential of the model to capture more generalized trends in bike usage predictions. This study explores a multi-categorical probabilistic approach for sharing bike demand prediction. In order to overcome the weakness of using single point measurements to describe bike usage conditions, we prepare three alternatives to capture the range, local variation, and trend of bike usage over a short-time period. The suitable indicator variables are determined based on the Principal Component Analysis (PCA) results. The Gaussian Mixture Models (GMM) is adopted to cluster homogeneous bike usage states. Then, a Markov chain model is developed based on the identified states to forecast the categorical changes of bike usage. Finally, to examine the effectiveness of the proposed approach, the persistence model is employed as a benchmark and two measures-Percent Correct (PC) and Heidke Skill Score (HSS), are introduced to quantify categorical data prediction performance. The results show that the proposed approach is able to offer high accuracy, skill, reliability, and discrimination at suitable prediction intervals.
I. INTRODUCTION
As an affordable, convenient, and sustainable travel option, bike-sharing systems (BSSs) have received increasing attention in the past decade. Bike-sharing can be defined as ''a short-term bicycle rental service for inner-city transportation providing bikes at unattended stations'' [1] . There are over 700 bike-sharing systems in operation world-wide, including Europe, China and North America [2] . These systems offer the potential to decrease car usage in dense neighborhoods, promote healthy living, increase accessibility and provide much needed last-mile connection.
One common challenge faced by bike sharing systems is bike rebalance between stations. Intrinsically, bike demand is non-stationary, varying over time and locations. This uncontrolled, non-stationary demand may cause an uneven distribution of bikes across the different stations, i.e., some stations may be completely jammed or empty over an extended period
The associate editor coordinating the review of this manuscript and approving it for publication was Rashid Mehmood. of time. Various strategies have been applied to address the bike imbalance issue. Bike redistribution via trucks or trailers is the most prominent example of such strategies. However, allocating bikes based on the current number of bikes at each station cannot tackle the issue thoroughly, since it may be too late to redistribute bikes after an uneven distribution of bikes has occurred. Thus, accurate prediction of the bike usage is of importance to system operators. Using the predictive model, system operators can plan bike redistribution to prevent stations from over-demand. The users can also use the model to locate available stations so as to make a successful trip.
The focus of this paper is on the probabilistic prediction of sharing bike demand. Firstly, we used k-means algorithm to select representatives of medium and high demand stations for this study from all 572 stations. Secondly, we determined the suitable indicator variables for describing bike usage via applying Principal Component Analysis (PCA). Thirdly, Gaussian Mixture models (GMM) approach was adopted to cluster homogeneous bike usage states. Fourthly, a Markov chain model was developed based on the identified states to forecast the categorical changes of bike usage. Finally, to examine the effectiveness of the proposed approach, the persistence model was employed as a benchmark and three measures-Percent Correct (PC), Heidke Skill Score (HSS) and Ranked Probability Score (RPS), were introduced to quantify categorical data prediction performance. The data used in the study was collected over 4 weeks from the bike-sharing system of Chicago. 572 bike stations were in operation during this period.
II. RELATED WORK
In this Section, an overview of the most relevant works that use different prediction methods based on public data is given. Subsequently, Froehlich et al. [3] employed a Bayesian network (BN) to forecast near-term station usage. Three weeks of bicycle station usage data collected from Barcelona's shared bicycling system Bicing was used to train the model. Borgnat et al. [4] developed a model of the cyclic temporal patterns with a linear regression to predict the global rental volume, while Michau et al. [5] adopted a parsimonious statistical regression model to relate social, demographic and economic data of the various neighborhoods of the city with the actual number of trips made from and to the different parts of the city. Yoon et al. [6] developed a spatio-temporal prediction system to estimate the availability of bikes in station in short and long term using AutoRegressive Integrated Moving Average (ARIMA). Xu et al. [7] used a hybrid model that combining clustering with support vector machine (SVM) to predict public bike traffic flow. Giot and Cherrier [8] analyzed a number of existing regressors on a public dataset acquired during two years to predict the global use of a BSS. Dias et al. [9] applied the Random Forest algorithm to identify the status of bike stations and improved the lifetime of the models using publicly available data (e.g., weather information). Yang et al. [10] proposed a spatio-temporal bicycle mobility model and devised a BSS demand prediction mechanism on a per-station level with sub-hour granularity. Liu et al. [11] proposed a Meteorology Similarity Weighted K-Nearest-Neighbor (MSWK) regressor and an inter station bike transition (ISBT) model to predict the station pick-up and drop-off demands respectively. Ruffieux et al. [12] employed machine learning algorithms to predict the availability of bikes on three Swiss BSSs. In [13] , a multi agent system that provided visualization and prediction tools for BSS was proposed. The proposed system was validated against a public bicycle sharing system in Salamanca.
Previous studies considering this topic leave several issues that could be enhanced. First, most references available for bike usage prediction aim at building models to fit continuous bike usage data. Although limited studies (e.g., [9] ) attempted to make predictions about the statuses of the bike stations, the accuracy of their prediction model was not very appealing (around 25%-75%). Second, an examination of prior arts reveals that although bike rental demand predictions have been well studied, few researchers (e.g., [11] , [14] ) considered both rented and returned bike demands while developing predictive models. Since the number of available bikes at a station is determined by both rented and returned bike demands. It is reasonable to take into account both variables for model construction so as to prevent stations from being completely empty or full. The contributions of this work include: 1) proposing a probabilistic model to make predictions about the statuses of the bike stations, and 2) providing an effective solution to taking into account and predicting both rented and returned sharing-bike demands.
III. DATA COLLECTION AND PREPARATION
Our main dataset was acquired on the bike-sharing system of Chicago. This dataset contains start station id, end station id, start timestamp, end timestamp and trip duration for each bike trip. Fig. 1 shows an example of raw data. We collected 4-week bike usage statistics. The original database consisted of 505,165 records (trips) which was divided into training and testing datasets. Training dataset contains 3 weeks bike usage data from 3 to 23 June 2017, while testing dataset spans from 24 to 30 June 2017 (1 week). 572 bike stations had one or more bike trips during this period.
Since we aimed at developing a localized predictive model, k-means algorithm was employed to select representative stations from all 572 stations. The selected stations were used as examples to illustrate the proposed model. The silhouette value [15] was chosen to determine the correct number of clusters. Fig. 2a shows the mean silhouette values computed for different number of clusters using daily rented and returned bike demands of every station in the training dataset. It can be observed that the replicate with 3 clusters yielded the lowest silhouette value. Thus, 572 stations were divided into 3 clusters using k-means based on their daily rented and returned bike demands, as shown in Fig. 2b . Bike stations in cluster 1 were excluded in this study because they exhibited low bike usage demand. Station 51 (with 63 rented-bikes/day and 66 returned-bikes/day) and station 192 (with 159 rented-bikes/day and 170 returned-bikes/day) were selected as representatives for cluster 2 (0.75 fractiles: 60 rented-bikes/day and 59 returned-bikes/day) and cluster 3 (0.75fractiles: 160 rented-bikes/day and 165 returnedbikes/day) respectively based on each cluster's 0.75 fractile values.
We processed the raw data to extract the number of rented and returned bikes of station 51 and 192 during 6:00-19:00 on weekdays at 15min, 30 min and 60 min intervals for the further analysis. Note that in the Methodology section, only the data collected at 60 min interval will be used to illustrate the model construction. The results computed using different intervals will be presented in the Results and Discussion section.
IV. METHODOLOGY A. SELECTION OF INDICATOR VARIABLES
To overcome the weakness of using single point measurements of rented and returned bike demands to describe bike usage conditions, we prepared several alternatives:
• p (rented) (t) is the number of rented bikes between t-1 and t time interval;
• p (returned) (t) is the number of returned bikes between t-1 and t time interval;
These variables can be used to capture the range, local variation and trend of bike usage over a short time period. The processed dataset contains two bike usage parameters (rented bike number, returned bike number). For each parameter, p(t) and δ(t) were computed, providing a total of six variables for each interval. Some variables may provide redundant information on bike usage conditions and the subsequent state definition. Therefore, Principal Component Analysis (PCA) was performed to screen out redundant measurements from the analysis.
The eigenvectors and eigenvalues were computed using PCA for station 51 and 192. We observed that the first three and two Principal Components (PC) account for 85% and 77% of the total variance of the data obtained from station 51 and 192 respectively, which can provide a good summary of the collected data. δ is the major contributor to the variation of the dataset because it offers higher loading than p. Therefore, δ (rented) and δ (returned) were finally selected as the indicator variables for describing bike usage conditions.
B. STATES DEFINITION AND MARKOV CHAIN MODEL
For a bike station, if bike demands do not fluctuate much for a given time period, the demands would not depend on time but could be considered as a random mechanism. In such case, a stochastic process analysis can be applied. In stochastic processes, a system has to be defined as a state which is analyzed using a measurable characteristic. In this study, the system is defined as a bike station, and the system state variables (observations) are δ (rented) and δ (returned) which describe how the states of a given station change every time interval.
The state definition was performed using Gaussian Mixture models (GMM) approach. GMM is a distribution, which consists of finite number of Gaussian distributions in the linear way. Considering its flexible fitting structure and explanatory power, GMM is appropriate for bike usage state identification. GMM identifies homogeneous clusters within which the observations (δ (rented) and δ (returned) ) are normally distributed. Fig. 3 presents clustering results of bike demands from station 51. Each dot represents an observation of δ (rented) and δ (returned) at the same time and the observations are assigned to the corresponding clusters by GMM. It can be observed that cluster sizes highly rely on pre-determined data aggregation interval lengths. Longer aggregation interval length results in lager cluster size and can capture more generalized trends; while shorter aggregation interval length yields smaller cluster size and provides more precise descriptions of demand changes. Note that Aikake information criteria (AIC), a commonly used model selection technique, was adopted to determine the proper number of clusters per GMM to best represent the true distribution of the data.
A Markov chain is a stochastic process with the Markov property, which can provide a simple approach to capture sequential dependence. This study employed a Markov chain model to predict future demand state at t +1 based on δ (rented) and δ (returned) at t. A Markov chain model is defined by a set of states, a transition matrix, and a vector of initial probabilities. As aforementioned, states are defined using GMM. The initial state probabilities are the probabilities of different states. The transition matrices represent the transition probabilities between different states. The future demand state probability is estimated as the product of initial state probabilities and transition probabilities.
C. PERFORMANCE MEASURES
There are a number of Measures of Effectiveness (MoEs) developed to verify the predictive models for continuous data sets, i.e. Bias, Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Correlation Coefficient (R). However, the notion of verification for categorical data forecast is not as straightforward as that for continuous data forecast. The key characteristics of categorical data forecast are that 1) different values that a categorical attribute takes are not inherently ordered; 2) only one of a set of possible events will occur; 3) categorical forecast does not contain expression of uncertainty; and 4) there is typically a one-to-one correspondence between the forecast values and the observed values. Therefore, we introduced two MoEs to quantify categorical data prediction performance: Percent Correct (PC) and Heidke Skill Score (HSS). Mathematical formulations of selected MoEs are illustrated as follows:
where, H is the total number of forecasts, and Nc. is the number of correct forecasts, N (ŝ u ) is the total number of forecasts in category u, N (s u ) is the total number of observations in category u. PC is a simple and intuitive measure, which shows the proportion of correct forecasts in the synthesized population. The HSS measures the fraction of correct forecasts after eliminating those forecasts which would be correct due purely to random chance. The range of score values is from −∞ to +1. Negative values indicate that the chance forecast is better, 0 indicates no skill, and a perfect forecast obtains a HSS of 1. HSS is normalized by the total range of possible improvement over the standard. Thus, it can safely be compared on different datasets.
V. RESULTS AND DISCUSSION
In this section, we assessed the performance of three different prediction models, namely, ARIMA model, nonlinear autoregressive neural network (NARNN) model, and the proposed Markov model. ARIMA and NARNN models are commonly used in time series prediction. The data collected from station 51, 192, 69 (87 rented-bikes/day and 76 returned-bikes/day), and 287 (124 rented-bikes/day and 126 returned-bikes/day) was applied to the tested models. 3-week data was used to trained the models, while 1-week data was collected to assess the performance of the tested models. In order to assess the impact of various prediction intervals on the model performance, the data was aggregated at three different levels: 15, 30, and 60 min. Fig.4 presents the PC values for different scenarios. In term of prediction accuracy, the proposed Markov model outperformed the persistence benchmark under all the tested scenarios. The results show that with the increase of the prediction length, the prediction accuracy increased. Quantitatively, the proposed method achieved 63.7% correct for station 192 and 66.5% correct for station 51 at 15 min interval which increased to 85.5% correct for station 192 and 86.4% correct for station 51 at 60 min interval. This could be explained by the fact that the higher the data resolution, the larger the portion of noise of the time series of the variables. In addition, less measurement points associated with lager aggregation scale may also contribute to the accuracy increasement. Although data collected from station 51 produced slightly more accurate results than that from station 192, the difference between results of two stations was not that significant. This might be due to higher and more variable bike demand of station 192. It should be note that the difference between results of two stations reduced from 2.8% at 15 min interval to 0.9% at 60 min interval. This indicates that the performance of the proposed method is slightly influenced by the bike station' demand, however, this influence can be relieved via applying suitable prediction intervals.
As discussed above the accuracy may be high but it does not penalize for prediction errors and more appropriate scores are HSS. produced positive HSS values indicating that the prediction results produced by both models were not on the basis of the chance. Moreover, the proposed approach achieved higher HSS values when compared against the persistence model indicating better skill in the proposed model compared with the benchmark model. Although there is no definite cutoff value of HSS above which the model can be considered to be effective, a value above 0.4 can considered as a relatively good score. For the proposed method, all the HSS values were found to be greater than 0.4 providing very useful skill in the real time. The results also reveal that the HSS values became greater at relatively long prediction intervals. The highest values (0.79 for station 51 and 0.78 for station 192) were achieved when the prediction interval was 60 min.
VI. SUMMARY AND CONCLUSION
Most bike usage prediction approaches found in the literature aim at building models to fit continuous bike usage data rather than categorical data, which may lead to an over-fitting problem and therefore reduce the potential of the model to capture more generalized trends in bike usage predictions. Furthermore, various studies have been conducted to forecast bike rental demand, however, few researchers attempted to predict rented and returned bike demands simultaneously. This study explored a stochastic approach for multicategorical rented and returned bike demand prediction. It is worth to note that the cluster sizes are determined by data resolution levels, e.g., the size of a cluster at 60-min interval can be several times larger than that at 15-min interval (see fig. 3 ). Thus, system operators can use the proposed model to conduct multi-level (from relatively precise demand to general trend) and multi-step ahead (from a few minutes to a day) predictions based on their operational objectives and needs.
The results shown that the proposed approach outperformed the persistence model in terms of all performance indices. The influence due to prediction interval length on the model performance was significant. For both models the highest PC, HSS and RPS values were achieved when 60 min prediction interval was applied. This might be attribute by the fact that the higher the data resolution, the larger the portion of noise of the time series of the variables. At relatively long intervals, the proposed approach yielded encouraging PC, HSS and RPS values indicating that the approach is able to offer high accuracy, skill, reliability, and discrimination at suitable intervals.
The findings in this research are limited in scope as they are based on 4-week bike demand data and no external information (e.g., weather) is considered. It is recommended to conduct similar investigation using larger datasets under a range of different weather conditions to verify and then generalize any such results. Prediction interval length is a critical issue in bike demand prediction. Robust bike demand prediction methods at a variety of data resolutions should be developed to match the needs for system operators and users. Thus, our future research will focus on reducing noise from time series before proceeding with predictions so as to enhance the performance of predictive models for high resolution data. Moreover, in view of recent works, multistep ahead prediction is still a domain which demands contribution when compared with single step or one-hour ahead predictions. Multi-step ahead prediction has wide application in bike-sharing systems where operators need to plan various strategies for bike redistribution at a variety of horizons. Therefore, our future work will explore a multi-step ahead prediction approach that will providing useful guidance to system operators and users.
