We aim at maximizing the sum rate of secondary users (SUs) in OFDM-based Heterogeneous Cognitive Radio (CR) Networks using RF energy harvesting. Assuming SUs operate in a time switching fashion, each time slot is partitioned into three nonoverlapping parts devoted for energy harvesting, spectrum sensing and data transmission. The general problem of joint resource allocation and structure optimization is formulated as a Mixed Integer Nonlinear Programming task which is NP-hard and intractable.
based heterogeneous CR networks by using RF energy harvesting, where interference limits are imposed to protect the PUs, rate requirements for both real-time and non-real-time SUs are considered to guarantee fairness for SUs in each CR network, and cooperative spectrum sensing is employed to provide more reliable results of channel sensing while considering imperfect spectrum sensing.
• We analyze the general optimization problem and show that it is MINLP, computationally intractable and NP-hard. Thus, we propose to address the general problem in two steps by mathematically decomposing it into two subproblems. We thus propose a sub-channel allocation scheme based on a factor called Energy Figure of Merit to approximately satisfy SUs' rate requirements and remove the integer constraints. In the sub-channel allocation process, the real-time (RT) SUs have higher priority to receive sub-channels as compared to non-real-time (NRT) SUs.
• We prove that the general optimization problem is reduced to a nonlinear convex optimization task. Since the reduced optimization problem does not have a simple closed-form solution for optimal harvesting ratios of SUs, we thus propose a near optimal closed-form solution by utilizing Lambert-W function to obtain optimal harvesting ratios. In order to derive the closed-form solution, we prove a lemma (Lemma 3) that can be utilized for other similar problems. We also exploit the iterative gradient method based on Lagrangian dual decomposition to achieve near optimal solutions.
• The proposed methods and algorithms are evaluated by extensive simulations. The simulation results show that the proposed sub-channel allocation scheme outperforms the existing schemes especially when the number of available sub-channels are low. The simulation and numerical results verify the effectiveness of our closed-form solution for harvesting ratios of SUs, where the performance gap from the optimal solution is less than 3.5% for various cases. Further, we analyze the performance of our system in terms of interference protection of PUs, and different SUs' required rate constraints.
The remainder of this paper is organized as follows. In Section I, we first describe the system model, cooperative spectrum sensing and time slot structure. In Section II, we formulate the general sum rate maximization problem. In Section III, we discuss our solution methodology, propose a sub-channel allocation scheme and optimize the time slot structures of SUs. In Section IV, numerical results and simulations are presented with analysis on sub-channel allocation and optimal time slot structure. Finally, we conclude the paper in Section V.
I. SYSTEM MODEL
Consider an uplink OFDM-based heterogeneous CR network compromising L PUs denoted by L = {1, 2, ..., L} and K self-powered SUs represented by K = {1, 2, ..., K} with N OFDM licensed sub-channels operating in the slotted mode. These aggregated OFDM sub-channels constitute the licensed spectrum such that parts of the spectrum are registered by PUs. The SUs harvest energy from ambient radio signals and have no other power supplies. To support diverse services, the CR network has i 0 NRT SUs with rate constraints ζ i , and K − i 0 RT SUs with minimum required rate R req i . In other words, the NRT SUs is denoted by subset K N = {1, ..., i 0 } and the subset K R = {i 0 + 1, ..., K} represents the RT SUs. The licensed sub-channels are opportunistically utilized by SUs via an Access Point (AP). We assume that the SUs have perfect knowledge of Channel State Information (CSI) between their transmitters and the AP receiver. In our work, the general system model of a heterogeneous CR network is illustrated in Fig. 1 .
A. Cooperative Spectrum Sensing
In our system model, each SU does a local spectrum sensing concerning the presence or absence of PUs. It is assumed that the sensing results of SUs are independent and SUs sense all the PUs' sub-channels appointed by the AP. In order to reduce the spectrum sensing errors arisen from fading and shadowing, Cooperative Spectrum Sensing (CSS) has been exploited. In our CSS scenario, multiple SUs sense the licensed sub-channels independently, and the PUs' activities can be predicted by the AP [23] using the collected sensing results of SUs. Fig. 2 illustrates a CSS scenario in which K SUs independently sense N sub-channels and identify the absence and presence of PUs by 0 and 1 bits, respectively. In fact, these one-bit decisions are reported to a Fusion Center (FC) which is located in the AP. Then, FC applies a fusion strategy and generates final decisions regarding availability of OFDM licensed sub-channels. In this work, we assume that each SU applies the Energy Detection (ED) strategy which has low computational complexities [10] , and the FC follows the Majority rule (generalized as k-out-of-n) [6] . Finally, the available sub-channels of a subset M = {1, 2, ..., M } among all the licensed sub-channels of a subset N = {1, 2, ..., N } are identified by the AP and replied to SUs at the beginning of each time slot.
B. Time Slot Model
In this work, an OFDM based CR system with SUs operating in a slotted mode is considered. Each SU in one time slot, is expected to do the following operations: (1) energy harvesting, (2) contributing in cooperative spectrum sensing, and (3) data transmission. In each time slot with duration T , due to the duplex-constrained hardware [24] , the energy harvesting process and energy consuming process for SUs should be scheduled in a time switching fashion [12] . Thus, we assume SUs operate in a time switching fashion, and the time slot is partitioned into three non-overlapping parts devoted for energy harvesting, spectrum sensing and data transmission, respectively. Hence, the first fraction of each time slot (harvesting ratio:
is allocated to energy harvesting process. Although traditional energy-constrained wireless networks are powered by fixed energy sources like batteries, it may be expensive, inconvenient 2 , and even hazardous 3 [26] . Thus, the SUs are considered to have no power supplies other than harvesting energy from ambient radio signals 4 . Then, spectrum sensing, which depends on SUs' location and performance of sensing, can be accomplished in the second step of each time slot. During the sensing time (τ si , ∀i ∈ K), SUs sense the licensed sub-channels and report their local sensing results to the FC, where the final decision regarding availability of sub-channels would be finalized. The third part of the time slot is utilized for data transmission. In fact, the available sub-channels are allocated to SUs by AP at the beginning of each time slot and SUs transmits data using all the remaining harvested energy after the spectrum sensing phase. The time slot structures for K SUs are illustrated in 
time slot only. Then, SUs switch from harvesting to spectrum sensing during (θ i T , θ i T +τ si ]. Note that, SUs have different performance of sensing, and thus various sensing time τ si . Meanwhile, AP receives the spectrum sensing results, make the final decision, and report it to SUs at the beginning of next time slot. Furthermore, during the third fractions of the time slot, SUs start transmitting data using the harvested energy. systems cannot be accomplished due to imperfect channel sensing with typical sensing errors. As a matter of fact, spectrum sensing errors are generally categorized into two groups: miss-detections and false alarms. Miss-detection happens when the CR network fails to detect the PU signals and false alarm occurs when the CR system identifies an actually vacant sub-band as being used by the PU. Clearly, co-channel interferences to the PUs arise from miss-detection errors and spectrum efficiency utilization is degraded by false alarm errors. Throughout this work, Q m and Q f denote the probabilities of miss-detection and false alarm on the th sub-channel, respectively. The set of assigned sub-channels to i th SU and H 0, , while the sensing results of the th sub-channel for availability and unavailability of PUs are denoted by S 1, and S 0, , respectively. Moreover, P d , P m , and P f are probabilities of detection, miss-detection, and false alarm, respectively. The final decision regarding availability of licensed sub-channels is made by the FC at the AP, based on the sensed information of
SUs. Meanwhile, one should consider the analyzing, processing, and optimization time of the AP as well as replying time of the final decision from the AP to SUs. Hence, considering this elapsed time by the AP, the final result of cooperative spectrum sensing regarding availability of sub-channels is known for SUs at the beginning of the next time slot. In fact, SUs receive reports from AP at the beginning of the time slot concerning the SUs' sub-channel allocations and optimized harvesting ratios.
Note that we assume states of sub-channels do not change within a time slot and SUs have plenty of data in their buffers. The available sub-channels in the sub-band of the m th PU are denoted by subset M A,m , while the unavailable sub-channels are represented by subset M U,m . Some of frequently used notations and terminologies are summarized in Table 2 .
II. PROBLEM FORMULATION
In this part, an optimization framework is formulated to maximize the total throughput of a green powered OFDM based heterogeneous CR network under some practical considerations. In fact, the problem is a joint sub-channel allocation and structure optimization problem which aims at maximizing the SUs sum rate by allocating the optimal number of sub-channels to SUs and finding the optimal trade-off between fractions of the SUs' time slot.
Denote ω as the bandwidth of each OFDM sub-channel, and the range of nominal spectrum for the th sub-channel is from f s +( − 1)ω to f s + ω (f s is the starting frequency). The amount of interference introduced to the j th sub-channel in the sub-band of the m th PU caused by the i th SU transmission over the sub-channel with unit transmission power can be expressed as [28] 
where ϕ(f ) = t( sin(πf t) πf t ) 2 represents the power spectrum density (PSD) of the OFDM signal (t is the OFDM symbol duration).
g i, ,m denotes the power gain from the i th SU to the receiver of the m th PU on the sub-channel.
The probability of the CR system to make a correct decision that the th sub-channel ( ∈ M) is truly used by a PU is denoted by P 1 : Likewise, P 2 denotes the probability of the CR system making a decision that the th sub-channel is available but it is truly occupied:
where Q L represents the a priori probability that the sub-band of the th sub-channel is used by PUs. Hence, the total interference introduced to the m th PU stemmed from the access of the i th SU on the th sub-channel with unit transmission power is given as
Meanwhile, the rate of transmission of the i th SU over the sub-channel j in one time slot can be expressed as
where θ i denotes the harvesting ratio of the i th SU, χ i is the energy harvesting rate of the i th SU, h i,j denotes the channel gain of the i th SU over sub-channel j, N 0 represents the additive white Gaussian noise, si denotes the energy of sensing by the i th SU, and Γ is the SNR gap. Γ is associated with the bit-error-rate (BER) of un-coded MQAM and Γ = −ln(5 × BER)/1.5 [29] . The interference introduced to the i th SU caused by the PUs' signals represented by I i is considered as noise and can be computed by the proposed method in [30] . Thus, the total transmission rate of the i th SU can be given as
The binary variable f i,j ∈ {0, 1} is utilized to represent the sub-channel assignment between SU i and sub-channel j:
Note that the term of
is used in Eq. (6) for simplicity.
Finally, the general problem of the uplink sum rate maximization of SUs can be formulated by taking into consideration of interference constraints while guaranteeing the rate requirements of SUs and optimizing the time slot structure. Thus, the general optimization problem (P1) can be given as
where C1 imposes energy of sensing to be less than the total harvested energy. C2 means that the remaining time for data transmission must be greater than the sum of harvesting time and sensing time in one time slot. C3 specifies that the total interference to the m th PU must be less than a given threshold. C4 implies that the minimum required rate of RT SUs must be satisfied. C5 means the NRT SUs rate must be greater than a given rate constraint. C6 and C7 specify that each sub-channel cannot be allocated to more than one SU. C8 means the harvesting ratio should be a fraction of a time slot.
III. THROUGHPUT OPTIMIZATION

A. Solution Methodology
Note that P1 is an MINLP problem, which contains both binary variables f i,j and continuous variables θ i for optimization.
In fact, the objective function of the general optimization problem is not jointly convex for {θ i , f i,j }. The MINLP optimization problems are generally difficult to solve due to the combinatorial nature of mixed-integer programming (MIP) and the difficulty in solving nonlinear programming (NLP) problems [31] .
Some methods such as outer-approximation methods, branch-and-bound, extended cutting plane methods, and the sorting and removing method [31] , [32] have been proposed to solve MINLP problems. However, the aforementioned methods cannot be exploited to our problem specific structures and properties. The minimax convex relaxation technique [33] can also be considered as a possible solution for MINLP problems. However, it cannot be applied to solve Eq. (8) because it is not efficient for a large number of decision variables.
Remark 1: The joint channel allocation and structure optimization problem (P1) is an MINLP problem, which exhibits the combinatorial nature of MIP problems and the difficulty in solving NLP problems. In fact, both MIP and NLP are considered NP-complete, and thus the joint resource allocation and structure optimization problem is NP-hard and requires exponential time complexity to achieve optimal solutions [31] , [33] , [34] .
Since the general optimization problem is computationally intractable, a two-stage approach is considered for reducing complexity of the problem. This technique has achieved success in various scenarios [20] . Specifically, we first propose a sub-channel allocation scheme based on a factor called Energy Figure of Merit (α EF M ). In this sub-channel allocation scheme, the heterogeneous SUs' rate requirements are roughly satisfied. Then, after removing the integer constraints of Eq. (8), the general nonconvex problem can be reduced to a new convex optimization problem. Thus, the optimum fraction of the time slot that each SU can harvest energy from the environment, can be obtained by solving the new convex optimization problem.
B. Sub-channel Allocation Scheme
We focus on solving the general optimization problem P1 by first employing the primal decomposition method where it can be decomposed into two subproblems. By having fixed the harvesting ratios (θ i ) of each time slot, P1 is simplified to the following optimization subproblem
where p i,j denotes the transmission power allocated by the i th SU to the j th available sub-channel.
Denote the total transmission power for each SU ∀i ∈ K as χiθiT − s i T −θiT −τs i
. It can be observed from the derivative of the transmission power with respect to θ i that the transmission power is strictly increasing in θ i ∈ (0, 1), ∀i ∈ K. Hence, the maximum transmission power occurs at the upper bound of the harvesting ratio (θ i 1). Meanwhile, initial harvesting ratios (initial transmission power) would not likely yield the maximum transmission power, and thus the interference limit i∈K j∈M
th m is satisfied and can be ignored in the sub-channel allocation process. To solve P2, one of the most important considerations in the channel allocation process is to scrutinize the rate requirements of both RT and NRT cognitive users. Hence, the rate requirements in C2 and C3 play a key role in the sub-channel allocation process.
The following sub-channel allocation algorithm (Algorithm 1) requires θ i to be initialized. Since θ i > s i
χiT and θ i < T −τs i T , ∀i ∈ K, the initial θ i , ∀i ∈ K can be expressed as
i.e., the average of the upper and lower bounds.
Algorithm
Initial rates of SUs: R = {R 1 , ..., R i } = 0
EFM factor for each SU:
i , ∀i ∈ K, have the initial values in Eq. (10) Sub-channel Allocation for RT SUs:
Finding the best sub-channel for the i * :
Find j * : j * = arg max j∈Mt r i * ,j * ;
End while
Sub-channel Allocation for NRT SUs:
In the sub-channel allocation process, RT SUs have higher priority for sub-channel allocations as compared to NRT SUs.
Thus, the sub-channel allocation would be done for RT SUs until the minimum rate requirements of RT SUs are satisfied.
During each cycle, RT SU whose EFM factor (α
) is greater than the others has the priority to get a sub-channel among the available ones. In fact, the higher α EF M stems from a greater amount of energy extracted from the environment and less amount of energy consumed by the spectrum sensing process. Thus, those SUs having higher α EF M normally need less numbers of sub-channels to meet the required rate. Furthermore, the chosen SU preferably receives a sub-channel that has the highest corresponding achievable rate.
After RT SUs have been assigned sub-channels, the remaining ones are allocated to NRT SUs to meet their rate constraints.
Like the RT sub-channel allocation process, the sub-channel assignments for NRT SUs follow the EFM-based user preference.
The sub-channel allocation scheme continues until all sub-channels are assigned to SUs. Note that at the end of each round of sub-channel allocation for RT and NRT SUs, we define a new set for those SUs which have been assigned sub-channels. K Al R
and K Al N are sets of RT and NRT SUs that have received sub-channels, respectively, and
SUs with allocated sub-channels. In this work, each SU is assumed to transmit all its harvested power over all its allocated sub-channels. The power allocation procedure for the assigned sub-channels to SUs is beyond the scope of this paper.
C. Structure Optimization
After sub-channel allocation, the integer constraints of Eq. (8) are removed because binary variables f i,j take on 0 or 1 indicating whether sub-channels are allocated or not. Thus, the new optimization problem, which aims at maximizing the sum-rate of SUs by finding optimum fractions of harvesting for all SUs, can be expressed as
If P3 describes a convex optimization problem, it can be solved by standard convex optimization methods such as the barrier method or iterative gradient technique with duality. Hence, the optimum fractions of the time slot for energy harvesting of SUs can be obtained. Therefore, since it is important to analyze convexity of P3, convexity of the objective function is established by the following Lemma.
Lemma 1:
The objective function in P3 for ∀i ∈ K, 0 < θ i < 1, is a concave function.
Proof: The Lemma is proved in Appendix A.
Having proven the convexity of P3, the optimal harvesting ratios can be obtained; however, the constraints should be examined.
In general, if constraint functions in an MINLP optimization problem are convex, the optimization problem is called a convex MINLP [35] .
Lemma 2:
The joint resource allocation and time slot optimization problem P1 is a convex MINLP.
Proof: The Lemma is proved in Appendix B.
Having proven P1 being convex MINLP, one can propose a heuristic algorithm (like Feasibility Pump 5 (FP)) to obtain the optimal solution. The FP algorithm decomposes a mathematical programming problem into two parts: integer feasibility and constraint feasibility. For the convex MINLP scenario, the solution can be achieved by solving an LP or a convex NLP, which can be done in polynomial time [35] .
To obtain the optimal solution of P3, the associated Lagrangian can be expressed as
where λ i , µ i , ν m , ρ 
Thus, the dual optimization problem for Eq. (11) is
In order to solve the dual problem, an iterative scheme using the gradient projection method can be applied. Thus, the Lagrange multiplier for C1 is given as
The Lagrange multiplier for C2 can be written as
Likewise, the Lagrange multiplier of C3 is expressed as
The Lagrange multipliers of transmission rates for C4 and C5 are
and
where t is the iteration index, α (t) , β (t) , π (t) , ψ (t) and η (t) are sufficiently small positive step-sizes, and [a] + = max(0, a).
, and ρ
N,(t) i
can eventually converge to the dual optimal solution λ, µ, ν, ρ, and ϕ if the step sizes are chosen such that α t → 0,
Proof: The proof is presented in Appendix C.
The primal problem Eq. (11) is convex with positive constraints (as verified in Lemma 1 and 2). Thus, one can conclude from Proposition 1 that the Slater's condition for strong duality of the primal problem holds (duality gap is zero). Thus, the optimal solution to Eq. (14) is the global maximum of the primal problem. To obtain the optimal solution of harvesting ratios for SUs, the following subgradient method is used.
Algorithm 2 Structure Optimization By Iterative Gradient Method
Initialization:
, and ν (0)
Compute optimal harvesting ratios:
Update dual variables:
Apart from solving the convex optimization problem using iterative gradient method, the optimal solution can be obtained by deriving a closed-form solution. The following theorem proposes a closed-form solution for optimal harvesting ratios of SUs solved by the AP.
Theorem 1:
The optimal solution of the harvesting ratio in one time slot for each SU, ∀i ∈ K = {1, 2, ..., K}, can be attained as:
where W(.) refers to the Lambert W function [36] .
Proof: We begin with the assumption that the harvesting ratio allocation set of Eq. (11) is a nonempty, convex and compact set [37] . Hence, the objective function is strictly concave with respect to θ i . Let λ i , µ i 0, ∀i ∈ K = {1, 2, ..., K},
.., K}, and ρ
Lagrange multipliers of lower-bound energy and time of transmission in C1 and C2, interference constraint in C3, lower-bound transmission rate for RT and NRT users in C4 and C5, respectively.
Therefore, using the Lagrangian of the optimization problem P2 in Eq. (12), the objective function can be optimized by exploiting the necessary and sufficient conditions,
The objective function is given as
The derivative of the objective function with respect to the vector of harvesting ratios can be expressed as
Then, considering
and the Lagrange multipliers constraints are equal to zero as follows
In order to obtain the solutions, the values of multipliers in Eq. (25) should be considered. The first constraint ε si = χ i θ i T , represents the special case where the total harvested energy is consumed for the spectrum sensing. The second constraint cases where the transmission rates of RT and NRT users meet the lower bound values which are not generally desired. For simplicity in the last constraint, we assume that the total interference introduced by SUs is always less than the maximum interference threshold. Therefore, one can conclude that ν m = 0 because the total interference is assumed to be less than the Figure 4 : The performance evolution of the heterogeneous CR system for one SU scenario: a) optimal harvesting ratio versus energy harvesting rate and time of sensing; b) achievable rate versus energy harvesting rate and sensing time.
threshold (I th m ). Hence, the optimal harvesting time can be obtained by solving the following equation. 
One can conclude that b = −χa + c, where c is defined as c = χT − χτ s − ε s . Therefore,
Define a new variable t as t = 1 − Hχ + Hc a . Then,
Lemma 3: The solution of x ln (x) = ax + b (a and b are constants), is
where W(.) is the Lambert W function.
Proof: The Lemma is proved in Appendix D.
Based on Lemma 3, the solution of Eq. (29) can be expressed as
Therefore, using t = 1 − Hχ + Hc a and a = T − θT − τ s , the global optimal solution Eq. (20) is proved.
IV. SIMULATION RESULTS
Simulations have been conducted to demonstrate the performance of our proposal. Meanwhile, the impact of various parameters like interference thresholds of PUs, transmission rate constraints, energy harvesting rate, and sensing time on the network performance have been analyzed.
A. Simulation Setup
In all the simulations, channel gains are modeled as h i,j = Yd to deeply analyze the performance of our network and investigate effects of different system parameters.
B. One SU Scenario
In this part, an experiment has been conducted to evaluate the performance of our system versus different system parameters. Fig. 4(a) illustrates the optimal harvesting ratio (θ) versus various amounts of harvesting rate (χ) and spectrum sensing time for one SU ( s = 1 mJ). It is clearly shown that a larger harvesting fraction is preferred when the spectrum sensing time decreases.
At the same time as energy harvesting rate of the SU declines, the harvesting ratio grows exponentially. Fig. 4(b) demonstrates the achievable throughput versus different sensing times and energy harvesting rates for one SU over a single sub-channel ( s = 1 mJ). It can be seen that the achievable throughput experiences a sharp increase as the energy harvesting rate improves.
Meanwhile, the higher achievable throughput is accomplished by decreasing the sensing time because more time is left for data transmission. 
C. Sub-channel Allocation Performance
To evaluate the performance of our proposed sub-channel allocation algorithm, a series of experiments have been conducted. mJ/s and χ 4 = 120 mJ/s, respectively. However, SU-4 is always an NRT user while SU-3 can be RT or NRT in different cases.
As shown in Fig. 5 , the achievable sum rate not only is related to the number of sub-channels and number of RT and NRT users, but also depends on the required rates of RT SUs and rate constraints of NRT users. When R req is higher, RT users which have lower harvesting rates need more sub-channels to meet their required rates. More specifically, in Fig. 5 , as the required rate increases from R req = 12 bps/Hz to R req = 14 bps/Hz and the rate constraint grows from ζ = 6 bps/Hz to ζ = 8 bps/Hz, the achievable sum rate slightly decreases for higher number of available sub-channels.
As a second illustrative example, simulation results of a CR network with 8 RT SUs are illustrated in Table 3 . In this part, we assume that the channel gains are identical for all SUs. It is shown that by increasing the value of α EF M for different SUs, their single achievable rates improve. Thus, the RT SUs with higher α EF M require less sub-channels to achieve the required rate. Fig. 6 illustrates the comparison between our EFM-based sub-channel allocation in Section III and the sub-channel allocation scheme in [20] . Fig. 6 explicitly shows that the number of RT users who meet their required rates are significantly higher, especially for a small number of available sub-channels. In other words, since in the EFM-based method, the RT SUs with higher α EF M have higher priority for sub-channel allocation, the SUs with less required sub-channels receive sub-channels 
D. Structure Optimization for Fixed Sub-channel Allocations
After sub-channel allocation process, the SUs receive their sub-channels and the general optimization problem is reduced to a convex NLP. In this part the channel gains are modeled as described in simulation setup. Fig. 7 , compares the optimal harvesting ratios depicted by orange circles with our numerical results proposed in Theorem 1. There are 20 SUs whose energy harvesting rates are uniformly set to χ = 5 J/s. Each SU receives fixed number (f ) of sub-channels and the interference thresholds of PUs are 5 × 10 −13 W. It is obvious that our proposed numerical results are capable to obtain more than 95% of the optimal harvesting ratios for all SUs, which means the performance gap between our proposal and the optimal solution is negligible. respectively, are considered. Since P3 is a convex optimization problem, optimal solutions can be obtained by interior point methods. Note that the near optimal theoretical results are within 3.5% away from the optimal solutions for all cases.
E. Sum Rate versus Rate Constraints
We depict the sum rate of SUs versus different values of rate constraint of RT SUs in Fig. 9 , in which K R = 4 RT SUs and the available sub-channels are 16 with different channel gain for each SU. The channel gains are detailed in Subsection IV-A.
Each sub-channel has a bandwidth of 62.5 KHz and the harvesting rate is assumed to be χ = 5 J/s for all SUs. The required rates of RT users vary from R req i = 1 to 11 bps/Hz. The time slot duration is considered T = 1 ms and the sensing time is τ s = 10 µs for all SUs. As shown in Fig. 9 , the highest sum rate is achieved for the lowest rate constraint (R req i ≤ 4 bps/Hz) Figure 9 : The sum rate versus RT rate constraints (R req ). K R = 4 SUs and 16 available sub-channels.
due to the fact that the optimizer has more freedom to allocate sub-channels to SUs. By increasing the rate constraint from 4 bps/Hz, the sum rate witnesses a slight decrease. Beyond the rate constraint of 7 bps/Hz which is shown by a red line in the figure, the sum rate experiences a sharp decrease. This stems from the fact that the optimizer has less freedom to allocate sub-channels to SUs and thus the optimal sum rate is greatly reduced.
F. System Performance versus Interference Threshold
The sum rate of all SUs versus interference thresholds of PUs are illustrated in Fig. 10 . Four SUs occupy 16 available OFDM sub-channels. The channel gains provided in Subsection IV-A are adopted and each SU has a different channel gain.
We assume that all PUs have identical interference threshold, which varies between -90 dbm to -110 dbm. We assume that the rate constraints are R req i = 5 bps/Hz for each SU. As can be seen from Fig. 10 , the sum rate increases with the growth of the interference threshold. For lower interference thresholds, the SUs' transmission powers are limited and cannot be increased to its maximum amount, thus resulting in lower sum rate performance. However, the sum rate cannot be increased beyond a certain point as the transmission power, which depends on the harvesting ratio, has reached its maximum. Therefore, the sum rate does not increase after the black ellipsoids shown in the figure for different harvesting ratios.
We also verify the effect of various PUs' interference thresholds for the achievable harvesting ratios of SUs. Fig. 11 illustrates the harvesting ratios versus different PUs' interference thresholds for three cases, where the average harvesting rates are χ = 1, 3 and 9 J/s, respectively. When the interference threshold is relatively small, SU's power and the sub-channels are interference limited. Thus, the harvesting ratios decrease because the lower interference thresholds require SUs to transmit their data with limited transmission power. Therefore, the harvesting ratios are smaller for lower interference thresholds. However, when the interference threshold increases from 10 −15 W to 3 × 10 −13 W, the harvesting ratio grows exponentially in order to extract W, it remains almost constant for higher PUs' interference thresholds. This phenomenon stems from the trade off between having more harvesting time for energy harvesting, and less time for data transmission. In other words, for higher interference thresholds, the harvesting ratio cannot converge to θ = 1 because the higher value of θ implies less time for data transmission.
V. CONCLUSION
In this paper, we have studied the joint resource allocation and structure optimization in multiuser OFDM-based HCRN.
We have formulated the general problem of maximizing the sum rate of SUs in green powered OFDM based HCRN under consideration of some practical limitations such as various traffic demands of SUs, interference constraints and imperfect spectrum sensing. We have considered some practical limitations such as various traffic demands of SUs, interference constraint and imperfect spectrum sensing. Then, the general problem of joint resource allocation and structure optimization is formulated as an MINLP task. Since the general problem is NP-hard and intractable, we have tackled the problem in two steps. First, we have proposed a sub-channel allocation scheme based on a factor called Energy Figure of Merit to approximately satisfy SUs' rate requirements and remove the integer constraints. Second, we have proved that the general optimization problem is reduced to a nonlinear convex optimization task. Since the reduced optimization problem cannot achieve exact closed-form solutions, we have thus proposed near optimal closed-form solutions by applying Lambert-W function. We have also exploited the iterative gradient method based on Lagrangian dual decomposition to achieve near optimal solutions. The optimum fractions of the time slot that each SU can harvest energy from the environment are finally obtained.
APPENDIX A PROOF OF LEMMA 1
Consider the rate formula in our problem:
Since the objective function is a sum of rates, if we prove that the rate formula is convex, then the whole objective function becomes a convex problem. Thus,
Consider the second part (B):
where Z is equal to C2 in P1 and it is always greater than zero (Z > 0). Thus, the second part is similar to the famous form of concave functions (−Xlog(X)). Thus, this part is proved to be concave. Now, consider the first part (A):
Then, we take the second derivative (Hessian) with respect to θ i : 
We need to prove that the second derivative is less than zero. The denominator is always positive:
Thus, we consider the nominator
By adding and subtracting H i,j χ i θ i T , we have 
Further rearranging the terms proves that the nominator is negative.
Thus, T (H i,j χ i −1) > 0 (i.e., H i,j χ i > 1) must be hold such that the whole objective function becomes convex for minimization (concave for maximization). Then, the convex problem can be solved by standard convex optimization techniques. 
Taking the exponential power from both sides results in
Let y = b x . Then, Eq. (43) can be expressed as
The Lambert W function can now be applied, resulting in
Finally, substituting x = b y into Eq. (45) results in Lemma 3.
