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ABSTRACT  
 
“Error is not a fault of our knowledge, but a mistake of our judgment giving assent to that 
which is not true”. This statement by John Locke, an English philosopher and medical 
researcher in the 1680s, is still relevant today, and this scope of error can be expanded from 
knowledge and judgement to result and process in terms of data analysis, to treat errors as 
a part of the knowledge to learn from rather than to simply eliminate.   
 In the research area of data mining and classification, errors are inevitable due to var-
ious factors such as sampling and computation restriction, and measurement and assump-
tion limitations. To address this issue, one approach is to tackle errors head-on, to focus on 
refining the mining and classification processes by way of theory and algorithm enhance-
ment to reduce errors, and it has been favored by researchers because the research results 
can be verified directly and clearly. Another approach is to focus on the examination of 
errors together with the data closely to explore the further understanding of different as-
pects of the data, especially on attributes and value patterns which may be more sensitive 
to errors to help identify and reduce errors in a retrospective and indirect way.  
 This research has taken up the latter and less favorable approach to learn from errors 
rather than simply eliminating them, to examine the potential correlation between the clas-
sification results and the specific characteristics of attributes and value patterns, such as 
value pattern ambiguity, error risk sensitivity and multi-factor contextuality, to help 
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enhance understanding of the errors and data in terms of correlation and context between 
various data elements for the goal of knowledge discovery as well as error investigation 
and reduction, not just for researchers, but more importantly, for the stakeholders of the 
data. 
 This research can be considered a four-stage journey to explore the ambiguity, sensi-
tivity, transparency and contextuality aspects of value patterns from a philosophical and 
practical perspective, and the research work conducted in each stage of the journey is ac-
companied by the development of a new error pattern evaluation model to verify the results 
in a progressive and systematic way. 
 It is all about exploring and gaining further understanding on errors and data from 
different perspectives and sharing the developments and findings with the aim of generat-
ing more interest and motivation for further research into data and correlated factors, inter-
nally and externally, transparently and contextually, for the benefit of knowledge discov-
ery.  
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PREFACE  
In the ancient parable of the blind men and an elephant, the six blind men are not labelled 
as liars because their false perceptions about the elephant are caused by their individual 
limitations and the lack of collaboration. On the other hand, each misunderstanding by 
these six blind men individually can be considered as one incomplete piece of a jigsaw and 
each can still contribute to a fuller understanding partially when properly connected. This 
is a classical reminder about the validity and importance of context consideration in these 
modern times with the latest technologies, to demonstrate that errors and misunderstanding 
can also contribute to our knowledge discovery and become part of a better understanding 
when they are explored and analyzed collaboratively and systematically, and with consid-
eration of contexts in terms of external circumstantial factors and internal correlational 
influences.   
  Since errors are inevitable in the field of data mining and data classification, instead 
of following the old adage "if you can't beat them join them", it may be more sensible to 
“make friends” with errors and work with them closely in order to understand them better, 
rather than treating them as the enemy by avoiding them or getting rid of them at all costs.  
As stated by Winston Churchill, “We have no lasting friends, no lasting enemies, 
only lasting interests.” Accordingly, in relation to our ongoing and lasting interest in 
knowledge discovery and problem solving, if we can gain a better understanding of the 
causes and implications of and the correlation between errors, such an understanding may 
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in turn help expand our knowledge on data as a whole and help us formulate a more effec-
tive and lasting problem solution.  
So, errors may not sound so bad after all. Depending on the context and perspective, 
errors may become a source of knowledge about data, a source of income for data scientists, 
a source of inspiration for researchers, and in this research, they become a source of deter-
mination to embark on a research journey to analyze errors and value patterns from various 
perspectives, to examine and evaluate errors and value patterns visually and correlatively, 
systematically and contextually, to better understand errors and data.  
Within its own context of omission and admission, delusion and inspiration, this 
research has now reached its concluding stage and has been summarized into this thesis. It 
is hoped that this conclusion can serve as an invitation for more debate on the perpetual 
and contextual values and dealings of classification errors, to inspire further exploration 
into the contexts associated with errors and value patterns from a different perspective, to 
explore their potential correlation and causation based on science and technology with log-
ical and empirical evidence and also with the consideration of tangible and philosophical 
contexts. Otherwise, technology without philosophy may lead to obscured perplexity and 
unsustainability.  
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