A new method for determining the real solutions to a set of polynomial equations is presented. It is based on the theory of multi-resultants. The inherently unstable calculation of the determinant is replaced by a stable minimization procedure which is able to take advantage of the sparseness of the resultant matrix. Two numerical examples illustrate the method. The paper contains preliminary work which demonstrates the feasibility of the given approach.
Introduction
In recent years, a number of authors have considered the task of numerically determining all of the zero points of polynomial systems of equations. In particular, we mention the resultant method of Collins [5] and the homotopy methods, see, e.g., [3, 4, 10, 17, 21, 22, 28] . Further references can be found in the recent books [1, 20] . Since the calculation of the determinant of the resultant is an unstable problem, Collins' method has heretofore been confined to systems involving integer coefficients, and the use of exact integer arithmetic plays a crucial role.
In the homotopy approach one calculates all of the complex zero points by numerical continuation. In view of Bezout's theorem the number of zero points is generically equal to the product of the degrees of the component maps (with accounting for multiplicities and solutions at infinity). The homotopy method is generally both stable and exhaustive, i.e., usually finds all complex roots.
In this paper we address the problem of finding only the real zeros in a prescribed n-dimensional rectangle for polynomial systems having real coefficients. Most of the applications arising in science concerning polynomial systems are of this nature. Our approach uses aspects of both the resultant method and the method of numerical continuation. For a given polynomial system P (y) =    P 0 (y 1 , . . . , y n )
. . .
we consider for each of the variables y i a multi-resultant R i (y i ) = det M i (y i ), where M i generally is a large sparse matrix. It can be shown, see [27] , that R i (y i ) = 0 is a necessary condition on the i-th component of any zero point y of P . If Z i denotes the set of zero points of R i (y i ) = 0, then any zero point of P must belong to the Cartesian product
The points of this set can easily be tested and iteratively refined by standard numerical methods to sift out the actual zero points of P . The two major tasks which must be dealt with are the construction of the multi-resultant matrix M i (y i ), and the instability of the equation R i (y i ) = 0, since typically R i (y i ) is a polynomial of very high degree in the unknown y i .
We handle the latter problem by replacing the condition R i (y i ) = 0 with the equivalent condition min ||u||=1 ||M i (y i )u|| 2 = 0 .
Here u denotes a column vector of the same length as the size of the matrix M i (y i ), and || · || always denotes the Euclidean norm. Problem (3) is well known to be stable. It amounts to calculating the smallest eigenvalue of the semidefinite matrix M i (y i ) * M i (y i ) and testing whether it is zero. Here and in the following we denote transposition by * . Although the eigenvalue calculation could be done by a Lanczos method, see, e.g., [12] , we find it convenient to implement a conjugate gradient method constrained to the unit sphere. Since we are only interested in finding out if zero is an eigenvalue of M i (y i ), another promising avenue would be to apply a Lanczos method for large sparse nonsymmetric matrices such as those discussed in, e.g., [6, 7, 24] .
In view of the form of the functional
it is only necessary to implement a method of calculating products of the form
Typically, either the Lanczos method or the conjugate gradient method needs one of each of these evaluations per step. These evaluations will be described in detail since they involve a certain degree of combinatorial complexity. Although the dimensions m of resultant matrices M i (y i ) and M i (y i ) * can be very large, the evaluation of the products (5) is in typical applications equivalent to only a few scalar products of dimension m. Some numerical examples illustrate the performance of our approach.
Let us conclude our introduction by stressing that we propose the present approach as a possible alternative to the homotopy method when only the real roots in a region are desired. If the number of real solutions of a system is indeed close to the Bezout number mentioned above, then the homotopy method is probably to be preferred. In fact, our method is primarily meant for systems which have only relatively few real solutions. The numerical results given at the conclusion only represent a first attempt to apply the multi-resultant method. In particular, many numerical questions concerning degeneracy and efficiency remain open. On the other hand, the results of this first attempt give us grounds for optimism.
Other possible alternatives would be interval methods or generalized bisection methods. Of related interest are the recent book [23] , the papers [13, 14, 16] and the references therein. In these general methods, the specific properties of polynomial systems do not seem to our knowledge to have been exploited yet.
Another method of related interest [2] is based upon the Gröbner bases approach for symbolically handling polynomial systems.
The Multi-Resultant
be n homogeneous polynomials with real coefficients in n variables. If the coefficients are chosen generically, there will be no common solutions to the system
in the complex projective space CP n−1 having homogeneous coordinates x. The condition that the system (6) has a solution in CP n−1 is a condition on the coefficients of the P i 's. If we think of the coefficients as undetermined variables, then there is in fact a polynomial R in these coefficients of the P i 's, which vanishes if and only if the system (6) has a complex solution in CP n−1 . This polynomial is called the multi-resultant for the system, see [27, chap. 11] . Note that the existence of a solution in CP n−1 is equivalent to the existence of a nonzero solution in C n , since we have assumed that the equations are homogeneous. In this section we will describe a method for computing the multi-resultant of the system (6), following [27, sec. 82] .
Let d i be the degree of P i , and let L := 1 + (d i − 1); note that any monomial of degree L in the x i 's must be divisible by x dj j for some j. Let V n,L be the vector space of homogeneous polynomials in x of degree exactly L; a basis for V n,L is given by the set of monomials in x of degree exactly L. The dimension of V n,L is the binomial coefficient
We may order the m basis elements for V n,L in "reverse lexicographical" order, with
There is a second way to organize these m monomials, which is applicable in forming the multi-resultant of the system (6) . We partition these m monomials up into n sets S 0 , . . ., S n−1 as follows. ; since g has degree L − d i and P i has degree d i , gP i has degree L and can therefore be written in terms of the m monomials given above. Since these elements have been ordered (in reverse lexicographical order), writing gP i in terms of the basis vectors yields a row vector of coefficients of length m. It is this vector which forms one row of the matrix M . This process, performed for each element of each S i , gives the m rows of M . We will call this matrix M the multi-resultant matrix of the system (6) .
The reader may check that if n = 2, the multi-resultant matrix is the familiar Sylvester matrix for the resultant of two inhomogeneous polynomials in one variable (or equivalently, two homogeneous polynomials in two variables as we have set it up). Moreover, for any n, if each of the P i 's is linear, then the above matrix is simply the matrix of coefficients of the P i 's. In either case, the determinant of this matrix detects the existence of a nonzero solution to the system (6) in C n , or equivalently, a solution in CP n−1 : this determinant is the multi-resultant in these cases. Note that in general, the number of nonzero entries in each row of the multi-resultant matrix is equal to the number of terms in the corresponding P i . Thus the matrix is always sparse. Let R be the determinant of this multi-resultant matrix; R will be called the multi-resultant of the system (6) .
If the system (6) has a common solution in CP n−1 , the determinant R of the matrix M must be zero: each of the rows corresponds to a homogeneous polynomial of degree L in x, and if the original system (6) has a solution, then each of these homogeneous polynomials of degree L has a common nonzero root, since they are all merely multiples of the P i 's. Therefore this set of polynomials cannot form a basis for V n,L , and so the determinant of M must be zero. Hence we have the following
Lemma 1 If the system (6) has a common solution in CP
n−1 , then the multiresultant R vanishes.
To illustrate the process, let us consider a small example with n = 3. For convenience, we switch to using the variables x, y, and z. Let
Each of these homogeneous polynomials has degree 2,
and L = 4; therefore m = 15. The reverse lexicographical order on these 15 monomials in x, y, and z of degree 4 is
The sets S i are
The corresponding sets T i are then
The multi-resultant matrix M is now formed by multiplying elements of T i by P i and writing the coefficients out in reverse lexicographical order. For example, the 8-th row of the matrix is formed by taking the second element of T 1 (skipping over the 6 elements in T 0 ), which is "yz", multiplying it by P 1 to obtain xy 2 z − 2yz 3 , and writing this out as a row vector, giving 
This matrix M does indeed have determinant zero, and a common root to the system is x = 2, y = 1, z = 1.
Remark 2
The multi-resultant matrix M , which has as entries the coefficients of the P i 's, is clearly dependent on the order of the polynomials. If one changes the order of the polynomials, the list of degrees may change, the sets S i and T i may change, and the corresponding rows of the matrix may change. The vanishing of the determinant of the multi-resultant matrix M is only a necessary condition for the system (6) to have a common solution. The actual multiresultant is the greatest common divisor (in the ring of polynomials of generic coefficients) of the determinants of these matrices, taken over all orderings of the polynomials in the original system, see [27, sec. 82 ].
Remark 3
Note that the vanishing of this multi-resultant detects common solutions in CP n−1 ; the multi-resultant in this form is not especially sensitive only to finite real solutions.
The Use of the Multi-Resultant for Inhomogeneous Systems
Given a system (1) of n non-homogeneous polynomials in n variables, one expects that there will be a finite number of solutions in R n . Let us assume that this is so, and choose a variable y i . If we fix a value for this y i , we obtain from the system (1) a new system of n non-homogeneous polynomials in the other n − 1 variables; this new system can be homogenized by adding an auxiliary variable y 0 to obtain a system of n homogeneous polynomials in the n variables consisting of the other n − 1 y j 's and the new y 0 :
Note that the coefficients of this homogeneous system are polynomial expressions in the coefficients of the original system (1) and the chosen variable y i . Hence, the coefficients of the system (8) are polynomials in y i . Let R i be the multi-resultant of the system (8) as described in the previous section. R i is the determinant of the multi-resultant matrix M i , which has as entries the coefficients of the Q j 's; hence R i is itself a polynomial in y i , (whose coefficients are polynomial expressions in the coefficients of the P j 's). We will sometimes write R i = R i (y i ) to emphasize this. We now can state our fundamental principle:
The above statement is clear: if system (1) has such a solution, then the reduced system obtained by fixing y i =ȳ i has the solution (ȳ 1 , . . . ,ȳ i−1ȳi+1 , . . . ,ȳ n ); hence the homogenized system (8) has the corresponding solution in CP n−1 obtained by setting y 0 = 1, for this valueȳ i of y i . Therefore R i (ȳ i ) must be zero, by the results of the previous section.
The reader will no doubt wonder about a converse to Lemma 4, especially for real solutions. Let us discuss this briefly. Suppose conversely, that R i (y i ) has a real root at y i =ȳ i . One would like to deduce that there is a real solution to the system (1) with i-th coordinate equal toȳ i . This is not the case, for several reasons.
• Firstly, the condition R i (ȳ i ) = 0 is only necessary, not sufficient, for the system (8) to have a common solution in CP n−1 with the value of y i equal toȳ i : the actual resultant is only a divisor of R i (y i ), and hence R i (y i ) may have some roots which are irrelevant for our problem.
• Secondly, there may be a solution to (8) at infinity (with the extra variable y 0 set equal to 0) which will not show up as a solution to the system (1); all solutions to (1) correspond to solutions to (8) with y 0 = 1.
• Thirdly, there may be a complex solution to (8) for a real value of y i ; the fact that y i is real does not imply that all of the other coordinates of a solution must be real! For these three reasons there is no possibility for a converse to Lemma 4. Since we are interested in real solutions to the system (1), we use Lemma 4 in the following form:
We will call the polynomial R i (y i ) obtained from the system (1) the multiresultant of (1) with respect to y i . Again note that it is dependent on the ordering of the polynomials P j . The degree of the multi-resultant polynomial R i (y i ) is in general, approximately the product of the degrees of the P j 's, which is typically rather large. Therefore if we are given the multi-resultant R i (y i ), the computation of its real roots will be a numerically unstable problem: small errors in the coefficients of R i (y i ) can give large errors in the location of the roots. Furthermore, R i (y i ) is the determinant of the corresponding multi-resultant matrix M i (y i ), which is typically large and sparse. Thus it is in general very difficult to calculate the coefficients of the polynomial R i (y i ). For the case that all coefficients of (1) are integers, Collins [5] uses a rather costly exact integer arithmetic. We therefore propose to replace the condition that R i = 0 by the equivalent, but stable, condition that the minimum eigenvalue of M * i M i is 0. We formulate this by requiring
Therefore Lemma 5 can be rephrased as
Lemma 6 If the system (1) has a solution
We would like to make a few remarks about the formation and representation of the matrix M i (y i ) in the computer. Of course, the starting point is the "raw data" of the system (1). After choosing a variable y i , it is not difficult to represent each P j as a polynomial in the other y k 's, with coefficients being polynomials in y i . Indeed, a polynomial in y i is stored as a structure (using the conventions of the C programming language) The polynomials P j themselves are then stored as an array of term of P j's. It is an easy matter to implement the addition of the homogenizing variable y 0 , and to calculate the necessary degrees, etc.
Once the variable y i has been chosen, and the polynomials P j have been represented, the construction of the matrix M i (y i ) proceeds directly. Each row is stored as a linked list of entries, and in each entry there is recorded the column number, a pointer to the polynomial for this entry, and a pointer to the next entry in that column. This allows us to efficiently multiply a vector by either the matrix M i or by its transpose M * i . There are really only two interesting procedures: for each j, we need to proceed through the list T j of monomials (so that we can multiply P j by each element of T j ), and we need to calculate the reverse lexicographical order of a monomial (so that we can figure out the column of the multi-resultant matrix M i in which to put any particular term). These two combinatorial procedures are easily implemented, the second by a recursive method.
A Conjugate Gradient Method on the Unit Sphere
The above minimal value λ min (y i ) in (9) can be viewed as the smallest eigenvalue of the semi-definite matrix M i (y i ) * M i (y i ). Since the multi-resultant (of dimension m, see (7), is typically very large and very sparse, a Lanczos method is the standard method for calculating λ min (y i ), see, e.g., [12] . However, since we are only interested in the smallest eigenvalue, and since a conjugate gradient method for (9) is simple to implement and incorporate, and has less overhead, we have chosen to use a modification of the latter for our purposes. Both methods need each of the following two products
per step. From a theoretical point of view, it is not difficult to see that the Lanczos method generates a better estimate of λ min (y i ) after k steps (for k < m) than the conjugate gradient method. It remains to be investigated whether the better estimate rewards the higher overhead of the Lanczos method. Let us begin by formulating a modification of the nonlinear conjugate gradient method for the case that a nonlinear functional has to be minimized on the sphere:
For a survey of the linear conjugate gradient method and convergence results we refer to [25] , for the nonlinear case to [9, 18] . The important modification for the constrained case (11) is that the gradients always have to be projected onto the current tangent space. This leads to the following conjugate gradient method on the unit sphere: 
new point
new gradient
projected gradient
Polak and Ribière modification
new conjugate gradient until convergence.
stopping criterion
The fact that the functional ϕ 1 in (4) is quadratic allows us to simplify Algorithm 7 to the following conjugate gradient algorithm for obtaining the minimal eigenvalue. For convenience, let us introduce the matrix A : 
stopping criterion
Remark 9
Since ϕ 1 is quadratic, the step "search on a great circle" can easily be calculated in the following way: we consider the positive definite 2×2-matrix
Then the smaller eigenvalue of B is λ n+1 , and
is the corresponding eigenvector. The calculations are now easy to perform.
Remark 10
The stopping criterion step is governed by a mixture of a maximal relative error 2 and a maximal absolute error 1 for the minimal eigenvalue λ min (y i ). It is motivated by a wish to avoid excessive iterations which will just improve the approximation of the corresponding eigenvector, since the latter is of no interest to us. On the other hand, the starting vector u 0 is typically obtained from a previous run of the algorithm for a different y i -value. Hence, it may occur that u 0 is very near an eigenvector corresponding to an eigenvalue λ(y i ) = λ min (y i ). Numerical experiments have shown that in this case the method generates a sequence {λ k } which usually moves away from λ(y i ) after one initially slow step, even if the multiplicity of λ(y i ) is higher. Hence it is recommended to force the algorithm to perform at least one step.
Remark 11
Our examination of the literature reveals only one algorithm (by Geradin [11] ) related to that above. It has found several applications in the engineering literature with regard to the generalized eigenvalue problem. Instead of minimizing a quadratic functional on the unit sphere, Geradin's algorithm incorporates the constraint into the functional, namely the Rayleigh quotient, and then performs standard nonlinear conjugate gradient steps (Fletcher-Reeves). Since it incorporates a linear line search instead of a search along a great circle, it appears to be less suited for our purposes.
Remark 12
We remind the reader that little is known about the convergence of CG methods for the nonlinear case, see [18] . However, our functional (4) is quadratic, and the constraint is quite simple. We conjecture that it should be possible the modify the convergence proof of [19] for this case.
Our aim now is to use the above algorithm as a device for detecting all zeros of the function y i → λ min (y i ) in a given interval [a i , b i ]. The above process is performed for all variables y i , i = 1, . . . , n. Normally, this task could be handled by a numerical continuation method for the simplest possible case: following a path in R 2 . See, e.g., [1] for a survey of general continuation methods. Unfortunately, the function λ min is only piecewise smooth. Hence, the sophisticated steplength strategies (i.e., choice of increments for y i ) which are available, see, e.g., [8, 15] , must be handled with care. This is an aspect which requires further study, possibly along the lines of [26] . For the present, we have used a fixed stepsize y i ∈ {t 0 , . . . , t k } with
If a certain criterion is satisfied for t i−1 , t i and t i+1 , then one can minimize λ min on [t i−1 , t i+1 ] via either a standard line search algorithm or a method which is especially adapted to this situation. If the obtained minimal value is small enough, we add the corresponding y i -value to our list Z i , see (2) . The design of a suitable line search strategy adapted for our purposes is currently being investigated.
Examples
We illustrate the method with two examples. Because the purpose of this paper is only to introduce this method, our examples will be simple ones with a small number of variables and little numerical complexity. Furthermore, we do not employ any line search strategy to obtain the best minimal point, but we content ourselves with a fixed step size. More complex examples will be studied elsewhere in the context of a discussion on how the present method can be improved and be made more efficient and more generally applicable.
Our first example concerns a simple model of a robot in the plane with two arms. The first arm has length b and is fixed at one end (its tail) in such a way that it can rotate with an angle α. The second arm has length 1 and is fixed with its tail at the head of the first arm in such a way that it can rotate. The angle of rotation with respect to the first arm is denoted by β. Both angles are parametrized with respect to a stereographic projection, i.e.,
If we denote by q 1 and q 2 the two co-ordinates of the head of the second arm, then we obtain the following two equations:
Of course the object is to find the angle parameters x and y for a given position (q 1 , q 2 ). Our example uses the following values: b = 0.5, q 1 = 0.8, q 2 = 0.4. The calculations were performed in double precision. In the stopping criterion of Algorithm 8 we used the parameters 1 = 10 −14 and 2 = 10 −8 . We scanned for a solution of the y-parameter in the interval [−2 , 2], using an increment of 0.1. The resultant matrix has dimension 4. Table 1 shows the minimal eigenvalues λ and the number of gradient steps ν which were necessary to obtain λ.
The table shows a considerable decrease in the λ-value near the points y = −1.6 and y = 1.6. From the geometrical meaning of the equations it is not difficult to see that the system has exactly two solutions, and the corresponding two y-values must be symmetric with respect to the origin. In fact, using some trigonometry, one can see that the actual solution has y ≈ ±1.6237.
Our second example describes the intersection of a sphere in R 3 with two paraboloids:
It is readily seen that the two unique solutions to the problem are We scan for a solution of the y-parameter in the interval [−0.9 , 0.9] and of the x-parameter in the interval [−0.7 , 0.7]. In both cases, the increment is 0.05, and the resultant matrix has dimension 15. Tables 2-3 show the minimal eigenvalues λ and the number of gradient steps ν which were necessary to obtain λ. We see again that the λ-values decrease considerably near the solutions. When we try to scan the z-values, it turns out that the resultant matrix is singular for every z-value. Therefore the conjugate gradient method as decribed in this paper i.e., to calculate the minimal eigenvalue of the semi-definite matrix M (z) * M (z) where M (z) is the resultant with respect to the z-variable, will not produce any information. The remedy which we suggest in this case is to use a Lanczos method and scan the variable z for the second smallest eigenvalue. More generally, one can use the Lanczos method to calculate the smallest eigenvalue which is not identical to zero with respect to z, and therefore the method can be applied with arbitrary nullity of the resultant matrix. The use of this technique to handle these singular situations arising in the resultant matrix application will be discussed in a further paper.
Concluding Remarks
We have presented a method for finding the real solutions to a system of polynomial equations with real coefficients. The numerical experiments we have performed, though of a preliminary nature, indicate that the method is very promising. In contrast to the homotopy method, our algorithm is especially designed to find real solutions; in addition, the user may restrict the algorithm to specific intervals of interest.
Let us indicate some directions of future refinements which we judge to be important to a more professional implementation of the algorithm.
1. The method should incorporate some scaling techniques to avoid bad conditioning. Some preprocessing should also be performed. For instance, automatic detection of zero rows or columns in the resultant matrix and a possible reordering of the equations or variables should be considered.
2. To make a more efficient use of the gradient (respectively Lanczos) steps, a more sophisticated line search algorithm needs to be devised. This search need not be very precise since at the final stage a Newton type method would be employed to refine the precision of the suggested zero points.
3. As mentioned above, since the rank of the resultant matrix is not necessarily maximal or known a priori, the phenomenon of singularities in the resultant matrix will require a delicate incorporation of a Lanczos method in the minimization process.
4.
The relationship between the multiplicity of a root (in one of the variables) and the multiplicity of the zero eigenvalue of the resultant matrix needs to be investigated. A more precise understanding of this relationship could be useful, for example in the combinatorial analysis of the suggested coordinate values of zero points in R n .
5. This paper represents preliminary work without extensive experimentation. Though we demonstrate the workability of our approach, what is ultimately needed are experiments in which a full implementation of our approach is tested in ways that demonstrate its practical feasibility and that allow comparison of timings, robustness, storage requirements, etc., with alternative methods, especially homotopy methods.
These points are currently under study and will be the subject of further papers.
