When investigating the recovery of three-dimensional structure-from-motion (SFM), vision scientists often assume that scaled-orthographic projection, which removes effects due to depth variations across the object, is an adequate approximation to full perspective projection. This is so even though SFM judgements can, in principle, be improved by exploiting perspective projection of scenes on to the retina. In an experiment, pairs of rotating hinged planes (open books) were simulated on a computer monitor, under either perspective or orthographic projection, and human observers were asked to indicate which they perceived had the larger dihedral angle. For small displays (4.6× 6.0°) discrimination thresholds were found to be similar under the two conditions, but diverged for all larger stimuli. In particular, as stimulus size was increased, performance under orthographic projection declined and by a stimulus size of 32 ×41°performance was at chance for all subjects. In contrast, thresholds decreased under perspective projection as stimulus size was increased. These results show that human observers can use the information gained from perspective projection to recover SFM and that scaled-orthographic projection becomes an unacceptable approximation even at quite modest stimulus sizes. A model of SFM that incorporates measurement errors on the retinal motions accounts for performance under both projection systems, suggesting that this early noise forms the primary limitation on 3D discrimination performance.
Introduction
showed that the pattern of motion produced when a light source was used to back-project a rotating object on to a translucent screen could elicit a percept of a rigid three-dimensional structure. This is an example of structure-from-motion and replacing the screen by the eye makes clear that this is a task faced ubiquitously by the visual system under natural viewing conditions. Towards developing an account of this behaviour, subsequent research has focused on two general issues. First, what are the computational requirements for recovering structurefrom-motion (SFM) . Second, what are the performance limitations for humans performing such tasks.
Under natural, perspective projection, points in the world are projected directly to the eye and are plotted on the experimental display screen where the rays intersects it. Under this system, Longuet-Higgins (1981) has shown that two discrete views are necessary and sufficient for the recovery of metric SFM (angles and ratios of lengths in 3D space). Under certain conditions, (e.g. a small depth range across the object relative to the viewing distance), perspective projection is well-approximated by scaled-orthographic projection. In scaled-orthographic projection, all points are projected first in parallel along the line of sight on to an orthogonal plane at the mean depth of the object, and then perspectively to the eye. In this system, information due to the relative depths of different world points is lost, although the image-size dependency on viewing distance is retained. For rotating objects whose distance to the observer is unchanging, scaled-orthographic projection is equivalent to orthographic projection. Ullman (1979) has proved that under orthographic projection two views are insufficient to disambiguate the 3D structure and motion, and an additional view is required.
There has been considerable debate over the ability of human observers to recover metric SFM. Under two-view orthographic projection, the image motion is compatible with a one-parameter family of scenes (Bennett, Hoffman, Nicola & Prakash, 1989; Koenderink & van Doorn, 1991) . However, while precluding the recovery of metric SFM, a variety of 3D tasks, including the discrimination of rigid from non-rigid motion and the recovery of affine structure, can still be performed under such conditions. Todd and Bressan (1990) have pointed out that the tasks used in many early studies were of this type, and did not require metric structure to be recovered. Their own experimental results showed tasks such as non-rigidity and non-planarity detection could indeed be performed with high accuracy, whereas performance on tasks specifically requiring metric structure to be recovered was poor. Furthermore, performance did not improve for any of the tasks as the number of frames increased from two to eight. Many other studies have also found poor performance on metric SFM tasks (e.g. Liter, Braunstein & Hoffman, 1994; Norman & Todd, 1993; Durgin, Proffitt, Olson & Reinke, 1995) . Eagle and Blake (1995) investigated observers' abilities to perform a metric SFM task (dihedral angle discrimination) and a non-metric SFM task (planarity discrimination) under orthographic projection. They found that observers could perform the metric task, although, consistent with the aforementioned studies, thresholds were nine times higher than for the non-metric task. This finding can be attributed to a combination of two factors. First, Eagle and Blake (1995) showed that equal sensitivity to spatial variations in speed for planarity discrimination and temporal variations in speed for dihedral angle discrimination would produce greater 3D angular thresholds in the latter task. Thus, the task of dihedral angle discrimination is inherently more noise-sensitive than that of planarity discrimination. Second, visual sensitivity to temporal variations in speed, required only for the metric SFM task, is much lower than that to spatial variations in speed, sufficient for the planarity SFM task (Snowden & Braddick, 1991; Werkhoven, Snippe & Toet, 1992) . In support of this argument, Eagle and Blake (1995) showed that performance on the two tasks could be predicted by known sensitivity of the early visual motion system.
The use of orthographic projection in both experimental and theoretical work has been justified on two grounds (Braunstein, 1994) . First, often the depth variations of an object are small relative to the viewing distance. Second, distortions due to orthographic projection are not generally perceived. An additional, though related, reason is that using orthographic projection makes explicit the ambiguities that arise when perspective information is not well-defined. This said,
there is evidence to demonstrate that the visual system can use the additional information available under perspective projection to resolve the depth-reversal ambiguity inherent under orthographic projection (e.g. Braunstein, 1977; Rogers & Rogers, 1992) . Lappin and Fuqua (1983) and Borjesson and Lind (1996) have measured metric 3D structure of the same scenes projected under perspective and orthographic projection and, for their limited conditions, found no difference in performance. However, Borjesson and Lind (1996) did find that for rotations about a vertical axis, adding a vertical component to the image motion affected subjects' estimations of depth, consistent with the use of perspective information. To date, there has been no systematic study comparing the recovery of metric SFM for the same scenes viewed under orthographic and perspective projection.
In the experiments we describe below, the scenes were designed so that if only the two end frames of the sequence were shown under orthographic projection, all stimuli would be identical except for the random positionings of the surface texture elements. Thus, all of our stimuli were members of the same one-parameter family of scenes (see Fig. 1 ). In fact, the scenes were projected in multi-frame motion and either under orthographic or perspective projection. Under orthographic projection, because the flow was horizontal for all points, the only difference in the image motion for matched points (points at the same image location on the two structures) was in the acceleration component. Under perspective projection, this acceleration cue was also available. In addition, differences in the velocities (speeds and directions) of matched points were present; with both the horizontal and vertical components of the flow being affected by the change in depth of points on the rotating structures. Furthermore, there were temporal changes of direction in the flow which were also different for matched points.
We use these stimuli to address three questions. First, to what extent are human observers capable of making use of image-motion information due to perspective projection when recovering metric SFM? Second, and related to this, how acceptable an approximation is orthographic projection to natural projection for human observers for such tasks? Third, can we account for human observers' ability to use perspective projection by early image-motion measurement errors, or do later inefficiencies also contribute to these errors?
Methods
The essence of the experiment we designed was to see how well subjects could discriminate between two structures that under two-frame, orthographic projection produced identical image motion (see Fig. 1 ). If the visual system is insensitive to the differences in flow yielded under two-frame, orthographic projection and multi-frame, perspective projection then necessarily discrimination should remain at chance level even under multiple-frame, perspective projection. The stimuli and task used were similar to those described fully by Eagle and Blake (1995) .
Stimuli
In a 2-IFC design, subjects viewed two simulated 3D rigid structures-a standard and a test -both of which had the shape of vertically oriented open books and rotated at constant angular speed back and forth around a vertical axis. Subjects' task was to decide which structure had the greater dihedral angle, i.e. which book was more open.
The dihedral angle of the standard was fixed, while that of the test structure was varied using the method of constant stimuli. The standard had a dihedral angle of 60°and a total rotation of 4°. Both the standard and test were symmetrical about the line of sight midway through their rotation path. As the dihedral angle of the test structure was increased, the rotation angle was co-varied so that, under orthographic projection, the mean image speed across the standard and test structures was constant (see Fig. 1a ). Unlike the depictions in Fig. 1 , the temporal sampling of the motion was high enough to elicit a percept of continuous rotation. The temporal frequency of oscillation was 1.5 Hz and stimuli were displayed for five cycles.
The scenes were imaged on to the display screen using either perspective or orthographic projection. We measured discrimination thresholds under the two projection systems and under four stimulus sizes: 32 wide by 41°high; 16× 20.5°; 8× 10.2°; and 4.6× 6°. These stimulus sizes were achieved by varying viewing distance to the same simulated objects; 33, 66, 132 or 225 cm. The stimuli were clipped at the top and bottom so that the virtual contour connecting all the texture elements remained horizontal, to eliminate static shape cues. At the nearer viewing distances, a chin-rest was used to support the subject's head and to help maintain the appropriate viewing distance. The perspective projection was always appropriate for the subject's viewing position (distance and direction) of each structure. The rationale for varying stimulus size was that the differences in flow-fields produced under orthographic and perspective projection are greatest when the depth change relative to the viewing distance is large (see Fig.  1b -c). For our stimuli, this is true for points towards the periphery of the stimulus. This means that, even if metric SFM performance is augmented under perspective projection, for sufficiently small displays performance under two projection systems should be comparable.
All stimuli were generated on a Silicon Graphics Indy Workstation. They were presented on a 19 in. Silicon Graphics monitor with a screen resolution of 1280× 1024 pixels and a frame rate of 76 Hz. Subjects' responses were recorded via a mouse linked to the workstation. All stimuli comprised approximately 1280 randomly-positioned dots, plotted to sub-pixel accuracy using antialiasing techniques with 8-bit specification and a linearized colour look-up table.
Procedure
Observers had to discriminate between a standard and a test structure, viewed in succession. Each of seven test structures appeared in ten trials so that a block contained 70 trials. Subjects completed four blocks of trials for each condition, and so each test structure was tested 40 times. No feedback was given during any part of the experiment. Three naive subjects viewed the stimuli in a dark room with an opaque patch over their weaker eye to render viewing monocular. Fig. 2 shows the psychometric functions for the three subjects for all conditions, fitted by a Weibull function (Weibull, 1951) of the following form:
Results and discussion
where A is the angular difference at 81.6% correct performance and B is the slope. Under perspective projection, performance improved smoothly towards 100% correct discrimination as the dihedral angle difference between the standard and test structure was increased. Furthermore, performance improved as the stimulus size was increased: mean thresholds fell from around 85 to 35°. Performance under orthographic projection was comparable to, though slightly worse than, that under perspective projection for the smallest stimulus size (mean threshold at 75% correct= 93°). These data are consistent with the thresholds obtained by Eagle and Blake (1995) for orthographic projection of stimuli of a similarly small size. For larger sizes though, performance was far worse than for the equivalent perspective condition. While there were individual differences for the orthographic conditions, by the largest stimulus size performance did not rise above chance for any subject.
For the orthographic displays, the only image-motion cue enabling the two stimuli to be discriminated was the difference in speed variations over time. Under orthographic projection, the relative speed change (Ds/ s) of texture elements was constant across the spatial extent of each stimulus. As the visual system judges changes in velocity poorly at low speeds (below about 4 deg/s), discriminability of any pair of standard and test stimuli under orthographic projection should be slightly easier at larger display sizes (the opposite of what was found). This has three consequences for interpreting the data. First, the improvement in performance under perspective projection with increasing stimulus size shows that the visual system is sensitive to the addi-tional information available under perspective projection. Second, and a corollary of this, the fact that performance decreases under orthographic projection with increasing stimulus size suggests that orthographic projection becomes an increasingly inadequate approximation to perspective projection for the visual system. Third is that the collapse of performance under largefield orthographic projection implies that the task was performed on the basis of a SFM computation, rather than directly from a simple 2D discrimination.
Sperling Landy, Dosher and Perkins (1989) have warned against interpreting successful performance on a 3D task as evidence for SFM processes if there is a simple 2D cue to performing the task. Because using orthographic projection for large-field stimuli means that the structures simulated were actually non-rigid, this provides a good opportunity for testing whether subjects based their judgements on 3D discriminability (which should be disrupted by non-rigidity) or on 2D discriminability (unaffected by non-rigidity). The data show that, under large-field orthographic projection, while some of our stimuli must have been detectably different in terms of their image accelerations, subjects still failed to discriminate them on the basis of 3D shape. Thus, while the 2D discriminability of such patterns is necessary for successful 3D shape discrimination, it is not sufficient. Rather, this result shows that the visual system is applying a more sophisticated strategy, as the phrase SFM process implies, taking account of the spatial and temporal variations in velocity.
Model
A fundamental limitation on the discrimination thresholds measured in this experiment is the noise associated with initial measurements of the retinal image motion. A Bayesian model of SFM estimation was developed to investigate whether these measurement errors form the primary limit on the visual system's performance. Bayes' equation formulates the probability that a given set of measurements I originates from a 3D scene S, p(SI), in terms of the probability of obtaining those measurements given a scene, p(IS), and the prior probability of encountering a scene, p(S):
4.1. Implementation
In order to specify the likelihood function for a particular scene, p(IS), an estimate of the measurement noise on each moving point is required. We used the second-order approximation to the image-trajectory of a point, assuming higher-order temporal relations to be below visual detectability. In this case,
t) passes through the projected positions in the first, middle and last views.
The instantaneous velocity is given by
We assumed that noise in the measurement of x 0 could be neglected, leaving four motion parameters to be specified. Two of these parameters are the average speed and direction of the vector 7. de Bruyn and Orban (1988) found that 84% correct thresholds for discriminating the speeds of two translating random-dot patterns presented sequentially were a constant Weber fraction of around 0.05 for an intermediate range of speeds. For speeds below about 64 deg/s, their data could be specified by this proportional factor plus a constant of 0.07 deg/s, indicating a lower bound to the discrimination as the speed approached zero. Thresholds for direction discrimination were also measured by de Bruyn and Orban (1988) using the same procedure and, for intermediate speeds, were constant at about 1.5°. Measurement noise was assumed to be zero-mean Gaussian-distributed with standard deviation 2 smaller than that of the corresponding psychometric function, from signal detection theory. Using fits to de Bruyn and Orban's data, estimates of the measurement error for the average speed S and direction used in the modelling are given by
and | = 2.83/S + 1.06 (deg).
The remaining two parameters are temporal change in speed and change in direction. Snowden and Braddick (1991) used a 2-IFC procedure with random-dot stimuli to measure thresholds for detecting temporal change in speed. Their data also obeyed Weber's law, with a relatively high constant of around 0.3 at 80% correct over a wide range of mean speeds. For the smallest speeds, however, they observed that the Weber fraction rose. Werkhoven et al. (1992) found that detection of change in direction reached threshold (81% correct) at around 10°over a range of speeds.
The velocity in our stimuli varied linearly over time from
during half a cycle (under the second-order approximation). Werkhoven et al. (1992) found thresholds for such triangle-wave forms to be higher than those for squarewave forms, as used by Snowden and Braddick, by a factor of 3. To account for these effects, the noise in the measurements of the speed change lS = (7 2 −7 1 ) was modelled by taking a Gaussian distribution with standard deviation
Werkhoven et al. (1992) also measured thresholds for detecting modulation in the velocity direction, although over a more limited range of mean speeds and now using just a single dot in motion. Under the assumption that sensitivity to direction modulation varies with speed in the same manner as does sensitivity to speed modulation (i.e. increases proportionally to the Weber fraction for speed change, (| lS /S), the noise in the measurement of the change in direction l is given by
The probability of obtaining a set of measurements I k = (S, , lS, l) k , (k = 1,…N) from a stimulus with stimulus parameters I0 k =(S 0 , 0 , lS 0 , l 0 ) k containing N points and simulating a scene S with dihedral angle d 1 and rotation angle r 1 is given by the likelihood function (modulo normalisation):
in which D stands for the difference between the measured property and the property of the stimulus (indicated by ), i.e. DS =S −S 0 . Without the factor 1/Nu 2 this would be a simple multiplication of the probabilities of 4N independent measurements (i.e. using probability summation). The factor 1/N accounts for the lack of improvement in performance of the visual system with an increase in number of points as observed in uniform motion experiments (De Bruyn & Orban, 1988; Snowden & Braddick, 1991; Werkhoven et al., 1992) . Effectively, the improvement with number of points due to probability summation is counterbalanced by an increase in the noise level in the individual measurements by a factor of N. In this form the weight of each point remains proportional to the amount of information it carries. Furthermore, we divide the sum by u
2
. The free parameter u allows the noise to be u times larger for this task than in the uniform motion experiments.
For the purposes of the modelling, we assumed that only structures like those used in the experiment (convex hinged-planes 1 ) could occur and similarly that 3D rotations about a vertical axis were the only possible motions. However, we did not restrict the scenes to the same one-parameter family used experimentally, as the subjects did not know the range of stimuli used and were not given feedback during the experiment. Thus, for p(S), all possible stimulus combinations of dihedral angle and rotation angle were assigned equal prior probability of occurrence. In practice, we have found that setting the prior probability of very small and very large rotations (below 2°and above 155°) to zero had negligible impact on the model's performance. For each stimulus, we added independent zero-mean Gaussian noise with standard deviation u*N*| to the four motion parameters of each of 420 points that were distributed evenly across the stimulus. The posterior distribution, p(SI), was then produced by multiplying the likelihood function by the prior probability function. To generate a particular estimate of the dihedral angle, it is necessary to make a decision on this distribution. We chose the mean of the posterior distribution, an estimator that was preferred over the mode, another common choice, as the latter is not robust. The mean minimises the variance between the estimated and true scenes, and for our stimuli was more often closer to the true scene than the mode (in terms of the square root deviation between the actual and estimated dihedral angle). The mean was calculated for both the standard and test structures on 100 independent trials, and, by comparing every pair in the set, the % correct discrimination score was calculated. By carrying out this procedure for each test structure, a psychometric function was produced and fitted, like the psychophysical data, with a Weibull function.
Results and discussion
Data functions for the model are shown in Fig. 3 , for the case of u=1.0. For the perspective conditions, performance improves with field size, similarly to the human data shown in Fig. 2a . For the orthographic conditions, performance now decreases with field size.
Thresholds for the model, plotted alongside the human data, are shown in Fig. 4 for the perspective projection condition. The model was run with three different values of u: 1.0, 1.4 and 2.0. For all values, it is clear that the model captures the trend for decreasing thresholds at larger stimulus sizes, with higher thresholds in the conditions with larger u. For the two smaller stimulus convex distribution would have had the greater area as the stimulus motion was less compatible with the perspective effects produced by concave hinges (for both perspective and orthographic projection). In the case of two distributions, one decision strategy would be to exclude the smaller distribution, which then becomes equivalent to our procedure of setting the prior probability of concave structures to zero. sizes, u= 1 predicts the absolute thresholds quite well. This means that over this range, the free parameter is effectively not utilised. However, for the largest two field sizes u = 2.0 and 1.4, respectively provide a much better account. The effect of using a value of u greater than unity is to linearly scale up the noise when estimating the four motion parameters. A plausible account for why this scaling is necessary is that 2D motion processing is less sensitive at greater eccentricities. For instance, McKee and Nakayama (1984) have shown that 2D speed discrimination thresholds fall off in the periphery. Although central fixation was not enforced during our experiments, the task still required the integration of local motion signals from across the stimulus. Therefore it is plausible that the additional information produced by increasing field-size was partly offset by the decrease in motion sensitivity.
At first sight, the model does not capture the trends in the human data for the orthographic condition as well. In particular, the model still performs the task for large-field orthographic stimuli reasonably well where the human data does not rise above chance. That said, the model clearly predicts that performance should worsen with increasing field size, consistent with the human data. One possibility for the failure of subjects to perform the discrimination task under large-field orthographic projection is that this is when the approximation to perspective projection becomes unacceptable to the visual system. The visual system has evolved to interpret retinal images derived under perspective projection, notwithstanding the fact that for certain stimuli scaled-orthographic projection would produce nearidentical images. Two problems that might exist with the orthographic stimuli when the approximations becomes too poor are (i) that the rigid object most compatible with the image motion is not the same as that being simulated and (ii) that the image motion is not consistent with any rigid object in motion. In either of these two cases, subjects' performance on our task might be expected to worsen. Fig. 5 shows how the model can be used to quantify these intuitions for the stimuli used in our experiment. Here, rather than adding noise to each stimulus, we measured how far the stimulus motion was away from that produced by each scene in units of visual sensitivity. The search was limited to the same scenes assigned a non-zero prior probability in the model. From the posterior distribution, the decision rule was now to pick the structure associated with the most likely scene, i.e. the mode. The mode is appropriate here, as it gives an indication not of what observers might perceive but of the fidelity of the projection (under perspective projection the mode would always be the simulated scene). Note that because this measure of compatibility is defined by human visual sensitivity, the most compatible structure would be different for a visual system with different sensitivities. Fig. 5a shows the results of the modelling. For the smaller displays the data fall close to the 45°line, suggesting that orthographic projection is a reasonable approximation to perspective projection over a large range of simulated structures. In contrast, for the larger displays the approximation is very poor. For the largest stimulus size, nearly all simulated structures are most Fig. 4 . Discrimination thresholds at the 75% correct point for three subjects and the model for the perspective projection condition. Compatibility is measured in terms of visual sensitivity, as described in the text. For small displays, the approximation is quite good as shown by the data lying along the 45°line. For the larger displays, however, the approximation becomes increasingly poor. (b) Illustrates the deviation from the flow that the most compatible hinged-structure would have produced under perspective projection -a measure of non-rigidity. The units are standard deviations of visual sensitivity, as described in the text. Again, for smaller displays there is little deviation from rigidity, but for larger displays this measure of non-rigidity rises quickly. (The glitch at around 155°is due to the structures passing through the frontoparallel plane during their rotation, so that the image motion reverses direction).
minor, but as stimulus size is increased, the stimulus motion becomes increasingly incompatible with the flow produced by any rigidly rotating hinged plane. These findings are compatible with subject reports of non-rigidity in the larger stimuli.
In summary, Fig. 5 shows that for our experimental task, orthographic projection provides an acceptable approximation to perspective projection only for small stimulus sizes and deep objects 2 . For larger displays the flow-fields become degenerate, in the sense that they are increasingly incompatible with rigid 3D motion, and we believe that this is why human observers' performance falls to chance. In another set of experiments we have asked subjects to adjust a probe stimulus defined by texture, motion and binocular disparity (under appropriate perspective projection) so that it is matched to the perceived dihedral angle of the motion-defined shape. The results suggest that subjects tend to rely strongly on spatial variations in speed for the large-field orthographic stimuli (Hogervorst & Eagle, 1998) , even though the data for the small-field orthographic stimuli and the perspectively-projected stimuli show that the visual system can make use of second-order temporal variations and perspective information. For the present stimuli, the amount of relative motion was deliberately held constant for all structures, though in the real world it will be positively correlated with the amount of depth. Thus, when faced with these degenerate stimuli the visual system appears to fall back on a single cue and ignore other, conflicting cues.
General discussion
As stimulus size was increased, we found that subjects performance on a SFM task improved under perspective projection but worsened under orthographic projection. For practical reasons, multi-frame motion was used instead of the theoretically-minimum twoframe sequence: under two-view presentation the image motion is very jerky, and it is not clear that the correct correspondences are made by the motion system. This said, we can be quite confident that the improvement under perspective projection with increasing stimulus size was due to first-order information. The reason for this is that differences in the second-order parameters on the standard and the test at the 3D task threshold level for the largest stimulus were a factor of ten lower than the 2D thresholds reported by Werkhoven et al. (1992) and Snowden and Braddick (1991) . compatible with the smallest dihedral angle theoretically possible (the horizontal angular subtense of the stimulus). Intuitively, this has two determinants. First, the visual system's highest sensitivity is to speed in the direction orthogonal to the flow (always zero in the case of orthographic projection). Second, zero orthogonal flow is most consistent with a deep structure (small dihedral angle) rotating over a small amount.
In fact, the problem is compounded in that the flow is not compatible with any rigid object projected perspectively. Using the model, we computed how many standard deviations of image-motion sensitivity each stimulus was away from that elicited by the most compatible rigid hinge. The results are shown in Fig.  5b . The same pattern of results arises. For the smallfield stimuli, the deviations from rigidity are relatively Liter et al. (1994) have shown that under two-frame orthographic projection, observers interpret greater relative motion as a sign of greater depth, even though the actual structure is undetermined. However, for our perspectively projected stimuli, the mean speeds of the dots was larger in the cases of larger dihedral angle (smaller depth). Thus, if subjects had used this cue their performance would have been below chance. These considerations suggest that there exist visual processes that can recover metric SFM under perspective projection.
Our findings are consistent with some earlier reports of SFM under perspective projection. Borjesson and Lind (1996) showed subjects two-frame motion sequences of a 25 × 33°stimulus simulating a sinusoidal ridge in depth. For rotations about a horizontal axis, they found that introducing a vertical component into the image motion affected subjects judgements' about 3D structure. In particular, they observed correlations between simulated and produced depth was 0.3 -0.4 when a purely orthographic analysis would have yielded a zero correlation. They also found that accuracy in depth judgements improved for larger stimuli. Lappin and Fuqua (1983) found that subjects could perform a bisection task in 3D space for three rotating, collinear points under perspective projection. They interpreted these results in terms of a process that could recover metric relations, as generally the point of 3D equidistance would not be the point of 2D equidistance. However, they found similarly good performance for orthographic projection, which is at odds with our own findings. The difficulty in understanding this result is that if subjects really were sensitive to the additional information under perspective projection, performance should have been worse under orthographic projection. It is possible that subjects used different information in the two tasks: as the subjects were given feedback after each trial, they may have learned to adapt their behaviour to give the correct response.
In the case of binocular stereopsis, it has been shown that the information from vertical disparities, resulting from perspective projection, can help in recovering metric properties of 3D structure (Mayhew & LonguetHiggins, 1982) . Empirically, Rogers and Bradshaw (1995) have found analogous results to those presented here. For a circular stimulus of 10 arc deg, vertical disparities had only a small effect on judgements of perceived curvature. However, as the stimulus diameter was increased to 80 arc deg, the influence of vertical disparities was increased substantially. This is consistent with their geometric analysis showing that vertical disparities are larger at greater head-centred eccentricities.
We have confirmed our earlier result (Eagle & Blake, 1995) that under small fields of view human observers can use change in speed information, the only cue present in our orthographic displays, to recover metric SFM. The other key result for orthographic projection is that performance collapsed for larger stimuli, implying an increasingly unacceptable approximation to perspective projection. We have already argued that theoretical accounts of human SFM performance need to consider this sensitivity to perspective information. An obvious corollary of this, supported by our psychophysical data, is that researchers need to consider using appropriate perspective projection when displaying even relatively small stimuli. This will be particularly important if experimenters are interested in threshold discriminations, as it is possible that the approximation errors introduced through orthographic projection may mask the differences between the experimental stimuli (Hogervorst, Kappers & Koenderink, 1996) . The perspective projection must also be appropriate to the viewing distance. Consistent with our analyses, Dosher, Landy and Sperling (1989) have found that exaggerated perspective effects can also lead to non-rigid percepts.
It is not possible from our data to point to a particular stimulus size for which orthographic projection becomes an acceptable approximation for the motion system, as this will also depend on the simulated scene. In general, we predict that an acceptable approximation will be reached when (i) the nearest rigid structure and motion is the simulated object and (ii) the deviation from non-rigidity, in units of image-motion sensitivity, is small. For our particular stimuli, performance is slightly better under perspective projection even for our smallest field size (4.6× 6°).
The 3D discrimination thresholds for the perspective condition were well accounted for by a model in which performance was limited solely by errors associated with measurement of the retinal flow, as given by 2D motion discrimination thresholds (see also Werkhoven & van Veen, 1994) . This suggests that later processes that derive an estimate of the 3D scene structure from these measurements operate with high efficiency. Our initial results encourage us to believe that a metric based on visual sensitivities will be a useful way of assessing the fidelity of projected stimuli and will also serve in characterising visual performance in SFM tasks. However, the model that we have produced must be considered preliminary. We have used 2D motion discrimination thresholds for uniform motion to parameterise the model, whereas in a SFM there are a range of velocities that need to be combined. Data do exist on how the visual system pools multiple, different motions to produce an a6erage estimate of velocity (e.g. Williams & Sekuler, 1984) . However, data regarding the accuracy with which the visual system combines information from multiple differently-moving points in a SFM task, where the pooling is not simple an averaging, are currently not available. There are also no data concerning our assumption that the measurement noise is independent across the different estimates of image motion. We are currently engaged in work that aims to characterise both the measurement noise and the integration processes in SFM tasks more thoroughly.
