High bandwidth satellites hold out the promise of a rapidly deployable communications infrastructure with a natural support for mobility. However, the Transmission Control Protocol, widely used in the Internet, performs poorly over satellite links, and this presents an obstacle to the deployment of such systems. We present an architecture that overcomes these problems and provides an approach to building complex heterogeneous networks from simple units. We also present some results from our initial implementation, which uses TCP connection splitting to improve TCP performance over satellite links.
Introduction
With the rapid advancement of computer technology, portable and handheld computing devices are becoming increasingly common. Along with this trend comes the demand for these devices to be connected to the Internet. At the same time, there is also a growing demand for Internet connectivity in regions of the world that do not possess a good preexisting communication infrastructure. Satellites offer an attractive solution to both these problems. Mobility can be supported easily, and coverage can be extended relatively quickly, even to remote areas.
Such universal connectivity requires the widespread deployment of a single family of standard protocols to ensure seamless interoperability between various systems. The Internet protocol suite is a natural choice, having been widely deployed and shown to work well over a variety of conditions and links. An important member of this protocol suite is the Transmission Control Protocol [1] , which is an end-to-end transport protocol for reliable sequenced data delivery. Most Internet traffic uses TCP; examples are web traffic, email and file transfers. However, there are a number of problems with using TCP over satellite links, many of which arise from the high propagation delays inherent in satellite links.
In this paper we look at some solutions that have been proposed for these problems and describe an implementation of one such solution. We argue that building heterogeneous networks requires that we take into account the special characteristics of the underlying links, and that such knowledge can be used to improve the performance of protocols such as TCP. Section 2 outlines the problems with TCP and some of the proposed solutions. In Section 3 we describe our implementation of one of these solutions, and set out some of the design considerations that went into our implementation. Section 4 details some results obtained and Section 5 discusses some of the lessons learned and discusses some directions for future work.
TCP: Limitations and proposed solutions
TCP was designed as an end-to-end transport protocol that would handle wide network variation and run over many different kinds of networks, without having knowledge of the underlying network characteristics. Thus the design of TCP, especially in its flow control mechanisms, is very conservative. In the years since TCP was first proposed, many new link technologies have been developed, and added to the Internet. Many of these links have distinctive characteristics, and so the network as a whole has grown more and more heterogeneous. In the process, many cases have been found where the conservative approach of TCP leads to poor performance over certain types of links. At the same time, TCP has needed to stay conservative in order to handle the larger network variation, and so the gap between optimal performance and that obtained with TCP has widened in many cases.
TCP over satellite
The best-known shortcoming of TCP is that the offered window size field in the TCP header is only 16 bits long, which restricts its value to 64 kilobytes. Some implementations further limit the maximum window size to 32 kilobytes, and many popular implementations default to a window of 8 kilobytes. Since TCP cannot send more than one window of data per round-trip time, the maximum throughput attainable by a connection over a geostationary satellite link, which has a delay of about 250 ms in each direction, may be restricted to as low as 128 kbps. However, simple solutions exist for this problem, and are discussed in the next subsection.
Harder problems are raised by the flow control and congestion control mechanisms in TCP. TCP is a self-clocked protocol -the sender uses the stream of acknowledgments from the receiver to time its transmissions. This "ACK clocking" reduces the complexity of the sender at the expense of using up more bandwidth on the return channel to send frequent acknowl-edgments. It also leads to unfairness between connections that traverse widely differing paths in the network -connections with smaller round-trip times can increase their rate of sending more rapidly, and so end up capturing most of the network bandwidth, at the expense of long-delay connections [2] .
Related problems arise due to the slow start and congestion avoidance algorithms. Due to the small initial window in slow start, a significant number of round trips may be required for the congestion window to grow large enough to effectively utilize the link bandwidth. This is a problem in the satellite environment, where the round trip delays are long. A small web transfer, consisting of four or five packets, takes three round trips (1.5 seconds over a GEO satellite link) to complete, regardless of the link bandwidth available. Most data transfers over a satellite link can complete without ever having attained a window large enough for optimal link utilization.
In the congestion avoidance phase window growth is much slower than in slow start. However, even a single loss results in halving the window. This particularly affects bulk transfers. For these applications, when links are idle, a large window is desirable as it speeds up the transfer without harming other users of the link. However, if a loss occurs after the window has grown quite large, the window is halved and the satellite link is under-utilized for a prolonged period while TCP recovers and grows its window back to the former size.
In error-prone environments, especially those with bursty error characteristics, packet losses due to bit errors cause the sender's congestion window to be halved even though no congestion is present, thus under-utilizing the link. In addition, TCP's cumulative acknowledgment scheme can discover only one segment loss every round trip, so if multiple segments are lost in one window of data, throughput is reduced sharply.
Proposed solutions
In light of the above problems, a number of solutions have been proposed. These fall into three categories -link level solutions, end-to-end solutions, and proxy-based solutions. These categories of solutions are not mutually exclusive -all three kinds of solutions may be used together in a network.
Link level solutions include the use of link layer techniques like strong Forward Error Correction (FEC) and link-level Automatic Repeat Request (ARQ) mechanisms to mitigate the problem of corruption loss. In many situations, deploying these mechanisms can ensure that most losses seen by TCP are in fact due to congestion. However, these solutions do not address problems due to the TCP window size and congestion control mechanisms. The snoop protocol, as described in [3] also falls into this category -it basically tries to implement link level ARQ using TCP acknowledgments as the triggering mechanism. However, this protocol produces undesirable effects if it is deployed in the middle of a network, as it destroys the information that TCP uses for congestion control. The other link-layer solutions do not have this problem.
Many end-to-end solutions have been proposed, mostly as extensions to TCP, and a number of them have been adopted by the IETF as TCP options or enhancements. The window scaling and timestamp options [4] allow TCP to use window sizes up to 30 bits wide. The use of larger initial congestion windows can mitigate problems due to slow start [5] . The Selective Acknowledgment (SACK, [6] ) allows the receiver to return more information in its acknowledgments, and so addresses the problem of multiple losses in a window. The use of these options is good and should be encouraged. However, some of the options require additional complexity and state information at the TCP layer, and this makes them impractical to implement on small embedded systems. Further, these options do not address some of the problems pointed out in the previous section, such as the high penalties imposed by the congestion control algorithms for packet losses on connections using satellite links.
Even these remaining problems can doubtless be solved by implementing further enhancements to TCP. However, there is another, more philosophical, objection to adopting this approach. One of the major motivations behind the design of TCP was that by using an end-to-end approach that ignored link characteristics, a much simpler protocol design could be obtained. The fact that such an approach was suboptimal was considered an acceptable tradeoff, especially as the performance penalty was relatively low for more homogeneous networks. Today, as TCP becomes more and more complex in order to accomodate network heterogeneity while at the same time staying independent of link characteristics, it becomes important to ask if an approach that used a knowledge of link characteristics might not actually provide a simpler and more optimal solution.
Proxy-based architectures seem to provide such a solution. In this approach proxies are deployed in the network to separate links or groups of links with highly dissimilar characteristics. These proxies can then take advantage of their knowledge of link characteristics, while isolating the end hosts from these details. This allows simplification of the protocols used in the end-user terminal, at the expense of additional complexity in the network. Since the proxies are designed to take advantage of local network characteristics, we can obtain closer-to-optimal performance than with the end-to-end approach.
This approach also greatly simplifies the architecture of heterogeneous networks. Complexity is confined to those regions of the network where it is needed without affecting the rest of the network or the end user. It is no longer necessary to design protocols as conservative as TCP; new types of links can be added by just implementing appropriate proxies around them, without changing the rest of the network. Hence this architecture allows networks to be extended in an incremental fashion without affecting interoperability.
Connection splitting proxies [7] belong to this class of solutions. In the case of a satellite link, a connection splitting proxy would provide a TCP proxy for the remote host and use a completely different protocol to send the data reliably over the satellite link. Since this protocol can be optimized for the satellite link, all the problems in the previous subsection can be solved. In the following sections we shall describe the design of such a system and the results obtained from it, and present some suggestions for future work. 
Connection splitting
An example of the connection splitting architecture applied to satellite links is shown in Figure 1 . The end-to-end TCP connection between H1 and H2 is broken into three separate connections, namely C1, C2 and C3, by the gateways G1 and G2. C1 and C3 use TCP, while C2 may use a different protocol, optimized for the satellite link. The splitting is achieved by having each of the gateways transparently act as a TCP proxy for the remote host, thus isolating the end hosts from the characteristics of the satellite link. For instance, having the gateways acknowledge data on behalf of the remote host reduces the connection round trip time seen by the end hosts. The use of such proxies allows the end hosts to implement very simple versions of TCP, as they will only be communicating over a relatively simple network, with the gateway. It also allows the gateway to optimize the transfer taking into account the nature of the satellite link.
Design considerations
We now look at the problem of designing gateways like those in Figure 1 . We would like to improve the throughput for TCP connections using the satellite link while allowing the end hosts to continue using TCP as before. Since TCP requires ACKs for its clock, we must ensure that when the satellite link is uncongested, the sender TCP receives a stream of ACKs that is similar to what it would receive if it was communicating with a terrestrially-connected host over an uncongested link of similar bandwidth. In other words, we want to decouple the ACK clock, which is supposed to provide flow control by representing the state of congestion in the network, from the link delay, which is a characteristic of the link. One way to do this is to have the gateway acknowledge data as soon as it receives it, and to perform flow control by reducing the offered window when the satellite link is congested, thus slowing down the sender.
A TCP host uses the offered window to compute the largest sequence number of data that it can send without further acknowledgment. This value is computed by adding the sequence number acknowledged and the window offered in a TCP ACK segment, and is known as the "right edge" of the window. The receiver may exert flow control by not emptying its receive buffer fast enough, thus allowing the offered window to grow smaller with each segment received. "Shrinking the window", which involves reducing the offered window by more than the amount of data received, so that the right edge of the window is also reduced, is deprecated in TCP [8] . Therefore TCP does not offer a way for the receiver to rapidly throttle the flow of data from the sender. An alternative method of throttling the sender is to shrink the congestion window on the sender by causing a segment loss when the sender is sending at too high a rate.
TCP is designed to run on top of IP, which is a connectionless network protocol. It is robust to routing changes and reordering of segments in the network, and our proxy implementation should have these properties as well. Use of the proxy must not cause failure or data loss when network routing changes or when routes in the two directions are different. The TCP standard specifies that if a host receives a segment with an invalid sequence number it must acknowledge the segment and drop it. Therefore to avoid data loss in case of routing changes our gateways should ensure that TCP sequence numbers used on C1 and C3 are identical. The initial exchange of SYN segments by two hosts at connection setup time establishes the synchronization in sequence numbers. Therefore the gateway must use the information in the SYN exchange to synchronize itself with the sequence numbers on a connection. If due to routing changes or other reasons (such as IP layer encryption) this information cannot be acquired, the gateways should at least be capable of simply forwarding all subsequent segments on that connection.
Similarly, port numbers must also be preserved by the gateways, as many services use them as an authentication mechanism.
The gateway must not return a SYNACK to the host before the remote host has responded. Such a response would imply that the remote host is functional and is sure to accept the connection. If this does not happen, then the gateway will have to abort the connection, thus causing the user on the end host to see a difference in behavior when the proxy is used. It would also cause the two end hosts to be in a combination of states that is not valid as per the TCP specification, opening up the possibility of failure if routing changes should occur or asymmetric routes be found. Therefore the gateway must only return a SYNACK after the remote host has accepted the connection.
A similar statement might be made about the FIN sent to indicate a half-duplex close on a connection. However, the standard API for TCP does not provide a way for an application to find out whether a FIN has been successfully acknowledged by the remote end. Therefore for simplicity of implementation it might be desirable to acknowledge a FIN as soon as it is received by the gateway.
The earliest reported implementations of connection splitting did not include any flow control for the satellite link. In fact, no flow control is necessary if the satellite is a "bent pipe" system, since the necessary rate limitation can be imposed by the link layer itself. However, in case the satellite has multiple spot beams and onboard switching capabilities (as is the case with many of the proposed Ka band satellites) some flow control method is necessary to prevent congestion on the satellite switch.
Implementation description
Our implementation of a connection splitting proxy for satellite links was designed keeping the above concepts in mind. We used TCP, enhanced with timestamp, window scaling and SACK options, on the satellite link. This TCP implementation also uses the FACK [9] congestion control algorithm, and an increased value for the initial congestion window during connection startup. We chose TCP mainly to speed up the implementation process; better alternatives for the satellite link are under investigation, as discussed in the following section.
The procedure used to perform connection splitting is as shown in Figure 2 . Whenever a gateway sees a connection request (i.e. a SYN segment), it intercepts the request and originates a similar connection request with an enhanced option set. When all downstream connections are completed, an acknowledgment (i.e. a SYN ACK) is returned to the host that originated the original request. Both the gateways always negotiate and accept all the TCP options listed above during connection setup, so that the connection between G1 and G2 will always use all these options.
Once the connection has been set up, the gateway intercepts all data on that connection, returns an acknowledgment to the sender bearing the address of the destination, and buffers the data for downstream transmission. When a gateway receives a FIN segment, it immediately closes the corresponding half-duplex connections. When a FIN has been received for both directions of a TCP connection, all the resources for the corresponding connection segments are freed to minimize resource usage.
As described in Section 3.1, all sequence numbers and port numbers are preserved, and packets received on unknown connections are simply forwarded.
Note that there is a variable delay due to buffering at G1 as well as G2, which is not shown in Figure 2 . Also, a host may choose to piggyback ACKs on other kinds of packets. In the figure, AckH1 may be piggybacked on the data following it, and FinH2 may be combined with the ACK immediately preceding it.
During the lifetime of a connection, a "back-pressure" algorithm is used for flow control; incoming segments on the upstream connection are served at a rate that matches the rate of transmission on the downstream connection. Thus when the downstream path gets congested, the offered window on the upstream connection reduces correspondingly, and congestion information is propagated back to the sender.
An additional mechanism is used to limit the size of the buffers at the gateways. If data is arriving on a connection at a much higher rate than it can be sent out, and if a large enough amount of data is already buffered for that connection, then an arriving packet is discarded without acknowledgment. This causes the sender to retransmit the segment and reduce its congestion window, and so keeps the buffers small without appreciably affecting end-to-end throughput. The implementation is careful not to drop more than one packet per window, to avoid causing serious performance degradation.
Performance measurements and analysis

Test methodology
Our current implementation of the transparent TCP gateway functionality runs on the Linux operating system, kernel version 2.1.95. Though the gateway module is processorindependent, all the tests have been carried out on a pair of Pentium PCs running at 166
MHz. The test configuration is shown in Figure 3 . The server machine was running Microsoft Windows NT Workstation 4.0 with the default TCP/IP parameters, while the client machine was running Microsoft Windows 95 with the default parameters. We used the FTP server and the HTTP server from the NT Peer Web Services software. The client for the FTP testing was the standard FTP client supplied with Windows 95, while the HTTP client was Netscape Communicator 4.05. A data channel simulator was used to simulate the satellite channel.
We measured throughput for single FTP connections using different file sizes, with different data rates, delays and error rates on the simulated satellite link. There was no other traffic on the link. Files of sizes 10 KB, 100 KB, 1000 KB, 10000 KB and 100000 KB were tested. The link rates used were 384 kbps, 1.536 Mbps and 8 Mbps. Tests were carried out for zero delay and for a delay of 250 ms each way on the link. These delays were chosen to approximate a terrestrial leased line and a typical geostationary satellite link respectively. Throughput was measured for bit error rates of 0, 10 −9 , 10 −8 , 10 −7 and 10 −6 . To provide a baseline for comparison, identical tests were carried out with the gateway machines functioning as IP routers without any connection splitting.
HTTP tests using various kinds of webpages were carried out over the same range of conditions. In this case we measured the total time required to load a page. Throughput is not meaningful in this situation, since the request-response mechanism of HTTP causes unavoidable periods of almost zero link utilization.
We repeated the above tests using a commercial Ku band satellite. The results were similar to those obtained using the channel simulator with no injected errors. Overall, our results indicate that bit errors are not a problem on typical commercial Ku band satellite systems. Figure 4 shows the throughput obtained when a single FTP session runs over an error-free link with a 250 ms delay in each direction. The end-to-end TCP transfer is limited to a constant maximum transfer rate, independent of link bandwidth, by the fact that its offered window is no more than 16 bits long. Thus its percentage utilization decreases with increasing link bandwidth. The connection splitting approach, which uses much larger window sizes on the satellite link, yields better throughput, and always uses a large fraction of link bandwidth.
Results obtained
The decrease in utilization at higher link rates for the 1 Megabyte transfer in the connection splitting case is mainly due to slow start. With smaller file sizes, the TCP on the satellite link does not attain a large enough congestion window to achieve a rate of transmission sufficiently close to the link rate, and lower utilization is observed. As the file size is increased, the cost of low utilization during slow start is amortized over a longer interval of near-line-rate transfer, so the utilization improves. This phenomenon motivates the use of a different protocol from TCP on the satellite link. of the link. Thus retaining the TCP congestion control mechanisms on the satellite link carries a penalty for small transfers. This problem is discussed further in the next section.
We also see from the figure that increasing the initial congestion window for slow start improves throughput for small sizes by mitigating the effect of slow start, but has little effect for larger file sizes.
Figure 5(b) shows the performance achieved by two identical simultaneous FTP connections sharing the satellite link. We see that for large enough file sizes, link utilization is still high, with each of the two connections getting a roughly equal share of bandwidth. Figure 6 shows the link utilization achieved by the split-connection system when bit errors are present on the satellite link. It is observed that even at high bit error rates like 10 −6 , the split-connection system performs better than end-to-end TCP does in the absence of bit errors. This is mostly due to our use of SACK information and the FACK algorithm on the satellite link. Since the susceptibility of TCP to errors (in terms of reducing the congestion window) depends on the number of errors per round trip time, throughput is more affected at higher link rates. Throughput is relatively unaffected for small files, which are less likely to encounter any bit errors in transmission, whereas large files are affected considerably. We see from the figure that performance drops sharply when the error rate is close to one error per round trip.
HTTP uses a request-response mechanism, wherein the client requests one object at a time from the server. Thus there is an interval of one round trip between the time that the client finishes receiving an object and the time that it begins to receive the next object. During this time, there is no traffic on the link except for the request by the client. Therefore it is meaningless to compute the efficiency for such transfers, as the traffic generated is intermittent in nature, with long pauses. We measured the total time required for each webpage to load, as measured by a stopwatch. The results for two sample webpages are shown in Figure 7 . As seen in the graphs, there is a considerable improvement when connection splitting is used. However, the pauses between the HTTP requests are the major limiting factor, so increasing the link rate or the initial congestion window does not improve performance. Figure 8 shows the results obtained from HTTP tests over a Ku band satellite link. Once again, using connection splitting yields an improvement, while increasing the initial congestion window does not help much.
5 Discussion: The need for intelligent flow control
During our experience with implementing the gateways and testing them, we found a few areas that need improvement and further research. We observed that the throughput is highly dependent on the TCP buffer sizes defined on the gateways and the number of connections. TCP flow control over satellite links works much better, even in the absence of connection splitting, if the offered window is set to the bandwidth-delay product available to the connection. If the offered window is smaller than this, throughput is unnecessarily low. If the offered window is larger, the sender's congestion window will eventually grow larger than the network can support, and a packet loss will occur. At this point the sending TCP halves its window, and enters congestion avoidance. Since the window was fairly large when the loss occurred, it takes a long time for the window to grow back to its original size. Thus TCP follows an inefficient cycle of window growth, congestion and backoff, which reduces throughput and causes unnecessary retransmissions.
A related problem specific to connection splitting is that for bulk transfers, the TCPs on the satellite link try to share the link equally between them. However this is not necessarily desirable. For example, some connections have faster downstream links than others, and can be given a larger share of the bandwidth on the satellite link without adversely affecting the end-to-end transfer rate of other connections. This kind of proportional sharing does eventually come about due to back-pressure (see Section 3.2) on the slower connections, but it takes a long time, and end-to-end throughput is reduced. Another danger is that if a gateway buffers too much it may be prone to stalls like those reported with the naive implementation of connection splitting in [10] .
Both the above problems can be solved by implementing some kind of adaptive flow control between connection segments. Providing intelligent flow control mechanisms at the gateways to match their input rates to their output rates is thus an interesting problem. By solving this problem, we hope to gain some insight into improving flow control in end-to-end TCP as well.
A sketch of the flow control problem is shown in Figure 9 . It is important to recognize that the performance of the satellite link as perceived by the user depends on the total output rate over all the outgoing flows. Therefore we need to share the bandwidth on the satellite link among the flows in such a way that the total output rate of the egress gateway is maximized. This will ensure low queueing in the egress gateway and optimum utilization of the satellite link. It will also enable the ingress gateway to provide feedback to the sender to effectively control the sending rate, and hence queueing at the ingress gateway. Now, in the simplest case, the egress gateway is using TCP on its outgoing link. Since the growth of the TCP window in a given time is bounded, we can use the congestion window and round trip time estimate on the downstream connection to estimate the maximum sending rate that will be available at a given time in the future. So a simple scheme to try and achieve optimal flow control in our setup is for the egress gateway to advertise two kinds of windows in its acknowledgments to the ingress gateway. One would be a soft limit based on the current window on the downstream connection. The other would be a hard limit, similar to the usual TCP offered window, based on the amount of buffer space available at the egress gateway. Then, if the ingress gateway sends data that fits in the "soft window" in preference to data outside it, a bandwidth allocation is achieved that is optimal in the sense described above.
If the receiver can identify corruption losses, this scheme would allow us to completely eliminate the slow start and congestion avoidance algorithms. The egress gateway would simply adjust its soft window when it detected losses that were not due to corruption, and would lower its hard window as well if losses persisted.
In addition, given some support at the sender, we can greatly reduce the frequency of acknowledgments. Acknowledgments only need to be sent when loss is detected, and at some regular intervals otherwise. Thus this scheme reduces the dependence of the flow control algorithm on the round trip time, by replacing the implicit feedback obtained from TCP acknowledgments with explicit feedback provided by the receiver.
We are currently studying this and other schemes for adaptive flow control over satellite links. Such a mechanism is expected to be an important part of any practical connection splitting system.
Conclusions and future work
In this paper we demonstrated an architecture based on connection splitting which uses transparent proxies to enhance TCP performance over satellite links. Such proxies are easy to incorporate into existing networks, and improve end user performance by a large factor in the presence of satellite links. The proposed architecture also allows for end-to-end congestion control and fair allocation of bandwidth among competing flows.
Throughput on satellite links is affected substantially by the TCP congestion control mechanisms. We are currently investigating more efficient protocols for these links. We are also studying strategies for carrying out end-to-end flow control in split connection systems.
