ABSTRACT With the development of the mobile Internet, novel things are constantly emerging, and among them, online car-hailing is one of the representatives. However, the rapid development of online car-hailing also brings about normative problems and safety loophole, the most prominent of which is the inconsistency between operating cars and registered drivers. Some existing algorithms based on curve similarity measurements, such as Hausdorff distance and discrete Fréchet distance, can be used to solve this problem. However, they only consider one of the characteristics of the two curves, such as the distance or the area between two curves, which does not achieve good results on this problem. On this ground, we propose a model based on curve comparison, named multi-feature fusion (MFF), which extracts the features of length, distance, and area from the GPS positioning track of car and the application mobile phone of the driver, to testify whether the car is being operated by the registered driver and thus solving the problem of mismatch between the driver and the car during the operation. Among them, the MFF model designs different algorithms for different features and fuses different features by an ensemble learning method. The experimental results prove that the model can effectively detect the mismatch between drivers and cars.
I. INTRODUCTION
The wide application of Internet technology has led to the development of a number of new things, such as online car-hailing(also known as the network taxi booking). Online car-hailing uses the Internet technology to build a service platform, integrates the supply and demand information between the passengers and the drivers, and provides nontourist reservations with qualified cars and drivers. With preferential price and convenient service, online car-hailing has gradually become the preferred public transportation mode for people.
Although online car-hailing can bring us more convenience for travel, with its rapid development, many problems have gradually emerged, especially the normative and security issues, which makes the requirements for effective
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supervision become increasingly urgent [1] - [3] . So far, the most prominent problem with online car-hailing is the mismatch between the operating car and the registered driver, this is also a problem of anomaly detection in Intelligent Traffic System(ITS). In view of the above problems, the topic of this research is to detect whether there is an abnormal mismatch between drivers and cars by analyzing the trajectory of cars and mobile phone of the driver. Fig. 1 shows a road network map composed of GPS positioning data in Hefei City. Here, a trajectory is a time sequence with dynamic characteristics generated by an object over time. Therefore, a trajectory can be represented as a function with time as its argument. Given a specific time point, according to the function, the two-dimensional or three-dimensional spatial position of the object can be specified. By studying and analyzing the trajectory data and mining the activity pattern of the object, the relationship between two target objects can be further understood. The key to the driver-car matching problem of online carhailing is the trajectory similarity calculation, and researchers have applied the method of curve similarity measurement to the problem of trajectory similarity calculation. In [4] , the researchers studied and analyzed the application of longest common subsequence(LCSS), Fréchet distance, dynamic time warping(DTW), and edit distance in trajectory similarity measurement. In [5] , the researchers also studied the application of Euclidean distance in trajectory similarity measurement. In the driver-car matching problem, because of the inconsistent sampling frequency of GPS positioning data between mobile-side and car-side, the effect of the existing algorithms will be significantly degraded. Moreover, the existing algorithms also have the shortcomings of insufficient comprehensive perspective, which also leads to their poor performance in the problem of driver-car matching.
In this paper, we propose a model based on curve similarity measurement. It is worth emphasizing the main contributions of our work:
• Considering the characteristic of curve length, we propose an algorithm for calculating the similarity of two curves with time series characteristics, named curve fusion.
• In view of the inconsistency of sampling frequency in the problem of driver-car matching, we improve the Hausdorff distance and modify its return value so that it can be better applied to the detection of mismatch between driver and car during the operation.
• We propose an Multi-feature fusion(MFF) architecture to detect the mismatch between driver and car in online car-hailing. The MFF model uses the method of ensemble learning to synthetically consider the characteristics of curve length, distance and area between two curves.
• In the experimental part, we innovatively verify the validity of our model in different time periods. The rest of this paper is organized as follows. Section 2 introduces the related work of curve similarity measurement and ensemble learning. Section 3 proposes the MFF model to solve the problem of driver-car matching. Section 4 discusses the experimental design and performance of the MFF model. Finally, we conclude in section 5.
II. RELATED WORK A. MEASUREMENT OF CURVE SIMILARITY
The key to the driver-car matching problem of online carhailing is the trajectory similarity calculation. The trajectory similarity measurement is also an important index for the analysis of moving objects, and the trajectory similarity calculation involves the study of curve similarity measurement, and in [4] , [5] , we can know that it is feasible to use curve similarity measurement algorithm to deal with the problem of trajectory similarity measurement.
There are many mature methods for curve similarity measurement, and the similarity between curves is usually calculated by using a distance function, such as the Fréchet distance proposed in [6] , [7] , which originated from people and dogs walking model. The method of calculating the discrete Fréchet distance is given in [8] , and in [9] , the matching of the floating vehicle trajectory and the road network is realized through the calculation of the Fréchet distance. The Hausdorff distance algorithm proposed in [10] to measure the distance between two point sets is also a well-known algorithm for calculating the similarity of curves. In [11] , the Hausdorff distance has been studied on the measurement of shape similarity. In the similarity calculation of two curves, some researchers have proposed an area-based curve similarity evaluation algorithm. In [12] , the similarity between the homotopy curves is measured by the difficulty of continuously deforming one curve to the other, and define this difficulty as the smallest possible surface area for homotopy scanning between two curves.
1) DISCRETE FRÉCHET DISTANCE
We first give the following definitions of point and trajectory curve.
Definition 1 (Point): A point v is a tuple v = (lng, lat), where lng and lat represent the longitude and latitude of point v, respectively.
Definition 2 ( Trajectory Curve): A trajectory curve C is an ordered point sequence C = {v 1 , v 2 , . . . , v n }. When i < j, point v i was visited before point v j , therefore v 1 , v 2 , . . . , v n formed a kind of sequential relationship.
As a curve (trajectory) is formed by an ordered point set, in the rest of this paper we will not distinguish them.
Assuming that the trajectory of curve a is P which consists of p points, the trajectory of curve b is Q which consists of q points. P = {u 1 , ..., u p } and Q = {v 1 , ..., v q } are used to represent the sequential set of two track points, where u i denotes the position of trajectory a at time i, and v j represents the position of trajectory b at time j. At the same time, we can get the following sequence point pair L:
The length L between P and Q is defined as the value of the largest Euclidean distance among all of the sequence pairs. The formula is as follows, where d is the distance function VOLUME 7, 2019 between two points.
Then the discrete Fréchet distance is defined as follows:
2) HAUSDORFF DISTANCE Suppose there are two sets of trajectory locating point sequences A = {a 1 , ..., a p } and B = {b 1 , ..., b q }, and the distance between two points is calculated by function d, then the Hausdorff distance between the two point sets is defined as following:
where
3) SHOELACE FORMULA
The shoelace formula(also known as Gauss's Area Formula or Surveyor's Formula) is used to solve the area of a simple two-dimensional polygon. The method of calculating area by shoelace formula is given in [13] , if the sequence of corners of a polygon in a plane coordinate system are
, then the area is given by
B. ENSEMBLE LEARNING
Ensemble learning is a machine learning discipline that uses a series of learners to learn, and uses some rules to integrate the learning results so as to achieve better learning effect than a single learner. Generally, multiple learners in ensemble learning are homogeneous ''weak learners''. The methods of obtaining weak learners include bagging [14] and boosting [15] .
1) BAGGING
The training set of individual weak learners of bagging is obtained by random sampling. Through t times of random sampling, we can get t sampling sets. For t sampling sets, we can train t weak learners independently, and for t weak learners, we can get the final strong learners through combination strategy.
2) BOOSTING
For boosting, it first trains a basic learner from the initial training set, then adjusts the distribution of training samples according to the performance of the basic learner, so that the samples that were misclassified by the previous basic learner get a larger weight, and then trains the next basic learner based on the adjusted sample distribution. This is repeated until the number of basic learners reaches the specified value t, and finally these learners are weighted together. The higher the accuracy, the greater the weight of the basic learners.
3) COMBINATION STRATEGY
The combination strategies of ensemble learning include averaging, voting, stacking and so on. Among them, the most commonly used combination strategies of ensemble learning are averaging and voting.
a: AVERAGING
For numerical regression problems, the commonly used combination strategy is the method of averaging, that is to say, the output of several weak learners is averaged to get the final prediction output. Assuming that t weak learners are {h 1 , h 2 , ..., h t }. The simplest average is the arithmetic average, which means that the final prediction is as follows.
If each individual learner has a weight w, the final predicted value H (x) is as follows.
where w i denotes the weight of the individual learner h i , which usually has the following constraints.
The simplest voting method is the relative majority voting method, that is to say, the minority is subordinate to the majority. In other words, in the prediction results of sample X by t weak learners, the category with the largest number is the final classification category. If more than one category gets the highest votes, then randomly select one to be the final category.
A slightly more complicated method of voting is the absolute majority method, which is what we often call the majority. On the basis of the relative majority voting method, not only the highest number of votes is required, but also more than half of the votes are required. Otherwise, there will be no return value.
The more complex method is weighted voting method. Like the weighted average method, the number of classified votes of each weak learner is multiplied by a weight, and the weighted votes of each class are finally summed. The maximum value corresponds to the final category.
III. OUR APPROACH
We first give the definition of the driver-car matching problem, and then propose the MFF model, which incorporates curve fusion algorithm proposed by us and improves the existing algorithm. Finally, we describe the decision-making strategy adopted by MFF model. Fig. 2 is the system architecture diagram, in the distance analysis between two curves, the model uses discrete Fréchet distance and Hausdorff distance. In the area calculation between two curves, the model uses shoelace formula. In the length analysis between two curves, the model uses curve fusion algorithm proposed by us. In the decision stage of matching problem, we use the combination strategy of voting in ensemble learning.
A. PROBLEM DEFINITION
We determine whether the driver or the car has an abnormality by judging whether the trajectory of the car matches the trajectory of the mobile phone of the driver. Based on definition 2, the movement trajectories of the car and the driver can be described as C1 = {u 1 , u 2 , u 3 , ..., u p } and C2 = {v 1 , v 2 , v 3 , ..., v q }, where C1 and C2 represent the sequence of ordered positioning points of the car and mobile phone, respectively. Then the problem of mismatch between driver and car will be detected by calculating the similarity between C1 and C2. So, we can get the definition of drivercar matching problem as follows.
Definition 3 (Driver-Car Matching Problem):
If the trajectories of C1 and C2 match, the driver is operating the vehicle normally. On the contrary, there is an abnormal mismatch between driver and car. In this article, Driver − car matching problem refers to the latter abnormal situation.
The proposed curve fusion algorithm needs to calculate the length of the curve, so we give the definition of the length of the curve as follows.
Definition 4 (Curve Length):
We define the length of curve C = {v 1 , v 2 , ..., v n } as the sum of the distances between two adjacent points:
, where d represents the Euclidean distance.
B. MULTI-FEATURE FUSION
MFF is a model based on curve similarity measurement to solve the matching problem between driver and car.
The MFF model integrates many algorithms, such as curve fusion, discrete Fréchet distance, Hausdorff distance and shoelace formula, by the method of ensemble learning, and analyzes the problem from the length, distance and area between the two curves. In this section, we introduce the various algorithms used in MFF model based on the order of length, distance and area of two curves.
1) LENGTH-BASED ALGORITHM
The existing trajectory similarity studies are all based on calculating the distance or area between two curves, and we find out that the length of the similar trajectories must be close. Based on this, we propose a curve similarity measurement algorithm called curve fusion.
CURVE FUSION
The idea of this algorithm is to merge the two positioning point sequences C1 and C2 in time order to form a new curve C = {w 1 , w 2 , ..., w p+q }. Then the similarity between C1 and C2 is measured by calculating the residual between S C and S C1 or S C and S C2 , where S C represents the length of C, S C1 represents the length of C1 and S C2 denotes the length of C2. When the sampling frequency of C1 is denser than C2, the residual of S C and S C1 is calculated, otherwise, the residual of S C and S C2 is calculated. The reason why we do this is that when the data sparseness difference is large, the sparse discrete curve will lose more details of the real road. The rationality for this treatment are as follows:
• If two sequences of sampling points on the same driving path are combined to a sequence by the time series, the new sequence still matches the original path and the residual will be particularly small.
• If two sequences are sampled from different trajectories, because the direction and trajectory are significant different, after merging them in chronological order, the curve formed by the new sequence of positioning points will be disorganized and the residual will be abnormally large. In this section, we assume that the sampling frequency of the car is more intensive. By definition 4, we can calculate the values of S C1 and S C . Then we can get the absolute residual:
After that, we define the similarity of two curves C1 and C2 as following:
L C,C1 can reflect the fluctuation of the mobile phone positioning point on the car end trajectory well.
We visualize the fusion curve and found that there is a few deviations in the positioning time of the mobile phone and the car-side. For example, when the same position is located, the location time of the mobile phone and car is not consistent. Fig. 3(a) is a demonstration of the problem.
Assume that the sequential order of the positioning point is: t 1 < t 2 < t 3 < t 4 < t 5 < t 6 , the blue point is the car-side positioning point, and the yellow point is the mobile terminal positioning point, so the curve of the car is C1 = {w 1 , w 2 , w 4 , w 6 }, and the curve of the driver is C2 = {w 3 , w 5 }. Then, we can get the merging curve C = {w 1 , w 2 , w 3 , w 4 , w 5 , w 6 }, as shown in Fig. 3(b) , obviously this is not the desired curve.
According to the characteristics of the abnormal data, each point with wrong location time has its correct position near it, so the adjustment of this point does not need to traverse the entire curve sequence. Based on this, we proposed a greedy algorithm.
For each point in C2, we adjust its position in C by following steps: (1) Attempt to adjust the position of the point forward:
adjust the position of the point forward in C. Each adjustment is exchanged with the previous point in C until S C cannot be reduced after the exchange or the position of the point is the first point in C. If the S C cannot be reduced by the first exchange, proceed to (2). (2) Attempt to adjust the position of the point backward:
adjust the position of the point backward in C, each time the point is exchanged with the latter point in C, until the S C can not be reduced after the exchange or the position of the point is the last point in C. Since each movement of a point only changes the distance between the point and its adjacent point, the length change of the two points can be easily computed to obtain the variety of S C .
In this way, we correct the points at t3 and t5, and we can get the effect diagrams shown in Fig. 4(a) and Fig. 4(b) , respectively. The pseudocode of the curve fusion algorithm is shown in algorithm 1 and the time complexity is O(len(C1) + len(C2)) without considering timing correction. 
Algorithm 1 Curve Fusion
S C ← S C + d(C2 i ,C2S C1 ← S C1 + d(C1 i , C1 i+1 ) 7: return | S C − S C1 | /S C1
2) DISTANCE-BASED ALGORITHM
The similarity of the curves can be measured by distance. If two curves are more similar, the distance between them will be shorter. Conversely, if two curves are more different, the distance between them will be longer. Therefore, the distance can be calculated as an indicator to measure the similarity of the curves. The Hausdorff distance and the discrete Fréchet distance are combined as the metrics for calculating the distance between two curves. These two calculation methods discard and retain the temporality feature of the curves respectively, and can complement each other.
a: DISCRETE FRÉCHET DISTANCE
When two curves select enough discrete points, the discrete Fréchet distance is approximately equal to the continuous Fréchet distance. The two temporality positioning point sets C1 and C2 satisfy the Fréchet distance calculation requirements, and the algorithm for the discrete Fréchet distance calculation is shown in algorithm 2. return ca(i, j) 4: else if i = 1 and j = 1 then 5:
else if i > 1 and j = 1 then 7:
else if i = 1 and j > 1 then 9 :
else if i > 1 and j > 1 then 11 : The Hausdorff distance does not preserve the temporality of the curve when it measures the similarity between two positioning point sequences. The time complexity of the most primitive Hausdorff distance calculation algorithm is O(len(C1) * len(C2)), while the actual problem has a large amount of processing. So we improve the computational efficiency by the early break method proposed in [16] , which can reduce the average time complexity of the algorithm to near linearity.
In short, the Hausdorff algorithm is to calculate the the maximum of the minimums, so we can save the current maximum value through a variable cmax. When the distance between two points calculated by the inner loop is less than cmax, we can jump out of the inner loop directly, which is the idea of early break.
The traditional Hausdorff distance is the maximum value between h(C1, C2) and h(C2, C1), but this is not applicable in our problem, because the sampling frequencies of GPS positioning points of mobile phones and cars are quite different. This causes h(C1, C2) to be generally much larger than h(C2, C1), so it is easy for the originally matched curves to be misjudged as mismatched. In our model, we change the return value to the minimum value in h(C1, C2) and h(C2, C1). The pseudocode of the modified Hausdorff algorithm we used is shown in algorithm 3.
3) AREA-BASED ALGORITHM If two curves are more similar, the area between them will be smaller. Conversely, if two curves are more different, the area between them will be larger. Here, the shoelace formula is used to calculate the area between two curves.
a: SHOELACE FORMULA
We divide the area surrounded by two curves into several disjoint quadrilaterals and then calculate the area sum of for all x ∈ set1 do 4: cmin ← ∞
5:
for all y ∈ set2 do 6: d ← x, y 7: if d < cmax then break 8:
if cmin > cmax then cmax ← cmin 10: return cmax 11: return min{h(curve1, curve2), h(curve2, curve1)} all quadrilaterals. In order to construct these quadrilaterals, we use interpolation method to make the two curves have the same number of points. Although there are many methods of interpolation, it is better to choose the median interpolation for the actual problem considering the time cost.
For formal description, assume that the two curves after interpolation are C3 = {u 1 , ..., u n } and C4 = {v 1 , ..., v n }. Then the area between the curves fitted by C3 and C4 is defined as the sum of the areas of the adjacent constructed quadrilaterals. The expression is as follows:
where a is the shoelace formula to calculate the area of the quadrilateral formed by u i , v i , u i+1 and v i+1 . Fig. 5(a) shows two similar curves, where C1 has 5 points and C2 has 4 points. Fig. 5(b) shows a method for approximate calculation the area between the two curves by constructing quadrangles between them. First, insert an extra data point into C2 by the above method, so that the two curves have the same number of data points. Then select successive pairs of points and construct four quadrangles between the two curves. Because each quadrangle is a simple quadrangle, we can use the shoelace formula to calculate their area. Finally, an approximation of the area between the two curves is obtained by accumulating the areas of these quadrangles.
C. CURVE MATCHING JUDGMENT
We set the thresholds γ L , γ F , γ H and γ A for the above four algorithms respectively. When the determination result of an algorithm is greater than the set threshold, it can be considered that the two kinds of positioning information of the data do not match under the corresponding indicator. To make the final judgment on the driver-car matching problem, we need to comprehensively consider various indicators. Therefore, we integrate the above methods through the method of ensemble learning, when three or more methods are judged to be mismatched, it is considered that there is an anomaly between the registered driver and the car being operated. Approximates the area between two curves by accumulating the area of the quadrangles. In order to make the two curves have the same number of data points, a point is inserted into C 2.
IV. EXPERIMENT
We divide all the GPS positioning data into online carhailing orders to detect whether there is a mismatch between driver and car in each order. Our experiment first trains the parameters needed by the model from the training set, then detects the actual effect of the model in the test set, compares the model with the existing algorithm, compares the model with Hausdorff distance before and after modification, compares the model using curve fusion algorithm with the model without curve fusion algorithm, and counts the number of orders with unmatched driver and car in different periods. Finally, we show the correcting effect chart of merging curve in curve fusion algorithm and the trajectories of normal and abnormal samples.
A. DATASETS
All the GPS positioning data we collected were derived from the order transaction data of Didi [17] , the biggest online car-hailing company in China, and other online carhailing companies in Hefei. The training set were collected on November 1st, 2018 and November 2nd, 2018, which contains 2343533 GPS positioning data. The test set were collected from the 13th to the 15th of February 2019, which contains 56220608 GPS positioning data. The main attributes in the experiment data are shown in table 1. Among them, orderId is the order id corresponding to the location point, BeijingTime is the time corresponding to the location point, latitude is the latitude of the location point, longitude is the longitude of the location point, msgType indicates the source of the location data, 1 indicates the car-side positioning point, and 12 indicates the mobile terminal positioning point.
B. DATA PREPROCESSING 1) UNIFY COORDINATE SYSTEM
Since the car positioning data adopts the World Geodetic System-1984 Coordinate System(WGS-84 Coordinate System), and the mobile phone positioning data uses the geographic coordinate system generally used in China (GCJ-02 coordinate system), we unified the coordinate system into GCJ-02. 
2) TROUBLESHOOTING ABNORMAL CONDITIONS
There are some abnormalities in the positioning data in the orders. For the following cases, we directly determine that the driver in the order does not match the vehicle being operated.
• The positioning data of each order has only one type of positioning, for example, the order data only contains GPS positioning data on the car-side.
• The positioning data of each order, the positioning data of a certain positioning type remains unchanged.
• For the positioning data of an order, the positioning data of different terminals does not have an intersection in time. Table 2 shows the statistical results of the data before and after preprocessing.
C. EXPERIMENTAL SETUP
The criteria for setting the threshold of each algorithm in the model are as follows: the order is sorted in ascending order according to the return value of the algorithm, the initial value of the threshold is set to 0, and the threshold is adjusted step by step until it is adjusted to a value α so that it satisfies:
• In the first 50 orders with the algorithm's return value is greater than the threshold α (the orders are determined by the algorithm to be mismatch between the car and the driver), there are 5 or more orders mismatched in the actual operation.
• For the next 100 orders followed with the algorithm's return value is less than or equal to the threshold α (the orders are determined by the algorithm to be match), randomly sample 30 orders and the sampled orders are verified to be matching orders between driver and car. The final threshold and the respective decision results of each algorithm are shown in table 3, where γ L , γ F , γ H , γ A are 0.3, 0.02, 0.04, 0.0002, respectively.
D. EXPERIMENTAL COMPARISON AND RESULTS
In this section, we use the set of parameters selected in the Experimental Setup as the final parameters of the MFF model. For the matching problem, we need to detect orders with driver-car matching problem as much as possible, so we use two performance indexes, namely accuracy rate and recall rate, to evaluate the effectiveness of MFF model. Let the total order set be S, the matched order set in S is A. The numbers of order in the set S, A and S − A that are accurately determined by the model are i, j and k, then the accuracy rate and recall rate calculation formulas we used are as follows:
For the three days from February 13, 2019 to February 15, 2019, there were 16023, 13951 and 13419 valid orders respectively. As is shown in Fig. 6(a) and Fig. 6(b) , in these three days, the accuracy rate of MFF was 98.6%, 97.7%, and 98.4% respectively, and the recall rate was 90.6%, 92.2% and 92.6% respectively.
In table 4, the accuracy and recall rate of our model under different parameter groups on the whole test set are shown in detail. Among them, the first group of parameters is the final parameter group selected by the MFF model, and the other groups of parameters are fine-tuned on the basis of this parameter group. From this, we can see that the parameter values we choose are relatively moderate.
We compare the model of Hausdorff algorithm before and after modification and the various algorithms used in the MFF. Their accuracy and recall rates are shown in Fig. 6(a) and Fig. 6(b) , respectively. It can be seen that the model using modified Hausdorff algorithm has better effect, and the effect of MFF is better than that of single algorithm. In Fig. 6(c) and Fig. 6(d) , we compare the accuracy and recall rate of MFF before and after using curve fusion algorithm, and it can be seen that the curve similarity measurement algorithm based on curve fusion proposed by us also has a good effect in the driver-car matching problem.
In Figure 7 , we count the number of orders that do not match drivers and cars at different times, and we can see from the figure that in the morning and evening rush hours, the number of orders with mismatch between driver and car is much more than that in the normal period.
We select the vehicle-side and mobile-side movement trajectories of some orders to visualize. Fig. 8(a) and Fig. 8(b) show the effects before and after the merge curve correction respectively. In theory, the worst time complexity of the algorithm for correcting time series of merged curves is O(len(C) * len(C2), but due to the particularity of small time offset of location point, the time complexity of the algorithm in practical application is much lower than this. Fig. 9(a) and Fig. 9(b) show the matching and mismatching diagrams respectively, where the red line represents the driving trajectory of the car, and the yellow line denotes the moving trajectory of the mobile phone.
V. CONCLUSION
Abnormal situations during the operation of online carhailing are normally due to the mismatch between operation cars and registered drivers. This paper gives a primary study on this issue by proposing a matching model of driver and car based on curve comparison. The MFF model utilizes positioning track on car and that on mobile application of the driver to testify whether the operating car is driven by the registered driver, thus resolved the nonstandard problems and safety loophole caused by driver and car mismatch during the operation of online car-hailing. The experimental results show that the MFF model can effectively detect the mismatch between drivers and cars and the curve fusion algorithm proposed by us has a good effect in the calculation of curve similarity measurement with uniform time series.
In future research, we can consider the curvature, direction and other characteristics of the trajectory to improve our curve fusion algorithm, and with the development of machine learning and deep learning and their successful application in various fields, we can also apply related methods to our problems.
