Abstract. A number λ ∈ C is called an eigenvalue of the matrix polynomial P (z) if there exists a nonzero vector x ∈ C n such that P (λ)x = 0. Note that each finite eigenvalue of P (z) is a zero of the characteristic polynomial det(P (z)). In this paper we establish some (upper and lower) bounds for eigenvalues of matrix polynomials based on the norm of their coefficient matrices and compare these bounds to those given by N.J. Higham and F. Tisseur [8], J. Maroulas and P. Psarrakos [12] .
Introduction
Let C n×n be the set of all n × n matrices whose entries are in C. For a matrix polynomial we mean the matrix-valued function of a complex variable of the form P (z) = A m z m + · · · + A 1 z + A 0 , (1.1)
where A i ∈ C n×n for all i = 0, · · · , m. If A m = 0, P (z) is called a matrix polynomial of degree m. When A m = I, the identity matrix in C n×n , the matrix polynomial P (z) is called a monic.
A number λ ∈ C is called an eigenvalue of the matrix polynomial P (z), if there exists a nonzero vector x ∈ C n such that P (λ)x = 0. Then the vector x is called, as usual, an eigenvector of P (z) associated to the eigenvalue λ. Note that each finite eigenvalue of P (z) is a root of the characteristic polynomial det(P (z)).
The polynomial eigenvalue problem (PEP) is to find an eigenvalue λ and a non-zero vector x ∈ C n such that P (λ)x = 0. For m = 1, (PEP) is actually the generalized eigenvalue problem (GEP) Ax = λBx, and, in addition, if B = I, we have the standard eigenvalue problem Ax = λx.
For m = 2 we have the quadratic eigenvalue problem (QEP).
The theory of matrix polynomials was primarily devoted by two works, both of which are strongly motivated by the theory of vibrating systems: one by Frazer, Duncan, and Collar in 1938 [FDC] , and the other by P. Lancaster in 1966 [10] .
(QEPs), and more generally (PEPs), play an important role in applications to science and engineering. We refer to [19] for a survey on applications of (QEP). Moreover, we refer to the book of I. Gohberg, P. Lancaster and L. Rodman [6] for a theory of matrix polynomials and their applications.
There are algorithms to solve (QEPs), see the works of Hamarling, Munro and Tisseur [7, 2013] and Zeng and Su [20, 2014] . For (PEPs), there is some research on bounds of eigenvalues of matrix polynomials which were constructed in terms of the norms of coefficients of the given matrix polynomials. See, for example, the work of Higham and Tisseur [8, 2003 ], Maroulas and Psarrakos [12, 1997] .
Computing eigenvalues of matrix polynomials (even computing eigenvalues of scalar matrices and finding roots of univariate polynomials) is a hard problem. There is an iterative method to compute these eigenvalues, see Simoncini and Perotti [16, 2006] . Moreover, when computing pseudospectra of matrix polynomials, which provide information about the global sensitivity of the eigenvalues, a particular region of the (possibly extended) complex plane must be identified that contains the eigenvalues of interest, and bounds clearly help to determine such region [18] . Therefore, it is useful to find the location of these eigenvalues.
Note that, if A 0 is singular then 0 is an eigenvalue of P (z), and if A m is singular then 0 is an eigenvalue of the matrix polynomial z m P (1/z). Therefore, to locate the eigenvalues of these matrix polynomials, we always assume that A 0 and A m are non-singular.
The paper is organized as follows. In Section 2 we give bounds for matrix polynomials whose coefficients satisfy some special properties, in particular, we give a matrix version of Eneström-Kakeya's theorem. In Section 3 we establish matrix versions of some Cauchy's type theorems. In particular, we establish a matrix version of the theorem of Joyal, Labelle and Rahman (cf. [9] , [13, Theorem 2.14]) and some of its corollaries. Moreover, we give also a matrix version of Datt and Govil's theorem [3, Theorem 1] and some other bounds. Finally, we give some numerical experiments in Section 4.
Notation. For a matrix A ∈ C n×n , the notation A ≥ 0 means "A is positive semidefinite", i.e. for every vector x ∈ C n we have x * Ax ≥ 0; A > 0 means "A is positive definite", i.e. x * Ax > 0 for every nonzero vector x ∈ C n . For two matrices A, B ∈ C n×n , the notation A ≥ B means A − B ≥ 0.
Throughout this paper, · denotes a subordinate matrix norm.
Eneström-Kakeya's theorem for matrix polynomials
In this section we give upper and lower bounds for eigenvalues of some special matrix polynomials. First of all we consider matrix polynomials with a dominant property. Theorem 2.1. Let P (z) = A 0 + A 1 z + · · · + A m z m be a matrix polynomial whose coefficients A i ∈ C n×n satisfying the following dominant property:
Then all eigenvalues λ of P (z) locate in the open disk
In particular, for n = 1, we obtain the following corollary of Cauchy's theorem ( [11, Theorem 27 .2]; see also [ Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ. We have nothing to prove if |λ| ≤ 1. Hence we may assume that |λ| > 1. Then we have
m , which completes the proof. The following theorem of Eneström and Kakeya is well-known. 
Suppose that
A matrix version of Theorem 2.2 is given as follows.
Then each eigenvalue λ of P (z) satisfies Firstly we observe that for a matrix A ∈ C n×n , its smallest eigenvalue λ min (A) and its largest eigenvalue λ max (A) belong to the set
which is the standard numerical range of A. Hence for a unit vector x ∈ C n , we always have
(2.1) Let λ ∈ C be an eigenvalue of P (z), and u ∈ C n , u = 1 an eigenvector of P (z) associated to λ. Consider the polynomial
Note that λ is a root of P u (z). Moreover, the hypothesis on the relation of
that is, the polynomial P u (z) satisfies the conditions given in Theorem 2.2. Applying this theorem for P u (z) we obtain
Then the required lower bound for |λ| follows from (2.1).
By applying Theorem 2.3 for the matrix polynomial z n P ( 1 z ) we obtain the following dual version of Theorem 2.3.
Then each eigenvalue λ of P (z) satisfied |λ| ≥ 1.
We have also the following version of Eneström-Kakeya's theorem for polynomials. 
Then each root z ∈ C of p(z) satisfies the following inequalities
Using the same method as given in the proof of Theorem 2.3, applying Theorem 2.5, we obtain the following bounds for eigenvalues of matrix polynomials whose coefficients are positive definite.
Cauchy type theorems for matrix polynomials
In this section we establish some Cauchy type theorems for matrix polynomials of the form P (z) = A 0 + A 1 z + · · · + A m z m with A m and A 0 nonsingular. We should observe that the set of eigenvalues of P (z) coincides to that of the monic matrix polynomial
Therefore, because of the complexity in practice, we concentrate to consider in this section the bounds for monic matrix polynomials. Firstly we state the Cauchy's theorem for monic matrix polynomials.
be a monic matrix polynomial. Let r resp. R be the positive root of the polynomial
Then each eigenvalue λ of P (z) satisfies r ≤ |λ| ≤ R.
Now we give some Cauchy type theorem for monic matrix polynomials.
Then all eigenvalues of P (z) are contained in the closed disk
where r 1 := max{1, δ} and δ = 1 is the positive root of the equation
In particular, for n = 1 we obtain a Cauchy type theorem for polynomials [2, Theorem 3.2].
Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ. The conclusion is clear if |λ| ≤ 1. Therefore we may assume that |λ| > 1. Then we have
In the lines above, from (3.1) to (3.2) we use the definition of M . Note that the polynomial f (z) := z m+1 − (1 + M )z m + M has exactly two positive real roots 1 and δ = 1 by the Descartes' rule of signs, and
Hence for |λ| > r 1 we have P (λ)x > 0, a contradiction. This completes the proof. Then all eigenvalues of P (z) are contained in the closed disk K(0, r 2 ), where r 2 := max{1, δ} and δ = 1 is the positive root of the equation
In particular, for n = 1 we obtain [2, Theorem 3.3].
Proof. Consider the matrix polynomial
Applying Theorem 3.2 for the polynomial Q(z), observing that each eigenvalue of P (z) is also an eigenvalue of Q(z), we obtain the required result. In particular, for n = 1 we obtain another Cauchy's theorem for polynomials [11, Theorem (27, 2) ].
Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ. As above, we may assume that |λ| > 1. Then we have
Then, for |λ| ≥ 1 + M we have P (λ)x > 0, a contradiction. Thus |λ| < 1 + M . In particular, for n = 1 we obtain [2, Theorem 3.4].
Since each eigenvalue of P (z) is also an eigenvalue of Q(z), applying Theorem 3.4 for Q(z) we have the conclusion.
Next we give a matrix version of the theorem of Joyal, Labelle and Rahman, cf. [9] , [13, Theorem 2.14]. 
Then each eigenvalue λ of P (z) is estimated by
Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ. By contradiction, assume
.
It follows that
Multiplying (3.3) by |λ| m−1 and then dividing by |λ| − 1, we obtain
However,
On the other hand,
It follows that
By applying Theorem 3.6 for the monic matrix polynomial z m P ( 1 z ) we obtain the following lower bound for eigenvalues of P (z).
Then for each eigenvalue λ of P (z) we have
By applying Theorem 3.6 for the matrix polynomial (1−z)P (z) we obtain
Then each eigenvalue λ of P (z) satisfies
Similarly, Corollary 3.8 yields the following lower bound.
By applying Theorem 3.6 for the matrix polynomial (Iz − A m−1 )P (z) we obtain 
Corollary 3.10 yields the following lower bound. 
Then each eigenvalue λ of P (z) is bounded below by
By applying Theorem 3.6 for the matrix polynomial (I ·z +I −A m−1 )P (z) we obtain 
The following lower bound is obtained by applying Corollary 3.12 for the matrix polynomial z m P ( 
Then each eigenvalue λ of P (z) bounded below by
Next we give the matrix version of the theorem of Datt and Govil [3, Theorem 1]. 
where λ 0 is a root of the equation
Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ. First we prove the upper bound for |λ|. We consider two cases: The first case: mM ≤ 1. In this case, if |λ| > 1, we have
It follows that |λ| ≤ 1 ≤ 1 + λ 0 M for all λ 0 ∈ (0, 1). The second case: mM > 1. In this case the equation Lemma 2] . Moreover, we have
a contradiction. Thus |λ| ≤ 1 + M λ 0 . Now we prove the lower bound for |λ|. By contradiction, assume |λ| <
. Let us consider the matrix polynomial G(z) := (1 − z)P (z). We have
Denote R := 1 + M . Then for |z| = R, we have
It follows from the maximal module principle that for |z| ≤ R we have
If we do not wish to look for a root in the interval (0, 1) of the equation 
Proof. The proof follows from Theorem 3.14 and the fact that for a root λ 0 of the equation
Next we give some other bounds for the magnitude of eigenvalues of monic matrix polynomials. 
In particular, for n = 1 we obtain [13, Theorem 2.2].
Proof. The upper bound is the one obtained in Theorem 3.4. Now we prove the lower bound. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z)
It follows that |λ| >
This completes the proof.
More generally, we have the following bounds. 
In particular, for n = 1 we obtain [13, Theorem 2.4] . Moreover, letting p tend to infinity (then q tends to 1), we obtain Theorem 3.16.
Proof. Let λ ∈ C be an eigenvalue of P (z) and x ∈ C n a unit eigenvector of P (z) associated to λ.
In the lines above, from (3.4) to (3.5) we use the well-known Hölder's inequality. It follows that |λ|
Similarly we have |λ| >
. This completes the proof.
Numerical experiments
We have already established several estimations for eigenvalues of matrix polynomials. It is in general not possible to compare the sharpness of these bounds. We can only compare them in some special cases by numerical examples. In order to get a good comparison throughout practical examples, we use random data in each example. Moreover, we compare the sharpness of our bounds and those given by N.J. Higham and F. Tisseur [8] , J. Maroulas and P. Psarrakos [12] . We compute and compare the bounds for two cases of the matrix coefficients: One with arbitrary random matrix coefficients, and the other one with symmetric matrix coefficients. The experiments were performed using the open source software OCTAVE (version 4.4.0).
Example 4.1. Consider a 5 × 5 monic matrix polynomial P (z) of degree m = 9 whose coefficient matrices are given by
where rand(5) denotes a 5 × 5 random matrix from the normal (0, 1) distribution. The upper bounds obtained by Higham and Tisseur [8] are given in Table  5 , while our new upper bounds are given in Table 6 We can compute the maximal modulus of the eigenvalues of P (z), which is exactly 2.4354 × 10 5 . Moreover, Corollary 3.10 and Corollary 3.12 give usually the best upper bounds.
The lower bounds obtained by Higham and Tisseur [8] are given in Table  7 , while our new lower bounds are given in Table 8 Table 4 . New lower bounds
The lower bound given by Maroulas and Psarrakos is r 1 = 1.1436 × 10 −7 . We can compute the minimum modulus of the eigenvalues of P (z), which is exactly 0.012037. Hence the lower bounds obtained above are in general far away the expected one. However, compare together, Corollary 3.7 and Corollary 3.9 give usually the best lower bounds.
In the next example we compute and compare the obtained bounds for eigenvalues of monic matrix polynomials whose coefficients are symmetric random matrices. The upper bounds obtained by Higham and Tisseur [8] are given in Table  5 , while our new upper bounds are given in Table 6 We can compute the maximal modulus of the eigenvalues of P (z), which is exactly 19.009. Moreover, Corollary 3.5 gives usually the best upper bounds.
The lower bounds obtained by Higham and Tisseur [8] are given in Table  7 , while our new lower bounds are given in Table 8 .
The lower bound given by Maroulas and Psarrakos is r 1 = 1.3606.
We can compute the minimum modulus of the eigenvalues of P (z), which is exactly 0.15023. Compare together, Corollary 3.7 and Corollary 3.9 give usually the best lower bounds. 
