The pervasive nature of digital technologies as witnessed in industry, services, and everyday life has given rise to an emergent, data-focused economy stemming from many aspects of human individual and ubiquitous applications. The richness and vastness of these data are creating unprecedented research opportunities in many fields, including urban studies, geography, economics, finance, entertainment, and social science, as well as physics, biology and genetics, public health, and many other smart devices. In addition to data, text, and machine mining research, businesses and policymakers have seized on deep learning technologies to support their decisions and proper growing smart application needs. As businesses build out emerging hardware and software infrastructure, it becomes increasingly important to anticipate technical and practical challenges and to identify best practices learned through experience in this research area. Deep learning employs software tools from advanced analytics disciplines such as data mining, predictive analytics, text, and machine learning based on a set of algorithms that attempt to model high-level abstractions in data by using multiple processing layers with complex structures or nonlinear transformations. At the same time, the processing and analysis of deep learning applications present methodological and technological challenges. Further, deep learning applications have an advantage by a rise in sensing technologies as witnessed in both the number of sensors and the rich diversity of sensors ranging from cell phones, personal computers, and health tracking appliances to Internet of Things technologies designed to give contextual, semantic data to entities in a ubiquitous environment that previously could not contribute intelligence to key decisions and smart devices. Recently, deep learning technologies have been applied to toy computing. Toy computing is a recently developing concept that transcends the traditional toy into a new area of computer research using ubiquitous technologies. A toy in this context can be effectively considered a computing device or peripheral called Smart Toys. We invite research and industry papers related to these specific challenges and others that are driving innovation in deep learning, ubiquitous, and toy computing.
In the second article, "SimCEC: A Collaborative VR-Based Simulator for Surgical Teamwork Education," present a collaborative virtual reality simulator for surgical teamwork education focused on basic routines for teams addressing design and implementation challenges associated with real-time feedback, collaborative training, interdisciplinary integration of curricula, and continuous evaluation.
Next, in the third article, "Evolutionary Algorithm for a Better Gaming Experience in Rehabilitation Robotics," Andrade et al. [2017] discuss the use of two evolutionary algorithms to the dynamic difficulty adjustment of a serious game for rehabilitation with robotics. For quality of the game experience, it is of great importance to avoid boredom and frustration of the players, especially for those with severe mobility limitations resulting from stroke, cerebral palsy, and spinal cord injuries. The algorithm changes the difficulty depending on the player's skills and builds upon games played and simulated profiles. The results indicate that the algorithm allows identifying a set of coefficients that allow adjusting the difficulty for players.
Further, in the fourth article, "Using a Social Educational Network to Facilitate Peer-Feedback for a Virtual Simulation," Khan et al. [2017] present a preliminary study that examined the application of a customized social educational network to facilitate medical-based cultural competence training. The study employed questionnaires to gauge both the feasibility of a social educational network to facilitate peer-feedback and the participant's satisfaction with using and interacting with it. The results highlight the potential of the network in supporting learning in a wide variety of disciplines where engaging and entertainment applications are employed to develop skills.
Next, in the fifth article, "A Serious Game for Anesthesia-Based Advanced Cardiovascular Life Support Training," Shegawa et al.
[2017] present a serious game for anesthesia-based advanced cardiovascular life support skills training in crisis resource management. The work builds on the viability of virtual reality through a consumer-level head-mounted display to provide trainees the opportunity to interactively react to a simulated medical emergency within a virtual operating room while providing an interactive and engaging training experience. Results examining the usability (the ease of use of the serious game and its interface) of the serious game and its ability to engage trainees indicate that it is interactive, immersive fun, and engaging, showing promise as a complementary training tool.
Then in the sixth article, "Have We Met Before? Using Consumer-Grade Brain-Computer Interfaces to Detect Unaware Facial Recognition," Bellman et al. [2017] present an experiment using electroencephalographic signals to study the brain's unaware reactions to seeing faces using consumer-grade devices. Results indicate a high accuracy from both the brain-computer interface and out-of-the-box classification methods. Possible applications of this work assist law enforcement agencies or people with disabilities, or in entertainment where brain signals are learned by software to provide additional input methods rather than the standard mouse and keyboard or game-pad interactions.
In the seventh article, "Natural Walking in Virtual Reality: A Review," Nilsson et al. [2017] review the current state of the art of walking in virtual reality by analyzing numerous techniques and challenges. Two main traits are presented, focusing on how to achieve unconstrained walking through repositioning systems, locomotion based on proxy gestures, and redirected walking, in addition to multisensory feedback to increase realism and immersion through external sensory information (visual, auditory, and cutaneous), internal sensory information (vestibular and kinesthetic/proprioceptive), and efferent information.
Last, in the eighth article, "User Testing Without the User: Opportunities and Challenges of an AI-Driven Approach in Games User Research," Stahlke and Mirza-Babaei [2018] discuss the opportunities and challenges in the use of behavioral modeling to create independent user agents Deep Learning, Ubiquitous, and Toy Computing 1:3 driven by artificial intelligence (AI) and propose a configurable population of AI players that can provide a data-rich supplement to current approaches in games user research. 
