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Abstract
We consider the problem of q-colouring a k-uniform random hypergraph, where q, k > 3, and determine
the rigidity threshold. For edge densities above the rigidity threshold, we show that almost all solutions have
a linear number of vertices that are linearly frozen, meaning that they cannot be recoloured by a sequence of
colourings that each change the colour of a sublinear number of vertices. When the edge density is below
the threshold, we prove that all but a vanishing proportion of the vertices can be recoloured by a sequence of
colourings that recolour only one vertex at a time. This change in the geometry of the solution space has been
hypothesised to be the cause of the algorithmic barrier faced by naive colouring algorithms. Our calculations
verify predictions made by statistical physicists using the non-rigorous cavity method.
The traditional model for problems of this type is the random colouring model, where a random hypergraph
is chosen and then a random colouring of that hypergraph is selected. However, it is often easier to work
with the planted model, where a random colouring is selected first, and then edges are randomly chosen which
respect the colouring. As part of our analysis, we show that up to the condensation phase transition, the random
colouring model is contiguous with respect to the planted model. This result is of independent interest.
Mathematics Subject Classification: 05C80 (primary), 05C15 (secondary)
1 Introduction
For several years, much progress made in random constraint satisfaction problems has been inspired by a highly
ingenious but non-rigorous formalism from statistical physics called the cavity method. The method predicts
that for many typical constraint satisfaction problems, the geometry of the solution space undergoes dramatic
changes as the constraint density increases. In particular, at a critical threshold known as the clustering threshold,
the solution space shatters into exponentially many, exponentially small clusters that are well separated. As we
increase the density further, it is predicted [16] that we see the emergence of frozen variables which take the same
value for every solution within the cluster. We show that at a critical density known as the rigidity threshold, a
typical solution possesses a linear number of frozen variables. This transition is believed to mark the point where
naive colouring algorithms abruptly fail to find solutions. In particular, it has been hypothesised [29, 30] that it
is not the clustering of solutions that causes this algorithmic barrier but rather the ridigity of the variables within
the clusters. Further, a deeper understanding of precisely what occurs at the rigidity threshold has enabled the
development of advanced heuristics such as survey propogation (see [11, 21]) that experimentally perform well
even beyond the rigidity threshold.
*Research supported by the Australian Research Council Discovery Project DP140101519.
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Recent work on constraint satisfaction problems has focused either on the case of k-ary variables and binary
constraints (e.g. graph colouring [6, 12, 23]) or on binary variables and k-ary constraints (e.g. hypergraph 2-
colouring, see [7, 24]) and in these cases substantial progress has been made. By contrast, relatively little is
known about those problems in which both the arity of variables and the size of the constraints are greater than
two. We consider one of the most natural problems of this type, namely q-colourings of a k-uniform hypergraph.
In particular, we provide an adaptation of [6, 24] to the hypergraph setting and determine the precise location of
the rigidity threshold. Further, the location we obtain coincides with predictions made by the non-rigorous cavity
method (see [16]).
To be precise, by a q-coloring of H = (V,E) we mean a map σ : V → [q] such that |σ(e)| > 1 for all
e ∈ E (that is, no edge is monochromatic). For a fixed hypergraph H we let Zq(H) denote the number of
q-colourings of H . Write [n] = {1, 2, . . . , n}. We work in the following classical random hypergraph model.
For a fixed c > 0 and m = ⌊cn⌋, let H(n, k,m) be chosen uniformly at random from the set of all simple
k-uniform hypergraphs with vertex set [n]. For notational convenience we will often write Zq(H) rather than
Zq(H(n, k, cn)). The difference between cn and ⌊cn⌋ is negligible for large n and as such will be ignored.
Notation. We use the O-notation to refer to the limit n → ∞. For example, f(n) = O(g(n)) means
that there exists some C > 0, n0 > 0 such that for all n > n0 we have |f(n)| 6 C · |g(n)|. In addition,
o(·),Ω(·),Θ(·) take their usual definitions, except that we assume the expressionΩ(n) is positive (for sufficiently
large n) whenever we write exp(−Ω(n)). We write f(n) ∼ g(n) if limn→∞ f(n)/g(n) = 1. When discussing
estimates that hold in the limit of large q we will make this explicit by adding the subscript q to the asymptotic
notation. Therefore, f(q) = Oq(g(q)) means that there exists C > 0, q0 > 0 such that for all q > q0 we have
|f(q)| 6 C · |g(q)|. We assume throughout that the number of vertices n is sufficiently large that our estimates
to hold. We say that an event holds w.h.p. if it holds with probability 1− o(1).
For any two q-colourings σ, τ we let σ∆τ denote the set of vertices which receive different colours under σ
and τ .
Definition 1.1. Given a q-colouring σ of H , we say that a vertex v ∈ H is ℓ-frozen with respect to σ if for
every t ∈ N and every sequence of q-colourings σ1, σ2, . . . , σt such that |σi∆σi+1| 6 ℓ for all i ∈ [t] we have
σt(v) = σ(v).
That is, we say that v is ℓ-frozen with respect to σ if we cannot change the colour of v by a sequence of
colourings where at most ℓ vertices change at a time. In Theorem 1.2 we prove that the value of c where O(n)
vertices become O(n)-frozen is given by
cr = cr(q, k) =
qk−1
k
(ln [(q − 1)(k − 1)] + ln ln [(q − 1)(k − 1)] + 1 + oq(1)) . (1.1)
An exact expression for the threshold is derived later: see (5.9) and (5.10).
There are further transitions in the geometry of the solution space after the point of rigidity . In particular, at
the condensation threshold the solution space coalesces and clusters that are a non-vanishing proportion of the
entire set of solutions begin to appear. Our results hold up to a vanishing distance from condensation; however,
it is entirely possible that even in these larger clusters the variables are still frozen. The condensation threshold
[5] is given by
ccond = ccond(q, k) = (q
k−1 − 12 ) ln q − ln 2− oq(1). (1.2)
In order to state our theorem, we need a few more definitions. When c > cr let λ(q, k, c) = λ be the largest
solution (see Section 5.1) to the equation
c =
qk−1 − 1
k
· λ
(1− e−λ)(q−1)(k−1) .
Take a q-colouring σ of a hypergraphH . The core of a hypergraphwith respect to σ is the hypergraph formed by
iteratively removing any vertex v such that there exists ℓ ∈ [q]\{σ(v)} with no edge e such that σ(e\{v}) = {ℓ}
2
and v ∈ e. A more formal definition of the core is given in Section 5.1. For notational convenience, we define
Υ(q, k, c) =
[
(qk−1 − 1) · λ(q, k, c)
ck
] 1
k−1
We prove the following theorem in Section 5.
Theorem 1.2. Let k > 3. There exists 0 < ǫq = oq(1) and positive integer q0 so that the following is true.
Suppose that either q > 3 and c < (qk−1 − 1) ln q, or q > q0 and c < ccond − ǫq. For a random q-colouring σ
ofH ∈ H(n, k, cn) there exists γ > 0 such that
(a) If c > cr then w.h.p. the core is of size Υ(q, k, c) · n+ o(n) and
(i) all but O(1) vertices inside the core are γn-frozen with respect to σ;
(ii) at most o(n) vertices outside of the core are 1-frozen with respect to σ.
(b) If c < cr then w.h.p. at most o(n) vertices are 1-frozen with respect to σ.
The value of ǫq in the above is set in [5, Theorem 1.1].
The preceding theorem is the first result on hypergraph colouring to give a rigorous description of what
happens around the rigidity threshold. In particular, we rigorously confirm the statistical physics predictions of
Gabrie´ et al. [16, (67),m = 1] as to the exact location of the rigidity threshold. These predictions are made using
a highly ingenious heuristic called the cavity method which has motivated much recent work in random CSPs.
Rigorous results have previously only been established in the graph case (k = 2, Molloy [23]) and hypergraph
2-colouring (q = 2, Molloy and Restrepo [24]). It is worth noting that what [23, 24] refer to as the freezing
threshold, we refer to as the ridigity threshold. We have chosen to follow the terminology used by the statistical
physics community, as described by Gabrie´ et al. [16]:
The partition of the set of solutions into clusters allows to define the notion of the frozen variables of
a solution: these are the variables which take the same color in all the solutions of the corresponding
cluster. One can then further refine the description of the clustered phase and introduce two new
phase transitions: the rigidity transition, denoted cr, above which the typical solutions contain an
extensive number of frozen variables, and the freezing transition cf , above which all solutions have
this property.
When studying a random constraint satisfaction problem, we analyse the set of pairs (Λ, σ) of constraints
and satisfying assignments. The simplest way to develop a probabilistic model on these pairs is to first generate
a random instance Λ, subject to the condition that it has a satisfying assignment, and then choose a satisfying
assignment σ of Λ uniformly at random. This probabilistic model is known as the random assignment model.
An alternate probabilistic model, known as the planted model, is often preferred, since calculations in this model
are significantly easier to perform. In the planted model, a random assignment σ is first generated, and then a
constraint instance Λ is randomly chosen, conditional on σ being a satisfying assignment for Λ.
Formally, let (H,σ) be the set of all pairs (H,σ) of k-uniform hypergraphsH with cn edges and q-colourings
σ of H . Then we define the random colouring model, denoted (πrcq,k,n,cn)n>1, as a probability distribution on
(H,σ) defined by
πrcq,k,n,cn(H,σ) =
[
Zq(H)
((n
k
)
cn
)
P [H is q-colourable]
]−1
.
This is also described by the following process:
RC1: Choose a k-uniform hypergraphH with cn edges uniformly at random such that Zq(H) > 0.
RC2: Choose a q-colouring σ ofH uniformly at random from the set of proper q-colourings ofH .
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Alternatively, define the planted model, denoted (πplq,k,n,cn)n>1, as a probability distribution on (H,σ) by setting
πplq,k,n,cn(H,σ) = (1 + o(1))
[((n
k
)
cn
)
qn P [σ is q-colouring ofH]
]−1
.
Take a map σ : [n] 7→ [q] and let F(σ) := ∑qi=1 (|σ−1(i)|k ) denote the number of monochromatic edges in
the complete k-uniform hypergraph. The 1 + o(1) term above arises because a vanishing proportion of maps
σ : [n] 7→ [q] fail to meet the condition F(σ) 6 (nk) − cn (that is, no hypergraph exists that is coloured by σ).
The planted model corresponds to the following process:
PL1: Choose a map σ : [n] 7→ [q] uniformly at random subject to the condition that F(σ) 6 (nk)− cn.
PL2: Generate a k-uniform hypergraphH with cn edges that are not monochromatic under σ.
The two models clearly differ. In the planted model, a hypergraph is chosen with probability proportional to
the number of colourings it has, whereas in the random colouring model the hypergraph is chosen uniformly at
random.
Achlioptas and Coja-Oghlan [1] showed that under certain circumstances, results may be transferred from the
planted model to the random assignment model. In this and similar arguments (dubbed “quiet planting” in [20]),
to show that an event holds with vanishing probability in the random assignment model, it was necessary to show
that it holds with at most exponentially small probability in the planted model. This requirement has caused great
technical difficulty in existing work (e.g. [22]). In their work on graph colourings, Bapst et al. [6] provided a
new method for comparing the random assignment model and the planted model, namely, by proving that the
two models are contiguous. Formally, given two sequences of probability measures π = (πn)n>1, τ = (τn)n>1
defined on the same sequence of σ-algebras, we say that π is contiguous with respect to τ (that is, π ⊳ τ in
symbols) if for any sequence of events (En)n>1 such that limn→∞ τn(En) = 0 we have limn→∞ πn(En) = 0.
Once the random assignment model has been shown to be contiguous with respect to the planted model, it is then
only necessary to prove that a bad event has probability o(1) in the planted model (not necessarily exponentially
small probability). Bapst et al. [6] refer to this approach as “silent planting” and assert that this strategy should
translate to other constraint satisfaction problems.
The second contribution of this paper is to show that this is indeed the case for hypergraph colourings. We
prove that the random colouring model is contiguous with respect to the planted model in the case of hypergraph
colourings. This result is of independent interest and may aid with the broader study of the colouring prob-
lem in the hypergraph setting. Having established contiguity, we are then able to give a fairly direct proof of
Theorem 1.2.
The planted model is a good approximation to the random colouring model until the point of condensa-
tion. Our strategy is to show that the number of colourings Zq of the random hypergraph H ∈ H(n, k, cn) is
concentrated for densities below the point of condensation.
Theorem 1.3. Fix k > 3. There exists ǫq = oq(1) and positive integer q0 so that the following is true. Suppose
that either q > 3 and c < (qk−1 − 1) ln q, or q > q0 and c < ccond − ǫq . Then
lim
ω→∞
lim
n→∞
P [ | lnZq(H)− lnE[Zq(H)] | 6 ω] = 1.
By applying small subgraph conditioning [18, 27] we prove that the random colouring model, denoted
(πrcq,k,n,cn)n>1, is contiguouswith respect to the planted model, denoted (π
pl
q,k,n,cn)n>1.
Theorem 1.4. Fix k > 3. There exists ǫq = oq(1) and positive integer q0 so that the following is true. Suppose
that either q > 3 and c < (qk−1 − 1) ln q, or q > q0 and c < ccond − ǫq . Then
(πrcq,k,n,cn)n>1 ⊳ (π
pl
q,k,n,cn)n>1.
The structure of the paper is as follows. In Sections 3-4 we establish contiguity, proving Theorem 1.3 and
Theorem 1.4. In Section 5 we prove Theorem 1.2.
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2 Related work
The planted model (“quiet planting”) provided the foundation for the study of the geometry of the solution set
of several constraint satisfaction problems [8, 22, 23, 24]. The silent planting technique introduced by Bapst et
al. [6] has been applied to graph colourings, and now to hypergraph colourings. Rassmann [26] gives more detail
on the asymptotic number of graph colourings [26].
The initial non-rigorous but mathematically sophisticated analysis of the rigidity threshold was conducted by
the statistical physics community in several papers, most notably [14, 28, 29, 30]. Achlioptas and Ricci-Tersenghi
[3] were the first to establish rigorously that rigidity occurs in a random constraint satisfaction problem. They
showed for a significant range of edge densities below the satisfiability threshold in random k-SAT, a significant
proportion of variables were 1-frozen.
The geometry of the solution space for k-colourability of graphs was originally studied byMulet et al. in [25].
The appearance of frozen variables was studied in [1] in several CSPs including k-SAT, graph colouring, and
hypergraph 2-colouring. Molloy [22] provided the first rigorous analysis of the rigidity threshold. More recently,
Molloy has updated his analysis [23] by applying silent planting, yielding stronger results. The updated work
contains the most current results on the rigidity threshold for graph colourings.
Molloy and Restrepo [24] studied a a broad range of boolean constraint satisfaction problems, including
hypergraph 2-colouring. They provided a sophisticated analysis of the geometry of the solution space and de-
termined the rigidity threshold. The process undertaken in [24] forms the basis of our approach for q-colouring
k-uniform hypergraphs. However, [24] does not consider CSPs that allow more than two values for any variable.
To the best of our knowledge, our work is the first to rigorously study the rigidity threshold for a random CSP
model where the arity of the variables and the size of constraints may both be greater than two.
As mentioned earlier, Semerjian [28] and Zdeborova´ [29] conjectured that the rigidity threshold is the cause
of the “algorithmic barrier” experienced by naive colouring algorithms. For a study of the Glauber dynamics on
hypergraph q-colourings below the clustering threshold, see Anastos and Frieze [4].
The freezing threshold occurs above the rigidity threshold and marks the point at which all solutions con-
tain “an extensive number of frozen variables” [16]. Braunstein et al. [10] analytically estimated the freezing
threshold for the problem of 2-colouring hypergraphs.
3 Outline of contiguity argument
As in [6] we use the following version of small subgraph conditioning.
Theorem 3.1. [18, 27] Suppose that (δℓ)ℓ>2, (λℓ)ℓ>2 are sequences of real numbers such that δℓ > −1 and
λℓ > 0 for all ℓ. Assume that (Cℓ,n)ℓ>2,n>1 and (Zn)n>1 are random variables such that eachCℓ,n takes values
in the non-negative integers. Additionally, suppose that for each n the random variables C2,n, . . . , Cn,n and Zn
are defined on the same probability space. Let (Xℓ)ℓ>2 be a sequence of independent random variables such
thatXℓ has distribution Po(λℓ). Assume that the following four conditions hold:
SSC1 For any integer L > 2 and any integers x2, . . . , xL > 0 we have
lim
n→∞
P[Cℓ = xℓ ∀ ℓ = 2, . . . , L] =
L∏
ℓ=2
P[Xℓ = xℓ].
SSC2 For any integer L > 2 and any integers x2, . . . , xL > 0 we have
lim
n→∞
E[Zn|Cℓ = xℓ ∀ ℓ = 2, . . . , L]
E[Zn]
=
L∏
ℓ=2
(1 + δℓ)
xℓ exp(−λℓδℓ).
SSC3 We have
∑∞
ℓ=2 λℓδ
2
ℓ <∞.
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SSC4 We have limn→∞ E[Z
2
n]/E[Zn]
2 6 exp[
∑∞
ℓ=2 λℓδ
2
ℓ ].
Then the sequence (Zn/E[Zn])n>1 converges in distribution to
∏∞
ℓ=2(1 + δℓ)
Xℓ exp(−λℓδℓ).
It will be technically more convenient to work with an alternate random hypergraph model H′(n, k, cn).
HereH′ ∈ H′(n, k, cn) is a (multi-)hypergraph on the vertex set [n] with cn edges, where the edge set is chosen
uniformly at random from the set of all k-subsets of [n] with replacement. We will use the random model
H′(n, k, cn) in all calculations, and only return to H(n, k, cn) in the proofs of Theorems 1.2 and 1.3. As with
H(n, k, cn), we often refer to Zq(H′(n, k, cn)) as Zq(H′).
Instead of working with the number of q-colourings we instead focus our attention on colourings that
are appropriately balanced. This greatly reduces the complexity of our arguments while making little dif-
ference to the estimates. More precisely, for a map σ : [q] → [n] we define the colour density ρ(σ) =
(ρ1(σ), ρ2(σ), . . . , ρq(σ)) where ρi(σ) = n
−1|σ−1(i)| for all i ∈ [q]. Further, for a given hypergraph H let
Zq,ρ(H) be the number of q-colourings of H with colour density ρ. Let Cq(n) denote the set of all possible
colour densities and ρ⋆ = (1/q, . . . 1/q) be the central density. Throughout this text we let ω = ω(n) be any
function of n such that limn→∞ ω(n) =∞ arbitrarily slowly. Further, we say that a map σ is (ω, n)-balanced if
|ρi(σ) − q−1| 6 ω−1n−1/2 for all i ∈ [q].
Let Bn,q(ω) be the set of all (ω, n)-balanced maps. Finally, let Zq,ω(H ′) be the number of (ω, n)-balanced
q-colourings of the hypergraphH ′. We will prove the following proposition in Section 4.1.
Proposition 3.2. We have
E[Zq,ω(H′)] ∼ (2πn)
1−q
2 qq/2|Bn,q(ω)| exp
{
n ln q + cn ln
(
1− q1−k)+ ck(k − 1)
2
(
q − 1
qk−1 − 1
)}
.
In particular, lnE[Zq,ω(H′)] = lnE[Zq(H′)] +O(lnω).
The basic strategy is to show that the fluctuations in Zq,ω(H′) can be attributed to fluctuations in the num-
ber of loose short cycles in the hypergraphs. More specifically, a loose cycle of length ℓ is a set of edges
{e0, e1, . . . , eℓ−1} such that
|ei ∩ ej | =
{
1 if i− j ≡ ±1 (mod ℓ),
0 otherwise.
Let Cℓ,n(H′) be the number of loose cycles of length ℓ inH′. For ℓ > 2, define
λℓ =
[ck(k − 1)]ℓ
2ℓ
and δℓ =
(−1)ℓ(q − 1)
(qk−1 − 1)ℓ . (3.1)
The next lemma, proved in Section 4.2, shows that the random variables Cℓ,n are asymptotically independent
Poisson.
Lemma 3.3. If x2, . . . , xL are non-negative integers then
lim
n→∞
P [Cℓ,n = xℓ ∀ ℓ = 2, . . . , L] =
L∏
ℓ=2
P[Po(λℓ) = xℓ].
In Section 4.2 we investigate the impact of cycle counts on the first moment of Zq,ω(H′), proving the fol-
lowing.
Proposition 3.4. Assume that q > 3 and c > 0. Let ω(n) > 0 be any sequence such that limn→∞ ω(n)→ ∞.
If x2, . . . , xℓ are non-negative integers then
E[Zq,ω(H′) | Cℓ = xℓ ∀ 2 6 ℓ 6 L]
E[Zq,ω(H′)] ∼
L∏
ℓ=2
(1 + δℓ)
xℓ exp(−λℓδℓ), (3.2)
and the sequences (λℓ)ℓ>2, (δℓ)ℓ>2 satisfy
∑∞
ℓ=2 λℓδ
2
ℓ <∞.
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We also need to have very precise estimates of the second moment of Zq,ω(H′). Unfortunately the second
moment cannot be uniformly analysed for the edge density range we require. Instead we have to divide our
analysis into two distinct regimes. This division is caused by much the same reason that separates the first (see
[2, 15]) and second (see [5, 12]) generation arguments for lower bounds on the q-colourability threshold. In the
first case, a (relatively) simple and carefully executed second moment argument will yield the required estimates.
In the second, an alternate random variable Z˜q,ω is used in the second moment arguments of [5, 12] to extend
the density range to near the condensation threshold. In Section 4.3 we show the following.
Proposition 3.5. Assume that q > 3 and c < (qk−1 − 1) ln q. Then
E[Zq,ω(H′)2]
E[Zq,ω(H′)]2 ∼ exp
{
∞∑
ℓ=2
λℓδ
2
ℓ
}
.
Proposition 3.6. Assume that q > q0. There exists positive ǫq = oq(1) such that for (q
k−1 − 1) ln q 6 c <
ccond − ǫq, there exists an integer-valued random variable 0 6 Z˜q,ω 6 Zq,ω such that
E
[
Z˜q,ω(H′)
]
∼ E [Zq,ω(H′)] , and E[Z˜q,ω(H
′)2]
E[Z˜q,ω(H′)]2
6 (1 + o(1)) exp
{
∞∑
ℓ=2
λℓδ
2
ℓ
}
.
Fortunately we do not need to repeat the analysis of the impact of cycle counts for the new random variable
Z˜q,ω. It has been shown in the graph case [6, Corollary 2.6] that what we need follows directly from Proposition
3.4 and Proposition 3.5. The analogous result for the hypergraph setting is Corollary 3.7, stated below. The proof
is omitted, as it is identical to the proof in the graph case [6, Corollary 2.6]. We simply remark that the proof
relies on Lemma 3.3, Proposition 3.4 and Proposition 3.6.
Corollary 3.7. [6, Corollary 2.6] For x2, . . . , xℓ be non-negative integers. With the assumptions and notation
of Proposition 3.6 we have
E[Z˜q,ω(H′) | Cℓ,n = xℓ ∀ 2 6 ℓ 6 L]
E[Z˜q,ω(H′)]
∼
L∏
ℓ=2
(1 + δℓ)
xℓ exp(−λℓδℓ).
As previously, Corollary 3.8 follows in a similar fashion to the graph case, proved by Bapst et al. [6, Corollary
2.7]. We omit the proof but note that it relies on Lemma 3.3, Propositions 3.2 – 3.6 and Corollary 3.7.
Corollary 3.8. [6, Corollary 2.7] Fix k > 3. There exists positive ǫq = oq(1) and positive integer q0 so that the
following is true. Suppose that either q > 3 and c < (qk−1 − 1) ln q, or q > q0 and c < ccond − ǫq. Then
lim
ǫ→0
lim
n→∞
P
[
Zq(H′)
E[Zq(H′)] > ǫ
]
= 1. (3.3)
Proof of Theorem 1.3 (see [6, Theorem 1.1]). We claim that
lim
ω→∞
lim
n→∞
P[| lnZq(H′)− lnE[Zq(H′)]| < ω] = 1. (3.4)
To see that this is the case, note that Corollary 3.8 implies that
lim
ω→∞
lim
n→∞
P[lnZq(H′)− lnE[Zq(H′)] > −ω] = 1.
where ω = − ln ǫ. Further, by Markov’s inequality,
lim
ω→∞
lim
n→∞
P[lnZq(H′)− lnE[Zq(H′)] < ω] = 1,
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To derive Theorem 1.3 from the above, let S be the event that H′ consists of cn distinct edges. The hypergraph
H′(n, k, cn), conditional on S, is identical toH(n, k, cn). Since P[S] > 1−O(n2−k), it follows from (3.4) that
1 = lim
ω→∞
lim
n→∞
P[| lnZq(H′)− lnE[Zq(H′)] | < ω | S]
= lim
ω→∞
lim
n→∞
P[| lnZq(H)− lnE[Zq(H′)]| < ω | S]. (3.5)
Furthermore, we know from [5, Lemma 3.2] that
E[Zq(H)] = Θ(qn(1− q1−k)cn). (3.6)
Combining this with Proposition 3.2 gives E[Zq(H′)] = Θ(E[Zq(H)]) and so it follows from (3.5) that
lim
ω→∞
lim
n→∞
P[| lnZq(H)− lnE[Zq(H)]| < ω] = 1.
This completes the proof.
We conclude this section with a proof of Theorem 1.4. This proof is very similar to that given in the graph
case (see [6, Theorem 1.2]) but is included here for completeness.
Proof of Theorem 1.4. Assume for a contradiction that (An)n>1 is a sequence of events on the set of pairs (H,σ)
such that for some fixed number 0 < ǫ < 1/2 we have
lim
n→∞
πplq,k,n,cn = 0 while lim sup
n→∞
πrcq,k,n,cn > ǫ. (3.7)
Let H(n, k, cn, σ) denote a k-uniform hypergraph on [n] with precisely cn distinct edges, such that no edge is
monochromatic under σ, chosen uniformly at random. Then
E[Zq(H(n, k, cn))1An ] (3.8)
=
∑
σ:[n]→[q]
P[σ is a q-colouring ofH(n, k, cn) and (H(n, k, cn), σ) ∈ An]
=
∑
σ:[n]→[q]
P[(H(n, k, cn), σ) ∈ An | σ is a q-colouring ofH(n, k, cn)] · P[σ is a q-colouring ofH(n, k, cn)]
=
∑
σ:[n]→[q]
P[H(n, k, cn, σ) ∈ An] · P[σ is a q-colouring ofH(n, k, cn)]
= O((1 − q1−k)cn) ·
∑
σ:[n]→[q]
P[H(n, k, cn, σ) ∈ An]
= O(qn(1− q1−k)cn) · P[H(n, k, cn, σ) ∈ An] = o(qn(1− q1−k)cn). (3.9)
By Corollary 3.8, for any ǫ > 0 there is δ > 0 such that for all large enough n we have
P[Zq(H) < δ E[Zq(H)]] < ǫ/2. (3.10)
Now, let E be the event that Zq(H) > δ E[Zq(H)] and let t = πrcq,n,cn[An | E ]. Then
E[Zq(H)1An ] > δ E[Zq(H)] · P[
(
(H, τ) ∈ An
) ∩ E ]
> δtE[Zq(H)] · P[E ]
> δtǫ E[Zq(H)]/2
=
δtǫ
2
· Ω(qn(1 − q1−k)cn). (3.11)
Combining (3.8) and (3.11), we obtain t = o(1). Hence, (3.10) implies that
πrcq,k,n,cn[An] = πrcq,k,n,cn[An | ¬E ] · P[¬E ] + t · P[E ] 6 P[¬E ] + t 6 ǫ/2 + o(1),
in contradiction to (3.7).
8
4 Contiguity
In this section we provide the necessary estimates for Propositions 3.4 – 3.6. Section 4.1 will deal with the
first moment and Section 4.2 the second moment. Section 4.3 is devoted to the proof of Proposition 3.5 and
Proposition 3.6. In much of what follows we will see calculations that resemble those of [5]. However, [5] only
provides estimates of constant relative error, whereas we require that our calculations are precise asymptotically.
4.1 The first moment
Proof of Proposition 3.2. Fix an (ω, n)-balanced density ρ ∈ Cq(n). By definition,
E[Zq,ω(H′)] =
∑
ρ∈Bn,q(ω)
E[Zq,ρ(H′)].
Hence we first estimate E[Zq,ρ(H′)]. We know from the independence of edges that
E[Zq,ρ(H′)] ∼
(
n
ρ1n, . . . , ρqn
) (
1−
(
n
k
)−1 q∑
i=1
(
ρin
k
))cn
.
We will begin our calculations with the second factor. In particular,(
n
k
)−1 ∑
i∈[q]
(
ρin
k
)
=
∑
i∈[q]
∏
j∈[k]
(
ρin− j
n− j
)
=
∑
i∈[q]
ρki
∏
j∈[k]
(
1− j
nρi
)(
1 +
j
n
+O(n−2)
)
=
∑
i∈[q]
ρki
∏
j∈[k]
(
1 +
j(ρi − 1)
nρi
+O(n−2)
)
=
∑
i∈[q]
ρki +
k(k − 1)
2n
∑
i∈[q]
ρk−1i (ρi − 1) +O(n−2),
and so1− (n
k
)−1 ∑
i∈[q]
(
ρin
k
)cn ∼ exp
cn ln
1−∑
i∈[q]
ρki −
k(k − 1)
2n
∑
i∈[q]
ρk−1i (ρi − 1)

∼ exp
cn ln
1−∑
i∈[q]
ρki
+ ck(k − 1)
2
(∑
i∈[q] ρ
k−1
i −
∑
i∈[q] ρ
k
i
1−∑i∈[q] ρki
) .
Since ρ is (ω, n)-balanced it follows that
∑
i∈[q] ρ
k
i ∼ q1−k and
∑
i∈[q] ρ
k−1
i ∼ q2−k. Hence1− (n
k
)−1 ∑
i∈[q]
(
ρin
k
)cn ∼ exp{cn ln (1− q1−k)+ ck(k − 1)(q − 1)
2(qk−1 − 1)
}
.
On the other hand, and again since ρ is (ω, n)-balanced, we have
(
n
ρ1n, . . . , ρqn
)
∼ (2πn) 1−q2 qq/2 exp
−n∑
i∈[q]
ρi ln ρi
 .
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Since ‖ρ− ρ⋆‖22 = o(n−1) and
∑
i∈[q] ρi = 1, a Taylor expansion of the last factor yields
−
∑
i∈[q]
ρi ln ρi = ln q + (1− ln q)
1−∑
i∈[q]
ρi
− q
2
‖ρ− ρ⋆‖22 = ln q + o(n−1).
The result follows by summing over all ρi ∈ Bn,q(ω).
4.2 Counting loose cycles
For a fixed positive integer L, let x2, . . . xL denote a sequence of non-negative integers. Further, let S be the
event thatCℓ,n = xℓ for ℓ = 2, . . . , L, and let V(σ) be the event that σ is a q-colouring of the random hypergraph
H′. Recall the definition of λℓ, δℓ given in (3.1).
Lemma 4.1. Let µℓ = λℓ(1 + δℓ). Then P[S | V(σ)] ∼
∏L
ℓ=2
exp(−µℓ)
xℓ!
µxℓℓ for any σ ∈ Bn,q(ω).
Proof. We show that for any sequence of integersm2, . . . ,mL > 0, the joint factorial moments satisfy
E[(C2,n)m2 . . . (CL,n)mL | V(σ)] ∼
L∏
ℓ=2
µmℓℓ .
Then the Lemma follows from [9, Theorem 1.23]. Let Y denote the number of sequences of distinct loose cycles
such that the first m2 have length 2, the next m3 have length 3 and so on up to mL, where we require that
all cycles are vertex-disjoint. Further, let Y ′ denote the number of these sequences where two or more cycles
intersect. We analyse these cases in Proposition 4.2 and Proposition 4.3 below.
Proposition 4.2. We have E[Y | V(σ)] ∼∏Lℓ=2 µmℓℓ .
Proof. We follow the proof of [6] with careful modification for the hypergraph setting. Let Dℓ be the number
of rooted, directed loose cycles of length ℓ. Recall that loose cycles are those where one edge overlaps with the
next in a single vertex. If (v1, . . . , vℓ) are the overlapping vertices, we call (σ(v1), . . . , σ(vℓ)) the type of the
cycle under σ. For t = (t1, . . . , tℓ) and 0 6 s 6 ℓ we letDℓ,t,s be the number of rooted directed cycles of type t
where there are precisely s elements ti1 , . . . tis such that tij = tij−1 for all 1 6 j 6 s. We claim that
E[Dℓ,t,s | V(σ)] ∼
(
n
q
)ℓ
· (cn)ℓ ·
[ (
n
k−2
)(
n
k
)− q(n/qk )
]ℓ−s
·
[(
n
k−2
)− (n/qk−2)(
n
k
)− q(n/qk )
]s
∼
[
ck(k − 1)
q − q2−k
]ℓ
(1− q2−k)s.
(4.1)
In the above the first factor is asymptotic for the number of ways to choose ℓ vertices of colour ti, the second is
asymptotically equal to the number of ways to choose a sequence of ℓ edges, the third is the probability that a
vertex pair (vi, vi+1) in our potential cycle both belong to a single edge when σ(vi) 6= σ(vi+1), the fourth is the
probability that the vertex pair belongs to a non-monochromatic edge when σ(vi) = σ(vi+1).
Next, we let Tℓ be the set of all possible types of types of length ℓ such that ti+1 6= ti and t1 6= tℓ.
Further, let T
(s)
ℓ be the set of types where the conditions ti+1 6= ti or t1 6= tℓ fail precisely s times. Clearly
|T (s)ℓ | =
(
ℓ
s
)|Tℓ−s| and we know from [6, Claim 4.2] that |Tℓ| = (q − 1)ℓ + (−1)ℓ(q − 1). As (4.1) does not
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depend on the particular type t ∈ Tℓ, it follows that
E[Dℓ | V(σ)] =
∑
t∈T
(s)
ℓ−s,
s∈[ℓ]
E[Dℓ,t,s | V(σ)]
=
[
ck(k − 1)
q − q2−k
]ℓ ℓ∑
s=0
(
ℓ
s
)[
(q − 1)ℓ−s + (−1)ℓ−s(q − 1)] · (1− q2−k)s
=
[
ck(k − 1)
q − q2−k
]ℓ
·
[
ℓ∑
s=0
(
ℓ
s
)
(q − 1)ℓ−s(1− q2−k)s +
ℓ∑
s=0
(
ℓ
s
)
(−1)ℓ−s(q − 1)(1 − q2−k)s
]
=
[
ck(k − 1)
q − q2−k
]ℓ
· [(q − q2−k)ℓ + (q − 1)(−q2−k)ℓ] = [ck(k − 1)]ℓ [1 + q − 1
(1− qk−1)ℓ
]
.
If we divide by 2ℓ to account for the fact that our cycles above are directed then it follows that
E[Cℓ,n | V(σ)] ∼ [ck(k − 1)]
ℓ
2ℓ
·
[
1 +
q − 1
(1 − qk−1)ℓ
]
= λℓ(1 + δℓ) = µℓ.
Since the existence of vertex-disjoint cycles are nearly independent and ℓ,mℓ remain constant as n grows we
know that E[(Cℓ,n)mℓ | V(σ)] ∼ µmℓℓ . The proposition follows from a standard generalisation of this argument.
Proposition 4.3. We have E[Y ′ | V(σ)] = O(n−1).
Proof. Take an arbitrary set L of ℓ vertices and let X be the number of edges contained entirely within this set
of vertices. For there to be two intersecting cycles in L it must be true that ℓ 6 (k − 1)X − 1. Clearly X ∼
Bin(cn,
(
ℓ
k
)
/
(
n
k
)
). It follows from a standard application of the Chernoff inequality that
P
[
X >
ℓ + 1
k − 1
]
6 exp
{
− ℓ+ 1
k − 1 ln
(
ℓ+ 1
E[X ](k − 1)
)
+
ℓ+ 1
k − 1 − E[X ]
}
.
Let pX be the right hand side of the above expression. Then
pX = O(1) · exp
{
ℓ+ 1
k − 1 lnE[X ]
}
.
Hence Y ′ is stochastically dominated by a Bin(
(
n
ℓ
)
, pX) random variable. It follows that
E[Y ′] 6 O(1) ·
(
n
ℓ
)
·
(
cn ·
(
ℓ
k
)
/
(
n
k
)) ℓ+1
k−1
= O(1) · n
n
(n− ℓ)n−ℓℓℓ
[
cn · ℓ
ℓ(n− k)n−k
nn(ℓ− k)ℓ−k
] ℓ+1
k−1
= O(1) · eℓ(n− ℓ)ℓ [cn · e−k(n− k)−k] = O(n−1),
completing the proof.
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Proof of Proposition 3.4. Let x2, . . . , xL be non-negative integers. It follows from Lemma 4.1 that
E[Zq,ω(H′) | S] = 1
P[S]
∑
τ∈Bn,q(ω)
P[V(τ)]P[S | V(τ)]
∼
∏L
ℓ=2
exp(−µℓ)
xℓ!
µxℓℓ
P[S]
∑
τ∈Bn,q(ω)
P[V(τ)]
=
∏L
ℓ=2
exp(−µℓ)
xℓ!
µxℓℓ
P[S]
E[Zq,ω(H′)].
Given that S has limiting distribution
∏L
ℓ=2 (Po(λℓ) = xℓ), we may observe that∏L
ℓ=2
exp(−µℓ)
xℓ!
µxℓℓ
P[S]
∼
∏L
ℓ=2
exp(−λℓ(1+δℓ))
xℓ!
λxℓℓ (1 + δℓ)
xℓ∏L
ℓ=2
exp(−λℓ)
xℓ!
λxℓℓ
=
L∏
ℓ=2
(1 + δℓ)
xℓ exp(−λℓδℓ)).
Finally, it is trivial to observe that
∑∞
ℓ=2 λℓδ
2
ℓ <∞.
4.3 The second moment
For two balanced partitions σ, τ : [n] → [q] we define the overlap ρ(σ, τ) = (ρij(σ, τ))i,j∈[q] to be the q × q
matrix with entries ρij(σ, τ) = n
−1|σ−1(i) ∩ τ−1(j)|. Moreover, we introduce the following notation
ρi⋆ =
∑
j∈[q]
ρij , ρ•⋆ = (ρi⋆)i∈[q], ρ⋆j =
∑
i∈[q]
ρij , ρ⋆• = (ρ⋆j)j∈[q].
Define ρ¯ to be the q × q-matrix with all entries equal to q−2. Further, we let η > 0 be a fixed postive number.
Following [6], we define
Rn,q = {ρ(σ, τ) : σ, τ : [n]→ [q]}, Rintn,q = {ρ ∈ Rn,q : ρij > 1/q3 ∀ i, j ∈ [q]},
Rbaln,q(ω) = {ρ ∈ Rintn,q : |ρi⋆ − q−1| 6 ω−1n−1/2, |ρ⋆j − q−1| 6 ω−1n−1/2, ∀ i, j ∈ [q]},
Rbaln,q(ω, η) = {ρ ∈ Rbaln,q(ω) : ‖ρ− ρ¯‖2 6 η}, Rq =
⋃
n
Rn,q.
HereRq ⊆ Rq×q is the algebraic closure of the union (over n) of the sets Rn,q . Let Z(2)q,ρ(H′) be the number of
pairs (σ, τ) with overlap ρ onH′. Linearity of expectation means that
E
[
(Zq,ω(H′))2
]
=
∑
ρ∈Rbaln,q(ω)
E[Z(2)q,ρ(H′)].
The approach will be to show that this summation is dominated by those ρ that are “close” to ρ¯. To this end, we
set Z
(2)
q,ω,η(H′) =∑ρ∈Rbaln,q(ω,η) Z(2)q,ρ(H′). The following proposition will be proved later in this section.
Proposition 4.4. For c < (qk−1 − 1) ln q we have E[ (Zq,ω(H′))2 ] ∼ E[Z(2)q,ω,n−5/12(H′)].
Proposition 4.5. Take q > q0. There exists positive ǫq = oq(1) so that for (q
k−1 − 1) ln q < c < ccond − ǫq the
following is true. There exists an integer-valued random variable 0 6 Z˜q,ω 6 Zq,ω that satisfies E
[
Z˜q,ω(H′)
] ∼
E
[
Zq,ω(H′)
]
and such that
E
[(
Z˜q,ω(H′)
)2]
6 (1 + o(1))E
[
Z
(2)
q,ω,n−5/12
(H′)].
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For notational convenience we now define the entropy and energy as
H(ρ) = −
∑
i,j∈[q]
ρij ln ρij , E(ρ) = Ec,q,k(ρ) = c ln
[
1− 2q1−k + ‖ρ‖kk
]
,
where ‖ρ‖k is the ℓk-norm. Let f(ρ) := H(ρ) + E(ρ). Further, note that
f(ρ¯) = 2 ln q + 2c ln(1− q1−k). (4.2)
Fact 4.6. Fix q > 3 and c ∈ (0,∞).
(i) Let ρ ∈ Rintn,q . Then
E
[
Z(2)q,ρ(H′)
] ∼ √2πn 1−q22∏q
i,j=1
√
2πρij
exp
{
nH(ρ) + cn ln
(
1− ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk
)
+
ck(k − 1)
2
(
1− 1− ‖ρ•⋆‖
k−1
k−1 − ‖ρ⋆•‖k−1k−1 + ‖ρ‖k−1k−1
1− ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk
)}
.
(ii) Let ρ ∈ Rbaln,q(ω). Then
E
[
Z(2)q,ρ(H′)
] ∼ √2πn 1−q22∏q
i,j=1
√
2πρij
exp
{
nf(ρ) +
ck(k − 1)
2
(
1− 1− 2q
2−k + ‖ρ‖k−1k−1
1− 2q1−k + ‖ρ‖kk
)
+ o(1)
}
.
Proof. First, note that for γ ∈ (0, 1) we have(
γn
k
)(
n
k
) = ∏k−1t=0 (γn− t)∏k−1
t=0 (n− t)
= γ
k−1∏
t=1
(
1 +
γ − 1
1− t/n
)
= γ
k−1∏
t=1
(
1 + (γ − 1)(1 + t/n+ o(n−1)))
= γ
k−1∏
t=1
(
γ +
t(γ − 1)
n
+ o(n−1)
)
= γk +
γk−1(γ − 1)
n
· k(k − 1)
2
+ o(n−1).
Therefore the probability that a randomly chosen edge is not monochromatic equals(
n
k
)−∑i∈[q] (ρi⋆nk )−∑qj=1 (ρj⋆nk )+∑qi,j=1 (ρijnk )(
n
k
)
=
(
1− ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk
)
− k(k − 1)
2n
(
‖ρ•⋆‖kk − ‖ρ•⋆‖k−1k−1 + ‖ρ⋆•‖kk − ‖ρ⋆•‖k−1k−1 − ‖ρ‖kk + ‖ρ‖k−1k−1
)
+ o(n−1).
Next, we raise both sides to the power cn and expand the logarithm around 1 − ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk. This
yields
P [σ, τ are q-colourings] =
((
n
k
)−∑i∈[q] (ρi⋆nk )−∑qj=1 (ρj⋆nk )+∑qi,j=1 (ρijnk )(
n
k
) )cn
= exp
{
cn ln
(
1− ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk
)
+
ck(k − 1)
2
(
1− 1− ‖ρ•⋆‖
k−1
k−1 − ‖ρ⋆•‖k−1k−1 + ‖ρ‖k−1k−1
1− ‖ρ•⋆‖kk − ‖ρ⋆•‖kk + ‖ρ‖kk
)
+ o(1)
}
.
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Observe that the number of overlaps ρ ∈ Rintn,q is given by(
n
ρ11n, . . . , ρqqn
)
∼
√
2πn
1−q2
2∏q
i,j=1
√
2πρij
exp {nH(ρ)}.
The first result follows. For the second, we set ǫi = ρi⋆ − q−1. As ρ is (ω, n)-balanced and
∑
i∈[q] ǫi = 0 we
have
‖ρ•⋆‖kk =
∑
i∈[q]
(q−1 + ǫi)
k = q1−k + o(n−1).
Similarly ‖ρ⋆•‖kk = q1−k + o(n−1) and ‖ρ•⋆‖k−1k−1 , ‖ρ⋆•‖k−1k−1 = q2−k + o(n−1). The second result follows.
Lemma 4.7. Take q > 3. There exists positive ǫq = o1(1) such that for c < ccond − ǫq we have
(i) If ρ ∈ Rbaln,q(ω) satisfies ‖ρ− ρ¯‖2 6 n−5/12 then
E
[
Z(2)q,ρ(H′)
] ∼ (2πn) 1−q22 qq2 exp{nf(ρ¯)− nq2
2
[
1− ck(k − 1)
(qk−1 − 1)2
]
‖ρ− ρ¯‖22
}
.
(ii) There exists η = η(c, q, k) > 0 and A = A(c, q, k) > 0 such that if ρ ∈ Rbaln,q(ω) satisfies ‖ρ− ρ¯‖2 ∈
(n−5/12, η) then
E
[
Z(2)q,ρ(H′)
]
6 exp
{
nf(ρ¯)−An1/6
}
.
Proof. Fix ρ ∈ Rbaln,q(ω). If we set ǫ = ρ − ρ¯ then since the ℓ3-norm is dominated by the ℓ2-norm, the Taylor
expansion ofH(ρ) around ρ¯ yields
H(ρ) = H(ρ¯) +
∑
i,j∈[q]
(2 ln(q)− 1) ǫij − 1
2
∑
i,j∈[q]
q2ǫ2ij +O(‖ǫ‖32) = H(ρ¯)−
q2
2
∑
i,j∈[q]
ǫ2ij +O(‖ǫ‖32).
Further, if we take the Taylor expansion of E around ρ¯ then
E(ρ) = c ln
1− 2q1−k + ∑
i,j∈[q]
(q−2+ǫij)
k

= c ln
1− 2q1−k + q2−2k + q4−2k(k
2
) ∑
i,j∈[q]
ǫ2ij +O(‖ǫ‖32)

= c ln
(1− q1−k)2 + q4−2k(k
2
) ∑
i,j∈[q]
ǫ2ij +O(‖ǫ‖32)

= E(ρ¯) +
ck(k − 1)q2
2(qk−1 − 1)2
∑
i,j∈[q]
ǫ2ij +O(‖ǫ‖32).
Therefore we have
f(ρ) = f(ρ¯)− q
2
2
[
1− ck(k − 1)
(qk−1 − 1)2
]
‖ρ− ρ¯‖22 +O(‖ǫ‖32).
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Since f is smooth around ρ¯, there exists η > 0 and A > 0 such that for ‖ρ− ρ¯‖2 6 η we have
f(ρ) 6 f(ρ¯)−A ‖ρ− ρ¯‖22 .
Now (ii) follows from Fact 4.6 after noting that ‖ρ‖kk ∼ q2−2k+ o(1) and ‖ρ‖k−1k−1 ∼ q4−2k+ o(1). For (i), since
‖ρ− ρ¯‖2 6 n−5/12 we have
f(ρ) = f(ρ¯)− q
2
2
[
1− ck(k − 1)
(qk−1 − 1)2
]
‖ρ− ρ¯‖22 +O(n−5/4).
Finally, application of Fact 4.6 yields the required estimate.
We know from Fact 4.6(ii) that the following holds.
Fact 4.8. Let q > 3, c ∈ (0,∞) and ρ ∈ Rbaln,q(ω). Then E[Z(2)q,ρ(H′)] = exp{nf(ρ) +O(lnn)}.
Proof of Proposition 4.4. Take c < (qk−1 − 1) ln q. We know that for fixed η > 0
E
[
(Zq,ω(H′))2
]
=
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖2>η
E
[
Z(2)q,ρ(H′)
]
+
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖2∈(n
−5/12,η)
E
[
Z(2)q,ρ(H′)
]
+
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖26n
−5/12
E
[
Z(2)q,ρ(H′)
]
(4.3)
and ∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖26n
−5/12
E
[
Z(2)q,ρ(H′)
]
= E[Z
(2)
q,ω,n−5/12
(H′)] > exp{nf(ρ¯) +O(lnn)}. (4.4)
Our objective is to show that the first two summations in (4.3) are insignificant relative to the third. For the first
term we know from [15, (46)− (52)] that for ρ such that ρi⋆ = ρ⋆i = q−1 for all i ∈ [q] we have
f(ρ) 6 f(ρ¯)− ln
(
1 +
q2k−2 ‖ρ‖kk − 1
(qk−1 − 1)2
)(
(qk−1 − 1) ln q − c
)
. (4.5)
Extending this to include ρ ∈ Rbaln,q introduces an o(1) term that is not of consequence. Finally, we note that the
function ρ 7→ q2k−2 ‖ρ‖kk is convex and obtains a global minimum of 1 at ρ = ρ¯. Hence it follows from (4.4),
(4.5) and Fact 4.8 that
E
[
(Zq,ω(H′))2
]
=
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖2∈(n
−5/12,η)
E
[
Z(2)q,ρ(H′)
]
+ (1 + o(1))
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖26n
−5/12
E
[
Z(2)q,ρ(H′)
]
.
Next, we note that |Rbaln,q(ω, η)| is of polynomial size, hence Lemma 4.7 (ii) yields∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖2∈(n
−5/12,η)
E[Z(2)q,ρ(H′)] 6 exp
{
nf(ρ¯)−An1/6 +O(lnn)
}
. (4.6)
Hence
E
[
(Zq,ω(H′))2
]
= (1 + o(1))
∑
ρ∈Rbaln,q(ω)
‖ρ−ρ¯‖26n
−5/12
E
[
Z(2)q,ρ(H′)
]
.
The result follows.
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Define B to be the set of ρ ∈ Rn,q such that ρi⋆ = ρ⋆i 6 q−1n−1/2 for all i ∈ [q]. As in [5], we call ρ(σ, τ)
separable if for all i, j ∈ [q],
ρij(σ, τ) 6∈ (q−1(1.01/k)1/(k−1), q−1(1− κ))
where κ = q1−k ln20 q. Additionally, for s ∈ [q] we say that ρ ∈ B is s-stable if there are precisely s pairs
(i, j) such that ρij > q
−1(1− κ). Finally, a q-colouring σ is separable if for all other q-colourings τ , the matrix
ρ(σ, τ) is separable. The main technical accomplishment of [5] is the following:
Lemma 4.9. [5, Lemma 5.2] Take q > q0. There exists positive ǫq = oq(1) such that for c < ccond − ǫq the
following statements are true:
(i) If 1 6 s < q then for all separable s-stable ρ ∈ B we have f(ρ) < f(ρ¯).
(ii) If ρ ∈ B is 0-stable and ρ 6= ρ¯ then f(ρ) < f(ρ¯).
(iii) If c = (qk−1 − 1/2) ln q − 2 then for all separable, q-stable ρ ∈ B we have f(ρ) < f(ρ¯).
The third part of Lemma 4.9 does not appear in full in [5] and so we include it here for completeness.
Proof of Lemma 4.9 (iii). Assume that we have some q-stable overlap matrix ρ. Since ρ is q-stable we know that
for all i 6= j ∈ [q],
1− κ 6 qρii 6 1 and qij 6 κ
where κ = q1−k ln20 q. The intention is to show that f(ρ) 6 f(ρ¯). However, we will instead show that
f(ρ) 6 f(q−1id) 6 f(ρ¯)− 2q1−k. To this end, set c = (qk−1 − 1/2) ln q − 2 and note that
f(ρ¯) = 2 ln q + 2c ln(1 − q1−k) and f(q−1id) = ln q + c ln(1− q1−k).
Therefore
f(ρ¯)− f(q−1id) = ln q + ((qk−1 − 1/2) ln q − 2) ln(1− q1−k)
= ln q − ((qk−1 − 1/2) ln q − 2) (q1−k + q2−2k/2 +Oq(q3−3k))
= ln q − ln q + ln q
2q1−k
+ 2q1−k − ln q
2qk−1
+O(q−k) = 2q1−k +O(q−k). (4.7)
SinceH is concave we have
H(ρ)−H(q−1id) = − ln q −
∑
i∈[q]
ρii ln ρii −
∑
i6=j∈[q]
ρij ln ρij
6 − ln q −
∑
i∈[q]
ρii ln ρii −
∑
i6=j∈[q]
ρij ln
( ∑
i6=j∈[q]
ρij
)
= − ln q +
∑
i∈[q]
[
− ρii ln ρii − (q−1 − ρii) ln
(
q−1 − ρii
q − 1
)]
= − ln q +
∑
i∈[q]
[
− ρii ln ρii − (q−1 − ρii) ln
(
q−1 − ρii
)
+ (q−1 − ρii) ln (q − 1)
]
,
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and since E is convex we have
E(ρ)− E(q−1id) 6 ∂E
∂ ‖ρ‖kk
(
‖ρ‖kk −
∥∥q−1id∥∥k
k
)
=
c
(1− q1−k)
 ∑
i,j∈[q]
ρkij − q1−k

=
c
(1− q1−k)
∑
i∈[q]
(
ρkii − q−k
)
+O(q−k)
=
c
qk(1− q1−k)
∑
i∈[q]
(
(qρii)
k − 1)+O(q−k)
=
(qk−1 − 1/2) ln q − 2
qk(1− q1−k)
∑
i∈[q]
(
(qρii)
k − 1)+ o(q1−k)
=
ln q
q
∑
i∈[q]
(
(qρii)
k − 1)+ o(q1−k).
Finally then,
f(ρ)− f(q−1id) = − ln q + o(q1−k)
+
∑
i∈[q]
[
− ρii ln ρii − (q−1 − ρii) ln
(
q−1 − ρii
)
+ (q−1 − ρii) ln (q − 1) + ln q
q
(
(qρii)
k − 1)].
We now concentrate on one summand at a time. We have
g(ρii) = −ρii ln ρii − (q−1 − ρii) ln
(
q−1 − ρii
)
+ (q−1 − ρii) ln (q − 1) + ln q
q
(
(qρii)
k − 1),
and hence
g′(ρii) =− ln ρii + ln
(
q−1 − ρii
)− ln(q − 1) + (qρii)k−1k ln q
= ln
(
(qρii)
−1 − 1)− ln(q − 1) + (qρii)k−1k ln q.
Next we set z = (qρii)
−1 and observe that g′(ρii) = 0 when z = 1 + (q − 1)/qkz1−k . We can now use this
formula to develop an approximation to the solution. Taking z0 = 1 we have z1 = 1 +
q−1
qk
and
z2 = 1 +
q − 1
q
k
(
1+ q−1
qk
) = 1 + q − 1
qk
· e−
k(q−1)
qk
ln q
= 1 + q1−k − q−k +Oq(q2−2k ln q).
Finally then, ρii = q
−1 − q−k + q−k−1 +O(q1−2k ln q) and so
f(ρ)− f(q−1id)
6 − ln q + o(q1−k)
+ q
[
− (q−1 − q−k ln ρii − (q−1 − ρii) ln
(
q−1 − ρii
)
+ (q−1 − ρii) ln (q − 1) + ln q
q
(
(qρii)
k − 1)]
= − ln q + o(q1−k)
+ (1− q1−k + q−k)(ln q + q1−k − q−k) + (q1−k − q−k)(k + 1) ln q − k ln q(q1−k + q−k)
= q1−k + o(q1−k). (4.8)
The result follows readily from combining (4.7) and (4.8).
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We define the cluster of a q-coloring σ of a fixed hypergraphH ′ as the set
C(H ′, σ) =
{
τ ∈ B : τ a q-colouring ofH ′, min
i∈[q]
ρii(σ, τ) > q
−1(1.01/k)1/(k−1)
}
.
The next lemma follows from the proof of [5, Lemma 4.4] .
Lemma 4.10. There exists positive ǫq = oq(1) and positive integer q0 so that for q > q0 the following holds:
(i) [5, Lemma 4.3] For c < ccond − ǫq the expected number of (ω, n)-balanced q-colourings of H′ that are
not separable is of size o(E[Zq,ω(H′)]).
(ii) [5, Lemma 4.4] For (qk−1 − 1/2) ln q − 2 6 c < ccond − ǫq the expected number of (ω, n)-balanced
q-colourings σ ofH′ such that |C(H′, σ)| > E[Zq,ω(H′)]/n is of size o(E[Zq,ω(H′)]).
Proof of Proposition 4.5. We have the necessary results to prove Proposition 4.5. To this end we consider two
cases:
Case 1: c 6 (qk−1 − 1/2) ln q − 2. Let Z˜q,ω be the number of separable (ω, n)-balanced q-colourings of
H′. Then by the first part of Lemma 4.10 we know that E[Z˜q,ω(H′)] ∼ E[Zq,ω(H′)]. Furthermore, if
c = (qk−1 − 1/2) ln q − 2 then by Lemma 4.9 we know that f(ρ) < f(ρ¯) for any separable ρ ∈ B\{ρ¯}.
We note that f(ρ) is the sum of the concave functionH(ρ) and the convex functionE(ρ)which attain their
respective maximum and minimum at ρ¯. Further, sinceH is independent of c and E is a linear multiple of
c, it follows that reducing the value of c makes the minimum of E at ρ¯ more shallow and the maximum of
f(ρ) more pronounced. Therefore the result holds for c < (qk−1 − 1/2) ln q − 2. By Lemma 4.9 (i), (iii)
and Fact 4.8 we know that
E
[(
Z˜q,ω(H′)
)2]
=
∑
ρ∈Rbaln,q(ω)
E[Z(2)q,ρ(H′)] 6 (1 + o(1))
∑
ρ∈Rbaln,q(ω)
ρ is 0-stable
E[Z(2)q,ρ(H′)]. (4.9)
Further, it follows from Lemma 4.9(ii) that∑
ρ∈Rbaln,q(ω)
ρ is 0-stable
E[Z(2)q,ρ(H′)] 6 (1 + o(1))E
[
Z(2)q,ω,η(H′)
]
. (4.10)
Finally, we have by Lemma 4.7(ii) that
E
[
Z(2)q,ω,η(H′)
]
= (1 + o(1))E
[
Z
(2)
q,ω,n−5/12
(H′)]. (4.11)
Combining (4.9)− (4.11) yields
E
[(
Z˜q,ω(H′)
)2]
6 (1 + o(1))E
[
Z
(2)
q,ω,n−5/12
(H′)],
as claimed.
Case 2: (qk−1 − 1/2) ln q − 2 < c < ccond − ǫq. Let Z˜q,ω be the number of separable (ω, n)-balanced
q-colourings σ of H′ such that |C(H′, σ)| 6 E[Zq,ω(H)]/n. Lemma 4.10(i) tells us that E[Z˜q,ω(H′)] ∼
E[Zq,ω(H′)]. Moreover, by Lemma 4.9(i) and Fact 4.8 we know that
E
[(
Z˜q,ω(H′)
)2]
=
∑
ρ∈Rbaln,q(ω)
E[Z˜(2)q,ρ(H′)]
6 (1 + o(1))
 ∑
ρ∈Rbaln,q(ω)
ρ is 0-stable
E[Z˜(2)q,ρ(H′)] +
∑
ρ∈Rbaln,q(ω)
ρ is q-stable
E[Z˜(2)q,ρ(H′)]
 . (4.12)
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Let τ be a (ω, n)-balanced q-colouring. Apply Lemma 4.10(ii) and recall that |C(H′, τ)| 6 Zq,ω(H′),
then
E [|C(H′, τ)|] 6 E[Zq,ω(H′)] · o(E[Zq,ω(H
′)])
E[Zq,ω(H′)] +
1
n
· E[Zq,ω(H′)] = o (E[Zq,ω(H′)]) ,
where the first term handles the case |C(H′, τ)| > E[Zq,ω(H′)]/n and the second handles the case where
|C(H′, τ)| 6 E[Zq,ω(H′)]/n. Further, adapting the proof of [5, Lemma 5.4] yields∑
ρ∈Rbaln,q(ω)
ρ is q-stable
E[Z˜(2)q,ρ(H′)] 6 q! · E[Zq,ω(H′)] · o (E[Zq,ω(H′)]) = o
(
E[Zq,ω(H′)]2
)
. (4.13)
As previously, it follows from Lemma 4.9(ii), Fact 4.8 and Lemma 4.7 that∑
ρ∈Rbaln,q(ω)
ρ is 0-stable
E[Z˜(2)q,ρ(H′)] 6 (1 + o(1))E
[
Z˜(2)q,ω,η(H′)
]
= (1 + o(1))E
[
Z˜
(2)
q,ω,n−5/12
(H′)]. (4.14)
Finally, if we combine (4.12)− (4.14) and recall that E[(Z˜q,ω(H′))2] > E[Zq,ω(H′)]2 then
E
[(
Z˜q,ω(H′)
)2]
6 (1 + o(1))E
[
Z˜
(2)
q,ω,n−5/12
(H′)],
as required.
We define
Γ(c, q, k) =
ck(k − 1)
2
· (q − 1)(2q
k − q − 1)
(qk−1 − 1)2 and Ψ(c, q, k) = 1−
ck(k − 1)
(qk−1 − 1)2 .
The following proposition follows readily from [6, Proposition 5.6] with appropriate modifications. (Proof omit-
ted.)
Proposition 4.11. For q > 3 there exists positive ǫq = oq(1) so that the following is true. If c < ccond − ǫq we
have
E[Z
(2)
q,ω,n−5/12
(H′)] ∼ (2πn)1−q qq|Bn,q(ω)|2Ψ−
(q−1)2
2 exp
{
nf(ρ¯) + Γ(c, q, k)
}
.
Proof of Proposition 3.5 and Proposition 3.6. Recall that for ℓ > 2,
λℓ =
(ck(k − 1))ℓ
2ℓ
, δℓ =
q − 1
(qk−1 − 1)ℓ .
It follows that
exp
{
∞∑
ℓ=2
λℓδ
2
ℓ
}
= exp
{
∞∑
ℓ=2
(ck(k − 1))ℓ
2ℓ
·
[
q − 1
(qk−1 − 1)ℓ
]2}
= exp
{
(q − 1)2
2
[
− ln
(
1− ck(k − 1)
(qk−1 − 1)2
)
− ck(k − 1)
(qk−1 − 1)2
]}
=
[
1− ck(k − 1)
(qk−1 − 1)2
]− (q−1)22
exp
{
−ck(k − 1)(q − 1)
2
2(qk−1 − 1)2
}
.
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We require estimates of E[Z2q,ω(H′)] and E[Zq,ω(H′)]. For c < (qk−1 − 1) ln q, it follows from Proposition 4.4
and Proposition 4.11 that
E
[
(Zq,ω(H′))2
] ∼ E[Z(2)
q,ω,n−5/12
(H′)] ∼ (2πn)1−q qq|Bn,q(ω)|2Ψ− (q−1)22 exp
{
nf(ρ¯) + Γ(c, q, k)
}
.
We also know from Proposition 3.2 that
E
[
Zq,ω(H′)
] ∼ (2πn) 1−q2 qq/2|Bn,q(ω)| exp{n ln q + cn ln (1− q1−k)+ ck(k − 1)
2
(
q − 1
qk−1 − 1
)}
.
Therefore, for c < (qk−1 − 1) ln q it follows that
E[Z2q,ω(H′)]
E[Zq,ω(H′)]2 ∼ Ψ
− (q−1)
2
2 exp
{
ck(k − 1)
2
· (q − 1)(2q
k − q − 1)
(qk−1 − 1)2 − ck(k − 1) ·
q − 1
qk−1 − 1
}
= Ψ−
(q−1)2
2 exp
{
−ck(k − 1)(q − 1)
2
2(qk−1 − 1)2
}
= exp
{
∞∑
ℓ=2
λℓδ
2
ℓ
}
.
Further, there exists positive ǫq = oq(1) and positive integer q > q0 such that for if q > q0 and c < ccond− ǫq we
have from Proposition 4.5 and Proposition 4.11 that
E
[(
Z˜q,ω(H′)
)2]
1 + o(1)
6 E
[
Z
(2)
q,ω,n−5/12
(H′)] ∼ (2πn)1−q qq|Bn,q(ω)|2Ψ− (q−1)22 exp
{
nf(ρ¯) + Γ(c, q, k)
}
.
Finally, Lemma 4.10(i) implies that
E
[
Z˜q,ω(H′)
] ∼ E[Zq,ω(H′)].
Combining this with the above completes the proof of Propostions 3.5 and 3.6.
5 The rigid core
In this section we provide an analysis of the core and ridigity in order to establish Theorem 1.2.
5.1 Emergence of the core
Fix a map σ : [n] 7→ [q] such that there is at least one k-uniform hypergraph on n vertices with cn edges which
has σ as a q-colouring. LetH′(n, k, cn, σ) denote a k-uniform hypergraph chosen uniformly at random with cn
edges chosen with replacement, subject to the condition that no edge is monochromatic under σ. In this section
we will primarily work in the planted model, however, our estimates also apply toH(n, k, cn) by Theorem 1.4.
We will say that an edge e is (v, γ)-essential if σ(e\{v}) = {γ}. Let H′(0) = H′ and define H′(i + 1)
to be the hypergraph formed from H′(i) by removing every vertex v that has no (v, γ)-essential edge for some
γ ∈ [q]\{σ(v)}. When we remove a vertex we remove all edges incident with it. We refer to this process, which
creates the sequence of hypergraphsH′(0), H′(1), . . . as the stripping process. By finiteness, there exists some
j such thatH′(j + i) = H′(j) for all i > 0. We refer to this final hypergraph as the core and denote it byH′core.
This definition of the core is similar to that used by Molloy and Restrepo [24].
In order to understand the stripping process, we first need to understand the likelihood of encountering a
cycle as we explore the neighbourhood of a vertex. Fix a vertex v and letN0(v) = {v} and Λ0(v) = N0(v). For
i > 1, we define:
Ni(v) = {u ∈ H : ∃ edge e ∋ u with e ∩ Ni−1(v) 6= ∅},
Λi = Ni(v)−Ni−1(v), Ei(v) = {edges e : e ∩ Ni(v) 6= ∅ and e ∩ Ni−1(v) = ∅} .
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Essentially, Ni(v) is the set of vertices in the depth-i neighbourhood of v, Λi(v) is the set of vertices added in
the ith step, and Ei(v) is the set of edges that “protrude” from the depth-i neighbourhood (see edges f1, . . . , f4 in
Figure 1 below). Where it causes no confusion, for notational convenience we will often write Ni,Λi, Ei rather
thanNi(v),Λi(v), Ei(v).
Lemma 5.1. Fix a positive constant c and let g(n) be a sufficiently slowly-growing function. If ℓ 6 g(n) then
E [|Λℓ|] 6 (ck(k − 1))ℓ (1 + o(1)), E [|Nℓ|] 6 (ck(k − 1))ℓ+1 (1 + o(1)).
Proof. Conditioned on the size of |Λi|, the size of Ei is stochastically dominated by the following random
variable
Bin
(
cn, |Λi|
(
n
k − 1
)
/
(
n
k
))
= Bin
(
cn,
|Λi|k
n
(
1 +O
(
n−1
)))
. (5.1)
Therefore, noting that |Λi+1| 6 (k − 1)|Ei|, we have
E
[|Ei| ∣∣ |Λi|] 6 |Λi|ck (1 +O (n−1)) and E [|Λi+1| ∣∣ |Λi|] 6 |Λi|ck(k − 1) (1 +O (n−1)) . (5.2)
Further for any i 6 ℓ, we have
E[|Λi|] = E
[
E
[|Λi| ∣∣ |Λi−1|]] 6 ck(k − 1) · E[|Λi−1|] (1 +O (n−1))
= (ck(k − 1))i (1 +O (n−1))i
= (ck(k − 1))i (1 + o (1)) .
Therefore
E[|Nℓ|] = E
[
ℓ∑
i=0
|Λi|
]
=
ℓ∑
i=0
E [|Λi|] 6 (1 + o(1))
ℓ∑
i=0
(ck(k − 1))i 6 (ck(k − 1))ℓ+1,
completing the proof.
We now seek to calculate the probability that while exploring the depth-i neighbourhood of the fixed vertex v, a
cycle is encountered. To this end, let ξi be the event
ξi = {∃ e ∈ Ei : |e ∩Ni| > 2} ∪ {∃ e, e′ ∈ Ei : |e ∩ e′| > 1}.
When ξi occurs it means that a cycle has been created when exploring from the depth-i to depth-(i+ 1) neigh-
bourhood of v. The event {∃ e ∈ Ei : |e ∩ Ni| > 2} occurs when one of the edges exposed in this step contains
two depth-i vertices: see Figure 1, edge f2. The event {∃ e, e′ ∈ Ei : |e ∩ e′| > 1} occurs when two edges
exposed in this step intersect: see Figure 1, edges f3 and f4.
Lemma 5.2. Fix a positive constant c and let g(n) be a sufficiently slowly-growing function. If 0 6 i < g(n)
then there exists ǫ > 0 such that
P
g(n)⋃
j=1
ξj
 = O(n−1+ǫ).
Proof. Consider the |Ei| edges protruding from Ni. For each edge, ignoring the least-labelled vertex from Λi,
we must choose k − 1 vertices from |V \Ni−1| candidates. We model this as a balls into bins argument with
(k − 1)|Ei| balls and |V \Ni−1| bins. Since i 6 g(n), it follows from standard concentration arguments that
|Ni−1| = o(n) and |V \Ni−1| = n(1 + o(1)).
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Figure 1: Creation of cycles in the depth-(i+ 1) neighbourhood
For ξi to occur, either: a ball lands in a certain set of |Λi| bins (creating a cycle of the first type), or one of
the remaining |V \Ni| bins has more than one ball (creating a cycle of the second type). We have
P[ξi
∣∣ |Λi|, |Ei|] 6 (k−1)|Ei|∑
t=1
|Λi|+ t
n
(1 + o(1)) 6
1
n
[
k · |Ei| · |Λi|+ k22 · |Ei|2
]
.
For the first term we appeal to the fact that E[|Ei|
∣∣ |Λi|] 6 |Λi|ck(1 + O(n−1)). For the second, we note that
since |Ei| is stochastically dominated by the binomial random variable given in (5.1), we have
E[|Ei|2] 6 (1 + o(1))(ck)2 · E[|Λi|2]. (5.3)
Combining these ideas yields
P[ξi] 6 E
[
P[ξi
∣∣ |Λi|, |Ei|]] 6 c2k4
n
· E [|Λi|2] .
Observe that deterministically |Λi| 6 (k − 1)|Ei−1|. Further, utilising this with (5.3) and the fact that |Λ0| = 1
yields
P[ξi] 6
c2k4(k − 1)2
n
· E [|Ei−1|2] 6 c4k8
n
· E [|Λi−1|2] 6 . . . 6 (ck2)2(i+1)
n
.
Finally, there exists ǫ > 0 such that
P
[∪ℓi=1ξi] 6 ℓ∑
i=1
P [ξi] 6
1
n
ℓ∑
i=0
(ck2)2(i+1) = n−1(ck2)2ℓ+3 = O(n−1+ǫ), (5.4)
completing the proof.
Let ρi be the probability that a vertex survives i iterations of the stripping process; that is, ρi = P [u ∈ H′(i)].
The expected number of (v, γ)-essential edges inH′(0) is given by
α = cn ·
(n
q +o(n)
k−1
)(
n
k
)− q(nq +o(n))
k
) = ck
qk−1 − 1 + o(1). (5.5)
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Lemma 5.3. Fix v, γ and let g(n) be an arbitarily slowly growing function. For i 6 g(n), the number of
(v, γ)-essential edges inH′(i) has asymptotic distribution Po(λi) where λi = αρk−1i + o(1).
Proof. Fix v ∈ H′(0). For any vertex u ∈ H′(0) consider the event ζu = {u ∈ H′(i)}. If {ζu}u∈eγ\{v} are
independent for all (v, γ)-essential edges eγ then λi = αρ
k−1
i . If these events are not independent then it must
be that there is a cycle in the depth-(i + 1) neighbourhood of v. We know by Lemma 5.2 that this occurs with
probability n−1+ǫ for some ǫ > 0.
Finally, a straightforward calculation shows that for any t > 0, the expected number of t-tuples of (v, γ)-
essential hyperedges is λti + o(1); again, the key point is that if there are no nearby short cycles then the hyper-
edges occur nearly independently. The method of moments (see [19, Section 6.1]) implies that the number of
(v, γ)-essential edges inH′(i) is distributed as Poisson asymptotically.
Fix v ∈ H′(i). The probability that for all γ 6= σ(v), there exists a (v, γ)-essential edge in H′(i) is equal to
ρi+1 =
(
1− e−λi)q−1 + o(1).
Since {ρi}i>1 is positive and non-increasing, we may define ρ = limi→∞ ρi. Next, let λ = limi→∞ λi =
αρk−1. Then
ρ =
(
1− e−λ)q−1 , λ = α (1− e−λ)(q−1)(k−1) , α = λ
(1− e−λ)(q−1)(k−1)
. (5.6)
Define the function
h(λ) =
λ
(1− e−λ)(q−1)(k−1)
. (5.7)
Let αr be the minimum of h(λ) over R
+. If α < αr then there is no solution to α = h(λ) and H′core is of size
o(n).
Proposition 5.4. If α > αr then the number of vertices in the core is w.h.p. given by Υ(q, k, c) · n+ o(n) where
Υ(q, k, c) =
[
(qk−1 − 1) · λ(q, k, c)
ck
] 1
k−1
.
Proof. By definition of ρ, the expected number of vertices in the core is asymptotically equal to ρn. Recalling
(5.5) and the fact that λ = αρk−1,
ρn = (λα−1)
1
k−1 = Υ(q, k, c) · n+ o(n).
The proposition follows by the Chernoff inequality.
Lemma 5.5. The function h(λ) defined above has a unique global maximium onR+ at a value λr which satisfies
λr = ln(q − 1)(k − 1) + ln ln(q − 1)(k − 1) + oq,k(1).
Proof. In what follows we set x = (q − 1)(k − 1). Differentiating shows that h′(λ) = 0 if and only if
(1− e−λ)x − xλe−λ(1− e−λ)x−1 = 0
which holds if and only if
eλ − 1 = xλ. (5.8)
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If we substitute t = −λr − 1/x then (5.8) becomes tet = −e−1/x/x and the solution is given by
λr = −W−1(−e−1/x/x)− 1/x, (5.9)
whereW−1 is the non-principal real branch of the Lambert-W function [13]. Applying the recursionW−1(s) =
ln(−s)− ln(−W−1(s)) yields
−W−1(−e−1/x/x) = − ln
(
e−1/x/x
)
+ ln(−W−1(−e−1/x/x))
= 1/x+ lnx+ ln(−W−1(−e−1/x/x)).
Therefore λr is given by
λr = −W (−e−1/x/x)− 1/x = lnx+ ln(−W−1(−e−1/x/x))
= lnx+ ln
(
1/x+ lnx+ ln(−W−1(−e−1/x/x))
)
= lnx+ ln
(
lnx
[
1 +
1/x+ ln(−W−1(−e−1/x/x))
lnx
])
= lnx+ ln lnx+ ln
(
1 +
x−1 + ln(−W−1(−e−1/x/x))
lnx
)
= lnx+ ln lnx+ ǫ(q, k),
where
eǫ(q,k) > 1 +
[(q − 1)(k − 1)]−1 + ln ln((q − 1)(k − 1))
ln(q − 1)(k − 1) .
Guided by (5.5) and (5.6) we define cr > 0 by
cr =
qk−1 − 1
k
· λr
(1 − eλr)(q−1)(k−1) . (5.10)
By Lemma 5.5, if we again set x = (q − 1)(k − 1) then
cr =
qk−1 − 1
k
· lnx+ ln lnx+ ox(1)(
1− eǫ(q,k)x ln x
)x
=
qk−1 − 1
k
(lnx+ ln lnx+ ox(1))
(
1 +
eǫ(q,k)
x lnx
+
(
eǫ(q,k)
x lnx
)2
+ · · ·
)x
=
qk−1
k
(lnx+ ln lnx+ 1 + oq(1)) ,
matching (1.1). It remains to prove that this value of cr marks the rigidity threshold, by proving Theorem 1.2.
5.2 Rigidity in the Kempe core
We define a flippable set to be a set of vertices T ⊂ H′core such that for every v ∈ T there exists γ ∈ [q] \ σ(v)
such that for all (v, γ)-essential edges e we have (e\{v}) ∩ T 6= ∅. If τ is any other colouring that differs from
σ on H′core then (σ∆τ) ∩ H′core is a flippable set. Take v ∈ (σ∆τ) ∩ H′core. As v is in the core we know that
there exists an essential edge e such that σ(e\{v}) = τ(v). Therefore for e to not be monochromatic under τ ,
an element of e\{v} must also be recoloured under τ .
Let ΨT (v, γ) be the event that for all (v, γ)-essential edges e we have (e\{v}) ∩ T 6= ∅. A flippable set T
induces a directed multigraph D(T ) on the vertex set of T with arcs defined as follows: for each v ∈ T and
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γ ∈ [q]\{σ(v)} if ΨT (v, γ) occurs then for every (v, γ)-essential edge e and vertex u ∈ (e\{v}) ∩ T we add an
arc from v to u. Further, let d+T (v, γ)
(
respectively d−T (v)
)
be the number of outwardly (respectively inwardly)
directed arcs in D(T ) that are created from (v, γ)-essential edges. Directed graphs arise naturally due to the
asymmetry present in essential edges.
First we work toward a proof of Theorem 1.2(a)(i). A direct first moment calculation on the number of
flippable sets is unfortunately not fruitful. This is because a flippable set typically has long paths of vertices in
the corresponding directed graph. If the path ends in a vertex with in-degree zero, then we may cut the path
at any point and still have a flippable set, thus counting the number of flippable sets of size t misrepresents the
situation. When approaching this problem in the bicolouring case, Molloy and Restrepo [24] defined weakly
flippable sets as the restriction of a flippable set to a denser part of the hypergraph. This deals with the problem
of over counting paths but results in significant technical difficulty (in particular, when you cut the flippable set
in this way it is no longer actually a flippable set).
Instead, armed with contiguity, our approach is to define what we call ∗-flippable sets as the largest subset of
a flippable set T such that all vertices in the corresponding directed graph have in-degree greater than or equal
to one. Again, if τ is any other colouring ofH′ that differs on a vertex in the core then (σ∆τ) ∩H′core contains a
∗-flippable set.
Lemma 5.6. For c > cr there exists ξ > 0 such that for all f(n) : N 7→ R growing arbitrarily slowly, w.h.p.
there is no ∗-flippable set T ⊆ H′core of size f(n) 6 |T | 6 ξn.
Proof. Take v ∈ Hcore. Let ξ > 0 be an arbitrarily small constant and set f(n) : N 7→ R+ to be an arbitrarily
slowly growing function. Next we fix T ⊆ H′core of size |T | = t where f(n) 6 t 6 ξn. We say that a pair (v, u)
is a candidate if there exists a (v, γ)-essential edge e such that u ∈ (e\{v}) ∩ T , irrespective of whether or not
ΨT (v, γ) occurs. Let ψT (v, e) be the number of candidates created by a particular (v, γ)-essential edge e. Set
∆ = t|H′core|
. Then for any i ∈ {0, 1, . . . , k − 1},
P [ψT (v, e) = i] =
(
k − 1
i
)
∆s(1−∆)k−i−1 (1 + o∆−1(1))
where o∆−1(1) is a term that tends to zero as ∆ goes to zero. Further we set ∆⋆ = P [ψT (v, e) > 1]. Next, let
φ(v, γ) be the number of (v, γ)-essential edges. Now φ(v, γ) tends in distribution to Y ∼ Po(λ) conditional
on the event {Y > 1}, by Lemma 5.3 and the fact that v ∈ Hcore. Further, d+T (v, γ) > 0 if and only if each
(v, γ)-essential edge creates a candidate. Then for any s > 1,
P [(φ(v, γ) = s) ∩ΨT (v, γ)] =
(
λs/s!
eλ − 1 + o(1)
)
·∆s⋆
and also
P [ΨT (v, γ)] =
eλ∆⋆ − 1
eλ − 1 (1 + o∆−1(1)).
Therefore
P
 ⋃
γ 6=σ(v)
ΨT (v, γ)
 = (q − 1) · eλ∆⋆ − 1
eλ − 1 (1 + o∆−1(1)). (5.11)
Next, we define
ΦT (+) =
⋂
v∈T
⋃
γ 6=σ(v)
ΨT (v, γ).
That is, ΦT (+) occurs if and only if for each v ∈ T there exists γ 6= σ(v) such that every (v, γ)-essential edge
e satisfies (e\{v}) ∩ T 6= ∅. In particular, if ΦT (+) holds then T will be a flippable set. Note that ΦT (+) is the
intersection (over v ∈ T ) of independent events, as an edge e can be (v, γ)-essential for at most one vertex v and
colour γ 6= σ(v), by definition. Hence by (5.11),
P [ΦT (+)] =
(
(q − 1) · e
λ∆⋆ − 1
eλ − 1 · (1 + o∆−1(1))
)t
.
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Next, we condition on ΦT (+) and calculate the probability that T is ∗-flippable.
Let dT (+) be the total number of directed edges in the induced directed graph D(T ). Note that since the
set of edges which {∪γ 6=σ(v)ΨT (v, γ)} and {∪γ 6=σ(v)ΨT (u, γ)} depend on for u 6= v are non-overlapping, it
follows that the events are independent. Therefore
E [ dT (+) |ΦT (+) ] 6
t (q − 1)
(
λ∆⋆
eλ−1
+
(k−1)·λ·∆2⋆/2!
eλ−1
+
∑
s>2 ks · (λ∆⋆)
s/s!
eλ−1
)
(q − 1) · eλ∆⋆−1
eλ−1
· (1 + o∆−1(1))
= t
 λ∆⋆
eλ∆⋆ − 1 +
(k − 1) · λ ·∆2⋆/2!
eλ∆⋆ − 1 +
∑
s>2
ks · (λ∆⋆)
s/s!
eλ∆⋆ − 1
 · (1 + o∆−1(1))6 (1 + o∆−1(1))t.
Fix δ > 0 and let χT (+) be the event that dT (+) < (1+δ)t. Define Bernoulli random variablesX1, . . . , Xt(t−1)
as follows: for each of the t(t− 1) ordered pairs of elements of T , ordered lexicographically, if the i-th ordered
pair is a directed edge in D(T ), let Xi = 1 and let Xi = 0 otherwise. Since {Xi}i∈[t(t−1)] are independent and
identically distributed, we know that
∑t(t−1)
i=1 Xi is distributed binomially. Hence
µ := E
t(t−1)∑
i=1
Xi
 = t(q − 1)(k − 1)λ∆
eλ − 1 = g(λ) · t∆ where g(λ) ∈ (0, 1) for c > cr.
Setting γ = t(1 + δ − g(λ)∆), and noting that γ/µ = 1+δg(λ)∆ − 1, it follows from the Chernoff bound that
P[¬χT (+)] = P
t(t−1)∑
i=1
Xi > (1 + δ)t

= P
t(t−1)∑
i=1
Xi > γ + µ

= exp
{
−g(λ) · t∆
[(
1 + δ
g(λ)∆
)
ln
(
1 + δ
g(λ)∆
)
− 1 + δ
g(λ)∆
+ 1
]}
6 exp
{
−t
[
(1 + δ) ln
(
1 + δ
g(λ)∆
)
− (1 + δ)
]}
6 exp {t [(1 + δ) ln (g(λ)∆) + 1]} .
Then, we observe that(|Hcore|
t
)
· P[¬χT (+)] 6 exp
{
t [(1 + δ) ln (g(λ)∆) + 1] + t ln
(
e∆−1
)}
= exp
{
t
[
ln
(
(g(λ)∆)1+δ
∆
)
+ 2
]}
6 exp
{
t
[
ln
(
g(λ)1+δ∆δ
)
+ 2
]}
.
Since ∆ < ξ/ρ and ξ is arbitrary, δ, ξ may be chosen such that
(
|Hcore|
t
) · P[¬χT (+)] 6 exp{−Ω(t)}. Next, we
observe that
3
[(
1 + δ
2 + δ
)2+δ (
1 + δ
δ
)δ]t
6 3−t.
Set ΦT (−) be the probability that the in-degree of each v ∈ T is non-zero conditional on the occurrence of
ΦT (+). If r = (1 + δ)t then the probability that ΦT (−) occurs is dominated by a balls-into-bins experiment
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where we throw r balls into t bins and require that each bin is non-empty. Observe that
P [ΦT (−) |ΦT (+) ∩ χT (+)] 6
(
r − 1
t− 1
)/(r + t− 1
t− 1
)
=
(r − 1)!
(r − t)! ·
r!
(r + t− 1)!
∼ (r − 1)
r−1
(r + t− 1)r+t−1 ·
rr
(r − t)r−t
6
3 · [(1 + δ)t]2(1+δ)t
[(2 + δ)t](2+δ)t[δt]δt
= 3 ·
[(
1 + δ
2 + δ
)2+δ (
1 + δ
δ
)δ]t
6 3−t.
Let F (t) be the number of ∗-flippable sets T ⊆ H′core of size |T | = t. Below we denote by Φt(+),Φt(−), χt(+)
the events ΦT (+),ΦT (−), χT (+) for an arbitrary set T of size t. There existsK(q, k) > 0 such that
E[F (t)] 6
(|H′core|
t
)
· P [Φt(+)] · P [Φt(−) |Φt(+)]
6
(|H′core|
t
)
· P [Φt(+)] ·
(
P [Φt(−) |Φt(+) ∩ χt(+)] + P[¬χt(+) |Φt(+)]
)
]
6
(|H′core|
t
)
· (P [Φt(+)] · P [Φt(−) |Φt(+) ∩ χt(+)] + P[¬χt(+)])]
6
[
e
3
·∆−1 · (q − 1) · e
λ∆⋆ − 1
eλ − 1
]t
+ exp{−Ω(t)}]
6
[
(q − 1)(k − 1)λ
eλ − 1 ·
e
3
· (1 +K∆)
]t
+ exp{−Ω(t)}. (5.12)
Further, for c > cr we know from the definition of λr that
(q − 1)(k − 1)λ
eλ − 1 < 1. (5.13)
For the remainder of the proof we condition on the event |H′core| > 12Υ(q, k, c) · n, which occurs w.h.p. by
Proposition 5.4. Since ∆ = t/|H′core| where t 6 ξn, it follows that ξ may be chosen so that e3 (1 + K∆) < 1.
Hence from Markov’s inequality we have P[F (t) > 0] 6 exp{−Ω(t)}. Finally, there are linearly many values
of t between f(n) and ξn, and summing over this range completes the proof.
Lemma 5.7. For c > cr there exists δ > 0 such that for all g(n) : N → R growing arbitrarily slowly, w.h.p.
there is no flippable set S ⊆ H′core of size g(n) 6 |S| 6 δn.
Proof. In this proof we use ξ and f(n) from Lemma 5.6. For a flippable set S define S∗ to be the largest ∗-
flippable subset of S. Let Y be the set of all ∗-flippable sets B such that |B| 6 f(n) and defineX(0) = ∪B∈YB.
Since the union of two ∗-flippable sets is again ∗-flippable, we know that X(0) is ∗-flippable.
For α > 1 define
X(α) = X(α−1) ∪ {v ∈ H′core\X(α−1) : ∃ γ such that ΨX(α−1)(v, γ) occurs}.
The process above begins with a ∗-flippable set and iteratively adds vertices that ensure the new set is a flippable
set. It is not hard to see that in fact every flippable set can be reconstructed from its ∗-flippable set in this way.
Further for v ∈ H′core\X(α), we know that X(α) ∪ {v} is a flippable set if and only if
⋃
γ 6=σ(v)ΨX(α)(v, γ)
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occurs for some γ 6= σ(v). We know from (5.11) and (5.12) that there exists ν > 0 such the expected size of
|X(α)\X(α−1)| is equal to
(1 + o(1)) · nρ · P
 ⋃
γ 6=σ(v)
ΨX(α)(v, γ)
 6 (1 + kξ) · (q − 1)(k − 1)λ
eλ − 1 · |X(α)| 6 (1− ν) · |X(α)|.
To see that this is the case, recall that (5.13) holds as c > cr. Further after multiplying the left hand side of (5.13)
by (1 + kξ) the result is still less than one if ξ is sufficiently small. If we apply this argument inductively, then it
follows that E[|X(α)\X(α−1)|] 6 (1− ν)α ·E[|X(0)|]. Further, as the process continues we will eventually have
X(α+1) = X(α) =: X(∞) where E[|X(∞)|] 6 |X(0)|/ν.
Finally, if we condition on Lemma 5.6 then w.h.p. no ∗-flippable set exists of size between f(n) and ξn.
It must be that |X(0)| 6 f(n), otherwise there would be a subset of Y such that the union over this subset
would produce a ∗-flippable set of size between f(n) and ξn. Hence, there exists g(n) such that from Markov’s
inequality w.h.p. we have |X(∞)| 6 (f(n))2/ν = g(n). For an arbitrary flippable set A we know from Lemma
5.6 that either |A∗| 6 f(n) or |A∗| > ξn. In the second case the lemma follows immediately with δ = ξ. For
the first, since |A∗| 6 f(n) we must have A∗ ⊆ X , but then |A| 6 |X∞| 6 g(n), as required.
Proof of Theorem 1.2. The proof of Theorem 1.2(a)(i) follows immediately from Lemma 5.6 and Lemma 5.7.
For Theorem 1.2(a)(ii) we must prove that all but a vanishing proportion of vertices outside the core are
not 1-frozen. Fix an integer valued function g(n) which grows arbitrarily slowly and perform g(n) iterations
of the stripping process. Take an arbitrary v∗ ∈ H′(0)\H′(g(n)) such that there are no cycles in the depth
g(n)-neighbourhood of v∗. For j = 0, . . . , g(n) let Ij = (H′(j)\H′(j + 1)) ∩ Ng(n)(v∗) be the set of vertices
in the depth-g(n) neighbourhood of v∗ which are stripped at the j-th iteration of the stripping process. We will
show that there exists t ∈ N and a sequence of colourings σ = σ0, σ1, . . . , σt, such that |σi∆σi+1| = 1 and
σ(v) 6= σt(v) (for convenience, in our sequence of colourings below we will use two indices). By definition, this
will show that v∗ is not 1-frozen.
For j = 0, . . . , g(n) and each vertex v ∈ Ij , there exists some γ 6= σ(v) such that no (v, γ)-essential edge
exists in H′(j). Label the vertices in Ij as vj,1, . . . vj,|Ij | (lexicographically) and let γj,i be the smallest colour
such that no (vj,i, γj,i)-essential edge exists inH′(j). We define
σj,i(w) =
{
σj,i−1(w) if w 6= vj,i,
γj,i if w = vj,i,
(5.14)
where σj,0 = σj−1,|Ij−1 | and σ0,0 = σ. We call this the recolouring process. To see that this process defines a
sequence of proper colourings, take an arbitrary vj,i and recall that no (vj,i, γj,i)-essential edge exists in H′(j).
This means that every (vj,i, γj,i)-essential edge e has non-empty intersection with ∪s6j−1Is. However, the
colour of all of these vertices has changed during previous steps of the recolouring process, and hence these
edges are no longer (vj,i, γj,i)-essential under σj,i. Further, since we assume there are no cycles in the depth
g(n)-neighbourhood of v∗, no ‘new’ essential edges can be created during the recolouring process. Therefore,
the recolouring process defines a sequence of proper colourings.
Since g(n) is growing and the fixed point equation (5.6) is not a function of n, it follows that
E [|H′core\H′(g(n))|] 6 g(n),
That is, the expected number of vertices not yet stripped by the g(n)-th iteration of the stripping process is at
most o(n). Further, we know from Lemma 5.2 that the expected number of vertices with a cycle in the depth-g(n)
neighbourhood is at most o(n). Therefore, it follows from Markov’s inequality that w.h.p. all but o(n) vertices
are 1-frozen, completing the proof of Theorem 1.2(a)(ii).
The proof of Theorem 1.2(b)(i) follows in a similarly after noting that when c < cr the fixed point equation
ρ = (1− e−λ)q−1 has only ρ = 0 as a solution.
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