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mmWave/THz Channel Estimation Using
Frequency-Selective Atomic Norm Minimization
Yicheng Xu, Hongyun Chu, Xiaodong Wang
Abstract—We propose a MIMO channel estimation method
for millimeter-wave (mmWave) and terahertz (THz) systems
based on frequency-selective atomic norm minimization (FS-
ANM). Due to the strong line-of-sight property of the channel
in such high-frequency bands, prior knowledge on the ranges of
angles of departure/arrival (AoD/AoA) can be obtained, which
can be taken into account by the proposed channel estimator,
to improve the estimation accuracy. Simulation results show that
the proposed method can achieve considerable performance gain,
as compared with existing approaches.
Index Terms—mmWave/THz channel estimation, frequency-
selective atomic norm, MIMO.
I. INTRODUCTION
The mmWave/THz communication has been considered as
a promising technique for future wireless communication sys-
tems [1], [2]. To compensate for the severe signal propagation
loss at mmWave/THz band, the systems are expected to con-
figure with massive antenna arrays at transceivers to achieve
sufficient beamforming gains. For such MIMO systems, it
is well known that the channel state information (CSI) is
indispensable for reliable signal transmission and reception,
and especially useful for designing efficient beamformers
in mmWave/THz band [3]. However, channel estimation is
challenging in mmWave/THz systems with a large number of
antennas and low signal-to-noise ratio (SNR). Conventional
channel estimation methods are based on the rich scattering
assumption, so they are rather inefficient due to high training
overhead and computational cost.
Based on the sparse representation of the MIMO channel
[6], the channel estimation problem becomes equivalent to
estimating only the AoD/AoAs of dominant paths and the
corresponding path gains [4]. Leveraging on this, various
channel estimators have been proposed in [5]–[13]. In par-
ticular, in [5], [6], closed-loop beam training based methods
such as multistage beam search are proposed for channel
estimation. The objective of beam scanning is to search for
the best precoder-combiner pair by letting the transceiver
scan the adaptive sounding beams chosen from pre-determined
sounding beam codebooks. While such closed-loop methods
have been adopted in practical systems, their performance
tends to be limited by the training beam patterns selected from
the pre-determined codebook since the beam are usually wider
than the desired accuracy due to the limitation in hardware and
RF circuits [5]. Different from the above closed-loop beam
training techniques, the open-loop techniques perform explicit
channel estimation using multiple signal classification (MU-
SIC) and compressive sensing (CS) methods by transmitting
pilot symbols, which do not involve the time- and energy-
consuming feedback process between the transceiver pair. In
[7], a subspace-based channel estimation method that makes
use of the MUSIC algorithm is proposed. A two-dimensional
(2D) MUSIC algorithm for beamformed MIMO channel esti-
mation is proposed in [8]. The MUSIC algorithm can result in
worse performance than the CS-based algorithm in noisy en-
vironment. On the other hand, a number of CS-based channel
estimators [9]–[15] have been proposed based on the virtual
angular domain representation of MIMO channels [11], [12],
which describes the channel with respect to some fixed basis
functions of angles whose performance strongly depends on
the designed dictionaries and gridding scheme in the angular
domain. In order to make the grid fine enough and achieve high
estimation accuracy, a refinement phase is proposed in [14] to
seek the minimizer of the maximum likelihood cost function
in the neighborhood of the current estimate. For reducing the
basis mismatch, the grid update strategy is proposed in [15],
which is implemented by exploiting the iterative surrogate
function to push the grid points toward the true angles.
As an alternative, a gridless approach [16], which uses
atomic norm minimization (ANM) to manifest the signal
sparsity in the continuous parameter domain, has been pro-
posed for several signal processing applications such as super-
resolution frequency estimation [18], spectral estimation [17],
angular estimation [19], [20] and uplink multiuser MIMO
channel estimation [21]. Under certain conditions, ANM can
achieve exact sparse signals reconstruction, avoiding the ef-
fects of basis mismatch which can plague grid-based CS
techniques.
In mmWave/THz systems, the channels exhibit strong line-
of-sight. Hence it is possible to obtain prior knowledge on
the ranges of AoD/AoAs. In this paper, we propose a channel
estimator that can incorporate such prior knowledge, based on
frequency-selective atomic norm minimization.
II. SYSTEM MODEL
We consider a downlink MIMO communication system
working at mmWave/THz band, where a BS equipped with Nt
antennas transmits data to a UE equipped with Nr antennas.
The channel H can be expressed as [22]
H =
∑L
l=1
αla(Nr, φl)a
H(Nt, θl), (1)
where αl ∼ CN (0, P¯ /√ρ) is the complex gain of the lth
path, l = 1, ..., L, with P¯ and ρ denoting the average power
gain and the average path loss between the BS and the UE
respectively. a(Nt, θl) and a(Nr, φl) denote the antenna array
2response vectors of the BS and the UE respectively. In this
paper, we consider the uniform linear arrays (ULA), where
array response is in the form of
a(N,φ) = [1, ei2πφ, ..., ei2π(N−1)φ]T , (2)
In (1), φl = (d/λ) sin(φ¯l) and θl = (d/λ) sin(θ¯l), with
λ denoting the signal wavelength, d denoting the interval
between adjacent antenna elements, and φ¯l, θ¯l being the UE’s
azimuth AoA and the BS’ azimuth AoD of the lth path
respectively.
In this paper, we assume that the ranges of the AoD/AoAs
are known a priori, i.e., ∀l, θ¯l ∈ Ω1, φ¯l ∈ Ω2 with Ω1,Ω2 ⊂
[0, 2pi]. Thus we have θl ∈ I1 and φl ∈ I2, with I1, I2 ⊂
[−d/λ, d/λ], l = 1, ..., L. Without loss of generality, we set
d/λ = 1/2 in this paper.
The channel H in (1) can be written in the matrix form as
H = ArΛA
H
t , θl ∈ I1, φl ∈ I2, (3)
where Λ = diag(α1, ..., αL), and the matrices
At = [a(Nt, θ1), ..., a(Nt, θL)] and Ar =
[a(Nr, φ1), ..., a(Nr, φL)] contain the array response of
the BS and the UE respectively.
To estimate the channel matrix, the transmitter transmits S
distinct beams during S successive time slots, i.e., in the s-th
time slot, the beamforming vector fs ∈ CNt is selected from a
DFT codebook of dimension Nt [24]. Thus the received signal
of the s-th time slot can be expressed as
ys = Hfsxs + ns, (4)
where ns ∼ CN (0, σ2nINr ) is the additive white Gaussian
noise with INr denoting the Nr ×Nr identity matrix, and xs
denotes the pilot symbol in the s-th time slot. The receiver
collects ys ∈ CNr×1 for s = 1, ..., S, and concatenates them
to obtain the signal matrix
Y = [y1, ...,yS ] = HFX+N, (5)
where F = [f1, ..., fS ] ∈ CNt×S consists of the beamforming
vectors of the S time slots, X = diag(x1, ..., xS) ∈ CS×S ,
and N = [n1, ...,nS ] ∈ CNr×S .
III. CHANNEL ESTIMATION USING FS-ANM
A. Single Rx Antenna
When the UE has only one antenna, i.e., Nt > 1, Nr = 1,
then ys is a scalar. We denote
y˜ = [y1, ..., yS ]
H = XHFH h˜+ n˜, (6)
where h˜ = HH |Nr=1 =
∑L
l=1 α
∗
l a(Nt, θl), n˜ =
[n1, ..., nS ]
H .
To solve the off-grid problem, we employ the FS atomic
norm to enforce the sparsity of h˜. First, we briefly introduce
the concept of FS Vandermonde decomposition and FS atomic
norm [23].
Define I = (fL, fH) ⊂ [− 12 , 12 ] as a frequency interval, and
trigonometric polynomial
β(f) = r1z
−1 + r0 + r−1z, (7)
where z = ei2πf , r1 = e
iπ(fL+fH)sgn(fH − fL), r0 =
−2 cos(pi(fH − fL))sgn(fH − fL), r−1 = r∗1 . Then β(f) is
always positive for f ∈ I, and negative for f ∈ [− 12 , 12 ] \ I.
Given I ⊂ [− 12 , 12 ], a Toeplitz matrix T ∈ CN×N with
r = rank(T) ≤ N − 1 admits a unique FS Vandermonde
decomposition as T =
∑r
k=1 cka(N, fk)a
H(N, fk) with fk ∈
I, if and only if {
T  0
Tβ  0
, (8)
where T = Toep(t) is generated by a complex sequence
t = [t−N+1, t−N+2, ..., tN−1]
T , where Toep(·) denotes the
Toeplitz matrix whose first column is the last N elements of
the input vector, ck > 0, Tβ is a Toeplitz matrix defined as
[Tβ ]mn =
∑1
j=−1 rjtm−n−j , 1 ≤ m,n ≤ N − 1.
From (6), the class of signals is h˜ =
∑L
l=1 α
∗
l a(Nt, θl).
Therefore the FS atom is of the form a(Nt, θ) ∈ CNt×1. The
FS atomic set is defined as AI = {a(Nt, θ)|θ ∈ I}. The FS
atomic norm is then
‖h˜‖AI = inf
a(Nt,θl)∈AI
αl∈C
{
L∑
l=1
|αl| : h˜ =
L∑
l=1
α∗l a(Nt, θl)
}
.
(9)
Note that (9) is equivalent to the following semi-definite
program (SDP) [25]

‖h˜‖AI = inf
t∈C(2Nt−1)×1
t∈R
1
2Nt
Tr(Toep(t)) +
t
2
s.t.
[
Toep(t) h˜
h˜H t
]
 0,Tβ  0,
(10)
where Tr(·) denotes the trace,  0 indicates a semidefinite
matrix, t =
∑L
l=1 |αl|, and Tβ is defined in (8).
According to (6), the 1D channel estimation can be formu-
lated as the following optimization problem:
hˆ = arg min
h˜∈CNt×1
1
2
‖y˜ −XHFH h˜‖22 + µ‖h˜‖AI , (11)
where µ > 0 is the weight factor. In practice, we set µ ≃
σn
√
Nt log(Nt).
The problem in (11) has n = O(Nt) free variables and
m = 2 linear matrix inequations (LMI), and the i-th LMI has
size of ki × ki with ki = O(Nt). It follows from [28] that a
primal-dual algorithm for (11) has a computational complexity
on the order of(
1 +
m∑
i=1
ki
) 1
2
n
(
n2 + n
m∑
i=1
k2i +
m∑
i=1
k3i
)
= O(N4.5t ).
(12)
By arguments similar to those above, the original atomic norm
method [26] in the absence of prior knowledge has the same
computational complexity of O(N4.5t ).
B. Multiple Rx Antennas
For the case of Nt, Nr > 1, Y in (5) is vectorized as
y˜ = vec(Y) = (XTFT ⊗ I)h˜+ n˜, (13)
3where I is the identity matrix of size Nr, h˜ = vec(H) =∑L
l=1 αla
∗(Nt, θl)⊗a(Nr, φl) and n˜ = vec(N), with ⊗ being
the Kronecker product.
Before solving the problem, we first extend the FS atomic
norm in [23] to the 2D case as follows.
For the 2D case, we define I1 = (fL1, fH1) ⊂ [− 12 , 12 ],I2 = (fL2, fH2) ⊂ [− 12 , 12 ] and a 2-level Toeplitz matrixT (V) ∈ CNtNr×NtNr formed by the elements of V, whereV
is defined as V = [v−Nr+1,v−Nr+2, ...,vNr−1], with vj =
[vj(−Nt + 1), vj(−Nt + 2), ..., vj(Nt − 1)]T ∈ C(2Nt−1)×1,
j = −Nr + 1,−Nr + 2, ..., Nr − 1. More specifically, T (V)
is in the form of
[T (V)]pq = Toep(vp−q),
[Toep(vj)]mn = vj(m− n),
(14)
where Toep(·) denotes the Toeplitz matrix whose first column
is the last Nt elements of the input vector, j = −Nr +
1,−Nr+2, ..., Nr−1, with 1 ≤ p, q ≤ Nr denoting the block
indices and 1 ≤ m,n ≤ Nt denoting the element indices.
Similar to (7), we can write β1(f) and β2(f) according
to I1 and I2, whose parameters are denoted as {r1,j}1j=−1
and {r2,j}1j=−1, respectively. Then the corresponding 2-level
Toeplitz matrices, i.e., Tβ1 ∈ C(Nt−1)Nr×(Nt−1)Nr and Tβ2 ∈
CNt(Nr−1)×Nt(Nr−1), are given by
[[Tβ1]pq]mn =
∑1
j=−1
r1,jvp−q(m− n− j), (15)
where 1 ≤ p, q ≤ Nr, 1 ≤ m,n ≤ Nt − 1, and
[Tβ2]pq =
∑1
j=−1
r2,jToep(vp−q−j), (16)
where 1 ≤ p, q ≤ Nr − 1.
Define the 2D FS atom as b(θ, φ) = a(Nt, θ)⊗a(Nr, φ) ∈
CNtNr , and the set of 2D FS atoms as AI1,I2 = {b(θ, φ)|θ ∈
I1, φ ∈ I2}. Then the 2D FS atomic norm of any signal p
with respect to AI1,I2 is defined as
‖p‖AI1,I2 = infαk∈C
θk∈I1,φk∈I2
{
K∑
k=1
|αk| : p =
K∑
k=1
αkb(θk, φk)}.
(17)
Lemma 1 Given I1, I2 ⊂ [− 12 , 12 ], a 2-level Toeplitz matrixT (V) ∈ CNtNr×NtNr with r = rank(T (V)) < min(Nt, Nr)
admits a unique FS Vandermonde decomposition as T (V) =∑r
k=1 ckb(θk, φk)b
H(θk, φk) with θk ∈ I1 and φk ∈ I2, if
and only if 

T (V)  0
Tβ1  0
Tβ2  0
, (18)
where T (V), Tβ1 and Tβ2 are defined in (14), (15) and (16)
respectively.
The proof of lemma 1 can be found in the appendix.
For the 2D FS atomic norm, we have the corresponding
SDP formulation as follow:
Lemma 2 It holds that
‖p‖AI1,I2 = min
V,t
1
2NtNr
Tr(T (V)) + 1
2
t,
s.t.
[T (V) p
pH t
]
 0, Tβ1  0, Tβ2  0.
(19)
The proof of lemma 2 can be found in the appendix.
From (13), the 2D FS atomic norm for h˜ is then
‖h˜‖AI1,I2 = infαl∈C
θl∈I1
φl∈I2
{
L∑
l=1
|αl| : h˜ =
L∑
l=1
αla
∗(Nt, θl)⊗a(Nr, φl)}.
(20)
According to lemma 2, the corresponding SDP formulation
of ‖h˜‖AI1,I2 is given by

‖h˜‖AI1,I2 = inf
V∈C(2Nt−1)×(2Nr−1)
t∈R
1
2NtNr
Tr(T (V)) + t
2
s.t.
[T (V) h˜
h˜H t
]
 0, Tβ1  0, Tβ2  0,
(21)
where the Tβ1 and Tβ2 are defined by (15) and (16), respec-
tively.
Based on (13), the 2D channel estimation can be formulated
as the following optimization problem:
hˆ = arg min
h˜∈CNtNr×1
1
2
‖y˜ − (XTFT ⊗ I)h˜‖22 + µ‖h˜‖AI1,I2 ,
(22)
where µ > 0 is the weight factor. In practice, we set µ ≃
σn
√
NtNr log(NtNr).
Finally the estimated channel matrix is given by Hˆ =
vec−1(hˆ), with hˆ being the solution to (22).
The problem in (22) has n = O(NtNr) free variables and
m = 3 LMIs, and the i-th LMI has size of ki × ki with ki =
O(NtNr). It follows from (12) that a primal-dual algorithm for
(22) has a computational complexity of O(N4.5t N4.5r ), which
equals to that of the original 2D atomic norm method in [26].
IV. SIMULATION RESULTS
In this section, we use simulation to illustrate the perfor-
mance of the proposed algorithm. The pilot matrix is set as
an identity matrix of size S. The wavelength of the signal
is set as λ = 1 × 10−3m, i.e., the system is working on
0.3THz. Note that the scattering at THz frequencies induces
more than 20 dB attenuation, which means that almost only the
LoS component can be used for reliable high-rate transmission
in THz communications. It is also worth pointing out that
the performance loss induced by the consideration that only
LoS component exists is negligible, since the number of
NLoS components is quite limited and the power of NLoS
components is much weaker (more than 20 dB) than that of
LoS component in THz communications [27]. Therefore, the
number of paths is set as L = 2, with {αl}Ll=1 generated
by CN (0, 1) and CN (0, 0.1) respectively. The interval of the
ULA is set as d = λ/2. For the 1D case, we set Nt = 128,
Nr = 1 and S = 50. {φl}Ll=1 is generated according to the
distribution U(− 12 , 12 ), with mini6=j |φi − φj | > 1/Nt. For
the 2D case, we set Nt = 16, Nr = 8 and S = 16. The
frequencies {θl}Ll=1 and {φl}Ll=1 are generated by U(− 12 , 12 ),
with mini6=j(|φi − φj |, |θi − θj |) > 1/NtNr. The fre-
quency constraints are set as Ω ∈ 2π360◦ {180◦, 120◦, 60◦, 30◦}.
The corresponding I1 = [min 12 sin(θ˜),max 12 sin(θ˜)], I2 =
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Fig. 1. NMSE of channel estimation using the proposed algorithm: estimating
(a) the 128×1 ULA channel (b) the 16×8 ULA channel, using the FS-ANM
and OMP methods with different frequency constraints (180◦ , 120◦, 60◦ and
30
◦) and different grids (0.5Nt , 0.75Nt and Nt) respectively.
[min 12 sin(φ˜),max
1
2 sin(φ˜)], where θ˜ ∈ [θ¯ − Ω2 , θ¯ + Ω2 ],
φ˜ ∈ [φ¯− Ω2 , φ¯+ Ω2 ].
For the first experiment, as shown in Fig. 1(a), to compare
with the FS-ANM algorithm, we consider two existing meth-
ods, i.e., the OMP method and the original ANM algorithm in
[26]. The result indicates that the proposed FS-ANM always
outperforms the mentioned two existing method with a gap of
about 5dB. As an off-grid algorithm, the original ANM shows
a higher performance than that of the on-grid OMP method,
which is limited by the density of grid setting. However, the
original ANM performs still worse than the proposed FS-
ANM. For the second experiment, as shown in Fig. 1(b), we
also consider the OMP method and the original ANM in [26]
as the reference. It can be seen that the precision of FS-ANM
is generally higher than the original ANM, with the gap of
about 10dB and 5dB at SNR = −10dB and SNR = 10dB
respectively. On the other hand, prior knowledge is more
informed, i.e., the frequency range becomes smaller, the FS-
ANM algorithm achieves higher accuracy.
V. CONCLUSIONS
In this paper, we have proposed a new off-grid MIMO
channel estimation method for mmWave/THz systems that can
exploit the prior knowledge on the ranges of AoD/AoA, based
on frequency-selective atomic norm minimization. Simulation
results indicates that the proposed algorithm significantly
outperforms the existing on-grid/off-grid channel estimators.
APPENDIX
Proof of Lemma 1. We first show the “if” part. It follows
from T (V)  0 that T (V) admits a unique Vandermonde
decomposition [23]. Therefore, it suffices to show θk ∈ I1
and φk ∈ I2 under the condition Tβ1  0 and Tβ2  0.
According to (14), the element of T (V) is given by
[[T (V)]pq ]mn =vp−q(m− n)
=
∑r
k=1
cke
i2π(m−n)θkei2π(p−q)φk .
(23)
Then we have
[[Tβ1]pq]mn =
1∑
j=−1
r1,jvp−q(m− n− j)
=
1∑
j=−1
r1,j
r∑
k=1
cke
i2π(m−n−j)θkei2π(p−q)φk
=
r∑
k=1
cke
i2π(m−n)θkei2π(p−q)φk
1∑
j=−1
r1,je
−i2πjθk
︸ ︷︷ ︸
β1(θk)
=
r∑
k=1
ckβ1(θk)e
i2π(m−n)θkei2π(p−q)φk ,
(24)
and hence
Tβ1 =
∑r
k=1
ckβ1(θk)b1(θk, φk)b1(θk, φk)
H
=B1diag(c1β1(θ1), ..., crβ1(θr))B
H
1 ,
(25)
where b1(θk, φk) = a(Nt − 1, θk) ⊗ a(Nr, φk), B1 =
[b1(θ1, φ1), ...,b1(θr, φr)].
According to (16) and (14), we have
[[Tβ2]pq]mn =
∑1
j=−1
r2,jvp−q−j(m− n). (26)
Similarly, we can get
Tβ2 = B2diag(c1β2(φ1), ..., crβ2(φr))BH2 , (27)
where B2 = [b2(θ1, φ1), ...,b2(θr, φr)], with b2(θk, φk) =
a(Nt, θk)⊗ a(Nr − 1, φk).
Since r ≤ min(Nt(Nr − 1), (Nt− 1)Nr), B1 and B2 have
full column ranks. Using (18), (25) and (27), we have{
diag(c1β1(θ1), ..., crβ1(θr)) = B
†
1Tβ1B†H1  0,
diag(c1β2(φ1), ..., crβ2(φr)) = B
†
2Tβ2B†H2  0,
(28)
where † denotes the matrix pseudo-inverse operator. Thus ∀k,
ckβ1(θk) ≥ 0, ckβ2(φk) ≥ 0. Since ck > 0, we have β1(θk) ≥
0 and β2(φk) ≥ 0. By the property of β(f), we finally have
θk ∈ I1, φk ∈ I2, k = 1, ..., r.
The “only if” part can be shown by similar arguments.
Given T (V) = ∑rk=1 ckb(θk, φk)bH(θk, φk), it is evident
that T (V)  0. Then on the basis of (25), (27) and the
property of β(f), we have Tβ1  0 and Tβ2  0.
Proof of Lemma 2. Let F ⋆ be the optimal objective value
of (19). We need to show that ‖p‖AI1,I2 = F ⋆.
To begin with, we first show that F ⋆ ≤ ‖p‖AI1,I2 . Let p =∑
k ckb(θk, φk)ψk be an 2D FS Vandermonde decomposition
of p on I1 and I2, with |ψk|2 = 1. Then let V conform
to T (V) = ∑k ckb(θk, φk)bH(θk, φk) and t = ∑k ck. By
5lemma 1, we have Tβ1  0 and Tβ2  0. Furthermore, it
holds that[T (V) p
pH t
]
=
∑
k
ck
[
b(θk, φk)
ψ¯k
] [
b(θk, φk)
ψ¯k
]H
 0. (29)
Thus the constructed t and V are a feasible solution to the
problem (19), with the objective value calculated as
1
2NtNr
Tr(T (V)) + 1
2
t =
∑
k
ck. (30)
Therefore, it holds that F ⋆ ≤ ∑k ck. Since the inequality
holds for any FS atomic decomposition of p on I1 and I2,
we have that F ⋆ ≤ ‖p‖AI1,I2 based on the definition of‖p‖AI1,I2 .
Next we will show that F ⋆ ≥ ‖p‖AI1,I2 . We suppose
that (t⋆,V⋆) is the optimal solution to (19). By the fact that
T (V⋆)  0, T ⋆β1  0 and T ⋆β2  0, according to lemma 1,
T (V⋆) has an FS Vandermonde decomposition on I1 and I2
given by
T (V⋆) =
∑r⋆
k=1
c⋆kb(θ
⋆
k, φ
⋆
k)b
H(θ⋆k, φ
⋆
k). (31)
Since
[T (V⋆) p
pH t⋆
]
 0, p lies in the range space of T (V⋆)
and thus has an FS atomic decomposition given by
p =
∑r⋆
k=1
c⋆kb(θ
⋆
k, φ
⋆
k)ψ
⋆
k, |ψ⋆k|2 = 1, θ⋆k ∈ I1, φ⋆k ∈ I2,
(32)
which achieves the FS atomic norm. Furthermore, it holds that
t⋆ ≥ pH [T (V⋆)]†p =
∑r⋆
k=1
c⋆k,
1
NtNr
Tr(T (V⋆)) =
∑r⋆
k=1
c⋆k.
(33)
Thus we have
F ⋆ =
1
2NtNr
Tr(T (V⋆))+ t
⋆
2
≥
∑
k
c⋆k ≥ ‖p‖AI1,I2 . (34)
Since that F ⋆ ≤ ‖p‖AI1,I2 and F ⋆ ≥ ‖p‖AI1,I2 have both
been shown, we conclude that F ⋆ = ‖p‖AI1,I2 . Thus lemma
2 is proved.
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