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
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1.1 Grundbegrie: Terme, Termalgebren, Adressen, L

ucken . . . . . . . . . . . . . . . . . . . . . 1
1.2 Gleichungstheorie, Kongruenzrelationen und H

ullenoperatoren . . . . . . . . . . . . . . . . . . 5
2 Termersetzungssysteme 13
3 Konuenz und Termination 17
4 Vervollst

andigung von Termersetzungssystemen 25
4.1 Theoretische Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Der Vervollst

andigungsalgorithmus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5 Termination von Termersetzungssystemen 43
5.1 Ordnungsrelationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2 Einbettungsrelation und Simplikationsordnungen . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 Eine allgemeine Methode f

ur Terminationsbeweise . . . . . . . . . . . . . . . . . . . . . . . . 52













uhrung bringen wir die wichtigsten Grundbegrie einschlielich der hier gebrauchten Bezeichnungen.
Der Student sollte dies zugleich zum Anla nehmen, wesentliche Teile des Stoes der Vorlesung
"
Algebrai-
sche Grundlagen der Informatik\ zu wiederholen.
 = (S;
; ) sei eine Signatur, wobei S die Menge der Sorten, 




 S die Arit

atsfunktion bezeichnen.
Wir bilden im folgenden f

ur w 2 S





= f! j ! 2 
 ^ (!) = (w; s)g
und fassen diese Menge von Operatoren gleicher Arit








zusammen und bezeichnen jetzt diese Familie  als (S{sortige) Signatur.
Beachte: In der Regel sind die meisten 
w;s
leer.
! 2  bedeutet im weiteren also: es existieren ein w 2 S

und ein s 2 S, mit ! 2 
w;s
.





































: : : s
n
.











nullstelliger Operator\), so ist auch  2 T
;s
( ist eine Konstante)
2. wenn  2 
w;s




















Wir betrachten nun Terme mit Variablen.




. Das ist dann eine S{sortige Familie von
"
Variablen\{mengen.



























































die Menge der in t vorkommenden Variablen :

Ubungsaufgabe 1
Geben Sie eine formale Denition f

ur den inhaltlich klaren Begri var(t) an!








) ist eine Abbildungs-






































































Sei A eine {Algebra mit den Bezeichnungen wie oben. Dann ist eine A{Belegung des Variablensystems X
eine Abbildung ' : X 7! A.
Satz 1.1





























uber X in Alg

Im Spezialfall A = T

(X) wird deniert:
 ' : X 7! T








(X) als Substitution (induziert von der Einsetzung ')
Bemerkung
1. Manchmal wird statt T

(X) wie oben, auch eine zu ihr isomorphe Algebra (freie Algebra, Peano{
Algebra, Ausdrucksalgebra) betrachtet und auch deren Elemente Terme genannt.













ur beliebige t 2 T





(t) = sub(t; )














) eine Termalgebra (nicht notwendigerweise die Standardtermalgebra) und t





Die Adresse (oder Stelle) a eines Teilterms t
0
von t, deren Sorte sort(a) sowie der Teilterm tja werden
induktiv wie folgt deniert:
1. Ist t
0




die Adresse 1 und es wird gesetzt: sort(1) = s; tj1 = t.
2. Ist a die Adresse eines Teilterms t
0















) mit  2 
w;s




: : : s
n
, so erhalten die Teilterme t
1
; : : : ; t
n
von t die Adressen
a:1; a:2; : : : ; a:n (in dieser Reihenfolge) und es wird gesetzt: sort(a:i) = s
i




ur i = 1; : : : n.
Die Menge der Adressen aller Teilterme von t wird mit adr(t) bezeichnet.
Beispiel 1








einfache Bestimmung der Adres-
se:





adr(t) = f1; 1:1; 1:1:1; 1:1:2; 1:1:1:1; 1:1:1:2g:
Bemerkung
1. Zu jeder Adresse a 2 adr(t) geh

ort genau eine Sorte s = sort(a) und ein Teilterm tja der Sorte s, und
umgekehrt geh

ort zu jedem Vorkommen eines Teilterms genau eine Adresse.
1




ugt es, die Menge der Positionen p im
Term (1  p  l(t)) als Adressen zu w





Formen Sie den im obigen Beispiel angef

uhrten Term t =  (x + y)  z in
"
Standardtermschreibweise\ um
und stellen Sie dann die beiden M







ur t 2 T











den Term, der entsteht, wenn man den Teilterm von t, der an der Stelle a vorkommt, an dieser Stelle streicht
und durch den Term t
0
ersetzt.
[ Anmerkung: In der Regel

andert sich dadurch nat





ur t =  (x+ y)  z, t
0
= x  (y + z); a = 1:1:1 folgt dann
t[1:1:1 t
0




























































































































onnte man Vorkommen von t
0
in t als Paar (t
0



































, der die Platzhaltervariable s enth

alt, so heit C[ ] ein




uckensorte s und man schreibt auch C[
s





] ein Kontext mit der L





, so bezeichnet C[t] den Term aus T

(X), den







= C[t] genau dann, wenn t
0
= sub(C[ ]; '):
wobei ' die Einsetzung ist mit '( s ) = t und '(x) = x f

ur alle x 2 X mit x 6= s .





achst seien ganz knapp einige Begrie zu Gleichungssystemen zusammengestellt bzw. wiederholt.
{Gleichungssystem





























ur die Untersuchung der G








aig, nur nichtleere Tr

agermengen bei den beteiligten Algebren vorauszusetzen
2
.
Eine {Algebra A erf

ullt eine Gleichung (t; t
0
) : A j= t = t
0








A ist Modell f

ur E (E g

ultig in A) genau dann, wenn 8 e 2 E : A j= e.
A heit dann (; E){Algebra.
Variet

at der (; E){Algebren: Alg
;E
Beispiel 3




Algebraische Grundlagen der Informatik\
x+ (y + 1) = (x + y) + 1
0  x = 0
(x+ 1)  y = x  y + y
Denition 1.6




heit kompatibel genau dann, wenn f













































Sei R eine Relation

uber der {Algebra A. Dann bezeichnet kom(R) den kompatiblen Abschlu von R und
wird wie folgt deniert:
1. R  kom(R)
2. wenn  2 
w;s


































3. kom(R) ist die bez

uglich  kleinste Relation, f

ur die 1: und 2: gilt.
Folgerung 1.2
Der Abschluoperator kom besitzt die H

ulleneigenschaften:
1. R  kom(R) (Einbettung)
2. R  R
0
! kom(R)  kom(R
0
) (Monotonie)
3. kom(kom(R)) = kom(R) (Abgeschlossenheit)
Satz 1.3
R sei ein beliebige zweistellige Relation











ist Kongruenzrelation in Ag


















uber A. Dann gilt
Satz 1.4








ur den Beweis sind zun












ur beliebige zweistellige Relationen Q

uber A gilt:
1. Wenn Q symmetrisch, so auch kom(Q) symmetrisch.
2. Wenn Q symmetrisch, so auch Q
+
symmetrisch.











Beweisen Sie die 1. Behauptung des obigen Lemmas 1.5.

Ubungsaufgabe 4
Beweisen Sie die 2. Behauptung des obigen Lemmas 1.5.

Ubungsaufgabe 5




















at ergibt sich unter Anwendung der H

ulle-




R direkt. Zum Beweis der
Symmetrie und Kompatiblit
















(wegen Symmetrie und Reexivit







Wegen Denition von kom und Kompatibilit







und wegen der Transitivit












Aus 1. und 2. ergibt sich die Behauptung. q.e.d.










 der stabile Abschlu S und












) 2 R f

ur eine beliebige
Einsetzung s : X 7! T

























]) 2 R folgt.
Folgerung 1.6



















]) 2 R folgt.
Bemerkung
Eine invariante Kongruenzrelation heit auch vollinvariant.


































] ist Kontext mit der L



















vgl. dazu die Denition in der Vorlesung
"
Algebraische Grundlagen der Informatik\
inv(R) heit invarianter Abschlu bzw. kontextueller Abschlu von R.











































Die verschiedenen Abschluoperationen k

onnen zwar nicht beliebig vertauscht, aber z.B. ineinander ver-
schachtelt werden wie bei der

ublichen Ableitungsrelation der Gleichungslogik:
Denition 1.11
E sei ein {Gleichungssystem




































































(4) es existiert ein  2 
w;s



































: : : t
2m
. (kompatibler Abschlu)










































uhren wir hier keinen Beweis.
Bei der Konstruktion von Kongruenzen
















] ein Kontext mit L

























Da es ein Kontext sein soll, mu gelten: C[
s






ur i = 1; 2. Damit folgt die





: : : e
n









), aber nur in genau einem e
i



























: : : e
n










. Wegen der Reexivit

at




) 2 R  kom(R) f



















































(R) = R  kom(R).
(IS) Sei C[
s



















]) 2 kom(R) folgt.





(Auf dieses Lemma wird in einem sp

















uber den Aufbau von kom)
(IA) R  inv(R)  (inv(R))
+
(IS) Sei  2 
w;s
mit w = s
1
























































































































































kom, die Grundlage, wobei zu beachten ist, da die Symmetrisierung und die Hinzunahme der Identit

at







Durch ein Gleichungssystem E wird wird eine Algebrenklasse Alg
;E























Die Idee der Auassung eines Gleichungssystems E als sogenanntes Termersetzungssystem besteht darin,








uber dem Variablensystem X heit {Reduktionssystem oder {






) 2 R gilt:
1. t
1






















rechte Seite der Regel.
Beispiel 4





















ist ein Paar (T;R) aus einer {Termfamilie T  T













ur manche unserer S

atze wird sich diese Einschr

ankung durchaus als vorteilhaft erweisen.
2
engl.: left hand side
3
engl.: term rewriting system
13
Man spricht von dem Termersetzungssystem R selbst, wenn (T






; R), das sich auf die Grundterme beschr

ankt.
Durch ein Termersetzungssystem (T;R) werden Relationen festgelegt:
Ist r : u! v 2 R eine Regel und ' : X 7! T eine Einsetzung, so heit
('(u); '(v)); auch '(u)! '(v) geschrieben,







 T  T







genau dann, wenn eine Regel r 2 R, Terme t; u; v 2 T , eine Instanz u! v von r und eine Adresse
a 2 adr(t) existieren, so da
t
1
= t[a u] und t
2
= [a v]
















































































gilt genau dann, wenn u; v 2 T

(X), ein Kontext C[ ] 2 T
L
, ein ' : X 7! T mit r = u ! v















uhrung von Beispiel 4)
Sei R das Regelsystem wie oben. Wir betrachten dazu das Termersetzungssystem R
0
, das sich auf die










(=^ 2  2 = 4)

















































































Rechnungen\ im Gleichungssystem R,

R





Nach Satz 1.14 ist

R
























 ! bezeichnen wir in naheliegender Weise den reexiv{transitiv{symmetrischen Abschlu von !
R
.


















ublichen Sprachgebrauch in diesem Zusammenhang sei bemerkt, da man vom Wortproblem
im engeren Sinne spricht, wenn die interessierende Termmenge T = T

ist. Wenn man auch Terme mit
Variablen einbezieht, also T = T

(X) betrachtet, so spricht man vom G

ultigkeitsproblem.












Rechnungsrichtung\ zu wechseln, d. h. Gleichungen von E als




































































































otig, das ist sehr unsch








ollig unklar. Es ergibt sich die
Frage:
Ist es nicht m












are eine klare Strategie. Leider ist dies aber nicht immer m

oglich. Termersetzungssysteme mit
dieser Eigenschaft sind besonders ausgezeichnet. Damit besch








Ein Termersetzungssystem (T;R) hat die Church{Rosser{Eigenschaft genau dann, wenn f









genau dann, wenn ein t
00























































































Ein Termersetzungssystem (T;R) heit konuent genau dann, wenn f


















gilt, dann existiert ein t
0




























































Ein Termersetzungssystem besitzt genau dann die Church{Rosser{Eigenschaft, wenn es konuent ist.
Beweis







































. Also ist (T;R) konuent.
( ) Sei nun (T;R) konuent. Zum Nachweis der Church{Rosser{Eigenschaft ist nur eine Implikations-
richtung zu zeigen, die andere gilt trivialerweise.



































). Fat man diese nach gleicher
"
Richtung\ zusammen,











































ist reexiv, deshalb ist obige
"










































. Aus der Konuenz folgt die Existenz von t
000

































































wobei wegen der geringeren Zahl der Zwischenglieder (n   2) f

ur die letzte Kette die (IV) an-
wendbar ist, d.h., es existiert ein t
00































Die Eigenschaft der Konuenz ist f

ur beliebige Termersetzungssysteme unentscheidbar
(d. h., es gibt kein allgemeines Verfahren, das f

ur beliebige Termersetzungssysteme angibt, ob es konuent
ist oder nicht).






uhrung des Problems z. B. auf die




1. Im Jahre 1984 haben M. Dauchet und S. Tison bewiesen, da die Konuenz f

ur Grundtermer-
setzungssysteme, d.h in den Regeln kommen keine Variablen vor, entscheidbar ist.
1987 haben sie gemeinsam mit T. HEUILLARD und P. LESCANNE einen Entscheidbarkeitsalgo-
rithmus f

ur die Konuenz von Grundtermersetzungssystemen vorgelegt.









haben disjunkte Signaturen, also keine gemeinsamen





Das wurde durch Y. Toyama im Jahre 1987 bewiesen. Diese Eigenschaft ist n

utzlich wegen der im
allgemeinen modularen Denition von abstrakten Datentypen.
F





Sei (T;R) ein Termersetzungssystem. Ein Term t 2 T heit irreduzibel, kurz t # , genau dann, wenn es
keinen Term t
0




gibt. Der Term t
0











Die Normalform eines Terms mu weder existieren noch eindeutig sein.
Wir sehen uns die Verh

altnisse im Zusammenhang mit Normalformen am Beispiel an.
Beispiel 6
1. Wenn z. B. die Regel x+ y ! y+ x in R ist, so besitzt ein beliebiger
"
Summenterm\ (mit Variablen)
in R keine Normalform.
2. Betrachte das Termersetzungssystem
N ! N j
N ! j
mit N Variable, j Konstante. Hier besitzt N abz





besitzt Normalform\ ist ein Beispiel daf

ur, da es f

ur die Untersuchung von Eigenschaften
in Termersetzungssystemen nicht nur auf das Regelsystem R ankommt, sondern die Termmenge T ganz
wesentlich ist:





: x+ y ! y + x
hinzu. Dann besitzt der Term x+y z. B. keine Normalform. Damit ist das Termersetzungssystem (T

(X); R)
nicht schwach normalisierend ($
df
jeder Term besitzt eine Normalform), aber R
0
, d. h. (T

; R) ist schwach
normalisierend! Denn jeder Grundterm l





























. Wegen Konuenz existiert ein t
0



















































Ein Termersetzungssystem (T;R) heit noethersch
1























ur die Existenz einer Normalform ist es nicht notwendig, da es keine unendlich langen Reduktionsfolgen
gibt:




und das Kommutativgesetz (Regel r
5
) dazu
als Regelsystem R. F

ur das entsprechende Termersetzungssystem R
0
stellen wir fest, da dann unendliche
Reduktionsfolgen m
















































andlich ist die Unm





Es gibt sogar schon Ein{Regel{Termersetzungssysteme, die schwach normalisierend sind wie obiges R
0
(d. h., jeder Term besitzt eine Normalform), aber nicht noethersch sind:
R : F (a; (F (x; y))! F (x; F (x; F (b; b)))
ist nicht noethersch. Zum Beispiel haben wir
F (a; F (a; F (b; b)))!
R
F (a; F (a; F (b; b)))!
R
: : : ;
aber dieser Term hat eine Normalform:
F (a; F (a; F (b; b)))!
R






F (b; F (b; b))))!
R
F (b; F (b; F (b; b))) # :

Ubungsaufgabe 6










Leider gilt auch hier der
Satz 3.4 (G. Huet; D. S. Lankford 1978)
Es ist unentscheidbar, ob ein beliebig gegebenes Termersetzungssystem noethersch ist.
Die Verh

altnisse sind zum Teil noch komplizierter als bei der Konuenz. Es wurde beispielsweise bewiesen:
Satz 3.5 (N. Dershowitz 1985/87)




arfung wurde die Unentscheidbarkeit der Termination f

ur sogar nur Ein{Regel{Termer-
setzungssysteme durch M. Dauchet 1987 gezeigt.
Im Gegensatz zur Konuenz ist das Noetherschsein nicht einmal eine modulare Eigenschaft, wie das folgende
Gegenbeispiel von Y. Toyama (1987) zeigt:
R
1
: if x then 1 else 0  ! if x then x else x 
R
2
: x _ y ! x
x _ y ! y




beide noethersch sind. Zum Beispiel kann man anf

uhren, da sich in
den Termen der Reduktionsfolgen bei Anwendung von R
1
die Anzahl der Vorkommen der Teilzeichenreihe
"
1 else 0\ reduziert, beziehungsweise bei Anwendung von R
2










ist folgende unendliche Reduktionsfolge m

oglich:
if 0 _ 1 then 0 _ 1 else 0 _ 1  !
R
2
if 0 _ 1 then 0 _ 1 else 0  !
R
2
if 0 _ 1 then 1 else 0  !
R
1
if 0 _ 1 then 0 _ 1 else 0 _ 1  ! : : :
Allerdings gilt auch hier (analog zur Konuenz):
F

ur Grundtermersetzungssysteme (in den Regeln kommen keine Variablen vor) ist die Termination ent-
scheidbar (Huet / Lankford 1978).
Wegen der Unentscheidbarkeit der Termination sind also auch hierf

ur hinreichende Kriterien f

ur gewisse
Klassen von Termersetzungssystemen zu suchen, daf



























wei; rot ! rot; wei
blau; rot ! rot; blau
blau; wei ! wei; blau
Terme sind hier beliebige Folgen von Konstanten. Die Folgenbildung mu man hier als \beliebigstelligen\









) (x  y)! ()) x  y)  y

Ubungsaufgabe 8
Ist dieses Ein{Regel{System noethersch ?




 p ! p
 (p ^ q) ! ( p_  q)
 (p _ q) ! ( p^  q)
p ^ (q _ r) ! (p ^ q) _ (p ^ r)
(p _ q) ^ r ! (p ^ r) _ (q ^ r)













andig die Termstruktur. Betrachte zum Beispiel:
 (F ^ (W_ W ))! : : :! F _ (W ^W )





uhren Sie obige Ableitungen ausf

uhrlich aus. Welche Regeln werden angewendet?
Wir kommen auf dieses Beispiel auf Seite 57 zur

uck.
Zusammenfassend haben wir bisher:
Konuenz f

uhrt zur Eindeutigkeit der Normalform, das Noetherschsein zur Existenz einer Normalform.
Denition 3.5
Ein Termersetzungssystem (T;R) heit vollst

andig (oder kanonisch, manchmal auch konvergent) genau























Ein Termersetzungssystem (T;R) heit lokal konuent genau dann, wenn f














, so existiert ein t
0












































Aus der Konuenz folgt stets die lokale Konuenz.
Beweis












































Hier nun unser einfacheres Konuenzkriterium:
Satz 4.2 (Newman's Lemma [1942])



















Aber R ist nicht konuent, so hat A zum Beispiel zwei Normalformen:
A!

C # und A!

D # :






Sei (T;R) ein endliches, noethersches Termersetzungssystem. Dann ist f

ur einen beliebigen Term t 2 T die
Menge











Das Regelsystem R ist endlich und die Anzahl der Vorkommen von Teiltermen in jedem Term ebenfalls.
Dann ist also f

ur jeden Term die Zahl der Redexe, die er enth

alt, endlich. Also ist f

ur alle w 2 T

1












ur ein t 2 T sei (t) un-









(t) mu endlich sein).
Dann gibt es also mindestens ein u
i
mit







ahle ein solches u
i
und bezeich-
ne es als t
1







































































































































: : : im Widerspruch
dazu, da R noethersch ist. Also ist die Annahme falsch und die Behauptung richtig. q.e.d.
Folgerung 4.4




Sei (t) = fu
1
; : : : ; u
n






und es gibt ein k
i















at sich Newman's Lemma nun induktiv beweisen:
Beweis
Sei (T;R) noethersch. Es ist nur zu zeigen, da aus der lokalen Konuenz die Konuenz folgt. Wir beweisen
induktiv f

ur alle n 2 IN :
(IB) F

























(IA) n = 0. Dann folgt t = u = v. Setze t
0
= t. Daraus folgt die Behauptung.
(IS) 1. t = u oder t = v. F

ur t = u setze t
0












trivialerweise. Falls t = v setze t
0
= u. Dann folgt die Behauptung analog.




















v. Wegen max(t)  n folgt
max(u
1
)  n  1 und max(v
1
)  n  1.






















u existiert nach Induktionsvorausset-
zung wegen max(u
1






























)  n   1.
Nach Induktionsvoraussetzung existiert also
t
0

























































































Zum Rechnen mit Normalformen sind deren Existenz und Eindeutigkeit anzustreben. Daf

ur sind Termina-
tion (R noethersch) und Konuenz hinreichend. Angenommen, ein gegebenes Termersetzungssystem (T;R)
sei noethersch. Welche Situationen sind dann f

ur die Konuenz kritisch ?
Beispiel 12
1. x+ 0! x
2. x  (y + z)! x  y + x  z
 3  1
% (1)
 3  (1 + 0)
& (2)
 (3  1 + 3  0)
Eine kritische Situation kann dann entstehen, wenn es einen Term t gibt, auf den zwei Regeln u ! v und











das heit, in t mu sowohl ein Redex zu u, als auch zu x vorhanden sein. O.B.d.A. kann man voraussetzen,
da var(u) \ var(x) = ; ist. (Man kann dann mit
"
einheitlicher \ Einsetzung arbeiten.)
Eine kritische Situation kann also entstehen, falls es eine Einsetzung  gibt, so da sowohl (u) als auch











































Solche Situationen aber sind unkritisch, denn die lokale Konuenz
ist sofort gesichert.
Die Regeln u ! v und x ! y lassen sich hier in beliebiger Rei-






(u); (x) als Teilterme von t f

uhren also nur dann zu einer kritischen Situation, falls sie nicht
"
disjunkt\sind.
Wegen der Termstruktur mu also einer Teilterm des anderen sein. O.B.d.A. sei
































































Ein Anwenden der Regel u ! v verhindert im allgemeinen die
Anwendung der Regel x! y und umgekehrt.
Falls (x) Teilterm von (u) ist, so gibt es stets ein solches t, Die
kritische Situation ist also unabh





(Man beachte: u; x als LHS von Regeln sind keine Variablen.)
Daraus ergibt sich die allgemeine
Denition 4.2
Sei (T;R) ein Termersetzungssystem mit T  T





) 2 R heien

uberlappend
genau dann, wenn Einsetzungen ';  existieren und eine Adresse a 2 adr(t) mit
tja 62 X und '(tja) =  (s):
O.B.d.A. kann man R so w









var(t) \ var(s) = ;:
Dann lassen sich obige Einsetzungen ' und  zu einer Einsetzung  zusammenfassen:
(tja) = (s)






Eine Einsetzung  heit allgemeinster Unikator mgu (most general unier) f

ur die Terme t und s genau
dann, wenn
(t) = (s) und 8((t) = (s)! 9'( = '  )):
Beispiel 13
Vergleiche dazu obiges Beispiel 12.
t = x  (y + z)
s = v + 0




uberlappend ausweist, ist die oben angewendete:
(x) = 3; (y) = 1; (z) = 0; (v) = 1 :
Ein mgu daf

ur ist  mit (y) = v; (z) = 0.
F









) 2 R zwei

uberlappende , o.B.d.A. variablendisjunkte Regeln, so da tja 62 X und s mit






ein kritisches Paar von R. Die Menge aller kritischen Paare von R bezeichnen wir mit CP(R) .
Bemerkung
(zur Superposition)




oglichen Regelpaare in allgemeinster Weise die LHS der ersten
Regel mit den nichtvariablen Teiltermen der LHS der zweiten Regel zu unizieren, falls m

oglich.
Ein kritisches Paar resultiert dann aus den zwei m

oglichen Wegen der Reduktion der gemeinsamen
"
Instanz\:




















2. Die Menge CP(R) ist f

ur endliche Reduktionssysteme stets endlich. Die Unikation zweier Terme ist
stets entscheidbar und ein mgu stets berechenbar
1
Damit ist auch die Menge CP(R) stets berechenbar.
Satz 4.5 (Huet{Theorem)
(von Huet 1980; 1970 unter der Voraussetzung
"
noethersch\ von Knuth und Bendix)
Ein Reduktionssystem R ist genau dann lokal konuent, wenn f

ur alle fp; qg 2 CP(R) gilt:






Der Beweisgang ist die exakte Fassung unserer obigen Vor

uberlegungen.
(!) Sei R lokal konuent. Sei fp; qg 2 CP(R) zu den





) 2 R mit den
Bezeichnungen wie in der Denition:
p = (t[a s
0









woraus wegen der lokalen Konuenz die Behauptung folgt.
( ) Sei f

ur alle fp; qg 2 CP(R):

































































alle der Vorkommen der Redexe in u sind m

oglich:








































































andern sich nur die Adres-
sen und Teilterme, die zu den ersetzten Teiltermen
geh































)] setze dies = v
3
:


















Unikationstheorie\ werden u.a. Algorithmen f

ur derartige Unikationsprobleme untersucht.





























































































Wir stellen nun die Zwischenbehauptung (Z) auf, die es uns erlaubt, unseren Beweisgang schnell
zu Ende zu f

uhren, und die wir dann anschlieend beweisen:














die Adresse eines Teilterms von uja
1
































































































































































































































































uhrung der Substitutionen mu es in t eine Adresse a
4
2 adr(t) geben, die
"












= x 2 X und es gibt einen Term e mit 
1
(x) = e und 
2
(s) ist Teilterm von e an der
Adresse a
5




















ur alle y 6= x; y 2 X:









oge Regel (s; s
0
) 2 R. Falls nun die Variable x in t
0
vorkommt,

















kommt x nicht in t
0
















































































Das heit, die Regeln (t; t
0
) und (s; s
0
) sind nach Denition

uberlappend. Wegen der Vor-
aussetzung der Variablendisjunktheit der Regeln existiert eine Substitution , so da also
(s) = (tja
4


























]) ; q = (t
0
)




























































insbesondere zu Adressen und deren Ver
















Superposition von gemeinsames Redukt Begr

undung










fg(g(f(x))); f(h(x))g 2:=3: g(a) obige beide Ableitungen
Also ist R lokal konuent. Trotzdem ist R nicht konuent. (R ist nicht noethersch!)






aber g(a) und a haben kein gemeinsames Redukt.
Als Folgerung aus dem Newman{Lemma und dem Huet{Theorem ergibt sich das folgende bereits 1970
von Knuth und Bendix bewiesene Theorem
Satz 4.6 (Knuth{Bendix{Theorem)
Ist das Termersetzungssystem (T;R) noethersch, so ist es konuent genau dann, wenn jedes kritische Paar










ur noethersche Termersetzungssysteme ist die Konuenz entscheidbar.
Beweis
Da R endlich ist, ist auch CP(R) endlich. Bilde f

ur fp; qg 2 CP(R) jeweils NF (p) und NF (q). Da R
noethersch ist, f

uhrt jede Reduktionsfolge in endlich vielen Schritten zu einer Normalfornm. Gilt stets
NF (p) = NF (q), so folgt mit dem Knuth{Bendix{Theorem die Konuenz. Ist aber f

ur ein fp; qgNF (p) 6=
NF (q), so kann R nicht konuent sein, da sonst dieNF eindeutig w















































genau dann, wenn NF (t
1
) = NF (t
2
) :





































Die Aufgabe der Vervollst





ost der folgende auf Knuth
und Bendix (1970) zur

uckgehende Algorithmus. Er wird oft auch als \Critical{Pair / Completion\ {
Prozedur (CP/C{Prozedur) bezeichnet.
Wir beschreiben ihn zun

achst nur prinzipiell und weisen danach auf naheliegende Erg

anzungen hin, die ihn
ezienter machen:
Vorausgesetzt seien zwei Prozeduren:
NF (t; R): Funktionsprozedur mit
Eingangsparametern: t 2 T , Reduktionssystem R
Resultat : (eine) Normalform von t bez






NF (t; R) #.
CP(r; R): Funktionsprozedur mit
Eingangsparametern: Reduktionssystem R, Regel r 2 R
Resultat: die Menge aller kritischen Paare, die aus der Superposition von r
mit allen Regeln von R entstehen.
Die allgemeine Form des Knuth{Bendix{Vervollst









beides Reduktionssysteme, R noethersch vor-
ausgesetzt) beschrieben:
procedure KB(R;R');
R' := R; C := ;;
for all r 2 R' do C := c [ CP(r,R) od ;
/* C Menge aller kritischen Paare von R */
1 : while C 6= ; do
ft,sg :=2 C; /* Paar 2 C nichtdet., aber fair ausgewahlt */
C := C n fft,sgg;
t := NF(t,R'), s := NF(s,R');
if t=s then goto 1
/* Beachte Huet--Theorem zu lokaler Konfluenz */
else 2: choose one of A or B;
/* nichtdet. Auswahl, Wahl der Orientierung */
A: if var(s)  var(t) then r := t ! s; goto 3  ;
B: if var(t)  var(s) then r := s ! t; goto 3  ;
stop with failure
 ;
3: R':= R' [ frg;
if R' nicht noethersch then stop with failure
else C := C [ CP(r,R')
 ;
od ;
stop /* mit Erfolg : R' vollstandig */
Aus den vorangegangenen S





Wenn der Knuth{Bendix{Algorithmus KB(R;R
0





failure\ oder das erzeugte Reduktionssystem R
0





Die KB{Prozedur mu nicht terminieren. Falls sie
"
with failure\ stoppt, kann sie bei anderer Wahl der
Orientierungen (Schritt 2 / d.h. bei anderer Termordnung) eventuell erfolgreich sein.
Varianten und Verbesserungen
1. Zur Wahl der Orientierung
(a) Einbau von Backtracking:
Wenn sich im 3. Schritt R
0





ahle anders und pr

ufe erneut. Man beachte, da Noetherschsein







Auch wenn weder A noch B in Schritt 2 anwendbar sind, ist es noch nicht unbedingt erforderlich,
erfolglos anzuhalten. Man kann neue Operatoren einf

uhren und mit jedem zwei neue Gleichungen
(d.h., die Signatur erweitern und eine sogenannte
"
konservative Erweiterung\ der Gleichungs-
theorie vornehmen).
Sei var(s) \ var(t) = fx
1






. Sei z = sort(t) = sort(s). Dann f

uhre einen
neuen Operator h ein mit (h) = (s
1
; : : : ; s
n
; z) und zwei neue Regeln:
s! h(x
1




; : : : x
n
)
und setze mit diesen fort. In der Literatur sind F





2. Zur Normalisierung der
"
alten\ Regeln mit den neu gewonnenen:
(a) im 3. Schritt vor Bildung der neuen kritischen Paare:
f

ur jede Regel u! v 2 R
0
erst






(b) im 3. Schritt nach Bildung der neuen kritischen Paare:
Streichen aller Regeln aus R
0










ater zu einer neuen Regel (mit der

aquivalenten Wirkung) Anla geben.






























die im 2. Schritt sp

ater entsteht, ist diese

Aquivalenz wieder ableitbar.
3. Zur Verallgemeinerung des Inputs
(a) Statt von einem noetherschen Reduktionssystem R kann man von einem endlichen Gleichungs-










Im Initialschritt setze man
R
0
:= ;; C := E;
und fahre sonst genauso fort. Man beachte, da kritische Paare abgeleitete Gleichungen sind, die
zu Regeln gemacht werden m

ussen.
(b) Man kann beides kombinieren und sowohl von einem Gleichungssystem E und einem dazu kon-
sistenten, noetherschen Regelsystem R ausgehen (d.h. als Gleichungssystem ist E [ R wider-






are dann zu setzen:
R
0





Regeln, die ebenfalls zu E konsistent sind.
4. Zum Test auf Noetherschsein (Termination)
Das Hauptproblem des Algorithmus ist der in jedem Schritt (d.h., nach Gewinnung einer neuen Regel
r) erforderliche Beweis der Termination von R
0
. Damit der Algorithmus korrekt ist, d.h., bei
"
Stop




liefert, mu jedes Zwischenresultat R
0
noethersch sein !! (Beachte das
Knuth{Bendix{Theorem.) Um dies abzusichern, gibt es verschiedene Methoden. Die am h

augsten
benutzte ist die Nutzung einer partiellen Ordnung (Halbordnung) 

uber T , die als weiterer Ein-
gangsparameter in die KB{Prozedur eingeht, diese sichert bei jeder Wahl von r = t! s durch t  s,
da das resultierende R
0








) die Schritte 2 und 3 ersetzt werden durch:
else 2: if t  s then r := t ! s;
else if s  t then r := s ! t
else stop with failure
/* t, s sind bezuglich  nicht vergleichbar */
 ;
 ;
R' := R' [ frg;
C := C [ CP(r,R')
od ;










Gegeben seien die bekannten Gruppenaxiome als Gleichungssystem E:
e  x = x
x
 1
 x = e
x  (y  z) = (x  y)  z
Als Regelsystem bietet sich folgende Orientierung an:
R : 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)












Die Menge C aller kritischen Paare wird dabei durch Superposition der Regeln berechnet. Dazu betrachten
wir jeweils die Superposition der Regel m mit der Regel n, im folgenden angedeutet durch m:=n: .
 Superposition 1./1., 2./2., 3./3., 1./2. : {
 Superposition 1./3. :
(e  y)  z !
1:
y  z ! y  z
!
3:




Hier sind die Normalformen gleich.
fy  z; e  (y  z)g ! : {
 Superposition 2./3. :
(x
 1
 x)  z !
2:





 (x  z) ! x
 1
 (x  z)

Hier wird eine neue Regel gebraucht.
fe  z; x
 1
 (x  z)g ist das kritische Paar, das durch die Superposition von Regel 2. mit Regel 3.





 (x  z)! z
Es ergibt sich somit das neue Regelsystem:
R
0
: 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)
4: x
 1
 (x  z) ! z
 Superposition 1./4. :
(e
 1












Es entsteht das kritische Paar fe
 1
 z; zg.




























 Superposition 3./4., 4./4. : {
 Wir nehmen die bei der vorangegangenen Unikation entstandenen kritischen Paare als Regeln zu





: 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)
4: x
 1
 (x  z) ! z
5: e
 1





 e ! y
 Superposition 1./5. : {










Normalform ist gleich, also kein kritisches Paar.
 Superposition 3./5. :
(e
 1




 (y  z) ! y  z
!
5:
y  z ! y  z

kein kritisches Paar
























 Superposition 1./6., 2./6. : {



























z; y  zg






































 Superposition 5./6., 6./6. : {
 Die Wahl des n











 z ! y  z :
Damit ergibt sich als neues Regelsystem:
R
0
: 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)
4: x
 1
 (x  z) ! z
5: e
 1










 z ! y  z
 Superposition 1./7. : {
































 (z  x) !
7:
y  (z  x)
!
7:
(y  z)  x !
3:
y  (z  x)

kein kritisches Paar































Man beachte, da bei der Superposition zweier Regeln die Unikation an mehreren Stellen m

oglich
sein kann bzw. mal die eine, mal die andere Regel als erste genommen werden mu. Mit den Regeln
4. und 7. haben wir hierf

ur ein konkretes Beispiel! Neben der oben angef

uhrten Unikation, die zu
keinem kritischen Paar f























 Superposition 5./7. : {










y  e ! y  e

kritisches Paar
fy  e; yg
 Superposition 7./7. : {





: 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)
4: x
 1
 (x  z) ! z
5: e
 1










 z ! y  z
8: y  e ! y
 Superposition 1./8., 2./8. : {
 Superposition 3./8. :
(x  e)  z !
8:
x  z ! x  z
!
3:





 Superposition 4./8. :
x
 1


























































ussig (vgl. dazu auch die Bemerkungen zu Varianten der KB{
Prozedur, speziell zur Normalisierung Teil b).



















kritisches Paar ist schon vorhanden





uhren Sie die Berechnungen des Beispiels 15 zur Vervollst

andigung der Gruppenaxiome bis zum erfolgrei-
chen Abschlu weiter.





Das folgende aus 10 Regeln bestehende Reduktionssystem ist zu dem Gruppenaxiomen{ RegelsystemR

aqui-
valent und ist vollst

andig. Wenn man entsprechend der KB{Prozedur die obigen Berechnungen fortf

uhrt,
kommt man nach endlich vielen Schritten und nach eventueller Umbenennung der Regeln und eventuell
auch der Variablen zu demselben Resultat.





: 1: e  x ! x
2: x
 1
 x ! e
3: (x  y)  z ! x  (y  z)
4: x
 1
 (x  z) ! z









8: y  y
 1
! e
9: y  (y
 1
 x) ! x






Anwendungen des Knuth{Bendix{Algorithmus (Ausblick)
1. Vervollst

andigung von Gleichungs{Axiomensystemen zur L








In der Vergangenheit wurden viele Axiomensysteme vervollst

andigt.
Es existieren aber auch wichtige Algebren, f

ur die bisher keine vollst

andige Axiomensysteme bekannt




















orige Wortproblem ein Entscheidungsalgorithmus existiert. Das heit, wenn sich die algebraische




at, so ist eine direkte Implementation
m

oglich. Man kann dann in dem abstakten Datentyp
"
automatisch\ rechnen lassen. Deshalb spricht
man in diesem Zusammenhang auch von der operationalen Semantik der abstrakten Datentypen.
3. Induktionslose Induktion
Die Methode der sogenannten induktionslosen Induktion geht auf Goguen (1980) zur

uck.







in dem initialen Modell eines Gleichungssystems E entwickelt wurde. Man wendet den Knuth{




g an. Unter gewissen Voraussetzungen an die Signatur  und








(initiale Algebra von Alg
;E
genau dann, wenn der















x+ y = y + x
x+ (y + z) = (x+ y) + z
zur induktiven H

ulle von Beispiel 4 auf Seite 13, d.h. sie gelten in dem initialen Modell (nat

urliche
Zahlen mit +; ; 0;
0
). Die Gleichungen geh

oren aber nicht zur Folgerungsh

ulle von E, d.h. sie sind










Ublicherweise beweist man ihre G








vgl. dazu auch die entsprechenden Ausf

uhrungen in der Vorlesung
"




Im vorigen Kapitel haben wir die Schl

usselrolle der Eigenschaft des
"
Noetherschseins\, der Termination von
Termersetzungssystemen gesehen, u.a. die Notwendigkeit eines
"
noethersch?\{Tests in der CP/C{Prozedur.
Andererseits ist die generelle Unentscheidbarkeit dieser Frage bekannt. Daraus ergibt sich die Suche nach
m

oglichst umfassenden hinreichenden Kriterien f

ur die Termination von Termersetzungssystemen.
Dabei spielen Ordnungsrelationen eine besondere Rolle, deshalb im folgenden zun

achst eine Zusammen-






uber einer Menge M (  M M) heit (irreexive) partielle Ordnung, Halbord-
nung oder kurz Ordnung in M genau dann, wenn sie irreexiv und transitiv ist. (Man beachte, da aus der
Irreexivit

at und der Transitivit

at auch die Antisymmetrie folgt.)




sie ist ebenfalls Ordnung.
 bezeichnet die Relation

uber M mit
x  y genau dann, wenn x  y oder x = y :
 ist dann reexiv, antisymmetrisch und transitiv und heit eine reexive (Halb)Ordnung.
Eine (partielle) Ordnung heit totale Ordnung in M genau dann, wenn f

ur alle x; y 2M gilt
x  y oder y  x oder x = y :
Eine (partielle) Ordnung  heit noethersch (in der englischsprachigen Literatur: \well{founded\) in M







 : : :
von Elementen aus M gibt.
43
Beispiel 16
> in IN ist totale Ordnung und noethersch, die inverse Relation < allerdings nicht.
Aber > in ZZ ist nicht noethersch :  3 >  4 >  5 > : : :
Auch in R
+
(Menge der positiven rationalen Zahlen) ist > nicht noethersch.
5.2 Einbettungsrelation und Simplikationsordnungen
Satz 5.1





der eine unendliche Reduktionsfolge besitzt.
Beweis







! : : : ;












































: : : ;







ugt es also, sich auf Grundterme zu beschr

anken. Manchmal erscheint es aber
auch zweckm

aiger, die Variablen aus der Betrachtung nicht auszuschlieen.
Sicher gilt auch der folgende
Satz 5.2
Ein Termersetzungssystem (T;R) ist noethersch genau dann, wenn alle Ableitungen von Redexen von R
(Instanzen der linken Seiten von R) terminieren.
Ubungsaufgabe 12




ur Terminationsuntersuchungen ist es also hinl

anglich, die variablenfreien Instanzen der linken Seiten aller
Regeln auf deren Verhalten bei Reduktionen zu untersuchen.
Statt nach Terminationskriterien zu suchen, kann man zun






tion von Termersetzungssystemen suchen.




























besitzt Schleifen (engl.: \loops\) genau dann, wenn nat











, so sagt man, die Reduktionsfolge besitzt Zyklen (engl. \cycles\).
Man sagt auch, das Termersetzungssystem (T;R) besitzt Schleifen bzw. Zyklen, wenn es eine Reduktionsfolge
in R gibt, die Schleifen bzw. Zyklen besitzt.
Folgerung 5.3
Termersetzungssysteme mit Schleifen sind nicht noethersch.
Beispiel 17
1.  x!    x besitzt Schleifen.
2. Vergleiche auch das Gegenbeispiel von Toyama auf Seite 22, da Noetherschsein keine modulare
Eigenschaft ist. Die Ableitung dort besitzt Zyklen.
3. Vergleiche das Beispiel 14 zum Huet{Theorem auf Seite 33
f(x)! g(f(x))! g(g(f(x)))! : : :
besitzt Schleifen.
4. Betrachte das Beispiel 10 aus Kapitel 2 (

Ubung 8).
:(x  y)! (::x  y)  y
Es gilt











::::x  y) y)  y)  y
 !
R




Das ist eine unendliche Reduktionsfolge. Die Regel ist auf die
"
negierte\ innere Klammer immer wieder






andert sich jeweils, so da kein Term als Teilterm wieder vorkommen kann.)
Also ist ein schw

acherer Begri als der der Schleife, der sich auf den Begri des Teilterms st

utzt, notwendig,




Seien s; t 2 T . Dann wird rekursiv deniert:
s t
genau dann, wenn
1. s = t (Beachte: Beide Terme k

onnen Variablen oder Konstanten sein.)
oder 2. t = t
1
: : : t
n
^ 9i(1  i  n ^ s t
i
)
oder 3. s = s
1
: : : s
n
^ t = t
1
: : : t
n







orige irreexive Relation bezeichnen wir mit : s t genau dann, wenn s t und s 6= t.
Bemerkung
s t genau dann, wenn s aus t durch Streichen geeigneter Operatoren und Teilterme hervorgeht.
Beispiel 18
f(a; b) g(f(h(a); g(a; b)); c)





 mit 2.: f(a; b) f(h(a); q(a; b))
 mit 3.: a h(a); b g(a; b)
 mit 1.: a a; b b
Es gilt nun der grundlegende
Satz 5.4 (Kruskal's Baum{Theorem, Kruskal 1954/60, Higman 1952)
Sei die gegebene Signatur  endlich (d.h. nur endlich viele Operatoren). Dann gibt es f

ur jede unendliche




















DerBeweis beruht auf der Theorie der sogenanntenWohlquasiordnungen und dem Beweis, da die Relation
 eine solche Wohlquasiordnung ist, und ist im Original recht langwierig und nicht als trivial anzusehen.
Denition 5.3


























ur i < k gilt.
Satz 5.5 (Dershowitz 1982 f

ur Grundterme, Plaisted 1986 Erweiterung)
Ein nichtterminierendes Termersetzungssystem ist stets selbsteinbettend.
Beweis












2 T . Falls T  T














amlich die Operatoren aus t
1
und aus




uber einer endlichen Signatur aufgefat werden k

onnen.











alle i. Also ist auch die Menge der vorkommenden Variablen endlich. F

ur die Anwendung des Kruskal{
Theorems k

onnen sie als Konstanten aufgefat werden, so da auch f

ur T  T

(X) die Behauptung folgt.
q.e.d.
Folgerung 5.6
Ist ein Termersetzungssystem nicht selbsteinbettend, so ist es noethersch.
Leider gilt auch f

ur dieses hinreichende Kriterium:
Satz 5.7 (Plaisted 1985)
Die Eigenschaft der Selbsteinbettung f

ur Termersetzungssysteme ist unentscheidbar.
Dieses hinreichende Kriterium ist leider aber auch nicht notwendig:
Beispiel 19
f(f(x))! f(g(f(x)))
ist selbsteinbettend und trotzdem terminierend!
Die hom

oomorphe Einbettungsrelation  spielt beim Beweis der Termination von Termersetzungssystemen
eine Schl

usselrolle. Sie soll deshalb noch n

aher charakterisiert werden.







































(X) ist eine transitive, kompatible Relation, die
die Teiltermrelation v umfat.
Beweis
1. v  :
Sei t
0




uber den Aufbau von t:
(IA) F

ur t 2 X oder t 2 K folgt wegen t
0
= t sofort t
0
 t (wegen Punkt (1) der Denition).
(IS) Sei t = t
1






= t folgt sofort aus der Denition t
0
 t. Sei nun t
0
< t, d.h. es existiert












2.  ist kompatible Relation:
Sei  2 
w;s
mit w = s
1



















. Damit gilt wegen
Punkt (3) der Denition t
0
1





: : : t
n
.









(IA) t 2 X [K. Wegen t
0
 t folgt auch t
0
2 X [K und t
0











= t, d.h. t
00
 t.
(IS) Sei t = t
1





















. Nach (IV) ist damit t
00
 t  i








: : : t
0
n
















sofort die Behauptung. Gilt t
00































: : : t
00
n















































oomorphe Einbettung ist die kleinste kompatible Ordnung, die die Teiltermordnung umfat.)
Beweis
v  (folgt aus obigem Lemma 5.9). Aus der Monotonieeigenschaft von kom folgt: kom(v)  kom() =









= , woraus mit obigem Lemma 5.11 die Behauptung folgt.
q.e.d.
Auf der Suche nach Kriterien f

ur die Termination von Termersetzungsystemenentdeckt man schnell den
relativ trivialen
Satz 5.13 (Manna / Ness 1969)
Ein Termersetzungssystem (T;R) ist terminierend genau dann, wenn eine noethersche Ordnung 

uber T
existiert, so da aus
t !
R
u stets t  u
f

ur alle t; u 2 T folgt.
Beweis









transitiv, also eine Ordnung, und ebenfalls noethersch.
(2) Gebe es eine Ordnung  wie im Satz.

















: : : ;
h








 : : : ;
was im Widerspruch zu  noethersch steht. Also ist (T;R) terminierend.
q.e.d.
Man kann die Forderung der Noetherizit

at von  auch noch abschw

achen:
Die Ordnungsrelation  braucht nicht als Relation

uber T noethersch zusein, sondern man mu nur Terme




ur ein gegebenes Termersetzungssystem (T;R) heit eine Ordnung 

uber T R{noethersch (reduktions-


















   :
Beweis
Sei   , d.h.    bzw.   . W

are nun  nicht R{noethersch, dann g

abe es eine unendliche Folge













































(gilt wegen obiger Kette und der
Transitivit

at von ) steht. q.e.d.






uber T heit Simplikationsordnung , wenn gilt:
(1) C[t]  t (Teiltermeigenschaft)
und
(2) t  u impliziert C[t]  C[u] (Invarianz, Monotonie)
f










uber T ist genau dann eine Simplikationsordnung, wenn sie eine invariante Erweiterung
der hom

oomorphen Einbettungsrelation  ist:
   :
Beweis




also ist  = (kom(<))
+
bzw.  = (kom(=))
+
.





(1). Eigenschaft (2) ist vorausgesetzt, also ist  Simplikationsordnung.




inv(w)  inv() = 


















   :
q.e.d.
Aus den vorangegngenen beiden S

atzen ergibt sich als Folgerung:
Satz 5.16 (Dershowitz 1982)
Jede Simplikationsordnung ist reduktionsnoethersch.
Weiter gilt (in gewissem Mae umgekehrt):
Satz 5.17
Jede totale invariante Ordnung 

uber T , die noethersch ist, ist eineSimplikationsordnung.
Beweis
Die Invarianz ist vorausgesetzt, also ist nur die Teiltermeigenschaft (1) zu zeigen.
Sei (1) nicht erf





mit C[t]  t (wegen
der Totalit

at anders nicht m

oglich), also t  C[t]. Wegen der Invarianz (2) gilt dann
C[t]  C[C[t]] usw.,
d.h.
t  C[t]  C[C[t]]  : : :




ugen totale, invariante Ordnungen nicht f

ur alle Terminationsbeweise entsprechend dem Satz
von Manna/Ness:
Gegenbeispiel:
R = ff(a)! f(b); g(b)! g(a)g; (a; b; f; g 2  { keine Variablen).
R ist dann trivialerweise terminierend.
Wenn die Ordnung  total ist, so gilt entweder a  b oder b  a. Aus a  b folgt wegen der Invarianz
g(a)  g(b) im Widerspruch zur 2. Regel, b  a liefert einen Widerspruch zur 1.Regel.
5.3 Eine allgemeine Methode f

ur Terminationsbeweise
Ausgangspunkt ist der Satz von Manna/Ness:
Die Termination von (T;R) ist gesichert, falls bekannt:










andisches Nationalaggen{Spiel\ (vgl. dazu Beispiel 9 auf Seite 22)
Betrachte als  die lexikographische Ordnung der Farbenfolgen (eine lexikographische Ordnung ist stets





alt man den leichter zu handhabenden
Satz 5.18 (Kamin / L

evy 1980)




1. '(l)  '(r) f

ur jede Regel l ! r 2 R und jede Einsetzung ' : X 7! T
2. t !
R
u und t  u implizieren C[t]  C[u] f






1. Falls eine solche Ordnung  existiert, so folgt aus t!
R
u (vgl. die Denition von  !
R
) nach Voraus-
setzung sofort t  u und damit nach Satz von Manna / Ness die Termination.
2. Sei (T;R) terminierend. Dann existiert nach dem Satz vonManna / Ness eine noethersche Ordnung


uber T mit t !
R
u impliziert t  u.
t !
R
u gilt aber genau dann, wenn l ! r 2 R;C[ ] 2 T
L
; ' : X 7! T existieren mit t = C['(l)]; u =
C['(r)].










ist invariant abgeschlossen), was




Man deniere eine Ordnung 

uber den Termen mit Hilfe der
"
direkt benachbarten\ f .Damit ist die 1.
Bedingung erf




















uberblicken sind, aber mit Blick auf die bereits bekannten zweckm

aigen Eigenschaften
von Ordnungsrelationen kann man dies erneut leicht umformulieren. Man kommt auf diese Weise zu dem
folgenden
Satz 5.19 (Lankford 1977, lokale Methode)
Ein Termersetzungssystem (T;R) ist terminierend genau dann, wenn eine invariante noethersche Ordnung







invariant\: diese Bedingung ist weniger als
"





ur jede Regel l ! r 2 R und jede Einsetzung ' : X 7! T .
Beweis





ullt. Die 2. Bedingung ergibt sich aus der Invarianz. Damit ist die Termination gesichert.
2. Sei (T;R) terminierend. Dann ist  !
R
+
noethersche Ordnung (vergleiche den Beweis Teil (1) des



























ur jede Regel l ! r 2 R gilt, so ist (T;R) terminierend.
Bemerkung
In dieser Form wird der Satz von Lankford am h

augsten angewandt, wobei die meisten dabei verwendeten
Ordnungen Simplikationsordnungen (diese sind reduktionsnoethersch!) sind.
Beispiel 22
f(g(x)) ! g(f(x))
dazu betrachte Ordnung  mit
s  t genau dann, wenn l(s) > l(t)
oder l(s) = l(t) und HVF(s)

 HVF(t)
oder HVF(s) = HVF(t) ^ arg(s)  arg(t):
Dabei sind:
 HVF der Hauptverkn

upfungsfunktor,
 arg die Argument{, bzw. Operandenliste,


 eine gegebene Ordnung der Operatoren (Funktoren), hier f

 g.








5.4 Die rekursive Pfade{Ordnung





 the Path of Subterm Ordering (PSO), von Plaisted 1978 deniert,
 the Recursive Path Ordering (RPO), Dershowitz 1979,
 the Recursive Decomposition Ordering (RDO), Jouannaud et al. 1982,
 the Path Ordering (KNS), Kapur et al. 1985
und Modikationen von diesen.
Alle diese vier aufgef

uhrten Typen von Termordnungen basieren auf einer vorzugebenden Halbordnung
der Operatoren, genannt precedence (Vorrang, St

utzordnung) . Sie ziehen zum Vergleich der Terme soge-
nannte
"
Multimengen\ von Teiltermen heran, die (rekursiv) wieder verglichen werden m

ussen. Sie werden
deshalb manchmal auch als Multimengenordnungen bezeichnet.
Zum Verst












Sei E eine endliche Menge. Eine Multimenge M

uber E ist eine eindeutige Abbildung
M : E 7! IN:
F

ur x 2 E heit M(x) die Zahl der Vorkommen von x in M .
Die Menge aller Multimengen

uber E bezeichnen wir mitM(E).
Schreibweise:
Z.B.:
E = f1; 2; 3; 4g M = f[2; 3; 2; 1; 1; 2]g :
Hier ist
M(1) = 2; M(2) = 3; M(3) = 1; M(4) = 0 :
Denition 5.7
Sei  eine Ordnung





























mu es in M
2
ein dominierendes Ele-
ment (bzgl. der H

augkeit bzw. bzgl. ) geben. F

ur diejenigen Elemente, die in M
1
weniger oft als in M
2
vorkommen, sind das sie selbst. Interessant ist also nur der Fall (siehe Denition), wo ein Element in M
1





ur mu es ein gr

oeres Element in M
2
geben, das nach dem Vergleich mit
seinesgleichen noch





auger als in M
1
vorkommt).




alle Elemente so oft streichen, wie sie sowohl in M
1
als auch in M
2
vorkommen (Streichen des verallgemeinerten Durchschnittes), Rest mit  vergleichen.
Beispiel 23
Sei E  IN und  die Kleiner{Relation < in den nat

urlichen Zahlen IN .
1. ;  f[2; 2; 2]g
2. f[3; 2; 2; 1; 1; 1; 4]g  f[3; 3; 4]g; denn f[2; 2; 1; 1; 1]g  f[3]g.
3. f[3; 4]g  f[3; 3; 4]g
4. f[3; 3; 3; 3; 2; 2]g  f[3; 3; 4; 0]g
Denition 5.8 (Rekursive Pfade{Ordnung [Dershowitz 1982])
Es sei < eine Ordnung

uber der Menge der Operatoren von , die sogenannte St

utzordnung (precedence)
gegeben. Die von ihr induzierte rekursive Pfade{Ordnung <
rpo
ist dann rekursiv wie folgt deniert:







a) s 6= t und s 2 var(t) oder s; t 2  mit s < t (Konstanten!)
oder
b) s = s
1
: : : s
m
und t = !t
1
: : : t
n
; m; n  1; und
























) ( > ! oder  und ! unvergleichbar)
Beispiel 24
1. q 2 X; _ < ^ < :.
Es ist
:((:q ^ q) _ (:q ^ :q)) <
rpo
:(:q ^ (q _ :q));
Denn:
wegen (rpo1) ist zu pr

ufen:
f[(:q ^ q) _ (:q ^ :q)]g 
rpo
f[:q ^ (q _ :q)]g ?

aquivalent zu (:q ^ q) _ (:q ^ :q) <
rpo
:q ^ (q _ :q) ?
wegen (rpo2) und _ < ^ ist nun zu pr

ufen:
:q ^ q <
rpo
:q ^ (q _ :q) ? und :q ^ :q <
rpo
:q ^ (q _ :q) ?
wegen (rpo1) ist zu pr

ufen: wegen (rpo1) zu pr

ufen:
f[ :q ; q]g 
rpo
f[ :q ; q _ :q]g ? f[ :q ; :q]g 
rpo






q _ :q :q <
rpo
q _ :q ?





q oder :q 
rpo
:q ?
gilt wegen :q 
rpo
:q
2. Vergleiche das Beispiel 11 eines Termersetzungssystems mit f

unf Gleichungen eines Booleschen Ver-
bandes auf Seite 23. Mit Hilfe der RPO ist die Termination diese Termersetzungssystems leicht nach-
zuweisen.










f > k und g > h:
Man sollte doch annehmen, da dann der linke Term
"
gewichtiger\ ist als der rechte, aber in der RPO




k(x) noch h(k(x)) 
rpo
g(x) :
Es gibt sogar Terme, die sich bei keiner St

utzordnung (precedence) vergleichen lassen:
Zum Beispiel:







f[ (:p _ p) ; (:q _ q) ]g und f[ (p _ q) ; (p _ q) ]g :
Dies erfordert auf jeden Fall den Vergleich von
(:p _ p) oder (:q _ q) mit (p _ q) ;
was stets auf den Vergleich von p und q hinausl

auft, z. B. ist
f[ :p ; p ]g zu vergleichen mit f[ p ; q ]g ;
also :p mit q. p; q als Variablen sind aber unvergleichbar, ebenso ist q 62 var(:p), also sind die Terme
unvergleichbar.
Es gilt der hier aus Zeitgr

unden nur noch angef





ur jede beliebige Ordnung >




















































































kritische Situation, 27, 28




























































linke Seite der, 13
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Regelsystem, 13



























































Wortproblem, 15, 34, 41
Zahl der Vorkommen, 55
Zyklus, 45

