High resolution radiometric images of a large terrain were obtained by scanning the area with a downlooking imaging radiometer attached to a helicopter. A detailed description of the data acquisition process is presented. The output of this process was thousands of small images, which were then combined (mosaiced) to one large radiometric map.
Introduction
Simulation of a battlefield scene, as seen through an electro-optic sensor, is useful in many applications, such as training, testing of ATR (Automatic Target Recognition) algorithms, visual search studies, and sensor performance assessments. The simulation system must take into account the various elements contributing to such an image: background, targets, atmosphere and sensor. For scene simulation in the thermal band, theoretical models for all these components exist but they are complex, and their validation highly non-trivial. In particular, the modeling of thermal backgrounds is a heavy task, hence it is preferable to use background from a measured database. Thermal signatures of targets may be predicted using PRISM software [1] and the sensor and atmospheric effects may be simulated by the sensor model TTIM [2] .
The input to TTIM is a radiometric map of target signatures embedded in background. As a rule of thumb [2] , the resolution of this input should be better by a factor of at least three compared to the resolution of the simulated sensor image in the output. In most applications, it is neccessary to create a simulated scene covering a large area. Radiometric data at high resolution covering a large area cannot be obtained as a single image from a typical imaging radiometer. The only solution is, therefore, the measurement of multiple images covering the desired area at the required resolution. Those images must then be mosaiced into one large radiometric map, preferably automatically.
When mosaicing together multiple images, two issues must be addressed: geometry and radiometry. The geometric issue relates to the relative position and shape of the input images in the output, using some geometric transformation model. The radiometric issue relates to the difference in grey levels between pixels from overlapping input images, corresponding to the same position in the output image.
Finding the geometric correspondence between overlapping images can be feature based, in which points corresponding to common features in the image pair are extracted (either manually or automatically), and the correspondence transformation solved for from these points. In intensitybased registration, the procedure is based on finding a correspondence between individual grey levels of all pixels in the overlap, without explicitly involving image features.
Data Collection
The EORD (Electro-Optics R&D) Unit at the Technion performed a data collection experiment of radiometric background images. The following parameters were used for the experiment.
• spatial resolution: 30 cm/pixel • area coverage: at least 3 sqkm • viewing angle: 90 0 • spectral band: 8-12 µ • time of day: night
The viewing angle was chosen to be vertically downlooking (90 0 ), to preserve the option of later transforming the data to any other viewing angle through combination with a DTM (Digital Terrain Map) [3] .
The imaging radiometer (Inframetrics 760) was attached to a helicopter by the Taylor Mount dumping system. To meet the resolution requirement, a x3 telescope, with FOV (Field of View) of 6.6 0 × 5.5 0 was used, flying at approximately 600 meters above the ground. The resulting footprint on the ground was approximately 70 meters wide.
To obtain a complete coverage of the desired area, a DGPS (Differential Geographical Positioning System) navigation system was used to navigate the helicopter along straight lines. The DGPS consisted of a ground based GPS placed at a known fixed position and a radio datalink transmitting corrections to the mobile GPS located inside the helicopter. The mobile GPS's calculated position was displayed on a digital map using a laptop computer and indicated, in real time, the helicopter position relative to the target line to within 5 meters. To get a reasonable overlap between two image strips, the distance between adjacent lines was planned to be approximately 40 meters. A total of 24 lines were traversed within five hours during one night, each approximately 3.7 km long. The DGPS registration of the helicopter position for each second of the flight is presented graphically in Fig. 1 . The flight speed was chosen to be approximately 20 m/sec to avoid spatial smearing of the image. It turned out that the most difficult task for the helicopter pilot was to orient the vehicle along the correct heading of each line. Once the correct heading was obtained, it was easy to maintain (in normal weather conditions). A ground based meteorological station measured the weather conditions for the entire duration of the experiment.
During the flight, the radiometer images were recorded continuously on a VTR (Video Tape Recorder). Later , offline, the videotape was digitized (by an EPIX B/W frame grabber) with a constant spacing between two successive images, to achieve an overlap of approximately 25% (e.g. see Fig. 2 ). A total of approximately 2500 images were digitized, some of them covering empty terrain with very poor contrasts. These images were to be mosaiced together into a one radiometric image.
Manual Mosaicing

Underlying Theory
Denote by I i , i = 1, . . . , n, the sequence of source images, and by P the final composite image. One would like to find a transform T i for each I i . T i (I i ) is the relative geometric position of each I i in P . The first question is: what is the class of transforms from which the T i are to be chosen? The class should be small enough to be characterized by a modest number of parameters, yet powerful enough to model viewing transformations adequately. A commonly used class of transformations is the six parameter class of affine transformations. Affine transformations give good results in merging images obtained at high altitude. They are good approximations of the true perspective transformation [4] , and the slightly simpler pseudo-perspective transformation [5] . Thus, T i may be represented as a 3x3 matrix in homogeneous coordinates (x, y, 1):
. . , n are unknown coefficients, with one exception. One arbitrary image may be considered as fixed and all others aligned to this. Call this the anchor image and, without loss of generality, assume it is I 1 . Then
Assume now, that for some pairs of source images, correspondences between points in both images have been established in some way. Consider the sum
where ||.|| is the Euclidean norm. The external sum is over all pairs (k, j), k = j, such that a correspondence between I k and I j has been established through a set of points (x r , y r ) in I k matching a set of points (x r , y r ) in I j . The internal sum is over all points of those sets. The desired transformations T i are those minimizing the double sum (2), which is just the sum of the Euclidean distance between corresponding points after mapping the images to the output. It follows that the mosaicing problem consists of two steps. The first is to find point correspondences in overlapping image pairs. The second is to find the parameters of the T i , i = 2, .., n, minimizing (2). The first step may be performed manually by visual inspection, and the second by numerical calculation. A detailed description of each of these steps follows.
Interactive Feature Matching
We have developed an interactive software system, enabling the user to find and match points between pairs of overlapping images (see Fig. 3 ). The software was written in C/C++ for a Unix/X-windows environment. An affine transformation between two images is determined by at least three correspondence points. The points should be chosen so that their convex hull is "fat", which guarantees the robustness of the correspondence [6] . It is not necessary to establish correspondences for every pair of overlapping images. It suffices for the user to produce a connected "image correspondence graph". The vertices of the image correspondence graph are the source images, and an edge is present between any two images for which a correspondence has been established. The connectivity of the graph is computed by the software, and the user notified if the graph is not connected.
Affine Transformation Calculation
For each pair of corresponding points (x , y ) in I k and (x , y ) in I j (k = j), the following equation must hold for the unknown matrices T k and T j : Figure 3 : Graphical user interface panel of interactive image matching system. In the two windows the user loads two overlapping images. In the magnify window "Match" the user inspects the area where the cursor is located, zoomed by a factor of 7, and sees the coordinates of the cursor. Thus, the user can mark a feature in one image and move to search for the same feature in the second image. There are some other interactive options ("Contrast", "Zoom") simplifying this search.
In all, we have the vector equation
where 
where D −1 is the pseudoinverse of D.
Image Mosaicing
Once the input image transformations are known, the output mosaiced image is obtained as follows:
For each i = 1, . . . , n, calculate the values P (x, y) for all integer pairs (x, y) lying inside the affine image T i (I i ) of I i . Namely,
where (x , y ) = T
−1
i (x, y) and I i (x , y ) is calculated by bilinear interpolation of neighboring pixels. These values are accumulated for all relevant i, and the final value of P (x, y) is a weighted average of all these source image pixels mapped to that target pixel.
Radiometric Correction
Since the individual source images might have been measured under different conditions, their radiometry might vary. We assume a linear distortion model generalizing (6):
where a i , b i are a pair of radiometric coefficients. This is an accepted model for radiometric data acquired over a short period of time. The linear distortion coefficients are calculated, after the T i have been determined, as follows: For each equation (3) consider the intersection S kj of the two affine images T k (I k ) and T j (I j ):
The average and variance of P (x, y) on S kj may be calculated over T k (I k ) or over T j (I j ), yielding µ kj , σ kj and µ jk , σ jk respectively. Since they should be identical, this leads to the following two equations:
One can collect all these equations in one vector equation similar to (4) and, as above, solve it for a i , b i i = 2, .., n by least-squares techniques. (Without loss of generality, we may assume a 1 = 1, b 1 = 0, or some other contrast-improving coefficients). If the source images are not contaminated by noise, the linear model (7) gives good results, though its solution significantly increases the mosaicing run time. Fig. 4 illustrates the results of the mosaicing procedure.
Automatic Mosaicing
Feature-based manual registration of images gives, as we have seen, quite satisfactory results. But to obtain these results is extremely time-consuming, because of the man in the loop. The user must be experienced, as the quality of the results is a direct consequence of user performance. There are objective difficulties in locating image features when they are rare, or difficult to filter when the image has been contaminated by noise, creating artifacts and misleading features. Also, the transformations T i obtained from the feature-based method reflect only the geometric aspect of the mosaicing process and do not account for radiometric distortion. Use of an intensity-based technique allows to combine both aspects in one model, and solve for both simultaneously.
Underlying theory
To find a correspondence between two images I k and I j we assume an affine geometric correspondence and linear radiometric distortion: where
The coefficients a 1 , . . . , a 6 represent an affine geometric transformation from I k to I j . a 7 and a 8 are radiometric coefficients (a 7 represents change in contrast, a 8 represents change in brightness). These coefficients a 1 , . . . , a 8 are obtained by minimizing
where the sum is taken on all (x, y) ∈ I k such that corresponding (x , y ) lies in I j and I j (x , y ) is calculated by bilinear interpolation of neighboring pixels. The search for a minimum of (12) proceeds from an initial approximation (a 0 1 , . . . , a 0 8 ) and iterations improving the estimate, based on the solution of a system of linear equations obtained by expanding (9) - (11) to a first-order Taylor series. This differential procedure is described in detail in chapter 16 of [8] , and was originally designed for subpixel image pair registration [9] .
In practical implementations of this registration procedure, it is important to choose a successful initial approximation, decide how many iterations are necessary and when to abort when a correspondence does not exist. A unique answer to these questions cannot be given for the general case. All these depend on the situation and the character of the input images (wealth of features, contrast, etc).
After registration of every two overlapping images has been achieved by solving for a 1 , .., a 8 of (9) - (11), three points are generated in each of the image intersections. Based on these points, a global set of affine transformations T i is solved for, as in Section 3.3. Radiometric correction may then be performed also by using the technique described in Section 3.5.
Automatic Registration Heuristics
We will elaborate on the specific scenario we worked on, namely, when the images are organized in strips. A strip is a sequence of images, in which an overlap usually exists between every two adjacent images. These two adjacent images are related by an affine transformation, where the dominant component is translation. The other affine components (scale, rotation, shear) are relatively small. In our case, the scale factors s x , s y satisfy |1 − sx|, |1 − sy| ≤ 0.2 and the rotation angle θ satisfies |θ| ≤ 12
0
We also assume that the radiometric distortion is not too large:
In this situation the translation parameters only (a 3 and a 6 ) are searched for as an initial approximation to (10) . We use a multiresolution correlation method on a pyramid [10] proceeding from low resolution to high. A small number of correlation peaks are searched for exhaustively at the lowest resolution level. The procedure continues recursively to examine correlation peaks in the vicinity of these, at double the resolution. This way a small number of rough, but promising, translation vector values are gradually refined. The exact number of peaks refined, hence the branching factor in search space, is a parameter. This heuristic method, searching for the translation parameters, and the following iterative procedure improving the translation estimate and solving for the rest of the affine parameters, is not guaranteed to succeed. In fact, it may get stuck in various local minimum. To prevent this, we employed a few other heuristics:
1. Translation vectors not consistent with the strip geometry are not allowed.
2. Translation vectors yielding a value of (12) over a threshold are not allowed for continuation to the iterative procedure.
3. The value of (12) is weighted by the intersection area of the two images. This prevents (12) being minimized trivially when the sum is over a small domain of pixels.
4. The iterative procedure is aborted and "no correspondence" declared by imposing a threshold on the number of iterations and the convergence rate.
Comparison of Manual and Automatic Methods.
The main difference between the manual and automatic methods is in the establishment of a correspondence for overlapping image pairs. After these correspondences have been established and the image correspondence graph has been obtained, both the automatic and manual methods proceed in the same way. We have achieved good results by both methods. Our software, implementing the intensity-based approach with select heuristics, succeeded in registering image pairs in most cases where a correpondence existed. Our algorithms found correspondences even in many cases when it was difficult for an experienced user, but it could not replace him in all cases. We emphasize again that satisfactory results were reached with the help of heuristics tailored to the type of source images we had.
6 Application to Scene Simulation
Methodology
The large, high resolution, radiometric map obtained from the mosaicing procedure described in the previous sections served as the basis for generating simulated images of M2 tanks on terrain, as observed by a thermal sensor. From the large background image, subimages of 1024 × 1024 pixels (equivalent to a 300 × 300 meter footprint) were extracted. The target signature was calculated by PRISM [1] (ver. 3.1) for the weather conditions measured during the background collection experiment. The tank was described as a 3D polyhedral model 1 , i.e. as a collection of planar facets. The output of PRISM, containing temperatures calculated for each facet, was "pasted" on the 3D model using FRED [11] , and thermal signature image created of the model from the desired viewing angle. This image was then "planted" at the desired location in the background image, maintaining the correct relationships between the radiometry and geometry of the target and the background (see Fig. 5 ).
The radiometric maps, now including target signatures, were then fed as input to the sensor model TTIM [2] . The sensor characteristics used in our simulation are listed in Table 1 results are given in Fig. 5(d) ,(e).
Validation
A validation effort is required to ensure that the simulated images (such as those in Fig. 5(d) ,(e)) are indeed close to reality. The effort should include the validation of each component in the simulation, namely, the background, the target and the sensor. Work has been performed at several institutes to validate the PRISM thermal signature model [1] . The validation tests conducted at the Technion EORD involved comparison between predicted temperatures and measured temperatures of simple geometric objects such as plates [12, 13] and a cubic structure of iron plates. The validation indicated that the PRISM model can indeed predict the temperature of the tested objects with an accuracy of about 2 degrees.
The sensor model was also validated at the Technion EORD [14] where images of several scenes (complicated and simple ones) were measured simultaneously with an imaging radiometer and operational FLIRs. The radiometric images served as the input to the sensor model TTIM that calculated the expected image for the given FLIR characteristics. Comparison of the calculated and measured images of the various scenes revealed several problems with the sensor model, e.g. the lack of a dual direction scanning model, and an unsatisfactory noise model. At the moment we are in the process of improving the sensor model based on these results.
For the simulation and validation of background thermal model, the properties of the background should be characterized [15] . The advantage of the approach presented here is that since the background is based on a true radiometric measurement, no validation effort is required for this.
Conclusion
The mosaicing technique described in this paper has proven to be a very powerful tool for generating radiometric maps covering large areas at high spatial resolution. The technique works successfully with typical radiometric images, sometimes having very low contrast, which should be preserved in the output. This approach enables the automatic construction of a background database for the use of battlefield simulation software, and might be useful in other video processing applications, such as described in Irani et al [16] .
