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V Prahe dňa 6.12.2012 Vlasta Poliačková
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na malých výberoch . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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3.2.1 Odhady v rôznych formách heteroskedasticity . . . . . . . . . 37
3.2.2 Detekcia heteroskedasticity . . . . . . . . . . . . . . . . . . . . 45
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4 Aplikácia na reálnych dátach 71
4.1 Popis dát . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
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Regresná analýza patŕı k najvýznamneǰśım metódam matematickej štatistiky a má
vel’mi široké použitie. Preto je vel’mi často použ́ıvaným štatistickým nástrojom. Ako
prvý použil pojem regresie vo význame, akým je dnes tento pojem chápaný v mate-
matickej štatistike, Francis Galton, ked’ v 19.storoč́ı skúmal závislost’ výšky potom-
kov na výške rodičov. Zistil pritom, že synovia vysokých otcov sú zvyčajne nižš́ı ako
ich otcovia a naopak synovia ńızkych otcov sú obvykle vyšš́ı než ich otcovia. Teda
ǐslo o spätný posun, čiže regresiu, k priemeru (vid’ [12]).
Úlohou regresie je vysvetlit’ zmeny hodnôt jednej premennej, ktorá sa zvyčaj-
ne nazýva vysvetl’ovaná premenná, resp. závislá premenná, resp. odozva, zmenami
hodnôt iných premenných nazývaných vysvetl’ujúce premenné, resp. nezávislé pre-
menné, resp. regresory. Pri praktickom použit́ı regresného modelu a pri odhadovańı
jeho parametrov má zásadný vplyv chybový člen (náhodná, resp. reziduálna zložka).
Klasický model predpokladá, že reziduá sú nezávislé a rovnako rozdelené (i.i.d. -
independent identically distributed). Tento predpoklad je ale na reálnych dátach
pomerne často porušený. Je preto nutné zvážit’ vhodné zoslabenie predpokladu.
Napŕıklad môžeme vyžadovat’, aby chyby tvorili biely šum, slabo alebo silno sta-
cionárny proces, pŕıpadne nestacionárny proces, či proces s meniacim sa rozptylom,
a pod. V pŕıpade nesplnenia základných predpokladov klasického regresného mo-
delu, môžu byt’ samozrejme ovplyvnené aj vlastnosti modelu. V tomto texte uvedieme
základnú terminológiu týkajúcu sa regresie, zhrnieme rôzne možnosti zovšeobecnenia
modelu pri porušeńı predpokladov klasického modelu a dopad na vlastnosti modelu.
V d’aľsom sa zameriame na procesy, ktoré sa použ́ıvajú ako chybová zložka v re-
gresných modeloch. Tieto procesy sú často použ́ıvané pri modelovańı finančných
časových radov, čo ukážeme aj na reálnych pŕıkladoch. Regresii je śıce venované
množstvo štatistickej literatúry, avšak ciel’om tejto práce je poṕısat’ možnosti riešenia
v pŕıpade porušenia predpokladov o chybovej zložke a hlavne ukážka aplikácie nie-
ktorých týchto postupov na reálnych dátach.
Nakol’ko sa budeme zaoberat’ najmä porušeniami predpokladov regresného mo-
delu, v nasledujúcej kapitole je uvedená defińıcia klasického lineárneho regresného
modelu a zhrnutie základných teoretických poznatkov o regresných modeloch. Ka-
pitola 3 je zameraná na rôzne typy porušenia predpokladov klasického regresného
modelu a možnosti výstavby modelu v pŕıtomnosti týchto porušeńı. Ďalej stoj́ı
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Kapitola 1. Úvod
za zmienku, že v tejto kapitole sú tiež zadefinované jednotlivé procesy, ktoré sa
použ́ıvajú k modelovaniu reziduálnej zložky v regresnom modele. Teoretické po-
znatky sú prebraté z uvedeného zoznamu literatúry. V kapitole 4 je poṕısaná kon-
krétna aplikácia autoregresných procesov na reálnych finančných dátach, presneǰsie,
budeme analyzovat’ a modelovat’ tri rôzne reálne časové rady, pričom všetky tri časové
rady popisujú stav zostatkov na bankových účtoch (či už stav depozitných zostat-
kov alebo stav pohl’adávok) na nejakom výbere klientov. A konečne, v kapitole 5 sú
zhrnuté závery, ku ktorým som počas ṕısania tejto práce dospela.
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Kapitola 2
Klasický a zobecnený model
lineárnej regresie
Najjednoduchš́ım typom medzi regresnými modelmi je lineárna regresia. Slovo line-
árna sa v tomto pŕıpade vzt’ahuje k parametrom modelu, t.j regresný model má byt’
až na chybový člen lineárnou funkciou parametrov modelu - regresných koeficien-
tov. Môžeme tiež povedat’, že stredná hodnota vysvetl’ovanej premennej je lineárnou
funkciou regresných koeficientov. Nakol’ko v nasledujúcom texte budeme pracovat’
s vektorovým zápisom regresného modelu, uvedieme tiež defińıciu vo vektorovom
zápise rovnako ako je uvedená v [7].
Defińıcia 2.1 Klasický model lineárnej regresie je definovaný ako
y = Xβ + e, (2.1)
kde y′ = (y1, y2, . . . , yT ), e
′ = (e1, e2, . . . , eT ), β




x11 x12 . . . x1K
x21 x22 . . . x2K
...
... . . .
...
xT1 xT2 . . . xTK


a platia nasledujúce predpoklady:
• X je nenáhodná matica s hodnost’ou K <= T, kde T je rozsah výberu a pre
T → ∞ plat́ı limT→∞(X′X/T ) = Q, kde Q je konečná regulárna matica
• Pre vektor náhodných chýb e plat́ı: Ee = 0 a Eee′ = σ2I, kde E(·) je stredná
hodnota, t.j. náhodné chyby sú i.i.d. a σ2 je spravidla neznámy parameter.
Ked’že v klasickom modele lineárnej regresie plat́ı, že Ee = 0, vid́ıme, že E(y|X) =
Xβ, takže očakávané hodnoty náhodných premenných yt sú lineárnou funkciou vy-
svetl’ujúcich premenných xt1, . . . , xtK .
Často hovoŕıme, že premenná yt je vysvetl’ovaná premennými xt1, . . . , xtK .
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2.1 Metóda najmenš́ıch štvorcov a
Gaussova–Markovova veta
Ako už bolo spomenuté, pri regresnom modelovańı chceme poṕısat’ závislé premenné
pomocou nezávislých premenných, pričom závislé aj nezávislé premenné sú vlastne
pozorovania, ktoré máme k dispoźıcii. Takže v modele klasickej regresie potrebujeme
odvodit’ hodnoty pre neznáme parametre β1, β2, . . . , βK a σ
2 pre daný náhodný výber
pozorovańı. Pre výpočet neznámych parametrov sa v klasickej regresii použ́ıva tzv.





(y − β1xt1 − β2xt2 − . . .− βKxtK)2 = (y −Xβ)′(y −Xβ).
V praxi to znamená, že hl’adáme konkrétnu priamku, pre ktorú bude platit’, že súčet
druhých mocńın vzdialenost́ı skutočných pozorovańı od tejto priamky bude menš́ı
alebo rovný ako takýto súčet pre l’ubovol’nú inú priamku. Samotný výpočet prebehne
tak, že spoč́ıtame lokálne extrémy, ktoré źıskame ako stacionárne body S ako funkcie
v premennej β. T.j. S zderivujeme podl’a β, a to, že sa jedná o lokálne minimum
oveŕıme tým, že druhá derivácia S podl’a β je pozit́ıvne definitná matica. V pŕıpade
lineárnej regresie teda dostaneme jeden stacionárny bod, pretože:
∂S
∂β
= −2X′y + 2X′Xβ̂ = 0,
čo je ekvivalentné s tým, že odhad parametru β metódou najmenš́ıch štvorcov má
tvar
β̂ = (X′X)−1X′y,
pretože matica druhých derivácíı S, je ∂2S/∂β∂β′ = 2XX′, takže je pozit́ıvne defi-
nitná (vid’ dôkaz pomocného tvrdenia v dôkaze Gaussovej-Markovovej vety), a teda
jedná sa o minimum S.
Ďalej budeme potrebovat’ ešte niekol’ko bežne použ́ıvaných defińıcíı a tvrdeńı:
Defińıcia 2.2 Nech β∗ je odhad β, potom β∗ je nestranný (tiež nevychýlený) práve
vtedy, ked’ Eβ∗ = β.
Defińıcia 2.3 Nestranný odhad je eficientný vzhl’adom k triede odhadov práve vtedy,
ked’ jeho rozptyl nie je väčš́ı ako rozptyl l’ubovol’ného odhadu z tejto triedy.
Takže z defińıcie eficientného odhadu je zrejmé, že sa jedná o odhad, od ktorého
nenájdeme v danej triede odhadov lepš́ı odhad. Trieda odhadov však môže obsahovat’
kl’udne viac ako jeden eficientný odhad.
Veta 2.1 Gaussova–Markovova veta. Nech platia predpoklady klasického line-
árneho modelu. Potom OLS-odhad β̂ je nestranný a je to najlepš́ı nestranný lineárny
odhad (NNLO) v triede nestranných lineárnych odhadov.
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Dôkaz Substitúciou za y v OLS -odhade β dostaneme
β̂ = (X′X)−1X′y = (X′X)−1X′(Xβ + e) = β + (X′X)−1X′e.
Takže β̂ je nestranný, pretože
Eβ̂ = β + (X′X)−1X′Ee = β,
čo vyplýva z toho, že X nie je stochastická a z predpokladu Ee = 0. Potom kova-
riančná matica
E(β̂ − Eβ̂)(β̂ − Eβ̂)′ = (X′X)−1X′E(ee′)X(X′X)−1 = σ2(X′X)−1.
Aby sme ukázali, že OLS -odhad β je eficientný, uvažujme nejaký iný lineárny odhad
β, ktorý označ́ıme napŕıklad β∗ a pre ktorý plat́ı
β∗ = Hy,
kde H = (X′X)−1X′ +C, a C je matica konštánt. Potom
β∗ = Hy = HXβ +He
a Eβ∗ = HXβ a tedaHXmuśı byt’ jednotková matica kvôli nestrannosti. Dosadeńım
ale zist́ıme, že
HX = (X′X)−1X′X+CX,
takže HX = I iba vtedy, ked’ CX = 0. Kovariančná matica β∗ je teda
varβ∗ = E(β∗ − β)(β∗ − β)′
= E(HXβ +He− β)(HXβ +He− β)′,
pretože HX = I dostaneme
varβ∗ = E(Hee′H′)
= σ2[(X′X)−1X′ +C][X(X′X)−1 +C]
= σ2[(X′X)−1X′X(X′X)−1 + (X′X)−1X′C+CX(X′X)−1 +CC′]
a pretože CX = 0,
varβ∗ = σ2(X′X)−1 + σ2CC′.
AleCC′ ≥ 0, pretožeCC′ je symetrická štvorcová matica a teda je pozit́ıvne semide-
finitná, takže β∗ nemá menš́ı rozptyl ako β̂. Pozit́ıvna semidefinitnost’ CC′ vyplýva
z defińıcie pozit́ıvne semidefinitnej matice a z nasledujúceho pomocného tvrdenia.
Defińıcia 2.4 Nech A = [aij] je symetrická matica konštánt typu n×n a x′ je vektor
premenných typu 1 × n. Potom kvadratická forma x′Ax je pozit́ıvne semidefinitná
práve vtedy, ked’ x′Ax ≥ 0 pre všetky vektory x. Ekvivalentne potom hovoŕıme, že
matica A je pozit́ıvne semidefinitná.
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Tvrdenie Nech C je l’ubovol’ná matica typu K×T. Potom matica CC′ je pozit́ıvne
semidefinitná.




c11 c12 . . . c1T
c21 c22 . . . c2T
...
... . . .
...





c11 c21 . . . cK1
c12 c22 . . . cK2
...
... . . .
...










Takže stač́ı ukázat’, že pre každý vektor x′ = (x1, x2, . . . , xK) kvadratická forma




























Tým je dokázané, že OLS-odhad β̂ je najlepš́ı nestranný lineárny odhad v triede
nestranných lineárnych odhadov.
Q.E.D.
Zostáva nám ešte źıskat’ odhad parametru σ2. V klasickom regresnom modele. Pri
splneńı všetkých predpokladov, spoč́ıtame odhad parametru σ2 vel’mi jednoducho
pomocou OLS -odhadu β̂ tak, ako uvádza nasledujúca veta, ktorej dôkaz je napŕıklad
v [7].
Veta 2.2 Odhad parametru σ2 v klasickom lineárnom regresnom modele je σ̂2 =
ê′ê/(T −K), kde ê = y −Xβ̂ a jedná sa o nestranný odhad parametru σ2.
Teraz sa budeme chv́ıl’u zaoberat’ vel’kými výbermi a asymptotickými vlastnost’ami
distribúcie náhodného výberu alebo nejakého odhadu, ak rozsah výberu bude rást’
do nekonečna.
Defińıcia 2.5 Nech {zT : T = 1, 2, . . .} je postupnost’ náhodných velič́ın. Hovoŕıme,
že zT konverguje v pravdepodobnosti ku konštante l (a ṕı̌seme plim zT = l) práve
vtedy, ked’ plat́ı: ∀ǫ > 0 : limT→∞P [|zT − l| < ǫ] = 1.
Defińıcia 2.6 Nech θ̂T je odhad parametru θ. Ak θ̂T → θ v pravdepodobnosti, potom
θ̂T je konzistentný odhad θ.
11
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Defińıcia 2.7 Hovoŕıme, že postupnost’ náhodných velič́ın {zT : T = 1, 2, . . .} , ktoré
majú konečné druhé momenty, konverguje podl’a kvadratického stredu k náhodnej
veličine z, taktiež s konečnými druhými momentami, práve vtedy, ked’
lim
n→∞
E|zn − z|2 = 0.
Veta 2.3 Konvergencia podl’a kvadratického stredu: Odhad θ̂T je konzistentný
odhad parametru θ ak je nevychýlený a jeho rozptyl asymptoticky
”
mizne“ (t.j. ked’
konverguje podl’a kvadratického stredu).
Veta 2.4 Khintchine: Nech zt, t = 1, 2, . . . je postupnost’ i.i.d. náhodných velič́ın
s konečnou strednou hodnotou µ, potom plim z̄t = µ.
Dôkazy k vetám 2.4 a 2.3 sú k dohl’adaniu v [7].
2.2 Zovšeobecnená metóda najmenš́ıch štvorcov
a Aitkenova veta
Predpoklad, že náhodné chyby sú i.i.d. je v praxi často porušený, a teda neudr-
žatel’ný. Pomerne často porušovanými predpokladmi modelu klasickej regresie sú
heteroskedasticita a korelovanost’ chýb (t.j. porušenie predpokladu Eee′ = σ2I,). Čo
znamená, že v praxi často nastáva, že chyby nemajú konštantné rozptyly alebo nie
sú nekorelované. Uvažujme jednoduchý pŕıklad. Pre pozorovania t = 1, 2, . . . , T ′, je
rozptyl chýb et rovný σ
2, zatial’ čo pre pozorovania T ′ < t <= T je rozptyl et rovný







kde I′T a IT−T ′ sú jednotkové matice rádu T
′ a T −T ′. Podobne môžu existovat’ rôzne
kovariančné štruktúry rôzne od σ2I. Formálne:
Defińıcia 2.8 Zovšeobecnený model najmenš́ıch štvorcov (angl. skr. GLM - Gene-
ralized Least Squares Model) je definovaný ako
y = Xβ + e,
kde y je T × 1 vektor pozorovańı závislej premennej, β je K × 1vektor neznámych
koeficientov a
• X je nenáhodná matica T × K pozorovańı vysvetl’ujúcich premenných s hod-
nost’ou K,
• e je T × 1 vektor náhodných nepozorovatel’ných chýb, pre ktoré plat́ı: Ee = 0
a Eee′ = σ2Ω, kde Ω je známa symetrická pozit́ıvne definitná matica a
12
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• limT→∞(X′Ω−1X/T ) = QΩ je konečná a regulárna,
teda pripúšt’ame korelované chyby a rôzne rozptyly
Veta 2.5 Aitken: Odhad parametru β zobecnenou metódou najmenš́ıch štvorcov,
ktorý označ́ıme β̃ je:
β̃ = (X′Ω−1X)−1X′Ω−1y
a je to eficientný lineárny a nevychýlený odhad parametru β.
Dôkaz Aitkenovej vety je tiež uvedený v [7].
Vlastnosti odhadov metódou najmenš́ıch štvorcov pri nedodržańı podmie-
nok klasickej regresie:
Komplexné skúmanie splnenia predpokladov kladených na chybovú zložku je obvykle
zložitá úloha. Naviac použitie bežnej metódy najmenš́ıch štvorcov (Ordinary Least
Squares, resp. OLS ) je zvyčajne jednoduchšie ako použitie zobecnenej metódy naj-
menš́ıch štvorcov (Generalized Least Squares, resp.GLS ). Preto v mnohých pŕıpadoch
dochádza k nevhodnému použitiu OLS miesto GLS.
Uvažujme model
y = Xβ + e,
kde Eee′ = σ2Ω a Ω je pozit́ıvne definitná a symetrická matica, ale Ω 6= I potom:
• OLS odhad β̂ = (X′X)−1X′y je nestranný. Ak limT→∞(X′X/T ) je konečná
a regulárna a limT→∞(X
′ΩX/T ) je konečná, β̂ je konzistentný.
Plynie to z nasledujúcich faktov:
– Eβ̂ = β + E(X′X)−1X′e = β
– plim β̂ = β + limT→∞(X
′X/T )−1 plimX′e/T
– EX ′e/T = 0
– varX′e/T = σ2(X′ΩX/T 2)
• Kovariančná matica β̂ je E(β̂ − β)(β̂ − β)′ = σ2(X′X)−1X′ΩX(X′X)−1.
• Pri chybnej aplikácii OLS miesto GLS je rozptyl minimálne taký vel’ký, alebo
väčš́ı ako pri GLS
Nesprávne použitie metódy najmenš́ıch štvorcov vedie k neplatnému testovaniu
hypotéz, pretože skutočná kovariančná matica σ2(X′X)−1X′ΩX(X′X)−1 sa nahrad́ı
σ̂2(X′X)−1. Z predchádzajúcich vlastnost́ı pre Ω 6= I pri použit́ı σ̂2(X′X)−1 vzniká
vychýlenie, pretože (X′X)−1X′ΩX(X′X)−1 6= (X′X)−1 a Eσ̂2 6= σ2. Táto zámena
môže l’ahko spôsobit’, že dôjde k nesprávnym štatistickým záverom.
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2.3 Bodové odhady a testovanie hypotéz
na malých výberoch
Pri malých výberoch sú kladené silneǰsie predpoklady na distribúciu chybového
člena ako sme boli zvyknut́ı doteraz. V tejto sekcii budeme okrem predpokladov
z predchádzajúcich čast́ı navyše d’alej predpokladat’, že chyby majú normálne roz-
delenie. Takýto model nazývame klasický normálny lineárny regresný model. Tento
model pripúšt’a odhadovanie parametrov pomocou metódy maximálnej vierohodnosti
a konštrukciu testovania hypotéz pomerom vierohodnosti.
2.3.1 Maximálne vierohodný odhad
Ďaľsou metódou, ktorá sa pomerne často použ́ıva k odhadnutiu regresných koeficien-
tov je metóda maximálnej vierohodnosti. Maximálnu vierohodnost’ môžeme použit’
v pŕıpadoch, ked’ poznáme stochastickú distribúciu pozorovańı, v našom pŕıpade
distribúciu rezidúı.
Defińıcia 2.9 Nech xt, t = 1, 2, . . . , T je náhodný výber z populácie charakterizo-
vanej hustotou f(xt; θ), ktorá záviśı na parametre θ ∈ Θ, kde Θ je parametrický





sa nazýva vierohodnostná funkcia. Potom maximálne vierohodný odhad je hodnota
parametru, ktorá maximalizuje vierohodnostnú funkciu.
Defińıcia 2.10 Klasický normálny lineárny regresný model spĺňa predpoklady ako
klasický lineárny regresný model z defińıcie 2.1, ale naviac, chybový člen má normálne
rozdelenie, t.j. e ∼ N(0, σ2I).
Veta 2.6 Nech sú splnené predpoklady klasického normálneho lineárneho regresného
modelu. Maximálne vierohodné odhady parametrov β a σ2, β̃ a σ̃2, majú nasledujúce
vlastnosti:
1. β̃ ∼ N(β, σ2(X′X)−1), kde β̃ = β̂ = (X′X)−1X′y,
2. T σ̃/σ2 = (T −K)σ̂2/σ2 ∼ χ2T−K , kde σ̃2 = (T −K)σ̂2/T
3. β̃ a σ̃2 sú vzájomne nezávislé
Dôkaz vid’ [7].
Distribučné vlastnosti z vety 2.6 poskytujú základ pre odvodenie výberových
rozdeleńı štatist́ık použ́ıvaných pri testovańı všeobecných lineárnych hypotéz v kla-
sickom lineárnom regresnom modele.
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2.3.2 Odhady na malých výberoch
Za nepŕıtomnosti nejakého predpokladu o parametrickej forme rozdelenia chybovej
zložky e, (napr. normálne rozdelenie, rovnomerné rozdelenie, . . . ), derivácia triedy
eficientných nestranných odhadov pomocou Gaussovej-Markovovej vety vyžaduje li-
nearitu odhadu, t.j. β∗ = Hy. Tento striktný predpoklad linearity v istom zmysle
kompenzuje nedostatok vedomost́ı o konkrétnej distribúcii chybovej zložky. Za pŕı-
tomnosti viacerých explicitných informácíı však môže byt’ predpoklad linearity vy-
nechaný.
Existujú dve rôzne metódy pre zistenie, či je nestranný odhad nestranným odha-
dom s minimálnym rozptylom (medzi lineárnymi i nelineárnymi odhadmi). V tomto
kontexte schválne nepouž́ıvame pojem
”
najlepš́ı odhad“.
Metóda, ktorá nás bude zauj́ımat’ v prvom rade sa nazýva Cramérova-Raova dolná
medza. Druhou metódou je metóda úplnosti a suficientnosti (dostatočnosti), ktorú
stručne tiež poṕı̌seme, aby sme mohli obe metódy porovnat’.
Nestranný odhad s minimálnym rozptylom
pomocou Cramérovej-Raovej dolnej medze
Tento pŕıstup je priamočiary a je dvojkrokový. Po prvé, hustota vyšetrovanej ná-
hodnej veličiny muśı byt’ regulárna funkcia. Po druhé, ak je hustota regulárna, dolná
medza rozptylu je presne určená a budeme ju nazývat’ Cramérova-Raova dolná me-
dza. Ak sa rozptyl nestranného odhadu rovná Cramérovej-Raovej dolnej medzi, jedná
sa o nestranný odhad s minimálnym rozptylom. V opačnom pŕıpade účinnost’ odhadu
nie je determinovaná.
Defińıcia 2.11 Hustota f(xt; θ) sa nazýva regulárna funkcia práve vtedy, ked’ platia
nasledujúce podmienky:
(i) rozsah náhodnej premennej xt je nezávislý na parametrickom vektore θ
(ii) hustota f(xt; θ) je podl’a θ diferencovatel’ná do 2. rádu a tieto derivácie sú
ohraničené nejakou integrovatel’nou funkciou x.
T.j. derivácie ∂f(xt; θ)/∂θi, ∂




i existujú pre každé
i, j a existuje nejaká konštanta A, a tiež existuje nejaká funkcia Mi(x), také,
že plat́ı |∂f(xt; θ)/∂θi| ≤Mi(x).
Veta 2.7 Cramérova-Raova veta. Nech x1, x2, . . . , xT je náhodný výber s regu-
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Nech θ̂ je nestranný (nevychýlený) odhad θ s kovariančnou maticou Σ. Potom matica
Σ− [I(θ)]−1 je pozit́ıvne semidefinitná. A matica
[I(θ)]−1
je Cramérova-Raova matica dolných medźı.
Dôkaz vid’ [7].
Cramérova–Raova veta je niekdy nazývaná Cramérova–Raova nerovnost’, nakol’ko
stanovuje dolnú medzu pre rozptyl odhadu.
Lemma Mnohorozmerná normálna hustota y je regulárna vzhl’adom k jej prvým
deriváciám.
Veta 2.8 Raova-Cramérova dolná medza pre rozptyly β̂ a σ̂2 je σ2(X′X)−1 a 2σ4/T.
Dôkaz Výpočtom parciálnych derivácíı druhého rádu aplikovaných na vierohod-










Takže Raova–Cramérova dolná medza pre nestranné odhady β a σ2 je σ2(X′X)−1
a 2σ4/T.
Q.E.D.
Z Raovej-Cramérovej vety vyplýva, že β̂, najlepš́ı nestranný odhad β ako Raova-
Cramérova dolná medza existuje a jedná sa o odhad źıskaný pomocou OLS metódy.
Naopak, var σ̂2 = 2σ4/(T −K) > 2σ4/T, a teda dolná medza pre nestranný odhad
σ2 nie je nikdy dosiahnutá. V tomto pŕıpade Raova-Cramérova veta neposkytuje
verifikáciu účinnosti odhadu σ̂2. Takže pre overenie eficientnosti odhadu muśıme
siahnut’ po alternat́ıvnom pŕıstupe: úplnej, suficientnej štatistike. Týmto spôsobom
ukážeme, že σ̂2 je skutočne eficientný nestranný odhad s najmenš́ım rozptylom.
Nestranný odhad s minimálnym rozptylom
pomocou pŕıstupu úplnej-suficientnej štatistiky
Týmto pŕıstupom sa dá ukázat’, že aj OLS odhad σ̂2 parametru σ2 v normálnom
klasickom lineárnom regresnom modele je eficientný nestranný s minimálnym rozp-
tylom.
Výhodou Cramérovho a Raovho pŕıstupu je l’ahšia pochopitel’nost’ a aplikova-
tel’nost’. Zatial’ čo Cramér a Rao vyžaduje regularitu hustoty a aplikáciu Cramér-
ovej-Raovej vety, pŕıstup cez úplnu-suficientnú štatistiku vyžaduje defińıcie úplnosti
a suficientnosti a tri vety (Fisherova-Neymanova faktorizačná veta, Raova-Blackwell-
ova veta a Lehmannova-Sheffého veta). Tento pŕıstup je śıce zložiteǰśı, ale na dru-
hej strane nedáva žiadne nedeterminované výstupy. Vždy vieme určit’, či sa jedná
o nestranný odhad s najmenš́ım rozptylom alebo nie. Obvykle je teda tento pŕıstup
silneǰśı.
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2.3.3 Testovanie hypotéz
V predchádzajúcej časti sme sa zameriavali na odhady na malých výberoch, pričom
chyby v lineárnom modele mali normálne rozdelenie. Distribúcie OLS odhadov β̂
a σ̂2 v klasickom normálnom lineárnom regresnom modele boli stanovené pre nejaký
konečný rozsah výberu T a tieto odhady boli nestranné a s minimálnym rozptylom.
Niekedy máme k dispoźıcii nejaké dodatočné informácie o konštruovanom modele.
Takéto informácie majú zvyčajne tvar apriórnych obmedzeńı pre parametre modelu.
Najjednoduchš́ım pŕıpadom takýchto obmedzeńı sú obmedzenia v tvare lineárnych
rovnost́ı. V praxi je pomerne častá potreba obmedzenia takéhoto typu štatisticky
testovat’.
V tejto časti uvedieme procedúry vhodné na testovanie takýchto všeobecných
hypotéz linearity v klasickom lineárnom modele. Hypotézu linearity vektorového pa-
rametru β môžeme zaṕısat’ v tvare Rβ = r, kde R je matica konštánt typu J ×K
s hodnost’ou J (J ≤ K) a r je vektor konštánt typu J×1.Maticový zápis Rβ = r re-
prezentuje J nezávislých lineárnych hypotéz o parametri β. Konkrétnym pŕıkladom
hypotézy linearity môže byt’ napŕıklad, hypotéza, že jeden konkrétny element vektoru
r, napr. k−tý prvok, je rovný nejakej konkrétnej konštante, povedzme β∗k , a ostatné
prvky sú nulové (t.j. R = [0 0 . . . 0 1 0 . . . 0] a r = [β∗k ]). V tomto pŕıpade teda
H0 : βk = Rβ = r = β
∗
k . Túto hypotézu H0 testujeme proti H1 : Rβ 6= r.
Ďaľśım pŕıkladom lineárnej hypotézy je H0 : βi = β
∗
i , i = 1, 2, . . . , J ; kde
J ≤ K. V tomto pŕıpade alternat́ıva H1 : Rβ 6= r proti ktorej testujeme H0,
znamená, že aspoň jedna z podmienok v H0 neplat́ı. Takéto hypotézy, ktoré testujú
významnost’ niektorých parametrov z β sú vel’mi časté. Tieto hypotézy sa dajú tes-
tovat’ F−testom, v praxi však bývajú časteǰsie použ́ıvané testy založené na prinćıpe
maximálnej vierohodnosti, ktoré fungujú bez ohl’adu na tvar modelu. Metóda ma-
ximálnej vierohodnost́ı poskytuje strednú hodnotu źıskaných bodových odhadov,
kým metóda pomeru vierohodnost́ı ponúka strednú hodnotu źıskaných testových





kde L(ω̂) je maximálna hodnota vierohodnostnej funkcie nad zúženou množinou pa-
rametrov, ktorá je definovaná ako tá čast’ parametrického priestoru, kde plat́ı nulová
hypotéza H0 : Rβ = r a L(Ω̂) je maximálna hodnota vierohodnostnej funkcie na ce-
lom parametrickom priestore. Takže 0 ≤ l ≤ 1 a l je obstojnou testovou štatistikou
pre H0. Väčšie hodnoty l znamenajú, že H0 je zmysluplne prijatel’ná. Kritickou ob-
last’ou testovej štatistiky je potom l ≤ cα, kde cα určuje z rozdelenia g(l) hladinu
testu α, t.j. ∫ cα
0
g(l)dl = α. (2.2)
Túto metódu môžme aplikovat’ na všeobecnú lineárnu hypotézu Rβ = r o para-
metroch klasického normálneho lineárneho modelu y = Xβ + e, kde e má mnoho-
rozmerné normálne rozdelenie s nulovou strednou hodnotou a kovariančnou maticou
17
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σ2I. Všeobecná lineárna hypotéza je
H0 : Rβ = r (2.3)
a alternat́ıva k nej je
H0 : Rβ 6= r. (2.4)
Vierohodnostná funkcia pre tento model je potom







Hodnoty parametrov β a σ2, ktoré maximalizujú vierohodnostnú funkciu na celom
parametrickom priestore sú:




(y −Xβ̂)′(y −Xβ̂). (2.6)








Hodnoty parametrov β a σ2, ktoré maximalizujú vierohodnostnú funkciu na para-
metrickom priestore obmedzenom podmienkou Rβ = r sú




(y −Xβ∗)′(y −Xβ∗). (2.8)























≥ c−2/Tα . (2.10)
Pretože
(y −Xβ∗)′(y −Xβ∗) = (y −Xβ̂)′(y −Xβ̂) + (β̂ − β∗)′X′X(β̂ − β∗)
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túto štatistiku môžeme upravit’ do vhodneǰsej formy:
I−2/T − 1 = (β̂ − β
∗)′X′X(β̂ − β∗)
(y −Xβ̂)′(y −Xβ̂)
≥ c−2/Tα − 1 = c∗α.
Ďalej použijeme substitúciu za (β̂ − β∗) z (2.8) a v čitateli dostaneme
(r−Rβ̂)′[R(X′X)−1R′]−1(r−Rβ̂),
a teda test založený na podiele maximálnej vierohodnosti zamieta H0 ak
(r−Rβ̂)′[R(X′X)−1R′]−1(r−Rβ̂)/J
(y −Xβ̂)′(y −Xβ̂)/(T −K)
≥ c∗∗α . (2.11)
K odvodeniu rozdelenia testovej štatistiky z (2.11) potrebujeme nasledujúce dve
lemmy:
Lemma Nech x ∼ N(0, σ2IT ) a A a B sú symetrické matice. Potom Q1 = x′Ax/σ2
a Q2 = x
′Bx/σ2 sú nezávislé práve vtedy, ked’ AB = 0, kde 0 je nulová matica.
Lemma Ak M je symetrická idempotentná matica rádu T × T a x má normálne
rozdelenie N(0, σ2I), potom kvadratická forma
x′Mx
σ2
má rozdelenie χ2 o m = trM stupňoch vol’nosti.
Teraz môžeme jednoducho odvodit’ rozdelenie testovej štatistiky. Ak r = Rβ,
r−Rβ̂ = R(β−β̂) = −R(X′X)−1X′e a kvadratickú formu z čitatel’a (2.11) môžeme
zaṕısat’ v tvare e′Ae/J, kde
A = X(X′X)−1R′[R(X′X)−1R]−1R(X′X)−1X′.
Matica A je zjavne symetrická a idempotentná, navyše e′Ae/J má χ2 rozdelenie
o trA = J stupňoch vol’nosti. Podobne kvadratickú formu z menovatel’a (2.11)
môžme označit’ ako e′Be/(T −K), kde B = I−X(X′X)−1X′ je symetrická a idem-
potentná matica s hodnost’ou (T −K), takže rozdelenie e′Be je χ2T−K . Ked’že A a B
sú idempotentné, AB = 0. Takže za platnosti nulovej hypotézy, testová štatistika
u =
(r−Rβ̂)′[R(X′X)−1R′]−1(r−Rβ̂)/J
(y −Xβ̂)′(y −Xβ̂)/(T −K)
má centrované F−rozdelenie o J a T − K stupňoch vol’nosti, pretože je podielom
dvoch nezávislých náhodných velič́ın s χ2 rozdeleńım, ktoré sú podelené zodpoveda-
júcimi stupňami vol’nosti. Z toho vyplýva, že nulovú hypotézu zamietame na základe
testu založeného na podiele vierohodnost́ı na hladine α s kritickou hodnotou c∗∗α .
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2.3.4 Odhady a testovanie hypotéz na vel’kých výberoch
V tejto časti uvedieme základné defińıcie a tvrdenia týkajúce sa teórie asympto-
tického rozdelenia, asymptotických vlastnost́ı maximálne vierohodných odhadov a asymp-
totickej eficiencie OLS odhadov parametrov β a σ2 za predpokladu normality.
Defińıcia 2.12 Nech (x1, x2, . . .) je postupnost’ náhodných velič́ın s kumulat́ıvny-
mi distribučnými funkciami (F1, F2, . . .). Potom postupnost’ (x1, x2, . . .) konverguje




pre všetky body spojitosti F.
Zjednodušene táto defińıcia znamená, že kumulat́ıvne distribučné funkcie ná-
hodných velič́ın x1, x2, . . . konvergujú ku kumulat́ıvnej distribučnej funkcii F nejakej
náhodnej veličiny x, a teda hovoŕıme, že náhodné veličiny x1, x2, . . . konvergujú v dis-
tribúcii k náhodnej veličine x.
Defińıcia 2.13 Nech θ̂T je konzistentný odhad θ a nech d’alej
√
T (θ̂T − θ) kon-
verguje v distribúcii k N(0,Σ). Potom hovoŕıme, že θ̂T má asymptotické rozdelenie
N(θ,Σ/T ).





T (θ̂T − θ) konverguje v distribúcii k N(0,Σ) a
(iii) ak konverguje rovnomerne v každej kompaktnej podmnožine parametrického
priestoru.
Defińıcia 2.15 Nech θ̂T a θ̃T sú konzistentné, rovnomerné, asymptoticky normálne
odhady s asymptotickými kovariančnými maticami Σ/T a Ω/T. Potom hovoŕıme, že
θ̂T je asymptoticky eficientný vzhl’adom k θ̃T , ak matica Ω−Σ je pozit́ıvne definitná.
Defińıcia 2.16 Konzistentný, rovnomerný, asymptoticky normálny odhad nazývame
asymptoticky eficientný, ak je asymptoticky eficientný vzhl’adom k nejakému inému
konzistentnému, rovnomerne asymptoticky normálnemu odhadu.
Dôsledok Raovej–Cramérovej vety Postačujúcou podmienkou aby konzistentný,
rovnomerný, asymptoticky normálny odhad bol asymptoticky eficientným odhadom




Nasledujúca veta ukazuje, akým účinným nástrojom je maximálne vierohodný od-
had.
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Veta 2.9 Nech x1, x2, . . . , xT je náhodný výber z rozdelenia f(xt;θ). Nech d’alej
θ̂T je maximálne vierohodný odhad parametru θ. Potom θ̂T je konzistentný odhad
θ a
√
T (θ̂T − θ) má asymptotické rozdelenie N(0, limT→∞[I(θ)/T ]−1) ak sú splnené
”
podmienky regularity“.
Maximálne vierohodné podmienky regularity sú:
(i) doména náhodnej veličiny xt nezáviśı na vektorovom parametre θ,
(ii) hustota f(xt;θ) má derivácie do tretieho rádu podl’a θ, ktoré sú ohraničené
nejakou integrovatel’nou funkciou x.
Tieto podmienky regularity sa ĺı̌sia od podmienok z Raovej–Cramérovej vety iba
v existencii derivácíı tretieho rádu, ktoré sú ohraničené nejakou integrovatel’nou fun-
kciou x.
Veta 2.10 Slutského veta. Ak θ̂ je konzistentný odhad parametru θ, potom g(θ̂)
je konzistentným odhadom g(θ), kde g je spojitá funkcia.
Slutského veta hovoŕı, že konzistencia odhadu je invariantná vzhl’adom ku spoji-
tej transformácii. Túto vetu môžeme aplikovat’ aj na vektorové parametre. Z na-
sledujúcej vety zasa uvid́ıme, že funkcia maximálne vierohodných odhadov je ma-
ximálne vierohodný odhad funkcie.
Veta 2.11 Invariantnost’ maximálne vierohodného odhadu.
Nech θ̂1, θ̂2, . . . , θ̂K sú maximálne vierohodné odhady parametrov θ1, θ2, . . . , θK . Nech
d’alej α1 = α1(θ1, θ2, . . . , θK), . . . , αK = αK(θ1, θ2, . . . , θK) je množina transformácíı.
Potom maximálne vierohodné odhady α1, . . . , αK sú α̂1 = α1(θ̂1, θ̂2, . . . , θ̂K), . . . , α̂K-
= αK(θ̂1, θ̂2, . . . , θ̂K).
Dôsledok vety 2.4. Nech θ̂ je maximálne vierohodný odhad parametru θ. Po-
tom asymptotická kovariančná matica vektorovej funkcie ψ(θ̂) takej, že ψ(θ̂) =
(ψ1(θ̂), . . . , ψK(θ̂))














kde (i, j)−tý prvok, i, j = 1, 2, . . . , K matice G označuje deriváciu ψi(θ) podl’a θ.
Navyše ψ(θ̂) je asymptoticky eficientný odhad ψ(θ).
Ďaľsia veta zovšeobecňuje vlastnosti štatistiky založenej na podiele vierohodnost́ı
na malých výberoch.
Veta 2.12 Predpokladajme, že platia podmienky regularity maximálne vierohodného
odhadu. Nech l = L(ω̂)/L(Ω̂) označuje štatistiku založenú na podiele vierohodnost́ı,
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kde Ω je všeobecná K−rozmerná parametrická množina a množina ω je (K − q)−roz-
merná podmnožina Ω zodpovedajúca platnosti nulovej hypotézy. Potom, za platnosti
nulovej hypotézy asymptoticky plat́ı:
−2 ln l ∼ χ2q.
Z predchádzajúceho textu je zrejmé, že sú dva spôsoby, ktorými môžeme ukázat’, že
konzistentný, rovnomerný, asymptoticky normálny odhad je asymptoticky eficientný.
Bud’ dokážeme, že skúmaný odhad má rovnaké asymptotické rozdelenie ako ma-
ximálne vierohodný odhad alebo ukážeme, že rozptyl odhadu dosahuje Cramérovu–
Raovu dolnú medzu. Oba pŕıstupy môžeme použit’ pri skúmańı asymptotickej efi-
cientnosti OLS odhadov β̂ a σ̂2 v klasickom normálnom lineárnom modele (teda za
splnenia predpokladov o chybovej zložke regresného modelu).
Pretože β̂ a σ̃2 = (y − Xβ̂)′(y − Xβ̂)/T sú maximálne vierohodné odhady,
asymptotická eficientnost’ vyplýva priamo z vety 2.4 a zo skutočnosti, že viacrozmer-
né normálne rozdelenie sṕlňa podmienky regularity. Nakol’ko σ̂2 limitne konverguje
k maximálne vierohodnému odhadu σ̃2, odhad σ̂2 je tiež asymptoticky eficientný.
Pŕıpadne môžeme k overeniu asymptotickej eficientnosti odhadov β̂ a σ̂2 použit’










































Veta 2.13 Asymptotické rozdelenie
√
T (β̂−β) je centrované normálne s konečným
rozptylom σ2Q−1, t.j. √
T (β̂ − β) ∼ N(0, σ2Q−1),
kde Q = limT→T (X
′X/T ) a β̂ je asymptoticky eficientný odhad parametru β.
Lemma Lindebergova-Lévyho centrálna limitná veta. Nech x1, x2, . . . je postupnost’











konverguje v distribúcii k N(0, 1).
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Veta 2.14 Asymptotické rozdelenie
√
T (σ̂2−σ2) je N(0, 2σ4) a σ̂2 je asymptoticky
eficientný odhad σ2.
Asymptotická účinnost’ β̂ a σ̂2 záviśı na ich koincidencii s maximálne viero-
hodnými odhadmi. Tieto výsledky sú úplne závislé na predpoklade normality. Na-
pŕıklad, ak je daný štandardný lineárny model s homoskedastickými chybami ale
s exponenciálnym rozdeleńım, asymptotická eficientnost’ sa nezachová.
Vid́ıme, že normalita je základným prvkom pri testovańı hypotéz a vlastnostiach
odhadov na malých výberoch. Vzniká teda otázka, aké vlastnosti lineárneho modelu
sú zachované pokial’ vynecháme predpoklad normality.
Z predchádzajúcich čast́ı už vieme, že β̂ je najlepš́ı nestranný lineárny a konzis-
tentný odhad parametru β a má kovariančnú maticu σ2(X′X)−1, zatial’ čo σ̂2 je ne-
stranný a konzistentný odhad. Avšak β̂ nemá normálne rozdelenie, ani (T−K)σ̂2/σ2
nemá χ2 rozdelenie a ani β̂ a σ̂2 nie sú nestranné s minimálnym rozptylom a ani
asymptoticky eficientné. Naviac nebudú tu d’alej platit’ ani testy vyvinuté za predpo-
kladu normality na malých výberoch. Zvlášt’, ak poznáme nenormálne rozdelenie chy-
bovej zložky e, potom môžme stanovit’ výberovú distribúciu pre β̂ a σ̂2 a teda aj kon-
fidenčné intervaly. Či to dokážeme alebo nedokážeme stanovit’ záviśı na priechodnosti
požadovaného rozdelenia. Navyše uvedené procedúry zostávajú aspoň asymptoticky
platné za podmienky, že chyby sú i.i.d. s nulovou strednou hodnotou a konštantným





Klasický lineárny regresný model a klasický normálny lineárny regresný model popi-
sujú klasické predpoklady regresnej analýzy. V klasickom lineárnom modele sme pred-
pokladali, že všetky chyby majú rovnaký rozptyl, sú nekorelované (resp. nezávislé)
a majú normálne rozdelenie s nulovou strednou hodnotou. Oba modely, zhodne
s Aitkenovou vetou, použ́ıvajú metódu najmenš́ıch štvorcov (OLS ). Pri použit́ı OLS
v pŕıtomnosti nesférických chybových vplyvov klasického regresného modelu od-
had stráca účinnost’ a modelu neposkytuje vhodný základ pre štatistické závery.
Dva základné charakteristické typy nesférických chýb sú heteroskedasticita a auto-
korelácia. Jedna z metód odhadovania použ́ıvaná za pŕıtomnosti heteroskedasticity
a autokorelácie sa nazýva
”
Feasible“ (funkčná, použitel’ná) zobecnená metóda naj-
menš́ıch štvorcov. Pojednáme o nej d’alej. Ďaľśımi porušeniami predpokladov klasic-
kého lineárneho modelu sú súbežné korelácie medzi chybovou zložkou a vysvetl’ujúcou
premennou. Za takýchto okolnost́ı je metóda najmenš́ıch štvorcov nekonzistentná
a neúčinná. Dva pŕıpady, ked’ takéto korelácie nastanú, sú ked’ koeficienty musia
byt’ odhadované v omeškanej závislej premennej (model postupných korelácíı - serial
correlation model) a v modele nepozorovatel’nej premennej. Ďaľsou možnost’ou ako
pristupovat’ k porušeniu predpokladov kladených na reziduálnu zložku klasického re-
gresného modelu, je zobrat’ ako základný prvok konštrukcie modelu práve reziduálnu
zložku, ktorá môže byt’ tvorená korelovanými náhodnými veličinami. V tomto pŕıpade
sa jedná o Boxovu–Jenkinsovu metodológiu, ktorá je vel’mi flexibilná. Porušeniami
predpokladov klasického lineárneho modelu a metódami, ktoré sa pri porušeńı pred-





V niektorých pŕıpadoch chceme špecifikovat’ štruktúru kovariančnej matice chýb, Ω,
v zobecnenom modele najmenš́ıch štvorcov (GLM ) až na nejaké neznáme parametre,
θ1, θ2, . . . , θp. Nastáva to napŕıklad pri podozreńı na korelovanost’ chýb v regresnom
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modele časových radov alebo ak má regresný vzt’ah premenlivú presnost’. Ďalej sa
budeme zaoberat’ s kovariančnou maticou chýb, Ω, pri všeobecných podmienkach,
jej odhadom pokial’ je Ω neznáma, a konsekvenciami tohoto odhadu s vlastnost’ami




Pripomeňme, že zobecnený model najmenš́ıch štvorcov má tvar y = Xβ+ e, kde X








QΩ je konečná regulárna matica typu K ×K. Chybový vektor e sṕlňa podmienky:
Ee = 0 a Eee′ = σ2Ω. Miesto podmienok, že chyby sú i.i.d. s nulovou strednou
hodnotou a s konečným rozptylom σ2 predpokladajme radšej, že chyby et pochádzajú
z autoregresného procesu 1. rádu et = ρet−1 + ut, |ρ| < 1, kde ut sú i.i.d. s nulovou
strednou hodnotou a s konečným rozptylom σ2u. V tejto sekcii tiež predpokladáme,
že kovariančná matica chýb, Ω, je známa, až na nejaký skalárny násobok (aj napriek
tomu, že najčasteǰsie býva Ω uvažovaná ako neznáma). Formálne:
Defińıcia 3.1
”
Feasible“ zovšeobecnený model najmenš́ıch štvorcov (FGLM) je de-
finovaný ako
y = Xβ + e,
kde y je vektor pozorovańı závislej premennej rádu T × 1, β je vektor neznámych
koeficientov rádu K × 1, X je nenáhodná matica pozorovańı vysvetl’ujúcich pre-
menných rádu T × K, s hodnost’ou K, a konečne e je autoregresný proces prvého
rádu, et = ρet−1 + ut, taký, že |ρ| < 1, a ut sú centrované i.i.d. náhodné veličiny
s konečným rozptylom, t.j. Eut = 0 a varut = σ
2






1 ρ . . . ρT−1





. . . ρ




Defińıcia 3.2 Ak Ω záviśı na konečnom počte parametrov θ1, θ2, . . . , θp a ak Ω̂ záviśı
na konzistentných odhadoch týchto parametrov, θ̂1, θ̂2, . . . , θ̂p, potom Ω̂ je konzis-
tentný odhad Ω.
Defińıcia 3.3 Nech Ω̂ je konzistentný odhad Ω. Potom odhad
”
feasible“ zovšeobec-
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Ak by sme použili bežnú metódu najmenš́ıch štvorcov, dostaneme:
Ω̂ = (y −Xβ̂)(y −Xβ̂)′.
V tomto pŕıpade h(Ω̂) = 1 a preto Ω̂ je singulárna, takže k nej neexistuje inverzná
matica a preto nevieme vypoč́ıtat’ ani odhad β̃. Taktiež máme T (T + 1)/2 rôznych
prvkov v Ω, ale iba T pozorovańı. Takže počet parametrov v neštrukturovanom zo-
becnenom modele najmenš́ıch štvorcov je T (T+1)/2+K > T a bez ohl’adu na rozsah
výberu budeme mat’ nedostatočný počet stupňov vol’nosti.
Zrejme pre Ω musia platit’ nasledujúce minimálne obmedzenia:
(i) h(Ω̂) = T (takže Ω̂ je regulárna, a teda Ω̂
−1
existuje),
(ii) pre počet p parametrov v matici Ω, muśı platit’: K + p ≤ T a





V pŕıpade splnenia podmienok pre GLM, GLS–odhad β̂ je najlepš́ım nestranným
lineárnym odhadom parametru β. Ak pridáme predpoklad, že chyby sú normálne,
GLS–odhad má d’aľsiu vlastnost’ - je nestranným odhadom s najmenš́ım rozptylom
(medzi lineárnymi i nelineárnymi odhadmi). Ďalej budeme skúmat’, ktoré vlastnosti
GLS–odhadu sú zachované a ktoré strat́ıme, ked’ Ω nepoznáme, a teda ju odhadu-
jeme.
FGLS za absencie normálnej distribúcie chýb
Uvažujme GLM. Nepotrebujeme žiadne špecifické predpoklady na distribúciu chybo-
vej zložky k odvodeniu viacerých použitel’ných vlastnost́ı
”
feasible“ zovšeobecnenej
metódy najmenš́ıch štvorcov. Aitkenovu vetu však nemôžeme použit’, nakol’ko Ω je




Feasible“ zovšeobecnená metóda najmenš́ıch štvorcov pri ab-
sencii normálneho rozdelenia chybovej zložky. Nech platia podmienky zovše-
obecneného modelu najmenš́ıch štvorcov a nech d’alej plat́ı:
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Odhad
”
feasible“ zobecnenou metódou najmenš́ıch štvorcov β̃ je konzistentný,√








, kde βs je
s−tý prvok β a qss je s−tý diagonálny prvok σ̃2(X′Ω̂
−1
X)−1, je za nulovej hypotézy,
H0 : βs = β
0
s , asymptoticky N(0, 1). Pretože t−rozdelenie konverguje k N(0, 1), ked’
T → ∞, dostaneme konvenčný t−test signifikantnosti koeficientu. Podobne, testom
všeobecnej lineárnej hypotézy Rβ = r tiež dostaneme, že štatistika
(Rβ̃ − r)′[R(X′Ω−1X)−1R′]−1(Rβ̃ − r)/J
(y −Xβ̃)′Ω̂−1(y −Xβ̃)/(T −K)
má asymptoticky F−rozdelenie o J a T −K stupňoch vol’nosti za nulovej hypotézy
H0 : Rβ = r.
Dôkaz vety 3.1 je uvedený v [7]. Asymptotické vlastnosti FGLS–odhadu sú teda rov-
naké ako u GLS–odhadu. Pri vel’kých výberoch, teda môžme použit’ konvenčné tes-
tovanie hypotéz. Ked’ Ω nie je známa, vlastnost’ najlepšieho nestranného lineárneho
odhadu a aj nestranného odhadu s minimálnym rozptylom strácame, nakol’ko sa
jedná o vlastnosti odhadov na malých výberoch.
FGLS za pŕıtomnosti normálnej distribúcie chýb
Aj nad’alej budeme uvažovat’ platnost’ predpokladov z vety 3.1 a naviac pribudne
predpoklad, že chyby e majú mnohorozmerné normálne rozdelenie. Kompletnú dis-
kusiu o maximálne vierohodnom odhade v GLM s neznámou kovariančnou mati-
cou chýb bez straty všeobecnosti poskytol Magnus, ktorý predpokladal, že σ2 = 1
a Eee′ = Ω, kde Ω je pozit́ıvne definitná matica s prvkami, ktoré sú dvakrát dife-
rencovatel’né funkcie θ1, θ2, . . . , θp.
Veta 3.2 Magnus (
”
Feasible“ zovšeobecnená metóda najmenš́ıch štvorcov s nor-
málnymi chybami) Za platnosti predpokladov uvedených vo vete 3.1 a ak chyby e majú
mnohorozmerné normálne rozdelenie, dostaneme riešenie pre maximálne vierohodné



















ě, kde h = 1, 2, . . . , p (3.2)
a ě = y −Xβ̌. Rovnost’ 3.2 bude v d’aľsom uvádzaná ako θ−rovnost’. Ďalej, ak |Ω|







ě = 0. (3.3)
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Dôkaz Vierohodnostná funkcia:





ln 2π − 1
2
ln |Ω| − 1
2
(y −Xβ)′Ω−1(y −Xβ) (3.4)






























































e, pre h = 1, 2, . . . , p (3.6)



















ě, h = 1, 2, . . . , p.
Samozrejme, ak |Ω| nezáviśı na θh, plat́ı (3.3)
Q.E.D.
Ak je daná Ω, normálne rovnosti pre β̌ sú lineárne a preto jednoducho riešitel’né.
Avšak θ−rovnost’ je výrazne nelineárna a v mnohých pŕıpadoch nejde maximálne
vierohodný odhad θ̌h źıskat’ analyticky. V takýchto pŕıpadoch je funkčná nasledujúca
iteračná maximálne vierohodná procedúra:
1. Zvol’me θ = θ0 ∈ Θ, množina pŕıpustných hodnôt θ.





e0 = y −Xb0.
3. Substituujme e0 do θ−rovnosti (3.6). Dostaneme p (nelineárnych) rovnost́ı o p
neznámych θ1, θ2, . . . , θp. A z toho vypoč́ıtame hodnotu vektorového parametru
θ, povedzme θ1.
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4. Poč́ıtajme Ω−11 = Ω
−1(θ1). b1 = (X
′Ω−11 X)
−1X′Ω−11 y a pokračujeme, kým
algoritmus neskonverguje.
Veta 3.3 Informačná matica vierohodnostnej funkcie
lnL = −T
2
ln 2π − 1
2






















, kde i, j = 1, 2, . . . , p.
Z toho vyplýva, že asymptotická kovariančná matica pre maximálne vierohodné od-




















pričom všetky neznáme parametre sú nahradené svojimi maximálne vierohodnými
odhadmi.
Z vety o maximálnej vierohodnosti vyplýva, že β̌ θ̌ sú konzistentné, asymptoticky
eficientné a ich rozdelenie je asymptoticky normálne. Potom Ǐ−1 môže byt’ použitá




Skúmajme základný ekonometrický model s využit́ım FGLS -odhadu, zdanlivo nesú-
visiacimi regresiami.
Investičná teória, ktorú uviedol Zellner v roku 1962 predpokladá, že firemné in-
vest́ıcie v danom roku sú aspoň čiastočne určené očakávaným ziskom v tomto roku;
Pretože očakávaný zisk v d’aľsom roku nie je priamo pozorovatel’ný, nahrad́ıme
ho meratel’nou tržnou hodnotou na konci roka Ft. Ďalej požadujeme aby základný
kapitál v nasledujúcom roku C∗t+1 bol lineárne závislý s Ft : C
∗
t+1 = α0 + α1Ft.
Potom C∗t+1 − Ct = α0 + α1Ft − Ct, kde Ct označuje základný kapitál v čase t.
Predpokladáme, že iba istá čast’ pt z požadovanej čistej invest́ıcie je v danom roku
realizovaná. Potom skutočná invest́ıcia je p1(C
∗
t+1−Ct)+p1α0+p1α1Ft−p1Ct. Navyše
čast’ invest́ıcíı tvoria pravdepodobne nejaké servisné náklady a pod., v množstve
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rovnom nejakej konštantnej časti z reálneho základného kapitálu, p2Ct. Preto hrubá
invest́ıcia v nasledujúcom roku je: It+1 = p1(C
∗
t+1 − Ct) + p2Ct = p1α0 + p1α1Ft +
(p2 − p1)Ct, čo je v stochastickom zápise: It = β1 + β2Ft−1 + β3Ct−1 + et
Zellner sa zameriaval na povahu chybovej zložky, ked’ invest́ıcie firiem sú riadené
podobnými okolnost’ami (napr. rovnaké odvetvie priemyslu). Uvažujme investičné
správanie General Electric a Westinghouse. Označme ich investičné funkcie Iti =
β1i + β2iFt−1,i + β3iCt−1,i + eti, kde i = 1, 2 označujú investičné funkcie General
Electric a Westinghouse v tomto porad́ı a pre každú firmu máme t = 1, 2, . . . , T











kde ei = (e1i, e2i, . . . , eT i)










kde Ee2ti = σii pre t = 1, 2, . . . , T a i = 1, 2, Eesieti = 0, s 6= t, esietj = 0
pre i 6= j a pre všetky s, t = 1, 2, . . . , T a IT×T je jednotková matica typu T × T.
V tomto pŕıpade sú chyby pre každú firmu i.i.d. a chyby medzi jednotlivými firmami
sú vzájomne nezávislé. Avšak je dost’ možné, že existujú náhodné exogénne faktory,
ktoré budú ovplyvňovat’ invest́ıcie oboch firiem, napr. vládna politika, medzinárodné
udalosti, hospodárska aktivita a pod. V tomto pŕıpade plat́ı, že Eetietj = σij , i, j =







Tento fakt ozrejmuje názov
”
zdanlivo“ nesúvisiace regresie. Pozrime sa teraz na zo-
všeobecnenie zdanlivo nesúvisiacich regresných modelov do M rovńıc a definujme
štandardné podmienky pre zdanlivo nesúvisiace regresie.
Uvažujme M regresných rovnost́ı, ktoré popisujú invest́ıcie M firiem:
y1 = X1β1 + e1,
y2 = X2β2 + e2,
... (3.7)
yM = X3β3 + e3,
kde každé yi, pre i = 1, 2, . . . ,M je matica typu T × 1, Xi je typu T × Ki, βi je
typu Ki × 1 a ei je vektor o T zložkách. Týchto M rovnost́ı môžeme preṕısat’ do
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y∗ = X∗β∗ + e∗ (3.8)
Defińıcia 3.4 Predpokladajme, že zdanlivo nesúvisiaca regresia (3.8) spĺňa nasle-
dujúce podmienky:
(i) E(e∗) = 0.
(ii) E(e∗e
′
∗) = Ω, kde Ω = Σ⊗ I a Σ = [σij ], kde i, j = 1, 2, . . . ,M.













je konečná regulárna matica.
Tieto predpoklady sa nazývajú štandardné podmienky pre zdanlivo nesúvisiace regre-
sie.
Detailneǰsie, kovariančná matica e∗ je Ee∗e
′
∗ = Ω, kde
Ω = Σ⊗ I =


σ11I σ12I . . . σ1MI











σ11 σ12 . . . σ1M




σ1M σ2M . . . σMM

 .
Symbolom ⊗ znač́ıme operátor Kroneckerovho súčinu, ktorý je definovaný pre l’ubo-




a11B a12B . . . a1nB
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Veta 3.4 Za platnosti štandardných podmienok pre zdanlivo nesúvisiace regresie,








s kovariančnou maticou (X′∗Ω
−1X∗)












Ak sú navyše chyby e∗ normálne rozdelené, potom β̃∗ je nestranný odhad s minimál-
nym rozptylom, ktorý je navyše asymptoticky eficientný.
Odhad zobecnenou metódou najmenš́ıch štvorcov β̃∗ je vo všeobecnosti účinneǰśı









































kde β̂i = (X
′
iXi)
−1X′iyi, pre i = 1, 2, . . . ,M je OLS -odhad parametru β z i−tej
rovnosti.
V dvoch pŕıpadoch sú tieto odhady identické, a teda aj rovnako účinné.
Veta 3.5 Ak σjk = 0 pre každé j 6= k, potom β̃∗ = β̂∗ a bežná metóda najmenš́ıch
štvorcov (OLS) je plne eficientná.
Ďaľśı pŕıpad, kde odhad zobecnenou metódou najmenš́ıch štvorcov β̃∗ a odhad
bežnou metódou najmenš́ıch štvorcov sú numericky rovné a teda aj rovnako účinné
je, ked’ regresné matice Xi, i = 1, 2, . . . ,M sú numericky identické, čo je formálne
zaṕısané v nasledujúcej vete.
Veta 3.6 Uvažujme množinu rovnost́ı:
y1 = Xβ1 + e1
y2 = Xβ2 + e2
...
yM = XβM + eM .
V tomto pŕıpade β̃∗ = β̂∗ a bežná metóda najmenš́ıch štvorcov je plne eficientná.
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Pokial’ pre všetkých M konštrukčných mat́ıc z predchádzajúcej defińıcie plat́ı, že
sú jednotkové, t.j. X1 = X2 = . . . = XM = X, táto veta plat́ı aj napriek množstvu
korelácíı v chybovej zložke.
3.1.4 Odhady: asymptotické výsledky
V tejto časti budeme nad’alej uvažovat’ systém zdanlivo nesúvisiacich regresíı (3.7),
kde Ω = Σ⊗ I = Ee∗e′ je neznáma a muśıme ju odhadnút’. Pôvodne Zellner v roku




ê′iêj, i, j = 2, . . . ,M, (3.12)









sM1 sM2 . . . sMM











Veta 3.7 Zellner. (Dvojkrokový Zellnerov)
”
Feasible“ odhad zobecnenou metódou







y∗ má rovnaké asymptotické rozdele-






β̃∗ je konzistentná a normálne rozdelená a navyše ak je e∗ normálne rozdelené, β̃∗
je asymptoticky eficientný.
Poznamenajme, že asymptotické testy pre zdanlivo nesúvisiace regresie nevyžadujú
normalitu chybovej zložky e∗, avšak požadujú asymptotickú eficientnost’. Konzis-





















kde ψ je matica T × T (definovaná Magnusom).
Pri konvergencii vedie d’aľsia iterácia Zellnerovho dvojkrokového odhadu k Zell-
nerovmu iteračnému odhadu, ktorý ja maximálne vierohodným odhadom systému
zdanlivo nesúvisiacich regresíı.
Z hl’adiska asymptotickej eficientnosti, d’aľsou iteráciou už nič neźıskame. Avšak
stále zostáva nezodpovedaná otázka potenciálneho zisku z d’aľsej iterácie na malých
(konečných) výberoch.
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Kapitola 3. Porušenie základných predpokladov
3.1.5 Zdanlivo nesúvisiace regresie:
výsledky na malom výbere
Vo všeobecnom pŕıpade FGLS máme k dispoźıcii iba nestrannost’ (ak existuje stredná
hodnota) ked’ Ω̂ je funkcia e. Zrejme nedostatočne špecifická štruktúra pre Ω je prin-
cipiálnym dôvodom pre nedeterminovanie malého výberu. Dokonca ani predpoklad
normálne rozdelených chýb konečne malého výberu nie je použitel’ný, ked’ určitá
charakteristická povaha Ω zostane nešpecifikovaná. Je niekol’ko vzácnych pŕıpadov,
kde v spojeńı s nejakým parametrickým rozdeleńım chýb, najčasteǰsie s normálnym
rozdeleńım, vlastnosti FGLS -odhadu na malom výbere sú dostupné pre nejakú kon-
krétnu formu Ω. Jedným z týchto pŕıpadov sú dve rovnice zdanlivo nesúvisiacich
regresíı s normálnymi chybami a s ortogonálnymi regresormi, X′1X2 = 0. Predpokla-












(X1,XD1) 0 . . . 0
0 (X2,XD2) 0
0 0
. . . 0



























kde βi sú koeficienty pri Xi a βi0 sú vektorové koeficienty rádu
∑
j 6=iKj × 1 zodpo-
vedajúce XDi = (X1,X2, . . . ,Xi−1,Xi+1, . . . ,XM ), maticiam rôznych regresorov zo
všetkých rovńıc s výnimkou i−tej. Odpovedajúci systém rezidúı môžeme zaṕısat’ do
tvaru







kde β̂i a β̂i0 označujú OLS -odhady βi a βi0.




, i, j = 1, 2, . . . ,M
a teda MT ×MT matica
Ω̂u = Σ̂u ⊗ I =







suM1IT suM2IT . . . suMMIT

 . (3.16)
Matica Σ̂u sa nazýva neobmedzený odhad Σ a je konzistentným odhadom Σ. Odhad
Σ̂ môže byt’ odvodený z (3.13) so zavedeńım obmedzenia βi0 = 0 pre i = 1, 2, . . . ,M.
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Z tohto dôvodu sa Σ̂ často nazýva obmedzený odhad Σ. Systém rovńıc (3.14) sa dá
l’ahko modifikovat’ tak, aby niektoré (ale nie všetky) regresory boli rôzne.
Defińıcia 3.5 Σ̂u je neobmedzený odhad Σ a Σ̂ je obmedzený odhad Σ. Potom
Ω̂u = Σ̂u ⊗ I a Ω̂ = Σ̂⊗ I sú neobmedzený a obmedzený odhad Ω, v tomto porad́ı.
Asymptoticky zrejme nezálež́ı na tom, ktorý z odhadov Σ použijeme pri kon-
štrukcii FGLS -odhadu, avšak v pŕıpade malého výberu to tak nutne nemuśı byt’.




∗(Σ̂u ⊗ I)−1X∗)−1X′∗(Σ̂u ⊗ I)−1y∗ (3.17)
v kontexte dvoch rovńıc zdanlivo nesúvisiacich regresíı s ortogonálnymi regresormi
(X′1X2 = 0) a normálne rozdelenými chybami. Zellner ukázal, že β̃∗u je nestranný.





k neobmedzenému odhadu β̃1u. Zellner ukázal, že
var(β̃∗u) = σ11(1− ρ2)[1 + 1/(T ∗ − 2)](X′1X1)−1,
kde T ∗ = T −K1 −K2(> 2) a ρ = σ12/(σ11σ22)1/2. Potom medzi var(β̃1u) a var(β̂1)
je rovnaká (ne)rovnost’ ako medzi (1 − ρ2)[1 + 1/(T ∗ − 2)] a 1, v tomto porad́ı.
FGLS -odhad β̃1u je teda účinneǰśı ako OLS -odhad ked’
(
1
T ∗ − 1
)1/2
< |ρ| < 1. (3.18)
Z danej asymptotickej eficientnosti FGLS -odhadu β̃1u, automaticky vyplýva, že β̃1u
je účinneǰśı ako OLS -odhad β̂1 cez celý parametrický priestor, pokial’ sa rozsah
výberu bĺıži k nekonečnu. Ale pre malé výbery odhadnút’ parametre σ11, σ22 a σ12 je
”
drahé“, pokial’ ρ je bĺızko pri nule a účinneǰśı odhad môže byt’ dosiahnutý ak apriori
predpokladáme, že ρ = 0.
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3.2 Heteroskedasticita
Za istých okolnost́ı býva porušená homoskedasticita chybovej zložky. Napŕıklad v prie-
rezovej analýze v ekonómii, sú obvyklým predmetom skúmania firmy, domácnosti
alebo jednotlivci a to, do akej miery regresná rovnica vyjadruje ich chovanie môže
závisiet’ na ich špecifických vlastnostiach.
Uvažujme pŕıklad, v ktorom budeme vysvetl’ovat’ zisk firiem v danom roku v zá-
vislosti na ich invest́ıciách. Predpokladajme, že pre daný rok a dané odvetvie je
centrom záujmu zisk jednotlivých firiem v závislosti na marketingových nákladoch
a nákladoch na výskum a vývoj. Čiže predpokladaná regresná rovnica v lineárnom
pŕıpade je
Πi = a1 + a2Ai + a3Ri + ei, i = 1, 2, . . . , n, (3.19)
kde Πi je zisk i−tej firmy, Ai sú marketingové náklady i−tej firmy, Ri sú náklady
na výskum a vývoj v i−tej firme a n je počet skúmaných firiem.
Hoci je zrejme logické, že stredné hodnoty chybových členov v (3.19) sú nulové,
rozptyly chybových členov môžu byt’ u vel’kých firiem väčšie ako u malých firiem,
pretože invest́ıcie malých firiem do výskumu a vývoja sú pravdepodobne podstatne
menšie, zatial’ čo vel’ké firmy majú väčš́ı leverage (pomer cudźıch zdrojov k vlastnému
kapitálu) a teda aj väčšie invest́ıcie. Takže u väčš́ıch firiem môžeme predpokladat’
väčšie riziko u návratnosti invest́ıcíı, čiže väčš́ı rozptyl okolo očakávaného zisku.
Ďaľśı zauj́ımavý pŕıklad, kde sa rozptyl v závislosti na vysvetl’ovanej premen-
nej meńı uviedol Jacob Mincer v [10] v kapitole Schooling, Experience, and Ear-
nings. Skúmal pŕırastky zárobkovej schopnosti jedincov v závislosti na počte rokov
strávených v škole S a skúsenostiach (XPR) jedincov. Mincerova rovnica pre popis
tejto závislosti je
lnYi = α0 + α1(XPR)i − α2(XPR)
2
i + α3Si +Φi
′α4 + ei,
kde Yi je hodinový zárobok i−tého jedinca, (XPR)i sú skúsenosti i−teho jedinca
mı́nus vzdelávanie v rokoch, Si je vzdelávanie (v rokoch) i−teho jedinca a Φi je ne-
jaký spoločný činitel’ d’aľśıch premenných ako sú povolanie, rasa, odborár-neodborár,
vel’kost’ mesta, priemyselné odvetvie, región. Pre nejakú konkrétnu úroveň vzdelania
a d’aľsie premenné sa rozptyly chýb v závislosti na skúsenostiach javia ako rýdzo
konvexná funkcia v tvare U, t.j. chybový člen, a teda aj zárobky majú vel’ký rozptyl
pri krátkych, ale aj dlhodobých skúsenostiach, naopak smerom do stredu sa rozptyly
zmenšujú.
Samozrejme, zase existuje niekol’ko logických dôvodov, prečo sú chyby na kon-
coch prierezu skúsenost́ı zväčšujú. Na vstupnej úrovni môže byt’ výrazný rozptyl
spôsobený absolventskými zmluvami s ńızkym nástupným platom s možnost’ou vý-
razného platového rastu, a tiež absolventskými zmluvami s vysokým nástupným
platom, ale len s malým následným rastom. Na druhej strane, pred ukončeńım
kariéry, sa preddôchodkové plány jednotlivcov značne ĺı̌sia. Niektoŕı jedinci odmie-
tajú povýšenie, pretože sa nechcú st’ahovat’ do iného mesta alebo nechcú stresujúcu
prácu, pŕıpadne nechcú pracovat’ na manažérskej poźıcii. Pričom sloboda ich vol’by
záviśı hlavne na ich rokmi nadobudnutom majetku. Taktiež predčasné dôchodky
a produktivita v závislosti na veku a zdrav́ı môže spôsobovat’ variabilitu pŕıjmov.
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V praxi nastáva mnoho pŕıpadov, ked’ môžeme očakávat’, že rozptyl chybovej
zložky sa bude menit’ (v závislosti na nejakom regresore, resp. na čase u časových
radov). Na reálnych dátach však najčasteǰsie pŕıčinu heteroskedasticity nepoznáme.
Z Aitkenovej vety je vidiet’, že OLS -odhad je nestranný, ale nie je eficientný.
Miesto e′e môžeme uvažovat’ vhodnú stratovú funkciu e′Ω−1e. V tejto časti budeme
skúmat’ rôzne formy heteroskedasticity a diskutovat’ implementáciu týchto informácíı
do GLS -odhadov tak aby sme okrem nestrannosti odhadov dostali aj narastajúcu
účinnost’.












avšak v GLS -odhade použit’ takto obecnú formu Ω nie je možné, nakol’ko počet




2, . . . , σ
2
T , ale
k dispoźıcii máme iba T pozorovańı. Jedná sa o neriešitel’nú úlohu, takže muśıme
vyžadovat’ nejaké d’aľsie obmedzenia na Ω.
3.2.1 Odhady v rôznych formách heteroskedasticity
I Skupinová heteroskedasticita
V mnohých pŕıpadoch je možné rozpoznat’ skupiny pozorovańı s rovnakým rozptylom
chýb v rámci jednotlivých skuṕın, ale s rôznymi rozptylmi medzi skupinami. Napr. pri
skúmańı výdavkov na bývanie môžeme pozorovania rozdelit’ do skuṕın podl’a pŕıjmu.
Uvažujme napŕıklad T pozorovańı vhodných pre regresný model a predpokladajme,
že existuje G skuṕın pozorovańı závislej premennej s T1, T2, . . . , TG pozorovaniami
v každej skupine (T1 + T2 + . . .+ TG = T ). Ďalej predpokladajme, že pre všetky g je
Tg > K, kde K = počet nezávislých premenných v lineárnom modele. V maticovej
forme:
y1 = X1β + e1,
y2 = X2β + e2,
...
yG = XGβ + eG, (3.20)
kde yg, a Xg sú pozorované závislé a nezávislé premenné v g− tej skupine a eg
sú náhodné chyby v g−tej skupine. Koeficienty β′ = (β1, β2, . . . , βK) sú rovnaké
v každej skupine. Redukovaný zápis pre skupinovo heteroskedastický model je
y = Xβ + e, (3.21)
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kde y′ = (y′1,y
′
2, . . . ,y
′
G), e
′ = (e′1, e
′





2, . . . ,X
′
G). Pre chyby
v skupinovo heteroskedastickom modele predpokladáme










































gITg , g = 1, 2, . . . , G a σ
2
g je homoskedastický rozptyl v g−tej skupine.
V pŕıpade, že rozptyly σ2g sú známe, jednoducho použijeme zobecnenú metódu













Použit́ım tejto transformačnej matice dostaneme transformované rovnice
P′y = P′Xβ +P′e
alebo
y∗ = X∗β + e∗, (3.25)
kde y∗ = P′y, X∗ = P′X a e∗ = P′e. Chyby z rovnice (3.25) sú homoskedastické
v tom, že Ee∗e∗′ = IT . Aplikáciou OLS na transformovanú rovnicu (3.25) je ekviva-
lentná s GLS aplikovanou na (3.21). Výsledný odhad parametru β je konzistentný
najlepš́ı nestranný lineárny odhad. Ak majú chyby naviac normálne rozdelenie, je
dokonca nevychýleným odhadom s minimálnym rozptylom.
Za mnohých okolnost́ı je rozptyl σ2g neznámy a muśıme ho odhadnút’. Nech β̂g =
(X′gXg)
−1X′gyg označuje odhad β metódou najmenš́ıch štvorcov aplikovanou na g−tu




















β̆ = [(P̂′X)′(P̂′X)]−1(P̂′X)P̂′y (3.27)
je FGLS–odhad v skupinovo heteroskedastickom modele. Tento odhad je konzis-
tentný a asymptoticky má normálne rozdelenie. Testovanie hypotéz ohl’adom β je
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založené na asymptotickej normalite a tom, že asymptotická kovariančná matica je
v tomto pŕıpade odhadovaná ako
[(P̂′X)′(P̂′X)]−1. (3.28)
V pŕıpade, že chyby majú normálne rozdelenie, odhad je tiež asymptoticky eficientný.
II Heteroskedasticita ako funkcia exogénnych velič́ın
Heteroskedasticita môže byt’ často vyjadrená ako funkcia jednej alebo viacerých
exogénnych velič́ın.
(a) Pripomeňme si Mincerovu rovnicu: σ2i = a +b(XPR)i+c(XPR)
2
i . Tento rozptyl
je funkciou exogénnych premenných.
(b) Prais a Houthakker zistili, že rozptyly ich spotreby čaju sa proporcionálne rovná
štvorcom stredných hodnôt regresnej funkcie:
σ2i = σ
2(Eyi)
2 = σ2(β1xi1 + . . .+ βKxiK)
2,
kde σ2 je neznáma konštanta. Ekvivalentne môžeme túto rovnicu preṕısat’ bez
druhých mocńın: σi = σ(β1xi1 + . . . + βKxiK) = β
∗
1xi1 + . . . + β
∗
KxiK . V tomto
pŕıpade je smerodajná odchýlka lineárnou funkciou exogénnych velič́ın.
(c) Pripomeňme si ešte prvý pŕıklad zo sekcie o heteroskedasticite. Profit firmy
v danom roku sme popisovali pomocou invest́ıcíı firmy do marketingu, výskumu
a vývoja. Rozptyl bol priamo závislý na nákladoch na výskum a vývoj. Tento
vzt’ah môže byt’ reprezentovaný ako σ2i = σ
2(Ri)
λ, kde σ2 a λ sú neznáme reálne
konštanty. Takže rozptyl chýb je multiplikat́ıvny v parametri λ.
Tieto pŕıklady rozhodne nepopisujú všetky typy heteroskedasticity, ale ukazujú vel’mi








σ2i = exp (z
′
iα), (3.31)
kde z′i = (zi1, zi2, . . . , zip) je vektor pozorovańı na množine exogénnych premenných,
ktoré obvykle, ale nie nutne, súvisia s regresormi a α′ = (α1, α2, . . . , αp) je vektor
parametrov typu p×1, pričom vždy predpokladáme, že zi1 ≡ 1 pre všetky i. Pozrime
sa d’alej aj na odhady lineárnych modelov so spomı́nanými typmi heteroskedasticity.
(A) σ2i = z
′
iα
Lineárny model môže byt’ v tomto pŕıpade vyjadrený v tvare
yi = x
′
iβ + ei, i = 1, 2, . . . , T, (3.32)
pričom E(ei) = 0, E(e
2




iα, E(eiej) = 0, i 6= j. Naviac
predpokladajme, že chyby ei majú normálne rozdelenie. Nech D1 je diagonálna
matica s i−tym diagonálnym prvkom z′iα. GLS -odhad parametru β je
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Vektorový parameter α je väčšinou neznámy a muśıme ho odhadnút’, aby sme
mohli použit’ GLS.




iα konzistentným (OLS )
odhadom êi
2, t.j. êi
2 = (yi − xiβ̂)2, kde β̂ = (X′X)−1X′y je OLS -odhad para-
metru β. Výsledná rovnica je potom
ê2i = z
′









kde d = (0, . . . , 0, σ2i , 0, . . . , 0) je vektor typu 1×T s jediným nenulovým prvkom
σ2i na i−tom mieste. Ked’že νi má nenulovú strednú hodnotu, ktorá sa meńı
s i, OLS -odhad α je na malých výberoch vychýlený, ale ak je rozsah výberu
dostatočne vel’ký obdrž́ıme konzistentný odhad α (stač́ı uvažovat’ plim(êi− ei)).
Ak je rozsah výberu dostatočne vel’ký, OLS aplikovaná na ê2i môže prinaj-
menšom poskytnút’ konzistentný odhad α.













kde Z = (z1, z2, . . . , zT ) a ê
2 = (ê21, ê
2
2, . . . , ê
2
T ). Označme Σ1 diagonálnu ma-
ticu s i−tym diagonálnym prvkom 2σ4i . Potom α̂ je asymptoticky normálne
so strednou hodnotou α a s kovariančnou maticou V1 = (Z
′Z)−1Z′Σ1Z(Z
′Z)−1.
FGLS -odhad s použit́ım α̂ je potom













kde D̂1 je diagonálna matica s i−tym diagonálnym prvkom z′iα̂. Tento odhad
je konzistentný, asymptoticky normálny a pokial’ chyby ei majú normálne roz-
delenie, je aj asymptoticky eficientný. Konzistentný odhad jeho asymptotickej
kovariančnej matice je (X′D̂−11 X)
−1.
Amemiya v roku 1977 navrhol nasledujúcu trojkrokovú procedúru pre odhad-
nutie α :
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1. spoč́ıtame OLS -odhad α̂,
2. skonštruujeme diagonálnu maticu Σ̂1, s i−tym diagonálnym prvkom 2σ̂4i =
2(zi
′α̂)2,




























V pŕıpade, že chyby majú normálne rozdelenie, tento odhad je asymptoticky
eficientným odhadom α. α̂ však nie je asymptoticky eficientný, pretože matica
V1 − V2 je pozit́ıvne semidefinitná, čo nastáva, pretože α̂ neberie v úvahu
heteroskedasticitu.
Hoci nemáme k dispoźıcii žiadne analytické vlastnosti na malých výberoch, zdá












D reprezentuje diagonálnu maticu s i−tym diagonálnym prvkom zi′ ˆ̂α.
Podobne ako FGLS -odhad, aj tento odhad je konzistentný, má asymptoticky
normálne rozdelenie a ak majú chyby tiež normálne rozdelenie, je aj asympto-
ticky eficientný. A konečne asymptotická kovariančná matica pre tento odhad




(B) σi = (z
′
iα)
Budeme sa zaoberat’ lineárnym modelom v tvare
yi = x
′
iβ + ei, i = 1, 2, . . . , T, (3.38)
pričom E(ei) = 0, E(e
2





2, E(eiej) = 0, i 6= j a ei majú
normálne rozdelenie. Nech D2 je diagonálna matica s i−tym diagonálnym prv-
kom (z′iα)
2. GLS -odhad parametru β je
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Diskusia ohl’adom FGLS -odhadu bude obdobná ako v predchádzajúcej sekcii až
na odhad pre α, ktorý bude iný. Za predpokladu, že σ−11 e1, σ
−1
2 e2, . . . , σ
−1
T eT sú
i.i.d. s nulovou strednou hodnotou a jednotkovým rozptylom. Stredná hodnota
absolútnych hodnôt týchto náhodných velič́ın je:




kde f(w) je hustota pravdepodobnosti w = ei/σi a c je konštanta, ktorá je
nezávislá na i a záviśı na špecifickej hustote f(w), o ktorej predpokladáme, že
je symetrická okolo nuly a definovaná na doméne reálnych č́ısel (rovnako ako ei).
Takže ak napŕıklad ei ∼ N(0, σ2i ), potom w = ei/σi ∼ N(0, 1) zo základných























Teda e|ei| = cσ2i = czi′α a lineárny odhad dostaneme logicky z
|êi| = czi′α+ νi,
kde êi = yi−xi′β̂ je OLS -odhad i−teho rezidua a νi = |êi|−cσi. Gleisjer v roku









zi|êi| = (Z′Z)−1Z′|ê|, (3.39)
kde Z = (z1, z2, . . . , zT )
′ a |ê| = (|ê1|, |ê2|, . . . , |êT |)′. To, že miesto odhadu α
použijeme odhad cα nemá vplyv na výsledný FGLS -odhad β a jeho vlastnosti.













Odhad ĉα je však na malých výberoch vychýlený, nie je eficientný a νi sú
heteroskedastické, autokorelované a majú rôzne a nenulové stredné hodnoty.
Analogicky ako v predchádzajúcom pŕıpade, chyby νi majú asymptoticky nulovú
strednú hodnotu a sú nezávislé a heteroskedastické. Preto aj odhady |êi| sú
heteroskedastické a OLS -odhad ĉα nie je asymptoticky eficientný odhad cα.
Lepšou variantou je FGLS -odhad cα, ktorý źıskame nasledujúcim algoritmom:
1. Spoč́ıtame OLS -odhad ĉα, pre známe c, α̂ = ĉα/c
2. Skonštruujeme konzistentný odhad kovariančnej matice odhadovaných chýb,
Σ2, ktorú označ́ıme Σ̂2. Jedná sa o diagonálnu maticu s i−tym diagonálnym
prvkom (1− c2)(zi′α̂)2.
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Pokial’ majú chyby ei normálne rozdelenie, oba FGLS -odhady sú asymptoticky
eficientné.
(C) σ2i = exp (z
′
iα)
V roku 1976 Harvey navrhol a skúmal všeobecnú formuláciu heteroskedasticity
- multiplikat́ıvnu heteroskedasticitu. Lineárny model špecifikoval
yi = x
′
iβ + ei, i = 1, 2, . . . , T, (3.43)
pričom E(ei) = 0, E(e
2




iα), E(eiej) = 0, i 6= j a ei majú
normálne rozdelenie.
Nech D3 je diagonálna matica s i−tym diagonálnym prvkom exp(z′iα). GLS -
odhad parametru β je


























Väčšinou muśıme parametrický vektor α odhadnút’ konzistentne, aby sme mohli
použit’ FGLS.
Aplikovańım logaritmickej transformácie na σ2i = exp(x
′
iα) dostaneme
ln σ2i = z
′
iα. (3.44)
Obdobne ako v predchádzajúcom pŕıpade nahrad́ıme σ2i odhadom êi
2 : ln ê2i =
z′iα + νi, kde νi = ln(êi
2/σ2i ) a êi je OLS -odhad rezidúı. Aplikáciou metódy
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je skonštruovaný z α̂, je konzistentný, a má asymptoticky normálne rozdelenie
a ak majú chyby tiež normálne rozdelenie, je aj asymptoticky eficientný. Harvey









Heteroskedasticita ako známa, ale všeobecná funkcia
Predchádzajúcimi troma pŕıpadmi sme rozhodne nepoṕısali všetky typy heteroske-
dasticity, preto vyjadrenie heteroskedasticity ešte zovšeobecńıme.
Nech f(z) označuje nejakú prostú funkciu v premennej z = (z1, z2, . . . , zp) na klad-
nej časti množiny reálnych č́ısel. Predpokladajme heteroskedasticitu v tvare
σ2i = f(zi), (3.48)
kde zi = (zi1, zi2, . . . , zip) označuje i−te pozorovanie z p exogénnych premenných
z1, z2, . . . , zp a i = 1, 2, . . . , T. Napŕıklad σ
2
i môže mat’ tvar




pričom predmetom záujmu je opät’ lineárny model y = Xβ + e, s centrovanými
chybami, Ee = 0, a s kovariančnou maticou chýb









V pŕıpade, že chyby sú parametrizované, môžeme použit’ maximálne vierohodný od-












maximalizuje parametre funkcie f(z) vzhl’adom k β.
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3.2.2 Detekcia heteroskedasticity
V predchádzajúcej časti sme predpokladali, že heteroskedasticita je apriórne známa.
V praxi však najčasteǰsie nepoznáme pŕıčiny heteroskedasticity, môžeme mat’ śıce
podozrenie na jej formu, existenciou heteroskedasticity si ale nie sme ist́ı. V takomto
pŕıpade môžeme použit’ nejaký vhodný štatistický test. Ak sa heteroskedasticita po-
tvrd́ı, muśıme tomu prispôsobit’ aj nasledovné riešenie. V opačnom pŕıpade môžeme
použit’ OLS. Špecifikácia chýb založená na testovańı hypotéz teda vedie k predbež-
nému výberu OLS alebo FGLS, preto niekedy hovoŕıme o predbežnom teste. V tejto
časti poṕı̌seme testy hypotéz, ktoré sú vhodné pre zmieňované typy heteroskedas-
ticity, t.j. skupinová heteroskedasticita a heteroskedasticita ako funkcia exogénnych
premenných.
3.2.3 Test založený na pomere vierohodnost́ı pre skupinovú
heteroskedasticitu
Nech je daný model skupinovej heteroskedasticity (3.21)– (3.23) a chceme testovat’









H1 : non H0 (3.49)
Predpokladajme, že ei sú normálne rozdelené. Použijeme podiel vierohodnost́ı:
l = L(ω̂)/L(Ω̂) z vety 2.12, pričom môžeme použit’ asymptotický test (3.49). Za
platnosti nulovej hypotézy −2 ln l ∼ χ2q. Ďalej Ω je (K + G)−rozmerná všeobecná
parametrická množina parametrov {β1, β2, . . . , βK , σ21, . . . , σ2G} a ω je [(K + G) −
(G − 1)]−rozmerná podmnožina Ω, s prvkami {β1, . . . , βK , σ2}. Takže potrebujeme
zostrojit’ testovú štatistiku l. Nakol’ko parametre modelu nepoznáme, nahrad́ıme ich
maximálne vierohodnými odhadmi, t.j. v pŕıpade reštrikcie na množinu ω použijeme
miesto parametru β jeho odhad β̂ = (X′X)−1X′y a miesto σ2 použijeme σ̃2 =
(y−Xβ̂)′(y−Xβ̂)/T. Pokial’ chceme vierohodnostnú funkciu zostrojit’ na celom para-











a σ̃2g = (yg − Xg ˜̃β)′(yg − Xg ˜̃β)/Tg, g = 1, 2, . . . , G pričom odhady na celom pa-




′yg a s iterovańım skonč́ıme, ked’ rozdiely medzi dvoma po sebe idúcimi
odhadmi budú zanedbatel’ne malé. Konečne, vierohodnostné funkcie na celom a zú-





























(yg −Xg ˜̃β)′(yg −Xg ˜̃β)
}
. (3.51)













−2 ln l = 2[T ln σ̃ − (T1 ln σ̃1 + T2 ln σ̃2 + . . .+ TG ln σ̃G)] (3.53)
má asymptoticky χ2G−1 rozdelenie.
3.2.4 Test heteroskedasticity ako funkcie exogénnych
premenných
Test rozptylu ako lineárnej funkcie exogénnych premenných: σ2i = z
′
iα




a budeme testovat’ nulovú hypotézu homoskedasticity, proti alternat́ıve, že rozptyl
chýb má tvar (3.54), t.j.:
H0 : α2 = α3 = . . . = αp = α
H1 : non H0 (3.55)
Existujú dve rôzne možnosti riešenia:
I. Pomocou bežnej metódy najmenš́ıch štvorcov odhadneme (tak ako sme poṕısali

















kde Σ1 = diag{2σ4i }. Vid́ıme, že ak plat́ı nulová hypotéza, kovariančná matica
má tvar V1 = 2σ
2
1(Z
′Z)−1. Označme ˆα0 = (α̂2, α̂3, . . . , α̂p)a V
0
1 maticu (p−1)×
(p− 1), ktorá vznikne z matice V1 za H0, t.j. z matice 2σ21(Z′Z)−1 vynechańım
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II. Ako alternat́ıva k prvému riešeniu pomocou OLS sa ponúka analogické riešenie
s tým rozdielom, že parameter α odhadneme pomocou FGLS. Dostaneme od-
had podl’a (3.36), povedzme ˆ̂α, ktorý má opät’ asymptoticky normálne rozdele-




Alternat́ıvnu testovú štatistiku označ́ıme TS2 a vypoč́ıtame ju obdobne ako





kde ˆ̂α0 = (ˆ̂α2, ˆ̂α3, . . . , ˆ̂αp)
′ a V02 označuje maticu, ktorá vznikla z V
0
2 za H0 vy-
nechańım prvého riadku a aj prvého st́lpca. Za H0 je asymptotické rozdelenie
testovej štatistiky TS2 zasa χ
2
p−1, rovnako ako to bolo u TS1. Takže máme k dis-
poźıcii dva asymptoticky ekvivalentné testy. V pŕıpade, že nemáme k dispoźıcii
žiadnu d’aľsiu znalost’, jav́ı sa ako rozumné použit’ radšej testovú štatistiku TS2.




Podobne ako v predchádzajúcej časti, test homoskedasticity, tentokrát proti alter-
nat́ıve σi = z
′
iα, znamená testovat’ nulovú hypotézu α2 = α3 = . . . = αp = 0. Opät’
môžeme použit’ OLS -odhad parametru α podl’a (3.39), α̂, alebo FGLS -odhad podl’a




































4 sú (p − 1) × (p − 1)
matice, ktoré vznikli vynechańım prvého riadku aj prvého st́lpca v maticiach [(1 −
c2)α̂21/c
2](Z′Z)−1 a [(1− c2)ˆ̂α21/c2](Z′Z)−1. Obe testové štatistiky, TS3 aj TS4 majú
za platnosti nulovej hypotézy asymptoticky χ2p−1 rozdelenie.
Test multiplikat́ıvnej heteroskedasticity: σi = exp(z
′
iα)
Multiplikat́ıvny parameter αmôžeme odhadnút’ pomocou bežnej metódy najmenš́ıch
štvorcov a pomocou (3.45) dostaneme OLS odhad α̂, konzistentný, ale neeficientný
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odhad. Zasa rovnako ako v predchádzajúcich pŕıpadoch, test bude založený na hy-
potéze, α2 = α3 = . . . = αp = 0. Nech V5 označuje kovariančnú maticu z 3.47 a V
0
5
je matica, ktorá vznikne z V5 vynechańım prvého riadku a prvého st́lpca, takže je
typu (p − 1) × (p − 1). Ďalej nech opät’ α̂0 = (α̂2, α̂3, . . . , α̂p)′. Potom ak je rozptyl







má asymptotické rozdelenie χ2p−1.
Test heteroskedasticity v známej ale všeobecnej forme: Metódy maximálnej
vierohodnosti
Pre pŕıpad, že ani jedna z troch foriem heteroskedasticity, ku ktorým sme dopo-
sial’ skonštruovali testy sa nejav́ı ako vhodná, potrebujeme riešenie pre všeobecneǰsiu
formu heteroskedasticity. Nech plat́ı, že σ2i = f(zi), čiže heteroskedasticita je poṕısaná
nejakou funkciou f(zi), ktorá je ale odlǐsná od už spomı́naných foriem heteroskedas-
ticity. V pŕıpade, že poznáme distribúciu chybovej zložky ei, môžeme použit’ maxi-
málnu vierohodnost’ a homoskedasticitu proti heteroskedasticite testovat’ pomocou
testov založených na vierohodnostnej funkcii.
Okrem testu založenom na pomere vierohodnost́ı môžeme alternat́ıvne použit’
test založený na Lagrangeových multiplikátoroch (známy tiež pod názvami skórový
test alebo Raov test) alebo Waldovov test, ktoré tiež vychádzajú z vierohodnostnej
funkcie a sú základnými metódami pre testovanie homoskedasticity. Nájdeme ich
často poṕısané v štatistickej a ekonometrickej literatúre (vid’ napr. [2], [3] alebo [5]).
Jedná sa o asymptoticky ekvivalentné testy.
Nešpecifické testy pre heteroskedasticitu
V niektorých pŕıpadoch forma heteroskedasticity nie je známa, ale vieme, že rozptyl
chýb monotónne súviśı s vel’kost’ou nejakej známej exogénnej premennej z. V tomto
pŕıpade dva najčasteǰsie použ́ıvané testy sú Goldfeldov–Quandtov test a vrcholový
(
”
peak“) test. V pŕıpade domnienky, že heteroskedasticita má tvar σ2i = h(zi
′α), kde
h(·) je všeobecná funkcia nezávislá na i, môže byt’ vhodným Breuschov–Paganov test.
Pokial’ nemáme žiadnu apriórnu znalost’ okrem toho, že heteroskedastické rozptyly
σ2i = E(e
2
i ) sú rovnako ohraničené, použijeme Whiteov test.
Goldfeldov–Quandtov test
Jedná sa o vel’mi populárny test pre detekciu heteroskedasticity, ktorá monotónne
súviśı s exogénnymi premennými a jeho kroky sú nasledovné:
(1) Zorad́ıme pozorovania podl’a hodnôt premennej z.
(2) Vyberieme p stredových pozorovańı, ktoré následne vynecháme. Č́ım viac pozo-
rovańı vynecháme, tým bude vypovedajúca schopnost’ testu menšia, takže po-
trebujeme podmienku, aby počet pozorovańı bol dostatočne vel’ký, povedzme
(T − p)/2 > K.
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(3) Prevedieme dve separátne regresie (pomocou OLS ) na prvú a druhú polovicu
zoradených pozorovańı.
(4) Vypoč́ıtame reziduálne súčty štvorcov pre obe skupiny pozorovańı, ktoré označ́ı-
me SSE1 (reziduálny súčet štvorcov pre skupinu pozorovańı s malými rozptylmi)
a SSE2 (reziduálny súčet štvorcov pre skupinu pozorovańı s vel’kými rozptylmi)
a vytvoŕıme štatistiku
F = SSE2/SSE1, (3.63)
ktorá má za platnosti nulovej hypotézy homoskedasticity F−rozdelenie o (T −
p− 2K)/2 a (T − p− 2K)/2 stupňoch vol’nosti.
Je treba poznamenat’, že sila Goldfeldovho–Quandtovho testu záviśı na p, pričom
táto závislost’ sa nedá triviálne poṕısat’. Ako sme už spomı́nali, vynechanie pŕılǐs
vel’kého počtu prostredných pozorovańı vedie k menšej sile testu, ale na druhej strane
ponechanie prostredných pozorovańı spôsob́ı, že rozptyly rezidúı sa k sebe pribĺıžia,
Takže vol’ba p je subjekt́ıvna. Navyše sila testu taktiež záviśı na relat́ıvnom rozložeńı
zi k jeho strednej hodnote. Č́ım väčš́ı je podiel smerodajnej odchýlky k strednej
hodnote zi, tým väčšia je sila testu. Ďalej v pŕıpade p = 0, Goldfeldov–Quandtov test
je asymptoticky ekvivalentný štatistike založenej na vierohodnostnom pomere (3.53)
pre testovanie skupinovej heteroskedasticity s dvoma skupinami. Konečne, podobne
ako u testovej štatistiky založenej na vierohodnostnom pomere, predpokladáme, že
chybový člen ei je normálny. Preto Goldfeldov–Quandtov test je test vhodný aj
na malé výbery. Pokial’ však normalita nie je udržatel’ná, tak sa muśıme spol’ahnút’
na asymptotické výsledky, pŕıpadne použit’ nejaký neparametrický test.
Vrcholový (Peak) test
”
Peak“ test sa usiluje o formalizáciu heuristickej grafickej procedúry, ktorá môže byt’
použitá v pŕıpade, že rozptyl chýb monotónne súviśı s nejakou exogénnou premennou.
Jedná sa o neparametrický test, takže nezáviśı na normalite porúch. V nasledujúcej
časti budeme predpokladat’, že rozptyl chýb je monotónne rastúci s premennou z
(ale nie je problém procedúru upravit’ pre pŕıpad, že rozptyl chýb monotónne klesá
s premennou z).
”
Peak“ test v jednotlivých krokoch je nasledovný:
1. Odhadneme lineárny regresný model pomocou metódy najmenš́ıch štvorcov.
2. Nech êi označuje i−te reziduum zodpovedajúce i−temu pozorovaniu z, zi.
3. Definujme
”
peak“ (vrchol) ako j−te pozorovanie, kde |êj| ≥ |êi| pre všetky
i < j, prčom prvé reziduum ê1 nie je ”
peak“.
4. K overeniu, či počet takýchto vrcholov (resp.
”
peakov“) indikuje heteroskedas-
ticitu, sa potrebujeme pozriet’ na tabul’ku, ktorú uverejnili Goldfeld a Quandt
vo svojej kine [8] a kvôli tomu, aby čitatel’ tejto práce bol schopný tento test
použit’ bez d’aľsieho pátrania v literatúre, aspoň čast’ z nej uvádzam v tabul’ke
1. Táto tabul’ka obsahuje kumulat́ıvne distribúcie počtu peakov za predpokladu
nulovej hypotézy homoskedasticity:
49
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Počet peakov ≤ x
T x=0 x=1 x=2 x=3 x=4 x=5 x=6 x=7 x=8 x=9 x=10
5 0,2000 0,6167 0,9083 0,9917 1,0000
10 0,1000 0,3829 0,7061 0,9055 0,9797 0,9971 0,9997 1,0000
15 0,0667 0,2834 0,5833 0,8211 0,9433 0,9866 0,9976 0,9997 1,0000
20 0,0500 0,2274 0,5022 0,7530 0,9056 0,9720 0,9935 0,9988 0,9998 1,0000
25 0,4000 0,1910 0,4441 0,6979 0,8705 0,9559 0,9879 0,9973 0,9995 0,9999 1,0000
30 0,0333 0,1654 0,4001 0,6525 0,8386 0,9395 0,9815 0,9953 0,9990 0,9998 1,0000
35 0,0286 0,1462 0,3654 0,6144 0,8098 0,9234 0,9745 0,9929 0,9984 0,9997 0,9999
40 0,0250 0,1313 0,3373 0,5818 0,7837 0,9078 0,9674 0,9903 0,9975 0,9995 0,9999
45 0,0222 0,1194 0,3138 0,5536 0,7600 0,8930 0,9601 0,9874 0,9966 0,9992 0,9998
50 0,0200 0,1096 0,2940 0,5288 0,7383 0,8788 0,9530 0,9844 0,9956 0,9989 0,9998
55 0,0182 0,1014 0,2769 0,5068 0,7184 0,8653 0,9456 0,9813 0,9944 0,9986 0,9997
60 0,0167 0,0944 0,2620 0,4871 0,7001 0,8524 0,9384 0,9780 0,9932 0,9982 0,9997
Tabul’ka 3.1: Distribučné funkcie rozdelenia peakov za platnosti homoskedasticity
Ak sú chyby ei heteroskedastické, počet pozorovaných peakov bude vel’ký. V o-
pačnom pŕıpade nezamietame homoskedasticitu. Treba poznamenat’, že tento test ne-
predpokladá normalitu, jedná sa o asymptotický test, ktorý je platný iba na vel’kých
výberoch, pretože OLS -reziduá nie sú nezávislé na konečných výberoch, pričom
Goldfeldova-Quandtova tabul’ka predpokladá nezávislé pozorovania. Autori dopo-
ručili použ́ıvat’ tento test pre rozsah výberu väčš́ı ako 15.
Breuschov–Paganov test
Breusch a Pagan predpokladali širšiu triedu heteroskedasticity, definovanú ako
σ2i = h(zi
′α), (3.64)
kde h(·) je všeobecná funkcia nezávislá na i a zi′α je definované rovnako ako









i /T. OLS -odhad α̂, ktorý dostaneme
z (3.65) je konzistentný, ale pokial’ nepoznáme presnú formu h(·), FGLS nemôžeme
použit’. Ale ak nepoznáme konkrétnu formu h(·), tento test pre heteroskedasticitu
môžeme stále požit’, pokial’ sú chyby normálne. Nech RSS označuje regresný súčet






a ŷi = zi
′α, potom RSS =
∑T




RSS ∼ χ2p−1. (3.66)
Takže pokial’ je hodnota testovej štatistiky väčšia ako kritická hodnota χ2p−1, nu-
lovú hypotézu homoskedasticity zamietame v prospech alternat́ıvnej hypotézy, ktorá
predpokladá heteroskedasticitu v tvare σ2i = h(zi
′α).
Whiteov test
White rieši pŕıpad, ked’ nemáme žiadnu d’aľsiu informáciu o štruktúre heteroskedas-
ticity, okrem toho, že rozptyly sú heteroskedastické σ2i = E(e
2
i ) a rovnako ohraničené.
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Ako už bolo uvedené, nie je možné odhadnút’ každé σ2i , pretože by sme odhadovali
T parametrov, pričom máme k dispoźıcii iba T pozorovańı. To však nevylučuje kon-
zistentný odhad kovariančnej matice OLS -odhadu β̂, a to (X′X)−1(X′XΩ)(X′X)−1







′ označuje i−ty riadok matice X a ê2i = (yi−xi′β̂)2,
je konzistentný odhad (X′ΩX). Takže kovariančnú maticu OLS -odhadu môžeme
konzistentne odhadnút’ ako (X′X)−1V̂(X′X)−1. Závery o β sú ešte stále možné pro-
stredńıctvom OLS -odhadu β̂, aj ked’ špecifickú štruktúru Ω nepoznáme, pretože
β̂, má asymptoticky normálne rozdelenie. Všeobecneǰsie, White ukazuje, že test
všeobecnej lineárnej hypotézy H0 : Rβ = r proti H1 : Rβ 6= r, môže byt’ preve-
dený a poznamenáva, že za platnosti nulovej hypotézy H0 asymptoticky plat́ı:
(Rβ̂ − r)′[R(X′X)−1V̂(X′X)−1R′]−1(Rβ̂ − r) ∼ χ2J ; (3.67)
kde J označuje počet reštrikcíı.
Whiteov test pre heteroskedasticitu, ktorý pozostáva z porovnávania prvkov V̂
a σ̂2(X′X), č́ım zist́ıme, či bežný OLS -odhad kovariančnej matice σ̂2(X′X)−1 je
alebo nie je konzistentným odhadom. Vel’ké rozdiely medzi V̂ a σ̂2(X′X) podporujú
tvrdenie o heteroskedasticite, kým malé rozdiely naznačujú homoskedasticitu.
Whiteov test je vel’mi použ́ıvaný (najmä v ekonometrickom software), avšak je
pomerne nekonštrukt́ıvny, v pŕıpade zamietnutia homoskedasticity vôbec nenaznač́ı
d’aľśı postup. Pre názornost’ jeho prinćıp ešte ukážeme na pŕıklade:
Chceme testovat’ homoskedasticitu proti alternat́ıvnej hypotéze heteroskedasti-
city. Máme napŕıklad model
yi = βi + β2xi2 + β3xi3 + ei, i = 1, 2, . . . , T.
Whiteov test vytvoŕı pomocný model, ktorý je lineárnou regresiou štvorcov OLS -
rezidúı až na konštantu:




i3 + α6xi2xi3 + ui.
Chceme zistit’, či sa rozptyl pôvodných chýb systematicky meńı v závislosti na regre-
soroch pôvodného modelu. Pomocný model muśı obsahovat’ konštantný člen aj keby
nebol v pôvodnom modele, pretože štvorce OLS -rezidúı majú kladnú strednú hod-
notu. Pomocou tohoto pomocného modelu prevedieme χ2−test. Pre χ2−test stač́ı








a pŕıslušný kritický obor nulovej hypotézy na hladine α je potom
(T − 6) ·R2 ≥ χ21−α(5),
pričom máme 6 regresorov a 5 obmedzeńı.
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3.2.5 Chowov test
Vmnohých pŕıpadoch, vzniká potreba zistit’, či chovanie alebo výkon v jednej skupine
je odlǐsný od ostatných skuṕın alebo či v čase nastali nejaké štrukturálne zmeny.
Uvažujme model
y1 = X1β1 + e1,
y2 = X2β2 + e2, (3.68)
kde yi a Xi sú Ti×1 a Ti×K matice pozorovańı závislých a nezávislých premenných,
βi sú pravdepodobne odlǐsné vektorové koeficienty typuK×1 a ei sú chybové vektory
typu Ti × 1 s centrovaným normálnym rozdeleńım
e1 ∼ N(0, σ21IT1),
e2 ∼ N(0, σ22IT2), (3.69)
kde σ21 a σ
2
2 nemusia byt’ rovnaké. V štrukturálnej analýze chceme testovat’
H0 : β1 = β2,
H1 : β1 6= β2.
V pŕıpade, že σ21 = σ
2
2, jedná sa o klasický F−test s testovou štatistikou u
s F−rozdeleńım o K a T1 + T2 − 2K stupňoch vol’nosti:
u =
(SSEr − SSEu)/K
SSEu/(T1 + T2 − 2K)
, (3.70)
kde SSEu je súčet štvorcových chýb (reziduálny súčet štvorcov), ktorý źıskame ap-



















= Xβ + e

















= X.β. + e,
kde β. je vektor K × 1, pričom β1 = β2 a SSEr = (y − X.β̂.)′(y − X.β̂.), β̂. =
(X ′.X.)
−1X ′.y.
Chowov test býva najčasteǰsie využ́ıvaný v analýze časových radov k odhaleniu
štrukturálnych skokov.
Jayatissaov test
Jayatissa v roku 1977 skonštruoval vhodnú testovú štatistiku, pre Chowov test za
heteroskedasticity, ktorá je použitel’ná na malých výberoch. Uvažujme opät’ model
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(3.68). Nech odhad parametru β je β̂i = (Xi
′Xi)
−1Xi
′yi a nech d’alej êi =Miyi, kde
Mi = ITi −Xi(Xi′Xi)−1Xi′ = Zi′Zi s Zi′Xi = 0 a Zi′Zi = I(Ti−K). Zi je ortonormálna
matica typu [Ti × (Ti − K)] so st́lpcami, ktoré sú vlastnými vektormi matice Mi.
Jayitissov test sa skladá z nasledujúcich krokov:
(1) Spoč́ıtajme d = (β̂)1 − β̂)2).
(2) Spoč́ıtajme Zi, i = 1, 2.
(3) Spoč́ıtajme r ≤ min [(T1 −K)/K, (T2 −K)/K] .
(4) Spoč́ıtajme vektory Z ′iêi, i = 1, 2. Vyberme nejakých r subvektorov z Z
′
1ê1
a tiež nejakých r subvektorov z Z ′2ê2 dimenzie K × 1 a označme ich zaradom
e∗1(1), e
∗






2(2), . . . , e
∗
2(r).
(5) Spoč́ıtajme štvorcovú maticu Qi typu K ×K, pre ktorú plat́ı Q′iQi = (X ′iXi)−1.


















Potom za nulovej hypotézy H0 : β1 = β2, kde σ
2




· (r −K + 1)
K
(3.71)
má F−rozdelenie o K a (r −K + 1) stupňoch vol’nosti.
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3.3 Autokorelácia
k nej dôjst’ aj K porušeniu predpokladu nekorelovaných rezidúı dochádza pomerne
často u časových radov, ale môže u prierezových dát usporiadaných napŕıklad podl’a
hodnôt niektorého regresoru. K autokorelácii dochádza z rôznych pŕıčin. Častým
dôvodom je, že v modele chýbajú nejaké regresory, ktorých pozorovania sú autoko-
relované, a tak sa autokorelovanost’ prenesie do rezidúı, pŕıpadne sme nedostatočne
špecifikovali dynamiku modelu, t.j. do modelu sme nezaradili nejaké omeškané pre-
menné (závislú alebo nezávislé), ktoré sme mali zaradit’ medzi regresory. Ďaľśım
dôvodom autokorelácie rezidúı môže byt’ napŕıklad aj nevhodne zvolený tvar použitej
regresnej krivky, atd’. Ignorácia autokorelácíı vedie k neeficientnému odhadu modelu
a k horšej schopnosti predpovedat’ budúce hodnoty.
V pŕıpade, že nemôžeme kvôli vzájomnej korelovanosti použit’ klasickú regresiu,
ponúka sa nám ako alternat́ıva Boxova–Jenkinsova metodológia. Box a Jenkins v [4]
uviedli základné prinćıpy tohoto pŕıstupu. Základným rozdielom oproti klasickej re-
gresii je fakt, že stavebným prvkom v pŕıstupe Boxa a Jenkinsa je reziduálna zložka,
ktorá je dokonca obvykle tvorená korelovanými náhodnými veličinami, nakol’ko Box
a Jenkins vychádzali z korelačnej analýzy. Napriek tomu, že tento pŕıstup vychádza
z reziduálnej zložky, nestrácame možnost’ modelovat’ trend a ani sezónnost’. Boxov -
Jenkinsov model však nie je možné navrhnút’ hypoteticky, na základe nejakej teórie
bez dátovej analýzy, nakol’ko dosiahnutá flexibilita je výsledkom vývoja modelu z na-
meraných dát.
Vývoj Boxových–Jenkinsových modelov sa dá rozdelit’ do troch krokov: iden-
tifikácia modelu, odhad parametrov a overenie modelu. V pŕıpade, že sa model
pri overovańı nepotvrd́ı, muśıme všetky tri kroky zopakovat’. Je nutné pozname-
nat’, že Boxova–Jenkinsova metodológia je uplatnitel’ná len v pŕıpade, že k dis-
poźıcii máme dostatok pozorovańı, v literatúre sa ako minimálny počet pozorovańı
uvádza zvyčajne 50. Potreba pomerne vel’kého počtu pozorovańı nie je jediným ob-
medzeńım a nevýhodou použitia týchto metód. Podstatnou nepŕıjemnost’ou, ktorú
prináša fakt, že model vychádza iba z napozorovaných dát, je obtiažny spôsob in-
terpretácie výsledných modelov. Vhodné použitie tohto pŕıstupu dáva však dobré
predpovede, ktoré obstoja ako argument voči problematickej interpretácii modelu.
Ďaľśım, ale väčšinou pomerne jednoducho odstránitel’ným obmedzeńım pre tento
pŕıstup, je požiadavok na stacionaritu časového radu (pŕıpadne usporiadaných prie-
rezových dát), ktorý zvyčajne môžeme odstránit’ pomocou nejakej vhodnej trans-
formácie.
3.3.1 Autokorelačné vlastnosti časových radov
V tejto časti budú poṕısané základné defińıcie nutné pre pochopenie Boxovej–Jen-
kinsovej metodológie a pre výstavbu modelov založených na reziduálnej zložke. Ako
už bolo spomenuté, pri výstavbe Boxových–Jenkinsových modelov je dôležitá sta-
cionarita časového radu. Jedná sa v podstate o určité stabilné chovanie časového
radu/procesu v čase. V množstve štatistickej literatúry (napr. v [2]) sú uvádzané
defińıcie striktnej a slabej stacionarity. V tomto pŕıpade si však vystač́ıme so sla-
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bou stacionaritou, o ktorej budeme hovorit’ iba ako o stacionarite, a ktorej defińıciu
uvádzame:
Defińıcia 3.6 Náhodný proces {yt, t ∈ T} nazývame lineárny proces, pokial’ je možné
zaṕısat’ ho v tvare nekonečnej sumy
yt = ǫt + ψ1ǫt−1 + ψ2ǫt−2 + . . . , (3.72)
kde ǫt je biely šum s rozptylom σ
2
ǫ a ψj sú parametre. Ekvivalentne môžeme lineárny
proces zaṕısat’ pomocou tzv. operátora spätného posunutia B ako
yt = ψ(B)ǫt, (3.73)
kde ψ(B) = 1 + ψ1B + ψ2B
2 + . . . = 1 +
∑∞
j=1 ψjB
j a B je definovaný pomocou
Byt = yt−1 (3.74)
a ktorý môžeme aplikovat’ viacnásobne ako Bjyt = yt−j.
V [4] je ukázané, že konvergencia ψ(B) podl’a kvadratického stredu je postačujúcou
podmienkou pre existenciu lineárneho procesu (3.72). Ak je |B| ≤ 1, potom lineárny
proces (3.72) existuje, je centrovaný (E(yt) = 0) a stacionárny (vid’ defińıcia (3.7)).
V pŕıpade, že lineárny proces (3.72) ide preṕısat’ do tvaru
yt = π1yt−1 + π2yt−2 + . . .+ ǫt, (3.75)
hovoŕıme, že lineárny proces je invertibilý, čo môžeme tiež zaṕısat’ pomocou operátoru
spätného posunutia ako π(B)yt = ǫt. Opät’ v [4] nájdeme, že konvergencia π(B) podl’a
kvadratického stredu je postačujúcou podmienkou pre invertibilitu lineárneho pro-
cesu, t.j. π(B) konverguje pre |B| ≤ 1.
Defińıcia 3.7 Náhodný proces {yt, t ∈ T} s konečnými druhými momentami na-
zývame slabo stacionárny (d’alej len stacionárny) práve vtedy, ked’ má konštantnú
strednú hodnotu, E(yt) = µ, pre všetky t ∈ T a ak jeho autokovariančná funkcia
cov(yt, yt+k) = E(yt−E(yt))(yt+k−E(yt+k)) záviśı iba na rozdiele svojich argumentov
t+ k− t = k. V tomto pŕıpade označ́ıme autokovariančnú funkciu γk = cov(yt, yt+k).
Z defińıcie je zrejmé, že stacionárny proces má konštantné rozptyly a kovariančná
štruktúra druhého rádu je invariantná voči posunom v čase. Kovariancia sa zvykne











k = . . . ,−1, 0, 1, . . . , kde σ2y = γ0 = var(yt) je rozptyl radu {yt}. Ďaľśım pojmom,
s ktorým budeme d’alej pracovat’ je parciálna autokorelačná funkcia ρkk. Jedná sa
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o parciálny korelačný koeficient yt a yt+k pri pevných hodnotách yt+1, . . . , yt+k−1.










1 ρ1 . . . ρk−1





ρk−1 ρk−2 . . . 1






1 ρ1 . . . ρ1





ρk−1 ρk−2 . . . ρk


Je dôležité všimnút’ si, že autokovariančná funkcia γk i autokorelačná funkcia
ρk sú párne funkcie, takže stač́ı uvažovat’ k ≥ 0. Graf autokorelačnej funkcie ρk sa
nazýva korelogram.
Nakol’ko Boxova–Jenkinsova metodológia použ́ıva pre výstavbu modelu výhradne
len napozorované dáta, s teoretickou autokvoarianciou ani autokoreláciou nevysta-
č́ıme. Uved’me teda ešte odhady strednej hodnoty, autokovariančnej, autokorelačnej
a parciálnej autokorelačnej funkcie pre napozorovaný časový rad y1, . . . , yn, ktoré sa
bežne pri výstavbe Boxových–Jenkinsových modelov použ́ıvajú.
Pre časovú radu y1, y2, . . . , yn môžeme použit’ (a budeme použ́ıvat’) ako odhad









(yt − ȳ)(yt+k − ȳ)/n, (3.79)
logicky potom odhad autokorelačnej funkcie bude
rk = ck/c0, (3.80)
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kde
rkj = rk−1,j − rkkrk−1,k−j, j = 1, 2, . . . , k − 1 (3.82)
pričom autokorelačnú a autokovariančnú funkciu je možné odhadovat’ pre indexy
k = 0, 1, . . . , n − 1 a okrem už spomı́naného n > 50 sa zvyčajne kvôli použitel’nosti
odhadov vyžaduje k < n/4. Chovanie autokorelačnej funkcie je v Boxovej–Jenkinso-
vej metodológii vel’mi dôležité, nakol’ko identifikuje vhodný model. Najdôležiteǰsie je
určit’ existenciu a vel’kost’ tzv. identifikačného bodu, resp. bodu useknutia, od ktorého
zač́ına byt’ autokorelačná funkcia nulová. T.j. potrebujeme zistit’, či existuje k0 také,
že pre všetky k > k0 môžeme tvrdit’, že ρk je nulová. K určeniu existencie bodu
useknutia, resp. k určeniu samotného bodu useknutia k0 sa väčšinou (za predpokladu











, k > k0. (3.83)
Za predpokladu (asymptotickej) normality rk s (asymptotickou) strednou hodnotou
ρk môžeme považovat’ ρk za nulové, ak |rk| < 2σ(rk). Dôvodom pre tento záver je
fakt, že 95% konfidenčný interval pre normálnu náhodnú veličinu s nulovou strednou
hodnotou a rozptylom σ2 je (−2σ, 2σ) .
Obdobne potrebujeme testovat’ aj nulovost’ parciálnej autokorelačnej funkcie ρkk,
t.j. bod useknutia pre ρkk. Pre tento účel sa použ́ıva Quenouilleova aproximácia pre
smerodajnú odchýlku rkk. Plat́ı, že ak je ρkk = 0 pre k > k0, potom
σ(rkk) ∼
√
1/n, k > k0. (3.84)
Takže v pŕıpade, že existuje k0 také, že pre všetky k > k0 je rkk < 2
√
1/n môžeme
rkk považovat’ za nulovú pre všetky k > k0.
Definovaný lineárny proces je teoretickým základom pre Boxove–Jenkinsove mo-
dely, s ktorými sa d’alej oboznámime. Obecný lineárny proces však nie je v praxi tak
významný ako jeho špeciálne pŕıpady.
3.3.2 Autoregresná postupnost’ prvého rádu AR(1)
Ako už bolo spomenuté, častým dôvodom pre autokoreláciu chybovej zložky býva vy-




yt = β1 + β2xt2 + β3zt + et (3.85)
ale miesto toho použijeme vzt’ah:
yt = β1 + β2xt2 + ut, (3.86)
kde ut = β3zt + et. Ak je zt autokorelované, nemá v čase žiaden trend a ak je sto-
chasticky nezávislé na xt2, potom ut je autokorelované a nezávislé na xt2. S týmto
pŕıpadom sa ešte budeme zaoberat’, avšak v pŕıpade, že vynechaný regresor je súčasne
korelovaný s xt2, odhad (OLS odhad ako aj odhad pomocou metód oṕısaných v tejto
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časti) bude vychýlený a dáva nekonzistentné výsledky. Takže vid́ıme, že určit’ zdroj
autokorelovanosti chýb je vel’mi dôležité. V pŕıpade, že autokorelácia vzniká vyne-
chańım autokorelovanej premennej, ktorá súčasne súviśı s nejakou použitou vysvet-
l’ujúcou premennou, tak by sme sa mali usilovat’ o zaradenie vynechanej premennej
do modelu alebo aspoň v pŕıpade jej vylúčenia zaznamenat’ potenciálne vychýlenie,
ktoré môže vzniknút’ na základe vynechania tejto premennej. Ďalej budeme pred-
pokladat’, že skúmaná autokorelovaná chybová zložka nesúviśı zo žiadnym použitým
regresorom, ale miesto toho chyby reprezentujú nezávislé pretrvávajúce šoky, vzni-
kajúce zo zotrvačnosti (často ekonomických) procesov.
Jedným zo spôsobov ako môže byt’ závislost’ chýb znázornená (a v praxi je schopná
pokryt’ vel’kú čast’ pŕıpadov) je lineárny model
y = Xβ + e, (3.87)
pričom ale
et = ρet−1 + ut, t = 1, 2, . . . , T (3.88)
a pre parameter ρ predpokladáme, že |ρ| < 1, ut sú i.i.d. s nulovou strednou hodnotou
a s rozptylom σ2u (t.j. ut je biely šum) a stacionárny stochastický proces generujúci et
začal v nekonečnej minulosti. Takýto lineárny proces {et} nazývame autoregresný
proces 1. rádu alebo AR(1). V autoregresnom vzt’ahu (3.88) je vel’mi podstatné
znamienko parametru ρ, pretože v pŕıpade kladného ρ hovoŕıme o tzv. pozit́ıvnej
autokorelovanosti s riedkymi zmenami znamienka rezidúı et, a naopak v pŕıpade
záporného ρ o negat́ıvnej autokorelovanosti s častými zmenami znamienka et. Po-





Vid́ıme, že {et} je špeciálny pŕıpad lineárneho procesu, ktorý sme už zadefinovali




ρiE(ut−i) = 0 (3.90)
s konštantným rozptylom:
E(e2t ) = E(u
2
t ) + ρ
2
E(u2t ) + ρ
4
E(u2t ) + . . .
= σ2u/(1− ρ2) = σ2e . (3.91)
Kovariancia medzi et a et−i je
E(etet−i) = E([ut + ρut−1 + ρ
2ut−2 + . . .]× [ut−i + ρut−i−1 + ρ2ut−i−2 + . . .])
= ρiσ2e . (3.92)
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Takže variančná matica vektoru rezidúı e má tvar:







1 ρ ρ2 . . . ρT−1
ρ 1 ρ ρT−2
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. . . . . .
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ρT−2 ρT−3 1 ρ




Pretože variančná matica chýb je nesférická, t.j. nie je skalárnym násobkom jednot-
kovej matice, metóda najmenš́ıch štvorcov poskytne śıce nestranný, ale ako už bolo
spomı́nané, pomerne neúčinný odhad vzhl’adom k zobecnenej metóde najmenš́ıch
štvorcov. Odhad zobecnenou metódou najmenš́ıch štvorcov je:






−ρ (1 + ρ2) −ρ 0
−ρ (1 + ρ2)
. . . −ρ





V pŕıpade, že Ω je známa, zobecnenú metódu najmenš́ıch štvorcov môžeme trans-
formovat’ nasledujúcim spôsobom:













je Praisova-Winstenova transformačná matica typu T ×T. Chyby transformovaného
modelu sú i.i.d. a tak metódou najmenš́ıch štvorcov aplikovanou na (3.94) źıskame zo-
becnený odhad najmenš́ıch štvorcov parametru β. Ak je ρ známe, zobecnenú metódu
najmenš́ıch štvorcov l’ahko spoč́ıtame a za normality pri malom výbere źıskame naj-
lepš́ı nestranný odhad, pri vel’kom výbere źıskame asymptoticky eficientný odhad.
Časteǰsie je však ρ neznáme a muśıme vypoč́ıtat’ konzistentný odhad ρ̂. V zobecnenej
metóde najmenš́ıch štvorcov potom použijeme miesto ρ jeho konzistentný odhad ρ̂
a tým źıskame FGLS odhad.
Maximálne vierohodný odhad v AR(1)
Maximálne vierohodné odhady β, ρ a σ2u źıskame ako obvykle pomocou logaritmickej
vierohodnostnej funkcie, ktorá má v tomto modele tvar:
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(y∗ −X∗β)′(y∗ −X∗β), (3.95)
kde y∗ = P′y, X∗ = P′X a |σ2uΩ| = (σ2u)T/(1− ρ2).
Maximalizáciou vzhl’adom k β a σ2u dostaneme





[y∗ −X∗β(ρ)]′[y∗ −X∗β(ρ)]. (3.97)




(ln(2π) + 1) +
1
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Takže globálne maximum logaritmickej vierohodnostnej funkcie je rovné globálnemu
minimu funkcie σ2u(ρ)/(1 − ρ2)1/T . Maximálne vierohodné odhady β, ρ a σ2u sú ako
obvykle konzistentné a asymptoticky eficientné.
Cochraneova-Orcuttova iteračná procedúra
Praisovu – Winstenovu transformačnú maticu nie je možné použit’ v pŕıpade, že Ω







. . . . . .
0






Cochraneov–Orcuttov transformačný systém je
yt − ρyt−1 = β1(xt1 − ρxt−1,1) + . . .+ βK(xtK − ρxt−1,K) + et − ρet−1,
kde t = 1, 2, . . . , T t.j. v maticovom zápise
Gy = GXβ +Ge, (3.98)
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kde y reprezentuje vektor T × 1 pozorovańı závislej premennej, X je konštrukčná
matica T ×K a e je vektor chýb T × 1. Odhad
β̃G = (X
′G′GX)−1X′G′Gy (3.99)
je maximálne vierohodný odhad β pre známe ρ podmienené daným yt.
Pre pŕıpad, že ρ je neznáme Cochrane a Orcutt navrhli iteračnú procedúru pre
odhad β. Nech
êt = yt − (xt1β̂1 + . . .+ xtK β̂K)
označujú najmenšie reziduálne štvorce pre uvažovaný lineárny model (3.87). Konzis-
tentný odhad ρ dostaneme ako ρ̂ =
∑
t = 2T ê2t−1. A tento odhad následne použijeme




kde Ĝ označuje maticu G v ktorej je miesto ρ použitý odhad ρ̂. Ďalej použit́ım ˜̃βG












βi pre i = 1, 2, . . . , K je prvok z
˜̃
βG. Takto pokračujeme až kým dve po
sebe idúce iterácie nedajú výsledky dostatočne bĺızko pri sebe.
Hildrethova-Luova vyhl’adávacia metóda
Hilderth a Lu navrhli aby sa po iniciálnom odhade nepokračovalo iteračnou proce-
dúrou, ale aby sa interval (−1, 1) rozdelil po bodoch ρi, i = 1, 2, . . . , n. Potom pre
každé ρi spoč́ıtame zodpovedajúci súčet štvorcových chýb SSE(ρi) pre Cochraneovu–
Orcuttovu transformáciu. Ako výsledný odhad ρ označ́ıme ρi, ktoré minimalizuje
SSE(ρi) pomocou ktorého následne dopoč́ıtame odhady β1, β2, . . . , βK .
Praisova–Winstenova, Cochraneova–Orcuttova procedúra a Hilderthova–Luova
procedúra sú asymptoticky ekvivalentné.
Dvojkrokové metódy
Uvažujme dva rôzne zobecnené odhady metódou najmenš́ıch štvorcov a vychádzajúce
z Paris-Winstenovej a Cochrane-Orcuttovej transformácie. Ked’ ρ nahrad́ıme konzis-
tentným odhadom ρ̂ dostaneme FGLS odhad. Je viac možnost́ı ako konzistentne
odhadnút’ ρ.
1. Cochraneova–Orcuttova metóda: chyby et nahrad́ıme v rovnosti
et = ρet−1 + ut, t = 2, 3, . . . , T
odhadom metódou najmenš́ıch štvorcov êt a aplikujme metódu najmenš́ıch








Tento odhad je konzistentný, ale na malých výberoch je vychýlený.
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(T − 1)σ̂2 .
3. Durbinov odhad: nech
yt = β1 + β2xt2 + . . .+ βKxtK + ρet,
kde
et = ρet−1 + ut.
a dostaneme transformáciu modelu
yt = ρyt−1 + (1− ρ)β1 + β2xt2 − β2ρxt−1,2 + . . .
+βKxtK − βKρxt−1,K + ut. (3.101)
Rovnicu (3.101) nazývame Durbinova rovnica. Durbin navrhol použit’ konzistentný
OLS odhad parametru ρ a tento odhad použit’ miesto ρ v Durbinovej rovnici. V pŕı-
pade, že ut sú normálne, tento odhad je asymptoticky eficientný.
Očividne existuje množstvo FGLS odhadov pre daný model. Avšak všetky tieto
odhady sú asymptoticky ekvivalentné. Na malých výberoch sa ale výkonnost’ jednot-
livých odhadov môže ĺı̌sit’.
3.3.3 Odhad na malom výbere v AR(1)
Asymptotická ekvivalencia predchádzajúcich odhadov prirodzene vedie k otázke,
ktorý odhad použit’ v pŕıpade malých výberov, kde nemôžeme použit’ asymptotické
výsledky. Rao a Griliches skúmali FGLS odhadov na malom výbere v modele s au-
tokorelovanými chybami pomocou experimentu Monte Carlo. K vygenerovaniu dát
pre experiment použili model
yt = xt + et,
xt = λxt−1 + νt, |λ| < 1,
et = ρet−1 + ut, |ρ| < 1, t = 1, 2, . . . , 20.
(3.102)
Pre dané ρ a λ, bolo vytvorených 50 vzoriek. Rozptyly νt a ut boli upravené tak,
aby R2
.
= 0.9. Skúmané typy odhadov boli konkrétne: OLS odhad, Cochraneova–
Orcuttova transformácia s Cochraneovým–Orcuttovým ρ̂ a s Durbinovým ρ̂, Praisova–
Winstenova transformácia s Cochraneovým–Orcuttovým ρ̂ a s Durbinovým ρ̂ a ne-
lineárne obmedzený OLS odhad β a ρ v Durbinovej rovnici. Posledná metóda je
asymptoticky ekvivalentná s maximálnou vierohodnost’ou.
Hlavné závery tejto práce boli:
(i) OLS odhad je najmenej účinným odhadom spomedzi všetkých porovnávaných
metód pre stredne vel’ké a vel’ké ρ (ρ ≥ 0.3).
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(ii) Použit́ım FGLS odhadov pri stredne vel’kom a vel’kom ρ źıskame pomerne vel’a,
naopak strata, ktorá môže vzniknút’ použit́ım týchto metód je vel’mi malá.
(iii) Všetky FGLS odhady majú relat́ıvne podobnú výkonnost’
3.3.4 ARMA procesy v reziduálnej zložke regresného
modelu
Korelácia medzi chybovou zložkou v modele
y = Xβ + e,
kde Ee = 0 a Eee′ = σ2Ω môžu mat’ mnoho foriem. Už poṕısaný proces AR(1)





1 ρ1 . . . ρT−1
ρ1 1 ρ1 . . . ρT−2
ρ2 ρ1




. . . . . . ρ1




kde ρk = E(etet−k)/σ
2
e pre k = 1, 2, . . . Proces, ktorý sme práve poṕısali je centrovaný
a korelácie medzi jednotlivými chybami (realizáciami procesu) sú funkciou časového
posunu. Jedná sa teda o (slabo) stacionárny proces.
Konkrétne stacionárne procesy, ktoré majú pre Boxovu–Jenkinsovu metodológiu
výrazný praktický význam sú:
(a) Autoregresný proces rádu p, AR(p)
et = φ1et−1 + . . .+ φpet−p + ut, (3.103)




u a Eutut−k = 0, t = 1, 2, . . . ; k = 1, 2, . . .
pomocou operátoru spätného posunutia môžeme model zaṕısat’ ako
φ(B)et = ut,
kde φ(B) = 1−∑pj=1 φjBj je autoregresný operátor.
Proces AR(p) má rozptyl σ2e = σ
2
u/(1− φ1ρ1 − . . .− φpρp).
Autokorelačná funkcia procesu AR(p) je lineárnou kombináciou klesajúcich geomet-
rických postupnost́ı a sinusóıd rôznych frekvencíı s geometricky klesajúcimi am-
plitúdami. Parciálna autokorelačná funkcia procesu AR(p) má bod useknutia
k0 = p. Proces AR(p) je vždy invertibilný, nakol’ko zápis modelu je už v inver-
tovanom tvare.
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(b) Proces ḱlzavých súčtov rádu q, MA(q)
et = ut + θ1ut−1 + . . .+ θqut−q, (3.104)
pomocou operátoru spätného posunutia môžeme model zaṕısat’ ako
et = θ(B)ut,
kde θ(B) = 1 +
∑q
j=1 θjB
j je operátor kĺzavých súčtov.
Rozptyl procesu MA(q) je
σ2e = (1 + θ
2















, k = 1, . . . , q.
Proces MA(q) má konečnú nenulovú korelačnú štruktúru.
(c) Zmiešaný proces rádu p a q, ARMA(p,q)
et = φ1et−1 + . . .+ φpet−p + ut + θ1ut−1 + . . .+ θqut−q. (3.105)
Pomocou operátoru spätného posunutia môžeme model zaṕısat’ ako
φ(B)et = θ(B)ut.
Proces ARMA(p,q) je zmiešaným procesom AR(p) a MA(q), takže jeho vlastnosti,
a teda aj vlastnosti autokorelačnej funkcie prejavujú vlastnosti oboch procesov. Au-
tokorelačná funkcia procesu ARMA(p,q) nemá bod useknutia a je lineárnou kom-
bináciou klesajúcich geometrických postupnost́ı a sinusóıd rôznych frekvencíı s geomet-
ricky klesajúcimi amplitúdami, ale s výnimkou prvých q− p hodnôt. Parciálna auto-
korelačná funkcia procesu ARMA(p,q) taktiež nemá bod useknutia a je ohraničená
lineárnou kombináciou klesajúcich geometrických postupnost́ı a sinusóıd rôznych
frekvencíı s geometricky klesajúcimi amplitúdami s výnimkou prvých p− q počiatoč-
ných hodnôt.
Analogicky ako u AR(1)OLS–odhad parametrov v ARMA(p,q) procesoch nedáva
moc dobré výsledky. Preto sa v ARMA(p,q) procesoch obvykle použ́ıva bud’ ne-
lineárne obmedzený OLS–odhad alebo maximálne vierohodný odhad. Oba odhady
sú asymptoticky eficientné za danej normality chýb.
Ako už bolo spomenuté, ARMA procesy sú teoretickým východiskom, pre kon-
štrukciu Boxových–Jenkinsových modelov. Konštrukcia týchto modelov je však oṕı-
saná v množstve zahraničnej i českej a slovenskej literatúry. Preto iba v stručnosti
poṕı̌seme dôležité kroky.
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Konštrukcia Boxových–Jenkinsových modelov
Ako už bolo spomenuté, konštrukcia modelov podl’a metodológie, ktorú zaviedli Box
a Jenkins sa obvykle vykonáva v troch krokoch
I Identifikácia modelu: Jedná sa o odhadnutie konkrétneho typu procesu na
základe vlastnost́ı skúmaných dát, napŕıklad výberová autokorelačná funkcia
nemá bod useknutia a parciálna autokorelačná funkcia má bod useknutia k0 = 2,
takže pre časový rad identifikujeme model AR(2).
II Odhad modelu: odhadneme konkrétne parametre identifikovaného modelu.
III Diagnostika modelu: Odhadnutý model testujeme na hladine významnosti
5 %, alebo posúdime kvalitu predpoved́ı (predikcíı) modelu.
V pŕıpade, že pri diagnostike testu zist́ıme, že model nedáva uspokojivé výsledky,
muśıme všetky tri kroky zopakovat’ a odhadnút’ nový model, toto opakujeme, až kým
nenájdeme uspokojivý model. Väčšinou sa ale pri hl’adańı nového modelu jedná len
o korekciu parametrov modelu, ktorý sme zamietli.
Identifikácia modelu
V identifikácii modelu zohráva obrovskú rolu tvar autokorelačnej a parciálnej auto-
korelačnej funkcie. V prvom kroku spoč́ıtame autokorelácie a parciálne autokorelácie
skúmaného stacionárneho radu a zobraźıme ich graficky (graf korelácíı sa obvykle
nazýva korelogram). Prezrieme si oba korelogramy a odhadneme bod useknutia pre
ρk i ρkk. Je nutné poznamenat’, že výberové autokorelácie zrejme nebudú za bo-
dom useknutia rovné nule, ale budú
”
dostatočne bĺızko nule.“ Pričom pod pojmom
”
dostatočne bĺızko nule“ mysĺıme, že na základe výberových autokorelácíı rk a rkk
môžeme predpokladat’, že ρk a ρkk sú za bodom useknutia nulové. K tomu nám
poslúži Bartletova, resp. Quenouilleova aproximácia. To znamená, že ak pre všetky
k > k0 plat́ı, že rk nepresahuje hodnotu Bartletovej aproximácie, resp. rkk nepresa-
huje hodnotu Quenouilleovej aproximácie, pričom pre k0 ešte tieto hodnoty presaho-
vali, môžeme bod k0 prehlásit’ za bod useknutia. Väčšina štatistických software do
korelogramu štandardne túto aproximáciu zakresl’uje. Takže určenie bodu useknutia
je pomerne jednoduché a je založené na vzhl’ade korelogramu. Ďaľśım pŕıstupom
pre identifikáciu modelu je identifikácia na základe informačných kritéríı. Tento
pŕıstup umožňuje automatickú identifikáciu. Prinćıpom identifikácie na základe in-
formačného kritéria je nájst’ model, pre ktorý je informačné kritérium minimálne.
Hodnoty informačných kritéríı obvykle závisia na počte parametrov modelu. Dve
najpouž́ıvaneǰsie informačné kritériá sú Akaikeho informačné kritérium, označované
ako AIC a Bayesovo informačné kritérium - BIC. Kritériá AIC a BIC pre výber
modelu ARMA(p,q) majú tvar:
AIC(k, l) = ln σ̂2k,l +




BIC(k, l) = ln σ̂2k,l +
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kde σ̂2k,l je odhadnutý rozptyl bieleho šumu procesu ARMA(k,l).
Odhad modelu modelu
Ako už bolo spomenuté, v ARMA(p,q) modeloch sa obvykle použ́ıva bud’ nelineárne
obmedzený OLS–odhad alebo maximálne vierohodný odhad. Nelineárne najmenšie
štvorce a maximálne vierohodné odhady dávajú vel’mi bĺızke výsledky. Pri samotnom
modelovańı však nemuśıme nutne poznat’ algoritmy pre výpočet týchto odhadov, na-
kol’ko snád’ všetky súčasné štatistické software majú implementované procedúry pre
odhadovanie stacionárnych modelov Boxovej–Jenkinsovej metodológie, a teda od-
hady sú čiste softwarovou záležitost’ou. Softwarový výpočet nám zvyčajne poskytne
okrem samotných odhadov parametrov aj pŕıslušné smerodajné odchýlky odhadov.
Overovanie modelu
Overovanie modelov Boxovej–Jenkinsovej metodológie je pomerne prepracované a
prebieha vo viacerých krokoch. Výsledkom overovania je, bud’ potvrdená alebo za-
mietnutá adekvátnost’ odhadnutého modelu. V pŕıpade zamietnutia modelu, sa muśı-
me vrátit’ spät’ k identifikácii modelu. Odhadnutý model môžeme overovat’ z rôznych
hl’ad́ısk a s rôznou účinnost’ou, preto sa doporučuje použ́ıvat’ viac metód overovania
modelu súčasne. Jednotlivé aspekty ktoré je dobré overovat’ sú:
• Súhrnné korelačné chovanie sa odhadnutých rezidúı modelu. Jedná sa o nejakú
formu tzv. Portmanteau testu, nazývaného tiež Q–test, ktorý testuje nulovú
hypotézu, že zvolený model je adekvátny. Test prebieha pomocou súhrnného
korelačného chovania prvých K odhadnutých rezidúı a vd’aka jednoduchosti
výpočtu je vel’mi často použ́ıvaný. Za K sa obvykle doporučuje volit’ približne√
n. Najčasteǰsie sa u Portmanteau testov použ́ıva bud’ Boxova–Pierceova šta-






a Ljungova–Boxova štatistika má tvar





n− k , (3.109)
pričom pre obe štatistiky plat́ı, že pri väčšom rozsahu výberu majú približne
χ2K−p−q rozdelenie.
• Individuálne chovanie sa odhadnutých rezidúı modelu.Odhadnuté reziduá (resp.
odhadnutý biely šum) sú pre diagnostiku modelu vel’mi dôležité. Zvyčajne pre
ne očakávame, normalitu, nekorelovanost’, homoskedasticitu a nulovú strednú
hodnotu, takže diagnostika bude založená na overovańı týchto vlastnost́ı. Väč-
šinu týchto vlastnost́ı dokážeme odhadnút’ na základe grafických výstupov
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štatistického software. Takže kontrolujeme Q–Q graf, histogram, korelogram
a pod. Normalitu však môžeme overovat’ aj na základe nejakého bežne použ́ı-
vaného formálneho testu normality, napr. Kolmogorovov–Smirnovov test alebo
Shapirov–Wilkov test, vid’ napr. [12].
• Kontrola ARMA štruktúry. Korelačná štruktúra odhadnutá z dát by mala pri-
bližne zodpovedat’ korelačnej štruktúre odhadnutého modelu.
• Kontrola parametrov odhadnutého modelu. V pŕıpade, že smerodajné odchýlky
odhadnutých parametrov sú neúmerne vel’ké, alebo ak odhadnutý rozptyl chýb
má vel’kú hodnotu, mali by sme skúsit’ model preparametrizovat’. Doporučuje
sa použit’ väčšie množstvo parametrov. Ak budú smerodajné odchýlky nového
modelu výrazne menšie a odhady nových parametrov budú výrazne nenulové,
nahrad́ıme pôvodný model novým modelom.
• Kontrola stacionarity. Odhadnutý model by mal sṕlňat’ podmienky staciona-
rity.
3.3.5 Procesy vykazujúce nekonštantný trend, zmenu úrovne
alebo zmenu trendu
Reálne časové rady väčšinou nie sú stacionárne. Často vykazujú nejaký trend, ktorý
sa navyše môže v čase menit’, pŕıpadne sa v určitých bodoch zmeńı úroveň časového
radu. Popis takýchto procesov často umožňujú modely typu ARIMA, ktoré stochas-
ticky modelujú aj trend. Pre konštrukciu ARIMA teda nepotrebujeme, aby modelo-
vaný časový rad bol stacionárny, ale je vyžadované aby rad bolo možné stacionari-
zovat’ diferencovańım. Pozrime sa teda na defińıciu spomı́naného procesu ARIMA:
Proces ARIMA(p,d,q)
Integrovaný zmiešaný proces rádu p,d,q ARIMA(p,d,q) definujeme ako




je d−tá diferencia modelovaného časového radu {yt} . A d’alej plat́ı, že (3.110) je
stacionárny model ARMA(p,q) pre proces wt.
Pretože
∆yt = yt − yt−1 = (1− B)yt, (3.112)
diferenčný operátor ∆ je možné vyjadrit’ pomocou operátoru spätného posunutia B
ako
∆ = 1− B. (3.113)
ARIMA(p,d,q) môžeme teda zaṕısat’ aj v súhrnnom tvare ako
φ(B)∆dyt = α + θ(B)ǫt. (3.114)
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Výstavba modelu ARIMA je založená na určeńı rádu diferencovania a na následnej
konštrukcii ARMA na stacionarizovaný rad. Pred diferencovańım ale muśıme zistit’
či časový rad nie je nutné linearizovat’ nejakou transformáciou, aby sme ho mohli
modelovat’ pomocou procesu ARIMA, ktorý patŕı do skupiny lineárnych modelov






, λ 6= 0,
y
(λ)
t = log yt, λ = 0, (3.115)
kde y
(λ)
t je transformovaný rad. Neznáma hodnota λ sa hl’adá pomocou komplikovanej
optimalizačnej procedúry založenej na prinćıpe maximálnej vierohodnosti. Táto kon-
štrukcia je výpočtovo náročná. Praktickeǰśı pŕıstup uviedol Jenkins v pŕıručke [9],





t , λ 6= 0,
y
(λ)
t = log yt, λ = 0. (3.116)
O hodnote λ rozhodneme graficky. Sledovaný rad rozdeĺıme na krátke úseky o d́lžke
4 až 12 pozorovańı a v každom úseku spoč́ıtame aritmetický priemer m a rozdiel
maximálnej a minimálnej hodnoty úseku r. Takto spoč́ıtané dvojice zanesieme do
grafu, pričom na x–ovej ose budú hodnoty m a na y–ovej ose budú hodnoty r.
Pokial’ takto skonštruované body ležia približne na vodorovnej priamke, nezáviśı
lokálna variabilita radu na úrovni radu, takže nemuśıme transformovat’. Odhad λ
touto metódou je vel’mi hrubý, ale to nám nevad́ı, niektoŕı autori dokonca doporučujú
rozlǐsovat’ len medzi hodnotami 0 a 1 pre λ. Určenie λ môžeme obmedzit’ na štyri
pŕıpady. Pre pŕıpad, že graf vyzerá ako konštantná funkcia, polož́ıme λ = 1. Pre
rastúci lineárny trend grafu bude λ = 0, v pŕıpade konvexnej rastúcej funkcie λ =
−0, 5 a v pŕıpade konkávnej rastúcej funkcie λ = 0, 5.
Po identifikovańı potreby transformovat’ pôvodný časový rad a po pŕıpadnej
transformácii muśıme určit’ rád diferencovania. V praxi sa málokedy použ́ıva rád
väčš́ı než 2. V pŕıpade, že pri pohl’ade na graf časového radu máme pochybnosti
o stacionarite, vykresĺıme si korelogram výberovej autokovariančnej funkcie radu a
v pŕıpade, že hodnoty autokorelačnej funkcie klesajú pomaly, t.j. približne lineárne, je
to pŕıznakom, že muśıme diferencovat’. Tento postup opakujeme až kým nedostaneme
stacionárny rad. Pre stacionarizovaný rad následne vybudujeme model ARMA(p,q).
3.3.6 Procesy so sezónnou zložkou
Podobne ako Boxova–Jenkinsova metodológia zvláda modelovanie trendu, dokáže
modelovat’ aj sezónnost’. Najčasteǰsie použ́ıvaným nástrojom k modelovaniu sezónnosti
je v Boxovej–Jenkinsovej metodológii multiplikat́ıvny sezónny proces rádu (p, d, q)×
(P,D,Q)S, ktorý sa väčšinou nazýva SARIMA rádu (p, d, q)× (P,D,Q)S a má tvar
φ(B)Φ(BS)∆d∆DS yt = θ(B)Θ(B
S)ǫt, (3.117)
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Kapitola 3. Porušenie základných predpokladov
kde ǫt je biely šum. Model je vlastne multiplikat́ıvnym spojeńım dvoch modelov
ARIMA. Takže SARIMA obsahuje dva typy autoregresných operátorov (t.j. bežný a
sezónny autoregresný operátor) a dva typy operátorov ḱlzavých súčtov (opät’ bežný
a sezónny). Bežná autoregresná zložka je reprezentovaná autoregresným operátorom
(t.j. polynómom φ(B) rádu p) a bežná zložka ḱlzavých súčtov je reprezentovaná
operátorom θ(B) rádu q. Podobne Φ(BS) je sezónny autoregresný operátor rádu P
a Θ(BS) je sezónny operátor ḱlzavých súčtov rádu Q a nakoniec ∆d = (1 − B)d a
∆D = (1 − B)D označujú bežný a sezónny diferenčný operátor (v tomto porad́ı).
Výstavba sezónnych modelov je o niečo zložiteǰsia ako výstavba doteraz uvedených
modelov aj ked’ prebieha v troch rovnakých krokoch. Výstavbu modelu SARIMA
podrobne poṕı̌seme na pŕıklade v aplikačnej časti.
3.3.7 Predpovede v Boxovej–Jenkinsovej metodológii
Konštrukcia predpoved́ı v Boxovej–Jenkinsovej metodológii je jednoduchá. Aj tento
fakt prispieva k obl’́ubenosti týchto metód. Predpoved’ hodnoty yt+k v čase t, t.j.
predpoved’ v čase t o k krokov dopredu označme ŷt+k(t). Prinćıp výpočtu predpoved́ı
spoč́ıva v minimalizácii strednej štvorcovej chyby MSE = E(yt+k − ŷt+k(t))2. Takže
lineárnu predpoved’ ŷt+k(t) skonštruujeme ako lineárnu funkciu yt, yt−1, . . . , ktorá
bude mat’ najmenšiu strednú štvorcovú chybu MSE. V praxi je však výpočet ešte
jednoduchš́ı a pre model ARMA(p,q) definovanom pomocou (3.105) môžeme použit’
rekurentný výpočet výpočet:
êt = φ1êt−1 + . . .+ φpêt−p + ǫ̂t + θ1ǫ̂t−1 + . . .+ θq ǫ̂t−q, (3.118)
kde êt+j(t) = et+j pre j ≤ 0, ǫ̂t+j(t) je nulové pre j > 0 a pre j ≤ 0 plat́ı ˆǫt+j = ǫt+j =
et+j− êt+j(t+ j−1) = ut(t−1). Vo výpočte postupujeme vždy o jeden krok dopredu
a použijeme odhadnuté parametre modelu. Intervalovú predpoved’ pre et+k v čase t
spoč́ıtame z bodových predpoved́ı a z predpokladu normality ako interval s krajnými
bodmi êt+k(t)±2–násobok odhadnutej smerodajnej odchýlky chýb predpovede, ktorá
je rovná rozdielu et+k − êt+k(t).
3.3.8 Autoregresné modely volatility
Nedávne a súčasné problémy vo finančnom sektore naprieč Amerikou a Európou
motivujú k štúdiu volatility časových radov v súčasnosti ešte viac ako v minulosti.
Prvé modely volatility vznikli už v osemdesiatych rokoch minulého storočia. Prielo-
movým modelom bol model autoregresnej podmienenej volatility ARCH, ktorý použil
Engle už v roku 1982 na modelovanie inflácie vo Vel’kej Británii. Jedná sa vlastne
o priamu aplikáciu Boxovej–Jenkinsovej metodológie pre volatilitu. Model ARCH
rádu m, t.j. ARCH(m) ktorý vyjadruje volatilitu ako jednoduchú kvadratickú fun-
kciu omeškaných hodnôt rezidúı môžeme zaṕısat’ v tvare:
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kde ǫt sú i.i.d. s nulovou strednou hodnotou a jednotkovým rozptylom. Podmienená
stredná hodnota µt sa často modeluje pomocou regresného modelu alebo ARMA pro-
cesu. Koeficienty αi musia sṕlňat’ isté podmienky regularity tak, aby et mali konečné
nepodmienené momenty aspoň do druhého rádu. Ako postačujúca podmienka sa
často požaduje α0 > 0 a αi ≥ 0 pre i = 1, 2, . . . ,m.
Rád modelu ARCH urč́ıme jednoducho ako bod useknutia parciálneho korelo-
gramu štvorcov chybovej zložky et. V pŕıpade, že sa nepreukážu korelácie medzi
štvorcami chýb, resp. formálny test (napr. LM-test pre testovanie ARCH efektov, v
R ArchTest()) nepreukáže pŕıtomnost’ ARCH efektov, ARCH model nie je vhodný.
Zrejme najúspešneǰśım nástrojom na modelovanie volatility je zobecnený model
autoregresnej podmienenej volatility GARCH a jeho modifikácie. Model GARCH
odstraňuje niektoré nedostatky modelu ARCH ako napŕıklad vysoký rád m, z čoho
vyplýva vel’ký počet parametrov alebo nezohl’adnenie asymetríı. Model GARCH(m,s)
má tvar













kde ǫt sú i.i.d. s nulovou strednou hodnotou a jednotkovým rozptylom a parametre
modelu sṕlňajú α0 > 0, αi ≥ 0, βj ≥ 0
∑max{m,s}
i=1 (αi + βj) < 1. Rovnica volatility
GARCH je vlastne ARMA pre rad štvorcových odchyliek e2t .
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4.1 Popis dát
Teoretické poznatky sú demonštrované na pŕıkladoch, v ktorých použ́ıvam tri rôzne
časové rady. Všetky časové rady sú z finančného prostredia a jedná sa bud’ o denné
alebo o mesačné časové rady z bankového prostredia. Vybrala som si však bud’
náhodné výbery klientov alebo určité segmenty portfólia, a to z dôvodu ochrany
interných informácíı poskytovatel’a dát. Všetky tri časové rady, s ktorými sa bu-
deme d’alej zaoberat’ sú zobrazené na obrázku 4.1 a sú nahrané na CD s diplomovou
prácou. Podkladové dáta sú taktiež depersonifikované. Denné dáta nie sú equidis-










































































Obr. 4.1: Skúmané časové rady.
tantné, nakol’ko k zaúčtovaniu zmien dochádza iba počas pracovných dńı. Navyše
zostatky z v́ıkendových a sviatočných dńı sú vždy zhodné so zostatkami v najbližšom
predchádzajúcom pracovnom dni. Umelé pridanie vol’ných dńı by do časových radov
pridalo krátke konštantné, resp. nulové úseky, ktoré sú pre portfóliové chovanie sa ne-
prirodzené. Z tohto dôvodu sú vol’né dni pre modelovanie a predikovanie nezauj́ımavé
a nežiadúce, preto neequidistantné intervaly u denných dát nevadia.
Prvý sledovaný časový rad (obrázok 4.1A) je rad denných zostatkov na vkladoch
náhodného výberu firemných klientov banky naprieč rôznymi sektormi oboru podni-
kania i vel’kosti firmy. Sledované obdobie časového radu je 124 pracovných dńı, čo je
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v skutočnosti obdobie cca 6 mesiacov. Druhý časový rad (obrázok 4.1B) je mesačný
a znázorňuje stav pohl’adávok (NEA – net earning assets) prevádzkového financova-
nia u náhodne vybraných malých klientov za obdobie 104 mesiacov a posledný časový
rad (obrázok 4.1C) zobrazuje opät’ depozitné zostatky, tentokrát však v mesačnej
frekvencii a na náhodnom výbere z pol’nohospodárskych klientov. V poslednom ča-
sovom rade je sledovaným obdob́ım 82 mesiacov.Všetky uvedené rady sú bud’ v mi-
liónoch alebo v miliardách českých korún, ale nakol’ko jednotky časového radu nie
sú pre samotné modelovanie dôležité, opät’ ich z dôvodu ochrany dát neuvádzame.
Pŕıklady sú spracované pomocou vol’ne dostupného štatistického software R.
4.2 Spracovanie a analýza dát
4.2.1 Pŕıklad 1
Zaoberajme sa najprv časovým radom znázorneným na obrázku 4.1A, resp detail-
neǰsie na obrázku 4.2.

















Obr. 4.2: Časový rad denných depozitných zostatkov
Ako je vidiet’ z grafického záznamu, rozhodne sa nejedná o stacionárnu časovú
radu, nakol’ko jej priebeh sa v čase meńı. V takomto pŕıpade by sme mali rozĺı̌sit’,
či sa jedná o systematické alebo nesystematické zmeny v úrovni časového radu. Ne-
systematické zmeny by nás viedli k integrovaným ARMA procesom (t.j. k ARIMA)
a museli by sme pristúpit’ k diferencovaniu časového radu, na ktorý by sme následne
aplikovali ARMA model. Avšak v pŕıpade, že je zmena systematická a v časovej rade
vieme rozĺı̌sit’ deterministický trend v literatúre sa môžeme doč́ıtat’ (napr. v [5]), že
by sme sa mali pokúsit’ trend z časového radu eliminovat’. V [5] je uvedené, že ked’
v tomto pŕıpade prejdeme k diferencovaniu časového radu miesto, eliminácie trendu,
dostaneme časový rad s reziduálnou zložkou v tvare MA procesu, aj napriek tejto
výstrahe však je možné pomocou Boxovej–Jenkinsovej metodológie modelovat’ aj
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systematický trend. Ked’že v tomto pŕıpade sa zmena úrovne radu jav́ı ako determi-
nistický trend, ktorý by sa dal poṕısat’ nejakou vhodnou klesajúcou funkciou, mali by
sme pristúpit’ zrejme k eliminácii trendu. Schválne však preskúmame obe možnosti
pre stacionarizovanie časového radu.
Z grafu časového radu je jasné, že eliminovat’ nebudeme lineárny, ale skôr nejaký
mocninový klesajúci trend. V pŕıstupe pomocou eliminácie trendu sa nám ponúka
vyskúšat’ polymomiálny trend (ked’že lineárny sme na základe vykreslenia dát za-
mietli). Pri skúmańı rady sme vyskúšali použit’ polynómy 2. a 3. rádu, konkrétne
najprv som vyskúšala plný model druhého rádu, ktorý má tvar yt = β0 + β1t+ β2t
2
a označ́ıme ho ako V1. Pomocou R sa ale koeficient pri lineárnom člene neukázal
ako signifikantný, v tomto pŕıpade však nie sú splnené predpoklady klasickej re-
gresie, takže na štatistickú významnost’ jednotlivých koeficientov nepozeráme tak
striktne. Ide nám iba o elimináciu trendu. Skúsme však radšej lineárny člen vyne-
chat’ a na dáta aplikujme ešte variantu polynómu druhého stupňa bez lineárneho
členu v tvare yt = β0 + β1t
2, ktorý označ́ıme V2. Tieto dva lineárne modely môžeme





lm(formula = ts_depo[, 4] ~ t + t2)
Residuals:
Min 1Q Median 3Q Max
-1.10200 -0.38355 0.00635 0.40426 1.48387
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.064e+01 1.440e-01 212.768 <2e-16 ***
t -8.395e-03 5.314e-03 -1.580 0.1167
t2 -9.745e-05 4.115e-05 -2.368 0.0195 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.5259 on 121 degrees of freedom
Multiple R-squared: 0.6734, Adjusted R-squared: 0.668






lm(formula = ts_depo[, 4] ~ t2)
Residuals:
Min 1Q Median 3Q Max
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-1.08497 -0.41415 -0.00688 0.40740 1.40645
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.044e+01 7.145e-02 425.99 <2e-16 ***
t2 -1.607e-04 1.029e-05 -15.62 <2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.5291 on 122 degrees of freedom
Multiple R-squared: 0.6666, Adjusted R-squared: 0.6639
F-statistic: 244 on 1 and 122 DF, p-value: < 2.2e-16
-----------------------------------------------------------------------------
Vyskúšajme na elimináciu trendu použit’ ešte polynóm tretieho stupňa. Tento model
bude mat’ tvar yt = β0+β1t+β2t
2+β3t
3 a túto variantu označ́ıme ako V3. Pomocou





lm(formula = ts_depo[, 4] ~ t + t2 + t3)
Residuals:
Min 1Q Median 3Q Max
-1.06525 -0.38650 0.03492 0.34759 1.38406
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.101e+01 1.890e-01 164.090 < 2e-16 ***
t -4.333e-02 1.303e-02 -3.325 0.00117 **
t2 5.978e-04 2.415e-04 2.476 0.01470 *
t3 -3.705e-06 1.269e-06 -2.919 0.00419 **
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.5103 on 120 degrees of freedom
Multiple R-squared: 0.695, Adjusted R-squared: 0.6874
F-statistic: 91.16 on 3 and 120 DF, p-value: < 2.2e-16
-----------------------------------------------------------------------------
Porovnańım koeficientov determinácie ako aj z grafického zobrazenia trendov do
časového radu (vid’ obrázok 4.3) sa zdá, že varianta V3 popisuje systematický trend
v časovom rade najlepšie. Skúsme teda z dát eliminovat’ trend determinovaný poly-
nómom 3. stupňa.
Elimináciou trendu dostaneme nový časový rad, ktorý už môžeme považovat’ za
stacionárny časový rad. Tento rad je zobrazený na obrázku 4.4 a zobrazme hned’ aj
jeho korelogram.
Z korelogramu na obrázku 4.5 je zrejmé, že neexistuje (dostatočne malé) k0 také,
že pre všetky k > k0 by sme mohli na základe Bartletovej alebo Quenouilleovej ap-
roximácie prehlásit’ autokorelačnú funkciu ρk, resp. parciálnu autokorelačnú funkciu
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Obr. 4.3: Trendy premietnuté do časového radu depozitných zostatkov





















Obr. 4.4: Nový časový rad obdržaný elimináciou trendu
ρkk za nulovú, t.j. nedokážeme nájst’ dostatočne malý identifikačný bod k0 pre auto-
korelačnú ani pre parciálnu autokorelačnú funkciu procesu. Preto adeptom na pro-
ces, ktorý najlepšie popisuje dáta s eliminovaným trendom je ARMA. Skúsme preto
spoč́ıtat’ Akaikeho informačné kritérium, označované skrátene tiež AIC kritérium pre
rôzne parametre p a q ARMA modelu.
Spoč́ıtané AIC kritériá uvedené v tabul’ke 4.1 spolu s autokorelačnou a parciál-
nou autokorelačnou funkciou nasvedčujú tomu, že vhodným modelom by mohla byt’
ARMA(2,1) alebo ARMA(4,1). Takže pre rad s eliminovaným trendom zostroj́ıme
modely ARMA(2,1) a ARMA(4,1) a skúsime sa ešte pozriet’ na konkrétne modely
a ich diagnostiku. Aj napriek tvaru autokorelačnej funkcie, ktorá nenasvedčuje mo-
delu AR(p), pozrime sa aj na model AR(4), pretože AIC pre AR(4) vychádza tiež
pomerne malé. Parametre modelu AR(4) dostaneme ako výstup z R zodpovedajúci
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Series  ts_depo[, 4] − f3$fit















Series  ts_depo[, 4] − f3$fit
Obr. 4.5: Autokorelačná (ACF) a parciálna autokorelačná (PACF) funkcia nového
časového radu s eliminovaným polynomiálnym trendom
p, q 0 1 2 3 4 5
0 94.11989 59.66365 32.39275 31.24045 26.35284
1 39.74387 36.58664 28.5262 26.85093 28.77721 27.08709
2 33.07545 22.23109 24.45326 27.76135 29.61719
3 23.79321 24.19896 26.13584 27.53157
4 23.56545 22.88657 24.36349
5 24.57895 24.74072
Tabul’ka 4.1: Spoč́ıtané hodnoty Akaikeho informačného kritéria pre ARMA(p,q)
modely časového radu depozitných zostatkov eliminovaného o systematický trend





arima(x = ts_depo[, 4] - f3$fit, order = c(4, 0, 0))
Coefficients:
ar1 ar2 ar3 ar4 intercept
0.9276 0.0654 -0.1633 -0.1356 -0.0049
s.e. 0.0896 0.1246 0.1258 0.0904 0.0739
sigma^2 estimated as 0.06342: log likelihood = -5.78, aic = 23.57
-----------------------------------------------------------------------------
Pretože R pracuje s notáciou pre AR(p) v tvare
yt = a1yt−1 + . . .+ apyt−p + et,
model AR(4) má tvar:
yt = 0.9276yt−1 + 0.0654yt−2 − 0.1633yt−3 − 0.1356yt−4 + et − 0.0049.
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Chybovú zložku v práve skonštruovanom AR(4) môžeme považovat’ za normálnu,
pretože na základe Shapirovej–Wilkovej štatistiky ani na základe Kolmogorovej–
Smirnovovej štatistiky nemôžme normalitu zamietnut’. Oba testy sú implementované











D = 0.0466, p-value = 0.9504
alternative hypothesis: two-sided
-----------------------------------------------------------------------------
Tomuto faktu zodpovedajú aj histogram a Q–Q graf zobrazený na obrázku 4.6.

































Obr. 4.6: Histogram a Q–Q graf rezidúı modelu AR(4)
tvarom nasvedčujú skôr modelu ARMA(p,q), AR(4) môžeme použit’. Diagnostiku
modelu AR(4) si môžeme prezriet’ na obrázku 4.7.
Prejdime pre porovnanie aj k ARMA modelom, ktoré sme podl’a tvaru výberovej
autokorelačnej a parciálnej autokorelačnej funkcie (a ARMA(4,1) tiež podl’a najnižšej
hodnoty AIC) považovali za kandidátov na výsledný model. U modelu ARMA(2,1)
vychádzajú všetky parametre s výnimkou interceptu signifikantne nenulové, naopak
pri pohl’ade na smerodajné odchýlky koeficientov a samotné koeficienty ARMA(4,1)
vid́ıme, že okrem interceptu, do 95% konfidenčného intervalu spadne 0 aj v pŕıpade
koeficientov pri yt−1 a yt−3.
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Standardized Residuals
Time



































arima(x = ts_depo[, 4] - f3$fit, order = c(2, 0, 1))
Coefficients:
ar1 ar2 ma1 intercept
1.7966 -0.8550 -1.000 0.0010
s.e. 0.0433 0.0432 0.028 0.0102
sigma^2 estimated as 0.06228: log likelihood = -6.12, aic = 22.23
-----------------------------------------------------------------------------
Je nutné poznamenat’, že R pracuje s nasledujúcou notáciou pre ARMA(p,q):
yt = a1yt−1 + . . .+ apyt−p + et + b1et−1 + . . .+ bqet−q.
Takže ako ARMA(2,1) dostávame:
yt = 1.7966yt−1 − 0.855yt−2 + et − et−1 + 0.001




arima(x = ts_depo[, 4] - f3$fit, order = c(4, 0, 1))
Coefficients:
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ar1 ar2 ar3 ar4 ma1 intercept
0.2789 0.6864 -0.1034 -0.3455 0.6737 -0.0037
s.e. 0.2329 0.2379 0.0945 0.0902 0.2389 0.0772
sigma^2 estimated as 0.06199: log likelihood = -4.44, aic = 22.89
-----------------------------------------------------------------------------
Takže spoč́ıtaná ARMA(4,1) má tvar:
yt = 0.2789yt−1 + 0.6864yt−2 − 0.1034yt−3 − 0.3455yt−4 + et + 0.6737et−1 − 0.0037.
Pozrime sa d’alej na reziduá týchto dvoch modelov a na test normality rezidúı:






































































Obr. 4.8: Reziduá ARMA(2,1) a ARMA(4,1)






W = 0.9884, p-value = 0.3797
> shapiro.test(arma41$residuals)
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Shapiro-Wilk normality test
data: arma41$residuals








































Obr. 4.9: Diagnostika ARMA(2,1)
Takže v pŕıpade modelu ARMA(2,1) normalitu na 5% hladine nezamietame, na-
opak chyby v ARMA(4,1) nemôžeme na 5% hladine považovat’ za normálne. Reziduá
modelu ARMA(2,1) môžeme teda považovat’ za biely šum. Čo sa týka testovania sa-
motných modelov ARMA, použijeme Ljungovu–Boxovu štatistiku. Z obrázkov 4.9 a
4.10 je vidiet’, že na základe Ljungovej–Boxovej štatistiky ani jeden model nezamie-
tame. Vzhl’adom k jednoduchosti modelu, signifikantnosti parametrov a reziduám,
ktoré tvoria biely šum sa spomedzi modelov ARMA(p,q) jednoznačne priklońıme
k modelu ARMA(2,1), pomocou ktorého spoč́ıtame aj predikcie. Nakol’ko AR(4)
spl’̌na predpoklad normality zrejme ešte o niečo lepšie ako ARMA(2,1) a p−hodnoty
pre Ljungov–Boxov test sú v pŕıpade AR(4) väčšie ako v pŕıpade ARMA(2,1),
spoč́ıtajme predikcie aj pre AR(4) a pozrime sa ako sa predikcie podl’a jednotlivých
modelov ĺı̌sia.
Čo sa týka predikcie, muśıme ju vykonat’ v dvoch krokoch. V prvom kroku vytvoŕıme
odhady 10 nasledujúcich hodnôt časového radu, v ktorom je eliminovaný trend
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Standardized Residuals
Time


































Obr. 4.10: Diagnostika ARMA(4,1)
a v druhom kroku muśıme zohl’adnit’ pôvodný trend časového radu. Na obrázkoch
4.11 a 4.12 sú viditel’né malé rozdiely v odhadovaných budúcich hodnotách (obzvlášt’
v zmene trendu). Avšak pri návrate k pôvodnému časovému radu sa rozdiely v pre-
dikciách modelov javia ako minimálne.







[1] 0.267833917 0.186243359 0.107472249 0.009938702 -0.051975045






[1] 0.2518309 0.3434899 0.4151463 0.4567378 0.4721391 0.4751790 0.4752064
[8] 0.4774827 0.4823721 0.4878697
-----------------------------------------------------------------------------
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Obr. 4.11: Časový rad s eliminovaným trendom s predikciami podl’a ARMA(2,1)
a 95% konfidenčnými intervalmi





















Obr. 4.12: Stacionarizovaný časový depozitných zostatkov s 10 predikciami budúcich
hodnôt podl’a AR(4)
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Obr. 4.13: Predpoved’ depozitných zostatkov pre nasledujúcich 10 pracovných dńı








[1] 0.365661646 0.299430719 0.225377322 0.148959392 0.074981573






[1] 0.2505273 0.3215114 0.3538596 0.3659311 0.3682122 0.3682135 0.3709675
[8] 0.3788034 0.3915398 0.4073539
-----------------------------------------------------------------------------
Zodpovedajúce krajné body 95% intervalu spol’ahlivosti k tomuto radu spoč́ıtame
jednoducho vd’aka normalite ako predikcia ± dvojnásobok smerodatnej odchylky
predikcie. Takto spoč́ıtané predikcie a konfidenčné intervaly sú zobrazené červenou
farbou na obrázku 4.11 Nakoniec muśıme predpovedat’ 10 nasledujúcich hodnôt pre
model trendu, ktorý sme z časového radu eliminovali. Predpovede trendu spoč́ıtame
jednoducho pomocou predpisu regresného modelu a výslednú predikciu pre 10 nasle-
dujúcich hodnôt dostaneme ako súčet predikcie polynomiálneho trendu a predikcie
modelu ARMA(2,1). Výsledná predpoved’ pre oba modely je zobrazená na obrázku
4.13, pre AR(4) červenou a pre ARMA(2,1) zelenou farbou. Nižšia hodnota AIC
kritéria, menš́ı počet parametrov ako aj signifikantná nenulovost’ všetkých odhad-
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nutých parametrov sú v prospech ARMA(2,1), aj ked’ aj distribúcia rezidúı je o niečo
bližšie k teoretickému normálnemu rozdeleniu u AR(4). V tomto pŕıpade teda ako
výsledný model vyberieme ARMA(2,1).
△
Obr. 4.14: Závislost’ úrovne a variability v priebehu časového radu
Prejdime teda k druhému pŕıstupu modelovania časovej rady. V tomto pŕıpade
sa pokúsime namodelovat’ stochasticky aj pozorovaný trend časového radu a kvôli
stacionarizácii budeme diferencovat’. Pred diferencovańım by sme ale mali overit’, či
v časovom rade nedochádza so zmenou úrovne aj ku zmene variability. Pozrime sa
teda najprv na graf (obrázok 4.14) aritmetických priemerov a rozdielov maximálnych
a minimálnych hodnôt v krátkych úsekoch časového radu, ktoré majú d́lžku 6 pozoro-
vańı. Ked’že body na grafe sú približne rovnomerne rozmiestnené okolo konštantného
trendu, variabilita časového radu nezáviśı na jeho úrovni a rad nebudeme transfor-
movat’.




















Obr. 4.15: Diferencie 1. rádu
Prejdime k diferenciám časového radu, vid’ obrázok 4.15. Diferencovaný časový
rad má približne nulovú strednú hodnotu, avšak z grafu sa zdá, že v ňom dochádza
84
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ACF of diff(daily depo balances)















PACF of diff(daily depo balances)
Obr. 4.16: Autokorelačná a parciálna autokorelačná funkcia diferencíı depozitných
zostatkov
k miernemu zhlukovaniu volatility. Ak by dáta skutočne vykazovali zhlukovanie vo-
latility, nebol by to žiaden problém. Riešeńım by mohla byt’ nejaká modifikácia typu
ARCH. Skúsme teda nájst’ vhodný model pre diferencovaný rad a v pŕıpade, že
zist́ıme pŕıtomnost’ ARCH efektu, nájdeme vhodný model typu ARCH/GARCH.
Pretože diferencie depozitných zostatkov sú autokorelované a zrejme nemajú do-
statočne malý bod useknutia, vid’ autokorelačná a parciálna autokorelačná funkcia
na obrázku 4.16, hl’adajme vhodný ARMA(p,q) model pre rad diferencíı. Pozrime sa
na Akaikeho informačné kritériá jednotlivých modelov, ktoré sú uvedené v tabul’ke
4.2.
p, q 0 1 2 3 4 5
0 46.67052 43.35354 45.24739 41.43614 38.85257
1 45.9413 47.16799 45.31907 44.46914 32.70909 34.50363
2 45.72925 47.59377 39.59123 32.60132 33.35368 35.2783
3 47.04726 31.71658 40.82233 41.98091 34.98451 35.52365
4 39.7426 41.68434 31.4999 31.99588 27.96606 28.81913
5 41.7425 43.36798 32.68046 26.8186 28.79725 30.94943
Tabul’ka 4.2: Hodnoty Akaikeho informačného kritéria pre modely ARMA(p,q) dife-
rencovaného časového radu depozitných zostatkov
Z tabul’ky 4.2 vid́ıme, že najnižšie hodnoty Akaikeho informačného kritéria majú
modely ARMA(5,3) a ARMA(4,4). Jedná sa však o model s vel’kým množstvom
parametrov, preto sa pozrieme aj na vlastnosti modelov ARMA(4,2) a ARMA(3,1).
Skontrolujeme histogramy (na obrázku 4.17) a Q–Q grafy (na obrázku 4.18) re-
zidúı týchto modelov a tiež prevedieme štandardné testy normality. V histogra-
moch je čiernou farbou zakreslená empirická hustota a modrou farbou hustota teore-
tického normálneho rozdelenia so strednou hodnotou a s rozptylom, ktoré sú rovné
výberovým stredným hodnotám a výberovým rozptylom rezidúı v zodpovedajúcom
modely. Prevedieme formálne testy normality rezidúı týchto modelov. Na základe
Kolmogorovovho–Smirnovovho testu nemôžeme na 5% hladine zamietnut’ normalitu
rezidúı žiadneho zo skúmaných modelov:
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data: difarma31$residuals and sd(difarma31$residuals)






data: difarma42$residuals and sd(difarma42$residuals)
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Obr. 4.18: Q–Q grafy rezidúı ARMA(p,q) modelov aplikovaných na rad diferencíı
denných depozitných zostatkov
data: difarma44$residuals and sd(difarma44$residuals)






data: difarma53$residuals and sd(difarma53$residuals)
D = 0.8618, p-value = 0.2903
alternative hypothesis: two-sided
-----------------------------------------------------------------------------
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W = 0.9505, p-value = 0.0001935
-----------------------------------------------------------------------------
Na základe Shapirovho–Wilkovho testu zamietame na 5% hladine normalitu re-
zidúı všetkých štyroch sledovaných modelov. Takže pŕıpadné intervalové predpovede
odvodené od normálneho rozdelenia budú problematické. Pozrime sa ešte na obrázok
4.19 na autokorlačné funkcie rezidúı a štvorcov rezidúı v modele ARMA(5,3), ktorý
má najnižšiu hodnotu Akaikeho informačného kritéria. Z korelogramov vid́ıme, že
nielen chyby modelu ale aj ich štvorce sú vzájomne nekorelované, čo znamená, že




ARCH LM-test; Null hypothesis: no ARCH effects
data: difarma53$residuals
Chi-squared = 2.5831, df = 5, p-value = 0.7639
-----------------------------------------------------------------------------
Ako vid́ıme z výstupu z R, nulovú hypotézu, ktorá tvrd́ı, že v dátach nie sú žiadne
ARCH efekty nemôžeme zamietnut’. Takže naše pôvodné podozrenie na zhlukovanú
volatilitu sa nepotvrdilo a vystač́ıme si s ARIMA modelom. Výsledný ARIMA model
je teda ARIMA(5,1,3), konkrétne sme z R dostali následujúci výstup, z ktorého je
jasne vidiet’, že všetky parametre modelu sú signifikantne nenulové:
-----------------------------------------------------------------------------
Call:
arima(x = tui[, 4], order = c(5, 1, 3))
Coefficients:
ar1 ar2 ar3 ar4 ar5 ma1 ma2 ma3
-0.5618 0.6395 0.7209 -0.4354 -0.2391 0.7344 -0.4415 -0.8495
s.e. 0.1125 0.1173 0.1036 0.0936 0.0977 0.0837 0.1099 0.0826
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Obr. 4.19: Autokorelačné a parciálne autokorelačné funkcie rezidúı a štvorcov rezidúı
modelu ARMA(5,3)
sigma^2 estimated as 0.06413: log likelihood = -7.25, aic = 32.5
-----------------------------------------------------------------------------
Skontrolujme ešte diagnostiku modelu ARIMA(5,1,3), vid’ obrázok 4.20. Pre po-
rovnanie s prvým pŕıstupom riešenia sa opät’ pozrime na predikcie tohto modelu.
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Standardized Residuals
Time








































[1] 0.2533762 0.3903239 0.5063553 0.5904063 0.6418256 0.6746014 0.6942535
[8] 0.7054392 0.7146600 0.7210293
-----------------------------------------------------------------------------
Predikcie spolu s odhadnutými konfidenčnými intervalmi (ktoré, kvôli nenorma-
lite chýb nemusia byt’ odhadnuté správne) sú zobrazené na obrázku 4.21. Z grafického
znázornenia predikcíı vid́ıme, že model, ktorý je vytvorený bez regresnej eliminácie
systematického trendu, nepredpokladá, že klesajúci trend bude pretrvávat’ (aspoň
nie pre nasledujúcich 10 hodnôt).
△
Otázkou zostáva ktorý pŕıstup je vhodneǰśı. Ked’že v literatúre sa môžeme do-
č́ıtat’ jednak o rizikách spojených s modelovańım systematického trendu pomocou
Boxovej–Jenkinsovej metodológie, tak na druhej strane, často sú uvádzané výborné
výsledky tejto metodológie aj pri modelovańı trendu alebo sezónnosti. V súčasnosti
už máme k dispoźıcii d’aľśıch 10 skutočných hodnôt časového radu denných depo-
zitných zostatkov. Porovnajme teda oba modely ku ktorým sme dospeli voči realite.
Oba typy predikcíı ako aj skutočné hodnoty sú zobrazené na obrázku 4.22. Z grafu
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Obr. 4.21: Predikcie modelu ARIMA(5,1,3)














Obr. 4.22: Časový rad denných depozitných zostatkov spolu s predikciami zostro-
jenými 1.čiste pomocou Boxovej–Jenkinsovej metodológie (červenou farbou), 2. eli-
mináciou trendu a následným použit́ım Boxovej Jenkinsovej metodológie (modrou
farbou) a 3. skutočné budúce hodnoty radu (zelenou farbou)
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vid́ıme, že v realite nielenže klesajúci trend nepokračoval, ale dokonca v priebehu
týchto 10 dńı zostatky krátkodobo narástli. Jednalo sa o pät’dňový výkyv, po ktorom
sa reálne zostatky dostali opät’ približne na úroveň stochastických predikcíı. Čiste
stochastický pŕıstup dopadol výrazne lepšie ako pŕıstup v ktorom sme eliminovali
vypozorovaný trend. A to aj napriek tomu, že chyby modelu nevykazujú normalitu.
Eliminácia trendu by bola zrejme na mieste, keby sme mali konkrétnu expertnú zna-
lost’, ktorá by nasvedčovala tomu, že trend zostane aj nad’alej zachovaný. V pŕıpade,
že analytik nemá expertnú znalost’ modelovanej problematiky a navyše v minulosti
časového radu sa dajú vypozorovat’ (aj ked’ iba krátkodobé) zmeny trendu, vhodneǰśı
bude zrejme Boxov–Jenkinsov pŕıstup.
4.2.2 Pŕıklad 2










Obr. 4.23: Časový rad pohl’adávok na prevádzkovom financovańı
Ďaľśı skúmaný časový rad je znázornený na obrázku 4.1B, resp. detailneǰsie
na obrázku 4.23. Opät’ sa nejedná o stacionárnu časovú radu, pretože v grafe je
jasne rozpoznatel’ná zmena úrovne a žiaden systematický trend. Stacionarizáciu tohto
radu prevedieme diferencovańım. Tento časový rad sa teda pokúsime poṕısat’ integro-
vaným ARMA procesom (t.j. procesom ARIMA(p,d,q)). Výstavbu ARIMA modelu
prevedieme v dvoch krokoch. Najprv rad stacionarizujeme diferencovańım a následne
na stacionarizovaný rad aplikujeme vhodný ARMA model. Skúsme na rad aplikovat’
diferencie prvého rádu. Stacionarizáciou obdrž́ıme nový časový rad, ktorý je zobra-
zený na obrázku 4.24.
Pozrime sa ešte na korelogram stacionarizovaného radu. Z korelogramu (obrázok
4.25) vid́ıme, že sa zrejme jedná o náhodnú prechádzku. Overme ešte normalitu
diferencovaného radu pomocou Kolmogorovovho–Smirnovovho testu.
-----------------------------------------------------------------------------
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Obr. 4.24: Stacionarizovaný časový rad pohl’adávok




































Obr. 4.25: Autokorelačná a parciálna autokorelačná funkcia diferencovaného radu
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Obr. 4.26: Histogram a Q–Q graf diferencovaného časového radu
One-sample Kolmogorov-Smirnov test
data: diff(w$X120/1e+06)
D = 0.0926, p-value = 0.3541
alternative hypothesis: two-sided
-----------------------------------------------------------------------------
Na základe Kolmogorovovej–Smirnovovej štatistiky normalitu nezamietame, na-
kol’ko p–hodnota je 0.3541. Pretože autokorelačnú a tiež parciálnu autokorelačnú
funkciu môžeme na základe Bartletovej, rep. Quenouilleovej aproximácie považovat’
za nulové (až na rozptyl), tak na pôvodné dáta aplikujeme ARIMA(0,1,0), ktorá má
tvar
yt − yt−1 = et.
Pri pohl’ade na diagnostiku modelu zist́ıme, že reziduá môžeme považovat’ nielen za
normálne rozdelené, ale aj za nekorelované a na základe Ljungovej–Boxovej štatis-
tiky model nemôžeme zamietnut’. Skontrolujme ešte pre istotu Arch efekt pomocou
Arch Testu v R:
-----------------------------------------------------------------------------
ARCH LM-test; Null hypothesis: no ARCH effects
data: arima010$residuals
Chi-squared = 6.3744, df = 12, p-value = 0.896
-----------------------------------------------------------------------------
Nulovú hypotézu, že v dátach sa nenachádzajú žiadne Arch efekty nemôžeme za-
mietnut’ a preto zostaneme pri modele ARIMA(0,1,0). Nakoniec spoč́ıtajme predpo-
vede nasledujúcich hodnôt časového radu a 95% interval spol’ahlivosti pre nasledujúce
hodnoty. V tomto pŕıpade bude najlepš́ım odhadom pre nasledujúce pozorovanie po-
sledná hodnota časového radu. Takže čo sa týka predikcíı do budúcnosti, budú sa
ĺı̌sit’ iba v konfidenčných intervaloch, ktoré sa budú smerom do budúcnosti rozširovat’,
vid’ nasledujúci výstup z R:
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Standardized Residuals
Time















































[1] 12.07872 17.08190 20.92096 24.15745 27.00885
-----------------------------------------------------------------------------
Na obrázku 4.27 je zobrazená diagnostika modelu ARIMA(0,1,0) a konečne, na
obrázku 4.28 je zobrazený rad s predikciami a konfidenčnými intervalmi predikcíı.
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Obr. 4.28: Časový rad pohl’adávok s predikciami
4.2.3 Pŕıklad 3
Posledným skúmaným časovým radom je mesačný rad depozitných zostatkov pol’-
nohospodárov, ktorý je zobrazený na obrázkoch 4.1C a 4.29. V tomto časovom rade
je jasne rozpoznatel’ný rastúci trend a výrazná multiplikat́ıvna sezónnost’ (pretože
sezónne výkyvy sa s rastúcim trendom zväčšujú). Mohli by sme použit’ aj dekom-













Obr. 4.29: Mesačný časový rad depozitných zostatkov pol’nohospodárov
pozičné metódy, avšak chceme sa aj nad’alej zaoberat’ Boxovou–Jenkinsovou metodo-
lógiou. Takže sezónnost’ i trend skúsime namodelovat’ stochasticky. Skúsme teda zistit’
či dokážeme zostrojit’ nejaký vhodný sezónny model Boxovej–Jenkinsovej metodoló-
gie, t.j. SARIMA(p,d,q)×(P,D,Q)s model. Pri pohl’ade na graf časového radu zist́ıme,
že dáta vykazujú ročnú sezónnost’, čo zodpovedá aj realite v pol’nohospodárstve, na-
kol’ko pol’nohospodári zvyknú v našich končinách zasiat’ alebo investovat’ väčšinou
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PACF of depo bal agro
Obr. 4.30: Autokorelačná a parciálna autokorelačná funkcia depozitných zostatkov
pol’nohospodárov
na prelome zimného a jarného obdobia, ked’ počasie začne byt’ vhodné pre pestova-
nie plod́ın, do konca jesene pozbierajú a predajú úrodu, v zime dostanú vyplatené
dotácie, v marci väčšinou zaplatia dane za predchádzajúci rok, atd’. Vd’aka tejto
znalosti nemuśıme hl’adat’ d’aľsie argumenty pre ročnú sezónnost’ v dátach, ale ked’že
ciel’om práce je hlavne demonštrácia teoretických znalost́ı na dátach, pozrieme sa
aj na vlastnosti dát, ktoré indikujú konkrétnu sezónnost’. Ročnej sezónnosti zodpo-
vedajú aj korelogramy pôvodného radu. Na obrázku 4.30 vid́ıme, že autokorelačná
i parciálna autokorelačná funkcia nadobúdajú v bode 12 lokálny extrém, čo je tiež
dostatočný argument pre predpoklad ročnej sezónnosti. Takže sa pokúsime nájst’















Obr. 4.31: Diferencovaný rad depozitných zostatkov pol’nohospodárov
vhodný model s ročnou sezónnost’ou, t.j. s = 12. Pretože skúmaný časový rad má
zjavný rastúci trend, časový rad diferencujeme a tým trend odstránime. Diferenco-
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Obr. 4.32: Diferencovaný rad depozitných zostatkov pol’nohospodárov po sezónnej
diferenciácii
vaný rad je zobrazený na obrázku 4.31. Z radu muśıme odstránit’ ešte sezónnost’,
čo sprav́ıme pomocou sezónnych diferencíı. Aplikujme teda na diferencovaný rad
sezónne diferencie, vid’ obrázok 4.32. Sezónne diferencovaný časový rad môžeme
považovat’ za stacionárny a d’alej budeme hl’adat’ SARIMA(p,d,q)×(P,D,Q)s mo-
del, ktorý čo najlepšie poṕı̌se tento stacionarizovaný rad. Ked’že vieme, že sezónnost’
časového radu je ročná a sezónne diferencovaný rad sme stacionarizovali diferenco-
vańım 1. rádu, môžeme predpokladat’, že d = 1, D = 1 a s = 12. Zostáva nám
teda určit’ p, q, P a Q. Skúmajme teda d’alej autokovariančnú a parciálnu autoko-
































Obr. 4.33: Korelačná a parciálna korelačná funkcia stacionarizovaného radu
variančnú funkciu stacionarizovaného časového radu. Pri pohl’ade na hodnoty auto-
korelačnej a parciálnej autokorelačnej funkcie zodpovedajúce sezónnemu omeškaniu
(t.j. hodnoty autokorelačných funkcíı s indexami 12, 24, . . .) zist́ıme, že zodpove-
dajúce hodnoty ρk a ρkk môžeme považovat’ za nulové. To znamená, že P=Q= 0.
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Takže nám zostáva určit’ p a q. Ked’že r15 a r6,6 sú väčšie ako Bartletova aproximácia,
stacionarizovaný proces je zrejme treba odhadnút’ pomocou vhodného ARMA pro-
cesu, čo znamená, že ani jeden z týchto parametrov nebude nulový. Ciel’om je ale
odhadnút’ pôvodný a nie stacionarizovaný rad. Predpoklad na nenulovost’ p a q však
zostane zachovaný. Určit’ správne parametre modelu SARIMA nie je jednoduchá
úloha s exaktným algoritmom riešenia. Nakol’ko nám chýbajú k odhadnutiu už iba 2
parametre, vyskúšame radšej preverit’ viacero modelov SARIMA(p,1,q)×(0, 1, 0)12.
Dôležité je, aby reziduá výsledného modelu tvorili biely šum. Preskúmańım viacerých
modelov (vid’ skript na priloženom CD) dostaneme ako vhodný model SARIMA(4, 1, 3)×




arima(x = xdata, order = c(p, d, q), seasonal = list(order = c(P, D, Q),
period = S), optim.control = list(trace = trc, REPORT = 1, reltol = tol))
Coefficients:
ar1 ar2 ar3 ar4 ma1 ma2 ma3
-0.1875 -0.0702 0.3836 -0.3361 -0.0235 -0.0847 -0.8918
s.e. 0.1394 0.1543 0.1227 0.1326 0.0932 0.1571 0.1388








Pri pohl’ade na výstup z R čitatel’a zrejme zaraźı záporná hodnota AIC kritéria
modelu SARIMA(4, 1, 3)× (0, 1, 0)12. V dokumentácii k R ako aj v [11] (napr. na str.
153) môžeme nájst’, že napriek s rozporu s teoretickou hodnotou AIC kritéria, ktorá
je podl’a defińıcie AIC kritéria vždy nenulová, spoč́ıtané AIC v R môže byt’ záporné.
Je to z dôvodu odlǐsného výpočtu informačného kritéria použitého v R, nakol’ko
R použ́ıva pri výpočte odhadnutého AIC kritéria modifikácie teoretickej defińıcie.
Diagnostika modelu je zobrazená na obrázku 4.35. Napriek tomu, že v tomto pŕıpade
sme dostali iba 4 signifikantne nenulové koeficienty, nebudeme d’alej hl’adat’ vhodneǰśı
model, nakol’ko k modelu sme dospeli skúšańım rôznych modelov, spomedzi ktorých
model SARIMA(4, 1, 3) × (0, 1, 0)12 vyšiel najlepšie. Prechod k vyšš́ım rádom by
mohol byt’ už problematický aj z dôvodu softwarových obmedzeńı, navyše v literatúre
sa modely vyšš́ıch rádov pŕılǐs nedoporučujú. Už teraz sa jedná o pomerne vysoký rád.
Nakoniec prejdime k predikciám budúcich hodnôt. Konkrétne predikované hodnoty
spolu s ich smerodajnými odchýlkami ako aj grafické znázornenie predikcie (vid’
obrázok 4.34) dostaneme opät’ ako výstup z R. Textový výstup z R:
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[1] 4.230859 5.334905 5.267214 5.550450 5.850359 5.593800 5.217570 4.689151
[9] 4.167554 4.171236 3.974386 4.820528 4.649361 5.766262 5.648854 5.978485






[1] 0.2475551 0.3174373 0.3614225 0.3660141 0.3664585 0.3664718 0.3672905
[8] 0.3674400 0.3681679 0.3681362 0.3682865 0.3688378 0.4408168 0.4905494
[15] 0.5237176 0.5263732 0.5261010 0.5260276 0.5262680 0.5260318 0.5264693
[22] 0.5262123 0.5266617 0.5269413
-----------------------------------------------------------------------------
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Standardized Residuals
Time























































































Teoretická čast’ tejto diplomovej práce sa snaž́ı systematicky zhrnút’ poznatky o kla-
sických regresných modeloch ako aj o ich zovšeobecneniach tak, aby čitatel’ovi podala
ucelenú kompaktnú informáciu. Dôraz je smerovaný na problematiku vplyvu chybo-
vej zložky regresného modelu a situácie, ked’ sú porušené predpoklady kladené na
chyby. Teoretická čast’ poskytuje dostatok informácíı pre orientáciu v danej proble-
matike a samostatné modelovanie a vytváranie predikcíı.
Vyústeńım diplomovej práce je aplikácia nadobudnutých znalost́ı v praktickej
časti, v ktorej je názorne a detailne poṕısané budovanie Boxových–Jenkinsových
modelov. Vývoj modelov prebiehal na časových radoch z praxe. Je nutné podotknút’,
že sa jedná o reálne nestacionárne finančné časové rady. Táto vol’ba dát ukazuje
použitel’nost’ zvolených metód v praxi. V práci je názorne ukázaná kompletná vý-
stavba modelov ARMA, ARIMA a SARIMA, ktoré prezentujú základnú bázu tejto
metodológie.
Ďalej bol v práci porovnaný pŕıstup eliminácie systematického trendu a následné-
ho budovania stochastického modelu s pŕıstupom stochastického modelovania celého
časového radu, vrátane trendu. Porovnanie týchto dvoch pŕıstupov bolo vykonané na
základe d’aľśıch źıskaných hodnôt časového radu, ktoré medzičasom pribudli. V tomto
porovnańı obstál výrazne lepšie čiste stochastický pŕıstup. Lepš́ı výsledok stochas-
tického modelu bol zrejme spôsobený zmenou trendu v časovom rade. K lokálnym
zmenám (ktoré nie sú v súlade s dlhodobým vývojom) trendu dochádza vo finančných
časových radoch pomerne často. Preto pokial’ pri modelovańı finančných časových
radov nemáme k dispoźıcii expertnú znalost’ o pravdepodobnom nasledujúcom vývoji
trendu, je lepšie nezaoberat’ sa elimináciou trendu ale modelovat’ rad iba stochasticky.
102
Literatúra
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dńı obdržaná kombináciou trendu a ARMA procesu . . . . . . . . . . 83
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4.26 Histogram a Q–Q graf diferencovaného časového radu . . . . . . . . . 94
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