The use of model-based window display interfaces in real time supervisory control systems by Saisi, Donna Lynn
THE USE OF MODEL-BASED. WINDOW DISPLAY INTERFACES IN 
REAL TIME SUPERVISORY CONTROL SYSTEMS 
A THESIS 
Presented to 
The Faculty of the Division of Graduate Studies 
By 
Donna Lynn Saisi 
In Partial Fulfillment 
of the Requirements for the Degree 
Master of Science in Industrial Engineering 
Georgia Institute of Technology 
May. 1986 
THE USE OF MODEL-BASED, WINDOW DISPLAY INTERFACES IN 
REAL TIME SUPERVISORY CONTROL SYSTEMS 
Approved: 
jjr. Christine Mitchell, Advisor 
4 
Dr. T. Govindaraj 
Dr. Richw *ieneman\ 
Date approved by Advisor ̂  M W ^ l ^ B k 
ii 
ACKNOWLEDGEMENTS 
First of all, I would like to thank my advisor, Chris Mitchell, 
whose insight, enthusiasm and hard work made the GT-MSOCC research a 
valuable and rewarding learning experience. I want to thank my 
committee members, Dick Henneman and T. Govindaraj, for their ad­
vise and suggestions throughout this project. I also thank John 
Hammer for the literature he provided on computer windows. 
I wish to acknowledge Russ Heikes for his time and patience. 
His statistical expertise was an invaluable resource. I also appre­
ciate the help from Richard Henderson who provided literature, wrote 
programs and answered questions concerning SAS statistical software. 
The GT-MSOCC code was produced through the efforts of a number 
of people who I would like to acknowledge: Michelle and Helmut 
Forren, Chris Mitchell, Richard Robison, and Rakesh Bisaria. 
I wish to thank Janet Fath for helping me organize the introduc­
tion to this paper, a particularly troublesome chapter. Also, a very 
special thanks is given to Janet Fath and Dick Henneman for their 
support and friendship. 
Finally, I am indebted to Richard Robison for the many hours and 
lost sleep spent working on this paper. His friendship, emotional 
support, and uncountable acts of kindness made the completion of 
this thesis possible. 
This research was supported by NASA Goddard Space Flight Center 
Contract Number NAS5-28575. 
iii 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGEMENTS ii 
LIST OF TABLES v 
LIST OF FIGURES vi 
ABSTRACT viii 
CHAPTER I: INTRODUCTION 1 
Characteristics and Applications of Windows 3 
Potential Utility of Windows in Supervisory Control Sys­
tems 9 
Design Issues for Supervisory Control Windows 13 
CHAPTER II: THE EXPERIMENTAL ENVIRONMENT: MULTISATELLITE 
OPERATIONS CONTROL CENTER (MSOCC) 16 
GT-MSOCC 17 
Conventional Operator Interface 18 
CHAPTER III: A MODEL-BASED WINDOW USER INTERFACE 30 
The GT-MSOCC Operator Function Model 31 
The Proposed GT-MSOCC Workstation 38 
The Right Monitor 38 
Dynamic Icons for System Monitoring ..................... 40 
Dynamic Icons for Fault Detection 43 
The Left Monitor 48 
Windows to Help Replace a Component ..................... 49 
Windows to Help Configure a Scheduled Pass 50 
Windows to Help Configure an Unscheduled Pass 51 
Equipment Deconfiguration 54 
Windows to Help Plan for Known Future Problems • 54 
Window Placement 57 
Summary of the Proposed GT-MSOCC Workstation •••••• 59 
CHAPTER IV: AN EXPERIMENT 61 
Method 61 
Subjects • 61 
Exerimental Materials 62 
Procedure 62 
Overview of Experimental Sessions 63 
Experimental Procedure 64 
Dependent Measures 65 
Statistical Analysis .. ....1 70 
Results 72 
Compensation for Hardware Failures 72 
Compensation for Software Failure 1: Termination of Data 
iv 
Flow 74 
Compensation for Software Failure 2: Decreased Rate of 
Data Flow 74 
Compensation for Software Failure 3: High Error Block 
Rate •••• 76 
Compensation for Scheduling Conflicts 76 
Support of Unscheduled Spacecraft Contacts 79 
Deconf iguration •••••••••• •• 83 
Operator Error 1: Operator Caused Schedule Conflicts 83 
Operator Error 2: Unnecessary Equipment Replacements 88 
Subject Reactions ••••••••• 88 
Discussion ••• • 94 
The Effect of Condition on Performance 94 
Summary ••••••••••••••••••••••• 99 
The Effect of Session on Performance 99 
The Effect of Subject on Performance 101 
Conclusions • 102 
CHAPTER V: CONCLUSIONS 104 
Improvements to the GT-MSOCC Interface 104 
Future Research ••••••• 107 
Concluding Comments 109 
APPENDIX A Ill 
APPENDIX B 134 
APPENDIX C 185 
APPENDIX D 227 
APPENDIX E 231 
REFERENCES 236 
V 
LIST OF TABLES 
Table Page 
1.1 A List of Six Windowing Application and Their 
Characteristics 6 
3.1 An Overview of the GT-MSOCC Interface Based on an 
Operator Function Model 31 
4.1a The Operator Control Functions Supported by the 
Dynamic Icons and the Window Environment 66 
4.1b The Operator Control Functions Required for Each 
Performance Measure 66 
4.2 GT-MSOCC Operator Performance Measures 68 
4.3 Significance Levels for All Effects on Each Perfor­
mance Measure 90 
4.4 Means and Standard Deviations for the Effect of Con­
dition on Each Performance Measure 89 
vi 
LIST OF FIGURES 
Figure Page 
1.1 Types of Window Arrangement 5 
2.1 The Conventional GT-MSOCC Three Monitor Operator 
Workstation 20 
2.2 Configuration and Status Display Page 21 
2.3 Display Page of Data and Error Block Counts at the 
MOR Terminal Point 24 
2.4 A Sample MSOCC Schedule Page 25 
2.5 A Support Schedule for the ISEE-3 Satellite 26 
2.6 A Sample Equipment Schedule for the Component AP3 27 
2.7 A Sample Graphic Schedule Display Page 28 
3.1 Major GT-MSOCC Supervisory Control Functions 32 
3.2a The Subfunctions Comprising the Control of Current 
Missions Function 34 
3.2b Specific Tasks Comprising the Subfunctions for the 
Control of Current Missions 34 
3.2c Subfunctions Comprising the Function: Compensate for 
Automated Schedule Problems 35 
3.2d Subfunctions Comprising the Function: Configure to 
Meet Support Requests , 36 
3.2e Subfunctions Comprising the Function: Deconfigure 
Manual Mission Configurations 37 
3.2f Subfunctions Comprising the Function: Plan to Com­
pensate for Known Future Problems 37 
3.3 A Spigot Icon for the ERBE Satellite 41 
3.4 A Status Icon for the ERBE Satellite ••••• 44 
3.5 A Flow Icon for the ERBE Satellite 45 
3.6 A Sample of the Right Graphics Monitor 47 
3.7 A Sample Response to the "HELP CONFIGURE ERBE" Com­
mand 51 
3.8 A Sample Response to a "HELP CONFIGURE ERBE 10" Com­
mand 53 
3.9a A Sample Overall GT-MSOCC Schedule 55 
3.9b A Schedule for the Satellite DE 55 
3.9c A Schedule for the Component AP5 56 
3.10 A Status Window for the TAC Components 56 
3.11 Dedicated locations for different types of windows 
58 
4.1a Mean Time to Compensate for Hardware Failures per 
Session by Display Condition 73 
4.1b Mean Time to Compensate for Hardware Failures per 
Subject by Display Condition 73 
4.2a Mean Time to Compensate for Software Failure 1 per 
Session by Display Condition 75 
vii 
4.2b Mean Time to Compensate for Software Failure 1 per 
Subject by Display Condition 75 
4.3a Mean Time to Compensate for Software Failure 2 per 
Session by Display Condition 76 
4.3b Mean Time to Compensate for Software Failure 2 per 
Subject by Display Condition 76 
4.4a Mean Time to Compensate for Software Failure 3 per 
Session by Display Condition 78 
4.4b Mean Time to Compensate for Software Failure 3 per 
Sub j ect by Display Condition •••••••••• 78 
4.5a Mean Time to Compensate for Scheduling Conflicts per 
Session by Display Condition 80 
4.5b Mean Time to Compensate for Scheduling Conflicts per 
Subject by Display Condition 80 
4.6a Mean Number of Correct Responses to Support Requests 
per Session by Display Condition 81 
4.6b Mean Number of Correct Responses to Support Requests 
per Subject by Display Condition • 81 
4.7a Mean Time to Respond to Support Requests per Session 
by Display Condition 82 
4.7b Mean Time to Respond to Support Requests per Subject 
by Display Condition 82 
4.8a Mean Time to Configure Support Requests per Session 
by Display Condition 84 
4.8b Mean Time to Configure Support Requests per Subject 
by Display Condition • • 84 
4.9a Mean Time to Manually Deconfigure per Session by 
Display Condition 85 
4.9b Mean Time to Manually Deconfigure per Subject by 
Display Condition •• 85 
4.10a Mean Number of Operator Caused Schedule Conflicts 
per Session by Display Condition 87 
4.10b Mean Number of Operator Caused Schedule Conflicts 
per Subject by Display Condition 87 
4.11a Mean Number of Unnecessary Equipment Replacements 
per Session by Display Condition • 89 
4.11b Mean Number of Unnecessary Equipment Replacements 
per Subject by Display Condition 89. 
viii 
THE USE OF MODEL-BASED, WINDOW DISPLAY INTERFACES IN 
REAL TIME SUPERVISORY CONTROL SYSTEMS 
Donna Lynn Saisi 
238 Pages 
Directed by Dr. Christine Mitchell 
Windowing technology may be a valuable design technique for 
presenting information to operators of real time, data intensive 
supervisory control systems. Using a windowing system, multiple 
sources that reflect different aspects of system state can be 
displayed simultaneously on a single screen. To evaluate the effec­
tiveness of a window-based interface, two user interfaces to a simu­
lation of a NASA satellite communications system were designed. One 
interface consisted of displays that were typical of those used in 
command-and-control systems. The second interface was based on an 
operator function model of the supervisory controller of the simu­
lated system. The operator function model determined the contents 
and placement of computer windows in the user interface. The model 
also determined the needed set of windows to perform each operator 
control function. The development of the window interface is dis­
cussed as well as results from the experiment that compared the two 
interfaces. 
Eleven measures that reflected operator performance were 
analyzed. Subjects using the window interface operated the system 
significantly better on nine of the measures. Performance was also 




The decreasing cost of computer hardware (e.g., memory and 
microprocessors) has made interactive computer graphics an accessible 
resource for many computer applications (Foley and Van Dam, 1982). 
One application of interactive computer graphics is in the area of 
process control. Foley and Van Dam cite specific process control 
applications of interactive graphics including arcade games and 
flight simulators, as well as real-world applications such as status 
displays for refineries, power plants and computer networks. In 
addition, interactive graphic displays can be used by military com­
manders, flight controllers and also spacecraft controllers who moni­
tor satellite data transmission and initiate corrective procedures 
when problems arise (Foley and Van Dam, 1982). 
A powerful new technology in the area of interactive graphics is 
the development of window management systems that control multiple 
overlapping windows. A window is an area on a video display terminal 
in which a page or a partial view of a page is displayed. Foley and 
Van Dam (1982) comment that "each window is in essence a variable-
size virtual screen that reflects the progress of some activity" 
(p.16). They state that an advanced window management system 
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liberates the user from sequentially accessing and processing data. 
One area for which windowing technology may be beneficial is for 
interfaces to automated process control systems. Traditional process 
control rooms contain panels of single-sensor, single-indicator 
displays (e.g., a temperature gauge) that individually reflect 
specific physical aspects of the system (Rasmussen. 1984). Rasmussen 
observes that a major trend affecting designers of modern human-
machine interfaces is the rapid development of computer-based infor­
mation technology. Rather than forcing the operator to search arrays 
of hardware-oriented data, Rasmussen suggests matching computer 
information processing to the decision processes of the human. One 
alternative to conventional interfaces is an interface of windows 
containing preprocessed, task-relevant data. Windows comprising such 
an interface are controlled by a model which Rasmussen states is a 
description of operator decision tasks and the necessary information 
required to conduct these tasks. When operators are provided with 
task-specific information, preliminary data search, elementary calcu­
lation and information integration is reduced. 
An interface based on a model of the system operator's informa­
tion needs may facilitate operation of an automated process control 
system. A windowing system incorporated into this design may contri­
bute to the easy access of information by the human operator. In 
this thesis, a model-based, multiple window display for presenting 
data to operators of a real-time, interactive supervisory control 
system is developed and evaluated. Before describing this applica-
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tion of windowing technology, however, some recent literature on com­
puter windows will be reviewed. Several different types of windows 
are defined in the literature as well as applications that have 
incorporated these different windows. Some research also exists that 
has explored potential advantages of windowing technology. 
Characteristics and Applications of Windows 
Little research currently exists that presents general guide­
lines for the use of computer windows. The most prevalent types of 
literature describe either features of windowing systems or describe 
specific applications that have incorporated windowing technology. 
Some features of windowing systems are defined below, and their 
applications are described in subsequent paragraphs. 
Windows have been implemented on a number of computer systems 
and have been defined in numerous ways. Windows can be distinguished 
by the six following characteristics: 
1. Hardware. Windows have been implemented on text video 
terminals, on graphics terminals, and on bitmapped raster-
graphics computers. 
2. Contents of Windows. Depending on the computer system, 
the terminal and the windowing software, the contents of 
windows may be alphanumeric, graphic or some combination of 
these. The contents of windows may or may not incorporate 
color. 
3. Window Arrangement. CRT windows may have one, two or 2 
1/2 dimensions (Figure 1.1). One dimensional windows are 
areas separated by horizontal lines drawn across the width 
of the screen. Different processes run in each one dimen­
sional window. Two dimensional windows, unlike one dimen­
sional windows, can differ in width as well as height. Two 
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dimensional windows may be juxtapositioned or separated by 
screen space. Finally, windows may overlap one another; 
Card, Pavel and Farrel (1984) define these as 2 1/2 dimen­
sional windows. 
4. Processing in Windows. Some windowing environments con­
tain static windows and do not allow processing of informa­
tion within windows. Others allow data processing in a sin­
gle window or in several windows. If data is processed in 
multiple windows, the windowing system may afford either 
sequential processing or multiprocessing. 
5. Manipulation of Window Position. Windows in some sys­
tems have fixed locations. Other windowing environments al­
low windows to be located at or transported to any position 
on the screen. If windows do not have predetermined coordi­
nates, window positioning may either be system-defined or 
user-defined. 
6. Space conservation. Card et al. (1984) describe several 
methods to allocate screen space effectively by presenting 
windows at different levels of detail. Bifocal windows 
compress windows that are not currently of interest at the 
side of the screen. An optical fish-eye window compresses 
information so that is appears like the image in a convex 
mirror. Logical fish-eye windows display in greater detail 
some of the information contained in a window. Zooming win­
dows increase in size, and either the contents (usually 
graphics) enlarge with the window, or else the amount of ex­
posed data is increased. Finally, to conserve screen space, 
windows can be represented as icons, or very small pictures, 
that may be selected and expanded into windows. 
Windows can take on many forms as they differ on the charac­
teristics described above. Table 1.1 provides a number of current 
window applications and their associated characteristics. These 
existing systems will be described in the following paragraphs. 
The first application in Table 1.1 is boxing analysis, which is 
a method for organizing data on a full screen display into two dimen­
sional windows (Steveler and Wasserman, 1984). This approach groups 
proximate, alphanumeric data on a text video terminal by framing sets 
One d i m e n s i o n a l w i n d o w s 
Two d i m e n s i o n a l w i n d o w s : j u x t a p o s i t i o n e d a n d 
s e p a r a t e d 
2 1/2 d i m e n s i o n a l w i n d o w s 
F i g u r e 1.1 T y p e s o f Window A r r a n g e m e n t . 
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of items that are completely surrounded with blank spaces. Boxing 
analysis is used on static data pages (e.g., a patient's medical 
record), and not on dynamic computer processes. 
FLAIR (Wong and Reid, 1982) provides another application of win­
dowing technology. FLAIR is a graphics design tool that incorporates 
five juxtapositioned, two dimensional windows that update sequen­
tially on a color, graphics monitor. Windows in FLAIR differ from 
boxing analysis in that each FLAIR window performs a unique function, 
rather than serving as a static storage box for a data set. Windows 
on the FLAIR system allow the user to enter commands, view the 
resulting construction of icons, perform arithmetic calculations, 
receive error messages, and be reminded of possible commands on a 
single screen. 
A third windowing system is TRIP (Gould and Finzer, 1982). This 
system is a teaching aid for learning to solve algebraic motion prob­
lems that relate time, rate and distance. Whereas FLAIR has only one 
window active at any given time, TRIP has multiprocessing windows. 
The TRIP system positions bitmapped, animated icons on the screen to 
represent motion problems pictorially and dynamically. 
The next application is Xerox's Star Professional Workstation 
(Purvy, Farrell and Klose, 1983), a system containing iconic 
representations of documents, filedrawers, folders and in/out 
baskets. Icons can be selected with a mouse, and contents of the 
windows that they represent can be used or manipulated. For example, 
file icons may be enlarged to full-sized windows on the screen to be 
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read or edited. The contents of windows in this system may be 
alphanumeric or bitmapped graphic, and these windows may overlap. 
The last two windowing applications depicted in Table 1.1 are 
general purpose windowing systems used to develop specific applica­
tions such as TRIP and the Xerox's Star Professional Workstation. 
These examples are representative of a number of advanced, general 
purpose windowing systems that have been created (Meyrowitz and 
Moser, 1981; Stallman, Weinred and Moon, 1983; Teitelman, 1974; Wil­
liams, 1983). The development of bitmapped terminals has allowed 
multiple processing on various areas of a single screen (Pike, 1983). 
This ability has led to the creation of windowing systems in which a 
single display screen is divided into overlapping areas that update 
asynchronously. The Smalltalk system was the first windowing 
environment to contain overlapping, multiprocessing, alphanumeric and 
bitmapped graphic windows (Goldberg and Kay, 1976; Goldberg and Rob-
son, 1983). 
Windowing systems have been created that run not only on bit­
mapped displays, but also on standard 24 x 80 character alphanumeric 
and graphics terminals. One such system is the Maryland Window Sys­
tem (Weiser, Torek, Trigg and Lyle, 1983). The Maryland Window Sys­
tem, which runs on Berkeley Unix versions 4.1 and 4.2, is a windowing 
environment for manipulating multiple, 2 1/2 dimensional, 
alphanumeric windows. Areas on the screen can be framed and labeled, 
and these windows can be moved, covered or placed on top of other 
windows. Multiple processes can execute within various windows on a 
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single screen. The Maryland Window system and other advanced window­
ing systems provide a compact, inexpensive, multiple processing work 
environment. 
As shown in this section, windows can take many forms and have 
been used for a variety of very different applications. One window­
ing application that has not yet been researched is the use of win­
dows in a supervisory control environment. The next section examines 
potential benefits of using windows in human-computer interfaces for 
supervisory control systems. 
Potential Utility of Windows in Supervisory Control Systems 
One possible use of an advanced windowing environment is as an 
interface to a supervisory control system. Windowing technology may 
be a valuable design technique for presenting information to opera­
tors of real-time, data-intensive, supervisory control systems. User 
workstations for such systems often consist of several monitors, each 
of which is used to display as many as several hundred different 
display pages. Windowing technology is a technique that can be used 
to condense information from several display pages onto a single 
screen, thereby increasing the information content of a display and 
reducing the difficulty of accessing information. 
A supervisory control system is a system that operates in an 
automatic or semi-automatic mode. During normal operations, the sys­
tem functions without human operator intervention. A supervisory 
controller is a person responsible for monitoring the system for 
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malfunctions, determining the source of any problem and intervening 
to correct the situation. The supervisory controller may also be 
responsible for taking over control of the system when the automatic 
controller is unable to perform its operations. 
Traditionally, operators monitored system state by reading one-
sensor, one-indicator display devices. The development of high­
speed, digital computers has enabled data reflecting a supervisory 
control system's state to be displayed on computer terminals. Sheri­
dan (1976, 1984) defines supervisory control as the situation where a 
human interacts with a computer to access information and enter com­
mands, and the computer implements the commands to control the pro­
cess. Some examples of systems with computer-based interfaces are 
NASA satellite communications systems, airplane cockpits, nuclear 
power plant control rooms and telephone network management systems 
(Mitchell and Miller, 1986). 
The possibilities for computer-based display content and format 
are infinite. One possible interface is a single or small number of 
CRT screens containing windows of task-specific, rather than 
hardware-specific, information. This type of window interface allows 
the operator to simultaneously access multiple views of the system 
and computer preprocessing alleviates the operator from tedious data 
search and low level data processing. 
Little research has been conducted to provide general guidelines 
for producing a window-based interface. Card, Pavel and Farrell 
(1984) are engaged in one of the first studies that examine features 
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of windowing systems and their possible applications. Some of this 
research is applicable to the domain of supervisory control system 
interfaces. Seven functional advantages of windows are defined by 
Card et al. (1984). These advantages are discussed in detail below. 
1. Windows provide an increased amount of information. A 
display containing overlapping windows makes more informa­
tion available or readily accessible than a two dimensional, 
full-screen display allows. Using 2 1/2 dimensional win­
dows, more areas can be placed on the screen than actually 
fit. Partially overlapped windows allow the operator to use 
some information and know where the remaining information is 
located. Thus, windows can provide an increased amount of 
information on a single screen. 
2. Windows provide an easy way to access multiple sources. 
In the area of supervisory control, one problem with conven­
tional displays is that although each screen contains a 
wealth of information, very little of it is relevant at any 
one time for the specific task at hand. Using a windowing 
system, the operator can access useful portions of many 
displays simultaneously. 
3. Windows provide a way to integrate multiple sources. 
Information integration is facilitated when multiple sources 
of data are displayed simultaneously. When the operator is 
forced to erase one piece of information to access related 
information, the previous data may be forgotten before it is 
integrated with currently displayed data. Human short term 
memory is a limited and transient data store, and data must 
be continuously rehearsed to be retained in short term 
memory (Loftus and Loftus, 1976). Miller's classic study 
indicates that humans can retain only about seven distinct 
items at one time (Miller, 1956). Woods (1984) notes that 
serial presentation of data where the human engages in 
across-display processing can degrade user information ex­
traction as compared to parallel presentation where data is 
displayed simultaneously. If all relevant information is 
displayed at once, the operator is not forced to memorize 
several items while alternating among multiple display 
pages. 
4. Multiple independent programs can run within separate 
windows. A supervisory controller may be responsible for 
several separate processes that must be monitored continu-
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ously. Multiple dynamic windows indicating top level views 
of the system serve to facilitate system monitoring. On one 
screen, several windows each tracking a different process 
can update independently. Should a malfunction occur within 
one process, the top level window representing the process 
would indicate to the operator that the area required furth­
er investigation. 
5. Windows can provide a reminding or helping function. 
Particularly useful in dynamic systems, a help window can 
define currently available or appropriate commands. A help 
window may aid a new operator in learning the syntax of sys­
tem control commands. A reminding window can be used to 
provide the trained operator a history of past user inputs, 
or system events and alarms. This type of reminding window 
indicates to the operator what tasks have been completed and 
/ what needs to be accomplished. 
6. Windows can be used to provide multiple context. 
Depending on the window, commands or keys can have different 
interpretations. For example, when the cursor is in one 
window a keystroke can be interpreted as typewritten input. 
In another window the same keystroke can move the cursor or 
select an item. 
7• Windows can show multiple representations of the same 
process. One strategy for maintaining adequate system per­
formance is to monitor successively detailed views of the 
system while eliminating correctly functioning areas from 
consideration and focusing on problematic areas. Dynamic 
multiprocessing windows allow the user to view both a top 
level and a detailed system representation at once. The 
operator can repair system malfunctions using a detailed 
system representation in one window while viewing the effect 
of the repairs on overall system performance in a window 
that reflects high level system functioning. 
These seven functional advantages defined by Card et al. (1984) 
provide reasons why windows may be beneficial in a supervisory con­
trol environment. Before incorporating a window-based interface, 
however, potential drawbacks from inappropriately using windowing 
technology should be considered. Important issues to consider before 
applying windowing technology to specific applications are discussed 
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in the next section. 
Design Issues for Supervisory Control Windows 
Precautions should be taken when incorporating a windowing sys­
tem in supervisory control displays. Windowing technology enables 
the set of windows that is in use simultaneously to exceed the CRT's 
restricted screen space. If a task requires the operator to relate a 
large number of windows, the windows may overlap. If too many win­
dows are in use, the majority of the user's time is spent overlaying 
one window on top of the others (Card et al., 1984). This situation 
is like working on a cluttered desk, where more time is spent shuf­
fling through papers than in problem solving. One possible solution 
is to divide a task into a series of smaller tasks, each of which 
requires fewer windows. 
Other important design issues are presented by Murray, Hakkinen 
and Mackraz (1984) for incorporating a windowing system in an office 
workstation. Proposed requirements are that the system should facil­
itate simple and quick moves between windows, and that the system 
should allow easy shifts from a window to a full screen view of a 
process. These are important considerations, since workers will be 
reluctant to use a system that is awkward and time consuming. 
If a user has the capability to manipulate windows, it should be 
easy to move between windows, to call and erase windows and to relo­
cate windows. An alternative to user controlled windows is to have 
the system aid in managing windows. A study which supports the 
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concept of system controlled windows was performed by Bury, Davies 
and Darnell (1985). These authors compared performance with and 
without the use of a window system and found that subjects in the 
windowed environment took longer to complete the required tasks. 
When total time to perform the task was partitioned into screen-
arrangement time and task-solving time, however, task-solving time 
was actually less in the windowed environment. This suggests that 
the benefit of problem solving using windows may be outweighed by the 
long time it takes to arrange windows in a usable format. 
If the operator does not have the ability to call, erase and 
relocate windows, then it is important for windows to appear in an 
appropriate location when they are needed and to disappear when they 
are no longer needed. The interface designer must first determine 
the current operator task. Next, the information needed to carry out 
the task must be determined. Finally, windows containing task-
oriented information should be arranged on the screen in a way that 
minimizes obstruction of required windows. If some windows must 
overlap, identifying features of the obstructed windows (e.g., window 
labels) should be visible. 
A major difficulty with this approach is the determination of 
the current operator task, and thus, the determination of appropriate 
windows to display. There may be a number of tasks defined at the 
same priority level demanding operator attention. Alternatively, the 
operator may want to quickly finish a low priority task before start­
ing a higher priority task, and may not want low priority windows to 
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be erased or covered. One alternative to having windows presented 
automatically is to have the operator enter high level commands indi­
cating what control task is currently of interest; then the set of 
windows required to perform the task could be presented. The system 
can erase or obscure windows when the operator indicates that a new 
control task is of greater interest. Alternatively, the operator may 
be permitted to erase one window or an entire set of windows. 
Another important issue is determining the contents of windows. 
Computers are faster and more accurate than humans at low level 
information processing (e.g., elementary mathematical calculations), 
so this activity should be allocated to the computer. When the 
interface provides preprocessed data related to the current operator 
function, the human is free to commence higher level problem solving 
activities. A model relating operator control functions to informa­
tion required to perform these functions is needed to determine the 
contents of windows. 
In the chapters that follow, an experimental supervisory control 
environment that was used to evaluate a window-based interface is 
described. The window interface is controlled by a model of the 
operator's functions and related information needs. First, the sys­
tem under study and a conventional user interface designed by NASA 
are described. Second, an operator function model of the system is 
summarized, and an interface based on the model is developed. Third, 
an experiment comparing the window-based interface to the conven­
tional system interface is described. Finally, the results and their 
implications for display design are presented. 
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CHAPTER II 
THE EXPERIMENTAL ENVIRONMENT: 
MULTISATELLITE OPERATIONS CONTROL CENTER (MSOCC) 
A satellite communications system at NASA Goddard Space Flight 
* 
Center was selected as a representative supervisory control system 
for this study. The supervisory control task of interest involves 
configuring and monitoring computer and communication equipment that 
supports command and control of NASA near-earth orbiting satellites. 
Before describing the details of this supervisory control task, an 
overview of the NASA satellite system is presented. 
The main function of NASA-Goddard Space Flight Center (GSFC) is 
the design, launch and control of near-earth orbiting satellites. 
These satellites are unmanned missions that orbit the earth gathering 
data about weather, atmosphere, sun and earth. The satellites 
periodically transmit their scientific data or "telemetry" to an 
earth groundstation that in turn forwards the data to GSFC. Each 
contact with a spacecraft is called a "pass". During a pass, the 
spacecraft sends data down to GSFC, and mission controllers at GSFC 
send back commands as well as check the overall health and safety of 
the spacecraft. 
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NASA mission controllers manage and control each spacecraft. 
These spacecraft-specific controllers work in Mission Operations 
Rooms (MORs) that are staffed continually to receive telemetry, to 
monitor the spacecraft's status, and to issue new spacecraft com­
mands. A configuration of communication lines and computers is 
needed to allow MORs to communicate with orbiting satellites. 
Although MORs are spacecraft-specific, most computer and communica­
tions hardware supporting real-time satellite commanding and data 
capture are shared resources. The Multisatellite Operations Control 
Center (MSOCC) is the system that coordinates the use of the shared 
computer and communications equipment. MSOCC schedules the equipment 
for satellite passes, configures and deconfigures MOR command and 
control equipment, and forwards telemetry and satellite health and 
safety data on to other NASA divisions. 
GT-MSOCC 
One subdivision of the overall MSOCC system is responsible for 
configuring shared computer and communications equipment, as well as 
monitoring the status of computer and data processing equipment 
currently in use. GT-MSOCC is a somewhat simplified simulation of 
this MSOCC subsystem. GT-MSOCC was developed at the Georgia Insti­
tute of Technology. It is a real-time, interactive, discrete event 
simulation of the MSOCC system that coordinates computer and com­
munications equipment. The simulation is written in C and runs in 
BRL Unix (4.2 BSD) on a VAX 11/780 computer system. 
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GT-MSOCC is an automated system. Scheduling spacecraft con­
tacts, assigning equipment, configuring communications equipment, and 
deconfiguring communications equipment are all performed automati­
cally. The GT-MSOCC operator is primarily a monitor, retained in the 
system to detect and compensate for system problems. The GT-MSOCC 
operator intervenes when 1) the automated system is unable to config­
ure or deconfigure a scheduled pass, 2) there are problems with 
equipment currently being used to support a spacecraft pass, or 3) an 
unscheduled spacecraft contact is requested. In order to detect and 
compensate for these system problems, the operator accesses informa­
tion about equipment use, availability and performance. The user 
interface provides the operator with information needed to perform 
the GT-MSOCC operator control functions. 
Conventional Operator Interface 
The interface for the MSOCC supervisory control system is a set 
of full page screens containing data that reflect physical aspects of 
system functioning. The interface provides the operator access to 
all measurable system information. This approach tries to safeguard 
against omitting some piece of data that might be needed to detect or 
compensate for a critical system state. Information is contained on 
over one hundred displays, and the operator has several monitors on 
which to view display pages. The interface is designed so that each 
display page is assigned to a certain monitor and can only be 
accessed on that monitor. If information is required from two 
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display pages assigned to the same monitor, the operator must erase 
one display to access another. 
This method of data presentation assumes that the human is able 
to select, process and integrate information from multiple sources 
quickly and accurately. This type of low level information process­
ing, however, may be difficult for humans due to short term memory 
limitations. Kantowitz and Sorkin (1983) state that human memory is 
a limited resource. Only a few independent items or chunks, i.e., 
numbers or words, can be stored simultaneously in working memory. To 
retain items in working memory, they must be rehearsed. Kantowitz 
and Sorkin cite studies indicating that items are forgotten when 
rehearsal is eliminated by intervening events or when interference 
among different items within the same category occurs. When an 
operator works with an interface like that described above, switching 
among different display pages and searching for new items may elim­
inate rehearsal of items already being stored in working memory. 
Since operators must retain similar data items simultaneously (e.g., 
names of system components or numbers of comparable lengths), 
interference among items may occur. 
Wickens (1983) asserts that the normally defined limit of work­
ing memory capacity is probably an overestimate of memory limits 
within the context of human-machine interaction. As noted by Wick­
ens, Moray (1980) defines a "running memory" task as one where a con­
tinual sequence of items is presented, and the operator is not 
required to remember the entire string. Moray found that operators 
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who are engaged in a running memory task, typical in operation of a 
dynamic process control system, have a memory span of considerably 
less than 7 + 2 chunks. 
GT-MSOCC displays are designed from an interface proposed by 
NASA for the MSOCC system (NASA, 1983). The GT-MSOCC user worksta­
tion (shown in Figure 2.1) consists of three CRT's and a single key­
board on which the operator requests information and executes com­
mands. The center monitor displays a dedicated equipment configura­
tion and status page; the left and right monitors support over one 
hundred full page display screens that reflect hardware usage and 
performance. 
Figure 2.2 shows the configuration and status page that is 
displayed on the center monitor of the GT-MSOCC operator workstation. 
1 III III II 
1 - SCHEDULES | | 
1 MSOCC, SATELLITE|| 
1 AND EQUIPMENT I 1 
1 SCHEDULES I 1 
GT-MSOCC | 
CONFIGURATION/ | 
STATUS PAGE | 
I - PERFORMANCE || 
I PAGES |1 
I DATA AND ERROR || 
| BLOCK COUNTS |I 
1 FOR EQUIPMENT I I 
I 13" CRT || 13" COLOR CRT I 1 13" CRT I I 
I KEYBOARD | | 
1 1 1 
Figure 2.1 The Conventional GT-MSOCC Three Monitor Operator 
Workstation. 
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Figure 2 .2 Configurat ion and S ta tus Display Page. 
I t i s a dedicated graphics page that d i s p l a y s the hardware s t a t u s of 
a l l equipment under GT-MSOCC opera tor con t ro l . In add i t i on , the 
equipment conf igura t ions support ing each current spacec ra f t contact 
a r e shown on t h i s page. The upper por t ion of the screen shows equip­
ment conf igura t ions and s t a t u s of current ly t r ansmi t t ing s a t e l l i t e s 
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(Figure 2.2). The lower portion of the screen shows the status of 
equipment that is not in use. Both parts of the screens are color 
coded, and each piece of equipment is represented with an icon. A 
red icon indicates that a component has failed, a blue icons 
represents idle equipment, and hardware components that are in use 
and are operational are coded in green. The sample GT-MSOCC confi­
guration and status page in Figure 2.2 shows that ERBE is the only 
spacecraft currently being supported. Reading from left to right the 
equipment supporting this mission consists of NAS 18, 21, and 29, 
RUP2, TAC4, AP6, D0C1, GW1, CMS2, VIP1 and M0R5. 
The operator uses the configuration and status page for a number 
of purposes. The configuration and status page is used to detect a 
component that has had a hardware failure and is in use supporting a 
spacecraft. Operators may need to know what equipment is supporting 
a mission; this information is useful for identifying the cause of 
software problems. The configuration and status display also indi­
cates what equipment is idle and operational, which is necessary 
information for identifying replacement components. Finally, infor­
mation about what equipment is failed and offline for maintenance is 
valuable for strategic planning. 
In addition to the center GT-MSOCC configure and status page, 
the GT-MSOCC operator has two other display monitors available. The 
operator can access many pages of information on both the right and 
left monitors. The right screen provides updating data block and 
error block counts for each current mission (Figure 2.3). The left 
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screen displays schedule information (Figure 2.A). First the perfor­
mance pages on the right monitor will be described. Then in subse­
quent paragraphs the left monitor's schedule display pages are 
presented. 
The operator uses the right monitor to ensure the integrity of 
data currently being transmitted through the GT-MSOCC system. Com­
ponents that are operational and are represented by green blocks on 
the status and configuration page may still degrade the data in some 
way. The displays on the right monitor are used to detect a 
decreased rate of data transmission or an increased rate of error 
block propagation through the system. Operators infer the rate of 
data transmission by observing successive updates of total block 
counts received at various pieces of equipment. To detect data 
transmission problems, operators generally determine the rate of data 
flow as information completes its path through the system. If the 
operator detects a low data transmission rate at a terminal point of 
the system, he or she traces back along the equipment configuration 
to determine the source of the problem. There are up to five system 
terminal points that must be monitored; data transmission at these 
components is displayed on two different pages on the right monitor. 
Figure 2.3 shows data transmission at the MOR, one of the system 
terminal points. On this page three updates are displayed simultane­
ously. For the satellite DSEI the oldest block count (BC) was 539 
blocks, then 10A3 appeared and the most recent update was 1535. The 
oldest block count is overwritten by the new update, so the next 
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TELEMETRY STATUS/QUALITY 083/00124 143 
NAME SITE TIHE DOWN TYPE DEST HSID TBR BC TBP FLAGS 
DSEI HAD 083/00:28:00 RT HAD 0077 01228 001535 00002 00013 
DSEI HAD 083/00:28:00 RT HAD 0077 00431 000539 00000 00004 
DSEI HAD 083/00:28:00 RT HAD 0077 00834 001043 00001 00008 
PM EAST 083/00:25:00 RT EAST 0069 10276 012845 00039 00195 
PH EAST 083/00:25:00 RT EAST 0069 10789 013486 00042 00214 
PH EAST 083/00:25:00 RT EAST 0069 11435 014293 00047 00236 
AE-D ORR 083/00:30:00 PB ORR 0079 00415 000519 00000 00004 
Figure 2.3 Display Page of Data and Error Block Counts 
at the MOR Terminal Point. 
update will appear in the center row for DSEI and on the top row for 
PM. 
When equipment is diagnosed as faulty, the operator tries to 
replace it with a another component. The left monitor gives 
alphanumeric and graphic schedules that indicate the scheduled use 
and fu ture availability of equipment. Schedule information provided 
on the left screen includes an overall GT-MSOCC spacecraft pass 
schedule (Figure 2.4), schedules for each satellite (Figure 2.5) and 
schedules for each of the individual pieces of equipment (Figure 
2.6). Graphics schedules for classes of equipment are also provided 
(Figure 2.7). The decision as to which schedule to use is dictated 
by the type of equipment of interest, the purpose for which informa­
tion is required, and the personal preference of the operator. The 
same information is usually available on a number of different 
110/18:25:^7 
DOC1 ONL 
DAY 116-117 MSOCC SUPPORT SCHEDULE 116/00:00 TO 117/23:59 
§TRT A G S LSI END USER ORBIT STA TYPE LINES EQUIPMENT 
1910 1930 2010 2017 I SEE-1 0 3H90 GWM RT 03 08 1*4 RUPi TACi AP3 DOC1 MORS 
19*40 2000 2020 2025 ISEE-3 01578 MAD RT 18 27 TAC*4 AP2 DOC1 MOR3 
19^0 2100 CSC-BASL SW API* SW1 
2000 2130 CSC-SPIF SW SPF2 MOR8 
2050 2110 2157 2202 DE-1 01831 AGO RT 01 05 1*4 RUP3 TACI AP5 GW2 DOC 1 MOR7 
2110 2130 2300 2305 ISEE-3 01578 EAST RT 19 21 RUP2 TAC2 AP6 DOC1 MOR3 
2205 2215 2235 2237 ATS-1 00290 WEST RT 0*4 08 12 TAC3 API DOC1 MOR2 
2230 22<*0 2300 2305 ATS-5 0018*4 AGO RT 22 28 32 RUP2 TAC2 AP2 DOC 1 MORI 
2300 0000 CSC-GW TST API AP7 GW1 GW2 DOC 1 MOR8 
LCR1 
2310 2320 23*40 23M2 ATS-3 00225 GDS RT 23 33 TAC2 AP2 DOC1 MORI 
2312 2332 0117 0122 DE-1 01832 ORR RT 01 11 RUP3 TAC5 APS DOC 1 MOR7 
2330 0020 IMP-8 PB RUP2 TAC8 AP6 DOC 1 MOR4 
0000 0100 MNT-DEC PM TACi 
0020 0030 0120 0122 ISEE-1 03*491 HAW RT 05 09 17 TAC7 AP3 DOC1 MORS 
00<*0 0150 COBE SIM RUPI TACI TAC3 TAC2 AP<* 
DOC1 MR 10 
0100 0*400 MNT-DEC RM AP6 
0110 0230 ERBS OFL AP7 DOC2 MORI* 
Figure 2.4 A Sample MSOCC Schedule Page . 
065/18:27:06 
DOC1 ONL 
DAY 067-070 ISEE-3 SUPPORT SCHEDULE ! 066/00:0C TO 072/23:59 
STRT AOS LOS END DAY ORBIT STA TYP LINES EQUIPMENT 
1420 1*430 1*455 1*457 067 015*41 ORR RT 20 24 
oo CM RUP2 TAC6 AP2 DOC1 MOR3 
1805 1815 0*450 0*452 MAD RT 18 22 24 RUP2 TAC4 AP2 DOC1 MOR3 
0130 0240 068 OFL AP4 DOC 2 MOR3 
0504 051*4 0728 0732 015*42 GDS RT 03 14 RUP1 TAC2 AP2 DOC1 MOR3 
0732 0835 PB RUP1 TAC2 AP2 DOC1 MOR3 
0930 09*40 1000 1005 015*42 ORR RT 20 22 24 RUP2 TAC2 AP6 DOC1 MOR3 
1005 10*45 PB RUP2 TAC2 AP6 DOC1 MOR3 
1110 1120 11*47 1152 015*42 ORR RT 18 20 30 RUP2 TAC8 AP6 DOC1 MOR9 
1308 1318 13*48 1352 015*42 ORR RT 18 22 25 TAC4 AP4 DOC1 MOR3 
1*430 1530 OFL AP5 DOC 2 MOR3 
1639 16*49 1750 175*4 015*43 ORR RT 02 03 04 RUP3 TAC1 APS GW1 CMS2 DOC1 
MOR3 
1807 1817 0*45*4 0*458 015*43 EAST RT 20 25 30 RUP2 TAC2 AP2 DOC1 MOR3 
0510 0520 07*49 0753 069 015*44 GDS RT 20 21 30 RUP2 TAC2 AP6 DOC1 MOR3 
08*4*4 085*4 1017 1021 • 01544 ULA RT 01 07 13 RUP1 TAC7 AP2 DOC1 MOR3 
1420 1*430 1605 1607 01544 ORR RT 04 07 RUP3 TAC6 AP4 DOC1 MOR3 
1808 1818 1902 190*4 01545 MAD RT 18 19 33 RUP2 TAC2 AP4 DOC1 MOR3 
0000 0010 0123 0125 070 01545 ORR RT 18 25 30 RUP2 TAC6 AP2 DOC1 MOR3 
0125 0210 PB RUP2 TAC6 AP2 DOC1 MOR3 
Figure 2.5 A Support Schedule fo r the ISEE-3 S a t e l l i t e . 
3 6 5 / 1 4 : 0 5 : 2 9 
DOC1 ONL 
DAY 0 0 1 - 0 0 3 AP3 SUPPORT SCHEDULE 0 0 1 / 0 0 : 0 0 TO 0 0 7 / 2 3 : 5 9 
STRT AOS LOS END USER ORBIT STA TYP LINES EQUIPMENT 
1 9 1 0 1920 2015 2017 I S E E - 1 04360 GWM RT 02 06 11 RUP1 TAC1 AP3 DOC1 MOR7 
2020 2105 CSC-GW SW AP3 SW1 
2 1 1 0 2120 2259 2301 ISEE-3 0 1 7 4 2 EAST RT 18 20 33 RUP2 TAC5 AP3 DOC 1 MOR3 
2301 2350 ISEE-3 PB RUP2 TAC5 AP3 DOC 1 MOR3 
0 1 1 0 0120 0312 0314 IMP-8 00560 WEST RT 01 02 03 RUP1 TAC1 AP3 DOC1 MORI 
0400 0500 MNT-POC PM RUP'l TAC5 AP3 MOR9 
0510 0603 A T S - 1 00322 WEST RT 04 11 12 TAC7 AP3 DOC1 MORI 
0625 0 7 1 5 COBE SIM RUP2 TAC4 TAC6 TAC3 AP3 
DOC1 MR 10 
0 7 1 5 0725 0836 0838 DE-1 01890 ORR RT 15 16 17 RUP3 TAC5 AP3 DOC 1 MOR7 
0850 0940 CSC-GW TST AP3 AP7 GW1 GW2 DOC 1 MOR8 
LCR1 
1320 1 4 1 0 IMP-8 PB RUP1 TAC7 AP3 DOC1 MORI 
1 4 1 0 1 6 1 0 CSC-BASL SW AP3 MR10 
1 7 3 0 1830 MNT-OPS PM AP3 MOR9 
1850 1900 2030 2032 I S E E - 1 04361 GDS RT 03 16 TAC7 AP3 DOC1 MOR5 
2020 0330 MNT-DEC RM AP 3 
0350 0440 A T S - 3 OFL AP3 DOC2 MOR4 
0500 0510 0710 0712 ERBS 00006 WEST RT RUP1 TAC3 AP3 GW1 CMS1 DOC 1 


























Figure 2.7 A Sample Graphic Schedule Display Page, 
schedules. 
To retrieve any disply page of information the operator issues 
the command "DISPLAY" followed by the name of the desired display. 
For example, the command "DISPLAY MSOCC SCHED" calls the overall sys­
tem schedule. A complete list of all information retrieval commands 
for the conventional interface is provided at the end of Appendix B. 
Designers of a conventional interface such as the one described 
in this chapter are familiar with physical aspects of the system, but 
may be unfamiliar with the functions of operators who will eventually 
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u s e t h e d i s p l a y s . A l l i n f o r m a t i o n i s d i s p l a y e d w h e t h e r i t i s n e e d e d 
o r n o t , a n d o f t e n r e d u n d a n t i n f o r m a t i o n i s p r o v i d e d on m u l t i p l e 
d i s p l a y p a g e s . S i n c e d i s p l a y s a r e n o t d e v e l o p e d b a s e d on k n o w l e d g e 
a b o u t s p e c i f i c o p e r a t o r f u n c t i o n s , d i s p l a y s a r e c r e a t e d t h a t c a n b e 
u s e d b y d i f f e r e n t t y p e s o f s y s t e m o p e r a t o r s who h a v e v e r y d i f f e r e n t 
r e s p o n s i b i l i t i e s . H o w e v e r , t h e s e d i s p l a y s make r a p i d i n f o r m a t i o n 
r e t r i e v a l d i f f i c u l t , e s p e c i a l l y i n t i m e - c r i t i c a l s i t u a t i o n s . U s i n g 
a n i n t e r f a c e l i k e t h e c o n v e n t i o n a l GT-MSOCC i n t e r f a c e d e s c r i b e d 
a b o v e , t h e s u p e r v i s o r y c o n t r o l l e r m u s t i n t e g r a t e many p i e c e s o f 
i n f o r m a t i o n f r o m a number o f d i s p l a y s c r e e n s t o a c c o m p l i s h t h e 
c u r r e n t o p e r a t o r t a s k . 
An a l t e r n a t e a p p r o a c h t o d e s i g n i n g a s u p e r v i s o r y c o n t r o l i n t e r ­
f a c e i s i n t r o d u c e d i n t h e n e x t c h a p t e r . T h e p r o p o s e d i n t e r f a c e i s 
b a s e d on a n o p e r a t o r f u n c t i o n m o d e l t h a t d e t e r m i n e s GT-MSOCC o p e r a t o r 
c o n t r o l f u n c t i o n s a n d r e l a t e d i n f o r m a t i o n n e e d e d t o p e r f o r m t h e s e 
f u n c t i o n s . T h e i n t e r f a c e c o n t r o l l e d by t h i s m o d e l p r e s e n t s t h e 
o p e r a t o r w i t h s u c c i n c t i n f o r m a t i o n r e l a t e d t o t h e c u r r e n t o p e r a t o r 
t a s k . I n f o r m a t i o n i s a g g r e g a t e d a t a l e v e l t h a t f a c i l i t a t e s r a p i d 
d e c i s i o n m a k i n g a n d i s p r e s e n t e d o n a s i n g l e s c r e e n when i t i s 
n e e d e d . 
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CHAPTER III 
A MODEL-BASED WINDOW USER INTEREACE 
GT-MSOCC was developed to resolve a number of human-computer 
interface design issues for supporting control systems. One of the 
design issues of interest was a comparison of windows versus full­
screen displays, which is the topic of this thesis. The previous 
chapter defined the GT-MSOCC system and described the conventional, 
full screen interface for the system. A new interface is described 
in this chapter. The proposed interface is based on a model of the 
GT-MSOCC operator's information needs (Mitchell, 1985). From the 
model, a two monitor workstation was designed. One screen supports 
dynamic icons; the other supports a windowing environment. Although 
the implementation of the windowing environment is the focus of this 
chapter, the dynamic icons that were implemented as part of the 
interface are also discussed. 
Table 3.1 gives an overview of the proposed GT-MSOCC interface. 
The GT-MSOCC interface is a model-driven system comprised of dynamic 
icons and an alphanumeric 2 1/2 dimensional window environment. 
Various operator functions as defined by the model are accomplished 
using information contained either in the icons or windows. The 
relationship between the operator function model, the window 
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Table 3.1 
An Overview of the GT-MSOCC Interface 
Based on an Operator Function Model 
I GT-MSOCC MODEL--BASED INTERFACE I 
1 OPERATOR CONTROL FUNCTIONS I OPERATOR CONTROL FUNCTIONS I 
1 SUPPORTED BY DYNAMIC ICONS | SUPPORTED BY A WINDOW ENVIRONMENT I 
1 - Monitoring 1 - Fault Compensation | 
1 - Fault Detection | - Compensation for | 
| I Schedule Conflicts 1 
j I - Configuration to Meet I 
1 I Support Requests I 
1 I - Strategic Planning | 
environment, and specific commands and sets of windows is the focus 
of this chapter. 
The GT-MSOCC Operator Function Model 
This chapter illustrates the design of an interface that uses 
windows in order to enhance supervisory control performance in an 
automated system. As mentioned earlier, the interface was developed 
using an operator function model of GT-MSOCC constructed by Mitchell 
(1985). The model defines major GT-MSOCC operator functions, sub-
functions comprising these main functions, and information and com­
mands required to complete the operator tasks. 
Figure 3.1 depicts a top level view of the model and introduces 
the five major GT-MSOCC operator control functions. The model 
represents operator states, or tasks, as nodes in the network. The 
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Conf igure 
to m e e t 
suppor t r e q u e s t s 
D e c o n f i g u r e 
Manual Miss ion 
C onf igu ra t i ons 
Con t ro l 
of 
Curren t Miss ions 
1. Error message received from the automatic schedules^ ' U t u r e Problem 
2. Compensation complete or unable to compensate. 
3. Support request received by operator. 
4. Request configured or unable to meet request. 
5. Message received that a manually configured mission is completed. 
6. Deconfiguration completed. 
Operator summons schedule and/or mission template pages when no other 
triggering event takes place. 
Figure 3.1 Major GT-MSOCC Supervisory Control Func­
tions. 
arcs represent system events that cause the operator to complete or 
interrupt one task and begin another. The first major operator func­
tion is control of current missions. This function is depicted in 
the center node. The GT-MSOCC operator ensures that all equipment 
currently in use is functioning and that data integrity is being 
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preserved. Control of current missions is maintained except when 
system malfunctions divert operator attention. A message usually 
notifies the operator when a system problem requires human interven­
tion. 
For example, an error message from the automated scheduler 
alerts the operator when equipment scheduled for a contact cannot be 
automatically configured. The operator then attempts to compensate 
for the automated scheduling problem by identifying replacements for 
scheduled equipment that has become unavailable. Compensation for 
automated schedule problems is the second major operator function. 
An operator may also receive a message requesting unscheduled 
support for an emergency contact, a system demonstration or software 
testing. If sufficient hardware is available, the operator config­
ures equipment to meet the support request. This is the third major 
operator function. Once an equipment string has been manually con­
figured or altered it must be deconfigured by the operator upon com­
pletion of data transmission. Manual deconfiguration is • the fourth 
control function. 
The final operator control function is planning for potential 
future problems. For example, a failed hardware component that is 
scheduled for use in the near future is likely to cause an automated 
schedule problem. When the system appears to be stable, operators 
may engage in strategic planning for such events. 
Figures 3.2a to 3.2f define the subfunctions and activities that 
comprise the five major GT-MSOCC operator functions defined above 
3 4 
1. TELEMETRY PROBLEM SUSPECTED. 
2. NO FIXABLE TELEMETRY PROBLEM FOUND. 
3. H/W COMPONENT IDENTIFIED AS A CAUSE OF TELEMETRY PROBLEM. 
4. H/W FAILURE MESSAGE RECEIVED BY THE OPERATOR. 
5. H/W FAILURE FIXED OR COMPENSATION DEEMED IMPOSSIBLE. 
FIGURE 3 . 2 A T H E SUBFUNCTIONS COMPRISING T H E 
CURRENT M I S S I O N S FUNCTION. 
CONTROL OF 
4 FAULT COMPENSATION 
TELEMETRY 
FAULT DETECTION 











TELEMETRY PROBLEM SUSPECTED. 
NO FIXABLE TELEMETRY PROBLEM FOUND. 
HARDWARE PROBLEM SUSPECTED. 
HARDWARE FAILURE DETECTED. 
HARDWARE FAILURE IDENTIFIED. 
REPLACEMENT HARDWARE IDENTIFIED. 
TASK COMPLETE. 
NO REPLACEMENT HARDWARE AVAILABLE. 
H/W STATUSN 
H/W SCHEDULE ̂  
.PRIORITY LIST / 
F I G U R E 3 . 2 B SPECIFIC TASKS COMPRISING THE SUBFUNCTIONS 
FOR THE CONTROL OF CURRENT M I S S I O N S . 
Figure 3.2c Subfunctions Comprising the Function: Com­
pensate for Automated Schedule Problems. 
D e t e r m i n e 
w h a t I s n e e d e d 
'current missions! 
* MSN schedule y 
/ current^ n/w ^ ^ M S N \ 
kH/W statusivschedulê  ̂ schedule ) 
f config mlsslorY 
, specify all 
needed equipment' 
t̂emplate,' 
Figure 3.2d Subfunctions Comprising the Function: Configure to Meet Support 
Requests. 
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l e t e r m i n e e x i s t e n c e 1 
o f p o t e n t i a l p r o b l e m s 
( D e t e c t i o n ) 
^ H / W s t a t u s \ 
M S N s c h e d u l e \ 
\ H / W s c h e d u l e ^ \ p r i o r i t y l i s t , 
Figure 3.2f Subfunctions Comprising the Function: Plan 
to Compensate for Known Future Problems, 
(taken from Mitchell. 1985)• These figures are discussed in more 
detail below in the context of a proposed operator workstation. 
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The Proposed GT-MSOCC Workstation 
Using the GT-MSOCC operator function model briefly explained 
above, a two CRT GT-MSOCC workstation is proposed. Each CRT provides 
information to support functions that were defined by the operator 
function model. The right screen supports the operator functions of 
monitoring and fault detection. The left screen supports fault com­
pensation as well as several other operator functions. 
The Right Monitor 
The first operator function is the control of current missions. 
This activity is comprised of three subfunctions: monitoring, fault 
detection, and fault compensation (Figure 3.2a). The primary GT-
MSOCC operator responsibility is to ensure that data transmitted from 
spacecraft are captured and that data quality is preserved. Thus, 
the operator continually monitors current missions and, when a prob­
lem is suspected, searches the equipment configuration to locate the 
probable cause. Since the operator spends a significant amount of 
time monitoring the system for failures and identifying faulty equip­
ment, the right screen of the proposed GT-MSOCC operator workstation 
is dedicated to providing information that enables the operator to 
carry out these tasks easily. The primary feature of this display is 
a qualitative, dynamic icon that integrates important system features 
into a high level error detection device. 
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The use of this qualitative, high level, dynamic representation 
is consistent with the design principles currently being proposed by 
both the supervisory control (Goodstein, 1984; Mitchell and Miller, 
1986; Rasmussen, 1984; Wickens, 1983) and the human-computer inter­
action research communities (Foley and Van Dam, 1982). Rasmussen 
and his colleagues are the foremost proponents of these ideas for 
effective supervisory control. 
Since the operator is limited to considering only a few data 
items at a time due to inherent human information processing limita­
tions, Rasmussen (1981) asserts that information for system monitor­
ing should initially be provided to the operator at a level of detail 
that reflects high level concepts. To monitor overall system perfor­
mance, Rasmussen (1984) suggests that information be provided such 
that the operator can immediately detect deviations from the target 
(or expected) state. 
In a more general way, the human-computer interaction research 
community concurs. Foley and Van Dam (1982) state that by using pic­
torial representations, "we are largely liberated from the tedium and 
frustration of looking for patterns and trends by scanning many pages 
of linear text on line printer listings or alphanumeric terminals" 
(p. 5 ) . Dynamically varying graphical representations may be an even 
better means of communicating information than static pictures (Foley 
and Van Dam, 1982). This observation suggests that the operator can 
process information needed to monitor the system most quickly by 
using a dynamic, pictorial representation of the system. This 
AO 
representation should reflects high level system features by graphi­
cally indicating differences between actual and expected states. 
Goodstein (198A) notes one such dynamic, iconic interface to a 
nuclear reactor where normal system state is represented as a polygon 
and deviations from normal are represented as indentations and bulges 
on the polygon. Twelve critical parameters are labelled around the 
polygon, and certain patterns of distortion map to specific system 
malfunctions. An evaluation of this icon resulted in good operator 
performance in terms of detecting and diagnosing deviations from nor­
mal. 
In the interface to GT-MSOCC, the right screen contains dynamic 
graphics that integrate system features so that accurate monitoring 
and rapid fault detection is facilitated. The right screen has two 
purposes. It continually provides high level information about 
currently supported missions, and when requested provides more 
detailed information about hardware status and data quality and flow 
rate at individual components comprising a satellite's equipment 
string. 
Dynamic Icons for System Monitoring. Monitoring current mis­
sions is a frequent operator activity, since the operator continu­
ously monitors the system unless a problem with current data 
transmission is suspected or another major GT-MSOCC control function 
preempts system monitoring. Since monitoring current missions is the 
prevalent operator task, half of the right monitor is dedicated to 
iconic representations of the most significant features of each 
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current s a t e l l i t e con tac t . A dynamic sp igo t icon was chosen to pro­
v i d e a q u a l i t a t i v e r ep resen ta t ion of da ta block flow r a t e , e r ro r 
block count, and t o t a l accumulated da ta . 
F igure 3.3 dep i c t s the sp igo t icon for the s a t e l l i t e ERBE. 
Liquid flowing in to the i c o n ' s bucket represen t s information flow 
r a t e as da ta reaches one of the terminal points in the equipment 
s t r i n g support ing a spacec ra f t con t ac t . Red dots c o l l e c t i n g a t the 
bottom of the bucket represent the amount of bad da ta (e r ro r b locks) 
that have been t ransmit ted through the system. 
The s p i g o t icon i s dynamic. At any given time the sp igo t icon 
for each s a t e l l i t e current ly being supported represen t s the worst 
• - time remaining 
- f a u c e t s 
- da ta flow 
- bucket 
- da t a l e v e l 
- e r r o r s 
Figure 3.3 A Spigot Icon for the ERBE S a t e l l i t e . A 
s p i g o t icon i s provided for each current 
spacec ra f t con tac t . 
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p o i n t s o f s y s t e m f u n c t i o n i n g , i . e . , t h o s e m o s t l i k e l y t o r e q u i r e 
o p e r a t o r a t t e n t i o n . T h e s p i g o t i c o n q u a l i t a t i v e l y r e p r e s e n t s t h e 
s m a l l e s t f l o w r a t e o f a n y s y s t e m t e r m i n a l p o i n t . I n a s i m i l a r w a y , 
t h e r e d e r r o r b l o c k s a t t h e b o t t o m o f t h e b u c k e t d e p i c t t h e maximum 
n u m b e r , p r o p o r t i o n a l l y , o f d e t e c t e d e r r o r s a t a n y t e r m i n a l p o i n t . A 
t e r m i n a l p o i n t i s d e f i n e d a s a n y p l a c e i n t h e e q u i p m e n t c o n f i g u r a t i o n 
w h e r e d a t a a r e n o t t r a n s m i t t e d t o a n o t h e r p i e c e o f e q u i p m e n t t h a t i s 
u n d e r GT-MSOCC o p e r a t o r c o n t r o l . P o s s i b l e t e r m i n a l p o i n t i n c l u d e t h e 
f o l l o w i n g e q u i p m e n t : a n MOR, RUP, V I P , GW a n d CMS. 
T h e s p i g o t i c o n d e p i c t s d a t a t r a n s m i s s i o n q u i t e d i f f e r e n t l y t h a n 
t h e c o n v e n t i o n a l d i s p l a y s t h a t w e r e p r e s e n t e d i n t h e p r e v i o u s 
c h a p t e r . T h e p r i m a r y GT-MSOCC o p e r a t o r t a s k i s t o e n s u r e t h a t d a t a 
a r e f l o w i n g t o a l l s y s t e m c o m p o n e n t s a n d t h a t b o t h t h e f l o w r a t e and 
d a t a q u a l i t y a r e a c c e p t a b l e . T h e c o n v e n t i o n a l i n t e r f a c e p r e s e n t s t h e 
t o t a l number o f d a t a b l o c k s p r o c e s s e d a t e a c h p i e c e o f e q u i p m e n t a n d 
t h e number o f e r r o r b l o c k s e a c h component h a s p r o d u c e d . T h e s e 
d i s p l a y s a r e i n d i r e c t r e p r e s e n t a t i o n s o f t h e q u a n t i t i e s o f i n t e r e s t , 
s i n c e t h e o p e r a t o r m o n i t o r s r a t e o f d a t a t r a n s m i s s i o n , n o t t h e t o t a l 
amount o f d a t a a c c u m u l a t e d . 
U n l i k e c o n v e n t i o n a l d i s p l a y s , t h e s p i g o t i c o n i n t e g r a t e s t h e 
s e p a r a t e s t a t u s o f i n d i v i d u a l t e r m i n a l p o i n t s i n t o one e r r o r d e t e c ­
t i o n d e v i c e . I t s p u r p o s e i s t o a l e r t t h e o p e r a t o r t o p o t e n t i a l p r o b ­
l e m s w i t h d a t a t r a n s m i s s i o n . 
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Dynamic Icons for Fault Detection. A spigot icon displaying 
decreased flow rate or increased error counts alerts the GT-MSOCC 
operator to potential problems with a satellite's computer and com­
munication equipment. To locate the source of the problem, the 
operator initiates fault detection by requesting additional informa­
tion about the equipment supporting a specific mission. 
On the left half of the screen the operator can request a 
detailed, dynamic picture of the individual equipment string support­
ing the mission. This detailed icon provides the information 
required for fault detection. There are two ways that equipment can 
fail: either hardware or software may be faulty. A different icon 
exists to reflect each type of failures. The first type of failure 
is a hardware failure, in which a component is completely inoperable 
and requires offline maintenance. An equipment status icon provides 
a detailed representation of an equipment configuration that color 
codes a failed piece of equipment in red and operational components 
in green. Figure 3.4 provides an example. 
A software problem is the second type of failure that can occur. 
A software problem is more subtle than a hardware failure and is not 
easy for the automatic system to detect since the component is func­
tioning but is in some way degrading the data. There are two major 
classes of symptoms for software problems. Either data are not flow­
ing at a fast enough rate or the quality of data blocks is being 
compromised. The data flow icon, shown in Figure 3.5, represents 
data transmission and error block counts at each piece of equipment 
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ERBE 
NAS2 NASI 2 NASI 7 











M0R6 GW1 VIP3 
Green Green Green 
Figure 3.4 A S t a t u s Icon for the ERBE S a t e l l i t e . The 
component AP3 has a hardware f a i l u r e and i s 
i s coded in red . 
support ing a spacec ra f t contac t . 
I f a problem i s due to a hardware f a i l u r e , the equipment s t a t u s 
icon i s more u se fu l . The equipment s t a t u s icon i s drawn on the 
screen more quickly than the data flow icon and makes i t immediately 
obvious to the operator which component i s f au l t y (the component i s 
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Figure 3.5 A Flow Icon fo r the ERBE S a t e l l i t e . AP3 i s 
caus ing decreased flow through the system. 
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red). The equipment status icon also indicates that the system prob­
lem is due to a hardware failure. If a software failure is causing 
the problem, the faulty component can be detected by means of the 
data flow icon. 
The operator can request either of these two detailed icons 
directly or can issue a command that chooses between them. For exam­
ple to view a more detailed representation of the ERBE satellite, the 
operator could issue the command "DISPLAY ERBE FLOW" to access the 
data flow icon. "DISPLAY ERBE STATUS" to access the equipment status 
icon, or "DISPLAY MORE ERBE" to have the system choose either the 
flow or status icon. The "more" command has some intelligence and 
reveals the representation that is most valuable for fault detection. 
The system provides the equipment status icon only if one or more 
components supporting the mission of interest has had a hardware 
failure. Otherwise, this command produces the data flow icon on 
which the operator can detect the more subtle software failures. 
Figure 3.6-depicts a sample of the right graphics monitor. 
Three missions are currently being supported, and the operator has 
requested a detailed view of the satellite AE—QL. On the right moni­
tor, spigot icons alert the operator to potential system malfunc­
tions. A detailed representation of an equipment configuration pro­
vides the mechanism for fault identification. 
Once the operator identifies a component as the probable cause 
of data flow problems using the right monitor, he or she commences 











Figure 3.6 A Sample of the Right Graphics Monitor. 
subfunction of the control of current miss ions function (F igures 3 . 2 a 
and 3 . 2 b ) . 
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The Lef t Monitor 
At t h i s po in t , the operator u ses the l e f t monitor to obtain 
necessary information to carry out the new contro l t a s k . This screen 
provides an alphanumeric windowing environment in which the user 
en te rs commands and information r e q u e s t s , and r e c e i v e s messages and 
windows of information. Information within these windows a s s i s t s the 
operator in compensating for system f a u l t s . Computer windows on t h i s 
monitor a r e a l s o a v a i l a b l e to a i d the operator in performing other 
system t a s k s . 
There are three permanent windows on the l e f t monitor. There i s 
a window containing the current t ime, a command window, and a message 
window. In the time window. Greenwich mean time (the s tandard world­
wide time) i s d i sp layed and i s updated every ten seconds . Within the 
command window, the operator enters reques t s to a c c e s s information 
required for problem so lv ing and en ters control commands. In the mes­
sage window, the operator r ece ives system messages and a la rms , many 
of which se rve to a l e r t the operator tha t a new cont ro l func t ion may 
be necessa ry . This window conta ins only the most recent system mes­
s a g e . To r e fe r to a previous message , an operator can reques t an 
event l o g window containing a f i v e minute h i s to ry of system messages . 
Also provided on the l e f t .mon i to r a re s e t s of windows to a i d the 
operator in accomplishing major system functions a s defined by the 
operator function model descr ibed in a previous s e c t i o n . Each s e t of 
windows provides the necessary information to accomplish a major 
operator funct ion. Three high l e v e l commands may be i s s u e d to 
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request these windows: 
HELP REPLACE equipment_name 
HELP CONFIGURE mission_name 
HELP CONFIGURE mission_name time_duration 
The HELP REPLACE command a i d s the operator in f a u l t compensation 
once a f a i l u r e has been de tec ted . Faul t compensation i s defined by 
the opera tor function model a s an important subfunction in the con­
t r o l of current miss ions (Figure 3 . 2 b ) . The f i r s t HELP CONFIGURE 
command a i d s the operator in compensation for automated schedule 
problems (Figure 3 . 2 c ) , where the system scheduler i s unable to con­
f igu re a scheduled s a t e l l i t e contact because one or more components 
a r e u n a v a i l a b l e . The second HELP CONFIGURE command a i d s the operator 
i n responding to reques t s for support that i s not scheduled. The 
information needed to configure an unschedule miss ion i s given by the 
operator function model in Figure 3 .2d . The following s e c t i o n s 
desc r ibe the windows provided by these "help" commands. 
Windows to Help Replace a Component. The alphanumeric window 
CRT i s where the operator reques ts and r ece ives information needed 
for f a u l t compensation. The HELP REPLACE command a i d s the op­
e ra to r in compensating for f au l ty equipment. After i s s u i n g the HELP 
REPLACE command, a window containing a l l s u i t a b l e candidate r e p l a c e ­
ment equipment for the fau l ty component i s d i sp l ayed . Given the com­
ponent that needs to be rep laced , the system d i s p l a y s a window con­
ta in ing a l l components that a re ope ra t iona l , current ly i d l e (or not 
loaded to f u l l c a p a c i t y ) , and a v a i l a b l e during the required time 
dura t ion . To complete f a u l t compensation, the operator r ep l aces the 
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malfunctioning component with one of the opera t iona l and a v a i l a b l e 
components provided in the a id ing window. 
Windows to Help Configure a Scheduled P a s s . When the system i s 
unable to configure a scheduled spacec ra f t contact because one or 
more p i eces of equipment i s unava i l ab l e , i t i s necessary for the 
operator to in te rvene . To compensate for an automated schedule prob­
lem (the second major GT-MSOCC operator function defined by the 
model) the operator f i r s t determines which scheduled hardware com­
ponent i s unava i l ab le and then i d e n t i f i e s candidate hardware to 
r ep lace unava i l ab le equipment (Figure 3 . 2 c ) . 
A HELP CONFIGURE command produces a s e t of windows tha t provides 
the operator with t h i s information. The operator s p e c i f i e s a miss ion 
name, and i f that miss ion i s scheduled but not configured, the system 
provides a id ing windows. One window g i v e s a template containing a l l 
equipment scheduled for the s a t e l l i t e pass with the unava i l ab l e 
p i e c e ( s ) marked with an a s t e r i s k . The same command a l s o produces 
windows containing s u i t a b l e replacements for each unava i l ab le com­
ponent. F igure 3.7 shows the r e s u l t i n g windows fol lowing an opera tor 
request fo r help in support ing a miss ion that could not be configured 
au toma t i ca l ly . Within the f i g u r e , the template window i n d i c a t e s tha t 
AP3 and GW2 were scheduled for the ERBE s a t e l l i t e con tac t , but a re 
not current ly a v a i l a b l e . In add i t ion to the miss ion template window. 
Figure 3.7 a l s o d i s p l a y s windows l i s t i n g po t en t i a l replacement equip­
ment for the two unava i lab le components. After c a l l i n g information 
windows, the operator manually conf igures the equipment s t r i n g sub -
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3 ERBE T e m p l a t e 
NASIB N A S l I N A S U 
T A C 1 RUP3 
*-K?3 
MORS tfCUi 
I F r e e APt 
AP2 AP6 
2 F r e e CUi 
C U | 
T I M E 
8 4 / 2 3 : 0 5 : 1 0 
M E S S A G E 
U H A B L E TO C O H F I C U R K E R B E1 A P 3 CW2 U N A V A I L A B L E . 
COMMAND 
H E L P C O H F I G U R E E R B E 
Figure 3.7 A Sample Response to the "HELP CONFIGURE 
ERBE". Command. 
s t i t u t i n g s u i t a b l e equipment for unava i l ab le components (Figure 
3 .2c) . 
Windows to Help Configure an Unscheduled P a s s . The next maj or 
GT-MSOCC operator function (F igure 3 .2d) i s to conf igure to meet sup­
port r e q u e s t s . The GT-MSOCC operator may r ece ive a query concerning 
the f e a s i b i l i t y of support for an add i t iona l spacec ra f t contact over 
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a given time durat ion. A message to that e f f ec t and an audio alarm 
serve to not i fy the operator that an equipment conf igura t ion i s 
required fo r unscheduled suppor t . 
F igure 3 .2d presen ts the t a s k s comprising t h i s function a s 
defined by the operator function model. Before conf igur ing to meet a 
support r eques t , the operator must determine whether the GT-MSOCC 
system can maintain another miss ion and must ensure that the miss ion 
i s not a l ready scheduled within the requested time dura t ion . I f the 
contact i s f e a s i b l e , the operator determines what hardware i s needed 
and i d e n t i f i e s candidate hardware. F i n a l l y , i f p o s s i b l e , the opera­
to r manually conf igures the mis s ion . Using the s p e c i f i c a t i o n s of the 
operator function model, a HELP CONFIGURE command adap t ive ly c a l l s 
the windows of information required by the operator to undertake the 
control funct ion. This HELP CONFIGURE command d i f f e r s from the one 
descr ibed above in tha t a time durat ion a s wel l a s a miss ion name 
must be s p e c i f i e d by the opera tor . The command adapts to current 
system s t a t e and only d i s p l a y s re levan t windows. For example, i f a 
pa s s i s not f e a s i b l e for any reason ( e . g . , conf igur ing to support 
another miss ion would exceed GT-MSOCC capac i ty of f i v e concurrent 
m i s s i o n s ) , the operator would only r ece ive a message to tha t e f f e c t , 
and would not see any add i t i ona l windows. On the other hand, i f a 
p a s s i s f e a s i b l e , the same HELP CONFIGURE command produces a s e t of 
windows to a i d the operator in conf igur ing equipment for the 
unscheduled suppor t . 
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In t h i s c a s e , the command produces a template window ind ica t ing 
a l l equipment that the s a t e l l i t e r e q u i r e s , and a l s o s e v e r a l windows 
that contain a l l candidate hardware. These windows contain equipment 
of the needed types tha t a re f ree for the required time dura t ion . 
Figure 3 .8 provides a sample group of windows produced by the command 
to HELP CONFIGURE a 10 minute ERBE s a t e l l i t e p a s s when support for 
such a contac t i s f e a s i b l e . 
6 ERBE Template 




1 Free NASa 
NASI NAS2 NASA 
NAS5 NAS7 NASB 
NAS9 NAS10 NASI 3 
NASI 7 NASI8 NASI9 
HAS21 NAS23 NAS24 
NAS25 NAS26 MAS27 




Q 3243 PLEASE CONFIGURE ERBE FOR 10 MINUTES. 
COMMAND 
HELP CONFIGURE ERBE 10 
2 Free TACa 
TACI TAC2 TAC4 
TAC7 
3 Free RUPa 
RUPI RUP2 RUP3 
4 Free APa 
5 Free GWa 
Figure 3.8 A Sample Response to a "HELP CONFIGURE ERBE 
1 0 " Command. 
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When one or more types of equipment have no a v a i l a b l e members, 
the operator r ece ives a message to t h i s e f f e c t and r e c e i v e s windows 
i n d i c a t i n g the equipments' usage over the required time dura t ion . 
According to the GT-MSOCC operator model, there a re two ways to 
complete t h i s major operator function (conf igure to meet support 
r e q u e s t s ) • I f the pass i s not f e a s i b l e or s u f f i c i e n t equipment i s 
not a v a i l a b l e , the operator g ives a nega t ive response to the request 
for unscheduled support and makes no further attempt to conf igure the 
p a s s . I f s u f f i c i e n t equipment i s a v a i l a b l e the operator responds 
p o s i t i v e l y and commences to configure the mis s ion . 
Equipment Deconfigurat ion. No windows a re a v a i l a b l e to a i d the 
operator in manually deconfiguring equipment, because t h i s function 
i s so s imple . As shown in Figure 3 . 2 e , the operator f i r s t i d e n t i f i e s 
the miss ion to deconf igure . In the GT-MSOCC system the operator 
r ece ive s a message to t h i s e f f e c t . To complete t h i s function the 
operator manually deconfigures the equipment s t r i n g . Procedures to 
deconfigure equipment a re the same using t h i s i n t e r f a c e a s us ing the 
conventional i n t e r f a c e that was defined in the previous chapter . 
Windows to Help Plan for Known Future Problems. The f i n a l GT-
MSOCC opera tor function i s plan to compensate for po t en t i a l future 
problems (Figure 3 . 2 f ) . Unlike the other major operator funct ions , a 
s i n g l e high l e v e l command i s not a v a i l a b l e to provide the operator 
with the necessary preprocessed information to carry out t h i s t a s k . 
The operator must re ly on schedules and equipment s t a t u s information 
i n order to determine the ex i s t ence of p o t e n t i a l scheduling problems 
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1 GT-MSOCC Schedule 
msn up down equipment 
DE 2:42 NAS28,23,21 RUP3 TAC6 AP3,5 MSI VIP3 M0R13 
WS-D *2:38 2:43 NAS3,1
7 TAC3 AP5 VIP2 M0R9 
AE-QL 2:41 ,.2:47 NAS2,13 TAC2 API CMS2 VIP1 M0R4 
ISE 2:47 .2 :56 NAS2,30,12 RUP1 TAC4 AP3 CMS2 VIP3 MOR8 
GEO 2:47 2:51 NAS26,22,15 RUP3 TAC2 API CMS1 VIP2 MOR2 
GSAT 2:54 . 3 : 0 2 NASI,27,33 RUP2 TAC6 AP6 GW1 VIP2 MOR7 
LNSAT 2:55 3:01 NAS6,12,31 RUP2 TAC5 AP2 GW2 VIP3 MOR3 
Figure 3 , 9 a A Sample Overal l GT-MSOCC Schedule. This 
schedule i n d i c a t e s that DE i s t ransmi t t ing 
da ta and tha t mission WS-D i s scheduled but 
not ye t conf igured . 
3 DE Schedule 
up down equipment 
2:42 NAS28,23,21 RUP3 TAC6 AP3,5 CMS1 VIP3 MOR13 
2:58 3:01 NAS26,24,7 RUP2 TAC8 AP4,3 CMS1 VIP3 M0R13 
3:18 3:23 NAS9,25,8 RUP1 TAC6 AP6,7 CMS2 VIP3 M0R13 
3:38 3:41 NAS30,11,13 RUP1 TAC6 AP6,7 CMS1 VIP3 M0R13 
4:18 4:22 NASI1,24,17 RUP3 TAC8 AP7,6 CMS2 VIP2 MOR13 
6:18 6:24 NAS26,5,21 RUP2 TAC1 AP7,3 CMS1 VIP2 M0R13 
Figure 3.9b A Schedule for the S a t e l l i t e DE.' 
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2 AP5 Schedule 
rasn up down 
DE * 2:42 
WS-D 2:55 3:01 
VENTR 3:01 3:07 
WS-D 3:45 3:51 
DSEI 4:01 4:09 
VENTR 4:11 4:18 
F igure 3 .9c A Schedule for the Component AP5. 









Figure 3.10 A S ta tus Window for the TAC Computers. A 
s t a t u s window i s a v a i l a b l e for each c l a s s 
of equipment. 
and to prepare to compensate for these s i t u a t i o n s . F igures 3 .9 and 
3.10 g ive examples of schedule and s t a t u s windows, r e s p e c t i v e l y . To 
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r e t r i e v e these d i s p l a y windows the command i s s u e d i s "DISPLAY" f o l ­
lowed by the name of the window of i n t e r e s t . For example, the com­
mand "DISPLAY MSOCC SCHED" a c c e s s e s the o v e r a l l system schedule . A 
complete l i s t of the commands and the command syntax for the window 
i n t e r f a c e i s included a t the end of Appendix C. 
The schedules a re s i m i l a r to those i n the conventional d i s p l a y s 
(F igures 2 . 4 , 2 .5 and 2 .6) defined in the previous chapter , but 
unnecessary information has been de l e t ed , based on the o p e r a t o r ' s 
information needs a s determined by the operator function model. For 
example, the columns in Figure 2 .4 l i s t e d Acqu i s i t i on of S igna l 
(AOS), Los s of S igna l (LOS), o rb i t number, ground s t a t i o n , and data 
type which i s important information for s c i e n t i s t s who maintain the 
hea l th and s a f e ty of the s a t e l l i t e s . However, t h i s information i s 
i r r e l e v a n t to the GT-MSOCC operator and i s repeated on a l l 
alphanumeric schedules contained in the conventional i n t e r f a c e . 
These columns were e l iminated from the window schedules (Figure 
3 . 9 a ) . A l so , to conserve screen space , schedules i n the window 
i n t e r f a c e provide a l e s s ex tens ive view of the fu tu re . 
Aiding windows designed s p e c i f i c a l l y for planning were not 
included in t h i s i n t e r f a c e des ign . Operators were encouraged to 
s o l v e problems a s they occurred. 
Window Placement. Windows a r e arranged on the l e f t screen so 
that the s e t of windows c a l l e d by a "help" command and that a r e used 
to carry out a given t a s k obs t ruc t one another a s l i t t l e a s p o s s i b l e . 
For example, the HELP REPLACE command provides a free-equipment 
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r e t r i e v e these d i s p l a y windows the command i s sued i s "DISPLAY" f o l ­
lowed by the name of the window of i n t e r e s t . For example, the com­
mand "DISPLAY MSOCC SCHED" a c c e s s e s the o v e r a l l system schedule . A 
complete l i s t of the commands and the command syntax for the window 
i n t e r f a c e i s included a t the end of Appendix C. 
The schedules a re s i m i l a r to those in the conventional d i s p l a y s 
(F igures 2 . 4 , 2 .5 and 2 .6) defined in the previous chapter , but 
unnecessary information has been de le ted , based on the o p e r a t o r ' s 
information needs a s determined by the operator function model. For 
example, the columns in F igure 2 .4 l i s t e d Acqu i s i t ion of S igna l 
(AOS), Loss of S igna l (LOS), o rb i t number, ground s t a t i o n , and data 
type which i s important information for s c i e n t i s t s who maintain the 
heal th and sa fe ty of the s a t e l l i t e s . However, t h i s information i s 
i r r e l e v a n t to the GT-MSOCC operator and i s repeated on a l l 
alphanumeric schedules contained in the conventional i n t e r f a c e . 
These columns were e l iminated from the window schedules (Figure 
3 . 9 a ) . A l so , to conserve screen space , schedules i n the window 
i n t e r f a c e provide a l e s s ex tens ive view of the fu ture . 
Aiding windows designed s p e c i f i c a l l y for planning were not 
included in t h i s i n t e r f a c e des ign . Operators were encouraged to 
s o l v e problems as they occurred. 
Window Placement. Windows a re arranged on the l e f t screen so 
that the s e t of windows c a l l e d by a "help" command tha t a r e used 
to carry out a given t a s k obs t ruc t one another a s l i t t l e a s p o s ­
s i b l e . . For example, the HELP REPLACE command provides free-equipment 
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windows and a template window that do not over lap and do not obs t ruc t 
the permanent message window, command window or time window. Each 
type of window has a dedicated l o c a t i o n on the sc reen . Search time 
for information should dec rease , i f the operator knows where to 
expect windows. Woods (1984) s t a t e s that providing a f ixed format i s 
a useful technique for data r e t r i e v a l , s i n c e a s s i g n i n g c l a s s e s of 
da ta to s p e c i f i c screen l o c a t i o n s he lps the user to l i nk s p a t i a l 
l o c a t i o n with data t ype . F igure 3.11 provides the format for d i f ­










Figure 3 .11 Dedicated Locat ions for Dif ferent Types of 
Windows. 
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Since the i n t e r f a c e determines the placement of windows, the 
operator does not.have to take time to format windows on the sc reen . 
Delet ing windows, however, i s an operator r e s p o n s i b i l i t y . Each win­
dow i s numbered, and the operator may e r a s e a s i n g l e window ( e . g . , 
"ERASE 6 " ) , a group of windows ( e . g . , "ERASE 1 2 3 .8 5") or a l l of 
the window ( e . g . , "ERASE ALL") . The command window, the message win­
dow and the time windows a re permanent and cannot be e ra sed . 
Summary of the Proposed GT-MSOCC Workstation 
In summary, the proposed GT-MSOCC worksta t ion c o n s i s t s of two 
CRT's. The r igh t screen i s dedicated to system monitoring and f a u l t 
de t ec t ion , s ince these a re defined by the model to be primary opera­
to r func t ions . This screen uses dynamic icons to depic t the most 
re levan t f ea tu r e s for monitoring and f a u l t de t ec t ion . The l e f t 
screen conta ins alphanumeric windows designed to a i d the operator in 
f a u l t compensation and other operator func t ions . The conten ts , 
appearance and placement of windows are d i c t a t e d by a d e t a i l e d model 
tha t de f ines the information necessary to accomplish major GT-MSOCC 
operator func t ions . 
The proposed i n t e r f a c e uses the same control commands a s the 
conventional i n t e r f a c e introduced in the previous chapter . The only 
d i f fe rence between the i n t e r f a c e s i s the information r e t r i e v a l com­
mands and d i sp layed information. The conventional i n t e r f a c e i s 
comprised of f u l l - s c r e e n information d i s p l a y s that maintain a con­
s i s t e n t format and a re dynamic only with r e spec t to changing va lues 
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of v a r i a b l e s d i sp layed within a page . Operators must determine which 
pages a re useful to perform a t a s k and must s e l e c t and i n t e g r a t e 
information from mul t ip le s c r e e n s . The proposed experimental i n t e r ­
face conta ins q u a l i t a t i v e icons and alphanumeric windows whose 
appearance and contents adapt not only to changes i n system events , 
but a l s o to the changing information requirements of the GT-MSOCC 
opera tor . This i n t e r f a c e g ives the operator high l e v e l commands that 
propose a more d e t a i l e d i con ic de sc r i p t i on of equipment s t a t u s or a 
s e t or alphanumeric windows l i k e l y to be most va luab l e for accom­
p l i s h i n g the current operator funct ion. 
Chapter I I presented the conventional NASA i n t e r f a c e to the GT-
MSOCC system. In t h i s chapter a model of the GT-MSOCC opera tor was 
b r i e f l y descr ibed and a icon/window i n t e r f a c e based on the model was 
exp la ined . The fol lowing chapter de sc r ibes an experiment that com­
pared the two GT-MSOCC i n t e r f a c e s and inc ludes a p resen ta t ion and 




The main purpose of the experiment descr ibed in t h i s chapter i s 
t o eva lua te a supervisory control system i n t e r f a c e that was based on 
an operator function model of the system. The i n t e r f a c e incorpora tes 
dynamic, q u a l i t a t i v e icons and an alphanumeric window environment. 
The l a s t chapter demonstrated how an operator function model could 
a c t a s a cont ro l s t r u c t u r e for the appearance and contents of d i sp l ay 
windows. In t h i s chapter , an experiment to compare the model-
con t ro l l ed window/icon i n t e r f a c e with a conventional f u l l - s c r e e n 
i n t e r f a c e to the system i s desc r ibed . 
Method 
Sub jec t s 
Twenty s tudents from Georgia I n s t i t u t e of Technology, s i x t e e n 
males and four females , p a r t i c i p a t e d in the experiment. A l l s u b j e c t s 
were s tudents i n an in t roductory , undergraduate, man-machines systems 
course . 
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Exerimental Mate r i a l s 
Three s e t s of wr i t t en i n s t r u c t i o n s were used in the experiment. 
The f i r s t s e t of i n s t r u c t i o n s cons i s t ed of an in t roduct ion to the 
GT-MSOCC operator cont ro l functions (Appendix A ) . A l l twenty sub -
j e c t s rece ived t h i s introductory s e t of i n s t r u c t i o n s . The second s e t 
of i n s t r u c t i o n s explained d e t a i l e d procedures for opera t ing the s y s ­
tem with e i t he r the conventional i n t e r f a c e or the window i n t e r f a c e , 
r e s p e c t i v e l y (Appendices B and C ) . Both s e t s of procedures descr ibed 
the operator function p r i o r i t i e s and contained e x e r c i s e s to teach the 
sub jec t how to iden t i fy fau l ty communications equipment. 
Other m a t e r i a l s used in the experiment included reminding shee t s 
that provided a summary of a v a i l a b l e control commands and information 
r e q u e s t s . In add i t ion , s u b j e c t s working with the conventional i n t e r ­
face rece ived blank paper for c a l c u l a t i o n s and a t a b l e that l i s t e d 
the communications equipment required by each s p a c e c r a f t . These 
other m a t e r i a l s are l o c a t e d a t the end of Appendices B and C. 
A consent form was i s s u e d to s u b j e c t s before the experiment 
began. After a l l experimental s e s s i o n s were completed, a ques t ion ­
na i re was given to s u b j e c t s to e l i c i t t he i r opinions about the i n t e r ­
f aces and the experimental t a sk (Appendix D)• 
Procedure 
Subjec t s engaged in a t o t a l of 12 s e s s i o n s each and were pa id 5 
d o l l a r s per s e s s i o n . The length of the f i r s t three s e s s i o n s was 60 
minutes; the remaining nine s e s s i o n s l a s t e d 45 minutes. S e s s i o n s 
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were run on consecut ive days with one s e s s i o n per day. Occas ional ly 
s u b j e c t s missed one or two days or ran two s e s s i o n s in a s i n g l e day, 
with the s e s s i o n s separa ted by a t l e a s t two hours . 
Overview of Experimental S e s s i o n s . Subjec t s con t ro l l ed the GT-
MSOCC system for 12 s e s s i o n s . The f i r s t f i v e s e s s i o n s were con­
s ide red t r a i n i n g s e s s i o n s , during which s u b j e c t s rece ived o ra l 
i n s t r u c t i o n s and wr i t t en e x e r c i s e s and con t ro l l ed GT-MSOCC with and 
without a s s i s t a n c e . During t r a i n i n g s e s s i o n s , an experimenter was 
a v a i l a b l e to answer a l l s u b j e c t s 1 ques t ions re levant to operat ing 
GT-MSOCC. 
Within each s e s s i o n , three hardware f a i l u r e s and s i x software 
f a i l u r e s occurred. As descr ibed in Chapters I I and I I I , there a re 
three types of software f a i l u r e s : complete termination of data 
t r ansmiss ion , decreased r a t e of da ta t r ansmiss ion , and a high r a t e of 
e r ro r block accumulation. There were two occurrences of each of 
these software f a i l u r e s per s e s s i o n . F a i l u r e s were scheduled to 
occur a t s e t t imes on i d e n t i c a l equipment a c r o s s s u b j e c t s . However, 
s i nce not a l l s u b j e c t s operated the system opt imal ly ( e . g . , some sub ­
j e c t s neglec ted to conf igure equipment for a scheduled contact ) occa ­
s i o n a l l y f a i l u r e s occurred on d i f f e r en t p i eces of equipment. 
Every s e s s i o n , opera tors received three r eques t s for support of 
unscheduled spacec ra f t c o n t a c t s . Occurrences of equipment conf igura ­
t ion r eques t s were a l s o i d e n t i c a l ac ros s s u b j e c t s . 
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Experimental Procedure. At the beginning of Sess ion 1, s u b j e c t s 
were informed that they would ac t a s opera tors of a s imulated NASA 
s a t e l l i t e communications system. Subjec t s s igned a consent form 
s t a t i n g tha t t he i r p a r t i c i p a t i o n was voluntary and informing s u b j e c t s 
tha t payment was contingent on completion of a l l 12 s e s s i o n s . 
A l l s u b j e c t s agreed to p a r t i c i p a t e , and no one dropped out of 
the experiment. After s ign ing the form, s u b j e c t s were read an over­
view exp la in ing the purpose and g o a l s of GT-MSOCC. For the l a s t 15 
minutes of the f i r s t s e s s i o n , s u b j e c t s con t ro l l ed the system by 
reques t ing each of the information d i s p l a y s comprising the GT-MSOCC 
i n t e r f a c e . An experimenter remained with the s u b j e c t s throughout the 
f i r s t s e s s i o n and provided a s s i s t a n c e in i n t e rp re t i ng d i s p l a y s . 
During Ses s ion 2 . s u b j e c t s were read i n s t r u c t i o n s expla in ing 
d e t a i l e d procedures for operat ing GT-MSOCC using e i t he r the conven­
t i ona l i n t e r f a c e or the window/icon i n t e r f a c e . Sub jec t s rece ived 
onl ine p r a c t i c e us ing the system to compensate for each type of s y s ­
tem malfunction. An experimenter a s s i s t e d the sub jec t with r eques t ­
ing information d i s p l a y s and implementing commands to carry out 
operator cont ro l func t ions . 
Ses s ion 3 began with wr i t t en e x e r c i s e s for de tec t ing system 
f a i l u r e s . After completing the e x e r c i s e s , s u b j e c t s operated GT-MSOCC 
for approximately 45 minutes. An experimenter noted system problems 
that occurred and aided the sub jec t i n co r rec t ing these s i t u a t i o n s . 
S t a r t i n g with Sess ion 4 . s u b j e c t s con t ro l l ed the system for the 
e n t i r e s e s s i o n . An experimenter was a v a i l a b l e for the fourth and 
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f i f t h s e s s i o n s to g ive advice and answer q u e s t i o n s . The amount of 
experimenter a s s i s t a n c e during these two s e s s i o n s depended on the 
d i f f i c u l t y s u b j e c t s had supe rv i s ing and c o n t r o l l i n g the system. For 
the remaining seven s e s s i o n s (Ses s ion 6 through Ses s ion 1 2 ) , the 
experimenter did not o f f e r a s s i s t a n c e . 
After completing the l a s t s e s s i o n , s u b j e c t s rece ived a ques t ion ­
na i r e ask ing them to spec i fy p o s i t i v e and nega t ive a s p e c t s of the 
user i n t e r f a c e . Then, the purpose of the experiment was expla ined , 
and any ques t ions concerning t h i s research were addressed . 
Dependent Measures. Rather than computing one o v e r a l l measure 
of operator performance, s eve ra l measures were c o l l e c t e d to r e f l e c t 
how well s u b j e c t s operated the GT-MSOCC system. Each dependent meas­
ure r e f l e c t s operator performance on one of the control functions 
presented in the previous chapter . Tables 4 . 1 a and 4.1b provide an 
overview of the r e l a t i o n s h i p between the icon/window i n t e r f a c e , the 
control functions and the performance measures. 
Table 4 .1a l i s t s the contro l functions that a r e supported by the 
window environment and those that a r e supported by dynamic i c o n s . To 
analyze operator performance, a number of dependent measures were 
recorded, each of which required the completion of one or more con­
t r o l func t ions . Table 4.1b maps performance measures to control 
funct ions . The f i r s t dependent v a r i a b l e , time to r ep lace a component 
tha t has a hardware or software problem, measures operator pe r fo r ­
mance on monitoring, f a u l t i d e n t i f i c a t i o n , and f a u l t compensation. 
Refer r ing to Table 4 . 1 a i t can be seen that monitoring and f a u l t 
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Table 4 .1a 
The Operator Control Functions Suppported by the 
Dynamic Icons and the Window Environment 
I OPERATOR CONTROL FUNCTIONS 
j SUPPORTED BY DYNAMIC ICONS 
OPERATOR CONTROL FUNCTIONS I 
SUPPORTED BY A WINDOW ENVIRONMENT | 
I - Monitoring - Faul t Compensation | 
I - Fau l t Detect ion - Compensation for | 
| Schedule Conf l i c t s 1 
j - Configurat ion to Meet 1 
j Support Requests I 
| - S t r a t e g i c Planning | 
Table 4.1b 
The Operator Control Functions Required for Each 
Performance Measure 
1 PERFORMAMCE MEASURE I REQUIRED CONTROL FUNCTIONS I 
1 Time to r ep lace a component that 
1 has a hardware or software problem 
I Monitoring, Fau l t Detect ion, | 
I Faul t Compensation I 
I Time to configure a scheduled p a s s I Compensation for Schedule 1 
I C o n f l i c t s , S t r a t e g i c Planning | 
I Number of cor rec t responses to 
I support r e q u e s t s . Time to respond, 
I Time to configure for support 
1 Configurat ion to Meet Support I 
1 Requests | 
I Number of operator caused schedule 
I c o n f l i c t s 
1 (Poor) Faul t Compensation I 
I Number of unnecessary replacements 1 (Poor) Faul t Detect ion | 
I Time to Deconfigure Equipment I Manual Deconfigurat ion I 
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de tec t ion a re supported by dynamic icons and tha t the windowing 
environment supports f a u l t compensation. Thus, both the dynamic 
icons and the windowing environment inf luence time to r ep l ace mal­
funct ioning equipment. S i m i l a r l y , each of the other dependent v a r i ­
a b l e s provides a measure of the u t i l i t y of the dynamic i c o n s , the 
window environment, or both. An except ion i s the measure of time to 
deconfigure which can be accomplished without using e i t h e r icons or 
the window environment. 
Data for a t o t a l of eleven performance measures was analyzed. 
The performance measures can be grouped in to three broad c a t e g o r i e s : 
f a u l t compensation, equipment conf igura t ion and deconf igura t ion , and 
operator e r r o r s . Table 4 .2 l i s t s and def ines each dependent measure 
within these three c a t e g o r i e s . 
Equipment may f a i l due to e i the r hardware or software malfunc­
t i o n s . Four performance measures were c o l l e c t e d to i n d i c a t e time to 
compensate for f au l ty equipment. The four performance measures 
r e f l e c t time to co r rec t f au l ty equipment that has f a i l e d i n one of 
four ways. The f i r s t type of f a i l u r e i s due to hardware problems. A 
component that has the second type of f a i l u r e exper iences terminated 
da ta t ransmiss ion due to software problems. The th i rd kind of 
f a i l u r e i s a more s u b t l e ca se in which software problems cause da ta 
to flow a t a decreased r a t e . F i n a l l y , fau l ty software can cause da ta 
blocks to become garbled or a r r i v e out of sequence. 
To compensate for a f a i l u r e , the operator i d e n t i f i e d the mal­
functioning component and rep laced i t with a comparable opera t iona l 
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Table 4 .2 
GT-MSOCC Operator Performance Measures 
MEASURE 
FAULT COMPENSATION 
1. Time to Compensate 
for a Hardware F a i l u r e 
2 . Time to Compensate 
for Software F a i l u r e 1 
3 . Time to Compensate 
for Software F a i l u r e 2 
4 . Time to Compensate 
for Software F a i l u r e 3 
EQUIPMENT CONFIGURATION 
AND DECONFIGURATON 
5 . Time to Compensate 
for a Schedule Conf l i c t 
6. Number of Correct 
Responses 
7 . Time to Respond to 
a Support Request 
8. Time to Configure 
an Unscheduled Contact 
9. Time to Deconfigure 
OPERATOR ERRORS 
10. Number of Operator 
E r r o r s : Type 1 
OPERATOR TASK 
Replace a component that i s inoper­
ab le due to hardware malfunctioning 
Replace a component that has stopped 
p rocess ing da ta due to software bugs 
Replace a component that i s p r o c e s s ­
ing da ta a t a decreased r a t e 
Replace a component producing e r ro r 
b locks due to a software problem 
Configure a miss ion rep lac ing 
unava i l ab le scheduled equipment 
Determine the f e a s i b i l i t y of an 
unscheduled spacec ra f t contac t 
Determine the f e a s i b i l i t y of an 
unscheduled spacec ra f t contact ' 
Configure equipment for unscheduled 
miss ion support 
Deconfigure manually configured 
equipment when support i s completed 
Cause a schedul ing c o n f l i c t by us ing 
a scheduled component 
1 1 . Number of Operator 
E r r o r s : Type 2 
Replace a component that i s not 
f a i l e d 
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component. I f an operator neglected to r ep lace a f a i l e d component, 
the data point recorded was the time the f a i l u r e occurred to the time 
the m i s s i o n ( s ) us ing the f au l ty component completed da ta t r ansmis ­
s i o n . 
The next four performance measures r e f l e c t the time to configure 
or deconfigure GT-MSOCC equipment. The f i r s t of these measures (num­
bered 5 in Table 4 . 2 ) i s the time to compensate when the system 
scheduler can not conf igure equipment au tomat i ca l ly . I f any equ ip­
ment in the scheduled conf igura t ion i s unava i l ab le a t the time of the 
p a s s , equipment conf igura t ion to support the s a t e l l i t e contact 
becomes the o p e r a t o r ' s r e s p o n s i b i l i t y . There i s a three minute time 
l i m i t to conf igure equipment for a scheduled support . 
The next three measures r e f l e c t operator performance in c o n f i ­
guring equipment to support con tac t s that were not scheduled. The 
f i r s t of these measures i s the number of cor rec t responses per s e s ­
s ion to r eques t s for unschedules support . Unscheduled p a s s e s were 
requested three times each s e s s i o n so each da ta point recorded was a 
number from zero to th ree . The next measure (measure 7) was the time 
to respond to the query. Response t imes were included only when the 
operator responded c o r r e c t l y . Thus, t h i s was an unbalanced des ign , 
in that between zero and three data po in t s were c o l l e c t e d for each 
sub jec t in each s e s s i o n . When the sub jec t co r r ec t l y answered tha t 
equipment for unscheduled support could be configured, the time to 
configure equipment was recorded (measure 8 ) . 
When the operator configured or a l t e r e d an equipment s t r i n g , he 
or she deconfigured the equipment a t the completion of the con tac t . 
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Time to deconfigure equipment was the next performance measure. 
Since there was no time cons t ra in t on t h i s measure, the data point 
recorded when an operator neglected to manually deconfigure equipment 
was the time between when the event occurred and when the s e s s i o n 
ended. 
Two types of operator e r ro r s were measured. The f i r s t opera tor 
e r ror i s caus ing an equipment scheduling c o n f l i c t . Replacing nor­
mally functioning equipment i s the next e r ro r . The number of times 
tha t s u b j e c t s committed each of these e r ro r s per s e s s i o n was com­
puted. 
S t a t i s t i c a l Ana lys i s 
The l i n e a r s t a t i s t i c a l model used to analyze the data from t h i s 
experiment i s a mixed e f f e c t , balanced, nes ted f a c t o r i a l des ign . Not 
a l l dependent measures had a f ixed number of r e p e t i t i o n s per c e l l , 
and thus , the des ign in some c a s e s i s unbalanced. The main f a c t o r s 
i n t h i s experimental des ign were condi t ion and s e s s i o n . 
There were two d i sp l ay cond i t ions . Subjec t s i n the f i r s t condi­
t i on used the conventional NASA i n t e r f a c e descr ibed in Chapter I I 
tha t cons i s t ed of a dedicated co lo r graphics page and about one hun­
dred f u l l - s c r e e n , alphanumeric d i sp l ay p a g e s . This condi t ion i s 
re fe r red to a s the conventional d i s p l a y condi t ion . In the second 
d i sp l ay condi t ion, termed the window d i s p l a y condi t ion , s u b j e c t s used 
an i n t e r f a c e con t ro l l ed by a cogn i t i ve model of the o p e r a t o r ' s i n f o r ­
mation needs . This i n t e r f a c e , descr ibed in the previous chapter . 
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incorporated dynamic icons and an alphanumeric windowing environment. 
In the experimental des ign , s u b j e c t s were nes ted within condi­
t i on , s i n c e each ind iv idua l p a r t i c i p a t e d i n only one of the two 
d i s p l a y cond i t i ons . There may be a condi t ion x s e s s i o n i n t e r a c t i o n 
and a s e s s i o n x sub jec t within condi t ion i n t e r a c t i o n . No condi t ion x 
sub jec t i n t e r a c t i o n can e x i s t , however, s i n c e s u b j e c t s did not p a r t i ­
c i p a t e i n both d i s p l a y cond i t ions . S i m i l a r l y , there can be no 
three-way condi t ion x sub jec t x s e s s i o n i n t e r a c t i o n . 
Since a mixed des ign with nested f a c t o r s and unbalanced data was 
analyzed, i t was necessary to cons t ruc t approximate F s t a t i s t i c s . 
S a t t e r w a i t e ' s method (Montgomery, 1984; S a t t e r w a i t e , 1946) for 
approximating an F s t a t i s t i c by tak ing a r a t i o of l i n e a r combinations 
of expected means squares was used . The degrees of freedom for the 
numerator and denominator may not be i n t e g e r s . For these c a s e s , i t 
i s necessary to i n t e r p o l a t e in the t a b l e s of the F d i s t r i b u t i o n . 
Appendix E d e s c r i b e s the method used to cons t ruc t approximate F 
s t a t i s t i c s and to compute degrees of freedom for t h i s s tudy. 
S t a t i s t i c a l ana lyses were performed us ing the General Linear 
Model (GLM) procedure of SAS s t a t i s t i c a l software (Spec tor , Good­
n igh t , S a i l and S a r l e , 1985)• This s t a t i s t i c a l package al lows the 
user to spec i fy the l i n e a r s t a t i s t i c a l model and def ine e f f e c t s a s 
e i t he r f i xed or random. The General Linear Model procedure g i v e s the 
expected mean square for each e f f e c t , and the use r determines the 
appropr ia te numerator and denominator to c r ea t e each F s t a t i s t i c . 
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Resu l t s 
Analyses of va r iance were performed to determine the e f f e c t of 
the independent v a r i a b l e s (condi t ion , s e s s i o n , sub jec t ) on each of 
the eleven dependent measures l i s t e d in Table 4 . 2 . In t h i s a n a l y s i s , 
a nons ign i f i can t r e s u l t i s defined an e f f e c t having a s i g n i f i c a n c e 
l e v e l of g rea t e r than . 0 5 . Since the inf luence of condi t ion (conven­
t i ona l i n t e r f a c e v s . window-based i n t e r f a c e ) i s the f ac to r of 
i n t e r e s t , t h i s s ec t i on examines d i f f e rences i n sub jec t performance in 
the two d i s p l a y cond i t i ons . The e f f e c t of s e s s i o n , sub jec t nested in 
condi t ion and the inf luence of i n t e r a c t i o n e f f e c t s on performance 
measures a r e a l s o noted in the fol lowing s e c t i o n s . 
Compensation for Hardware F a i l u r e s 
When time to compensate for a hardware f a i l u r e was used a s the 
dependent measure, the e f f ec t of d i sp l ay condi t ion was not s i g n i f i ­
cant , al though group means d i f f e r ed in the expected d i r e c t i o n . That 
i s , the mean time to compensate for hardware f a i l u r e s in the conven­
t i ona l d i s p l a y condi t ion (56.4 seconds) was higher than in the window 
d i s p l a y condi t ion (42.5 s e c o n d s ) . The condi t ion x s e s s i o n i n t e r a c ­
t ion e f f e c t . F(6 ,108) = 2 .66 , p < . 0 2 , did s i g n i f i c a n t l y a f f e c t e d 
time to compensate for hardware f a i l u r e s . However, the main e f f e c t 
of s e s s i o n was not s i g n i f i c a n t . The e f f e c t of sub jec t (condi t ion) 
a l s o was not s i g n i f i c a n t , nor was the s e s s i o n x sub jec t (condi t ion) 
i n t e r a c t i o n e f f e c t . A p lo t of the means for the two d i sp l ay condi-
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t ione for each s e s s i o n i s provide i n Figure 4 . 1 a . F igure 4.1b shows 
the means for each ind iv idua l s u b j e c t . 
Compensation for Software F a i l u r e 1_: Termination of Data Flow 
The main e f f e c t of condi t ion , F ( 1 . 0 7 , 7 . 2 7 ) = 1 0 . 9 5 , p < . 0 2 , was 
s i g n i f i c a n t when time to compensate for the f i r s t type of software 
f a i l u r e was analyzed. This f a i l u r e caused the terminat ion of data 
t r ansmiss ion a t a component due to software problems. As with the 
previous measure, the mean time to compensate was g rea t e r in the con­
vent iona l d i sp l ay condi t ion (312.4 seconds) than in the window 
d i s p l a y condi t ion (56 .9 s e c o n d s ) . Also s i g n i f i c a n t was the condi t ion 
x s e s s i o n i n t e r a c t i o n , F(6 ,108) = 11 .78 , p < . 0 0 1 . The main e f f e c t 
of s e s s i o n was not s i g n i f i c a n t . No s i g n i f i c a n t d i f fe rence was 
detec ted between s u b j e c t s for sub jec t ( c o n d i t i o n ) . Nor did the s e s ­
s ion x sub j ec t (condi t ion) i n t e r a c t i o n achieve s i g n i f i c a n c e . Means 
a c r o s s s e s s i o n s and sub jec t for the two d i sp l ay condi t ions a re shown 
in F igures 4 .2a and 4 .2b . 
Compensation for Software F a i l u r e 2: Decreased Rate of Data Flow 
The second software f a i l u r e caused a decreased r a t e of da ta p ro ­
c e s s i n g a t a component. When the e f f e c t of condi t ion on time to com­
pensate for t h i s software f a i l u r e was analyzed, F ( l . 0 0 , 1 0 . 6 0 ) = 
9 2 . 0 1 , p < . 0 0 1 , the mean for the conventional condi t ion (398.98 
seconds) was s i g n i f i c a n t l y higher than the window condi t ion mean 
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s e s s i o n x subjec t (condi t ion) were the only e f f e c t s not to reach s i g ­
n i f i c a n c e . The e f f e c t s of sub jec t ( cond i t i on ) , F(18 ,108) = 2 . 0 0 , p < 
.02 and condi t ion x s e s s i o n , F(6 ,108) = 5 . 5 9 , p < .001 were both s i g ­
n i f i c a n t . P lo t s for t h i s measure a re shown in F igures 4 . 3 a and 4 . 3 b . 
Compensation for Software F a i l u r e 3_: High Error Block Rate 
Using the time to compensate for f a i l u r e s caused by high e r ro r 
block counts as the dependent v a r i a b l e ind ica ted that the main e f f e c t 
of condi t ion , F ( 1 . 0 2 , 1 3 . 2 5 ) = 18 .30 , p < . 0 0 1 , was s i g n i f i c a n t in the 
expected d i r e c t i o n . In the conventional d i s p l a y condi t ion , the mean 
was 356.7 seconds, and the window d i sp lay condi t ion mean was 206.0 
seconds . The e f f e c t of s e s s i o n and the e f f e c t of the s e s s i o n x sub­
j e c t (condi t ion) i n t e r a c t i o n on time to compensate for t h i s software 
f a i l u r e were once aga in not s i g n i f i c a n t . However, the other e f f e c t s 
were s i g n i f i c a n t : sub j ec t (condi t ion) = 2 . 3 8 , p < . 003 , and condi t ion 
x s e s s i o n , F(6 ,108) = 4 . 2 2 , p < . 0 0 1 . See Figure 4 . 4 a and 4.4b for 
p l o t s . 
Compensation for Scheduling Conf l i c t s 
The time to compensate for scheduling c o n f l i c t s was not s i g n i f i ­
cant ly a f f ec t ed by d i sp l ay condi t ion , al though the means l i e in the 
expected d i r e c t i o n , ( i . e . , 75 .9 seconds for the conventional d i s p l a y 
condi t ion and 46.9 seconds for the window d i s p l a y c o n d i t i o n ) . The 
e f f e c t s to achieve s i g n i f i c a n c e on t h i s measure were, s e s s i o n , 
F ( 6 . 0 1 , 6 . 0 2 ) = 6 . 1 8 , p < .02 and sub jec t ( cond i t i on ) , F (18 .00 ,125 .49 ) 
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= 5 . 0 3 , p < . 0 0 1 . The s i g n i f i c a n c e l e v e l was a l s o reached by the 
condi t ion x s e s s i o n i n t e r a c t i o n , F (6 .00 ,115 .23 ) = 2 . 4 2 , p < . 0 3 . As 
with a l l previous measures, the s e s s i o n x sub j ec t (condit ion) 
i n t e r a c t i o n f e l l below the s i g n i f i c a n c e l e v e l . See F igure 4 . 5 a and 
4.5b for mean t imes to compensate for scheduling c o n f l i c t s a c ro s s 
s e s s i o n and ac ro s s s u b j e c t s . 
Support of Unscheduled Spacecraf t Contacts 
Three performance measures were analyzed to r e f l e c t how wel l 
opera tors responded to reques t s for unscheduled suppor t . The f i r s t 
measure was the number of cor rec t responses per s e s s i o n . The s e s s i o n 
and sub j ec t means for t h i s dependent v a r i a b l e a re found in F igures 
4 .6a and 4 .6b . Reca l l that three support quer i e s occurred each s e s ­
s i o n . Display condi t ion was the only s i g n i f i c a n t e f f e c t on t h i s 
measure, F ( 1 . 1 0 , 1 9 . 3 2 ) = 8 .47 , p < . 0 1 . The s u b j e c t s in the window 
d i s p l a y condi t ion answered s i g n i f i c a n t l y more ques t ions co r r ec t l y 
(means were 2.14 v e r s u s 2 . 6 7 ) . The second measure was time to 
c o r r e c t l y respond to ques t i ons . Sub jec t s rece ived three reques t s per 
s e s s i o n , but only the co r r ec t responses were included in the a n a l y s i s 
of time to respond. Condition was aga in s i g n i f i c a n t , F ( 1 . 0 1 , 23.22) 
= 25 .74 , p < . 0 0 1 , and in add i t ion the e f f e c t of sub jec t (condi t ion) 
was s i g n i f i c a n t , F (18 .00 ,121 .29 ) = 5 . 8 3 , p < . 0 0 1 . F igures 4 . 7 a and 
4.7b i n d i c a t e mean times to respond to quer ies a c r o s s s e s s i o n and 
s u b j e c t . Time to conf igure equipment for unscheduled support was the 
f i n a l measure. Configurat ion time was not included in the a n a l y s i s . 
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when the sub jec t configured equipment for a support tha t was not 
f e a s i b l e . Again condi t ion , F ( 1 . 0 0 , 22.84) = 3 6 . 8 2 , p < . 0 0 1 , and 
sub jec t ( c o n d i t i o n ) , F (17 .00 ,91 .54 ) = 3 . 9 0 , p < . 0 0 1 , were the only 
two e f f e c t s to be s i g n i f i c a n t . Sub jec t s i n the window d i sp l ay condi ­
t ion answered s i g n i f i c a n t l y f a s t e r (199.3 seconds ve r sus 63.0 
seconds) and configured equipment more quickly (260.4 seconds ve r sus 
90.6 s e c o n d s ) . Mean times to configure support r eques t s a c ro s s s e s ­
s ion and sub jec t a r e p l o t t e d in F igures 4 . 8 a and 4 . 8 b . 
Deconfigurat ion 
Display condi t ion was the only main e f f e c t to s i g n i f i c a n t l y 
a f f e c t time to deconfigure an equipment s t r i n g , F ( 1 . 1 6 , 18.09) = 
6 .14 , p < . 0 2 . Sub jec t s in the window d i s p l a y condi t ion (mean = 11.1 
seconds) manually deconfigured equipment f a s t e r than those that used 
the conventional i n t e r f a c e (mean = 22.6 s e c o n d s ) . For the f i r s t 
t ime, the s e s s i o n x sub jec t (condit ion) i n t e r a c t i o n was s i g n i f i c a n t , 
F(108,768) = 1 .75, p < . 0 0 1 . However, none of the remaining e f f e c t s 
obtained s i g n i f i c a n c e . S e s s i o n , sub jec t ( cond i t i on ) , and condi t ion x 
s e s s i o n did not s i g n i f i c a n t l y inf luence performance. For each s e s ­
s ion the mean time to deconfigure i s shown in F igure 4 . 9 a ; F igure 
4.9b shows the a c r o s s sub jec t mean deconfigurat ion t ime. 
Operator Error 1^ Operator Caused Schedule Conf l i c t s 
Condition did not appear to have a s i g n i f i c a n t e f f e c t on the 
number of t imes t h i s e r ro r was committed, although the mean number of 
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operator caused schedule c o n f l i c t s was somewhat l e s s in the window 
d i s p l a y condi t ion ( .60 e r ro r s per s e s s i o n ) than in the conventional 
d i s p l a y condi t ion ( .96 e r r o r s ) . The main e f f e c t of s e s s i o n a l s o was 
not s i g n i f i c a n t . The other e f f e c t s did inf luence the occurrence of 
operator e r r o r s . Condition x s e s s i o n , F(6 ,108) = 5 . 1 9 , p < . 0 0 1 , 
r e a l i z e d a high l e v e l of s i g n i f i c a n c e . Differences between ind iv idu ­
a l s were a l s o s i g n i f i c a n t , sub j ec t ( cond i t i on ) , F(18,108) = 2 .04 , p < 
. 0 1 . Since only one da ta point was c o l l e c t e d per sub jec t for each 
s e s s i o n , t h i s was not a repeated measures des ign . Thus, the higher 
order e f f e c t of s e s s i o n x sub jec t (condit ion) i n t e r a c t i o n can not be 
analyzed. 
The measure of opera tor caused c o n f l i c t s was reanalyzed a f t e r 
system e r r o r s were d i s t i ngu i shed from t rue operator e r r o r s and system 
induced e r r o r s were removed. The reason for the r e a n a l y s i s i s 
expla ined i n d e t a i l in the d i s c u s s i o n s e c t i o n . Reana lys i s shows that 
condi t ion , F ( 1 . 1 2 , 1 3 . 1 0 ) = 4 . 6 8 , p < .05 and condi t ion x s e s s i o n , 
F(6 ,108) = 2 .72 , p < .02 were s i g n i f i c a n t . Sess ion and 
sub jec t (condi t ion) did not inf luence the occurrence of t h i s operator 
e r ro r . For every s e s s i o n the number of scheduling c o n f l i c t s caused 
by each sub jec t was recored . F igure 4 .10a shows the mean number of 
operator caused scheduled c o n f l i c t s per s e s s i o n . Data po in t s in F i g ­
ure 4.10b r e f l e c t the mean number of scheduling c o n f l i c t s each sub­
j e c t caused . F igures 4 .10a and 4.10b and information contained in 
Tables 4.3 and 4 .4 r e f l e c t r e s u l t s from the r e a n a l y s i s . 
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Operator Error 2: Unnecessary Equipment Replacements 
The main e f f e c t of condi t ion was s i g n i f i c a n t when occurrence of 
the second type of operator e r ror was analyzed, F ( 1 . 0 5 , 2 3 . 9 7 ) = 
15 .93 , p < . 0 1 . As expected, s u b j e c t s us ing the conventional i n t e r ­
face rep laced opera t iona l equipment s i g n i f i c a n t l y more times per s e s ­
s ion (1.13 e r rors v e r s u s .23 e r r o r s ) . The only other e f f e c t to 
achieve s i g n i f i c a n c e was sub jec t ( cond i t i on ) , F(18 ,108) = 1.79, p < 
. 0 4 . The e f f e c t of s e s s i o n did not qu i t e reach the s i g n i f i c a n c e 
l e v e l , F(6 ,108) = 3 . 9 3 , p < . 0 6 . No s i g n i f i c a n t i n t e r a c t i o n between 
condi t ion and s e s s i o n was d i scovered . F igures 4 .11a and 4.11b show 
p l o t s of means ac ros s s e s s i o n and s u b j e c t , r e s p e c t i v e l y . 
S i g n i f i c a n c e l e v e l s for a l l e f f e c t s on each dependent measure 
a re q u a l i t a t i v e l y summarized in Table 4 . 3 . The means and standard 
dev ia t ions for the d i s p l a y condi t ions a re provided in Table 4 . 4 . 
Subject React ions 
At the completion of the l a s t experimental s e s s i o n s u b j e c t s were 
given a q u e s t i o n n a i r e . A copy of the ques t ionna i re i s included in 
Appendix D. Sub jec t s were asked to define easy and d i f f i c u l t cont ro l 
t a s k s a s wel l a s good and poor system a t t r i b u t e s . 
Sub jec t s f i r s t defined d i f f i c u l t operator cont ro l t a s k s . In the 
window d i s p l a y condi t ion , s u b j e c t s found i t hard to conf igure equip­
ment for unscheduled support and to monitor e r ror b l o c k s . In the con­
vent iona l d i sp l ay condi t ion s u b j e c t s a l s o s t a t e d tha t these t a s k s 
were problemat ic . In addi t ion s u b j e c t s who used the conventional 
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Table 4.3 
S i g n i f i c a n c e Leve l s for Al l E f f e c t s on Each 
Performance Measure 
1 Cond x Sess x | 
] Condition Sess ion Subj(Cond) Sess Subj(Cond)I 
1 Hardware ** | 
| F a i l u r e 
I Software ** | *** | 
I F a i l u r e 1 j 
I Software *** ** | *** | 
j F a i l u r e 2 ] 
I Software *** *** | *** | 
I F a i l u r e 3 ] 
I Schedule ** *** 1 * | 
I C o n f l i c t s 1 
I Correct *** N/A | 
I Responses 
I Time to *** *** | 
I Respond 1 
I Configure 
I Requests 
*** — *** — - ! 
I Deconfigure ** — — — *** i 
1 Operator 
I Error 1 | 
• — — | ** N/A | 
I Operator 
I Error 2 
*** — — N/A | 
- denotes a nons ign i f i can t e f f e c t 
* denotes p < .05 
** denotes p < .025 
*** denotes p < .01 
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Table 4 . 4 
Means and Standard Devia t ions for the Ef fec t 
of Condition on Each Performance Measure 
! Conventional Disp lay Condition Window Display Condition Units | 
i ~ ~ i Mean S td . Dev. Mean S t d . Dev. i 
I Hardware I 
I F a i l u r e I 
56 .42 64 .04 42.45 25.62 seconds 1 
I Software 1 
1 F a i l u r e 1 | 
312.44 361.16 56.95 32 .51 seconds I 
I Software 1 
I F a i l u r e 2 j 
398.91 192.90 71.19 60.66 seconds 1 
I Software 1 
I F a i l u r e 3 1 
356.73 181.66 206.02 111.92 seconds 1 
I Schedule I 
I Conf l i c t s 1 
75.89 56.77 46.53 37.66 seconds | 
I Correct | 
I Responses 1 
2.14 0.87 2.69 0.50 per | 
s e s s i o n | 
1 Time to | 
1 Respond | 
199.31 159.09 62.97 41.62 seconds | 
I Configure 1 
I Requests | 
264.93 114.10 90.61 52.50 seconds | 
1 Deconfigure! 21.86 52.25 10.99 10.94 seconds | 
1 Operator | 
I Error 1 I 
0.70 1.07 0.16 0.40 per | 
s e s s i o n | 
1 Operator | 
I Error 2 | 
1.13 1.18 0.23 0.54 per | 
s e s s i o n | 
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i n t e r f a c e had d i f f i c u l t y monitoring data block counts for software 
f a i l u r e s , de tec t ing the source of software problems and r ep lac ing 
fau l ty equipment. 
On the ques t ionna i r e , s u b j e c t s noted a t t r i b u t e s of the f u l l 
screen or window environment which made them d i f f i c u l t to u s e . Sub­
j e c t s us ing the conventional d i s p l a y s f e l t tha t unused information 
contained in the d i s p l a y s slowed the time i t took to f ind re levan t 
information. As one sub jec t s t a t e d , "the unused information 
d i sp layed c l u t t e r s the sc reen" . In the conventional d i s p l a y condi ­
t i on , most s u b j e c t s wrote that they had d i f f i c u l t y switching between 
screens and i n t e g r a t i n g information, " i t ' s tough to analyze s i x d i f ­
ferent sc reens to get one f a c t . " 
Improvements to the window environment were sugges ted by sub ­
j e c t s in the window d i sp l ay condi t ion . Subjec t s sugges ted having a 
command tha t erased a l l use r defined windows except the event l o g and 
the o v e r a l l system schedule . Apparently many s u b j e c t s d i sp layed 
these windows cont inua l ly and were forced to r e c a l l them every time 
they i s s u e d the command to e r a s e a l l windows. One sub jec t s a i d the 
o v e r a l l schedule obs t ructed other windows, but ind ica ted t h i s was due 
to i t s s i z e , not p o s i t i o n i n g . This sub jec t f e l t accomplishing system 
t a s k s was f a c i l i t a t e d by windows of the same type appearing in the 
same p l a c e each t ime, but she would have l i k e d control of r e p o s i t i o n ­
ing windows once they appeared. 
Whereas most s u b j e c t s who worked with the conventional i n t e r f a c e 
found monitoring and de tec t ing equipment for decreased r a t e of data 
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flow d i f f i c u l t , most s u b j e c t s i n the window d i sp l ay s t a t e d that these 
were easy t a s k s . One sub jec t wrote, " a l l you had to do was glance a t 
them ( s p i g o t icons) and you could t e l l i f something was wrong." 
Another s t a t e d , "the idea of f auce t s pouring in information was very 
easy to understand, i t made the whole thing e a s y . " In add i t i on , sub­
j e c t s i n the window d i s p l a y condi t ion found rep lac ing equipment easy , 
"because the computer did most of the work for you ." 
In both d i s p l a y cond i t ions , but more so in the window d i s p l a y 
condi t ion , s u b j e c t s s t a t e d that equipment deconf igura t ion was an easy 
t a s k . 
Sub jec t s who used the conventional i n t e r f a c e found rep lac ing 
c e r t a i n types of equipment easy , although many s u b j e c t s s t a t e d that 
i n general equipment replacement was d i f f i c u l t . A few mentioned tha t 
the o v e r a l l schedule was useful when attempting to find replacement 
components, "the MSOCC schedule g i v e s a l i s t of a l l (scheduled) 
equipment so you don ' t have to switch screens to look up equipment 
a v a i l a b i l i t y . " Most s u b j e c t s in the conventional d i s p l a y condi t ion 
f e l t the ded ica ted , graphics conf igura t ion and s t a t u s page made con­
t r o l l i n g the system e a s i e r . They f e l t that co lo r coded equipment 
made the operator t a s k s e a s i e r , and they l i ked how the d i s p l a y p ro­
vided an overview of the current a l l o c a t i o n of a l l GT-MSOCC equip­
ment. 
The general r eac t ions t o the system i n d i c a t e that s u b j e c t s in 
both condi t ions f e l t tha t operat ing the system was d i f f i c u l t when a 
number of t a s k s demanded a t t en t ion s imul taneously . In the 
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conventional d i sp l ay condi t ion some s u b j e c t s f e l t overwhelmed by t h i s 
s i t u a t i o n , "a t times the load was too much to expect from the opera­
t o r . " Others enjoyed i t , "when things got busy i t gave you a l i t t l e 
cha l lenge which was fun." Comments from s u b j e c t s i n d i c a t e that the 
workload may have been l e s s i n the window d i s p l a y condi t ion . Sub­
j e c t s u s ing the window i n t e r f a c e s t a t e d that although a busy system 
was more d i f f i c u l t to operate , the t a s k was not always demanding. One 
wrote, "There w^re t imes when I was busy for 10 minutes s t r a i g h t , 
there were a l s o times when I could s i t back for 10 minutes ." A sub ­
j e c t who used the conventional i n t e r f a c e gave a d i f f e r en t account of 
the system operat ion s t a t i n g tha t " there was not much f ree time 
between commands". 
Sub jec t s in both d i s p l a y condi t ions s a i d they enjoyed p a r t i c i ­
pa t ing i n the experiment but f e l t that t h i s would be a monotonous 
f u l l time j o b . 
Discuss ion 
This s ec t i on p resen t s a more d e t a i l e d d i s c u s s i o n and i n t e r p r e t a ­
t ion of the experimental r e s u l t s . 
The Ef fec t of Condition on Performance 
The r e s u l t s obtained from the s t a t i s t i c a l ana lyses i n d i c a t e that 
condi t ion i s a major determinant of operator performance. Most ana­
l y s e s of the dependent v a r i a b l e s showed that the opera tors con t ro l l ed 
the GT-MSOCC system more e f f e c t i v e l y us ing the window-based 
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i n t e r f a c e . When the e f f e c t of condi t ion was not s i g n i f i c a n t , a l l the 
mean performance times followed the same trend, i . e . , super io r per ­
formance in the window d i sp l ay condi t ion . 
Condition did not s i g n i f i c a n t l y a f f e c t time to compensate for 
hardware f a i l u r e s , although the window d i s p l a y condi t ion produced a 
lower mean time (42.5 seconds v e r s u s 56 .4 s e c o n d s ) . Compensation for 
a hardware f a i l u r e i s comprised of two a c t i v i t i e s , i . e . , i den t i fy ing 
the f au l ty component and rep lac ing i t . The conventional i n t e r f a c e 
provided the operator a simple means for car ry ing out the f i r s t of 
these a c t i v i t i e s . When a p iece of equipment had a hardware f a i l u r e , 
a r ep resen ta t ion of the component turned to red on the dedicated 
s t a t u s and conf igura t ion page (Figure 2 . 2 ) . Unfortunately, no s imple 
means was provided for f inding replacement hardware. In the conven­
t i ona l d i s p l a y condi t ion , information from a t l e a s t three pages on 
three te rmina ls had to be in t eg ra t ed to iden t i fy a candidate r e p l a c e ­
ment component. I t i s p o s s i b l e that both condi t ions provided ade­
quate d i s p l a y s for hardware f a i l u r e de tec t ion ; a id ing windows in the 
window d i s p l a y condi t ion , however, may have provided a quicker means 
for i den t i fy ing replacements . 
Software f a i l u r e s were more s u b t l e system malfunct ions, where 
equipment was s t i l l opera t iona l but was degrading the da ta flow or 
q u a l i t y . Subjec ts i n the conventional d i s p l a y condi t ion in fe r red 
da ta flow and qua l i t y from monitoring updating da ta and e r ro r block 
counts in order to diagnose software problems. Information was 
i n t eg ra t ed from schedule and equipment s t a t u s d i s p l a y s to iden t i fy 
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replacement components. Subjec t s a s s igned to the window d i sp l ay con­
d i t i o n compensated for software f a i l u r e s more r a p i d l y . They used 
dynamic icons for f a u l t i d e n t i f i c a t i o n and a id ing windows to de t e r ­
mine candida te replacements . 
The time to compensate for a scheduling c o n f l i c t was not s i g n i ­
f i c a n t l y a f f ec t ed by condi t ion , although i t took longer to compensate 
in the conventional d i s p l a y condi t ion (75.9 seconds ve r sus 46.5 
s e c o n d s ) . A p o s s i b l e explanat ion for t h i s i s that s u b j e c t s us ing the 
t r a d i t i o n a l i n t e r f a c e were more aware of p o t e n t i a l problems and were 
more l i k e l y to plan for t h e i r occurrence. The t r a d i t i o n a l i n t e r f a c e 
d i sp layed a dedicated page that co lor coded f a i l e d equipment in red . 
With the window i n t e r f a c e , t h i s information was embedded in seven 
s t a t u s windows. 
Subjec t s i n both condi t ions were forced to r e f e r to s t a t u s and 
schedule information fo r planning. Subjec t s who used the t r a d i t i o n a l 
i n t e r f a c e were more accustomed to da ta r e t r i e v a l from schedu les . I t 
i s p o s s i b l e that in the a n a l y s i s of time to compensate for scheduling 
c o n f l i c t s , the b e n e f i c i a l e f f e c t s of online a id ing in the window 
d i s p l a y condi t ion was dampened by planning that occurred in the con­
vent iona l d i sp l ay condi t ion . 
On the next measure, number of cor rec t responses to r eques t s fo r 
unscheudled support , s u b j e c t s who used the window i n t e r f a c e answered 
s i g n i f i c a n t l y more que r i e s c o r r e c t l y . These s u b j e c t s a l s o took l e s s 
time to respond r e q u e s t s , and when support was f e a s i b l e , they c o n f i g ­
ured equipment for the unscheduled contac ts more r a p i d l y . 
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A somewhat unexpected r e s u l t was tha t s u b j e c t s in the window 
d i sp l ay condi t ion took s i g n i f i c a n t l y l e s s time to deconfigure equip­
ment. Both groups rece ived the same message to deconfigure an equip­
ment s t r i n g ( e . g . , ERBE support ended: deconfigure manually) and both 
groups were simply requi red to enter a command f ree ing equipment 
( e . g . , Deconfigure ERBE). Subjec t s were a l s o t o l d that deconf igura­
t i on should preempt any current operator t a s k . In s p i t e of t h i s , 
s u b j e c t s in the window d i s p l a y condi t ion (mean = 11.1 seconds) took 
s i g n i f i c a n t l y l e s s time than those in the conventional d i s p l a y condi­
t ion (mean = 22.4 seconds) to deconfigure equipment. 
One explanat ion i s that s u b j e c t s us ing the conventional i n t e r ­
face had a heavier workload, thereby caus ing these i n d i v i d u a l s to 
f a i l to acknowledge or delay in responding to the message to decon­
f i g u r e . Another p o s s i b l e explanat ion i s that in the window d i s p l a y 
condi t ion the miss ion icon with an empty time bar and terminated da ta 
flow ac ted a s a secondary a l e r t that a s a t e l l i t e had completed 
t r ansmis s ion . 
Condition did not have a s i g n i f i c a n t e f f e c t upon the number of 
operator caused schedule c o n f l i c t s . This opera tor e r ror can be com­
mit ted i n two ways. Ei ther the operator a l l o c a t e s a scheduled com­
ponent to another miss ion , or e l s e the operator neg l ec t s to deconf ig­
ure equipment before i t i s scheduled to support another spacec ra f t 
con tac t . 
An examination of GT-MSOCC system events showed that in some 
ins t ances time between spacec ra f t contac ts was so b r i e f tha t 
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opera tors were not provided a reasonable per iod to deconfigure equip­
ment before i t was aga in scheduled. To discount these i n s t a n c e s , 
when an operator had 15 seconds or l e s s to deconfigure system c o n f i g ­
ured equipment, a r e s u l t i n g scheduling c o n f l i c t was deemed a s system 
induced. In a l l c a s e s , when the system scheduled a component on two 
consecut ive mi s s ions , the f i r s t of which required manual deconf igura-
t ion , the contac ts were scheduled e i the r under 15 seconds apar t or 
over 60 seconds a p a r t . Thus, f i f t e e n seconds was chosen a s the break 
between system induced and operator induced e r r o r s . 
After e r ro r s induced by the system were separa ted from ac tua l 
operator e r r o r s , the inf luence of condit ion on operator caused 
schedule c o n f l i c t was reanalyzed. The r e a n a l y s i s showed condi t ion to 
have a s i g n i f i c a n t e f f e c t on the occurrence of operator e r r o r s , 
F ( 1 . 1 2 , 1 3 . 1 0 ) = 4 . 6 8 , p <• . 0 5 . The mean number of operator caused 
schedule c o n f l i c t s per s e s s i o n was .70 in the conventional d i sp l ay 
condi t ion and .16 in the window d i s p l a y condi t ion . Poor equipment 
scheduling by the system was r e spons ib l e for a number of scheduling 
c o n f l i c t s . Had t h i s not been the c a s e , opera tors us ing the window 
i n t e r f a c e would have caused s i g n i f i c a n t l y l e s s schedule c o n f l i c t s . 
Subjec t s working with the conventional i n t e r f a c e more often 
mis in te rp re ted components a s f a u l t y and rep laced normally functioning 
equipment. This s u g g e s t s that the updating alphanumeric da ta and 
e r ror block counts on f u l l screen d i s p l a y s in the conventional i n t e r ­
face were problematic for opera tors to i n t e r p r e t . Faul t de tec t ion 
was more accura te us ing the dynamic icons tha t represented da ta 
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t ransmiss ion through equipment. 
Summary. The e f f e c t s of d i s p l a y condi t ion on the performance 
measures can be summarized as fo l l ows : 
1. Condition did not s i g n i f i c a n t l y inf luence time to com­
pensate for hardware f a i l u r e s , although the mean time was 
lower in the window d i s p l a y condi t ion . One i n t e r p r e t a t i o n 
i s that the s t a t u s and conf igura t ion page in the convention­
a l i n t e r f a c e served a s an adequate means for diagnosing 
hardware f a i l u r e s . 
2 . The window i n t e r f a c e enabled s u b j e c t s to compensate for 
software f a i l u r e s more r a p i d l y . 
3 . Although the trend was for be t t e r performance in the 
window d i s p l a y condi t ion , there was no s i g n i f i c a n t d i f f e r ­
ence in time to compensate for scheduling problems. Perhaps 
t h i s was because s u b j e c t s using the conventional i n t e r f a c e 
planned for these even t s . 
4. In the window d i sp l ay condi t ion , s u b j e c t s 1 responses to 
r eques t s fo r unscheduled support were co r rec t more of ten. 
These s u b j e c t s responded to que r i e s more qu ick ly , and they 
took l e s s time to conf igure equipment for the s a t e l l i t e con­
t a c t s . 
5 . Sub jec t s i n the window d i s p l a y condi t ion more quickly 
deconfigured equipment, thereby f reeing i t for other u s e . 
6 . Performance in the window d i sp l ay condi t ion was more a c ­
c u r a t e . Operators caused fewer scheduling c o n f l i c t s and were 
l e s s l i k e l y to rep lace normally functioning equipment. 
The Effec t of Ses s ion on Performance 
The main e f f e c t of s e s s i o n was nons ign i f i can t on every measure 
except compensation for scheduling c o n f l i c t s . For t h i s measure, the 
mean of the f i r s t experimental s e s s i o n was s i g n i f i c a n t l y higher than 
every other mean, sugges t ing tha t even a f t e r f i v e t r a i n i n g s e s s i o n s 
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s u b j e c t s were having d i f f i c u l t y implementing t h i s command. On every 
other measure the inf luence of s e s s i o n was n e g l i g i b l e . However, the 
s e s s i o n x condi t ion i n t e r a c t i o n was s i g n i f i c a n t on seven of eleven 
measures. This i n d i c a t e s that the d i f fe rence between the means of 
the two d i s p l a y condi t ions was not cons i s t en t a c r o s s s e s s i o n s . 
Examination of p l o t s of d i sp l ay condi t ions a c r o s s s e s s i o n s i s 
necessary to determine why the two d i sp lay condi t ions did not d i f f e r 
c o n s i s t e n t l y ac ros s s e s s i o n s . P l o t s of the means over s e s s i o n s for 
the two d i s p l a y condi t ions show that in many c a s e s performance in the 
window d i s p l a y condi t ion was s t a b l e ac ros s s e s s i o n s and performance 
in the conventional d i s p l a y i n t e r f a c e was not . Of the eleven depen­
dent measures , f i v e showed uniform performance ac ro s s s e s s i o n s in the 
window d i s p l a y condi t ion . This i s apperant in F igures 4 . 2 a . 4 . 3 a , 
4 . 7 a , 4 . 8 a and 4 . 9 a which dep ic t the a c r o s s s e s s i o n means for time to 
compensate for components with no da ta flow, time to compensate for 
components with p a r t i a l da ta flow r a t e , time to respond to r eques t s 
for unscheduled suppor t , time to conf igure unscheduled c o n t a c t s , and 
time to deconfigure equipment. Since the means va r i ed in one condi­
t i on and not the other, the d i f fe rence between d i sp l ay condi t ion 
means was not cons i s t en t a c ro s s s e s s i o n s , c r ea t i ng for some of these 
measures ( represented in F igures 4 . 2 a and 4 .3a ) a s i g n i f i c a n t s e s s i o n 
x condi t ion i n t e r a c t i o n e f f e c t . These p l o t s show g raph ica l l y that 
performance was not only b e t t e r in the window d i s p l a y condi t ion , but 
a l s o more s t a b l e . These r e s u l t s sugges t that for s u b j e c t s us ing the 
conventional i n t e r f a c e , speed and accuracy on these measures vary 
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depending on the s e r i e s of system events . 
On the measures time to compensate for high e r ro r block count 
(Figure 4 . 4 a ) , number of operator caused schedule c o n f l i c t s (Figure 
4 .10a) and number of unnecessary replacements (Figure 4 .11a) a c ro s s 
s e s s i o n performance within the window d i sp l au condi t ion i s more v a r i ­
ab le than with the previous f i v e measures. However, a c r o s s s e s s i o n 
performance s t i l l appears to be l e s s v a r i a b l e than in the conven­
t i ona l d i s p l a y condi t ion . 
The three remaining measures show comparable v a r i a b i l i t y a c ro s s 
s e s s i o n in the two d i s p l a y cond i t ions . These three measures a re time 
to compensate for harware f a i l u r e s (Figure 4 . 1 a shows comparable 
ac ro s s s e s s i o n v a r i a b i l i t y between the two condi t ions i n the l a s t 
four s e s s i o n s ) , time to compensate for scheduling c o n f l i c t s (F igure 
4 . 5 a ) , and number of cor rec t responses to r eques t s for unscheudled 
support (F igure 4 . 6 a ) . 
Examination of p l o t s of mean performace scores a c r o s s s e s s i o n by 
d i sp l ay condi t ion s u g g e s t s tha t the window d i s p l a y condi t ion induced 
more s t a b l e performance ac ros s s e s s i o n s . The measures on which per­
formance in the window d i sp l ay condi t ion e x h i b i t s v a r i a b i l i t y may 
i nd i ca t e a need to improve some a s p e c t s of the window i n t e r f a c e . 
The Effec t of Subject on Performance 
Individual performance w a s . s i g n i f i c a n t l y d i f f e r en t on s i x of 
eleven dependent measures (Table 4 . 3 ) . The e f f ec t of sub jec t did not 
s i g n i f i c a n t l y inf luence performance on the e a s i e r t a s k s such a s 
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deconfiguring equipment, compensating for hardware f a i l u r e s , and 
de tec t ing terminated da ta flow. Indiv idual d i f f e rences d id inf luence 
performance on compensation for the more sub t l e sofware f a i l u r e s and 
inf luenced the number of operator e r ro r s committed. Dif ferences may 
be due to ind iv idua l t a l e n t or to the s t r a t e g i e s developed by sub­
j e c t s . F igures 4.1b to 4.11b provide p l o t s of sub jec t performance 
ac ro s s s e s s i o n s in the two d i sp lay cond i t ions . For many of the meas­
ures performance in the window d i s p l a y condi t ion was s t a b l e a c ro s s 
s u b j e c t s , whereas the conventional d i sp l ay condi t ion produced v a r i ­
ab le performance a c r o s s s u b j e c t s . This f inding s u g g e s t s tha t in the 
conventional d i sp l ay condi t ion s e l e c t i o n and t r a in ing of the GT-MSOCC 
operator a re important c o n s i d e r a t i o n s . 
Conclusions 
In conclus ion, the e f f e c t of d i s p l a y condi t ion was ' s i g n i f i c a n t 
for the major i ty of dependent measures. When d i sp l ay condi t ion did 
inf luence operator performance, opera tors us ing the window-based 
i n t e r f a c e c o n s i s t e n t l y produced b e t t e r performance. The two depen­
dent measures that were not s i g n i f i c a n t l y influenced by d i sp l ay con­
d i t i on were the time to compensate for a hardware f a i l u r e and the 
time to compensate for an automated schedule c o n f l i c t . Although 
these were nons ign i f ican t dependent measures, t he i r means i n d i c a t e 
the same t rend: be t t e r performance in the window d i s p l a y condi t ion . 
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On many dependent measures not only was performance be t t e r in 
the window d i sp lay condi t ion , i t was a l s o more p r e d i c t a b l e ( i . e . , 
s t a b l e performance a c r o s s s e s s i o n and s u b j e c t s ) . On some measures, 
however, the window d i sp l ay condi t ion did not l ead to s i g n i f i c a n t l y 
be t t e r performance, and on others there was v a r i a b i l i t y a c r o s s s e s ­
s ions or s u b j e c t s . These f indings may r e f l e c t flaws in implementing 
the i n t e r f a c e des ign . In the next chapter , p o t e n t i a l reasons for 
these r e s u l t s a re d i s cus sed and improvements to the GT-MSOCC i n t e r ­
face a re sugges ted . Implementing the modif ica t ions may r e s u l t in 
improved performance and reduced v a r i a b i l i t y a c r o s s s e s s i o n s and sub ­




The preceding chapter found d i s p l a y condi t ion to be a s i g n i f i ­
cant determinant of operator performance in monitoring and con t ro l ­
l i n g a supervisory cont ro l system. Subjec ts us ing the window i n t e r ­
face con t ro l l ed the system more e f f e c t i v e l y and made fewer e r ro r s 
than the s u b j e c t s us ing the conventional i n t e r f a c e . In t h i s chapter , 
modi f ica t ions to improve the GT-MSOCC window i n t e r f a c e further a re 
recommended. Measures on which there was high v a r i a b i l i t y in the 
window d i s p l a y condi t ion a c r o s s s u b j e c t s or ac ros s s e s s i o n s a re exam­
ined a s p o t e n t i a l l y problematic des ign a r e a s . The measures on which 
performance was not s i g n i f i c a n t l y d i f f e ren t in the two d i s p l a y condi­
t i ons a re a l s o re-examined. This examination i s used to sugges t p o s ­
s i b l e modi f i ca t ions to the GT-MSOCC i n t e r f a c e which i s followed by 
sugges t ions for further resea rch . F i n a l l y , the use of such an i n t e r ­
face for rea l -wor ld supervisory control systems i s cons idered . 
Improvements to the GT-MSOCC In te r f ace 
The window d i sp l ay condi t ion was not s i g n i f i c a n t l y b e t t e r than 
the conventional d i s p l a y condi t ion for two of the eleven performance 
measures ( i . e . , compensation for hardware f a i l u r e s and compensation 
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for automated schedule problems) . F igure 4 .1a shows tha t , in the 
l a s t four experimental s e s s i o n s , mean time to compensate for hardware 
f a i l u r e s was comparable in the two d i sp l ay cond i t i ons . When a 
hardware f a i l u r e occurred, an operator us ing the conventional i n t e r ­
face was immediately n o t i f i e d ; an icon represen t ing the f a i l u r e 
turned r ed . In the window d i s p l a y condi t ion , however, hardware 
f a i l u r e s were no e a s i e r to detect than the more s u b t l e software prob­
lems. Whether the problem was caused by hardware or software mal­
funct ioning, i n i t i a l l y the symptom was the same: decreased flow r a t e 
on the miss ion icon . In s t ead , the miss ion icon in the window d i sp l ay 
condi t ion could be modified to i n d i c a t e more c l e a r l y tha t a hardware 
f a i l u r e had occurred. When a component f a i l e d , the miss ion icon for 
the s a t e l l i t e support ing the component could turn red . This would 
provide an obvious mechanism to inform the operator that a component 
within the miss ion conf igura t ion s t r i n g was f a i l e d . 
The second measure on which condi t ion f a i l e d to be s i g n i f i c a n t 
was time to compensate for automated schedule problems. Some sub­
j e c t s in the window d i s p l a y condi t ion did not i s s u e the co r r ec t com­
mand (HELP CONFIGURE) to a c c e s s the s e t of needed windows. In s t ead , 
they used a s e r i e s of HELP REPLACE commands to a c c e s s each required 
window. A simple modif ica t ion would have the window i n t e r f a c e r e j e c t 
the HELP REPLACE command when a component was scheduled but not in 
u s e . Thus, the system would r e j e c t the inappropr ia te command and 
encourage the operator to use the co r r ec t command. 
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Another modi f ica t ion that might decrease time to compensate for 
automated schedule problems in the window i n t e r f a c e would be to p ro­
v ide the opera tors a i d i n planning for these s i t u a t i o n s . The i n fo r ­
mation tha t should be provided to the operator i s s p e c i f i e d in the 
GT-MSOCC operator model within the plan to compensate for known 
future problems function (Figure 3 . 2 f ) . A "HELP PLAN" command could 
be implemented to inform the operator which components were current ly 
f a i l e d , when f a i l e d equipment was l i k e l y to cause scheduling con­
f l i c t s , and what equipment was a v a i l a b l e to se rve a s replacements . 
Although time to compensate for a high r a t e of e r ro r b locks was 
s i g n i f i c a n t l y l e s s i n the window d i sp l ay condi t ion , opera tors did not 
cor rec t t h i s software problem as quickly a s they did other software 
f a i l u r e . Mean times to compensate for the three types of software 
f a i l u r e s a r e shown in Table 4 . 4 . This was probably due to the manner 
in which the miss ion icon in the window i n t e r f a c e represented e r ro r 
block t r ansmis s ion . The other software f a i l u r e s were de tec ted by 
observing da ta t r ansmiss ion that was represented a s r a t e of change. 
When a problem occurred, the decreased r a t e was immediately n o t i c e ­
a b l e . Error block t r ansmiss ion , on the other hand, was represented 
a s the t o t a l amount accumulated. Thus, an e r ro r t ransmiss ion problem 
was apparent only a f t e r s eve ra l updates with high e r ro r block produc­
t i o n . This r e s u l t may i n d i c a t e that the r ep resen ta t ion of e r ror 
block t ransmiss ion would be b e t t e r when depic ted a s r a t e of change on 
the dynamic i c o n s . 
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In the window d i sp l ay condit ion the number of co r r ec t l y answered 
ques t ions showed v a r i a b i l i t y a c r o s s s e s s i o n (Figure A.6a) and a c r o s s 
sub jec t (Figure 4 . 6 b ) . When an operator requested suppor t , the win­
dows o c c a s i o n a l l y provided information tha t was no longer accura te 
when the ques t ion was answered a few seconds l a t e r . Windows could be 
improved by taking in to account the operator response t ime. 
The mean number of operator caused schedule c o n f l i c t s was a l s o 
v a r i a b l e a c r o s s s e s s i o n and s u b j e c t . One reason c o n f l i c t occurred 
was because equipment was not deconfigured before i t was again 
scheduled. Aiding windows occas iona l ly induced t h i s s i t u a t i o n by 
providing replacements that were unscheduled over a per iod that did 
not account for the time required to deconfigure equipment. Deconfi-
gura t ion time probably should be incorporated in to the algori thm that 
s e l e c t s candidate replacement hardware. 
As a f i n a l note , the underlying 6T-MS0CC s imula t ion should a l s o 
be modified so that the sys t em ' s automated scheduler accounts for 
deconf igura t ion time between two scheduled uses for a p i ece of equip­
ment. Occas iona l ly , due to the manner of equipment schedul ing , 
opera tors were not provided with a reasonable per iod to deconfigure 
scheduled c o n f l i c t s , and thus , scheduling c o n f l i c t s r e s u l t e d . 
Future Research 
This t h e s i s provided an i l l u s t r a t i o n of the implementation of 
i n t e l l i g e n t windows. Windows appeared when and where they were needed 
and provided information required to perform the operator func t ions . 
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However, the resea rch did not d i r e c t l y address a more b a s i c ques t ion : 
t o what degree was the window environment r e spons ib l e for the f a c i l i ­
t a t i o n of information r e t r i e v a l for opera tors of the complex super­
v i s o r y cont ro l system? A c r e a t i v e researcher may be ab l e to use 
e x i s t i n g da ta from t h i s experiment to s epa ra t e the cont r ibu t ions of 
the operator function model, the dynamic icon d i sp l ay and the window 
environment. For example, f a u l t compensation can be divided in to two 
t a s k s : de t ec t ing f a u l t y components and r ep lac ing them. The f i r s t 
t a s k i s accomplished us ing the dynamic i c o n s , the second us ing com­
puter windows. 
Future resea rch could d i r e c t l y address the ques t ion of whether 
the model, the window environment or both enhanced operator funct ion­
ing by implementing a new f u l l sc reen i n t e r f a c e that i s based on a 
model of the opera tors information needs for accomplishing control 
t a s k s . The window and f u l l screen condi t ions could then be compared 
to provide a c l e a r e r i nd ica t ion of the cont r ibut ion of computer win­
dows. 
Another research a rea i s the e f f e c t of the use r i n t e r f a c e a f t e r 
c e r t a i n system parameters a re modif ied. The parameters of GT-MSOCC 
may be a l t e r e d to s imula te a more heavi ly loaded system in which 
equipment i s scheduled to support a higher average number of con­
current m i s s i o n s . Other system parameters may a l s o be a l t e r e d . For 
example, the number of equipment f a i l u r e s and reques t s for support 
can be e i t he r increased or decreased . In add i t ion , the e f f e c t s of 
varying s e s s i o n lengths might be examined. I t may be the c a s e that 
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using the conventional i n t e r f a c e for an e ight hour day would exhaust 
an operator due to the l e v e l of concentrat ion and the amount of e l e ­
mentary c a l c u l a t i o n involved. 
GT-MSOCC i s a high f i d e l i t y s imula t ion , and a s such can se rve a s 
an experimental too l for a p p l i c a t i o n s beyond windowing technology and 
i n t e r f a c e des ign . Given the high f i d e l i t y of the GT-MSOCC s imula ­
t ion , t h i s experimental environment can serve a s a tool for s tudying 
a number of other a p p l i c a t i o n s . For example, GT-MSOCC could be used 
a s a t e s tbed to study a id ing dev ices or operator t r a in ing methods. 
Concluding Comments 
As a high f i d e l i t y s imula t ion , GT-MSOCC provides i n s i g h t a s to 
how a model-based window i n t e r f a c e might improve operator performance 
in a r ea l supervisory contro l system. The o v e r a l l goal in con t ro l ­
l i n g the ac tua l MSOCC system i s to maximize the amount of da ta c a p ­
tured and to ensure the qua l i t y of recorded d a t a . The conventional 
NASA i n t e r f a c e to the MSOCC system presents f u l l screen pages of 
updating numbers to r e f l e c t system functioning together with pages of 
miss ion and component schedules to r e f l e c t equipment u s e . This 
research sugges t s that such a system induces operator e r ror and does 
not f a c i l i t a t e quick compensation for system problems. A model-
based, window i n t e r f a c e to the MSOCC system would be l i k e l y to 
decrease time to de tec t and co r rec t f a u l t s , and thus i n c r e a s e the 
amount of q u a l i t y data captured. Resu l t s i n d i c a t e co r rec t responses 
to ques t ions about the f e a s i b i l i t y of unscheduled support a re higher 
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and that operator response time i s lower with the window i n t e r f a c e . 
In add i t i on , performance ac ro s s s u b j e c t s and ac ro s s s e s s i o n s i s 
s t a b l e . The important impl ica t ion i s that in a r e a l system, operator 
responses to emergency support r eques t s would be more a c c u r a t e , f a s ­
t e r and more p r e d i c t a b l e . 
Experimental r e s u l t s apply to systems beyond the s p e c i f i c MSOCC 
s a t e l l i t e system. MSOCC was s e l e c t e d a s a t y p i c a l cont ro l room 
environment, and the r e s u l t s from the GT-MSOCC s imula t ion provide 
s t rong support that operator performance can be g r e a t l y influenced by 
the user i n t e r f a c e . In the wider a rea of supervisory con t ro l , an 
i n t e r f a c e that d i s p l a y s t a sk s p e c i f i c information contained in com­
puter windows a t the appropr ia te time and on a s i n g l e screen may p ro ­
v ide a super io r methodology over conventional i n t e r f a c e des ign . 
Ill 
APPENDIX A 
I n i t i a l GT-MSOCC Operator In s t ruc t ions 
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GEORGIA TECH-MULTISATELLITE OPERATIONS CONTROL CENTER: 
(GT-MSOCC) OPERATOR 
Here a t Georgia Tech we have b u i l t GT-MSOCC, a control room 
s imula tor of a NASA s a t e l l i t e communications system. Your job i s to 
perform the r o l e of the operator of t h i s s imulated control system. 
The GT-MSOCC operator manages the s a t e l l i t e communication and com­
puter equipment needed to communicate with near -ear th o rb i t i ng NASA 
s p a c e c r a f t . Your r e s p o n s i b i l i t i e s w i l l be explained in d e t a i l a f t e r 
a b r i e f d e s c r i p t i o n of the ove ra l l system. 
Int roduct ion to NASA-Godard 
NASA-Goddard Space F l i g h t Center (GSFC) current ly has 16 opera­
t i ona l s a t e l l i t e s inc luding Lansa t , Atmospheric Explorer and Dynamic 
Explore r . These s a t e l l i t e s o r b i t the ear th gather ing da ta about the 
weather, atmosphere, sun and ea r th . The s a t e l l i t e s p e r i o d i c a l l y 
t ransmit t h e i r s c i e n t i f i c da ta or " telemetry" t o an ear th groundsta-
t ion which in turn forwards data on to GSFC. Contact with a s p a c e ­
c r a f t i s b r i e f , and may only be made while the s p a c e c r a f t ' s o rb i t i s 
within the range of a g rounds t a t i on ' s communication equipment. When 
the spacec ra f t p a s s e s out of range, communication i s ended. Each 
contact with a spacec ra f t i s c a l l e d a p a s s ; the durat ion of a pass i s 
t y p i c a l l y about ten minutes. 
During a p a s s , the spacec ra f t sends data down to GSFC, and mi s ­
s ion c o n t r o l l e r s a t GSFC send back commands a s well a s check the 
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ove ra l l heal th and s a f e t y of the s p a c e c r a f t . Two types of data a re 
t ransmit ted by the s p a c e c r a f t : telemetry da ta and nontelemetry d a t a . 
Telemetry i s sc ience da ta , gathered by the s c i e n t i f i c instruments 
onboard the s p a c e c r a f t . Nontelemetry data a re heal th and s a f e t y data 
t ransmit ted by the s p a c e c r a f t , e . g . . measurements of the s p a c e c r a f t ' s 
p o s i t i o n in space and in te rna l equipment s t a t u s . 
At GSFC. human opera tors manage and control each s p a c e c r a f t . 
S p a c e c r a f t - s p e c i f i c opera tors work in Missions Operation Rooms 
(MORs)• MORs a re s t a f f e d 24 hours a day. seven days a week to 
r ece ive te lemetry , to monitor the s p a c e c r a f t ' s s t a t u s , and to i s s u e 
new spacec ra f t commands. The fourteen MORs use a number of computers 
and communication systems for r e a l time i n t e r a c t i o n with s p a c e c r a f t . 
Although communication with each spacec ra f t occurs approximately 
twenty time in a twenty-four hour day, the durat ion of each pass i s 
only about ten minutes . As a r e s u l t , although MORs a re s p a c e c r a f t -
s p e c i f i c , most of the computer and communications hardware that sup­
por t s command and control of spacec ra f t a re shared r e s o u r c e s . This 
s e t of shared equipment c o n s t i t u t e s the M u l t i s a t e l l i t e Operations 
Control Center (GT-MSOCC i s Georgia Tech ' s v e r s i o n of t h i s control 
room) and the GT-MSOCC operator supe rv i s e s the GT-MSOCC support func­
t ion for c o n t r o l l e r s in the MORs. The GT-MSOCC operator functions 
include monitoring an automated equipment scheduling and control s y s ­
tem; manually configuring and deconfiguring computer and communica­
t ion system support networks when the automated system f a i l s ; moni­
to r ing da ta t ransmiss ion during r ea l - t ime spacec ra f t contac ts to 
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ensure t ransmiss ion cont inui ty and data i n t e g r i t y ; and, in the c a s e 
of equipment problems, de tec t ing and compensating for f a i l u r e s . The 
s e c t i o n s tha t follow provide d e t a i l s for the GT-MSOCC system func­
t ions and operator r e s p o n s i b i l i t i e s . 
Overview of GT-MSOCC Functions and Equipment 
Scheduling, conf igur ing and deconfiguring GT-MSOCC resources a r e 
done by an automated scheduling and control system. The GT-MSOCC 
operator ( t h a t ' s you) i s a superv i sor who monitors t h i s system, 
in tervening to compensate when scheduled equipment i s u n a v a i l a b l e , 
equipment in use f a i l s , or unscheduled spacec ra f t p a s s e s a re 
reques ted . 
The s e c t i o n below desc r ibes the va r ious equipment types c o n s t i ­
tu t ing the GT-MSOCC system, examples of va r ious equipment conf igura ­
t ions needed by spacec ra f t supported by the GT-MSOCC f a c i l i t y , the 
s p e c i f i c da ta flow paths through these sys tems, and the range of 
operator cont ro l funct ions . De ta i l ed i n s t r u c t i o n s for undertaking 
s p e c i f i c operator t a s k s a re given in a l a t e r s e c t i o n . 
GT-MSOCC Equipment 
Data flow through GT-MSOCC v i a a s e r i e s of communication l i n e s 
and computers. At v a r i o u s p o i n t s , data may be decoded, enhanced, of 
recorded. A t y p i c a l equipment s t r i n g support ing a spacec ra f t contact 
i s given in Figure 1. Data a r r i v e a t GSFC v i a three NAScom (NAS Com­
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In t e r f ace I n t e r f a c e 
Processor Processor 
Typical equipment s t r i n g support ing spacec ra f t c o n t a c t . 
F igure 1. 
en 
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recorded, in unprocessed form, on one the RUP ( r e c o r d e r / u t i l i t y p ro­
c e s s o r ) computers. The RUP processor provides a backup copy of 
telemetry da ta in the event that da ta i n t e g r i t y i s compromised in 
subsequent p r o c e s s i n g . Arr iving data a re normally routed to a TAC 
(telemetry and command) computer for preprocess ing and e r ro r check­
ing . Data a r r i v e in b locks that the TAC computer decodes, checks for 
i n t e g r i t y , and usua l ly forwards to an AP ( a p p l i c a t i o n p rocessor ) com­
puter for add i t i ona l s p a c e c r a f t - s p e c i f i c p r o c e s s i n g . F i n a l l y , da ta 
a re t ransmi t ted to the MOR where spacec ra f t c o n t r o l l e r s monitor the 
q u a l i t y of incoming telemetry a s well a s the s t a t u s of the spacec ra f t 
i t s e l f . 
In add i t ion to the MOR, por t ions of incoming da ta may be sent to 
s eve ra l other sys tems. These include a CMS (commands management s y s ­
tem), a VIP ( v i r t u a l i n t e r f a c e p r o c e s s o r ) , and a GW (gateway ne t ­
work). The command management system (CMS) r e c e i v e s data b locks that 
confirm that the spacec ra f t computer has rece ived commands t r ansmi t ­
ted to i t - f rom the MOR. The VIP ( v i r t u a l i n t e r f a c e p rocessor ) i s a 
computer that converts da ta b locks from AP format to a format u sab l e 
by another computer. F i n a l l y , the gateway network (GW) i s a swi tch­
ing computer that rou tes por t ions of processed data to other NASA 
d i v i s i o n s . Typical conf igura t ions using these components a re given 
in F igure 2 . Inspec t ion of the f i gu re shows that the MOR, RUP, CMS, 




NAS TAC AP MOR 
CMS VIP 
RUP 
NAS TAC AP MOR 
GW 
Typical Equipment Configurations to Support Satellite Contacts 
Figure 2 
Note: f i gu re i s for the convention d i sp lay condi t ion. 
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NAS NAS NAS NAS NAS NAS 
TAC RUP TAC RUP 
AP AP 
M O R CMS VIP, MORI GW 
TYPICAL EQUIPMENT CONFIGURATIONS TO SUPPORT SATELLITE CONTACTS 
FIGURE 2 
Note: f i g u r e i s for the window d i sp lay condi t ion . 
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GT-MSOCC Data 
Al l GT-MSOCC equipment conta ins computers that l o g the amount 
and q u a l i t y of incoming and outgoing data a s they a r r i v e a t the i n d i ­
v idua l p i ece of equipment. Thus, during a p a s s , a t each p iece of 
equipment support ing the spacec ra f t con tac t , there a re counts of 
t o t a l numbers of telemetry and nontelemetry b locks t r ansmi t t ed , t o t a l 
telemetry rece ived , t o t a l polynomial e r ro r s de tec ted , and t o t a l 
sequence e r ro r s de tec ted . The polynomial and sequence er ror block 
counts a re measures of data q u a l i t y . A polynomial e r ror block i s 
caused by problems with i n t e g r i t y within a da ta b lock . Sequence 
e r ro r s de tec t miss ing da ta b l o c k s . Transmitted data b locks a re num­
bered s e q u e n t i a l l y , and a sequence er ror occurs when the next block 
rece ived i s not i d e n t i f i e d by the next number in sequence. 
GT-MSOCC Equipment Configurat ions 
The most t y p i c a l equipment conf igura t ion to support a p a s s i s 
given in Figure 1. There a re s eve ra l a l t e r n a t i v e s , however. Some 
s a t e l l i t e s r equ i re no TAC p r o c e s s o r . Other s a t e l l i t e s r equ i re two AP 
p r o c e s s o r s ; some do not r equ i re any AP p r o c e s s o r . RUP, GW, VIP, and 
CMS usage a l s o vary from s a t e l l i t e to s a t e l l i t e . A l t e rna t ive c o n f i ­
gura t ions a re given in Figure 3 . A t o t a l of seventeen miss ions a re 
supported by GT-MSOCC, s i x t e e n s a t e l l i t e s p lus v o i c e communications 
for the Space S h u t t l e . A l i s t of these miss ions i s given in Table 1. 
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RUP 
NAS TAC AP MOR 
GW VIP 
( a ) Standard Configuration 
RUP 
NAS TAC AP MOR 
CMS VIP 
(b) Two APs, a CMS and no GW 
RUP 
NAS TAC SPF 
GW VIP 
( c ) SPF rather MOR, no AP 
Poss ib l e Equipment Configurations to Support S a t e l l i t e Contacts 
Figure 3 
Note: f i g u r e i s for the convention d i sp lay condi t ion. 
NAS TAC AP 
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CMS VIP 
(d) 2 NAS l i n e s , no RUP, a CMS and no GW 
RUP 
NAS TAC AP MOR 
CMS VIP 
( e ) 2 NAS l i n e s and 2 APs, a CMS and no GW 
NAS TAC AP MOR 
CMS VIP 
( f ) 2 NAS l i n e s , no RUP, a CMS and no GW 
Poss ib le Equipment Configurations to Support S a t e l l i t e Contacts 




NAS TAC MOR 
GW 
( g ) No APs, no RUP, no VIP 
RUP 
NAS TAC AP MOR 
NAS 
GW VIP 
(h) 2 NAS l i n e s , 2 APs 
TAC AP 
VIP 
( i ) 2 NAS l i n e s , no RUP, no GW 
MOR 
Poss ib le Equipment Configurations to Support S a t e l l i t e Contacts 
Figure 3 (continued) 
123 
NAS NAS NAS 
TAC RUP 
AP 
NAS NAS NAS 
TAC RUP 
AP AP 
MOR GwJ VIP MOR CMS VIP 
a) Standard configuration b) Two APs, a CMS and no GW 
NAS NAS NAS 
TAC RUP 
SPF GW VIP 
c) SPF rather than MOR, no-AP 
NAS NAS NAS 
TAC 
AP 
MOR CMS VIP 
d) No RUP, a CMS and no GW 
Possible Equipment Configurations to Support Satellite Contacts 
Figure 3 
Note: figure is for the window display condition. 
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e) 2 NAS l i n e s and 2 APs, f ) 2 NAS l i n e s and no RUP, g) No APs, no RUP, 








h) 2 NAS l i n e s , 2 APs, no TAC i ) 2 NAS l i n e s , no RUP, 
no GW 
Poss ib l e Equipment Configurations to Support S a t e l l i t e Contacts 
Figure 3 (continued) 
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There a re s eve ra l i d e n t i c a l p i eces of each GT-MSOCC equipment 
type . S p e c i f i c a l l y , GT-MSOCC i s composed of : 
- 33 NAScom l i n e s 
- 3 RUP p roces so r s 
- 8 TAC processo r s 
- 7 AP p roces so r s 
- 3 VIP p roces so r s 
- 2 CMS p roces so r s 
- 2 GW processo r s 
- 15 MOR rooms 
- 2 SPF rooms 
The l a s t two items a re not computers but a re rooms tha t the GT-
MSOCC opera tor l i n k s in to the GT-MSOCC network v i a communication 
l i n e s . The SPF (Shu t t l e payload f a c i l i t y ) rooms are s i m i l a r to MORs, 
but a re Shu t t l e r a the r than s a t e l l i t e control rooms. The SPFs a re 
used to t ransmit and monitor audio communications between the Space 
Shu t t l e and NASA Johnson Space Center during Shu t t l e m i s s i o n s . 
Most GT-MSOCC equipment can only be used by one s a t e l l i t e con­
t a c t a t a t ime. In p a r t i c u l a r , NAScom l i n e s , TACs, APs, MORs, SPFs, 
GWs, and CMSs can only support one use r a t a t ime. MORs and SPFs, in 
f a c t , a re m i s s i o n - s p e c i f i c , e . g . , the ERBE miss ion always uses the 
same MOR and the Space Shu t t l e always uses a SPF. Both RUPs and 
VIPs, however, a re mul t iuser d e v i c e s . A s i n g l e RUP can support a s 
many a s three use r s concurrently and a VIP can support up to two 
u s e r s concurrent ly . 
127 
GT-MSOCC Operator Control Functions 
1) Supervis ion of spacec ra f t contac ts current ly being supported. 
This function has two subfunct ions . 
a) Monitoring the da ta flow for each current ly supported p a s s 
to ensure cont inui ty and i n t e g r i t y of the d a t a . 
b) In the event of problems with da ta flow, iden t i fy ing and 
compensating, i f p o s s i b l e , for equipment f a i l u r e s . 
2) Compensation for automated schedule problems. 
3) Response to r eques t s for unscheduled spacec ra f t c o n t a c t s . 
4) Deconfigure a l l manually configured or reconfigured equipment 
s t r i n g s • 
The s e c t i o n s below provide more d e t a i l on each of these operator 
func t ions . 
A- Supervisory Control of Current Spacecraf t Contac ts . As 
s t a t e d above, GT-MSOCC i s an automated system. Resource schedul ing, 
equipment conf igura t ion , and equipment deconfigurat ion a re performed 
by an automated scheduling and control system. When the system i s 
functioning a s planned, e . g . , there a re no unscheduled p a s s e s being 
supported nor p i eces of f a i l e d equipment, the o p e r a t o r ' s primary 
r e s p o n s i b i l i t y i s to monitor the t ransmiss ion of data through the 
GT-MSOCC equipment to ensure that data flow a t the expected r a t e and 
that the q u a l i t y of da ta i s a ccep t ab l e , i . e . , that the e r ror block 
count does not become too high. The operator performs t h i s t a s k by 
monitoring d i s p l a y s which provide information about the qua l i t y of 
da t a . At any given t ime, there may be a s many as f i v e concurrent 
p a s s e s , i . e . , communications with up to f i v e d i f f e ren t spacec ra f t i s 
128 
being supported concurrent ly . The GT-MSOCC operator i s r e spons ib l e 
for overseeing a l l of them. 
During a p a s s , the GT-MSOCC operator monitors computer d i s p l a y s 
to de tec t any of s eve ra l types of problems that may occur. Problems 
may be separa ted in to two broad t y p e s : equipment f a i l u r e s and data 
t ransmiss ion degrada t ion . The former, equipment f a i l u r e , i s a s i t u a ­
t ion in which a computer or communication system becomes completely 
inoperab le . This i s a f a i r l y easy problem to d e t e c t . F a i l e d equip­
ment terminates the da ta flow recorded a t the f a i l e d equipment point 
and a f f e c t s the flow a t every subsequent point in the equipment 
s t r i n g support ing a p a s s . Examining Figure 1 we can s e e . for exam­
p l e , tha t i f the TAC f a i l e d , operator d i s p l a y s would show that the 
TAC, AP, GW, VIP, and MOR were a l l not r ece iv ing any da t a . The obv i ­
ous inference i s that the TAC i s causing the problem. After v e r i f y ­
ing t h i s in fe rence , the GT-MSOCC operator would then attempt to f ind 
a replacement for the f a i l e d TAC. A replacement i s an a v a i l a b l e p iece 
of equipment whose immediate use w i l l not cause any subsequent 
automated schedule problems. Operators a r e expected to e x e r c i s e a 
g rea t deal of caut ion to avoid causing an automated schedule problem. 
A c a r e l e s s s e l e c t i o n of replacement equipment that causes automated 
schedule c o n f l i c t s i s considered a s e r i o u s opera tor e r ro r . 
Since MORs a re s p a c e c r a f t - s p e c i f i c , a f au l t y MOR cannot be 
replaced with another. After f inding a problem a t an MOR, the GT-
MSOCC operator sends a message to other system use r s repor t ing the 
problem. S i m i l a r l y , i f a f au l ty component cannot be replaced because 
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no un i t s a re a v a i l a b l e , the operator should send a message to t h i s 
e f f e c t . 
The second type of problem, data t ransmiss ion degradat ion , i s 
much harder to d e t e c t . Although these f a i l u r e s may take s eve ra l 
forms, a l l involve a degradat ion in data t ransmiss ion even though 
ind iv idua l p i eces of hardware appear to be functioning adequate ly . 
Such f a i l u r e s may be thought of a s " s o f t " f a i l u r e s . The cause may be 
a software problem a t one of the GT-MSOCC t ransmiss ion p o i n t s . I f a 
f au l ty GT-MSOCC equipment item i s suspec ted , the operator i s expected 
to attempt to v e r i f y the problem and, i f p o s s i b l e , r ep lace the 
suspec t equipment. 
The GT-MSOCC t ransmiss ion problems a re genera l ly one of three 
t y p e s : f u l l terminat ion of data t r ansmiss ion , decreased t ransmiss ion 
flow r a t e , and a s i g n i f i c a n t i n c r e a s e in e r ror block counts . The 
f i r s t type i s f u l l termination of da ta t r ansmiss ion . In t h i s s i t u a ­
t i on , software problems a t some p iece of equipment terminate da ta 
p r o c e s s i n g . As with complete equipment f a i l u r e , t h i s type of problem 
i s comparatively easy to de tec t s i nce data s top a r r i v i n g a t the point 
of t r ansmiss ion , thus a f f e c t i n g the flow a t a l l subsequent po in t s in 
the equipment s t r i n g . 
A r e l a t e d but more s u b t l e problem i s decreased r a t e of da ta 
flow. Given the number of NAScom l i n e s support ing a p a s s , there i s 
an expected data flow r a t e . A s i g n i f i c a n t decrease in t h i s r a t e i s 
cause for further examination of r e l a t e d equipment. The opera tor 
must monitor d i sp layed data to de tec t decreased flow r a t e problems. 
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I f a problem i s confirmed, once aga in the operator should r ep lace the 
f au l ty equipment, i f p o s s i b l e , or report the problem i f no r e p l a c e ­
ment u n i t s a re a v a i l a b l e . 
The l a s t type of t ransmiss ion problem i s high er ror block counts 
in rece ived da t a . A c e r t a i n amount of er ror b locks i s expected, but 
a rap id i nc r ea se in the number of e r ro r s r equ i res the operator to 
more c l o s e l y examine the e r ror propagat ion through the GT-MSOCC 
equipment s t r i n g support ing the pass to see i f one of the p i e c e s of 
GT-MSOCC hardware i s causing e r r o r s . As in previous c a s e s , i f a 
f au l ty p i ece of GT-MSOCC hardware i s suspec ted , the operator i s 
expected to r ep l ace i t , i f p o s s i b l e . I f i t i s not p o s s i b l e to 
r ep l ace i t , a message should be sent to t h i s e f f e c t . 
2. Compensation for Automated Schedule Problems. The second 
major control t a s k of the GT-MSOCC operator i s t o compensate for 
automated schedule problems. The automated schedule that con t ro l s 
the a l l o c a t i o n of s p e c i f i c p i e c e s of GT-MSOCC equipment to s p e c i f i c 
s p a c e c r a f t p a s s e s i s always a t l e a s t twelve hours o ld . As a r e s u l t , 
recent ly f a i l e d equipment or equipment o r i g i n a l l y scheduled but 
current ly support ing another miss ion (perhaps being used for an emer­
gency, unscheduled s p a c e c r a f t p a s s ) i s not taken in to account by the 
automated schedule and control system. When the automated control 
system f inds that scheduled equipment i s not a v a i l a b l e to support the 
pas s that i t i s at tempting to conf igure , i t sends the operator a mes­
sage to tha t e f f e c t and makes no further attempt to configure the 
equipment. At t h i s po in t , the equipment conf igura t ion becomes a 
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manual operator control t a sk and a s such i s a major function of the 
GT-MSOCC opera tor . 
After r ece iv ing a message that the automated control system i s 
unable to configure a scheduled miss ion due to equipment u n a v a i l a b i l ­
i t y , the operator i s expected to iden t i fy and, i f p o s s i b l e , r ep l ace 
equipment. I f replacement equipment i s found, the operator then 
manually conf igures the equipment for the mis s ion . An example 
scenar io i s given in F igure 4 ( a ) . As with equipment replacement, the 
operator i s expected to e x e r c i s e caut ion in s e l e c t i n g replacement 
equipment and avoid caus ing subsequent automated schedule c o n f l i c t s . 
Once equipment for a p a s s i s manually configured, i t i s no 
longer under the d i r e c t i o n of the automatic GT-MSOCC c o n t r o l l e r . As 
a r e s u l t , when the pas s i s terminated, the equipment must be manually 
deconfigured. The operator w i l l r ece ive a message s t a t i n g tha t the 
pas s i s ended and to deconfigure the equipment manually. Prompt 
operator response i s important, otherwise equipment w i l l not be 
a v a i l a b l e for upcoming au tomat ica l ly schedules p a s s e s . A sample 
scenar io for deconfiguring i s given in Figure 4 ( b ) • 
2* Responding to Spec i a l Reques ts . The th i rd major GT-MSOCC 
operator function i s responding to s p e c i a l r eques t s for unscheduled 
support of spacec ra f t p a s s e s . P e r i o d i c a l l y , the GT-MSOCC operator 
r ece ive s r eques t s to configure the required equipment in order to 
allow communications with a s p e c i f i c s p a c e c r a f t , or the operator may 
be asked to check on the a v a i l a b i l i t y of needed equipment for such 
suppor t . After r ece iv ing such a r eques t , the GT-MSOCC operator i s 
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System: Unable to configure ERBE: NAS3 unava i l ab l e . 
Operator : CONFIGURE ERBE REPLACE NAS3 NAS4 
Example of Manual Configuration 
Figure 4(a) 
System: ERBE support ended: deconfigure manually. 
Operator : DECONFIGURE ERBE 
Example of Manual Deconfiguration 
Figure 4(b) 
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expected to examine equipment schedules to determine the f e a s i b i l i t y 
of unscheduled suppor t . I f i t i s p o s s i b l e to conf igure the equip­
ment, the operator r e p l i e s with an a f f i rma t ive answer and commences 
to configure the necessary equipment for the s p a c e c r a f t . I f there i s 
i n s u f f i c i e n t equipment a v a i l a b l e , the operator responds to the 
request with a nega t ive answer. 
4 . Deconfiguring Manually Configured or Replaced Equipment. 
Once an operator has manually configured or intervened in a automat i ­
c a l l y configured equipment s t r i n g , i . e . . rep laced a f a i l e d component 
for a component that was unava i l ab le when the automated schedule 
t r i e d to configure a scheduled p a s s , the operator must manually 
deconfigure the equipment a t the end of the p a s s . This should be 
done promptly s ince u n t i l i t i s deconfigured the equipment i s not 
a v a i l a b l e for other u s e . 
Summary 
This concludes the overview to the GT-MSOCC system funct ions . 
D e t a i l s on d i sp layed information and procedures the operator uses to 
carry out management and control functions fo l low. 
APPENDIX B 
GT-MSOCC Operator In s t ruc t ions for 
the Conventional Display Condition 
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GT-MSOCC OPERATOR WORKSTATION 
The GT-MSOCC operator worksta t ion c o n s i s t s of three CRT screens 
and a keyboard on which the operator enters commands and information 
r e q u e s t s . The center screen of the worksta t ion i s the GT-MSOCC Con­
f i g u r a t i o n and S ta tus page. I t provides the current s t a t u s of a l l 
the GT-MSOCC communication and computer equipment a s well a s what 
equipment i s support ing current p a s s e s . The lower por t ion of the 
screen shows the s t a t u s of equipment not current ly support ing a 
spacec ra f t con tac t . For example, in the bottom l e f t hand corner of 
the page ( s ee F igure 5) the numbered b locks show the NAScom l i n e s not 
current ly support ing spacec ra f t c o n t a c t s . S i m i l a r l y , other b locks 
show the s t a t u s of TAC and AP p rocesso r s and miss ion opera t ions rooms 
(MORs). These b locks a re co lo r coded to show current s t a t u s of the 
ind iv idua l hardware i t ems . A b lue box i n d i c a t e s that the item i s in 
fu l ly opera t iona l condi t ion and a v a i l a b l e for u s e . A red box i n d i ­
c a t e s that the item i s down and not a v a i l a b l e for u s e . In the top 
por t ion of the page , equipment in use and functioning c o r r e c t l y i s 
coded in green. A f a i l e d component i s coded in red . 
The lower ha l f of the GT-MSOCC Configuration and S ta tus page 
shows the s t a t u s of an add i t iona l type of equipment other than those 
descr ibed in the overview, two p i eces of hardware that a r e c a l l e d 
Mission Planning Terminals (MPTs)• An MPT i s an microcomputer that 
provides the GT-MSOCC system with the automated schedule of p a s s e s 
and GT-MSOCC equipment reserved to support each p a s s . I t i s an input 
computer to the GT-MSOCC system. The d i sp l ay shows the GT-MSOCC 
mso i a L J D C Z K 
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Conf igura t ion and S ta tus Disp lay Page 
Figure 5 
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operator which MPT i s current ly a c t i v e , i . e . , which MPT i s providing 
the GT-MSOCC schedule . The MPT i s not under GT-MSOCC opera tor con­
t r o l . Changes from one a c t i v e MPT to the other a re automatic and do 
not a f f e c t system funct ion. 
The upper por t ion of the screen shows the GT-MSOCC operator what 
p a s s e s a r e current ly being supported and which p i e c e s of GT-MSOCC 
equipment a re support ing each p a s s . In the example shown in F igure 
5 , only the ERBS spacec ra f t i s current ly being supported. Reading 
a c r o s s the l i n e from l e f t to r i g h t , the d i s p l a y shows that the equip­
ment support ing ERBS c o n s i s t s of three NAScom l i n e s (18, 2 1 , 2 9 ) , 
RUP2, TAC4, AP6, GW1, CMS2, VIP1, M0R5, and D0C1. 
The l a s t p i ece of equipment, the DOC, i s s i m i l a r to the MPT. 
Like the MPT, the DOC (Data Operations Computer) i s not under GT-
MSOCC opera tor con t ro l . I t i s the contro l and coordinat ion system 
that s u p e r v i s e s a l l GT-MSOCC equipment. The DOC r e c e i v e s the 
automated schedule from the MPT and, a s long a s a l l the reserved 
equipment a re a v a i l a b l e , au tomat ica l ly conf igures the equipment for 
s p a c e c r a f t contac ts contained on the GT-MSOCC schedule ; a t the end of 
the p a s s , the DOC a l s o au tomat ica l ly deconfigures equipment tha t i t 
has conf igured. There i s always one DOC processor working; s i nce the 
DOC performs a c r i t i c a l function, system r e l i a b i l i t y r equ i r e s a fu l l y 
redundant backup DOC p r o c e s s o r . Changes from one DOC processor to 
another a re automatic and do not a f f e c t o v e r a l l system opera t ion . 
The conf igura t ion and s t a t u s d i sp l ay merely provides the GT-MSOCC 
operator information about which DOC processor i s current ly a c t i v e . 
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In addi t ion to the center GT-MSOCC Configuration and S ta tus 
page, the GT-MSOCC operator has two other CRTs a v a i l a b l e . The GT-
MSOCC opera tor can c a l l up a number of d i f f e ren t pages on both the 
l e f t and the r igh t t e rmina l s . The l e f t screen i s used to d i s p l a y 
schedule information and the r igh t screen i s used to d i s p l a y da ta 
flow and e r ro r block count information for current p a s s e s . The 
schedule information d i sp layed on the l e f t screen inc ludes an o v e r a l l 
GT-MSOCC spacec ra f t pass schedule ( e . g . , DISPLAY MSOCC SCHED) a s wel l 
a s ind iv idua l schedules for each spacec ra f t ( e . g . , DISPLAY ERBE 
SCHED). See F igures 6 and 7 for examples. In add i t ion to spacec ra f t 
schedu les , there a re d i s p l a y pages with the schedule for each p i ece 
of GT-MSOCC equipment ( e . g . , DISPLAY TAC1 SCHED). Equipment 
schedules a re a v a i l a b l e in alphanumeric a s well a s g raphica l form 
( e . g . , DISPLAY TAC AVAIL w i l l c a l l a g raph ica l r epresen ta t ion of the 
TAC p roces so r s s c h e d u l e s ) . F igure 8 g ives an example. F i n a l l y , the 
l e f t screen i s a l s o used to d i sp l ay an events /a larm l o g . The 
events /a larm l o g shows a l l the alarm and event messages recent ly sent 
to the GT-MSOCC opera tor . F igure 9 provides an example of the 
events /a larm l o g page ( i . e . , DISPLAY EVENTS). Table 2 conta ins a 
summary of a l l schedule information r e t r i e v a l and events /a la rm l o g 
page r e q u e s t s . The r igh t screen conta ins da ta block and e r ro r block 
counts for a l l equipment current ly support ing p a s s e s a s wel l a s for 
each p iece of GT-MSOCC equipment. The page most often d i sp layed on 
t h i s screen shows telemetry and nontelemetry data block counts a s 
wel l a s polynomial and sequence e r ro r s block counts rece ived a t the 
MOR for current ly supported pass ( e . g . , DISPLAY TELEM). This page 
1 1 0 / 1 8 : 2 5 : ^ 7 
DOCl ONL 
DAY 1 1 6 - 1 1 7 MSOCC SUPPORT SCHEDULE 1 1 6 / 0 0 : 0 0 TO 1 1 7 / 2 3 : 5 9 
S I B J 603 END USER ORBIT STA TYPE L I N E S EQUIPMENT 
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Sample MSOCC Schedule Page Called by 




DAY 0 0 1 - 0 0 3 A P 3 SUPPORT SCHEDULE 0 0 1 / 0 0 : 0 0 TO 0 0 7 / 2 3 : 5 9 
STRT AOS LOS END USER O R B I T STA TYP L I N E S EQUIPMENT 
1 9 1 0 1 9 2 0 2 0 1 5 2 0 1 7 I S E E - 1 0*4360 GWM RT 02 06 11 RUP1 TAC1 AP3 DOCl MOR7 
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Sample Equipment Schedule for AP3 
Called by "DISPLAY AP3 SCHED" 
Figure f 
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DISPLAY MSOCC SCHED 
DISPLAY Mission-name ££H E D 
DISPLAY component-name SCHED 
DISPLAY EVENTS 
See Table 1 for a l i s t of mission-name abb rev i a t i ons . 
See handout for a l i s t of a l l component types and names. 
A summary of the schedule information r e t r i e v a l and 
events/alarm log page requests 
Table 2 
HOST AVA\LABILIT1 
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Sample Graphic Schedule Page Called by 
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LNSAT configured automatically. 
0 1265 Can we Bupport ASTRO for 6 minutes? 
ERBE configured automatically. 
LNSAT support endedt deconfiguratIon complete. 
Unable to configure GEO t NAS6 unavailable. 
Sample Operator Events/Alarms Log Page 
Called by "DISPLAY EVENTS" 
Figure 9 
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provides three time samples of incoming data block and e r ro r block 
counts for each spacec ra f t pass current ly supported. An example of 
t h i s page i s given in F igure 10 . Secondary data block flow and e r ro r 
block count pages a re a l s o d i sp layed on the r igh t CRT sc reen . Sum­
mary s t a t u s of s eve ra l p i eces of GT-MSOCC equipment i s a v a i l a b l e 
( e . g . , DISPLAY TAC TELEM). Examples a r e provided in F igures 11 and 
12. 
The other page that can be d i sp layed on the r i gh t CRT i s a l i s t 
of pending m i s s i o n s . This i s a l i s t of recent spacec ra f t p a s s e s that 
were not ab l e to be configured au tomat ica l ly ( i . e . , DISPLAY PENDING). 
In such s i t u a t i o n s , the operator attempts to manually conf igure the 
pass before the scheduled time during which contact with the s p a c e ­
c r a f t i s pa s sed . I f the operator conf igures the pa s s or i f the win­
dow of time during which contact with the spacec ra f t can be made i s 
passed , the spacec ra f t i s au tomat ica l ly de le ted from the pending m i s ­
s ion l i s t . An example of the pending miss ions page i s given in F igure 
13 . The keyboard and three CRTS with the pages descr ibed above con­
s t i t u t e the GT-MSOCC operator i n t e r f a c e to t h i s system. D e t a i l s for 
GT-MSOCC operator supervisory control procedures fol low. 
T E L E M E T R Y STATUS/QUALITY 0 8 3 / 0 0 1 2 4 1 4 3 
NAME S I T E T I M E DOWN TYPE DEST M S I D TBR BC T B P F L A G S 
DSEI HAD 0 8 3 / 0 0 i 2 8 : 0 0 RT MAD 0077 0 1 2 2 8 001535 0 0 0 0 2 00013 
DSEI MAD 0 8 3 / 0 0 : 2 8 : 0 0 RT MAD 0077 00431 000539 0 0 0 0 0 00004 
DSEI H A D 0 8 3 / 0 0 : 2 8 : 0 0 RT MAD 0077 00834 001043 00001 0 0 0 0 8 
PM E A S T 0 8 3 / 0 0 : 2 5 : 0 0 RT EAST 0069 10276 012845 00039 0 0 1 9 5 
PM EAST 0 8 3 / 0 0 : 2 5 : 0 0 RT EAST 0069 10789 013486 00042 00214 
PM E A S T 0 8 3 / 0 0 : 2 5 : 0 0 RT EAST 0069 11435 014293 00047 00236 
A E - D ORR 0 8 3 / 0 0 : 3 0 : 0 0 PB ORR 0079 0 0 4 1 5 000519 0 0 0 0 0 00004 
Sample MOR Data Page Called by "DISPLAY TELEM". 
There are current ly three miss ions supported: 
DSEI, PM and AE-D. 
Figure 10 
MODLAN PERFORMANCE 
HOST STATUS BLKS RCVD BLKS XMTD RCVD ERRORS XMTD ERRORS 
DOCl OK 4000 1406 2 1 
DOC 2 OK 2000 1002 0 0 API NORECY 0 0 45 0 AP2 OK 200 10 0 0 
AP3 OK 100 15 0 0 AP4 DOWN 0 0 0 0 
APS OK 50 11 0 0 AP6 OK 30 10 0 0 
AP7 NOSEND 46 15 0 15 Gwl OK 200 20 1 0 GW2 OK 150 10 0 1 
SPF1 OK 15 2 0 0 SPF2 DOWN 0 0 0 o CMS1 OK 30 2 0 0 CMS 2 OK 100 4 0 0 VIP1 OK 15 6 0 0 
VIP2 OK 20 15 0 0 
VIP3 OK 40 20 0 0 
Equipment Status Page Called by 
"DISPLAY MODLAN TELEM" 
Figure 11 
AP PERFORMANCE 
AP STATUS S/1D ORBIT TLM TLM N-TLM POLY NCC ODM ATT CMD GCMR CMD 
1 1 BLKS LOCK BLKS ERRS BLKS BLKS SITE BLKS BLKS 
1 ONLINE DE-1 111 76 YES 0 0 0 3 ORR 0 2 
YES 0 0 0 10 0 0 
2 DOWN 
3 OFFLIN 
<i ONLINE ISIS YES 0 1 0 0 ORR 0 2 




AP Performance Page Cal led by 




0 8 3 / 0 0 : 5 8 : 3 2 
DOC2 ONL 
STRT AOS LOS END USER ORBIT STA TYPE LINES SCHEDULED EQUIPMENT 
0038 0039 0041 0042 AE-D 03021 ORR PB 06 07 TAC7 GW1 MOR4 
Sample pending miss ion page with 
one miss ion , AE-D, pending c a l l e d 
by "DISPLAY PENDING" 
Figure 13 
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GT-MSOCC SUPERVISORY CONTROL PROCEDURES 
As s t a t e d in the in t roduct ion , the GT-MSOCC opera tor has three 
major func t ions : 
1) Supervis ion of spacec ra f t con tac t s current ly being supported. 
This function has two subfunct ions . 
a) Monitoring the da ta flow for each current ly supported pass 
to ensure cont inui ty and i n t e g r i t y of the d a t a . 
b) In the event of problems with da ta flow, iden t i fy ing and 
compensating, i f p o s s i b l e , for equipment f a i l u r e s . 
2) Compensation for automated schedule problems. 
3) Response to r eques t s for unscheduled spacec ra f t c o n t a c t s . 
4) Deconfigure a l l manually configured or reconfigured equipment 
s t r i n g s . 
S p e c i f i c procedures and examples for each fol low. 
1. Supervisory Control of Current Spacecraf t Contacts 
The GT-MSOCC operator ensures tha t a l l GT-MSOCC equipment i s 
functioning properly so that information from a s a t e l l i t e reaches the 
MOR (or SPF) and any other terminal po in ts in the equipment s t r i n g 
support ing the p a s s , namely the RUP, CMS, GW, or VIP. 
The operator monitors the current ly supported s p a c e c r a f t con­
t a c t s for problems. On the l e f t terminal the operator may want to 
c a l l the events /a larm l o g page , which keeps a record of important 
system events and alarm messages to the opera to r . The command 
"DISPLAY EVENTS" w i l l c a l l the events /a larm l o g . On the center 
screen the operator monitors a continuously d i sp layed graphics 
sc reen , i nd i ca t i ng which mi s s ion ( s ) each p iece of equipment i s 
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current ly support ing and whether or not any component has suf fe red a 
hardware f a i l u r e . The center screen i s a l s o where the operator 
en ters commands and r ece ives messages before they a re au tomat ica l ly 
logged onto the events /a larm l o g . On the r i gh t terminal the operator 
monitors telemetry and nontelemetry b locks rece ived and e r ror b locks 
detec ted a t each MOR (SFF) to a s s u r e adequate da ta flow r a t e and 
q u a l i t y a s data reach the MOR (SPF) terminal point of the system. 
The command "DISPLAY TELEM" c a l l s up t h i s page on the r igh t sc reen . 
The GT-MSOCC operator monitors equipment s t a t u s to quickly 
de tec t hardware f a i l u r e s in the computer and communication equipment 
support ing a spacec ra f t con tac t . As ind ica ted the overview, GT-MSOCC 
equipment problems may be separa ted in to two broad t y p e s : equipment 
f a i l u r e s and data t ransmiss ion degradat ion . The former, equipment 
f a i l u r e , i s a s i t u a t i o n in which a computer or communication system 
becomes completely inoperab le . The cause of t h i s type of problem i s 
t y p i c a l l y hardware f a i l u r e . A component with f a i l e d hardware i s usu­
a l l y easy to d e t e c t . The icon represen t ing the equipment on the Con­
f i gu ra t i on and S t a tu s page turns red . In add i t ion , hardware f a i l u r e 
terminates the da ta flow a t every subsequent component in the equip­
ment s t r i n g support ing a p a s s . The operator should, i f p o s s i b l e , 
immediately rep lace a component with a hardware f a i l u r e . 
The second type of GT-MSOCC problem, a t ransmiss ion f a i l u r e , i s 
much harder to d e t e c t . Although these f a i l u r e s may take s eve ra l 
forms, a l l involve a degradat ion in data t ransmiss ion even though 
ind iv idua l p i ece s of equipment appear to be functioning adequate ly . 
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Such f a i l u r e s may be though of as " s o f t " f a i l u r e s . The cause i s t yp ­
i c a l l y a software problem in the m i s s i o n - s p e c i f i c software a t one the 
GT-MSOCC p ieces of equipment support ing the spacec ra f t con tac t . 
GT-MSOCC t ransmiss ion problems occur in one of three ways: a 
f u l l termination of da ta t ransmiss ion , a s i g n i f i c a n t decrease in the 
da ta t ransmiss ion r a t e , or a s i g n i f i c a n t i nc r ea se in e r ror counts . 
The f i r s t problem r e s u l t s in a f u l l terminat ion of data t r ansmiss ion . 
In t h i s s i t u a t i o n , software problems a t some p iece of equipment t e r ­
minate data p r o c e s s i n g . As with equipment hardware f a i l u r e s , t h i s 
type of problem i s comparatively easy to de tec t s i nce the data s top 
a r r i v i n g a t the f a u l t y component and a f f e c t the da ta flow a t a l l sub­
sequent po in t s in the equipment s t r i n g . 
A r e l a t e d but more s u b t l e problem i s decreased r a t e of data 
flow. Given the number of NAScom l i n e s support ing a p a s s , there i s 
an expected data flow r a t e (approximately 10 b locks a r r i v e a t each 
NAScom l i n e per second) . A s i g n i f i c a n t decrease in t h i s r a t e i s 
cause for further examination of r e l a t e d equipment. The operator 
must monitor d i sp layed data block counts to de tec t decreased flow 
r a t e . I f a problem i s confirmed, the operator should, i f p o s s i b l e , 
r ep l ace the f au l ty equipment. 
The l a s t type of t ransmiss ion problem i s high e r ror block counts 
in received da ta . A c e r t a i n amount of e r ror i s expected but a rap id 
inc rease in the number of e r ror b locks r equ i re s the operator to more 
c l o s e l y examine e r ror propagat ion through the GT-MSOCC equipment 
s t r i n g support ing the pa s s to see i f one of the p i eces of GT-MSOCC 
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hardware i s causing the e r r o r s . 
The box below summarizes information r e t r i e v a l commands used in 
the GT-MSOCC superv isory control funct ion. Subsequent s e c t i o n s p ro ­
v ide operator procedures to de tec t each of the equipment problems 
descr ibed above. 
Operator Commands for Monitoring 
DISPLAY EVENTS (LEFT SCREEN) 
DISPLAY TELEM (RIGHT SCREEN) 
DISPLAY MODLAN TELEM 
DISPLAY NAS TELEM1 
DISPLAY NAS TELEM2 
DISPLAY TAC TELEM 
DISPLAY AP TELEM 
DISPLAY RUP TELEM 
DISPLAY GW TELEM 
DISPLAY CMS TELEM 
DISPLAY VIP TELEM 
Detect ing a Hardware F a i l u r e . Hardware f a i l u r e s can be detected 
on the center terminal Configuration and S ta tus page . This screen 
i n d i c a t e s which miss ions a re current ly engaged in a p a s s and shows 
g raph ica l l y which GT-MSOCC components a re support ing each p a s s . The 
s t a t u s of the components i s co lor coded: blue means the component i s 
i d l e , green means the component i s in use and red i n d i c a t e s that the 
component has had a hardware f a i l u r e . A f a i l e d component r equ i r e s 
o f f l i n e maintenance and should be rep laced immediately, i f p o s s i b l e . 
A f a i l e d component i s unava i l ab le for further use u n t i l i t i s 
r e p a i r e d . Once the component i s r epa i r ed , i t s icon changes from red 
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to b lue on the GT-MSOCC Configuration and S ta tus page . 
Detect ing a Software F a i l u r e ; Block Error Counts Too High. 
Bes ide s hardware f a i l u r e s , software f a i l u r e s can occur. Typ i ca l l y , 
software f a i l u r e s a re e r ro r s caused by m i s s i o n - s p e c i f i c software run­
ning a t one of the p roces so r s in the equipment s t r i n g support ing a 
p a s s . A component with a software f a i l u r e may s t i l l p rocess da ta , 
but i t may process a t a decreased r a t e or i t may degrade the da ta 
b locks flowing in to the component. The three types of software 
f a i l u r e s that can occur a re unacceptably high e r ror block counts , 
da ta t ransmiss ion that i s fu l ly terminated, or a da ta t ransmiss ion 
r a t e that i s s i g n i f i c a n t l y reduced. Procedures to de tec t a f a i l u r e 
caus ing an unacceptable number of e r ror b locks a t a component a re 
given below. The next s ec t i on provides procedures to de tec t da ta 
t r ansmiss ion r a t e e r r o r s , which may be e i the r a s i g n i f i c a n t l y 
decreased r a t e or t ransmiss ion that i s f u l l y terminated due to a 
software problem. 
Unacceptably high e r ror block counts can be detected by means of 
telemetry pages on the r igh t sc reen . The command "DISPLAY TELEM" 
w i l l br ing up a d i s p l a y containing information about da ta a s they 
reach the MOR (SPF) . On t h i s page, columns l a b e l e d FLAGS and TBP 
i n d i c a t e the two types of block e r ro r s that occur. A high proport ion 
of e r ror b locks to da ta b locks may i n d i c a t e a problem with the MOR 
(SPF) or some previous component in the equipment s t r i n g . T y p i c a l l y , 
e r ror b locks a r r i v e a t a NAS l i n e a t a r a t e of .1 block per l i n e per 
second, or 2 b locks per l i n e per screen update . ' So the t o t a l e r ror 
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count, i . e . , TBP p lus FLAGS, should i nc r ea se a t the MOR, for example 
a t about s i x e r ro r s per update a t a 3 NAS l i n e conf igura t ion tha t i s 
co r r ec t l y funct ioning. 
There i s some system j i t t e r , so a small number of slowly updat­
ing block e r ro r s may not i n d i c a t e any problem. I f a problem i s 
suspec ted , however, the operator may request information about other 
p i e c e s of equipment. The command "DISPLAY MODLAN TELEM" w i l l g ive 
some information about da ta as they flow in to c e r t a i n types of com­
ponents, s p e c i f i c a l l y the DOG, AP, GW, SPF, CMS, VIP, and RUP com­
ponents . On the MODLAN TELEM d i s p l a y , the da ta block count i s 
l a b e l e d a s BLKS RCVD, and only a t o t a l e r ro r block measure combining 
FLAGS and TBP block counts i s g iven . This measure i s l a b e l e d RCVD 
ERRORS. A more d e t a i l e d screen can be c a l l e d for each component 
type , for example "DISPLAY TAC TELEM" and "DISPLAY VIP TELEM". These 
d i s p l a y s g ive data block counts (BC) and e r ror block counts (both TBP 
and FLAGS) a t each component. "DISPLAY NAS TELEM1" and "DISPLAY NAS 
TELEM2" w i l l g ive information concerning data flow through a l l of the 
GT-MSOCC NAScom l i n e s . 
The GT-MSOCC operator i s only r e spons ib l e for de tec t ing e r r o r s 
in the forward l i n k , from the s a t e l l i t e to the MOR and other terminal 
po in t s in the equipment s t r i n g , e . g . , RUP, GW, CMS, VIP, MOR, or SPF. 
There a re two ways to de tec t a f au l ty component genera t ing too many 
er ror b locks in the forward l i n k . I f there i s more than one p iece of 
equipment of a given type , for example mul t ip le NAScom l i n e s or mul­
t i p l e APs support ing the same s a t e l l i t e con tac t , a l l components of 
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the same type should have approximately the same number of e r ror 
b l o c k s . I f one NAScom l i n e , for example, has twice a s many e r ror 
b locks a s the other NAScom l i n e ( s ) for the same p a s s , tha t l i n e i s 
l i k e l y to be f a u l t y . The CMS. VIP and GW a l l r ece ive da ta a t the 
same po in t , tha t i s a f t e r they a re processed by the AP. and each of 
these r ece ive approximately 30% of the t o t a l da ta and e r ro r b locks 
a r r i v i n g a t the MOR. Thus, the CMS, VIP, and GW should each rece ive 
approximately the same number of e r ror b locks and t o t a l da ta b l o c k s , 
un l e s s one of the components i s f a u l t y . 
I t i s important to remember, however, tha t the VIP may be sup­
por t ing two miss ions concurrently and thus i t s e r ro r block count may 
be high due to the combined e r ro r s a r r i v i n g from the two m i s s i o n s . 
In t h i s c a s e , the operator should monitor the t ransmiss ion s t a t u s of 
the previous p iece of equipment in the equipment s t r i n g s in both of 
the miss ions us ing the same VIP. I f the VIP e r ro r block count i s 
s i g n i f i c a n t l y higher that the t o t a l of the e r ror block counts a t the 
previous components, then a f au l ty VIP should be suspected and 
r ep laced , i f p o s s i b l e . 
This s i t u a t i o n i s a l s o t rue of the RUP component. A s i n g l e RUP 
may be support ing up to three p a s s e s concurrent ly . Thus, before 
diagnosing a fau l ty RUP due to an unacceptably high e r ror block 
count, the t o t a l number of miss ions tha t the RUP i s support ing must 
be determined and a c a l c u l a t i o n made of the expected number of e r ror 
b l o c k s . 
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Note, a RUP only r ece ives 80% of the data and e r ror b locks 
t ransmit ted through the NAScom l i n e s * As a r e s u l t , a f au l ty RUP 
would have s i g n i f i c a n t l y more e r ror blocks tha t 80% of the t o t a l 
e r ror b locks recorded a t each of the NAScom l i n e s support ing p a s s e s 
connected to the RUP in ques t ion . 
I f mul t ip le NAScom l i n e s a re in u s e , the NAScom er ror b locks 
must be t o t a l e d before a comparison i s made with the subsequent com­
ponent in the equipment s t r i n g . For example, suppose NASI and NAS2 
a re both used by the same s a t e l l i t e . And suppose NASI has 10 RCVD 
ERRORS and NAS2 has 15 RCVD ERRORS. I f a l l equipment i s functioning 
proper ly , the MOR er ror block count i s approximately 25 e r ror b l o c k s . 
To t e s t for an er ror block problem a t a uni t subsequent to the NAScom 
l i n e s , for example the TAC, the number of e r ror b locks a t the TAC 
should be compared to 25 to see i f i t s va lue i s about the same. I f 
i t i s s i g n i f i c a n t l y higher than the t o t a l from the NAScom l i n e s , then 
i t i s l i k e l y that the TAC has a t ransmiss ion f a i l u r e and should be 
r ep l aced . 
I t i s a l s o important to note that each NAScom l i n e r ece ive s 
1/(number of NAScoms) of the da ta flowing through the system. I f 
there a re three NAScom l i n e s , (1/number of NAScom) = 1/3, so that one 
th i rd of the data a r r i v e s on each l i n e ; l i k e w i s e , i f there a re two 
NAScom l i n e s , one h a l f of the da ta a r r i v e s on each l i n e . Although 
only 80% of the t o t a l flowing in to the system a re t ransmit ted to the 
RUP, a l l of the da ta from the NAScom l i n e s flows through to the TAC, 
and on to the AP i f there i s one. I f there a re two APs, both of them 
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p rocess a l l the d a t a . The GW. VIP, and CMS only r ece ive about 30% of 
the data and e r ror b locks that p a s s through the APs. However, a l l 
data and e r ro r b locks that flow through the AP(s) continue on to the 
MOR (SPF) . Thus i f 100 er ror b locks have accumulated a t an AP, and 
there i s no problem with the VIP, CMS, GW, or MOR (SPF) , the GT-MSOCC 
operator should expect about 30 er ror b locks a t the VIP, CMS, and GW, 
and 100 a t the MOR (SPF) . (NOTE: This assumes the VIP i s only sup­
por t ing one m i s s i o n ) • 
Reca l l e r ror b locks a re rece ived a t a NAS l i n e a t a r a t e of 
about 2 b locks per screen update in a co r r ec t l y functioning system. 
A three NAS l i n e conf igura t ion functioning c o r r e c t l y , for example, 
would expect an i n c r e a s e of about s i x t o t a l e r ror b locks a t the MOR 
per screen update . A s i g n i f i c a n t i nc rease in t h i s r a t e i s cause for 
s u s p i c i o n . 
Even i f no e r ror block problem i s ind ica ted in the main 
telemetry d i s p l a y ( e . g . , the DISPLAY TELEM p a g e ) , d e t a i l e d d i s p l a y s 
should o c c a s i o n a l l y be examined for problems a t terminal po in t s other 
than the MOR (SPF) , e . g . . the RUP. GW, CMS, and VIP. De ta i l ed 
telemetry d i s p l a y s can be c a l l e d for these components e i t he r by g i v ­
ing the command "DISPLAY MODLAN TELEM" or e l s e "DISPLAY RUP TELEM", 
"DISPLAY GW TELEM", "DISPLAY CMS TELEM", and "DISPLAY VIP TELEM". 
The GT-MSOCC operator summary sheet has a l i s t of these commands. 
Detect ing a Software F a i l u r e : Decreased Data Transmission Rate . 
Data flow problems can a l s o be detected us ing pages d i sp layed on the 
r igh t te rminal . The command "DISPLAY TELEM" w i l l br ing up a d i s p l a y 
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containing information about da ta a s they reach the MOR (SPF) . How­
ever , i n s t ead of looking for a l a r g e number of FLAG and TBP e r r o r s , 
the r a t e a t which the da ta block count (BC) i n c r e a s e s i s important . 
Again, the GT-MSOCC operator i s only r e spons ib l e for de tec t ing e r r o r s 
in the forward l i n k , from a s a t e l l i t e to an MOR and to other terminal 
po in t s i n the equipment s t r i n g support ing the p a s s . 
The d i sp l ay updates the da ta block count every twenty seconds . 
In a properly functioning NAScom l i n e , data b locks a r r i v e a t a r a t e 
of about ten b locks per second. As a r e s u l t , in twenty seconds, i t 
i s reasonable to expect an i nc rease of about 200 da ta b locks per 
l i n e . Thus, in a three NAScom l i n e conf igura t ion , da ta a t the MOR 
(SPF) should i nc r ea se approximately 600 data b locks per update . I f 
the MOR (SPF) r a t e drops to 300 b locks per update , the operator 
should begin to examine data t ransmiss ion r a t e s a t p r io r u n i t s in the 
equipment s t r i n g to determine i f there i s a problem. 
S i m i l a r l y , for normally functioning equipment e r ro r b locks 
a r r i v e a t a r a t e of about .1 block per second or 2 b locks per 20 
second screen update . So for a three NAScom l i n e conf igura t ion , i t 
i s reasonable to expect about 6 e r ror b locks ( t o t a l ) per 20 second 
screen update . S i g n i f i c a n t l y more e r ro r s a re cause for fur ther exam­
ina t ion of er ror block propagat ion through the system. 
To obtain the data block counts for s p e c i f i c u n i t s , enter 
"DISPLAY MODLAN TELEM", "DISPLAY NAS TELEM1". "DISPLAY NAS TELEM2", 
"DISPLAY TAC TELEM". "DISPLAY AP TELEM", e t c . When a component has a 
t ransmiss ion r a t e problem, data w i l l update more slowly for that uni t 
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than for the one preceding i t . Since data have been processed a t the 
problem unit a t a decreased r a t e , the most obvious i n d i c a t i o n of a 
r a t e problem i s that the data block count for the f au l ty uni t w i l l be 
l e s s than that of the preceding u n i t . 
Data block counts should be l e s s for f au l ty components than for 
components of the same type ( e . g . , 2 APs support ing the same pas s ) or 
for components r ece iv ing data a t the same po in t . For example, to 
f ind a t ransmiss ion r a t e problem in NAScom l i n e s , compare the t o t a l 
data block counts a t the s e t of NAScom l i n e s support ing that mis s ion . 
I f there i s a l a r g e d iscrepancy, the NAScom l i n e with the lowest da ta 
block count probably has a data t ransmiss ion r a t e problem. The same 
method can be used to f ind a fau l ty AP when two APs a re support ing a 
mi s s ion . Moreover, the GW. CMS. and VIP a re a l l expected to r ece ive 
approximately 30% of the da ta b locks received a t the MOR (SPF) and 
thus should a l l r ece ive about the same amount of da t a . (NOTE: This 
assumes that the VIP i s support ing only one m i s s i o n . ) 
Again, the main telemetry d i s p l a y w i l l i n d i c a t e problems only a t 
the MOR (SPF) terminal point of the system. "DISPLAY MODLAN TELEM", 
"DISPLAY RUP TELEM", "DISPLAY GW TELEM", "DISPLAY CMS TELEM", and 
"DISPLAY VIP TELEM" should occas iona l ly be c a l l e d to search for prob­
lems a t terminal po in ts other than the MOR (SPF) , namely a t the RUP, 
GW, CMS, and VIP. Reca l l tha t the GW, CMS, and VIP only process 30% 
of the t o t a l data b l o c k s . Thus, t h e i r normal r a t e of i nc rease for 
incoming da ta b locks should be 30% of the r a t e coming through the 
previous u n i t . The RUP p rocesses 80% of data t ransmit ted through the 
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NAScom l i n e s . Thus, a RUP support ing a s i n g l e miss ion has a normal 
r a t e of i nc rease of 80% of the combined r a t e of i nc rease for the 
NAScom l i n e s support ing the p a s s ; for example, i f two NAScom l i n e s 
a re being used, da ta b locks a r r i ved a t a r a t e of 400 b locks per 
update ( i . e . , every 20 seconds ) , and a RUP support ing only that m i s ­
s ion should expect da ta b locks to a r r i v e a t a r a t e of 320 per update 
( i . e . , 80% of 4 0 0 ) . 
In add i t ion to s i g n i f i c a n t l y decreased t ransmiss ion r a t e s , 
another type of software f a i l u r e i s the complete termination of da ta 
t ransmiss ion even when the component's hardware appears to be opera t ­
ing s a t i s f a c t o r i l y , i . e . , i t s icon i s coded green on the Configura­
t ion and S t a tu s page . A t ransmiss ion termination f a i l u r e a t any of 
the terminal p o i n t s , i . e . , MOR (SPF) , RUP, GW, VIP, or CMS, i s i n d i ­
ca ted by a f a i l u r e of the da ta block counts to update a t a l l . I f the 
f a i l u r e occurs e a r l i e r in the equipment s t r i n g support ing the s p a c e ­
c r a f t contac t than a terminal po in t , e . g . , a t an AP, TAC, or NAScom 
l i n e , a decreased to r terminated t ransmiss ion r a t e can be detected on 
the MOR (SPF) da ta block count update d i sp l ay page . As with 
decreased data flow, other telemetry pages should then be checked to 
determine the cause of the e r ro r . 
Replacing a Faul ty Component. Once a component has been i d e n t i ­
f i ed a s f a u l t y , i t needs to be r ep laced , i f p o s s i b l e , with another 
component of the same type . A replacement uni t needs to be current ly 
f r e e , and a l s o not scheduled for other use during the required time 
per iod . Several d i s p l a y s a re a v a i l a b l e to view scheduled hardware 
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a l l o c a t i o n . The commands "DISPLAY NAS AVAIL1", "DISPLAY NAS AVAIL2", 
"DISPLAY NAS AVAIL3", "DISPLAY TAC AVAIL", "DISPLAY RUP AVAIL", 
"DISPLAY AP AVAIL", "DISPLAY GW AVAIL", "DISPLAY CMS AVAIL", "DISPLAY 
SPF AVAIL", "DISPLAY DOC AVAIL", "DISPLAY MPT AVAIL", and "DISPLAY 
VIP AVAIL" w i l l d i s p l a y graphica l r ep resen ta t ions of schedules for 
the r e s p e c t i v e c l a s s e s of hardware components. These schedules w i l l 
appear on the l e f t sc reen . On the graphics schedule pages , the 
colored ba r s on the d i s p l a y i nd i ca t e time per iods during which com­
ponents a r e scheduled for u s e . 
Alphanumeric schedule d i s p l a y s a re a v a i l a b l e for each ind iv idua l 
component, for example "DISPLAY AP2 SCHED" and "DISPLAY NAS23 SCHED". 
These d i s p l a y s i n d i c a t e which miss ions a re scheduled to use the 
s p e c i f i c p i ece of equipment and for what time per iod , as wel l a s 
other information. The command "DISPLAY MSOCC SCHED" w i l l d i s p l a y 
the next s eve ra l scheduled p a s s e s , the equipment reserved to support 
these p a s s e s , and other information. 
Once the GT-MSOCC operator i d e n t i f i e s a replacement component, a 
command must be given to make the replacement. The command to 
r ep lace a f au l ty component with an a v a i l a b l e component of the same 
type i s given in the box below. Once the opera tor has manually 
rep laced a component, the equipment s t r i n g must be manually deconf ig-
ured a t the conclusion of a p a s s . The deconfigure command i s a l s o 
shown Operator Commands to Replace a Faulty Component and 
Manually Deconfigure a Mission 
REPLACE old-one new-one 
DECONFIGURE mission-name* 
it 
See Table 1 for a l i s t of mission-name a b b r e v i a t i o n s . 
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For example, i f API has been detected a s a f au l ty uni t and AP5 
i s not in u s e . does not have a hardware f a i l u r e , and i s not scheduled 
for u s e , the GT-MSOCC operator makes the replacement with the command 
"REPLACE API AP5". The box on the fol lowing page summarizes the 
information r e t r i e v a l commands used to f ind replacements and r ep lace 
equipment• 
A fau l ty component cannot always be r ep laced . MORs a re 
s p a c e c r a f t - s p e c i f i c and a r e not in te rchangeable . A l so , there may be 
no replacement uni t a v a i l a b l e for other GT-MSOCC equipment. I f a 
component has a problem and cannot be rep laced , the GT-MSOCC operator 
must repor t t h i s . To send a message the operator en te r s "ALERT" f o l ­
lowed by the message, for example, "ALERT M0R12 IS GENERATING TOO 
MANY ERROR BLOCKS". 
2 . Compensation for Automated Schedule Problems 
The th i rd major GT-MSOCC operator function i s compensation when 
the automatic schedule and control system i s unable to configure a 
scheduled p a s s . I f a p a s s i s scheduled to occur, but one of i t s 
scheduled components has f a i l e d or i s being used, the GT-MSOCC opera­
to r r e c e i v e s a message, such a s "Unable to conf igure ERBE: TAC3 una­
v a i l a b l e . " The command "DISPLAY PENDING" w i l l g ive a current l i s t of 
miss ions that cannot be au tomat ica l ly configured because one or more 
of the scheduled components i s u n a v a i l a b l e . In our example, the 
operator must iden t i fy a s u i t a b l e replacement for TAC3 and manually 
configure ERBE making the necessary replacement. This procedure i s 
c a l l e d configure and r e p l a c e . The configure and r ep lace command i s 
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Schedule Information and Replacement Commands 
Graphics Schedule for Equipment C la s se s 
DISPLAY NAS AVAIL1 
DISPLAY NAS AVAIL2 
DISPLAY NAS AVAIL3 
DISPLAY TAC AVAIL 
DISPLAY RUP AVAIL 
DISPLAY AP AVAIL 
DISPLAY GW AVAIL 
DISPLAY CMS AVAIL 
DISPLAY VIP AVAIL 
DISPLAY SPF AVAIL 
DISPLAY DOC AVAIL 
DISPLAY MPT AVAIL 
Alphanumeric Schedules for Equipment Items 
DISPLAY NASn SCHED n * l , . . . , 3 3 
DISPLAY RUPn SCHED n-1 ,2 ,3 
DISPLAY TACn SCHED n « l , . . . , 8 
DISPLAY APn SCHED n » l , . . . , 7 
DISPLAY CMSn SCHED n « l , 2 
DISPLAY GWn SCHED n-1 ,2 
DISPLAY VIPn SCHED n-1 ,2 ,3 
Replace Command for Faulty Component 
REPLACE old-i tem new-item 
Operator Commands to Replace and Deconfigure 
Equipment fo r a Spec i a l Request 
CONFIGURE mission-name REPLACE old-one new-one 
DECONFIGURE mission-name* 
See Table 1 for a l i s t of mission-name a b b r e v i a t i o n s . 
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"CONFIGURE ERBE REPLACE TAC3 TAC5"• The operator has about 3 minutes 
to configure and r ep l ace a problem with the automated schedule . I f a 
replacement component cannot be found in that t ime, the p a s s w i l l be 
removed from the pending miss ion l i s t . 
I f the GT-MSOCC operator manually conf igures the equipment sup­
por t ing a p a s s , he/she must a l s o manually deconfigure the equipment 
when the p a s s i s complete. For example, the operator g i v e s the com­
mand, "DECONFIGURE ERBE", when the manually configured ERBE p a s s i s 
complete. 
Before r ep lac ing fau l ty equipment, the operator should iden t i fy 
a replacement component that i s current ly a v a i l a b l e and not scheduled 
for use for the durat ion of t e current pa s s containing the f au l ty 
component. Replacing a f a i l e d component with one that i s scheduled 
for use by another miss ion during the current p a s s 1 durat ion w i l l 
cause a subsequent problem with the e automated scheduling system and 
i s considered an operator e r ro r . Before beginning a r ep l ace command, 
the operator should ca re fu l ly inspec t the replacement component's 
schedule to ensure that no c o n f l i c t s a re caused. F i n a l l y , for com­
ponents that can support mul t ip le u s e r s , the operator must ensure 
that a replacement does not v i o l a t e c o n s t r a i n t s for e i the r current or 
scheduled u s e . I f no replacements a re a v a i l a b l e the opera tor should 
enter "ALERT" followed by a message to tha t e f f e c t . As with r e p l a c e ­
ment of a f au l ty component, manually configured equipment r equ i r e s 
the operator to manually deconfigure the equipment a t the conclusion 
of a p a s s . 
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3 .̂ Responding to Spec i a l Configuration Requests 
The GT-MSOCC operator may a l s o be asked to conf igure an 
unscheduled, emergency pass for a given time durat ion or to respond 
to r eques t s about the f e a s i b i l i t y of immediately scheduling a p a r t i c ­
u l a r spacec ra f t con tac t . The operator f i r s t needs to know what types 
of equipment the s a t e l l i t e w i l l need to u s e . The operator i s p ro­
vided with a chart tha t g ives t h i s information (Table 3 ) . Second, 
the operator should consul t the equipment schedules to f ind s p e c i f i c 
components tha t a r e f r ee for the required time pe r iod . A v a l i d p iece 
of equipment should be current ly a v a i l a b l e , should not be f a i l e d , and 
should not be scheduled during the required time pe r iod . I t i s a 
s e r i o u s operator e r ror to p roh ib i t an au tomat ica l ly scheduled c o n f i ­
gura t ion because a scheduled p iece of equipment has been used by the 
opera to r . The operator must a l s o ensure that a p a s s for t h i s miss ion 
i s not a l ready scheduled within the requested time dura t ion; "DISPLAY 
mission-name SCHED" w i l l provide t h i s information. F i n a l l y , before 
responding to the ques t ion , the operator should ensure that the p ro­
posed add i t ion w i l l not i nc r ea se the t o t a l number of concurrently 
supported miss ions to more than f i v e . The GT-MSOCC system i s not 
capable of support ing more than f i v e miss ions s imul taneously . V i o l a ­
t ion of t h i s cons t ra in t i s considered a s e r i o u s opera tor e r r o r . I f 
a l l the needed equipment i s a v a i l a b l e , the operator should respond to 
the ques t ion , referencing the ques t ion number and, i f the request was 
to a c t u a l l y configure the equipment, proceed to do s o . Severa l exam­
p l e s of ques t ions and operator answers a re given below. 
MISSION NAME ABBREV 
GEOGRAPHIC EXPLORER GEO 
LANDSAT LNSAT 
ATMOSPHERIC EXPLORER QL AE-QL 
ERBE ERBE 
DEEP SPACE EXPLORER I DSEI 
GEOSAT GSAT 
INNER SPACE EXPLORER ISE 
WEATHERSAT QL WS-QL 
ASTROSEARCH ASTRO 
VENTURE VENTR 
PLANETARY MISSION PM 
SPACE SHUTTLE SS 
DYNAMIC EXPLORER DE 
ATMOSPHERIC EXPLORER D AE-D 
SOLARCRAFT SOLAR 
DEEP SPACE EXPLORER I I DSEII 
WEATHERSAT D WS-D 


















In the case of ques t ions of type (b) or ( d ) , a f t e r answering, i f 
the required equipment i s a v a i l a b l e , the operator should a c t u a l l y 
conf igure the equipment to support the r eques t . 
The command to configure an unscheduled spacec ra f t contact i s 
entered in two l i n e s . On the f i r s t l i n e the operator en ters the mi s ­
s ion name and pass durat ion in minutes; on the second l i n e the opera­
tor en te rs the equipment s e l e c t e d to support the p a s s . As with a 
conf igure - rep lace command, s i nce the GT-MSOCC operator manually con­
f igured the p a s s , he/she must a l s o manually reconf igure the equip­
ment. When the pas s i s complete, the operator g i v e s the command 
"DECONFIGURE mission-name". The format of the conf igure and deconf ig­
ure commands a re given i n the box below. The time durat ion i s given 
in minutes . 
a ) Q 12345 Can ERBE be supported for 5 minutes? 
A 12345 YES, EQUIPMENT IS AVAILABLE. 
b) Q 4123 Please configure ERBE for 4 minutes. 
A 4123 NO, NOT ALL EQUIPMENT IS AVAILABLE. 
c ) Q 8179 Can AE-D be supported for 3 minutes? 
A 8179 YES 
d) Q 7431 Please configure SS for 6 minutes. 
A 7431 OK (Operator then proceeds to 
configure S S . ) 
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Operator Commands to Manually Configure and 
Deconfigure Equipment for a Spec i a l Request 
CONFIGURE mission-name duration-t^me <RETURN> 




See Table 1 for a l i s t of mission-name a b b r e v i a t i o n s . 
Do not spec i fy MOR(SPF); system w i l l know which to 
use for a given miss ion . 
An example of a t yp i ca l command sequence i s 
CONFIGURE ERBE 5 <RETURN> 
NAS2 NAS3 NAS4 TAC1 RUP1 AP2 <RETURN> 
DECONFIGURE ERBE 
it # Deconfigure a l l Manually Configured or Reconfigured Equip­
ment S t r i n g s . As s t a t e d above any equipment that has been manually 
configured or reconfigured due to a component f a i l u r e during a p a s s 
or a problem with the automated schedule and control system must be 
manually deconfigured a s quickly a s p o s s i b l e . F a i l u r e to respond 
promptly means that configured equipment i s unava i l ab le for current 
use and may cause a subsequent problem with the automated schedule 
and control system. Operator—caused e r ro r s of t h i s type a re very 
s e r i o u s . 
169 
GT-MSOCC Operator Function P r i o r i t i e s 
As ind ica ted above, the GT-MSOCC operator r o l e i s comprised of 
s eve ra l opera tor funct ions : 
1) monitoring the hardware s t a t u s and da ta t ransmiss ion q u a l i t y 
of the components c o n s t i t u t i n g the equipment s t r i n g s sup­
por t ing each current ly a c t i v e p a s s . 
2) deconfiguring manually configured equipment. 
3) compensating for problems encountered by the automatic 
schedule when attempting to configure reserved equipment for 
a p rev ious ly scheduled p a s s . 
4) responding e i t he r to r eques t s for unscheduled miss ion sup­
port or to r eques t s about the f e a s i b i l i t y of unscheduled 
suppor t . There i s a p r i o r i t y i m p l i c i t in these func t ions . 
Under normal c i rcumstances , the operator i s expected to monitor 
current ly a c t i v e p a s s e s . This function i s preempted by any of the 
next three operator func t ions . The h ighes t p r i o r i t y function i s to 
deconfigure manually configured equipment. The GT-MSOCC operator 
should quickly deconfigure manually configured equipment. F a i l u r e to 
do so means tha t the configured equipment i s unava i l ab le for u s e , and 
i f i t i s scheduled for immediate u s e , the current s t a t e w i l l cause a 
subsequent automated schedule problem. 
The next p r i o r i t y function i s the compensation for problems with 
the automated schedule . When the operator i s n o t i f i e d of an 
automatic schedule problem, other a c t i v i t i e s should cease u n t i l a 
replacement component i s found and the miss ion i s manually c o n f i g ­
ured, or u n t i l the operator decides that no replacement component i s 
a v a i l a b l e . 
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Compensating for f a i l e d equipment, i . e . , equipment with e i the r 
hardware or software f a i l u r e s , i s the th i rd p r i o r i t y funct ion. Any 
time a hardware f a i l u r e i s detected or a software f a i l u r e i s 
suspec ted , the operator should attempt to confirm and r ep lace the 
f a i l e d component. 
Responding to ad hoc r eques t s for s p e c i a l conf igura t ions i s the 
lowest p r i o r i t y funct ion. The operator should respond to r eques t s a s 
quickly a s p o s s i b l e , but only i f a l l current ly supported p a s s e s 
appear to be opera t ing s a t i s f a c t o r i l y and there a re no miss ions pend­
ing that the automatic scheduling system i s unable to conf igure . 
A f i n a l comment on the o v e r a l l operator function i s needed. 
Operator—caused automatic schedule problems a re considered s e r i o u s 
operator e r r o r s . The operator should ca r e fu l l y s e l e c t a component to 
r ep l ace a f a i l e d component in a current pa s s or to r ep lace an una­
v a i l a b l e component in a scheduled p a s s . The operator should ensure 
that the component i s not a l ready reserved for use a t some time dur­
ing the per iod for which the operator i s making the manual r e p l a c e ­
ment or conf igura t ion . When reponding to ad hoc r e q u e s t s , the opera­
to r should ensure that s u f f i c i e n t equipment i s current ly a v a i l a b l e 
and not previous ly scheduled for the per iod in ques t ion . 
The second type of s e r i o u s operator e r ror i s manually conf igur ­
ing a miss ion so that the t o t a l number of concurrently supported m i s ­
s ions exceeds f i v e . The GT-MSOCC system i s not capable of support ing 
more than f i v e p a s s e s s imultaneously and the operator must ensure 
that t h i s l i m i t a t i o n i s not v i o l a t e d . 
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Operator Er rors 
1. F a i l i n g to deconfigure an ended miss ion so tha t i t s equipment i s 
needed, but not a v a i l a b l e for u s e , thus caus ing an automated 
scheduling problem. 
2 . Using equipment to 
a) r ep l ace a component 
b) configure a scheduled miss ion having an unava i l ab l e component 
c) configure a new pas s 
when that equipment i s a l ready scheduled, and thus causing an 
automated scheduling problem. 
3 . Deconfigure a miss ion before i t s pa s s i s completed. 
4 . Loading more than f i v e miss ions concurrent ly . A l so , manually 
conf igur ing a miss ion without consul t ing the MSOCC schedule , so 
tha t more than f i v e miss ions a r e scheduled concurrent ly . Note 
that the automatic scheduler never schedules more than f i v e m i s ­
s ions a t once; t h i s could only occur a f t e r the operator manually 
conf igures an unscheduled p a s s . 
5 . Manually conf igur ing an unscheduled pas s over a time when that 
spacec ra f t i s a l ready scheduled. The spacec ra f t s p e c i f i c MOR w i l l 
not be a v a i l a b l e for the scheduled p a s s , thus causing an 
automated scheduling problem. 
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GT-MSOCC Procedures 
1. Manually deconfigure a miss ion that 
a . has been manually conf igured. 
b . has had a component rep laced during the p a s s . 
- When the p a s s i s over, the operator r ece ive s a message. "ERBE 
pass completed: P lease deconfigure manual ly." 
- Enter the command, 
"DECONFIGURE ERBE" 
2 . Configure and r ep l ace a component on a pending mis s ion . 
- The operator r ece ives a message. 
"Unable to configure ERBE: TAC7 i s u n a v a i l a b l e . " 
- Find which components (TACs) a re current ly i d l e or a re not 
loaded to f u l l c a p a c i t y , and a re not f a i l e d . See the center 
Configurat ion and S t a tu s page . 
- Find the required time pe r iod . See down time for ERBE on, 
"DISPLAY PENDING" 
- See which of the components (TACs) tha t a r e current ly a v a i l ­
a b l e , a re not scheduled before down t ime. 
"DISPLAY TAC3 SCHED" 
"DISPLAY TAC AVAIL" 
"DISPLAY MSOCC SCHED" 
- Enter the command, 
"CONFIGURE ERBE REPLACE TAC7 TAC3" 
i f more than one component needs to be r ep laced , enter 
"CONFIGURE ERBE REPLACE TAC7 TAC3 NASI8 NAS30" 
3 . For equipment which i s in u s e . monitor 
a . for hardware f a i l u r e 
b . for poor da ta t ransmiss ion q u a l i t y (software f a i l u r e ) • 
a) To de tec t a hardware f a i l u r e , view the Configurat ion and 
S ta tus page . Any component that i s on the top por t ion of the 
page and i s red . i s in use and has f a i l e d . 
b) To detec t a software problem 
i ) decreased data flow r a t e 
- "DISPLAY TELEM" to view data in coming a t the MOR. 
See BC, the Block Count column. 
- Make sure da ta i s i nc reas ing a t a r a t e of number of 
NAS * 200 blocks per update . I f not . "DISPLAY AP 
TELEM" or "DISPLAY TAC TELEM", "DISPLAY NAS TELEM", 
"DISPLAY NAS TELEM2". 
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- To get information about other end p o i n t s , "DISPLAY 
RUP TELEM" or "DISPLAY GW TELEM" or "DISPLAY CMS 
TELEM" or "DISPLAY VIP TELEM". The RUP should have 
80% of the combined NAS BC. The GW, CMS and VIP 
should have 30% of AP Block Count. 
i i ) too many e r ro r s 
- "DISPLAY TELEM" to f ind e r ror count a t the MOR. Look 
for l a r d numbers, quickly inc reas ing under the 
columns TBP and FLAGS. 
- Trace through the conf igura t ion for the cause , 
"DISPLAY TAC TELEM" or "DISPLAY AP TELEM", "DISLPAY 
NAS TELEM1", "DISPLAY NAS TELEM2". 
- Other system end po in t s should be checked for too 
high FLAG or TBP count. "DISPLAY RUP TELEM". 
"DISPLAY RUP TELEM". "DISPLAY GW TELEM", "DISPLAY CMS 
TELEM", "DISPLAY VIP TELEM". RUP r ece ive s 80% of 
combined NAS e r r o r s . The GW, CMS and VIP r ece ive 30% 
of AP e r r o r s . 
4 . Replace a fau l ty component 
- Once a component, say TAC6, has been detected a s f a u l t y , f ind 
components of the same type that a r e not in u s e , or a r e not 
loaded to f u l l c a p a c i t y , and a r e not f a i l e d . See Configura­
t ion and S t a tu s page . 
- On Configurat ion and S ta tus page see which miss ion the com­
ponent (TAC6) i s suppor t ing . 
- Find when that s p a c e c r a f t ' s pas s i s over 
"DISPLAY TELEM"• 
- See which of the components ( e . g . , TAC3) tha t a r e current ly 
a v a i l a b l e a re not scheduled for use before down time 
"DISPLAY TAC3 SCHED" 
"DISPLAY TAC AVAIL" 
"DISPLAY MSOCC SCHED" 
- Enter the command, "REPLACE TAC6 TAC3" 
5 . Respond to r eques t s and configure unscheduled m i s s i o n s . 
- The system message i s , 
"Q 112 P lease configure ERBE for 6 minutes". 
- F i r s t note that to configure an unscheduled ERBE pas s for 6 
minutes: 
1. An ERBE p a s s cannot current ly be scheduled. 
2 . An ERBE pas s should not be scheduled within 6 minutes. 
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3 . Less than f i v e concurrent p a s s e s should be scheduled dur­
ing the next 6 minutes. 
For each needed component type , find which components a re 
i d l e , or not loaded to f u l l c apac i ty , from the Configurat ion 
and S t a tu s page . 
For each needed component type, f ind which of these com­
ponents a re not scheduled within the next 6 minutes. 
"DISPLAY component-name SCHED", e . g . , TAC3 
"DISPLAY component-type AVAIL", e . g . , TAC 
"DISPLAY MSOCC SCHED" 
I f a l l required components a re a v a i l a b l e , answer the ques t ion 
a f f i r m a t i v e l y , "A 112 ERBE 6 minute pass i s p o s s i b l e " and 
then conf igure the miss ion , 
"CONFIGURE ERBE 6" <RETURN> 
"NASI8 NAS7 NAS9 TAC3 RUP1 AP2 CMS1 VIP3" 
Note: I t i s not necessary to include the MOR. 
I f the p a s s cannot be configured, answer nega t i ve ly , 
"A 112 ERBE p a s s not p o s s i b l e no f ree CMS". 
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GT-MSOCC OPERATOR INPUT'S 
Operator Information Re t r i eva l commands 
1. To obtain telemetry pages : 
DISPLAY TELEM 
DISPLAY MODLAN TELEM 
DISPLAY NAS TELEMI 
DISPLAY NAS TELEM2 
DISPLAY TAC TELEM 
DISPLAY RUP TELEM 
DISPLAY AP TELEM 
DISPLAY GW TELEM 
DISPLAY CMS TELEM 
DISPLAY VIP TELEM 
2 . To obtain g raph ica l ly d i sp layed equipment schedule pages : 
3. To obtain alphanumeric schedule pages : 
• DISPLAY MSOCC SCHED 
• DISPLAY PENDING 
• DISPLAY mission-name SCHED 
Mission-name - ERBE, GEO, LNSAT, SS , AE-QL, DSEI, GSAT, 
WS-QL, ASTRO, VENTR, PM, DE, AE-D, SOLAR, 
DSEII, WS-D, ISE 
• DISPLAY component-name SCHED 
DISPLAY NASn SCHED n - l , . . . , 3 3 
DISPLAY RUPn SCHED n - l , 2 , 3 
DISPLAY TACn SCHED n - l , . . . , 8 
DISPLAY APn SCHED n - l , . . . , 7 
DISPLAY CMSn SCHED n = l , 2 
DISPLAY GWn SCHED n - l , 2 
DISPLAY VIPn SCHED n - l , 2 , 3 
4 . To obta in events /a larm page : 
• DISPLAY EVENTS 
DISPLAY component-type AVAIL 
DISPLAY NAS AVAIL1 
DISPLAY NAS AVAIL2 
DISPLAY NAS AVAIL3 
DISPLAY TAC AVAIL 
DISPLAY RUP AVAIL 
DISPLAY AP AVAIL 
DISPLAY GW AVAIL 
DISPLAY CMS AVAIL 
DISPLAY VIP AVAIL 
DISPLAY SPF AVAIL 
DISPLAY DOC AVAIL 
DISPLAY MPT AVAIL 
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'DISPLAY NAS AVAIL1" 
DISPLAY NAS AVAIL2" 
'DISPLAY NAS AVAIL3" 
'DISPLAY AP AVAIL" 7 













'DISPLAY MOR AVAIL" 
NAScom Lines 1-15 
NAScora Lines 16-30 
NAScom Lines 31-33 
All APs and a l l TACs 
RUPs, GWs, SPFs, 
MPTs, CMSs, VIPs 
MORs 
DISPLAY DOC AVAIL DOCs 
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Operator Control Commands 
1. To configure a scheduled miss ion and r e p l a c e : 
CONFIGURE mission-name REPLACE old-component new-component 
Example: CONFIGURE ERBE REPLACE TAC6 TAC3 
2 . To r ep lace a f a i l e d component in an ongoing p a s s : 
REPLACE old-component-name new-component-name 
3. To manually configure an unscheduled mi s s ion : 
CONFIGURE mission-name minutes component component. . . * 
Example: CONFIGURE ERBE 9 <RETURN> 
NASI NAS2 NAS3 TAC1 RUP1 A P I . . . * 
*Do not spec i fy MOR(SPF) 
( s e e Table 3) 
4 . To respond to a s p e c i a l r eques t : 
A query-number message 
Example: A 13526 CAN NOT CONFIGURE ERBE 
A 5712 CAN CONFIGURE SS 
5 . To manually deconfigure a mi s s ion : 
DECONFIGURE mission-name 
Example: DECONFIGURE ERBE 
6. To send an a l e r t message: 
ALERT rasg-string 
Example: ALERT M0R6 TOO MANY ERROR BLOCKS 
ALERT NO REPLACEMENT FOR RUP1 
Note: Commands can be wri t ten upper or lower ca se and the words 
DISPLAY, REPLACE, CONFIGURE, ANSWER and HELP can be abbrevia ted 
t h e i r f i r s t l e t t e r or f i r s t two or three l e t t e r s . 
MISSION NAME ABBREV 
GEOGRAPHIC EXPLORER GEO 
LANDSAT LNSAT 
ATMOSPHERIC EXPLORER QL AE-QL 
ERBE ERBE 
DEEP SPACE EXPLORER I DSEI 
GEOSAT GSAT 
INNER SPACE EXPLORER ISE 
WEATHERSAT QL WS-QL 
ASTROSEARCH ASTRO 
VENTURE VENTR 
PLANETARY MISSION PM 
SPACE SHUTTLE SS 
DYNAMIC EXPLORER DE 
ATMOSPHERIC EXPLORER D AE-D 
SOLARCRAFT SOLAR 
DEEP SPACE EXPLORER II DSEII 
WEATHERSAT D WS-D 



















Exerc i se 1 RUP 
NAS TAC AP MOR 
GWS CMS VIP 
Figure 1 
I t i s important to know the d i r ec t ion of data flow and the amount of 
da ta which should flow through each un i t . The order of data flow i s 
a s fo l l ows . F i r s t da ta flow through NAScom l i n e s . Second, data flow 
through the TAC and RUP p r o c e s s o r s ; th i rd , da ta flow through the APs, 
and f i n a l l y , data flow through the GW, CMS, VIP and the MOR terminal 
p o i n t s . In the conf igura t ion given above, s ince there a re 3 NAScom 
l i n e s , one-third of the data a r r i v e a t each NAS. The RUP rece ives 
80% of the incoming da ta ; but the TAC and the AP rece ive a l l of the 
incoming da ta . The GW, CMS and VIP rece ive 30% of the da t a , while 
the MOR l i k e the TAC and AP rece ives a l l of the da ta . 
NAS* 
Data Blocks 
10 b l k s / s e c / l i n e 
200 b l k s / u p d a t e / l i n e 
Error Blocks 
. 1 b l k / s e c / l i n e 












GW CMS VIP 
F i r s t Level Second Level Third Level Fourth Level 
Figure 2 
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Quest ion: I f 600 blocks of data are received j o i n t l y by the 3 NAScom 
l i n e s in a normally functioning conf igura t ion (shown 
below), how many b locks i s each subsequent component in the 
equipment s t r i n g expected to rece ive? 
Answer: 
RUP 
NAS TAC AP MOR 
GW CMS VIP 
Figure 3 
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Exe rc i s e 2 (See Figure 2 and 3) 
NAS NAS NAS RUP TAC AP AP GW 
Ql: 200 200 200 
Q2: 200 200 200 480 
Q3: 200 200 200 480 300 
Q4: 200 200 200 480 600 600 600 45 
Q5: 200 200 200 480 600 300 600 
TABLE 1 
(See F igure 3) 
Q 6: Suppose data began flowing a t a decreased r a t e a t the 
MOR. which components might be caus ing the problem? 
Q 7 : Suppose data began flowing a t a decreased r a t e a t the 
RUP. which components might be caus ing the problem? 
Q 8: Suppose data began flowing a t a decreased r a t e a t the 
CMS. which components might be causing the problem? 
Q 1: Suppose 200 blocks flow through each NAS and there a re no 
fau l ty components; f i l l in expected block counts for sub­
sequent components in the equipment s t r i n g ( l i n e 1) given 
in the t a b l e below. 
Q 2 : The RUP i s a faul ty component, f i l l in expected block 
counts for subsequent components in the equipment s t r i n g 
( l i n e 2) given in the t ab l e below. 
Q 3 : The TAC i s a fau l ty component, f i l l in expected block 
counts for subsequent components in the equipment s t r i ng 
( l i n e 3) given in the t a b l e below. 
Q 4 : The GW i s a f au l ty component, f i l l in expected block 
counts for subsequent components in the equipment s t r i ng 
( l i n e 4) given in the t ab l e below. 
Q 5 : The AP i s a fau l ty component, f i l l in expected block 
counts for subsequent components in the equipment s t r i ng 
( l i n e 5) given in the t ab l e below. 
 CMS VIP MOR 
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GW CMS VIP 
Since GW, CMS and VIP only rece ive 30% of the data flowing through 
the conf igura t ion , co r rec t ly functioning un i t s are expected to 
rece ive approximately 30% of the e r ror b locks . 
Given t h i s background, f i l l in the answers in the t ab l e below. 
Ql: Given 100 e r ro r blocks a t one NAScom l i n e and none a t the other 
two l i n e s , how many er ror blocks are expected a t subsequent 
un i t s? 
Q2: Given 100 e r ro r blocks in a TAC, how many e r ror blocks are 
expected a t subsequent un i t s? 
Q3: Given 100 e r ro r blocks in one AP, 50 in the other AP, how cany 
e r ror b locks are expected a t subsequent un i t s? 
Q4: Given 100 e r ro r blocks a t a GW, how many e r ror b locks are 
expected a t subsequent un i t s? 
NAS NAS NAS RUP TAC AP AP GW CMS VIP MOR 
Ql: 0 100 0 
Q2: 0 0 0 0 100 
Q3: 0 0 0 0 0 100 50 
Q4: 0 0 0 0 0 0 0 100 
Decreased data flow r a t e i s only one i nd i ca t i on of a faul ty 
u n i t . A f au l ty p i ece of equipment may c r ea t e e r ror b l o c k s , i . e . , 
b locks tha t a re garbled or a r r i v e out of sequence. Any e r ror blocks 
c rea ted a t a components a re passed to subsequent components. 
For example, suppose a NAScom l i n e created 100 er ror blocks in 
the conf igura t ion below. 
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E x e r c i s e 4 
RUP 





OZ 3 3 % 3 3 % 67% 
67% 
GW CMS VIP 
30% x 67% = 20% 
MOR (SPF) 
67% 
Ql : Suppose da ta flow stopped a t the MOR. Which components could be 
r e spons ib l e (in the conf igurat ion above)? 
Q2: Why couldn ' t a NAS be respons ib le for t h i s problem? 
Q3: I f the conf igura t ion had only one AP, could i t be respons ib le? 
A more s e r i ous data t ransmiss ion r a t e problem occurs when data 
flow completely s tops a t a un i t . I f data flow s tops a t one NAS. for 
example, data would flow through the components a t the following 
r a t e : 
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Exe rc i s e 5. 
Which i s (are) fau l ty component(s)? 
3 . The fol lowing e r ro r blocks have been t ransmi t ted . 
NAS NAS RUP AP AP CMS VIP MOR 
68 33 81 105 101 29 30 107 
Which i s (are) fau l ty component(s)? 
NOTE: I t i s important to remember that the RUPs can support up to 3 
s a t e l l i t e s a t once, and that the VIPs can each support up to two 
s a t e l l i t e s a t once. Thus, the amount of data b locks received and the 
number of er ror blocks for a RUP or a VIP may r e f l e c t t ransmiss ion 
from more than one s a t e l l i t e . 
A low flow r a t e or a high error block count found a t a terminal 
point in the equipment s t r i n g , such as the MOR, may be an ind ica t ion 
of a problem with the MOR, with preceding u n i t s in the equipment 
s t r i n g , or may be no problem at a l l . There i s some system j i t t e r , so 
i f e r ro r s a r e evenly d i spersed throughout the system, there probably 
i s not a problem. To f ind e r r o r s , look for s i g n i f i c a n t l y more error 
b locks on a suspected component than on previous u n i t s , or l e s s flow 
than a t previous u n t i s , or d i f fe ren t flow r a t e s on un i t s a t the same 
l e v e l . 
PROBLEMS: 
1. The s a t e l l i t e has been t ransmit t ing and the amount of data blocks 
rece ived a re a s follows are given below. Assume in a l l of these 
problems that RUP and VIP are support ing only one miss ion . 
NAS NAS NAS RUP TAC AP GW CMS VIP MOR 
1948 2018 2019 4825 5925 0 0 0 0 0 
2 . The fol lowing error blocks have been t ransmi t ted . 
NAS NAS NAS RUP TAC AP . GW VIP MOR 
11 12 12 28 36 36 10 10 38 
APPENDIX C 
GT-MSOCC Operator Ins t ruc t ions f 
the Window Display Condition 
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GT-MSOCC OPERATOR WORKSTATION 
The GT-MSOCC operator worksta t ion c o n s i s t s of two CRT screens 
and a keyboard on which the operator en ters commands and information 
r e q u e s t s . The r igh t screen i s the monitoring and supervisory control 
sc reen ; information d isp layed on t h i s screen enables the GT-MSOCC 
operator to monitor incoming data flow r a t e s and block e r ror counts 
for a l l current ly supported spacec ra f t c o n t a c t s . The l e f t screen 
provides alphanumeric windows through which the GT-MSOCC opera tor can 
r ep l ace f a i l e d equipment, configure unscheduled spacec ra f t c o n t a c t s , 
and inspec t spacec ra f t and equipment schedules . The remainder of 
t h i s s ec t i on w i l l provide more d e t a i l about these s c r e e n s . 
The r igh t screen of the worksta t ion provides information about 
data flow r a t e and da ta q u a l i t y a s i t reaches a terminal po in t s in 
the GT-MSOCC system. Figure 5 shows an example of the d i sp l ay page . 
Each miss ion which i s current ly t ransmi t t ing data has i t s own sp igo t 
icon d i sp layed on the l e f t s i d e of the r igh t sc reen . Each miss ion 
icon i s l abe l ed with the name of the miss ion that i t r ep resen t s and 
has a p a r t i a l l y f i l l e d b lue bar that i n d i c a t e s time remaining for the 
current p a s s . The a rea of the e n t i r e bar represen t s 10 minutes, 
thus , a ha l f f i l l e d bar i n d i c a t e s that about 5 minutes of da ta 
t ransmiss ion remain for the p a s s . 
The miss ion sp igo t icon depicted in Figure 6 i s a q u a l i t a t i v e 
represen ta t ion of the most s i g n i f i c a n t f ea tu re s of the da ta b locks 
and e r ror b locks flowing through the equipment s t r i n g support ing an 
ind iv idua l s a t e l l i t e con tac t . The sp igo t icon represen ts information 
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A Sample of the Right Graphics Terminal 
Figure 5 
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- time remaining 
- f auce t s 
- da ta flow 
- bucket 
- da ta l e v e l 
- e r ro r s 
A faucet icon i s provided for each s a t e l l i t e 
cur ren t ly engaged in a p a s s . 
Figure 6 
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about da ta block flow r a t e , e r ror block counts , and represen t s i n f o r ­
mation flow as data reach terminal po in ts in the equipment s t r i n g 
support ing the spacec ra f t con tac t . The data flow r a t e depicted by 
the icon i s dynamic. I t r epresen t s the sma l l e s t da ta flow r a t e a t 
any of the terminal po in t s in the m i s s i o n ' s equipment s t r i n g , i . e . , 
i t r ep resen t s the flow r a t e a t e i the r the MOR (SPF) , RUP, GW, CMS, or 
VIP depending on the ind iv idua l conf igura t ion . The operator monitors 
the flow r a t e to detect e i t he r s i g n i f i c a n t l y decreased or fu l l y t e r ­
minated da ta flow, problems requi r ing immediate operator in te rven­
t i o n . Two types of da t a , telemetry and non-telemetry, flow through 
the two s p i g o t s in to a bucket . The r i s i n g l e v e l on the icon 
represen t s the amount of da ta that has reached the MOR (SPF) terminal 
po in t . The red dots c o l l e c t i n g a t the bottom of the bucket represent 
the amount of bad data i . e . . e r ror b locks that have been t ransmit ted 
through the system. As with data flow r a t e , the e r ro r block counts 
depicted a t the bottom of the bucket a r e dynamic, and, a t any one 
t ime, dep ic t the terminal point for the miss ion equipment conf igura ­
t ion s t r i n g with the most e r ror b l o c k s . The operator monitors e r ro r 
b locks in order to de tec t components c rea t ing bad data b l o c k s . Like 
problems with data flow, a s i g n i f i c a n t i n c r e a s e in the e r ro r block 
count a t one of the terminal po in ts r equ i res operator a t t e n t i o n . The 
miss ion s p i g o t icons loca ted on the l e f t ha l f of the r igh t screen 
i n d i c a t e o v e r a l l data flow r a t e s and e r ror block counts for each 
t ransmi t t ing s a t e l l i t e . Their purpose with a s a t e l l i t e ' s computer 
and communication equipment. When a po t en t i a l problem i s sugges t ed , 
the operator may request more d e t a i l e d information about an 
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ind iv idua l equipment s t r i n g . Three operator commands that d i sp l ay 
add i t i ona l information about the current s t a t u s of components sup­
por t ing a s a t e l l i t e contact a r e given in the box below. Al l three 
commands w i l l cause add i t iona l graphica l information to be d i sp layed 
on the r i gh t ha l f of the r igh t sc reen . 
Operator Commands To Obtain More 
Detai led Information about a Mission 
DISPLAY mission-name* STATUS 
DISPLAY mission-name* FLOW 
DISPLAY MORE mission-name* 
Table 1 contains a l i s t of abbreviat ions 
used for mission-name. 
The f i r s t command, DISPLAY mission-name STATUS, d i s p l a y s a 
d e t a i l e d r ep resen ta t ion of equipment support ing the s a t e l l i t e contact 
together with the hardware s t a t u s fo each. An example i s given in 
Figure 7 Each box in the l a r g e icon represen t s a p iece of equipment 
in the equipment s t r i n g . The co lo r of the box rep resen t s the 
equipment 's s t a t u s , i . e . , a green box i n d i c a t e s that the hardware 
component i s fu l ly opera t iona l and a red box i n d i c a t e s tha t the 
hardware component i s f a i l e d . 
The second command, DISPLAY mission-name FLOW, d i s p l a y s an icon 
s i m i l a r to that used in the STATUS d i s p l a y descr ibed above, but 
ra ther than g iv ing hardware s t a t u s i t provides information about the 
da ta block flow r a t e s and e r ror block counts a t each component in the 
equipment conf igura t ion . Like the mission sp igo t i con , the icon 
191 
AP3 
M0R6 GW1 VIP3 
A S t a t u s icon for one of the s p a c e c r a f t cu r ren t ly engaged 
i n a p a s s . Correc t ly opera t ing components a re green and 
f a i l e d components are red . 
F igure 7 
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provides q u a l i t a t i v e ra ther than q u a n t i t a t i v e information. Using the 
enlarged network of s p i g o t s t ransmi t t ing da ta , the operator can see 
i f there a re problems with data t ransmiss ion a t any component in the 
equipment s t r i n g support ing the spacec ra f t con tac t . F igure 8 g i v e s 
and example. 
The l a s t command, DISPLAY MORE mission-name, i s a higher l e v e l 
command than the o the r s . Before d i sp l ay ing information, the hardware 
s t a t u s of each p iece of equipment support ing the s a t e l l i t e contact i s 
checked. I f a hardware f a i l u r e i s de tec ted , then the equipment 
STATUS icon appears , o therwise, the FLOW icon appea r s . The MORE com­
mand can be considered " i n t e l l i g e n t " in that i t w i l l s e l e c t between 
the STATUS and FLOW icon; given current system s t a t e , t h i s command 
w i l l choose the d i s p l a y that the operator i s more l i k e l y to want to 
s e e . I f a component has a hardware f a i l u r e , us ing the d e t a i l e d 
STATUS i c o n s , the operator can quickly determine which, i f any, com­
ponent has f a i l e d . I f there i s a problem but not a hardware f a i l u r e , 
the FLOW icon provides information that can be used to iden t i fy a 
software f a i l u r e . 
When a miss ion ends, i f i t s FLOW or STATUS icon i s d i sp l ayed , 
the icon w i l l be erased au toma t i ca l ly . The operator can e r a s e e i t he r 
the FLOW or STATUS icon with an "ERASE BLOWUP" command. 
In add i t ion to the i con ic d i sp l ay screen , the operator has 
another CRT a v a i l a b l e . The l e f t screen provides alphanumeric windows 
that i n d i c a t e the s t a t u s and schedule of system components and a i d 
the operator in va r ious control funct ion. Windows provide schedule 
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A flow icon for one of the s p a c e c r a f t cur ren t ly engaged in 
a p a s s . Flow i s i n d i c a t e d above each bucket . F u l l flow 
t akes the e n t i r e width of the bucket ; here AP3 has a flow 
problem. 
F igure 8 
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information that inc ludes an o v e r a l l GT-MSOCC spacec ra f t pass 
schedule (DISPLAY MSOCC SCHED) a s well a s ind iv idua l schedules for 
each spacec ra f t ( e . g . , DISPLAY ERBE SCHED). F igure 9 g ives examples 
of each type of window. In addi t ion to spacec ra f t schedules , there 
a re windows with schedules for each p iece of GT-MSOCC equipment, 
( e . g . , DISPLAY ERBE SCHED), ( see F igure 9b) a s wel l a s s t a t u s windows 
for each equipment c l a s s i n d i c a t i n g whether an ind iv idua l p i ece of 
equipment i s in use or whether i t has f a i l e d , ( e . g . , DISPLAY TAC 
STATUS). F igure 10 dep ic t s an equipment s t a t u s window. 
There a re three window permanently d i sp layed on the l e f t sc reen , 
a time window, a user input window, and a system message window. The 
l e t t screen can support up to t h i r t y other windows whose appearance 
i s ope ra to r - con t ro l l ed . Each opera to r -con t ro l l ed window i s numbered 
and the command "ERASE window-number" w i l l e r a s e a s p e c i f i c window. 
"ERASE ALL" w i l l e r a se a l l of the opera tor - reques ted windows 
current ly on the sc reen . 
In add i t ion to equipment and miss ion schedules and equipment 
s t a t u s windows, the operator can request windows that provide i n f o r ­
mation needed to perform operator control functions such as r e p l a c e ­
ment of f a i l e d equipment or conf igura t ion of unscheduled s p a c e c r a f t 
c o n t a c t s . "HELP REPLACE TAC1", for example, provides the operator 
with a l l TACs a v a i l a b l e to r ep l ace TAC1. The operator can a l s o 
request windows to a i d in conf igur ing an unscheduled p a s s . For exam­
p le i f the operator needs to configure a 10 minute unscheduled ERBE 
p a s s , "HELP CONFIGURE ERBE 10" d i s p l a y s a window showing what equ ip-
1 GT-MSOCC Schedule 
msn up down equipment 
DE * 2:42 NAS28,23,2l RUP3 TAC6 AP3,5 MSI VIP3 MORI3 
WS-D *2:38 2:43 NAS3,17 TAC3 AP5 VIP2 M0R9 
AE-QL 2:41 2:47 NAS2,13 TAC2 API CMS2 VIP1 M0R4 
ISE 2:47 2:56 NAS2,30,12 RUP1 TAC4 AP3 CMS2 VIP3 MOR8 
GEO 2:47 2:51 NAS26,22,15 RUP3 TAC2 API CMS1 VIP2 M0R2 
GSAT 2:54 3:02 NASI,27,33 RUP2 TAC6 AP6 GW1 VIP2 MOR7 
LNSAT 2:55 3:01 NAS6,12,31 RUP2 TAC5 AP2 GW2 VIP3 MOR3 
This i s the o v e r a l l GT-MSOCC schedule . An a s t e r i s k in the "up" 
column indica tes that the mission (msn) i s current ly engaged in a pass* 
An a s t e r i s k before the "up" time ind ica te s that the mission should be 
engaged in a p a s s , but i t s equipment has not been configured. 
Figure 9a 
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2 AP5 Schedule 
msn up down 
DE • 2:42 
WS-D 2:55 3:01 
VENTR 3:01 3:07 
WS-D 3:45 3:51 
DSEI 4:01 4:09 
VENTR 4:11 4:18 
Each component in the GT-MSOCC system has a schedule . 
Figure 9b 
3 DE Schedule 
up down equipment 
* 2:42 NAS28,23,21 RUP3 TAC6 AP3,5 CMS1 VIP3 MORI3 
2: 58 3:01 NAS26,24,7 RUP2 TAC8 AP4,3 CMS1 VIP3 MOR13 
3: 18 3:23 NAS9,25,8 RUP1 TAC6 AP6,7 CMS2 VIP3 MOR13 
3: 38 3:41 NAS30,11,13 RUP1 TAC6 AP6,7 CMS1 VIP3 MORI3 
4: 18 4:22 NASH ,24,17 RUP3 TAC8 AP7,6 CMS2 VIP2 MOR13 
6: 18 6:24 NAS26,5,21 RUP2 TAC1 AP7,3 CMS1 VIP2 MOR13 




1 S ta tus 
TAC1 IDLE 
TAC 2 IDLE 






A s t a t u s window may be c a l l e d for each c l a s s of GT-MSOCC 
equipment, i . e . . NAS. RUP. TAC. AP. GW. VIP. CMS. There 
i s not a s t a t u s window for MOR's or S P F ' s . however. 
Figure 10 
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ment i s needed to support an ERBE pas s as well a s window containing 
a v a i l a b l e components that the operator can use to configure the 
spacec ra f t contact* Figure 11 shows an example of the windows p ro ­
vided to the operator in response to the "HELP CONFIGURE" command. 
Information about needed equipment for a s p e c i f i c miss ion , e . g . , 
ERBE, can be obtained independently. "DISPLAY ERBE TEMPLATE" w i l l 
provide a window l i s t i n g the equipment needed' to support an ERBE pas s 
without providing information about s p e c i f i c a v a i l a b l e components. 
F igure 12 g ives an example of t h i s window. 
The operator might a l s o want a h i s to ry of the event and alarm 
messages that have been sent to the system message window. "DISPLAY 
EVENTS" d i s p l a y s a window containing t h i s information. This window 
i s updated dynamically and conta ins messages sent within the l a s t 5 
minutes. F igure 13 i s an example of the events /a larm window. 
Most windows on the l e f t screen a r e s t a t i c ; t h e i r content does 
not change once the window has been d i sp l ayed . To obtain updated 
contents , the window must be requested a g a i n . The information in 
F igures 11 and 12 for example i s s t a t i c ; updated information must be 
reques ted . 
The keyboard and two CRTs d i sp l ay the icons and windows 
descr ibed above c o n s t i t u t e the GT-MSOCC opera tor i n t e r f a c e to t h i s 
system. D e t a i l s for GT-MSOCC opera tor supervisory contro l procedures 
fo l l ows . 
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6 ERBE Template 




1 Free NASs 
NASI NAS 2 NAS 4 
NAS 5 NAS 7 NAS 8 
NAS9 NAS10 NAS 13 
NASI 7 NAS 18 NAS19 
NAS21 NAS 2 3 NAS 2 4 
NAS 2 5 NAS 2 6 NAS 2 7 
NAS 2 9 NAS 30 NAS32 
2 Free TACs 
TAC1 TAC2 TAC4 
TAC7 
4 Free APs 
AP2 AP6 
3 Free RUPs 
RUP1 RUP2 RUP3 
Sample Response to a "HELP CONFIGURE ERBE 10" Command 
Figure 11 
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Response to a Request to See a Mission Template 
(DISPLAY ERBE TEMPLATE) 
Figure 12 
30 EVENT LOG 
00: 24 Q 7690 Please configure ASTRO for 5 minutes. 
00: 25 DSEI support ended: deconfigurat ion complete. 
00: 25 WS-D configured au toma t i ca l l y . 
00: 28 . Unable to configure SOLAR: RUP2 u n a v a i l a b l e . 
The event and alarm log holds up to seven messages 
and e r a s e s any message that i s more than f ive minutes o l d . 
Figure 13 
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GT-MSOCC Supervisory Control Procedures 
As s t a t e d in the in t roduct ion , the GT-MSOCC operator has four 
major funct ions : 
1) Supervis ion of spacec ra f t contac ts current ly being supported. 
This function has two subfunct ions . 
a) Monitoring the da ta flow for each current ly supported p a s s 
to ensure cont inu i ty and i n t e g r i t y of the da t a . 
b) In the event of problems with da ta flow, iden t i fy ing and 
compensating, i f p o s s i b l e , for equipment f a i l u r e s . 
2) Compensation for automated schedule problems. 
3) Response to reques t s for unscheduled spacec ra f t c o n t a c t s . 
4) Deconfigure a l l manually configured or reconfigured equipment 
s t r i n g s . 
S p e c i f i c procedures and examples fol low. 
i - Supervisory Control of Current Spacecraf t Contacts 
The GT-MSOCC operator ensures that a l l GT-MSOCC equipment i s 
functioning properly so that information from the s a t e l l i t e reaches 
the MOR (SPF) and any other terminal po in ts in the equipment s t r i n g 
support ing the p a s s , namely the RUP, CMS, GW and VIP. The operator 
begins by monitoring the system for problems. On the l e f t terminal 
the operator may want to c a l l the events /a larm page which keeps a 
record of important system events and messages to the opera tor . The 
command "DISPLAY EVENTS" w i l l c a l l the events /a larm window on the 
l e f t s c reen . The l e f t screen i s a l s o where the operator en ters com­
mands i n s i d e the window l abe led "COMMAND" and r e c e i v e s messages 
i n s i d e the window l abe l ed "MESSAGE". After the operator r ece ive s a 
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message, i t i s immediately logged onto the events /a larm d i sp l ay page . 
On the r igh t terminal the miss ion icons i n d i c a t e the data flow 
r a t e and q u a l i t y a s they reach terminal poin ts in the GT-MSOCC s y s ­
tem. A miss ion icon i s d i sp layed for each s a t e l l i t e tha t i s 
current ly engaged in a p a s s . Data a re c o l l e c t e d in a bucket, and bad 
da ta b l o c k s , i . e . . e r ror b l o c k s , a re represented a s red dots c o l l e c t ­
ing a t the bottom of the bucket . 
R e c a l l , the flow for the s p i g o t s represent the s m a l l e s t data 
flow r a t e a t any of the terminal p o i n t s , i . e . , MOR (SPF) , GW, VIP, 
RUP, CMS, in the equipment s t r i n g support ing the spacec ra f t con tac t . 
I f the i c o n ' s flow i s s i g n i f i c a n t l y reduced or terminated, the opera­
to r should immediately suspect a problem and request add i t i ona l 
information. 
Like the flow r a t e , the e r ror block counts represented by the 
red dots a t the bottom of the icon a re dynamic. At any given time 
they r ep resen t , p ropor t iona te ly , the g r e a t e s t number of block e r ro r s 
a t one of the terminal po in t s of the equipment s t r i n g . A s i g n i f i c a n t 
i nc r ea se in the number of red dots i s a warning to the operator to 
further i n v e s t i g a t e the da ta flow through the equipment s t r i n g . 
The miss ion icon with i t s q u a l i t a t i v e flow and e r ro r r e p r e s e n t a ­
t ion provides the operator with a s e t of warning s i g n a l s about p o s s i ­
b l e equipment malfunct ions . As long a s the equipment support ing a 
spacec ra f t contact i s opera t ing e f f e c t i v e l y , the miss ion icon w i l l 
have a f u l l flow and a small number of e r r o r s . Decreased flow r a t e 
or increased red dots a t the bottom of the bucket a r e l i k e l y 
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i n d i c a t o r s of equipment problems. 
As ind ica ted in the overview, GT-MSOCC equipment problems may be 
separa ted in to two broad t ypes : equipment f a i l u r e s and da ta 
t ransmiss ion degradat ion . The former, equipment f a i l u r e , i s a s i t u a ­
t ion in which a computer or communications system becomes completely 
inoperab le . The cause of t h i s type of problem i s t y p i c a l l y hardware 
f a i l u r e . A component with f a i l e d hardware i s u sua l ly easy to d e t e c t . 
F a i l e d equipment terminates the data flow recorded a t the point of 
f a i l u r e and a f f e c t s the da ta flow a t every subsequent point in the 
equipment s t r i n g support ing a p a s s . The operator should, i f p o s s i ­
b l e , immediately r ep l ace a component with a hardware f a i l u r e . 
The second type of GT-MSOCC problem, a t ransmiss ion f a i l u r e , i s 
much harder to d e t e c t . Although these f a i l u r e s may take s eve ra l 
forms, a l l involve a degradat ion in data t ransmiss ion even though 
ind iv idua l p i e c e s of equipment appear to be functioning adequate ly . 
Such f a i l u r e s may be thought of as " s o f t " f a i l u r e s . The cause i s 
t y p i c a l l y a software problem in the m i s s i o n - s p e c i f i c software a t one 
of the GT-MSOCC p i e c e s of equipment support ing the spacec ra f t con­
t a c t . 
GT-MSOCC t ransmiss ion problems occur in one of three ways: f u l l 
termination of data t r ansmiss ion , decreased data t ransmiss ion r a t e , 
or a s i g n i f i c a n t i nc r ea se in e r ror block count. The f i r s t problem 
r e s u l t s in a f u l l terminat ion of da ta t r ansmiss ion . In t h i s s i t u a ­
t ion , software problems a t some p iece of equipment terminate da ta 
p r o c e s s i n g . As with equipment hardware f a i l u r e , t h i s type of problem 
204 
i s comparatively easy to de tec t s i nce data s top a r r i v i n g a t the point 
of t ransmiss ion and a f f e c t the da ta flow a t a l l subsequent po in t s in 
the equipment s t r i n g , 
A r e l a t e d but more s u b t l e problem i s decreased r a t e of da ta 
flow. Given the number of NAScom l i n e s support ing a p a s s , there i s 
an expected da ta flow r a t e . A s i g n i f i c a n t decrease in t h i s r a t e i s 
cause for further examination of r e l a t e d equipment. The operator 
must monitor d i sp layed da ta flow through ind iv idua l components i n the 
equipment s t r i n g to de tec t decreased flow r a t e . I f a problem i s con­
firmed, the operator should, i f p o s s i b l e , r ep l ace the fau l ty equ ip­
ment. 
The l a s t type of t ransmiss ion problem i s a high e r ror block 
count in rece ived da ta . A c e r t a i n amount of e r ror b locks i s expected 
but a rap id i nc r ea se in the number of e r ror b locks r equ i res the 
operator to more c l o s e l y examine e r ror propagat ion through the GT-
MSOCC equipment s t r i n g support ing the the pa s s in order to see i f one 
of the p i e c e s of GT-MSOCC hardware i s causing e r r o r s . Subsequent 
s e c t i o n s provide s p e c i f i c operator procedures to de tec t each of these 
problems. 
Detect ing a Hardware F a i l u r e . Hardware f a i l u r e s can be de tec ted 
on the r igh t CRT sc reen . The miss ion s p i g o t icons i n d i c a t e which 
miss ions a re current ly engaged in a pa s s and g ive information about 
the amount and q u a l i t y of da ta as they reach terminal po in t s in the 
conf igura t ion s t r i n g s for each p a s s . Each icon represen t s da ta flow­
ing through the system as l i q u i d flowing out of s p i g o t s i n to a 
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bucket . The blue flow i n d i c a t e s telemetry ( sc ience data) flow, y e l ­
low i n d i c a t e s nontelemetry ( s a t e l l i t e heal th and sa fe ty data) flow. 
When a component in the equipment support ing the miss ion f a i l s , the 
flow coming out of the sp igo t icon decreases or s t o p s . I f flow from 
the sp igo t icon s t o p s , the operator may type e i t he r "DISPLAY MORE 
mission-name" or "DISPLAY mission-name STATUS". The f i r s t command 
w i l l au tomat ica l ly check the hardware s t a t u s of a l l the equipment in 
the s t r i n g support ing the p a s s . I f one or more has a hardware 
f a i l u r e , the STATUS icon w i l l be d i sp l ayed . I f there i s not a 
hardware f a i l u r e , the FLOW icon w i l l appear. 
The operator may d i r e c t l y request the STATUS icon with the 
second command l i s t e d above. When the STATUS icon page i s d i sp layed , 
a l a r g e icon i n s i d e a rec tangula r box w i l l appear on the r igh t ha l f 
of the screen showing what equipment i s support ing the miss ion of 
i n t e r e s t . A f a i l e d component w i l l be depicted by a red b lock . Com­
ponents tha t have not f a i l e d w i l l be depicted in green on the STATUS 
page d i s p l a y . A f a i l e d component needs o f f l i n e maintenance and 
should be replaced i f p o s s i b l e . I f a l l components a re green and flow 
i s terminated, a component may have a da ta t ransmiss ion r a t e e r ro r , 
ra ther than a hardware f a i l u r e . 
Detect ing a Software F a i l u r e t Decreased Data Transmission 
Ra t e s . Like hardware f a i l u r e s , da ta flow problems can a l s o be 
detected by monitoring the miss ion sp igo t i con . I f there i s 
decreased or terminated flow a t the miss ion icon , the opera tor may 
request the FLOW icon depic t ing data flow r a t e and e r ror block counts 
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a t each component in the equipment s t r i n g support ing the spacec ra f t 
con tac t . As in de tec t ing hardware f a i l u r e s , the "DISPLAY MORE 
mission-name" command can be used to f i r s t ensure that a hardware 
f a i l u r e i s not caus ing the problem. When a l l equipment i s opera t ing 
s a t i s f a c t o r i l y , the MORE command w i l l d i sp l ay the FLOW icon . The 
FLOW icon can be requested d i r e c t l y with the command "DISPLAY 
mission-name FLOW". 
Given a FLOW icon , to de tec t a software f a i l u r e causing data 
t ransmiss ion problems the operator should inspec t the flow a t each 
terminal point in the equipment s t r i n g support ing the p a s s , i . e . , 
RUP, MOR (SPF) , GW, CMS, VIP, a s wel l a s other components c o n s t i t u t ­
ing the equipment s t r i n g . I f information i s flowing a t f u l l r a t e a t 
a l l components preceding and including each of the terminal p o i n t s , 
then flow from the icon s p i g o t s w i l l be the e n t i r e width of a s p i g o t . 
I f flow i s only the p a r t i a l width of the a s p i g o t , a da ta t r ansmis ­
s ion r a t e problem i s i n d i c a t e d . There w i l l be some system j i t t e r , so 
flow width that i s only s l i g h t l y l e s s than the s p i g o t width may not 
i n d i c a t e any problem. When a component has a da ta t ransmiss ion r a t e 
problem, i t s data flow w i l l have a thinner width or be nonexis tent 
when compared to flow width a t previous components or components a t 
the same l e v e l . A data t ransmiss ion r a t e problem w i l l propagate 
through the equipment s t r i n g , so that a component's data t r ansmiss ion 
r a t e e r ror w i l l a f f e c t the da ta t ransmiss ion r a t e s of a l l subsequent 
components. Once a da ta t ransmiss ion r a t e problem has been i d e n t i ­
f i e d , the operator should attempt to r ep lace the f au l ty component a s 
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quickly a s p o s s i b l e . 
Detect ing a Software F a i l u r e : Too Many Error B locks . The mi s ­
s ion s p i g o t icons a l s o represent e r ror block counts . The red dots a t 
the bottom of the bucket i n d i c a t e bad data b locks that have reached a 
terminal point of the equipment conf igura t ion , i . e . , RUP, MOR (SPF) , 
GW, CMS, VIP. The number d i sp layed i s the worst c a s e , i . e . , the t e r ­
minal point with the h ighest r e l a t i v e er ror block count. A l a r g e 
number of er ror b locks may i n d i c a t e a problem with one of the com­
ponents support ing the s a t e l l i t e . There w i l l be some system j i t t e r , 
so a small number of slowly inc reas ing e r ror b locks (red dots ) may 
not i n d i c a t e any problems. 
To see the number of e r ror blocks a t each component, enter the 
command "DISPLAY mission-name FLOW". To determine i f a component i a 
genera t ing too many e r ror b l o c k s , the GT-MSOCC operator compares the 
number of e r ror b locks i n s i d e of one component with the number of 
e r ror b locks i n s i d e of previous components and with components a t the 
same l e v e l in the equipment s t r i n g . A fau l ty component w i l l contain 
a much higher number of e r ror b locks than the preceding u n i t s or 
un i t s a t a t the same l e v e l . Properly operat ing components a t the 
same l e v e l should contain approximately the same amount of e r ror 
b locks r e g a r d l e s s of the s t a t u s of previous components in the equip­
ment s t r i n g . 
I f mul t ip le NAScom l i n e s a re in u s e , the number of e r ror blocks 
i n s i d e NAS icons must be t o t a l e d before a comparison i s made with the 
number of er ror b locks a t the subsequent components in the equipment 
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s t r i n g . Once the problem has been r e so lved , the l a r g e icon i s no 
longer necessa ry . To e r a s e the l a r g e FLOW icon or the STATUS icon, 
enter "ERASE BLOWUP". 
Replacing Faul ty Components. 
Once a component has been i d e n t i f i e d a s f a u l t y , i t needs to be 
r ep laced , i f p o s s i b l e , with another component of the same type . A 
replacement uni t needs to be current ly f r ee , and a l s o not scheduled 
for other use during the required time pe r iod . The command "HELP 
REPLACE equip-name" d i s p l a y s a window l i s t i n g components tha t a r e 
opera t iona l and a v a i l a b l e during the time the f au l ty component i s 
scheduled for u s e . 
Once the GT-MSOCC operator i d e n t i f i e s a replacement component, a 
command must be given to make the replacement. The command to 
r ep l ace a f au l ty component with an a v a i l a b l e component of the same 
type i s given in the box below. Once the operator has manually 
rep laced a component, the equipment s t r i n g must be manually deconf ig-
ured a t the conclusion of the p a s s . The deconfigure command i s a l s o 
Operator Command to Replace a Faulty Component and 
Manually Deconfigure a Mission 
REPLACE old-one new-one 
DECONFIGURE mission-name 
See Table 1 for a l i s t of mission-name abb rev i a t i ons . 
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shown in the box below. 
For example, suppose API has been detected a s a f au l ty u n i t . 
The operator i d e n t i f i e s AP5 a s an a v a i l a b l e component by means of the 
"HELP REPLACE API" command; the command d i s p l a y s a window conta ining 
replacement equipment that has been provided with the command "HELP 
REPLACE API" and therefore i s not in u s e , does not have a hardware 
f a i l u r e , and i s not scheduled for use during the needed time pe r iod . 
Given a replacement component, the GT-MSOCC operator makes the 
replacement with the command "REPLACE API AP5". 
A fau l ty component cannot always be r ep laced . MORs a re s p a c e ­
c r a f t s p e c i f i c and a r e not in te rchangeable . A l so , there may be no 
replacement a v a i l a b l e for other GT-MSOCC equipment. 
I f a component has a problem and cannot be r ep laced , the GT-
MSOCC operator enters "ALERT" followed by the message. For example, 
"ALERT M0R6 IS GENERATING TOO MANY ERROR BLOCKS". 
2 . Compensation for Automated Schedule Problems 
I f a pa s s i s scheduled to occur, but one of i t s needed com­
ponents has f a i l e d , the GT-MSOCC operator r e c e i v e s a message, such as 
"UNABLE TO CONFIGURE ERBE: TAC3 UNAVAILABLE". The operator must 
attempt to iden t i fy a s u i t a b l e replacement and manually configure the 
equipment s t r i n g with the new component. The command, "HELP CONFIG­
URE mission-name", d i s p l a y s a window to a i d the operator in car ry ing 
out t h i s funct ion. I t c a l l s up two windows on the l e f t s c reen . One 
window d i s p l a y s a template that l i s t s the equipment types that 
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mission-name uses and shows which of the scheduled components i s una­
v a i l a b l e for u s e . A second window l i s t i n g p o s s i b l e replacements for 
the unava i l ab le component i s a l s o d i sp l ayed . 
Once a replacement uni t i s i d e n t i f i e d , the operator can manually 
configure the equipment s t r i n g to support the scheduled spacec ra f t 
con tac t , spec i fy ing the replacement equipment. Since the equipment 
s t r i n g has been manually configured, a t the end of the pass the 
operator must a l s o manually deconfigure the equipment. The commands 
to manually configure and deconfigure equipment a r e given below. The 
operator has about 3 minutes to configure and r ep l ace a problem with 
the automated schedule . I f a replacement component cannot be found 
in that t ime, the pa s s w i l l be removed from the miss ion pending l i s t . 
3_. Responding to Spec ia l Requests 
The GT-MSOCC operator may a l s o be asked to conf igure an 
unscheduled, emergency pass for a given time durat ion or to respond 
to r eques t s about the f e a s i b i l i t y of immediately scheduling a 
Operator Commands to Configure/Replace and 
Deconfigure Equipment Str ing 
it 
CONFIGURE mission-name REPLACE old-one new-one 
DECONFIGURE mission-name* 
See Table 1 for a l i s t of mission-name abb rev i a t i ons . 
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p a r t i c u l a r spacec ra f t con tac t . The command, "HELP CONFIGURE 
mission-name time—duration", w i l l d i sp l ay a window l i s t i n g what 
equipment i s needed a s wel l a s windows l i s t i n g f ree components of 
that type a v a i l a b l e during t ime-durat ion. Moreover, the command w i l l 
check to ensure that the proposed add i t ion w i l l not i nc rease the 
t o t a l number of concurrently supported miss ions to more than f i v e . 
The GT-MSOCC system i s not capable of support ing more than f i v e mis ­
s i ons s imul taneously . V io la t ion of t h i s cons t r a in t i s considered a 
s e r i o u s opera tor e r ro r . 
I f a l l of the needed equipment i s a v a i l a b l e , the operator should 
respond p o s i t i v e l y to the ques t ion referencing the ques t ion number 
and, i f the request was to a c t u a l l y configure the equipment, proceed 
to do s o . Several examples of ques t ions and operator answer a re 
given below. 
a ) Q 12345 Can ERBE be supported for 5 minutes? 
A 12345 YES, EQUIPMENT IS AVAILABLE. 
b) Q 4123 Please configure ERBE for 4 minutes. 
A 4123 NO, NOT ALL EQUIPMENT IS AVAILABLE. 
c ) Q 8179 Can AE-D be supported for 3 minutes? 
A 8179 YES 
d) Q 7431 Please configure SS for 6 minutes. 
A 7431 OK 
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In the case of ques t ions of type (b) or ( d ) , a f t e r answering, i f 
the required equipment i s a v a i l a b l e , the operator should a c t u a l l y 
conf igure the equipment to support the r eques t . 
The command to configure an unscheduled spacec ra f t contact i s 
entered in two l i n e s . On the f i r s t l i n e the operator en te rs the m i s ­
s ion name and pas s durat ion in minutes; on the second l i n e the opera­
tor en te rs the equipment s e l e c t e d to support the p a s s . As with a 
conf igure - rep lace command, s i nce the GT-MSOCC operator manually con­
f igured the p a s s , he/she must a l s o manually deconfigure the equip­
ment. When the pass i s complete, the operator g i v e s the command, 
"DECONFIGURE mission-name". The format of the conf igure and decon­
f igu re commands i s given in the box below. The time durat ion i s 
given in minutes. 
An example of a t y p i c a l command sequence i s 
CONFIGURE ERBE 5 <RETURN> 
NAS2 NAS3 NAS4 TAC1 RUP1 AP2 GW1 <RETURN> 
DECONFIGURE ERBE 
Operator Commands to Manually Configure and 
Deconfigure Equipment for a Spec ia l Request 
CONFIGURE mission-name* duration-time <RETURN> 
equip 1, equip2, e q u i p 3 , . . . , equipn <RETURN> 
DECONFIGURE mission-name 
See Table 1 for a l i s t of mission-name abbrev ia t ions . 
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I f the operator would l i k e to see what equipment a s a t e l l i t e 
needs, but not for a s p e c i f i c time dura t ion, "DISPLAY mission-name 
TEMPLATE" w i l l g ive a window l i s t i n g a l l equipment types needed to 
configure support for a given s a t e l l i t e . 
To e r a s e these windows the operator can use one of two commands. 
The "ERASE ALL" command can be used to e r a s e a l l u s e r - c o n t r o l l e d win­
dows current ly d i sp l ayed ; the "ERASE window-number" command w i l l 
e r a se the window i d e n t i f i e d by that number. 
Deconfigure Al l Manually Configured or Reconfigured Equipment S t r i n g s 
As s t a t e d above any equipment that has been manually configured 
or reconfigured due to a component f a i l u r e during a pa s s or a problem 
with the automated schedule and control system must be manually 
deconfigured a s quickly as p o s s i b l e . F a i l u r e to respond promptly 
means that configured equipment i s unava i l ab le for current use and 
may cause a subsequent problem with the automated schedule and con­
t r o l system. Operator-caused e r r o r s of t h i s type a re very s e r i o u s . 
214 
GT-MSOCC Operator Function P r i o r i t i e s 
As ind ica ted above, the GT-MSOCC operator r o l e i s comprised of 
s e v e r a l operator func t ions : 
1) monitoring the hardware s t a t u s and da ta t ransmiss ion q u a l i t y 
of the components c o n s t i t u t i n g the equipment s t r i n g s sup­
por t ing each current ly a c t i v e p a s s . 
2) deconfiguring manually configured equipment. 
3) compensating for problems encountered by the automatic 
schedule when attempting to configure reserved equipment for 
a previous ly scheduled p a s s . 
4) responding e i t he r to r eques t s for unscheduled miss ion sup­
port or to reques t s about the f e a s i b i l i t y of unscheduled 
suppor t . There i s a p r i o r i t y i m p l i c i t in these func t ions . 
Under normal c i rcumstances , the operator i s expected to monitor 
current ly a c t i v e p a s s e s . This function i s preempted by any of the 
next three operator func t ions . The highest p r i o r i t y function i s to 
deconfigure manually configured equipment. The GT-MSOCC opera tor 
should quickly deconfigure manually configured equipment. F a i l u r e to 
do so means that the configured equipment i s unava i l ab le for u s e , and 
i f i t i s scheduled for immediate u s e , the current s t a t e w i l l cause a 
subsequent automated schedule problem. 
The next p r i o r i t y function i s the compensation for problems with 
the automated schedule . When the operator i s n o t i f i e d of an 
automatic schedule problem, other a c t i v i t i e s should cease un t i l a 
replacement component i s found and the miss ion i s manually c o n f i g ­
ured, or u n t i l the operator dec ides that no replacement component i s 
a v a i l a b l e . 
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Compensating for f a i l e d equipment, i . e . , equipment with e i the r 
hardware or software f a i l u r e s , i s the th i rd p r i o r i t y funct ion. Any 
time a hardware f a i l u r e i s detected or a software f a i l u r e i s 
suspec ted , the operator should attempt to confirm and rep lace the 
f a i l e d component. 
Responding to ad hoc reques t s for s p e c i a l conf igura t ions i s the 
lowest p r i o r i t y funct ion. The operator should respond to r eques t s a s 
quickly a s p o s s i b l e , but only i f a l l current ly supported p a s s e s 
appear to be operat ing s a t i s f a c t o r i l y and there a re no miss ions pend­
ing that the automatic scheduling system i s unable to conf igure . 
A f i n a l comment on the o v e r a l l operator function i s needed. 
Operator-caused automatic schedule problems are considered s e r i o u s 
operator e r r o r s . The opera tor should ca r e fu l l y s e l e c t a component to 
r ep l ace a f a i l e d component in a current p a s s or to r ep l ace an una­
v a i l a b l e component in a scheduled p a s s . The operator should ensure 
that the component i s not a l ready reserved for use a t some time dur­
ing the per iod for which the operator i s making the manual r e p l a c e ­
ment or conf igura t ion . When reponding to ad hoc r e q u e s t s , the opera­
to r should ensure that s u f f i c i e n t equipment i s current ly a v a i l a b l e 
and not prev ious ly scheduled for the per iod in ques t ion . 
The second type of s e r i o u s opera tor e r ro r i s manually conf igur ­
ing a miss ion so that the t o t a l number of concurrently supported mis ­
s ions exceeds f i v e . The GT-MSOCC system i s not capable of support ing 
more than f i v e p a s s e s simultaneously and the operator must ensure 
that t h i s l i m i t a t i o n i s not v i o l a t e d . 
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Operator Er rors 
1. F a i l i n g to deconfigure an ended miss ion so that i t s equipment i s 
needed, but not a v a i l a b l e for u s e . thus caus ing an automated 
scheduling problem. 
2 . Using equipment to 
a) r ep lace a component 
b) configure a scheduled miss ion having an unava i l ab le component 
c) conf igure a new p a s s 
when that equipment i s a l ready scheduled, and thus caus ing an 
automated scheduling problem. 
3 . Deconfigure a miss ion before i t s pas s i s completed. 
4 . Loading more than f i v e miss ions concurrent ly . A l so , manually 
conf igur ing a miss ion without consul t ing the MSOCC schedule , so 
that more than f i v e miss ions a re scheduled concurrent ly . Note 
that the automatic scheduler never schedules more than f i v e m i s ­
s ions a t once; t h i s could only occur a f t e r the operator manually 
conf igures an unscheduled p a s s . 
5 . Manually conf igur ing an unscheduled pas s over a time when that 
spacec ra f t i s a l ready scheduled. The spacec ra f t s p e c i f i c MOR w i l l 
not be a v a i l a b l e for the scheduled p a s s , thus causing an 
automated scheduling problem. 
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GT-MSOCC OPERATOR INPUTS 
Operator Information Re t r i eva l and Operat ional Aid Requests 
1. S t a t u s 
DISPLAY mission-name STATUS 
A complete l i s t of spacec ra f t abbrev ia t ions i s given in Table 1• 
example: DISPLAY ERBE STATUS 
(no te : mission-name must be cur ren t ly engaged in a p a s s ) 
DISPLAY component-type STATUS 
component-type » NAS, TAC, RUP, AP, GW, CMS, VIP 
DISPLAY mission-name FLOW 
example: DISPLAY ERBE FLOW 
( n o t e : mission-name must be cur ren t ly engaged in a p a s s ) 
DISPLAY MORE mission-name 
example: DISPLAY MORE ERBE 
( n o t e : mission-name must be cur ren t ly engaged in a p a s s ) 
4 . Schedules 
DISPLAY MSOCC SCHED 
DISPLAY mission-name SCHED 
examples: mission-name » ERBE, GEO, LNSAT 
DISPLAY component-name SCHED 
A complete l i s t of component names i s given on page 4 . 
examples: component • TAC7, NAS23, RUP2 
5 . Events /a larm page 
DISPLAY EVENTS 
6. Help Configure a Scheduled Mission and Display Ava i lab le Equipment 
HELP CONFIGURE miss ion 
example: HELP CONFIGURE ERBE 
( n o t e : miss ion must be pending, i . e . , the miss ion must be unable 
to be scheduled au tomat i ca l ly because a reserved component i s not 
a v a i l a b l e ) 
7. Help Replace 
HELP REPLACE component-name 
A complete l i s t of component names i s given on page 4 . 
MORs and SPFs do not have schedu le s , 
example: HELP REPLACE TAC1 
( n o t e : component must be in u s e ) 
2 . Flow 
3. More 
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8. Help Configure an unscheduled miss ion and d i s p l a y a v a i l a b l e equip 
HELP CONFIGURE mission-name durat ion- in-minutes 
example: HELP CONFIGURE ERBE 10 




ERASE can be abbrevia ted with J ' E " , "ER", and "ERA". 
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Operator Control Commands 
1. To configure a scheduled miss ion and r e p l a c e : 
CONFIGURE mission-name REPLACE old-component new-component 
Example: CONFIGURE ERBE REPLACE TAC6 TAC3 
2 . To r ep lace a f a i l e d component in an ongoing p a s s : 
REPLACE old-component-name new-component-name 
3 . To manually configure an unscheduled m i s s i o n : 
CONFIGURE mission-name minutes component component.•• * 
Example: CONFIGURE ERBE 9 <RETURN> 
NASI NAS2 NAS3 TAC1 RUP1 A P I . . . * 
*Do not spec i fy MOR(SPF) 
( s e e Table 3) 
4 . To respond to a s p e c i a l r eques t : 
A query-number message 
Example: A 13526 CAN NOT CONFIGURE ERBE 
A 5712 CAN CONFIGURE SS 
5 . To manually deconfigure a m i s s i o n : 
DECONFIGURE mission-name 
Example: DECONFIGURE ERBE 
6. To send an a l e r t message: 
ALERT rasg-string 
Example: ALERT M0R6 TOO MANY ERROR BLOCKS 
ALERT NO REPLACEMENT FOR RUP1 
Note: Commands can be wri t ten upper or lower case and the words 
DISPLAY, REPLACE, CONFIGURE, ANSWER and HELP can be abbrevia ted 
t he i r f i r s t l e t t e r or f i r s t two or three l e t t e r s . 
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EXERCISES 
NAS NAS NAS F i r s t Level 
ĉ RUP Second Level 
Al j AP Third Level 
MOR GW CMS VIP Fourth Level 
Figure 1 
I t i s important t o know the d i r ec t i on of data flow. The order 
of data flow i s as fo l lows . F i r s t , data flow through the NAScom 
l i n e s . Second, data flow through the TAC and RUP p r o c e s s o r s . Third, 
da ta flow through the APs, and f i n a l l y , data flow to the GW, CMS, VIP 
and MOR (or SPF). 
The icon in Figure 2 shows data flow r a t e and qua l i t y as i t 
reaches terminal po in ts in the equipment s t r i n g . 
s p i g o t s 
data flow 
bucket 
da ta l e v e l 
e r ro r s 
Figure 2 
221 
A f au l t y component may begin updating a t one r a t e , and then s t a r t 
updating a t a decreased r a t e . I f da ta flow through a fau l ty com­
ponent a t a decreased r a t e , each subsequent uni t w i l l be a f f e c t e d . 
However, a f au l ty component which i s a terminal point of the data 
flow stream does not a f f e c t previous components. The RUP, MOR, GW, 
CMS, VIP a r e terminal poin ts of incoming data flow shown in Figure 3 . 
N A S N A S N A S 
T A C R U P 
AP AP 
MOR * GW * CMS * V I P 
T e r m i n a l p o i n t s o n t h e p a t h o f d a t a f l o w . 
Figure 3 
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Exe rc i s e 1 
NAS NAS 
TAC RUP 
[ A ! P ^ 
m 
AP 
MOR GW CMS VIP 
Figure 4 
For the conf igura t ion above, descr ibe the e f f ec t on the flow r a t e s a t 
a l l subsequent components a f t e r the f a i l e d component. 
Ql: Suppose data begin flowing a t a decreased r a t e a t the MOR, which 
components could be causing the problem? 
Q2: Suppose da ta begin flowing a t a decreased r a t e a t the RUP, which 
components could be causing the problem? 
Q3: Suppose da ta begin flowing a t a decreased r a t e a t the CMS, which 
components could be causing the problem? 
Assuming no other components f au l t y , consider the following ques­
t i o n s . 
Ql: Suppose the data flow through one NAS i s a t 50% of the normal 
r a t e : d e s c r i b e how the diagram would change. 
The icon below i n d i c a t e s f u l l data flow a t each uni t in the con f i ­
gurat ion under cons ide ra t ion . 
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Q2: Suppose the da ta flow through the TAC i s a t 50% of the nor­
mal r a t e : desc r ibe how the diagram would change. 
Q3: Suppose the da ta flow through the GW i s a t 50% of the 
mal r a t e : desc r ibe how the diagram would change. 
no: 
Q4: Suppose the da ta flow through the AP i s a t 50% of the 
mal r a t e : desc r ibe how the diagram would change. 
no: 
Decreased flow r a t e i s only one ind ica t ion of a fau l ty un i t . A 
fau l ty p i ece of equipment may c r ea t e e r ror blocks which are data 
b locks that are garbled or a r r i v e out of sequence. Any e r ror blocks 
c rea ted in a component a re passed to subsequent components in the 
equipment s t r i n g . For example, suppose a NAScom l i n e i s c rea t ing 
e r ro r b l o c k s . The following e f f e c t s could be expected to propagate 
throughout the system even i f a l l other components a re operat ing 
s a t i s f a c t o r i l y . 













Exe rc i s e 2 
Ql: 10 e r ro r blocks in a NAS 
Q2: 10 e r ro r b locks in a TAC 
Q3: 10 e r ror b locks in an AP, 5 in other AP 
Q4: 10 e r ro r blocks in a GW 
NAS NAS NAS RUP TAC AP AP MOR GW CMS VIP 
0 10 0 
0 0 0 10 
0 0 0 0 0 5 10 
0 0 0 0 0 0 0 10 
In the above conf igura t ion , a more s e r i ous r a t e problem occurs when 
data flow completely s tops at a un i t . I f data flow s tops a t a NAS, 
for example, there would be f u l l flow at the th i rd NAS l i n e . This 
would r e s u l t in 2/3 of the expected flow a t the RUP, TAC, AP, GW, 
CMS, VIP and MOR. 
Quest ion: Suppose data flow stopped a t the MOR. Which components 
could be r e spons ib le? ( in the conf igurat ion shown in Figure 5) 
Question: Why cou ldn ' t a NAS be respons ib le? 
Quest ion: I f the conf igura t ion had only one AP, could the AP be 
r e spons ib l e? 
A low flow r a t e of a high er ror block count a t a terminal point in 
the input da ta stream, such as the MOR, may be an ind ica t ion of a 
problem with the MOR, with a preceding unit or i t may be no problem 
a t a l l . There i s some system j i t t e r , so i f e r ro r s a re evenly 
d i spe r sed through the conf igura t ion , there probably i s not a problem. 
Given the number of dots corresponding to rece ived e r ro r blocks in 
the components s p e c i f i e d below, f i l l in the fol lowing t a b l e showing 
how er ror b locks propagate through the system. (See Figure 5 for the 
equipment s t r i n g ) • 
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Exerc i s e 3 
ERBE ERBE ERBE 
« « • « 
T T T T 
To view a d e t a i l e d icon represent ing the s a t e l l i t e ' s equipment conf i ­
gura t ion type : 
DISPLAY MORE ERBE 
(or mission-name of s a t e l l i t e of concern) 
Hint: To find fau l ty components, compare each component with p r e v i ­
ous components and components on the same l e v e l . Look for s i g n i f i ­
cant ly more e r ro r s or s i g n i f i c a n t l y l e s s flow. 
F a i l u r e Detect ion E x e r c i s e : 
Which of these terminal flow icons i nd i ca t e po ten t i a l t rouble in the 
corresponding equipment configurat ion? 
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E x e r c i s e 4 






























Consent and Debriefing Forms 
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Subject Consent Form 
Human-Computer In t e rac t ion in Supervisory Control Tasks : 
Cognit ive Models and Computer Aids 
(E24-606) 
Date : 
Im • am v o l u n t a r i l y p a r t i c i p a t i n g in the 
NASA sponsored resea rch p ro jec t supervised by Dr. C. M. Mi tche l l . I 
agree to p a r t i c i p a t e in a t o t a l of twelve experimental s e s s i o n s , 
occurr ing on consecut ive days and l a s t i n g approximately one hour 
each. I understand tha t I w i l l be paid $ 60 for my p a r t i c i p a t i o n 
a f t e r the completion of the twelf th s e s s i o n . F i n a l l y . I understand 
that f a i l u r e to complete a l l twelve s e s s i o n s i s l i k e l y to r e s u l t in 
my rece iv ing no payment for any time spent p a r t i c i p a t i n g in the 
experiment. 
S ignature Date 
S o c i a l Secur i ty Number 
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1, What did you think of the o v e r a l l opera tor t a s k s ? 
2. Which t a s k s or functions were e s p e c i a l l y hard? Why? 
3 . Which t a s k s or funct ions were e s p e c i a l l y easy? Why? 
4 . What a t t r i b u t e s of the i n t e r f a c e , i . e . , information d i s p l a y s and 
operator commands, made opera tor t a s k s more d i f f i c u l t ? Why? 
5. What a t t r i b u t e s of the i n t e r f a c e made opera tor t a s k s e a s i e r ? Why? 
230 
6. What a d d i t i o n a l help could be provided to make the o p e r a t o r ' s 
j o b e a s i e r ? 
7. Overal l comments or r e ac t i ons* 
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APPENDIX E 
Procedures to Approximate the F S t a t i s t i c 
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Approximating an F S t a t i s t i c 
When exact t e s t s do not e x i s t , an F s t a t i s t i c can be approximated 
us ing l i n e a r combinations of mean squares chosen such that 
MS' = a MS r + . . . + b MSS 
M S " = y MS u + . . . + z MSV 
i i i 
where the c o e f f i c i e n t s and mean squares a re chosen so that MS - MS 
i s equal to the e f f e c t considered in the nul l hypothesis (Montgomery. 
1984) . The t e s t s t a t i s t i c i s then 
F = Ms ' / M S " ~ F 
p.q 
which i s d i s t r i b u t e d a s F where 
p .q 
p = (a MS r + . . . + b M S g ) 2 / (a MS ) 2 + . . . + (b MS ) 2 r ' s' 
q = (y MS u + . . . + z M S V ) 2 / 
(y MS ) 2 + . . . + (z MS ) 2 
A numerical example i s provided below that demonstrates p ro ­
cedures to develop the approximate F s t a t i s t i c to t e s t the e f f e c t 
p r imar i ly of of d i s p l a y condi t ion . Expected mean squares a re p ro­
vided by the GLM procedure of SAS s t a t i s t i c a l sof tware . These 
expected mean squares a re used to develop MS* and M s ' ' . 
233 
For t h i s example* suppose the SAS output provides the fol lowing 
information: 
SOURCE EXPECTED MEAN. SQUARE 
COND VAR(ERROR) + 1.35*VAR(SESSxSUBJ(C0ND)) 
+ 9.25*VAR(C0NDxSESS) 
+ 6.34*VAR(SUBJ(C0ND)) + Q(COND) 
SESS VAR(ERROR) + 1.74*VAR(SESSxSUBJ(COND)) 
+ 15.40*VAR(CONDxSESS) + 30.78*VAR(SESS) 
SUBJ(COND) VAR(ERROR) + 1.66*VAR(SESSxSUBJ(COND)) 
+ 9.54*VAR(SUBJ(COND)) 
COND*SESS VAR(ERROR) + 1.74*VAR(SESSxSUBJ(COND)) 
+ 15.37*VAR(CONDxSESS) 










Since the e f f e c t of condi t ion i s being analyzed in t h i s example, 
Q(COND) i s the model parameter considered in the nul l hypothes i s . 
The goal i s to develop MS* and MS*' , such that MS* - MS*' = Q(COND). 
Step JL: Begin by including 1*MS C 0 N D in MS • 
Thus a l l terms in the E(MS) for COND (shown above) a re in MS*. 
Step 2 : Put the same VAR(SUBJ(COND)) term in MS* and MS*' . 
Current ly. 6.34*VAR(SUBJ(COND)) i s in MS*, and there i s no 
VAR(SUBJ(COND)) term in M s " . To put 6.34*VAR(SUBJ(C0ND)) in M s " , 
mul t ip ly 6 . 3 4 / 9 . 5 4 (or .66) by m s S T J B J ( C O N D ) a n d i n c l u d e in HS*'• 
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Note: .66*VAR(ERR0R) + .66*1.66*VAR(SESSxSUBJ(COND)) a re now a l s o 
i i 
terms included in HS 
Step 3 : Put the same VAR(CONDxSESS) term in MS and MS . 
Currently, 9.25*VAR(CONDxSESS) i s in MS*. and there i s no 
VAR(CONDxSESS) term in M s " . To put 9.25*VAR(CONDxSESS) i n M s " , 
mult iply 9 .25/15 .37 (or .60) by M S C 0 N D x S E S S and add t h i s to M s " . 
Note: .60*VAR(ERROR) + .60*1.74VAR(SESSxSUBJ(COND)) a re now a l s o 
i t 
added to MS • 
Step 4 : Put the same VAR(SESSxSUBJ(COND)) term in MS* and MS*' . 
Currently, 1.35*VAR(SESSxSUBJ(C0ND)) i s in Ms' (Step 1 ) , and 
2.15*VAR(SESSxSUBJ(C0ND)) i s in MS*' (Step 2 and Step 3 ) . To put 
2.15*VAR(SESSxSUBJ(C0ND)) in M s ' , mult iply . 80 /2 .05 (or .39) by 
i 
M SSESSxSUBJ(COND) a n d a d d t h i s t 0 M S ' 
Note: t h i s s t ep a l s o add .39*VAR(ERROR) to MS*. 
Step 5 : Put the same VAR(ERROR) term in Ms' and M s ' ' . Currently, 
1.39*VAR(ERR0R) i s in MS* (Step 1 and Step 4 ) , and 1.26*VAR(ERROR) i s 
in MS* * (Step 2 and Step 3 ) . To put 1.39*VAR(ERROR) in M s " , m u l t i ­
ply 1.39-1.26 (or .12) by M S E R R Q R and add t h i s to M s " -
Note: no terms other than .12*VAR(ERROR) a re added to MS*' . 
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The f i na l r e s u l t i s : t 
M S = MSCONDITION + * 3 9 * M SSESSxSUBJ(COND) 
= 1919167 
Ms" = .66 * M S S D B J ( C ( n n ) ) + .60 * M S C 0 N D x S E S S + .12 * M S E R R 0 R 
= 630452 
These l i n e a r combinations of mean squares r e s u l t i n : 
MS* = 
1.39 * VAR(ERROR) + 2.15 * VAR (SESSxSUBJ( COND)) 
+ 9.25 * VAR(CONDxSESS) + 6 .34 * VAR(SUBJ(COND)) + Q(COND) 
t t 
MS = 
1.39 * VAR(ERROR) + 2.15 * VAR(SESSxSUBJ(COND)) 
+ 9.25 * VAR(CONDxSESS) + 6 .34 * VAR(SUBJ(COND)) 
Note that MS* and MS*' a re i d e n t i c a l except for the Q(COND) term. 
Thus, MS* - M S , f = Q(COND) a s d e s i r e d . Thus, the t e s t s t a t i s t i c i s 
F = MS* / Ms" = 1919167/630452 = 3.04 
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