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Abstract. In this paper we first establish several integral identities. These integrals are of the
form ∫ 1
0
xan+bf(x) dx (a ∈ {1, 2}, b ∈ {−1,−2})
where f(x) is a single-variable multiple polylogarithm function or r-variable multiple polyloga-
rithm function or Kaneko–Tsumura A-function (this is a single-variable multiple polylogarithm
function of level two). We find that these integrals can be expressed in terms of multiple zeta
(star) values and their related variants (multiple t-values, multiple T -values, multiple S-values
etc.), and multiple harmonic (star) sums and their related variants (multiple T -harmonic sums,
multiple S-harmonic sums etc.). Using these integral identities, we prove many explicit evalua-
tions of Kaneko–Yamamoto multiple zeta values and their related variants. Further, we derive
some relations involving multiple zeta (star) values and their related variants.
Keywords: Multiple zeta (star) values, multiple t-values, multiple T -values, multipleM -values,
Kaneko–Yamamoto multiple zeta values.
AMS Subject Classifications (2020): 11M06, 11M32, 11M99, 11G55.
1 Introduction and Notations
We begin with some basic notations. A finite sequence k ≡ kr := (k1, . . . , kr) of positive integers
is called a composition. We put
|k| := k1 + · · ·+ kr, dep(k) := r,
and call them the weight and the depth of k, respectively.
For 0 ≤ j ≤ i, we adopt the following notations:
k
j
i := (ki+1−j , ki+2−j , . . . , ki︸ ︷︷ ︸
j components
), |kji | := ki+1−j + ki+2−j + · · ·+ ki
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and
ki ≡ kii := (k1, k2, . . . , ki),
where k0i := ∅ (i ≥ 0). If i < j, then kji := ∅.
For a composition kr = (k1, . . . , kr) and positive integer n, the multiple harmonic sums
(MHSs) and multiple harmonic star sums (MHSSs) are defined by
ζn(k1, . . . , kr) :=
∑
0<m1<···<mr≤n
1
mk11 m
k2
2 · · ·mkrr
and
ζ⋆n(k1, . . . , kr) :=
∑
0<m1≤···≤mr≤n
1
mk11 m
k2
2 · · ·mkrr
,
respectively. If n < r then ζn(kr) := 0 and ζn(∅) = ζ⋆n(∅) := 1. The multiple zeta values (abbr.
MZVs) and the multiple zeta-star value (abbr. MZSVs) are defined by
ζ(k) := lim
n→∞
ζn(k) and ζ
⋆(k) := lim
n→∞
ζ⋆n(k),
respectively. These series converge if and only if kr ≥ 2 so we call a composition kr admissible
if this is the case.
The systematic study of multiple zeta values began in the early 1990s with the works of
Hoffman [3] and Zagier [12]. Due to their surprising and sometimes mysterious appearance in
the study of many branches of mathematics and theoretical physics, these special values have
attracted a lot of attention and interest in the past three decades (for example, see the book by
the second author [14]).
In this paper, we shall study some families of variations of MZVs.
Definition 1.1. (cf. [7]) For any two compositions of positive integers k = (k1, . . . , kr) and
l = (l1, . . . , ls), define
ζ(k ⊛ l⋆) :=
∑
0<m1<···<mr=ns≥···≥n1>0
1
mk11 · · ·mkrr nl11 · · ·nlss
=
∞∑
n=1
ζn−1(k1, . . . , kr−1)ζ
⋆
n(l1, . . . , ls−1)
nkr+ls
.
We call them Kaneko–Yamamoto multiple zeta values (K–Y MZVs for short).
Several other variants of MZVs have been studied so far. In recent papers [5, 6], Kaneko
and Tsumura introduced a new kind of multiple zeta values of level two, called multiple T-values
(MTVs), defined for admissible compositions k = (k1, . . . , kr) by
T (k) : = 2r
∑
0<m1<···<mr
mi≡i mod 2
1
mk11 m
k2
2 · · ·mkrr
= 2r
∑
0<n1<···<nr
1
(2n1 − 1)k1(2n2 − 2)k2 · · · (2nr − r)kr . (1.1)
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This is in contrast to Hoffman’s multiple t-value (MtVs) defined in [4] as follows: for admissible
compositions k = (k1, . . . , kr)
t(k) :=
∑
0<m1<···<mr
∀mi:odd
1
mk11 m
k2
2 · · ·mkrr
=
∑
0<n1<···<nr
1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr .
Moreover, in [4] Hoffman also defined its star version, called multiple t-star value (MtSVs), as
follows:
t⋆(k) :=
∑
0<m1≤···≤mr
∀mi:odd
1
mk11 m
k2
2 · · ·mkrr
=
∑
0<n1≤···≤nr
1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr .
Very recently, we also defined another variant of multiple zeta values in [10], called multiple mixed
values or multiple M -values (MMVs for short). For ε = (ε1, . . . , εr) ∈ {±1}r and admissible
compositions k = (k1, . . . , kr),
M(k; ε) : =
∑
0<m1<···<mr
(1 + ε1(−1)m1) · · · (1 + εr(−1)mr )
mk11 · · ·mkrr
=
∑
0<m1<···<mr
2|mj if εj=1 and 2∤mj if εj=−1
2r
mk11 m
k2
2 · · ·mkrr
. (1.2)
For brevity, we put a check on top of the component kj if εj = −1. For example,
M(1, 2, 3ˇ) =
∑
0<m1<m2<m3
(1 + (−1)m1)(1 + (−1)m2)(1 − (−1)m3)
m1m22m
3
3
=
∑
0<l<m<n
8
(2ℓ)(2m)2(2n− 1)3 .
It is obvious that MtVs satisfy the series stuffle relation, however, it is nontrivial to see that
MTVs can be expressed using iterated integral and satisfy both the duality relations (see [6, The-
orem 3.1]) and the integral shuffle relations (see [6, Theorem 2.1]). Similar to MZVs, MMVs
satisfy the series stuffle relations and integral shuffle relations. Moreover, in [10], we also intro-
duced and studied a class of MMVs that is opposite to MTVs, called multiple S-values (MSVs).
For admissible compositions k = (k1, . . . , kr),
S(k) : = 2r
∑
0<m1<···<mr
mi≡i−1 mod 2
1
mk11 m
k2
2 · · ·mkrr
= 2r
∑
0<n1<···<nr
1
(2n1)k1(2n2 − 1)k2 · · · (2nr − r + 1)kr . (1.3)
It is clear that every MMV can be written as a linear combination of alternating MZVs (also
referred to as Euler sums or colored multiple zeta values) defined as follows. For k ∈ Nr and
ε ∈ {±1}r, if (kr, εr) 6= (1, 1) (called admissible case) then
ζ(k; ε) :=
∑
0<m1<···<mr
εm11 · · · εmrr
mk11 · · ·mkrr
.
3
We may compactly indicate the presence of an alternating sign as follows. Whenever εj = −1,
we place a bar over the corresponding integer exponent kj. For example,
ζ(2¯, 3, 1¯, 4) = ζ(2, 3, 1, 4;−1, 1,−1, 1).
Similarly, a star-version of alternating MZVs (called alternating multiple zeta-star values) is
defined by
ζ⋆(k; ε) :=
∑
0<m1≤···≤mr
εm11 · · · εmrr
mk11 · · ·mkrr
.
Now, we introduce the T -variant of Kaneko–Yamamoto MZVs. For positive integers m and
n such that n ≥ m, we define
Dn,m :=

{
(n1, n2, . . . , nm) ∈ Nm | 0 < n1 ≤ n2 < n3 ≤ · · · ≤ nm−1 < nm ≤ n
}
, if 2 ∤ m;{
(n1, n2, . . . , nm) ∈ Nm | 0 < n1 ≤ n2 < n3 ≤ · · · < nm−1 ≤ nm < n
}
, if 2 | m,
En,m :=

{
(n1, n2, . . . , nm) ∈ Nm | 1 ≤ n1 < n2 ≤ n3 < · · · < nm−1 ≤ nm < n
}
, if 2 ∤ m;{
(n1, n2, . . . , nm) ∈ Nm | 1 ≤ n1 < n2 ≤ n3 < · · · ≤ nm−1 < nm ≤ n
}
, if 2 | m.
Definition 1.2. ( [10, Defn. 1.1]) For positive integer m, define
Tn(k2m−1) :=
∑
n∈Dn,2m−1
22m−1
(
∏m−1
j=1 (2n2j−1 − 1)k2j−1(2n2j)k2j )(2n2m−1 − 1)k2m−1
, (1.4)
Tn(k2m) :=
∑
n∈Dn,2m
22m∏m
j=1(2n2j−1 − 1)k2j−1(2n2j)k2j
, (1.5)
Sn(k2m−1) :=
∑
n∈En,2m−1
22m−1
(
∏m−1
j=1 (2n2j−1)
k2j−1(2n2j − 1)k2j )(2n2m−1)k2m−1
, (1.6)
Sn(k2m) :=
∑
n∈En,2m
22m∏m
j=1(2n2j−1)
k2j−1(2n2j − 1)k2j
, (1.7)
where Tn(k2m−1) := 0 if n < m, and Tn(k2m) = Sn(k2m−1) = Sn(k2m) := 0 if n ≤ m. Moreover,
for convenience sake, we set Tn(∅) = Sn(∅) := 1. We call (1.4) and (1.5) multiple T -harmonic
sums (MTHSs for short), and call (1.6) and (1.7) multiple S-harmonic sums (MSHSs for short).
In [10], we used the MTHSs and MSHSs to define the convoluted T -values T (k⊛ l), which
can be regarded as a T -variant of K–Y MZVs.
Definition 1.3. ( [10, Defn. 1.2]) For positive integers m and p, the convoluted T -values
T (k2m ⊛ l2p) = 2
∞∑
n=1
Tn(k2m−1)Tn(l2p−1)
(2n)k2m+l2p
, (1.8)
T (k2m−1 ⊛ l2p−1) = 2
∞∑
n=1
Tn(k2m−2)Tn(l2p−2)
(2n− 1)k2m−1+l2p−1 , (1.9)
T (k2m ⊛ l2p−1) = 2
∞∑
n=1
Tn(k2m−1)Sn(l2p−2)
(2n)k2m+l2p−1
, (1.10)
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T (k2m−1 ⊛ l2p) = 2
∞∑
n=1
Tn(k2m−2)Sn(l2p−1)
(2n − 1)k2m−1+l2p . (1.11)
The primary goals of this paper are to study the explicit relations of K–Y MZVs ζ(k⊛ l⋆)
and their related variants, such as T -variants T (k ⊛ l). Then using these explicit relations, we
establish some explicit formulas of multiple zeta (star) values and their related variants.
The remainder of this paper is organized as follows. In Section 2, we first establish the
explicit evaluations of integrals
∫ 1
0
xn−1Lik(x) dx and
∫ 1
0
x2n+bA(k;x) dx for all positive integers
n and b ∈ {−1,−2}, where Lik(x) is the single-variable multiple polylogarithm (see (2.2)) and
A(k;x) is the Kaneko–Tsumura A-function (see (2.9)). Then, for all compositions k and l, using
these explicit formulas obtained and by considering the two kind of integrals
IL(k; l) :=
∫ 1
0
Lik(x)Lil(x)
x
dx and IA(k; l) :=
∫ 1
0
A(k;x)A(l;x)
x
dx,
we establish some explicit relations of ζ(k⊛ l⋆) and T (k⊛ l). Further, we express the integrals
IL(k; l) and IA(k; l) in terms of multiple integrals associated with 2-labeled posets following the
idea of Yamamoto [11].
In Section 3, we first define a variation of the classical multiple polylogarithm function with
r-variable λk(x1, x2, . . . , xr) (see (3.1)), and give the explicit evaluation of the integral∫ 1
0
xn−1λk(σ1x, σ2x, . . . , σrx) dx, σj ∈ {±1}.
Then we will consider the integral
Iλ((k;σ), (l; ε)) :=
∫ 1
0
λkr(σ1x, . . . , σrx)λls(ε1x, . . . , εsx)
x
dx
to find some explicit relations of alternating Kaneko–Yamamoto MZVs ζ((k;σ)⊛ (l; ε)⋆). Fur-
ther, we will find some relations involving alternating MZVs. Finally, we express the integrals
Iλ((k;σ), (l; ε)) in terms of multiple integrals associated with 3-labeled posets.
In Section 4, we define the multiple t-harmonic (star) sums and the function t(k;x) related
to multiple t-values. Further, we establish some relations involving multiple t-star values.
2 Formulas of Kaneko–Yamamto MZVs and T -Variants
In this section we will prove several explicit formulas of Kaneko–Yamamto MZVs and T -variants,
and find some explicit relations among MZ(S)Vs and MTVs.
2.1 Evaluations of Kaneko–Yamamto MZVs
Theorem 2.1. Let r, n ∈ N and kr := (k1, . . . , kr) ∈ Nr. Then∫ 1
0
xn−1Likr(x)dx =
kr−1∑
j=1
(−1)j−1
nj
ζ (kr−1, kr + 1− j) + (−1)
|kr |−r
nkr
ζ⋆n (1,kr−1)
+
r−1∑
l=1
(−1)|klr|−l
kr−l−1∑
j=1
(−1)j−1
ζ⋆n
(
j,kl−1r−1
)
nkr
ζ (kr−l−1, kr−l + 1− j) , (2.1)
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where Lik1,...,kr(z) is the single-variable multiple polylogarithm function defined by
Lik1,...,kr(z) :=
∑
0<n1<···<nr
znr
nk11 · · · nkrr
, z ∈ [−1, 1) . (2.2)
Proof. It’s well known that multiple polylogarithms can be expressed by the iterated integral
Lik1,...,kr(x) =
∫ x
0
dt
1− t
(
dt
t
)k1−1
· · · dt
1− t
(
dt
t
)kr−1
,
where for 1-forms α1(t) = f1(t) dt, . . . , αℓ(t) = fℓ(t) dt, we define iteratively∫ b
a
α1(t) · · ·αℓ(t) =
∫ b
a
(∫ y
a
α1(t) · · ·αℓ−1(t)
)
fℓ(y) dy.
Using integration by parts, we deduce the recurrence relation∫ 1
0
xn−1Likr(x)dx =
kr−1∑
j=1
(−1)j−1
nj
ζ(kr−1, kr + 1− j) + (−1)
kr−1
nkr
n∑
j=1
∫ 1
0
xj−1Likr−1(x)dx.
Thus, we arrive at the desired formula by a direct calculation.
For any string {s1, . . . , sd} and r ∈ N, we denote by {s1, . . . , sd}r the concatenated string
obtained by repeating {s1, . . . , sd} exactly r times.
Corollary 2.2. (cf. [9]) For positive integers n and r,∫ 1
0
xn−1 logr(1− x)dx = (−1)rr!ζ
⋆
n({1}r)
n
.
For any nontrivial compositions k and l, we consider the integral
IL(k; l) :=
∫ 1
0
Lik(x)Lil(x)
x
dx
and use (2.1) to find some explicit relations of Kaneko–Yamamto multiple zeta values. We prove
the following theorem.
Theorem 2.3. For compositions kr = (k1, . . . , kr) ∈ Nr and ls = (l1, l2, . . . , ls) ∈ Ns,
kr−1∑
j=1
(−1)j−1ζ (kr−1, kr + 1− j) ζ (ls−1, ls + j) + (−1)|kr|−rζ
(
ls ⊛
(
1,kr
)⋆)
+
r−1∑
i=1
(−1)|kir|−i
kr−i−1∑
j=1
(−1)j−1ζ (kr−i−1, kr−i + 1− j) ζ
(
ls ⊛
(
j,kir
)⋆)
=
ls−1∑
j=1
(−1)j−1ζ (ls−1, ls + 1− j) ζ (kr−1, kr + j) + (−1)|ls|−sζ
(
kr ⊛
(
1, ls
)⋆)
+
s−1∑
i=1
(−1)|lis|−i
ls−i−1∑
j=1
(−1)j−1ζ (ls−i−1, ls−i + 1− j) ζ
(
kr ⊛
(
j, lis
)⋆)
. (2.3)
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Proof. According to the definition of multiple polylogarithm, we have∫ 1
0
Likr(x)Lils(x)
x
=
∞∑
n=1
ζn−1(ls−1)
nls
∫ 1
0
xn−1Likr(x)dx
=
∞∑
n=1
ζn−1(kr−1)
nkr
∫ 1
0
xn−1Lils(x)dx
Then using (2.1) with a direct calculation, we may deduce the desired evaluation.
In particular, setting r = 2, s = 1 in (2.3) and noting the fact that
ζ(l1 ⊛ (1, k1, k2)
⋆) = ζ⋆(1, k1, k2 + l1)
and
ζ(l1 ⊛ (j, k2)
⋆) = ζ⋆(j, l1 + k2)
gives
k2−1∑
j=1
(−1)j−1ζ(k1, k2 + 1− j)ζ(l1 + j) + (−1)k1+k2ζ⋆(1, k1, k2 + l1)
+ (−1)k2−1
k2−1∑
j=1
(−1)j−1ζ(k1 + 1− j)ζ⋆(j, l1 + k2)
=
l1−1∑
j=1
(−1)j−1ζ(l1 + 1− j)ζ(k1, k2 + j) + (−1)l1−1ζ((k1, k2)⊛ (1, l1)⋆). (2.4)
On the other hand, from the definition of K–Y MZVs, it is easy to find that
ζ((k1, k2)⊛ (1, l1)
⋆) = ζ⋆(k1, 1, k2+ l1)+ ζ
⋆(1, k1, k2+ l1)− ζ⋆(k1+1, k2+ l1)− ζ⋆(1, k1+k2+ l1).
Hence, we can get the following corollary.
Corollary 2.4. For positive integers k1, k2 and l1,
((−1)l1−1 + (−1)k1+k2−1)ζ⋆(1, k1, k2 + l1) + (−1)l1−1ζ⋆(k1, 1, k2 + l1)
=
k2−1∑
j=1
(−1)j−1ζ(k1, k2 + 1− j)ζ(l1 + j)− (−1)k2
k2−1∑
j=1
(−1)j−1ζ(k1 + 1− j)ζ⋆(j, l1 + k2)
−
l1−1∑
j=1
(−1)j−1ζ(l1 + 1− j)ζ(k1, k2 + j) + (−1)l1−1ζ⋆(k1 + 1, k2 + l1)
+ (−1)l1−1ζ⋆(1, k1 + k2 + l1). (2.5)
Next, we establish an identity involving Arakawa–Kaneko zeta function (see [1]) which is
defined by
ξ(k1, . . . , kr; s) :=
1
Γ(s)
∞∫
0
ts−1
et − 1Lik1,...,kr(1− e
−t)dt (ℜ(s) > 0). (2.6)
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Setting variables 1− e−t = x and s = p+ 1 ∈ N, we deduce
ξ(k1, . . . , kr; p + 1) =
(−1)p
p!
1∫
0
logp(1− x)Lik1,k2,··· ,kr (x)
x
dx
=
∞∑
n=1
ζn−1(k1, . . . , kr−1)ζ
⋆
n({1}p)
nkr+1
= ζ(k ⊛ ({1}p+1)⋆),
where we have used Corollary 2.2. Clearly, the Arakawa–Kaneko zeta value is a special case of
integral IL(k; l). Further, setting l1 = l2 = · · · = ls = 1 in Theorem 2.3 yields
ξ(k1, . . . , kr; s+ 1) = ζ(k⊛ ({1}s+1)⋆)
=
kr−1∑
j=1
(−1)j−1ζ (kr−1, kr + 1− j) ζ ({1}s−1, 1 + j) + (−1)|kr |−rζ
(
{1}s ⊛
(
1,k
)⋆)
+
r−1∑
i=1
(−1)|kir|−i
kr−i−1∑
j=1
(−1)j−1ζ (kr−i−1, kr−i + 1− j) ζ
(
{1}s ⊛
(
j,kir
)⋆)
.
We end this section by the following theorem and corollary.
Theorem 2.5. For any positive integer m and composition k = (k1, . . . , kr),
2
m−1∑
j=0
ζ¯(2m− 1− 2j)
∞∑
n=1
ζn−1(kr−1)Tn({1}2j+1)
nkr+1
+
∞∑
n=1
ζn−1(kr−1)Sn({1}2m)
nkr+1
=
kr−1∑
j=1
(−1)j−12jζ(kr−1, kr + 1− j)T ({1}2m−1, j + 1) + (−1)|k|−r
∞∑
n=1
Tn({1}2m−1)ζ⋆n(1,kr−1)
nkr+1
+
r−1∑
l=1
(−1)|klr|−l
kr−l−1∑
j=1
(−1)j−1ζ(kr−l−1, kr−l + 1− j)
∞∑
n=1
Tn({1}2m−1)ζ⋆n
(
j,kl−1r−1
)
nkr+1
. (2.7)
Proof. On the one hand, in [10, Theorem 3.6], we proved that∫ 1
0
1
x
· Lik(x2) log2m
(
1− x
1 + x
)
dx =
(2m)!
2
× [The left-hand side of (2.7)].
On the other hand, we note that∫ 1
0
1
x
· Lik(x2) log2m
(
1− x
1 + x
)
dx = (2m)!
∞∑
n=1
Tn({1}2m−1)
n
∫ 1
0
x2n−1Lik(x
2)dx
= (2m)!
∞∑
n=1
Tn({1}2m−1)
2n
∫ 1
0
xn−1Lik(x)dx.
Then using (2.1) with an elementary calculation, we have∫ 1
0
1
x
· Lik(x2) log2m
(
1− x
1 + x
)
dx =
(2m)!
2
× [The right-hand side of (2.7)].
Thus, formula (2.7) holds.
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In particular, setting k = ({1}r−1, k) we obtain [10, Theorem 3.9]. Setting k = ({2}r−1, k)
we get the following corollary.
Corollary 2.6. For any positive integers k,m and r,
2
m−1∑
j=0
ζ¯(2m− 1− 2j)
∞∑
n=1
ζn−1({2}r−1)Tn({1}2j+1)
nk+1
+
∞∑
n=1
ζn−1({2}r−1)Sn({1}2m)
nk+1
=
k−1∑
j=1
(−1)j−12jζ({2}r−1, k + 1− j)T ({1}2m−1, j + 1)
+
r∑
l=1
(−1)l+kζ({2}r−l)
∞∑
n=1
Tn({1}2m−1)ζ⋆n(j, {2}l−1)
nk+1
. (2.8)
2.2 Evaluations of T -varinat of Kaneko–Yamamto MZVs
Recall that the Kaneko–Tsumura A-function A(k1, . . . , kr; z) (see [5]) is defined by
A(k1, . . . , kr; z) := 2
r
∑
1≤n1<···<nr
ni≡i mod 2
znr
nk11 · · ·nkrr
, z ∈ [−1, 1) . (2.9)
In this subsection, we present a series of results concerning this function.
Theorem 2.7. For positive integers m and n,∫ 1
0
x2n−2A(k2m;x) dx =
k2m−1∑
j=1
(−1)j−1
(2n − 1)j T (k2m−1, k2m + 1− j) +
(−1)|k2m|
(2n − 1)k2m Tn(1,k2m−1)
+
1
(2n − 1)k2m
m−1∑
i=1
(−1)|k2i2m|
k2m−2i−1∑
j=1
(−1)j−1T (k2m−2i−1, k2m−2i + 1− j)Tn(j,k2i−12m−1)
− 1
(2n − 1)k2m
m−1∑
i=0
(−1)|k2i+12m |
k2m−2i−1−1∑
j=1
(−1)j−1T (k2m−2i−2, k2m−2i−1 + 1− j)Sn(j,k2i2m−1)
− 1
(2n − 1)k2m
m−1∑
i=0
(−1)|k2i+12m |
(∫ 1
0
A(k2m−2i−1, 1;x)dx
)
Tn(k
2i
2m−1), (2.10)
∫ 1
0
x2n−1A(k2m+1;x) dx =
k2m+1−1∑
j=1
(−1)j−1
(2n)j
T (k2m, k2m+1 + 1− j)− (−1)
|k2m+1|
(2n)k2m+1
Tn(1,k2m)
− 1
(2n)k2m+1
m−1∑
i=0
(−1)|k2i+12m+1|
k2m−2i−1∑
j=1
(−1)j−1T (k2m−2i−1, k2m−2i + 1− j)Tn(j,k2i2m)
+
1
(2n)k2m+1
m−1∑
i=0
(−1)|k2i+22m+1|
k2m−2i−1−1∑
j=1
(−1)j−1T (k2m−2i−2, k2m−2i−1 + 1− j)Sn(j,k2i+12m )
+
1
(2n)k2m+1
m−1∑
i=0
(−1)|k2i+22m+1|
(∫ 1
0
A(k2m−2i−1, 1;x)dx
)
Tn(k
2i+1
2m ), (2.11)
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∫ 1
0
x2n−2A(k2m+1;x) dx =
k2m+1−1∑
j=1
(−1)j−1
(2n− 1)j T (k2m, k2m+1 + 1− j) −
(−1)|k2m+1|
(2n − 1)k2m+1 Sn(1,k2m)
+
1
(2n − 1)k2m+1
m∑
i=1
(−1)|k2i2m+1|
k2m+1−2i−1∑
j=1
(−1)j−1T (k2m−2i, k2m+1−2i + 1− j)Tn(j,k2i−12m )
− 1
(2n − 1)k2m+1
m−1∑
i=0
(−1)|k2i+12m+1|
k2m−2i−1∑
j=1
(−1)j−1T (k2m−2i−1, k2m−2i + 1− j)Sn(j,k2i2m)
− 1
(2n − 1)k2m+1
m∑
i=0
(−1)|k2i+12m+1|
(∫ 1
0
A(k2m−2i, 1;x)dx
)
Tn(k
2i
2m), (2.12)
∫ 1
0
x2n−1A(k2m;x) dx =
k2m−1∑
j=1
(−1)j−1
(2n)j
T (k2m−1, k2m + 1− j) + (−1)
|k2m|
(2n)k2m
Sn(1,k2m−1)
− 1
(2n)k2m
m∑
i=1
(−1)|k2i−12m |
k2m+1−2i−1∑
j=1
(−1)j−1T (k2m−2i, k2m+1−2i + 1− j)Tn(j,k2i−22m−1)
+
1
(2n)k2m
m−1∑
i=1
(−1)|k2i2m|
k2m−2i−1∑
j=1
(−1)j−1T (k2m−2i−1, k2m−2i + 1− j)Sn(j,k2i−12m−1)
+
1
(2n)k2m
m∑
i=1
(−1)|k2i2m|
(∫ 1
0
A(k2m−2i, 1;x)dx
)
Tn(k
2i−1
2m−1), (2.13)
where we allow m = 0 in (2.11) and (2.12).
Proof. It is easy to see that the A-function can be expressed by an iterated integral:
A(k1, . . . , kr;x) =
∫ x
0
2dt
1− t2
(
dt
t
)k1−1
· · · 2dt
1− t2
(
dt
t
)kr−1
.
Using integration by parts, we deduce the recurrence relation∫ 1
0
x2n−2A(kr;x) dx =
kr−1∑
j=1
(−1)j−1
(2n− 1)j T (kr−1, kr + 1− j) +
(−1)kr−1
(2n− 1)kr
∫ 1
0
A(kr−1, 1;x) dx
+
(−1)kr−1
(2n − 1)kr 2
n−1∑
k=1
∫ 1
0
x2k−1A(kr−1;x) dx,
and∫ 1
0
x2n−1A(kr;x) dx =
kr−2∑
j=0
(−1)j
(2n)j+1
T (kr−1, kr − j) + (−1)
kr−1
(2n)kr
2
n∑
k=1
∫ 1
0
x2k−2A(kr−1;x) dx.
Hence, using the recurrence formulas above, we may deduce the four desired evaluations after
an elementary but rather tedious computation, which we leave to the interested reader.
Lemma 2.8. For any positive integer r we have∫ 1
0
A({1}r ;x) dx = −21−rζ(r¯) =
{
log 2, if r = 1;
21−r(1− 21−r)ζ(r), if r ≥ 2.
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Proof. Consider the generating function
G(u) := 1 +
∞∑
r=1
(∫ 1
0
A({1}r ;x) dx
)
(−2u)r.
By definition
G(u) = 1 +
∞∑
r=1
(−2u)r
∫ 1
0
∫ x
0
(
dt
1− t2
)r
dx
=1 +
∞∑
r=1
(−2u)r
r!
∫ 1
0
(∫ x
0
dt
1− t2
)r
dx
=1 +
∫ 1
0
(
∞∑
r=1
1
r!
(
−u log
(
1 + x
1− x
))r)
dx
=
∫ 1
0
(
1− x
1 + x
)u
dx.
Taking a = u, b = 1, c = u+ 2 and t = −1 in the formula
2F1
(
a, b
c
∣∣∣∣ t) = Γ(c)Γ(b)Γ(c− b)
∫ 1
0
vb−1(1− v)c−b−1(1− vt)−a dv,
we obtain
G(u) =
1
u+ 1
∑
k≥0
u(u+ 1)
(u+ k)(u+ k + 1)
(−1)k
=u
∑
k≥0
(−1)k
(
1
u+ k
− 1
u+ k + 1
)
=1 +
∑
k≥1
2(−1)k u
u+ k
=1−
∑
k≥1
2(−1)k
∑
r≥0
(−u
k
)r+1
=1− 2
∑
r≥1
ζ(r¯)(−u)r.
The lemma follows immediately.
Theorem 2.9. For composition k = (k1, . . . , kr), the integral∫ 1
0
A(k1, . . . , kr, 1;x)dx
can be expressed as a Q-linear combination of alternating MZVs.
Proof. It suffices to prove the integral can be expressed in terms of log 2 and MMVs since these
values generate the same Q-vector space as that by alternating MZVs as shown in [10]. Suppose
kr > 1. Then ∫ 1
0
A(k1, . . . , kr, 1;x) dx
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=2r+1
∑
0<n1<···<nr<nr+1
ni≡i (mod 2)
1
nk11 · · · nkrr
(
1
nr+1
− 1
nr+1 + 1
)
=
{
M∗(k˘1, k2, k˘3, . . . , k˘r, 1)−M∗(k˘1, k2, . . . , k˘r, 1˘), if 2 ∤ r;
M∗(k˘1, k2, k˘3, . . . , kr, 1˘)−M∗(k˘1, k2, . . . , kr, 1), if 2 | r,
=
{
M(k˘1, k2, k˘3, . . . , k˘r)
(
M∗(1)−M∗(1˘)
)
(mod MMV ), if 2 ∤ r;
M(k˘1, k2, k˘3, . . . , kr)
(
M∗(1˘)−M∗(1)
)
(mod MMV ), if 2 | r,
=
{−2M(k˘1, k2, k˘3, . . . , k˘r) log 2 (mod MMV ), if 2 ∤ r;
2M(k˘1, k2, k˘3, . . . , kr) log 2 (mod MMV ), if 2 | r.
which can be expressed as a Q-linear combination of MMVs by [10, Theorem 7.1].
In general, we may assume kr > 1 and consider
∫ 1
0
A(k1, . . . , kr, {1}ℓ;x) dx. By induction
on ℓ, we see that∫ 1
0
A(k1, . . . , kr, {1}ℓ;x) dx
=

M(k˘1, k2, k˘3, . . . , k˘r)
(
M∗(u, 1) −M∗(u, 1˘)
)
(mod MMV ), if 2 ∤ r, 2 ∤ ℓ;
M(k˘1, k2, k˘3, . . . , k˘r)
(
M∗(u
′, 1, 1˘)−M∗(u′, 1, 1)
)
(mod MMV ), if 2 ∤ r, 2 | ℓ;
M(k˘1, k2, k˘3, . . . , kr)
(
M∗(v, 1˘)−M∗(v, 1)
)
(mod MMV ), if 2 | r, 2 ∤ ℓ;
M(k˘1, k2, k˘3, . . . , kr)
(
M∗(v
′, 1˘, 1) −M∗(v′, 1˘, 1˘)
)
(mod MMV ), if 2 | r, 2 | ℓ,
where u = {1, 1˘}(ℓ−1)/2,u′ = {1, 1˘}(ℓ−2)/2,v = {1˘, 1}(ℓ−1)/2,v′ = {1˘, 1}(ℓ−2)/2. By Lemma 2.8 we
see that M∗(· · · , 1) −M∗(· · · , 1˘) = ∓2ζ(ℓ¯). This finishes the proof of the theorem.
Example 2.10. Applying the idea in the proof of Theorem 2.9 we can find that for any positive
integer k,∫ 1
0
A(k, 1;x) dx = M∗(k˘, 1)−M∗(k˘, 1˘)
= M(k˘)(M∗(1)−M∗(1˘)) +M(1˘, k˘)−M(1, k˘) + 2M
(
(k + 1)˘
)
.
Observing that M∗(1˘) −M∗(1) = 2 log(2), M(k˘) = T (k), M(1˘, k˘) = 4t(1, k) and M(1, k˘) =
S(1, k), we obtain∫ 1
0
A(k, 1;x) dx = −2 log(2)T (k) + 2T (k + 1) + 4t(1, k) − S(1, k).
From Lemma 2.8 we can get the following corollary, which was proved in [10].
Corollary 2.11. ( [10, Theorem 3.1]) For positive integers m and n, the following identities
hold.∫ 1
0
t2n−2 log2m
(
1− t
1 + t
)
dt =
2(2m)!
2n − 1
m∑
j=0
ζ¯(2j)Tn({1}2m−2j), (2.14)
∫ 1
0
t2n−2 log2m−1
(
1− t
1 + t
)
dt = −(2m− 1)!
2n− 1
2 m∑
j=1
ζ¯(2j − 1)Tn({1}2m−2j) + Sn({1}2m−1)
 ,
(2.15)
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∫ 1
0
t2n−1 log2m
(
1− t
1 + t
)
dt =
(2m)!
n
 m∑
j=1
ζ¯(2j − 1)Tn({1}2m−2j+1) + Sn({1}2m)
 , (2.16)
∫ 1
0
t2n−1 log2m−1
(
1− t
1 + t
)
dt = −(2m− 1)!
n
m−1∑
j=0
ζ¯(2j − 2)Tn({1}2m−2j−1), (2.17)
where ζ¯(m) := −ζ(m), and ζ¯(0) should be interpreted as 1/2 wherever it occurs.
We now derive some explicit relations about T -variant of K–Y MZV T (k⊛l) by considering
the integral
IA(k; l) :=
∫ 1
0
A(k;x)A(l;x)
x
dx.
Theorem 2.12. For positive integers k and l, we have
((−1)l − (−1)k)S(1, k + l)
=
l∑
j=1
(−1)j−1T (l + 1− j)T (k + j) +
k∑
j=1
(−1)jT (k + 1− j)T (l + j),
where T (1) := 2 log(2).
Proof. One may deduce the formula by a straightforward calculation of the integral∫ 1
0
A(k;x)A(l;x)
x
dx.
We leave the details to the interested reader.
For example, setting k = 1 and l = 2p (p ∈ N) in Theorem 2.12 yields
S(1, 2p + 1) =
p−1∑
j=0
(−1)j−1T (2p + 1− j)T (j + 1)− (−1)
p
2
T 2(p+ 1).
Theorem 2.13. For positive integers k1, k2 and l,
(−1)l−1T ((k1, k2)⊛ (1, l)) + (−1)k1+k2−1T (1, k1, k2 + l)
=
k2−1∑
j=1
(−1)j−1T (k1, k2 + 1− j)T (l + j)−
l−1∑
j=1
(−1)j−1T (l + 1− j)T (k1, k2 + j)
− (−1)k2
k1−1∑
j=1
(−1)j−1T (k1 + 1− j)S(j, k2 + l)− (−1)k2T (k2 + l)
∫ 1
0
A(k1, 1;x) dx, (2.18)
where
∫ 1
0
A(k, 1;x) dx is given by Example 2.10.
Proof. From (2.10) and (2.11), we deduce∫ 1
0
x2n−1A(k;x) dx =
k−1∑
j=1
(−1)j−1
(2n)j
T (k + 1− j) + (−1)
k−1
(2n)k
Tn(1)
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and
∫ 1
0
x2n−2A(k1, k2;x) dx =
k2−1∑
j=1
(−1)j−1
(2n − 1)j T (k1, k2 + 1− j) +
(−1)k1+k2
(2n − 1)k2 Tn(1, k1)
+
(−1)k2−1
(2n− 1)k2
k1−1∑
j=1
(−1)j−1T (k1 + 1− j)Sn(j) + (−1)
k2−1
(2n − 1)k2
∫ 1
0
A(k1, 1, ;x) dx.
According to the definitions of A-functions, MTVs and MSVs, on the one hand, we have∫ 1
0
A(k1, k2;x)A(l;x)
x
dx = 2
∞∑
n=1
1
(2n − 1)l
∫ 1
0
x2n−2A(k1, k2;x) dx
=
k2−1∑
j=1
(−1)j−1T (k1, k2 + 1− j)T (l + j)− (−1)k2
k1−1∑
j=1
(−1)j−1T (k1 + 1− j)S(j, k2 + l)
− (−1)k2T (k2 + l)
∫ 1
0
A(k1, 1;x) dx + (−1)k1+k2T (1, k1, k2 + l).
On the other hand,
∫ 1
0
A(k1, k2;x)A(l;x)
x
dx = 2
∞∑
n=1
Tn(k1)
(2n)k2
∫ 1
0
x2n−1A(l;x) dx
=
l−1∑
j=1
(−1)j−1T (l + 1− j)T (k1, k2 + j) + (−1)l−1T ((k1, k2)⊛ (1, l)).
Hence, combining two identities above, we obtain the desired evaluation.
Theorem 2.14. For positive integers k1, k2 and l1, l2, we have
(−1)k1+k2T ((l1, l2)⊛ (1, k1, k2))− (−1)l1+l2T ((k1, k2)⊛ (1, l1, l2))
=
k2−1∑
j=1
(−1)jT (k1, k2 + 1− j)T (l1, l2 + j)−
l2−1∑
j=1
(−1)jT (l1, l2 + 1− j)T (k1, k2 + j)
− (−1)k2
k1∑
j=1
(−1)jT (k1 + 1− j)T ((l1, l2)⊛ (j, k2))
+ (−1)l2
l1∑
j=1
(−1)jT (l1 + 1− j)T ((k1, k2)⊛ (j, l2)),
where T (1) := 2 log(2).
Proof. Consider the integral ∫ 1
0
A(k1, k2;x)A(l1, l2;x)
x
dx.
By a similar argument used in the proof of Theorem 2.13, we can prove Theorem 2.14.
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Moreover, according to the definitions of Kaneko–Tsumura ψ-function and Kaneko–Tsumura
A-function (which is a single-variable multiple polylogarithm function of level two) [5, 6],
ψ(k1, . . . , kr; s) :=
1
Γ(s)
∞∫
0
ts−1
sinh(t)
A(k1, . . . , kr; tanh(t/2))dt (ℜ(s) > 0) (2.19)
and
A(k1, . . . , kr; z) := 2
r
∑
1≤n1<···<nr
ni≡i mod 2
znr
nk11 · · ·nkrr
, z ∈ [−1, 1) . (2.20)
Setting tanh(t/2) = x and s = p+ 1 ∈ N, we have
ψ(k1, . . . , kr; p+ 1) =
(−1)p
p!
1∫
0
logp
(
1− x
1 + x
)
A(k1, . . . , kr;x)
x
dx
=
1∫
0
A({1}p;x)A(k1, . . . , kr;x)
x
dx, (2.21)
where we have used the relation
A({1}r ;x) = 1
r!
(A(1;x))r =
(−1)r
r!
logr
(
1− x
1 + x
)
.
We remark that the Kaneko–Tsumura ψ-values can be regarded as a special case of the
integral IA(k; l). So, one can prove [10, Theorem 3.3] by considering the integrals IA(k; l).
2.3 Multiple Integrals Associated with 2-Labeled Posets
According to iterated integral expressions, we know that Lik(x) and A(k;x) satisfy the shuffle
product relation. In this subsection, we will express integrals IL(k; l) and IA(k; l) in terms of
multiple integral associated with 2-labeled posets, which implies that the integrals IL(k; l) and
IA(k; l) can be expressed in terms of linear combination of MZVs (or MTVs). The key properties
of these integrals was first studied by Yamamoto in [11].
Definition 2.1. A 2-poset is a pair (X, δX ), where X = (X,≤) is a finite partially ordered set
and δX is a map from X to {0, 1}. We often omit δX and simply say “a 2-poset X”. The δX is
called the label map of X.
A 2-poset (X, δX ) is called admissible if δX(x) = 0 for all maximal elements x ∈ X and
δX(x) = 1 for all minimal elements x ∈ X.
Definition 2.2. For an admissible 2-poset X, we define the associated integral
Ij(X) =
∫
∆X
∏
x∈X
ω
(j)
δX(x)
(tx), j = 1, 2, (2.22)
where
∆X =
{
(tx)x ∈ [0, 1]X
∣∣ tx < ty if x < y}
and
ω
(1)
0 (t) = ω
(2)
0 (t) =
dt
t
, ω
(1)
1 (t) =
dt
1− t , ω
(2)
1 (t) =
2dt
1− t2 .
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For the empty 2-poset, denoted ∅, we put Ij(∅) := 1 (j = 1, 2).
Proposition 2.15. For non-comparable elements a and b of a 2-poset X, Xba denotes the 2-poset
that is obtained from X by adjoining the relation a < b. If X is an admissible 2-poset, then the
2-poset Xba and X
a
b are admissible and
Ij(X) = Ij(X
b
a) + Ij(X
a
b ) (j = 1, 2). (2.23)
Note that the admissibility of a 2-poset corresponds to the convergence of the associated
integral. We use Hasse diagrams to indicate 2-posets, with vertices ◦ and • corresponding to
δ(x) = 0 and δ(x) = 1, respectively. For example, the diagram
•
◦⑧⑧⑧⑧ •
❄❄
❄❄ ◦⑧⑧⑧⑧
◦⑧⑧⑧⑧
represents the 2-poset X = {x1, x2, x3, x4, x5} with order x1 < x2 > x3 < x4 < x5 and label
(δX(x1), . . . , δX(x5)) = (1, 0, 1, 0, 0). This 2-poset is admissible. To describe the corresponding
diagram, we introduce an abbreviation: For a sequence kr = (k1, . . . , kr) of positive integers, we
write
•
◦
kr
for the vertical diagram
•
◦
◦
•
◦
◦
•
◦
◦
k1
kr−1
kr
.
Hence, for admissible composition k, using this notation of multiple associated integral, one can
verify that
ζ(k) = I1
(
•
◦
k
)
and T (k) = I2
(
•
◦
k
)
.
Therefore, according to the definitions of IL(k; l) and IA(k; l), and using this notation of
multiple associated integral, we can get the following theorem.
Theorem 2.16. For compositions k and l, we have
IL(k; l) = I1

•
◦
◦
◦⑧⑧⑧⑧⑧
•
◦
◦
❄❄❄❄❄
k l
 and IA(k; l) = I2

•
◦
◦
◦⑧⑧⑧⑧⑧
•
◦
◦
❄❄❄❄❄
k l
 .
Proof. This follows immediately from the definitions of IL(k; l) and IA(k; l). We leave the detail
to the interested reader.
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It is clear that using Theorem 2.16, the integrals IL(k; l) (or IA(k; l)) can be expressed in
terms of MZVs (or MTVs). In particular, for any positive integer s the integrals IL(k; {1}s)
and IA(k; {1}s) become the Arakawa–Kaneko zeta values and Kankeo–Tsumura ψ-values, re-
spectively. Moreover, Kawasaki–Ohno [8] and Xu–Zhao [10] have used the multiple integrals
associated with 2-posets to prove explicit formulas for all Arakawa–Kaneko zeta values and
Kankeo–Tsumura ψ-values.
Now, we end this section by the following duality relations. For any n ∈ N and composition
k = (k1, . . . , kr), set
k+n := (k1, . . . , kr−1, kr + n).
Theorem 2.17. For any p ∈ N and compositions of positive integers k, l, we have
IL(k+(p−1); l) + (−1)pIL(k; l+(p−1)) =
p−1∑
j=1
(−1)j−1ζ(k+(p−j))ζ(l+j)
and
IA(k+(p−1); l) + (−1)pIA(k; l+(p−1)) =
p−1∑
j=1
(−1)j−1T (k+(p−j))T (l+j).
Proof. This follows easily from the definitions of IL(k; l) and IA(k; l) by using integration by
parts. We leave the detail to the interested reader.
Setting k = ({1}r) and l = ({1}s) in Theorem 2.17 and noting the duality relations
ζ({1}r−1, s + 1) = ζ({1}s−1, r + 1) and T ({1}r−1, s + 1) = T ({1}s−1, r + 1) , we obtain the fol-
lowing two well-known duality formulas for Arakawa–Kaneko zeta values and Kankeo–Tsumura
ψ-values (see [1, 5])
ξ({1}r−1, p; s + 1) + (−1)pξ({1}s−1, p; r + 1) =
p−2∑
j=0
(−1)jζ({1}r−1, p− j)ζ({1}j , s+ 1)
and
ψ({1}r−1, p; s+ 1) + (−1)pψ({1}s−1, p; r + 1) =
p−2∑
j=0
(−1)jT ({1}r−1, p− j)T ({1}j , s+ 1).
3 Alternating Variant of Kaneko–Yamamoto MZVs
3.1 Integrals of Multiple Polylogarithm Function with r-Variable
For any composition kr = (k1, . . . , kr) ∈ Nr, we define the classical multiple polylogarithm
function with r-variable by
Likr(x1, . . . , xr) :=
∑
0<n1<n2<···<nr
xn11 · · · xnrr
nk11 · · ·nkrr
which converges if |xj · · · xr| < 1 for all j = 1, . . . , r. It can be analytically continued to a multi-
valued meromorphic function on Cr (see [13]). We also consider the following two variants. The
first one is the star version:
Li⋆
kr
(x1, . . . , xr) :=
∑
0<n1≤n2≤···≤nr
xn11 · · · xnrr
nk11 · · ·nkrr
.
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The second is the most useful when we need to apply the technique of iterated integrals:
λkr(x1, . . . , xr−1, xr) :=Likr(x1/x2, . . . , xr−1/xr, xr)
=
∑
0<n1<n2<···<nr
(x1/x2)
n1 · · · (xr−1/xr)nr−1xnrr
nk11 · · ·nkr−1r−1 nkrr
(3.1)
which converges if |xj| < 1 for all j = 1, . . . , r. Namely,
λkr(x1, . . . , xr) =
∫ 1
0
(
x1 dt
1− x1t
)(
dt
t
)k1−1
· · ·
(
xr dt
1− xrt
)(
dt
t
)kr−1
. (3.2)
Similarly, we define the parametric multiple harmonic sums and parametric multiple har-
monic star sums with r-variable are defined by
ζn(k1, . . . , kr;x1, . . . , xr) :=
∑
0<m1<···<mr≤n
xm11 · · · xmrr
mk11 · · ·mkrr
and
ζ⋆n(k1, . . . , kr;x1, . . . , xr) :=
∑
0<m1≤···≤mr≤n
xm11 · · · xmrr
mk11 · · ·mkrr
,
respectively. Obviously,
lim
n→∞
ζn(k1, . . . , kr;x1, . . . , xr) = Lik1,...,kr(x1, . . . , xr)
and
lim
n→∞
ζ⋆n(k1, . . . , kr;x1, . . . , xr) = Li
⋆
k1,...,kr(x1, . . . , xr).
Definition 3.1. For any two compositions of positive integers k = (k1, . . . , kr), l = (l1, . . . , ls),
σ := (σ1, . . . , σr) ∈ {±1}r and ε := (ε1, . . . , εs) ∈ {±1}s, define
ζ((k;σ)⊛ (l; ε)⋆) ≡ ζ((k1, . . . , kr;σ1, . . . , σr)⊛ (l1, . . . , ls; ε1, . . . , εs)⋆)
:=
∞∑
n=1
ζn−1(k1, . . . , kr−1;σ1, . . . , σr−1)ζ
⋆
n(l1, . . . , ls−1; ε1, . . . , εr−1)
nkr+ls
(σrεs)
n. (3.3)
We call them alternating Kaneko–Yamamoto MZVs.
Theorem 3.1. For n ∈ N, kr = (k1, . . . , kr) ∈ Nr and σr := (σ1, . . . , σr) ∈ {±1}r, we have∫ 1
0
xn−1λk1,...,kr(σ1x, . . . , σrx) dx
=
kr−1∑
j=1
(−1)j−1
nj−1
λkr−1,kr+1−j(σr) +
(−1)kr
nkr
(σnr − 1)λkr−1,1(σr)
− σ
n
r
nkr
r−1∑
l=1
(−1)|klr |
kr−l−1∑
j=1
(−1)jζ⋆n
(
j,kl−1r−1;σr−l+1, (σrσr−1)
l−1
)
λkr−l−1,kr−l+1−j(σr−l)
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− σ
n
r
nkr
r−1∑
l=1
(−1)|kl+1r |−lλkr−l−1,1(σr−l)
(
ζ⋆n
(
k
l
r−1;σr−l+1, (σrσr−1)
l−1
)− ζ⋆n(klr−1; (σrσr−1)l))
+ (−1)|k|−r σ
n
r
nkr
ζ⋆n
(
1,kr−1;σ1, (σrσr−1)
r−1
)
,
where (σrσr−1)
l := (σr−l+1σr−l, σr−l+2σr−l+1, . . . , σrσr−1) and (σrσr−1)
0 := ∅. If σr = 1 then
(σnr − 1)λkr−1,1(σr) := 0, and if σr−l = 1 then
λkr−l−1,1(σr−l)
(
ζ⋆n
(
k
l
r−1;σr−l+1, (σrσr−1)
l−1
)− ζ⋆n(klr−1; (σrσr−1)l)) := 0.
Proof. According to definition,
d
dx
λk1,...,kr(σ1x, . . . , σr−1x, σrx) =

1
x
λk1,...,kr−1,kr−1(σ1x, . . . , σr−1x, σrx), if kr ≥ 2;
σr
1− σrxλk1,...,kr−1(σ1x, . . . , σr−1x), if kr = 1.
Hence, using identity above we can get the following recurrence relation∫ 1
0
xn−1λk1,...,kr(σ1x, σ2x, . . . , σrx) dx
=
kr−1∑
j=1
(−1)j−1
nj
λk1,...,kr−1,kr+1−j(σ1, σ2, . . . , σr) +
(−1)kr
nkr
(σnr − 1)λk1,...,kr−1,1(σ1, . . . , σr)
− (−1)
kr
nkr
σnr
n∑
k=1
σkr
∫ 1
0
xk−1λk1,k2,...,kr−1(σ1x, σ2x, . . . , σr−1x) dx.
Thus, we obtain the desired formula by using the recurrence relation above.
Letting r = 1 and 2, we can get the following two corollaries.
Corollary 3.2. For positive integers n, k and σ ∈ {±1},∫ 1
0
xn−1λk(σx) dx =
(−1)k
nk
(σn − 1)λ1(σ)− (−1)k σ
n
nk
ζ⋆n(1;σ) −
k−1∑
j=1
(−1)j
nj
λk+1−j(σ).
Corollary 3.3. For positive integers n, k1, k2 and σ1, σ2 ∈ {±1},∫ 1
0
xn−1λk1,k2(σ1x, σ2x) dx
=
k2−1∑
j=1
(−1)j−1
nj
λk1,k2+1−j(σ1, σ2) + (−1)k
σn2
nk2
k1−1∑
j=1
(−1)jλk1+1−j(σ1)ζ⋆n(j;σ2)
+ (−1)k2 σ
n
2 − 1
nk2
λk1,1(σ1, σ2) + (−1)k1+k2λ1(σ1)
σn2
nk2
(
ζ⋆n(k1;σ2)− ζ⋆n(k1;σ2σ1)
)
+ (−1)k1+k2 σ
n
2
nk2
ζ⋆n(1, k1;σ1, σ2σ1).
Clearly, setting σ1 = σ2 = · · · = σr = 1 gives the formula (2.1).
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3.2 Explicit Formulas for Alternating Kaneko–Yamamoto MZVs
Obviously, we can consider the integral
Iλ((k;σ), (l; ε)) :=
∫ 1
0
λkr(σ1x, . . . , σrx)λls(ε1x, . . . , εsx)
x
dx
to find some explicit relations of ζ((k;σ)⊛ (l; ε)⋆). We have the following theorems.
Theorem 3.4. For positive integers k, l and σ, ε ∈ {±1},
(−1)kLi⋆1,k+l(σ, σε) − (−1)lLi⋆1,k+l(ε, σε)
=
k−1∑
j=1
(−1)j−1λk+1−j(σ)λl+j(ε) −
l−1∑
j=1
(−1)j−1λl+1−j(ε)λk+j(σ)
+ (−1)lλ1(ε)(λk+l(σ)− λk+l(σε))− (−1)kλ1(σ)(λk+l(ε)− λk+l(σε)), (3.4)
where if σ = 1 then λ1(σ)(λk+l(ε) − λk+l(σε)) := 0. Similarly, if ε = 1 then λ1(ε)(λk+l(σ) −
λk+l(σε)) := 0.
Proof. Considering the integral
∫ 1
0
λk(σx)λl(εx)
x
dx and using Corollary 3.2 with an elementary
calculation, we obtain the formula.
Theorem 3.5. For positive integers k1, k2, l and σ1, σ2, ε ∈ {±1},
l−1∑
j=1
(−1)j−1λl+1−j(ε)Lik1,k2+j(σ1σ2, σ2)− (−1)lζ((k1, k2;σ1σ2, σ2)⊛ (1, l; ε, ε)⋆)
− (−1)lλ1(ε)
(
Lik1,k2+l(σ1σ2, σ2)− Lik1,k2+l(σ1σ2, σ2ε)
)
=
k2−1∑
j=1
(−1)j−1λk1,k2+1−j(σ1, σ2)λl+j(ε)− (−1)k2
k1−1∑
j=1
(−1)j−1λk1+1−j(σ1)Li⋆j,k2+l(σ2, εσ2)
− (−1)k2λk1,1(σ1, σ2)
(
λk2(ε)− λk2(εσ2)
)
+ (−1)k1+k2Li⋆1,k1,k2+l(σ1, σ2σ1, σ2ε),
+ (−1)k1+k2λ1(σ1)
(
Li⋆k1,k2+l(σ2, εσ2)− Li⋆k1,k2+l(σ2σ1, εσ2)
)
(3.5)
where if ε = 1 then λ1(ε)
(
Lik1,k2+l(σ1σ2, σ2) − Lik1,k2+l(σ1σ2, σ2ε)
)
:= 0; if σ1 = 1 then
λ1(σ1)
(
Li⋆k1,k2+l(σ2, εσ2) − Li⋆k1,k2+l(σ2σ1, εσ2)
)
:= 0 and if σ2 = 1 then λk1,1(σ1, σ2)
(
λk2(ε) −
λk2(εσ2)
)
:= 0.
Proof. Similarly, considering the integral
∫ 1
0
λk1,k2(σ1x, σ1x)λl(εx)
x
dx and using Corollary 3.3
with an elementary calculation, we prove the formula.
On the other hand, according to definition, we have
ζ((k1, k2;σ1σ2, σ2)⊛ (1, l; ε, ε)
⋆) =
∞∑
n=1
ζn−1(k1;σ1σ2)ζ
⋆
n(1; ε)
nk2+l
(σ2ε)
n
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= Li⋆k1,1,k2+l(σ1σ2, ε, σ2ε) + Li
⋆
1,k1,k2+l(ε, σ1σ2, σ2ε)− Li⋆k1+1,k2+l(σ1σ2ε, σ2ε)− Li⋆1,k1+k2+l(ε, σ1ε).
Substituting it into (3.5) yields the following corollary.
Corollary 3.6. For positive integers k1, k2, l and σ1, σ2, ε ∈ {±1},
(−1)lLi⋆k1,1,k2+l(σ1σ2, ε, σ2ε) + (−1)lLi⋆1,k1,k2+l(ε, σ1σ2, σ2ε) + (−1)k1+k2Li⋆1,k1,k2+l(σ1, σ2σ1, σ2ε)
=
k2−1∑
j=1
(−1)jλk1,k2+1−j(σ1, σ2)λl+j(ε) − (−1)k2
k1−1∑
j=1
(−1)jλk1+1−j(σ1)Li⋆j,k2+l(σ2, εσ2)
−
l−1∑
j=1
(−1)jλl+1−j(ε)Lik1,k2+j(σ1σ2, σ2) + (−1)k2λk1,1(σ1, σ2)
(
λk2(ε)− λk2(εσ2)
)
− (−1)k1+k2λ1(σ1)
(
Li⋆k1,k2+l(σ2, εσ2)− Li⋆k1,k2+l(σ2σ1, εσ2)
)
− (−1)lλ1(ε)
(
Lik1,k2+l(σ1σ2, σ2)− Lik1,k2+l(σ1σ2, σ2ε)
)
+ (−1)lLi⋆k1+1,k2+l(σ1σ2ε, σ2ε) + (−1)lLi⋆1,k1+k2+l(ε, σ1ε).
Clearly, setting σ1 = σ2 = ε = 1 in Corollary 3.6 gives the formula (2.5). We also find
numerous explicit relations involving alternating MZVs. For example, letting k1 = k2 = l = 2
and σ1 = ε = −1, σ2 = 1, we have
ζ⋆(2¯, 1¯, 4¯) + 2ζ⋆(1¯, 2¯, 4¯) = 3Li4
(
1
2
)
ζ(3)− 7π
4ζ(3)
128
+
61π2ζ(5)
192
− 105ζ(7)
128
+
1
8
ζ(3) log4(2)
− 1
8
π2ζ(3) log2(2) +
63
16
ζ(3)2 log(2)− 61π
6 log(2)
10080
,
where we used Au’s Mathematica package [2].
3.3 Multiple Integrals Associated with 3-Labeled Posets
In this subsection, we introduce the multiple integrals associated with 3-labeled posets, and
express the integrals Iλ((k;σ), (l; ε)) in terms of multiple integrals associated with 3-labeled
posets.
Definition 3.2. A 3-poset is a pair (X, δX ), where X = (X,≤) is a finite partially ordered set
and δX is a map from X to {−1, 0, 1}. We often omit δX and simply say “a 3-poset X”. The
δX is called the label map of X.
Similar to 2-poset, a 3-poset (X, δX ) is called admissible? if δX(x) 6= 1 for all maximal
elements and δX(x) 6= 0 for all minimal elements x ∈ X.
Definition 3.3. For an admissible 3-poset X, we define the associated integral
I(X) =
∫
∆X
∏
x∈X
ωδX(x)(tx), (3.6)
where
∆X =
{
(tx)x ∈ [0, 1]X
∣∣ tx < ty if x < y}
and
ω−1(t) =
dt
1 + t
, ω0(t) =
dt
t
, ω1(t) =
dt
1− t .
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For the empty 3-poset, denoted ∅, we put I(∅) := 1.
Proposition 3.7. For non-comparable elements a and b of a 3-poset X, Xba denotes the 3-poset
that is obtained from X by adjoining the relation a < b. If X is an admissible 3-poset, then the
3-poset Xba and X
a
b are admissible and
I(X) = I(Xba) + I(X
a
b ). (3.7)
Note that the admissibility of a 3-poset corresponds to the convergence of the associated
integral. We use Hasse diagrams to indicate 3-posets, with vertices ◦ and “• σ” corresponding
to δ(x) = 0 and δ(x) = σ (σ ∈ {±1}), respectively. For convenience, if σ = 1, replace “• 1” by
• and if σ = −1, replace “• − 1” by “• 1¯”. For example, the diagram
•
◦⑧⑧⑧⑧ •
❄❄
❄❄
1¯
◦⑧⑧⑧⑧
◦⑧⑧⑧⑧
•
❄❄
❄❄
❄❄
❄
1¯
◦⑧⑧⑧⑧
◦⑧⑧⑧⑧
represents the 3-poset X = {x1, x2, x3, x4, x5, x6, x7, x8} with order x1 < x2 > x3 < x4 <
x5 > x6 < x7 < x8 and label (δX(x1), . . . , δX(x8)) = (1, 0,−1, 0, 0,−1, 0, 0). For composition
k = (k1, . . . , kr) and σ ∈ {±1}r (admissible or not), we write
•
◦
(k,σ)
for the ‘totally ordered’ diagram:
• σ1
◦⑧⑧⑧⑧
◦
⑧⑧⑧⑧
•⑧⑧⑧⑧
σr−1
◦⑧⑧⑧⑧
◦
•⑧⑧⑧⑧
σr
◦⑧⑧⑧⑧
◦
k1
kr−1
kr
If ki = 1, we understand the notation
• σi
◦⑧⑧⑧⑧
◦ki
as a single • σi. We see from (3.2)
I
(
•
◦
(k,σ)
)
=
λk1,...,kr(σ1, σ2, . . . , σr)
σ1σ2 · · · σr . (3.8)
Therefore, according to the definition of Iλ((k;σ), (l; ε)), and using this notation of multiple
associated integral, we can get the following theorem.
Theorem 3.8. For compositions k ≡ kr and l ≡ ls with σ ∈ {±1}r and ε ∈ {±1}s,
Iλ((k;σ), (l; ε)) = I

•
◦
◦
◦⑧⑧⑧⑧⑧
•
◦
◦
❄❄❄❄❄
(k,σ) (l,ε))
 .
22
Proof. This follows immediately from the definition of Iλ((k;σ), (l; ε)). We leave the detail to
the interested reader.
Finally, we end this section by the following a theorem which extends [7, Theorem 4.1] to
level two.
Theorem 3.9. For any non-empty compositions kr, ls and σr ∈ {±1}r, we have
I

• σ′1
⑧⑧⑧
◦
◦
• σ′r
⑧⑧⑧
◦
◦
⑧⑧⑧
◦
⑧⑧⑧
◦
◦
✴
✴
✴
✴
•
⑧⑧⑧
◦
◦
✴✴
✴
•
⑧⑧⑧
◦
◦
k1
kr
ls
ls−1 l1

=
ζ((kr;σr)⊛ (ls; {1}s)⋆)
σ′1σ
′
2 · · · σ′r
, (3.9)
where σ′j = σjσj+1 · · · σr, and • σ′j corresponding to δ(x) = σ′j .
Proof. The proof is done straightforwardly by computing the multiple integral on the left-hand
side of (3.9) as a repeated integral “from left to right” using the key ideas in the proof of (3.2)
and [11, Corollary 3.1].
If letting all σi = 1 (i = 1, 2, . . . , r), then we obtain the “integral-series” relation of Kaneko–
Yamamoto [7].
From Proposition 3.7 and (3.8), it is clear that the left-hand side of (3.9) can be expressed
in terms of a linear combination of alternating multiple zeta values. Hence, we can find many
linear relations of alternating multiple zeta values from (3.9). For example,
2λ1,1,3(σ
′
1, σ
′
2, 1) + 2λ1,1,3(σ
′
1, 1, σ
′
2) + 2λ1,1,3(1, σ
′
1, σ
′
2)
+ λ1,2,2(σ
′
1, 1, σ
′
2) + λ1,2,2(1, σ
′
1, σ
′
2) + λ2,1,2(1, σ
′
1, σ
′
2)
= ζ(2, 1, 2; 1, σ1 , σ2) + ζ(1, 2, 2;σ1, 1, σ2) + ζ(3, 2;σ1, σ2) + ζ(1, 4;σ1, σ2). (3.10)
If (σ1, σ2) = (1, 1) and (1,−1), then we get the following two cases
6ζ(1, 1, 3) + 2ζ(1, 2, 2) + ζ(2, 1, 2) = ζ(1, 2, 2) + ζ(2, 1, 2) + ζ(3, 2) + ζ(1, 4),
and
2ζ(1, 1¯, 3) + 2ζ(1¯, 1¯, 3¯) + 2ζ(1¯, 1, 3¯) + ζ(1¯, 2¯, 2¯) + ζ(1¯, 2, 2¯) + ζ(2¯, 1, 2¯)
= ζ(2, 1, 2¯) + ζ(1, 2, 2¯) + ζ(3, 2¯) + ζ(1, 4¯).
4 Integrals about Multiple t-Harmonic (Star) Sums
Similar to MHSs and MHSSs, we can define the following their t-versions.
Definition 4.1. For any n, r ∈ N and composition k := (k1, . . . , kr) ∈ Nr,
tn(k1, . . . , kr) :=
∑
0<n1<n2<···<nr≤n
1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr , (4.1)
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t⋆n(k1, . . . , kr) :=
∑
0<n1≤n2≤···≤nr≤n
1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr , (4.2)
where we call (4.1) and (4.2) are multiple t-harmonic sums and multiple t-harmonic star sums,
respectively. If n < r then tn(k) := 0 and tn(∅) = t⋆n(∅) := 1.
For composition k := (k1, . . . , kr), define
L(k1, . . . , kr;x) :=
1
2k1+···+kr
Lik1,...,kr(x
2)
where L(∅;x) := 1. Set L(k1, . . . , kr) := L(k1, . . . , kr; 1). Similarly, define
t(k1, . . . , kr;x) : =
∑
0<n1<n2<···<nr
x2nr−1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr
=
∞∑
n=1
tn−1(k1, . . . , kr−1)
(2n − 1)kr x
2n−1,
where t(∅;x) := 1/x. Note that t(k1, . . . , kr; 1) = t(k1, . . . , kr).
Theorem 4.1. For composition k := (k1, . . . , kr) and positive integer n,∫ 1
0
x2n−2L(kr;x) dx =
kr−1∑
j=1
(−1)j−1
(2n − 1)jL(kr−1, kr + 1− j) +
(−1)|k|−r
(2n − 1)kr t
⋆
n(1,kr−1)
+
1
(2n − 1)kr
r−1∑
l=1
(−1)|klr|−l
kr−l−1∑
j=1
(−1)j−1L(kr−l−1, kr−l + 1− j)t⋆n(j,kl−1r−1)
− 1
(2n − 1)kr
r−1∑
l=0
(−1)|kl+1r |−l−1
(∫ 1
0
L(kr−l−1, 1;x)
x2
dx
)
t⋆n(k
l
r−1). (4.3)
Proof. By the simple substitution t→ t2/x2 in (3.2) we see quickly that
L(k1, . . . , kr;x) =
∫ x
0
tdt
1− t2
(
dt
t
)k1−1
· · · tdt
1− t2
(
dt
t
)kr−1
.
By an elementary calculation, we deduce the recurrence relation∫ 1
0
x2n−2L(kr;x) dx =
kr−1∑
j=1
(−1)j−1
(2n − 1)jL(kr−1, kr + 1− j)−
(−1)kr−1
(2n− 1)kr
∫ 1
0
L(kr−1, 1;x)
x2
dx
+
(−1)kr−1
(2n− 1)kr
n∑
l=1
∫ 1
0
x2l−2L(kr−1;x)dx.
Hence, using the recurrence relation, we obtain the desired evaluation by direct calculations.
Theorem 4.2. For composition k := (k1, . . . , kr) and positive integer n,∫ 1
0
x2n−2t(kr;x) dx =
kr−1∑
j=1
(−1)j−1
(2n − 1)j t(kr−1, kr + 1− j) +
(−1)|k|−r
(2n − 1)kr s
⋆
n(1,kr−1)
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+
1
(2n− 1)kr
r−1∑
l=1
(−1)|klr|−l
kr−l−1∑
j=1
(−1)j−1t(kr−l−1, kr−l + 1− j)t̂⋆n(j,kl−1r−1)
+
1
(2n− 1)kr
r−1∑
l=0
(−1)|kl+1r |−l−1
(∫ 1
0
t(kr−l−1, 1;x) dx
)
t̂⋆n(k
l
r−1), (4.4)
where
t̂⋆n(k1, . . . , kr) :=
∑
2≤n1≤n2≤···≤nr≤n
1
(2n1 − 1)k1(2n2 − 1)k2 · · · (2nr − 1)kr ,
s⋆n(k1, . . . , kr) :=
∑
2≤n1≤n2≤···≤nr≤n
1
(2n1 − 2)k1(2n2 − 1)k2 · · · (2nr − 1)kr .
Proof. By definition we have
d
dx
t(k1, · · · , kr−1, kr;x) =

1
x
t(k1, · · · , kr−1, kr − 1;x) (kr ≥ 2),
x
1− x2 t(k1, · · · , kr−1;x) (kr = 1),
where t(∅;x) := 1/x. Hence, we obtain the iterated integral
t(k1, . . . , kr;x) =
∫ x
0
dt
1− t2
(
dt
t
)k1−1 tdt
1− t2
(
dt
t
)k2−1
· · · tdt
1− t2
(
dt
t
)kr−1
.
By an elementary calculation, we deduce the recurrence relation∫ 1
0
x2n−2t(kr;x) dx =
kr−1∑
j=1
(−1)j−1
(2n − 1)j t(kr−1, kr + 1− j) +
(−1)kr−1
(2n − 1)kr
∫ 1
0
t(kr−1, 1;x) dx
+
(−1)kr−1
(2n − 1)kr
n∑
l=2
∫ 1
0
x2l−2t(kr−1;x)dx.
Hence, using the recurrence relation, we obtain the desired evaluation by direct calculations.
Theorem 4.3. For any positive integer r,
∫ 1
0
L({1}r;x)
x2
dx can be expressed as a Q-linear
combinations of products of log 2 and Riemann zeta values. More precisely, we have
1−
∑
r≥1
(∫ 1
0
L({1}r;x)
x2
dx
)
ur = exp
(
∞∑
n=1
ζ(n¯)
n
un
)
= exp
(
− log(2)u−
∞∑
n=2
1− 21−n
n
ζ(n)un
)
.
Proof. Consider the generating function
F (u) := 1−
∞∑
r=1
2r
(∫ 1
0
L({1}r ;x)
x2
dx
)
ur.
By definition
F (u) = 1−
∞∑
r=1
ur
∫ 1
0
∫ x2
0
(
dt
1− t
)r dx
x2
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=1−
∞∑
r=1
ur
r!
∫ 1
0
(∫ x2
0
dt
1− t
)r
dx
x2
=1−
∫ 1
0
(
∞∑
r=1
(−u log(1− x2))r
r!
)
dx
x2
=1 +
∫ 1
0
(
(1− x2)−u − 1
)
d(x−1) =
Γ(1− u)Γ(1/2)
Γ(1/2 − u)
by integration by parts followed by the substitution x =
√
t. Using the expansion
Γ(1− u) = exp
(
γu+
∞∑
n=2
ζ(n)
n
un
)
(|u| < 1).
and setting x = 1/2− u in the duplication formula Γ(x)Γ(x+ 1/2) = 21−2x√πΓ(2x), we obtain
log Γ(1/2 − u) = log π
2
+ γu+ 2u log(2) +
∞∑
n=2
(2n − 1)ζ(n)
n
un (|u| < 1/2).
Therefore
F (u) = exp
(
−2 log(2)u−
∞∑
n=2
2n − 2
n
ζ(n)un
)
= exp
(
∞∑
n=1
2n
n
ζ(n¯)un
)
by the facts that ζ(1¯) = − log 2 and 2nζ(n¯) = (2 − 2n)ζ(n) for n ≥ 2. The theorem follows
immediately.
Clearly,
∫ 1
0
L({1}r;x)
x2
dx ∈ Q[log(2), ζ(2), ζ(3), ζ(4), . . .]. For example,
∫ 1
0
L(1;x)
x2
dx = log(2), (4.5)∫ 1
0
L(1, 1;x)
x2
dx =
1
4
ζ(2)− 1
2
log2(2),∫ 1
0
L(1, 1, 1;x)
x2
dx =
1
4
ζ(3) +
1
6
log3(2)− 1
4
ζ(2) log(2).
More generally, using a similar argument as in the proof of Theorem 2.9, we can prove the
following more general results.
Theorem 4.4. Let r, n be two non-negative integers and kr = (k1, . . . , kr) ∈ Nr with k0 = ∅.
Then one can express all of the integrals∫ 1
0
L(k1, . . . , kr, 1;x)
xn
dx (0 ≤ n ≤ 2r + 2)
and ∫ 1
0
t(k1, . . . , kr, 1;x)
xn
dx (0 ≤ n ≤ 2r + 1)
as Q-linear combinations of alternating MZVs (and number 1 for
∫ 1
0
L(kr, 1;x) dx).
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Proof. The case n = 1 is trivial as both integrals are clearly already MMVs after the integration.
If n = 0 then we have∫ 1
0
t(k1, . . . , kr, 1;x) dx =
∫ 1
0
∑
0<n1<···<nr<m
x2m−1 dx
(2n1 − 1)k1 · · · (2nr − 1)kr(2m− 1) =
lim
N→∞
cN
2r+1
where
cN =
∑
0<n1<···<nr<m≤N
2r+1
(2n1 − 1)k1 · · · (2nr − 1)kr (2m− 1)(2m)
=
∑
0<n1<···<nr<m≤2N
(1− (−1)n1) · · · (1− (−1)nr)
nk11 · · · nkrr
(
1− (−1)m
m
− 1− (−1)
m
m+ 1
)
= − 2
∑
0<n1<···<nr<m≤2N
(1− (−1)n1) · · · (1− (−1)nr )(−1)m
nk11 · · ·nkrr m
+
∑
0<n1<···<nr≤2N
(1− (−1)n1) · · · (1− (−1)nr )
nk11 · · ·nkrr
2N∑
m=nr+1
(
1 + (−1)m
m
− 1− (−1)
m
m+ 1
)
= − 2
∑
0<n1<···<nr<m≤2N
(1− (−1)n1) · · · (1− (−1)nr )(−1)m
nk11 · · ·nkrr m
+
∑
0<n1<···<nr≤2N
(1− (−1)n1) · · · (1− (−1)nr )
nk11 · · ·nkrr
(
1− (−1)nr
nr + 1
)
. (4.6)
By partial fraction decomposition
1
nk(n+ 1)
=
k∑
j=2
(−1)k−j
nj
− (−1)k
(
1
n
− 1
n+ 1
)
setting n = nr, k = kr +1 and taking N →∞ in the above, we may assume kr = 1 without loss
of generality. Now if r = 1 then by (4.6)
cN = 2
∑
0<n<m≤2N
(−1)n+m − (−1)m
nm
+
∑
0<n≤2N
(1− (−1)n)2
n(n+ 1)
.
Hence ∫ 1
0
t(1, 1;x) dx =
1
4
(
2ζ(1¯, 1¯)− 2ζ(1, 1¯) + 4 log 2) = log 2− 1
4
ζ(2) (4.7)
by [14, Proposition 14.2.5]. If r > 1 then
2N∑
n=m
1− (−1)n
n(n+ 1)
=
2N∑
n=m
1
n(n+ 1)
−
2N∑
n=m
(−1)n
n
+
2N∑
n=m
(−1)n
n+ 1
=
1 + (−1)m
m
− 2
2N∑
n=m
(−1)n
n
.
Taking m = nr−1 + 1 and n = nr in (4.6) we get
cN = − 2
∑
0<n1<···<nr<m≤2N
(1− (−1)n1) · · · (1− (−1)nr)(−1)m
nk11 · · ·nkrr m
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+2
kr∑
j=2
(−1)kr−j
∑
0<n1<···<nr<m≤2N
(1− (−1)n1) · · · (1− (−1)nr)
nk11 · · ·nkr−1r−1 njr
− 4(−1)kr
∑
0<n1<···<nr<2N
(1− (−1)n1) · · · (1− (−1)nr−1)
nk11 · · · nkr−1r−1
 1
nr−1 + 1
−
2N∑
nr=nr−1+1
(−1)nr
nr
 .
Here, when r = 1 the last line above degenerates to 4(−1)kr
2N∑
n1=1
(−1)n1
n1
. Taking N → ∞ and
using induction on r, we see that the claim for
∫ 1
0
t(kr, 1;x) dx in the theorem follows.
The computation of
∫ 1
0
L(kr, 1;x) dx is completely similar to that of
∫ 1
0
t(kr, 1;x) dx. Thus
we can get∫ 1
0
L(kr, 1;x) dx =
1
2r
∑
0<n1<···<nr<m
(1 + (−1)n1) · · · (1 + (−1)nr )(−1)m
nk11 · · ·nkrr m
+
1
2r
kr∑
j=2
(−1)kr−j
∑
0<n1<···<nr
(1 + (−1)n1) · · · (1 + (−1)nr )
nk11 · · ·nkr−1r−1 njr
− 2(−1)
kr
2r
∑
0<n1<···<nr
(1 + (−1)n1) · · · (1 + (−1)nr−1)(−1)nr
nk11 · · ·nkr−1r−1 nr
− 2(−1)
kr
2r
∑
0<n1<···<nr
(1 + (−1)n1) · · · (1 + (−1)nr−1)
nk11 · · · nkr−1r−1 (nr−1 + 1)
.
Here, when r = 1 the last line above degenerates to −(−1)k1 . So by induction on r we see that
the claim for
∫ 1
0
L(kr, 1;x) dx is true.
Similarly, if n = 2 then we can apply the same technique as above to get∫ 1
0
L(k1, . . . , kr, 1;x)
x2
dx =
∫ 1
0
1
2k1+···+kr+1
∑
0<n1<···<nr<m
x2m−2 dx
nk11 · · ·nkrr m
=
lim
N→∞
dN
2r+1
where
dN =
∑
0<n1<···<nr<m≤N
2r+1
(2n1)k1 · · · (2nr)kr2m(2m− 1)
=
∑
0<n1<···<nr<m≤2N
(1 + (−1)n1) · · · (1 + (−1)nr)
nk11 · · · nkrr
(
1 + (−1)m
m− 1 −
1 + (−1)m
m
)
=
∑
0<n1<···<nr<m≤2N
(1 + (−1)n1) · · · (1 + (−1)nr)
nk11 · · · nkrr
[(
1− (−1)m
m
− 1 + (−1)
m
m
)
+
(
1 + (−1)m
m− 1 −
1− (−1)m
m
)]
= − 2
∑
0<n1<···<nr<m≤2N
(1 + (−1)n1) · · · (1 + (−1)nr )(−1)m
nk11 · · ·nkrr m
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+
∑
0<n1<···<nr<2N
(1 + (−1)n1) · · · (1 + (−1)nr )
nk11 · · ·nkrr
2N∑
m=nr+1
(
1 + (−1)m
m− 1 −
1− (−1)m
m
)
= − 2
∑
0<n1<···<nr<m≤2N
(1 + (−1)n1) · · · (1 + (−1)nr )(−1)m
nk11 · · ·nkrr m
+
∑
0<n1<···<nr<2N
(1 + (−1)n1) · · · (1 + (−1)nr )
nk11 · · ·nkrr
(
1− (−1)nr
nr
)
= − 2
∑
0<n1<···<nr<m≤2N
(1 + (−1)n1) · · · (1 + (−1)nr )(−1)m
nk11 · · ·nkrr m
→ − 2
∑
εj=±1,1≤j≤r
ζ(k1, . . . , kr, 1; ε1, . . . , εr,−1)
as N →∞. Hence,∫ 1
0
L(k1, . . . , kr, 1;x)
x2
dx =
−1
2r
∑
εj=±1,1≤j≤r
ζ(k1, . . . , kr, 1; ε1, . . . , εr,−1). (4.8)
By exactly the same approach as above, we find that∫ 1
0
t(k1, . . . , kr, 1;x)
x2
dx =
−1
2r
∑
0<n1<···<nr<m
(1− (−1)n1) · · · (1− (−1)nr )(−1)m
nk11 · · ·nkrr m
=
−1
2r
∑
εj=±1,1≤j≤r
ε1 · · · εrζ(k1, . . . , kr, 1; ε1, . . . , εr,−1). (4.9)
More generally, for any larger values of n we may use the partial fraction technique and
similar argument as above to express the integrals in Theorem (4.4) as Q-linear combinations
of alternating MZVs. So we leave the details to the interested reader. This finishes the proof of
the theorem.
Example 4.5. For positive integer k > 1, by the computation in n = 0 case in the proof the
Theorem 4.4 we get∫ 1
0
t(k, 1;x) dx =
1
2
(
ζ(k¯, 1¯)− ζ(k, 1¯))− (−1)k log 2 + 1
2
k∑
j=2
(−1)k−j(ζ(j)− ζ(j¯)),
∫ 1
0
L(k, 1;x) dx =
1
2
(
ζ(k¯, 1¯) + ζ(k, 1¯)
)− (−1)k + (−1)k log 2 + 1
2
k∑
j=2
(−1)k−j(ζ(j) + ζ(j¯))
=
1
2
(
ζ(k¯, 1¯) + ζ(k, 1¯)
)− (−1)k + (−1)k log 2 + k∑
j=2
(−1)k−j
2j
ζ(j).
Example 4.6. For positive integer k > 1, we see from (4.8) and (4.9) that∫ 1
0
L(k, 1;x)
x2
dx = − 1
2
(
ζ(k, 1¯) + ζ(k¯, 1¯)
)
, (4.10)∫ 1
0
t(k, 1;x)
x2
dx =
1
2
(
ζ(k, 1¯)− ζ(k¯, 1¯)).
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Taking r = 2 in (4.8) and (4.9) we get∫ 1
0
L(k1, k2, 1;x)
x2
dx = −1
4
(
ζ(k1, k2, 1¯) + ζ(k1, k¯2, 1¯) + ζ(k¯1, k2, 1¯) + ζ(k¯1, k¯2, 1¯)
)
,∫ 1
0
t(k1, k2, 1;x)
x2
dx = −1
4
(
ζ(k1, k2, 1¯)− ζ(k1, k¯2, 1¯)− ζ(k¯1, k2, 1¯) + ζ(k¯1, k¯2, 1¯)
)
.
Remark 4.7. It is possible to give an induction proof of Theorem 4.4 using the regularized
values of MMVs. However, the general formula for the integral of L(k, 1;x) would be implicit.
To illustrate the idea for computing
∫ 1
0
t(k, 1;x) dx, we consider the case k = k ∈ N. Notice
that ∑
0<m<n<N
1
(2m− 1)(2n − 1)2n =
∑
0<m<n<2N
m,n odd
1
m
(
1
n
− 1
n+ 1
)
=
∑
0<m<n<2N
m,n odd
1
mn
−
∑
0<m<n≤2N
m odd,n even
1
mn
+
∑
0<m<2N
m odd
1
m(m+ 1)
.
By using regularized values, we see that∫ 1
0
t(1, 1;x) dx =
∑
0<m<n
1
(2m− 1)(2n − 1)2n =
1
4
(
M∗(1˘, 1˘)−M∗(1˘, 1)
)
+ log 2.
We have
M∗(1˘, 1˘) =
1
2
(
M∗(1˘)
2 − 2M∗(2˘)
)
=
1
2
(
(T + 2 log 2)2 − 2M(2˘)),
Since 2M(2˘) = 3ζ(2),
M

(1˘, 1˘) =
1
2
ρ
(
(T + 2 log 2)2 − 3ζ(2)) = 1
2
(
(T + log 2)2 − 2ζ(2))
by [14, Theorem 2.7]. On the other hand,
ρ
(
M∗(1˘, 1)
)
= M

(1˘, 1) =
1
2
M

(1˘)2 =
1
2
(T + log 2)2.
Since ρ is an R-linear map,∫ 1
0
t(1, 1;x) dx = log 2 +
1
4
ρ
(
M∗(1, 1˘)−M∗(1, 1)
)
= log 2− 1
4
ζ(2).
which agrees with (4.7).
Similarly, by considering some related integrals we can establish many relations involving
multiple t-star values. For example, from (4.3) we have
∫ 1
0
x2n−2L(k1, k2;x)dx =
k2−1∑
j=1
(−1)j−1
(2n− 1)j L(k1, k2 + 1− j) +
(−1)k2
(2n − 1)k2
∫ 1
0
L(k1, 1;x)
x2
dx
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− (−1)
k2
(2n − 1)k2
k1−1∑
j=1
(−1)j−1L(k1 + 1− j)t⋆n(j)
− (−1)
k1+k2
(2n − 1)k2 log(2)t
⋆
n(k1) +
(−1)k1+k2
(2n− 1)k2 t
⋆
n(1, k1).
Hence, considering the integral
∫ 1
0
A(l;x)L(k1, k2;x)
x
dx or
∫ 1
0
t(l;x)L(k1, k2;x)
x
dx, we can get
the following theorem.
Theorem 4.8. For positive integers k1, k2 and l,
k2−1∑
j=1
(−1)j−1L(k1, k2 + 1− j)T (l + j) + (−1)k2T (k2 + l)
∫ 1
0
L(k1, 1;x)
x2
dx
− (−1)k22
k1−1∑
j=1
(−1)j−1L(k1 + 1− j)t⋆(j, k2 + l)
− (−1)k1+k22 log(2)t⋆(k1, k2 + l) + (−1)k1+k22t⋆(1, k1, k2 + l)
=
1
2k1+k2
l−1∑
j=1
(−1)j−1
2j
T (l + 1− j)ζ(k1, k2 + j)− (−1)
l
2k1+k2+l
∞∑
n=1
ζn−1(k1)Tn(1)
nk2+l
, (4.11)
where
∫ 1
0
L(k1, 1;x)
x2
dx is given by (4.10).
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