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Abstract 
Rend], F. and G. Woeginger, Reconstructing sets of orthogonal line segments in the plane, Discrete 
Mathematics 119 (1993) 1677174. 
We show that reconstructing a set of n orthogonal line segments in the plane from the set of their 
vertices can be done in O(n log n) time, if the segments are allowed to cross. If the segments are not 
allowed to cross, the problem becomes NP-complete. 
1. Introduction 
O’Rourke [3] treated the problem whether for some set P of n points in the plane, 
there exists a simple orthogonal polygon with vertex set P. He showed that the 
solution polygon is always unique (if it does exist) and that it can be reconstructed 
from P in O(nlogn) time. Formann and Woeginger [l] considered a generalized 
version of O’Rourke’s problem where the polygon is allowed to have k b 3 fixed side 
directions (instead of only two, horizontal and vertical). They proved that the general- 
ized problem becomes NP-complete already for k = 3. 
In this paper, we consider the following related problem: 
Instance: A set P of 2n points in the plane. 
Question: Is there a set S of n orthogonal line segments in the plane with 
vertex set P? 
We demand that different line segments in the solution set S have different 
endpoints, i.e. we indeed reconstruct line segments and we do not allow arbitrary 
orthogonal figures in S (otherwise, the problem is trivial). However, we do allow that 
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different line segments have common interior points. Throughout the paper, we will 
call this problem the ROS problem (reconstruction of sets of orthogonal segments). If 
we require the segments to be pairwise disjoint, the problem becomes the RDOS 
problem (reconstruction of sets of disjoint orthogonal segments). We will present an 
algorithm that solves ROS in O(n log n) time and show that this is optimal. RDOS is 
proved to be NP-complete. 
The paper is organized as follows. Section 2 gives some results how to find 
a subgraph of a graph G =( V, E) under some special restrictions. The restrictions 
prescribe for each node UE V the degree modulo m of L’ in the subgraph, where the 
module m is some fixed integer 22. The results of Section 2 are used to give our 
O(nlogn) algorithm for ROS in Section 3. Section 4 presents the NP-completeness 
proof for RDOS and Section 5 gives a summary. 
2. Parity restricted subgraphs 
In this section we treat the following ‘subgraph modulo m’ problem. Let m be some 
fixed integer 3 2 that is not part of the input, let G =( V, E) be an undirected connected 
graph and let f be a function f: V+ (0, . . . , m- l‘,. We want to know whether there 
exists a subgraph G’=( I’, E’) of G with E’s E such that, for all UE I’, the degree deg(u) 
of 2’ in G’ fulfills the equation deg(tl) mod m =.f(v). 
Lemma 2.1. Let G = (V, E) he an undirected connected gruph and let f he a function 
f’: V-+(0, I}. D ecr ‘d’ lng whether G has a subgraph modulo 2 with respect tof can he done in 
O(ll VII) time. The s&graph can be constructed in O(ll VII+ llEl[) time. 
Proof. We show that the desired subgraph exists if and only if 1 f(u) is even. 
‘Only if’: It is well known that in a graph the number of nodes with odd degree is 
even. Hence, the existence of a valid subgraph modulo 2 forces C,f(v) to be even. 
‘If’: Now assume 1 f (0) is even. We will prove the existence of a valid subgraph 
modulo 2 for the case where G is a tree T=( VT, ET). To get the result for general 
graphs G, we simply apply this to some spanning tree of G. 
The proof is done by induction on the number of nodes in V,. First consider the 
case where T consists of a single node L’. If,f(u) = 0 holds, there is nothing to show. The 
caseJ‘(v)= 1 is impossible, as 1 f(u) must be even. Next assume that a valid subgraph 
exists for all trees with d I( VT11 - 1 nodes and even C,f(v). Let 1 be a leaf in T and let I’ 
be the unique node adjacent to 1 in T. Iff(l) = 0, the sum C,f(v) over all nodes in T- 1 is 
even. We simply take the subgraph modulo 2 that exists by the induction hypothesis 
in T-I and add the isolated vertex 1.If.f (/) = 1, consider the tree T- 1 and flip the value 
off (I’) (from 0 to 1 or 1 to 0). Then the sum over all nodes in T- 1 is again even. We 
take the valid subgraph modulo 2 in T- 1 and add the node 1 and the edge (I, I’) to it. 
This completes the inductional proof. 
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To get the claimed time complexities, we recall that a spanning tree for a graph 
G =( V, E) can be calculated in 0( 11 VII + IlEll) time. Next, we store all leaves of T in 
a queue. Successively, leaves are taken out of the queue and are removed from T while 
f is updated if necessary. If by removing some leaf, its unique neighbor becomes a leaf 
in the new tree, then the neighbor is inserted into the queue. 0 
Lemma 2.2. Let m 2 3 he somejixed integer, let G = ( V, E) be some undirected graph and 
letfbeafunctionf: V-(0,..., m - 1). Then deciding whether G has a subgraph modulo 
m with respect to f is NP-complete. 
Proof. We only prove the lemma for m = 3. The cases for m 2 4 are settled by similar 
arguments. The proof is done by reduction from the NP-complete problem ONE- 
IN-THREE-SAT with unnegated liter& (see [2]) that is defined as follows. We are 
givenaset U=(x,,..., x.} of variables and a family C = {cl,. . . , ck} of clauses, i.e. of 
three-element subsets over U. The question is to decide whether there exists a subset 
U’E U that contains exactly one element out of every clause cj. Without loss of 
generality, we may assume that II CII >, 3 holds. 
(i) For each literal Xi, we design a tree T(xi) with exactly l\Cll leaves. All inner 
nodes of T(xi) are of degree 3. For each inner node u, we set f (u)=O. This forces 
a subgraph module 3 to contain either all or none of the edges in T(xi). 
(ii) We get the nodes corresponding to some clause cj= {xjl, xjz, Xj3) by identify- 
ing three leaves of T(xjl), T(xjz) and T(xj~). This gives nodes cj of degree 3 and we set 
f (Cj) to 1. Hence, a valid subgraph module 3 will contain exactly one edge incident 
to cj. 
(iii) Finally, we are left with some dangling leaves of the trees T(xi) that were not 
used to produce clause nodes. We identify all these leaves producing thereby a ‘sink’ 
node s. We do not fix the value off(s). 
The trees T(xi), the nodes cj and the node s defined above determine a graph G and 
a function f that is fixed for all nodes except s. We test whether G possesses a valid 
subgraph module 3 successively forf(s) = 0, f(s) = 1 and f(s) = 2. It is easy to see that 
the ONE-IN-THREE-SAT problem is solvable if and only if there exists a valid 
subgraph for one of the three instances. (If the subgraph contains all edges of T(xi) this 
means XiEU’, if it does not contain any of the edges it means xi&U’. f (cj)= 1 forces U’ 
to contain exactly one element of each clause.) 17 
Remark. We note that finding subgraphs module m is NP-complete for any 
Jixed m32, if we require the subgraphs to be spanning graphs of G or to be 
connected. 
The reductions are done from Hamiltonian path in cubic graphs. 
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3. Segments that are allowed to cross 
In this section, we solve the ROS problem defined in the introduction (given a set 
P of 2n points in the plane, is there a set S of n orthogonal segments with vertex set 
P?). It is easy to solve ROS in polynomial time, as it corresponds to a matching 
problem in the graph GP =( P, Ep), where an edge (pl, p2) is in EP iff p1 and p2 lie on 
the same horizontal or on the same vertical line. However, the best-known matching 
algorithms for general (unweighted) graphs need 0(n2.5) time, whereas we will solve 
the matching problem in GP in O(n log n) time. Moreover, we will show that this time 
complexity is the best possible. 
Theorem 3.1. Let P be a set of 2n points in the plane. We can decide in O(n log n) time 
whether ROS has a solution and explicitely jnd a segment set in case it exists. These 
results are the best possible. 
Proof. Let H denote the set of horizontal lines that contain at least one point of P and 
let V denote the corresponding set of vertical lines. Consider the following bipartite 
graph B = ( VB, E,). V, contains nodes for each point p in P and for each line 1 in Hu V 
(called p-nodes and l-nodes). There is an edge between a p-node and an l-node iff the 
corresponding line contains the corrsponding point. No other edges will appear in Es. 
As each point lies on exactly one horizontal and on one vertical line, every p-node is of 
degree 2 and, therefore, 11 Es11 =0(n). The graph B can be calculated in O(nlogn) 
time: Sort all points by x-coordinate. Create for each x-coordinate an l-node and 
connect all p-nodes having this special x-coordinate to it. Do the same with the 
y-coordinates. 
In order to solve ROS for the point set P, we have to decide, for each point in P, 
whether it belongs to a vertical or to a horizontal segment, i.e. we have to assign it to 
its horizontal or vertical line. To find a solution matching within the point set, there 
must be an even number of points assigned to each horizontal and to each vertical 
line. Let us translate these demands into the language of subgraphs modulo 2 as 
defined in the preceding section. Assigning a point p to its vertical or horizontal line 
can be represented as an edge in some subgraph B’ of the bipartite subgraph 
B between the corresponding p-node v,and the corresponding l-node u,. As each point 
must be assigned to exactly one line, we set ,f(v,) to one (v,, is of degree 2 and the 
module m =2). As each line should contain an even number of points, we set ,f(~[) to 
zero. 
Now the graph B may consist of more than one connected component. Obviously, 
B possesses a valid subgraph modulo 2 iff each connected component of B possesses 
a valid subgraph modulo 2. From this and from the results in Section 2 it follows tht 
B has a valid subgraph modulo 2 iff 1 f ( ) L'is even for every connected component in 
B. Hence, ROS can be solved in O(n log n) time, as B can be constructed in O(n log n) 
time and the connected components of B can be found in O(l1 V&+ IIEsll)=O(n) 
time. 
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It remains to be shown that the time complexity O(nlogn) is the best possible, i.e. 
that ROS is in fi(n log n). We do this by reducing set equality to it. Set equality asks 
whether two integer sets A = {al,. . . , a,,} and B = {b,, . . , b,} are equal. Set equality 
has an R(n log n) lower bound in the algebraic computation tree model (see [4]). Now 
let A and B be the input for some instance of set equality. Consider the 2n-point set 
P={(ai,aT)lai~A}u{(bi,-b?)l bi~B} (all points lie on the parabolas y=x2 and 
y=-x2). There are no horizontal segments connecting two points in P. Vertical 
segments connect points with equal x-coordinate, i.e. they match elements of A with 
elements of B. Hence, a solution to ROS for P exists iff A=B holds. q 
4. Segments that do not cross 
We show the NP-completeness of RDOS by reducing planar 3-SAT to it (cf. [2]). 
Let U={x,,..., x”} be a set of variables. A literal is a variable or a negated variable. 
Let C={C~,... , c,} be a family of clauses over U that contain exactly three literals 
each. Moreover, the graph G that is derived from connecting each clause to the three 
variables that it contains (negated or unnegated) is planar. The question is to decide 
whether there exists a truth setting for U such that each clause becomes true. 
In a first step, we compute a rectilinear planar layout of the graph G. This layout 
maps vertices of G to horizontal line segments and maps edges of G to vertical line 
segments, with all endpoints of segments at positive integer coordinates. Two horizon- 
tal segments are connected by a vertical segment, iff the corresponding vertices are 
adjacent in the graph. Figure 1 shows a straight line drawing of a planar graph 
together with its rectilinear planar layout. Rosenstiehl and Tarjan [S] have shown 
that a rectilinear planar layout can be computed for planar graphs with k vertices in 
O(k) time. The height and the width of their layout are O(k). 
We stretch the layout by a factor of two in horizontal and vertical direction. Then 
we replace each vertical segment s by a box of unit breadth such that s is the vertical 
middle axis of the box. Analogously, we replace horizontal segments by boxes of unit 
-6 
-5 -4 
2 -3 
Fig. 1. A planar graph and its rectilinear planar layout. 
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height. By this construction, two boxes intersect iff they correspond to an incident 
edge/vertex pair. 
We will put some groups of points into these boxes such that RDOS is solvable for 
the point set constructed this way iff the planar 3SAT instance is solvable. There are 
groups of points corresponding to variables, to clauses and groups propagating 
information from the variable boxes to the clause boxes. Every group g has its own, 
unique vertical and horizontal offset d, (this means that the x- and y-coordinates of all 
points in the group are integers plus offset d,). This forbids points in one group to be 
matched with points in other groups. Now we give a closer description of the used 
groups. 
(i) First, we need some possibility to propagate information from the variable boxes 
to the clause boxes. This is done by double paths as depicted in Fig. 2: A double path is 
a sequence of pairs of parallel segments such that the two endpoints of one pair are the 
startpoints of the following pair. There are only two possible matchings for the points 
in such a double path (cf. Fig. 2) and these two matchings are disjoint. This implies 
that if we fix one edge in the matching, this fixed edge determines the complete 
matching in the double path. The double paths are put into the boxes corresponding 
to edges between literal boxes and clause boxes. 
(ii) Next, we want to synchronize all double paths leaving the same variable in such 
a way that the information propagated by them is consistent. To obtain this, we use 
a group of four points in a literal box (see Fig. 3). The four points from the corners of 
a square. There are only two possible matchings for such a group, we may either take 
both horizontal or both vertical segments (this is indicated by the dashed lines 
Fig. 2. The two possible matchings for a double path 
f- -l&k J-L+= I I I ---’ . - 
&-----A 
Fig. 3. How to synchronize double paths 
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in Fig. 3). Choosing both horizontal segments will mean setting the variable to true 
and choosing the vertical segments makes the variable false. 
The double paths are synchronized as follows. The first pair of segments crosses the 
upper boundary of the square, the second pair crosses the right boundary. This forces 
the matchings in all double paths emanating from the same literal to start ‘in the same 
way’ (see Fig. 3, right part). If the variable appears unnegated in a clause, the 
corresponding double path consists of an odd number of double segments, in case it 
appears negated, the path contains an even number of double segments. Consider 
some double path leading from some variable to some unnegated appearance of it in 
some clause. Then the first pair of segments (in the variable box) is in the matching iff 
the last pair (in the clause box) is in the matching. For negated appearances, the last 
pair is in the matching iff the first pair is not in the matching. 
This implies that a literal in some clause is false if the last pair in the double path 
connecting it to its variable box is in the matching and otherwise it is true. 
(iii) Finally, we want to force each clause to contain at least one true literal. We put 
groups of eight points as in Fig. 4 into the clause boxes (the inputs from the variables 
are indicated by dashed lines). If not all of the three literals are false (i.e. if not all of the 
three dashed lines are chosen to be double segments in the matching), we may use one 
of the configurations in Fig. 4a-c to get a crossing-free matching. The only possibility 
to match the eight points and to allow three false inputs in a crossing-free way at the 
same time is depicted in Fig. 4d. To avoid this configuration (two vertical middle 
segments in a clause group), we put a group of six points into the dashed rectangle 
indicated in Fig. 4d. 
(iv) The six points do not disturb the solutions for the cases (a))(c), as is demon- 
strated in Fig. 5ac (the solid lines connect points in the clause group, the thin lines 
give a possible crossing-free matching among the six points). But for case (d), there 
exists no valid solution matching (see Fig. 5d), as the point between the solid segments 
has to remain unmatched. 
Hence, we have proven the following theorem. 
Theorem 4.1. Let P be a set of2n points in the plane. Deciding whether RDOS has 
a solution is NP-complete. 
b b 
0 0 . . I I 1 ( +-_l--~ 1
. . ..______. 
Cc) Cd) 
Fig. 4. Each clause must contain at least one true literal. 
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r---------- 
l ; (b) 
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Fig. 5. A group of six points that forbids case (d) to occur 
5. Discussion 
We have shown that ROS is solvable in optimal time O(nlogn) whereas RDOS is 
NP-complete. Open problems are the reconstruction of orthogonal segments in 
three-dimensional space or the reconstruction of line segments in the plane with three 
given side directions. Both problems are NP-complete if crossing segments are 
forbidden and polynomially solvable if crossing segments are allowed. The open 
question is, how much time can be gained by exploiting the geometric structure of the 
problem instead of simply using a matching algorithm? 
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