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I. INTRODUCTION
A prominent feature of the financial crises that have engulfed emerging market economies in recent yearsthe Mexican crisis of 1994 95, the Asian crisis of 1997, and the Russian crisis of 1998as well as of the earlier ERM crisis of 1992 93 which directly involved European industrial countries, was the spread of difficulties from one economy to others in the same region and beyond in a process that has come to be referred to as "contagion." The frequency and intensity of these crises have been of growing concern. Policymakers and academics have increasingly wondered about the nature of these crises, the factors responsible for their spread, and, particularly, whether a country with seemingly appropriate domestic and external fundamentals can suffer a crisis because of contagion. This paper extends earlier work on indicators of vulnerability to currency crises by looking at factors that render a country vulnerable to contagion and thus enhance the risk that a crisis in one country will spill over to others. We examine, both individually and simultaneously, the role of various indicators during the major crisis episodes of the 1990s to analyze how the countries that experienced currency pressures soon after the outbreak of these crises differed from countries that did not. In particular, we focus on the roles of external and internal (macroeconomic) imbalances, financial weaknesses (reserve adequacy), trade and financial linkages (channels for contagion), and institutional factors (exchange rate regimes and capital controls), as well as the presence of nonlinear effects.
The results indicate that once domestic and external fundamentals as well as trade spillovers are controlled for, financial linkages and weaknesses play a significant role in explaining the spread of crises, while exchange rate regimes and capital controls do not seem to matter. In particular, a strong financial linkage to the first crisis country through a common creditor not only appears to substantially raise the probability of a crisis but also appears to explain the apparent regional concentration of these crises. While the bulk of the study focuses on emerging market economies, we also present results for industrial countries which suggest that the nature of crises in these countries may differ.
It is important to note that the economies that suffered crises during these episodes did not necessarily do so because of trade and financial contagion effects; the pressures could have arisen independently of developments in other countries or could have arisen because of common shocks, as discussed below.
2 In particular, observed differences between crisis and noncrisis economies for some variables indicate fundamental or macroeconomic imbalances, such as unsustainable monetary and fiscal policies or unsustainable current account deficits under pegged exchange rates, that may have caused a country to incur a crisis even in the absence of contagion. Differences in other variables, however, such as trade links and financial market links, may identify vulnerabilities only when other economies suffer crises. In addition, investors might reassess risk and adopt more demanding criteria for good fundamentals or, equivalently, re-evaluate fundamentals, even when the latter have remained objectively unchanged. Consequently, differences in the fundamental variables between --4 crisis and noncrisis countries might indicate vulnerability to contagion even when those differences might not lead to a crisis in a noncontagious global environment. Our results, and the temporal clustering of crises, suggest that trade and financial linkages and contagion may have played a role.
The rest of this paper is organized as follows. Section II briefly reviews the theoretical and empirical literature on explanations of why crises may be clustered in time. Section III describes the datain particular, how crisis countries are identified and the differences in characteristics of the major explanatory variables between crisis and noncrisis countries. Section IV presents the main empirical analysis and results. Conclusions follow in Section V.
II. CONTEMPORANEOUS CRISES AND CONTAGION: A LITERATURE REVIEW
This section reviews the factors found in the recent theoretical and empirical literature to explain the contemporaneous occurrence of currency crises and previous tests for the presence of contagion. A large body of empirical literature has focused on identifying economic and financial variables that prior to a crisis differ significantly between crisis and noncrisis countries. The objective of these studies is to provide an early indication of vulnerability to a currency or balance of payments crisis or, more ambitiously, to predict the likelihood that a country will experience such a crisis over a given time horizon. 3 On the whole, the findings of this literature indicate that fundamentalsrepresented by various macroeconomic variablesdo help to explain the incidence and transmission of crises. Their explanatory power, especially as regards the spread of crises, however, has tended to be low (Berg and Pattillo, 1998) . This has led researchers to broaden the scope of investigation from domestic macroeconomic fundamentals to other factors that may explain the temporal clustering of crises. These fall into several categories: common shocks, trade spillovers, and financial linkages. 4 In addition, changes in investor sentiment, particularly with regard to macroeconomic and financial fundamentals, also play a role in inducing crises and their transmission across countries because economies with weaker fundamentals may be more vulnerable when others are suffering from crises.
Common shocks, such as a rise in world interest rates, a slowdown in world aggregate demand, a decline in commodity prices, or changes in the bilateral exchange rates between the major world economies (particularly when other exchange rates are pegged to these major currencies) can play a major role in inducing pressures on the currencies of several countries simultaneously. In this case, the simultaneous occurrence of crises stems from the --5 interaction of a common shock and domestic fundamentals. Instances of common shocks include the sharp increase in U.S. interest rates in the early 1980s, which was an important factor in the Latin American debt crisis, and the increase in world interest rates in 1994, which similarly may have played a role in the Mexican crisis of 1994-95. Also, the large appreciation of the dollar between 1995 and 1997 and the long-lasting slowdown in Japanese growth are thought to have contributed to the weakening of the external sector in several southeast Asian countries.
When a country experiences a financial crisis marked by a significant depreciation of its currency, other countries may suffer from trade spillovers, owing to the improved price competitiveness of the crisis country. If the exchange rate crash is accompanied, as is typically the case, by a downturn in economic activity and a compression of imports in the crisis country, the associated income effect would further depress the exports of trade partners. The price and income effects operate not only through direct bilateral trade linkages, but also through price competition and income repercussions in third markets. Furthermore, in view of the critical role played by expectations in financial markets, it is important to consider trade spillovers not only from countries that have already experienced an exchange rate crash, but also from those that might be subject to contagion effects.
5
Financial linkages can be another channel for spillover and contagion effects. The occurrence of a crisis in one or more countries might induce investors to rebalance their portfolios for risk management, liquidity, or other reasons. For instance, when a crisis breaks out in one country, investors who have positions in that country will usually want to reduce their now increased risk exposure and will sell assets whose returns are highly variable and positively correlated with those of the assets in the crisis country. Investors may also be induced to sell liquid assets for other reasons, such as when the reduced value of the assets of a crisis country gives rise to an immediate need to raise cash to meet margin calls Valdes, 1997a and Kodres and Pritsker, 1999) . In addition, investors may sell assets that are highly represented in their portfolios simply because of their greater availability. Hence, a strong financial linkage with the major lender to a crisis country (in terms of being highly indebted to such a lender as well as being highly represented in the lender's portfolio) would increase the country's financial vulnerability (this has been labeled the common creditor argument by see Van Rijckeghem and Weder, 1999b , for a recent detailed empirical analysis of the role of the common creditor). Some countries, therefore, may experience capital outflows independently of their macroeconomic fundamentals, simply because their assets are viewed as relatively more risky (in the wake of --6 a crisis elsewhere or because they are positively correlated with those of a crisis country), more liquid, or highly represented in the portfolio of creditors to the crisis country.
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Shifts in investor sentiment might also play a role in the spread of crises. A crisis in one country can serve as a wake-up call, inducing financial markets to reassess other countries fundamentals (Goldstein, 1998) . Countries with mediocre fundamentals or financial vulnerabilities may then be subject to contagion effects from a shift in market sentiment or increased risk aversion. If a currency crisis in one country generates fears of speculative attacks elsewhere, investors may expect to profit from speculating against currencies that they think other investors will also sell. The most promising targets are likely to be currencies that seem likely to be defended by official exchange market intervention or increases in interest rates, but that seem most likely eventually to collapse and yield speculative gains. The risk of a crisis precipitated by a sudden change in expectations is likely to be greater, the larger is the country's share of short-term obligations and the larger is the maturity mismatch between assets and liabilities, because the economy will then be more vulnerable to a run by a fairly modest share of lenders. Low levels of international reserves in relation to the stock of short-term external debt or the domestic banking sector's liabilities may therefore signal financial vulnerability. Countries with weak domestic banking systems may also be at risk because financial market participants may see this as a constraint on the monetary authorities ability (and willingness) to raise interest rates in defense of the currency. 7 One way in which the presence of contagion has been explored empirically has been to examine whether (co)movements in fundamentals can explain (co)movements in asset prices.
8 Failure to do so is interpreted as consistent with the existence of contagion. Often researchers have found that the fundamentals included in their model explain some but not all of the variance in asset prices: a significant residual variance remains. While informative, such findings provide only weak, indirect evidence of contagion since it is impossible to be certain that the estimated model incorporates the true fundamentals, or does so correctly. Moreover, Rigobon (1998) and Forbes and Rigobon (1999) argue that there is little evidence that the propagation mechanisms between markets differ in tranquil and crisis periods: the 7 (normally measured) correlation of fundamentals increases during crisis, so that the increase in asset price correlation provides insufficient evidence of contagion.
III. DATA DESCRIPTION

A. Identifying Crises (The Dependent Variables)
To assess the characteristics of the countries that have been affected during the major financial crises in the 1990s, an operational definition of financial market pressure is required to determine which countries suffered most during these periods of financial instability. The analysis in this paper is primarily focused on currency crisesthat is, episodes of intense foreign exchange market pressure. The results, however, are compared to cases of pressures in other financial markets, such as movements in stock prices.
A currency crisis can be defined simply as an episode in which a country experiences a substantial nominal devaluation or depreciation.
9 This criterion, however, would exclude instances where a currency came under severe pressure but the authorities successfully defended it by intervening heavily in the foreign exchange market, by raising interest rates sharply, or by both. A more common approach adopted in the economic literature is to construct an index of speculative market pressures that takes into account not only movements in the exchange rate, but also movements in international reserves and interest rates that absorb the pressure and thus moderate the exchange rate changes.
10 For the main analysis in this paper, an index of speculative market pressure (CRIIND) is constructed as a weighted average of (detrended) monthly exchange rate changes and reserve changes for a group of 61 industrial and emerging market economies for the period 1990-98. 11 The weights are chosen so that the conditional variance of the two components of the index are equal, and the trends are country-specific. Periods in which the 12-month inflation rate exceeds 100 percent are excluded. 9 For example, Frankel and Rose (1996) define a currency crash as a nominal depreciation of the currency of at least 25 percent in a year, along with a 10 percent increase from the previous year in the rate of depreciation. The latter condition is included so as to omit from currency crashes the large trend depreciations of high-inflation countries.
10 Among others, see Eichengreen, Rose, and Wyplosz (1996) and Kaminsky and Reinhart (1996) . As in the latter, interest rates are excluded from the index because of the lack of comparable, market-determined interest rate data for many of the emerging market economies for the full sample period.
11 See Appendix I for the list of countries and more details on data construction and sources. The group of countries include 20 industrial countries and 41 emerging market economies. Germany and the United States serve as the reference countries for the European (other than Russia) and the non-European economies, respectively, and are therefore not included in the sample.
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Countries that experienced crises during the ERM, Mexican, Asian, and Russian crisis episodes are identified as all those suffering foreign exchange market pressures exceeding a specific threshold within six months of the beginning of these episodes. 12 The start of the four crisis episodes are dated as September 1992 for the ERM crisis, December 1994 for the Mexican crisis, July 1997 for the Asian crisis, and August 1998 for the Russian crisis. In each of these months, at least one economy suffered a substantial currency depreciation. The threshold is set to 1.645 times the pooled standard deviation of the calculated index plus the pooled mean of the index, so that over the whole sample 5 percent of the monthly index values will exceed that threshold if the values are distributed normally. Relative to this threshold, about 12 percent of the countries experience currency crises in the average six-month period. The frequency of crises is similar to that found in previous studies.
To test the robustness of the results and to capture periods of financial instability that are not directly or substantially reflected in the foreign exchange market, alternative crises indices are also constructed by changing the crisis threshold (CRIHIGH and CRILOW) and by including other financial market variables as additional components (CRIINT, CRISTK, CRIINTSTK).
13 Note, however, that including other financial market variables substantially decreases the sample size because of non-available data.
For CRIIND, 16 economies are found to have experienced substantial currency pressures during a six month window of the ERM episode, 9 during the Mexican episode, 10 during the Asian episode, and 13 during the Russian episode (Figure 1 ).
14 The incidence of crises during these periods is much higher than during other six-month windows in the 1990s, when on average under six countries (or about 10 percent of the sample, adjusting for availability of data and excluding high-inflation countries) suffer from significant currency market pressures. During the ERM and Russian crises about 30 percent of the countries in the sample experience currency pressures, while in the Mexican and Asian crises 15 20 percent are affected.
In terms of geographic distribution, the ERM crisis primarily affected European industrial countries and emerging market economies in the Middle East and Africa; the Mexican crisis mainly Latin American countries but also other emerging market economies outside Asia; the Asian crisis mostly Asian economies; and the Russian crisis mainly the eastern European transition economies but also some Latin American countries, especially 12 For the Russian crisis, the crisis period is only four months because the data sample ends in November 1998. 13 For CRIHIGH (CRILOW), the threshold is 1.96 (1.28) times the pooled standard deviation of the calculated index plus the pooled mean of the index, so that 2½ (10) percent of the monthly index values will exceed that threshold if the values are distributed normally. See Appendix I for details on the composition of the indices with additional financial market variables. Brazil (Figure 2 ). 15 In our multivariate analysis, we investigate potential explanations for this apparent regional pattern of crises.
B. Characteristics of the Main Explanatory Variables
In the analysis that follows, we examine the average behaviour of a variety of macroeconomic, trade, and financial market variables 16 for economies that suffered currency market pressure during the four major financial crises of the 1990s and for economies that did not. In particular, we focus on variables that we subsequently use in the multivariate analysis.
Because the sample of countries and crises are not homogeneous, the robustness of these results is also examined by comparing the differences in behaviour between crisis and 15 The Middle East and Africa region has experienced a larger incidence of crises than other regions because several of the countries in this region have relatively volatile international reserves. As a result, the incidence of crises for these economies may be biased somewhat upward. 16 See Appendix I for precise definitions of these variables. noncrisis economies for each of the four major crises individually, as well as for industrial and emerging market economies separately. In particular, for the industrial country averages, all four global crises are pooled together. For the emerging market country averages, the Mexican crisis, the Asian crisis, and the Russian crisisthe three global crises that most affected the emerging market economiesare pooled together.
17
Countries that suffered currency pressures during the major financial crises of the 1990s appear to differ in a number of ways from countries that did not (Figure 3 ).
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• On the external side, the appreciation of the real exchange rate (REERG) during the three years prior to the onset of each of the major crises, a possible proxy for loss of international price competitiveness and exchange rate misalignment, is almost 15 percentage points larger on average for crisis than for noncrisis emerging market economies ( Figure 3a ). For the industrial countries, the appreciation is not significantly different between crisis and noncrisis countries. The external current account deficit (-BCAY) in the year before the crisis is also larger on average by over 2 percentage points of GDP in crisis than in noncrisis countries for both industrial and emerging market economies, which may further indicate poor trade competitiveness in the crisis countries. However, in many cases, particularly during the Mexican and Asian crises, there are no significant differences in precrisis external current account balances between economies that experienced currency crises and those that did not.
As a further indication of weak external performance, the growth of exports in relation to GDP (XY3LG) in the three years before the crisis is also over 11 percentage points lower on average for crisis than for noncrisis emerging market countries, while not significantly different for industrial countries. Other external sector variables, apart from short-term external debt in relation to total external debt, are insignificantly different between crisis and noncrisis countries.
• Evidence of precrisis domestic macroeconomic imbalances that may have made a country vulnerable to financial market contagion include slow GDP growth (GDP3G) in the three years prior to the crisis, a high unemployment rate (UR), and a banking crisis (BKCRI). Prior to the ERM crisis, GDP growth was on average 2 percentage points lower and unemployment 4 percentage points higher in crisis than in noncrisis industrial countries ( Figure 3b ). The differences in output growth between crisis and noncrisis countries are smaller for the emerging market economies. (Unemployment 17 Averages including only the ERM crisis for the industrial countries are not substantially different in general from the industrial country averages, and averages pooling all global crises for the emerging market economies or pooling only the Mexican and Asian crises for the emerging market economies are not substantially different in general from the emerging market country averages.
18 Univariate probit regressions of a crisis dummy variable on the variables discussed below yield almost identical results, in terms of statistical significance, to those obtained from differences between averages of variables of crisis and noncrisis countries. MEX, all countries during the Mexican crisis; ASI, all countries during the Asian crisis; and RUS, all countries during the Russian crisis. The real effective exchange rate appreciation and the growth in exports to GDP are calculated in the three years prior to the crisis while the current account deficit to GDP ratio is calculated in the year before the crisis. industrial countries and all crises; EMKT, emerging market economies, excluding the ERM crisis; ERM, all countries during the ERM crisis; MEX, all countries during the Mexican crisis; ASI, all countries during the Asian crisis; and RUS, all countries during the Russian crisis. GDP growth, the general government deficit to GDP ratio, and the growth in M2 to GDP are calculated in the three years prior to the crisis while the unemployment rate is calculated in the year before the crisis. The implied post-crisis real exchange rate appreciation and the implied post-crisis export market growth are defined in the text and in Appendix I.C. 14 rates are unavailable for most emerging market economies.) Low output growth and high unemployment may be an indicator that external or domestic imbalances may become increasingly untenable or that governments will be unwilling to defend exchange rate arrangements by implementing policies, such as raising short-term interest rates, that could slow down real activity even further. All of the industrial countries and two-thirds of the Latin American countries (but only a few other emerging market economies) that had a banking crisis in the year prior to a global currency crisis also suffered currency market pressure. 19 Domestic imbalances in terms of large general government fiscal deficits (-GGBY3) or substantial monetary expansions, proxied by the growth of broad money to GDP (M2YG), can fuel expectations of inflation and therefore lead to pressures on the currency. However, these variables are indistinguishable on average between crisis and noncrisis countries during the period before the major crises.
Growth in exports to GDP ratio (XY3LG)
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• Trade linkages as measured by the implied appreciation of the real exchange rate and the implied decline of export market growth induced by crises in other countries (see Appendix I.C for description and discussion of these variables) are generally significantly different on average between crisis and noncrisis economies (see Figure  3b) . However, for all countries during the Mexican crisis and for industrial countries during the ERM crisis, the implied appreciation of the real exchange rate for crisis and noncrisis economies is not significantly different. The difference between crisis and noncrisis countries with respect to the implied slowdown in export market growth is greatest for the Asian crisis and for emerging market economies and weakest for the industrial countries in the ERM crisis.
• Financial weaknesses or fragilities, proxied by the inadequacy of international reserves to cover speculative attacks, in crisis countries are significantly larger than in noncrisis ones. In particular, the ratio of short-term debt to international reserves (STDTRS) in the year before the crisis is almost 200 percentage points higher, in emerging market crisis economies compared with noncrisis economies (Figure 3c ). This indicates that these crisis economies were vulnerable to a change in investor sentiment in an unfriendly or illiquid external environmentpotential source of 19 Banking crises may only be a lagging indicator of banking sector problems. See IMF (1998) for a more complete discussion of this issue. The data set for banking crises is described in Aziz, Caramazza, and Salgado (1999) and in IMF (1998). It was augmented to cover the additional 10 countries included in the analysis of this paper. 20 Other studies, however, have found that other domestic macroeconomic variables may be significantly different in crisis and noncrisis countries. For example, Frankel and Rose (1996) found that public sector debt as a share of total debt helps to predict crises one year in advance, Edwards (1989) found that the fiscal deficit in the three years prior to a devaluation is higher for those countries that devalue than for a control group, and Tornell (1999) found that excess money growth plays a role in countries most affected by the Mexican and Asian crises. industrial countries and all crises; EMKT, emerging market economies, excluding the ERM crisis; ERM, all countries during the ERM crisis; MEX, all countries during the Mexican crisis; ASI, all countries during the Asian crisis; and RUS, all countries during the Russian crisis. The short-term external debt to reserves ratio, the M2 to reserves ratio, the common creditor variable (defined in the text), and the short-term share of debt to BIS banks ratio are calculated in the year before the crisis. Stock market variability and the stock market correlation with the first crisis country are defined in the text. 21 The ratio of broad money to international reserves (M2RS) is the inverse of the extent to which liquid domestic liabilities of the banking system are backed by foreign exchange reserves and thus is a measure of the banking system's ability to withstand currency pressures. For emerging market crisis economies, this ratio in the year before the crisis is 30 percentage points higher, on average, than in noncrisis economies. There are, however, no significant differences between crisis and noncrisis industrial countries.
• Common creditor financial market linkages seem to be very important in explaining differences between crisis and noncrisis emerging market economies (see Figure 3c ). The common creditor is identified by the country that lent the most to the first country in crisis in each of the major crises. 22 The common creditor variablesthat is, the importance of the common creditor for the borrowing country (BISA) and the importance of the borrowing country for the common creditor (BISB) in the year prior to the crisisare significantly higher in the crisis emerging market economies than in the noncrisis ones. On average, the common creditor holds a 10 percentage point higher share of the external bank liabilities of the crisis countries than of the noncrisis countries, whereas the average crisis country holds a 5 percentage point higher share of the external loan portfolio of the common creditor than the average noncrisis country. A variable indicating mutual importance, constructed by multiplying the two common creditor variables (BISAB), is also almost always higher for crisis compared with noncrisis emerging market economies. The short-term share of debt to BIS banks (BISST), a proxy for the maturity composition of (bank) liabilities, is also significantly higher in crisis than in noncrisis countries before the Asian crisis. However, BISST does not bear significant differences for other crises. Risk management factors are proxied by stock market variability (STKVAR) and the stock market correlation with the stock market of the first crisis country (STKCOR1ST). Although STKVAR is not significant (or does not have the expected sign), STKCOR1ST is significantly different for crisis and noncrisis countries. These results suggest potential financial market-linked transmission mechanisms for contagion: creditors may rebalance their portfolios at the onset of a crisis for common creditor, liquidity, and risk management factors (as described in Section II). If there are regional differences in primary creditor relationships or stock market correlations, these may help to explain the regional bunching of financial crises. 21 Data on short-term and total external debt are not available for industrial countries. 22 These data are proxied by lending from Bank for International Settlements-reporting banks and are available only for the Mexican, Asian, and Russian crises and generally only for emerging market economies. The results for industrial countries rely on data from only 5 of the 20 countries. The common creditor in the Mexican crisis was the United States; in the Asian crisis, Japan; and in the Russian crisis, Germany. Replacing Germany with the United States as primary lender in the case of the Russian crisis yielded similar results.
IV. MULTIVARIATE ANALYSIS AND RESULTS
As mentioned in Section II, the role of fundamentals and trade contagion in determining crises has been documented in various empirical studies. Controlling for such variables, we aim to investigate the importance of financial variables, the presence of nonlinear effects, and the role of institutional factors (exchange rate regimes and capital controls) in inducing the recent world-wide crises. The bulk of the investigation will focus on emerging markets economies, whose financial vulnerability has been a rising source of concern after the recent crises. Some theoretical speculations on the sources of financial contagion would suggest that industrial countries are more likely to constitute a channel in the transmission of such contagion than a target (Kaminsky and Kodres and Pritsker, 1998) . Also, data for several variables that we use to proxy for financial contagion are not available for industrial countries. In a final section, we will briefly present results suggesting a different nature for the origin of crises in industrial countries, consistent with the results presented in other empirical works.
Our method of estimation is similar to the one employed in other empirical studies that investigate the determinants of crises (for example, Eichengreen et al., 1996) . We employ a panel probit regression with 41 developing countries (see Appendix I.A for the list) during three crisis events (Mexican, Asian, and Russian). As some variables correspond to trade and financial linkages with the first crisis country, for each crisis event we take out the observation corresponding to that country (Mexico in the Mexican crisis, Thailand in the Asian crisis, and Russia in the Russian crisis). The main endogenous variable is CRIIND (see Section III). 23 An important difference with respect to the Eichengreen et al., approach is that our time series are made of the three crisis event windows instead of annual observations.
A. The Benchmark Model
As a first approach, we introduce in the regressions two sets of explanatory variables (as described in Section III). The first set (REERG, BCAY, XY3LG, GGBY3, M2YG, GDP3G, and TC) encompasses economic indicators which can theoretically be considered relevant in inducing crises, such as indicators of external and domestic fundamentals and proxies for trade contagion. 24 This set of control variables allows us to investigate the 23 CRIIND is built on the basis of the whole sample of 61 countries, which includes industrial countries. This corresponds to our belief that the definition of a crisis should be universal (a certain degree of exchange rate market pressure can be identified as a crisis both for emerging market and industrial countries). Making the definition specific to the emerging market countries by rebuilding the index based on the sample of countries used in the regressions, is equivalent to changing the threshold of the full sample index to 1.81, so that this new index would be somewhat in between CRIIND and CRIHIGH. We will address the robustness of results to changes in thresholds in Section IV.B. 24 The proxy of trade contagion (TC) combines the effects of the implied post-crisis real effective exchange rate appreciation and export market growth (see Appendix I.C).
importance of a second set of variables (BISST, BISAB, STKVAR, STKCOR1ST, M2RS, and STDTRS), which measure financial linkages and weaknesses. It is of course very difficult to discern whether speculative attacks are triggered by perceived weaknesses in financial indicators or financial contagion. In this respect, the aim of our work is simply to test which financial variable seem to indicate a higher probability of a crisis, leaving for future research the investigation of the exact mechanism.
This initial regression (Table 1) shows significant effects from the real exchange rate appreciation, the current account deficit, real output growth, the maturity of bank lending, the common creditor, and reserve adequacy to cover short-term debt. All variables are correctly signed.
We then derive the benchmark model. In terms of control variables, we keep the significant variables plus some of those that, although insignificant in our initial regression, have been found important in other studies, i.e. the variables related to domestic policies and to trade contagion (see Section II). Section IV.F will discuss the role of these latter variables when combined with indicators of external weakness.
In terms of financial variables, we keep the significant ones. Regarding the adequacy of international reserves, the ratio of M2 to reserves (M2RS) is dominated by the ratio of short term debt to reserves (STDTRS). It seems quite plausible that the inadequacy of reserves to cover short term debt should be more important, because M2 is a liability without a finite maturity while short term debt is due within the year. Because M2RS is not significant even when substituted for STDTRS in the regression, a self-fulfilling speculative attack triggered by a high ratio of M2 to reserves seems to be a theoretical case that is not confirmed by our empirical analysis, while a high ratio of short term debt to reserves seems to be a more likely catalyst for such an attack. Alternatively, our result may suggest that M2 to reserves is not a good indicator of financial vulnerability: although a shortage of reserves could induce agents to sell local for foreign currency in anticipation that others would do the same, the relatively high levels of M2 in some emerging markets may instead be associated with more developed financial markets, which may increase the confidence in the currency. The stock market variables, proxying for risk management effects, appear highly insignificant and have never been tested in such a probit approach; therefore, they are dropped from the benchmark model.
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B. Robustness
The benchmark model specified in Table 1 appears to be extremely robust. We control for the potential effect of various other economic indicators (listed in Appendix I) capturing monetary or fiscal weakness (such as inflation, growth in total or private domestic credit, and the level and growth of public debt to GDP) as well as external weakness 25 They have been found relevant, however, in some empirical studies focusing on data at high frequency (for example, Baig and Goldfajn, 1999) . (changes in the terms of trade, the trade balance, and exports) by introducing them one at a time in our benchmark specification. None of these variables enters significantly.
Various papers have analyzed theoretically or empirically the effect of banking crises (Goldfajn and Valdes, 1997a , Kaminsky, 1998 , Marion, 1998 , and IMF, 1998 and banking sector vulnerabilities, associated with lending booms (Sachs, Tornell and Velasco, 1996 and Tornell, 1998) , on currency crises. In our analysis, neither a dummy variable indicating the occurrence of a banking crisis in the previous year (BKCRI) nor the precrisis growth of private domestic credit to GDP (PDCYG), an indicator of lending booms, is significant, failing to provide evidence that banking crises or vulnerabilities play an independent role in inducing contagions currency crises (Table 2) . 26 Note instead the significance of the growth rate of the incremental capital output ratio (ICORG) as a predictor of crisis. 27 This result supports the claim of Corsetti, Pesenti, and Roubini (1999) about the relevance of this ratio in the Asian crisis.
Because the main focus of our paper is on financial variables, we present the results of regressions controlling for numerous other indicators of financial distress, such as alternative measures of reserve adequacy (in terms of levels as well as growth rates of both M2 and foreign liabilities to foreign reserves), changes in stock prices, and indicators of external indebtedness (in terms of currency denomination, maturity, and ratios to GDP). Such indicators, however, do not enter significantly in the regressions (Tables 3a and 3b ).
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Regarding financial linkages as proxied by the common creditor variable, it is interesting to note that the share of BIS credits that a common creditor lends to the specific country (BISB) has much more explanatory power than the share of BIS debt that the country borrows from the common creditor (BISA). In fact, when we substitute for the common creditor variable (BISAB) each of its two components in separate regressions, the 26 Other measures of total and private domestic credit growth (as listed in Appendix I) are also insignificant. 27 Introducing the growth rate in ICOR crowds out the significance of the current account variable, but all other variables remain significant. It however also reduces the sample by eliminating all transition economies, countries for which other regressions have shown that the current account is a particularly significant variable. Hence, we kept our benchmark model with the current account variable. It is interesting to note that most if not all the results we present in this paper would still hold if we replace the current account variable with ICOR, even though the correlation between the two is minimal (about 0.1). 28 Only the growth rate of the ratio of foreign to total liabilities is significant and crowds out the significance of short term debt to reserves. However, the former variable is not significant in the absence of the latter. significance of the coefficient and the McFadden R-squared are much higher with BISB.
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Finally, the share of private lending from BIS banks does not appear to play a role.
29 Also, when both BISA and BISB are introduced simultaneously in the regression, only BISB is significant. We also test our benchmark model with different endogenous variables (Table 4) . We use different thresholds for the same indicator (CRIHIGH and CRILOW) as well as broader indices of financial distress (CRIINT, CRISTK, and CRIINTSTK). For CRISTK and CRIINTSTK, we run additional regressions including as regressors the stock market variables capturing risk management portfolio adjustments. Comparisons are made difficult, however, by the fact that the sample changes substantially because the interest rate and the stock market variables are available only for smaller and non-overlapping sets of countries.
In the regressions with the different indices, the explanatory variables generally have the correct sign. Note that the financial variables (bank lending maturity, common creditor, and reserve adequacy) are usually significant in the benchmark model with all types of become significant when we lower the threshold (CRILOW), suggesting that in the three endogenous variables. It is interesting that the variables measuring domestic imbalances crises under analysis these variables are normally responsible for generating modest exchange rate pressure, but in the main are not enough, by themselves, to induce a full scale crisis.
C. Interpretation of the Coefficients
In order to interpret the estimation results in terms of the contribution of each variable to the probability of a crisis, we present two exercises in Table 5. 30 Column [1] calculates the increased probability of a crisis that arises from a worsening of each of the underlying factors, that is, from changing one variable at a time by one standard deviation, when all other variables are at the mean values of the whole sample. Column [2] calculates the increased probability of a crisis from changing one variable at a time from its noncrisis to its crisis mean, when all other 30 The probability of a crisis when variables are at their mean value can be derived by calculating the Normal Cumulative Density Function (CDF) of the value of the right hand side (RHS) of the regression evaluated at mean values. Such probability is very small (0.071). As one would expect, a country with average characteristics faces a practically zero chance of entering a crisis. One can then approximate the effect of a given "deterioration" of a specific variable by adding to the RHS at mean values the given change in the variable multiplied by the "absolute value" of the corresponding estimated coefficient, and then applying the CDF to the new value for the RHS. The difference in the new CDF and the one at mean values approximate the probability effect of the change in that variable. [1] increased probability of a crisis from a worsening of each of the underlying factors, i.e., from changing one variable at a time by one standard deviation, when all other variables are at the mean values of the whole sample.
[2] increased probability of a crisis from changing one variable at a time from its noncrisis to its crisis mean, when all other variables are at the mean values of the whole sample.
variables are at the mean values of the whole sample. As one can see, the effects for output growth and the common creditor are very large, followed by the ones for external weaknesses, debt maturity, and reserve adequacy. For example, a country that experiences a growth rate of about one standard deviation (3.2 percentage points) below the average (4 percent) would face a 0.35 greater probability of a crisis than a country with average characteristics. Similarly, when country A enters a crisis, a country that has a common creditor linkage with A of about 1 standard deviation larger (about 100) than the average (about 45) would face a 0.31 greater probability of a crisis than the average country.
In our sample, a country has a common creditor linkage that is one standard deviation above the average if it has a borrowing share from the common creditor 20 (25) percent higher than the average and a lending share in the common creditor's portfolio 5 (4) percent higher than the average.
D. Time and Regional Effects and the Importance of the Common Creditor
Emerging market crises do not appear to differ across time periods and regions once we control for the variables in the benchmark model. Time-specific effects (crisis dummies) and region-specific effects (regional dummies) are not found to be significantly differentwe cannot reject the hypothesis that they have identical coefficients (Table 6 ). In addition to supporting the benchmark model, this result has an important implication: it suggests that differences in the three crises or in the regional patterns can therefore be imputed to time and regional differences in the economic indicators present in the benchmark model. Figures 1 and 2 show that each of the three crises was regionally concentrated. One could therefore suspect that regional effects are time specific, so that Asian countries suffered the Asian crisis "more" than other countries, Latin American countries were more affected during the Mexican crisis, and the transition economies suffered more the Russian crisis. We therefore interact the region and crisis-specific dummies. Once the explanatory variables are controlled for, these dummies or a combination of these dummies (PROXIMITY) are not significant, suggesting again that the observed bunching of the crises is due to the explanatory variables. This is not surprising when one considers that some variables, like trade contagion and the common creditor, have regional effects. In particular, it appears that the common creditor explains the regional bunching of crises because when the common creditor is excluded the PROXIMITY dummy becomes significant. The importance of the common creditor in explaining these crises is also highlighted by the sharp fall in the explanatory power of the regressions when the variable is excluded. Null hypothesis is that coefficients on dummies are equal. We reject the null when the probability value is less than 0.05 or 0.10.
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E. Exchange Rate Regimes and Capital Controls
Exchange rate regimes and capital controls are found not to play a role (Table 7) . We use three indices for exchange rate regimes based on: the official IMF classification (EROFF), the variability of the nominal exchange rate (ERSTD), or the number of times there are substantial changes in the exchange rate (ERTIMES).
31 None of the proxies is significant.
Equally insignificant appears to be the effect of capital controls (KCONTR), as proxied by the existence of restrictions on payments for capital transactions as reported in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions. Such evidence should be interpreted with care given the immense difficulties of accurately and comparably measuring the extent and effectiveness of capital controls. 32 Nonetheless, our results on the role of capital controls are consistent with those of Eichengreen, et al.
We also combine the exchange rate regime and capital control dummies to investigate the probability that countries with fixed exchange rate regimes coupled with free capital flows are more vulnerable to crisis. The evidence does not confirm this suspicion (again with the caveat regarding the measurement of capital controls): such an institutional setup does not seem to increase the probability of a crisis, once we control for the variables present in our benchmark model. This result suggests that the real sources of fragility lie in external weaknesses, domestic imbalances, reserve inadequacy, and the sensitivity to trade and financial contagion.
F. Nonlinearities
In our benchmark model, the current account is significant and trade contagion is (marginally) not. However, if we add a term multiplying the two variables, the latter term is significant and the current account remains significant, suggesting that countries are sensitive to trade contagion when they exhibit external weakness as measured by the current account deficit (Table 8a) . 33 We also find extensive evidence on the interaction between external and internal imbalances. It appears that domestic imbalances (such as large fiscal deficits and excessive 31 These dummies are equal to 1 in the case of a flexible exchange rate regime, and 0 otherwise. See Appendix I for the exact definition. 32 A similar dataset has also been used by Grilli and Milesi-Ferretti (1995) to study the effects and the determinants of capital controls for a large group of countries. We thank the authors for kindly providing us with the electronic version of the dataset until 1995. We have updated the dataset to 1998 on the basis of the aforementioned IMF publication. 33 It is interesting to note that if we exclude the transition economies from the sample, the current account variable is no longer significant. This may explain why previous studies that excluded the transition economies found no significant effect from this variable. We also find that trade contagion is almost significant when combined with an Asian countries dummy. This result, however, is due to the fact that Asian countries that suffered crises had worse current account balances than the average. monetary expansion) become important when accompanied by external weakness (as measured by the REER appreciation). This is particularly true when a monetary expansion occurs in the presence of a fixed exchange rate regime (Table 8b ).
G. Industrial Countries: A Different Pattern.
Eichengreen, et al., presented extensive empirical evidence on the determinants of crisis for industrial countries. They generally found only a few variables, such as unemployment and inflation, to be significant. For comparison with their study and with our results for the emerging market countries, we run both the initial and the benchmark models for industrial countries with and without unemployment and inflation (Table 9 ; due to data availability, we drop BISST, BISAB, and STDTRS). We include the ERM crisis in the regression as this is the one that largely affected industrial countries. The results do not appear to be robust, but do not differ much from those in other studies. In addition to unemployment, the current account balance and the output growth rate are significant in some specifications. The insignificance of inflation is reasonable in light of the different time span of our exercise (the 1990s) and that of Eichengreen, et al., (1960s to beginning of 1990s) . These results suggest that the nature of recent crises is substantially different between emerging market and industrial countries. (Probability levels in parentheses)
V. CONCLUSION
This paper extends earlier work on indicators of vulnerability to currency crises by examining the differences between countries that experienced currency pressures from those that did not during the major crisis episodes of the 1990s. In particular, we investigate the role of financial linkages and weaknesses while controlling for the roles of external and internal (macroeconomic) imbalances and trade spillovers using panel probit estimation for a sample of emerging market and, separately, industrial countries.
The results indicate that once we control for domestic and external fundamentals and trade spillovers, financial linkages and weaknesses play a significant role in explaining the spread of emerging market crises, while exchange rate regimes and capital controls do not seem to matter. It would appear, therefore, that countries with sound macroeconomic and external fundamentals as well as low sensitivity to trade and financial spillovers do not seem to face additional exchange rate vulnerability from adopting fixed exchange rate regimes without imposing capital controls.
The recent pattern of crises in emerging market economies does not appear to be different across crisis episodes (Mexican, Asian, and Russian) and across geographic regions, once the relevant explanatory variables common to the crises are taken into account. Moreover, these factors, particularly financial linkages through a common creditor, appear to explain why there is an apparent pattern of regional concentration specific to each crisis episode. The results thus suggest that the regional pattern of crises can be explained by economic factors and not by referring, for example, to irrational herd behavior of financial agents who assess financial stability on the basis of geographical proximity.
Among the fundamentals, weak output growth appears to play a larger role than external imbalances in reducing the probability of a crisis. While domestic imbalances generally do not appear to be significant, they become significant when combined with a recent real exchange rate appreciation. The indicators of vulnerability to international financial spillover and of financial fragility (reserve adequacy) are highly significant. In particular, a strong financial linkage with the major creditor of the first crisis country (common creditor) appears to substantially raise the probability of a crisis. Trade spillovers, from the devaluations and output contractions of other crisis countries, are particularly relevant for countries with weak current account balances.
The economies that suffered crises during these episodes did not necessarily do so because of contagion or spillover effects; the exchange rate pressures could have arisen because of domestic and external economic imbalances or because of common shocks. However, our results, in addition to the temporal clustering of crises, suggest that trade and financial linkages may have played a role.
While the bulk of the study focuses on emerging market economies, we also present estimation results for industrial countries which suggest that crises in these countries may have a different nature. For these countries, the unemployment rate, the current account balance and the output growth rate are significant in some specifications. 
C. Measuring Trade Contagion
The simplest measure is the share of bilateral trade with the crisis country. This measure, however, does not take into account the substantial indirect trade effects via competition on third markets. Glick and Rose (1998) propose a measure of trade contagion which combines a direct bilateral linkage component and a third markets linkage component. The problem with the first component is that even if the bilateral trade flows are minimal it would indicate a very large direct trade linkage when bilateral trade is almost balanced. The problem with the second component is that it aggregates proxies for third markets competition which are biased; these proxies would indicate that the degree of competition faced by country 0 (say USA) from country I (say Uganda) in market K (say Germany) is the same as the degree of competition faced by country I (say Uganda) from country 0 (say USA) in market K (say Germany).
We build a new measure of trade contagion to avoid some shortcomings of measures previously used. Our proposed trade contagion variable averages the price and income effects induced by crises in other countries during the crisis window. A relative weight of one to two for the price and the income effect is chosen on the basis of the export elasticities estimated by Senhadji and Montenegro (1998) over a large sample of countries.
Ideally, the implied post-crisis real exchange rate appreciation is the expected loss of competitiveness for each country arising from exchange rate crashes in other countries (price effect) and should be calculated by adding all the effects of competitor-country devaluations, both via bilateral trade linkages and via competition in third markets, but should exclude own-country exchange rate changes. By construction, INS (IMF) data on real effective exchange rates (REER) account for both the direct and indirect effects of exchange rate movements of all partner countries. To neutralize the own-country real exchange rate effect, the data are adjusted by replacing the actual exchange rate changes and inflation of the specified country during the six-month crisis window with projections based on the trend in the three years prior to the crisis. This provides a proxy of the loss of competitiveness that the financial markets may have expected this country to suffer if its exchange rate and price levels maintained the pre-crisis path, while the rest of the world underwent the actual events. 34 34 Some caveats: First, such a measure overestimates/underestimates the trade contagion effect from devaluations to the extent that financial markets expected the crisis to induce less/more severe devaluations than it actually did. Second, it underestimates by construction the relevance of trade contagion by biasing upwards the figures for noncrisis countries: it in fact measures for each of the noncrisis countries the competitiveness effect from all crisis countries, but for each of the crisis countries it captures the effect of competition from all crisis countries minus the own effect. Third, it automatically incorporates actual events which may not have been expected or may not be ascribed to the crisis. (It is virtually impossible to control for global events, as it is very difficult to assess whether some global effects during the crisis, such as changes in the dollar exchange rate, are or are not related to the crisis.) A similar methodology is used to measure the implied post-crisis export market growth -i.e., the expected output contraction of partner countries due to the crisis (income effect). It is a trade-weighted average of the slowdown in output growth of partner countries during the year after the crisis (from IMF World Economic Outlook projections for 1998 and 1999) with respect to the average growth rate during the three years before the crisis. 
