Abstract: A stochastic thermodynamics of Brownian motion is set up in which state functions are expressed in terms of state variables through the same relations as in classical irreversible thermodynamics, with the difference that the state variables are now random fields accounting for the effect of fluctuations. Explicit expressions for the stochastic analog of entropy production and related quantities are derived for a dilute solution of Brownian particles in a fluid of light particles. Their statistical properties are analyzed and, in the light of the insights afforded, the thermodynamics of a single Brownian particle is revisited and the status of the second law of thermodynamics is discussed.
Introduction
Classical irreversible thermodynamics provides a unifying description of macroscopic systems out of equilibrium in terms of a limited number of variables satisfying balance equations, supplemented by appropriate phenomenological relations linking the fluxes of the various processes present to the associated thermodynamic forces [1] [2] [3] . These equations lead in turn to a balanced equation for entropy from which the entropy production, measuring irreversibility at the thermodynamic level of description, can be identified. On the other hand, increasing recent attention on nanoscale systems or on systems of restricted geometry as they arise, for instance, in cellular and molecular biology and in materials science has highlighted the need to address the role of microscopic-level processes on the evolution of the macroscopic observables. This has led to the development of stochastic thermodynamics [4] [5] [6] [7] [8] [9] [10] [11] , whose objective is to reassess the laws of classical thermodynamics, by incorporating information pertaining to the fluctuations, the spontaneous deviations from the values provided by the phenomenological laws of evolution arising from microscopic-level processes. Of special interest in this context are the new insights on the status of the second law of thermodynamics afforded by extending the concept of entropy production at the nanoscale.
Recently, the present authors developed an approach to stochastic thermodynamics based on an extended local equilibrium Ansatz [12, 13] . The main idea is that state functions such as entropy are expressed in terms of the state variables through the same relations as in classical irreversible thermodynamics, with the difference that the state variables are now random variables whose evolution accounts for the effect of the fluctuations. In the present work this approach is used to set up a stochastic thermodynamics of Brownian motion.
Brownian motion is one of the prototypical examples used to illustrate current approaches to stochastic thermodynamics. Considerable effort has been made to identify thermodynamic quantities like work, heat or entropy at the level of a single Brownian particle [6, 11, [14] [15] [16] [17] . On the other hand, much less attention has been paid to the stochastic thermodynamics of a collection (a binary solution) of Brownian particles embedded in a fluid [11, 18, 19] . One of our aims is to establish the fluctuating thermodynamics of such a system, which is much closer to the type of systems considered in classical irreversible thermodynamics, and to assess the role of collective effects in the thermodynamic properties. This will allow us to clarify the status of quantities such as entropy production usually introduced ad hoc at the single particle level and bridge the gap between macroscopic non-equilibrium thermodynamics and more microscopic approaches.
The article is organized as follows. In Section 2, we outline the classical non-equilibrium thermodynamics of a dilute suspension of Brownian particles. In Section 3 this formalism is extended to incorporate the effect of fluctuations using our extended local equilibrium approach. We derive an entropy balance equation from which the stochastic counterpart of entropy production can be deduced and discuss in some detail simple, yet representative cases such as homogeneous solutions and the overdamping limit. In the light of these developments we revisit in Section 4 the single particle case. In Section 5, we establish a connection between the most relevant thermodynamic quantities at the collective and single particle levels of description, along with a comparison between our results and those of previous studies. The main conclusions and possible future extensions of the present work are discussed in Section 6.
Non-Equilibrium Thermodynamics of Brownian Motion
In this section, we summarize the classical non-equilibrium thermodynamics of a dilute binary mixture of heavy (Brownian) particles embedded in a solvent of light particles, in the presence of a conservative external force.
Conservation of Mass
The law of mass conservation for such a system reads:
where ρ t is the total density of the fluid and v t is the center of mass velocity defined as
Here ρ and v are the mass density and the velocity of the Brownian particles and the subscript S refers to quantities pertaining to the light particles. We will consider isothermal (dT/dt = 0) and incompressible (dρ t /dt = 0) fluids with no bulk motion (v t = 0). Under these assumptions, the balance equation for the partial densities take the simplified form:
where J S = ρ S v S and J = ρ v are the diffusive fluxes of the solvent and the Brownian particles, respectively. The latter equation can also be written in terms of the mass fraction of Brownian particles c = ρ/ρ t ,
and similarly for the mass fraction of the solvent.
Equation of Motion
The evolution equation for the velocity of the Brownian particles is given by the sum of the forces acting on it:
In the above equation, F stands for the external force per unit mass, the pressure tensor P is limited to its hydrostatic part and the β v term, in which β is a collective friction coefficient, accounts for the dissipative stress exerted on the Brownian particles by the solvent. The final expression involving the gradient of chemical potential per unit mass
where m is the mass of a single particle, is established by using the relation P = p I where I is the identity matrix, together with the equation of state for the osmotic pressure in a dilute solution (p = ρ k B T/m).
Conservation of Energy and the First Law
For systems subjected to time-independent potentials, the local form of conservation of total energy per unit mass e reads
In this equation, J e is the total flux of energy which reads (remember that v t = 0)
where ψ is the external potential from which the force acting on the Brownian particles derives and J q is the heat flow. In the presence of time-dependent potentials, an additional contribution must be included:
A balance equation can be obtained on this basis for the local internal energy per unit mass, u, by subtracting the potential and kinetic energies of the constituents from the total energy (see [3] , Equation (II.32)):
A short comment is in order here concerning our definition of the internal energy. Traditionally, u is obtained by subtracting from e the barycentric kinetic energy 1 2 ρ t v 2 t rather than the total kinetic energy. The definition we adopt here is in a sense more natural given the privileged role played by the Brownian particles. As it will be shown below it leads to some interesting inertia-related effects. The difference between the two definitions is also discussed in [3] (Chapter III).
Using (11) in combination with (10) and (5), we arrive at the following expression of the first law of thermodynamics
where the incompressibility condition has again been used. We observe that internal energy can be exchanged in the form of heat, or produced by the degradation of potential or kinetic energy. For dilute binary solutions containing a single type of Brownian particle as considered here, the velocity of the light particles making up the fluid is ≈ v t since the density ρ is much smaller than that of the solvent. We can thus further reduce (12) to
Notice that friction is accounted for through the presence of the time derivative of v (see Equation (6)).
The Second Law
To express the second law in a local form we start from Gibbs' equation,
in which v t = ρ −1 t is the specific volume and the µ * s are the chemical potentials related to the internal energy through the Euler theorem (see [3] , Equation (III.34)),
Taking into account the incompressibility condition and the fact that v S ≈ v t , the balance equation for the entropy per unit mass s reads:
where µ = µ * + v 2 /2 is the traditional (non-inertial) expression for the chemical potential. The first term in the right hand side of Equation (16) represents the entropy flux and the second one is the entropy production,
Notice that the chemical potential of the solvent does not appear in the first of the terms between parentheses since we consider dilute systems, for which µ S can be approximated by a constant. We note that the entropy production (17) has the traditional form consisting of the product of a flux (here proportional to v) and the corresponding thermodynamic force, which includes a contribution due to inertia through the acceleration of the Brownian particles. The entropy production can be seen as the superposition of three contributions:
•
The dissipation due to the thermodynamic force associated to diffusion, −T −1 ρ v · ∇µ.
The dissipation due to the conversion of potential energy into internal energy,
The production of entropy related to the transformation of kinetic energy into internal energy,
Moreover, combining (17) and (6), we find
Note that the positivity of entropy production imposes β ≥ 0. It should be emphasized that in order to evaluate v and thus entropy production explicitly, the evolution equation for density (4) is needed. In this context, it is instructive to consider in more detail the overdamping limit dv/dt = 0. One then has from (6)
where we have used Equation (7). In such case, the mass balance Equation (4) becomes
in which one finds the usual Fickian diffusion term with D = k B T/β m as well as a transport term due to the external force F. The entropy production takes a rather simple form in this limit,
where the effective diffusive flux is given by
Stochastic Thermodynamics: Extended Local Equilibrium Approach
We now extend the above analysis to include the effect of fluctuations, placing ourselves in the framework of the extended local equilibrium hypothesis [12, 13] . The evolution equations for the internal energy or the entropy take the same form as in (13) and (16), with the exception that the state variables satisfy now stochastic instead of deterministic evolution laws. In particular, Equation (6) is to be replaced by
where f(x, t) is a random force modeled as a spatiotemporal Gaussian white noise with f i (x, t) = 0 and
being the intensity of noise and the bar denoting average over realizations of the noise. Equation (22) is reminiscent of fluctuating hydrodynamics [20] , in which the hydrodynamic equations are augmented by stochastic forcings satisfying fluctuation-dissipation type relations.
Combining (22) and (14) one can derive an extended form of Equation (16) from which a stochastic entropy production can be identified. The latter is now the sum of two contributions:
The first term in the last equality, to which we will refer as the systematic part, has exactly the same structure as the deterministic entropy production (18) and is consequently always non-negative, despite the fact that v is now a stochastic variable. The second term (the fluctuating part) contains a contribution in which the random force appears explicitly and is thus not necessarily positive at all times and positions. On the other hand, as it will be shown below the mean of the total stochastic entropy production at steady state,
is always non-negative as required by the second law of thermodynamics and equal to zero at equilibrium where F = ∇µ = 0. Notice that in the absence of the random force our formulation reduces naturally to classical irreversible thermodynamics. This connection is lacking in most of the current formulations of stochastic thermodynamics, in which entropy production is defined in terms of probabilities of particle trajectories and those obtained by time reversal. In order to evaluate explicitly the statistical properties of the fluctuating entropy production from expression (23) , an evolution equation for both v and ρ are required. The evolution of v is given by the Langevin Equation (22) while ρ can be obtained via (4) . In the most general case, one is thus confronted to a set of coupled stochastic differential equations, the solution of which is not trivial (note that Equation (4) contains no fluctuating force so that the v − ρ system is degenerate). A considerable simplification arises when the density can be considered constant in space and time. The Langevin equation for the velocity simplifies then to
and Q 2 = 2 β k B T/m by virtue of the fluctuation-dissipation theorem. The entropy produced locally over a time interval τ can be evaluated explicitly since it is entirely determined by v and by the external force:
Due to the absence of a diffusive force, there are only two contributions left in the entropy production. Below, we evaluate ∆ i s in some representative cases where we limit ourselves to 1-dimensional systems for clarity of presentation.
No External Force
This case corresponds to a system in the absence of constraints, which is thus bound to relax towards its equilibrium state. The entropy produced over any time interval τ is then related to the variation of the local kinetic energy density:
Since v 0 and v t are stochastic processes, ∆ i s can take positive as well as negative values. A positive entropy production corresponds to situations where the Brownian particles release part of their kinetic energy to the fluid, which will then start to heat. This is the behavior expected from a classical deterministic approach to the thermodynamics of this system. However, the stochastic entropy production can also be negative when the Brownian particles extract energy from their surrounding to accelerate, which in some sense could be seen as an "anti-thermodynamic" behavior. A question of interest is to quantify the relative probability to observe the two aforementioned situations.
We notice to this end that Equation (25) with F = 0 defines an Ornstein-Uhlenbeck process for the velocity v, whose stationary distribution is a zero-mean Gaussian with a variance equal to k B T/m.
Inasmuch as the initial condition is sampled over the stationary probability distribution, (26) can thus be rewritten as
where n = N/V is the number density. ∆ i s is in this case (up to a multiplicative factor) the difference between two χ 2 random variables whose mean and variance are equal to 1 and 2, respectively. For sampling times τ 0, v 0 and v τ can be considered as independent variables since the correlation of Ornstein-Uhlenbeck processes decreases exponentially fast. The moment-generating function of
can then be factorized as [21] M Z (r) ≡ e Z r = (1 − 2r)
This result can be rewritten as
which is the moment-generating function of a generalized Laplace (or variance-γ) distribution [22] 
for the special case µ = β = 0, α = 1/2 and λ = 1/2. The probability distribution corresponding to (29) is a modified Bessel function of the second kind,
Re-introducing the original variables, we finally obtain the probability density of entropy production
The above analysis can easily be extended to the case of 2-or 3-dimensional systems. Notice that Equation (32) refers to the probability density of the entropy produced by a collection of Brownian particles embedded in a fluid. Interestingly, similar expressions were found for the probability distribution of the heat exchanged by a single Brownian particle [23] [24] [25] .
The distribution (32) is symmetric with respect to its mean ∆ i s = 0, as shown in Figure 1 , which is consistent with the fact that the system is fluctuating around equilibrium. Moreover, the moments generated by this distribution depend only on the density of the system and on universal constants and are in this sense generic. In particular, the standard deviation of the entropy produced is given by
and is thus a multiple of k B . A similar conclusion was reached for the equilibrium state of homogeneous reactive systems [13] . Most of the probability mass is centered around 0 while large deviations are penalized exponentially since for large values of entropy production, the probability scales as exp (−|∆ i s|)/ |∆ i s|. The symmetry of the distribution implies that at equilibrium, the system spends an equal amount of time in the thermodynamic and the "anti-thermodynamic" regimes. This symmetry should break down under non-equilibrium conditions, as it will be seen in the next subsection. 
Overdamping Limit
We next consider the overdamping limit, keeping still the assumption of homogeneous systems. Setting dv/dt = 0 in Equation (25), we are led to:
A common choice for F is to consider that it corresponds to the force exerted by an harmonic trap moving at a given constant velocity v * , for which ψ = k 2 (x − v * t) 2 where k is a constant so that
It is convenient to introduce a new variable z = x − v * t [16, 17] , whose evolution equation is
This equation defines again an Ornstein-Uhlenbeck process, whose stationary mean and variance are −β v * /k and 2 k B T/β m, respectively. The entropy production reads
We obtain a superposition of a process whose probability density is a modified Bessel function as above, and of the integral of an Ornstein-Uhlenbeck process. We expect this last contribution to dominate for long times. Moreover, since the covariance of this process decreases exponentially with time, the integral in Equation (36) converges to a generalized Wiener process so that the distribution of entropy production is expected to be Gaussian for long times. This transition can be confirmed numerically for the harmonic force considered here (see Figure 2 ) and is actually observed even for parameter values beyond the range of validity of the overdamping approximation. Figure 2 . Snapshots of the distribution of the entropy production T ∆ i s obtained from 50,000 realizations of a numerical integration of Equation (22) and substitution in (23) . We used a spatially-resolved Euler-Maruyama scheme with a spatial step dx = 0.1 and a temporal step dt = 10 −6 in a system of linear size L = 200. As discussed earlier, the integral is to be taken in the sense of Stratonovich [12] . The parameter values are: ρ = β = 1, k B T = 0.01, k = 2 and v * = 0.1. The value of the entropy production has been taken in x = 50 at t = 1 × 10 −4 (black histogram), t = 5 × 10 −2 (red histogram) and t = 0.1 (blue histogram). The black dashed curve is the modified Bessel function (32), while the red and blue ones are Gaussian fittings. For clarity of presentation, the values of entropy production have been divided by k b τ.
Due to the Gaussian character of its probability distribution, ∆ i s can take positive as well as negative values, like in the equilibrium case considered in the previous section. A negative entropy production corresponds here to a displacement z that would not be aligned with the external constraint. However, contrary to the situation encountered in Section 3.1, the symmetry of the probability mass in the positive and negative regions is lost. The stationary probability distribution of the time-averaged entropy production,
reads
, since we consider the long-time limit. The probability to observe negative entropy production is thus given by
which in the limit of large τ reduces to
We notice that the probability to have σ τ < 0 decreases rapidly with the sampling time τ and with the distance from equilibrium, as expressed by σ τ .
Single Particle View
As mentioned in the introduction, most of the studies on stochastic thermodynamics of Brownian motion are limited to a single particle, for which thermodynamic quantities such as entropy production are often defined ad hoc. On the other hand, in Section 3 we derived an expression for the fluctuating entropy production of a collection of Brownian particles (a binary solution), a system that is much closer to the type of systems considered in classical irreversible thermodynamics. In this section, we take advantage of the insights afforded by this formulation to revisit the case of a single Brownian particle. We first recall some of the prominent stochastic thermodynamic properties as they arise at this level of description. Consider a single Brownian particle placed in a fluid. The position and velocity of this particle will be denoted by r and v, respectively and the Langevin equation describing its motion is
Here F stands, as before, for an external force per unit mass, γ is the single-particle viscous friction coefficient and ξ(t) is a Gaussian white noise such that ξ i (t) = 0 and
The last two terms in Equation (41) represent a fluctuating dissipative force F diss acting on the single Brownian particle. This system has been used extensively in the literature to advance a thermodynamic interpretation of quantities of interest in stochastic thermodynamics [6, 11, [14] [15] [16] [17] 26] . In this section, we focus on quantities connected with those analyzed in the binary solution case presented in Section 3.
Entropy at the level of a single particle is a rather ambiguous concept, but a quantity of clear thermodynamic significance that can be evaluated unambiguously is work. The work done by the particle on its environment is given by
where E k stands for the kinetic energy of the particle. This relation is a stochastic version of the work-energy theorem. Expression (42) can be decomposed into a part related to the external systematic force and a part due to the fluctuating, dissipative one in the form W = W ext + W diss . Since F derives from an external potential ψ = ψ(r, t) where r is the position of the Brownian particle, one may write the first part as
in which E p = m ψ stands for the potential energy of the particle. For time-independent potentials, Equation (43) reduces to the difference of potential energy between the final and initial states of a single particle. The dissipative part reads
To give a clear mechanical meaning to Equation (44) we observe that the power related to the mechanical work exerted by the fluid on the Brownian particle is given by the surface integral of the product of the stress tensor P and the velocity prevailing at the boundary of the particle, v Σ [27] :
where the particle has been assimilated to a rigid sphere, so that v Σ = v is the same at any point on the surface. The stress tensor takes into account the short-ranged interactions between the molecules forming the surface of the Brownian particle and those of the surrounding fluid. In general, this tensor will have an intricate form. However, for the simple equation of motion (41) adopted here for the particle as a whole the integral of the stress tensor can be identified by noting that it reduces to the dissipative force,
We conclude that the mechanical power is given by
At the single particle level, W diss can then be interpreted as (minus) the mechanical work due to the forces acting between the system and its close environment. We also notice that Equation (44) closely resembles that of the integral of the entropy production studied in Section 3 (see Equation (23)). We will discuss this point further in Section 5. For now, we will consider a few representative cases where the different contributions to the work can be evaluated explicitly.
Time-Independent Potential
We first consider the case where the applied potential does not depend explicitly on time, i.e., ∂E p /∂t = 0. The different contributions to W now have a simple connection with changes in the energy. The total work still corresponds to the change of kinetic energy, W = −∆E k , while the external and dissipative contributions are related, respectively, to the variation of potential and of mechanical energy:
We note in particular that all three contributions are "state functions", in the sense that their value only depends on the initial and final positions and velocities.
As an illustration we consider the case of a 1-dimensional motion of a particle under a constant force, E p (r) = −m F r. The Langevin Equation (41) describes now an Ornstein-Uhlenbeck process for v, which possesses an invariant probability distribution in the form of a Gaussian centered on v st = F/γ. The probability distribution of the total work W can thus be calculated explicitly using Equation (42):
where δ stands for a Dirac delta function. Sampling initial velocities with the invariant distribution,
we find in a way similar to what was done in Section 3.1 that the distribution of the total work is a modified Bessel function of the second kind,
This is confirmed by numerical simulations summarized in Figure 3 . We notice that the total work can be either positive or negative, with equal probability in view of the symmetry of the modified Bessel function, irrespective of the system being at equilibrium or under non-equilibrium constraints. Figure 3 . Distribution of the total work W, the dissipated work W diss and the external work W ext obtained from 50,000 realizations of a numerical integration of Equation (41) followed by substitution in Equations (42)-(43), respectively. We used an Euler-Maruyama scheme with a temporal step dt = 10 −6 for a total time τ = 12. The parameter values are γ = k B T = F = 1. Note that to ensure that initial conditions are sampled over the stationary distribution, a relaxation period of 100 time units has been included before statistics were taken.
Interestingly, the two contributions to the total work will typically follow different statistics. The systematic part,
corresponds to the integral of an Ornstein-Uhlenbeck process and can thus be seen as a generalized Wiener process in the limit of long times (see again Section 3.1). The probability distribution of W ext will thus rapidly relax towards a Gaussian distribution, whatever the choice of initial conditions (see Figure 3) . W ext is most often negative, but its probability distribution presents a tail in the positive region so that the probability mass to observe a positive value follows a law similar to (40). The dissipated work,
is the superposition of a variable whose distribution follows a modified Bessel function (for an initial sampling on the invariant distribution) and of a Wiener process. For short times, the part in r τ should be small so that the Bessel variable will dictate the statistical properties of W diss , due essentially to changes in the velocity of the heavy particle and thus to inertial effects. On the other hand, the contribution in r τ should dominate for long times since r can increase without bounds. In such case, the probability distribution will be a Gaussian centered on a moving average W diss = F 2 τ/γ, as illustrated in Figure 3 . We can expect the probability distribution of W diss to smoothly transform from one form to the other. For Gaussian distributions the dissipated work is positive on average but still has a non-zero probability to be negative, again with a law of the type (40). The interpretation of such events is similar to the multiparticle case: they correspond to situations where the Brownian particle extracts energy from its surrounding and subsequently accelerates. Such events become rare in the long-time limit as the mean of the Gaussian distribution drifts away from zero. In the absence of external force, however, the distribution of W diss will retain the form of a modified Bessel function for all times, meaning that positive and negative dissipations are equiprobable.
Overdamping Limit
Setting dv/dt = 0 in Equation (41), we obtain
We first note that since the acceleration is zero, the total work vanishes on the grounds of Equation (42), W = 0, so that the work due to external force and the dissipative work cancel each other exactly at all times:
Several typical subcases can be considered. In the case of a constant force in 1 dimension, W ext and W diss both follow a Gaussian distribution in the long-time limit since (cf. Equations (49) and (50))
where r τ is an Ornstein-Uhlenbeck process. Comparing (53) to the solution of the full case (50), we note that the inertial contribution to W diss has disappeared, as expected. Another typical case corresponds to a moving harmonic trap, for which ψ = k 2 (r − v * t) where v * is a constant trap velocity. This situation is analogous to the case described in Section 3.2. Consequently, we can again introduce a rescaled position z = r − v * t and the dissipated work reads
We obtain the sum of a term distributed according to a modified Bessel function and another one corresponding to a generalized Wiener process, much like in the binary solution case analyzed in Section 3, see Equation (36).
Discussion
In this section, we comment on the connection between the different expressions of the entropy production obtained in the case of a binary solution of Brownian particles and those of the dissipated work for the single Brownian particle.
As Equations (23) and (44) clearly show, the expression for entropy production in the binary solution case and the work-related quantities appearing in the single particle problem bear strong similarities. To connect them more closely, we first consider the case of a 1-dimensional system with a constant density of Brownian particles. The collective velocity v used in Sections 2 and 3 is then nothing but the sum the velocities of individual Brownian particles, v = ∑ N i=1 v i , each of which follows a Langevin equation of the type
with ξ i (t) = 0 and
In view of Equations (25) and (55), we are led to set
The global external force is thus the combination of all the forces acting on the individual particles. A similar conclusion holds for the random force f (x, t) and for the global friction coefficient.
We can make use of these relations to rewrite the equation for the entropy production in (23) ,
In the limit of a single Brownian particle, this reduces formally to
the corresponding dissipated power being
This equation shows that the work dissipated by a single particle can be interpreted in terms of entropy production. More precisely, the single particle entropy production is proportional to the work due to the non-conservative force associated with the interaction between the Brownian particle and the surrounding fluid.
This conclusion is in line with previous thermodynamic interpretations of the single-particle quantities. The external (W ext ) and dissipative (W diss ) contributions to the total work exerted by a Brownian particle on the surrounding fluid have been given various meanings in the literature. It was originally proposed to consider that W diss (44) is a form of particle-level heat [14] . On the other hand, W ext has also been identified by other authors [15] [16] [17] 28 ] with a single-particle equivalent of heat in the overdamping limit. As we have shown earlier, these two approaches are in fact equivalent (up to a difference of sign) since in the overdamping limit, W diss + W ext = 0. They are also consistent with our conclusions, provided that one assumes that the particle-level entropy is at a steady state, so that the heat released and the entropy production have identical absolute values.
It should be emphasized that in the approach we developed here, a clearcut connection between entropy production and dissipated work can only be established when there is a single particle in the fluid. In the case of many homogeneously distributed particles the collective entropy production (59) contains coupling terms of the type v i v j and the simple relation between ∆ i S and W diss is lost, both at the single-trajectory level and on average. Moreover, in the presence of heterogeneities a term proportional to the gradient of chemical potential appears in the Langevin equation for the global velocity (Equation (22)) and thus also in entropy production. These contributions cannot be reproduced with a Langevin equation of the type (55). The dissipated work by itself thus accounts for only a part of the total entropy production.
Conclusions
In this work the stochastic approach to irreversible thermodynamics recently developed by the present authors was applied to Brownian motion. Work, kinetic and internal energy, heat, entropy and entropy production were analyzed for a dilute binary solution of Brownian particles as well as for a single Brownian particle embedded in a fluid of light particles. Special emphasis was placed on the derivation of the probability distribution of entropy production in the binary solution case and of the probability distributions of the different types of work (external, dissipative and total) in the single particle case, under both equilibrium and nonequilibrium conditions. If the system is fluctuating around equilibrium the distributions of the entropy production and of the total work are symmetric functions centered on zero and the system can be found with equal probability in regions where these quantities have positive or negative values. On the other hand in the presence of nonequilibrium constraints the entropy production and the dissipative work are Gaussian-like distributions possessing a positive mean value, a property that can be regarded as the expression of the second law of thermodynamics. Owing to the presence of fluctuations they still display a tail in the region of negative values, reflecting situations where with some probability the fluxes present may not be aligned to the corresponding forces. The probability of such events is, however, exponentially decreasing with time and with the distance from equilibrium. These properties shed new light on the role of nonequilibrium as a source of time symmetry-breaking.
By systematically comparing the collective and single Brownian particle properties our analysis clarifies a number of issues raised in the literature such as interpreting dissipated work at the single particle level as an equivalent of entropy production, or external work as an equivalent of heat. It also highlights the role of spatial inhomogeneities as reflected by the presence of a term involving the gradient of chemical potential in the expression of entropy production in the binary solution case, which is by necessity absent in a single particle-based approach.
Our approach was based on an extended local equilibrium Ansatz stipulating that in the presence of fluctuations entropy remains a state function of the state variables, which now obey stochastic differential equations extending the familiar evolution equations of the mean-field description. It would be interesting to compare systematically this approach with the one based on a statistical definition of entropy in terms of probability distributions of the state variables, such as the Gibbs-Shannon form used in [11, 18, 19] . In this approach, entropy production is defined in terms of the probability fluxes appearing in the Fokker-Planck equation corresponding to the Langevin dynamics (55). This expression of entropy production misses contributions that we identified with our approach, more specifically terms related to the local density or to its gradient. The reason is that the Gibbs-Shannon definition of entropy used corresponds to an averaging performed over both velocities and positions, in which contributions due to gradients of composition are erased. One way out could be to use instead a local entropy density obtained by averaging only over velocities. A similar approach was used in [3] to obtain an expression for the entropy production in binary mixtures in the deterministic limit. Extending this formulation would allow one to account for effects arising from the spatial coupling of Brownian particles and to clarify further the relation between the binary solution and the single particle descriptions.
A more fundamental approach exploring further the connection between stochastic thermmodynamics and fluctuating hydrodynamics, in which the phenomenological friction term and the associated random force used throughout this work are expressed in terms of the dissipative stress tensor and the associated random momentum flux [20, 27] , would also be desirable. This would in turn necessitate to go beyond the classic Landau-Lifshitz approach in which entropy is a non-fluctuating quantity defined in terms of ensemble probabilities and to introduce one way or another a generalized, fluctuating entropy.
