In this paper, a new, continuous formulation of the adjoint equations is derived for a steady, continuum, inviscid gas mixture in thermochemical non-equilibrium for force-based objective functions. These adjoint equations, when solved in conjunction with the governing equations, provide sensitivity information that can be used in a gradient-based optimization framework for shape design. The governing and adjoint equations are implemented in an unstructured, three-dimensional CFD solver, enabling efficient, optimal design of complex geometries with aerothermodynamic considerations in the presence of high-enthalpy, chemically reactive gas mixtures. Surface gradients calculated using the adjoint formulation provided herein are validated against finite-difference gradients for blunt-body and simple wing configurations.
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I. Introduction
The hypersonic aerothermodynamic environment is influenced by unique physical phenomena. Strong shockwaves in hypervelocity flow fields can lead to localized regions of chemical and thermodynamic nonequilibrium that strongly affect surface quantities including pressure, shear stress, and energy flux. These quantities are integrated over the surface to predict aerodynamic performance metrics (lift, drag, stability, etc.) and surface thermal conditions that are fed to other discipline-specific analysis tools that are required for the overall vehicle design.
The hypersonic vehicle design process requires the synthesis of aerothermodynamic, structural, TPS material response, GNC, trajectory, and payload analysis tools in a tightly-coupled design environment. Because of the computational expense associated with high-fidelity analysis tools, an initial vehicle configuration, entry envelope, and design trajectory is typically established using low-fidelity, engineering-level methods.
1-3 These can include hypersonic Newtonian aerodynamic theory, correlation-based stagnation line heating rate predictions, and 3-DOF trajectory simulations. The vehicle design is matured via the introduction and coupling of higher-fidelity tools and the design is iterated until closure is reached, satisfying all subsystem and component-level constraints. This process essentially defines an envelope in design parameter space using low fidelity tools, then systematically refines and narrows the boundaries of the design envelope using higher fidelity tools. This procedure is predicated under the assumption that the optimal design point is located within the initial, and each subsequent iteration's design parameter envelope. In general, this condition is not guaranteed, given the limitations of the physical modeling of the low-fidelity tools. Therefore, to guarantee optimal vehicle configurations, new high-fidelity strategies must be introduced earlier in the design process. [4] [5] [6] This work proposes such a strategy via the formulation of the adjoint problem for the non-equilibrium flow environment.
The adjoint method is one approach to efficiently acquire gradient information in high-dimensional spaces when function evaluations are expensive. [7] [8] [9] [10] [11] This approach formulates an alternate system of PDEs and boundary conditions that, when solved in conjunction with the governing equations, provide sensitivity information that can be used in a gradient-based optimization framework. A solution to the adjoint system comes at roughly the same cost as solving the governing equations and provides objective function sensitivities regardless of the dimensionality of the design space. This is contrasted with other gradient acquisition methods (e.g. finite-difference, complex step) that scale linearly with the design space dimensionality. This characteristic makes adjoint-based methods popular for optimal shape design of aerospace vehicles using computational fluid dynamics. A rich body of literature exists for adjoint-based design, 12, 13 error estimation, 14, 15 and uncertainty quantification 16 for a variety of steady, unsteady, inviscid, viscous, and turbulent problems.
Unfortunately, progress in adjoint-based methods with application to the non-equilibrium aerothermodynamic environment has lagged, primarily due to the significant leap in the complexity of the physical modeling. Attempts have been made 17, 18 to utilize discrete adjoint (where the adjoint problem is formulated after the linearization and discretization of the direct governing equations) strategies, coupled with automatic differentiation 19 tools, to acquire the desired sensitivity information. This methodology avoids the complications associated with an analytic derivation of the adjoint equations and boundary conditions and is capable of providing numerically exact gradient information in a flexible, automatic fashion, through the utilization of AD tools. However, because the discrete adjoint is formulated after the discretization of the governing equations, the adjoint system must be solved using the same numerical method as the direct problem. These numerical schemes are highly specialized for non-equilibrium flow solvers, [20] [21] [22] [23] and there is no guarantee that these methods are well-suited to solving the corresponding adjoint problem. The current literature indicates the resulting adjoint linear system can be very numerically stiff, and the resulting discrete adjoint solution can exhibit non-physical oscillations, failing to capture the behavior of the continuous objective function when in the presence of strong shock waves on misaligned grid topologies 24 (as is the case when solving hypersonic flow problems on unstructured meshes).
In response, this paper pursues an analytic derivation of the continuous adjoint system of equations for a continuum, inviscid, multi-component gas mixture in thermochemical non-equilibrium for the purpose of acquiring high-fidelity gradient information at acceptable cost that can be used for aerodynamic shape design, sensitivity analysis, and uncertainty quantification of hypersonic vehicles.
The paper is organized in the following manner. Section II outlines the mathematical formulation of the direct and adjoint problems. Section III details the numerical implementation and solution procedure for the direct and adjoint systems of II. This section also describes the procedure for manipulating the surface geometry and volume meshes for the finite-difference calculations shown the gradient validation of Section IV. Lastly, Section V summarizes the findings and emphasizes the utility of the method.
II. Formulation
This section details the physical modeling of the system and the mathematical formulation of the governing equations, the objective function, and the adjoint system of equations.
A. Direct Problem
For this work, we require a system of governing equations that model a steady, continuum, inviscid, multispecies gas mixture in thermochemical non-equilibrium. For this work, a single-fluid, two-temperature, multi-species model has been selected that governs the transport of species mass, mixture momentum, and mixture energy within the computational domain. This model is expressed in conservation-law form as,
where,
Each species conservation equation tracks the finite-rate production and destruction of the chemical constituent throughẇ s , which is calculated using an Arrhenius model with rate-coefficients determined in accordance with Park's 1990 model. 25 The two-temperature approach presented above assumes thermal equilibrium between the translational-rotational and vibrational-electronic energy states within the gas mixture. The two energy equations are coupled via the energy exchange source term, q t:v , that is modeled using a Landau-Teller vibrational relaxation model. 26 The total energy per unit volume of the gas mixture is the sum over all species and energy states, illustrated in Eq. (2), where each mode of energy storage is calculated assuming a rigid-rotator harmonic-oscillator (RRHO) thermodynamic model. Additional details regarding the chemical system and the gas dynamic model can be found in Appendices A & B.
B. Objective Function Definition
The adjoint problem establishes a mathematical framework for determining the sensitivity of a specified objective function to high-dimensional design spaces in an efficient manner. To begin, we choose an objective function of interest. For this work, we focus on integrated projected forces on a control surface, S,
where d is a force projection vector. By changing the value of the force projection vector, different objective functions pertaining to aerodynamic performance and stability can be evaluated, for example,
The analysis is formulated as follows,
By satisfying the governing equations, R(U ) = 0, this equality-constrained analysis can be transformed to an unconstrained problem via the addition of an inner product of the adjoint variables with the governing equations to form the Lagrangian,
where we have introduced the adjoint variables Ψ as Lagrange multipliers to the linear system,
. . .
C. Adjoint Problem Figure 1 . Notional computational domain, Ω, and control surface deformation.
Our objective is to obtain gradient information to the specified objective function, J, with respect to local normal perturbations to the control surface, δS. With the appropriate definition of the adjoint problem and its boundary conditions, and by utilizing calculus of variations in conjunction with differential geometry, it is possible to acquire this gradient information with a single solution of the governing equations. To accomplish this, we take the first variation of the Lagrangian and seek to eliminate its dependence on variations in the fluid state, δU .
Lagrangian Variation
To determine the effect of local normal control surface perturbations, δS, on the Lagrangian, a first variation is applied to Eq. (7).
By inserting the definition of R, and applying the chain rule, the final term in Eq. (9) can be written as,
where
, is the Jacobian of the convective fluxes. The domain integral over Ω can be split into domain and boundary components using integration by parts and the divergence rule,
Objective Function Variation
The first variation of the objective function is determined by applying the chain rule to the definition of the local objective function, j, and the boundary, S,
Noting that the force projection vector, d, is constant, and by using the differential geometry definitions of Eqs. (50), the variation in the objective function can be simplified to the following expression,
Adjoint Equations
By combining the results from Eqs. (10), (12), and (15), the variation of the Lagrangian can be written as the sum of a domain integral and boundary integrals,
The adjoint equations, boundary conditions, and surface sensitivities are determined by strategically selecting the value of the integrands of the domain and boundary integrals of Eq. (16) to eliminate dependencies on variations in flow quantities (δU and δP ). In the domain, Ω, this dependency can be eliminated by setting the integrand of the final term to zero,
These are the adjoint equations for the non-equilibrium problem.
Adjoint Boundary Conditions & Surface Sensitivity
The corresponding boundary conditions and surface sensitivities to the adjoint linear system of Eq. (17) are determined by manipulating the boundary integrals of Eq. (16) . By inserting the definition of the convective flux Jacobian and enforcing flow tangency on the control surface, S, we can write,
Finally, we take the inner product of Eq. (18) and δU to explicitly write the form of the adjoint boundary integral on the control surface,
where we have used integration by parts on the last term and utilized Eq. (50c) to eliminate one of the integrals, defining
We now combine the δP and δS terms,
When written this way, it is clear that δP can be eliminated from δJ by setting the adjoint velocity equal to the force projection vector, φ = d, on S. The remaining δS-dependent terms are again manipulated using Eqns. (50) and can be expressed simply as,
The expression for ∂J ∂S is the surface sensitivity and is easily evaluated on unstructured mesh topologies when written in this simplified form.
III. Numerical Implementation
The direct and adjoint problems defined in Section II were implemented in the SU 2 open-source software suite. 27 This analysis package consists of C++ software modules, linked with python scripting and is specifically architected for multi-physics analysis and design on unstructured mesh topologies.
A. Discretization of the Governing Equations
The discretized governing equations for the direct and adjoint problems are shown in Eqs. (27) & (28) and are solved using a node-centered, edge-based, finite volume method (FVM). The direct problem convective fluxes are evaluated using a first-order upwind Modified Steger-Warming method 28 with a pressure switch. This switch modulates the numerical dissipation in the computational domain, asymptotically approaching the classical Steger-Warming method in regions where ∇P is large and the Modified Steger-Warming method as ∇P approaches zero. The adjoint problem uses centered Lax-Friedrich scheme 29 with a user-specified artificial dissipation parameter, 0 . Both problems are integrated forward in time using the implicit Euler scheme with local time-stepping. Numerical fluxes are calculated by applying the integral formulation of the governing equations to a dual grid control volume, Ω i , and performing exact integration on the control volume boundaries with cell-neighbors.
Explicitly, the numerical fluxes are written as,
where the upwind projected Jacobians, ( A c · n) ± , are calculated using the eigenvalue/eigenvector decomposition at the ij th or ji th state as defined by,
and the pressure-weighting term is,
Note that the adjoint system, as written in Eq. (17), is non-conservative and, in general, Φ ij = − Φ ji . |Ω i | is the cell volume of Ω i and n ij is the outward unit vector normal to the face associated with the grid edge connecting i and j. Γ ij is the area of the face between i and j and m i is the number of neighbors of the node i. Convective fluxes, from node i to node j across dual grid interfaces, are reduced to one dimensional problems by projecting F and Φ onto n ij .
B. Shape & Volume Deformation
Shape deformation in three dimensions is achieved using a Free-Form Deformation (FFD) strategy. 30, 31 Here, an initial box encapsulating the design surface is parameterized as a Bézier solid. A set of control points are defined on the surface of the box, the number of which depends on the order of the chosen Bernstein polynomials. The solid box is parameterized by the following expression Deformation of the volumetric grid is achieved by modeling the computational domain as an elastic solid. Each cell within the grid is assigned a variable Young's modulus corresponding to the volume of the cell. With this strategy, near-body cells undergo nearly rigid-motion, while larger cells further from the body accommodate the deformation of the surface. The linear elasticity equations are solved using a Finite-Element Method.
IV. Surface Gradient Validation
The derivation of the adjoint system of equations, boundary conditions, and surface sensitivity in Section II enables adjoint-based gradient calculations of force-based objective functions in inviscid non-equilibrium flows. In this section, we validate the adjoint derivation by comparing the adjoint-based gradient calculations for drag coefficient, C D , to gradients calculated using a finite-difference method. Two validation cases are presented: a sphere-cone blunt body, and a lifting surface.
A. RAM-C II Flight Test
Problem Description
During the late 1960s, a series of hypersonic flight tests 32 were conducted by NASA to quantify electron number densities around blunt-body entry vehicles. The 9
• sphere-cone RAM-C II test article is of particular interest in that series due to its non-ablative, beryllium nose cap. This characteristic makes the vehicle an ideal candidate for verification and validation of computational tools. Specifics of the RAM-C II geometry and experimental conditions are provided in Tab. (1) Table 2 . RAM-C II flight conditions.
For this work, we simulate the 'Case 5' conditions using a two-species Nitrogen gas chemistry model detailed in Appendix A. This model, while less accurate than a more sophisticated air gas chemistry model, exhibits all the appropriate physics necessary to demonstrate the adjoint methodology for non-equilibrium problems. As our primary interest is in validating the gradients for a given gas model in thermochemical non-equilibrium, this is an acceptable simplification to reduce the overall computational expense that is intrinsic to the finite-difference analysis.
Computational Domain & Design Variable Description
The computational domain for the RAM-C II problem consists of a body-conformal, 63x65x3, hexahedral mesh. A 10
• sector of the axisymmetric flow field is simulated with characteristic-based far field inflow and outflow boundaries and flow-tangency enforced on the vehicle surface and side-walls of the sector.
The design variables for the surface perturbations consist of manipulations of FFD control points. Specifically, we parameterize the box with 4 th , 3 rd , and 2 nd order Bernstein polynomials in the i, j, and k dimensions respectively. Surface deformation is performed by manipulating the three control points at fixed i & j coordinates of the box. The cartesian displacement of the control points is specified by the user and is shown in Tab. (2) . The mesh and design variables for this test case are shown in Fig. (3) . To acquire the drag coefficient gradients, nine direct solutions and one adjoint solution were run. All solutions are converged O(10 −10 ) in the density and adjoint-density residuals. Fig. (4) shows the direct and adjoint solutions within the computational domain for ρ N 2 and corresponding adjoint variable ψ ρ N 2 . Closer examination of the adjoint solution reveals an area of sensitivity along the shoulder of the sphere-cone body, in the vicinity of design variable 3. This sensitivity region is confirmed upon examination of Fig. (5) , indicating design variable 3 has the greatest influence on the calculated vehicle drag coefficient. For design cases with more complex geometries, this kind of information from the adjoint flow field is useful in specifying design parameters that will have the most effect on the quantity of interest. An examination of the drag coefficient gradient with respect to the eight prescribed surface deformations show good agreement between the finite-difference analysis and the surface sensitivities calculated using the adjoint approach. The finite difference step in the analysis is 5x10
and this factor is applied to the prescribed control point movements described previously. Some differences between the approaches is expected, due to the error in the gradient calculation introduced by the finite-difference step size and also due to the numerical methods used to solve the adjoint equations (and consequently the surface sensitivities). Specifically, we see the largest discrepancies for design variables 0 and 1, corresponding to the control points nearest the stagnation line. Contributions to vehicle drag are largest in this area, but we would not expect nearly-normal surface deformation to have a significant effect on the calculated drag force in this region. As a consequence, step-size related errors are expected to be largest in this region. Moreover, the direct solution exhibits some carbuncle-like behavior along the stagnation line, and it is likely that the surface perturbations near the stagnation line are influencing the size and shape of the phenomena, thus affecting the quality of the gradient information in this region.
B. Hypersonic NACA 0012 Wing
Problem Description
This test case is intended to demonstrate the adjoint methodology on a simple, yet representative geometry for lifting surfaces on hypersonic vehicles. The NACA 0012 airfoil is a canonical case for low speed aerodynamics, but its blunt leading edge and large thickness-to-chord ratio share similar characteristics to the aerodynamic surfaces onboard existing hypersonic space planes. The airfoil is extruded in the y-direction to create a three-dimensional domain. Free-stream conditions for this test case are shown in Tab. (4) . Table 4 . NACA 0012 free-stream conditions.
Computational Domain & Design Variable Description
The computational mesh for the NACA 0012 airfoil consists of a 129x5x41 hexahedral O-mesh and a projection of the mesh on the X-Z plane is shown in Fig. (6) . The mesh is grown from the airfoil surface using hyperbolic extrusion, then extruded again in the y-direction to create the three dimensional domain. The FFD box for this case is parameterized with 4 th , 1 st , and 2 nd order Bernstien polynomials in the i, j, and k dimensions respectively. Control point manipulation is constrained to the ±z axis for the upper and lower surfaces of the of the wing along the centerline, such that a positive deformation results in an increase in the local thickness. For this test case, we again compare the adjoint-based gradient to the finite-difference gradient for a dragcoefficient objective function. As in the RAM-C II test case, N 2 density and adjoint densities were converged O(10 −10 ) orders of magnitude to provide satisfactory accuracy in the comparison of the force coefficients. Direct and adjoint solutions are shown in Fig. (8) . A comparison of the two gradients shows excellent agreement, with only minor discrepancies at design variables 0 and 3 (corresponding to the control points nearest the leading edge of the wing on the upper and lower surfaces). These differences are within the expected variation between the gradient calculation methods.
At this point, it is worth emphasizing the utility of the adjoint approach again. The finite-difference gradient calculation requires a baseline solution and 8 perturbed solutions for each of the design variables. On the other hand, the adjoint approach requires only one direct solution and one adjoint solution that is of comparable computational expense as the direct problem. This benefit is compounded as the dimensionality of the design space increases since the expense of the adjoint problem remains fixed, while the finite-difference approach scales linearly with the number of design variables.
V. Conclusion
In this work, we have derived a continuous adjoint formulation for a steady, inviscid, continuum, multispecies fluid in thermochemical non-equilibrium. Using principles from differential geometry, the adjoint boundary conditions are surface sensitivities are written concisely for easy implementation in computational fluid dynamics codes. This formulation was implemented in a three-dimensional, unstructured CFD solver, and tested against finite-difference gradients for a blunt-body and lifting surface geometries. In both cases, the adjoint-based drag coefficient gradients showed excellent agreement with the finite-difference method. Using the adjoint approach, high-fidelity gradient information can be efficiently acquired in the non-equilibrium aerothermodynamic environment, even in the presence of large numbers of design variables and for complex geometries. These characteristics make the adjoint method a powerful tool for next-generation analysis and design in the hypersonic regime. 
