Objective: The performance costs associated with cell phone use while driving were assessed meta-analytically using standardized measures of effect size along five dimensions. Background: There have been many studies on the impact of cell phone use on driving, showing some mixed findings. Methods: Twenty-three studies (contributing 47 analysis entries) met the appropriate conditions for the meta-analysis. The statistical results from each of these studies were converted into effect sizes and combined in the meta-analysis. Results: Overall, there were clear costs to driving performance when drivers were engaged in cell phone conversations. However, subsequent analyses indicated that these costs were borne primarily by reaction time tasks, with far smaller costs associated with tracking (lane-keeping) performance. Hands-free and handheld phones revealed similar patterns of results for both measures of performance. Conversation tasks tended to show greater costs than did information-processing tasks (e.g., word games). There was a similar pattern of results for passenger and remote (cell phone) conversations. Finally, there were some small differences between simulator and field studies, though both exhibited costs in performance for cell phone use. Conclusion: We suggest that (a) there are significant costs to driver reactions to external hazards or events associated with cell phone use, (b) hands-free cell phones do not eliminate or substantially reduce these costs, and (c) different research methodologies or performance measures may underestimate these costs. Application: Potential applications of this research include the assessment of performance costs attributable to different types of cell phones, cell phone conversations, experimental measures, or methodologies.
INTRODUCTION
Over the past 10 years, there has been accelerated use of cellular or mobile phones. In the United States alone, there are an estimated 167 million cell phone subscribers (Cellular Telecommunications Industry Association, 2004) . This increase in usage has been coupled with an acceleration in the number of studies that have attempted to document the negative safety implications of their use while driving (e.g., Alm & Nilsson, 1994; Mc-Knight & McKnight, 1993; Strayer & Johnston, 2001) . Such studies have been carried out with a variety of methodologies: epidemiological (e.g., Redelmeier & Tibshirani,1997; Young, 2001) , simulator based (e.g., Strayer, Drews, & Johnston, 2003) , and those conducted in basic laboratory settings, emphasizing low-fidelity simulations of the driver's information-processing demands (e.g., Strayer & Johnston, 2001) . Finally, some legislative efforts aimed at banning or restricting the use of cell phones have been seen, based in part upon the research just cited.
At present, the impact of cell phone use on driving performance is complicated by conflicting findings. For example, Brookhuis, de Vries, and de Waard (1991) showed that in some conditions drivers exhibited decreased lane deviations while engaged in a cell phone task, whereas others have shown the opposite effect for tracking performance (e.g., Strayer & Johnston, 2001) . Similarly, numerous studies have shown that people exhibit increases in response time on a variety of perceptual and cognitive tasks while they are engaged in DRIVING AND CELL PHONE META-ANALYSIS 197 cell phone conversations (e.g., Alm & Nilsson, 1995; Consiglio, Driscoll, Witte, & Berg, 2003) , whereas others have not shown any significant increases in response latency (e.g., Rakauskas, Gugerty, & Ward, 2004) . Given these inconsistencies, we decided to integrate the collective wisdom of many of the empirically valid studies, through the technique of meta-analysis (Rosenthal, 1991) .
Meta-analysis is a technique whereby the results of a number of studies addressing a hypothesis can be combined to provide a single estimate of the reliability and magnitude of the effect supporting (or refuting) that hypothesis. In the current case, the effect we measure is the degradation in driving performance when using a cell phone, compared with performance on a single-task (driving) control condition. An advantage of metaanalysis is that it allows one to combine data from separate experiments that may have differences in sample characteristics, experimental protocol, and dependent measures. In addition, meta-analysis allows the testing of more restricted hypotheses addressed by a subset of research reports. For example, one might wish to ask if the effect of cell phone use was the same on lane-keeping performance as on hazard response, or whether the effect was the same for both hands-free and handheld cellular phones. We refer to these as moderating variables -those that can modify the main effect of cell phone use.
In carrying out our meta-analysis, we identified five moderating variables that (a) we hypothesized might influence the costs of cell phone use on driving performance and (b) could be important in modeling the effect on the driver's attentional system. We acknowledge that this list is by no means exhaustive; however, it highlights a number of variables that have been documented in the literature and represents those variables that were of greatest interest to us.
1. Measures of driving performance. Prior research has suggested that continuous perceptualmotor measures of lane keeping depend on separate attentional resources and are differentially affected by concurrent task demand as compared with discrete measures of hazard response (Horrey & Wickens, 2004a) . As such, we sought studies that have included measures of (a) lane position or tracking ability (e.g., mean error, variability) or (b) discrete response time to a target that is not related to the cell phone task (e.g., roadside pedestrian). Other measures, such as speed control, although relevant, are beyond the scope of our investigation.
2. Handheld versus hands-free phones. Some have argued that the primary source of interference for drivers using a cell phone is between the manual dexterity necessary to hold the phone and the manual steering activity -a source of interference that would be evident only in handheld phones. Others have argued that the primary source of interference is cognitive, related to the informationprocessing activities of listening and selecting vocal responses (e.g., Strayer & Johnston, 2001) . Therefore, we consider the degradation of driving performance separately in studies using handheld phones versus those using hands-free phones.
3. Conversation versus information processing. A number of studies have employed realistic conversation tasks (e.g., Strayer & Johnston, 2001) , which may "engage" the driver to varying degrees, depending on their level of interest. In contrast, other researchers employ tasks that simulate the demands of conversation on different aspects of information processing (e.g., Alm & Nilsson, 1994) . We have therefore contrasted studies that have used the two types of tasks to simulate cell phone usage.
4. In-vehicle versus remote conversation. It has been argued by some that a major source of distraction in cell phone use is the inability of the nondriving speaker to be aware of the momentary demands on the driver and, hence, the inability to modulate conversation when the driving demands increase. This inability does not characterize the passenger in the vehicle, who may be carrying out the same conversation (e.g., Gugerty, Rando, Rakauskas, Brooks, & Olson, 2003) . Hence we contrasted studies that used the two classes of conversation.
5. Simulator versus field studies. Given the frequent citation of cell phone costs in the context of simulator studies, we were interested in whether these findings were consistent with real-world invehicle field trials, which are more characteristic of the environments from which epidemiological accident data are drawn (e.g., Redelmeier & Tibshirani, 1997; Young, 2001) . We note that there are differences in fidelity across many simulator studies. As such, the related findings should be interpreted with caution.
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Studies
As shown in Table 1 , 23 experiments contributed to the current meta-analysis. Some studies had multiple conditions, which allowed us to increase the overall number (to N = 47). For example, some studies examined both handheld and hands-free cell phones -these conditions were included in the meta-analysis as separate entries. (Because some studies contribute multiple entries in certain aspects of the meta-analysis, the treatment of such nonindependent results as independent may draw some criticism. This may be the case for significance testing, however, not in dealing with estimates of effect size, as we are dealing with here. See Rosenthal, 1991 , for a detailed discussion). All of the experiments were gathered from online databases (e.g., PSYC INFO, USDOT-TRIS Online), online resources (National Highway Traffic Safety Administration, 2000), or through backward referencing and included journal articles, conference proceedings, and technical reports. For database searches, we used key words such as cell, cellular, mobile, phone, driving, and driver. We did not set any restrictions on the year of publication. We were also able to use the reference sections in many papers to obtain further citations, especially in the case of review papers (e.g., Goodman et al., 1997) .
From these sources, we amassed in excess of 50 papers; however, many were not included in the analyses for various reasons. For example, the paper needed to exhibit some features of relevance to the moderator variables described earlier. Also, meta-analyses require that all findings be presented in terms of single degree-of-freedom (df) main effects, most especially in cases where the raw data are unavailable. For example, if authors reported a significant omnibus analysis of variance (ANOVA) with more than two levels of an independent variable (i.e., df >1) but failed to report any follow-up contrasts or pairwise comparisons (all of which are df =1), readers could not be sure where the differences lie. Hence, we cannot incorporate these types of results in a meta-analysis. For these reasons, we urge authors to report a full account of their statistical results, including obtained F (or t) and p values. Other details, such as standard deviations or mean square error and effect sizes, would be desirable as well. Furthermore, we required that all the studies include a common comparison of cell phone use while driving against single-task baseline conditions (e.g., driving alone) and that the results be presented in terms of tracking performance, vehicle control, or response time to a non-cell phone event (e.g., roadside hazard). As such, studies that did not meet these criteria were dropped from this analysis (though several of these are summarized in Horrey & Wickens, 2004b) . Also, because we were interested in the conversational aspects of cell phone use, we did not include studies that examined driving performance while the driver was dialing or manipulating the cell phone in some way.
For those studies that met the criteria described, we coded them along each of the five moderator variables. Specifically, we indicated whether the study measured tracking performance or response time (or both). For tracking, performance was typically assessed by absolute error or as an index of root mean square error (i.e., variability in tracking performance). Response time tasks, in contrast, involved a speeded response to some stimuli, whether a road hazard or an artificial stimulus presented in the traffic environment.
Second, we coded whether a particular study employed a hands-free or a handheld cell phone for the conversation task. Third, we categorized the type of phone task that participants performedthat is, whether the task involved a conversation (typically characterized by a free discussion of topics of interest or autobiographical information) or an information-processing task (e.g., mental arithmetic, word generation games, or the like). Next, we specified those studies that utilized remote conversations (i.e., over a cell phone or speaker) and those that incorporated in-vehicle (i.e., passenger) conversations and, finally, those that used simulators (whether low or high fidelity) versus those employing actual field trials.
Meta-Analysis
For the meta-analysis, we converted statistical results into effect sizes and combined these values (Rosenthal, 1991; Rosenthal & Dimatteo, 2001; Rosenthal, Rosnow, & Rubin, 2000) . Effect sizes are advantageous because they focus on how large a particular effect is (as opposed to whether or not it differs from zero) and, when coupled with confidence intervals, they offer estimates for the upper Note. IP = information processing, Remote = conversation over cell phone, In-vehicle = conversation with passenger, RT = response time task.
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We used reported test statistics to calculate the effect size for each study, based on the product moment correlation (r). In general, we employ r as a measure of effect size because it has a number of advantages over other measures (e.g., Cohen's d, Hedges's g; see Rosenthal, 1991, for details) . The effect size can be calculated from t statistics or F statistics (with df = 1), as shown by Equation 1.
(1)
In cases where the authors provided only p values, we converted these to their associated z score and used Equation 2 (from Rosenthal & Dimatteo, 2001) ,
in which Z is the standard normal deviate for the associated p value and N is the sample size. Whenever authors provided a range for the p value, we used the following values for Z: for p < .05, Z = 1.645; for p < .01, Z = 2.362; and for p < .001, Z = 3.090. In situations where the authors indicated there was no significant difference between the conditions of interest but failed to provide any statistical details (e.g., F, t, or p values), a conservative effect size of zero was assumed for the metaanalysis (see Rosenthal & Dimatteo, 2001) .
Following the calculation of the effect size (r ES ) for each study, we coded the findings to denote costs or gains in driving performance with the concurrent cell phone task. In the first case, effect sizes were assigned positive values (i.e., predicted costs to performance). In cases where the pattern of results was opposite (i.e., gains in performance in dual-task situations), effect sizes were assigned negative values.
In order to combine the effect sizes from multiple studies, we first normalize our effect sizes by converting the r ES scores to z scores using Fisher's r-to-z transformation (typically offered in tabular form in statistical textbooks; see Rosenthal & Dimatteo, 2001 , for details). Next, the unweighted and weighted means of these transformed scores were calculated, in which the latter was weighed by the df of the study. The weighted and unweight-ed z-transformed means were then converted back into r values and reported (e.g., see Table 2 ). Finally, for both the unweighted and weighted means, we estimated the 95% confidence interval to determine whether the combined effect sizes differed significantly from zero (i.e., did not include zero in the interval), following Equation 3,
where is the mean of the transformed r ES values, t (.05) is the appropriate t value for the .05 probability level, S is the standard deviation of the transformed r ES values, and k is the number of studies included in the sample.
Although the weighted and unweighted mean results were highly correlated in our analyses (Pearson's r = 0.94), thus providing an equivalent picture, the former has the advantage of amplifying the greater impact of more reliable (higher N) studies. We do note some exceptions in the Results section.
After the combined effect sizes were obtained, we conducted a test of heterogeneity (Rosenthal, 1991) to determine whether or not the values contributed to the analysis are consistent (i.e., homogeneous) with one another or inconsistent (i.e., heterogeneous). Heterogeneous results may indicate the presence of moderator variables, such as those described previously, that warrant further investigation.
RESULTS
The results from the meta-analysis are shown in Table 2 , including the unweighted and weighted combined effect sizes and corresponding tests of heterogeneity. When we examined all of the studies collectively (without factoring in moderator variables), we found that there is a significant cost of cell phone use on driving performance (see Row 1). We proceeded to break down the set of studies following from the moderator variables outlined previously. (When examining the interactive effects of multiple moderator variables, we did not analyze all possible combinations of variables; instead we focused on those combinations that were of greatest interest to us.)
As shown in Row 2, we broke down the overall set of studies into those that examined driving performance in terms of response time to a road event or discrete stimuli or in terms of lane keeping or tracking performance. For those studies examining response time (RT; Row 2a), the costs to driving performance were still significant (with a large effect size, which translated to approximately 130 ms in costs). However, for those studies that examined decrements in tracking performance or lane keeping (Row 2b), the effect size was substantially smaller and, for the unweighted mean, nonsignificantly different from zero.
Given this pattern of results, we elected to examine the other moderator variables (task type, location, study type) solely on the basis of their impact on RT tasks to determine the differential effects of these variables on this significant effect. However, we do include the lane-keeping (tracking) variable in the analysis of phone type to determine whether the manual aspects of holding a phone interfere more with tracking performance than does a hands-free phone. An examination of the overall impact of phone type on overall driving performance (hands-free phone, Row 3a-i; handheld phone, Row 3b-i) showed significant costs. However, these costs were moderated by the measure of driving performance, converging with those findings shown in Row 2. For measures of reaction time, both handsfree (Row 3a-ii) and handheld (Row 3b-ii) phones showed significant costs. In contrast, tracking performance showed smaller and nonsignificant effect sizes, and there was no difference between hands-free and handheld phone types (Rows 3aiii, 3b-iii).
We broke down the overall set of studies by those employing conversation tasks and those using information-processing tasks in conjunction with measures of RT (Row 4). In general, when a conversation task is employed there are higher costs to driving performance than for information-processing tasks. As shown in Table  2 , the weighted combined effect size for the information-processing task (r = .42; Row 4b) lies outside of the 95% confidence interval for the conversation task (.49 to .78; Row 4a), and vice versa. However, both costs are still significant.
In the comparison shown in Row 5, we note that the distinction of in-vehicle or remote conversations does not appear to have a differential impact on the costs in RT performance (again, using the boundaries of the 95% confidence intervals). That is, the costs associated with a phone conversation versus a passenger conversation are roughly equivalent. Finally, the costs observed in simulator and field studies were similar for the unweighted means (Row 6); however, the weighted means showed a larger effect size for field studies. We speculate that, because of the lower number of studies contributing to the analysis, those studies with stronger weights (i.e., higher Ns) may have driven this effect. Again, in both cases (i.e., field studies and simulators) the effects are significant.
A common criticism of meta-analyses is that there is a bias in the reporting of significant findings, such that studies that fail to show significant results are less likely to published and, as a result, less likely to be represented in a meta-analysis. (Such a criticism can also be applied to the typical literature review as well.) Although there is no definitive solution to this "file drawer problem" (Rosenthal, 1991) , one can calculate the number of studies, showing a null result, that would be required before the overall p value reaches a nonsignificant (p = .05) level. (We do note however, that this technique has been criticized by some: e.g., Scargle, 2000) . In Equation 4 (from Rosenthal, 1991),
X is the number of required studies (showing null effects), K is the current number of studies, and is the mean Z values obtained for the K studies. For those results shown in Row 2a of Table 2 , following Equation 4, we would require approximately 1108 additional studies before the combined effect size would approach zero.
DISCUSSION AND CONCLUSIONS
From the current meta-analysis, we note several important findings. First, there are definite costs associated with cell phone use while driving; however, these costs appear to be manifested primarily in measures of response time to critical road hazards or stimuli. In contrast, the costs associated with lane-keeping or tracking performance are much smaller (and, for the unweighted means, nonsignificant). Horrey and Wickens (2004a) suggested that these tasks (e.g., lane keeping and hazard response) depend on separate resources (ambient and focal vision, respectively) and therefore may be differentially impacted by cell phone conversations. Furthermore, lane keeping may be a skill that is relatively automatic, requiring fewer overall resources to maintain performance (in addition to being supported by ambient vision). In contrast, responding to road events or stimuli may be less automated because drivers must not only detect critical objects but also select an appropriate course of action or response to them. The interference derived from cell phone conversations may manifest itself at these stages of processing (i.e., decision making, response selection). We note that although the magnitude of the reaction time effect was relatively small (an average delay of 130 ms), this represents a mean value, around which there was considerable variance. Accidents are often caused by "worst-case" performers under "worst-case" circumstances (Wickens, 2001) , at the tail end of the distribution where reaction time delay can be expected to be considerably longer. Furthermore, we believe that delays in the response to road hazards are at least as compromising to highway safety as are increases in lane-keeping error.
Second, the meta-analysis suggests that costs in driving performance are equivalent across handsfree and handheld phones, suggesting that the larger part of these costs is attributable to the cognitive aspects of conversation and not to the manual aspects of holding the phone. We note, however, that this does not discount the possibility that the costs associated with handheld phones could be exacerbated in situations requiring significant amounts of manual steering inputs (e.g., intersection turns) and the manual aspects of keyboard entry ("dialing"), which are not considered here.
Third, conversation tasks, in general, showed greater costs in driving performance than did information-processing tasks. This may be attributable to the greater "engagement" associated with actual conversations. Although informationprocessing tasks involve perceptual resources and working memory, they do not share the same degree of engagement. We speculate that the costs of engagement may be more pronounced when the conversation is intense, though there was insufficient data along this dimension for the purposes of meta-analysis. Some researchers have defined an intense conversation as one that is difficult or challenging (e.g., problem-solving exercises; Mc-Knight & McKnight, 1993) . However, we differentiate here between phone tasks that may be considered difficult and those that may be emotionally loaded or heated (as we consider intense to be defined). Importantly however, informationprocessing tasks do produce substantial influence on performance and, so, should be able to effectively simulate many aspects of the demands of cell phone usage for research purposes.
From our analyses, in-vehicle (passenger) conversations were just as costly to driving performance as were remote (cell phone) conversations. This suggests that passengers, at least in those studies explored here, did not moderate their conversation in such a way as to alleviate the costs (as compared with remote conversers). These results must be interpreted with caution, however, given that relatively few studies directly examined the impact of passenger conversations.
Finally, in comparing the costs of cell phone use to driving performance in simulator studies versus field studies, we observed a trend for the costs to be greater in the field studies, at least when the weighted means analysis was used (r ES = .66, field; .42, simulator). We do note here that both effect sizes are significant and in the same direction. As for the discussion of conversation type, we must insert some cautionary notes. First, the simulator studies included in our analyses represented a wide range of fidelities. In some cases, highfidelity simulators were employed, whereas in other cases, desktop PCs were used. We have not, in our analysis, differentiated among the many potential levels of simulators. Second (and related to the first issue), we do not make any claims regarding the validity of simulators in the study of driving performance and behavior. We are merely noting that costs attributable to cell phone use can be observed in both settings.
Implications
The implications of the current research for the human factors of highway safety appear to be threefold: (a) We have demonstrated a significant cost (and estimated magnitude) to cell phone use on driver reactions to external hazards. Whether this time delay of 0.13 s, on average, warrants legislation or other actions should be driven by further safety analysis and modeling based on considerations of vehicle speed and hazard exposure. Such modeling should consider that the estimated mean delay will underestimate the delay of slower responding drivers and of those responding under worst-case situations (Wickens, 2001) . (b) From a design standpoint, we have shown that handsfree cell phones do not eliminate, and may not substantially reduce, the cell phone interference costs. (c) Methodologically, we suggest that such costs may not emerge from measures of lane keeping and that their magnitude may be underestimated in simulator studies and with those using "simulated conversation demands" based on informationprocessing tasks, rather than on real conversation.
Although the technique of meta-analysis lacks the experimental control from a single experiment, it does afford investigators a useful tool for integrating the collective contributions of multiple studies. As noted by Hall and Rosenthal (1995) , there is no single way to perform a meta-analysis. In our current analysis, we elected to focus on the impact of cell phone use on lane keeping (tracking) and event response time, as these relate to the 204 Spring 2006 -Human Factors driving tasks of vehicle control and hazard awareness. We do note that these two measures represent logical precursors to the less frequently observed loss-of-control and collision events, respectively. Other important measures, such as workload and collision frequency, may also provide the foundation for other meta-analyses. Furthermore, we focused on the conversational aspect of cell phone use. Others may tap the interference derived from the physical manipulation of a cell phone (e.g., dialing) on steering behavior.
