Abstract-Given an articulated rigid body, we define the problem of estimating its dynamics as the problem of computing all the forces and accelerations acting on the bodies which constitute the articulated system. Similarly, we define the state estimation problem as the problem of computing the system positions and velocities. In the present paper we propose a framework for simultaneous state and dynamics estimation. The estimation is framed in a Bayesian framework and a suitable Bayesian prior is defined to guarantee the physical consistency of the obtained estimation. The Bayesian posterior makes use of all available measurements which include encoders, gyroscopes, accelerometers, force and torque sensors. The proposed theoretical framework is validated both on simulation and on the iCub humanoid. The software that implements the theoretical framework is realised with an open-source license.
I. INTRODUCTION
In the field of humanoid robotics, computing the robot dynamics is a crucial component for modelling, estimation and control. Depending on the available data, computations might take the form of inverse dynamics, forward dynamics or hybrid dynamics. Computationally efficient solutions have been proposed in literature [1] : recursive NewtonEuler algorithm for solving inverse dynamics, articulatedbody algorithm for forward dynamics and articulated-body hybrid dynamics for hybrid dynamics.
All these approaches have a rigid structure in the way inputs (i.e. measurements) and outputs (variables to be computed) are defined. As a first example, the inverse dynamics problem is about computing joint torques given joint positions, velocities and accelerations. As a second example, the forward dynamics problem consists in computing joint accelerations given given joint positions, velocities and torques. Finally, the hybrid dynamics problem assumes that torques are known at some joints, accelerations at the rest, and the problem is to calculate the unknown torques and accelerations given joint positions and velocities.
Within this context, no appropriate method for computing robot dynamics in presence of redundant measurements is available. In this paper we propose the definition of a new problem, consisting in simultaneously estimating robot dynamics and robot state in presence of multiple, possibly redundant sensors. Considered types of sensors include accelerometers, gyroscopes, force/torque sensors and encoders. name.surname@iit.it Centre: the position of the skin micro-controllers, which have a 3D accelerometer embedded. Right: the position of the motor micro-controllers and the commercial inertial sensor which have a 3D gyroscope and a 3D accelerometer embedded.
A computationally efficient solution of the problem is proposed leveraging on some recent results presented in [16] .
The paper is organised as follows: the first two sections give the necessary background in terms of previous literature (Section II) and notation (Section III). Section IV defines the dynamics estimation problem and Section V gives its solution. Section VI deals with the extension of previous sections to the case of simultaneous state and dynamics estimation. Finally, Section VII-A and Section VII-B present the simulation and experimental results.
II. PREVIOUS WORKS
Different approaches have been proposed in literature to estimate position, velocity and acceleration of free-floating articulated rigid bodies. For sake of reducing computational complexity, previous approaches have dealt either with a simplified model of the system (e.g. linear inverted pendulum model, LIPM) or with a reduced (if not minimal) set of coordinates (e.g. joint coordinates).
In the present literature review we restrict our attention to the field of humanoids. Simplified linear inverted pendulum models have been addressed by [2] and [3] . In particular, [2] have proposed a LIPM to estimate some kinematic (centre of mass position and velocity) and some dynamic (centre of pressure and external forces) variables. The proposed estimation strategy deals with modelling errors such as measurement offsets and external disturbances. Focusing on estimating the centre of mass position and velocity, [3] proposes a quantitative evaluation of the estimation errors induced by choosing a LIPM model as opposed to a full humanoid planar model.
More recent approaches have considered full-body models which guarantee the physical consistency of the resulting estimation. In this sense an interesting approach was proposed in [4] . The novelty of the approach consists in adding a penalty function for non-physically consistent predictions. Along the same line, [5] and [6] proposed algorithms to include kinematic constraints (such as footholds) to infer base motions given joint motions. Force sensors at the foot are typically used to detect contacts, assumed rigid and slipless. Another interesting approach is described in [7] where the estimation problem is framed in a quadratic programming framework which allows the inclusion of inequality constraints. Only recently, computationally efficient solutions have been proposed. As to this concern, in [8] the global estimation problem is decoupled into three sub-problems: base estimation, joint position estimation and joint velocity estimation. This is proven to simply the computation burden of a full-body model estimation.
Recently, the use of gyroscopes and accelerometers have been proposed as a possible source of information to achieve reliable estimations. In [10] , MEMS gyros and linear accelerometers have been used for angular acceleration estimation. Yet another approach to the problem of full-body kinematic estimation has been recently described in [9] , where gyroscopes and accelerometers have been successfully used to estimate the deformations due to the robot flexibility at specific locations.
Differently from previous approaches such as [2] , [3] , [6] , [8] , we choose full coordinates as opposed to joint coordinates to describe the articulated rigid body chain. Despite the huge problem dimensionality, computational efficiency is maintained low by exploiting the problem sparsity [16] . Differently from all previous approaches, estimated variables includes both kinematic (joint positions and velocities) and dynamic (forces, torques and accelerations) variables. Similarly to [8] and [4] physical consistency is used to improve the estimation accuracy. As in [9] , gyroscopes and accelerometers are included in the estimation but differently from all previous approaches we also use force/torque sensing. Experiments have been performed both in simulation and on the iCub, an ideal platform thanks to its whole-body distributed sensor modalities (see Fig. 1 ).
III. NOTATION
In this paper we follow the same notation used in [1] (readers already familiar with the notation can jump to Section IV): v denotes the spatial velocity (a six dimensional vector including angular velocities in the first three components and the rest as linear velocities), a denotes the spatial acceleration (again angular and then linear), f denotes the spatial force (couples in the first three components and forces in the remaining), B X A is the motion vector transformation from A to B coordinates and B X * A is the analogous transformation for a force vector. Given a vector v and its coordinates A v in A we denote with Av its temporal derivative in the A coordinates. The Euclidean cross operator × (on R 3 ) is defined as the usual vector product, while for a spatial velocity v the cross spatial cross operator and its dual × * are defined as follows:
In the following sections, we restrict the analysis to robots described by kinematic trees (i.e. robots with no kinematic loops) composed of N B rigid links numbered from 0 to N B , 0 being the selected fixed base (world reference frame) and 1 being the selected floating base (reference rigid body in the articulated chain). Links numbering is obtained by defining a suitable spanning tree where each rigid link is associated to a unique node in the tree. Numbers can be always selected in a topological order so that each node i has a higher number than its unique parent λ(i) and a smaller number than all the nodes in the set of its children µ(i). Links i and λ(i) are coupled with the joint i whose joint motion constraints are modelled with S i ∈ R 6×1 (therefore without loss of generality we are assuming that all joints have a single degree of freedom). For each rigid link i, the system is modelled also by supplying the spatial inertia tensor 1 I i and the motionvector transform from the reference frame of the rigid link i to the reference frame of the rigid link j, denoted j X i . For each link i the considered kinematic variables are:
v i : the link spatial velocity, q i : the joint i position, q i : the joint i velocity, Similarly, the dynamic variables associated to the link i are:
a i : the link spatial accelerations, q i : the joint i acceleration, τ i : the joint i torque, f i : the spatial force transmitted to body i from λ(i), f x i : external forces acting on body i. All these variables are expressed in body i coordinates including f x i which is more often expressed in absolute (i.e. body 0) coordinates (see also the appendix).
Within the stochastic context we adopted the following notation. Given a stochastic vector x we denote with p(x) its probability density and with p(x|y) the probability density of x conditioned on the stochastic vector y. With E x [f (x)] we denoted the expected value of f (x) with respect to the probability distribution p(x). With µ x , Σ x we denote the mean and covariance of x, i.e.
The probability density function of multivariate Gaussian
The spatial inertia tensor of the rigid link i has the following form in the link reference frame:
where I C,i is the spatial inertia tensor with respect to the body's centre of mass, m i is the total mass, c i is the relative displacement between the centre of mass and the origin of the link reference frame.
where |Σ x | denotes the determinant of the matrix Σ x . Finally, with 1 and 0 we will denote the identity and the null matrices respectively with suitable dimensions depending on the context.
IV. PROBLEM FORMULATION
In this section we revise the classical inverse and forward dynamics problems. Similar redefinitions can be used in the hybrid dynamics problem but for sake of simplicity we leave this case out. In this section we assume that the robot state (position q and velocityq) are given, i.e. measured without uncertainty. The extension beyond this hypothesis will be given in the Section VI.
A. Forward and inverse dynamics
Let's recall the inverse and forward problems definitions. Problem 1 (Inverse dynamics): Compute the joint torques τ of a kinematic tree given its joint accelerationsq and applied external forces f
Problem 2 (Forward dynamics):
Compute joint accelerationsq of a kinematic tree given its joint torques τ and applied external forces f
A classical and computationally efficient solution to the inverse dynamics problem (Problem 1) is the recursive Newton-Euler algorithm (RNEA) which also computes f 1 , . . . , f N B and a 1 , . . . , a N B as a by-product of the algorithm. It makes therefore sense to include those variables in the above problem formulations. In order to do so, let's define the vectorc d i ∈ R di and d ∈ R d that includes all relevant variables:
whose dimensionality is d i = 20 and d = 20N B respectively. Remarkably, d should be physically consistent, i.e. it should satisfy a set of constraints which derive from the structure of the robot. These constraints take the following form (see the appendix):
with D ∈ R 13N B ×d and b D ∈ R 13N B . In the following, we slightly modify the inverse and forward dynamic problems as defined above. Rather than focusing on computing τ (inverse dynamics) orq (forward dynamics) we reinterpret the inverse and forward problems as particular instances of the general problem of computing a physically consistent d which also satisfies a set of measurement equations defined as follows:
In the inverse problem, the measurement y has the following form:
. In a forward problem instead
. Both measurements can be expressed as in (4) 
. . .
Within this context the forward and inverse problems can be reformulated as follows. Problem 3 (Inverse dynamics): Given y, compute d which satisfies (3) and (4) 
B. Maximum-a-posteriori dynamics
In the previous section we have seen that the inverse and forward dynamics problems can be seen as specific instances of a more general problem consisting in estimating a vector d of dynamic variables which simultaneously satisfies (3) and (4):
In the inverse and forward cases the matrix Y (q,q) has a specific structure. In particular, the structure is such that there exists a unique solution d of (5) for any given q,q and y. (5) in the forward and inverse cases respectively. In this section we define a different problem by relaxing the assumptions on the structure of the matrices in (5). In particular we are interested in situations which involve redundant measurements. Therefore, instead of assuming [D; Y ] square, we require its full-column rankness. Under this new hypothesis, d is over constrained and an exact solution of (5) does not always exist. An "approximated" solution can be obtained only by making some additional hypotheses. If we assume that all the constraints have equal relevance and all measurements the same accuracy, we can use the Moore-Penrose pseudo-inverse to obtain the least squares solution. If we have good reasons for weighting differently constraints and measurements, we can use the weighted pseudo-inverse to obtain the weighted least squares solution. We propose a different solution which consists in framing the estimation of d in a Gaussian Bayesian framework. Within the proposed context, computational efficiency can be maintained by representing the sparsity in D and Y either with a Bayesian network or with a sparse matrix representation [16] .
The idea is to build a joint probability density distribution for the d and y. This probability distribution should embed the structure represented in (5). We specify this probability using the factorisation p(d, y) = p(d)p(y|d). Let's first give an expression for p(y|d): (6) which implicitly makes the assumption that the measurement equation y = Y (q,q)d+b Y (q,q) is affected by a Gaussian noise with zero mean and covariance Σ y . The expression for p(d) is a little bit more complex. Ideally, we would like to have: 
Formally, the previous definitions lead to a proper probability density
With the definitions above we are now ready to give a new formulation of the estimation problem. In practice, we base the new formulation on the probability distribution p(d, y) which we just derived from (6) and (7). 
V. MAXIMUM-A-POSTERIORI DYNAMICS ESTIMATION
In the proposed Gaussian context, d map can be computed analytically. The idea is to first compute the probability distribution of d|y, which can be proven to be Gaussian itself. In particular we have p(d|y) ∼ N (µ d|y , Σ d|y ) with:
Dμ D . (8b) Moreover, in the Gaussian case the maximum a posteriori coincides with the mean of the posterior distribution p(d|y) so that we have:
Computations can be performed in various ways but computationally efficient solutions need to exploit the sparsity in the matrices D and Y as discussed in [16] .
2 http://en.wikipedia.org/wiki/Multivariate_ normal_distribution#Degenerate_case.
VI. MAXIMUM-A-POSTERIORI DYNAMICS AND STATE

ESTIMATION
In the previous sections we focused on estimating d while assuming q andq measured without uncertainty. In this section we discuss how to include q andq in the estimation. The motivation behind this extension are twofold. On one side, it is now always true that q andq can be measured. On the other side, some measurements are functions of q andq but do not depend explicitly on d. Gyroscopes are an example of sensors which can not be fruitfully integrated in the estimation of d proposed in the previous sections.
Including x = [q;q] in the estimation is non-trivial because it appears non-linearly in the equations (5). The idea is to first order approximate these equations around the mean of prior distributions on d and x, denotedd andx. We have:
where we defined the following quantities:
Rearranging (10), we can give it the same structure of (5):
In practice, all considerations in Section IV-B and Section V can be repeated, this time the vector d being substituted by
. A probability density p(y|d, x) can be defined as in (6) by replacing:
A probability density p(d, x) can be defined as in (7) by replacing:
being N (µ x , Σ x ) the prior distribution on x. The resulting joint probability distribution p(d, x, y) can be used to define a new maximum a posteriori estimation problem. Problem 6 (Maximum-a-posteriori state and dynamics): Compute d map , x map the maximum a posteriori estimation of d and x given the measurements y.
Also in this case the solution is given by (8) applying all the substitution above.
A. Analytic derivative computations
In this section we describe how to analytically compute the matrix ∂b D . For convenience we compute the derivative one component at a time, by deriving the i-th element of the vector
Similarly D ij is used to denote the element (i, j) of D and b D,i to denote the i-th element of b D . With this notation we have:
For the joint velocity derivatives we can exploit the fact that D only depends on q to obtain:
The derivation is therefore translated into deriving the elements D ij and b D,i with respect to q h andq h . Given the structure described in the appendix, derivations boil down to the problem of computing the derivatives of
In the following sections we describe how to analytically compute these derivatives.
1) i X λ(i) derivatives: in this section we compute the derivative of i X λ(i) with respect to q h andq h . In general, this transformation takes a different form depending on the type of joint (see [1] Table 4 .1). For simplicity we limit our notation to revolute joints around the z-axis. In this case we have:
being s qi and c qi the sine and cosine functions respectively. Clearly, the derivative of i X λ(i) with respect to q h is nonnull only if i = h. In this case we have:
2) i X * j derivatives: in computing the derivative of i X * j we exploit the fact that j ∈ µ(i), i.e. j is a children of i. In other terms i is the parent of j, i.e.
3) v i derivatives: the following computations make use of the set κ(i) which contains the ancestors of node i in the spanning tree used to describe the robot. Looking at the structure of equation (14) which recursively defines v i , it can be concluded that:
and:
4) Cross product derivatives: taking advantage of the derivatives computed above we are left with computing the following cross products:
where δ i,h is the Kronecker delta.
VII. RESULTS
We tested the proposed estimation algorithm both in simulation and on a real robot. As it was previously pointed out, the estimation relies on a linear approximation of the non-linear constraints. Therefore, even in simulation where the noise level can be arbitrarily reduced, no exact estimation will be obtained in a single step. Exact estimation would require an iterative procedure which is outside the scope of the present paper. As to this concern, purpose of the simulation and real robot experiments was to validate the accuracy of the simultaneous dynamics (d) and state (x) estimation. It is worth noticing here that the MATLAB software for performing all the computations described above and the experiments presented below is freely available under an open source license 3 .
A. Simulation results In the proposed simulations we considered a ten degrees of freedom (N B = 10, x ∈ R 20 , d ∈ R 200 ) planar chain composed of rotational joints and subject to a gravitational field. The system dynamics were randomly generated using the MATLAB toolbox released by Roy Featherstone 4 . The sensors were also randomly generated in a number of The figure shows the accuracy in estimating the the elbow (two top rows) and the wrist (two bottom lines) positions. Maximum-a-posteriori estimation (see Section VI) were obtained without using the associated encoders, which have been used only as a ground-truth for determining the estimation accuracy.
We tested the proposed estimation procedure on the iCub humanoid. The robot has 53 degrees of freedom, 25 of which were used in the present experiment (N B = 25, d ∈ R 500 ). Considered joints are those of the arms (5), legs (6) and pelvis (3) . The iCub is equipped with whole-body distributed sensors (see Fig. 1 ) but in the proposed experiment we used a subset of them: some linear accelerometers (8 in total: one per foot, one per hand, one in the head, one in the torso, one on each upper arm), gyroscopes (3 in total: one per hand and one in the head), all the available encoders (25) and all the force/torque sensors (6 in total: one per foot, one per upper arm and one per thigh) 5 . Considering that during the experiment no external force was applied to the robot, all f x i were null and this was simulated by associating a null measurement with small variance for all f x i . The resulting measurement vector y consists of 244 measurements, i.e. y ∈ R 244 . Computations of the maximum a posteriori dynamics p(d, x|y) took less than 100ms on a 3GHz Intel Core i7. The MATLAB code used for data processing is available on https://github.com and released with an open source license.
The dataset used in the experiment consists of 50 seconds of repetitive movements 6 . Data were dumped at 100Hz. In order to validate the accuracy of the proposed estimation we used some of the encoders as validation data. In particular, even if their value was measured during the experiment, the associated measurements were not used in the estimation but simply used a ground-truth. In Fig. 3 we report the results and the errors in estimating the elbow (two top rows) and the wrist (two bottom lines) joint coordinates without direct measurements. Compared with the ground-truth the achieved estimation gave a maximum error below 0.
VIII. CONCLUSIONS
We have presented a framework for simultaneously estimating the dynamics and the state of an articulated rigid body. Dynamics are represented in full coordinates, i.e. for each rigid body we estimate internal and external forces/torques, linear/angular accelerations, joint torque and joint accelerations. The computed estimation is physically consistent since it takes into account the dynamic model of the articulated rigid body. The a-posteriori estimation includes all available measurements such as encoders, gyroscopes, accelerometers, force and torque sensors. Simulations and experiments have shown that the proposed approach can obtain reliable estimations.
APPENDIX
In this section we derive the set of constraints that the vector d defined by (1) and (2) should satisfy in order to be physically consistent. These constrains derive from the Newton-Euler equations of an articulated rigid body. Derivation can be found in [1] (section 5.3) the only difference being our choice of expressing f x i in local coordinates:
which should hold for any choice of i in the set 1, . . . , N B with the definition a λ(1) = −a g (the gravitational spatial acceleration vector expressed in the inertial frame, null in its first three components and equal to the gravitational acceleration in the last three). Equation (13a) is the equation for propagating accelerations across a kinematic tree. Equation (13b) represents the Newton-Euler equations in spatial notation. The quantities v i which depend on q andq only, are computed iterating the following equations from 1 to N B with initial condition v λ(1) = 0.
As a final constraint on d, the spatial force f i projected on the joint motion constraints S i should equal the joint torque τ i for i = 1, . . . , N B :
Remarkably, the constraints (13) and (15) are all linear on the components of d and can therefore be rearranged as follows:
The 
