In this paper we develop a method for synthetic-aperture radar (SAR) imaging through a dispersive medium. We consider the case when the sensor and scatterers are embedded in a known homogeneous dispersive material, the scene to be imaged lies on a known surface and the radar antenna flight path is an arbitrary but known smooth curve. The scattering is modeled using a linearized (Born) scalar model. We assume that the measurements are polluted with additive noise. Furthermore, we assume that we have prior knowledge about the power-spectral densities of the scene and the noise. This leads us to formulate the problem in a statistical framework. We develop a filtered-back-projection imaging algorithm in which we choose the filter according to the statistical properties of the scene and noise. We present numerical simulations for a case where the scene consists of point-like scatterers located on the ground, and demonstrate how the ability to resolve the targets depends on a quantity which we call the noise-to-target ratio. In our simulations, the dispersive material is modeled with the Fung-Ulaby equations for leafy vegetation. However, the method is also applicable to other dielectric materials where the dispersion is considered relevant in the frequency range of the transmitted signals.
Introduction
If the speed of wave propagation in a medium depends on frequency, the medium is said to be dispersive. All materials are dispersive to some extent [1] ; however, almost all current work on radar imaging neglects the effect of dispersion. For most radar systems, this is a reasonable assumption because (a) the dispersion is very weak in dry air and (b) the frequency bands of most radar systems are not wide enough for dispersive effects to be important. However, it is well known that range resolution is proportional to the bandwidth. As a consequence, highresolution systems require broadband pulses for which the issue of dispersion may become important. Therefore, it is of interest to develop synthetic-aperture radar (SAR) imaging algorithms that account for dispersive wave propagation [2, 3] .
SAR image formation is closely related to the solution of an inverse scattering problem. The time-domain direct and inverse scattering problems for dispersive media have been extensively studied by many authors [4] [5] [6] [7] [8] [9] [10] . However, most of this work is for the onedimensional case. An optimization-based reconstruction of a parametrized multidimensional dispersive medium was demonstrated in [11] . The analysis of the effect of propagation through the dispersive ionosphere on SAR image formation was recently carried out in [12] . A method for performing SAR imaging through a weakly dispersive layer was developed in [2] , where the wave propagation was modeled in terms of a Fourier integral operator (FIO).
In this paper we will develop an algorithm for forming SAR images of objects that are embedded in a known homogeneous dispersive background. This paper is mainly based on SAR imaging methods as formulated in [13] and [14] for non-dispersive media, and complements the statistical approach developed in [15] and [16] for dealing with measurements that are corrupted by noise. Although we follow the general strategy of [2] , we find that our linearized forward model is not a FIO, and thus our imaging algorithm does not follow from the FIO theory.
This paper is divided into five sections. In section 2 we provide the mathematical model for scattering in a dispersive medium. We proceed to derive the filtered-back-projection method in section 3, where the main result is stated as theorem 3.2. Numerical examples in section 4 illustrate the implementation of the algorithm. Some concluding remarks are given in section 5.
Wave propagation through a dispersive medium
We consider the case in which the region between the sensors and the scattering objects ('targets') consists of a known, homogeneous, dispersive medium ('atmosphere').
In this section we give a brief review of the wave equations that govern the evolution of electromagnetic fields in the presence of scatterers in a dispersive medium.
Maxwell's equations and constitutive relations
Our starting point is the Maxwell equations, which are given in differential form by [17] ∇ · D(x, t) = ρ(x, t) (1a)
Here, D is the electric displacement, B is the magnetic induction, E is the electric field, H is the magnetic field, ρ is the charge density and J is the current density. The variable x = (x 1 , x 2 , x 3 ) T ∈ R 3 represents Cartesian coordinates and t ∈ R is time. Finally, ∇ · denotes the divergence operator and ∇× denotes the curl operator. In order to complete this set of equations, we need to add some constitutive relations. We will use the following relations [4, 18] :
B(x, t) = μ 0 H(x, t).
Here μ 0 denotes the free-space magnetic permeability. We should note that since ε(x, t) := 0 for t < 0, we are guaranteed that the constitutive relation obeys causality; the dielectric response of the medium will be affected by the applied field E only at earlier times. We will frequently write quantities in the temporal frequency domain. As an example, we can express the electric field, E, in terms of its Fourier transform,Ẽ(x, ω), as
The frequency-domain counterpart of the dielectric constitutive relation in (2a) is given bỹ
Here (x, ω) is the Fourier transform of ε(x, t).
Dispersion, wave numbers and index of refraction
For a dispersive medium, the permittivity not only is frequency dependent, but also, in order to obey the causality requirement in our constitutive relation, must be complex-valued. In terms of the relative permittivity of the medium r = / 0 , the index of refraction is
and is therefore also a complex-valued function; we denote the real and imaginary parts of n by n R and n I , respectively:
In order to avoid unphysical solutions, we choose the branch of the square root in (5) such that ωn I (ω) has positive sign. This branch corresponds to attenuation rather than amplification of the propagating electromagnetic waves. See section 1.3 in [19] for a detailed discussion of the index of refraction. The phase velocity v p is the speed at which the phase of any one frequency component
Here c 0 = 1/ √ μ 0 0 is the speed of light in vacuum.
We will also use the (complex) wave number k(ω) := ωn(ω)/c 0 = ω √ r (ω)/c 0 .
The scalar wave model
To arrive at the wave equation for the electric field in a homogeneous dispersive medium, we use equations (2a) and (2b) to eliminate D and B in (1c) and (1d). Then we substitute the curl of (1c) into (1d), and end up with
We use the identity
to write (8) as
We denote the right-hand side of (10) by −J s , which converts (10) into
In a homogeneous material with no sources, ∇ · E = 0 and J = 0, which implies that the source term J s is nonzero only where sources or scatterers are present. As a result, each component of the electric field satisfies a scalar wave equation of the form
Here j s denotes one component of J in (11).
Scattering model
In radar problems, the source J s of (11) is a sum of two terms, J s = J in + J sc , where J in models the transmitting antenna and J sc models the scattering object [20] . The solution E, which we write as E tot , therefore splits into two parts: E tot = E in + E sc . The first term, E in , satisfies the wave equation for the known, prescribed source J in . This part we call the incident field because it is incident upon the scatterers. The second term, E sc , is due to target scattering, and this part is called the scattered field. In our simplified scalar model, we write E tot = E in + E sc , where E in satisfies the wave equation for the known, prescribed source j in s . In scattering problems, the source term J sc (typically) represents the target's response to an incident field. This part of the source function will generally depend on the geometric and material properties of the target and on the form and strength of the incident field. Consequently, J sc can be quite complicated to describe analytically, and in general it will not have the same direction as J in . Fortunately, for our purposes it is not necessary to provide a detailed analysis of the target's response; for stationary objects consisting of linear materials, we can write our scalar model j sc as the time-domain convolution:
where v(t, x) is called the reflectivity function. In the full vector case, v would be a matrix operating on the full vector E tot ; here we use only the single matrix element corresponding to the component considered in (12) . We make some assumptions about the nature of the background medium and about the scattering objects. These correspond to the situation shown in figure 1. Assumption 2.1 (Scattering medium). We assume the following.
(i) The background medium (atmosphere) is homogeneous with known relative permittivity ε r (t). (ii) The complex part of the index of refraction, as defined in (6) , tends to 0 for large ω [19] , i.e. lim ω→∞ n I (ω) = 0.
(iii) Electromagnetic scattering occurs at the surface given by
where the function ψ : Figure 1 . Background medium with a relative permittivity of r , and a target which causes scattering due to a perturbation c 2 0 T of the relative permittivity.
(iv) The target dispersion is known; in particular, when combined with (15) we assume that the reflectivity function can be written as v(t,
We will use the term target, or ground reflectivity function, when we refer to T. The quantity T is what we want to reconstruct from measuring electromagnetic scattering (see figure 1 ).
The incident field.
The incident field is the solution of the electric field which would have existed in the absence of the target. Therefore, the scalar version E in will satisfy
In order to solve (16), we use the Green's function g that satisfies
together with the condition g(x, y, t) = 0 for t < 0. Here ε r is the background permittivity from assumption 2.1. This Green's function represents the wavefield at (x, t) due to a point source at y, at time t = 0.
To determine g, we take the temporal Fourier transform of (17) , and obtain
where again k(ω) = ωn(ω)/c 0 = ω √ r (ω)/c 0 , and r and G denote the Fourier transform of ε r and g, respectively. Equation (18) is solved by
If we take the inverse Fourier transform of (19), we get a solution to (17) :
For simplicity we consider an isotropic point-like antenna located at position y c : we replace j in s (x, t) by p(t)δ(x − y c ). The function p(t) corresponds to the waveform transmitted from the antenna [21] .
If we write the waveform p in terms of its Fourier transform P ,
and use the Green's function g from (20) , we find that E in satisfies
Here the * denotes convolution in both space and time.
Next, we assume that the center of the antenna y c is moving along the curve γ. Thus, we replace y c by a parametric curve
Here we use the fact that the time scale on which the antenna moves is very different from the time scale on which the electromagnetic waves propagate. This allows us to introduce a new time parameter s, called the slow time, which describes the position of the antenna along its flight path. In doing so, we are assuming that the movement of the antenna can be neglected during the time it takes for a pulse to propagate through the scene and back to the antenna. This is called the start-stop approximation. Thus, expression (22) depends also on the slow time s:
2.4.2. The scattered field. The scattered field E sc satisfies
The Green's function (20) then allows us to write the solution E sc of (26) as
This equation is the Lippmann-Schwinger equation. It defines a nonlinear mapping from a target T to the associated scattered field E sc (x, t, s). The nonlinearity arises because E tot = E in + E sc on the right-hand side of (27) also depends on T. We will now proceed to linearize (27) .
2.4.
3. Linearized data model. If we replace the full field E tot on the right-hand side of (27) by the incident field E in , we get the Born approximation or the single-scattering approximation to the scattered field
We have used a subscript B to indicate that we are using the Born approximation. This approximation removes the nonlinearity of (27) by replacing the product of T and E tot by the product of T and the known incident field. The Born approximation is valid when the average intensity of the scattered field E sc is small compared to the average intensity of the incident field E in in a given volume (|E sc | |E in |) [22] . We now substitute Green's function (20) and the incident field (25) into (28) , to obtain the scattered wavefield
where
accounts for the surface area on non-planar topography. We introduce a modified target
in (29):
To keep notation simpler, we will omit the tilde, and just write T. We should keep in mind, though, that formulas in the remainder of this paper are for the modified target. For flat topography, there is no distinction. We will measure the scattering data using the same antenna as was used to transmit the waveform p(t). By setting x = γ(s) in (32), we obtain
In (33) we have introduced a bold italic font for 2D vector positions; i.e. y := {(y 1 , y 2 ) ∈ R 2 } and dy is the 2D surface measure, and we have used the vector r s,y :
Equation (33) describes the scattering data in terms of a linear mapping, which we denote by F, from the target to the scattered electric field. Thus, E sc B (γ (s), t, s) = F(T )(t, s). Finally, we will include additive noise η(t, s) in our data model:
Image formation
We will now form the image I (z), i.e. an approximation to T (z). In the previous works on dispersionless media [13] [14] [15] 21] , the image formation strategy used the fact that the mapping F from the reflectivity function T to the scattered electric field took the form of a Fourier integral operator (FIO) (see [23] ). The tools of microlocal analysis were used to construct an approximate inversion operator and to analyze the regularity of the reconstructed image. In the case of dispersion, however, the forward operator is not a FIO because of the nonlinear dependence of the phase on the frequency ω. Nevertheless, we follow a similar strategy for image formation, namely looking for an inverse as a modified version of the filtered adjoint of the forward operator.
To form an image I (z) (i.e. an approximation to T (z)), we apply to the noisy data (35) an operator M Q of the form
An important feature here is that the explicit phase of (36) involves only the real part n R (ω).
Because the real part corresponds to the correct propagation speed, this results in a backprojection method which places the scatterers at the correct spatial range. The role of Q will be to enhance edges, while controlling noise contributions to the image. We will determine Q in such a way as to minimize the variance in the 'edge-information' (i.e. the leading-order terms) in the reconstructed image.
Image fidelity
To determine the relationship between the formed image I and the true target T, we substitute (35) and (33) into (36):
In the first integral, we can perform the integration with respect to t, and subsequently with respect to ω to obtain
We have here dropped the prime on ω in the second integral. The image is therefore divided into two parts, namely a target term I T and a noise term I η :
Here
and
Our goal is to design Q in such a way as to suppress noise while simultaneously retaining as much of the target information as possible. In order to simplify notation, we make the following definitions:
A P (ω, s, y) := A(ω, s, y)P (ω).
(44)
With this notation, we rewrite (38) as
We assume that the product QA P of (45a) is sufficiently well behaved for the integral to converge and for the method of stationary phase to be applicable. More specifically, we assume that the product QA P satisfies the symbol estimates [23] . Consequently, we can apply the method of stationary phase (see appendix B) to the ω and s integrals of (45a) to find that the leading-order contributions to (45a) stem from the critical points, which satisfy
Here r s,z = r s,z |rs,z| . Thus, we see that the leading-order contributions to the image arise only from those points z whose range (46) and Doppler shift (47) are the same as those for y.
We assume that (46) and (47) have solutions only when z = y. Whether this is true depends on the topography, flight path and antenna beam pattern. This assumption holds, for example, for a side-looking radar system flying in a straight line over flat topography, and was discussed extensively in [13] .
In a neighborhood of z = y, we simplify the phase of the exponent in (45a) using the integral form of the remainder for Taylor's theorem. As in [13] , we use the identity
with h(z) = ϑ R (ω)|r s,z | to write the exponent of (45a) as
For each z and y, we make the Stolt change of variables
and write the corresponding Jacobian as
such that
The absolute value of this determinant is often referred to as the Beylkin determinant. In appendix C, we derive its reciprocal:
where the phase velocity, v p , was defined in (7) , and the group velocity, v g , is defined as
The Stolt change of variables (51) can be performed (locally) as long as the right-hand side of (54) is nonzero [13] . Thus, for the analysis below, we need an additional criterion which is strictly related to the dispersive nature of the medium, namely that the first factor of (54) should be nonzero:
For example, this requirement is certainly satisfied for media exhibiting normal dispersion [24] , where ∂ ω n R (ω) > 0. By performing the change of variables (51) in the first integral, we transform (3.1) into
Determination of filter Q
and DΨ is the Jacobian matrix. We denote by z the set of values that ξ can take on: 
The set z is called the data-collection manifold, and is determined via the Stolt change of variables (51) by the flight path and the frequency band. The set z identifies the Fourier components of T that are present in the data. The size of the set z determines the resolution of the imaging system (see [15] for further details).
In an L 2 sense, the best reconstruction of T from Fourier components in z is obtained by restricting the Fourier transform of T to z before performing the inverse Fourier transform:
We will use this as the ideal image against which our reconstruction will be compared.
Image variance, bias and expected mean-square error.
We will now proceed to determine the filter Q for which the image I obtained using (36) is the best reconstruction. For this purpose we will quantify the quality of each reconstruction using the L 2 -norm of the deviation between our reconstruction and the reference reconstruction given by (62). If we define the point-wise error E(z),
then the L 2 error for this reconstruction is
Due to the presence of additive random noise, the reconstructed image is, strictly speaking, a stochastic quantity, which implies that (64) is also stochastic. Furthermore, rather than designing a Q which performs well for any particular reflectivity function T, we want a Q that performs well for a family of reflectivity functions. We therefore average the error over this family of candidate reflectivities. More specifically, we will consider each target as a realization of a random field. The stochastic noise model and the random field model for the target induce a probability density function for (Q, P , T ). Rather than using (64), we therefore proceed to use the mean-square error (MSE) as a measure of reconstruction error:
Here we have used · to indicate expectation. We can of course interchange expectation and integration in (65) to obtain the mean-square error expressed as an integral over the point-wise second-order moment of the reconstruction error
The MSE comprises two components (for details see [15] and [25] ):
where V(Q, P ) is the total variance of E:
and B(Q, P ) is the square of the L 2 -norm of the bias:
It is well known that in general we cannot expect to obtain an image with both correct mean and minimal variance. Because it is very desirable that the image does not change appreciably for different realizations of noise, we minimize the variance of the image, but do not constrain the mean.
In the rest of the paper, for simplicity, we address the case in which the target T has a zero mean. Since the scattering model and the reconstruction algorithm both are linear, this implies that the expected value for the reconstruction is also zero; in this case the bias term is zero. In this case, minimizing the MSE is equivalent to minimizing the variance. We therefore proceed to minimize the MSE of (66), keeping in mind that for our case this is equivalent to minimizing the variance. Furthermore, the same results are obtained if there is a known non-zero mean; minimizing the variance amounts to subtracting off the mean and then minimizing the mean-square error. Assumption 3.1 (Stochastic scattering). We assume that the target T is a zero-mean secondorder random field with known covariance function R T :
Here T (y ) is the complex conjugate of T (y ). Furthermore, we assume that the noise η(t, s) is a zero-mean second-order stochastic process [26, 27] which (a) is stationary in the fast-time variable t, (b) is statistically uncorrelated in the slow-time variable s and (c) has a spectral density function S η which we define through the relation
Here again bar denotes complex conjugation. Finally we assume that the T and η are statistically independent such that
Under these assumptions, the best image in the minimum MSE sense is obtained by minimizing the integral
where, omitting functional dependence on P and Q,
Note that the cross terms vanish in (74) because the target and the noise are statistically independent and have zero mean. Rearranging (76), we obtain 
Here bar denotes complex conjugate.
To simplify (80), we apply the stationary phase approximation [23] to the phase (z − y) · ξ − (z − y ) · ξ , where the critical set and the Hessian are (see appendix B) Critical set
Consequently, the main contribution to the integral (80) comes from the set ξ = ξ and z = y :
Let us now define S T through the following Fourier transform relation with R T :
We will refer to S T as the target spectral-density function. Inserting (84) into (83) we arrive at
To (85) we again apply the method of stationary phase. In this case the phase is − ζ) , and the leading-order contribution comes from the points ξ = ζ and z = y. The leading-order term is
We now make the assumption that the target T is a wide-sense stationary random field. In this case, the correlation function R T is a function only of the difference between its two variables:
Under this assumption, from (86) we obtain
We 
We want to find the optimal filter Q = Q opt for which (90) is minimized. To do this, we set to zero the variational derivative of (P , Q) with respect to Q: As this should hold for all q, we obtain
Solving for Q opt , we find that (ξ(ω, s, z) )
.
Finally, we use (44) to substitute back A P (ω, s, z) = A(ω, s, z)P (ω, s). We summarize this result in the following theorem.
Theorem 3.2 (Optimal reconstruction filter).
Let the background medium satisfy assumptions 2.1. Let the stochastic target model satisfy assumptions 3.1. In (36) , the filter Q that is optimal, in the sense of minimizing the variance (90) in the leading-order contributions of the image, is given by
where the (frequency-domain) noise-to-target ratio σ ηT is defined as
and we have used (51) to define S T (ω, s, z) :
and A is given by (43) .
For the non-dispersive case, we see that our reconstruction is identical to the varianceminimizing filter which was derived in [15] , though the results therein were stated as filtering integrations over the image frequency variable ξ . Here, we have chosen to express the filter as a function of the data collection variables (ω, s) directly, to reduce any confusion as to how the filter is applied.
Four special cases of (94) are worth noting.
(i) No noise: σ ηT = 0, then the filter (94) reduces to the inverse filter (AP J ) −1 . In the non-dispersive case this becomes the filter which was derived in [13] . (ii) No signal: if the target does not scatter waves in some frequency interval, i.e. if S T (ξ(ω, s, z) ) = 0 for some ω interval, then formally σ ηT is infinite and Q opt = 0; the filter does not pass frequencies in this interval and therefore there is no contribution to the image from these frequencies, see equations (57) and (58). (iii) Non-zero signal and noise spectrum: in the case of non-zero noise-to-target spectrum ratio, the filter is appropriately weighted [28, 29] . The quantity σ ηT is a frequency-dependent regularization term. (iv) White noise: if the noise can be assumed to be spectrally white and independent of the slow-time parameter s, equation (94) reduces to a simple parametric filter
with a constant σ 2 equal to the noise variance.
Noise-to-target and signal-to-noise ratios
The optimal reconstruction filter depends on a somewhat unconventional quantity, namely the noise-to-target ratio σ ηT . It is more common to refer to the signal-to-noise ratio (SNR); we show below how the noise-to-target ratio is related to the SNR. From (33) , we see that in the Fourier domain, the signal without noise is
Therefore, the signal variance is
If we assume that the flight path is far from the targets, i.e. |r s,y | and |r s,y | are large, then we can perform a far-field approximation in (98) to obtain 
We recognize the integration as a Fourier transform which takes the target correlation function R T into the target spectral density S T :
If y is at the origin, we can use (51) and (C.13) to see that this is indeed
We can therefore view the SNR as approximately 1/σ ηT , multiplied by the square of the amplitude of the signal which is received after being scattered from a target with unit reflectivity. An important difference between the SNR and the noise-to-target ratio is that the SNR depends on the distance from the target region to the flight path, whereas the noise-to-target ratio does not.
Numerical simulations
Now we present numerical simulations which illustrate the algorithm introduced in the previous section. The scene consists of a homogeneous background with embedded point reflectors. These reflectors are weak scatterers in the sense that their permittivity is close to that of the background medium. The trajectory for the radar antenna is a circular path with a radius of 100 m, at a height 10 m above the flat ground. Figure 2 shows an illustration of this scenario.
The transmitted waveform which we used was a sinusoid with carrier frequency 0.1 GHz. This value was chosen so as to coincide with the frequency band where the index of refraction displays most change (see figure 4 ). The sinusoid was truncated to a pulse length of 85 ns. In order to keep the effective support of the pulse spectrum within the band of frequencies permitted by our temporal sampling rate, we applied a low-pass filter to the waveform. The result can be seen in figure 3 . We observe the effect of the low-pass filter as a smooth modulation of the sinusoid.
Noise was added to the scattering simulations to emulate electronic receiver noise. For this we used a noise model with constant power spectrum, namely white Gaussian noise. The noise level was kept constant along the full trajectory, and chosen to yield a given average time-domain SNR. For this we used the following definition of average time-domain SNR: where S(ω, s) is the temporal Fourier transform of the noiseless scattering modeled by (33) , and S η is the noise spectrum. When reconstructing the image, we need, in addition to the noise spectrum, an expression for the target spectrum. Information about approximate target location, scattering strength or spatial correlation between different targets could be encoded into this spectrum. For our purposes, we chose to consider independent point reflectors, and a white target spectrum; the function S T (ξ ) is a constant.
In all simulations, the background consisted of leafy vegetation, which we modeled with the Fung-Ulaby model (see appendix A and [30] ). This model involves three parameters: the concentration of leaves v l in a given volume of air, the percentage of water v w present in each leaf and the relaxation time τ of water.
Sparse vegetation
To model sparse foliage, we took v w = 0.20 (20% of the weight of each leaf is water), v l = 0.04 (4% of the given volume of air is filled by leaves) and τ = 8 ns. These parameters were chosen so that condition (56) is satisfied in the entire frequency band. In figure 4 we show the profile of the real and imaginary parts of the index of refraction (square root of the Fung-Ulaby permittivity). Figure 5 shows scattering simulations with average time-domain SNR of 40 dB and with 0 dB. The leading and trailing edge transients which are clearly visible in the 40 dB SNR case are called Brillouin precursors [1, 8] . These transient wavefields have been studied extensively and, because with increasing propagation distance, they decay algebraically rather than exponentially, such Brillouin precursors have been considered potentially useful for foliage-and ground-penetrating radar as well for underwater communications (for details see [31] [32] [33] ). Figure 7 shows reconstructions for varying levels of SNR. For comparison, the same reconstructions were also performed from scattering measured in a non-dispersive medium. We see clearly how the dispersion degrades the spatial resolution; this can be understood as follows. It is common knowledge that the spatial resolution is proportional to the bandwidth. It is, however, not necessarily the bandwidth of the transmit pulse that is important; note that here the transmit pulse was the same for all cases. The important quantity is what we refer to as the effective bandwidth, i.e., the bandwidth of the resulting signal after it has been filtered. This incorporates both the effect of dispersion and the effect of the noise. For our simulations, this bandwidth is simply the intersection of the bandwidth of the filter,
with the set of frequencies |ξ| obtained from (60). In figure 6 we see the effective bandwidth of (104) for z = 0 (the origin), plotted as the width of the frequency band where W (0, ω) exceeds −6 dB of its maximum. It is clear from this plot that increasing the noise level will decrease the effective bandwidth. Furthermore, dispersion clearly affects the bandwidth; dispersion affects high frequencies more than low frequencies. In the high-frequency range the noise is therefore more dominant in the dispersive case than in the non-dispersive case. Curiously, for the extremely low SNR, the bandwidth seems to be better for the dispersive case than for the non-dispersive case. This can be explained by the fact that dispersion renders the main lobe of the measured signal broader and flatter than the transmitted signal. This results in a broader, −6 dB frequency width when only the main lobe is included in the calculations. Moreover, as the SNR decreases from virtually noise-free data to a SNR of −30 dB, the images become blurry, and lose contrast. Note how the ability to recover the peak strength decreases with the increasing amount of regularization which is applied as the SNR decreases.
Here the colorbars in the right column of figure 7 have been normalized with respect to those on the left.
In general, the noise-to-target ratio (NTR) is a function of spatial location, as well as frequency and location on the flight path. For the simulations performed here, where both the noise and target spectral densities are constant, the NTR reduces to a single number. For the permittivity corresponding to 4% foliage volume fraction and a range of about 100 m, a 40 dB SNR corresponds to a 55 dB NTR, and −20 dB SNR corresponds to 115 dB NTR.
Dense vegetation
To model dense vegetation, we take the leaf volume fraction to be v l = 0.1 and v w = 0.20 (20% of the weight of each leaf is water) and τ = 8 ns. The corresponding index of refraction is shown in figure 8 .
In figure 9 we see the scattering measurements from two point scatterers. The leading and trailing edge transients which are clearly visible in figure 9 are the Brillouin precursors.
In figure 10 , we show the reconstructed images for the 40, 0, −20 and −30 dB SNR. When the SNR = −20 dB, the two point scatterers are completely lost by blurring.
[m]
(a) SNR=40 dB [m] [m] 
Concluding remarks
In this paper, we have developed a formula for forming SAR images through a temporally dispersive medium. For a given waveform, we derived a filtered-backprojection reconstruction method, the filter of which was optimally designed to minimize the reconstruction error in the mean-square sense. Thus, this paper has extended the analysis in [13] and [15] to the situation where the background is dispersive. In the non-dispersive case, the filter we derive here reduces to the one found in [15] . We note that although the analysis here uses the Stolt change of variables, and therefore requires the Beylkin determinant to be non-singular, the resulting reconstruction filter is well defined also in the case of a singular Beylkin determinant; we see from (94) that a singular Beylkin determinant merely results in certain frequencies not being passed through the filter.
We showed reconstructions from this method for the case of a transmitted waveform consisting of a square-wave-modulated sine wave. In the future we will address the issue of optimal waveform design for improving imaging through a dispersive medium. grateful to Air Force Office of Scientific Research 4 (AFOSR) for supporting this work under the agreements FA9550-06-1-0017 and FA9550-09-1-0013. JHM acknowledges support from The National Council for Science and Technology (CONACyT) of Mexico.
The stationary phase method deals with integrals of the form (B.1) in which the integration is over a compact set K in R N . The point
The stationary phase theorem states that if u ∈ C ∞ 0 (K), and φ has only non-degenerate critical points {x 1 , x 2 , . . .}, then as λ → ∞ the leading-order approximation to (B.1) is obtained from the estimate (see proposition 2.3 in [23] )
and where sgn(·) denotes the signature of the Hessian, i.e., the number of positive eigenvalues minus the number of negative ones.
If φ and u depend on parameters, the same result holds provided that u satisfies a symbol estimate of the form given in [23] .
Leading-order behavior of (45a). Into (40) or (45a), we introduce a large parameter λ as follows. In (45a), first we make the change of variables We assume thatÃ satisfies a symbol estimate of the form given in [23] . (Recall that we have assumed that ωn I (ω) → const as ω → ∞; this is the case for the Fung-Ulaby model.)
Consequently, the stationary phase theorem tells us that the large-λ leading-order contributions to (B.6) come from the critical points satisfying (46) and (47).
Leading-order behavior of (80). To put (80) We apply the stationary phase analysis to the z andξ integrals, so that N in (B.2) is 4; the leading-order term is (85). The right-hand side of (B.2) decays more rapidly than λ −2 provided u satisfies a symbol estimate as in [23] . This is the case because (a) the flight path is smooth, (b) for the operating frequencies of the radar, the permittivity r is smooth and (c) P is assumed to satisfy symbol estimates. Although derivatives with respect toξ give rise to factors of λ, because u involves P, whose derivatives decay increasingly rapidly in ω (ω being proportional to |ξ| = λ), these extra factors of λ do not lead to an overall worsening of the decay rate in λ. For the calculation of (85), we assume that Q is smooth; then smoothness of (94) can be checked, so that the assumption is consistent with the result.
Appendix C. Beylkin determinant
In order to compute the Jacobian determinant for the Stolt change of variables, we start from equations (15) , (34) and (51): where P ⊥γ (s) denotes the scaled projection ofγ(s) onto the plane perpendicular to r s,z : P ⊥γ (s) :=γ (s) − r 0 s,z ( r 0 s,z ·γ(s)) |r 0 s,z | .
(C.10)
We furthermore obtain
Inserting (C.9)-(C.11) into (C.6), we arrive at the reciprocal of the Jacobian determinant, J (s, ω, z, z) , as
Comparing (C.12) to the result presented in [13] , we note the multiplicative factor 4ω/(v p (ω)v g (ω)) which is needed here to account for the dispersivity.
As a concrete example, if we consider a circular trajectory with radius R, centered at the origin, and at a height h above a flat topography, we have where the trajectory has been parametrized such that 0 s < 2π . This implies that the reciprocal of the Beylkin determinant at the origin is ∂ξ ∂(ω, s) = 4ω c 2 0 n R (ω) (n R (ω) + ω∂ ω n R (ω)) R R 2 + h 2 .
(C.14)
