Abstract. We prove that under certain conditions, a vectorial SturmLiouville differential equation of dimension n ≥ 2 can only possess finitely many eigenvalues which have multiplicity n. For the case n = 2, we find a sufficient condition on the potential function Q(x), and a bound m Q depending on Q(x), such that the eigenvalues of the equation with index exceeding m Q are all simple. These results are applied to find some sufficient conditions which imply that the spectra of two potential equations, or two string equations, have finitely many elements in common, and an estimate of the number of elements in the intersection of two spectra is provided.
Introduction
It was known a long time ago that if q(x) is a nice real-valued function on 0 ≤ x ≤ 1, and ρ(x) is a nice positive function on 0 ≤ x ≤ 1, then the eigenvalues of the potential equation with potential f unction q(x), y (x) + (λ − q(x))y(x) = 0, y(0) = y(1) = 0, (1) and the eigenvalues of the string equation with densityf unction ρ(x), y (x) + µρ(x)y(x) = 0, y(0) = y(1) = 0, (2) are simple, i.e., of multiplicity 1, and the k th eigenfunction has exactly k − 1 signchanged zeros in the interval 0 < x < 1. But for the following n-dimensional vectorial Sturm-Liouville differential equation
where n ≥ 2, I is the n-by-n identity matrix, Q(x) is a continuous n-by-n real symmetric matrix-valued function defined on 0 ≤ x ≤ 1, and z(x) is an R n -valued function, the multiplicity of the eigenvalues and properties of the eigenfunctions are not well-understood. One purpose of this paper is to investigate the multiplicity problem of the equation (3) for the case when Q(x) is a Jacobi matrix-valued function, i.e., Q(x) = [q ij (x)], where q ii (x) = p i (x), i = 1, 2, , ..., n, q j,j+1 (x) = q j+1,j (x) = −r j (x), j = 1, ...., n − 1, and q lm (x) = 0 if |l − m| ≥ 2. We shall denote this Q(x) by J[p 1 (x), ..., p n (x); r 1 (x), ..., r n−1 (x)], where p i (x) and r j (x), 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1, are assumed to be continuous functions. In section two, using the theory of matrix differential equations (see [2] ), we prove the following theorem among others:
then, except finitely many eigenvalues, the multiplicity of the eigenvalues of (3) are at most n − 1.
The case n = 2 in Theorem 2.3 ( also see Theorem 2.2 ) is more interesting for application. Let σ(q) denote the spectrum of the potential equation (1) with potential function q(x), and let σ s (ρ) denote the spectrum of the string equation (2) with density function ρ(x). In section three, as applications of Theorem 2.3, we prove the following results. 
then σ s (ρ 1 ) and σ s (ρ 2 ) only have finitely many elements in common.
Finally, in section four, for a two-by-two potential function Q(x) satisfying the condition of Theorem 2.2, we study the problem of finding a number m Q such that for n ≥ m Q the n th eigenvalue of (3) is simple. Suppose
r 1 (x)dx = 0. We find two constants Q * and Λ * , which are expressed in terms of p 1 (x), p 2 (x), and r 1 (x); these two numbers play important roles for studying the above mentioned problem. To be more precise, we have Theorem 4.1. If λ n is an eigenvalue of (3) which satisfies the conditions
then λ n is a simple eigenvalue.
Using Theorem 4.1, an estimate of m Q is found (see Theorem 4.2) , and the result is applied to find an upper bound for the number of elements in the intersection of the spectra of two potential equations (see Theorem 4.3).
The multiplicity of eigenvalues of a vectorial Sturm-Liouville equation
To study the eigenvalue problem (3) we consider the following matrix differential equation:
where Y (x) is an n-by-n matrix-valued function. We use Y (x; λ) to denote the solution of the initial value problem (4). Then λ * is an eigenvalue of (3) if and only if Y (1; λ * ) is a singular matrix. The multiplicity of λ * as an eigenvalue of (3) is equal to the dimension of the null space of Y (1; λ * ). It is known (see [7, pp 304-305] ) that (3) has a countably infinite number of real eigenvalues which are bounded from below. Counting the multiplicity of eigenvalues, we arrange all eigenvalues of (3) as an ascending sequence λ 1 ≤ λ 2 ≤ ... ≤ λ m ≤ .... The multiplicity of an eigenvalue λ * of (3) is at most n, and the multiplicity of λ * is n if and only if Y (1; λ * ) is the zero matrix. The following asymptotic formula of Y (x; λ) ( see [1, (1.2. 2)]) shall be used later: for λ > 0 ,
To study the multiplicity of eigenvalues of (3) for
first we treat the case n = 2.
, and λ * is an eigenvalue of (3) which has multiplicity two, let y 1 (x) = col(y 11 (x), y 21 (x)) and y 2 (x) = col(y 12 (x), y 22 (x)) be two solutions of (3) corresponding to λ * . Then we have the following identity:
Proof. Note that y ij (x), i, j = 1, 2, satisfy the following two relations:
By (7) and (8) we have
Integrating (9) from x = 0 to x = 1 and using the boundary conditions y ij (0) = y ij (1) = 0, we obtain (6).
Using Lemma 2.1 we prove the following result.
, and Proof. Suppose, on the contrary, there are infinitely many eigenvalues λ n k which have multiplicity two. Denote the solution of (4) (6) and (10) imply that
which tells us that we have
By (11), the Riemann-Lebesgue Lemma tells us that if (3) has infinitely many eigenvalues of multiplicity two, then The result of Theorem 2.2 can be generalized as follows.
Proof. By Theorem 2.2, the assertion of Theorem 2.3 holds for the case n = 2. Suppose there exists Q(x) = J[p 1 (x), ..., p n (x); r 1 (x), ..., r n−1 (x)], n ≥ 3, such that the eigenvalue problem (3) has infinitely many eigenvalues λ m k of multiplicity n.
n i,j=1 denote the corresponding matrix solution of (4). Then following the argument of Lemma 2.1, in particular using (7) and (8), we have (6) for this case. Then, by (5), we also have the identity (11), and hence, by the Riemann-Lebesgue Lemma, we have 1 0 r 1 (x)dx = 0. Thus if 1 0 r 1 (x)dx = 0, then, except finitely many eigenvalues, the multiplicity of the eigenvalues of (3) are at most n − 1.
If at least one r j (x) which is not zero, and r 1 (x), ...., r n−1 (x) never change sign in 0 ≤ x ≤ 1, then, except finitely many eigenvalues, the multiplicity of the eigenvalues of (3) are at most n − 1.
Proof. We shall prove this theorem by mathematical induction. By Theorem 2.2, the assertion of this theorem holds for the case n = 2. Assume it holds for the case n = k, where k ≥ 2, but there exists a Q(x) = J[p 1 (x), ..., p k+1 (x); r 1 (x), ..., r k (x)] such that (3) has infinitely many eigenvalues λ mt which have multiplicity k + 1. Then, by the argument in the proof of Theorem 2.3 and the assumption that r 1 (x), ..., r k (x) never change sign on 0 ≤ x ≤ 1, we conclude that r 1 (x) = 0. But then forQ(x) = J[p 2 (x), ..., p k+1 (x); r 2 (x), ..., r k (x)], the eigenvalues of (3), counting multiplicity, consist of the eigenvalues in σ(p 1 ) and the eigenvalues of the eigenvalue problem
which implies (12) has infinitely many eigenvalues of multiplicity k, a contradiction to the induction assumption. This completes the proof of Theorem 2.4.
3. The intersection of the spectra of two potential equations, or two string equations.
In this section we shall apply Theorem 2.2 to study the intersection of the spectra of two potential equations of the form (1), or two string equations of the form (2) . Recall that for (1) with potential function q(x), σ(q) is used to denote its spectrum, i.e., the set of all eigenvalues of (1); and σ s (ρ) is used to denote the spectrum of (2) with density function ρ(x). Proof. Denote
and
, where r 1 (x) = (q 1 (x) − q 2 (x))sinθcosθ, θ is a constant. Then for Q(x) = Q θ (x), the sequence of eigenvalues, counting multiplicity, of (3), consists of elements of σ(q 1 ) and σ(q 2 ), counting multiplicity. If we choose θ so that sinθcosθ = 0, then, by (13), 1 0 r 1 (x)dx = 0. And it follows from Theorem 2.2 that, for Q(x) = Q θ (x), (3) has only finitely many eigenvalues which have multiplicity two, which implies that σ(q 1 ) ∩ σ(q 2 ) is a finite set.
Applying Theorem 3.1 and using the Liouville transformation (see [3] ) we obtain the following result. 
Proof. Letting
the equation (2) is transformed to equation (1) where y and x are replaced by u and z, respectively. And, by the method of changing variables, we find that
Applying (14), (15) and (16), Theorem 3.1 implies our assertion.
As an application of Theorem 3.1, we prove the following result about Bessel functions. For information about Bessel functions, we refer to [4] and [5] . Recall that J n (x) (resp., Y n (x)) is the Bessel function of the first kind (resp., the second kind) of order n.
at most finitely many positive zeros in common.
Proof. It is easy to show that if we set
then f (x) satisfies the following equation:
with f (1) = 0, f (1) = 0. Thus the square of the positive zeros of the function J n (s)Y n (sb) − J n (sb)Y n (s) are the eigenvalues of the following eigenvalue problem:
Then our assertion is just a consequence of Theorem 3.1.
The multiplicity of eigenvalues of a two-dimensional vectorial Sturm-Liouville equation
, where p 1 (x), p 2 (x) and r 1 (x) are C 1 -f unctions on 0 ≤ x ≤ 1, and let λ 1 ≤ λ 2 ≤ ... ≤ λ n ≤ ... denote the sequence of eigenvalues of (3). If 1 0 r 1 (x)dx = 0, then, by Theorem 2.2, there exists an index m Q such that for n ≥ m Q the eigenvalues λ n of (3) are simple. In this section we shall try to find an upper bound estimate of the number m Q . This estimate is obviously applicable to the problem of estimating the number of elements in the intersection of the spectra of two potential equations, or two string equations.
Let A = [a ij ] 2 i,j=1 be a two-by-two matrix. Define the maximum norm of A as follows:
If A and B are two two-by-two matrices, then we have
Let Y (x; λ) denote the matrix-valued solution of the equation (4) . Then Y (x; λ) satisfies the following integral equation (see [1] ):
where
Note that, by (18) and (19), we have
and, by Gronwall's inequality, (22) tells us that
Then, by (21) and (23), we have, for 1 ≤ i, j ≤ 2,
then we have, for
Using (21) and (20),
and, by (25), if (24) is satisfied, then we have, for 0 ≤ x ≤ 1,
And by (27), we have
We shall also need the following inequality, which follows from integration by parts:
Note that, by (28) and (29), we have
if λ satisfies inequality (24). Denote
Now we are ready to prove the following result. 
If λ n is an eigenvalue of (3) satisfying the following conditions,
Proof. Suppose λ n satisfies conditions (31) and (32), but the multiplicity of λ n is two. Then, by Lemma 2.1, 
By the maximum-minimum principle ( see [6, Chapter VI] ) we have
where λ n [Q] is the n th eigenvalue of (3), and Q 1 (x) = s 1 (x)I, I is the two-by-two identity matrix. Since each eigenvalue of (3), with Q 1 (x) replacing Q(x), is of multiplicity two, we have 
Then the n th eigenvalues of (3) is simple if n ≥ m Q .
By Theorem 4.2 and the proof of Theorem 3.1 we also have the following result. We shall use the notation a∨b to denote the maximum of two real numbers a and b. For q 1 (x) and q 2 (x), two continuous functions on 0 ≤ x ≤ 1, 1 0 (q 1 (x) − q 2 (x))dx = 0, we shall also use the following abbreviation: (|q 1 (x) + q 2 (x)|) ∨ (|q 1 (x) − q 2 (x)|)dx, andΛ * is the same as the number Λ * defined in Theorem 4.1. Suppose, on the contrary, σ(q 1 ) and σ(q 2 ) have at least n q1,q2 + 1 elements in common. Since the sequence of eigenvalues of (3) with Q(x) = Q π/4 (x) consists of elements of σ(q 1 ) and σ(q 2 ) counting multiplicity, there exists an index n * , n * ≥ 2n q1,q2 + 2, such that λ n * [Q π/4 ] is not simple. But, by (34),
hence, by (37) and (38), λ n * [Q π/4 ] satisfies the conditions of Theorem 4.1, which implies that λ n * [Q π/4 ] is simple, a contradiction. Hence σ(q 1 ) and σ(q 2 ) have at most n q1,q2 elements in common.
