A time-averaged likelihood-ratio test (LRT) is
I. INTRODUCTION
Several methods have been proposed for detecting a signal of known duration T seconds that appears at some random time. These detection methods are usually applied to the output from a receiver that is sampled at a rate such that N >> 1 samples are obtained in T seconds. Two extreme methods are commonly considered. One is to apply tests to nonoverlapping contiguous groups of N consecutive samples per group. The other is to use the so-called "moving window," in which a new test that uses the next N consecutive samples begins with each sample. The first method results in splitting the signal samples between adjacent groups (except in the rare case of exact time alignment), thus reducing the probability of detection. Some of this degradation can be offset by overlapping the tests by one-half, even though this doubles the decision rate. The performance of the moving-window method is degraded because the number of decisions per second is N times larger than for the nonoverlapping method. Therefore, the false-alarm probability Pf must be N times smaller for moving-window tests if the false-alarm rate (FAR) is to equal that of nonoverlapping tests.
We describe a likelihood-ratio test (LRT) that averages over time and avoids having to reduce Pf to compensate for overlapping tests. We compare the performance of this time-averaged LRT with the LRT whose test window is aligned in time with the signal and also with a test based on the maximum of N consecutive likelihood ratios. "Energy detection" (ED) is an alternative detection method not based on likelihood ratios. We found it very useful to compare the LRT tests with ED performance, which is simple Manuscript received November 4, 1996. IEEE Log NO. T-AES/34/3/06037. U.S. Government work not protected by U.S. copyright. 001 8-925 1/98/$10.00 IEEE to calculate if the ED test window is aligned with the signal. The comparisons illustrated in this paper are for N = 16, but we obtained similar results for N = 4, 8, and 32. We used Monte Carlo simulation to determine the performance of the LRT methods, and thus had to use somewhat larger values of Pf than are normally practical. To make the problem tractable, we assume that the signal-to-noise ratio (SNR) of the signal remains constant over the sampling time and that the noise at the input to the detector is a zero-mean, stationary, Gaussian random process that has a flat, band-limited power spectral density. The signal could be, for example, a phase-modulated communication or radar signal. The time-averaged LRT is also an alternative to a radar's moving-window detector (MWD) (also known as a sliding-window detector) that stores for each range resolution increment the samples over the previous N azimuthal increments. At target range, N consecutive observations with signal present occur as the antenna scans through the target. (For this application, our results would be only approximate because of our assumption of a constant SNR.) While we present generalized versions of the tests, for comparisons we model the detection problem as follows. The signal consists of N contiguous pulses, each having bandwidth W and duration Tp = 1/W. The carrier phase is constant over a pulse but is random uniformly over [0,27r] from pulse to pulse. A quadratic (i.e., square-law envelope) detector follows a filter matched to the signal band. The output from the detector is sampled at times jT, ( j = 1,2,, , .). The LRT results apply equally to linear envelope detection.
LIKELIHOOD-RATIO TEST FOR RANDOMLY OCCURRING SIGNALS
Suppose a signal of known duration T may appear at some random time and that the receiver is sampled at a rate such that N >> 1 samples are obtained in T seconds. Denote the samples by x I , x 2 , . . . ,x,, . . . , and partition them into segments of N samples each: 7 x 2 , . . . , x N ; x N + 1 > x N + 2 , * f * 9 X 2 N ; X 2 N + 1 7 X 2 N + 2 9 . . * ,X3N ; * * *
(1)
We assume that the probability density of n is fo (n) when no signal is present and that the density is f i ( x ) when a signal is present. We also assume the samples are independent. We propose the following test to decide if the signal begins in a given segment, with the same test applied for all segments.
The hypotheses to be tested are H,: No signal begins in the segment, and H,: A signal begins in the segment and is equally likely to begin at the kth sample within the segment, k = 1,2,. . . , N . The test statistic for the pth segment is the average of the N likelihood ratios, Consecutive values have the following recursive This equation is obtained by computing the likelihood ratio conditioned on k , then averaging over the equally likely possibilities for k. The likelihood ratio in (2) is compared with a threshold. If the threshold is exceeded, hypothesis HI is accepted; otherwise, H,, is accepted. In many applications, it is simpler (and equivalent in perfonmance) to use a test based on the logarithm of the likelihood ratio. However, because of the sum in (2), little, if anything, is gained by using logarithms. In most applications, the test based on the likelihood ratio in (2) depends on one or more parameters of f l ( x ) and, as a result, is not uniformly most powerful. Specifically, in this application the design value of the SNR must equal the actual SNR of the received signal or detection performance is degraded.
Note that if the signal begins late in a segment, then the test of the next segment uses up to N -1 signal samples. Similarly, if the signal begins early in a segment, the test of the previous segment includes up to N -I signal samples. Only the test for the segment in which the signal begins includes a likelihood ratio computed for all N signal samples, but a test preceding or following it frequently will have a signal decision. In our simulations, we count two or three consecutive signal decisions as a single alarm. The overall detectioin probability Pd is the probability of a signal decision in at least one of the tests (two or three, depending on the signal position) that use any of the N signal samples.
Allowing three contiguous signal decisions to be counted as one alarm is somewhat arbitrary. We could treat three as two alarms, because tests for noncontiguous segments are independent if no signal is present. However, a second-stage analysis triggered by an alarm necessarily includes a wider range of samples because the N signal samples often are spread over three tests. Therefore, the two false alarms likely would cost the same as one. Unless Pf is impractically large, the difference in performance will be smaller than the simulation error whether we treat pairs only or also triples as alarms.
Ill. COMPARISON TESTS
For each of the four tests we compare, a single decision is made every N observations, so false-alarm performance is based on Pf rather than the FAR. In somewhat similar applications involving averaging over a set of likelihood ratios, it has been found that comparing the maximum of the set with a threshold is just slightly worse than using the average value. Therefore, we also performed simulations for the test max
We use the same decision rule as for the TAVGL, so
Pd is the probability of a signal decision in any of the two or three consecutive tests that use signal samples.
C. Time-Aligned (Coincidence) LRT (COINCL)
To learn the amount of degradation that detection performance suffers because of the ignorance of the time of arrival of the signal, we compare the performance of the time-averaged LRT with the LRT designed for a signal that will coincide in time with one of the segments of N samples:
Every threshold crossing is treated as an alarm, because the tests do not share any samples.
D. Energy Detection (ED)
For our signal model, ED is the same as noncoherent square-law integration of N pulses in radar applications. Again assume that the signal will coincide in time with one of the segments of N samples. A signal detection occurs for the pth segment if
The ED calculations assume that the time-bandwidth area of transmission is N . The values of Pf and pd are calculated, respectively, by using the chi-square distribution with 2N degrees of freedom and the noncentral chi-square distribution with 2N degrees of freedom and noncentrality parameter N s , where s = 2SNR [ 11.
IV. SIMULATION
Except for unrealistic parameters, we found it impossible to evaluate the performance of the three LRTs analytically. We obtained results on system performance by running extensive simulations in MATLABTM on a Pentium computer. The "rand" function in MATLAB provided random numbers uniformly distributed between 0 and 1.
For convenience, we assume that the output from the quadratic detector is normalized. That is, v = x/WNo,, where x is the unnormalized detector output and No, is the one-sided noise power spectral density. The probability density of v in the noise-only case is then
when signal plus noise is present. Z , ( ) is the modified Bessel function of first kind, order zero. Equation (10) is the square-law form of the well-known Rician distribution. Because the pulse has unity time-bandwidth area, s = 2SNR = 2Es/N0,, where E, is the received signal ergrgy of the pulse.
For the noise case, an exponentially distributed number was obtained by using a random number U in the transformation [2] v, = -21nU.
(1 1)
For the signal case, a square-law Rice distributed number was obtained by using two random numbers, U and V, in the transformation [2] v, = -21x1~
The product in (3) becomes
The constant exponential factor can be absorbed into the respective test thresholds.) We assume that the value of the SNR (Le., of s/2) used in the LRT statistics is the actual SNR of the received signal. This is difficult to accomplish in practice, but the three LRT methods should suffer about the same amount of degradation from using the wrong value. We also disregard misalignment of the sampling times with the signal's pulses, which would degrade the LRT methods about equally. Simulation of the signal case must take into account our assumption that the signal is equally likely to begin in any of N possible slots in a segment. This leads to different patterns of signal samples not only in the test for the segment in which the signal begins but also in the preceding and following tests. Because of symmetry, simulation need be performed for only N/2 of the patterns if N is even and for 1 + N/2 patterns if N is odd. Statistics were kept for the number of signal decisions per detection and for the number of "edge-only'' detections. The latter occur when the test that uses all N signal samples has a noise decision but a test preceding or following it uses many of the signal samples plus high noise samples and has a signal decision. A count was also kept of false alarms resulting from consecutive signal decisions in the noise case. For the noise case, the number of tests simulated per value of SNR ranged from 2 x 106 to 1.2 x lo7. For the signal case, the number of tests (each including the tests for preceding and following segments) ranged from 2 x lo5 to 8 x lo5. False-Alarm Probability decreased with increasing Pf. The percentages for the MAXTL were a little smaller.
V. RESULTS

Pairs
For each value of the SNR, we plotted the simulation results as graphs similar to Fig. 1 , but with a fine grid1 to enable accurate interpolation. Note in Fig. 1 that thresholds were selected to provide points near the performance values (Pf = 3 x io-3 and Pd = 0.5) chosen for comparison curves.
Interpolation fOr Pf = Fig. 2 . One obvious way of finding the dB differences among the curves in Fig. 1 is to interpolate the SNR values for fixed Pd values and plot the dB differences as a function of 4. Because simulation provides only estimates of performance, such curves proved to be quite jagged. Some of the simulation variations, though, can be removed by noting that, for a simulation for a particular value of SNR, all three LRT resul ts tend to be higher or all lower than their true values. This can be observed more easily for example, provided by comparing simulated curves with energy detection, as shown in Fig. 3 . For the TAVGL and COINCL, respectively, we computed the exact SNR required by ED for the pd values interpolated for Pf = lop3 and 3 x and plotted the differences. The lower curves are the loss of ED to the COINCL (recall that both assume alignment of the signal). The upper curves show the loss (due to ignorance of time of arrival) of the TAVGL to ED. Each point plotted corresponds to a particular SNR, and we observe the behavior of each curve at its point for that SNR. A peak in the upper curves and a dip in the lower curves, or vice versa, indicates which way the simulated value was off. We smoothed the curves a little by adjusting those points accordingly. Also, the end points and several intermediate points were from extra-long simulations, so we gave them more weight in creating smoothed curves. For each of the two values of Pf, we summed the smoothed versions (not shown) of the upper curve and lower curve to obtain Fig. 4 .
The comparisons of COINCL with ED in Fig. 3 are as expected, the loss increases with the SNR. (It is well known that noncoherent square-law detection closely approximates likelihood-ratio detection for small SNR.) The comparisons of ED with the TAVGL may be surprising until one considers the effect of noise samples as Pd approaches Pf, as described just below. Note that the curve for the larger Pf peaks at a larger value of Pd. For both TAVGL curves, the peak loss occurs at approximately Pd = 1 lopf.
The peaks in the curves for the TAVGL in Fig. 3 result from the detection rule that counts two or three consecutive signal decisions as a single alarm. When the SNR is small, noise samples that are larger than average play an important part in signal decisions. Consider the limiting case where the SNR is so small that, for ED, Pd almost equals Pf. Then the TAVGL actually performs better than (aligned) ED because its
Pf is reduced by counting consecutive signal decisions as a single alarm and because its pd is increased by having the opportunity to detect the signal in two or three consecutive tests. (Of course, the TAVGL does not determine the precise timing of the signal, so while comparing it with aligned ED is necessary, it is not entirely fair.) As the SNR increases after the peak, the loss of the TAVGL to ED decreases for the same reason that the loss of ED to the COINCL increases.
In that region the TAVGL curve for Pf = 3 x lop3 is above the one for Pprimarily because they Note that a maximum loss of about 0.416 dB occurs at about Pf .= 6 x From Figs. 3 and 4, we can infer that the peak loss due to ignorance of the signal's time of arrival will be larger when Pf is smaller. However, as Pf is decreased, the peak loss will occur at decreasing values of pd. We know from Fig. 6 and from the behavior of the curves in Fig. 4 that, for P d > 0.5, the loss (for N = 16) will never be greater than about 0.416 dB and will decrease as Pf decreases below about 6 x
Although not shown, we also compared the MAXTL with the TAVGL. The loss of the MAXTL ranged from 0.05 dB for small SNR to 0.01 dB for large SNR.
To see how the results would vary with N , we also simulated the LRT tests for N = 4, 8, and 32, although mainly for Pd between about 0.4 and 0.6 and for Pf near The dB differences between the TAVGL and the COINCL interpolated for Pf = and pd = 0.5 were 0.385 dB, 0.428 dB, 0.413 dB, and 0.396 dB, respectively, for N = 4, 8, 16, and 32. We are unable to see a trend here because the simulation error may be greater than the differences among these losses.
VI. MODIFIED MOVING-WINDOW DETECTOR
The customary MWD alarms when an "upcrossing" occurs, Le., when the value of the current likelihood ratio exceeds the threshold but the value of the previous ratio did not. When a few large noise samples cause an upcrossing, the consecutive likelihood ratios that use these samples (as they pass through the window) often have values that hover around the threshold, resulting in a cluster of alarms.
The average number of upcrossings in a cluster will increase with N , so the performance of the MWD is increasingly degraded as N increases. Knowing that each sample will be used in N consecutive likelihood ratios, we could modify the MWD by imposing an additional decision rule that counts upcrossings within N sampling times of each other as a single alarm. This should greatly improve FAR performance for large N .
If the threshold of the MWD is close to the mean value of the likelihood ratio in the noise case, strings of more than N consecutive exceedences will occur frequently. Such a string prevents a second upcrossing, so no alarm can occur even if a signal arrives. Simulations show that the FAR peaks at a threshold just below this mean value. As the threshold is increased above or decreased below that point, both Pd and the FAR decrease. Careful measurement of the mean noise level and selection of the threshold will minimize the problem of strings preventing detections. But they can be avoided entirely, at no cost, if we further modify the decision rule by counting exceedences (rather than upcrossings) occurring within N sampling times of each other as a single alarm.
MWD modified as described just above will perform essentially the same as the MAXTL. Assume that both use the same threshold and note that if this MWD correctly detects a signal, so will the MAXTL.
And when the MAXTL has a false alarm, so will the MWD. The differences in their values of pd and FAR will be insignificantly small, depending mainly on how the MWD decision rule treats several exceedences scattered over more than N sampling times. This version of the MWD has one advantage over the TAVGL and MAXTL. It more accurately determines the arrival time of the signal. If a signal is detected, there will be at most only 2N -1 sampling times that could be the arrival time of the signal. For the MAXTL and TAVGL, there will be at most 3N -1 sampling times.
If we base our comparisons on Pd and FAR, the
VII. SUMMARY
The problem is to detect a signal of known duration but unknown time of arrival. The sampling rate is such that N consecutive signal samples are obtained during the presence of the signal. We have shown that a detection method that averages likelihood ratios over N possible signal arrival times is a reasonable procedure to use. Although there are methods that will more accurately determine signal arrival time, we believe that this one is best provided that we compare methods based only on their detection and false-alarm performance. We simulated this procedure and also two others: a similar one based on maximum likelihood ratios, and the LRT for a signal whose arrival time is known. All three methods reach a decision every N samples. Simulations and calculations assumed envelope detection of a constant SNR signal in white Gaussian noise, with independent samples.
The loss resulting from ignorance of arrival time is found by comparing the time-averaged method with the LRT for a signal of known arrival time. The loss is very small when the SNR is so small that Pd is close to Pf (an impractical region of receiver operation) and peaks when Pd is sufficiently greater than Pf. For N = 16, the peak loss was about 0.44 dB for Pf = lop3 and 0.42 dB for 3 x lop3. For pd >> Pf, the loss steadily decreases as the SNR increases while Pf or Pd is fixed. Comparisons for fixed pd = 0.5 showed a peak loss of about 0.416 dB at about Pf = 6 x lop4.
We were able to conclude for N = 16 that the loss will never be greater than about 0.42 dB for any Pf if pd is greater than 0.5, and it will decrease with increasing Pd.
and Pd = 0.5, we also ran simulations for N = 4, 8, and 32. The loss due to ignorance of signal arrival time for these cases was about the same as for N = 16. We could see no trend of behavior for increasing N , as the differences among, the results were small enough to have been simulation error. likelihood ratio (over N possible signal arrival times) against a threshold is only slightly worse than one that averages over time. For both the averaged and the maximum version, two consecutive tests will share some noise samples, and, when a signal occurs, often three consecutive tests use at least some of the N signal samples. Therefore, two or three consecutive signal decisions are treated as a single alarm. Statistics were given for consecutive signal decisions in both the noise and signal cases.
arrival time, but its performance degrades as N increases. This degradation can be avoided by changing its decision rule, as described in the previous section. Its detection probability and FAR are then essentially the same as for the maximum likelihood-ratio method.
For purposes of comparison, ED curves are given. These were useful in smoothing the individual simulated curves before comparing them. The ED results apply also to the noncoherent integration of N radar pulses. 
I. INTRODUCTION
The interacting multiple model (IMM) estimation method has gained an increasing amount of interest [6, 9, 11, 19, 211 in the area of estimation and tracking due to its excellent performance for dynamic systems with discrete and continuous uncertainties (hybrid systems) [2, p. 4461. This self-adjusting "variable-bandwidth" estimator is a cost-effective algorithm that has outperformed other maneuver-handling methods. The IMM estimator is a recursive algorithm that runs a number of filters in parallel at each cycle. Each filter (or module, typically a Kalman filter) is matched to one "behavior mode" of the system. The global state estimate is calculated Manuscript received November 10, 1995; revised January 13 and July 3, 1997.
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0018-9251/98/$10.00 @ 1998 IEEE by summation of the outputs of the filters, each one weighted by the corresponding estimated mode probability. The initial estimate at the beginning of each cycle for each filter is a mixture of all estimates at the previous time. This mixing (interaction) enables the IMM to take into account efficiently the history of the modes (and, therefore, to yield a more accurate estimate) without exponentially increasing the complexity of the algorithm.
Glint is the random wandering of the apparent measured position of a target due to interference of reflections from different elements of the target [4, 16, 171 . Glint affects the measurement components (mostly the angles) by producing heavy-tailed, non-Gaussian disturbances which can be characterized by probability density functions (pdfs) such as Student t or Laplacian [IO] . The non-stationary and non-Gaussian measurement noise caused by the glint severely degrades the performance of a linear Kalman filter. Among various filtering methods which have been proposed for non-Gaussian environments, the score function method of [ 151 had an interesting feature and a relatively good performance. The filter introduced in this method used the same equations for state prediction and its covariance as a linear Kalman filter. In the update equations, however, a corrective term (score function) which was a nonlinear function of the measurement was introduced. This term was obtained suboptimally by knowing the pdf of the measurement error and assuming a Gaussian pdf for the state prediction. The calculated score function was able to de-emphasize the effect of the heavy-tailed errors by reducing the filter gain. However, a numerical convolution operation was required in obtaining the measurement pdf, which limited the practicality of this method. The score function method was applied to the glint problem (for nonmaneuvering targets) in [20] . The convolution operation was avoided by applying an orthogonal expansion to the measurement noise pdf. One disadvantage of the score function method is that it is cumbersome for vector measurements, which require decoupling of the components of the measurement. Consequently, this would cause loss of accuracy in the state estimate due to the lack of off-diagonal terms in the measurement covariance matrix. The IMM estimator presented here does not require state decoupling across the coordinates.
The glint problem (without maneuvers) was addressed via an IMM estimator in [8] and it was shown that the IMM estimator performs better than the score function method. The IMM estimator was composed of two linear Kalman filter modules with different levels of measurements noise (the measurements were converted from spherical to Cartesian). In one module, the measurement noise level was matched to the regular Gaussian noise while in the other one, it was matched to the heavy-tailed
