Abstract. Let H 1 , H 2 be complex Hilbert spaces and T be a densely defined closed linear operator (not necessarily bounded). It is proved that for each ǫ > 0, there exists a bounded operator S with S ≤ ǫ such that T + S is minimum attaining. Further, if T is bounded below, then S can be chosen to be rank one.
introduction
It is well known that the set of all norm attaining operators defined between two complex Hilbert spaces is norm dense in the space of all bounded linear operators defined between complex Hilbert spaces. This result is even true for operators defined between Banach spaces, when the domain space is reflexive, which is proved by Lindenstrauss [13] . A simple proof of this fact, in the case of Hilbert space operators is given by Enflo et al. in [5] . Moreover, the authors proved that rank one perturbation of a bounded operator can be made as norm attaining operator.
Similar to the norm attaining operators, bounded operators that attain their minimum modulus is introduced in [4] . The unbounded case is dealt in [12] and the authors established basic properties of minimum attaining closed densely defined operators.
It is very natural to ask whether the Lindenstrauss theorem is true in case of minimum attaining operators. In this article we answer this question affirmatively. We show that the set of all minimum attaining densely defined closed operators is dense in the class of densely defined closed operators with respect to the gap metric. As a consequence, we can conclude the same is true for bounded operators with respect to the operator norm. In a special case, we also show that rank one perturbations lead to minimum attaining operators. This leads to the perturbations of minimum attaining operators.
In the second section we recall some basic definitions and results which we need for proving our main results. In the third section we prove the Lindenstrauss type theorem for minimum attaining operators.
Notations and Preliminaries
Throughout we consider infinite dimensional complex Hilbert spaces which will be denoted by H, H 1 , H 2 etc. The inner product and the induced norm are denoted by · and ||.||, respectively. The closure of a subspace M of H is denoted by M . We denote the unit sphere of M by S M = {x ∈ M : x = 1}.
If M is a closed subspace of a Hilbert space H, then P M denotes the orthogonal projection P M : H → H with range M .
Let T be a linear operator with domain D(T ) (a subspace of H 1 ) and taking values in
is a sequence in D(T ) such that x n → x ∈ H 1 and T x n → y ∈ H 2 , then x ∈ D(T ) and T x = y.
For a densely defined linear operator T , there exists a unique linear operator (in fact, a closed operator)
satisfying T x, y = x, T * y for all x ∈ D(T ) and y ∈ D(T * ).
We say T to be bounded if there exists M > 0 such that T x ≤ M x for all x ∈ D(T ). Note that if T is densely defined and bounded then T can be extended to all of H 1 in a unique way.
By the closed graph Theorem [17] , an everywhere defined closed operator is bounded. Hence the domain of an unbounded closed operator is a proper subspace of a Hilbert space.
The space of all bounded linear operators between H 1 and H 2 is denoted by B(H 1 , H 2 ) and the class of all closed linear operators between H 1 and H 2 is denoted by C(H 1 , H 2 ). We write B(H, H) = B(H) and C(H, H) = C(H).
If T ∈ B(H 1 , H 2 ) is such that for every bounded sequence (x n ) of H 1 , (T x n ) has a convergent subsequence in H 2 , then T is called a compact operator. Equivalently, T is compact if and only if for every bounded set B of
, then the null space and the range space of T are denoted by N (T ) and R(T ), respectively and the space C( Let S, T ∈ C(H) be densely defined operators with domains D(S) and D(T ), respectively. Then S + T is an operator with domain
If S and T are closed operators with the property that D(T ) ⊆ D(S) and T x = Sx for all x ∈ D(T ), then S is called the restriction of T and T is called an extension of S.
A densely defined operator T ∈ C(H) is said to be
⊥ is called the initial space or the initial domain and the space R(V ) is called the final space or the final domain of V .
Definition 2.1. Let T ∈ B(H 1 , H 2 ). Then T is said to be norm attaining if there exists 
Then there exists a unique partial isometry V : H 1 → H 2 with the initial space R(T * ) and the final space R(T ) such that T = V |T |. We have the following formula for the gap between two closed operators;
Theorem 2.12.
[11] Let S, T ∈ C(H 1 , H 2 ) be densely defined. Then the operators T 
Denseness of minimum attaining operators
In this section we discuss the denseness of minimum attaining operators. First let us consider the case of functionals:
Let H be a Hilbert space and φ : H → C be a non zero linear functional. Then φ is continuous (bounded) if and only if φ is closed. Since H is infinite dimensional and H/N (φ) ⊥ is isomorphic with C, we can clearly conclude that N (φ) = {0}. Hence φ is minimum attaining. Thus, the class of minimum attaining bounded linear functionals coincide with the space of all bounded linear functionals. So in this case, the minimum attaining functionals are dense. If H is finite dimensional, then clearly every linear functional is minimum attaining. Hence in this case also the result holds trivially.
In the above discussion we can replace Hilbert space by a Banach space. By a theorem of James we can conclude that a normed linear space X is reflexive if and only if every non zero bounded linear functional is norm attaining (see [9, 10] for details ). This is no more true if we replace the norm attaining property of functionals by minimum attaining property, as we have noted in the above paragraph. Now we consider the case of densely defined closed operators defined between two different Hilbert spaces. We prove that the set of all minimum attaining densely defined closed operators defined between two Hilbert spaces is dense in the class of all densely defined closed operators with respect to the gap metric. First, we prove a key result related to the gap between two closed operators. 
With a similar argument we can show that
. Now the conclusion follows by Theorem 2.12.
If T − S is bounded, then
Similarly, we can conclude that S ≤ T − S . Hence by the above two observations the conclusion follows. 
Theorem 3.4. Let T ∈ C(H) be positive. Then for each ǫ > 0, there exists an operator S ∈ B(H) such that
Proof. We prove the results by considering the following cases. Case (1): m(T ) > 0 First we may assume that 0 < ǫ < m(T ). Since, T ≥ 0 and m(T ) = inf
(3.5) Then clearly, C ǫ is a rank one positive, bounded operator with
In fact, ǫ is invertible and consequently, T ǫ is invertible. So m(T ǫ ) > 0.
We claim that T ǫ ∈ M c (H). We show that m(T ǫ ) ∈ σ d (T ǫ ). Assume that m(T ǫ ) ∈ σ ess (T ǫ ). Then by the Weyl's theorem we have σ ess (T ǫ ) = σ ess (T ). Note as m(T ) ∈ σ(T ) and m(T ) is the smallest spectral value, we can conclude that m(T ) ≤ m(T ǫ ).
But we have
Thus our assumption that m(T ǫ ) ∈ σ ess (T ǫ ) is wrong. As
is a bounded operator with domain D(T ). By Theorem 3.1, it follows that
Take S = −C ǫ . Then S satisfies the stated conditions. Case (2) T is not one-to-one Clearly T is minimum attaining. In this case S = 0 satisfy the required properties.
Case (3) T is one-to-one and m(T ) = 0 We can use case (1) to get the desired operator S. Note that T + ǫ 2 I is positive and
Hence by Case (1) above, there exists a positive rank one operator
Then S satisfy all the required conditions. Now we prove the above result for the general case.
Theorem 3.5. Let T ∈ C(H 1 , H 2 ). Then for each ǫ > 0 there exists an operator S ∈ B(H 1 , H 2 ) with S ≤ ǫ such that S+T is minimum attaining and θ(S+T, T ) ≤ ǫ. Moreover, if m(T ) > 0 then S can be chosen to be rank one operator.
Proof. Let T = V |T | be the polar decomposition of T . Applying Theorem 3.4 to |T |, there exists A ∈ B(H 1 ) with A ≤ ǫ and |T | + A is minimum attaining. Define S = V A. Then S ∈ B(H 1 , H 2 ) with S ≤ ǫ. Next, we claim that T + S is minimum attaining. By construction in Theorem 3.4, we have that S = 0 if T is not one-to-one, hence in this case clearly T + S = T is minimum attaining.
If T is one-to-one, then V is an isometry and T + S is minimum attaining as |T | + A minimum attaining. Note that m(T + S) = m(|T | + A).
In case if m(T ) > 0, then A is a rank one operator and so is the operator S. Finally, by Theorem 3.1, we have θ(S + T, T ) ≤ S ≤ ǫ.
The following Corollary is an immediate consequence of Theorem 3.5.
Corollary 3.6. The set M c (H 1 , H 2 ) is dense in C(H 1 , H 2 ) with respect to the gap topology.
Corollary 3.7. The set of all minimum attaining bounded operators is dense in B(H 1 , H 2 ) with respect to the norm topology of B(H 1 , H 2 ).
Proof. Proof. Let T ∈ G and T = V |T | be the polar decomposition of T . By the assumption, m(|T |) > 0. Following the steps in Theorem 3.4, for each ǫ > 0, we get a rank one operator S with S ≤ ǫ such that |T | + S ∈ M c (H 1 ). Since V is an isometry, we can conclude thatT := V (|T | + S) = T + V S is minimum attaining and m(T ) = m(|T | + S).
SinceT − T = V S is a bounded operator with domain D(T ), by Theorem 3.1, we can conclude that θ(T , T ) ≤ ǫ. 
