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Je rêve d’un jour où l’égoïsme ne régnera plus dans les
sciences, où on s’associera pour étudier, au lieu d’envoyer
aux académiciens des plis cachetés, on s’empressera de
publier ses moindres observations pour peu qu’elles soient
nouvelles, et on ajoutera « je ne sais pas le reste ».
Évariste Galois (1811-1832)

Résumé
Résumé
Cette thèse porte sur la théorie de Galois diﬀérentielle. Elle est divisée en deux par-
ties. La première concerne la théorie de Galois diﬀérentielle paramétrée, et la seconde, les
équations aux q-diﬀérences.
Dans le chapitre 2, nous exposons une généralisation de l’algorithme de Kovacic qui
permet de calculer le groupe de Galois paramétré de certaines équations diﬀérentielles
paramétrées d’ordre 2.
Dans le chapitre 3, nous présentons une généralisation du théorème de densité de Ramis
qui donne un ensemble de générateurs topologiques du groupe de Galois pour les équa-
tions diﬀérentielles linéaires paramétrées à coeﬃcients dans un anneau convenable. Nous
obtenons une contribution au problème inverse dans cette théorie de Galois, donnons un
critère d’isomonodromie, et répondons partiellement à une question posée par Sibuya.
Dans le chapitre 4, il est question de conﬂuence et d’équations aux q-diﬀérences. Nous
prouvons comment la transformée de Borel-Laplace d’une série formelle divergente solu-
tion d’une équation diﬀérentielle linéaire à coeﬃcients dans C(z) peut être uniformément
approchée par un q-analogue de la transformée de Borel-Laplace appliqué à une série for-
melle solution d’une famille d’équations aux q-diﬀérences linéaires qui discrétise l’équation
diﬀérentielle. Nous faisons directement les calculs dans le cas des séries hypergéométriques
basiques, et nous prouvons sous des hypothèses raisonnables, qu’une matrice fondamentale
d’une équation diﬀérentielle linéaire à coeﬃcients dans C(z) peut être uniformément ap-
prochée par une matrice fondamentale d’une famille d’équations aux q-diﬀérences linéaires
correspondante.
Mots-clefs
Théorie de Galois diﬀérentielle. Équations diﬀérentielles linéaires. Théorie de Galois
diﬀérentielle à paramètre. Équations diﬀérentielles linéaires paramétrées. Phénomène de
Stokes. Transformées de Borel-Laplace. Algorithme de Kovacic. Systèmes intégrables. Iso-
monodromie. Théorème de densité. Groupes diﬀérentiels. Problème inverse. Équations aux
q-diﬀérences. Conﬂuence. Séries hypergéométriques basiques. Séries hypergéométriques.
Stokes phenomenoms and Galoisian approach to confluence
problems
Abstract
This thesis deal with the diﬀerential Galois theory and more particularly the Borel-
Laplace summation of the divergent power series. There are two parts. The ﬁrst one
(Chapters 2 and 3), is about parameterized diﬀerential Galois theory while the second one
(Chapter 4), involves q-diﬀerence equations.
In Chapter 2, we present a generalization of Kovacic’s algorithm that allow us to
compute the parameterized Galois group of some parameterized diﬀerential equations of
order two.
In Chapter 3, we prove a generalization of the density theorem of Ramis that gives a
set of topological generator for the Galois group of parameterized diﬀerential equations
having coeﬃcients on a convenient ring. We obtain a contribution to the inverse problem
in this Galois theory, give a criterion of isomonodromy, and provide a partial answer to a
question of Sibuya.
Chapter 4 deal with conﬂuence and q-diﬀerence equations. We show how the Borel-
Laplace transformation of a divergent formal power series solution of a linear diﬀerential
equation in coeﬃcients in C(z) could be uniformly approximated by a q-analogue of the
Borel-Laplace summation applied to a formal power series solution of a family of lin-
ear q-diﬀerence equations that discretize the diﬀerential equation. We make explicitly the
computations for the basic hypergeometric series and prove under convenient assumptions,
that a fundamental solution of a linear diﬀerential equation may be uniformly approxi-
mated by a fundamental solution of a corresponding family of linear q-diﬀerence equations.
Keywords
Diﬀerential Galois theory. Linear diﬀerential equations. Parameterized diﬀerential
Galois theory. Parameterized linear diﬀerential equations. Stokes phenomenon. Borel-
Laplace transformations. Kovacic’s algorithm. Completely integrable system. Isomon-
odromy. Density theorem. Diﬀerential groups. Inverse problem. q-diﬀerence equations.
Conﬂuence. Basic hypergeometric series. Conﬂuent hypergeometric series.
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Chapitre 1. Introduction
Cette thèse compile trois articles qui correspondent respectivement aux chapitres 2
à 4. Ces derniers peuvent donc être lus indépendamment les uns des autres.
– [Dre12], Computing the Galois group of some parameterized linear differential equa-
tion of order two, est à paraître dans Proceedings of the American Mathematical
Society. Il traite de la généralisation de l’algorithme de Kovacic dans le cadre de la
théorie de Galois diﬀérentielle à paramètres.
– [Dre13], A density theorem for parameterized differential Galois theory, est à paraître
dans Paciﬁc Journal of Mathematics. Le résultat principal est la généralisation pour
la théorie de Galois diﬀérentielle paramétrée du théorème de densité de Ramis.
– [Dre14], Confluence of meromorphic solutions of q-difference equations, est un pre-
print. Nous prouvons comment la sommation de Borel-Laplace d’une série diver-
gente solution d’une équation diﬀérentielle peut être approchée par une fonction
méromorphe, qui est solution d’une famille d’équations aux q-diﬀérences.
∗ ∗ ∗
Le sujet principal de cette thèse est la théorie de Galois diﬀérentielle et son lien avec
les problèmes de ressommation de séries divergentes. Nous allons commencer par un bref
survol historique de ces questions et ne prétendons absolument pas à l’exhaustivité. En
particulier, nous nous restreindrons à la théorie linéaire. Nous renvoyons à [Ram93, Bal00],
pour plus de détails sur ce qui suit, et aux récents travaux de Malgrange [Mal02], pour la
théorie non linéaire.
La veille de sa mort, en 1832, Galois mentionne dans une lettre à son ami Chevalier,
une théorie de l’ambiguïté qui pourrait faire penser aux prémices de la théorie de Galois
diﬀérentielle. Ce n’est qu’une décennie plus tard, en 1846, que Liouville publie les manus-
crits de Galois qui rencontrent un succès important. Il travaille ensuite sur la résolubilité
par quadratures des équations diﬀérentielles. Cela mènera entre autres aux extensions
Liouvilliennes et aux systèmes Hamiltoniens Liouville intégrables, qui sont aujourd’hui
un domaine de recherche actif. En 1883, Picard s’intéresse aux équations diﬀérentielles
linéaires à coeﬃcients dans C(z). Il déﬁnit deux groupes, que l’on appelle aujourd’hui
groupe de Galois diﬀérentiel et groupe de monodromie. Il remarque que le groupe de Ga-
lois diﬀérentiel est en réalité un groupe algébrique mais ne développe aucune théorie. On
attribue classiquement à Schlesinger le fait que pour les équations diﬀérentielles linéaires
singulières régulières, le groupe de monodromie est dense pour la topologie de Zariski
dans le groupe de Galois diﬀérentiel. Vessiot étend ensuite les travaux de Picard pour des
systèmes à coeﬃcients plus généraux. Il prouve aussi qu’une équation diﬀérentielle linéaire
est résoluble par quadrature si et seulement si son groupe de Galois diﬀérentiel est réso-
luble. Il est à noter que c’est Kolchin, quelques décennies plus tard, qui énonce ce résultat
sous la forme que nous connaissons aujourd’hui. Il en proﬁte pour formaliser la théorie
sous sa forme actuelle, en considérant des équations diﬀérentielles linéaires à coeﬃcients
dans un corps diﬀérentiel dont le corps des constantes est algébriquement clos et de carac-
téristique nulle. Il introduit la notion d’extension de Picard-Vessiot, prouve que le groupe
de Galois est un groupe algébrique et démontre le théorème de correspondance galoisienne.
Le phénomène de Stokes va tenir un rôle important dans la théorie de Galois diﬀé-
rentielle. Étant donnée une série formelle divergente solution d’une équation diﬀérentielle
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linéaire à coeﬃcients méromorphes, on peut lui associer des fonctions analytiques au voi-
sinage de 0 dans des secteurs, qui sont asymptotiques à la série formelle et solutions de la
même équation. Le fait que deux solutions déﬁnies sur deux secteurs diﬀérents ne se re-
collent pas en une unique solution est appelé phénomène de Stokes. Ce physicien anglais a
découvert ce phénomène dans les années 1850 en travaillant sur l’équation d’Airy, qui pro-
vient d’un problème d’optique, mais ne ﬁt pas de théorie générale. Au début du XXe siècle,
Birkhoﬀ prouve sous des hypothèses restrictives que ce phénomène engendre des objets qui
font partie d’un ensemble qui caractérise les classes d’équivalences méromorphes des sys-
tèmes diﬀérentiels. Voir §1.1 pour plus de détails. Wasow démontre bien plus tard que pour
toute série formelle solution d’un système diﬀérentiel linéaire à coeﬃcients méromorphes,
pour tout secteur d’angle suﬃsamment petit, on peut trouver une solution du système
analytique au voisinage de 0 sur le secteur et qui a pour développement asymptotique
la série formelle initiale. Cependant, ce théorème ne garantit pas l’unicité de la solution
asymptotique. Il faut attendre la ﬁn des années 1970, pour que Ramis introduise la notion
de séries k-sommables et obtienne un résultat de ce type. Ecalle rend ensuite le calcul de
« la » solution asymptotique eﬀectif, grâce à l’accélératrice d’Ecalle : il prouve qu’à une
série formelle, solution d’une équation diﬀérentielle linéaire à coeﬃcients méromorphes, on
peut appliquer successivement un nombre ﬁni de transformations de Borel et Laplace pour
obtenir une solution méromorphe au voisinage de 0 sur un secteur donné. Il faut noter que
grâce à Balser, on sait qu’une série multisommable peut s’écrire comme une somme ﬁnie de
séries sommables sur un seul niveau. Si l’on est capable d’exhiber la décomposition, ce qui
n’est pas toujours faisable, cela peut faciliter le calcul de la sommation de Borel-Laplace.
C’est Ramis qui remarquera le caractère « galoisien » du phénomène de Stokes, c’est-à-dire
que les relations algébriques et diﬀérentielles entre des séries formelles solutions d’équa-
tions diﬀérentielles sont préservées par la sommation de Borel-Laplace. Ceci mènera au
théorème de densité de Ramis qui a été démontré dans les années 1980 : étant donnée une
équation diﬀérentielle linéaire à coeﬃcients germes de fonctions méromorphes, le groupe
engendré par la monodromie, le tore exponentiel, et les matrices de Stokes, est dense pour
la topologie de Zariski dans le groupe de Galois diﬀérentiel de l’équation. Voir §1.1 pour
une déﬁnition précise de ces objets.
∗ ∗ ∗
Les domaines tels que l’étude de déformations isomonodromiques ou les équations
de Painlevé ont justiﬁé l’introduction par Cassidy et Singer notamment, voir [CS07],
d’une théorie de Galois pour les systèmes diﬀérentiels linéaires dépendant de paramètres.
Le groupe de Galois mesure ici les relations algébriques et diﬀérentielles, par rapport
aux paramètres, entre les solutions. Ce dernier n’est plus un groupe algébrique mais
un groupe diﬀérentiel, c’est-à-dire qu’il annule un nombre ﬁni d’équations diﬀérentielles
polynomiales à coeﬃcients dans un corps.
Dans le chapitre 2, nous généralisons l’algorithme de Kovacic pour cette théorie, ce
qui permettra de calculer les groupes des Galois diﬀérentiels paramétrés de certaines
équations diﬀérentielles paramétrées d’ordre 2. De plus, dans le cas où il n’y a pas de
solution Liouvillienne, nous donnons une condition nécessaire et suﬃsante pour que
l’équation considérée puisse être complétée en un système intégrable.
Dans le chapitre 3, nous prouvons un analogue du théorème de densité pour la théorie
de Galois diﬀérentielle paramétrée. En particulier, nous sommes amenés à étudier comment
s’insère le phénomène de Stokes dans la théorie de Galois diﬀérentielle à paramètres. Nous
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prouvons que si les coeﬃcients de l’équation sont analytiques par rapport aux paramètres,
alors les matrices de Stokes paramétrées ont des entrées analytiques en les paramètres
sur un ouvert à priori plus petit. Comme applications de notre théorème de densité nous
obtenons : une contribution au problème inverse dans la théorie de Galois diﬀérentielle
paramétrée ; un critère d’isomonodromie ; ainsi qu’une réponse partielle à une question
posée par Sibuya.
∗ ∗ ∗
Lorsque q tend vers 1, l’opérateur aux q-diﬀérences dq := f 7→ f(qz)−f(z)(q−1)z , « tend » vers
l’opérateur de dérivation classique. Par conséquent, toute équation diﬀérentielle linéaire
peut être discrétisée en une famille d’équations aux q-diﬀérences linéaires. Considérons
une série formelle solution d’une équation diﬀérentielle linéaire. Dans le chapitre 4, nous
prouvons que la sommation de Borel-Laplace de la série formelle peut être approchée
par une fonction méromorphe, qui est solution d’une famille d’équations aux q-diﬀérences
correspondante. Cette solution méromorphe s’obtient en appliquant successivement des q-
analogues des transformées de Borel et Laplace à une série formelle qui est solution d’une
famille d’équations aux q-diﬀérences correspondante. Nous explicitons les calculs dans le
cas des séries hypergéométriques basiques, et nous prouvons sous des hypothèses raison-
nables, qu’une matrice fondamentale d’une équation diﬀérentielle linéaire à coeﬃcients
dans C(z) peut être uniformément approchée par une matrice fondamentale d’une famille
d’équations aux q-diﬀérences linéaires correspondante. Ces résultats sont analogues à ceux
prouvés par Sauloy dans [Sau00], mais peuvent s’appliquer à des systèmes non fuchsiens.
∗ ∗ ∗
La présente introduction est divisée en trois sections. La première traite de la théorie
de Galois diﬀérentielle classique. La deuxième porte sur la théorie de Galois diﬀérentielle
paramétrée. Nous en proﬁtons pour présenter nos résultats de la partie 1. Enﬁn, la der-
nière section a pour sujet les équations aux q-diﬀérences. Nous y détaillons les principales
contributions contenues dans la partie 2.
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1.1. Théorie de Galois différentielle
1.1 Théorie de Galois différentielle
Le but de cette section est de faire un survol rapide de la théorie de Galois pour
les systèmes diﬀérentiels linéaires. Nous commencerons par rappeler succinctement les
bases de cette théorie. Nous nous intéresserons ensuite aux systèmes diﬀérentiels fuchsiens.
Nous en proﬁterons pour parler du problème de Riemann-Hilbert et du problème inverse.
Nous traiterons les cas local et global dans toutes leurs généralités. Nous ﬁnirons par
exposer brièvement l’algorithme de Kovacic. Nous référons à l’ouvrage [vdPS03] pour plus
de détails.
1.1.1 Premières définitions, premières propriétés
Dans tout ce qui suit, les corps seront supposés commutatifs et de caractéristique
nulle. Soit (K, ∂) un corps diﬀérentiel, c’est-à-dire un corps muni d’une dérivation ∂.
Pour alléger les notations, nous écrirons K plutôt que (K, ∂) lorsqu’il n’y aura pas de
confusions possibles. Notons par C le corps des constantes de K, à savoir le sous-corps
de K des éléments de dérivées nulles. Nous ferons l’hypothèse que C est algébriquement
clos.
Considérons un système diﬀérentiel linéaire de la forme ∂Y = AY , où A ∈ Mm(K),
c’est-à-dire une matrice carrée de taille m à coeﬃcients dans K. Il existe une extension
de Picard-Vessiot L|K associée à ce système, à savoir que L|K est une extension de corps
diﬀérentiel dont le corps des constantes est C, et qui est engendrée par K et les entrées
d’une matrice fondamentale, à savoir une matrice inversible de solutions. De plus, deux
extensions de Picard-Vessiot de ∂Y = AY sont isomorphes en tant que corps diﬀérentiel.
Fixons L|K, extension de Picard-Vessiot de ∂Y = AY , et F matrice fondamentale
à coeﬃcients dans L. Le groupe de Galois diﬀérentiel Gal∂
(
L
∣∣∣K) est le groupe des au-
tomorphismes de corps de L, commutant avec la dérivation ∂ et laissant K invariant.
L’application suivante est un morphisme de groupe injectif
ρF : Gal∂
(
L
∣∣∣K) −→ GLm(C)
σ 7→ F−1σ(F ),
où GLm(C) désigne les matrices inversibles à coeﬃcients dans C. L’image de l’application
dépend de la matrice fondamentale à coeﬃcients dans L. Un autre choix donnera lieu à un
morphisme injectif conjugué au premier. Un fait très important est que ρF
(
Gal∂
(
L
∣∣∣K))
est un sous-groupe algébrique de GLm(C). Nous identiﬁerons désormais le groupe
de Galois diﬀérentiel avec un sous-groupe algébrique de GLm(C), pour une matrice
fondamentale ﬁxée. Le groupe de Galois diﬀérentiel mesure les relations algébriques entre
les entrées de la matrice fondamentale. Grosso modo, plus celui ci est gros, moins il y
aura de relations entre les solutions.
Il existe un équivalent de la correspondance galoisienne pour la théorie de Galois dif-
férentielle. Soit ∂Y = AY un système diﬀérentiel linéaire à coeﬃcients dans K, soit L|K
l’extension de Picard-Vessiot et soit Gal∂
(
L
∣∣∣K) le groupe de Galois diﬀérentiel. Déﬁ-
nissons S, comme l’ensemble des sous-groupes algébriques de Gal∂
(
L
∣∣∣K), et T comme
l’ensemble des sous-corps diﬀérentiels de L qui contiennent K. Les deux applications sui-
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vantes sont inverses l’une de l’autre :
s : S −→ T
G 7→ LG := {l ∈ L∣∣∀σ ∈ G, σ(l) = l},
t : T −→ S
M 7→ Gal∂
(
L
∣∣∣M) := {σ ∈ Gal∂ (L∣∣∣K) ∣∣∣∀m ∈M,σ(m) = m} .
En particulier, pour prouver qu’un sous-groupe G est dense pour la topologie de Zariski
dans Gal∂
(
L
∣∣∣K), il suﬃt de prouver que LG = K. Ce sera l’ingrédient de base de la
preuve des théorèmes de densité, cf. les théorèmes 1.1.3 et 1.1.4.
Les systèmes diﬀérentiels linéaires ∂Y = AY et ∂Y = BY , avec A,B ∈ Mm
(
K
)
, sont
dit équivalents sur K, s’il existe une matrice inversible H ∈ GLm(K), telle que
A = H [B]∂ := HB (H)
−1 + ∂ (H)H−1.
Un calcul rapide montre que :
∂Y = BY ⇐⇒ ∂ (HY ) = AHY.
Notons C{z} l’anneau des germes de fonctions holomorphes en 0, et C({z}) son corps
des fractions, c’est-à-dire le corps des germes de fonctions méromorphes en 0. Son corps
des constantes est C, qui est algébriquement clos et de caractéristique nulle, et la théorie
de Picard-Vessiot peut s’appliquer pour les systèmes diﬀérentiels linéaires à coeﬃcients
dans C({z}), que nous munirons de la dérivation δ := z ddz . Soit C[[z]] l’anneau des sé-
ries formelles et soit C((z)) son corps des fractions. Lorsque deux systèmes diﬀérentiels
linéaires à coeﬃcients dans C({z}) seront équivalents sur C({z}) (resp. sur C((z))), nous
dirons qu’ils sont méromorphiquement équivalents (resp. formellement équivalents). Les
classes d’équivalences méromorphes (resp. formelles) des systèmes diﬀérentiels linéaires à
coeﬃcients dans C({z}), sont l’ensemble des systèmes diﬀérentiels linéaires à coeﬃcients
dans C({z}), quotienté par la relation d’équivalence
« δY = AY et δY = BY sont méromorphiquement (resp. formellement) équivalents » .
Classiﬁer méromorphiquement et formellement les systèmes diﬀérentiels linéaires à co-
eﬃcients dans C({z}), signiﬁe chercher des objets qui caractérisent les classes d’équi-
valences méromorphes (resp. formelles) des systèmes diﬀérentiels linéaires à coeﬃcients
dans C({z}).
1.1.2 Systèmes différentiels linéaires fuchsiens
Nous allons maintenant considérer le système diﬀérentiel linéaire δY = AY , où la
matrice A appartient à Mm
(
C{z}
)
. Un tel système est dit localement fuchsien. Comme
les coeﬃcients sont déﬁnis localement, on appellera le groupe de Galois diﬀérentiel associé à
une matrice fondamentale, le groupe de Galois diﬀérentiel local. Fixons une détermination
du logarithme que nous noterons log(z), et soit C˜ la surface de Riemann du logarithme.
L’algorithme de Frobenius, cf. [vdPS03], §3.1.1, pour un énoncé équivalent à ce qui suit,
nous donne une matrice fondamentale de la forme
Hˆ(z)eL log(z),
14
1.1. Théorie de Galois différentielle
où L ∈ Mm(C) et Hˆ(z) ∈ GLm
(
C({z})
)
. Les entrées de la matrice fondamentale sont
des germes de fonctions analytiques sur C˜. Le prolongement analytique de Hˆ(z)eL log(z),
le long d’un simple lacet γ orienté positivement autour de 0, transforme celle ci
en Hˆ(z)eL log(z)e2iπL. La matrice de monodromie M := e2iπL ne dépend pas de γ.
Par construction, cette dernière caractérise les classes d’équivalences méromorphes des
systèmes localement fuchsiens. Grâce aux propriétés du prolongement analytique, on
trouve qu’elle appartient au groupe de Galois diﬀérentiel du système. Le théorème de
Schlesinger nous dit que le groupe engendré par M est dense pour la topologie de Zariski
dans le groupe de Galois diﬀérentiel local, vu comme sous-groupe algébrique de GLm(C).
Nous nous intéressons désormais au cas global. Considérons le système diﬀérentiel li-
néaire ddzY = AY avec A ∈ Mm
(
C(z)
)
. On appellera le groupe de Galois diﬀérentiel
associé à une matrice fondamentale, le groupe de Galois diﬀérentiel global. Si le système
diﬀérentiel n’admet pas de singularité, alors le groupe de Galois diﬀérentiel global est
l’identité. Supposons donc que ce ne soit pas le cas. Soit S := {α1, . . . , αk+1} ⊂ P1(C)
l’ensemble des singularités de ddzY = AY . Quitte à faire un changement de variable de
la forme z 7→ (z − a)−1, nous pouvons nous ramener au cas où αk+1 = ∞. Nous suppo-
serons que le système est fuchsien, ce qui signiﬁe que pour chacun des changements de
variable z 7→ z − αi, pour i ≤ k et z 7→ z−1, nous obtenons un système localement fuchsien
en 0.
Fixons x ∈ P1(C) \ S. Nous pouvons construire une matrice fondamentale F
de ddzY = AY ayant des entrées analytiques en x. Le groupe fondamental de
π1
(
P1(C) \ S;x
)
,
est engendré par k générateurs γ1, . . . , γk qui correspondent aux lacets homotopes au lacet
faisant un cercle orienté positivement de rayon suﬃsamment petit autour de la singula-
rité αi. Le prolongement analytique de F suivant un lacet homotope à γi transforme F
en FMi avec Mi ∈ GLm(C), que nous appellerons matrice de monodromie de la singula-
rité αi. Nous construisons la matrice de monodromie de la singularité∞,Mk+1 ∈ GLm(C),
comme étant la matrice vériﬁant
∏k+1
i=1 Mi = Id. Notons que comme P1(C)\S est connexe,
les matrices de monodromie ne dépendent pas du point x ∈ P1(C) \S choisi, mais unique-
ment de la matrice fondamentale choisie.
Les matrices de monodromie appartiennent au groupe de Galois diﬀérentiel global.
Le théorème de Schlesinger nous dit que le groupe engendré par les Mi est dense pour la
topologie de Zariski dans le groupe de Galois diﬀérentiel global, vu comme sous-groupe
algébrique de GLm(C).
Intéressons-nous maintenant à la version faible du problème de Riemann-Hilbert.
Soit S := {α1, . . . , αk+1}, un ensemble ﬁni de P1(C), et soit x ∈ P1(C) \ S. Étant don-
née une représentation
ρ : π1
(
P1(C) \ S;x
)
7→ GLm(C),
du groupe fondamental π1
(
P1(C)\S;x
)
, peut-on trouver un système diﬀérentiel fuchsien,
ayant toutes ses singularités dans S, tel que pour une matrice fondamentale analytique
en x, le groupe engendré par les matrices de monodromie, par rapport à cette matrice
fondamentale, soit l’image de ρ ? La réponse est oui, cf. [AB94, Bea93] et [vdPS03], §5.3.
De ce résultat et du théorème de Schlesinger découle la résolution du problème inverse en
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théorie de Galois diﬀérentielle, qui a été originellement prouvée dans [TT79]. Voir aussi
[MS96a, MS96b].
Théorème 1.1.1 (Carol et Marvin Tretkoﬀ). Pour tout sous-groupe algébrique G
de GLm(C), il existe A ∈ Mm
(
C(z)
)
, et F une matrice fondamentale de ddzY = AY ,
telles que l’on a un isomorphisme de groupe
ρF : Gal d
dz
(
L
∣∣∣C(z)) −→ G
σ 7→ F−1σ(F ),
où L désigne l’extension de Picard-Vessiot associée à la matrice F .
1.1.3 Systèmes différentiels linéaires : cas général
Considérons maintenant le système diﬀérentiel linéaire δY = AY , où A appartient à
Mm
(
C({z})
)
. La situation est plus compliquée que le cas localement fuchsien, puisque des
séries formelles divergentes peuvent être solutions, et nous sommes obligés de raisonner
dans un premier temps par classes d’équivalences formelles. Comme nous pouvons le voir
dans [BJL80, LR01], il existe
– Hˆ ∈ Mm
(
C[[z]]
)
,
– L ∈ Mm (C),
– q1, . . . , qm ∈ z−1/νC[z−1/ν ], avec ν ∈ N∗,
tels que
A = Hˆ
[
L+Diag(δqi)
]
δ
. (1.1.1)
Autrement dit, le système δY = AY est formellement équivalent à δY = (L+ δqi)Y .
Grosso modo ce théorème nous dit qu’il existe une matrice fondamentale de la
forme Hˆ(z)eL log(z)Diag
(
eqi(z)
)
. Cependant, cette dernière formulation est imprécise, car
les diﬀérentes matrices ne peuvent à priori pas être multipliées entre elles. Notons que le
premier résultat de ce type a été démontré conjointement par Hukuhara et Turrittin, cf.
[vdPS03], Théorème 3.1, pour une formulation équivalente. Ils ont prouvé que δY = AY
est équivalent sur C((z1/ν)) à un système de la forme δY = (M +Diag(δqi))Y , où les qi
sont les mêmes que précédemment, et M ∈ Mm (C) vériﬁe MDiag (qi) = Diag (qi)M .
Les coeﬃcients de Hˆ sont à priori divergents, mais nous verrons plus loin qu’il existe
des couples de réels (a, b) avec a < b, tels que nous pouvons construire des solutions
de (1.1.1) dans A(a, b), le corps des germes en 0 de fonctions méromorphes sur le secteur
S(a, b) :=
{
z ∈ C˜
∣∣∣ arg(z) ∈]a, b[} ,
en ressommant les séries formelles. Nous introduisons maintenant les transformées de Borel
et Laplace qui vont nous permettre de faire cela.
Définition 1.1.2. (1) Soit k ∈ Q>0. La transformée de Borel formelle d’ordre k, Bˆk, est
l’application qui transforme la série formelle
∑
anz
n en la série formelle
Bˆk
(∑
anz
n
)
=
∑ an
Γ(1 + nk )
ζn,
où Γ désigne la fonction Gamma.
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(2) Soient d ∈ R, k ∈ Q>0, ε > 0 et soit f analytique sur le secteur S(d− ε, d+ ε). Nous
supposerons que f est à croissance exponentielle d’ordre k à l’inﬁni dans la direction d, ce
qui signiﬁe qu’il existe des constantes A,B > 0 telles que pour ζ ∈ C˜ avec arg(ζ) = d,
|f(ζ)| ≤ AeB|ζ|k .
Alors, l’intégrale suivante déﬁnit un élément de A (d− π2k , d+ π2k ), cf. [Bal94], Page 13
pour la preuve, et est appelée transformée de Laplace d’ordre k de direction d de f :
Lk,d(f)(z) =
∫ ∞eid
0
f(ζ)e−(
ζ
z )
k
d
((
ζ
z
)k)
.
Comme nous le voyons dans §3.1.3, les entrées de la matrice Hˆ(z) sont multisom-
mables, ce qui signiﬁe qu’il existe Σ ⊂ R, ﬁni modulo 2π, appelé ensemble des directions
singulières, 0 < µ1 < · · · < µr des rationnels positifs, ε > 0, tels que si d n’est pas une di-
rection singulière, pour j = 0, (resp. j = 1, . . . , j = r − 1), Hd0 (ζ) := Bˆµ1 ◦ · · · ◦ Bˆµr
(
Hˆ(z)
)
(resp. Hdj (ζ) := Lµj ,d
(
Hdj−1(ζ)
)
) admet un prolongement analytique sur S(d − ε, d + ε),
lequel est exponentiel d’ordre µj+1 à l’inﬁni, et que nous noterons toujours Hdj (ζ). No-
tons S˜d
(
Hˆ
)
:= Lµr,d
(
Hdr−1(ζ)
)
. Les entrées de cette dernière matrice appartiennent
à A
(
d− π2µr , d+ π2µr
)
et sont Gevrey asymptotiques de niveau µr à celles de Hˆ(z).
Voir §3.1.3 pour la déﬁnition de Gevrey asymptoticité. De plus, d’après [Bal94], §6.4,
Théorème 2, l’application qui à Hˆ associe S˜d
(
Hˆ
)
induit un isomorphisme de corps dif-
férentiel du sous-corps diﬀérentiel de C((z)) engendré par C({z}), et les entrées de Hˆ(z),
vers le corps A
(
d− π2µr , d+ π2µr
)
. En particulier, si d n’est pas une direction singulière,
S˜d
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
est une matrice fondamentale de l’équation δY = AY , dont les entrées appartiennent
à A
(
d− π2µr , d+ π2µr
)
. Soit Ld le corps diﬀérentiel engendré par C({z}) et les entrées
de S˜d
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
. Puisque nous avons aﬀaire à des fonctions méromorphes,
il est clair que le corps des constantes de Ld est C. Par conséquent, pour toute direction
non singulière d, Ld|C({z}) est une extension de Picard-Vessiot.
Fixons une direction non singulière d. Contrairement au cas localement fuchsien, nous
ne pouvons pas prolonger analytiquement S˜d
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
le long d’un simple
lacet orienté positivement autour de 0. Cependant, nous allons « mimer » l’action de la
monodromie. Déﬁnissons par mˆ, le morphisme de corps diﬀérentiel de Ld qui envoie eα log(z)
pour α ∈ C∗ sur e2iπαeα log(z), eqi sur emˆ(qi), log(z) sur log(z) + 2iπ, et laisse C((z))
invariant. Cf. [vdPS03], page 79, pour la justiﬁcation que mˆ est bien un morphisme de
corps diﬀérentiel. Nous déﬁnissons la matrice de monodromie formelle, comme étant la
matrice inversible Mˆ ∈ GLm(C) égale à
S˜d
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
Mˆ := mˆ
(
S˜d
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
))
.
Par construction, cette matrice appartient au groupe de Galois diﬀérentiel local, vu comme
sous-groupe de GLm(C). Nous déﬁnissons le tore exponentiel, comme étant le sous-groupe
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du groupe de Galois diﬀérentiel local des éléments qui laissent invariants C((z)), log(z)
et les
(
ea log(z)
)
a∈C. Nous identiﬁerons le tore exponentiel avec son image dans GLm(C).
La monodromie formelle et le tore exponentiel caractérisent les classes d’équivalences
formelles des systèmes diﬀérentiels linéaires à coeﬃcients dans C({z}). Cf. [vdPS03],
Chapitre 3, Section 1. Ils demeurent en revanche insuﬃsants pour caractériser les classes
d’équivalences méromorphes. Il faudra rajouter les matrices de Stokes que nous déﬁnissons
maintenant.
Soit d ∈ R, et soient d± tels que
d− π
2µr
< d− < d < d+ < d+
π
2µr
,
et tels qu’il n’y ait pas de directions singulières dans [d−, d[
∪
]d, d+]. Nous déﬁnissons la
matrice de Stokes de direction d comme étant la matrice inversible Std ∈ GLm(C) telle
que
S˜d
+
(
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
= S˜d
− (
Hˆ
)
eL log(z)Diag
(
eqi(z)
)
Std.
Grâce au principe du prolongement analytique, nous déduisons que les matrices Std sont
indépendantes des choix de d− et d+. Comme l’extension de Picard-Vessiot est unique à
isomorphisme diﬀérentiel près, les corps diﬀérentiels Ld
+
et Ld
−
sont isomorphes en tant
que corps diﬀérentiel. En particulier, les matrices Std appartiennent au groupe de Galois
diﬀérentiel local. Elles sont l’identité si d n’est pas une direction singulière. De plus, la
monodromie formelle, le tore exponentiel et les matrices de Stokes caractérisent les classes
d’équivalences méromorphes des systèmes diﬀérentiels linéaires à coeﬃcients dans C({z}).
Cf. [vdPS03], Chapitre 9.
Nous pouvons enﬁn énoncer le théorème de densité de Jean-Pierre Ramis, cf. [vdPS03],
Chapitre 8, dont la généralisation au cas paramétré est l’objet principal du chapitre 3.
Théorème 1.1.3 (Jean-Pierre Ramis). Le groupe engendré par le monodromie, le tore
exponentiel et les matrices de Stokes est dense pour la topologie de Zariski dans le groupe
de Galois différentiel local, vu comme sous-groupe algébrique de GLm(C).
Considérons maintenant ddzY = AY avec A à coeﬃcients dans C(z) quelconque.
Nous exposons ici le théorème de densité dans sa version globale. Il est dû à
Jean-Pierre Ramis et une preuve peut être trouvée dans [Mit96], Proposition 1.3.
Soit S := {α1, . . . , αk+1} ⊂ P1(C) l’ensemble des singularités de ddzY = AY et supposons
que αk+1 =∞. Par des transformations de type z 7→ z−α et z 7→ 1/z, nous pouvons dé-
ﬁnir les directions singulières pour chaque singularité de δY = AY . Soient d1, . . . dk+1 des
réels, tels que di n’est pas une direction singulière pour la singularité αi. Soit x ∈ P1(C)\S,
et soit F une matrice fondamentale analytique en x. Par prolongement analytique, nous
pouvons étendre cette solution en une solution, qui pour chaque singularité αi, est déﬁnie
sur un voisinage sectoriel de direction di. Ainsi, nous pouvons déﬁnir la monodromie, le
tore exponentiel, les matrices de Stokes pour chaque singularité de δY = AY . Ils appar-
tiennent au groupe de Galois diﬀérentiel global.
Théorème 1.1.4 (Théorème de densité global). Le groupe engendré par la monodromie, le
tore exponentiel, les matrices de Stokes pour chaque singularité est dense pour la topologie
de Zariski, dans le groupe de Galois différentiel global, vu comme sous-groupe algébrique
de GLm(C).
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1.1.4 Algorithme de Kovacic
Le théorème de densité global nous donne une liste de générateurs topologiques du
groupe de Galois diﬀérentiel global. Cependant, on ne sait pas toujours les calculer, sauf
dans certains cas particuliers, cf. par exemple [Mit96]. En revanche, lorsque l’ordre du
système est 2, cf. [Kov86], ou 3, cf. [SU93a, SU93b], nous disposons d’algorithmes pour
déterminer le groupe de Galois diﬀérentiel global. Il est à noter que deux algorithmes à
priori jamais implémentés, cf. [Hru02, vdH07], permettent en théorie de calculer n’importe
quel groupe de Galois diﬀérentiel global. Intéressons-nous à l’ordre 2. Grâce au vecteur
cyclique, nous pouvons nous placer dans le cas où le système diﬀérentiel linéaire est une
équation diﬀérentielle linéaire :
d
dz
(
Y
d
dzY
)
=
(
0 1
r s
)(
Y
d
dzY
)
,
avec r, s ∈ C(z). Par le changement de variable W := Y e 12
∫
r, nous pouvons nous ramener
au cas où s = 0. Notons H le groupe de Galois diﬀérentiel global. Dans ce cas précis, H
est un sous-groupe algébrique de SL2(C), cf. [Kov86], §1.3. L’algorithme de Kovacic repose
sur la classiﬁcation des groupes algébriques de SL2(C). En particulier, cf. [Kov86] pour
plus de détails, nous avons le théorème suivant
Théorème 1.1.5. Il y a quatre possibilités.
1. Le groupe H est conjugué à un sous-groupe de
B =
{(
a b
0 a−1
)
, où a ∈ C∗, b ∈ C
}
et il existe une solution de la forme e
∫ z
0
f(u)du, avec f ∈ C(z).
2. Le premier cas ne se produit pas, et H est conjugué à un sous-groupe de
D∞ =
{(
a 0
0 a−1
)∪( 0 b−1
−b 0
)
, où a, b ∈ C∗
}
et il existe une solution de la forme e
∫ z
0
f(u)du, où f est algébrique sur C(z) de
degré 2.
3. Les deux premier cas ne se produisent pas et H est fini. Dans ce cas toutes les
solutions sont algébriques sur C(z).
4. Si aucun des trois précédents cas ne se produit, alors H = SL2(C).
Kovacic a développé un algorithme permettant de déterminer lequel des quatre cas se
produit, et lorsque le cas (4) ne se produit pas, de calculer une matrice fondamentale ainsi
que le groupe de Galois diﬀérentiel global. Plus généralement, cet algorithme fonctionne
toujours lorsque C est remplacé par un corps algébriquement clos et de caractéristique
nulle. Ce sera le point de départ pour généraliser cet algorithme dans le cas des équations
diﬀérentielles linéaires paramétrées. Cf. §1.2.4 et le chapitre 2.
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1.2 Théorie de Galois différentielle paramétrée
Dans cette section, il est question de théorie de Galois des systèmes diﬀérentiels li-
néaires dépendant de paramètres. Nous en proﬁterons pour présenter nos résultats de la
partie 1. Nous commençons par rappeler les bases de la théorie de Galois des systèmes
diﬀérentiels linéaires paramétrés. Nous renvoyons aux chapitres 2 et 3 pour les exemples.
Nous parlons ensuite d’isomonodromie, et plus généralement de systèmes complètement
intégrables, ainsi que du lien de ces deux notions avec la théorie de Galois diﬀérentielle pa-
ramétrée. Nous énonçons un résultat de descente du groupe de Galois. Ce résultat va nous
servir pour les deux théorèmes de densité, local et global, du chapitre 3. Nous donnons
ensuite trois applications du théorème de densité, à savoir :
– une contribution au problème inverse dans cette théorie de Galois ;
– un critère d’isomonodromie ;
– une réponse partielle à une question posée par Sibuya.
Nous terminons par présenter brièvement la généralisation de l’algorithme de Kovacic qui
est l’objet central du chapitre 2.
1.2.1 Préliminaires
Nous allons maintenant décrire brièvement la théorie de Galois des systèmes dif-
férentiels linéaires paramétrés, dont les bases ont été posées dans [CS07]. Voir aussi
[Lan08, Rob59, Ume96b] et §3.2.1.
Soit (K, ∂0, . . . , ∂n) (nous le noterons simplement K lorsqu’il n’y aura aucune ambi-
guïté) un corps de caractéristique nulle, muni de n+1 dérivations qui commutent. Consi-
dérons C := {c ∈ K|∂0c = 0}, le corps des constantes par rapport à la dérivation ∂0. Le
fait que les dérivations commutent entraîne que (C, ∂1, . . . , ∂n) est un corps muni de n
dérivations ∂1, . . . , ∂n. Nous considérons le système diﬀérentiel linéaire paramétré
∂0Y = AY, (1.2.1)
où A ∈ Mm(K). Les dérivations ∂1, . . . , ∂n peuvent être vues comme des dérivées par
rapport aux paramètres.
Dans la théorie de Galois diﬀérentielle classique, nous faisions l’hypothèse que C est
algébriquement clos. Dans le cas paramétré, nous avons besoin de la notion de corps
diﬀérentiellement clos.
Définition 1.2.1 ([CS07], Déﬁnition 3.2). Nous dirons que (C, ∂1, . . . , ∂n) est diﬀé-
rentiellement clos s’il a la propriété suivante : pour tout entiers k, l ∈ N et pour
tout P1, . . . , Pk ∈ C {X1, . . . , Xl}∂1,...,∂n , polynômes diﬀérentiels à l variables et à coef-
ﬁcients dans C, le système 
P1(α1, . . . , αl) = 0
...
Pk−1(α1, . . . , αl) = 0
Pk(α1, . . . , αl) ̸= 0,
a une solution dans C si et seulement si, il en a une dans un corps (∂1, . . . , ∂n)-diﬀérentiel
contenant C.
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Un corps diﬀérentiellement clos contient beaucoup d’éléments. Par exemple, C(t), la
clôture algébrique de C(t), n’est pas diﬀérentiellement clos puisque et /∈ C(t), alors qu’il
est solution de y′ = y. Cf. [Blu77, Kol74, Mar00, McG00, Rob59], pour plus de détails sur
la déﬁnition 1.2.1. Citons quelques résultats qui peuvent être retrouvés dans les références
ci-dessus.
– Étant donné un corps diﬀérentiel, il existe un corps diﬀérentiellement clos le conte-
nant.
– Étant donné un corps diﬀérentiellement clos k0, il existe un corps diﬀérentiellement
clos k1 ⊃ k0, tel que pour tout corps diﬀérentiellement clos K ⊃ k0, il existe un
isomorphisme de corps diﬀérentiels de k1 dans K.
Une extension de Picard-Vessiot paramétrée pour (1.2.1) est une extension de corps
(∂0, . . . , ∂n)-diﬀérentielle K˜
∣∣∣K qui satisfait les propriétés suivantes :
– il existe une matrice fondamentale de ∂0Y = AY à coeﬃcients dans K˜, c’est-à-dire
une matrice inversible F = (Fi,j) à coeﬃcients dans K˜, telle que ∂0F = AF ;
– le corps (∂0, . . . , ∂n)-diﬀérentiel K˜ est engendré par K est les Fi,j ;
– le corps des constantes de K˜ par rapport à la dérivation ∂0 est C.
Un fait important est que si C est diﬀérentiellement clos, alors une extension de
Picard-Vessiot paramétrée de (1.2.1) existe et est unique, à isomorphisme de corps
(∂0, . . . , ∂n)-diﬀérentiel près.
Nous ferons désormais l’hypothèse qu’il existe une extension de Picard-Vessiot paramé-
trée de (1.2.1), que nous noterons K˜
∣∣∣K. Nous déﬁnissons Gal∂1,...,∂n∂0 (K˜∣∣∣K), comme étant
le groupe des automorphismes de corps de K˜, commutant avec les dérivations ∂0, . . . , ∂n
et laissant K invariant.
Soit F ∈ GLm
(
K˜
)
une matrice fondamentale pour (1.2.1) et considérons le morphisme
de groupes injectif
ρF : Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣K) −→ GLm(C)
σ 7→ F−1σ(F ).
Contrairement au cas non paramétré, l’image de ρF n’est pas un sous-groupe algébrique
de GLm(C). Si C est diﬀérentiellement clos, alors l’image de ρF est un sous-groupe diﬀé-
rentiel de GLm(C), cf. déﬁnition ci-dessous. Nous renvoyons à [Kol73, Kol85], pour plus
de détails sur les groupes diﬀérentiels.
Définition 1.2.2. On dira que le sous-groupe G de GLm(C) est un sous-groupe dif-
férentiel s’il existe P1, . . . , Pk, des polynômes (∂1, . . . , ∂n)-diﬀérentiels algébriques à m2
variables, tels que pour A = (ai,j) ∈ GLm(C),
A ∈ G⇐⇒ P1(ai,j) = · · · = Pk(ai,j) = 0.
Désormais, nous identiﬁerons Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), avec un sous-groupe diﬀérentiel
de GLm(C), pour une matrice fondamentale ﬁxée. Le changement de matrice fondamentale
donnera un groupe conjugué au premier.
Le groupe de Galois diﬀérentiel paramétré mesure les relations algébriques et diﬀé-
rentielles (par rapports aux paramètres) entre les diﬀérentes solutions. Grosso modo, plus
le groupe de Galois diﬀérentiel paramétré est gros, moins il y a de relations entre les
solutions. Cf. [HS08], Page 374 pour une formulation exacte de ce fait.
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Supposons que C est diﬀérentiellement clos. Il est en particulier algébriquement
clos. Nous pouvons donc déﬁnir le groupe de Galois diﬀérentiel paramétré (resp. non
paramétré) et pour une matrice fondamentale donnée, le voir comme un sous-groupe
diﬀérentiel (resp. algébrique) de GLm(C). Par construction, le groupe de Galois diﬀérentiel
non paramétré contient le groupe de Galois diﬀérentiel paramétré. La proposition 6.21
de [HS08], nous indique que le groupe de Galois diﬀérentiel paramétré, est dense pour la
topologie de Zariski dans le groupe de Galois diﬀérentiel non paramétré.
Nous allons maintenant énoncer le théorème de correspondance pour cette théorie de
Galois. Munissons GLm(C) de la topologie pour laquelle les fermés sont les lieux d’an-
nulation des polynômes (∂1, . . . , ∂n)-diﬀérentiels algébriques à m2 variables. Cette topo-
logie sera appelée topologie de Kolchin. Considérons (1.2.1) et supposons que C est dif-
férentiellement clos. Soit K˜|K l’extension de Picard-Vessiot et soit Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) le
groupe de Galois diﬀérentiel paramétré, que nous verrons comme un sous-groupe diﬀé-
rentiel de GLm(C). Soient S l’ensemble des sous-groupes de Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣K) fermés
pour la topologie de Kolchin, et T l’ensemble des sous-corps (∂0, . . . , ∂n)-diﬀérentiels de K˜
qui contiennent K. D’après [CS07], Proposition 3.5, les deux applications suivantes sont
inverses l’une de l’autre :
s : S −→ T
G 7→ K˜G :=
{
k ∈ K˜
∣∣∣∀σ ∈ G, σ(k) = k} ,
t : T −→ S
M 7→ Gal∂1,...,∂n∂0
(
K˜
∣∣∣M) := {σ ∈ Gal∂1,...,∂n∂0 (K˜∣∣∣K) ∣∣∣∀m ∈M,σ(m) = m} .
En particulier, pour prouver qu’un sous-groupe G est dense pour la topologie de Kolchin
dans Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), il suﬃt de prouver que K˜G = K.
1.2.2 Autour des équations isomonodromiques
L’étude des systèmes diﬀérentiels linéaires dépendant de paramètres peut être
motivée par l’étude des équations isomonodromiques. Soit D un ouvert connexe
de P1(C). Pour simpliﬁer, nous supposerons que D ⊂ C. Soient a := (a1, . . . , an) ∈ Cn,
r := (r1, . . . , rn) ∈ (R>0)n, et déﬁnissons le polydisque D(a, r) :=
∏
i≤nD(ai, ri),
où D(ai, ri) ⊂ C représente le disque ouvert de centre ai et de rayon ri. Considé-
rons un système diﬀérentiel linéaire dépendant du paramètre t := (t1, . . . , tn) ∈ D(a, r) :
d
dz
Y (z, t) = A(z, t)Y (z, t), (1.2.2)
où A ∈ Mm
(
A(D×D(a, r))
)
et A(D×D(a, r)) désigne l’anneau des fonctions analytiques
pour (z, t) ∈ D ×D(a, r). Nous supposerons en outre que à t ∈ D(a, r) ﬁxé, z 7→ A(z, t)
est à coeﬃcients dans C(z) et que chaque composante connexe de P1(C) \ D contient
exactement une singularité de (1.2.2). Il y a beaucoup de déﬁnitions de l’isomonodromie
présentes dans la littérature. Nous en donnons une.
Définition 1.2.3 ([CS07], Déﬁnition 5.1). Une matrice fondamentale de solutions
de (1.2.2) est une famille de couples
(
D(xi, si), Fi(z, t)
)
i∈I , tels que :
– les D(xi, si) recouvrent D ;
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– pour tout i ∈ I, la matrice inversible Fi(z, t) ∈ GLm
(
A(D(xi, si) × D(a, r))) est
solution de (1.2.2).
Déﬁnissons Ci,j(t) := Fi(z, t)−1Fj(z, t) lorsque D(xi, si) ∩ D(xj , sj) ̸= ∅. On dira
que (1.2.2) est isomonodromique sur D × D(a, r), s’il existe une matrice fondamen-
tale
(
D(xi, si), Fi(z, t)
)
i∈I de (1.2.2), telle que les Ci,j(t) soient indépendants de t.
Si (1.2.2) est isomonodromique, alors par déﬁnition ses matrices de monodromie ne
dépendent pas du paramètre t. La réciproque est vraie dans le cas où pour chaque valeur
du paramètre ﬁxé le système diﬀérentiel est fuchsien. Malheureusement, nous allons voir
que la situation est plus compliquée dans le cas non fuchsien, cf. §1.2.3.3.
La déﬁnition d’isomonodromie n’est pas très commode d’utilisation. Nous verrons plus
loin que (1.2.2) est isomonodromique si et seulement si, il peut être complété en un système
complètement intégrable. Nous en donnons la déﬁnition maintenant.
Définition 1.2.4 ([vdPS03], Déﬁnition D.7). Soit K un corps muni de n + 1 dériva-
tions (∂0, . . . , ∂n) qui commutent. Soient A0, . . . , An ∈ Mm (K). Nous dirons que le sys-
tème
[S]

∂0Y = A0Y
...
∂nY = AnY,
est complètement intégrable, si et seulement si pour tout 0 ≤ i, j ≤ n :
∂jAi − ∂iAj = AjAi −AiAj .
Puisque les dérivations commutent, ceci est une condition nécessaire pour avoir l’exis-
tence d’une matrice fondamentale pour [S], c’est-à-dire une matrice inversible F , telle
que 
∂0F = A0F
...
∂nF = AnF.
En réalité, la théorie de Galois diﬀérentiel classique, entraîne que c’est aussi une condition
suﬃsante, à partir du moment où le corps des constantes par rapport aux n+1 dérivations
est algébriquement clos. Cf. [vdPS03], Annexe D.
Revenons à ce qui précède. Notons ∂z, ∂t1 , . . . , ∂tn , les diﬀérentes dérivations par rap-
port aux variables z, t1, . . . , tn. Le résultat suivant est attribué à Schlesinger et une preuve
peut en être trouvée dans [Sib90], Théorème A.5.2.3.
Proposition 1.2.5. L’équation (1.2.2) est isomonodromique sur D×D(a, r), si et seule-
ment si, il existe n matrices Ai(z, t) ∈ Mm
(
A(D ×D(a, r))), telles que le système
[S] :

∂zY (z, t) = A(z, t)Y (z, t)
∂t1Y (z, t) = A1(z, t)Y (z, t)
...
∂tnY (z, t) = An(z, t)Y (z, t),
soit complètement intégrable.
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Étant donné que la déﬁnition de complète intégrabilité est plus simple à manipuler que
la déﬁnition d’isomonodromie, cette proposition s’avère très utile. Cf. la proposition 1.2.17,
pour une autre condition nécessaire et suﬃsante pour que (1.2.2) soit isomonodromique.
Nous terminons cette sous-section en étudiant le lien entre la théorie de Galois diﬀé-
rentielle paramétrée et les systèmes qui peuvent être complétés en système complètement
intégrables. Considérons (1.2.1) et supposons que C, le corps des constantes par rapport
à la dérivation ∂0, soit diﬀérentiellement clos. Soit C0 le corps des constantes par rapport
aux n + 1 dérivations. Soit Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), le groupe de Galois de (1.2.1), que nous
voyons comme un sous-groupe diﬀérentiel de GLm(C). Nous avons les résultats suivants :
Proposition 1.2.6 ([CS07], Proposition 3.9). Il existe une matrice P ∈ GLm(C) telle que
PGal∂1,...,∂n∂0
(
K˜
∣∣∣K)P−1 ⊂ GLm(C0), si et seulement si ∂0Y = A0Y peut être complété en
un système complètement intégrable.
Proposition 1.2.7 ([GO12], Théorème 6.3). Le système (1.2.1) peut être complété en un
système complètement intégrable, si et seulement si pour tout i ≤ n, il existe Ai ∈ Mm(K),
telles que
∂0Ai − ∂iA = AAi −AiA.
Cette dernière proposition a d’abord été démontrée dans le chapitre 2, pour le
cas m = 2, en utilisant un argument présent dans la preuve de [Sit75], Théorème 1.2,
Chapitre 2, avant d’être généralisée pour m quelconque par les auteurs de [GO12].
Lorsque le nombre de paramètres devient important, cette proposition permet de vé-
riﬁer plus facilement si un système peut être complété en un système complètement inté-
grable : au lieu de vériﬁer
(n
2
)
relations, de type
∂jAi − ∂iAj = AjAi −AiAj ,
où A0 := A, il suﬃt d’en vériﬁer n. En particulier, nous utiliserons cette proposition dans
le chapitre 2 pour généraliser l’algorithme de Kovacic dans le cas paramétré. Cf. le cas (4)
du théorème 1.2.18.
Démonstration de la proposition 1.2.7. Par déﬁnition, si ∂0Y = AY peut être complété
en un système complètement intégrable, alors pour tout i ≤ n, il existe Ai ∈ Mm(K), telle
que
∂0Ai − ∂iA = AAi −AiA.
Réciproquement, supposons que pour tout i ≤ n, il existe Ai ∈ Mm(K), telle que
∂0Ai − ∂iA0 = A0Ai −AiA0.
Fixons i ≤ n. Par la proposition 1.2.6, Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), vu comme sous-groupe diﬀéren-
tiel de GLm(C), est conjugué à un sous-groupe du groupe de matrices de dérivées nulles
par rapport à ∂i. Comme le corps des constantes par rapport à ∂0 et ∂i est algébrique-
ment clos, et que deux matrices semblables ont les mêmes valeurs propres, les éléments
de Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) ont des valeurs propres qui appartiennent au corps des constantes par
rapport aux dérivations ∂0 et ∂i. Le même raisonnement avec les autres valeurs possibles de
i entraîne que les valeurs propres des éléments de Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) appartiennent à C0.
Si Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) n’était pas conjugué à un sous-groupe de GLm(C0), il contiendrait
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un élément ayant des valeurs propres qui n’appartiennent pas à C0. D’après ce qui précède
on obtient que Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) est conjugué à un sous-groupe de GLm(C0). En vertu
de la proposition 1.2.6, le système (1.2.1) peut être complété en un système complètement
intégrable.
1.2.3 Théorèmes de densité pour les systèmes différentiels linéaires pa-
ramétrés (Chapitre 3)
Le but de cette sous-section est de résumer les résultats du chapitre 3. Considérons
un système diﬀérentiel linéaire paramétré à coeﬃcients dans un anneau de fonctions holo-
morphes, que nous déﬁnirons plus loin. Dans un premier temps, nous expliquons que l’on
peut construire un groupe de Galois pour ce système, qui est de plus un groupe diﬀéren-
tiel déﬁni sur un corps de fonctions méromorphes sur un certain ouvert. Nous exposons
deux théorèmes de densité, un local et un global, puis nous ﬁnissons par présenter des
applications du théorème de densité global.
1.2.3.1 Descente du groupe de Galois différentiel paramétré
La plupart des résultats de [CS07] requièrent l’hypothèse que le corps des constantes
soit diﬀérentiellement clos. Malheureusement, c’est une hypothèse qui peut se révéler
contraignante lorsque l’on veut appliquer la théorie, puisque un corps diﬀérentiellement
clos est un corps contenant beaucoup d’éléments, et que l’interprétation de ces éléments
comme fonctions n’est pas aisée. Plusieurs résultats d’existence d’extensions de Picard-
Vessiot paramétrées sans l’hypothèse que le corps des constantes est diﬀérentiellement
clos peuvent être trouvés dans [GGO13, Wib12]. Lorsque les coeﬃcients du système
sont rationnels par rapport à la variable de dérivation, un résultat de Seidenberg
nous permet de nous ramener dans le cas où le corps des constantes est un corps de
fonctions méromorphes sur un ouvert. On utilisera cette stratégie dans le chapitre 2,
pour généraliser l’algorithme de Kovacic dans le cas paramétré. Dans le chapitre 3, pour
prouver l’analogue paramétré du théorème de densité de Ramis, cf. le théorème 3.2.20,
nous utilisons une autre approche pour contourner l’hypothèse que le corps des constantes
soit diﬀérentiellement clos. Nous la détaillons maintenant.
Soit K un corps diﬀérentiel équipé de n + 1 dérivations qui commutent entre
elles : ∂0, . . . , ∂n. Soit C, le corps des constantes par rapport à ∂0, qui n’est pas supposé
être diﬀérentiellement clos. Considérons ∂0Y = AY , avec A ∈ Mm(K), et faisons l’hypo-
thèse qu’il existe K˜
∣∣∣K, une extension de Picard-Vessiot paramétrée pour ∂0Y = AY .
Soit F = (Fi,j) ∈ GLm
(
K˜
)
une matrice fondamentale et notons Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), le
groupe de Galois diﬀérentiel paramétré.
Proposition 1.2.8 (Proposition 3.2.9). (1) Considérons le morphisme de groupe injectif :
ρF : Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣K) −→ GLm(C)
φ 7−→ F−1φ(F ).
Alors,
Im ρF =
{
F−1φ(F ), φ ∈ Gal∂1,...,∂n∂0
(
K˜
∣∣∣K)}
est un sous-groupe différentiel de GLm(C).
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(2) Soit G un sous-groupe de Gal∂1,...,∂n∂0
(
K˜
∣∣∣K). Si K˜G = K, alors G est dense pour la to-
pologie de Kolchin dans Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), vu comme sous-groupe différentiel de GLm(C).
La correspondance galoisienne n’est plus vraie si C n’est pas diﬀérentiellement clos.
Grosso modo, ceci est dû au fait que l’on n’a pas assez d’éléments dans C. En parti-
culier, un élément dans K˜\K peut être ﬁxé par Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), cf. [CS07], Exemple 3.1.
Nous introduisons maintenant certaines notations du chapitre 3. Soit U un polydisque
non vide de Cn. On notera par MU le corps des fonctions méromorphes sur U . Les va-
riables des éléments de MU seront notées t := (t1, . . . , tn). Le corps MU est muni de n
dérivations ∂t1 , . . . , ∂tn qui commutent. Nous noterons ∆t := {∂t1 , . . . , ∂tn}. Déﬁnissons le
corps KˆU :=MU ((z)) et l’anneau
OU ({z}) :=
{
f(z, t) =
∑
fi(t)z
i ∈ KˆU
∣∣∣∀t ∈ U, z 7→∑ fi(t)zi ∈ C({z})} .
Soit f(z, t) ∈ OU ({z}). Comme nous pouvons le voir dans la remarque 3.2.11, le rayon de
convergence R(t) de z 7→ f(z, t) est localement minoré.
Nous considérons maintenant le système diﬀérentiel linéaire paramétré
∂zY (z, t) = A(z, t)Y (z, t), (1.2.3)
avec A(z, t) ∈ GLm
(
OU ({z})
)
. Le corps des constantes de OU ({z}) par rapport à ∂z = ddz
estMU , qui n’est pas diﬀérentiellement clos. Le but principal du chapitre 3 est de prouver
que (1.2.3) possède un groupe de Galois diﬀérentiel paramétré, qui peut être vu comme
sous-groupe diﬀérentiel de GLm(MU ), et d’en exhiber un sous-groupe qui est dense pour
la topologie de Kolchin. Cf. le théorème 3.2.20. Nous allons d’abord démontrer l’existence
d’une extension de Picard-Vessiot paramétrée de (1.2.3), que nous allons obtenir grâce à
la version paramétrée du théorème de Hukuhara-Turrittin que nous exposons ci-dessous.
Étant donné que l’anneau OU ({z}) est intègre, nous pouvons déﬁnir KU comme étant
son corps des fractions. De la proposition 3.1.3, nous tirons la proposition suivante :
Proposition 1.2.9 (Analogue paramétré du théorème de Hukuhara-Turrittin). Considé-
rons (1.2.3). Il existe un polydisque non vide U ′ ⊂ U , ainsi que
– Hˆ(z, t) ∈ GLm
(
KˆU ′
[
z1/ν
] )
, pour un certain ν ∈ N∗, dont toutes les entrées ont
des z-coefficients analytiques sur U ′ ;
– L(t) ∈ Mm(MU ′) ;
– q1, . . . , qm ∈ z−1/νMU ′
[
z−1/ν
]
, et Diag (qi)L(t) = L(t)Diag (qi) ;
tels que, cf. §1.1.1 pour la notation,
A(z, t) = Hˆ(z, t)
[
L(t) + Diag (∂zqi)
]
∂z
.
Cf. [Sch01], pour d’autres résultats de ce type, que nous comparons avec le nôtre dans
la remarque 3.1.6. Dans l’appendice du chapitre 3, nous prouvons un résultat légèrement
diﬀérent, cf. le théorème A.1.
Revenons maintenant à la proposition 1.2.9. Grosso modo, cette proposition nous dit
qu’il existe une matrice fondamentale de (1.2.3), de la forme
Hˆ(z, t)eL(t) log(z)Diag
(
eqi(z,t)
)
,
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cette expression n’ayant pas plus de sens que dans le cas non paramétré, cf. §1.1.3.
Pour pouvoir écrire une matrice fondamentale formelle, il faut introduire des symboles
formels satisfaisant des relations algébriques et diﬀérentielles entre eux, qui jouerons
le rôle de log(z),
(
ea log(z)
)
a∈MU′
,
∪
ν∈N∗
(eq)q∈z−1/νMU′ [z−1/ν ]. Cf. §3.1.1. Notons Fˆ (z, t)
la matrice fondamentale formelle obtenue. Quitte à restreindre le polydisque U , nous
pouvons supposer que U = U ′. Nous prouvons ensuite dans §3.2.3, que le corps (∂z,∆t)-
diﬀérentiel K˜U engendré par KU et les entrées de Fˆ (z, t), a un corps des constantes par
rapport à ∂z égal à MU . Par conséquent, K˜U
∣∣∣KU , est une extension de Picard-Vessiot
paramétrée de (1.2.3). En vertu de la proposition 1.2.8, le groupe de Galois diﬀérentiel
paramétréGal∆t∂z
(
K˜U
∣∣∣KU), peut être vu comme un sous-groupe diﬀérentiel deGLm(MU ).
Soit C un corps diﬀérentiellement clos qui contient MU . Munissons C[[z]][z−1] d’une
structure de corps (∂z,∆t)-diﬀérentiel : z est une (∆t)-constante avec ∂zz = 1, C est
le corps des constantes par rapport à ∂z, et ∂z commute avec toutes les dérivations. On
munit l’anneau KU ⊗MU C de la structure d’anneau (∂z,∆t)-diﬀérentiel donnée par :
∀a ∈ KU ,∀c ∈ C,∀∂ ∈ {∂z,∆t}, ∂(a⊗MU c) = ∂a⊗MU c+ a⊗MU ∂c.
Cet anneau diﬀérentiel s’injecte dans C[[z]][z−1], ce qui implique qu’il est intègre. Par
conséquent, nous pouvons déﬁnir son corps des fractions KC,U , que nous identiﬁons comme
un sous-corps de C[[z]][z−1].
Proposition 1.2.10 (Proposition 3.2.12). Soit K˜C,U , le corps (∂z,∆t)-différentiel en-
gendré par KC,U et les entrées de Fˆ (z, t). Alors, l’extension de corps K˜C,U
∣∣∣KC,U est une
extension de Picard-Vessiot paramétrée de (1.2.3). De plus, il existe P1, . . . , Pk, polynômes
différentiels à coefficients dans MU , tels que{
Fˆ−1φ
(
Fˆ
)
, φ ∈ Gal∆t∂z
(
K˜C,U
∣∣∣KC,U)}
=
{
A = (ai,j) ∈ GLm(C)
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0}
{
Fˆ−1φ
(
Fˆ
)
, φ ∈ Gal∆t∂z
(
K˜U
∣∣∣KU)}
=
{
A = (ai,j) ∈ GLm(MU )
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0} .
1.2.3.2 Énoncés des théorèmes de densité
Nous conserverons les notations de §1.2.3.1. Nous sommes maintenant prêts pour
énoncer le résultat principal du chapitre 3 : l’analogue paramétré du théorème de den-
sité de Ramis. Cf. le théorème 3.2.20. Considérons (1.2.3). Soient U ′ ⊂ U , ν ∈ N∗ et
Hˆ(z, t) ∈ GLm
(
KˆU ′ [z
1/ν ]
)
donnés par la proposition 1.2.9.
Comme nous l’avons vu dans §1.1.3, pour toute valeur du paramètre t ∈ U ′
ﬁxé, il existe Σt ⊂ R ﬁni modulo 2π, 0 < µ1(t) < · · · < µr(t)(t) des ration-
nels positifs dépendants de t, ε(t) > 0, tels que si d(t) /∈ Σt, pour j = 0,
(resp. j = 1, . . . , j = r(t) − 1), la matrice Hd(t)j (z, t) := Bˆµ1(t) ◦ · · · ◦ Bˆµr(t)(t)
(
Hˆ(z, t)
)
(resp. Hd(t)j (z, t) := Lµj(t),d(t)
(
H
d(t)
j−1(z, t)
)
) admet un prolongement analytique sur
S (d− ε(t), d+ ε(t)) exponentiel d’ordre µj+1(t) à l’inﬁni, que nous noterons tou-
jours Hd(t)j (z, t). Notons enﬁn S˜
d(t)
(
Hˆ
)
(z, t) := Lµr(t)(t),d(t)
(
H
d(t)
r(t)−1(z, t)
)
.
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Nous prouvons dans §3.1.4 que, quitte à restreindre U , nous pouvons supposer que :
1. U ′ = U ;
2. il existe (di(t))i∈N continues en t, telles que pour tout t ∈ U ,
∪
i∈N
di(t) = Σt, et pour
tout i ∈ N, di(t) < di+1(t) ;
3. ni r(t), ni les µi(t) ne dépendent de t. Il existe une constante ε > 0, telle que pour
tout t ∈ U , ε < ε(t).
Nous pouvons maintenant déterminer la dépendance des matrices asymptotiques en fonc-
tion des paramètres. Nous donnons une version aﬀaiblie de la proposition 3.1.13.
Proposition 1.2.11. Considérons U ∋ t 7→ d(t) ∈ R, continue en t, telle que pour
tout t ∈ U , d(t) /∈ Σt. Alors, il existe une constante positive dépendante de t, ε1(t) > 0,
sur laquelle on ne fait pas d’hypothèse sur la manière dont elle dépend de t, telle
que S˜d(t)
(
Hˆ
)
(z, t) est méromorphe pour :
(z, t) ∈
{
z ∈ S
(
d(t)− π
2µr
, d(t) +
π
2µr
) ∣∣∣∣∣0 < |z| < ε1(t)
}
× U.
Conservons les mêmes notations que dans la proposition. Nous obtenons, cf. le
lemme 3.1.14, que l’application qui à Hˆ(z, t) associe S˜d(t)
(
Hˆ
)
(z, t) induit un morphisme
de corps (∂z,∆t)-diﬀérentiel du sous-corps diﬀérentiel de KˆU engendré par KU et les en-
trées de Hˆ(z, t), dans le corps des fonctions f(z, t) qui pour tout t0 ∈ U ﬁxé, sont des
germes de fonctions méromorphes sur le secteur S
(
d(t0)− π2µr , d(t0) + π2µr
)
. Autrement
dit, nous obtenons, cf. la proposition 1.2.9 pour les notations, une matrice fondamentale
de (1.2.3) de la forme :
S˜d(t)
(
Hˆ
)
(z, t)elog(z)L(t)Diag
(
eqi(z,t)
)
.
De plus, le corps (∂z,∆t)-diﬀérentiel engendré par KU et les entrées de la matrice
fondamentale ci-dessus est isomorphe, en tant que corps (∂z,∆t)-diﬀérentiel, au corps
K˜U que nous avons déﬁni dans §1.2.3.1. Nous rappelons que K˜U
∣∣∣KU est une extension
de Picard-Vessiot paramétrée de (1.2.3) et que le groupe de Galois diﬀérentiel paramétré
Gal∆t∂z
(
K˜U
∣∣∣KU) est un sous-groupe diﬀérentiel de GLm(MU ). Nous pouvons maintenant
déﬁnir les générateurs topologiques de groupe de Galois diﬀérentiel paramétré. Cf. §3.2.4
pour les justiﬁcations.
On déﬁnit la matrice de monodromie formelle paramétrée comme étant la matrice qui,
pour tout t0 ∈ U , est égale à la matrice de monodromie formelle du système diﬀérentiel
non paramétré spécialisé en t0 :
∂zY (z, t0) = A(z, t0)Y (z, t0).
D’après l’hypothèse 2 ci-dessus, il existe U ∋ t 7→ d(t) ∈ R continue en t, telle que
pour tout t ∈ U , d(t) est une direction singulière paramétrée, c’est-à-dire une fonction
28
1.2. Théorie de Galois différentielle paramétrée
continue telle que pour tout t ∈ U , d(t) ∈ Σt. On déﬁnit la matrice de Stokes paramétrée
de direction d(t) comme étant la matrice qui, pour tout t0 ∈ U , est égale à la matrice de
Stokes de direction d(t0) du système diﬀérentiel non paramétré spécialisé en t0 :
∂zY (z, t0) = A(z, t0)Y (z, t0).
Ces matrices appartiennent à Gal∆t∂z
(
K˜U
∣∣∣KU), vu comme sous-groupe diﬀérentiel
de GLm(MU ).
On déﬁnit le tore exponentiel paramétré comme étant le sous-groupe
de Gal∆t∂z
(
K˜U
∣∣∣KU) des éléments laissant ﬁxes les entrées de S˜d(t) (Hˆ) (z, t)elog(z)L(t).
Si nous voyons le tore exponentiel paramétré comme sous-groupe de GLm(MU ), alors
ses éléments appartiennent en réalité à GLm(C). En particulier, pour t0 ﬁxé, le tore
exponentiel paramétré évalué en t0 n’est pas nécessairement égal au tore exponentiel du
système diﬀérentiel non paramétré spécialisé en t0. Cf. l’exemple 3.2.16.
Nous appellerons ces éléments monodromie formelle, tore exponentiel et matrice de
Stokes de direction d(t), lorsqu’il n’y aura pas de confusions possibles. Nous pouvons
maintenant énoncer le résultat principal du chapitre 3, le théorème 3.2.20.
Théorème 1.2.12 (Analogue paramétré du théorème de densité de Ramis). Le groupe
engendré par la monodromie formelle, le tore exponentiel et les matrices de Stokes est dense
pour la topologie de Kolchin dans Gal∆t∂z
(
K˜U
∣∣∣KU), vu comme sous-groupe différentiel
de GLm(MU ).
Dans §3.2.5, nous nous intéressons au cas global paramétré. Nous renvoyons à cette
section pour les détails. Nous considérons l’équation :
∂zY (z, t) = A(z, t)Y (z, t), (1.2.4)
avec A(z, t) ∈ GLm
(
MU (z)
)
. Les singularités paramétrées de (1.2.4) sont les pôles
de A(z, t), ce qui peut inclure∞, vu comme fonction rationnelle en z. Elles appartiennent
à la clôture algébrique de MU . Quitte à restreindre U , nous pouvons nous ramener au
cas où :
– les singularités paramétrées α1(t), . . . , αk(t) de (1.2.4) appartiennent à MU ;
– les z-coeﬃcients des entrées de la matrice A sont analytiques sur U ;
– il existe ε > 0 tel que pour tout t ∈ U , deux singularités paramétrées de (1.2.4) sont
distantes d’au moins ε ;
– si αi(t) ̸≡ ∞ (resp. si αi(t) ≡ ∞), les hypothèses (1), (2) et (3) que nous avons
énoncées ci-dessus sont satisfaites pour le système diﬀérentiel local paramétré
∂zY (z − αi(t), t) = A(z − αi(t), t)Y (z − αi(t), t)
resp. ∂zY (z−1, t) = A(z−1, t)Y (z−1, t).
Soit x(t) ∈ P1(MU (z)), qui pour tout t0 ∈ U , est diﬀérent des singularités pa-
ramétrées évaluées en t0 de (1.2.4), et considérons une matrice fondamentale ana-
lytique en (x(t), t). Soit d(t) continue en t, telle que pour tout t0 ∈ U , d(t0)
n’est pas une direction singulière de ∂zY (z − αi(t0), t) = A(z − αi(t0), t0)Y (z − αi(t0), t0)
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(resp. ∂zY (z−1, t0) = A(z−1, t0)Y (z−1, t0)). Par prolongement analytique, nous pouvons
étendre la solution analytique en (x(t), t) en une solution, qui pour la singularité αi(t) ̸≡ ∞
(resp. αi(t) ≡ ∞), est déﬁnie sur un voisinage sectoriel de direction d(t). Ainsi, nous pou-
vons construire une extension de Picard-Vessiot paramétrée de (1.2.4) que l’on notera
M˜U (z)
∣∣∣MU (z). La proposition 1.2.8, entraîne que le groupe de Galois diﬀérentiel paramé-
tré Gal∆t∂z
(
M˜U (z)
∣∣∣MU (z)) peut être vu comme un sous-groupe diﬀérentiel de GLm(MU ).
De plus, nous avons un analogue de la proposition 1.2.10 dans le cas global. Voir la proposi-
tion 3.2.23. La construction de la matrice fondamentale ci-dessus nous permet de déﬁnir la
monodromie, le tore exponentiel, les matrices de Stokes pour chaque singularité de (1.2.4).
Ils appartiennent au groupe de Galois diﬀérentiel paramétré global.
Théorème 1.2.13 (Analogue paramétré du théorème de densité global, Théorème 3.2.24).
Le sous-groupe de Gal∆t∂z
(
M˜U (z)
∣∣∣MU (z)) engendré par la matrice de monodromie for-
melle, le tore exponentiel et les matrices de Stokes, pour chaque singularité de (1.2.4) est
dense pour la topologie de Kolchin dans Gal∆t∂z
(
M˜U (z)
∣∣∣MU (z)), vu comme sous-groupe
différentiel de GLm(MU ).
Ce théorème généralise [MS12], Théorème 4.2, qui présentait un théorème de
densité global pour les systèmes diﬀérentiels paramétrés ∂zY (z, t) = A(z, t)Y (z, t)
à coeﬃcients dans MU (z), qui satisfont entre autres conditions que pour
tout t0 ∈ U , ∂zY (z, t0) = A(z, t0)Y (z, t0) est fuchsien. Nous appellerons systèmes diﬀé-
rentiels paramétrés fuchsiens de tels systèmes. Dans ce cas, les matrices de monodromie
engendrent un groupe dense pour la topologie de Kolchin dans le groupe de Galois diﬀé-
rentiel paramétré global. C’est l’analogue paramétré du théorème de Schlesinger.
1.2.3.3 Applications du théorème 1.2.13
Nous présentons ici trois applications du théorème 1.2.13. La première application
concerne le problème inverse. La deuxième est un critère d’isomonodromie faisant
intervenir les générateurs topologiques du théorème 1.2.13. La dernière concerne enﬁn une
réponse partielle à une question posée par Sibuya. Commençons par le problème inverse.
Nous aurons besoin de la déﬁnition suivante, cf. [Kol73], Chapitre 3, Section 7 pour
plus de détails.
Définition 1.2.14. Soit C un corps de caractéristique nulle muni de n dériva-
tions ∆ := {∂1, . . . , ∂n} qui commutent. On dit que C est un corps (∆)-universel, si pour
tout corps (∆)-diﬀérentiel C0 ⊂ C, (∆)-ﬁniment engendré sur Q, et pour toute extension
de corps (∆)-diﬀérentielle ﬁnie C1 de C0, il existe un C0-isomorphisme de corps (∆)-
diﬀérentiel de C1 dans C.
En particulier, un tel corps C est diﬀérentiellement clos. Cette notion a un avantage
important. Étant donné un nombre ﬁni d’éléments de C, corps (∆)-universel, on en déduit
grâce à un résultat de Seidenberg, cf. le théorème 3.3.10, qu’il existe un polydisque non
vide U , tel que le corps (∆)-diﬀérentiel engendré par Q et ces éléments soit (∆)-isomorphe
àMU . Nous pouvons donc identiﬁer un nombre ﬁni d’éléments du corps abstrait C comme
des fonctions méromorphes sur un ouvert donné. Pour cette raison, les dérivations des corps
universels que nous rencontrerons seront notées ∆t.
Soit C un corps (∆t)-universel. Notons C(z) le corps (∂z,∆t)-diﬀérentiel des fractions
d’indéterminée z, à coeﬃcients dans C, où z est une (∆t)-constante avec ∂zz = 1, C est
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le corps des constantes par rapport à ∂z, et ∂z commute avec toutes les dérivations.
Dans [MS12], les auteurs déduisent le corollaire suivant des équivalents paramétriques
du problème de Riemann-Hilbert, cf. [MS12], Théorème 5.1, et du théorème de Schlesinger.
Corollaire 1.2.15 ([MS12], Corollaire 5.2). Soient C un corps (∆t)-universel, H un sous-
groupe de GLm(C) qui est finiment engendré et G la clôture de Kolchin de H. Alors, G est
le groupe de Galois différentiel paramétré global d’un système différentiel linéaire paramétré
à coefficients dans C(z).
Nous utilisons le théorème 1.2.13, pour prouver la réciproque du corollaire précédent.
Finalement, nous obtenons :
Théorème 1.2.16 (Théorème 3.3.11). Soit G un sous-groupe différentiel de GLm(C).
Alors, G est le groupe de Galois différentiel paramétré global d’un système différentiel
linéaire paramétré à coefficients dans C(z) si et seulement si G contient un sous-groupe
finiment engendré qui est dense pour la topologie de Kolchin.
Nous allons maintenant donner un critère d’isomonodromie. Nous avons vu que si
(1.2.4) est isomonodromique, voir §1.2.2, alors ses matrices de monodromie ne dépendent
pas du paramètre t. La réciproque est malheureusement fausse. Comme nous allons le voir,
ceci est dû au fait que dans le cas non fuchsien, les matrices de monodromie paramétrées
ne suﬃsent plus à engendrer un sous-groupe dense pour la topologie de Kolchin dans le
groupe de Galois. Nous rappelons que (1.2.4) est isomonodromique, si et seulement si
(1.2.4) peut être complété en un système complètement intégrable, que M˜U (z)
∣∣∣MU (z)
désigne l’extension de Picard-Vessiot paramétrée de (1.2.4) construite dans §1.2.3.2, et
que Gal∆t∂z
(
M˜U (z)
∣∣∣MU (z)) est le groupe de Galois. Du théorème 1.2.13 nous déduisons :
Proposition 1.2.17 (Proposition 3.3.2). Le système différentiel linéaire paramétré (1.2.4)
peut être complété en un système complètement intégrable, si et seulement si, il existe
une matrice fondamentale F (z, t) à coefficients dans M˜U (z), telle que les images des
générateurs topologiques de Gal∆t∂z
(
M˜U (z)
∣∣∣MU (z)) décrits dans le théorème 1.2.13 par
rapport à la représentation associée à F (z, t) appartiennent à GLm(C).
Grosso modo, cette proposition nous dit qu’un système diﬀérentiel linéaire paramétré
peut être complété en un système complètement intégrable, si et seulement si, il existe
une matrice fondamentale à coeﬃcients dans M˜U (z), telle que les matrices de monodro-
mie, le tore exponentiel et les matrices de Stokes de chaque singularité soient constants.
De manière équivalente, l’équation (1.2.4) peut être complétée en un système complète-
ment intégrable, si et seulement si les générateurs topologiques du théorème 1.2.13 sont
conjugués sur GLm(MU ) à des matrices constantes.
Dans le cas des systèmes diﬀérentiels paramétrés fuchsiens, le tore exponentiel et les
matrices de Stokes sont l’identité. Nous retrouvons donc le fait que le système peut être
complété en un système complètement intégrable si et seulement si, il existe une matrice
fondamentale telle que les matrices de monodromie soient constantes.
Nous présentons maintenant une dernière application. Nous renvoyons à §3.3.2 et
[Sib75] pour plus de détails. Considérons l’équation
z7∂2zW (z, t) = (1 + tz
3)W (z, t),
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dont l’unique singularité est 0. Les directions singulières sont les 2kπ5 avec k ∈ Z. La
matrice de Stokes de direction 8π5 est de la forme :(
1 −C0(t)e 3iπ5
0 1
)
,
où C0(t) ∈ MC est déﬁnie dans [Sib75]. L’auteur se demandait si cette fonction satisfai-
sait ou non des équations diﬀérentielles polynomiales. Nous utilisons la théorie de Galois
diﬀérentielle paramétrée et en particulier notre théorème 1.2.13, pour prouver que C0(t)
ne satisfait pas d’équations diﬀérentielles linéaires à coeﬃcients dans un certain corps.
1.2.4 Calcul du groupe de Galois différentiel paramétré pour certaines
équations d’ordre deux (Chapitre 2)
Nous ﬁnissons cette section par la généralisation de l’algorithme de Kovacic pour la
théorie de Galois diﬀérentielle paramétrée. C’est l’objet central du chapitre 2. Certains
arguments du chapitre ont été utilisés dans [Arr12], pour traiter d’autres cas.
Soient C un corps (∆t)-universel et C(z) le corps (∂z,∆t)-diﬀérentiel que nous avons
déﬁnis dans §1.2.3.3. Considérons
∂z
(
Y
∂zY
)
=
(
0 1
r 0
)(
Y
∂zY
)
, (1.2.5)
avec r ∈ C(z). Soient G le groupe de Galois paramétré et H le groupe de Galois non
paramétré. Comme nous le voyons dans §2.2, en utilisant le théorème de Seidenberg, le
corps (∆t)-diﬀérentiel engendré par les z-coeﬃcients de r, vu comme quotient de deux po-
lynômes, et les coeﬃcients des polynômes qui déﬁnissent G et H, vus comme sous-groupes
diﬀérentiels et algébriques de GLm(C), est isomorphe au corps (∆t)-diﬀérentiel MU ,
où U , est un polydisque non vide de Cn. Nous pouvons donc voir G (resp. H) comme un
sous-groupe diﬀérentiel (resp. algébrique) de GLm(MU ), et r(z) comme un élément de
MU (z) que nous noterons r(z, t). De plus, quitte à restreindre U , nous pouvons supposer
que si G et H sont conjugués sur GLm(C) à d’autres groupes, alors la conjugaison à lieu
sur GLm(MU ).
Les solutions particulières trouvées ne vont faire intervenir qu’un nombre ﬁni d’élé-
ments de C. Appliquant le même raisonnement que ci-dessus, quitte à restreindre U , nous
pouvons supposer qu’elles font intervenir des éléments de MU . Puisque le corps C est
algébriquement clos et de caractéristique nulle, l’algorithme de Kovacic fonctionne dans ce
cas, ce qui nous permet de calculer H. Nous avons vu dans §1.2.1 que G est dense pour la
topologie de Kolchin dans H. Il s’agit donc de calculer G, connaissant sa clôture de Zariski.
Avant d’énoncer le prochain théorème, nous introduisons quelques notations. Soit D,
un sous MU -espace vectoriel du MU -espace vectoriel des dérivations engendrées par ∆t.
On déﬁnit :
MDU := {m ∈MU |∀∂ ∈ D, ∂m = 0}.
Si g est une fonction appartenant à une extension de corps (∂z,∆t)-diﬀérentiel deMU (z),
on note
MU (z)⟨g⟩∂z ,∆t ,
le corps (∂z,∆t)-diﬀérentiel engendré par MU (z) et g. Nous trouvons (cf. §1.2.1 pour les
autres notations et §1.1.4 pour le cas non paramétré) :
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Théorème 1.2.18 (Théorème 2.2.10). Il y a quatre possibilités.
1. H est conjugué à un sous-groupe B =
{(
a b
0 a−1
)
, où a ∈ C∗, b ∈ C
}
. Dans ce
cas, il existe une solution de la forme g(z, t) = e
∫ z
0
f(u,t)du, avec f(z, t) ∈ MU (z). Il
y a deux possibilités s’excluant mutuellement.
(a) Si g(z, t) ∈ MU (z), alors nous pouvons calculer une autre solu-
tion g(z, t)
∫ z
u=0
g(u, t)−2du qui est linéairement indépendante de g(z, t). Dans
cette base, on peut calculer explicitement G grâce au lemme 2.2.2.
(b) Si g(z, t) /∈MU (z), alors G est conjugué à{(
m(t) a(t)
0 m(t)−1
)
, où m(t) ∈M,a(t) ∈ A
}
,
avec :
M, que nous pouvons calculer explicitement grâce au lemme 2.2.2;
A =
{
a(t) ∈MU
∣∣∣∣∣ ∀P ∈MU{y}∆t ,P (∫ zu=0 g(u, t)−2du) ∈MU (z)⟨g⟩∂z ,∆t ⇐⇒ P (a(t)) = 0
}
.
2. Il existe une solution de la forme g(z, t) = e
∫ z
0
f(u,t)du, où f(z, t) est algébrique sur
MU (z) de degré 2 et f(z, t) /∈MU (z). Dans ce cas, G est conjugué à{(
a 0
0 a−1
)∪( 0 b−1
−b 0
)
, où a, b ∈M
}
, avec,
M =
{
a(t) ∈MU
∣∣∣∣∣ ∀P ∈MU{y1 . . . , yn}∆t ,P (∂ti ∫ zu=0 f(u, t)du) ∈MU (z)⇔ P (∂tia(t)a(t) ) = 0
}
.
3. Les deux premiers cas ne se produisent pas et H est fini. Dans ce cas G = H.
4. Si aucun des trois précédents cas ne se produit, H = SL2(MU ) et il existe D, un
sous MU -espace vectoriel de l’espace vectoriel des dérivations engendrées par ∆t,
tel que G est conjugué à SL2
(
MDU
)
. De plus, ∂ ∈ D si et seulement si le système
différentiel linéaire paramétré suivant a une solution dans MU (z) :
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂r(z, t).
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1.3 Équations aux q-différences
Dans cette section, nous faisons un rapide survol de la classiﬁcation méromorphe des
systèmes au q-diﬀérences linéaires à coeﬃcients dans C(z) et du phénomène de conﬂuence.
Pour éviter des énoncés trop techniques, la plupart des résultats seront écrits dans un cadre
moins général que celui pour lesquels ils ont été originellement prouvés. Dans §1.3.1 nous ré-
sumons les travaux de [Sau00] qui traitent de la conﬂuence dans le cas fuchsien. Dans §1.3.2
nous exposons les résultats de [RSZ13] sur la classiﬁcation méromorphe des systèmes aux
q-diﬀérences à coeﬃcients dans C({z}). Au cours des deux dernières sous-sections, nous ex-
posons les résultats du chapitre 4 qui portent sur la conﬂuence des solutions asymptotiques
des séries divergentes.
1.3.1 Cas fuchsien
Nous présenterons ici brièvement les résultats de [Sau00]. Dorénavant, q désignera un
nombre réel strictement plus grand que 1. Déﬁnissons par σq l’opérateur de dilatation :
σq
(
f(z)
)
:= f(qz).
Nous souhaitons résoudre les systèmes aux q-diﬀérences linéaires de la forme :
σqY (z) = B(z)Y (z), (1.3.1)
où B(z) ∈ GLm
(
C(z)
)
. Pour cela, il faut choisir des solutions de σqY = zY , σqY = aY
avec a ∈ C∗ et σqY = Y + 1, qui joueront le rôle qu’opèrent ez, za et log(z) dans le cas
diﬀérentiel. Les « anciens », cf. [Ada31, Ada29, Bir30], utilisaient pour cela les fonctions
multivaluées zlog(z)/ log(q),
(
zlog(a)/ log(q)
)
a∈C∗
et log(z)/ log(q) respectivement. Cependant,
un résultat de Praagman nous indique que tout système aux q-diﬀérences linéaires à
coeﬃcients dans C(z) admet une base de solutions méromorphes sur C∗. Construire des
solutions méromorphes sur C∗ plutôt que des solutions multivaluées, va permettre aux
auteurs de [Sau04, RS07, RS09] de déﬁnir un groupe de Galois sur C, plutôt que sur le
corps des fonctions invariantes sous l’action de σq. Nous préférerons donc l’approche de
J. Sauloy en utilisant les fonctions :
– Θq(z) :=
∑
n∈Z
q
−n(n−1)
2 zn,
–
(
Λq,a(z)
)
a∈C∗
:=
(
Θq(z)
Θq(z/a)
)
a∈C∗
,
– lq(z) :=
δ (Θq(z))
Θq(z)
(rappelons que δ = z ddz ).
La fonction Θq est méromorphe sur C∗ et s’annule sur la q-spirale −qZ. Par consé-
quent,
(
Λq,a(z)
)
a∈C∗
et lq(z) sont aussi méromorphes sur C∗. Nous reviendrons plus en
détail sur ces fonctions au cours du chapitre 4. Soit B une matrice complexe inversible et
considérons sa décomposition de Jordan B = P (DN)P−1, où D := Diag(di) est diago-
nale, N est nilpotente avec DN = ND, et P est une matrice complexe inversible. Nous
construisons la matrice
Λq,B := P
(
Diag (Λq,di) e
log(N)lq
)
P−1 ∈ GLm
(
C
[
lq, (Λq,a)a∈C∗
] )
qui satisfait :
σqΛq,B = BΛq,B = Λq,BB.
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Nous supposerons maintenant que le système (1.3.1) est fuchsien en 0 et que ses expo-
sants en 0 sont non résonants, c’est-à-dire que B(0) ∈ GLm(C) et que deux de ses valeurs
distinctes ont nécessairement une image diﬀérente dans C∗/qZ. Comme dans le cas diﬀé-
rentiel, l’algorithme de Frobenius nous donne un système fondamental de solutions. Dans
[Sau00], §1, il est prouvé :
Proposition 1.3.1. Sous les hypothèses précédentes, il existe Hˆ(z) ∈ Id + zGLm
(
C{z}
)
,
telle que
Hˆ(z)Λq,B(0)
soit une matrice fondamentale de (1.3.1).
Considérons maintenant q comme un paramètre que nous allons faire tendre vers 1.
Soit δq :=
σq−Id
q−1 , qui converge formellement vers l’opérateur δ. Soit B(z) ∈ GLm
(
C(z)
)
telle que B(0) ∈ GLm(C) a des valeurs propres distinctes non congrues modulo Z. En
particulier, on trouve, cf. [Sau00], que pour q proche de 1, B(0) satisfait les hypothèses de
la proposition 1.3.1. Nous obtenons donc une matrice fondamentale de la famille d’équa-
tions δqY (z, q) = B(z)Y (z, q) de la forme
Hˆ(z, q)Λq,Id+(q−1)B(0),
avec z 7→ Hˆ(z, q) ∈ Id + zGLm
(
C{z}
)
. Il est naturel de se demander si la matrice ci-
dessus converge vers une solution fondamentale de δY˜ (z) = B(z)Y˜ (z) calculée grâce à
l’algorithme de Frobenius dans sa version diﬀérentielle. La réponse à cette question est
donnée dans [Sau00], §3. Cf. le théorème ci-dessous.
Théorème 1.3.2 (J. Sauloy). Soit B(z) ∈ GLm
(
C(z)
)
telle que B(0) ∈ GLm(C) a des
valeurs propres distinctes non congrues modulo Z. Soit H˜(z) ∈ Id + zGLm
(
C{z}
)
, telle
que H˜(z)eB(0) log(z) soit une matrice fondamentale de δY˜ (z) = B(z)Y˜ (z).
– On a la convergence uniforme
lim
q→1
Λq,Id+(q−1)B(0) = eB(0) log(z),
sur les compacts de C \ R<0.
– Soient x1, . . . , xr ∈ C∗ les pôles de B(z). On a la convergence uniforme
lim
q→1
Hˆ(z, q) = H˜(z),
sur les compacts de C \ {R≥1x1, . . . ,R≥1xr}, où R≥1xi := {αxi|α ≥ 1}. L’égalité ici
est à prendre au sens de « égale au prolongement analytique de ».
2 2
Domaine de déﬁnition de Hˆ(z, q)Λq,Id+(q−1)B(0) Domaine de déﬁnition de H˜(z)eB(0) log(z)
35
Chapitre 1. Introduction
Il est à noter que ce résultat est le point crucial de la démonstration du théorème 2.6
de [DVZ09] qui donne un résultat de conﬂuence de ressommation des séries formelles de
même nature que le théorème 1.3.7 ci-dessous. Voir la remarque 4.4.7 pour plus de détails.
Nous résumons ici les résultats de [Sau00], §4. Nous y renvoyons le lecteur pour plus de
détails. Nous considérons toujours δqY (z, q) = B(z)Y (z, q) où B(z) ∈ GLm
(
C(z)
)
satisfait
les hypothèses du théorème ci-dessus. Nous faisons désormais les mêmes hypothèses à
l’inﬁni. De plus, nous supposerons que les arguments des pôles de B(z) sont tous diﬀérents
et que aucun n’est congru à π modulo 2π.
Nous obtenons grâce au théorème 1.3.2 des matrices fondamentales de la famille d’équa-
tions δqY (z, q) = B(z)Y (z, q) en 0 et en l’inﬁni que nous noterons par Φ0(z, q) et Φ∞(z, q).
Soient Φ˜0(z) et Φ˜∞(z) les solutions de δY˜ (z) = B(z)Y˜ (z) que nous obtenons comme limite
lorsque q → 1. La matrice de Birkhoﬀ Φ0(z, q)
(
Φ∞(z, q)
)−1
est invariante sous l’action
de σq et converge lorsque q tend vers 1 vers la matrice Φ˜0(z)
(
Φ˜∞(z)
)−1
qui est loca-
lement constante. Soient x1, . . . , xr les pôles de B(z) que nous ordonnons tels que l’on
ait −π < arg(x1) < · · · < arg(xr) < π. Le domaine de déﬁnition de Φ˜0(z)
(
Φ˜∞(z)
)−1
est
Ω˜ := C∗ \ {R<0,R≥0x1, . . . ,R≥0xr} où R≥0xi := {αxi|α ≥ 0}.
Soient a0 := −π, ar+1 := π et pour i ∈ {1, . . . , r}, posons ai := arg(xi). Les composantes
connexes de Ω˜ sont les U˜i :=
{
z ∈ C∗∣∣ arg(z) ∈]ai, ai+1[} avec i ∈ {0, . . . , r}. Notons P˜i la
valeur de Φ˜0(z)
(
Φ˜∞(z)
)−1
en U˜i. Fixons i ∈ {1, . . . , r} et a, un élément de U˜i−1. Déﬁnis-
sons le lacet parcourant le cercle γ orienté positivement autour de la singularité xi qui passe
par a. Nous pouvons choisir a de telle sorte que ce cercle soit inclus dans U˜i−1
∪
R>0xi
∪
U˜i.
Dans [Sau00], §4, il est prouvé :
Théorème 1.3.3 (J. Sauloy). Le prolongement analytique le long de γ change Φ˜0(z)
en Φ˜0(z)
(
P˜i
)−1
P˜i−1. Autrement dit, la matrice de monodromie de δY˜ (z) = B(z)Y˜ (z)
autour de la singularité xi dans la base Φ˜0(z) est
(
P˜i
)−1
P˜i−1.
2
2
Figure 1.1 – Domaine de déﬁnition de Φ˜0(z)
(
Φ˜∞(z)
)−1
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1.3.2 Classification méromorphe des systèmes aux q-différences à coef-
ficients rationnels
Nous nous intéressons maintenant aux systèmes aux q-diﬀérences linéaires à coeﬃ-
cients dans C(z), non nécessairement fuchsiens. Dans cette section, le réel q > 1 sera à
nouveau ﬁxé. Comme pour le cas diﬀérentiel, des séries formelles divergentes peuvent être
solutions et nous sommes obligés de raisonner par classes d’équivalences formelles.
Nous étendons l’action de σq sur
∪
ν∈N∗
C
((
z1/ν
))
par σqz1/ν = elog(q)/νz1/ν ,
pour ν ∈ N∗. Soit K une extension de corps intermédiaire
∪
ν∈N∗
C
((
z1/ν
)) ∣∣∣K∣∣∣C(z), que
nous supposerons stable par σq. Soient A,B ∈ GLm(K). Les deux systèmes aux q-
diﬀérences linéaires σqY = AY et σqY = BY sont dit équivalents sur K si il
existe P ∈ GLm(K), appelée transformation de jauge, telle que
A = P [B]σq := (σqP )BP
−1.
En particulier,
σqY = BY ⇐⇒ σq (PY ) = APY.
Le théorème suivant reste vrai pour les systèmes à coeﬃcients dans C((z)).
Théorème 1.3.4 ([RSZ13], §2.2). Soit B ∈ GLm
(
C(z)
)
et considérons le sys-
tème σqY (z) = B(z)Y (z). Il existe
– ν ∈ N∗, µ1 < · · · < µk ∈ Z/ν,
– m1, . . . ,mk ∈ N,
– Bi ∈ GLmi(C),
– Hˆ ∈ GLm
(
C
((
z1/ν
)) )
,
tels que :
B = Hˆ [Af ]σq avec Af :=
z
µ1B1 0
. . .
0 zµkBk
 .
La classiﬁcation méromorphe et l’étude du phénomène de Stokes pour les équations
aux q-diﬀérences ont récemment obtenues des contributions importantes, cf. [RSZ13]. Voir
aussi [Bug11], pour un résultat de même nature valable dans un autre cadre. Tout ce qui
suit reste vrai si l’on remplace C(z) par C({z}). Le théorème suivant nous dit qu’un système
à coeﬃcients dans C(z), peut se réduire via une transformation de jauge méromorphe à
un système sous forme normale de Birkhoﬀ-Guenther.
Théorème 1.3.5 ([RSZ13], §2.2). Soit B ∈ GLm
(
C(z)
)
et considérons le sys-
tème σqY (z) = B(z)Y (z). Il existe
– ν ∈ N∗, µ1 < · · · < µk ∈ Z/ν,
– m1 . . . ,mk ∈ N,
– Bi ∈ GLmi(C),
– Ui,j(z), mi ×mj matrices à coefficients dans
µjν−1∑
l=µiν
Czl/ν ,
– F ∈ GLm
(
C
({
z1/ν
}))
,
37
Chapitre 1. Introduction
tels que :
B = F [A]σq , avec A :=

zµ1B1 . . . . . . . . . . . .
0
. . . . . . Ui,j(z) . . .
...
. . . . . . . . . . . .
... . . .
. . . . . . . . .
0 . . . . . . 0 zµkBk

.
Supposons que ν = 1. Dans le chapitre 6 de [RSZ13], les auteurs prouvent qu’il existe
un ensemble ﬁni Σ ⊂ C∗/qZ, tel que si λ ∈ C∗/qZ n’est pas dans Σ, alors il existe une
unique solution fondamentale de σqY (z) = B(z)Y (z) de la forme F (z)C(z) avec
C(z) :=

Id . . . . . . . . . . . .
0
. . . . . . U [λ]i,j (z) . . .
...
. . . . . . . . . . . .
... . . .
. . . . . . . . .
0 . . . . . . 0 Id


Θq(z)
µ1Λq,B1
. . .
Θq(z)
µkΛq,Bk
 ,
telle que pour tout i, j, U [λ]i,j (z) est méromorphe sur C
∗ et possède des pôles uniquement
sur la q-spirale qZλ d’ordre au plus µj − µi.
Les solutions que nous venons d’écrire sont méromorphes sur C∗ et peuvent se calculer
algorithmiquement, cf. [RSZ13], §6.1. Ce sont les solutions de ce type qui permettent de
faire la classiﬁcation méromorphe des systèmes aux q-diﬀérences linéaires à coeﬃcients
dans C({z}) : ils jouent donc un rôle analogue à la sommation de Borel-Laplace des
systèmes diﬀérentiels. Cependant, le point de vue pour énoncer et démontrer le théorème
de densité pour les systèmes aux q-diﬀérences linéaires à coeﬃcients dans C({z}) est très
diﬀérent de celui que nous avons exposé dans §1.1, cf. [RS07, RS09]. Il est à noter que ces
résultats s’appuient sur la forme normale de Birkhoﬀ-Guenther qui n’a pas d’équivalent
diﬀérentiel. C’est pour cela que pour énoncer les résultats de conﬂuence du chapitre 4,
nous n’utiliserons pas ces solutions méromorphes.
1.3.3 Confluence des solutions asymptotiques (Chapitre 4)
Dans cette sous-section nous résumons dans un cas particulier les résultats des sec-
tions 4.4 et 4.7 du chapitre 4. Nous voyons à nouveau q > 1 comme un paramètre que
nous allons faire tendre vers 1. L’expression « q proche de 1 », signiﬁera « au voisinage
de 1 dans ]1,∞[ ».
Nous commençons par introduire quelques notations. Nous déﬁnissons la fa-
mille (ρa)a∈C d’applications continues de C˜, la surface de Riemann du logarithme,
dans lui même, qui envoie z sur ea log(z). Pour f˜ :=
∑
flz
l ∈
∪
ν∈N∗
C
((
z1/ν
))
(resp.
f ∈ A(a, b), cf. §1.1) et c ∈ Q>0, nous posons ρc
(
f˜
)
:=
∑
flz
lc ∈
∪
ν∈N∗
C
((
z1/ν
))
(resp.
ρc (f) := f(z
c)).
Pour tout d ∈ R nous déﬁnissons :∫
qZeid
f(ζ)dqζ := (q − 1)
∑
l∈Z
f
(
qleid
)
qleid,
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dès lors que la série converge. Nous déﬁnissons par ailleurs la q-exponentielle
eq(z) :=
∞∑
n=0
zn
[n]!q
∈ C{z},
avec [n]!q :=
n∏
l=0
1 + ...+ ql =:
n∏
l=0
[l]q. Elle est méromorphe sur C∗ et s’annule sur la q-
spirale q
N
∗
1−q .
Dans la littérature, nous pouvons trouver de nombreuses déﬁnitions des transformées
de q-Borel et de q-Laplace, cf. [Zha00, Zha02, MZ00, DVZ09, RZ02]. Nous déﬁnissons
maintenant celles qui nous seront utiles.
Définition 1.3.6. Soient k ∈ Q>0 et d ∈ R.
(1) Soit ν ∈ N∗ minimal tel que νk ∈ N∗. Nous déﬁnissons Bˆq,k comme étant l’application
de C
[[
zνk
]]
dans C
[[
ζνk
]]
satisfaisant :
Bˆq,k
(∑
alz
l
)
:=
∑ al
[l/k]!q
ζ l.
Remarquons que nous avons
Bˆq,k = ρk ◦ Bˆq,1 ◦ ρ1/k.
(2) Soit f une fonction telle qu’il existe un réel positif ε > 0, tel que pour q proche
de 1, z 7→ f(z, q) ∈ A(d− ε, d+ ε). Nous dirons que f appartient à Hdk, si pour q proche
de 1, z 7→ f(z, q) admet un prolongement analytique sur S(d−ε, d+ε), que nous appellerons
toujours f , tel qu’il existe des constantes, J, L > 0, telles que pour tout z ∈ R>0 :∣∣∣f (eidz, q)∣∣∣ < Jeq (Lzk) .
(3) Comme nous le verrons dans §4.3, les applications suivantes sont bien déﬁnies et nous
les appellerons transformées de q-Laplace d’ordre 1 et k respectivement :
H
d
1 ∋ f 7→ L[d]q,1(f)(z, q) :=
∫
qZeid
f(ζ, q)
zeq
(
qζ
z
)dqζ,
H
d
k ∋ g 7→ L[d]q,k(g)(z, q) := ρk ◦ L[d]q,1 ◦ ρ1/k(g)(z, q).
La fonction z 7→ L[d]q,1(f)(z, q) est méromorphe sur un voisinage épointé de 0 dans C∗.
Pour |z| petit, L[d]q,1(f)(z, q) a des pôles d’ordre au plus 1 contenus dans la q-
spirale qZ(1− q)eid.
Nous présentons maintenant une version légèrement aﬀaiblie du théorème prin-
cipal du chapitre 4, le théorème 4.4.5. Nous rappelons que δq =
σq−Id
q−1 . Consi-
dérons z 7→ hˆ(z, q) ∈ C[[z]] dont les z-coeﬃcients convergent lorsque q tend vers 1.
Soit h˜(z) ∈ C[[z]] la limite formelle. Nous supposons en outre que :
(A1) Il existe m+ 1 polynômes
z 7→ b0(z, q), . . . , bm(z, q) ∈ C[z],
dont les coeﬃcients convergent lorsque q tend vers 1, tels que quel que soit q proche
de 1, hˆ(z, q) est solution de :
bm(z, q)δ
m
q
(
hˆ(z, q)
)
+ · · ·+ b0(z, q)hˆ(z, q) = 0.
Soient b˜0(z), . . . , b˜m(z) ∈ C[z], les limites des b0(z, q), . . . , bm(z, q).
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(A2) Pour q proche de 1, les valuations des z 7→ bi(z, q) ∈ C[z] sont indépendantes de q
et sont égales aux valuations des b˜i(z).
(A3) Il existe c > 0, tel que pour tout i ≤ m et q proche de 1 :∣∣∣bi(z, q)− b˜i(z)∣∣∣ < (q − 1)c (∣∣∣b˜i(z)∣∣∣+ 1) .
Remarquons que la série h˜(z) est solution de :
b˜m(z)δ
m (y˜(z)) + · · ·+ b˜0(z)y˜(z) = 0. (1.3.2)
Si tous les b˜i(z) ont des valuations supérieures ou égales à b˜m(z), alors pour q proche
de 1, z 7→ hˆ(z, q), h˜(z) ∈ C{z} et on a d’après la remarque 4.4.4,
lim
q→1 hˆ(z, q) = h˜(z),
uniformément sur un disque fermé centré en 0. Nous supposerons désormais que ce cas
de ﬁgure ne se produit pas. Nous rappelons que nous avons vu dans §1.1.3, qu’il existe
un ensemble ﬁni modulo 2π de R, tel que si d n’est pas dans cet ensemble, il existe ε > 0
et S˜d
(
h˜
)
∈ A (d− ε, d+ ε), solution de (1.3.2) que l’on peut calculer en appliquant succes-
sivement à h˜(z) des transformées de Borel et Laplace. Nous pouvons maintenant énoncer
le résultat principal du chapitre 4. Cf. l’appendice du chapitre 4 pour une variante de ce
théorème avec un autre choix de transformée de q-Laplace.
Théorème 1.3.7 (Théorème 4.4.5). Notons hˆ(z, q) :=
∞∑
n=0
hˆn(q)z
n. Il existe
– κ˜1, . . . , κ˜s ∈ Q>0,
– β ∈ N∗,
– Σ
h˜
⊂ R fini modulo 2πZ,
tels que si l’on se donne d ∈ R \ Σ
h˜
et l ∈ {0, . . . , β − 1}, alors la série suivante
g1,l := Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
( ∞∑
n=0
hˆl+nβ(q)z
nβ
)
converge et appartient à H
d
κ˜1.
De plus, pour j = 2 (resp. j = 3, . . . , j = s), gj,l := L[d]q,κ˜j−1
(
gj−1,l
)
appartient à H
d
κ˜j .
Soit S[d]q,l
(
hˆ
)
:= L[d]
q,κ˜s
(
gr,l
)
. La fonction
S[d]q
(
hˆ
)
:=
β−1∑
l=0
zlS
[d]
q,l
(
hˆ
)
∈ A
(
d− π
κ˜s
, d+
π
κ˜s
)
est solution de (1.2.1) et nous avons la convergence
lim
q→1
S[d]q
(
hˆ
)
= S˜d
(
h˜
)
,
uniformément sur les compacts de S
(
d− π2kr , d+ π2kr
)
\
∪
R≥1αi, où αi sont les racines
de b˜m ∈ C[z].
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Exemple 1.3.8 (Conﬂuence des séries hypergéométriques basiques). Soient p = 1/q, r, s ∈ N
avec r > s+ 1, a1, . . . , ar, b1, . . . , bs ∈ C \ qN, avec images diﬀérentes dans C∗/qZ. Consi-
dérons la série formelle divergente :
rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
 := ∞∑
n=0
(a1; p)n . . . (ar; p)n
(p; p)n(b1; p)n . . . (bs; p)n
(
(−1)npn(n−1)/2
)1+s−r
zn,
avec (a; p)n+1 := (1 − apn)(a; p)n et (a; p)0 := 1, pour tout nombre complexe a.
Soient α1, . . . , αr, β1, . . . , βs ∈ C \ −N avec images diﬀérentes dans C/Z, et déﬁnissons
la série formelle divergente
rFs
 α1, . . . , αr ; z
β1, . . . , βs
 := ∞∑
n=0
(α1)n . . . (αr)n
n!(β1)n . . . (βs)n
zn,
où (α)0 := 1; (α)n+1 := (α+ n)(α)n pour α ∈ C.
Si nous posons p := q−1/(r−s−1), q := q1/(r−s−1), x := z
(
1− p
)1+s−r
, ai := pα1
et bi = pβ1 , nous avons la convergence terme à terme de rφs vers rFs lorsque q → 1.
Dans la section 4.7, nous prouvons que si d n’est pas congru à (r − s − 1)π modulo 2π,
alors on peut appliquer des q-analogues des transformées de Borel et Laplace à rφs. De
plus, nous démontrons, cf. le théorème 4.7.4, que la fonction obtenue converge uniformé-
ment sur tous les compacts de Cd := {z ∈ C∗| arg(−z) ̸= d}, lorsque q tend vers 1 vers la
fonction,
r∑
j=1
s∏
i=1
Γ(βi)
r∏
i=1
i̸=j
Γ(αi − αj)
(
(−1)s−rz
)−αj
r∏
i=1
i̸=j
Γ(αi)
s∏
i=1
Γ(βi − αj)
×s+1Fr−1
 αj , αj − β1 + 1, . . . , αj − βs + 1 ; (−1)s−rz
αj − α1 + 1, . . . , ̂αj − αj + 1, . . . , αj − αr + 1
 ,
où (a1, . . . , âj , . . . , ar) désigne la suite (a1, . . . , , ar) dans laquelle le j-ème terme a été
supprimé. L’égalité ici est à prendre au sens de « égale au prolongement analytique de ».
Notons que le cas r = 2 et s = 0 avait déjà été traité dans [Zha02], §2.
1.3.4 Confluence des matrices fondamentales (Chapitre 4)
Dans cette sous-section, nous présentons une version aﬀaiblie des résultats de §4.8.
Nous voyons toujours q > 1 comme un paramètre réel que nous allons faire tendre vers 1.
Nous considérons la famille d’équations linéaires
∆q := bm(z) δ
m
q + bm−1(z) δm−1q + . . . + b0(z)
∆˜ := bm(z) δ
m + bm−1(z) δm−1 + . . . + b0(z),
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où bi ∈ C[z]. Considérons maintenant les systèmes correspondants
δqY (z, q) = B(z)Y (z, q)
δY˜ (z) = B(z)Y˜ (z).
(1.3.3)
Puisque les bi sont indépendants de q, le polygone de Newton, cf. §4.2 pour une déﬁnition,
de ∆q, vu comme une σq-équation ne dépend pas de q. En particulier, les entiers et les
rationnels ν, mi et µi donnés par le théorème 1.3.4 qui ne dépendent en réalité que du
polygone de Newton, ne dépendent pas de q. Ainsi, le théorème de Hukuhara-Turrittin et
le théorème 1.3.4 nous assurent l’existence de
– ν ∈ N∗, z 7→ Hˆ(z, q), H˜(z) ∈ GLm
(
C
((
z1/ν
)) )
;
– une matrice Af (z, q) diagonale par bloc ;
– des éléments λ˜i(z) ∈ z−1/νC[z−1/ν ], et une matrice L˜ ∈ Mm(C) ;
tels que 
Hˆ(z, q)
[
Af (z, q)
]
σq
= Id + (q − 1)B(z, q)
H˜(z)
[
L˜+Diag
(
δλ˜i(z)
) ]
δ
= B(z).
(1.3.4)
Nous ferons en outre l’hypothèse que :
– les matrices L˜ et Af (z, q) sont diagonales ;
– ν = 1 ;
– le sous-espace vectoriel de Mm
(
C ((z))
)
des solutions du système
H˜(z)
[
L˜+Diag
(
δλ˜i(z)
)]
δ
= B(z) est de dimension 1.
Nous renvoyons à la remarque 4.8.1 pour plus d’explications sur ces hypothèses. Nous y
voyons en particulier que sans perte de généralité, nous pouvons nous ramener au cas où :
– pour q proche de 1, les valuations des entrées de la première ligne de Hˆ(z, q) sont
égales à 0 ;
– les valuations des entrées de la première ligne de H˜(z) sont nulles ;
– les termes constants des entrées de la première ligne de Hˆ(z, q) tendent vers ceux
de H˜(z).
Nous déﬁnissons O∗m comme étant l’anneau des matrices carrées inversibles de taille m,
tel que F (z, q) ∈ O∗m, si pour q proche de 1, les entrées de z 7→ F (z, q) sont méromorphes
sur C∗, et F (z, q) satisfait :
– on a la convergence uniforme sur les compacts de C∗
lim
q→1
(
δqF (z, q)
)
F (z, q)−1 = 0;
– pour tout z ∈ C∗, on a la simple convergence
lim
q→1
F (z, q) = Id.
Sous ces hypothèses, nous prouvons :
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Théorème 1.3.9 (Théorème 4.8.4). Écrivons λ˜i(z) =
ki∑
j=1
λ˜i,jz
−j.
(1) Il existe z 7→ F1(z, q) ∈ GLm
(
C{z}
)
, F2(z, q) ∈ O∗m, z 7→ N(z, q) ∈ Mm
(
C(z)
)
tels
que
F1(z, q)
[
Id + (q − 1)N(z, q)
]
σq
= Diag
(
Bi(q)z
−µi
)
,
où N(z, q) satisfait
δq
F2(z, q)Λq,Id+(q−1)L˜Diag
 ki∏
j=1
eqj
(
λ˜i,jz
−j) =
N(z, q)F2(z, q)Λq,Id+(q−1)L˜Diag
 ki∏
j=1
eqj
(
λ˜i,jz
−j) .
(2) Les z-coefficients de Hˆ(z, q)F1(z, q) convergent simplement lorsque q tend vers 1,
vers les z-coefficients de H˜(z). De plus, il existe N ∈ N, tel que pour tout q proche
de 1, z 7→ zNHˆ(z, q)F1(z, q) appartient à Mm
(
C[[z]]
)
.
Le point (1) du théorème nous dit grosso modo qu’il existe une matrice fondamentale
formelle de δqY (z, q) = B(z, q)Y (z, q) de la forme
Hˆ(z, q)F1(z, q)F2(z, q)Λq,Id+(q−1)L˜Diag
 ki∏
j=1
eqj
(
λ˜i,jz
−j) ,
qui converge formellement vers une matrice fondamentale de δY˜ (z) = B˜(z)Y˜ (z) donnée
par le théorème de Hukuhara-Turrittin
H˜(z)elog(z)L˜Diag
(
eλ˜i(z)
)
.
Cf. la remarque 4.8.3. Le lemme 4.8.7 nous permet de combiner ce résultat avec le théo-
rème 1.3.7. Cf. §4.8.3. Nous obtenons l’existence de Σ ⊂ R ﬁni modulo 2π, tel que si d /∈ Σ :
– nous pouvons appliquer lorsque q est proche de 1, des transformations de q-Borel
et q-Laplace de direction d à chaque entrée de zNHˆ(z, q)F1(z, q), pour obtenir une
matrice S [d]q
(
zNHˆF1
)
dont les entrées sont méromorphes sur C∗ ;
– nous pouvons appliquer des transformations de Borel et Laplace de direction d à
chaque entrée de zNH˜(z), pour obtenir la matrice S˜d
(
zNH˜(z)
)
qui a été déﬁnie
dans §1.1.3.
Pour tout d /∈ Σ, nous obtenons une matrice fondamentale de δqY (z, q) = B(z)Y (z, q) de
la forme
Φ
[d]
0 (z, q) := z
−NS [d]q
(
zNHˆF1
)
F2(z, q)Λq,Id+(q−1)L˜Diag
 ki∏
j=1
eqj
(
λ˜i,jz
−j) ,
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qui converge uniformément vers
Φ˜d0(z) := z
−N S˜d
(
zNH˜(z)
)
eL˜ log(z)Diag
(
eλ˜i(z)
)
,
sur les compacts de S
(
d− π2k , d+ π2k
) \ {R≥1x1, . . . ,R≥1xr,R<0}, où k appartient à Q>0,
et x1, . . . , xr sont les pôles de B(z) appartenant à S
(
d− π2k , d+ π2k
)
.
Nous nous intéressons désormais à la convergence des matrices de q-Stokes vers les
matrices de Stokes. Soient d− < d+ tels que nous pouvons déﬁnir Φ[d
±]
0 (z, q). La q-matrice
de Stokes ST [d
−],[d+](z, q) est la matrice inversible invariante sous l’action de σq déﬁnie
par
Φ
[d+]
0 (z, q) = Φ
[d−]
0 (z, q)ST
[d−],[d+](z, q).
Théorème 1.3.10 (Théorème 4.8.10). Soient d− π2k < d− < d < d+ < d+ π2k tels que([
d−, d
[∪ ]
d, d+
])∩
Σ = ∅.
Pour q proche de 1, nous pouvons définir ST [d
−],[d+](z, q) et nous avons
lim
q→1
ST [d
−],[d+](z, q) = Std,
uniformément sur les compacts de S
(
d− π2k , d+ π2k
) \ {R≥1x1, . . . ,R≥1xr,R<0}, où Std
désigne la matrice de Stokes définie en §1.1.3.
Nous faisons désormais les mêmes hypothèses à l’inﬁni. De plus, nous supposerons
que les arguments des pôles de B(z) sont tous diﬀérents et que aucun n’est congru
à π modulo 2π. Nous ordonnons les pôles xi dans S
(
d− π2k , d+ π2k
)
tels que l’on
ait d− π2k < arg(x1) < · · · < arg(xr) < d+ π2k . Quitte à prendre un plus gros ensemble
Σ et à réduire k, nous pouvons supposer que si d /∈ Σ, alors nous pouvons calculer les solu-
tions à l’inﬁni Φ[d]∞(z, q), Φ˜d∞(z) de la même manière que nous avons calculé Φ
[d]
0 (z, q), Φ˜
d
0(z),
et que nous avons la convergence uniforme :
lim
q→1Φ
[d]
∞(z, q) = Φ˜
d
∞(z),
sur les compacts de S
(
d− π2k , d+ π2k
) \ {tx1, . . . , txr,R<0, t ∈]0, 1[}.
Fixons d /∈ Σ. La matrice de Birkhoﬀ Φ[d]0 (z, q)
(
Φ
[d]
∞(z, q)
)−1
est invariante sous l’action
de σq et nous avons la convergence uniforme vers la matrice localement constante
lim
q→1Φ
[d]
0 (z, q)
(
Φ[d]∞(z, q)
)−1
= Φ˜d0(z)
(
Φ˜d∞(z)
)−1
,
sur les compacts de
Ω˜ := S
(
d− π
2k
, d+
π
2k
)
\
{
R<0,R>0x1, . . . ,R>0xr
}
,
où x1, . . . , xr désignent toujours les pôles de B(z) appartenant à S
(
d− π2k , d+ π2k
)
.
Soient a0 := d− π2k , ar+1 := d + π2k et pour i ∈ {1, . . . , r}, posons ai := arg(xi).
Les composantes connexes de Ω˜ sont les U˜i :=
{
S
(
d− π2k , d+ π2k
) ∣∣∣ arg(z) ∈]ai, ai+1[}
avec i ∈ {0, . . . , r}. Notons P˜i la valeur de Φ˜d0(z)
(
Φ˜d∞(z)
)−1
sur U˜i.
Fixons i ∈ {1, . . . , r} et a ∈ U˜i−1. Déﬁnissons le lacet parcourant le cercle γ orienté
positivement autour de la singularité xi qui passe par a. Nous pouvons choisir a de telle
sorte que ce cercle soit inclus dans U˜i−1
∪
R>0xi
∪
U˜i.
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Théorème 1.3.11 (Théorème 4.8.11). La matrice de monodromie de δY˜ (z) = B(z)Y˜ (z)
autour de la singularité xi dans la base Φ˜d0(z) est
(
P˜i
)−1
P˜i−1.
Figure 1.2 – Intersection de S
(
d− π2k , d+ π2k
)
et du domaine de déﬁnition de
Φ˜0(z)
(
Φ˜∞(z)
)−1
.
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Résumé: We extend Kovacic’s algorithm to compute the diﬀerential Galois
group of some second order parameterized linear diﬀerential equation. In the
case where no Liouvillian solutions could be found, we give a necessary and suf-
ﬁcient condition for the integrability of the system. We give various examples
of computation.
Chapitre 2. Computing the Galois group of some parameterized linear
differential equation of order two.
Introduction
Let us consider the linear diﬀerential equation
∂z
(
Y (z)
∂zY (z)
)
=
(
0 1
r(z) 0
)(
Y (z)
∂zY (z)
)
,
where r(z) is a rational function with coeﬃcients in C. We have a Galois theory for this
type of equation; see [vdPS03]. In particular, we can associate to this equation a group H,
which we call the diﬀerential Galois group, that measures the algebraic relations of the
solutions. In this case, this group can be viewed as a linear algebraic subgroup of SL2(C).
Kovacic in [Kov86] (see also [vdP99]) uses the classiﬁcation of the linear algebraic subgroup
of SL2(C) to obtain an algorithm that determines the Liouvillian solutions, which are
the solutions that involve exponentials, indeﬁnite integrals and solutions of polynomial
equations. In particular, four cases happen:
1. H is conjugated to a subgroup of B =
{(
a b
0 a−1
)
, where a ∈ C∗, b ∈ C
}
and
there exists a Liouvillian solution of the form e
∫ z
0
f(u)du, with f(z) ∈ C(z).
2. H is conjugated to a subgroup ofD∞ =
{(
a 0
0 a−1
)∪( 0 b−1
−b 0
)
, where a, b ∈ C∗
}
and there exists a Liouvillian solution of the form e
∫ z
0
f(u)du, where f(z) is algebraic
over C(z) of degree two and f(z) /∈ C(z).
3. H is ﬁnite and all the solutions are algebraic over C(z).
4. H = SL2(C) and there are no Liouvillian solutions.
Various improvements of this important algorithm have been made. See for example
[DLR92, HvdP95, UW96, Zha95]. The case where H is ﬁnite has been totally solved in
[SU93a, SU93b]; see also [vHW05].
Let {∂0, ∂1, . . . , ∂n} be a set of n+ 1 commuting derivations. In this chapter, we are
interested in the parameterized linear diﬀerential equation of the form
∂0
(
Y
∂0Y
)
=
(
0 1
r 0
)(
Y
∂0Y
)
,
where r belongs in a suitable (∂0, ∂1, . . . , ∂n)-diﬀerential ﬁeld. The derivations ∂1, . . . , ∂n
should be thought of as derivations with respect to the parameters. We will denote by C
its ﬁeld of the ∂0-constants. In [Lan08] and [CS07, HS08], the authors develop a Galois
theory for the parameterized linear diﬀerential equations. They deﬁne a parameterized
diﬀerential Galois group that measures the (∂1, . . . , ∂n)-diﬀerential and algebraic relations
between the solutions; see §2.1. This group can be seen as a diﬀerential group in the
sense of Kolchin: this is a group of matrices whose entries lie in the diﬀerential ﬁeld C
and satisfy a set of polynomial diﬀerential equations with coeﬃcients in C. In the case of
the equation ∂20Y = rY , the Galois group will be a linear diﬀerential algebraic subgroup
of SL2(C). The goal of this chapter is to extend the algorithm from Kovacic and compute
the parameterized diﬀerential Galois group of the equation ∂20Y = rY .
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The chapter is presented as follows. In the ﬁrst section, we recall some basic facts
about parameterized diﬀerential Galois theory. This theory needs to use a ﬁeld of
the ∂0-constants which is (∂1, . . . , ∂n)-diﬀerentially closed (see [CS07], Deﬁnition 3.2).
We will make a stronger assumption on the ﬁeld of the ∂0-constants C: we will assume
that C is a universal (∂1, . . . , ∂n)-ﬁeld (see §2.1). We use this assumption on C because a
ﬁeld (∂1, . . . , ∂n)-diﬀerentially closed is an abstract ﬁeld which has no interpretation as a
ﬁeld of functions. We will see in §2 that a result of Seidenberg will allow us to identify
the elements of the universal (∂1, . . . , ∂n)-ﬁeld C which we will consider as meromorphic
functions on a polydisc D of Cn.
In the second section, we recall the result of Seidenberg which implies that the param-
eterized diﬀerential Galois group can be seen as a linear diﬀerential algebraic subgroup
deﬁned over a ﬁeld of meromorphic functions on a polydisc D of Cn. Since the original
algorithm from [Kov86] can be applied if we consider rational functions having coeﬃcients
in an algebraically closed ﬁeld, we apply Kovacic’s algorithm for the ﬁeld of rational func-
tions having coeﬃcients in C. We obtain Liouvillian solutions that can be interpreted as
meromorphic functions. Then we explain how to compute the Galois group in the four
cases of Kovacic’s algorithm. In the case number 4, the Galois group is Zariski dense
in SL2. We recall the deﬁnition of integrable systems and the link with integrable systems
and equations with a Galois group that is Zariski dense in SL2. We decrease the number of
integrability conditions by showing that this is enough to check the integrability condition
for the pairs of derivations (∂z, ∂), where ∂ belongs in the vectorial space spanned by the
derivations with respect to the parameters. Then, we obtain an eﬀective way to compute
the Galois group in the case number 4, see Proposition 2.2.8. We summarize the results
of the section in Theorem 2.2.10.
In the last section we give various examples of computation.
∗ ∗ ∗
After this chapter was written, the authors in [GO12] has generalized Proposition 2.2.8
for equations with order more than two. Moreover, Carlos E Arreche has proved some
other results in touch with parameterized Kovacic’s algorithm. See [Arr12].
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2.1 Parameterized differential Galois theory
Let K be a diﬀerential ﬁeld equipped with n+1 commuting derivations ∂0, . . . , ∂n and
let ∆ = {∂1, . . . , ∂n}. We will assume that its ﬁeld of the ∂0-constants C is a universal (∆)-
ﬁeld with characteristic 0; that is, a (∆)-ﬁeld such that for any (∆)-ﬁeld C0 ⊂ C, (∆)-
ﬁnitely generated over Q, and any (∆)-ﬁnitely generated extension C1 of C0, there is
a (∆)-diﬀerential C0-isomorphism of C1 into C. See [Kol73], Chapter 3, Section 7, for
more details. In particular, C is (∆)-diﬀerentially closed. In this section, we will recall
the result from [CS07] of Galois theory for the parameterized linear diﬀerential equation
of the form
∂0
(
Y
∂0Y
)
=
(
0 1
r 0
)(
Y
∂0Y
)
, (2.1.1)
with r ∈ K. A parameterized Picard-Vessiot extension of the equation (2.1.1) on K
is a (∂0, . . . , ∂n)-diﬀerential ﬁeld extension K|K generated over K by the entries of an
invertible solution matrix (we will call it a fundamental solution) and such that the ﬁeld
of the ∂0-constants of K is equal to C. We can apply [CS07], Theorem 9.5, for the
equation (2.1.1), and deduce the existence and the uniqueness up to (∂0, . . . , ∂n)-diﬀerential
isomorphism of the parameterized Picard-Vessiot extension K|K. If ∆ = ∅, we recover
the usual unparameterized Picard-Vessiot extension.
The parameterized (resp. unparameterized) diﬀerential Galois group G (resp. H) is
the group of ﬁeld automorphisms of the parameterized Picard-Vessiot extension (resp.
the unparameterized Picard-Vessiot extension) of the equation (2.1.1), which induces the
identity on K and commutes with all the derivations (resp. with the derivation ∂0). Let U
be a fundamental solution. In the unparameterized case,
{U−1φ(U), φ ∈ H}
is a linear algebraic subgroup of GL2(C). In the parameterized case we ﬁnd that
{U−1φ(U), φ ∈ G}
is a linear diﬀerential algebraic subgroup, that is, a subgroup of GL2(C) which is the
zero of a set of (∆)-diﬀerential polynomials in 4 variables. See [CS07], Theorem 9.10. Any
other fundamental solution yields another diﬀerential algebraic subgroup of GL2(C) which
are all conjugated over GL2(C). We will identify G (resp. H) with a linear diﬀerential
algebraic subgroup of GL2(C) (resp. with a linear algebraic subgroup of GL2(C)) for a
chosen fundamental solution. The next lemma is a classical result.
Lemma 2.1.1 ([Kov86], Section 1.3). G ⊂ SL2(C).
Proof. Let b and c be two independents solutions. A simple computation shows that
the Wronskian: W = b∂0c − (∂0b)c satisﬁes ∂0W = 0, and hence W ∈ C. There-
fore it is ﬁxed by the elements of the parameterized diﬀerential Galois group G. Let
us consider
(
b c
∂0b ∂0c
)
a fundamental solution. Let σ ∈ G. We obtain the existence
of
(
α β
δ ε
)
∈ GL2(C), such that: σ
(
b c
∂0b ∂0c
)
=
(
α β
δ ε
)(
b c
∂0b ∂0c
)
.
A direct computation shows that: σW =W = (αε− βδ)W and therefore:
G ⊂ SL2(C).
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2.2 Computation of the parameterized differential Galois
group
Until the end of the chapter, C denotes a universal (∆)-ﬁeld equipped with n com-
muting derivations. Let C(z) be the (∂z,∆)-diﬀerential ﬁeld of rational functions in the
indeterminate z, with coeﬃcients in C, where z is a (∆)-constant with ∂zz = 1, C is
the ﬁeld of the ∂z-constants and such that ∂z commutes with all the derivations. Let us
consider the parameterized linear diﬀerential equation
∂z
(
Y (z)
∂zY (z)
)
=
(
0 1
r(z) 0
)(
Y (z)
∂zY (z)
)
, (2.2.1)
with r(z) ∈ C(z). We want to apply Kovacic’s algorithm for the parameterized linear
diﬀerential equation (2.2.1). Let G ⊂ SL2(C) be the parameterized diﬀerential Galois
group. The algorithm from [Kov86] can be applied if the ﬁeld of the ∂z-constants is
algebraically closed, which is the case here. The problem is that C is an abstract ﬁeld
which is not very convenient for the computations. In fact we have an interpretation of
the elements of C as meromorphic functions. Let C1 be the (∆)-diﬀerential ﬁeld generated
over Q by the z-coeﬃcients of r(z). Using the following result of Seidenberg (see [Sei58,
Sei69]) with K0 = Q and K1 = C1, we ﬁnd the existence of a polydisc D of Cn such that
the z-coeﬃcients of r(z) can be considered as meromorphic functions on D.
Theorem 2.2.1 (Seidenberg). Let Q ⊂ K0 ⊂ K1 be finitely generated (∆)-differential
extensions of Q and assume that K0 consists of meromorphic functions on some domain Ω
of Cn. Then K1 is isomorphic to the field K∗1 of meromorphic functions on Ω1 ⊂ Ω such
that K0|Ω1 ⊂ K∗1 , and the derivations in ∆ can be identified with the derivations with
respect to the coordinates on Ω1.
Let (MD, ∂t1 , . . . , ∂tn) denotes the∆t = {∂t1 , . . . , ∂tn}-diﬀerential ﬁeld of meromorphic
functions on D, a polydisc of Cn. Let t = (t1, . . . , tn). The discussion above tell us that
the r(z) of the equation (2.2.1) can be identiﬁed with r(z, t), an element of MD(z) ∗,
whereD is a polydisc of Cn. We will consider the parameterized linear diﬀerential equation
∂z
(
Y (z, t)
∂zY (z, t)
)
=
(
0 1
r(z, t) 0
)(
Y (z, t)
∂zY (z, t)
)
,
with r(z, t) ∈ MD(z). The group G is deﬁned by a ﬁnite number of (∆)-diﬀerential
polynomials. Again, using the result of Seidenberg with the (∆)-diﬀerential ﬁeld gen-
erated over Q by the coeﬃcients of the (∆)-diﬀerential polynomials that deﬁne G and
the z-coeﬃcients of r(z), we deduce that G can be seen as a linear diﬀerential algebraic
subgroup of SL2(MD). Again using the result of Seidenberg, we remark that after shrink-
ing D, we can assume that if G is conjugated over SL2(C) to Q, we can identify Q
and G as linear diﬀerential algebraic subgroups of SL2(MD), and they are conjugated
over SL2(MD). Furthermore, we obtain that the Liouvillian solutions found are deﬁned
over the algebraic closure of MD(z). We will compute G as a linear diﬀerential algebraic
subgroup of SL2(MD). We recall that we have four cases to consider:
1. There exists a Liouvillian solution that is of the following form g(z, t) = e
∫ z
0
f(u,t)du,
with f(z, t) ∈MD(z).
∗. MD(z) denotes the (∂z,∆t)-differential field of rational functions with indeterminate z and with
coefficients inMD such that ∂zz = 1, z is a (∆t)-constant and the fieldMD is the field of the ∂z-constants.
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2. There exists a Liouvillian solution of the form g(z, t) = e
∫ z
0
f(u,t)du, where f(z, t) is
algebraic over MD(z) of degree two and f(z, t) /∈MD(z).
3. All the solutions are algebraic over MD(z).
4. There are no Liouvillian solutions.
These correspond to the four cases recalled in the introduction. Proposition 6.26 of [HS08]
says that if we take the same fundamental solution, the Zariski closure of G is the unpa-
rameterized diﬀerential Galois group. This means that in each case we are looking at the
Zariski dense subgroups of the group given by usual Kovacic’s algorithm.
2.2.1 Case number 1
We start with the case number 1. There exists a Liouvillian solution of the form:
g(z, t) = e
∫ z
0
f(u,t)du,
with f(z, t) ∈ MD(z). The action of G on the solution g(z, t) can be computed with the
following lemma:
Lemma 2.2.2. Let σ ∈ G.
(1) Let α(t) ∈ MD and p, q ∈ N, such that GCD(p, q) = 1. Then there exists k ∈ N such
that σ
(
(z − α(t))p/q) = e 2ikπq (z − α(t))p/q.
(2) Let α(t), β(t) ∈ MD and β(t) /∈ Q. Then there exists a ∈ C and c ∈ C∗ such
that σ
(
(z − α(t))β(t)) = ceaβ(t)(z − α(t))β(t).
(3) Let Q(z, t) ∈MD(z). Then there exists a ∈ C∗ such that σ
(
eQ(z,t)
)
= aeQ(z,t).
Proof. (1) We use the fact the elements of G are ﬁelds automorphisms that leave MD
invariant.
(2) A computation shows that
∂ti
(
z − α(t))β(t) = [log(z − α(t))∂tiβ(t)− ∂tiα(t)β(t)z − α(t)
]
(z − α(t))β(t).
The fact that σ commutes with all the derivations implies the existence of a ∈ C
and f(t) ∈MD such that
σ
(
log(z − α(t))) = log(z − α(t)) + a
and
σ
(
(z − α(t))β(t)) = f(t)(z − α(t))β(t).
Since ∂tiσ = σ∂ti , we obtain that[
log(z − α(t))∂tiβ(t) + a∂tiβ(t)− ∂tiα(t)β(t)z−α(t)
]
f(t) =
∂tif(t) + f(t)
[
log(z − α(t))∂tiβ(t)− ∂tiα(t)β(t)z−α(t)
]
.
Finally, f(t) satisﬁes the parameterized linear diﬀerential equation
∂ti
(
∂tif(t)
f(t)a∂tiβ(t)
)
= 0.
This means that ∂tif(t)f(t)a∂tiβ(t)
= c ∈ C∗ and log f(t) = aβ(t) + log(c). Then we deduce
that f(t) = ceaβ(t).
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(3) We use the fact that
∂tiσ
(
eQ(z,t)
)
= σ
(
∂ti
(
eQ(z,t)
))
= σ
(
∂ti (Q(z, t)) e
Q(z,t)
)
= ∂tiQ(z, t)σ
(
eQ(z,t)
)
.
The equation ∂tiσ
(
eQ(z,t)
)
= ∂tiQ(z, t)σ
(
eQ(z,t)
)
admits σ(eQ(z,t)) = aeQ(z,t) with a ∈ C∗
as a solution.
We deduce that the matrices of G are upper triangular. We will denote
by Gm ⋍ GL1(MD) the multiplicative group. The proof of the following proposition is
inspired by the proof of [Sit75], Theorem 1.4. Let p : G→ Gm that sends
(
m(t) a(t)
0 m−1(t)
)
on m(t). Let M be the image of p and A ⊂MD such that{(
1 a(t)
0 1
)
, where a(t) ∈ A
}
is the kernel of p. We have already computed M with Lemma 2.2.2. For m(t) ∈M ,
let Γm(t) be the set of γm(t) ∈ MD such that
(
m(t) γm(t)
0 m(t)−1
)
∈ G. We will iden-
tify C∗ with the ﬁeld of the constant elements of MD. If C∗ ̸⊂ M , because of
Lemma 2.2.2, g(z, t) ∈MD(z), and we can compute explicitly g(z, t)
∫ z
u=0
g(u, t)−2du,
which is another solution. We obtain explicitly a fundamental solution and we can com-
pute G. The next proposition explains how to compute G when C∗ ⊂M .
Proposition 2.2.3. Let us keep the same notations. Assume that C∗ ⊂ M . Then G is
conjugated to {(
m(t) a(t)
0 m(t)−1
)
, where m(t) ∈M,a(t) ∈ A
}
.
For the proof of the proposition, we will need the following lemmas.
Lemma 2.2.4. Assume that C∗ ⊂M . Let m(t) ∈M and a(t) ∈ A. Then m(t)a(t) ∈ A.
Proof. With Lemma 2.2.2, we obtain that for all m(t) ∈ M , there exists b(t) ∈ M such
that b(t)2 = m(t). Let m(t) ∈ M , b(t)2 = m(t), γb(t) ∈ Γb(t), and a(t) ∈ A. The
computation (
b(t) γb(t)
0 b(t)−1
)(
1 a(t)
0 1
)(
b(t) γb(t)
0 b(t)−1
)−1
=
(
1 m(t)a(t)
0 1
)
shows that if m(t) ∈M and a(t) ∈ A, then m(t)a(t) ∈ A.
Lemma 2.2.5. Assume that C∗ ⊂ M . Let m(t) ∈ M . Then γm(t), γ′m(t) ∈ Γm(t) if and
only if
(
γm(t) − γ′m(t)
)
∈ A.
Proof. Let γm(t), γ′m(t) ∈ Γm(t). The computation(
m(t) γm(t)
0 m(t)−1
)(
m(t) γ′m(t)
0 m(t)−1
)−1
=
(
1 m(t)(γm(t) − γ′m(t))
0 1
)
shows that m(t)(γm(t)−γ′m(t)) ∈ A, and then (γm(t) − γ′m(t)) ∈ A, because of Lemma 2.2.4.
Conversely, if (γm(t) − γ′m(t)) ∈ A and γm(t) ∈ Γm(t), then m(t)(γm(t) − γ′m(t)) ∈ A, because
of Lemma 2.2.4. The same computation shows that γ′m(t) ∈ Γm(t).
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Lemma 2.2.6. Assume that C∗ ⊂M . Let b ∈ C∗ \ {±1} and γb ∈ Γb. Let
β(t) = b(b2 − 1)−1γb.
Then, β(t)(m(t)−m(t)−1) ∈ Γm(t), for all m(t) ∈M .
Proof. Let m(t) ∈M and γm(t) ∈ Γm(t). The computation(
b γb
0 b−1
)(
m(t) γm(t)
0 m(t)−1
)(
b γb
0 b−1
)−1(
m(t) γm(t)
0 m(t)−1
)−1
=
(
1 (1−m(t)2)bγb − (1− b2)m(t)γm(t)
0 1
)
implies that (1−m(t)2)bγb − (1− b2)m(t)γm(t) ∈ A. Since (1−b2)m(t) ∈M , Lemma 2.2.4
implies that
(1− b2)−1m(t)−1(1−m(t)2)bγb − γm(t) = β(t)(m(t)−m(t)−1)− γm(t) ∈ A.
Therefore β(t)(m(t)−m(t)−1) ∈ Γm(t), because of Lemma 2.2.5.
Proof of Proposition 2.2.3. With Lemmas 2.2.5 and 2.2.6, we ﬁnd that
G ≃
{(
m(t) β(t)(m(t)−m(t)−1) + a(t)
0 m(t)−1
)
, where m(t) ∈M,a(t) ∈ A
}
.
If we change the fundamental solution, i.e, if we conjugate G over GL2(MD), we can
simplify the expression of G. After conjugation by the element P =
(
1 β(t)
0 1
)
, we
obtain that
PGP−1 ≃
{(
m(t) a(t)
0 m(t)−1
)
, where m(t) ∈M,a(t) ∈ A
}
.
We now want to compute G when C∗ ⊂M . The computation of M has already been
done in Lemma 2.2.2. We are now interested in the computation of A, which is a linear dif-
ferential algebraic subgroup of (MD,+). Cassidy classiﬁes the linear diﬀerential algebraic
subgroups of the additive group in [Cas72], Lemma 11. We deﬁneMD[y1 . . . , yν ]∆t , as the
ring of linear homogeneous diﬀerential polynomials. There exists P1, . . . Pm ∈ MD[y]∆t
such that
A =
{
a(t) ∈MD
∣∣P1(a(t)) = · · · = Pm(a(t)) = 0}.
We recall that g(z, t)
∫ z
u=0
g(u, t)−2du is another solution. We can choose β(t) ∈MD such
that in the basis formed by the solutions g(z, t) and g(z, t)
∫ z
u=0
g(u, t)−2du+ β(t)g(z, t), G
is equal to
{(
m(t) a(t)
0 m(t)−1
)
, where m(t) ∈M,a(t) ∈ A
}
. Let Gg ⊂ G be the subﬁeld
of elements that ﬁx g(z, t) and let σ ∈ Gg. Let a(t) ∈ A be such that
σ
(
g(z, t)
∫ z
u=0
g(u, t)−2du+ β(t)g(z, t)
)
=
(
g(z, t)
∫ z
u=0
g(u, t)−2du+ β(t)g(z, t)
)
+ a(t)g(z, t).
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Since
σ
(
g(z, t)
∫ z
u=0
g(u, t)−2du+ β(t)g(z, t)
)
= g(z, t)
(
σ
(∫ z
u=0
g(u, t)−2du
)
+ β(t)
)
,
we deduce that
σ
(∫ z
u=0
g(u, t)−2du
)
−
∫ z
u=0
g(u, t)−2du = a(t) ∈ A.
Therefore, the diﬀerential polynomials Pi satisfy ∀σ ∈ Gg:
σ
(
Pi
(∫ z
u=0 g(u, t)
−2du
) )
= Pi
(
σ
(∫ z
u=0 g(u, t)
−2du
) )
= Pi
( ∫ z
u=0 g(u, t)
−2du+ a(t)
)
= Pi
( ∫ z
u=0 g(u, t)
−2du
)
.
Since Pi
( ∫ z
u=0 g(u, t)
−2du
)
is ﬁxed by the elements of Gg, we deduce by the Galois cor-
respondence in the parameterized diﬀerential Galois theory (see [CS07], Theorem 9.5)
that
Pi(a(t)) = 0⇐⇒ Pi
(∫ z
u=0
g(u, t)−2du
)
∈MD(z)⟨g(z, t)⟩∂z ,∆t ,
where MD(z)⟨g(z, t)⟩∂z ,∆t denotes the (∂z,∆t)−diﬀerential ﬁeld generated by MD(z)
and g(z, t).
2.2.2 Case number 2
Let us consider the case number 2. There exists a Liouvillian solution of
the form e
∫ z
0
f(u,t)du, such that f(z, t) satisﬁes f(z, t)2 + a(z, t)f(z, t) + b(z, t) = 0,
where a(z, t), b(z, t) ∈MD(z). There exists ε ∈ {±1} such that
f(z, t) =
−a(z, t) + ε√a(z, t)2 − 4b(z, t)
2
.
By computing the action of G on e
∫ z
0
−a(u,t)+ε
√
a(u,t)2−4b(u,t)
2
du, we ﬁnd that
e
∫ z
0
−a(u,t)−ε
√
a(u,t)2−4b(u,t)
2
du is another Liouvillian solution which is linearly independent
of the ﬁrst one. By computing the action of G on the second Liouvillian solution we ﬁnd
the existence of M , a linear diﬀerential algebraic subgroup of the multiplicative group Gm
such that, in the basis formed by the two Liouvillian solutions
G ≃
{(
a(t) 0
0 a−1(t)
)∪( 0 b−1(t)
−b(t) 0
)
, where a(t), b(t) ∈M
}
.
We are now interested in the computation of M . A direct computation shows that if there
exists σ ∈ G such that σ
(
e
∫ z
0
f(u,t)du
)
= α(t)e
∫ z
0
f(u,t)du, then for all i ≤ n, α(t) satisﬁes
the parameterized diﬀerential equation
∂tiα(t) + α(t)
(
∂ti
∫ z
0
f(u, t)du
)
= α(t)σ
(
∂ti
∫ z
0
f(u, t)du
)
.
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Let ∂˜tiα(t) =
∂tiα(t)
α(t) be the logarithm derivation. In [Cas72], Chapter 4, we see that there
exist P1, . . . , Pk ∈MD[y1 . . . , yn]∆t such that
M ≃
{
α(t)
∣∣∣P1 (∂˜tiα(t)) = · · · = Pk (∂˜tiα(t)) = 0} .
The polynomial Pj satisﬁes, for all σ ∈ G,
Pj
(
∂ti
∫ z
0
f(u, t)du
)
= σ
(
Pj
(
∂ti
∫ z
0
f(u, t)du
))
and then
Pj
(
∂˜tiα(t)
)
= 0⇐⇒ Pj
(
∂ti
∫ z
0
f(u, t)du
)
∈MD(z).
2.2.3 Case number 3
In the third case, G is ﬁnite, because whose Zariski closure is ﬁnite. Since all ﬁnite
linear diﬀerential algebraic subgroups of SL2(MD) are ﬁnite linear algebraic subgroups
of SL2(MD), G is equal to the unparameterized diﬀerential Galois group. This is the
same problem as in the unparameterized case. See [vHW05] for the computation of G.
2.2.4 Case number 4
We now consider the case where no Liouvillian solutions are found. We have seen
in the introduction that in this case, the unparameterized diﬀerential Galois group
is SL2 (MD). Therefore, G is Zariski dense in SL2(MD).
The classiﬁcation of the Zariski dense subgroup of SL2(MD) has been made in [Cas72],
Proposition 42. Let D be the MD-vectorial space of derivations of the form{
n∑
i=0
ai(t)∂ti , where ai(t) ∈MD
}
,
and D a vectorial subspace of D. Let MDD be the elements of MD that are constant for
the derivations in D. Remark that if D = {0}, then MDD = MD. The linear diﬀerential
algebraic subgroups of SL2(MD) that are Zariski dense in SL2(MD) are conjugated
over SL2(MD) to the groups of the form SL2
(
MDD
)
, with D a vectorial subspace of D.
Let D ⊂ D be such that the group G is conjugated over SL2(MD) to SL2
(
MDD
)
.
We want to compute explicitly D. This leads us to the notion of integrable systems.
Let A0(z, t), . . . , Ak(z, t), m×m matrices with entries in MD(z) and ∂′t1 , . . . , ∂′tk ∈ D.
The following system
[S] :

∂zY (z, t) = A0(z, t)Y (z, t)
∂′t1Y (z, t) = A1(z, t)Y (z, t)
...
∂′tkY (z, t) = Ak(z, t)Y (z, t)
is integrable if and only if, for all 0 ≤ i, j ≤ k,
∂′tjAi(z, t)− ∂′tiAj(z, t) = Aj(z, t)Ai(z, t)−Ai(z, t)Aj(z, t),
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where ∂′t0 = ∂z. We recall here [CS07], Proposition 6.3, which relates the integrable
system and the parameterized diﬀerential Galois group in the case where the ﬁeld of
the ∂z-constants is diﬀerentially closed.
Proposition 2.2.7. Let {∂′t1 , . . . , ∂′tk} be a commuting basis of D, a vectorial sub-
space of D. G is conjugated to SL2
(
MDD
)
over SL2(MD) if and only if there ex-
ist A1(z, t), . . . , Ak(z, t), m×m matrices with entries in MD(z) †, such that the following
system is integrable:
[S] :

∂zY (z, t) = A(z, t)Y (z, t)
∂′t1Y (z, t) = A1(z, t)Y (z, t)
...
∂′tkY (z, t) = Ak(z, t)Y (z, t).
We want to give simpler necessary and suﬃcient conditions for the integrability of the
system in Proposition 2.2.7. First, we will write a necessary and suﬃcient condition for
the integrability of
[S′] :

∂zY (z, t) = A(z, t)Y (z, t)
∂′Y (z, t) = A′(z, t)Y (z, t),
where A′(z, t) =
(
a(z, t) b(z, t)
c(z, t) d(z, t)
)
is an m×m matrix with entries inMD(z) and ∂′ ∈ D.
The fact that [S′] is integrable is equivalent to the solution in
(MD(z))4 of the parame-
terized diﬀerential system:
∂za(z, t) = c(z, t)− b(z, t)r(z, t)
∂zb(z, t) = d(z, t)− a(z, t)
∂zc(z, t) = (a(z, t)− d(z, t))r(z, t) + ∂′r(z, t)
∂zd(z, t) = b(z, t)r(z, t)− c(z, t)
⇐⇒

∂za(z, t) = −∂zd(z, t)
∂2zb(z, t) = 2∂zd(z, t)
∂zc(z, t) = −∂zb(z, t)r(z, t) + ∂′r(z, t)
∂2zb(z,t)
2 = b(z, t)r(z, t)− c(z, t)
⇐⇒

∂za(z, t) = −∂zd(z, t)
∂2zb(z, t) = 2∂zd(z, t)
∂zc(z, t) = −∂zb(z, t)r(z, t) + ∂′r(z, t)
∂3zb(z,t)
2 = 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂′r(z, t).
We can easily see that the existence of b(z, t) ∈MD(z) as a solution of
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂′r(z, t)
is equivalent to the fact that the system [S′] is integrable. There exists an algorithm to
determine if such a system has a solution (see [vdPS03], p. 100). We obtain a necessary
†. Using the result of Seidenberg, we can identify the matrices as elements of GL2 (MD(z)) because
their entries involve a finite number of elements of the fields of the ∂z-constants.
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and suﬃcient condition on ∂′ for the integrability condition of the system [S′]. Let D
be the maximal vectorial subspace of D such that for all derivations ∂′ in D, there
exists A′(z, t), m × m matrix with entries in MD(z) such that the following system is
integrable:
[S′] :

∂zY (z, t) = A(z, t)Y (z, t)
∂′Y (z, t) = A′(z, t)Y (z, t).
We want to prove that the parameterized diﬀerential Galois group of the equa-
tion ∂zY (z, t) = A(z, t)Y (z, t) is conjugated to SL2
(
MDD
)
over SL2(MD). Assume that
this is not the case. Then by Proposition 2.2.7, there exists D1,D2 ( D, having at least di-
mension 1, with D1 ̸= D2 such thatG is conjugated to SL2
(
MD1D
)
and SL2
(
MD2D
)
. In this
case, SL2
(
MD1D
)
is conjugated to SL2
(
MD2D
)
over SL2(MD). The fact that D1 = D2 is
proved in [Sit75], Theorem 1.2, Chapter 2, but we will recall the proof here. Let α ∈MD1D
and consider the diagonal matrix M =
(
α 0
0 α−1
)
∈ SL2
(
MD1D
)
. Since similar ma-
trices have the same set of eigenvalues and MD2D is algebraically closed, we obtain
that α(t) ∈ MD2D . Therefore MD1D ⊂ MD2D and, by symmetry, MD1D = MD2D . We then
deduce D1 = D2 = D. We have proved:
Proposition 2.2.8. We have the following equivalences:
(1) G is conjugated to SL2
(
MDD
)
over SL2(MD).
(2) For all ∂′ that belongs in a commuting basis of D, the following parameterized differ-
ential equation has a solution in MD(z):
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂′r(z, t).
(3) For all ∂′ ∈ D, the following parameterized differential equation has a solution
in MD(z):
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂′r(z, t).
Remark 2.2.9. In the case where n = 1, i.e, there is only one parameter, the Zariski dense
subgroups of SL2(MD) are (up to conjugation over SL2(MD)) SL2(MD) and SL2(C).
Then we only have to check whether
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂tr(z, t),
has a solution in MD(z).
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2.2.5 Summary
We summarize in the next theorem the results of this section.
Theorem 2.2.10. Let us consider ∂2zY (z, t) = r(z, t)Y (z, t) with r(z, t) ∈ MD(z) and
let G be the parameterized differential Galois group, seen as a linear differential algebraic
subgroup of SL2(MD). There are four possibilities:
1. There exists a Liouvillian solution of the form g(z, t) = e
∫ z
0
f(u,t)du, with
f(z, t) ∈MD(z). There are two possibilities:
(a) If g(z, t) ∈ MD, then we can compute explicitly another solution
g(z, t)
∫ z
u=0
g(u, t)−2du which is linearly independent with g(z, t). In this ba-
sis of solutions we can compute explicitly G.
(b) In the other case, G is conjugated to:{(
m(t) a(t)
0 m(t)−1
)
, where m(t) ∈M,a(t) ∈ A
}
,
where:
M =
{
g(z, t)−1σ(g(z, t)), σ ∈ G
}
,
A =
a(t) ∈MD
∣∣∣∣∣∣∣
∀P ∈MD[y]∆t ,
P
(∫ z
u=0 g(u, t)
−2du
) ∈MD(z)⟨g(z, t)⟩∂z ,∆t ⇐⇒ P (a(t)) = 0
 .
2. There exists a Liouvillian solution of the form g(z, t) = e
∫ z
0
f(u,t)du, where f(z, t)
is algebraic over MD(z) of degree two and f(z, t) /∈ MD(z). In this case, G is
conjugated to {(
a 0
0 a−1
)∪( 0 b−1
−b 0
)
, where a, b ∈M
}
, where
M =
f(t) ∈MD
∣∣∣∣∣∣∣
∀P ∈MD[y1 . . . , yn]∆t ,
P (∂ti
∫ z
u=0 f(u, t)du) ∈MD(z)⇔ P
(
∂˜tif(t)
)
= 0
 .
3. G is finite. In this case, G is equal to the unparameterized differential Galois group.
4. There are no Liouvillian solutions. In this case, there exists D, a MD-vectorial
space of derivations spanned by ∆t, such that G is conjugated to SL2
(
MDD
)
. More-
over, ∂′t ∈ D if and only if the following parameterized differential equation has a
solution in MD(z):
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)− ∂′tr(z).
Notice that the computation of the Liouvillian solutions and the unparameterized
diﬀerential Galois group are already known. Our results compute the parameterized dif-
ferential Galois group in the cases 1,2 and 4. The classiﬁcation of the Zariski dense linear
diﬀerential algebraic subgroup of SL2(MD) and the link with integrable systems were al-
ready known (see [Cas72, CS07]), but we give here an eﬀective way to compute the Galois
group in the case number 4 and we decrease the number of integrability conditions.
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2.3 Examples
In the following examples, we will consider equations having coeﬃcients inMD(z) and
we will compute G as a linear diﬀerential algebraic subgroup of SL2(MD). In the three
ﬁrst examples, we are in the case where no Liouvillian solutions are found. In the fourth
example, we are in the case number 1 and in the last example, we are in the case number 2.
Example 2.3.1 (Schrodinger equation with rational potential of odd degree). Let us con-
sider r(z, t) = z2n+1 +
2n∑
i=0
tiz
i. There are no Liouvillian solutions. The parameterized
linear diﬀerential equation
∂3zb(z, t)
2
= 2∂zb(z, t)r(z, t) + b(z, t)∂zr(z, t)−
2n∑
i=0
ai(t)z
i
has a rational solution if and only if there exists c(t) ∈MD such that{
a2n(t) = c(t)(2n+ 1)
i < 2n : ai(t) = c(t)(i+ 1)ti+1.
Then
G ≃ SL2
(
M∂t′D
)
, where ∂t′ = (2n + 1)∂t2n +
2n−1∑
i=0
(i + 1)ti+1∂ti .
Example 2.3.2 (Bessel equation). Let r(z, t) = 4t
2−1
4z2
− 1. In [Kov86], §4.2, Example 2,
we see that if t /∈ 12 + Z, this parameterized linear diﬀerential equation has no Liouvillian
solution. We can choose D such that {D ∩ (12 + Z)} = ∅. We obtain that G is Zariski
dense in SL2(MD). With Remark 2.2.9, we have to see whether the parameterized linear
diﬀerential equation
∂3zb(z, t)
2
= 2∂zb(z, t)
(
4t2 − 1
4z2
− 1
)
+ b(z, t)
1− 4t2
2z3
− 2t
z
(2.3.1)
has a solution in MD(z). Suppose that there exists b(z, t) ∈MD(z) satisfying such an
equation. We can see directly that if b(z, t) has a pole, then it is z = 0. Assume that b(z, t)
has a pole of order ν at z = 0 and let 0 ̸= f(t) ∈MD equal the value at (0, t) of zνb(z, t).
Since b(z, t) satisﬁes the equation (2.3.1), we ﬁnd for all t ∈ D:
−f(t)ν(ν − 1)(ν − 2)
2
= −f(t)ν 4t
2 − 1
2
+ f(t)
1− 4t2
2
.
For all ν, there is no 0 ̸= f(t) satisfying this equality and we ﬁnd that b(z, t) ∈MD[z].
Let ν be its degree and f(t) its leading term. The equation (2.3.1) has no constant solution,
and we can assume ν > 1. We ﬁnd that for all t ∈ D,
0 = −2νf(t),
which implies that the equation (2.3.1) has no solutions in MD(z) and then
G ≃ SL2(MD).
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Example 2.3.3 (Harmonic oscillator). Let r(z, t) = z
2
4 + t. There are no Liouvillian solu-
tions. With Remark 2.2.9, we have to check whether the parameterized linear diﬀerential
equation
∂3zb(z, t)
2
= 2∂zb(z, t)
(
z2
4
+ t
)
+ b(z, t)
z
2
− 1
has a solution in MD(z). We can see directly that if b(z, t) ∈ MD(z) is a solution, then
it has no poles, which means that b(z, t) ∈MD[z]. Let ν be its degree and 0 ̸= f(t) be its
leading term. We ﬁnd that (ν+1)f(t)2 = 0, which admits no solution diﬀerent from 0. Then
G ≃ SL2(MD).
Example 2.3.4. If r(z, t) = t
z2
, then we have two Liouvillian solutions
f1(z, t) =
√
zz
√
1+4t
2 and f2(z, t) =
√
zz−
√
1+4t
2 .
We can compute the parameterized diﬀerential Galois group for the fundamental solution(
f1(z, t) f2(z, t)
∂zf1(z, t) ∂zf2(z, t)
)
:
G ≃
{(
αea(
√
1+4t) 0
0 α−1e−a(
√
1+4t)
)
, where a ∈ C , α ∈ C∗
}
.
Viewed as a linear diﬀerential algebraic subgroup GL2(MD),
G ≃
{(
α(t) 0
0 α−1(t)
)
, where ∂t
(√
1 + 4t∂tα(t)
α(t)
)
= 0
}
.
Example 2.3.5. If r(z, t) = tz − 316z2 , then we have two Liouvillian solutions
f1(z, t) = (z)
1/4e2(tz)
1/2
and f2(z, t) = (z)1/4e−2(tz)
1/2
.
We can compute the parameterized diﬀerential Galois group for the fundamental solution(
f1(z, t) f2(z, t)
∂zf1(z, t) ∂zf2(z, t)
)
:
G ≃
{(
a(t) 0
0 a−1(t)
)∪( 0 b−1(t)
−b(t) 0
)
, where a(t), b(t) ∈ C∗
}
.
We can remark that we have an integrable system{
∂zY (z, t) = A(z, t)Y (z, t)
∂tY (z, t) = B(z, t)Y (z, t)
with
A(z, t) =
 0 1
t
z − 316z2 0
 and B(z, t) =
 − 14t zt
1− 316tz 34t
 .
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Chapitre 3. A density theorem in parameterized differential Galois
theory.
Résumé: We study parameterized linear diﬀerential equations with coeﬃ-
cients depending meromorphically upon the parameters. As a main result,
analogously to the unparameterized density theorem of Ramis, we show that
the parameterized monodromy, the parameterized exponential torus and the
parameterized Stokes operators are topological generators in Kolchin topol-
ogy, for the parameterized diﬀerential Galois group introduced by Cassidy and
Singer. We prove an analogous result for the global parameterized diﬀerential
Galois group, which generalizes a result by Mitschi and Singer. These authors
give also a necessary condition on a group for being a global parameterized
diﬀerential Galois group: as a corollary of the density theorem, we prove that
their condition is also suﬃcient. As an application, we give a characterization
of completely integrable equations, and we give a partial answer to a ques-
tion of Sibuya about the transcendence properties of a given Stokes matrix.
Moreover, using a parameterized Hukuhara-Turrittin theorem, we show that
the Galois group descends to a smaller ﬁeld, whose ﬁeld of constants is not
diﬀerentially closed.
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Introduction
Let us consider a linear diﬀerential system of the form
∂zY (z) = A(z)Y (z),
where ∂z = ddz , and A(z) is an m × m matrix whose entries are germs of meromorphic
functions in a neighborhood of a point, say 0 to ﬁx ideas. The diﬀerential Galois group,
which measures the algebraic dependencies among the solutions, can be viewed as an
algebraic subgroup of GLm(C) via the injective group morphism
ρU : Gal −→ GLm(C)
σ 7→ U(z)−1σ(U(z)),
where U(z) is some arbitrary fundamental solution, i.e., an invertible solution matrix.
Let U(z) be a fundamental solution contained in a Picard-Vessiot extension
of ∂zY (z) = A(z)Y (z). The linear diﬀerential equation is said to be regular singular at 0
if there exists an invertible matrix P (z) whose entries are germs of meromorphic functions
such that W (z) = P (z)U(z) satisﬁes
∂zW (z) =
A0
z
W (z),
where A0 is a matrix with constant complex entries. In this case, W (z) usually involves
multivalued functions. Analytic continuation of W (z) along any simple loop γ around 0
yields another fundamental solution W (z)Mγ , and the matrix Mγ with complex entries,
which is a monodromy matrix, does not depend on the choice of the homotopy class
of γ. The Schlesinger theorem says that the Zariski closure of the group generated by the
monodromy matrix is the Galois group. In the general case, i.e., in presence of irregular
singularity, the monodromy is no longer suﬃcient to provide a complete collection of
topological generators. Ramis has shown that the group generated by the monodromy,
the exponential torus and the Stokes operators, which is deﬁned in a transcendental way
as a subgroup of the diﬀerential Galois group, is dense in the latter in the Zariski topology.
More recently, a Galois theory for parameterized linear diﬀerential equations of the
form
∂zY (z, t) = A(z, t)Y (z, t),
where t = (t1, . . . , tn) are parameters, has been developed in [CS07]. See also [HS08,
Lan08, Rob59, Ume96b]. Namely, the Galois group, which measures the (∂t1 , . . . , ∂tn)-
diﬀerential and algebraic dependencies among the solutions, can be seen as a diﬀerential
group in the sense of Kolchin, that is a group of matrices whose entries lie in a diﬀerential
ﬁeld and satisfy a set of polynomial diﬀerential equations in the variables t1, . . . , tn. See
[Cas72, Cas89, Kol73, Kol85, MO11]. To be applied, the theory from [CS07] requires
the ﬁeld of constants with respect to ∂z to be of characteristic 0 and diﬀerentially closed
(see §3.2.1). The drawback of this latter assumption is that a diﬀerentially closed ﬁeld is
a very big ﬁeld, and cannot be interpreted as a ﬁeld of functions.
There is a link between the parameterized diﬀerential Galois theory and isomon-
odromy for equations with only regular singular poles (see [CS07, MS12, MS13]).
Let D(t0, r) =
{
(z1, . . . , zn) ∈ Cn
∣∣∀i ≤ n, |zi − t0,i| < r} be an open polydisc in Cn, let D
be an open subset of C, and let A(z, t) be a matrix whose entries are analytic
on D × D(t0, r). We consider open disks Dj that cover D, and a solution Uj(z, t)
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of the diﬀerential equation ∂zY (z, t) = A(z, t)Y (z, t) analytic on Dj × D(t0, r).
If Di ∩Dj ̸= ∅, we deﬁne Ci,j(t) = Ui(z, t)−1Uj(z, t), the connection matrices. Follow-
ing Deﬁnition 5.2 in [CS07] (see also [Bol97, Mal83]), the parameterized linear diﬀeren-
tial equation ∂zY (z, t) = A(z, t)Y (z, t) is said to be isomonodromic if, there is a choice
of (Di) covering D, and of the solutions Ui(z, t) of ∂zY (z, t) = A(z, t)Y (z, t) analytic
on Di × D(t0, r) such that the connection matrices are independent of t. In this case,
the matrix of the monodromy is constant on the polydisc D(t0, r). When A(z, t) is of
the form
∑s
i=1
Ai(t)
z−ui , such that all the Ai(t) have analytic entries on U and ui ∈ D, the
following statements are equivalent (see [CS07], Propositions 5.3 and 5.4).
– The Galois group is conjugate, over a diﬀerentially closed ﬁeld (see Deﬁnition 3.2.2),
to a group of constant matrices.
– The parameterized linear diﬀerential equation is isomonodromic in the above sense.
– The parameterized linear diﬀerential equation is completely integrable (see Deﬁni-
tion 3.3.1).
We are interested in the case where the parameterized linear diﬀerential equation may
have irregular singularities, in a sense we are going to explain. The main result of this
chapter is a parameterized analogue of the density theorem of Ramis: we give topological
generators for the Galois group in the Kolchin topology (in which closed sets are zero sets
of diﬀerential algebraic polynomials). As an application of our main result, we improve
Proposition 3.9 in [CS07] (see Remark 3.3.4): a parameterized linear diﬀerential equation
is completely integrable if and only if the topological generators for the Galois group
just mentioned are conjugate to constant matrices over a ﬁeld of meromorphic functions.
Notice that the latter is not diﬀerentially closed.
∗ ∗ ∗
The chapter is organized as follows. In the ﬁrst section we study parameterized linear
diﬀerential systems from an analytic point of view. The parameters will vary in U , a
non-empty polydisc of Cn. Let t = (t1, . . . , tn) ∈ U denote the multiparameter. Let MU
be the ﬁeld of meromorphic functions on U and let KˆU = MU [[z]][z−1]. The Hukuhara-
Turrittin theorem in this case gives the following result (see Remark 3.1.6 for a discussion
of a similar result present in [Sch01]):
Proposition (see Proposition 3.1.3 below).
Let ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm
(
KˆU
)
(that is a m×m matrix with entries
in KˆU ). Then, there exists a non empty polydisc U ′ ⊂ U , ν ∈ N∗, such that we have a
fundamental solution F (z, t) of the form:
F (z, t) = Hˆ(z, t)zL(t)eQ(z,t),
where:
– Hˆ(z, t) ∈ GLm
(
KˆU ′
[
z1/ν
])
.
– L(t) ∈ Mm(MU ′).
– eQ(z,t) = Diag(eqi(z,t)), with qi(z, t) ∈ z−1/νMU ′
[
z−1/ν
]
.
– Moreover, we have zL(t)eQ(z,t) = eQ(z,t)zL(t).
See Remark 3.1.4 for a discussion about the uniqueness of a fundamental solution
of ∂zY (z, t) = A(z, t)Y (z, t) written in the above way.
In §3.1.3, we brieﬂy review the Stokes phenomenon in the unparameterized case. We
have solutions, which are analytic in some sector and Gevrey asymptotic to the formal part
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of the solution in the Hukuhara-Turrittin canonical form. The fact that various asymptotic
solutions do not glue to a single solution on the Riemann surface of the logarithm is called
the Stokes phenomenon.
Let U be a non empty polydisc of Cn and let f(z, t) =
∑
fi(t)z
i ∈ KˆU . We say
that f(z, t) belongs to OU ({z}) if for all t ∈ U , z 7→
∑
fi(t)z
i is a germ of mero-
morphic function at 0. Remark that if f(z, t) ∈ OU ({z}) ⊂MU
[[
z
]][
z−1
]
= KˆU , then
the z-coeﬃcients fi(t) of f(z, t) are analytic on U .
In §3.1.4, we study the Stokes phenomenon of equations of the
form ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm(OU ({z})). In particular, we prove that
the asymptotic solutions depend analytically (under mild conditions) upon the parameters.
In the second section, we use the parameterized Hukuhara-Turrittin theorem to de-
duce some Galois theoretic properties of parameterized linear diﬀerential equations in
coeﬃcients in OU ({z}). We ﬁrst recall some facts from [CS07] about parameterized dif-
ferential Galois theory. The problem is that the theory in [CS07] cannot be applied here,
since MU , our ﬁeld of constants with respect to ∂z, is a ﬁeld of functions that are mero-
morphic in t1, . . . , tn, and this ﬁeld is not diﬀerentially closed (see §3.2.1). In the papers
[GGO13, Wib12], the authors prove the existence of parameterized Picard-Vessiot exten-
sions under weaker assumptions than in [CS07]. See also [CHS08, PN11]. We do not
use these latter results because we need a parameterized Hukuhara-Turrittin theorem,
which proves directly that a parameterized Picard-Vessiot extension exists, not necessar-
ily unique, in order to study the parameterized Stokes phenomenon. This allow us to
deﬁne a group, we will call by abuse of language, see Remark 3.2.8, the parameterized
diﬀerential Galois group. In §3.2.4, we consider the local case ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(OU ({z})). We state and show the main result:
Parameterized analogue of the density theorem of Ramis (Theo-
rem 3.2.20). The group generated by the parameterized monodromy, the parameterized
exponential torus and the parameterized Stokes operators is dense in the parameterized
differential Galois group for the Kolchin topology.
Then, we turn to the global case. We consider equations with coeﬃcients in MU (z)
and study their global Galois group. We prove a density theorem in this global setting,
see Theorem 3.2.24. The proof in the unparameterized case can be found in [Mit96].
In §3.2.6, we give various examples of calculations.
In the third section, we give three applications. First, we prove a criterion for the
integrability of diﬀerential systems (see Deﬁnition 3.3.1):
Proposition (see Proposition 3.3.2 below). Let A(z, t) ∈ Mm(MU (z)). The
linear differential equation ∂zY (z, t) = A(z, t)Y (z, t) is completely integrable if and
only if there exists a fundamental solution such that the matrices of the parameterized
monodromy, the parameterized exponential torus and the parameterized Stokes operators
for all the singularities are constant, i.e., do not depend on z.
As a second application, we give a partial answer to a question of Sibuya (see [Sib75]),
regarding the diﬀerential transcendence properties of a Stokes matrix of the parameterized
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linear diﬀerential equation:(
∂zY (z, t)
∂2zY (z, t)
)
=
(
0 1
z3 + t 0
)(
Y (z, t)
∂zY (z, t)
)
.
Sibuya was asking whether an entry of a given Stokes matrix at inﬁnity is ∂t-diﬀerentially
transcendental, i.e., satisﬁes no diﬀerential polynomial equation. We prove that it is at
least not ∂t-ﬁnite, i.e., that it satisﬁes no linear diﬀerential equations.
As a last application, we deal with the inverse problem. We prove that if G is the
global parameterized diﬀerential Galois group of some equation having coeﬃcients in k(z)
(see §3.3.3), then G contains a ﬁnitely generated Kolchin dense subgroup. The converse
of this latter assertion has been proved in Corollary 5.2 in [MS12], and we obtain a result
on the inverse problem:
Theorem (see Theorem 3.3.11 below). The group G is the global parameterized
differential Galois group of some equation having coefficients in k(z) if and only if G
contains a finitely generated Kolchin-dense subgroup.
In the appendix, we prove the following result.
Theorem (see Theorem A.1 below). Let us consider ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
KˆU
)
. Then, there exists a non empty polydisc U ′ ⊂ U , such that we
have a fundamental solution F (z, t) of the form:
F (z, t) = Pˆ (z, t)zC(t)eQ(z,t),
where:
– Pˆ (z, t) ∈ GLm
(
KˆU ′
)
.
– C(t) ∈ Mm(MU ′).
– eQ(z,t) = Diag
(
eqi(z,t)
)
, with qi(z, t) ∈ z−1/νMU ′
[
z−1/ν
]
, for some ν ∈ N∗.
Remark that contrary to Proposition 3.1.3, the entries of the formal part are not
ramiﬁed. On the other hand, zC(t) and eQ(z,t) do not commute anymore. This theorem is
not necessary for the proof of the main result of the chapter, this is the reason why we give
the proof in the appendix. However, this result is important since it permits to determine
the equivalence classes (see [vdPS03], Page 7) of parameterized linear diﬀerential systems
in coeﬃcients in KˆU .
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3.1 Local analytic linear differential systems depending
upon parameters.
In §3.1.1, we deﬁne the ﬁeld to which the entries of the fundamental solution, in
the Hukuhara-Turrittin canonical form, will belong. In §3.1.2, we prove a parameterized
version of the Hukuhara-Turrittin theorem. In §3.1.3, we brieﬂy review the Stokes phe-
nomenon in the unparameterized case. In §3.1.4, we study the Stokes phenomenon in the
parameterized case.
3.1.1 Definition of the fields.
Let us consider a linear diﬀerential system of the form ∂zY (z) = A(z)Y (z), where A(z)
is a m × m matrix whose entries belongs to C[[z]][z−1]. We know we can ﬁnd a formal
fundamental solution in the Hukuhara-Turrittin canonical form Hˆ(z)zLeQ(z), where:
– Hˆ(z) is a matrix of formal power series in z1/ν for some ν ∈ N∗.
– L ∈ Mm(C).
– Q(z) = Diag(qi(z)), with qi(z) ∈ z−1/νC
[
z−1/ν
]
.
– Moreover, we have zLeQ(z) = eQ(z)zL.
Notice that this formulation is trivially equivalent to Theorem 3.1 in [vdPS03].
Let U be a non empty polydisc of Cn, let KˆU and MU deﬁned in page 68. We want
to construct a ﬁeld containing a fundamental set of solutions of
∂zY (z, t) = A(z, t)Y (z, t),
where A(z, t) ∈ Mm
(
KˆU
)
. Let ∆t = {∂t1 , . . . , ∂tn} and let
EU =
∪
ν∈N∗
z
−1
ν MU
[
z
−1
ν
]
.
We deﬁne formally the (∂z,∆t)-ring, i.e., a ring equipped with n + 1 deriva-
tions ∂z, ∂t1 , . . . , ∂tn a priori not required to commute with each other,
RU := KˆU
[
log,
(
za(t)
)
a(t)∈MU
,
(
e(q(z, t))
)
q(z,t)∈EU
]
,
with the following rules:
1. The symbols log,
(
za(t)
)
a(t)∈MU
and
(
e(q(z, t))
)
q(z,t)∈EU
only satisfy the following
relations:
za(t)+b(t) = za(t)zb(t), e(q1(z, t) + q2(z, t)) = e(q1(z, t))e(q2(z, t)),
za = za ∈ KˆU for a ∈ Z, e(0) = 1.
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2. The following rules of diﬀerentiation
∂z log = z
−1, ∂ti log = 0,
∂zz
a(t) = a(t)z z
a(t), ∂tiz
a(t) = ∂ti(a(t)) log z
a(t),
∂ze(q(z, t)) = ∂z(q(z, t))e(q(z, t)), ∂tie(q(z, t)) = ∂ti(q(z, t))e(q(z, t)),
equip the ring with a (∂z,∆t)-diﬀerential structure, since these rules go to the quo-
tient as can be readily checked.
The intuitive interpretation of these symbols are log = log(z), za(t) = ea(t) log(z)
and e(q(z, t)) = eq(z,t). Let f(z, t) be one these latter functions. Then f(z, t) has
a natural interpretation as an analytic function on C˜ × U ′, where C˜ is the Riemann
surface of the logarithm and U ′ is some non empty polydisc contained in U . We
will use the analytic function instead of the symbol when we will consider asymptotic
solutions (see §3.1.3 and §3.1.4). For the time being, however, we see them only as symbols.
Let MU be the algebraic closure of MU . In the same way than for RU , we construct
the (∂z,∆t)-ring
RU :=MU
[[
z
]][
z−1
] log, (za(t))a(t)∈MU ,
(
e(q(z, t))
)
q(z,t)∈
∪
ν∈N∗
z
−1
ν MU
[
z
−1
ν
]
 .
We can see (Proposition 3.22 in [vdPS03]) that this latter is an integral domain and its
ﬁeld of fractions has ﬁeld of constants with respect to ∂z equal toMU . Since RU ⊂ RU , RU
is also an integral domain. Therefore, we may consider the (∂z,∆t)-ﬁelds:
KF,U =MU
(
log,
(
za(t)
)
a(t)∈MU
)
,
KˆF,U = KˆU
(
log,
(
za(t)
)
a(t)∈MU
)
,
and
K̂U = KˆU
(
log,
(
za(t)
)
a(t)∈MU
(
e(q(z, t))
)
q(z,t)∈EU
)
.
In the deﬁnition of the ﬁelds KF,U and KˆF,U , the subscript F stands for Fuchsian.
Since K̂U is contained in the ﬁeld of fractions of RU , it has ﬁeld of constants with respect
to ∂z equal to MU ∩ K̂U =MU .
We have deﬁned (∂z,∆t)-ﬁelds where all the derivations commute with each other. We
have the following inclusions of (∂z,∆t)-ﬁelds:
KF,U
↗ ↘
MU → KˆU → KˆF,U → K̂U .
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Remark 3.1.1. Any algebraic function over MU can be seen as an element of MU ′ , for
some non-empty U ′ ⊂ U . Therefore, a ﬁnite extension of MU can be embedded in MU ′
for a convenient choice of U ′ ⊂ U . We will use this fact in the rest of the chapter.
Lemma 3.1.2. Let U be a non empty polydisc of Cn and let L(t) ∈ Mm
(
MU
)
,
where MU is the algebraic closure of MU . There exists a non empty polydisc U ′ ⊂ U ,
and zL(t) ∈ GLm(KF,U ′) satisfying
∂zz
L(t) =
L(t)
z
zL(t) = zL(t)
L(t)
z
.
Proof. Let us write L(t) = P (t)(D(t) +N(t))P−1(t), with
– D(t) = Diag(di(t)), di(t) ∈MU ,
– N(t) nilpotent,
– D(t)N(t) = N(t)D(t),
– P (t) ∈ GLm
(
MU
)
,
be the Jordan decomposition of L(t).
Due to Remark 3.1.1, there exists a non empty polydisc U ′ ⊂ U , such that di(t) ∈MU ′
and P (t) ∈ GLm(MU ′). We may restrict U ′ and assume that N(t) does not depend upon t
in U ′. Let us write N := N(t). Then, the matrix zL(t) = P (t)Diag(zdi(t))eN logP−1(t)
belongs to GLm(KF,U ′) and zL(t) satisﬁes
∂zz
L(t) =
L(t)
z
zL(t) = zL(t)
L(t)
z
.
Let a(t) ∈ MU and let (a(t)) ∈ M1(MU ) be the corresponding matrix. Then, we
have za(t) = z(a(t)).
3.1.2 The Hukuhara-Turrittin theorem in the parameterized case.
The goal of this subsection is to give the parameterized version of the Hukuhara-
Turrittin theorem. In the appendix, we prove a slightly diﬀerent result, which is not
needed in the chapter. See Theorem A.1.
Proposition 3.1.3. Let U be a non empty polydisc of Cn and consider
∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
KˆU
)
. There exists a non empty polydisc U ′ ⊂ U such that we have a
fundamental solution F (z, t) ∈ GLm
(
K̂U ′
)
of the form
F (z, t) = Hˆ(z, t)zL(t)e
(
Q(z, t)
)
,
where:
– Hˆ(z, t) ∈ GLm
(
KˆU ′
[
z1/ν
] )
, for some ν ∈ N∗.
– L(t) ∈ Mm(MU ′).
– e
(
Q(z, t)
)
= Diag
(
e(qi(z, t))
)
, with qi(z, t) ∈ EU ′.
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– Moreover, we have e
(
Q(z, t)
)
zL(t) = zL(t)e
(
Q(z, t)
)
.
Furthermore, if A(z, t) ∈ Mm
(
OU ({z})
)
, there exists a non empty polydisc U ′′ ⊂ U ′ such
that we may assume that the z-coefficients of Hˆ(z, t) are all analytic on U ′′.
Remark 3.1.4. Remark that we have no uniqueness of the fundamental solution
written in the same way as above, since for all κ ∈ Z, zκHˆ(z, t)zL(t)−κeQ(z,t)
is also a fundamental solution. However, because of the construction of K̂U ′ ,
we obtain that if for i ∈ {1, 2}, Hˆi(z, t)zLi(t)e
(
Qi(z, t)
)
is a fundamental solution
of ∂zY (z, t) = A(z, t)Y (z, t) written in the same way as above, then, up to a permuta-
tion, Q1 and Q2 have the same entries.
Example 3.1.5 ([Sch01], Introduction). If we consider
z2∂zY (z, t) =
(
t 1
z 0
)
Y (z, t),
we get the solution ((
1 1
0 −t
)
+O(z)
)(
z
1
t e
−t
z 0
0 z
−1
t
)
, (3.1.1)
for t ̸= 0 and the solution(
1 1
z1/2 −z1/2
)((
1 0
0 1
)
+O(z1/2)
)(
z
1
4 e−z−1/2 0
0 z
1
4 ez
−1/2
)
,
for t = 0. The latter is not the specialization of (3.1.1) at t = 0. The problem is that the
level of the unparameterized system (see §3.1.3 for the deﬁnition) at t = 0 is 1 and the
level of the unparameterized system for t ̸= 0 is 12 . This example shows that we cannot
get a solution in the parameterized Hukuhara-Turrittin form, that remains valid for all
values of the parameter t. This is the reason why we have to restrict the subset of the
parameter-space.
Remark 3.1.6. Similar results to Proposition 3.1.3 have been proved in Theorem 4.2 of
[Sch01]. We now explain the result of Schäfke. Let U be an open connected subset
of Cn that contains 0 and let A(z, t) =
∞∑
l=s
Al(t), with s ∈ Z, and Al(t) analytic in U . In
particular, A(z, t) ∈ Mm
(
KˆU
)
. Let us consider ∂zY (z, t) = A(z, t)Y (z, t) and assume that
for all t ∈ U , there exists a solution Hˆt(z)zLte
(
Q(z, t)
)
, given in the classical Hukuhara-
Turrittin canonical form such that:
– The z-coeﬃcients of the qi(z, t) are analytic functions in t ∈ U .
– The degree in z−1 of qi(z, t)− qj(z, t) is independent of t in U .
– If qi(z, t) ̸≡ qj(z, t), then qi(z, 0) ̸= q0(z, 0).
Under these assumptions, Schäfke concludes that, there exists an open neighbor-
hood U ′ ⊂ U of 0 in the t-plane such that there exists a fundamental solu-
tion Hˆ(z, t)zL(t)e(Q(z, t)) ∈ GLm
(
K̂U ′
)
with Hˆ(z, t) =
∑∞
l=0 Hˆl(t) and t 7→ Hˆl(t), L(t)
are analytic. Notice that Schäfke gives a necessary and suﬃcient condition, that can be
algorithmically checked, for well behaved exponential part. See [Sch01], Theorem 5.2.
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Using Schäfke’s theorem, we can deduce Proposition 3.1.3 only in the particular case
where A(z, t) has entries with z-coeﬃcients analytic in U . Note that [Sch01] does not
allow us to deduce the general case. See also [BV85], § 10, Theorem 1, for another result
of this nature.
Proof of Proposition 3.1.3. Let K = C
[[
z
]][
z−1
]
, where C is an algebraically closed
ﬁelds of characteristic 0 equipped with a derivation ∂z that acts trivially on C and
with ∂z(z) = 1. The Hukuhara-Turrittin theorem (see Theorem 3.1 in [vdPS03]) is valid
for linear diﬀerential system with entries in K. We apply it with C =MU , the algebraic
closure of MU .
Let us consider the matrix L(t) ∈ Mm
(
MU
)
and Q(z, t) = Diag
(
qi(z, t)
)
, with
qi(z, t) ∈ z−1/νMU
[
z−1/ν
]
for some ν ∈ N. Because of Remark 3.1.1 and Lemma 3.1.2,
there exists a non empty polydisc U ′ ⊂ U , such that we may deﬁne zL(t) ∈ GLm(KF,U ′)
satisfying ∂zzL(t) =
L(t)
z z
L(t) = zL(t)L(t)z , L(t) ∈ Mm(MU ′) and qi(z, t) ∈ EU ′ . Hence,
there exists a non empty polydisc U ′ ⊂ U such that the Hukuhara-Turrittin theorem gives
a fundamental solution
F ′(z, t) = Hˆ ′(z, t)zL(t)e
(
Q(z, t)
)
,
where:
– Hˆ ′(z, t) ∈ GLm
(
MU ′
[[
z1/ν
]] [
z−1/ν
] )
, for some ν ∈ N.
– L(t) ∈ Mm(MU ′).
– e
(
Q(z, t)
)
= Diag
(
e(qi(z, t))
)
, with qi(z, t) ∈ EU ′ .
– Moreover, we have e
(
Q(z, t)
)
zL(t) = zL(t)e
(
Q(z, t)
)
.
Let us prove now that we may ﬁnd a matrix Hˆ(z, t) ∈ GLm
(
KˆU ′
[
z1/ν
] )
, such
that F (z, t) = Hˆ(z, t)zL(t)e
(
Q(z, t)
)
is a fundamental solution. The matrix
F ′(z, t) = Hˆ ′(z, t)zL(t)e
(
Q(z, t)
)
satisﬁes the parameterized linear diﬀerential equation
∂zF
′(z, t) = A(z, t)F ′(z, t),
and the matrix zL(t)e
(
Q(z, t)
)
satisﬁes parameterized linear diﬀerential equation:
∂zz
L(t)e
(
Q(z, t)
)
=
(
z−1L(t) + ∂zQ(z, t)
)
zL(t)e
(
Q(z, t)
)
= zL(t)e
(
Q(z, t)
) (
z−1L(t) + ∂zQ(z, t)
)
.
Hence,
∂zHˆ
′(z, t) = A(z, t)Hˆ ′(z, t)− Hˆ ′(z, t)
(
z−1L(t) + ∂zQ(z, t)
)
.
We write Hˆ ′(z, t) as a column vector H˜ ′(z, t) of size m2. Let C(z, t) ∈ Mm2
(
KˆU ′
[
z1/ν
] )
,
with ν ∈ N∗ such that H˜ ′(z, t) satisﬁes the parameterized linear diﬀerential system:
∂zH˜
′(z, t) = C(z, t)H˜ ′(z, t).
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Let us write H˜ ′(z, t) =
∑
i≥N
H˜ ′i(t)z
i/ν and C(z, t) =
∑
i≥M
Ci(t)z
i/ν , where M,N ∈ Z.
Then, by identifying the coeﬃcients of the zi/ν-terms of the power series in the equa-
tion ∂zH˜ ′(z, t) = C(z, t)H˜ ′(z, t), we ﬁnd that:(
i
ν
+ 1
)
H˜ ′i+ν(t) =
i−M∑
l=N
Ci−l(t)H˜ ′l(t).
We recall that because of the deﬁnition of KˆU ′
[
z1/ν
]
, every Ci(t) belongs to Mm (MU ′).
The fact that there exists a fundamental solution Hˆ(z, t)zL(t)e
(
Q(z, t)
)
, with
Hˆ(z, t) ∈ GLm
(
KˆU ′
[
z1/ν
] )
is now clear.
Assume now that A(z, t) ∈ Mm
(
OU ({z})
)
. Let U ′′ be a non empty poly-
disc with U ′′ ⊂ U ′ such that for z ̸= 0 ﬁxed, the entries of the z-coeﬃcients
of z−1L(t) + ∂zQ(z, t) are analytic on U ′′. Then, the entries of the z-coeﬃcients of C(z, t)
are all analytic on U ′′. Hence, we may assume that the entries of the z-coeﬃcients of Hˆ(z, t)
are all analytic on U ′′.
Remark 3.1.7. If we take a smaller non empty polydisc U , we may assume that if we
consider ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm
(
OU ({z})
)
, then the fundamental
solution of Proposition 3.1.3 belongs to GLm
(
K̂U
)
, and the entries of the z-coeﬃcients
of Hˆ(z, t) are all analytic on U .
3.1.3 Review of the Stokes phenomenon in the unparameterized case.
In this subsection we will brieﬂy review the Stokes phenomenon in the unparameterized
case. See [CR, Eca, Éca81, LR90, LR94, LR95, LRR11, Mal91, Mal95, MR92, Ram80,
Ram85, Ras10, Rem12, RS89, Sin09, Was87] and in particular Chapter 8 of [vdPS03] for
more details. We will generalize some results concerning the summation of divergent series
in the parameterized case in §3.1.4. First we treat the example of the Euler equation:
z2∂zY (z) + Y (z) = z,
which admits as a solution the formal series: fˆ(z) =
∞∑
n=0
(−1)nn!zn+1. Classical methods
of diﬀerential equations give another solution:
f(z) =
∫ z
0
e1/ze−1/t
dt
t
=
∫ ∞
0
1
1 + u
e−u/zdu,
where 1/t − 1/z = u/z. The solution fˆ(z) is divergent and the solution f(z) can be
extended to an analytic function on the sector:
V =
{
z ∈ C˜
∣∣∣∣∣ arg(z) ∈
]−3π
2
,
+3π
2
[}
.
On this sector, f(z) is 1-Gevrey asymptotic to fˆ(z): for every closed subsector W of V ,
there exists AW ∈ R, ε > 0 such that for all N and all z ∈W with |z| < ε,∣∣∣∣∣f(z)−
N−1∑
n=0
(−1)nn!zn+1
∣∣∣∣∣ ≤ (AW )N+1(N + 1)!|z|N+1.
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We can also consider f(e2iπz), which is an asymptotic solution on the sector:
V ′ =
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]π
2
,
7π
2
[}
.
The two asymptotic solutions do not glue to a single asymptotic solution on V ∪V ′. In fact,
the residue theorem implies that the diﬀerence in V ∩ V ′ of the two asymptotic solutions
is:
2iπe1/z.
The fact that various asymptotic solutions do not glue to a single analytic solution is
called Stokes phenomenon.
More generally, let us consider a linear diﬀerential equation ∂zY (z) = A(z)Y (z)
such that the entries of A(z) are germs of meromorphic functions in a neighborhood
of 0. Let Hˆ(z)zLe
(
Q(z)
)
, with Q(z) = Diag
(
qi(z)
)
, be a fundamental solution in the
Hukuhara-Turrittin canonical form. Since for all k ∈ N,
Hˆ(z)zLe
(
Q(z)
)
= Hˆ(z)Diag(zk)zL−kIde
(
Q(z)
)
,
we may assume that Hˆ(z) has no pole at z = 0.
The levels of ∂zY (z) = A(z)Y (z) are the degrees in z−1 of the qi(z) − qj(z) (the lev-
els are positive rational numbers and are well deﬁned because of Remark 3.1.4). Con-
sider q(z) = qkz−k/ν + · · ·+ q1z−1/ν ∈ z−1/νC
[
z−1/ν
]
with ν ∈ N. The real number d
is called singular for q(z) if qke−idk/ν is a positive real number. This correspond to
the arguments d such that r 7→ eq(reid) increases fastest as r tends to 0+. The singu-
lar directions of ∂zY (z) = A(z)Y (z) (we will write singular directions when no confu-
sion is likely to arise) are the real number that are singular for one of the qi(z) − qj(z),
with i ̸= j. Notice that the set of singular directions is ﬁnite modulo 2πν for some ν ∈ N.
Let k1 < · · · < kr be the levels of the linear diﬀerential equation. There exists a decompo-
sition Hˆ(z) = Hˆk1(z) + · · ·+ Hˆkr(z), such that for d not a singular direction, there exists
an unique r-tuple of matrices
(
Hdk1(z), . . . , H
d
kr
(z)
)
, such that Hdki(z) is analytic on the
sector
Vd =
{
z ∈ C˜
∣∣∣∣∣ arg(z) ∈
]
d− π
2ki
, d+
π
2ki
[}
,
and is ki-Gevrey asymptotic to Hˆki(z) =
∑
n∈N Hˆn,kiz
n on Vd: for every closed subsectorW
of Vd, there exists AW ∈ R, ε > 0 such that for all N and all z ∈W with |z| < ε,∣∣∣∣∣Hdki(z)−
N−1∑
n=0
Hˆn,kiz
n
∣∣∣∣∣ ≤ (AW )NΓ
(
1 +
N
ki
)
|z|N ,
where Γ denotes the Gamma function. Until the end of the chapter, we will denote a ﬁxed
determination of the complex logarithm by log(z). Furthermore, the matrix(
Hdk1(z) + · · ·+Hdkr(z)
)
eL log(z)eQ(z) = Hd(z)eL log(z)eQ(z), (3.1.2)
which is analytic on the sector
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− π2kr , d+ π2kr [}, is a solution
of ∂zY (z) = A(z)Y (z). As a matter of fact, Hdki(z) is ki-Gevrey asymptotic to Hˆki(z)
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on the larger sector: {
z ∈ C˜
∣∣∣∣∣ arg(z) ∈
]
dl − π
2ki
, dl+1 +
π
2ki
[}
,
where dl, dl+1 are two singular directions and such that ]dl, dl+1[ contains no sin-
gular directions. Therefore, we can construct an analytic solution on the sector{
z ∈ C˜
∣∣∣ arg(z) ∈ ]dl − π2kr , dl+1 + π2kr [} . Let d ∈ R, and let:
d− π
2kr
< d− < d < d+ < d+
π
2kr
,
such that there are no singular directions in [d−, d[
∪
]d, d+]. We get two matri-
ces Hd
+
(z)eL log(z)eQ(z) and Hd
−
(z)eL log(z)eQ(z) which are germs of analytic solutions on
the sectors{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− − π
2kr
, d+
π
2kr
[}
and
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− π
2kr
, d+ +
π
2kr
[}
.
The two matrices are in particular germs of solutions of ∂zY (z) = A(z)Y (z) on the sector{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− π
2kr
, d+
π
2kr
[}
.
A computation shows that there exists a matrix Std ∈ GLm(C), which we call the Stokes
matrix in the direction d, such that:
Hd
+
(z)eL log(z)eQ(z) = Hd
−
(z)eL log(z)eQ(z)Std.
Proposition 3.1.8. The following statements are equivalent.
1. The entries of Hˆ(z) converges.
2. Std = Id for all d ∈ R.
3. Std = Id for all singular directions.
Proof. From what is preceding, we deduce that if d is not a singular direction,
then Std = Id. Therefore, the statements 2 and 3 are equivalents. If the entries of Hˆ(z)
converges, then, since Hˆ(z) is Gevrey asymptotic to itself on every sector of C˜, for all d ∈ R,
Hd(z) = Hˆ(z) and (2) holds. Assume now that Std = Id for all singular directions. From
the proof of [vdPS03], Theorem 8.10, we obtain that the entries of Hˆ(z) converge.
We can compute the asymptotic solutions using the Laplace and the Borel transfor-
mations. See Chapters 2 and 3 of [Bal94] for more details.
Definition 3.1.9. (1) Let k ∈ Q. The formal Borel transform Bˆk is the map that trans-
forms the formal power series
∑
anz
n into the formal power series:
Bˆk
(∑
anz
n
)
=
∑ an
Γ(1 + nk )
zn.
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(2) Let d ∈ R, k ∈ Q, ε > 0 and let f analytic on the sector
{
z ∈ C˜
∣∣∣ arg(z) ∈]d− ε, d+ ε[}.
We assume that there exists A,B > 0 such that for arg(z) = d,
|f(z)| ≤ AeB|z|k .
Then, the following integral is the germ of an analytic function
on
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− π2k , d+ π2k [} (see [Bal94], page 13 for a proof), and is called the
Laplace transform of order k in the direction d of f :
Lk,d(f)(z) =
∫ ∞eid
0
f(u)e−(
u
z )
k
d
((
u
z
)k)
.
For a proof of the following proposition, see Section 7.2 of [Bal94].
Proposition 3.1.10. Let k1 < · · · < kr be the levels of ∂zY (z) = A(z)Y (z) and
set kr+1 = +∞. Suppose that d ∈ R is not a singular direction, and let hˆ(z) be an entry
of Hˆ(z). Let (κ1, . . . , κr) defined as:
κ−1i = k
−1
i − k−1i+1.
The series Bˆκr ◦ · · · ◦ Bˆκ1(hˆ) converges and there exist ε1, A1, B1 > 0 such that it has an
analytic continuation h1 on the sector
{
z ∈ C˜
∣∣∣ arg(z) ∈]d− ε1, d+ ε1[}, and in this sector,
|h1(z)| ≤ A1eB1|z|κ1 .
Moreover, for j = 2 (resp. j = 3, . . . , j = r), there exist εj , Aj , Bj > 0 such that the
function hj+1 = Lκj ,d(hj) is analytic on the sector
{
z ∈ C˜
∣∣∣ arg(z) ∈]d− εj , d+ εj [} and
on this sector
|hj(z)| ≤ AjeBj |z|
κj
.
Therefore, we may apply Lκr,d ◦ · · · ◦ Lκ1,d ◦ Bˆκr ◦ · · · ◦ Bˆκ1 to every entries of Hˆ(z). We
have the following equality:
Hd(z) = Lκr,d ◦ · · · ◦ Lκ1,d ◦ Bˆκr ◦ · · · ◦ Bˆκ1
(
Hˆ
)
.
3.1.4 Stokes phenomenon in the parameterized case.
Let us consider ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm(OU
(
{z})
)
(see page 69),
where U is a non empty polydisc of Cn, and consider F (z, t) = Hˆ(z, t)zL(t)e
(
Q(z, t)
)
,
with Q(z, t) = Diag
(
qi(z, t)
)
, the fundamental solution of Proposition 3.1.3. Since
for all k ∈ N, F (z, t) is equal to Hˆ(z, t)Diag(zk)zL(t)−kIde
(
Q(z, t)
)
, we may assume
that Hˆ(z, t) has no pole at z = 0.
We deﬁne the levels of the system ∂zY (z, t) = A(z, t)Y (z, t) as the levels of the special-
ized system. The levels may depend upon t, but they are invariant on the complementary
of a closed set with empty interior. We want to extend the deﬁnition of the singular di-
rections to the parameterized case. Consider q(z, t) = qk(t)z−k/ν + · · ·+ q1(t)z−1/ν ∈ EU .
A continuous function d : U → R is called singular for q(z, t) if
∀t ∈ U, qk(t)e−id(t)k/ν ∈ R≥0.
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In general, if d(t) is a singular direction for q(z, t), the positive number qk(t)e−id(t)k/ν
depends on t. The singular directions of ∂zY (z, t) = A(z, t)Y (z, t) (we will write singular
directions when no confusion is likely to arise) are the directions that are singular for one
of the qi(z, t)− qj(z, t), with i ̸= j.
Remark 3.1.11. (1) It may happen that for some t0 ∈ U , the singular directions
of ∂zY (z, t) = A(z, t)Y (z, t) evaluated at t0 are not equal to the singular direc-
tions of the specialized system ∂zY (z, t0) = A(z, t0)Y (z, t0). Let us take for exam-
ple n = 1, U = C, t0 = 0 and A(z, t) = Diag
(
− 2tz−3 − z−2, 2tz−3 + z−2
)
. The two
exponentials are e(q1(z, t)) = e(tz−2 + z−1) and e(q2(z, t)) = e(−tz−2 − z−1). However,
there exists V ⊂ U , a closed set with empty interior, such that for all t0 in U \ V , the
singular directions of ∂zY (z, t) = A(z, t)Y (z, t) evaluated at t0 are equal to the singular
directions of the specialized system ∂zY (z, t0) = A(z, t0)Y (z, t0).
(2) Unfortunately, two diﬀerent singular directions may be equal on a subset of U . For
example, for n = 1, U = C∗, and A(z, t) = Diag
(
z−2, tz−2,−tz−2
)
we ﬁnd three exponen-
tials: e−1/z, et/z and e−t/z. For t ∈ R>0, the singular directions of (2t)z−1 are the same as
singular directions of (t+ 1)z−1.
Let (di(t))i∈N be the singular directions, and
D =
{
t ∈ U
∣∣∣∃j, j′ ∈ N, such that dj ̸≡ dj′ and dj(t) = dj′(t)}.
Lemma 3.1.12. D is a closed subset of U with empty interior.
Proof. Assume that there exist a non empty polydisc D ⊂ D, and two singular direc-
tions dj(t), dj′(t) such that dj(t) = dj′(t) on D. Then, there exist a non empty poly-
disc D′ ⊂ D, q(t), q′(t) ∈MD′ that do not vanish on D′ such that q(t)/q′(t) has constant
argument on D′. An analytic function with constant argument on a polydisc is constant.
Hence, we deduce that dj(t) = dj′(t) on a polydisc, which implies that dj(t) = dj′(t)
on U . Since the set of singular directions is ﬁnite modulo 2πν with ν ∈ N∗, D has empty
interior.
Thus, if we take a smaller non empty polydisc U , we may assume the following:
– D = ∅.
– The levels of ∂zY (z, t) = A(z, t)Y (z, t) are independent of t.
– For all t0 ∈ U , the singular directions of ∂zY (z, t) = A(z, t)Y (z, t) eval-
uated at t0 are equal to the singular directions of the specialized sys-
tem ∂zY (z, t0) = A(z, t0)Y (z, t0).
We still consider ∂zY (z, t) = A(z, t)Y (z, t) a parameterized linear diﬀerential system
with A(z, t) ∈ Mm
(
OU ({z})
)
and Hˆ(z, t)zL(t)e
(
Q(z, t)
)
∈ GLm
(
K̂U
)
the fundamen-
tal solution in the same form as in Proposition 3.1.3. Let d(t) be a singular direction,
and let k1 < · · · < kr be the levels of ∂zY (z, t) = A(z, t)Y (z, t). For t belonging to U ,
we deﬁne the parameterized Stokes matrix Std(t) (we will just call it Stokes matrix when
no confusion is likely to arise) as t 7→ Std(t), where Std(t) is the Stokes matrix of the
specialized system deﬁned just before Proposition 3.1.8.
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Proposition 3.1.13. Let d(t) continuous in t such that for all t0 in U , d(t0)
is not a singular direction of the unparameterized linear differential equa-
tion ∂zY (z, t0) = A(z, t0)Y (z, t0). We define t 7→ Hd(t)(z, t)eL(t) log(z)eQ(z,t), as the
solution (3.1.2), of the specialized system. Let d1(t), d2(t) be two singular directions such
that for all t ∈ U , d1(t) < d(t) < d2(t) and ]d1(t), d2(t)[ contains no singular directions.
Then, there exists a map U → R>0, t 7→ ε(t), which is not necessary continuous, such
that Hd(t)(z, t)eL(t) log(z)eQ(z,t) is meromorphic in (z, t) for
(z, t) ∈
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d1(t)− π
2kr
, d2(t) +
π
2kr
[
, and 0 < |z| < ε(t)
}
× U.
Notice that the existence of d(t) continuous in t such that for all t0
in U , d(t0) is not a singular direction of the unparameterized linear diﬀerential equa-
tion ∂zY (z, t0) = A(z, t0)Y (z, t0) is a direct consequence of the fact that D = ∅, and the
fact that the singular directions are continuous in t.
Proof. We recall that we have assumed that for all t0 ∈ U , the singular directions
of ∂zY (z, t) = A(z, t)Y (z, t) evaluated at t0 are equal to the singular directions of the
specialized system ∂zY (z, t0) = A(z, t0)Y (z, t0). We have seen in §3.1.3, that for t ﬁxed,
the asymptotic solution is a germ of meromorphic function on the sector{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d1(t)− π
2kr
, d2(t) +
π
2kr
[}
.
We may replace d(t) by any function, possibly non continuous, such that for
all t ∈ U , d1(t) < d(t) < d2(t). Since the singular directions are continuous in t, we may
assume that d(t) is locally constant. Since for z ̸= 0, t 7→ eL(t) log(z)eQ(z,t) ∈ MU , this is
now a consequence of Proposition 3.1.10 and Lemma 3.1.14 below.
Lemma 3.1.14. We keep the same notations as in Definition 3.1.9 and Proposition 3.1.10.
Let hˆ(z, t) be one of the entries of Hˆ(z, t). Let V ⊂ U be a non empty polydisc,
and let d ∈ R such that for all t ∈ V , d is not an unparameterized singular direction
of ∂zY (z, t) = A(z, t)Y (z, t). Then, there exists a map U → R>0, t 7→ ε(t), which is not
necessary continuous such that
Lκr,d ◦ · · · ◦ Lκ1,d ◦ Bˆκr ◦ · · · ◦ Bˆκ1
(
hˆ
)
is meromorphic in (z, t) on
(z, t) ∈
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d− π
2kr
, d+
π
2kr
[
, and 0 < |z| < ε(t)
}
× V.
Moreover, for all j ≤ n:
Lκr,d ◦ · · · ◦ Lκ1,d ◦ Bˆκr ◦ · · · ◦ Bˆκ1
(
∂tj hˆ
)
= ∂tj
(
Lκr,d ◦ · · · ◦ Lκ1,d ◦ Bˆκr ◦ · · · ◦ Bˆκ1
(
hˆ
))
.
Proof. We will proceed in two steps.
(1) We recall that hˆ(z, t) ∈ KˆU
[
z1/ν
]
(ν ∈ N∗ has been deﬁned in Proposition 3.1.3) and
(see Remark 3.1.7) all the z-coeﬃcients are analytic on U . Because of Proposition 3.1.10,
for t ﬁxed, Bˆκr ◦ · · · ◦ Bˆκ1
(
hˆ
)
, is a germ of meromorphic function. Therefore, it belongs
to OU ({z})
[
z1/ν
]
. Let h1 be the analytic continuation deﬁned in Proposition 3.1.10. In
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particular, for all z ∈ C˜ with arg(z) = d, t 7→ h1(z, t) ∈ MV . The fact that we have a
meromorphic function allows us to diﬀerentiate termwise and for all j ≤ n, ∂tjh1 is equal
to the analytic continuation of:
Bˆκr ◦ · · · ◦ Bˆκ1
(
∂tj hˆ
)
.
(2) Let h2, . . . , hr be the successive Laplace transforms deﬁned in Proposition 3.1.10.
Let t0 ∈ V , let Wt0 be a compact neighborhood of t0 in V , let i ≤ r, and assume that
for z ∈ C˜ with arg(z) = d, t 7→ hi(z, t) is meromorphic on Wt0 . It is suﬃcient to prove
that for all z ∈ C˜ with arg(z) ∈
]
d− π2κi , d+ π2κi
[
and |z| suﬃciently small, t 7→ hi+1(z, t)
is meromorphic on Wt0 and for all j ≤ n:
Lκi,d
(
∂tjhi
)
= ∂tj
(
Lκi,d(hi)
)
= ∂tjhi+1.
The function Lκi,d (hi) is an integral of a meromorphic function depending analytically
upon parameters, and we just have to prove that it is possible to ﬁnd a function f
such that, for all t ∈ Wt0 , |hi(u, t)| < |f(u)| and for arg(z) ∈
]
d− π2κi , d+ π2κi
[
, |z|
suﬃciently small, Lκi,d(|f |)(z) < ∞. From Proposition 3.1.10, we obtain the existence
of A(t), B(t) > 0 such that for arg(u) = d,
|hi(u, t)| ≤ A(t)eB(t)|u|κi .
Since hi(u, t) is meromorphic, we may assume that A(t) and B(t) are continuous on Wt0 .
The functions A(t) and B(t) admit a maximum A and B on the compact set Wt0 . Finally
for arg(z) ∈
]
d− π2κi , d+ π2κi
[
and |z| suﬃciently small,
|Lκi,dhi| =
∣∣∣∣∣
∫ ∞eid
0
hi(u, t)e
−(uz )
κi
d
((
u
z
)κi)∣∣∣∣∣
≤
∫ ∞
0
AeB|u|
κi
∣∣∣e−(uz )κi ∣∣∣ d((u
z
)κi)
< ∞.
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3.2 Parameterized differential Galois theory
In this section we are interested in the parameterized diﬀerential Galois theory: this
is a generalization of the diﬀerential Galois theory for parameterized linear diﬀerential
equations. In §3.2.1, we review the parameterized diﬀerential Galois theory developed in
[CS07]. In §3.2.2, we prove that some of the results of §3.2.1 stay valid without the assump-
tion that the ﬁeld of constants is diﬀerentially closed. This will help us in § 3.2.3 to prove
that the local analytic parameterized diﬀerential Galois group descends to a smaller ﬁeld,
whose ﬁeld of constants is not diﬀerentially closed. In §3.2.4, we explain the main result of
the chapter: we show an analogue of the density theorem of Ramis in the parameterized
case. In §3.2.5, we give a similar result for the global parameterized diﬀerential Galois
group. We end by giving various examples of computation of parameterized diﬀerential
Galois groups using the parameterized density theorem.
3.2.1 Basic facts.
We recall some facts from [CS07] about Galois theory of parameterized linear diﬀer-
ential equations. Classical Galois theory of unparameterized linear diﬀerential equation
is presented in some books such as [vdPS03] and [Mag94].
Let K be a diﬀerential ﬁeld of characteristic 0 with n + 1 commuting deriva-
tions: ∂0, . . . , ∂n. We want to study diﬀerential equations of the form ∂0Y = AY ,
with A ∈ Mm(K). Let CK be the ﬁeld of constants with respect to ∂0. Since all the deriva-
tions commute with ∂0, (CK , ∂1, . . . , ∂n) is a diﬀerential ﬁeld. By abuse, we will sometimes
start from a (∂1, . . . , ∂n)-diﬀerential ﬁeld CK and build a (∂0, . . . , ∂n)-diﬀerential ﬁeld ex-
tension K of CK , such that CK is the ﬁeld of constants with respect to ∂0.
Example 3.2.1. If K = KˆU , then ∂0 = ∂z, {∂1, . . . , ∂n} = ∆t, and CK =MU .
A parameterized Picard-Vessiot extension for the parameterized linear diﬀerential
equation ∂0Y = AY on K is a (∂0, . . . , ∂n)-diﬀerential ﬁeld extension K˜
∣∣∣K with the
following properties:
– There exists a fundamental solution for ∂0Y = AY in K˜, i.e., an invertible ma-
trix U = (ui,j), with entries in K˜, such that ∂0U = AU .
– K˜ = K⟨ui,j⟩∂0,...,∂n, i.e., K˜ is the (∂0, . . . , ∂n)-diﬀerential ﬁeld generated by K and
the ui,j .
– The ﬁeld of constants of K˜ with respect to ∂0 is CK .
Let L be a (∂1, . . . , ∂n)-ﬁeld of characteristic 0 with commuting derivations.
The (∂1, . . . , ∂n)-diﬀerential ring L{y1, . . . , yk}∂1,...,∂n of diﬀerential polynomials in k inde-
terminates over L is the usual polynomial ring in the inﬁnite set of variables
{∂ν11 . . . ∂νnn yj}νi∈Nj≤k ,
and with derivations extending those in {∂1, . . . , ∂n} on L, deﬁned by:
∂i (∂
ν1
1 . . . ∂
νn
n yj) = ∂
ν1
1 . . . ∂
νi+1
i . . . ∂
νn
n yj .
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Definition 3.2.2 ([CS07], Deﬁnition 3.2). We say that (CK , ∂1, . . . , ∂n) is dif-
ferentially closed if it has the following property: For any k, l ∈ N and for
all P1, . . . , Pk ∈ CK{y1, . . . , yl}∂1,...,∂n , the system
P1(α1, . . . , αl) = 0
...
Pk−1(α1, . . . , αl) = 0
Pk(α1, . . . , αl) ̸= 0,
has a solution in CK as soon as it has a solution in a (∂1, . . . , ∂n)-diﬀerential ﬁeld contain-
ing CK .
For the simplicity of the notations, we will say that CK diﬀerentially closed rather
than (CK , ∂1, . . . , ∂n) is diﬀerentially closed. Note that there exists a diﬀerentially closed
extension of CK , see [CS07], Section 9.1. By deﬁnition, a diﬀerentially closed ﬁeld is
algebraically closed.
Proposition 3.2.3 ([CS07], Theorem 9.5). Assume that CK is differentially closed.
Then, we have existence of the parameterized Picard-Vessiot extension for ∂0Y = AY . We
have also the uniqueness of the parameterized Picard-Vessiot extension for ∂0Y = AY , up
to (∂0, . . . , ∂n)-differential isomorphism.
Until the end of the subsection 3.2.1, we assume that CK is differentially
closed.
Let us consider ∂0Y = AY , with A ∈ Mm(K) and let K˜
∣∣∣K be a parameterized Picard-
Vessiot extension. The parameterized diﬀerential Galois group Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) is the
group of ﬁeld automorphisms of K˜ which induce the identity on K and commute with
all the derivations. This latter is independent of the choice of the parameterized Picard-
Vessiot extension, since all the parameterized Picard-Vessiot extensions are (∂0, . . . , ∂n)-
diﬀerentially isomorphic. In the unparameterized case, the diﬀerential Galois group is an
algebraic subgroup of GLm(CK). In the parameterized case, we ﬁnd a linear diﬀerential
algebraic subgroup:
Definition 3.2.4. Let us consider m2 indeterminates (Xi,j)i,j≤m. We say that
a subgroup G of GLm(CK) is a linear diﬀerential algebraic group if there ex-
ist P1, . . . , Pk ∈ CK{Xi,j}∂1,...,∂n such that for A = (ai,j) ∈ GLm(CK),
A ∈ G⇐⇒ P1(ai,j) = · · · = Pk(ai,j) = 0.
Let U be a fundamental solution of ∂0Y = AY . One proves directly that the map:
ρU : Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣K) −→ GLm(CK)
φ 7−→ U−1φ(U),
is an injective group morphism. A fundamental fact is that
Im ρU =
{
U−1φ(U), φ ∈ Gal∂1,...,∂n∂0
(
K˜
∣∣∣K)}
is a linear diﬀerential algebraic subgroup of GLm(CK) (see Theorem 9.5 in [CS07]). If we
take a diﬀerent fundamental solution in K˜, we obtain a conjugate linear diﬀerential alge-
braic subgroup of GLm(CK). We will identify Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣K) with a linear diﬀerential
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algebraic subgroup of GLm(CK) for a chosen fundamental solution. We put a topology
on GLm(CK), called Kolchin topology, for which the closed sets are deﬁned as the zero
loci of ﬁnite sets of diﬀerential polynomials with coeﬃcients in CK .
Example 3.2.5. (Example 3.1 in [CS07]) Let n = 1, let (CK , ∂t) be a diﬀerentially closed ∂t-
ﬁeld that contains (C(t), ∂t), and let us considerK = CK(z), the (∂z, ∂t)-diﬀerential ﬁeld of
rational functions in the indeterminate z, with coeﬃcients in CK , where z is a ∂t-constant
with ∂zz = 1, CK is the ﬁeld of constants with respect to ∂z, and ∂z commutes with ∂t.
Let us consider the parameterized diﬀerential equation
∂zY (z, t) =
t
z
Y (z, t).
The fundamental solution is (zt) and K(zt, log) is a Parameterized Picard-Vessiot exten-
sion (see §3.1.1 for the notations). Here, we have added log because we want the extension
to be closed under the derivations ∂z and ∂t. Using the fact the Galois group commutes
with ∂z and ∂t, we ﬁnd that the Galois group is given by:{
f ∈ CK
∣∣∣f ̸= 0 and f∂2t f − (∂tf)2 = 0} .
We can see that if we take CK = C(t) or CK = MC (see page 68), which are not
diﬀerentially closed, then we can ﬁnd two diﬀerent groups of diﬀerential automorphisms:{
f ∈ C(t)
∣∣∣f ̸= 0 and f∂2t f − (∂tf)2 = 0} = C∗
and {
f ∈MC
∣∣∣f ̸= 0 and f∂2t f − (∂tf)2 = 0} = {cebt, b ∈ C, c ∈ C∗} ,
which shows the importance of considering a Galois group deﬁned over a diﬀerentially
closed ﬁeld. See Example 3.2.26 for the resolution of this ambiguity using the parameter-
ized density theorem.
There is a Galois correspondence theorem for parameterized diﬀerential Galois theory,
see Theorem 9.5 in [CS07]. For G subgroup of Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) , let:
K˜G =
{
a ∈ K˜
∣∣∣σ(a) = a, ∀σ ∈ G} .
Then, the theorem says that the Kolchin closed subgroups of Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) are in
bijection with the (∂0, . . . , ∂n)-diﬀerential subﬁelds of K˜ containing K, via the map:
G 7→ K˜G.
The inverse map is given by:
M 7→ Gal∂1,...,∂n∂0
(
K˜
∣∣∣M) ,
whereGal∂1,...,∂n∂0
(
K˜
∣∣∣M) denotes the set of elements ofGal∂1,...,∂n∂0 (K˜∣∣∣K) inducing identity
on M . In particular, we have the following corollary:
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Corollary 3.2.6. Let G be an arbitrary subgroup of Gal∂1,...,∂n∂0
(
K˜
∣∣∣K). Then, K˜G = K
if and only if G is dense for Kolchin topology in Gal∂1,...,∂n∂0
(
K˜
∣∣∣K) .
Let L|M |K be (∂1, . . . , ∂n)-diﬀerential ﬁeld extensions. Notice that we do not ex-
clude L =M = K. All the deﬁnitions we are going to give before the next Proposition
come from [HS08], § 6.2.3.
Given a1, . . . , ak ∈ L and P ∈M{X1, . . . , Xk}∂1,...,∂n , we remark that P (a1, . . . , an) is
well deﬁned. Then, we may deﬁne the (∂1, . . . , ∂n)-diﬀerential transcendence degree of L
over M as the maximum number of elements a1, . . . , ak of L such that:
P (a1, . . . , ak) ̸= 0,
for all non-zero (∂1, . . . , ∂n)-diﬀerential polynomials P with coeﬃcients in M .
The (∂1, . . . , ∂n)-diﬀerential transcendence degree of an integral domain over another in-
tegral domain is deﬁned to be the (∂1, . . . , ∂n)-diﬀerential transcendence degree of the
fraction ﬁeld of the ﬁrst one over the fraction ﬁeld of the second one.
Let us consider m2 indeterminates (Xi,j)i,j≤m. Let (p) be a prime (∂1, . . . , ∂n)-
diﬀerential ideal of CK{Xi,j}∂1,...,∂n , i.e., a prime ideal stable under the deriva-
tions ∂1, . . . , ∂n. The (∂1, . . . , ∂n)-dimension of (p) over CK is deﬁned to be the
(∂1, . . . , ∂n)-diﬀerential transcendence degree of the quotient ring CK{Xi,j}∂1,...,∂n/(p)
over CK .
Let (r) be a radical (∂1, . . . , ∂n)-diﬀerential ideal of CK{Xi,j}∂1,...,∂n , i.e., a radical
ideal stable under the derivations ∂1, . . . , ∂n. Let (p1), . . . , (pν) with ν ∈ N∗ be the
prime (∂1, . . . , ∂n)-diﬀerential ideals such that (r) =
∩
k≤ν
(pk). The (∂1, . . . , ∂n)-dimension
of (r) over CK is deﬁned to be the maximum in k of the (∂1, . . . , ∂n)-dimension of (pk)
over CK .
Assume that M ⊂ K˜. Let (q) be the radical (∂1, . . . , ∂n)-diﬀerential ideal
of CK{Xi,j}∂1,...,∂n that deﬁnes Gal∂1,...,∂n∂0
(
K˜
∣∣∣M) (see the proof of Proposition 9.10 in
[CS07]). We deﬁne the (∂1, . . . , ∂n)-diﬀerential dimension of Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣M) over CK
as the (∂1, . . . , ∂n)-dimension of (q) over CK .
Proposition 3.2.7 ([HS08], Proposition 6.26). The (∂1, . . . , ∂n)-differential transcendence
degree of K˜ overM is equal to the (∂1, . . . , ∂n)-differential dimension of Gal
∂1,...,∂n
∂0
(
K˜
∣∣∣M)
over CK .
Example. 3.2.5 (bis). Let us keep the same notations as in Example 3.2.5.
The parameterized Picard-Vessiot extension is K(zt, log) and the Galois group is:{
f ∈ CK
∣∣f ̸= 0 and f∂2t f − (∂tf)2 = 0} . We may directly check that the ∂t-diﬀerential
dimension of the Galois group is 0 and therefore, zt satisﬁes a ∂t-diﬀerential polynomial
equation in coeﬃcients in CK .
3.2.2 Parameterized differential Galois theory for a non-differentially
closed field of constants.
Let K be a diﬀerential ﬁeld of characteristic 0 with n + 1 commuting deriva-
tions: ∂0, . . . , ∂n. Let CK be the ﬁeld of constants with respect to ∂0. Note that we
do not assume CK to be diﬀerentially closed. Consider ∂0Y = AY , with A ∈ Mm(K), and
assume the existence of K˜
∣∣∣K, a parameterized Picard-Vessiot extension for ∂0Y = AY
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(see § 3.2.1). This means in particular that the ﬁeld of constants of K˜ with respect to ∂0
is CK . Let F = (Fi,j) ∈ GLm
(
K˜
)
be a fundamental solution such that K˜ = K⟨Fi,j⟩∂0,...,∂n
(see §3.2.1 for the notation). Let Aut∂1,...,∂n∂0
(
K˜
∣∣∣K) be the group of (∂0, . . . , ∂n)-
diﬀerential ﬁeld automorphisms of K˜ letting K invariant
Remark 3.2.8. We avoid here the notation Gal∂1,...,∂n∂0
(
K˜
∣∣∣K), because we have no theo-
rem that guarantees the uniqueness of the parameterized Picard-Vessiot extension K˜
∣∣∣K,
since CK is not diﬀerentially closed. However we will call it the parameterized diﬀerential
Galois group, or Galois group, if no confusion is likely to arise.
We extend Deﬁnition 3.2.4 for the ﬁeld CK . Let us consider m2 indetermi-
nates (Xi,j)i,j≤m. We say that a subgroup G of GLm(CK) is a linear diﬀerential algebraic
group if there exist P1, . . . , Pk ∈ CK{Xi,j}∂1,...,∂n such that for A = (ai,j) ∈ GLm(CK),
A ∈ G⇐⇒ P1(ai,j) = · · · = Pk(ai,j) = 0.
The goal of the subsection is to prove:
Proposition 3.2.9. (1) Let us consider the injective group morphism:
ρF : Aut
∂1,...,∂n
∂0
(
K˜
∣∣∣K) −→ GLm(CK)
φ 7−→ F−1φ(F ).
Then,
Im ρF =
{
F−1φ(F ), φ ∈ Aut∂1,...,∂n∂0
(
K˜
∣∣∣K)}
is a linear differential algebraic subgroup of GLm(CK). We will identify Aut
∂1,...,∂n
∂0
(
K˜
∣∣∣K)
with a linear differential algebraic subgroup of GLm(CK) for a chosen fundamental solu-
tion. The image is independent of this choice, up to conjugacy by an element of GLm(CK).
(2) Let G be a subgroup of Aut∂1,...,∂n∂0
(
K˜
∣∣∣K). If K˜G = K, then G is dense for Kolchin
topology in Aut∂1,...,∂n∂0
(
K˜
∣∣∣K).
Remark that, contrary to Corollary 3.2.6, the converse of (2) is false when CK is not
diﬀerentially closed. See [CS07], Example 3.1. Before showing the proposition, we point
out two facts we will use in the proof. Let L|K be a (∂0, . . . , ∂n)-diﬀerential ﬁeld extension
and a1, . . . , ak ∈ L.
– As in the case where CK is diﬀerentially closed (see §3.2.1),
if P ∈ K{X1, . . . , Xk}∂1,...,∂n , then P (a1, . . . , ak) is well deﬁned.
– The set
{
P (a1, . . . , ak)
∣∣P ∈ K{X1, . . . , Xk}∂1,...,∂n} is a (∂0, . . . , ∂n)-diﬀerential ﬁeld
extension we will denote by L{a1, . . . , ak}∂1,...,∂n
∣∣L.
Proof of Proposition 3.2.9. (1) We follow here the proof of Proposition 9.10 in [CS07]. We
consider the diﬀerential polynomial ring:
R = K{Xi,j , 1/ det(Xi,j)}∂1,...,∂n ,
and endow it with the ∂0-diﬀerential structure deﬁned by ∂0(Xi,j) = A(Xi,j). Let us
consider:
S = K{Fi,j , 1/det(Fi,j)}∂0,...,∂n ,
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the (∂0, . . . , ∂n)-diﬀerential subring of K˜ generated over K by the Fi,j and 1/ det(Fi,j).
It is an integral domain. Let q be the obvious prime (∂0, . . . , ∂n)-diﬀerential ideal such
that R/q ≃ S. Let Zi,j be the image of Xi,j in S ⊂ K˜, so that (Zi,j) is a fundamental
solution for ∂0Y = AY in S. Consider the following rings:
K˜{Xi,j , 1/ det(Xi,j)}∂1,...,∂n = K˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n
∪ ∪
K{Xi,j , 1/ det(Xi,j)}∂1,...,∂n CK{Yi,j , 1/ det(Yi,j)}∂1,...,∂n ,
where the indeterminates Yi,j are deﬁned by (Xi,j) = (Zi,j)(Yi,j). We remark
that ∂0(Yi,j) = 0. Since we consider ﬁelds that are of characteristic 0, the diﬀerential
ideal:
qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n ⊂ K˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n = K˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n ,
is a radical (∂0, . . . , ∂n)-diﬀerential ideal (see Corollary A.17 in [vdPS03]). The next lemma
is an adaptation of Lemma 9.8 in [CS07] without the assumption that the ﬁeld of constants
is diﬀerentially closed.
Lemma 3.2.10. The (∂0, . . . , ∂n)-ideal qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n is generated by:
I = qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n ∩ CK{Yi,j , 1/ det(Yi,j)}∂1,...,∂n .
Proof. Let (ei)i∈B be a basis of CK{Yi,j , 1/det(Yi,j)}∂1,...,∂n over CK . Let:
f =
n∑
i=1
miei ∈ qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n ,
with mi ∈ K˜. By induction on n we will show that f ∈ I. If n = 0 or 1 there is nothing
to prove. We assume that n > 1. We can suppose that m1 = 1 and m2 /∈ CK . Then,
because of the fact that the ﬁeld of constants of K˜ with respect to ∂z is CK :
∂0(f) =
n∑
i=2
∂0(mi)ei ̸= 0 and f ∈ qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n .
Then, by induction, ∂0(f) ∈ I. With the same argument:
∂0(m
−1
2 f) ∈ I.
Then, ∂0(m−12 )f = ∂0(m
−1
2 f)−m−12 ∂0f ∈ I. Since ∂0(m−12 ) ̸= 0, we obtain that f ∈ I.
By Lemma 3.2.10, qK˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n is generated by:
I = qK˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n ∩ CK{Yi,j , 1/det(Yi,j)}∂1,...,∂n .
Clearly I is a (∂1, . . . , ∂n)-radical ideal of CK{Yi,j , 1/det(Yi,j)}∂1,...,∂n .
Let C = (Ci,j) ∈ GLm(CK). The following statements are equivalent:
1. (Ci,j) ∈ Aut∂1,...,∂n∂0
(
K˜
∣∣∣K).
2. The map K{Xi,j , 1/det(Xi,j)}∂1,...,∂n → K{Xi,j , 1/ det(Xi,j)}∂1,...,∂n deﬁned
by (Xi,j) 7→ (Xi,j)(Ci,j) := (
m∑
k=1
Xi,kCk,j) leaves q invariant.
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3. The map K{Xi,j , 1/det(Xi,j)}∂1,...,∂n → K˜ deﬁned by (Xi,j) 7→ (Zi,j)(Ci,j) sends q
to 0.
4. The map K˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n → K˜ deﬁned by (Xi,j) 7→ (Zi,j)(Ci,j) sends
qK˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n = qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n to 0.
5. The map K˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n → K˜ deﬁned by (Yi,j) 7→ (Ci,j) sends
qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n to 0.
The theorem is now a consequence of the fact that qK˜{Yi,j , 1/ det(Yi,j)}∂1,...,∂n is generated
by I, a (∂1, . . . , ∂n)-radical ideal of CK{Yi,j , 1/det(Yi,j)}∂1,...,∂n .
(2) We follow the proof of Proposition 9.10 in [CS07], and use the same notations as before.
By construction, the ideal I of Lemma 3.2.10 above is the diﬀerential ideal that deﬁnes the
Galois group. Assume that the Kolchin closure of G is not the whole Galois group. Then,
there exists P ∈ CK{Yi,j , 1/det(Yi,j)}∂1,...,∂n such that P /∈ I and P (g) = 0 for all g ∈ G.
Lemma 3.2.10 implies that
P /∈ J = qK˜{Yi,j , 1/det(Yi,j)}∂1,...,∂n .
Let
T =
{
Q ∈ K˜{Xi,j , 1/det(Xi,j)}∂1,...,∂n
∣∣∣Q /∈ J and Q((Zi,j)(gi,j)) = 0,∀g = (gi,j) ∈ G}.
Since P ∈ T , T ̸= {0}. An element Q ∈ T can be written as:
Q = f1Q1 + · · ·+ fνQν ,
where fi ∈ K˜ and Qi ∈ K{Xi,j , 1/ det(Xi,j)}∂1,...,∂n . Let Q = f1Q1 + · · ·+ fνQν ∈ T such
that:
– f1 = 1.
– All the fi are non-zero.
– ν is minimal.
For all g ∈ G, let Qg = fg1Q1 + · · · + fgνQν ∈ T . Let g ∈ G. Since Q − Qg is shorter
than Q, and satisﬁes (Q−Qg) ((Zi,j)(gi,j)) = 0, we have Q−Qg ∈ J . If Q−Qg ̸= 0, there
exists l ∈ K˜ such that Q − l(Q − Qg) is shorter than Q. Since Q− l(Q−Qg) ∈ T ,
this is not possible unless Q − Qg = 0. Therefore, Q = Qg, for all g ∈ G, and
so Q ∈ K{Xi,j , 1/det(Xi,j)}∂1,...,∂n . Since Q(Zi,j) = 0, we have Q ∈ J . This yields
the result.
3.2.3 A result of descent for the local analytic parameterized differential
Galois group.
We keep the notations of Section 3.1. Let us consider ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
OU ({z})
)
, where U is a non empty polydisc of Cn and OU ({z}) has
been deﬁned in Page 69.
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Remark 3.2.11. Note that OU ({z}) is a ring but not a ﬁeld in general. For example,
if n = 1, (z − t)−1 /∈ OU ({z}). However, we have (z − t)−1 ∈ OC∗({z}). More generally
let α(z, t) ∈ OU ({z}). For t ∈ U , let R(t)minimal such that |α(z, t)| ̸= 0 for 0 < |z| < R(t).
There exists a non empty polydisc U ′ such that there exists ε > 0 with R(t) > ε on U ′.
In particular, we have α(z, t)−1 ∈ OU ′({z}).
Since OU ({z}) ⊂ KˆU , which is a ﬁeld, OU ({z}) is an integral domain, and we can
deﬁne KU as the fraction ﬁeld of OU ({z}). We have
{a ∈ KU |∂za = 0} = {a ∈ KˆU |∂za = 0} =MU .
Let:
F (z, t) = (Fi,j) = Hˆ(z, t)z
L(t)e
(
Q(z, t)
)
∈ GLm
(
K̂U
)
, (see §3.1.1)
be the fundamental solution given in Proposition 3.1.3. Let us note KU ⟨Fi,j⟩∂z ,∆t = K˜U ,
which is a (∂z,∆t)-diﬀerential subﬁeld of K̂U . We have seen in § 3.1.1, that K̂U has
ﬁeld of constants with respect to ∂z equal to MU . Then, we deduce that K˜U
∣∣∣KU is a
parameterized Picard-Vessiot extension. Therefore, the results of §3.2.2 may be applied
here; and we can deﬁne a parameterized diﬀerential Galois group Aut∆t∂z
(
K˜U
∣∣∣KU), which
will be identiﬁed with a linear diﬀerential algebraic subgroup of GLm(MU ). We want to
prove now that it is the “same” as the one of §3.2.1.
Let C be a (∆t)-diﬀerentially closed ﬁeld that containsMU . Let us deﬁne C[[z]][z−1],
the (∂z,∆t)-diﬀerential ﬁeld, where z is a (∆t)-constant with ∂zz = 1, C is the ﬁeld of
constants with respect to ∂z, and ∂z commutes with all the derivations. We deﬁne the
ring KU ⊗MU C with the diﬀerential structure given by:
∀a ∈ KU ,∀c ∈ C,∀∂ ∈ {∂z,∆t}, ∂(a⊗MU c) = ∂a⊗MU c+ a⊗MU ∂c.
This (∂z,∆t)-diﬀerential ring can be naturally embedded into C[[z]][z−1], which implies
that it is an integral domain. Therefore, we may deﬁne KC,U , the ﬁeld of fractions
of KU ⊗MU C. We see now KC,U (resp. KU ⊗MU C) as a subﬁeld (resp. subring)
of C[[z]][z−1].
Proposition 3.2.12. Let us keep the same notations. Let ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
OU ({z})
)
. The extension field KC,U ⟨Fi,j⟩∂z ,∆t
∣∣∣KC,U = K˜C,U ∣∣∣KC,U
is a parameterized Picard-Vessiot extension for ∂zY (z, t) = A(z, t)Y (z, t). More-
over, there exist P1, . . . , Pk ∈ MU{Xi,j}∆t such that the image of the representation
of Gal∆t∂z
(
K˜C,U
∣∣∣KC,U) (resp. Aut∆t∂z (K˜U ∣∣∣KU)) associated to F (z, t) is the set of C-rational
points (resp. MU -rational points) of the linear differential algebraic subgroup of GLm(C)
(resp. GLm(MU )) defined by P1, . . . , Pk. More explicitly:{
F−1φ(F ), φ ∈ Gal∆t∂z
(
K˜C,U
∣∣∣KC,U)}
=
{
A = (ai,j) ∈ GLm(C)
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0}
{
F−1φ(F ), φ ∈ Aut∆t∂z
(
K˜U
∣∣∣KU)}
=
{
A = (ai,j) ∈ GLm(MU )
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0} .
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Proof. We follow the proof of [MS12], Proposition 3.3. Let (dk) be a MU -basis of C.
Let us prove that the dk are linearly independent over K˜U . Write
∑
k≤κ dkPk = 0
with 0 ̸= Pk ∈ K˜U , κ ≥ 2 minimal and Pκ = 1. We have
∑
k≤κ−1 dk∂zPk = 0.
If κ = 2, ∂zP1 = 0. If κ > 2, we have that for all k, ∂zPk = 0, because of the minimality
of κ. Since K˜U
∣∣∣KU is a parameterized Picard-Vessiot extension, for all k, Pk ∈ MU , and
the dk are linearly independent over K˜U .
Now, we prove that KC,U ⟨Fi,j⟩∂z ,∆t
∣∣∣KC,U is a parameterized Picard-Vessiot extension
for ∂zY (z, t) = A(z, t)Y (z, t). Let α ∈ KC,U ⟨Fi,j⟩∂z ,∆t with ∂zα = 0. We may assume
that α =
∑
dkPk, where Pk ∈ K˜U . We have ∂zα =
∑
dk∂zPk = 0. Since the dk are lin-
early independent over K˜U , we ﬁnd ∂zPk = 0. Hence, Pk ∈MU , because K˜U
∣∣∣KU is a
parameterized Picard-Vessiot extension. Therefore, α ∈ C and KC,U ⟨Fi,j⟩∂z ,∆t
∣∣∣KC,U is a
parameterized Picard-Vessiot extension for ∂zY (z, t) = A(z, t)Y (z, t).
Let Yi,j be a set of m2 indeterminates and let I0, I1, (∂z,∆t)-diﬀerential ideals such
that:
R0 = KU{Fi,j}∂z ,∆t = KU{Yi,j}∂z ,∆t/I0
R1 = KC,U{Fi,j}∂z ,∆t = KC,U{Yi,j}∂z ,∆t/I1.
The group Aut∆t∂z
(
K˜U
∣∣∣KU) (resp. Gal∆t∂z (K˜C,U ∣∣∣KC,U)) is the set of B ∈ GLm(MU )
(resp. B ∈ GLm(C)) such that (Fi,j)B is again a zero of I0 (resp. I1). We just have
to prove that I1 = CI0. The inclusion CI0 ⊂ I1 is clear. Let us prove the other inclusion.
Let P ∈ I1. Without loss of generality, we may assume that P ∈ (KU ⊗MU C) [Yi,j ]. Let
us write P =
∑
dkPk, where Pk ∈ KU [Yi,j ]. One ﬁnds:
P (Fi,j) =
∑
dkPk(Fi,j) = 0.
Since the dk are linearly independent over K˜U , one ﬁnds, Pk(Fi,j) = 0, and there-
fore I1 = CI0.
3.2.4 An analogue of the density theorem in the parameterized case.
Let us consider ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm
(
OU ({z})
)
, where U is a
non empty polydisc of Cn. We want to ﬁnd topological generators for Aut∆t∂z
(
K˜U
∣∣∣KU)
for Kolchin topology.
We deﬁne now the parameterized monodromy. The notion of monodromy in the un-
parameterized case is well explained in [vdPS03]. For more details about parameterized
monodromy, see [CS07, MS12, MS13, Sib90].
Definition 3.2.13. The notations are introduced in § 3.1.1. We deﬁne mˆ, the formal
parameterized monodromy, as follows:
– ∀Hˆ(z, t) ∈ KˆU , mˆ
(
Hˆ(z, t)
)
= Hˆ(z, t) .
– ∀a(t) ∈MU , mˆ(za(t)) = e2iπa(t)za(t).
– mˆ(log) = 2iπ + log.
– For all q(z, t) =
∑
anz
−n ∈ EU =
∪
ν∈Q>0
z
−1
ν MU
[
z
−1
ν
]
, we deﬁne
mˆ
(
e(q(z, t))
)
= e
(∑
ane
−2iπnz−n
)
.
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From the construction of KˆU
[
log,
(
za(t)
)
a(t)∈MU
(
e(q(z, t))
)
q(z,t)∈EU
]
, it is easy
to check that mˆ induces a well deﬁned (∂z,∆t)-diﬀerential ring automorphism
of KˆU
[
log,
(
za(t)
)
a(t)∈MU
(
e(q(z, t))
)
q(z,t)∈EU
]
, and then it can be extended as a (∂z,∆t)-
diﬀerential ﬁeld automorphism of K̂U lettingKU invariant. Since K˜U ⊂ K̂U , and since K˜U
is stable by mˆ, mˆ induces an element of Aut∆t∂z
(
K˜U
∣∣∣KU).
Remark 3.2.14. In the regular singular case with one singularity at 0, the deﬁnition of
formal parameterized monodromy restricts to the deﬁnition given in [MS12].
We now introduce the parameterized exponential torus, which is a subgroup
of Aut∆t∂z
(
K˜U
∣∣∣KU) consisting of elements that act on the e(q(z, t)), with q(z, t) ∈ EU .
Definition 3.2.15. Let α be a character of EU . We deﬁne τα as the map
– τα is the identity on KˆF,U .
– ∀q(z, t) ∈ EU , τα(e(q(z, t))) = α(q(z, t))e(q(z, t)).
From the construction of KˆU
[
log,
(
za(t)
)
a(t)∈MU
(
e(q(z, t))
)
q(z,t)∈EU
]
, it is easy
to check that τα induces a well deﬁned (∂z,∆t)-diﬀerential ring automorphism
of KˆU
[
log,
(
za(t)
)
a(t)∈MU
(
e(q(z, t))
)
q(z,t)∈EU
]
, and then it can be extended to a (∂z,∆t)-
diﬀerential ﬁeld automorphism of K̂U lettingKU invariant. Since K˜U ⊂ K̂U , and since K˜U
is stable by τα, τα induces an element of Aut
∆t
∂z
(
K˜U
∣∣∣KU).
The parameterized exponential torus (or simply, the exponential torus) is the subgroup
of Aut∆t∂z
(
K˜U
∣∣∣KU) consisting of the τα, where α is a character of EU . Notice that the
matrices of the exponential torus belongs to GLm(C), while the coeﬃcients of the matrix
of mˆ depend upon t.
Example 3.2.16. Let t = (t1, t2) and let us consider
∂z
(
Y1(z, t)
Y2(z, t)
)
=
(
−t1z−2 0
0 −t2z−2
)(
Y1(z, t)
Y2(z, t)
)
,
which admits
(
et1/z 0
0 et2/z
)
as fundamental solution. The parameterized exponential
torus and the parameterized diﬀerential Galois group are both equal to{(
α 0
0 β
)
, where α, β ∈ C∗
}
.
Remark that the unparameterized exponential torus (see p.80 of [vdPS03]) and the unpa-
rameterized diﬀerential Galois group are isomorphic to (C∗)2 if and only if t1 and t2 are
linearly independant over Q. In particular, the matrices of the parameterized exponential
torus evaluated at a specialized value (u, v) of the parameter are not always equal to the
matrices of the unparameterized exponential torus of the system
∂z
(
Y1(z, u, v)
Y2(z, u, v)
)
=
(
−uz−2 0
0 −vz−2
)(
Y1(z, u, v)
Y2(z, u, v)
)
.
This is a diﬀerence between the exponential torus and the two others generators of the
parameterized diﬀerential Galois group: the monodromy and the Stokes operators (see
Deﬁnition 3.2.18 below).
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Lemma 3.2.17. Let d(t) be a singular direction of ∂zY (z, t) = A(z, t)Y (z, t) (see §3.1.4).
The Stokes matrix Std(t) induces an element of Aut
∆t
∂z
(
K˜U
∣∣∣KU).
Proof. Let us recall the construction of the Stokes matrices. Let d(t) be a singular direction
and let kr be the biggest level of ∂zY (z, t) = A(z, t)Y (z, t). The assumption we have made
on D (see §3.1.4) tells us that there exists t 7→ d±(t) continuous in t such that
d(t)− π
2kr
< d−(t) < d(t) < d+(t) < d(t) +
π
2kr
,
with no singular directions in [d−(t), d(t)[
∪
]d(t), d+(t)]. From the construction of Std(t),
and §3.1.3, we know that
Hd
+(t)(z, t)eL(t) log(z)eQ(z,t) = Hd
−(t)(z)eL(t) log(z)eQ(z,t)Std(t).
By construction, the Stokes matrix induces identity on KU . To prove that the Stokes
matrices are elements of Aut∆t∂z
(
K˜U
∣∣∣KU), we have to prove that the maps i±, that
send Hˆ(z, t)zL(t)e
(
Q(z, t)
)
to Hd
±(t)(z, t)eL(t) log(z)eQ(z,t), induce (∂z,∆t)-ﬁeld isomor-
phisms. From the unparameterized case (see Theorem 2, Section 6.4 of [Bal94]), and the re-
lations satisﬁed by the symbols log,
(
za(t)
)
a(t)∈MU
and
(
e(q(z, t))
)
q(z,t)∈EU
(see §3.1.1), i±
induce ∂z-ﬁeld isomorphisms.
We want now to prove that if Hˆ(z, t) admits, Hd
±(t)(z, t) as asymptotic sum in the
direction d±(t), then ∂tiHˆ(z, t) admits ∂tiH
d±(t)(z, t) as asymptotic sum in the direc-
tion d±(t), for all i ≤ n. This is a consequence of Lemma 3.1.14 and the fact that we
may assume that the d±(t) are locally constant. Hence i± commute with ∂ti and i
±
induce (∂z,∆t)-ﬁeld isomorphisms.
Definition 3.2.18. Let d(t) be a singular direction of ∂zY (z, t) = A(z, t)Y (z, t). The
element of Aut∆t∂z
(
K˜U
∣∣∣KU) induced by the Stokes matrix in the direction d(t) is the
Stokes operator in the direction d(t). For simplicity of notation, we write Std(t) for both
Stokes operator and the Stokes matrix in the direction d(t).
Proposition 3.2.19. If g(z, t) ∈ K˜U is fixed by all the Stokes operators Std(t), the mon-
odromy and the exponential torus, then g(z, t) ∈ KU .
Proof. Let MU be the algebraic closure of MU . Proposition 3.25 of [vdPS03]
implies that if g(z, t) ∈ K̂U is ﬁxed by the monodromy and the exponen-
tial torus, then g(z, t) ∈ K̂U ∩MU
[[
z
]][
z−1
]
= KˆU . Since K˜U ⊂ K̂U , we have
to prove that if g(z, t) ∈ K˜U ∩ KˆU is ﬁxed by all the Stokes operators,
then g(z, t) ∈ KU . Let g(z, t) ∈ K˜U ∩ KˆU ﬁxed by all the Stokes operators.
Let F (z, t) = Hˆ(z, t)zL(t)e
(
Q(z, t)
)
be the fundamental solution deﬁned in Propo-
sition 3.1.3 and let
(
Hˆi,j
)
be the entries of the matrix Hˆ(z, t). There ex-
ists P ∈ KU ⟨Xi,j⟩∂z ,∆t such that P (Hˆi,j) = g(z, t). Let d(t) that satisﬁes the same
properties as in Proposition 3.1.13. Because of Proposition 3.1.13, there exists a map
U → R>0, t 7→ ε(t), which is not necessarily continuous such that P
(
H
d(t)
i,j
)
is meromor-
phic in (z, t) for
(z, t) ∈
{
z ∈ C˜
∣∣∣ arg(z) ∈ ]d1(t)− π
2kr
, d2(t) +
π
2kr
[
and 0 < |z| < ε(t)
}
× U,
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where d1(t), d2(t) are two singular directions. Since the matrix P
(
Hˆi,j
)
is ﬁxed
by all the Stokes operators, P
(
H
d(t)
i,j
)
is meromorphic in (z, t) for 0 < |z| < ε(t)
and (z, t) ∈ C˜ × U . Moreover, P
(
H
d(t)
i,j
)
(z, t) = P
(
H
d(t)
i,j
)
(e2iπz, t) on his domain
of deﬁnition, which means that P
(
H
d(t)
i,j
)
is meromorphic in (z, t) for 0 < |z| < ε(t)
and (z, t) ∈ C × U . We recall that KU consists of elements f(z, t) ∈ KˆU such that
for 0 < |z| < ε(t), t 7→ f(z, t) ∈MU . We have, P
(
H
d(t)
i,j
)
∈ KU . We have seen in
Lemma 3.2.17 that the map that sends Hˆ(z, t)zL(t)e
(
Q(z, t)
)
to Hd(t)(z, t)eL(t) log(z)eQ(z,t)
induces a (∂z,∆t)-ﬁeld isomorphism. Since the above map leavesKU invariant, this implies
that P
(
Hˆi,j
)
= g(z, t) ∈ KU .
We can now prove the main theorem of this chapter. We recall some notations.
Let ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm
(
OU ({z})
)
(see page 69), let KU be the
fraction ﬁeld of OU ({z}), and let K˜U
∣∣∣KU be the parameterized Picard-Vessiot extension
deﬁned in the beginning of §3.2.4. Let Aut∆t∂z
(
K˜U
∣∣∣KU) be the ﬁeld automorphisms of K˜U
which commute with all the derivations and leave KU invariant.
Theorem 3.2.20 (Parameterized analogue of the density theorem of Ramis). The group
generated by the monodromy, the exponential torus and the Stokes operators is dense for
the Kolchin topology in Aut∆t∂z
(
K˜U
∣∣∣KU).
Proof. First of all, we have already pointed out that the monodromy, the exponential torus
and the Stokes operators are elements of Aut∆t∂z
(
K˜U
∣∣∣KU). Using Proposition 3.2.9, we
just have to prove that if α(z, t) ∈ K˜U is ﬁxed by the monodromy, the exponential torus
and the Stokes operators, then it belongs to KU . This is exactly Proposition 3.2.19.
Remark 3.2.21. (1) Let C(t){z} be the subset of OU ({z}) consisting of elements of the
form
∑
i>N ai(t)z
i, with ai(t) ∈ C(t) andN ∈ Z. Let us consider ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
C(t){z}
)
. Even if we would be able to deﬁne a parameterized Picard-
Vessiot extension over C(t){z}, we would not have a parameterized analogue of the density
theorem of Ramis, because the monodromy is not deﬁned in this case. In general, we have
mˆ(zα(t)) = e2iπα(t)zα(t) /∈ C(t){z}(zα(t)).
This is why we take a larger ﬁeld of constants with respect to ∂z.
(2) Similarly, we can prove that the group generated by the monodromy and the expo-
nential torus is dense for Kolchin topology in Aut∆t∂z
(
K˜U
∣∣∣KˆU ∩ K˜U).
Corollary 3.2.22. Aut∆t∂z
(
K˜U
∣∣∣KU) contains a finitely generated Kolchin-dense subgroup.
Proof. Let q1(z, t), . . . , qβ(z, t) ∈ EU , Q-linearly independent such that
K˜U ⊂ KˆF,U
(
e(q1(z, t)), . . . , e (qβ(z, t))
)
.
Let τi be an element of the exponential torus that ﬁxes the e(qj(z, t)) for j ̸= i, and that
sends e(qi(z, t)) to ae(qi(z, t)), with a not a root of unity.
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By the deﬁnition of the singular directions (see §3.1.4), there exists ν ∈ N∗ such
that the singular directions modulo 2νπ are in ﬁnite number. Let d1(t), . . . , dk(t)
be continuous singular direction such that, if d(t) is a singular direction, then d(t)
is equal to one of the di(t) modulo 2νπ. Let g(z, t) ∈ K˜U be ﬁxed by the mon-
odromy, τ1, . . . , τβ , and Std1(t), . . . , Stdk(t). Using (2) of Proposition 3.2.9, it is suﬃcient
to prove that g(z, t) ∈ KU .
We can write g(z, t) as an element of:
KˆF,U
(
e(q1(z, t)), . . . , e(qβ−1(z, t)))(e(qβ(z, t))
)
.
Since the elements qi(z, t) ∈ EU are Q-linearly independent, we know by con-
struction that the e(Nqβ(z, t)), with N ∈ Z, are C-linearly independent
over KˆF,U
(
e(q1(z, t)), . . . , e(qβ−1(z, t))
)
. If we add the fact that g(z, t) is ﬁxed by τβ ,
we obtain:
g(z, t) ∈ KˆF,U
(
e(q1(z, t)), . . . , e(qβ−1(z, t))
)
.
We apply the same argument β times to conclude that g(z, t) ∈ KˆF,U ∩ K˜U . By the
construction of the Stokes operators, we have that Std(t) = Id if and only if St2νπ+d(t) = Id,
where ν ∈ N∗ has been deﬁned in the proof. Proposition 3.2.19 allows us to conclude
that g(z, t) ∈ KU .
3.2.5 The density theorem for the global parameterized differential Ga-
lois group.
In this subsection, we consider parameterized linear diﬀerential equation of the form:
∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm
(
MU (z)
)
. We want to prove a density theorem for the global parame-
terized diﬀerential Galois group. The result in the unparameterized case is due to Ramis
and a proof can be found for instance in [Mit96], Proposition 1.3. The parameterized sin-
gularities of ∂zY (z, t) = A(z, t)Y (z, t) (that is the poles, including maybe∞, of A(z, t), as
a rational function in z) belong to the algebraic closure ofMU . Because of Remark 3.1.1,
after taking a smaller non empty polydisc U , we may assume that the set of parame-
terized singularities belongs to MU . We will write singularity instead of parameterized
singularity when no confusion is likely to arise. Let S = {α1(t), . . . , αk(t)} ⊂ P1(MU )
be the set of the singularities of ∂zY (z, t) = A(z, t)Y (z, t). For any singularity α(t)
of ∂zY (z, t) = A(z, t)Y (z, t), we may deﬁne the levels and the set of singular directions
of α(t) by considering
∂zY (z − α(t), t) = A(z − α(t), t)Y (z − α(t), t) if ∞ ̸≡ α(t) ∈ S
and
∂zY (z
−1, t) = A(z−1, t)Y (z−1, t) if ∞ ≡ α(t) ∈ S.
Let (di,j(t)) be the singular directions αi(t). As in §3.1.4, we deﬁne:
Dαi(t) =
{
t ∈ U
∣∣∣∃j, j′ ∈ N, such that di,j ̸≡ di,j′ and di,j(t) = di,j′(t)} .
From Lemma 3.1.12, all the Dαi(t) are closed set with empty interior. After taking a
smaller non empty polydisc U , we may assume that:
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– There exists ε > 0 such that for all t ∈ U and for all i ̸= j:
|αi(t)− αj(t)| > ε.
– Dαi(t) = ∅ for all i ≤ k.
– For all the singularities of ∂zY (z, t) = A(z, t)Y (z, t), the levels are independent of t.
– For all t0 ∈ U , for all the singularities ∞ ̸≡ α(t) ∈ S (resp. for the singularity ∞),
the singular directions of
∂zY (z − α(t), t) = A(z − α(t), t)Y (z − α(t), t)
resp. ∂zY (z−1, t0) = A(z−1, t0)Y (z−1, t0)
evaluated at t0 are equal to the singular directions of the specialized system
∂zY (z − α(t), t0) = A(z − α(t), t0)Y (z − α(t), t0)
resp. ∂zY (z−1, t0) = A(z−1, t0)Y (z−1, t0).
– Every entry of every z-coeﬃcients of A(z, t) is analytic on U .
Let x0(t) ∈MU and let ε > 0 such that:
∀t ∈ U,∀i < j ≤ k, |x0(t)− αj(t)| > ε and |αi(t)− αj(t)| > ε.
For all i ≤ k and all t ∈ U , we deﬁne Uαi(t), the polydisc in the z-plane with center αi(t) and
with radius ε. Let dαi(t) be a continuous ray from αi(t) in Uαi(t), bαi(t) be the continuous
point of dαi(t) with |bαi(t) − αi(t)| = ε and γαi(t) be a continuous path in P1(MU )
from x0(t) to bαi(t) such that for all t ∈ U and all j ≤ k, |γαi(t)− αj(t)| > ε/2. Analytic
continuation of F (z, t) = (Fi,j), a germ of solution at x0(t) with the path γαi(t) and dαi(t)
provides a fundamental solution F dαi (t)(z, t) on a germ of open sector with vertex αi(t)
bisected by dαi(t).
Let M˜U (z) = MU (X)⟨Fi,j⟩∂z ,∆t . From the assumptions we have made on x0(t), we
deduce that this ﬁeld has a ﬁeld of constants with respect to ∂z equal to MU . There-
fore, we deduce that M˜U (z)
∣∣∣MU (z) is a parameterized Picard-Vessiot extension. The
results of §3.2.2 may be applied here and we can deﬁne a parameterized diﬀerential Galois
group Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)), which will be identiﬁed with a linear diﬀerential algebraic
subgroup of GLm(MU ). We will make the same abuse of language as in the local case
(see Remark 3.2.8) and call it the parameterized linear diﬀerential Galois group, or Galois
group, if no confusion is likely to arise. As in Proposition 3.2.12, we want to prove now
that it is the “same” as the one of §3.2.1.
Let C be a (∆t)-diﬀerentially closed ﬁeld that contains MU and let C(z) denotes
the (∂z,∆t)-diﬀerential ﬁeld of rational functions in the indeterminate z, with coeﬃcients
in C, where z is a (∆t)-constant with ∂zz = 1, C is the ﬁeld of constants with respect
to ∂z, and ∂z commutes with all the derivations. The next proposition is the analogue in
the global case of Proposition 3.2.12.
Proposition 3.2.23. Let us keep the same notations. Let ∂zY (z, t) = A(z, t)Y (z, t),
with A(z, t) ∈ Mm(MU (z)). The extension field C(z)⟨Fi,j⟩∂z ,∆t
∣∣∣C(z) := C˜(z)∣∣∣C(z)
is a parameterized Picard-Vessiot extension for ∂zY (z, t) = A(z, t)Y (z, t). More-
over, there exist P1, . . . , Pk ∈ MU{Xi,j}∆t such that the image of the representation
of Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) (resp. Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z))) associated to F (z, t) is the set
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of C-rational points (resp. MU -rational points) of the linear differential algebraic sub-
group of GLm(C) (resp. GLm(MU )) defined by P1, . . . , Pk. More explicitly:{
F−1φ(F ), φ ∈ Gal∆t∂z
(
C˜(z)
∣∣∣C(z))}
=
{
A = (ai,j) ∈ GLm(C)
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0}
{
F−1φ(F ), φ ∈ Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z))}
=
{
A = (ai,j) ∈ GLm(MU )
∣∣∣P1(ai,j) = · · · = Pk(ai,j) = 0} .
Proof. This is exactly the same reasoning as in Proposition 3.2.12.
We want to ﬁnd topological generators for Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) for the Kolchin
topology.
For α(t) ∈MU , let
KU,α(t) = {f(z − α(t), t) | f(z, t) ∈ KU},
and let
KU,∞ = {f(z−1, t) | f(z, t) ∈ KU}.
Let α(t) ∈ S and let Aut∆t∂z
(
M˜U (z)
∣∣∣KU,α(t) ∩ M˜U (z)) be the local Galois
group for the fundamental solution F dα(t)(z, t) described above. If we conju-
gate Aut∆t∂z
(
M˜U (z)
∣∣∣KU,α(t) ∩ M˜U (z)) by the diﬀerential isomorphism deﬁned by analytic
continuation of F (z, t) described above, we get an injective morphism of linear diﬀerential
algebraic groups:
Aut∆t∂z
(
M˜U (z)
∣∣∣KU,α(t) ∩ M˜U (z)) →֒ Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) .
Using the maps i± deﬁned in the proof of Lemma 3.2.17 and the injection above, we can
deﬁne the monodromy, the exponential torus, and the Stokes operators for any singularities
in S, as elements of
Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) .
Theorem 3.2.24 (Global parameterized analogue of the density theorem of Ramis). Let
∂zY (z, t) = A(z, t)Y (z, t), where A(z, t) ∈ Mm(MU (z)). For α(t) ∈ S, let Gα(t) be the
subgroup of:
Aut∆t∂z
(
M˜U (z)
∣∣∣KU,α(t) ∩ M˜U (z)) ,
generated by the monodromy, the exponential torus and the Stokes operators. Let G be the
subgroup of Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) generated by the Gα(t), with α(t) ∈ S. Then G in
dense for Kolchin topology in
Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) .
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Proof. We use (2) of Proposition 3.2.9. We have to prove that the subﬁeld of M˜U (z) ﬁxed
by G is MU (z). Let f(z, t) ∈ M˜U (z) be ﬁxed by G. Then, by the same reasoning as in
Proposition 3.2.19, it follows that f(z, t) belongs to KU,α(t), for α(t) ∈ S. Therefore, we
deduce that f(z, t) is meromorphic in (z, t) on P1(C)×U , and has a ﬁnite number of poles
in the z-plane for t ﬁxed. Hence, f(z, t) ∈MU (z) .
In particular, this generalizes Theorem 4.2 in [MS12] which says that, if the equation
has only regular singular poles, then the group generated by the monodromy at each pole
is dense for Kolchin topology in Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)).
Corollary 3.2.25. Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) contains a finitely generated Kolchin-dense
subgroup.
Proof. In the proof of Theorem 3.2.24, we see that the global parameterized diﬀerential
Galois group is generated by all local parameterized diﬀerential Galois groups. Since there
is a ﬁnite number of singularities, this is a consequence of Corollary 3.2.22.
3.2.6 Examples.
In all the examples, we will compute the global parameterized diﬀerential Galois group.
This means that the base ﬁeld is MU (z).
Example 3.2.26. Let us consider ∂zY (z, t) = tzY (z, t). This example was considered by
direct computations in Example 3.2.5 but we will compute here Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z))
using the parameterized density theorem. The fundamental solution is (zt) and the param-
eterized Picard-Vessiot extension over MU (z) is MU (z, zt, log) (we want the extension to
be closed under the derivations ∂z and ∂t). The exponential torus and the Stokes matrices
are trivial. The monodromy sends zt to e2iπtzt. The element e2iπt satisﬁes the diﬀerential
equation
∂t
(
∂te
2iπt
e2iπt
)
= 0.
Therefore, the Kolchin closure of the monodromy is contained in:{
a ∈MU
∣∣∣∂t (∂ta
a
)}
= {cebt, b ∈ C, c ∈ C∗}.
Conversely, the map that sends zt to cebtzt is an element of Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)).
Finally, viewed as a linear diﬀerential algebraic subgroup of GL1(MU ),
Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) ≃ {a ∈MU ∣∣∣∂t (∂taa ) = 0}
= {a ∈MU |a ̸= 0 and a∂2t a− (∂ta)2 = 0}
⊆ GL1(MU ).
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Example 3.2.27 (Parameterized Euler equation). Let f(t) be an analytic function diﬀerent
from 0, and let us consider:
∂2zY (z, t) +
(
1
z
− 1
f(t)z2
)
∂zY (z, t) +
1
f(t)z3
Y (z, t) = 0,
which can be seen as a system:
∂z
(
Y (z, t)
∂zY (z, t)
)
=
(
0 1
−1
f(t)z3
1
f(t)z2
− 1z
)(
Y (z, t)
∂zY (z, t)
)
.
If f ≡ 1, we recognize the Euler equation. A fundamental solution is:(
1 Fˆ (z, t)
1
f(t)z2
∂zFˆ (z, t)
)(
e
(
−1
f(t)z
)
0
0 1
)
,
where Fˆ (z, t) = −
∑
n≥0
n!(f(t)z)n+1. The only singularity is 0. The monodromy is trivial.
Let τ be an element of the exponential torus. Then, the image of the fundamental solution
under τ is: (
1 Fˆ (z, t)
1
f(t)z2
∂zFˆ (z, t)
)(
αe
(
−1
f(t)z
)
0
0 1
)
,
with α ∈ C∗. Therefore, the matrices of the elements of the exponential torus are of the
form Diag(α, 1), with α ∈ C∗. The only level of the system is 1 and the singular directions
are the arg
(
f(t)−1
)
+ 2kπ, with k ∈ Z. As we have seen in Proposition 3.1.10, we can
compute the Stokes matrix with the Laplace and the Borel transforms. It follows from
the deﬁnition of the formal Borel transform that
Bˆ1
(
Fˆ (z, t)
)
≡ log(1− f(t)z).
Let 0 < ε < π2 , such that there are no singular directions in:[
arg
(
f(t)−1
)
− ε, arg
(
f(t)−1
) [ ∪ ]
arg
(
f(t)−1
)
, arg
(
f(t)−1
)
+ ε
]
.
Then, the following matrices are fundamental solution:(
1 L1,arg(f(t)−1)+ε(log(1− f(t)z))
1
f(t)z2
∂zL1,arg(f(t)−1)+ε(log(1− f(t)z))
)(
e
−1
f(t)z 0
0 1
)
,
(
1 L1,arg(f(t)−1)−ε(log(1− f(t)z))
1
f(t)z2
∂zL1,arg(f(t)−1)−ε(log(1− f(t)z))
)(
e
−1
f(t)z 0
0 1
)
.
To compute the Stokes matrix in the direction arg
(
f(t)−1
)
, we have to compute:
L1,arg(f(t)−1)+ε(log(1− f(t)z))− L1,arg(f(t)−1)−ε(log(1− f(t)z)).
We have
L1,arg(f(t)−1)+ε(log(1− f(t)z))− L1,arg(f(t)−1)−ε(log(1− f(t)z))
= z−1
∫∞i(arg(f(t)−1)+ε)
0 log(1− f(t)u)e−(
u
z
)d(u)
− z−1 ∫∞i(arg(f(t)−1)−ε)0 log(1− f(t)u)e−(uz )d(u).
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Integration by parts and the residue theorem imply that:
L1,arg(f(t)−1)+ε(log(1− f(t)z))− L1,arg(f(t)−1)−ε(log(1− f(t)z)) = 2iπf(t)e−
(
1
f(t)z
)
.
Therefore, the Stokes matrix in this direction is
(
1 2iπf(t)
0 1
)
. Finally we obtain:
Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) ≃
{(
α bf
0 1
)
, where α ∈ C∗ and b ∈ C
}
≃
{(
α β
0 1
)
, where ∂tα = 0, α ̸= 0 and ∂t
(
β
f
)
= 0
}
.
Example 3.2.28 (Bessel equation). We are interested in the parameterized linear diﬀerential
equation:
∂z
(
Y (z, t)
∂zY (z, t)
)
=
(
0 1
(t2−z2)
z2
−1
z
)(
Y (z, t)
∂zY (z, t)
)
.
This equation has two singularities: 0 and ∞. Let U be a non empty disc such
that U ∩ (1/2 + Z) = ∅. First, we will compute the local group at 0:
Aut∆t∂z
(
M˜U (z)
∣∣∣KU,0 ∩ M˜U (z)) .
If t+ 1/2 /∈ Z, the two solutions:
Jt(z) =
(
z
2
)t ∞∑
k=0
(−1)kz2k
k!Γ(t+ k + 1)2k
J−t(z) =
(
z
2
)−t ∞∑
k=0
(−1)kz2k
k!Γ(−t+ k + 1)2k ,
are linearly independent (see [Wat95] Page 43) and we have a fundamental solution of
the specialized system. The equation is regular singular at z = 0, therefore, the group
generated by the monodromy mˆ is dense for Kolchin topology in the parameterized diﬀer-
ential Galois group Aut∆t∂z
(
M˜U (z)
∣∣∣KU,0 ∩ M˜U (z)). By the same reasoning as in Exam-
ple 3.2.26:
Aut∆t∂z
(
M˜U (z)
∣∣∣KU,0 ∩ M˜U (z)) ≃
{(
α 0
0 α−1
)
, where α ̸= 0 and α∂2t α− (∂tα)2 = 0
}
.
We now turn to the singularity at inﬁnity. We have:
∂z
(
Y (z−1, t)
∂zY (z
−1, t)
)
=
(
0 1
t2
z2
− 1
z4
−1
z
)(
Y (z−1, t)
∂zY (z
−1, t)
)
.
In order to compute the matrices of the monodromy, the elements of the exponential torus,
and the Stokes operators, we make use of another basis of solutions:
H
(1)
t (z
−1) =
J−t(z−1)− e−itπJt(z−1)
i sin(tπ)
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H
(2)
t (z
−1) =
J−t(z−1)− eitπJt(z−1)
−i sin(tπ) .
In [Wat95] page 198, we ﬁnd that on the sector ]− π, 2π[, H(1)t (z−1) is asymptotic to:
H˜
(1)
t (z
−1) =
(
2z
π
)1/2
ei(z
−1−tπ/2−π/4)
∞∑
k=0
(−1)kΓ(t+ k + 1/2)zk
(2i)kk!Γ(t− k + 1/2) .
The same holds for H(2)t (z
−1) on the sector ]− 2π, π[:
H˜
(2)
t (z
−1) =
(
2z
π
)1/2
e−i(z
−1−tπ/2−π/4)
∞∑
k=0
Γ(t+ k + 1/2)zk
(2i)kk!Γ(t− k + 1/2) .
It follows that in the basis
(
H
(1)
t (z
−1),H(2)t (z−1)
)
, the matrix of the monodromy is:(
−1 0
0 −1
)
and the matrices of the elements of the exponential torus are of the form:{(
α 0
0 α−1
)
, where α ∈ C∗
}
.
The only level is 1 and due to the expression of H˜1t (z
−1) and H˜2t (z−1), the singu-
lar directions are the directions π2 + kπ, with k ∈ Z. By deﬁnition, the Stokes ma-
trix in the direction π2 + kπ is the matrix that sends the asymptotic representation
deﬁned on the sector ](k − 1)π, (k + 1)π[ to the asymptotic representation deﬁned on
the sector ]kπ, (k + 2)π[. In [RM90], 3.4.12 (see also [Ber92]), we ﬁnd that in the ba-
sis (H1t (z
−1),H2t (z−1)) the Stokes matrix in the direction
π
2 + 2kπ is(
1 0
2e2iπt cos(πt) 1
)
,
and the Stokes matrix in the direction −π2 + 2kπ is(
1 −2e−2iπt cos(πt)
0 1
)
.
An application of the local and global density theorems (Theorems 3.2.24 and 3.2.20) gives
that
Aut∆t∂z
(
M˜U (z)
∣∣∣KU,∞ ∩ M˜U (z)) and Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z))
are linear diﬀerential algebraic subgroups of SL2(MU ), because all the matrices we have
computed are in SL2(MU ), which is closed in the Kolchin topology.
Let C be a diﬀerentially closed ﬁeld that contains MU and con-
sider Gal∆t∂z
(
C˜(z)
∣∣∣C(z)), the parameterized diﬀerential Galois group deﬁned in Proposi-
tion 3.2.23. We are going ﬁrst to compute the Zariski closure G of Gal∆t∂z
(
C˜(z)
∣∣∣C(z)).
Let C∗ = C \ {0}. From the classiﬁcation of linear algebraic subgroup of SL2(C) (see
[vdPS03], Theorem 4.29), there are four possibilities:
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1. G is conjugate to a subgroup of
B =
{(
a b
0 a−1
)
, where a ∈ C∗, b ∈ C
}
.
2. G is conjugate to a subgroup of
D∞ =
{(
a 0
0 a−1
)∪( 0 b−1
−b 0
)
, where a, b ∈ C∗
}
.
3. G is ﬁnite.
4. G = SL2(C).
From Proposition 3.2.23, every matrix that belongs to Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) belongs
also to Gal∆t∂z
(
C˜(z)
∣∣∣C(z)). Since G must contain
(
1 0
2e2iπt cos(πt) 1
)
and
(
1 −2e−2iπt cos(πt)
0 1
)
,
we ﬁnd that the only possibility is that Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) is Zariski dense in SL2(C). In
[Cas72], Proposition 42, Cassidy classiﬁes the Zariski-dense diﬀerential algebraic subgroups
of SL2(C). Finally, we have two possibilities:
– The group Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) is conjugate to SL2(C0) over SL2(C), where
C0 = {a ∈ C(z)|∂za = ∂ta = 0}.
– The group Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) = SL2(C).
If Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) is conjugate to SL2(C0) over SL2(C), the matrix of the monodromy
of the singularity 0 is conjugate to a matrix M ∈ SL2(C0) over SL2(C). Similar matrices
have the same eigenvalues, then the eigenvalues of M are e2iπt and e−2iπt, which is not
possible if M belongs to SL2(C0). Because of Proposition 3.2.23, we ﬁnd that
Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) = SL2(MU ).
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3.3 Applications.
We now give three applications of the parameterized diﬀerential Galois theory.
In §3.3.1, we deal with linear diﬀerential equations that are completely integrable (see
Deﬁnition 3.3.1). It has been proved in [CS07] that an equation is completely integrable
if and only if its parameterized diﬀerential Galois group is conjugate over a diﬀerentially
closed ﬁeld to a group of constant matrices. We use the global density theorem (Theo-
rem 3.2.24) to prove that the equation is completely integrable if and only if there exists
a fundamental solution such that the matrices of the topological generators for the Galois
group appearing in the global density theorem (Theorem 3.2.24) are constant matrices.
As a corollary, we deduce that the equation is completely integrable if and only if the
matrices of the topological generators for the Galois group given in the parameterized
density theorem are conjugate over GLm(MU ) to constant matrices. In §3.3.2, we study
an entry of a Stokes operator at the singularity at inﬁnity of the equation:
∂2zY (z, t) = (z
3 + t)Y (z, t).
In particular, we prove that it is not ∂t-ﬁnite: it satisﬁes no parameterized linear diﬀerential
equation. This partially answers a question by Sibuya. In §3.3.3, we deal with the inverse
problem in the parameterized diﬀerential Galois theory. Let k be a so-called universal (∆t)-
ﬁeld (see §3.3.2). We give a necessary condition on a linear diﬀerential algebraic subgroup
of GLm(k) for being the global parameterized diﬀerential Galois group for some equation
having coeﬃcients in k(z). The corresponding suﬃcient condition has been proved in
[MS12], Corollary 5.2.
3.3.1 Completely integrable equations.
In this subsection, we study completely integrable equations. See also [GO12] for an
approach from the point of view of diﬀerential Tannakian categories.
Definition 3.3.1. Let A0 ∈ Mm
(
MU (z)
)
. We say that the linear diﬀerential equa-
tion ∂0Y = A0Y is completely integrable if there exist A1, . . . , An ∈ Mm
(
MU (z)
)
such
that, for all 0 ≤ i, j ≤ n,
∂tiAj − ∂tjAi = AiAj −AjAi,
with ∂t0 = ∂z.
Sibuya shows in [Sib90], Theorem A.5.2.3, that if the parameterized linear diﬀeren-
tial equation ∂zY (z, t) = A(z, t)Y (z, t) is regular singular, then it is isomonodromic (see
page 68 for the deﬁnition) if and only if it is completely integrable. This result is not
true in the irregular case. The main reason is the fact that there are more topological
generators in the parameterized diﬀerential Galois group.
Proposition 3.3.2. Let A0(z, t) ∈ Mm
(
MU (z)
)
and let M˜U (z)
∣∣∣MU (z) be the param-
eterized Picard-Vessiot extension for ∂zY (z, t) = A0(z, t)Y (z, t) defined in §3.2.5. The
linear differential equation ∂zY (z, t) = A0(z, t)Y (z, t) is completely integrable if and only
if there exists a fundamental solution F (z, t) in M˜U (z) such that the images of the topo-
logical generators of Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) (see Theorem 3.2.24), with respect to the
representation associated to F (z, t), belongs to GLm(C).
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Proof. Let C be a diﬀerentially closed ﬁeld that contains MU and let us con-
sider C(z) as in §3.2.5. Let C˜(z)
∣∣∣C(z) be the parameterized Picard-Vessiot extension
for ∂zY (z, t) = A0(z, t)Y (z, t), and let Gal
∆t
∂z
(
C˜(z)
∣∣∣C(z)) be the parameterized diﬀeren-
tial Galois group deﬁned in §3.2.1. We recall that if we take a diﬀerent fundamental
solution in M˜U (z) to compute the Galois group, we obtain a conjugate linear diﬀerential
algebraic subgroup of GLm(MU ).
Using the global density theorem (Theorem 3.2.24), we ﬁnd that there exists a fun-
damental solution such that the matrices of the topological generators for the Galois
group appearing in Theorem 3.2.24 are constant if and only if Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z))
is conjugate over GLm(MU ) to a subgroup of GLm(C). Using Proposition 3.2.23, we
ﬁnd that Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) is conjugate over GLm(MU ) to a subgroup of GLm(C)
if and only if Gal∆t∂z
(
C˜(z)
∣∣∣C(z)) is conjugate over GLm(C) to a subgroup of GLm(C0),
where
C0 = {a ∈ C(z)|∂za = ∂t1a = · · · = ∂tna = 0} .
Proposition 3.9, [CS07] says that this occurs if and only if there ex-
ist A1, . . . , An ∈ Mm(C(z)) such that, for all 0 ≤ i, j ≤ n,
∂tiAj − ∂tjAi = AiAj −AjAi,
with ∂t0 = ∂z. To ﬁnish, we follow the proof of Proposition 1.24 in [DVH12]. Let 0 < i ≤ n
and let us consider
∂zAi − ∂tiA0 = A0Ai −AiA0.
By clearing the denominators, we obtain that every entry of every z-coeﬃcient of Ai
satisﬁes a ﬁnite set of polynomial equations with coeﬃcients inMU . Since the polynomial
equations have a solution in C, they must have a solution in the algebraic closure ofMU .
Using Remark 3.1.1, we ﬁnd the existence of a non empty polydisc U ′ ⊂ U such that all
the Ai belongs to Mm
(
MU ′(z)
)
. This concludes the proof.
In the proof of Proposition 3.3.2, we have proved:
Corollary 3.3.3. Let A(z, t) ∈ Mm
(
MU (z)
)
. The parameterized linear differential equa-
tion ∂zY (z, t) = A(z, t)Y (z, t), is completely integrable if and only if the matrices of the
topological generators for the Galois group appearing in Theorem 3.2.24 are conjugate
over GLm(MU ) to constant matrices.
Remark 3.3.4. This corollary improves Proposition 3.9 in [CS07]. The conjugation occurs
in a ﬁeld that is not diﬀerentially closed. Furthermore, we do not need for the entire
parameterized diﬀerential Galois group to be conjugate to a group of constant matrices in
order to deduce that the equation ∂zY (z, t) = A(z, t)Y (z, t) is completely integrable.
In [GO12], the authors study completely integrable parameterized linear diﬀerential
equations using diﬀerential Tannakian categories. In particular, they prove that the notion
of integrability with respect to all the parameters is equivalent to the notion of integra-
bility with respect to each parameter separately, which generalizes [Dre12], Proposition 9.
Furthermore, they improve Proposition 3.9 in [CS07] by avoiding the assumption that the
ﬁeld of constants is diﬀerentially closed.
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3.3.2 On the hyper transcendence of a Stokes matrix.
In this subsection, we will study the parameterized linear diﬀerential equation:
∂2zY (z, t) = (z
3 + t)Y (z, t). (3.3.1)
Sibuya, in Chapter 2 of [Sib75], shows that there exists a formal solution y0(z, t) which
admits an asymptotic representation y˜0(z, t) on the sector (see Theorem 6.1 in [Sib75]):{
z ∈ C˜
∣∣∣ arg(z) ∈ ]−3π
5
,
3π
5
[}
.
We easily check that for k ∈ Z,
yk(z, t) = y0
(
e
−2kiπ
5 z, e
−6kiπ
5 t
)
is a solution of (3.3.1) which has the asymptotic representa-
tion y˜k(z, t) = y˜0
(
e
−2kiπ
5 z, e
−6kiπ
5 t
)
on the sector Sk−1 ∪ S¯k ∪ Sk+1, where
Sk =
{
z ∈ C˜
∣∣∣ arg(z) ∈ ](2k − 1)π
5
,
(2k + 1)π
5
[}
,
and S¯k is its closure.
The sectors Sk The singular directions Sectors Sk and singular directions
The asymptotic representation y˜k(z, t) is bounded uniformly on each compact set in
the t-plane as |z| tends to inﬁnity on the sector Sk, and tends to inﬁnity uniformly on
each compact set in the t-plane as |z| tends to inﬁnity on the sectors Sk−1 and Sk+1. As
we see in [Sib75], page 83, yk+1(z, t) and yk+2(z, t) are linearly independent and we can
write yk(z, t) as a MC-linear combination of yk+1(z, t) and yk+2(z, t):
∀k ∈ N,∀z, t ∈ C, yk(z, t) = Ck(t)yk+1(z, t) + C˜k(t)yk+2(z, t), (3.3.2)
where C˜k(t), Ck(t) ∈MC. By Theorem 21.1 in [Sib75], we obtain that
C˜k(t) = −e
2iπ
5 and Ck(t) = C0
(
e
−6kiπ
5 t
)
.
In [Sib75], the author asks if C0(t) is diﬀerentially transcendental, i.e., satisﬁes no diﬀer-
ential polynomial equations. We will use Galois theory to prove that for every non empty
polydisc U , C0(t) is not ∂t-ﬁnite over MU , i.e., satisﬁes no linear diﬀerential equations in
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coeﬃcients in MU .
The singularity of the system is at inﬁnity. Let W (z, t) = zY (z−1, t). We obtain the
parameterized linear diﬀerential equation
z7∂2zW (z, t) = (1 + tz
3)W (z, t), (3.3.3)
which can be written in the form
∂z
(
W (z, t)
∂zW (z, t)
)
=
(
0 1
1+tz3
z7
0
)(
W (z, t)
∂zW (z, t)
)
.
Let k be a so-called universal (∆t)-ﬁeld of characteristic 0: for any (∆t)-ﬁeld k0 ⊂ k, (∆t)-
ﬁnitely generated over Q, and any (∆t)-ﬁnitely generated extension k1 of k0, there is
a (∆t)-diﬀerential k0-isomorphism of k1 into k. See Chapter 3, Section 7 of [Kol73] for
more details. In particular, k is (∆t)-diﬀerentially closed. Let k(z) denotes the (∂z,∆t)-
diﬀerential ﬁeld of rational functions in the indeterminate z, with coeﬃcients in k, where z
is a (∆t)-constant with ∂zz = 1, k is the ﬁeld of constants with respect to ∂z, and ∂z
commutes with all the derivations.
Let A(z, t) =
(
0 1
1+tz3
z7
0
)
. The two solutions zy1(z−1, t), zy2(z−1, t) admit asymptotic
representation and the only singularity is 0. Therefore,
MU (z)
⟨
y1(z
−1, t), y2(z−1, t)
⟩
∂z ,∂t
∣∣∣MU (z) = M˜U (z)∣∣∣MU (z)
is a parameterized Picard-Vessiot extension for ∂zW (z, t) = A(z, t)W (z, t). Because of
Proposition 3.2.23, k˜(z)
∣∣∣k(z) = k(z)⟨y1(z−1, t), y2(z−1, t)⟩
∂z ,∂t
∣∣∣k(z) is a parameterized
Picard-Vessiot extension.
Lemma 3.3.5. Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) = SL2(k).
Notice that the diﬀerential equation is of the form ∂2zW (z, t) = r(z, t)W (z, t),
where r(z, t) ∈ k(z). In this case, we can compute the Galois group using a parameterized
version of Kovacic’s algorithm, see [Arr12, Dre12]. In order to have a self contained proof,
we will perform the calculations explicitly.
Proof. If we apply Kovacic’s algorithm (see [Kov86]), we ﬁnd that the unparameterized
diﬀerential Galois group Gal∂z
(
k˜(z)
∣∣∣k(z)) is equal to SL2(k). We apply Proposition 6.26
in [HS08], to deduce that Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) is Zariski-dense in SL2(k). By Proposition 42
in [Cas72], we deduce that there are two possibilities:
– Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) = SL2(k)
– Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) is conjugate to SL2(k0) over SL2(k), where
k0 = {a ∈ k(z)|∂za = ∂ta = 0}.
We see in [Dre12], Remark 4.4, that the last case occurs if and only if the following pa-
rameterized diﬀerential equation has a solution inMU (z), for some non empty polydisc U
of Cn:
∂3zy(z, t) = ∂zy(z, t)
4 + 4tz3
z7
+ y(z, t)∂z
4 + 4tz3
z7
− ∂t 4 + 4tz
3
z7
.
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With the algorithm presented in [vdPS03] p.100, we ﬁnd that this does not happen and
then:
Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) = SL2(k).
Lemma 3.3.6. The singular directions of the equation (3.3.3) are:
2kπ
5
,with k ∈ Z.
Proof. Let k ∈ Z. The matrix(
zyk(z
−1, t) zyk+1(z−1, t)
∂zzyk(z
−1, t) ∂zzyk+1(z−1, t)
)
,
is a fundamental solution for the equation
∂z
(
W (z, t)
∂zW (z, t)
)
=
(
0 1
1+tz3
z7
0
)(
W (z, t)
∂zW (z, t)
)
.
The fundamental solution admits an asymptotic representation on the sectors:{
z ∈ C˜
∣∣∣ arg(z) ∈ ](2k − 1)π
5
,
(2k + 3)π
5
[}
.
The only level is 52 . From Proposition 3.1.13 and the construction of the singular directions,
we ﬁnd that the singular directions are
2kπ
5
, with k ∈ Z.
Example 3.3.7. We want to compute the Stokes matrix in the direction 8π5 for the funda-
mental solution: (
zy1(z
−1, t) zy2(z−1, t)
∂zzy1(z
−1, t) ∂zzy2(z−1, t)
)
.
We recall the construction of the Stokes matrices. See §3.1.3 for the notations.
Let Hˆ(z, t)zL(t)e
(
Q(z, t)
)
be a fundamental solution in the parameterized Hukuhara-
Turrittin canonical form. Let H−(z, t) (resp. H+(z, t)) be the matrix such that
H−(z, t)eL(t) log(z)eQ(z,t)
(
resp. H+(z, t)eL(t) log(z)eQ(z,t)
)
is the germ of an asymptotic solution on the sector{
z ∈ C˜
∣∣∣ arg(z) ∈ ]π, 9π5 [} (resp. {z ∈ C˜∣∣∣ arg(z) ∈ ]7π5 , 11π5 [})
The Stokes matrix in the direction 8π5 is the matrix that sends
H−(z, t)eL(t) log(z)eQ(z,t) to H+(z, t)eL(t) log(z)eQ(z,t).
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With the domain of deﬁnition of the asymptotic representation of zy˜1(z−1, t), we deduce
from the deﬁnition of the Stokes operators that:
St 8π
5
(
zy1(z
−1, t)
)
= zy1(z
−1, t). (3.3.4)
We ﬁrst write St 8π
5
(
zy2(z
−1, t)
)
in the basis
(
zy0(z
−1, t), zy1(z−1, t)
)
.
There exist a(t) and b(t) ∈MU such that:
St 8π
5
(
zy2(z
−1, t)
)
= a(t)zy0(z
−1, t) + b(t)zy1(z−1, t).
By the construction of the asymptotic solutions with Laplace and Borel transforms (see
Proposition 3.1.10), the asymptotic representation of St 8π
5
(
zy2(z
−1, t)
)
has to be bounded
in some sector of
]
7π
5 ,
11π
5
[
, which means that there exist 7π5 < α < β <
11π
5 and ε > 0
such that St 8π
5
(
zy2(z
−1, t)
)
is uniformly bounded for arg(z) ∈]α, β[ and z < |ε|. There-
fore, a(t) = 0 or b(t) = 0. Since the Stokes operators are automorphisms, we get b(t) = 0.
Lemma 3.3.5 says that the parameterized diﬀerential Galois group is SL2(k). Therefore,
because of Proposition 3.2.23 and Lemma 3.2.17, the determinant of the matrix has to
be 1. Thus by (3.3.2), we get that the Stokes matrix in direction 8π5 is:
St 8π
5
=
(
1 −C0(t)e 3iπ5
0 1
)
.
Lemma 3.3.8. Let C0(t) be defined as above. Assume that C0(t) is ∂t-finite over k. Then,
the ∂t-differential transcendence degree (see §3.2.1 for definition) of k˜(z) over k(z) is at
most 2.
Proof. The extension ﬁeld k˜(z) is generated over k(z) by y1(z−1, t) and y2(z−1, t). By the
parameterized diﬀerential Galois correspondence (see Theorem 9.5 in [CS07]), the Kolchin
closure of the group generated by St 8π
5
is equal to
Gal∆t∂z
(
k˜(z)
∣∣∣F) ,
where F is the subﬁeld of k˜(z) ﬁxed by St 8π
5
. Using (3.3.4), we deduce that F contains
k(z)
⟨
y1(z
−1, t)
⟩
∂z ,∂t
.
Because C0(t) satisﬁes a linear diﬀerential equation with coeﬃcients in k, there exists P ,
a linear diﬀerential polynomial such that this group is of the form{(
1 α
0 1
)
, with P (α) = 0 = P (C0(t))
}
,
and has ∂t-diﬀerential dimension over k equals to 0. Therefore by Proposition 3.2.7, the ∂t-
diﬀerential transcendence degree of k˜(z) over F is equal to 0. Because of the fact that F
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contains k(z)
⟨
y1(z
−1, t)
⟩
∂z ,∂t
, there exists a diﬀerential polynomial Q with coeﬃcients
in k(z) such that:
Q
(
y1(z
−1, t), y2(z−1, t)
)
= 0 = Q
(
∂z(y1(z
−1, t)), ∂z(y2(z−1, t))
)
.
Therefore, the ∂t-diﬀerential transcendence degree of k˜(z) over k(z) is at most 2, be-
cause k˜(z) is generated as a ∂t-diﬀerential ﬁeld over k(z) by{
y1(z
−1, t), y2(z−1, t), ∂z(y1(z−1, t)), ∂z(y2(z−1, t))
}
.
Theorem 3.3.9. The function C0(t) is not ∂t-finite over k.
Proof. As we see from Lemma 3.3.5,
Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) = SL2(k).
Therefore, by Proposition 3.2.7, the ∂t-diﬀerential transcendence degree of k˜(z) over k(z)
is 3. If C0(t) was ∂t-ﬁnite over k, because of Lemma 3.3.8, the ∂t-diﬀerential transcendence
degree of k˜(z) over k(z) would be smaller than 3. Therefore, C0(t) is not ∂t-ﬁnite over k.
3.3.3 Which linear differential algebraic groups are parameterized dif-
ferential Galois groups?
As in §3.3.2, let k be a so-called universal (∆t)-ﬁeld of characteristic 0. Let us con-
sider an equation ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm(k(z)), let k˜(z)
∣∣∣k(z) be the
parameterized Picard-Vessiot extension, and let G = Gal∆t∂z
(
k˜(z)
∣∣∣k(z)) ⊂ GLm(k) be the
parameterized diﬀerential Galois group deﬁned in §3.2.1. The following theorem of Sei-
denberg, applied with K0 = Q and K1, the (∆t)-ﬁeld generated by Q and the z-coeﬃcients
of A(z, t), tells us that there exists a non empty polydisc U such that A(z, t) may be seen
as an element of Mm(MU (z)).
Theorem 3.3.10 (Seidenberg,[Sei58, Sei69]). Let Q ⊂ K0 ⊂ K1 be finitely generated (∆t)-
differential extensions of Q, and assume that K0 consists of meromorphic functions on
some domain U of Cn. Then, K1 is isomorphic to the field K∗1 of meromorphic functions
on a non empty polydisc U ′ ⊂ U such that K0|U ′ ⊂ K∗1 , and the derivations in ∆t can be
identified with the derivations with respect to the coordinates on U ′.
Let M˜U (z)
∣∣∣MU (z) be the parameterized Picard-Vessiot extension deﬁned in §3.2.5
and let Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) be the parameterized diﬀerential Galois group. Using
Corollary 3.2.25, we ﬁnd that Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)) contains a ﬁnitely generated sub-
group that is Kolchin-dense in Aut∆t∂z
(
M˜U (z)
∣∣∣MU (z)). With Proposition 3.2.23, we ﬁnd
that G contains a ﬁnitely generated subgroup that is Kolchin-dense in G. Combined
with Corollary 5.2 in [MS12], which gives the suﬃciency of the condition, this yields the
following result:
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Theorem 3.3.11 (Inverse problem). Let G be a linear differential algebraic subgroup
of GLm(k). Then, G is the global parameterized differential Galois group of some equation
having coefficients in k(z) if and only if G contains a finitely generated subgroup that is
Kolchin-dense in G.
In the unparameterized case, any linear algebraic group deﬁned over C is a Galois
group of a Picard-Vessiot extension (see [TT79]). In fact, every linear algebraic group
deﬁned over C contains a ﬁnitely generated subgroup that is Zariski-dense, which means
that Theorem 3.3.11 is a generalization of the result in [TT79].
The situation is more complicated in the parameterized case. For example, the additive
group: {(
1 α
0 1
)
, with α ∈ k
}
,
is not the global parameterized diﬀerential Galois group of any equation having coeﬃcients
in k(z) (see Section 7 of [CS07]). In the parameterized case with only regular singular
poles, the problem has been solved in [MS12], Corollary 5.2: they obtain the same nec-
essary and suﬃcient condition on the group than Theorem 3.3.11. In [Sin13], the author
characterizes the linear algebraic subgroups of GLm(k) that appear as the global param-
eterized diﬀerential Galois groups of some equation having coeﬃcients in k(z): they are
the groups such that the identity component has no quotient isomorphic to the additive
group (k,+) or multiplicative group (k∗,×) of k.
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Appendice du Chapitre 3.
Let us keep the same notations as in §3.1.1 and §3.1.2. The goal of the appendix is
to prove the following theorem. Notice that our proof follows closely the unparameterized
case, see [BJL80, LR01]. See Remark 3.1.6 for a discussion of another similar result.
Theorem A.1. Let ∂zY (z, t) = A(z, t)Y (z, t), with A(z, t) ∈ Mm
(
KˆU
)
. There exists a
non empty polydisc U ′ ⊂ U such that we have a fundamental solution of the form
Pˆ (z, t)zC(t)e
(
Q(z, t)
)
∈ GLm
(
K̂U ′
)
,
with:
– Pˆ (z, t) ∈ GLm
(
KˆU ′
)
.
– C(t) ∈ Mm(MU ′).
– e
(
Q(z, t)
)
= Diag
(
e(qi(z, t))
)
, with qi(z, t) ∈ EU ′.
Moreover, we may choose the same non empty polydisc U ′ as in Proposition 3.1.3. Com-
bined with Remark 3.1.6, if A(z, t) ∈ Mm
(
OU ({z})
)
, this gives a sufficient condition
on t0 ∈ U , to have a fundamental solution Pˆ (z, t)zC(t)e
(
Q(z, t)
)
∈ GLm
(
K̂U ′
)
in the
same form as above with t0 ∈ U ′.
Remark that contrary to Proposition 3.1.3, Hˆ(z, t) ∈ GLm
(
KˆU ′
)
. On the other hand,
we loose the commutation between zC(t) and e
(
Q(z, t)
)
. Before giving the proof of the
theorem, we state and prove two lemmas.
Lemma A.2. Let U ′ ⊂ U be a non empty polydisc. Let a(t) ∈ MU ′ and α(z, t) ∈ KˆF,U ′
such that mˆ(α(z, t)) = a(t)α(z, t). Then there exists hˆ(z, t) ∈ KˆU ′ and b(t) ∈MU ′ such
that α(z, t) = hˆ(z, t)zb(t).
Proof. Let α(z, t) ∈ KˆF,U ′ such that mˆ(α(z, t)) = a(t)α(z, t). The element α(z, t) belongs
to the fraction ﬁeld of a free polynomial ring:
P = KˆU ′
[
log, zb1(t), . . . , zbk(t)
]
.
Write α(z, t) = α1(z, t)/α2(z, t) with gcd in P equals to 1. Using the relations in KˆF,U ′ ,
and applying mˆ to α1(z, t)/α2(z, t), we ﬁnd that α(z, t) contains no terms in log. One
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can normalize α2(z, t) such that it contains a term of the form zn1b1(t)+···+nkbk(t) with
coeﬃcient 1 and ni ∈ Z. Using mˆ(α1(z, t)/α2(z, t)) = a(t)α1(z, t)/α2(z, t), we ﬁnd that
mˆ(α2(z, t)) = e
2iπ(n1b1(t)+···+nkbk(t))α2(z, t)
and
mˆ(α1(z, t)) = a(t)e
2iπ(n1b1(t)+···+n1b1(t))α1(z, t),
which is impossible, unless
e2iπ(n1b1(t)+···+nkbk(t)) = 1.
This means that α2(z, t) ∈ KˆU ′ and we may assume α2(z, t) = 1. Applying mˆ to α1(z, t),
one ﬁnds that α1(z, t) contains at most one term, that is α(z, t) = hˆ(z, t)zb(t), with
hˆ(z, t) ∈ KˆU ′ and b(t) ∈MU ′ that satisﬁes e2iπb(t) = a(t).
Lemma A.3. Let U ′ ⊂ U be a non empty polydisc. Let us consider A(z, t) ∈ Mm
(
KˆU ′
)
.
Let F1(z, t)e
(
Q1(z, t)
)
and F2(z, t)e
(
Q2(z, t)
)
be two fundamental solutions of:
∂zY (z, t) = A(z, t)Y (z, t),
satisfying, for i ∈ {1; 2}, Fi(z, t) ∈ GLm
(
KˆF,U ′
)
and Qi(z, t) = Diag[qi,j(z, t)] such
that qi,j(z, t) belongs to EU ′. Then, F1(z, t)−1F2(z, t) ∈ GLm(MU ′).
Proof. A straightforward computation shows that:
∂z
((
F1(z, t)e(Q1(z, t))
)−1
F2(z, t)e(Q2(z, t))
)
= 0.
By Proposition 3.2.19,(
F1(z, t)e(Q1(z, t))
)−1
F2(z, t)e(Q2(z, t)) = C(t) ∈ GLm(MU ′).
Hence, we have the equality:
e(Q1(z, t))C(t)e(−Q2(z, t)) = F1(z, t)−1F2(z, t).
The entries of e(Q1(z, t))C(t)e(−Q2(z, t)) are of the form Ci,j(t)e(q1,j(z, t)− q2,j(z, t)),
with Ci,j(t) that belongs to MU ′ , and the matrix F1(z, t)−1F2(z, t) belongs
to GLm
(
KˆF,U ′
)
. By construction,
KˆF,U ′ ∩MU ′
(
(e(q(z, t)))q(z,t)∈EU′
)
=MU ′ ,
and we obtain that:
F1(z, t)
−1F2(z, t) ∈ GLm(MU ′).
Proof of Theorem A.1. By Proposition 3.1.3, we know that we have a fundamental so-
lution of the parameterized linear diﬀerential equation ∂zY (z, t) = A(z, t)Y (z, t) of the
form:
Hˆ(z, t)zL(t)e
(
Q(z, t)
)
,
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with Hˆ(z, t) ∈ GLm
(
KˆU ′ [z
1/ν ]
)
and ν ∈ N∗. From Deﬁnition 3.2.13, mˆ commutes with
the derivation ∂z, and therefore mˆ
(
Hˆ(z, t)zL(t)e(Q(z, t))
)
is another fundamental solution.
From the construction of mˆ, we deduce that mˆ
(
Hˆ(z, t)zL(t)
)
∈ GLm
(
KˆF,U ′
)
, and we can
apply Lemma A.3 to deduce the existence of Mˆ(t) ∈ GLm(MU ′) such that:
mˆ
(
Hˆ(z, t)zL(t)
)
= Hˆ(z, t)zL(t)Mˆ(t). (A.0.1)
Let us write Mˆ(t) = D(t)U(t), with D(t) diagonalizable and U(t) unipotent such
that D(t)U(t) = U(t)D(t), the multiplicative analogue of the Jordan decomposition
of Mˆ(t). If a(t) is an eigenvalue of D(t) (and therefore an eigenvalue of Mˆ(t)), then
there exists 0 ̸= α(z, t) ∈ KˆF,U ′ such that mˆ(α(z, t)) = a(t)α(z, t), because of the re-
lation (A.0.1). By Lemma A.2, α(z, t) is equal to hˆ(z, t)zb(t), with b(t) ∈MU ′ sat-
isfying e2iπb(t) = a(t) and hˆ(z, t) ∈ KˆU ′ . This implies that a(t) and all the eigenval-
ues of D(t) are of the form eβ(t), with β(t) ∈MU ′ . So we have proved the existence
of C(t) ∈ Mm(MU ′) such that e2iπC(t) = Mˆ(t). Let:
Pˆ (z, t) = Hˆ(z, t)zL(t)z−C(t).
A computation shows that the monodromy of zC(t) is:
mˆ
(
zC(t)
)
= e2iπC(t)zC(t) = zC(t)e2iπC(t).
The matrix Pˆ (z, t) is ﬁxed by the monodromy and therefore belongs to GLm
(
KˆU ′
)
, be-
cause of Proposition 3.2.19. Finally,
Pˆ (z, t)zC(t)e
(
Q(z, t)
)
is a fundamental solution of the parameterized linear diﬀerential equa-
tion ∂zY (z, t) = A(z, t)Y (z, t) that has the required property.
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Chapitre 4
Confluence of meromorphic
solutions of q-difference systems.
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Chapitre 4. Confluence of meromorphic solutions of q-difference systems.
Résumé: In this chapter, we consider a q-analogue of the Borel-Laplace sum-
mation where q > 1 is a real parameter. In particular, we show that the
Borel-Laplace summation of a divergent power series solution of a linear dif-
ferential equation can be uniformly approximated on a convenient sector, by a
meromorphic solution of a corresponding family of linear q-diﬀerence equations.
We perform the computations for the basic hypergeometric series. Following
Sauloy, we prove how a basis of solutions of a linear diﬀerential equation can
be uniformly approximated on a convenient domain by a basis of solutions
of a corresponding family of linear q-diﬀerence equations. This leads us to
the approximations of Stokes matrices and monodromy matrices of the lin-
ear diﬀerential equation by matrices with entries that are invariants by the
multiplication by q.
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Introduction
When q tends to 1, the q-diﬀerence operator dq := f 7→ f(qz)−f(z)(q−1)z “tends” to the usual
derivation. Hence every diﬀerential equation may be discretized by a q-diﬀerence equation.
Given a linear diﬀerential equation ∆˜ and a family of linear q-diﬀerence equations ∆q that
discretize ∆˜, we wonder if there exists a basis of solutions of ∆q, that converges as q goes
to 1 to a given basis of solutions of ∆˜. This question has been studied in the Fuchsian case
(see [Sau00]) and the main goal of this chapter is to consider the general situation. The
problem is that for non-Fuchsian linear diﬀerential equations, the fundamental solution,
i.e., the invertible solution matrix, given by the Hukuhara-Turrittin theorem involves di-
vergent formal power series. However, we may apply to them a Borel-Laplace summation
process in order to obtain a fundamental solution that is analytic on a convenient sector.
To extend the work of Sauloy to the non-Fuchsian case, we have to approximate the
Borel-Laplace summation of a given formal power series solution of a linear diﬀerential
equation, by a q-analogue of the Borel-Laplace summation applied to a formal power
series solution of a corresponding family of linear q-diﬀerence equations. Our main result,
Theorem 4.4.5, gives a conﬂuence ∗ result of this nature. Then, we use our main result
to prove that under convenient assumptions, a basis of meromorphic solutions of a linear
diﬀerential equation, not necessarily Fuchsian, can be uniformly approximated on a
convenient domain by a basis of solutions of a corresponding family of linear q-diﬀerence
equations. This leads us to the approximations of Stokes matrices and monodromy ma-
trices of the linear diﬀerential equation by matrices with entries that are invariants by the
multiplication by q. We also perform the computations for the basic hypergeometric series.
∗ ∗ ∗
Let q > 1 be a real parameter, and let us deﬁne the dilatation operator σq
σq
(
f(z)
)
:= f(qz).
See Remark 4.4.6 for the reason why we consider q real, and not q complex number such
that |q| > 1, like others papers present in the literature. We deﬁne δq := σq−Idq−1 , which
converges formally to δ := z ddz when q → 1. Let us consider
δqY (z, q) = B(z)Y (z, q)
δY˜ (z) = B(z)Y˜ (z),
where B(z) ∈ Mm
(
C(z)
)
, that is a m by m square matrix with coeﬃcients in C(z). We
are going to recall the main result of [Sau00] in the particular case where the above matrix
B(z) does not depend upon q and q > 1 is real. Notice that a part of what follows
now is purely local at z = 0, which means that we could consider systems that have
coeﬃcients in the ﬁeld of germs of meromorphic functions in the neighborhood of z = 0,
but for the simplicity of exposition, we have assumed that the coeﬃcients are rational.
In [Sau00], Sauloy assumes that the systems are Fuchsian at 0 and the linear diﬀerential
system has exponents at 0 which are non resonant (see [Sau00], §1, for a precise deﬁnition).
The Frobenius algorithm provides a local fundamental solution at z = 0, Φ˜0(z), of the
linear diﬀerential system δY˜ (z) = B(z)Y˜ (z). This solution can be analytically continued
∗. Throughout the chapter, we will use the word “confluence” to describe the q-degeneracy when q → 1.
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into an analytic solution on C∗, minus a ﬁnite number of lines and half lines of the
form R>0α :=
{
xα
∣∣∣x ∈]0,∞[} and R≥1β := {xβ∣∣∣x ∈ [1,∞[}, with α, β ∈ C∗. Notice that
in Sauloy’s paper, the lines and half lines are in fact respectively q-spirals and q-half-spirals
since the author considers the case where q is a complex number such that |q| > 1.
In [Sau00], §1, the author uses a q-analogue of the Frobenius algorithm to con-
struct a local fundamental matrix solution at z = 0, Φ0(z, q), of the family of linear q-
diﬀerence systems δqY (z, q) = B(z)Y (z, q), which is for a ﬁxed q, meromorphic on C∗ and
has its poles contained in a ﬁnite number of q-spirals of the form qZα := {qnα, n ∈ Z}
and qN
∗
β := {qnβ, n ∈ N∗}, with α, β ∈ C∗. Sauloy proves that Φ0(z, q) converges uni-
formly to Φ˜0(z) when q → 1, in every compact subset of its domain of deﬁnition.
Let us assume that the systems are Fuchsian at ∞ and the linear diﬀerential system
has exponents at ∞ which are non resonant. Let us consider Φ∞(z, q) and Φ˜∞(z), the
corresponding fundamental solutions at inﬁnity of the linear δ and δq-systems. Sauloy
shows that the Birkhoﬀ connection matrix P (z, q) :=
(
Φ∞(z, q)
)−1
Φ0(z, q), which is
invariant under the action of σq, converges to P˜ (z) :=
(
Φ˜∞(z)
)−1
Φ˜0(z) when q → 1.
The matrix P˜ (z) is locally constant and the monodromy matrices at the intermediates
singularities (those diﬀerent from 0 and ∞) of the linear diﬀerential system can be
expressed with the values of P˜ (z).
The goal of this chapter is to prove similar results in the non-Fuchsian case. The
question implies diﬃculties of very diﬀerent nature than in the Fuchsian case, since
divergent formal power series may appear as solutions. The prototypical example is the
Euler equation and one possible q-deformation:
zδqy(z, q) + y(z, q) = z
zδy˜(z) + y˜(z) = z,
which admits respectively the formal divergent solutions:
∞∑
n=0
(−1)n[n]!qzn+1, and
∞∑
n=0
(−1)nn!zn+1,
where [n]!q :=
∏n
l=0[l]q, [l]q :=
(
1 + ...+ ql−1
)
if l ∈ N∗, and [0]q := 1. In this example, the
ﬁrst formal power series converges coeﬃcientwise to the second when q → 1. However,
there exist also analytic solutions of the linear diﬀerential equation. For example, if
d ̸≡ π[2π] the following functions are solutions:
∫ ∞eid
0
e−ζ/z
1 + ζ
dζ.
More generally, given a formal power series solution of a linear diﬀerential equation in
coeﬃcients that are germs of meromorphic functions, it is well known (see §4.1) that we
may apply to it several Borel and Laplace transformations to obtain a germ of analytic
solution on a sector of the form
S(a, b) :=
{
z ∈ C˜
∣∣∣ arg(z) ∈]a, b[} ,
where C˜ denotes the Riemann surface of the logarithm.
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The situation is similar in the q-diﬀerence case. Consider a linear q-diﬀerence system
with coeﬃcients that are germs of meromorphic functions, and assume that the slopes
belongs to Z (see [RSZ13] for the deﬁnition). Like in the diﬀerential case, formal power
series appear as solutions. The authors of [RSZ13] show how to transform a formal funda-
mental solution into fundamental solutions which entries are meromorphic on a punctured
neighborhood of 0 in C∗. Then, it is shown how the meromorphic fundamental solutions
are linked with the local meromorphic classiﬁcation of q-diﬀerence equations. It is nat-
ural to study the behavior, as q goes to 1 of their meromorphic fundamental solutions.
Unfortunately, there are two diﬃculties for this approach:
– In [RSZ13] it is used the Birkhoﬀ-Guenter normal form which has no known analo-
gous in the diﬀerential case. Study the behavior of the normal form as q goes to 1
seems to be very complicated.
– Although there are several q-analogues of the Borel and Laplace transformations,
see [DVZ09, MZ00, Ram92, RZ02, Zha99, Zha00, Zha01, Zha02, Zha03], we do not
know how to express the meromorphic fundamental solutions using a q-analogue of
the Borel-Laplace summation.
∗ ∗ ∗
Let us state now our main result, Theorem 4.4.5, in a particular case. Let z 7→ hˆ(z, q), h˜
be formal power series solutions of
bm(z)δ
m
q hˆ(z, q) + · · ·+ b0(z)hˆ(z, q) = 0
bm(z)δ
mh˜(z) + · · ·+ b0(z)h˜(z) = 0,
where b0, . . . , bm ∈ C[z]. We assume that hˆ converges coeﬃcientwise to h˜ when q → 1.
We prove that for q > 1 suﬃciently close to 1, we may apply to hˆ several q-analogues of
the Borel and Laplace transformation and obtain Sq
(
hˆ
)
, solution of the family of linear
q-diﬀerence equations that is for q ﬁxed meromorphic on C∗. Moreover, Sq
(
hˆ
)
converges
uniformly on a convenient domain to the Borel-Laplace summation of h˜ when q → 1.
Notice that although this theorem deal with a problem which is purely local at z = 0, we
have assumed that the equations have coeﬃcients in C[z], instead of the ring of germs of
analytic functions, since we need this assumption to prove the theorem. Another result of
same nature can be found in [DVZ09], Theorem 2.6. See Remark 4.4.7 for the comparison
of the setting of this result and our theorem.
In the appendix, we introduce another q-Laplace transformation and prove an
analogous result for the associated q-Borel-Laplace summation. See Theorem B.4.
In §4.7, we consider the basic hypergeometric series rφs. Let us choose r, s ∈ N
with r > s+ 1, α1, . . . , αr, β1, . . . , βs ∈ C \ (−N) with diﬀerent images in C/Z,
let p := q−1/(r−s−1), and consider, see [GR04],
rφs

pα1 , . . . , pαr
; p,
(
1− p
)1+s−r
z
pβ1 , . . . , pβs

:=
∞∑
n=0
(pα1 ; p)n . . . (p
αr ; p)n
(
1− p
)(1+s−r)n
(p; p)n(pβ1 ; p)n . . . (pβs ; p)n
p−n(n−1)/2(−1)n(1+s−r)zn,
121
Chapitre 4. Confluence of meromorphic solutions of q-difference systems.
where (a; p)n+1 := (1− apn)(a; p)n and (a; p)0 := 1, for a ∈ C. The above series converge
coeﬃcientwise when q → 1 to
rFs
 α1, . . . , αr ; (−1)1+s−rz
β1, . . . , βs
 := ∞∑
n=0
(α1)n . . . (αr)n
n!(β1)n . . . (βs)n
(−1)n(1+s−r)zn
where, (α)n+1 := (α + n)(α)n and (α)0 := 1 for α ∈ C∗. We prove that the series rφs
and rFs do not satisfy the assumptions of our main result, Theorem 4.4.5. However, we
perform explicitly the computation of a q-Borel-Laplace summation of rφs, using others
q-analogues of the Borel and Laplace transformations, and prove also the convergence
when q → 1 to the classical Borel-Laplace summation of rFs. See Theorem 4.7.4. See also
[Zha02], §2, for the case r = 2, s = 0.
In §4.8, we apply our main result to prove that we can uniformly approximate on
a convenient domain a basis of solutions of a linear diﬀerential equation by a basis of
solutions of a corresponding family of linear q-diﬀerence equations. Our theorem holds in
the non-Fuchsian case but does not recover Sauloy’s result in the Fuchsian case. In other
words, the two results are complementary.
In §4.8.2, we are interested in the case where the linear δq and δ-equations have formal
coeﬃcients and we want to prove the convergence, in a sense we specify later, of a basis of
formal solutions of a family of linear δq-equations, to the Hukuhara-Turrittin solution of a
linear δ-equation. A problem is the size of the ﬁeld of constants. A fundamental solution
of a linear diﬀerential system is deﬁned modulo an invertible matrix with complex entries,
while a fundamental solution of a linear q-diﬀerence system is deﬁned modulo a matrix
with entries inME, the ﬁeld of functions invariant under the action of σq, i.e., the ﬁeld of
meromorphic functions over the torus C∗ \ qZ. This ﬁeld can be identiﬁed with the ﬁeld
of elliptic functions. The consequence of this is that we have to choose very carefully our
basis of solutions of the family of linear δq-equations in order to have the convergence.
For example, if we consider
δqy(z, q) = (z
−1 + 1)y(z, q)
δy˜(z) = (z−1 + 1)y˜(z),
the solutions of the linear δ-equation are of the form y˜(z) = a
(
e−z−1 + z
)
with a ∈ C.
Let us introduce the Jacobi theta function
Θq(z) :=
∑
n∈Z
q
−n(n−1)
2 zn =
∞∏
n=0
(
1− q−n−1
) (
1 + q−n−1z
) (
1 + q−nz−1
)
,
which is analytic on C∗, vanishes on the discrete q-spiral −qZ, with simple zeros, and
satisﬁes:
σqΘq(z) = zΘq(z); Θq(z) = Θq
(
q−1z−1
)
.
The following function is solution of the δq-equation y(z, q) =
1
Θq(z)
∞∑
n=0
qnzn∏n
k=0(q
k − q + 1) ,
but the behavior as q goes to 1 is unclear. If we want to construct a solution of the family
of linear δq-equations that converges to a solution of the linear δ-equation, we need to
introduce the q-exponential:
eq(z) :=
∞∑
n=0
zn
[n]!q
=
∞∏
n=0
(1 + (q − 1)q−n−1z).
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It is analytic on C, with simple zeros on the discrete q-spiral q
N
∗
1−q and satis-
ﬁes δqeq(z) = zeq(z). The function, eq
(
qz−1
)−1
+ z is solution of the family of linear δq-
equations and converges uniformly on the compacts of C∗ to e−z−1 + z when q → 1. More
generally, we will multiply a fundamental solution of the family of linear δq-equations
by a convenient matrix with entries in ME, in order to have a conﬂuence result. See
Theorem 4.8.4 for a precise statement.
In §4.8.3, we are interested in the case where the linear δq and δ-equations have
coeﬃcients in C(z). We combine our main result, Theorem 4.4.5, and what we have
just mentioned above, to prove that under reasonable assumptions, we have the uniform
convergence on a convenient domain of a basis of solutions of a family of linear δq-equations
to a basis of solutions of the corresponding linear δ-equation when q → 1. This leads us to
the convergence of the q-Stokes matrices, that do not correspond to the q-Stokes matrices
present in [RSZ13], to the Stokes matrices. See Theorem 4.8.10.
In §4.8.4, following [Sau00], we construct a locally constant matrix, and his values
allow us to obtain the monodromy matrices at the intermediate singularities of the linear
diﬀerential system. This result is an analogue of [Sau00], §4, in the irregular singular
case. See Theorem 4.8.11. The results of §4.8.3 and §4.8.4 could be the ﬁrst step to
a numerical algorithm of approximation of the Stokes and monodromy matrices. See
[FRJT09, FRRJT10, vdH07, LRR11, Rem12] for results of numerical approximation of
the Stokes matrices and [MS10, Mez11] for results of numerical approximation of the
monodromy matrices.
∗ ∗ ∗
The chapter is organized as follows. In §4.1, we make a short overview of the Stokes
phenomenon of the linear diﬀerential equations. In particular, we recall the deﬁnition of
the Stokes matrices. In §4.2, we recall some results that can be found in [RSZ13] on the
local formal study of linear q-diﬀerence equations. In §4.3, we introduce the q-Borel and
the q-Laplace transformations.
The §4.4, is devoted to the statement of our main result, Theorem 4.4.5, while §4.5
and §4.6 are devoted to the proof of Theorem 4.4.5. In §4.5, we prove a proposition that
deals with the conﬂuence of meromorphic solutions. In §4.6.1, we study the conﬂuence of
the q-Laplace transformation. In §4.6.2, we show Theorem 4.4.5 in a particular case, and
in §4.6.3, we prove Theorem 4.4.5 in the general case.
As told above, in §4.7, we study basic hypergeometric series, and in §4.8, we apply
our main result to obtain the uniform convergence on a convenient domain of a basis of
solutions of a family of linear δq-equations to a basis of solutions of the corresponding
linear δ-equation when q → 1.
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4.1 Local analytic study of linear differential equations
In this section, we make a short overview of the Stokes phenomenon of linear diﬀerential
equations. See [Bal94, vdPS03] for more details. See also [Ber92, LR90, LR95, Mal95,
MR92, Ram93, RM90, Sin09].
Let C[[z]] be the ring of formal power series and C((z)) := C[[z]][z−1] be its fraction
ﬁeld. Let K be an intermediate diﬀerential ﬁeld extension: C(z) ⊂ K ⊂
∪
ν∈N∗
C
((
z1/ν
))
.
We recall that δ = z ddz . Let us consider the linear diﬀerential operator with coeﬃcients
in K
P˜ = b˜mδ
m + b˜m−1δm−1 + · · ·+ b˜0.
The Newton polygon of P˜ is the convex hull of
m∪
k=0
{
(i, j) ∈ N∗ ×Q
∣∣∣i ≤ k, j ≥ v0 (b˜k)},
where v0 denotes the z-adic valuation of K. Let
{
(d1, n1), . . . , (dr, nr)
}
be a minimal
subset of Z2 for the inclusion, with d1 < · · · < dr, such that the Newton polygon is the
convex hull of
r∪
k=0
{
(i, j) ∈ N∗ ×Q
∣∣∣i ≤ dk, j ≥ nk}.
We call slopes of the linear δ-equation the positive rational numbers ni+1−nidi+1−di , and multi-
plicity of the slope ni+1−nidi+1−di , the integer di+1 − di.
Let b˜0, . . . , b˜m−1 ∈ K and B˜ :=

0 1 . . . 0
...
. . . . . .
...
...
. . . . . . 1
−b˜0 . . . . . . −b˜m−1
 ∈ Mm(K) be a companion
matrix. The linear diﬀerential system δY˜ = B˜Y˜ is equivalent to the linear diﬀerential
equation δmy˜ + b˜m−1δm−1y˜ + · · · + b˜0y˜ = 0. Let P˜ := δm + b˜m−1δm−1 + · · ·+ b˜0. We
deﬁne the Newton polygon of δY˜ = B˜Y˜ , as the Newton polygon of P˜ . We also deﬁne the
slopes and the multiplicities of the slopes of δY˜ = B˜Y˜ as the slopes and the multiplicities
of the slopes of P˜ . Notice that if B˜ ∈ Mm
(
C((z))
)
is not a companion matrix, we can
still deﬁne the Newton polygon of δY˜ = B˜Y˜ , but we will not need this in this chapter.
The linear diﬀerential equations δY˜ = A˜Y˜ and δY˜ = B˜Y˜ , with A˜, B˜ ∈ Mm(K) are
said to be equivalent over K if there exists H˜ ∈ GLm(K), that is an invertible matrix with
coeﬃcients in K, such that
A˜ = H˜
[
B˜
]
δ
:= H˜B˜H˜−1 + δH˜H˜−1.
Notice that in this case:
δY˜ = B˜Y˜ ⇐⇒ δ
(
H˜Y˜
)
= A˜H˜Y˜ .
Conversely, if there exist A˜, B˜ ∈ Mm(K) and H˜ ∈ GLm(K), such that δY˜ = B˜Y˜ , δZ˜ = A˜Z˜
and Z˜ = H˜Y˜ , then
A˜ = H˜
[
B˜
]
δ
.
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One can prove that if the above matrices A˜, B˜ ∈ Mm(K) are companion matrices, then
they have the same Newton polygon.
Let us consider δY˜ = B˜Y˜ , where B˜ ∈ Mm
(
C((z))
)
is a companion matrix, having
slopes k1 < · · · < kr−1 with multiplicity m1, . . . ,mr−1, and let ν ∈ N∗ be minimal such
that all the νki belongs to N. The Hukuhara-Turrittin theorem (see Theorem 3.1 in
[vdPS03] for a statement that is trivially equivalent to the following) says that there exist
– H˜ ∈ GLm
(
C
((
z1/ν
)) )
,
– L˜i ∈ Mmi(C),
– λ˜i ∈ z−1/νC
[
z−1/ν
]
,
such that B˜ = H˜
[
Diagi
(
L˜i + δλ˜i × Idmi
)]
δ
, where
Diagi
(
L˜i + δλ˜i × Idmi
)
:=

L˜1 + δλ˜1 × Idm1
. . .
L˜k + δλ˜k × Idmk
 †.
Roughly speaking, this means that if B˜ ∈ Mm
(
C((z))
)
is a companion matrix, there exists
a formal fundamental solution of δY˜ = B˜Y˜ , of the form
H˜(z)Diag
(
zL˜ieλ˜i(z)×Idmi
)
.
Of course, written like this, this statement is not rigorous, since matrices H˜(z)
and Diag
(
zL˜ieλ˜i(z)×Idmi
)
can not be multiplied.
Remark that for all n ∈ Z, we have also
B˜ =
(
znH˜
) [
Diag
(
L˜i − n× Id + δλ˜i × Idmi
)]
δ
,
which allows us to reduce to the case where the entries of H˜ belongs to C
[[
z1/ν
]]
.
We recall that C˜ is the Riemann surface of the logarithm. If a, b ∈ R with a < b, we
deﬁne A(a, b) as the ring of functions that are analytic in some punctured neighborhood
of 0 in
S(a, b) :=
{
z ∈ C˜
∣∣∣ arg(z) ∈]a, b[} .
Let C{z} be the ring of germs of analytic functions in the neighborhood of z = 0,
and C({z}) be its fraction ﬁeld, that is the ﬁeld of germs of meromorphic functions in
the neighborhood of z = 0. Let B˜ ∈ Mm
(
C({z})
)
be a companion matrix. We are now
interested in the existence of a fundamental solution of the system δY˜ = B˜Y˜ , we will see
as an equation, that has coeﬃcients in A(a, b), for some a < b.
Once for all, we ﬁx a determination of the complex logarithm over C˜ we call log.
We deﬁne the family of continuous map (ρa)a∈C, from the Riemann surface of the log-
arithm to itself, that sends z to ea log(z). One has ρb ◦ ρc = ρbc for any b, c ∈ C. For
†. If no confusions is likely to arise we will write Diag
(
L˜i + δλ˜i × Idmi
)
instead
of Diagi
(
L˜i + δλ˜i × Idmi
)
. Notice that altough the index i seems here to be useless, he will be
later helpfull when we will consider diagonal bloc matrices with diagonal bloc having several indexes.
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f˜ :=
∑
fnz
n ∈
∪
ν∈N∗
C
((
z1/ν
))
and c ∈ Q>0, we set ρc
(
f˜
)
:=
∑
fnz
nc ∈
∪
ν∈N∗
C
((
z1/ν
))
.
For f ∈ A(a, b) and c ∈ Q>0, we deﬁne ρc (f) := f(zc). Of course, the deﬁnitions of ρc
coincide on C({z}).
Definition 4.1.1. (1) Let k ∈ Q>0. We deﬁne the formal Borel transform of order k, Bˆk
as follows:
Bˆk : C[[z]] −→ C[[ζ]]∑
n∈N
anz
n 7−→
∑
n∈N
an
Γ
(
1 + nk
)ζn,
where Γ is the Gamma function. We remark that we have for all k ∈ Q>0:
Bˆk = ρk ◦ Bˆ1 ◦ ρ1/k.
(2) Let d ∈ R and k ∈ Q>0. Let f be a function such that there exists ε > 0, such
that f ∈ A(d− ε, d+ ε). We say that f belongs to H˜dk, if f admits an analytic continuation
deﬁned on S(d − ε, d + ε) that we will still call f , with exponential growth of order k at
inﬁnity. This means that there exist constants J, L > 0, such that for ζ ∈ S(d− ε, d+ ε):
|f(ζ)| < J exp
(
L|ζ|k
)
.
(3) Let d ∈ R and k ∈ Q>0. We deﬁne the Laplace transformations of order 1 and k in the
direction d as follow (see [Bal94], Page 13 for a justiﬁcation that the maps are deﬁned)
Ld1 : H˜d1 −→ A
(
d− π2 , d+ π2
)
f 7−→
∫ ∞eid
0
z−1f(ζ)e−(
ζ
z )dζ,
Ldk : H˜dk −→ A
(
d− π2k , d+ π2k
)
g 7−→ ρk ◦ Ld1 ◦ ρ1/k (g) .
The following proposition will be needed for the proof of our main result, Theo-
rem 4.4.5.
Proposition 4.1.2. Let f˜ ∈ C[[z]], let d ∈ R and let g˜ ∈ H˜d1. Then:
– Bˆ1
(
δf˜
)
= δBˆ1
(
f˜
)
.
– δBˆ1
(
zf˜
)
= ζBˆ1
(
f˜
)
, where δ := ζ ddζ .
– Ld1
(
δg˜
)
= δLd1
(
g˜
)
.
– zLd1
(
δg˜
)
= Ld1
(
ζg˜
)
− zLd1
(
g˜
)
.
Proof. The two ﬁrst points are straightforward computations. Let us prove the third
point. Making the variable change ζ 7→ qζ in the integral, we ﬁnd that for all q > 1, Ld1
commutes with σq. Then, for all q > 1, we ﬁnd
Ld1
(
δq g˜
)
= δqLd1
(
g˜
)
.
Since g˜ ∈ H˜d1, the dominated convergence theorem allow us to take the limit as q goes to 1
Ld1
(
δg˜
)
= lim
q→1L
d
1
(
δq g˜
)
= lim
q→1 δqL
d
1
(
g˜
)
= δLd1
(
g˜
)
.
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Let us prove the last equality. Since g˜ ∈ H˜d1, we may perform an integration by part (let g˜′
be the derivation of g˜), and we obtain:
zLd1
(
δg˜
)
=
∫ ∞eid
0
ζg˜′(ζ)e−(
ζ
z )dζ
=
∫ ∞eid
0
g˜(ζ)e−(
ζ
z )
(
−1 + ζ
z
)
dζ
=Ld1
(
ζg˜
)
− zLd1
(
g˜
)
.
Remark 4.1.3. Let k ∈ Q>0, let d˜0, . . . , d˜r ∈ C
[
zk
]
and let us consider f˜ ∈ C
[[
zk
]]
, that
satisﬁes
r∑
i=0
d˜i(z)δ
if˜ = 0. (4.1.1)
From Proposition 4.1.2, there exist c˜0, . . . , c˜s ∈ C
[
zk
]
with degree less or equal that the
maximum of the degrees of the d˜i, such that
s∑
i=0
c˜i(z)δ
iBˆk
(
f˜
)
= 0.
Furthermore, if there exists d ∈ R such that Bˆk
(
f˜
)
∈ H˜dk, then we have:
δLdk ◦ Bˆk
(
f˜
)
= Ldk ◦ Bˆk
(
δf˜
)
and δ
(
zkLdk ◦ Bˆk
(
f˜
))
= Ldk ◦ Bˆk
(
δ
(
zkf˜
))
.
Hence, Ldk◦Bˆk
(
f˜
)
is solution of (4.1.1). But in general, if f˜ ∈ C [[z]] is solution of a linear δ-
equation with coeﬃcients in C [z], then, for all (d, k) ∈ R × Q>0, we have Bˆk
(
f˜
)
/∈ H˜dk,
and we must apply successively several Borel and Laplace transformations to compute an
analytic solution of the same equation. See Proposition 4.1.5.
Let us consider δY˜ = B˜Y˜ , where B˜ ∈ Mm
(
C({z})
)
is a companion matrix and let H˜
be a formal matrix obtained with the Hukuhara-Turrittin theorem. We have seen that we
may assume that H˜ has no poles at 0. Let h˜ ∈ C
[[
z1/ν
]]
be an entry of H˜ and let us
consider a linear δ-equation satisﬁed by h˜:
b˜mδ
mh˜+ b˜m−1δm−1h˜+ · · ·+ b˜0h˜ = 0, (4.1.2)
with b˜m ̸= 0 and b˜i ∈ C
({
z1/ν
})
. Assume that (4.1.2) has at least one slope diﬀer-
ent from 0. Let d0 := max
(
2,deg
(
b˜0
)
, . . . ,deg
(
b˜m
))
, where deg denotes the degree.
Let k1 < · · · < kr−1 be the slopes of (4.1.2) diﬀerent from 0, let kr be an integer strictly
bigger than kr−1 and d0, and set kr+1 := +∞. Let (κ1, . . . , κr) be deﬁned by:
κ−1i := k
−1
i − k−1i+1.
We deﬁne the rational numbers (κ˜1, . . . , κ˜s) as follows: We take (κ1, . . . , κr) and
for i = 1, ..., i = r, replace successively κi by αi terms αiκi, where αi is the smallest inte-
ger such that αiκi is greater or equal than d0. Therefore, by construction, all the κ˜i are
greater than d0 ≥ 2, κ˜s belongs to N, and κ˜s = κr = kr > kr−1.
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Example 4.1.4. Assume that h˜ ∈ C[[z]] is solution of(
z4 + z3
)
δ3h˜+ zδ2h˜+ δh˜− h˜ = 0.
We have d0 = 4, r = 3 and (k1, k2, k3, k4) = (1, 2, 5,∞). Then, we ﬁnd that
(κ1, κ2, κ3) = (2, 10/3, 5), s = 5, and we obtain (κ˜1, . . . , κ˜5) = (4, 4, 20/3, 20/3, 5).
We recall that h˜ ∈ C
[[
z1/ν
]]
. Let us write h˜ =:
∞∑
n=0
n∈N/ν
h˜nz
n. Let β ∈ N∗
be minimal such that β/κ˜1, . . . , β/κ˜s belong to N∗ and for l ∈ {0, . . . , βν − 1},
let h˜(l) :=
∞∑
n=0
h˜l/ν+nβz
nβ.
Proposition 4.1.5. Let us keep the same notations as above. There exists Σ˜
h˜
⊂ R,
finite modulo 2πZ, such that for all l ∈ {0, . . . , βν − 1}, if d ∈ R \ Σ˜
h˜
, the se-
ries f˜1,l := Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜(l)
)
converges and belongs to H˜d
κ˜1
.
Moreover, for j = 2 (resp. j = 3, . . . , resp. j = s), f˜j,l := Ldκ˜j−1
(
f˜j−1,l
)
belongs
to H˜d
κ˜j
. Let S˜d
(
hˆ(l)
)
:= Ld
κ˜s
(
f˜s,l
)
. The function
S˜d
(
h˜
)
:=
βν−1∑
l=0
zl/ν S˜d
(
h˜(l)
)
∈ A
(
d− π
2κ˜s
, d+
π
2κ˜s
)
= A
(
d− π
2kr
, d+
π
2kr
)
,
is solution of the same linear δ-equation than h˜.
Remark 4.1.6. We make a priori an abuse of notations, since S˜d
(
h˜
)
may depend on the
choice of the linear diﬀerential equation satisﬁed by h˜. However, we can prove that S˜d
(
h˜
)
is independent upon the choice of the linear diﬀerential equation satisﬁed by h˜. Notice
that we will not use this fact.
Remark 4.1.7. As we can see in Theorem 7.51 in [vdPS03], the function S˜d
(
h˜
)
is κ˜s-Gevrey asymptotic to h˜ on S
(
d− π
2κ˜s
, d+
π
2κ˜s
)
: for every closed subsector W
of S
(
d− π
2κ˜s
, d+
π
2κ˜s
)
, there exist AW ∈ R, ε > 0 such that for all N ∈ N∗ and all z ∈W
with |z| < ε, ∣∣∣∣∣S˜d (h˜) (z)−
N−1∑
n=0
h˜nz
n
∣∣∣∣∣ ≤ (AW )NΓ
(
1 +
N
κ˜s
)
|z|N .
Proof of Proposition 4.1.5. Let g˜ := ρν h˜ ∈ C[[z]]. For all l ∈ {0, . . . , βν − 1}, we have
zl/ν h˜(l)(z, q) = ρ1/ν
βν−1∑
j=0
g˜
(
e2iπlj/βνz
)
e2iπlj/βνβν
.
It follows that there exists Σ˜
h˜
⊂ R, ﬁnite modulo 2πZ, such that for all l ∈ {0, . . . , βν−1},
if d ∈ R \ Σ˜
h˜
, then
– f˜1 := Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜
)
∈ H˜d
κ˜1
if and only if for all integers l ∈ {0, . . . , βν − 1}, we
have f˜1,l := Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜(l)
)
∈ H˜d
κ˜1
.
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– For j = 2 (resp. j = 3, . . . , resp. j = s), f˜j := Ldκ˜j−1
(
f˜j−1
)
∈ H˜d
κ˜j
if and only if for
all l ∈ {0, . . . , βν − 1}, f˜j,l := Ldκ˜j−1
(
f˜j−1,l
)
∈ H˜d
κ˜j
.
Let d ∈ R \ Σ˜
h˜
and let (κ′1, . . . , κ′r−1) deﬁned as:
κ′r−1 := kr−1 and for i < r − 1,
1
κ′i
:=
1
ki
− 1
ki+1
.
Due to Theorem 7.51 in [vdPS03] and [Bal94], §7.2, f˜ ′1 := Bˆκ′1 ◦ · · · ◦ Bˆκ′r
(
h˜
)
∈ H˜dκ′1 ,
and for j = 2 (resp. j = 3, . . . , resp. j = r − 1), f˜ ′j := Ldκ′j−1
(
f˜ ′j−1
)
∈ H˜dκ′j . With
Lemma 2 in [Bal94], §6.2, this implies that f˜1 := Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜(l)
)
∈ H˜d
κ˜1
and for j = 2
(resp. j = 3, . . . , resp. j = s), f˜j := Ldκ˜j−1
(
f˜j−1,l
)
∈ H˜d
κ˜j
. With the equivalence we have
written in the beginning of the proof, we may apply successively the Borel and Laplace
transformations of the required order to each series hˆ(l).
To ﬁnish, we have to prove that S˜d
(
h˜
)
is solution of the same linear δ-equation than h˜.
This is a direct consequence of Theorem 2 in [Bal94], §6.4.
As a matter of fact, as we can see in Page 239 of [vdPS03], S˜d
(
h˜
)
belongs to
A
(
dl − π2kr , dl+1 + π2kr
)
, where dl, dl+1 ∈ Σ˜h˜ are chosen such that
]
dl, dl+1
[∩
Σ˜
h˜
= ∅.
If (4.1.2) has only slope 0, then h˜ ∈ C
{
z1/ν
}
. In this case we set Σ˜
h˜
:= ∅, and for
all d ∈ R we set
S˜d
(
h˜
)
:= h˜.
We recall that we consider the equation δY˜ = B˜Y˜ , where B˜ ∈ Mm
(
C({z})
)
is a
companion matrix and H˜ :=
(
h˜i,j
)
∈ Mm
(
C
[[
z1/ν
]] )
is a formal matrix given by the
Hukuhara-Turrittin theorem. The entries of H˜ satisfy linear δ-equations with coeﬃcients
in C
[
z1/ν
]
for some ν. We may assume that for a given entry, the coeﬃcients of the δ-
equation are relatively prime. Let d0 be the maximum among 2 and the degrees of the
coeﬃcients of the equations. Let Σ˜
H˜
be the union of the Σ˜
h˜i,j
, where Σ˜
h˜i,j
has been deﬁned
in Proposition 4.1.5; ki,j ∈ Q be the biggest slope of the equation satisﬁed by h˜i,j ; k′ be the
maximum of the ki,j ; and k be an integer strictly bigger than k′ and d0. Let d, d± ∈ R\Σ˜H˜ ,
with
d− π
2k
< d− < d < d+ < d+
π
2k
,
and such that
([
d−, d
[∪ ]
d, d+
])∩
Σ˜
H˜
= ∅. Let S˜d
± (
H˜
)
:= S˜d
± (
h˜i,j
)
. We get two
analytic solutions,
S˜d
− (
H˜
)
Diag
(
eL˜i log(z)eλ˜i×Idmi
)
∈ GLm
(
A
(
d− − π
2k
, d+
π
2k
))
,
and
S˜d
+
(
H˜
)
Diag
(
eL˜i log(z)eλ˜i×Idmi
)
∈ GLm
(
A
(
d− π
2k
, d+ +
π
2k
))
.
Note that by deﬁnition, the analyticity holds on a subset of C˜. A computation shows that
there exists a matrix S˜T d ∈ GLm(C), we call the Stokes matrix in the direction d, such
that:
S˜d
+
(
H˜
)
Diag
(
eL˜i log(z)eλ˜i×Idmi
)
= S˜d
− (
H˜
)
Diag
(
eL˜i log(z)eλ˜i×Idmi
)
S˜T d.
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4.2 Local formal study of q-difference equations
In this section, we summarize results about formal classiﬁcation of linear q-diﬀerence
equations. See in particular [RSZ13] for more details. Let q > 1 be ﬁxed. We extend
the action of σq to
∪
ν∈N∗
C
((
z1/ν
))
by σqz1/ν = elog(q)/νz1/ν , for ν ∈ N∗. Let K be an
intermediate ﬁeld extension: C(z) ⊂ K ⊂
∪
ν∈N∗
C
((
z1/ν
))
, stable by σq.
Let us consider the q-diﬀerence operator:
P =
m∑
i=l
biσ
i
q,
where bi ∈ K, l,m ∈ Z and l < m. The Newton polygon of P is the convex hull of
m∪
k=l
{
(i, j) ∈ Z×Q
∣∣∣j ≥ v0 (bk)},
where v0 denotes the z-adic valuation of K. Let
{
(d1, n1), . . . , (dr, nr)
}
be a minimal
subset of Z2 for the inclusion, with d1 < · · · < dr, such that the Newton polygon is the
convex hull of
r∪
k=1
{
(dk, j) ∈ Z×Q
∣∣∣j ≥ nk}.
We call slopes of the linear δ-equation the rational numbers ni+1−nidi+1−di , and multiplicity of
the slope ni+1−nidi+1−di , the integer di+1 − di.
Like in §4.1, let B ∈ GLm(K) be a companion matrix. As in the diﬀerential case,
we can naturally associate to the linear σq-equation σqY = BY a unitary q-diﬀerence
operator P = σmq + bm−1σm−1q + · · ·+ b0 with coeﬃcients in K. We deﬁne the Newton
polygon of σqY = BY , as the Newton polygon of P . We also deﬁne the slopes and the
multiplicities of the slopes of σqY = BY as the slopes and the multiplicities of the slopes
of P . Notice that if B ∈ GLm
(
C((z))
)
is not a companion matrix, we can still deﬁne the
Newton polygon of σqY = BY , but we will not need this in this chapter.
Let A,B ∈ GLm(K). The two q-diﬀerence systems, σqY = AY and σqY = BY are
equivalent over K, if there exists P ∈ GLm(K), called gauge transformation, such that
A = P [B]σq := (σqP )BP
−1.
In particular,
σqY = BY ⇐⇒ σq (PY ) = APY.
Conversely, if there exist A,B, P ∈ GLm(K) such that δY = BY , δZ = AZ and
Z = PY , then
A = P [B]σq .
If the above matrices A,B ∈ GLm(K) are companion matrices, then, see [RSZ13], Theo-
rem 2.2.1, they have the same Newton polygon.
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Theorem 4.2.1 ([RSZ13], §2.2). Let B ∈ GLm
(
C((z))
)
be a companion matrix and let us
consider σqY = BY . Let µ1, . . . , µk be the slopes of the q-difference equation, letm1 . . . ,mk
be their multiplicities and assume that the µi belong to Z. Then, we have existence of
Bi ∈ GLmi(C), Hˆ ∈ GLm
(
C((z))
)
, such that:
B = Hˆ
[
Diag
(
z−µiBi
) ]
σq
.
See [vdPR07] for a more general result that works for q-diﬀerence equation with arbi-
trary slopes. Notice that for all n ∈ Z, we have also
B =
(
znHˆ
) [
Diag
(
Bi × q−nz−µi
) ]
σq
,
which allow us to reduce to the case where Hˆ has entries in C[[z]].
We want to determine the eigenvalues of the Bi and the z-valuation of the entries of Hˆ.
Let b0, . . . , bm−1 ∈ C((z)), and let us consider the q-diﬀerence equation:
σmq y + bm−1σ
m−1
q y + · · ·+ b0y = 0. (4.2.1)
Let
{
(d1, n1), . . . , (dr, nr)
}
be a minimal subset of Z2 for the inclusion, with d1 < · · · < dr,
such that the Newton polygon is the convex hull of
r∪
k=1
{
(dk, j) ∈ Z × Z
∣∣∣j ≥ nk}.
Let µ1, . . . , µk be the slopes of the q-diﬀerence equation, m1 . . . ,mk be their multiplic-
ities and assume that the slopes µi =
ni+1−ni
di+1−di belongs to Z.
For di ≤ j ≤ di+1, let aj be the value at z = 0 of bj(z)z−ni−µi(j−di). We deﬁne the
characteristic polynomial associated to the slope µi as follows:
P (µi)(X) :=
(
adi+1q
di+1(di+1−1)/2µiXdi+1−di + · · ·+ adiqdi(di−1)/2µi
)
if µi ̸= 0.
P (µi)(X) :=
(
adi+1X
di+1−di + · · ·+ adi
)
if µi = 0.
From [MZ00], Theorem 3.2.3, we deduce directly the following:
Theorem 4.2.2. Let B ∈ GLm
(
C((z))
)
be a companion matrix, such that σqY = BY is
the linear σq-system equivalent to (4.2.1). There exist
– Bi ∈ GLmi(C), which are of the form Diagl (Ti,l), where Ti,l are upper triangular
matrices with diagonal terms that are equal to the roots of the characteristic polyno-
mial associated to the slope µi,
– Hˆ ∈ GLm
(
C((z))
)
, whose entries of the first row of Hˆ have z-valuation equal to 0,
such that
B = Hˆ
[
Diag
(
z−µiBi
) ]
σq
.
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4.3 Definition of q-Borel and q-Laplace transformations.
The goal of this section is to deﬁne q-analogues of the Borel and Laplace transfor-
mations. We will study their behavior as q goes to 1 in §4.4.2. Remark that there
are several possible deﬁnitions of q-analogues of Borel and Laplace transformations. See
[DVZ09, MZ00, Ram92, RZ02, Zha99, Zha00, Zha01, Zha02, Zha03] for example. Follow-
ing [DVZ09], we begin by deﬁning a q-Borel transformation we are going to study. In this
section, q > 1 is ﬁxed. Let us recall that for all n ∈ N, [n]!q =
n∏
l=1
ql − 1
q − 1 .
Definition 4.3.1. Let k ∈ Q>0 and let ν ∈ N∗ minimal such that νk ∈ N∗. We deﬁne Bˆq,k
as follows:
Bˆq,k : C
[[
zνk
]]
−→ C
[[
ζνk
]]
∑
l∈N
alz
l 7−→
∑
l∈N
al
[l/k]!q
ζ l,
Let k ∈ Q>0, let ν ∈ N∗ minimal such that νk ∈ N∗ and let ρk, ρ1/k be the maps deﬁned
in §4.1. We remark that we have:
Bˆq,k = ρk ◦ Bˆq,1 ◦ ρ1/k.
Definition 4.3.2. Let d ∈ R and let k ∈ Q>0. Let f be a function such that there
exists ε > 0, such that f ∈ A(d− ε, d+ ε). We say that f belongs to Hdq,k, if f admits an
analytic continuation deﬁned on S(d − ε, d + ε), that we will still call f , such that there
exist constants J, L > 0, such that for ζ ∈ S(d − ε, d + ε) (see the introduction for the
deﬁnition of eq):
|f(ζ)| < Jeq
(
L|ζ|k
)
.
For all d ∈ R, we write [d] := qZeid the discrete logarithmic q-spiral through the
point eid ∈ C∗. For d ∈ R we set the Jackson integral:∫
[d]
f(ζ)dqζ := (q − 1)
∑
l∈Z
f
(
qleid
)
qleid,
whenever the right hand side converges. Roughly speaking, Jackson integral degenerates
into classical integral when q goes to 1, which means that for a convenient choice of
function f , we have on a convenient domain∫
[d]
f(ζ)dqζ −→
q→1
∫ ∞eid
0
f(ζ)dζ.
From now, let p := 1/q ∈]0, 1[. Let M(C∗, 0) be the ﬁeld of functions that are mero-
morphic on some punctured neighborhood of 0 in C∗. We deﬁne now the q-Laplace trans-
formation.
Definition 4.3.3. Let k ∈ Q>0 and let ρk (M(C∗, 0)) := {ρk(f)|f ∈ M(C∗, 0)}.
Let d ∈ R. As we can see in [DVZ09], §4.2, the following maps are well deﬁned and
we call them the q-Laplace transformation of order 1 and k respectively:
L[d]q,1 : Hdq,1 −→ M(C∗, 0)
f 7−→
∫
[d]
f(ζ)
zeq
(
qζ
z
)dqζ,
L[d]q,k : Hdq,k −→ ρk (M(C∗, 0))
g 7−→ ρk ◦ L[d]q,1 ◦ ρ1/k(g).
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For |z| small, the function L[d]q,1(f)(z) has poles of order at most 1 that are contained
on the q-spiral (q − 1)[d+ π] := qZ(1− q)eid. The following proposition is the q-analogue
of Proposition 4.1.2.
Proposition 4.3.4. Let fˆ ∈ C[[z]], let d ∈ R, and let g ∈ Hdq,1. Then
– Bˆq,1
(
δqfˆ
)
= δqBˆq,1
(
fˆ
)
.
– δqBˆq,1
(
zfˆ
)
= ζBˆq,1
(
fˆ
)
.
– L[d]q,1
(
δqg
)
= δqL[d]q,1
(
g
)
.
– zL[d]q,1
(
δqg
)
= pL[d]q,1
(
ζg
)
− pzL[d]q,1
(
g
)
.
Proof. The three ﬁrst points are straightforward computations. Let us prove the
last equality. Let z ∈ C∗. It is a well known fact and easy to verify
that σq
(
eq(z)ep(−z)
)
= eq(z)ep(−z). Since eq(z)ep(−z) is a formal power series with
constant term equals to 1, eq(z)ep(−z) = 1. We have the equalities:
zL[d]q,1
(
δqg
)
= (q − 1)eid
∑
l∈Z
δqg
(
qleid
)
eq
(
ql+1eid
z
)ql
= (q − 1)eid
∑
l∈Z
δqg
(
qleid
)
ep
(−ql+1eid
z
)
ql
= eid
∑
l∈Z
g
(
ql+1eid
)
ep
(−ql+1eid
z
)
− g
(
qleid
)
ep
(−ql+1eid
z
)
ql
= eid
∑
l∈Z
g
(
qleid
) (
ep
(−ql+1eid
qz
)
p− ep
(−ql+1eid
z
))
ql
= (p− 1)eid
∑
l∈Z
g
(
qleid
)
ep
(−ql+1eid
z
) (−qleid
z + 1
)
ql
= p(q − 1)eid
∑
l∈Z
g
(
qleid
)
eq
(
ql+1eid
z
) ( qleid
z − 1
)
ql
= pL[d]q,1
(
ζg
(
ζ
))
− pzL[d]q,1
(
g(ζ)
)
.
Remark 4.3.5. Let k ∈ N∗ and let d ∈ R. If we consider fˆ ∈ C
[[
zk
]]
, solution of a
linear δq-equation with coeﬃcients in C
[
zk
]
with Bˆq,k
(
fˆ
)
∈ Hdq,k, then we have:
δq
(
L[d]q,k ◦ Bˆq,k
(
fˆ
))
= L[d]q,k◦Bˆq,k
(
δqfˆ
)
and δq
(
zkL[d]q,k ◦ Bˆq,k
(
fˆ
))
= L[d]q,k◦Bˆq,k
(
δq
(
zkfˆ
))
.
Hence, L[d]q,k ◦ Bˆq,k
(
fˆ
)
is solution of the same linear δq-equation than fˆ . But in general,
if fˆ ∈ C [[z]] is solution of a linear δq-equation with coeﬃcients in C [z], we will have to
apply successively several q-Borel and q-Laplace transformations in order to compute an
analytic solution of the same equation than fˆ . See Theorem 4.4.5.
In §4.7, we will use other q-analogue of the Borel (resp. Laplace) transformation that
has been originally introduced by Ramis (resp. Zhang). See [Zha02], §1 for the justiﬁcation
of the convergence of the q-Laplace transformation.
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Definition 4.3.6. (1) We deﬁne Bˆq as follows:
Bˆq : C[[z]] −→ C[[ζ]]∑
l∈N
alz
l 7−→
∑
l∈N
al
ql(l−1)/2
ζ l.
(2) Let d ∈ R. We deﬁne the map L[d]q as follows:
L
[d]
q : Hdq,1 −→ M(C∗, 0)
f 7−→
∑
n∈Z
f
(
qn(q − 1)eid
)
Θq
(
qn+1(q−1)eid
z
) .
For |z| small, the function L[d]q (f)(z) admits a spiral of poles of order at most 1 that are
contained in the q-spiral (q − 1)[d+ π].
Remark 4.3.7. Let d ∈ R. The maps Bˆq,1, L[d]q,1, Bˆq and L[d]q are very similar to the q-Borel
and the “discrete” q-Laplace transformations introduced in [DVZ09], §4.2. Let fˆ ∈ C[[z]]
such that there exists d ∈ R with g := Bˆq,1
(
fˆ
)
∈ Hdq,1 (resp. h := Bˆq
(
fˆ
)
∈ Hdq,1). By
a straightforward computation, we ﬁnd that L[d]q,1(g) and L[d]q (h) are respectively equal to
the two “discrete” q-Borel-Laplace summation deﬁned in [DVZ09], Deﬁnition 4.12, (1).
We can compare the two q-Borel-Laplace summation processes for formal power series
solutions of a linear σq-equation with coeﬃcients in C({z}) with only slope 1. From
[DVZ09], Theorem 4.14, and Remark 4.3.7, we deduce directly the following:
Theorem 4.3.8. Let hˆ(z) ∈ C[[z]] be a formal power series solution of a linear σq-equation
with coefficients in C({z}) with only slope 1 and let d ∈ R. Then, the series Bˆq
(
hˆ
)
con-
verges and admits an analytic continuation f ∈ Hdq,1 if and only if Bˆq,1
(
hˆ
)
converges and
admits an analytic continuation g ∈ Hdq,1. Moreover for such a d ∈ R, L[d]q (f) = L[d]q,1(g)
on a convenient domain.
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4.4 Statement of the main result.
From now, we see q as a parameter in ]1,∞[. We recall that when we say that q
is close to 1, we mean that q will be in the neighborhood of 1 in ]1,∞[. In §4.4.1, we
prove two preliminaries lemmas that deal with the conﬂuence of formal solutions of family
of linear σq-equations. In §4.4.2, we state our main result. We consider
(
hˆ(z, q)
)
q>1
(resp. h˜(z)), formal power series solutions of a family of linear δq-equations (resp. δ-
equation) with coeﬃcients in C[z]. We assume that hˆ(z, q) converges coeﬃcientwise to h˜(z)
when q → 1. We state that under reasonable assumptions, for q close to 1, we may apply
several q-Borel and q-Laplace transformations to hˆ(z, q), and obtain a solution of the family
of linear δq-equations, that is for q ﬁxed, meromorphic on some punctured neighborhood
of 0 in C∗. Moreover, the latter converges as q goes to 1, to the solution of the linear δ-
equation, computed with the classical Borel and Laplace transformations.
4.4.1 Preliminaries on confluence of formal solutions.
Lemma 4.4.1. Let us consider
∆q := bm(z, q)δ
m
q + bm−1(z, q)δm−1q + . . . + b0(z, q)
∆˜ := b˜m(z)δ
m + b˜m−1(z)δm−1 + . . . + b˜0(z),
with z 7→ bi(z, q), b˜i(z) ∈ C[[z]], and the bi converge coefficientwise to the b˜i when q → 1.
We assume that the C-vector subspace F˜ ⊂ C((z)), of solutions of ∆˜
(
F˜
)
= 0 has dimen-
sion 1. Let κ ∈ Z be the z-valuation of the elements of F˜ \{0}. Let hˆ(z, q) :=
∞∑
n=κ
hˆn(q)z
n be
a solution of ∆q
(
hˆ
)
= 0, such that lim
q→1
hˆκ(q) = h˜κ ̸= 0. Let h˜(z) :=
∞∑
n=κ
h˜nz
n ∈ F˜ \ {0},
which is uniquely determined by assumption. Then, for all n ≥ κ,
lim
q→1 hˆn(q) = h˜n.
Proof. We will prove by an induction on n that for all n ≥ κ, hˆn(q) converges as q goes
to 1 to h˜n. By assumption, hˆκ(q) converges to h˜κ.
Let n ≥ κ. Induction hypothesis: assume that for all k ∈ {κ, . . . , n−1}, lim
q→1 hˆk(q) = h˜k.
Let us prove that hˆn(q) converges to h˜n. Looking at the linear σq-equation (resp. the
linear δ-equation) satisﬁed by hˆ(z, q) (resp. h˜(z)), we ﬁnd a relation of the form:
cn(q)hˆn(q) = cn−1(q)hˆn−1(q) + . . . + cκ(q)hˆκ(q),
c˜nh˜n = c˜n−1h˜n−1 + . . . + c˜κh˜κ,
where ci(q), c˜ ∈ C. Since the bi converge coeﬃcientwise to the b˜i when q → 1, we ﬁnd that
for all k ∈ {κ, . . . , n}, lim
q→1
ck(q) = c˜k.
If c˜n = 0, then we obtain a formal solution of the same linear δ-equation than h˜
with z-valuation equal to n. This is in contradiction with the assumptions of the lemma.
Therefore, c˜n ̸= 0. Using the convergence of cn(q) to c˜n, cn(q) is not vanishing in the
neighborhood of 1. Because of the induction hypothesis and the convergence of the ci(q),
we obtain
lim
q→1 hˆn(q) = h˜n.
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By induction, we have proved that for all n ≥ κ, hˆn(q) converges as q goes to 1 to h˜n.
If A and B are matrices with coeﬃcients in C and R ∈ R>0, we say that |A| < |B|
(resp. |A| < R) if every entry of A has modulus bounded by the modulus of the corre-
sponding entry of B (resp. by R).
Following §3.3.1 of [Sau00], we prove:
Lemma 4.4.2. Let us consider z 7→ hˆ(z, q), h˜(z) ∈ C{z}, solution of
bm(z, q)δ
m
q hˆ(z, q) + bm−1(z, q)δm−1q hˆ(z, q) + . . . + b0(z, q)hˆ(z, q) = 0
b˜m(z)δ
mh˜(z) + b˜m−1(z)δm−1h˜(z) + . . . + b˜0(z)h˜(z) = 0,
with z 7→ bi(z, q), b˜i(z) ∈ C[z] and assume that
– The bi converge coefficientwise to the b˜i when q → 1.
– The series hˆ converges coefficientwise to h˜ when q → 1.
Then, we have
lim
q→1
hˆ(z, q) = h˜(z),
uniformly on a closed disk centered at 0.
Proof. Let us consider the equations as systems:
δqY (z, q) = B(z, q)Y (z, q) and δY˜ (z) = B˜(z)Y˜ (z).
Let κ ∈ Z and let us write the vector solutions Y (z, q) =:
∞∑
k=κ
Yk(q)z
k, Y˜ (z) =:
∞∑
k=κ
Y˜kz
k
and the matrices B(z, q) =:
∞∑
k=κ
Bk(q)z
k, B˜(z) =:
∞∑
k=κ
B˜kz
k. For all k ≥ κ, we have the
relation:(
[k]q × Id−B0(q)
)
Yk(q) =
∑
i̸=k
Bi(q)Yk−i(q) and
(
k × Id− B˜0
)
Y˜k =
∑
i̸=k
B˜iY˜k−i. (4.4.1)
There exist k0 ≥ κ, C ∈ R>0, such that for all k ≥ k0, for all q close to 1, for all Y ∈ Cm,
(
[k]q×Id−B0(q)
)
∈ GLm(C) and
∣∣∣∣([k]q × Id−B0(q))−1Y ∣∣∣∣ =
∣∣∣∣∣∣
∞∑
l=0
([k]q)
−1
(
B0(q)
[k]q
)l
Y
∣∣∣∣∣∣ < C|Y |
resp.
(
k × Id− B˜0
)
∈ GLm(C) and
∣∣∣∣(k × Id− B˜0)−1 Y ∣∣∣∣ =
∣∣∣∣∣∣
∞∑
l=0
k−1
(
B˜0
k
)l
Y
∣∣∣∣∣∣ < C|Y |.
Since the equations have coeﬃcients in C[z], the ﬁrst assumption implies the existence
of C0 > 0 such that for all k ≥ κ, for all q close to 1, |Bk(q)| < Ck0 and
∣∣∣B˜k(q)∣∣∣ < Ck0 .
Using additionally (4.4.1), we can prove by an induction that there exists C1 > 0, such
that for all k ≥ κ, for all q close to 1, we have:
|Yk(q)| =
∣∣∣∣∣∣
(
[k]q × Id−B0(q)
)−1∑
i̸=k
Bi(q)Yk−i(q)
∣∣∣∣∣∣ < Ck1
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and ∣∣∣Y˜k∣∣∣ =
∣∣∣∣∣∣
(
k × Id− B˜0
)−1∑
i ̸=k
B˜iY˜k−i
∣∣∣∣∣∣ < Ck1 .
Using the dominated convergence theorem, and the second assumption of the lemma, we
obtain the result.
4.4.2 Confluence of a “discrete” q-Borel-Laplace summation.
The goal of the subsection is to state our main result, Theorem 4.4.5. See §4.5, §4.6
for the proof. We begin with a deﬁnition.
Definition 4.4.3. Let d ∈ R and let k ∈ Q>0. Let f be a function such that there
exists ε > 0, such that for q close to 1, z 7→ f(z, q) ∈ A(d − ε, d + ε). We say that f
belongs to H
d
k, if for q close to 1, z 7→ f(z, q) admits an analytic continuation deﬁned
on S(d − ε, d + ε), that we will still call f , such that there exist constants J, L > 0, that
do not depend upon q, such that for all z ∈ R>0:∣∣∣f (eidz, q)∣∣∣ < Jeq (Lzk) .
Let us consider z 7→ hˆ(z, q) ∈ C[[z]], that converges coeﬃcientwise to h˜(z) ∈ C[[z]]
when q → 1. We make the following assumptions:
(A1) There exist
z 7→ b0(z, q), . . . , bm(z, q) ∈ C[z],
with z-coeﬃcients that converge as q goes to 1, such that for all q close to 1, hˆ(z, q) is
solution of:
bm(z, q)δ
m
q (y(z, q)) + · · ·+ b0(z, q)y(z, q) = 0. (4.4.2)
Let b˜0(z), . . . , b˜m(z) ∈ C[z], be the limit as q tends to 1 of the b0(z, q), . . . , bm(z, q).
(A2) For q close to 1, the slopes of (4.4.2) are independent of q, and the set of slopes of
(4.4.2) that are positive coincides with the set of slopes of
b˜m(z)δ
m (y˜(z)) + · · ·+ b˜0(z)y˜(z) = 0. (4.4.3)
Notice that the series h˜(z) is solution of (4.4.3).
(A3) There exists c1 > 0, such that for all i ≤ m and q close to 1:∣∣∣bi(z, q)− b˜i(z)∣∣∣ < (q − 1)c1 (∣∣∣b˜i(z)∣∣∣+ 1) .
Remark 4.4.4. (1) Conversely, given equations like (4.4.2) and (4.4.3) that satisﬁes the
assumptions (A2) and (A3), we would like to know if there exists z 7→ hˆ(z, q) ∈ C[[z]],
solution of (4.4.2), which converges coeﬃcientwise to h˜(z) ∈ C[[z]], solution of (4.4.3). The
answer is in general no, but Lemma 4.4.1 gives a suﬃcient condition.
(2) If for q close to 1, the only slope of (4.4.3) is 0 then, z 7→ hˆ(z, q), h˜(z) ∈ C{z} and we
set for all d ∈ R, S[d]q
(
hˆ
)
:= hˆ. Remember that we have set in §4.1, S˜d
(
h˜
)
:= h˜. In this
particular case, applying Lemma 4.4.2, we obtain that
lim
q→1
S[d]q
(
hˆ
)
= S˜d
(
h˜
)
,
uniformly on a closed disk centered at 0.
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From now, we are going to assume that (4.4.3) has at least one slope strictly bigger
than 0. Let d0 := max
(
2,deg b˜0, . . . ,deg b˜m
)
. Let k1 < · · · < kr−1 be the slopes of (4.4.3)
diﬀerent from 0, let kr be an integer strictly bigger than kr−1 and d0, and set kr+1 := +∞.
Let (κ1, . . . , κr) deﬁned as:
κ−1i := k
−1
i − k−1i+1.
As in Proposition 4.1.5, we deﬁne the (κ˜1, . . . , κ˜s) as follows: we take (κ1, . . . , κr) and
for i = 1, . . . , i = r, replace successively κi by αi terms αiκi, where αi is the smallest
integer such that αiκi is greater or equal than d0. See Example 4.1.4. Therefore, by
construction, each of the κ˜i is a rational number greater than d0 and κ˜s ∈ N∗.
Let β ∈ N∗ be minimal, such that for all i ∈ {1, . . . , s}, β/κ˜i ∈ N∗. Let us
write hˆ(z, q) =:
∞∑
n=0
hˆn(q)z
n and, for l ∈ {0, . . . , β − 1}, let hˆ(l)(z, q) :=
∞∑
n=0
hˆl+nβ(q)z
nβ.
The main result of the chapter is the following. See §4.1, §4.3 for the notations,
and §4.5, §4.6 for the proof. See also Theorem B.4 in the appendix for a similar result
with a “continuous” q-Laplace transformation. We recall that the series hˆ, h˜ satisﬁes the
assumptions (A1) to (A3).
Theorem 4.4.5. There exists Σ
h˜
⊂ R finite modulo 2πZ, that contains the set of singular
directions defined in Proposition 4.1.5, such that if d ∈ R \Σ
h˜
and l ∈ {0, . . . , β− 1}, then
the series g1,l := Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ(l)
)
converges and belongs to H
d
κ˜1.
Moreover, for j = 2 (resp. j = 3, . . . , resp. j = s), gj,l := L[d]q,κ˜j−1(gj−1,l) belongs
to H
d
κ˜j . Let S
[d]
q
(
hˆ(l)
)
:= L[d]
q,κ˜s
(gr,l). The function
S[d]q
(
hˆ
)
:=
β−1∑
l=0
zlS[d]q
(
hˆ(l)
)
∈ A
(
d− π
kr
, d+
π
kr
)
is solution of (4.4.2). Furthermore, we have
lim
q→1
S[d]q
(
hˆ
)
= S˜d
(
h˜
)
,
uniformly on the compacts of S
(
d− π2kr , d+ π2kr
)
\
∪
R≥1αi, where αi are the roots
of b˜m ∈ C[z], and S˜d
(
h˜
)
is the asymptotic solution of (4.4.3) that has been defined in
Proposition 4.1.5.
Remark 4.4.6. After some arrangements, we could probably state and show a similar
result for q not real. As [Sau00], we should make q goes to 1 following a q-spiral of
the form
{
qλ0 , λ ∈ R>0
}
, for some q0 ∈ C ﬁxed with modulus strictly bigger than 1.
The problem here, is that we would obtain at the limit, a solution of the diﬀeren-
tial equation that is not classic, since at the limit, we would obtain integrals of the
form
∫
qR0 e
id
z−kf(ζ)e−(
ζ
z )
k
dζk, instead of Laplace transformations. In order to interpret
the limit as the classical Borel-Laplace summation, we have to consider q real.
Remark 4.4.7. A conﬂuence result of this nature can also be found in [DVZ09], The-
orem 2.6. We are going now to state [DVZ09], Corollary 2.9, which is the particular
case where the coeﬃcients of the family of linear q-diﬀerence equations do not depend
upon q. Let p = 1/q and let δp :=
σ−1q −Id
p−1 , which converges formally to δ when p → 1.
138
4.4. Statement of the main result.
Let z 7→ hˆ(z, q) ∈ C{z} that converges coeﬃcientwise to h˜(z) ∈ C[[z]] when p→ 1. Assume
the existence of b0, . . . , bm ∈ C[z], such that for all p close to 1, we have
bm(z)δ
m
p hˆ(z, q) + · · ·+ b0(z)hˆ(z, q) = 0
bm(z)δ
mh˜(z) + · · ·+ b0(z)h˜(z) = 0.
Moreover, assume that the series Bˆ1
(
h˜
)
belongs to C{z} and is solution of a linear dif-
ferential equation which is Fuchsian at 0 and inﬁnity and has non resonant exponents
at ∞.
Let Σ˜
h˜
⊂ R be the set of singular directions that has been deﬁned in Proposition 4.1.5.
The authors of [DVZ09] conclude that for all d /∈ Σ˜
h˜
, the series Bˆ1
(
h˜
)
belongs to H˜d1,
and
lim
p→1
hˆ(z, q) = S˜d
(
h˜
)
(z),
uniformly on the compacts of S
(
d− π2 , d+ π2
)
, where S˜d
(
h˜
)
is the asymptotic solution
of the linear diﬀerential equation that has been deﬁned in Proposition 4.1.5. Notice that
Theorem 4.4.5 and this theorem have not the same setting, since we consider δq-equations
and not δp-equations. In particular, in our case z 7→ hˆ(z, q) might be divergent and we
have to replace hˆ by S[d]q
(
hˆ
)
in order to have the convergence.
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4.5 Lemmas on meromorphic solutions.
The goal of this section is to prove lemmas on meromorphic solutions that will be used
in the proof of Theorem 4.4.5 in §4.6. See §4.4 for the notations. If D(z) ∈ GLm
(
C(z)
)
,
we deﬁne Sq(D(z)) as the union of the qN
∗
xi, where the xi are the poles of D(z) or D(z)−1.
Lemma 4.5.1. Let a < b. Let us consider σqM(z) = D(z)M(z) with D(z) ∈ GLm
(
C(z)
)
and M(z) is s solution in
(
A(a, b)
)m
. Then, the entries of M(z) are meromorphic
on S(a, b), with poles contained in Sq(D(z)).
Proof. Let z ∈ C∗ \ Sq(D(z)). We use the fact that M(qz) = D(z)M(z) to deduce that
if the entries of M are analytic on a domain U , then there are analytic on the domain
qU := {qz, z ∈ U}. We use the existence of ε > 0, such that the entries of M(z) are
analytic for all |z| < ε and z ∈ S(a, b), to obtain that the entries ofM(z) are meromorphic
on S(a, b), with poles contained in Sq(D(z)).
If D˜(z) ∈ Mm
(
C(z)
)
, we deﬁne S1
(
D˜(z)
)
as the union of the R≥1xi, where the xi are
the poles of D˜(z). We deﬁne also R>0[z] as the set of polynomials with coeﬃcients that
are strictly positive real numbers. We recall that if A and B are matrices with coeﬃcients
in C and R ∈ R>0, we say that |A| < |B| (resp. |A| < R) if every entry of A has modulus
bounded by the modulus of the corresponding entry of B (resp. by R).
Proposition 4.5.2. Let a < b, z 7→ Id + (q − 1)D(z, q) ∈ GLm
(
C(z)
)
, D˜(z) ∈ Mm
(
C(z)
)
and let C be a convex set with non empty interior contained in S(a, b) \ S1
(
D˜(z)
)
such
that 0 does not belong to its closure. Let us consider z 7→M (z, q) , M˜ (z), 1×m matrices
with entries continuous on C and analytic in the interior of C, solutions of
δqM(z, q) = D(z, q)M(z, q)
δM˜(z) = D˜(z)M˜(z).
We assume that:
(i) There exists c1 > 0, such that for all q close to 1 and for all z ∈ C,∣∣∣D(z, q)− D˜(z)∣∣∣ < (q − 1)c1 (∣∣∣D˜(z)∣∣∣+ |1m|) ,
where 1m denotes the square matrix of size m with 1 entries everywhere. Notice that this
condition implies that for q close to 1, the entries of D(z, q) have no poles in C.
(ii) There exists w0 ∈ C, such that for all q close to 1, M (w0, q) = M˜ (w0). Moreover,
we have lim
q→1M(w, q) = M˜ (w) uniformly on a compact K contained in C.
(iii) There exists R ∈ C[z], such that for all z ∈ C,
∣∣∣M˜ (z)∣∣∣ < |R (z)|.
Let κ be the maximum of the degrees of the numerators and the denominators of the
entries of D˜(z), written as the quotient of two coprime polynomials. Let S ∈ R>0[z] be
a polynomial of degree κ, such that for all z ∈ C, S(|z|) >
∣∣∣D˜(z)∣∣∣+ |1m|. Under those
assumptions, there exist
– δ(q) > 0 that converges to 1 as q → 1,
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– ε(q) > 0 that converges to 0 as q → 1,
– S0 ∈ R>0[z] which has degree κ and satisfies S0(|z|) > S(|z|) for all z ∈ C,
such that for all z ∈ C ∩ R≥1K :=
{
xw ∈ C
∣∣∣x ∈ [1,∞[, w ∈ K}, we have
∣∣∣M(z, q)− M˜(z)∣∣∣ < (q − 1)δ(q)eqκ(S0 (|z|) )+ ε(q) |R(z)| .
In particular,
lim
q→1M (z, q) = M˜ (z) ,
uniformly on the compacts of C ∩ R≥1K.
Remark 4.5.3. The polynomial S0 does not depend upon w and q.
Before proving the proposition, we need to prove a technical lemma.
Lemma 4.5.4. Let z 7→ Id + (q − 1)D(z, q) ∈ GLm
(
C(z)
)
, D˜(z) ∈ Mm
(
C(z)
)
that sat-
isfies assumption (i) of Proposition 4.5.2. Let C be the corresponding con-
vex set and let K be the corresponding compact set defined in Proposition 4.5.2.
Let
(
z 7→Mw (z, q)
)
w∈K
,
(
M˜w(z)
)
w∈K , be a family of 1 ×m matrices with entries con-
tinuous on C and analytic in the interior of C, solutions of
δqMw(z, q) = D(z, q)Mw(z, q)
δM˜w(z) = D˜(z)M˜w(z).
We assume that the matrices
(
Mw(z, q)
)
w∈K
,
(
M˜w(z)
)
w∈K satisfy:
(a) For all q close to 1, for all w ∈ K, Mw (w, q) = M˜w (w).
(b) There exists R ∈ C[z], such that for all z ∈ C, for all w ∈ K:∣∣∣M˜w (z)∣∣∣ < |R (z)| .
Under those assumptions, there exists a polynomial S0 that satisfies the same properties
than the one in Proposition 4.5.2, such that for all w ∈ K, for all q close to 1, for
all N ∈ N with qNw ∈ C:∣∣∣∣∣∣
Mw
(
qNw, q
)
− M˜w
(
qNw
)
q − 1
∣∣∣∣∣∣ < eqκ
(
S0
(∣∣∣qNw∣∣∣) ). (4.5.1)
Proof of Lemma 4.5.4. For the reader’s convenience, we will decompose the proof in four
steps.
Step 1: Find another expression of M˜w(q
nw)−Mw(qnw,q)
q−1 .
Let f be a function continuous on C, that is analytic in the interior of C, and let z0, z1 ∈ C.
The generalized mean value theorem (see §1.4 of [KM97]) says that there exists c ∈ C that
belongs to the convex hull of{
f ′
(
z0 + x(z1 − z0)
)∣∣∣x ∈ [0, 1]},
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such that:
f(z1)− f(z0)
z1 − z0 = c.
For all q > 1, w ∈ K,n ∈ N with qnw ∈ C, let us deﬁne the Aw,q,n−1 as the convex hull of{
D˜
(
qn−1wx
)
M˜
(
qn−1wx
)
qn−1wx
∣∣∣∣∣x ∈ [1, q]
}
.
Because of the generalized mean value theorem, for all n ∈ N, for all q > 1, for all w ∈ K,
with qnw ∈ C, there exists D˜w,q,n−1 that belongs to Aw,q,n−1, such that:
M˜w (q
nw)− M˜w
(
qn−1w
)
qn−1w(q − 1) = D˜w,q,n−1.
The linear δq-equation satisﬁed by Mw(z, q) gives that for all n ∈ N, for all q > 1, for
all w ∈ K, with qnw ∈ C:
Mw (q
nw, q)−Mw
(
qn−1w, q
)
q − 1 = D
(
qn−1w, q
)
Mw
(
qn−1w, q
)
.
In particular, we have
M˜w(qnw)−Mw(qnw,q)
q−1 =
M˜w(qn−1w)−Mw(qn−1w,q)
q−1
+ qn−1wD˜w,q,n−1 −D
(
qn−1w, q
)
Mw
(
qn−1w, q
)
.
(4.5.2)
Step 2: Bound the expression of M˜w(q
nw)−Mw(qnw,q)
q−1 .
Let q0 > 1 suﬃciently close to 1. Let us prove the existence of R1, R2 ∈ C[z], such that
for all n ∈ N, q ∈]1, q0[, w ∈ K, with qnw ∈ C,∣∣∣∣M˜w(qnw)−Mw(qnw,q)q−1 ∣∣∣∣
≤
∣∣∣∣M˜w(qn−1w)−Mw(qn−1w,q)q−1 ∣∣∣∣ + (q − 1)( |R1 (qnw)|+ |R2 (qnw)| )
+
∣∣∣∣M˜w(qn−1w)−Mw(qn−1w,q)q−1 ∣∣∣∣ × (q − 1)(1 + (q − 1)c1)mS (|qnw|) ,
(4.5.3)
where S, c1 > 0 are given by Proposition 4.5.2. Using the triangular inequality and
(4.5.2), it is suﬃcient to prove the existence of R1, R2 ∈ C[z], such that we have for
all n ∈ N, q ∈]1, q0[, w ∈ K, with qnw ∈ C,∣∣∣qn−1wD˜w,q,n−1 −D (qn−1w, q)Mw (qn−1w, q)∣∣∣
≤ (q − 1)
(
|R1 (qnw)|+ |R2 (qnw)|
)
+
∣∣∣∣M˜w(qn−1w)−Mw(qn−1w,q)q−1 ∣∣∣∣× (q − 1)(1 + (q − 1)c1)mS (|qnw|) .
(4.5.4)
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We have for all n ∈ N, q ∈]1, q0[, w ∈ K, with qnw ∈ C,∣∣∣qn−1wD˜w,q,n−1 − D (qn−1w, q)Mw (qn−1w, q)∣∣
≤
∣∣∣qn−1wD˜w,q,n−1 − D˜ (qn−1w) M˜w (qn−1w)∣∣∣
+
∣∣∣D˜ (qn−1w) M˜w (qn−1w) − D (qn−1w, q) M˜w (qn−1w)∣∣∣
+
∣∣∣D (qn−1w, q) M˜w (qn−1w) −D (qn−1w, q)Mw (qn−1w, q) ∣∣∣ .
Let
τ1 :=
∣∣∣qn−1wD˜w,q,n−1 − D˜ (qn−1w) M˜w (qn−1w)∣∣∣ ,
τ2 :=
∣∣∣D˜ (qn−1w) M˜w (qn−1w) − D (qn−1w, q) M˜w (qn−1w)∣∣∣ ,
τ3 :=
∣∣∣D (qn−1w, q) M˜w (qn−1w) −D (qn−1w, q)Mw (qn−1w, q) ∣∣∣.
Let us bound τ1. The entries of qn−1wD˜w,q,n−1 and D˜
(
qn−1w
)
M˜w
(
qn−1w
)
belong to the
convex hull of
{
D˜(qn−1wx)M˜(qn−1wx)
x
∣∣∣∣x ∈ [1, q]}. The entries of the elements of this set of
matrices are bounded by a polynomial, because of the assumption (b) and the fact that
the entries of D˜ are bounded by polynomials. This provides R1 ∈ C[z], such that for
all q ∈]1, q0[, for all n ∈ N, for all w ∈ K, with qnw ∈ C:
τ1 =
∣∣∣qn−1wD˜w,q,n−1 − D˜ (qn−1w) M˜w (qn−1w)∣∣∣ < (q − 1) |R1 (qnw)| .
Let us bound τ2. Due to the assumptions (i) and (b), there exists R2 ∈ C[z] such that for
all q ∈]1, q0[, for all n ∈ N, for all w ∈ K, with qnw ∈ C:
τ2 =
∣∣∣(D˜ (qnw)−D (qnw, q)) M˜w (qnw)∣∣∣ < (q − 1) |R2 (qnw)| .
Let us bound the quantity τ3. By assumption (i) and the fact that for
all z ∈ C,
∣∣∣D˜(z)∣∣∣+ |1m| < S (|z|), we obtain that for all q ∈]1, q0[, n ∈ N, w ∈ K,
with qn−1w ∈ C:
τ3 =
∣∣∣D (qn−1w, q) (M˜w (qn−1w)−Mw (qn−1w, q))∣∣∣
≤
(∣∣∣D˜ (qn−1w)∣∣∣+ (q − 1)c1 (∣∣∣D˜ (qn−1w)∣∣∣+ |1m|)) ∣∣∣M˜w (qn−1w)−Mw (qn−1w, q)∣∣∣
≤ (1 + (q − 1)c1)mS
(∣∣qn−1w∣∣) ∣∣∣M˜w (qn−1w)−Mw (qn−1w, q)∣∣∣ .
Since the polynomial S has real positive coeﬃcients, S
(∣∣qn−1w∣∣) ≤ S (|qnw|). In
particular, for all q ∈]1, q0[, n ∈ N, w ∈ K with qn−1w ∈ C:
τ3 ≤ (q − 1)(1 + (q − 1)c1)mS (|qnw|)
∣∣∣∣∣M˜w
(
qn−1w
)−Mw (qn−1w, q)
q − 1
∣∣∣∣∣ .
This concludes the proof of (4.5.4) and yields (4.5.3), because of the triangular in-
equality.
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Step 3: Construction of S0.
We recall that κ ∈ N is the degree of S. Before constructing S0, we are going to prove
that for all b > 0 suﬃciently big, for all z ∈ C ∩ R≥1K and for all q close to 1
eqκ
(
b |z|κ
)
+ (q − 1)
(
|R1(qz)|+ |R2(qz)|
)
+(q − 1)(1 + (q − 1)c1)mS(q|z|)eqκ
(
b |z|κ
)
≤ eqκ
(
b |qz|κ
)
.
(4.5.5)
Using the q-diﬀerence equation satisﬁed by the q-exponential, we ﬁnd that this in-
equality is equivalent to:
1 + (q − 1) |R1(qz)|+|R2(qz)|
eqκ
(
b|z|κ
) + (q − 1)(1 + (q − 1)c1)mS(q|z|) ≤ eqκ
(
b|qz|κ
)
eqκ
(
b|z|κ
)
= 1 + (qκ − 1)b |z|κ .
This inequality is equivalent to the following:
|R1(qz)|+ |R2(qz)|
eqκ
(
b |z|κ
) + (1 + (q − 1)c1)mS(q|z|) ≤ b[κ]q |z|κ .
Since R1, R2 are polynomials, for all b > 0 suﬃciently big, for all q ∈]1, q0[ and for
all z ∈ C ∩ R≥1K, this latter inequality is true. This proves (4.5.5).
We recall that by assumption, 0 does not belong to the closure of C. Using
(4.5.5), we obtain the existence of a polynomial S0 ∈ R>0[z] of degree κ, such that for
all z ∈ C, S0(|z|) > S(|z|), and such that for all z ∈ C ∩ R≥1K, for all q close to 1
eqκ
(
S0(|z|)
)
+ (q − 1)
(
|R1(qz)|+ |R2(qz)|
)
+
(q − 1)(1 + (q − 1)c1)mS(q|z|)eqκ
(
S0(|z|)
)
≤ eqκ
(
S0(q|z|)
)
.
(4.5.6)
Step 4 : Conclusion.
We are going now to prove (4.5.1) with the polynomial S0 we have deﬁned in Step 3. We
will proceed by an induction on n. The step n = 0 is true because of the assumption (a).
Induction hypothesis: let us ﬁx n ∈ N, and assume that if q ∈]1, q0[, w ∈ K,
with qn+1w ∈ C, ∣∣∣∣∣M˜w (qnw)−Mw (qnw, q)q − 1
∣∣∣∣∣ < eqκ(S0 (|qnw|) ).
From (4.5.3), we obtain that∣∣∣∣M˜w(qn+1w)−Mw(qn+1w,q)q−1 ∣∣∣∣ ≤ eqκ(S0 (|qnw|) )+ (q − 1)( ∣∣R1 (qn+1w)∣∣+ ∣∣R2 (qn+1w)∣∣ )
+ eqκ
(
S0 (|qnw|)
)
× (q − 1)(1 + (q − 1)c1)mS
(∣∣qn+1w∣∣) .
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Using additionally (4.5.6), we ﬁnd that∣∣∣∣∣M˜w
(
qn+1w
)−Mw (qn+1w, q)
q − 1
∣∣∣∣∣ < eqκ(S0 (∣∣∣qn+1w∣∣∣) ).
This concludes the proof of (4.5.1).
Proof of Proposition 4.5.2. Let K be the compact considered in hypothesis (ii),
with w0 ∈ K ⊂ C, so that we have
lim
q→1
(
M(w, q)
)
=
(
M˜(w)
)
,
uniformly on K. Let N(w, q) be the matrix, such that N(w, q) has entries that are equal
to the entrywise division of M˜(w) by M(w, q). Due to the uniform convergence on K
(assumption (ii)), the entries of N(w, q) converge uniformly on K to 1, as q goes to 1.
We are going to apply Lemma 4.5.4, with(
Mw(z, q)
)
w∈K
:=
(
M(z, q)×hN(w, q)
)
w∈K
, and
(
M˜w(z)
)
w∈K :=
(
M˜(z)
)
w∈K , (4.5.7)
where ×h denotes the Hadamard product, that is (ai) ×h (bi) := (aibi). If a, b, c ∈ C, we
have:
|a− b| < |c|−1 |a× c− b|+
∣∣∣c−1 − 1∣∣∣× |b| .
We are going to apply this inequality entrywise, to the entries of M (qnw, q), M˜ (qnw)
and N(w, q). Since the entries of N(w, q) tend to 1, we ﬁnd that there exists δ(q) > 0,
(resp. ε(q) > 0) that converges to 1 (resp. converges to 0) as q goes to 1, such that for
all w ∈ K and n ∈ N, with qnw ∈ C:∣∣∣M (qnw, q)− M˜ (qnw)∣∣∣ < δ(q) ∣∣∣M (qnw, q)×t N(w, q)− M˜ (qnw)∣∣∣+ ε(q) ∣∣∣M˜(qnw)∣∣∣ .
Using the assumption (iii), there exists R ∈ C[z], such that for all z ∈ C ∩ R≥1K,∣∣∣M˜(z)∣∣∣ < |R(z)|. Lemma 4.5.4 applied to (4.5.7), gives the existence of a polynomial S0,
that does not depend upon w, such that for all q close to 1, for all w ∈ K, for all n ∈ N,
with qnw ∈ C, we obtain:∣∣∣M (qnw, q)− M˜ (qnw)∣∣∣ < (q − 1)δ(q)eqκ(S0 (|qnw|) )+ ε(q) |R (qnw)| .
In other words, for q close to 1 and for all z ∈ C ∩ R≥1K, we have∣∣∣M(z, q)− M˜(z)∣∣∣ < (q − 1)δ(q)eqκ(S0 (|z|) )+ ε(q) |R(z)| .
The uniform convergence follows immediately.
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4.6 Proof of Theorem 4.4.5.
The goal of this section is to prove Theorem 4.4.5. In §4.6.1, we treat the conﬂuence of
the “discrete” q-Laplace transformation. In §4.6.2 we prove Theorem 4.4.5 in a particular
case. In §4.6.3, we prove Theorem 4.4.5 in the general case.
4.6.1 Confluence of the “discrete” q-Laplace transformation.
Lemma 4.6.1. Let a ∈ C and k ∈ Q. Then, for any q > 1 and z ∈ C∗, the following
inequality is true
∣∣∣eq (azk)∣∣∣ ≤ exp ∣∣∣azk∣∣∣. Moreover, we have
lim
q→1
eq
(
azk
)
= exp
(
azk
)
,
uniformly on the compacts of C∗.
Proof. The coeﬃcients of the series of function deﬁning eq
(
azk
)
depend upon the pa-
rameter q. By construction, we have for all n ∈ N and all q > 1, n ≤ [n]q, and there-
fore n! ≤ [n]!q. Then, for all q > 1 and z ∈ C∗, we have the following inequalities:
∣∣∣eq (azk)∣∣∣ ≤ ∞∑
n=0
∣∣∣∣∣anznk[n]!q
∣∣∣∣∣ ≤
∞∑
n=0
∣∣∣∣∣anznkn!
∣∣∣∣∣ = exp ∣∣∣azk∣∣∣ .
The convergence is then a direct consequence of the dominated convergence theorem, since
the series deﬁning eq
(
azk
)
is termwise dominated by the series deﬁning exp
∣∣∣azk∣∣∣.
Let d ∈ R, let k ∈ Q>0 and let f be a function that belongs to Hdk, see Deﬁnition 4.4.3,
g := ρ1/k(f), f˜ ∈ H˜dk, see Deﬁnition 4.1.1, and g˜ := ρ1/k
(
f˜
)
. For the reader’s convenience,
we recall the expressions of the Laplace transformations of order 1 and k that come from
Deﬁnitions 4.1.1 and 4.3.3:
L[d]q,1(g)(z, q) = (1− q)eid
∑
l∈Z
qlg
(
qleid, q
)
zeq
(
ql+1eid
z
) , Ld1 (g˜) (z) = ∫ ∞eid
0
g˜(ζ)
z exp
(
ζ
z
)dζ,
L[d]q,k(f) = ρk ◦ L[d]q,1 ◦ ρ1/k(f), Ldk
(
f˜
)
= ρk ◦ Ld1 ◦ ρ1/k
(
f˜
)
.
Since f ∈ Hdk, there exist ε > 0, constants J, L > 0, such that for all q close to 1, ζ 7→ f(ζ, q)
is analytic on S(d− ε, d+ ε), and for all ζ ∈ R>0:∣∣∣f (eidζ, q)∣∣∣ < Jeq (Lζk) . (4.6.1)
Lemma 4.6.2. In the notation introduced above, let us assume that we have lim
q→1
f := f˜ ,
uniformly on the compacts of S(d− ε, d+ ε). Then, we have
lim
q→1
L[d]q,k
(
f
)
(z, q) = Ldk
(
f˜
)
(z),
uniformly on the compacts of
{
z ∈ S (d− π2kπ , d+ π2kπ ) ∣∣∣|z| < 1/L}.
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Proof. The expressions of the Laplace transformations of order k allow us to reduce to the
case k = 1. The variable change ζ 7→ ζe−id allows us to reduce to the case d = 0. Let us
ﬁx a an arbitrary compact subset K of
{
z ∈ S (− π2π ,+ π2π ) ∣∣∣|z| < 1/L}, and let us prove
the uniform convergence on K.
The q-Laplace transformation can be seen as a Riemann sum with associated parti-
tion
(
ql
)
l∈Z. Moreover, on every compact of ]0,∞[, the mesh of the partition tends to 0
as q goes to 1. Using the dominated convergence theorem, it is suﬃcient to prove the
existence of (hl) ∈ (R>0)Z that satisﬁes
∑
l∈Z
hl < ∞, such that for all q close to 1, l ∈ Z
and z ∈ K, ∣∣∣∣∣∣
(q − 1)qlf
(
ql, q
)
zeq (ql+1/z)
∣∣∣∣∣∣ < hl.
By deﬁnition of the q-Laplace transformation and (4.6.1), we have for all z ∈ K,
∣∣∣L[d]q,k(f)(z, q)∣∣∣ ≤ (q − 1)∑
l∈Z
∣∣∣∣∣∣q
lJ
z
eq
(
Lql
)
eq (ql+1/z)
∣∣∣∣∣∣ .
For all l ∈ Z, z ∈ K, q > 1, we have:∣∣∣∣∣∣q
l+1J
z
eq
(
Lql+1
)
eq (ql+2/z)
∣∣∣∣∣∣ =
∣∣∣∣∣q 1 + (q − 1)Lql1 + (q − 1)ql+1/z
∣∣∣∣∣
∣∣∣∣∣∣q
lJ
z
eq
(
Lql
)
eq (ql+1/z)
∣∣∣∣∣∣ . (4.6.2)
Let R ∈ R>0, M1 < 1, q0 > 1, such that for all x ≥ R, for all z ∈ K, and for all q ∈]1, q0[,∣∣∣∣q 1 + (q − 1)Lx1 + (q − 1)qx/z
∣∣∣∣ < M1. (4.6.3)
Let q 7→ l0(q) ∈ Z be the smallest integer that satisﬁes
ql0(q) ≥ R.
We will break the series into two parts, and start by treating the convergence
of (q − 1)
∞∑
l=l0(q)
ql
z
f
(
ql, q
)
eq (ql+1/z)
to
∫ ∞
R
z−1f˜(ζ)e−
ζ
z dζ. Because of (4.6.2) and (4.6.3), for
all q ∈]1, q0[, l ≥ l0(q) and z ∈ K, we have∣∣∣∣∣∣q
l+1J
z
eq
(
Lql+1
)
eq (ql+2/z)
∣∣∣∣∣∣ < M1
∣∣∣∣∣∣q
lJ
z
eq
(
Lql
)
eq (ql+1/z)
∣∣∣∣∣∣ .
By iteration, we ﬁnd that
(q − 1)
∞∑
l=l0(q)
∣∣∣∣∣∣q
lJ
z
eq
(
Lql
)
eq (ql+1/z)
∣∣∣∣∣∣ ≤ (q − 1)
∞∑
l=0
∣∣∣∣∣∣q
l0(q)J
z
eq
(
Lql0(q)
)
eq
(
ql0(q)+1/z
)
∣∣∣∣∣∣
(
M1
)l
Using Lemma 4.6.1, we obtain that |eq(z)| can be bounded for (z, q) ∈ K0×]1, q0[, whereK0
is an arbitrary compact of C. Moreover, the fact that eq(z) vanishes only on
qN
∗
1−q , implies
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that 1|eq(z)| can also be bounded for (z, q) ∈ K1×]1, q0[, where K1 is an arbitrary compact
of C \ R<0. In particular, we ﬁnd that for all R0 ∈ R>0
sup
x∈[1,R0],
q∈]1,q0[,
z∈K
∣∣∣∣∣ eq(Lx)eq(qx/z)
∣∣∣∣∣ <∞. (4.6.4)
Then, we obtain that for all q ∈]1, q0[ and for all l ≥ l0(q),
(q − 1)
∞∑
l=0
∣∣∣∣∣∣q
l0(q)J
z
eq
(
Lql0(q)
)
eq
(
ql0(q)+1/z
)
∣∣∣∣∣∣
(
M1
)l
≤ sup
x∈[1,q0],
q∈]1,q0[,
z∈K
∣∣∣∣∣(q − 1)RxJz eq(LRx)eq(qRx/z)
∣∣∣∣∣
∞∑
l=0
(
M1
)l
=
M2
1−M1 ,
where M2 := sup
x∈[1,q0],
q∈]1,q0[,
z∈K
∣∣∣∣∣(q − 1)RxJz eq(LRx)eq(qRx/z)
∣∣∣∣∣ is a real positive constant. Hence, we have
(q − 1)
∞∑
l=l0(q)
∣∣∣∣∣∣
qlf
(
ql, q
)
zeq (ql+1/z)
∣∣∣∣∣∣ ≤ M21−M1 <∞,
and the dominated convergence theorem gives
lim
q→1
(q − 1)
∞∑
l=l0(q)
ql
z
f
(
ql, q
)
eq (ql+1/z)
=
∫ ∞
R
z−1f˜(ζ)e−
ζ
z dζ, (4.6.5)
uniformly on K.
Let us now treat (q − 1)
l0(q)−1∑
l=−∞
ql
z
f
(
ql, q
)
eq (ql+1/z)
. Because of (4.6.4), we may deﬁne
M3 := sup
x∈[0,R],
q∈]1,q0[,
z∈K
∣∣∣∣∣Jz eq(Lx)eq(qx/z)
∣∣∣∣∣ <∞.
Therefore, for all q close to 1 and for all z ∈ K, we have∣∣∣∣∣∣(q − 1)
l0(q)−1∑
l=−∞
ql
z
f
(
ql, q
)
eq (ql+1/z)
∣∣∣∣∣∣ ≤ (q − 1)
l0(q)−1∑
l=−∞
qlM3 ≤ (q − 1)RM3
1− 1/q ≤ qRM3.
Consequently, due to the dominated convergence theorem, we have
lim
q→1
(q − 1)
l0(q)−1∑
l=−∞
ql
z
f
(
ql, q
)
eq (ql+1/z)
=
∫ R
0
z−1f˜(ζ)e−
ζ
z dζ,
uniformly on K. This limit combined with (4.6.5) yields the result.
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4.6.2 Proof of Theorem 4.4.5 in a particular case.
In this subsection, we are going to prove Theorem 4.4.5 in a particular case. Let us
start by recalling some notations. See §4.1 to §4.4 for rest of the notations. We consider
(4.4.3), that admits h˜ ∈ C[[z]] as solution and b˜0, . . . , b˜m as coeﬃcients. In other words,
we have
b˜m(z)δ
m
(
h˜(z)
)
+ · · ·+ b˜0(z)h˜(z) = 0.
Let d0 := max
(
2,deg
(
b˜0
)
, . . . ,deg
(
b˜m
))
. Let k1 < · · · < kr−1 be the slopes of (4.4.3)
diﬀerent from 0, let kr be an integer strictly bigger than kr−1 and d0, and set kr+1 := +∞.
Let (κ1, . . . , κr) deﬁned as:
κ−1i := k
−1
i − k−1i+1.
We deﬁne the (κ˜1, . . . , κ˜s) as follows: We take (κ1, . . . , κr) and for i = 1, ..., r, replace
successively κi by αi terms αiκi, where αi is the smallest integer such that αiκi is
greater or equal than d0 ≥ 2. See Example 4.1.4. Let β ∈ N∗ be minimal, such that
for all i ∈ {1, . . . , s}, β/κ˜i ∈ N∗.
In this subsection 4.6.2, we are going to assume that z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
. Ram-
iﬁcation in §4.6.3 will allow us to reduce to the case tackled in the present subsection. Note
that in this case, we have hˆ = hˆ(0). For the reader’s convenience, we will decompose the
proof of Theorem 4.4.5 in four steps.
Step 1: Construction of Σ
h˜
.
Let us consider a general formal power series fˆ ∈ C
[[
zβ
]]
(resp. f˜ ∈ C
[[
zβ
]]
) that satisfy
a linear δq-equation (resp. δ-equation) of order m0 with coeﬃcients in C
[
zβ
]
. Then,
for all i ∈ {1, . . . , s}, ρ1/κ˜i
(
fˆ
)
(resp. ρ1/κ˜i
(
f˜
)
) satisﬁes a linear δq-equation (resp. δ-
equation) with coeﬃcients in C[z]. Therefore, Propositions 4.1.2 and 4.3.4, combined
with the deﬁnition of the Borel transformations (see Deﬁnitions 4.1.1 and 4.3.1) imply
that for all i ∈ {1, . . . , s}, Bˆq,κ˜i
(
fˆ
)
(resp. Bˆκ˜i
(
f˜
)
) satisﬁes a linear δq-equation (resp. δ-
equation) of order independent of q (resp. of the same order than the δq-equation satisﬁed
by Bˆq,κ˜i
(
fˆ
)
) with coeﬃcients in C
[
zβ
]
.
In particular, for j ∈ {1, . . . , s}, Bˆκ˜j ◦ · · · ◦ Bˆκ˜s
(
h˜
)
satisﬁes a linear δ-equation that
we will see as a system. We deﬁne Σ
h˜
as the union of Σ˜
h˜
, the set of its singular direction
that has been deﬁned in Proposition 4.1.5, and the argument of the poles of the diﬀer-
ential system satisﬁed by the successive Borel transformations. The set Σ
h˜
⊂ R is ﬁnite
modulo 2πZ.
Step 2: Local convergence of the q-Borel transformations.
From what is preceding, Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
(resp. Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜
)
) satisﬁes a lin-
ear δq-equation of order m1 ∈ N, that we will see as a system δqY (ζ, q) = E(ζ, q)Y (ζ, q)
with ζ 7→ Id + (q − 1)E(ζ, q) ∈ GLm1
(
C
(
ζβ
) )
(resp. a linear δ-equation of order m1 we
will see as a system δY˜ (ζ) = E˜(ζ)Y˜ (ζ) with E˜(ζ) ∈ Mm1
(
C
(
ζβ
) )
).
Because of Proposition 4.1.5, Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜
)
is convergent. Let us prove
that ζ 7→ Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
∈ C
{
ζβ
}
. Due to (A2), the slopes of the σq-equation
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satisﬁed by hˆ are independent of q, and the smallest positive slope is k1. As we can see
in [Ram92], Theorem 4.8, (see also [Béz92]), there exist C1(q), C2(q) > 0, such that for
all l ∈ N, for all q > 1 ∣∣∣hˆl(q)∣∣∣ < C1(q)C2(q)l([l]!q)1/k1 ,
where hˆ(z, q) =
∑
hˆl(q)z
l. By construction of the κ˜i, we have
s∑
i=1
κ˜i
−1 =
r∑
i=1
κ−1i = k
−1
1 .
Since for all l, k ∈ N∗, and for all q > 1,
(
[kl]!q
)1/k
≤ [l]!q, we ﬁnd that for all l ∈ N, for
all q > 1, ∣∣∣hˆl(q)∣∣∣ < C1(q)C2(q)l s∏
i=1
[l/κ˜i]
!
q.
Hence, we obtain that ζ 7→ Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
∈ C
{
ζβ
}
. Applying Lemma 4.4.2, we
ﬁnd
lim
q→1
Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
= Bˆκ˜1 ◦ · · · ◦ Bˆκ˜s
(
h˜
)
, (4.6.6)
uniformly on a closed disk centered at 0.
Step 3: Local convergence of the q-Borel-Laplace summation.
Let d ∈ R \ Σ
h˜
. The variable change ζ 7→ ζe−id allows us to reduce to the case d = 0.
By construction of Σ
h˜
, E˜(ζ) has no poles for ζ ∈ S(−ε,+ε). Because of the assumption
(A3), Propositions 4.3.4 and 4.1.2, we deduce that E(ζ, q) has no poles for ζ ∈ S(−ε, ε)
and for q close to 1. Because of Lemma 4.5.1, the series z 7→ Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
(z, q)
admits, for q close to 1, an analytic continuation f1(ζ, q) deﬁned on S(−ε, ε). We want
now to prove that f1(ζ, q) converges to f˜1(ζ) on a convenient domain.
Due to Proposition 4.1.5, there exists B1 > 0 such that the functions
f˜1(ζ)
exp
(
B1ζ κ˜1
) , . . . , δm1−1f˜1(ζ)
exp
(
B1ζ κ˜1
) tend to 0 as ζ ∈ S(−ε, ε) tends to inﬁnity. Using
δq
(
e
qκ˜1
(
B1ζ
κ˜1
)−1)
=
− [ κ˜1 ]q B1ζ κ˜1
1 + (q − 1) [ κ˜1 ]q B1ζ κ˜1
eq
(
B1ζ
κ˜1
)−1
,
we obtain that
f1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
) (resp. f˜1(ζ) exp (−B1ζ κ˜1)) satisﬁes a linear δq-equation of
order m1+1 (resp. a linear δ-equation of order m1+1) with coeﬃcients in C(z). Because
of (4.6.6), there exists ζ0 > 0, such that f1(ζ0, q) converges to f˜1(ζ0) as q goes to 1. Let
Y (ζ, q) :=

f1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
)F0(q)
...
δm1q f1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
)Fm1(q)

, Y˜B1(ζ) :=

f˜1(ζ)
exp
(
B1ζ κ˜1
)
...
δm1 f˜1(ζ)
exp
(
B1ζ κ˜1
)

,
where the Fi(q) ∈ C are deﬁned by:
δiqf1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
)Fi(q)
∣∣∣∣∣∣∣
ζ=ζ0
=
δif˜1(ζ)
exp
(
B1ζ κ˜1
)
∣∣∣∣∣∣
ζ=ζ0
. (4.6.7)
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From what is preceding, there exist ζ 7→ Id + (q − 1)D(ζ, q) ∈ GLm1+1
(
C(ζ)
)
and
D˜(ζ) ∈ Mm1+1
(
C(ζ)
)
, such that
δqY (ζ, q) = D(ζ, q)Y (ζ, q)
δY˜ (ζ) = D˜(ζ)Y˜ (ζ).
Lemma 4.6.3. Let us consider C, a convex subset of S(−ε, ε), that con-
tains
{
ζ ∈ S(−ε1, ε1)
∣∣∣|ζ| > ζ0/2}, for some ε1 ∈]0, ε[, such that 0 does not belong to its
closure. Then, the systems 
δqY (ζ, q) = D(ζ, q)Y (ζ, q)
δY˜ (ζ) = D˜(ζ)Y˜ (ζ),
satisfy the assumptions of Proposition 4.5.2, with K :=
{
ζ ∈ C˜
∣∣∣|ζ − ζ0| ≤ ε0} and ε0 > 0
is a real positive constant sufficiently small.
Proof of the lemma. We are going to check separately the three assumptions of Proposi-
tion 4.5.2.
(i) Because of the assumption (A3), Propositions 4.3.4 and 4.1.2, we obtain the existence
of c1 > 0, such that for all ζ ∈ C,∣∣∣E(ζ, q)− E˜(ζ)∣∣∣ < (q − 1)c1 (∣∣∣E˜(ζ)∣∣∣+ 1m1) .
With the q-diﬀerence equation satisﬁed by e
qκ˜1
(
B1ζ
κ˜1
)
, this implies that we have the
existence of c2 > 0, such that for q close to 1, for ζ ∈ C,∣∣∣D(ζ, q)− D˜(ζ)∣∣∣ < (q − 1)c2 (∣∣∣D˜(ζ)∣∣∣+ 1m1+1) .
(ii) Let i ∈ {0, . . . ,m1}. Due to (4.6.6) and Lemma 4.6.1, Fi(q) converges to 1 as q goes
to 1. Then, we have for all i ∈ {0, . . . ,m1}
lim
q→1
δiqf1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
)Fi(q) = δif˜1(ζ)
exp
(
B1ζ κ˜1
) ,
uniformly on a compact set with non empty interior containing ζ0. Let us choose ε0 > 0
small enough, such that we have the uniform convergence on K :=
{
ζ ∈ C˜
∣∣∣|ζ − ζ0| ≤ ε0}
and such that K is included in C. Because of (4.6.7),
δiqf1(ζ, q)
e
qκ˜1
(
B1ζ κ˜1
)Fi(q) and δif˜1(ζ)
exp
(
B1ζ κ˜1
)
are equal at ζ0.
(iii) From the choice of B1, we have the existence of R ∈ C[ζ], such that for ζ ∈ C, for
all i ∈ {0, . . . ,m1 − 1}: ∣∣∣δi (f˜1(ζ)) exp (−B1ζ κ˜1)∣∣∣ < |R(ζ)|.
We need now the following elementary lemma.
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Lemma 4.6.4. For all z ∈ C, for all q > 1, we have eq2 (|z|)2 ≤ eq (|(1 + q)z|).
Proof of the lemma. Let us remark that the two functions are equal at z = 0. The lemma
is now a direct consequence of the q-diﬀerence equation
σ2q
(
eq2 (|z|)2
eq (|(1 + q)z|)
)
=
1 + 2(q2 − 1)|z|+ (q2 − 1)2|z|2
1 + (1 + q)(q2 − 1)|z|+ (q2 − 1)2q|z|2
eq2 (|z|)2
eq (|(1 + q)z|) ,
since 1+2(q
2−1)|z|+(q2−1)2|z|2
1+(1+q)(q2−1)|z|+(q2−1)2q|z|2 ≤ 1.
We ﬁnish now the proof of Theorem 4.4.5, in the particular case
z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
. Let us deﬁne d˜ (resp. e˜) as the maximum of the de-
grees of the numerators and the denominators of the entries of D˜(ζ) (resp. E˜(ζ)), written
as the quotient of two coprime polynomials. Using the diﬀerential equation satisﬁed
by exp
(
−B1ζ κ˜1
)
, we ﬁnd that d˜ ≤ max(e˜, κ˜1). Because of Remark 4.1.3, and the
deﬁnition of d0 and κ˜1 (see the beginning of the subsection), e˜ ≤ d0 ≤ κ˜1. Hence d˜ ≤ κ˜1.
Proposition 4.5.2 applied to the systems
δqY (ζ, q) = D(ζ, q)Y (ζ, q)
δY˜ (ζ) = D˜(ζ)Y˜ (ζ),
implies that there exist R,S0 ∈ C[z], δ(q), ε(q) that converge respectively to 1 and 0
as q → 1, such that∣∣∣∣∣∣∣
f1(ζ, q)F0(q)
e
qκ˜1
(
B1ζ κ˜1
) − f˜1(ζ)
exp
(
B1ζ κ˜1
)
∣∣∣∣∣∣∣ < (q − 1)δ(q)eqd˜
(
S0 (|ζ|)
)
+ ε(q) |R(ζ)| .
There exists a polynomial S1 with degree κ˜1, such that for |ζ| suﬃciently big and for
all q close to 1, ∣∣∣∣eqκ˜1 (B1ζ κ˜1) eqd˜(S0 (|ζ|) )
∣∣∣∣ ≤ eqκ˜1( |S1(ζ)| )2.
By construction, κ˜1 ≥ 2, (see the beginning of the subsection). Using Lemma 4.6.4, we
obtain that for |ζ| suﬃciently big,
e
qκ˜1
(
|S1(ζ)|
)2
≤ eq2
(
|S1(ζ)|
)2
≤ eq
(
(1 + q) |S1(ζ)|
)
.
Since F0(q) converges to 1 and the fact that f˜1(ζ) exp
(
−B1ζ κ˜1
)
is bounded by a polyno-
mial, the triangular inequality yields
f1 ∈ H0κ˜1 .
Moreover, due to Proposition 4.5.2, we have lim
q→1
f1 = f˜1, uniformly on the compacts
of C ∩ R≥1K :=
{
xw ∈ C
∣∣∣x ∈ [1,∞[, w ∈ K}. Hence, we ﬁnd that there exists ε2 ∈]0, ε1[,
such that lim
q→1
f1 = f˜1, uniformly on the compacts of S(−ε2, ε2). We may now apply
Lemma 4.6.2 to obtain the existence of L0 > 0, such that we have
lim
q→1L
[0]
q,κ˜1
(
f1
)
(ζ, q) = L0
κ˜1
(
f˜1
)
(ζ),
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uniformly on the compacts of
{
ζ ∈ S
(
− π
2κ˜1
,+
π
2κ˜1
) ∣∣∣|ζ| < L0}.
If s > 1, we apply for j = 2 (resp. j = 3, . . . , resp. j = s) the same reasoning with the
analytic continuation of
fj(ζ, q)e
qκ˜j
(
Bjζ
κ˜j
)−1
:= L[0]
q,κ˜j−1
(
fj−1
)
e
qκ˜j
(
Bjζ
κ˜j
)−1
and
f˜j(ζ) exp
(
−Bjζ κ˜j
)
:= L0
κ˜j−1
(
f˜j−1
)
exp
(
−Bjζ κ˜j
)
,
where Bj > 0 are chosen suﬃciently large. We again use Propositions 4.1.2 and 4.3.4 to
prove that they satisfy linear δq and δ-equations with coeﬃcients in C(ζ), which are the
same as the linear δq and δ-equations satisﬁed by Bˆq,κ˜j ◦ · · · ◦ Bˆq,κ˜s
(
hˆ
)
e
qκ˜j
(
Bjζ
κ˜j
)−1
and
Bˆκ˜j ◦ · · · ◦ Bˆκ˜s
(
h˜
)
exp
(
−Bjζ κ˜j
)
.
We have proved the existence of L1 > 0, such that we have
lim
q→1S
[0]
q
(
hˆ
)
= S˜0
(
h˜
)
,
uniformly on the compacts of
{
z ∈ S
(
− π2κr ,+ π2κr
) ∣∣∣|z| < L1}.
Step 4: Global convergence of the q-Borel-Laplace summation.
To ﬁnish the proof in the particular case z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
, we have to prove
that
lim
q→1
S[0]q
(
hˆ
)
= S˜0
(
h˜
)
,
uniformly on the compacts of S
(
− π2kr ,+ π2kr
)
\ ∪R≥1αi, where αi are the roots
of b˜m ∈ C[z]. Let K0 be an arbitrary compact of S
(
− π2kr ,+ π2kr
)
\ ∪R≥1αi, and let us
prove the uniform convergence on K0. Without loss of generality, we may assume that K0
is convex and has non empty intersection with the open disk of radius L1 (we recall that
L1 was deﬁned in the end of Step 3) centered at 0.
From Remark 4.3.5 (resp. Proposition 4.1.5), we deduce that S[0]q
(
hˆ
)
(resp. S˜0
(
h˜
)
) is
solution of the same linear δq-equation than hˆ (resp. the same linear δ-equation than h˜).
Let |z0| < L1 with z0 ∈ K0. We are going to use Proposition 4.5.2 with C = K0 and
with the systems 
δqY (z, q) = F (z, q)Y (z, q)
δY˜ (z) = F˜ (z)Y˜ (z),
where
Y (ζ, q) :=
(
δiqS
[0]
q
(
hˆ
)
Gi(q)
)
i∈{0,...,m−1}
, Y˜ (ζ) :=
(
δiS˜0
(
h˜
) )
i∈{0,...,m−1}
,
z 7→ Id + (q − 1)F (z, q) ∈ GLm
(
C(z)
)
, F˜ (z) ∈ Mm
(
C(z)
)
,
and Gi(q) ∈ C are deﬁned such that:
δiqS
[0]
q
(
hˆ
)
Gi(q)
∣∣∣
z=z0
= δiS˜0
(
h˜
)∣∣∣
z=z0
.
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The assumption (i) of Proposition 4.5.2 is satisﬁed because of the assumption (A3), and
the two others are trivially satisﬁed, since K0 is bounded.
This yields lim
q→1S
[0]
q
(
hˆ
)
= S˜0
(
h˜
)
uniformly on K0, and completes the proof in the
particular case z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
.
4.6.3 Proof of Theorem 4.4.5 in the general case.
In this subsection, we are going to prove Theorem 4.4.5 in the general case. See §4.1
to §4.4 for the notations. We recall that for all l ∈ {0, . . . , β−1}, we deﬁne hˆ(l) ∈ C[[zβ]],
so that hˆ =
β−1∑
l=0
zlhˆ(l). Let us set Σ
h˜
:=
β−1∪
l=0
Σ
h˜(l)
(see Step 1 in §4.6.2). Let d ∈ R \ Σ
h˜
.
After considering z 7→ ze−id, we may assume that d = 0.
Looking at the term with z-degree congruent to j modulo β , for j = 0, . . . , j = β − 1,
we ﬁnd that the equation satisﬁed by hˆ is equivalent to the following family of δq-linear
equations: 
0 =
∑
k,l
d0,k,l(z, q)δ
k
q hˆ
(l)(z, q)
...
0 =
∑
k,l
dβ−1,k,l(z, q)δkq hˆ
(l)(z, q),
where z 7→ dj,k,l ∈ C
[
zβ
]
. Let l ∈ {0, . . . , β − 1}. Following the equalities
zlhˆ(l)(z, q) =
β−1∑
j=0
hˆ
(
e2iπlj/βz, q
)
e2iπlj/ββ
, zlh˜(l)(z) =
β−1∑
j=0
h˜
(
e2iπlj/βz
)
e2iπlj/ββ
,
we obtain that for all l ∈ {0, . . . , β − 1}, hˆ(l)(z, q) (resp. h˜(l)) satisﬁes a linear q-
diﬀerence (resp. diﬀerential) equation with coeﬃcients in C
[
zβ
]
. Moreover, for
all l ∈ {0, . . . , β − 1}, hˆ(l), converges coeﬃcientwise to h˜(l) and the equations they sat-
isfy have coeﬃcients that check the assumptions (A2) and (A3).
Because of the fact that 0 ∈ R \ Σ˜
h˜
, Proposition 4.1.5 implies that for
all l ∈ {0, . . . , β − 1}, there exists S˜0
(
h˜(l)
)
, asymptotic solution of the same linear δ-
equation than h˜(l). These latter can be computed with Laplace and Borel transformations.
Using the case z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
(see §4.6.2), we can compute for q close
to 1, and l ∈ {0, . . . , β − 1}, z 7→ S[0]q
(
hˆ(l)
)
∈M(C∗, 0), solution of the same family of
linear δq-equations than hˆ(l). Because of Remark 4.3.5, we ﬁnd:
0 =
∑
k,l
d0,k,l(z, q)δ
k
qS
[0]
q
(
hˆ(l)
)
...
0 =
∑
k,l
dβ−1,k,l(z, q)δkqS
[0]
q
(
hˆ(l)
)
.
Hence, we obtain that for q close to 1, S[0]q
(
hˆ
)
:=
β−1∑
l=0
zlS[0]q
(
hˆ(l)
)
satisﬁes the same lin-
ear δq-equation than hˆ. We apply now the theorem in the case z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
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previously treated, to prove the existence of L2 > 0, such that we have
lim
q→1
S[0]q
(
hˆ
)
= S˜0
(
h˜
)
:=
β−1∑
l=0
zlS˜0
(
h˜(l)
)
,
uniformly on the compacts of
{
z ∈ S
(
− π2κr ,+ π2κr
) ∣∣∣|z| < L2}. To conclude, we have to
prove
lim
q→1
S[0]q
(
hˆ
)
= S˜0
(
h˜
)
,
uniformly on the compacts of S
(
− π2kr ,+ π2kr
)
\ ∪R≥1αi, where αi are the
roots of b˜m ∈ C[z]. This is the same reasoning than for the particular case
z 7→ hˆ(z, q), h˜(z) ∈ C
[[
zβ
]]
(see Step 4 in §4.6.2). This completes the proof of our main
result, Theorem 4.4.5.
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4.7 Basic hypergeometric series.
We refer the reader to [GR04] for more details about basic hypergeometric series. We
recall that p = 1/q. In this section, we will say that two functions are equal if their analytic
continuations coincide. Let r, s ∈ N, let a1, . . . , ar, b1, . . . , bs ∈ C\qN, with diﬀerent images
in C∗/qZ, and let us consider the formal power series
rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
 := ∞∑
n=0
(a1; p)n . . . (ar; p)n
(p; p)n(b1; p)n . . . (bs; p)n
(
(−1)npn(n−1)/2
)1+s−r
zn,
where (a; p)n+1 := (1 − apn)(a; p)n and (a; p)0 := 1, for a ∈ C. Assume now
that r > s + 1 and
r∏
i=1
ai ̸= 0. In this case, the formal power series is divergent. Let
us put p := q−1/(r−s−1) and q := q1/(r−s−1).
Lemma 4.7.1. The series rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
 satisfies the linear σq-equation
(
(σq − 1)
s∏
i=1
(σq − biq) + z(−1)s−rq1+sσ2+s−rq
r∏
i=1
(σq − ai)
)rφs
 a1, . . . , ar ; p, z
b1, . . . , bs

 = 0,
which admits 0 and 1 as non negative slopes.
0 s+1
1
s+2
Proof. Let us deﬁne (un)n∈N ∈ CN such that rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
 = ∑
n∈N
unz
n. Let
us ﬁx n ∈ N. We ﬁnd that
un+1(1− pn+1)
s∏
i=1
(1− bipn) = un(−1)1+s−rqn
r∏
i=1
(1− aipn)
and then
un+1(q
n+1 − 1)
s∏
i=1
(qn+1 − biq) = un(−1)1+s−rq1+sqn(2+s−r)
r∏
i=1
(qn − ai).
Multiplying the two sides of the equality by zn+1, we obtain the result.
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Let α1, . . . , αr, β1, . . . , βs ∈ C \ (−N) with diﬀerent images in C/Z. If we
put x := z
(
1− p
)1+s−r
, we have the following convergence coeﬃcientwise when p goes
to 1:
rφs
 pα1 , . . . , pαr ; p, x
pβ1 , . . . , pβs
→ rFs
 α1, . . . , αr ; (−1)1+s−rz
β1, . . . , βs
 ,
where
rFs
 α1, . . . , αr ; z
β1, . . . , βs
 := ∞∑
n=0
(α1)n . . . (αr)n
n!(β1)n . . . (βs)n
zn,
and (α)0 := 1; (α)n+1 := (α + n)(α)n for α ∈ C. Applying Lemma 4.7.1, we obtain that
the ﬁrst series satisﬁes ∆q
rφs
 pα1 , . . . , pαr ; p, x
pβ1 , . . . , pβs

 = 0 where
∆q := δq
s∏
i=1
(
δq +
1− pβi−1
1− q
)
+ z(−1)s−rq2+2s−rσ2+s−rq
r∏
i=1
(
δq +
1− pαi
1− q
)
.
Using the same reasoning, one can prove that the second series satisﬁes
∆˜
rFs
 α1, . . . , αr ; (−1)1+s−rz
β1, . . . , βs

 = 0, where
∆˜ := δ
s∏
i=1
(δ + βi − 1) + z(−1)s−r
r∏
i=1
(δ + αi) .
The above series do not satisfy the assumptions of Theorem 4.4.5, since the slopes of ∆˜,
do not correspond to the slopes of ∆q that are positive.
The goal of this section is to show that if d ̸≡ (r − s − 1)π[2π], we may apply
successively Bˆq and L
[d]
q , see Deﬁnition 4.3.6, to rφs
 pα1 , . . . , pαr ; p, x
pβ1 , . . . , pβs
, and prove,
by making explicitly the computations, that we obtain a function that converges, as q
goes to 1, to S˜d
rFs
 α1, . . . , αr ; (−1)1+s−rz
β1, . . . , βs

. The case r = 2 and s = 0 has
been treated in [Zha02], §2.
First, we are going to consider rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
, which satisﬁes, see
Lemma 4.7.1, a linear σq-equation with non negative slopes 0 and 1. As we can see
in [Zha02], §1, if d ̸≡ (r − s − 1)π[2π], we can compute a solution of the same linear σq-
equation than rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
 applying successively to it Bˆq and L[d]q . Applying
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Bˆq to rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
, we obtain for all d ̸≡ (r − s− 1)π[2π]
h(ζ) := rφr−1
 a1, . . . , ar ; p, (−1)1+s−rζ
b1, . . . , bs, 0, . . . , 0
 ∈ Hdq,1.
For a, a1, . . . , ak ∈ C, let (a; p)∞ :=
∞∏
n=0
(1− apn), and (a1, . . . , ak; p)∞ :=
k∏
i=1
(ai; p)∞.
For all j ∈ {1, . . . , k} and a1, . . . , ak ∈ C, let (a1, . . . , âj , . . . , ak) be equals to the ﬁnite
sequence (a1, . . . , ak) after the withdrawn of the element aj . As we can see in Page 121 of
[GR04], the convergent series rφr−1 may be expressed with connection formula at inﬁnity:
rφr−1
 a1, . . . , ar ; p, z
b1, . . . , br−1
 = r∑
j=1
(a1, . . . , âj , . . . , ar, b1/aj , . . . , br−1/aj , ajz, p/ajz; p)∞
(b1, . . . , br−1, a1/aj , . . . , âj/aj , . . . , ar/aj , z, p/z; p)∞
×rφr−1

aj , ajp/b1, . . . , ajp/br−1
; p,
p
∏r−1
i=1 bi
z
∏r
i=1 ai
ajp/a1, . . . , âjp/aj , . . . , ajp/ar
 .
Making bs+1, . . . , br−1 goes to 0, we ﬁnd:
h(ζ) =
r∑
j=1
(a1, . . . , âj , . . . , ar, b1/aj , . . . , bs/aj ; p)∞Θq
(
(−1)s−rajζ
)
(b1, . . . , bs, a1/aj , . . . , âj/aj , . . . , ar/aj ; p)∞Θq
(
(−1)s−rζ
)
×s+1φr−1

aj , ajp/b1, . . . , ajp/bs
; p,
(−1)1+s−rpar−s−1j
∏s
i=1 bi
ζ
∏r
i=1 ai
ajp/a1, . . . , âjp/aj , . . . , ajp/ar
 .
The next lemma gives the expression of the q-Laplace transformation of the ﬁrst term of
the sum of h. The expression of the q-Laplace transformation of h will follows directly.
Lemma 4.7.2. Let d ̸≡ (r−s−1)π[2π], λ := (q−1)eid and α := (−1)
1+s−rpar−s−21 b1 . . . bs
a2 . . . ar
.
Then,
L[d]q
Θq
(
(−1)s−ra1ζ
)
Θq
(
(−1)s−rζ
) s+1φr−1
 a1, a1p/b1, . . . , a1p/bs ; p, αζ
a1p/a2, . . . , a1p/ar


is equal to
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) Θq
(
a1z/λ
)
Θq
(
z/λ
) s+2φr−1
 a1, a1p/b1, . . . , a1p/bs, 0 ; p,− αa1pz
a1p/a2, . . . , a1p/ar
 .
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Proof. Using the expression of Θq, we ﬁnd that for all k ∈ Z,
Θq(q
kz) = qk(k−1)/2zkΘq(z).
Let us write
f(ζ) := s+1φr−1
 a1, a1p/b1, . . . , a1p/bs ; p, αζ
a1p/a2, . . . , a1p/ar

=:
∞∑
l=0
flζ
−l
and
g(z) := s+2φr−1
 a1, a1p/b1, . . . , a1p/bs, 0 ; p,− αa1pz
a1p/a2, . . . , a1p/ar

=:
∞∑
l=0
glz
−l.
Then,
L
[d]
q
Θq
(
(−1)s−ra1ζ
)
Θq
(
(−1)s−rζ
) s+1φr−1
 a1, a1p/b1, . . . , a1p/bs ; p, αζ
a1p/a2, . . . , a1p/ar


=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) 1
Θq
(
λq/z
) ∑
n∈Z
(
a1z
λ
)n
q−n(n−1)/2f(qnλ)
=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) 1
Θq
(
λq/z
) ∑
n∈Z
∞∑
l=0
(
a1z
λ
)n
q−n(n−1)/2flq−lnλ−l.
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We apply now Fubini’s Theorem to conclude that
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) 1
Θq
(
λq/z
) ∑
n∈Z
∞∑
l=0
(
a1z
λ
)n
q−n(n−1)/2flq−lnλ−l
=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) 1
Θq
(
λq/z
) ∞∑
l=0
∑
n∈Z
(
a1z
λ
)n
q−n(n−1)/2flq−lnλ−l
=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) 1
Θq
(
λq/z
) ∞∑
l=0
Θq
(
a1zq
−l
λ
)
flλ
−l
=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) Θq
(
a1z/λ
)
Θq
(
λq/z
) ∞∑
l=0
flp
−l(l−1)/2a−l1 q
lz−l
=
Θq
(
(−1)s−ra1λ
)
Θq
(
(−1)s−rλ
) Θq
(
a1z/λ
)
Θq
(
z/λ
) ∞∑
l=0
glz
−l.
We have proved:
Theorem 4.7.3. Let d ̸≡ (r − s − 1)π[2π] and let S[d]q (rφs) be the function obtained
applying successively Bˆq and L
[d]
q to rφs
 a1, . . . , ar ; p, z
b1, . . . , bs
. Then
S[d]q (rφs) =
r∑
j=1
(a1, . . . , âj , . . . , ar, b1/aj , . . . , bs/aj ; p)∞Θq
(
(−1)s−raj(1− q)eid
)
Θq
(
ajz
(1−q)eid
)
(b1, . . . , bs, a1/aj , . . . , âj/aj , . . . , ar/aj ; p)∞Θq
(
(−1)s−r(1− q)eid
)
Θq
(
z
(1−q)eid
)
×s+2φr−1

aj , ajp/b1, . . . , ajp/bs, 0
; p,
(−1)s−rar−s−21
∏s
i=1 bi
z
∏r
i=1 ai
ajp/a1, . . . , âjp/aj , . . . , a1p/ar
 .
Let α1, . . . , αr, β1, . . . , βs ∈ C \ −N with diﬀerent images in C/Z. We replace now ai
by pαi , bi by pβi , z by x = z
(
1− p
)1+s−r
and consider the limit as p goes to 1. It is clear
that for all j ∈ {1, . . . , r}, we have the uniform convergence on the compacts of C∗
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lim
p→1 s+2
φr−1

pαj , pαj−β1+1, . . . , pαj−βs+1, 0
; p,
(−1)s−rpαj(r−s−2)+β1+···+βs
xpα1+···+αr
pαj−α1+1, . . . , ̂pαj−αj+1, . . . , pαj−αr+1

=s+1 Fr−1
 αj , αj − β1 + 1, . . . , αj − βs + 1 ; (−1)s−rz
αj − α1 + 1, . . . , ̂αj − αj + 1, . . . , αj − αr + 1
 .
As we can see in [Zha02], §2.3,
– For γ ∈ C,
lim
p→1
(pγ , p)∞(1− p)γ−1
(p, p)∞
= Γ(γ)−1.
– We have
lim
p→1
Θq(p
γu)
Θq(u)
= u−γ ,
uniformly on the compacts of {z ∈ C∗| arg(−z) ̸= π}.
We have proved:
Theorem 4.7.4. Let d ̸≡ (r − s− 1)π[2π]. Then,
lim
p→1
S[d]q
rφs
 pα1 , . . . , pαr ; p, x
pβ1 , . . . , pβs

 = r∑
j=1
s∏
i=1
Γ(βi)
r∏
i=1
i̸=j
Γ(αi − αj)
(
(−1)s−rz
)−αj
r∏
i=1
i ̸=j
Γ(αi)
s∏
i=1
Γ(βi − αj)
×s+1Fr−1
 αj , αj − β1 + 1, . . . , αj − βs + 1 ; (−1)s−rz
αj − α1 + 1, . . . , ̂αj − αj + 1, . . . , αj − αr + 1
 ,
uniformly on the compacts of {z ∈ C∗| arg(−z) ̸= d}.
Remark 4.7.5. The right hand side of the limit equals to the func-
tion S˜d
rFs
 α1, . . . , αr ; (−1)1+s−rz
β1, . . . , βs

.
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4.8 Application: Confluence of a basis of meromorphic so-
lutions
We study a family of linear δq-equations that discretize a linear δ-equation, and the
behavior of the solutions as q goes to 1. After introducing some notations in §4.8.1, we
prove in §4.8.2, that a basis of local formal solutions of the family of linear δq-equations
converges to the Hukuhara-Turrittin solution of the diﬀerential equation in a sense that
we are going to explain. We apply this and our main result, Theorem 4.4.5, to prove the
convergence of the q-Stokes matrices to the Stokes matrices of the linear diﬀerential equa-
tion in §4.8.3. In §4.8.4, we show how to ﬁnd the monodromy matrices of the diﬀerential
equation, as limit of q-solutions when q tends to 1. When q is real, this extends the results
in §4 of [Sau00] in the irregular singular case ‡.
4.8.1 Notations
Some of the notations below were already introduced before, see the introduction,
but we recall them for the reader’s convenience. For a ∈ C∗ and n ∈ N∗, let us
consider Θq(z) =
∑
n∈Z
q
−n(n−1)
2 zn, lq(z) :=
δ (Θq(z))
Θq(z)
, Λq,a(z) :=
Θq(z)
Θq(z/a)
, eqn (azn)
and eqn (az−n). They satisfy the q-diﬀerence equations:
– σqΘq(z) = zΘq(z).
– σqlq = lq + 1.
– σqΛq,a(z) = aΛq,a(z).
– δqeqn (azn) = a[n]qzneqn (azn).
– δqeqn (az−n) =
−a[n]qq−nz−n
1 + (q − 1)a[n]qq−nz−n eq
n (az−n).
Let A be an invertible matrix with complex coeﬃcients and consider now the decompo-
sition in Jordan normal form A = P (DN)P−1, where D := Diag(di) is diagonal, N is a
nilpotent upper triangular matrix with DN = ND, and P is an invertible matrix with
complex coeﬃcients. Following [Sau00], we construct the matrix:
Λq,A := P
(
Diag (Λq,di) e
log(N)lq
)
P−1 ∈ GLm
(
C
(
lq, (Λq,a)a∈C∗
) )
that satisﬁes:
σqΛq,A = AΛq,A = Λq,AA.
Let a ∈ C∗ and consider the corresponding matrix (a) ∈ GL1(C). By construction, we
have Λq,a = Λq,(a).
We now introduce the q-exponential of matrices. For A ∈ Mm
(
C(z)
)
, we deﬁne:
eq(A) :=
∑
n∈N
An
[n]!q
∈ GLm
(
M(C∗, 0)
)
.
‡. Notice that the results of this section do not allow us to recover Sauloy’s Theorem, but are to be
considered as an analogous result in a different situation.
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4.8.2 Confluence of a basis of local formal solutions
Formally, we have the convergence lim
q→1
δq = δ. We want to prove the formal conver-
gence of a basis of solutions of a family of linear δq-equations to the Hukuhara-Turrittin
solution of the corresponding linear δ-equation. First, we will consider the family of equa-
tions, 
∆q := bm(z, q)δ
m
q + bm−1(z, q)δm−1q + . . . + b0(z, q)
∆˜ := b˜m(z)δ
m + b˜m−1(z)δm−1 + . . . + b˜0(z),
that satisﬁes the following assumptions:
(H1) For all i, for all q close to 1, z 7→ bi(z, q), b˜i(z) ∈ C[[z]].
(H2) For all i, bi(z, q) converges coeﬃcientwise to b˜i(z) when q → 1.
(H3) Viewed as a linear σq-equation, ∆q has slopes that belongs to Z. For q close to 1,
the Newton polygon of ∆q is independent of q.
(H4) The slopes of ∆˜ belongs to N.
We consider now the associated systems
δqY (z, q) = B(z, q)Y (z, q)
δY˜ (z) = B˜(z)Y˜ (z),
(4.8.1)
with z 7→ Id + (q − 1)B(z, q) ∈ GLm
(
C((z))
)
, B˜(z) ∈ Mm
(
C((z))
)
. From Theorem 4.2.2
and the Hukuhara-Turrittin theorem (see §4.1), we have the existence of
– z 7→ Hˆ(z, q), H˜(z) ∈ GLm
(
C((z))
)
, such that the entries of the ﬁrst row of Hˆ(z, q)
have z-valuation equal to 0,
– µi ∈ Z, and matrices Bi(q) ∈ GLmi(C), which are of the form Diagl
(
Ti,l(q)
)
where Ti,l(q) are upper triangular matrices with diagonal terms equal to the roots
of the characteristic polynomial associated to the slope µi,
– λ˜i(z) ∈ z−1C[z−1], L˜i ∈ Mm′i(C),
such that 
Hˆ(z, q)
[
Diag
(
Bi(q)z
−µi
)]
σq
= Id + (q − 1)B(z, q)
H˜(z)
[
Diag
(
L˜i + δλ˜i(z)× Idmi
)]
δ
= B˜(z).
(4.8.2)
We make two more assumptions:
(H5) For q close to 1, Diag
(
Bi(q)z
−µi
)
commutes with Diag
(
L˜i + δλ˜i(z)× Idmi
)
.
(H6) If H˜ ′(z) is any formal matrix solution of the diﬀerential system of (4.8.2), then the
entries of the ﬁrst row of H˜ ′(z) have necessarily z-valuation equal to 0. Moreover, we
assume that the term of lower degree of each entry of the ﬁrst row of Hˆ(z, q) converges
as q goes to 1, to the term of lower degree of the corresponding entry of H˜(z).
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Remark 4.8.1. (1) Assumptions (H1) to (H4) are satisﬁed if the bi(z, q) ∈ C[[z]] are
independent of q and if the slopes of ∆q, viewed as a linear σq-equation, belong to Z.
(2) As we can see in [RSZ13], Theorem 2.2.1, up to a ramiﬁcation, we may always reduce
to the case where the slopes of ∆q, viewed as a linear σq-equation, belong to Z. Up to a
ramiﬁcation, we may also reduce to the case where (H4) is satisﬁed.
(3) Assumption (H5) is satisﬁed if and only if, for all q close to 1, Diag
(
Bi(q)
)
commutes
with Diag
(
L˜i
)
. If Assumption (H5) is satisﬁed, then the the blocks of Diag
(
Bi(q)z
−µi
)
and Diag
(
L˜i + δλ˜i(z)× Idmi
)
have the same size.
(4) If, for q close to 1, the Bi(q) and L˜i are diagonal, we may perform shearing transforma-
tions on the diﬀerential system (resp. a diagonal gauge transformation that depends only
upon q on the q-diﬀerence system), in order to change the entries l˜i,j of L˜i by l˜i,j + ki,j
where ki,j ∈ Z (resp. multiply to the right Hˆ(z, q) by a diagonal complex matrix), and
to reduce to the case where (H6) is satisﬁed. Notice that in this case, (H5) was already
satisﬁed because of the point (3) of the remark. The Bi(q) and L˜i are diagonal if for q
close to 1, the multiplicities of the slopes of ∆q, viewed as a linear σq-equation, (resp. the
multiplicities of the slopes of ∆˜) are all equal to 1. A weaker condition for Bi(q) and L˜i
being diagonal is to assume that ∆q, viewed as a linear σq-equation, and ∆˜ have exponents
at 0 which are not resonant.
(5) If Assumption (H6) is satisﬁed, then the C-vectorial subspace of Mm
(
C((z))
)
of
solutions of the diﬀerential system of (4.8.2) has dimension 1. Remark that the converse
in not true.
(6) The slopes of ∆˜ and ∆q, viewed as a linear σq-equation, may be diﬀerent. We will
make assumptions on the slopes in §4.8.3 and §4.8.4.
Definition 4.8.2. We say that the m×m invertible square matrix F (z, q) belongs to O∗m,
if for q close to 1, the entries of z 7→ F (z, q) are meromorphic on C∗, and F (z, q) satisﬁes
– We have the uniform convergence lim
q→1
(
δqF (z, q)
)
F (z, q)−1 = 0, on the compacts
of C∗.
– We have the uniform convergence lim
q→1
F (z, q) = Id, on the compacts of C∗.
Remark 4.8.3. Roughly speaking, the matrices Hˆ(z, q)Diag
(
Λq,Bi(q)Θq(z)
−µi
)
and
H˜(z)Diag
(
elog(z)L˜ieλ˜i(z)×Idmi
)
are fundamental solutions of the systems (4.8.1). Let us
write λ˜i(z) :=
ki∑
j=1
λ˜i,jz
−j with ki ∈ N. The next theorem says that there exists a funda-
mental solution of δqY (z, q) = B(z, q)Y (z, q) of the form:
Hˆ(z, q)F1(z, q)F2(z, q)Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) ,
such that:
– z 7→ F1(z, q) ∈ GLm
(
C{z}
)
and the matrix Hˆ(z, q)F1(z, q) ∈ GLm
(
C((z))
)
con-
verge entrywise and coeﬃcientwise to H˜(z) when q → 1.
– The matrix F2(z, q) belongs to O∗m and therefore, for z ∈ C∗, lim
q→1F2(z, q) = Id.
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– Because of what is written in Page 1048 of [Sau00] and Lemma 4.6.1, for
all z ∈ C∗ \ R<0, we have the convergence
lim
q→1
Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) = Diag(elog(z)L˜ieλ˜i(z)×Idmi) .
In other words, the above fundamental solution of δqY (z, q) = B(z, q)Y (z, q) formally con-
verges to the fundamental solution H˜(z)Diag
(
elog(z)L˜ieλ˜i(z)×Idmi
)
of δY˜ (z) = B˜(z)Y˜ (z)
given by the Hukuhara-Turrittin Theorem. Of course, written like this, this statement is
not rigorous since the matrices can not be multiplied among them, see §4.1.
Theorem 4.8.4. Let us consider the systems (4.8.1) that satisfies the assumptions (H1)
to (H6). Let Bi(q), L˜i and λ˜i(z) =
ki∑
j=1
λ˜i,jz
−j that come from (4.8.2).
(1) There exist z 7→ F1(z, q) ∈ GLm
(
C{z}
)
, F2(z, q) ∈ O∗m, z 7→ N(z, q) ∈ Mm
(
C(z)
)
such that
F1(z, q)
[
Id + (q − 1)N(z, q)
]
σq
= Diag
(
Bi(q)z
−µi
)
,
where N(z, q) satisfies:
δq
F2(z, q)Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) =
N(z, q)F2(z, q)Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) .
(2) The matrix Hˆ(z, q)F1(z, q) converges entrywise to H˜(z) when q → 1. Moreover, there
exists N ∈ N, such that for q close to 1, z 7→ zNHˆ(z, q)F1(z, q) belongs to Mm
(
C[[z]]
)
.
Notice that the point (2) implies in particular that zNH˜(z) ∈ Mm
(
C[[z]]
)
. Before
proving the theorem, we state and prove a lemma:
Lemma 4.8.5. Let us consider an invertible complex matrix that depends upon q, A(q),
and assume the existence of k ∈ N∗, such that we have the simple conver-
gence lim
q→1
A(q)−1(q − 1)k = 0 ∈ Mm(C). Let n ∈ Z. There exist
– z 7→ E1(z, q) ∈ GLm
(
C{z}
)
– F2(z, q) ∈ O∗m
such that
σq
(
E1(z, q)F2(z, q)
)
= znA(q)E1(z, q)F2(z, q) = E1(z, q)F2(z, q)A(q)z
n.
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Example 4.8.6. Let us solve σqY (z, q) = z(q−1)2Y (z, q) with solution in the same form as
in the lemma. The trick of the proof of the lemma is the following identity that is valid
for all z ∈ C∗:
z
(q − 1)2 =
1 + z
(q−1)2
1 + (q−1)
2
z
.
We may take E1(z, q) := eq
(
z
(q−1)3
)
that satisﬁes σq
(
z
(q−1)3
)
=
(
1 + z
(q−1)2
)
eq
(
z
(q−1)3
)
and F2(z, q) := eq
(
q(q−1)
z
)
that satisﬁes σqeq
(
q(q−1)
z
)
= 1
1+
(q−1)2
z
eq
(
q(q−1)
z
)
.
Proof of Lemma 4.8.5. For, l, d ∈ N∗ with l ≥ 2, let us deﬁne the function
fl,d := eqd
(
zd
(q−1)l+1[d]q
)
eqd
(
qd(q−1)l−1
[d]qzd
)
, that satisﬁes:
σqfl,d =
zd
(q − 1)l fl,d = fl,d
zd
(q − 1)l ,
with z 7→ eqd
(
zd
(q−1)l+1[d]q
)
∈ C{z} and eqd
(
qd(q−1)l−1
[d]qzd
)
∈ O∗1. Let us also con-
sider z 7→ eq
(
zA(q)
(q−1)k+2
)
∈ GLm
(
C{z}
)
and eq
(
q(q−1)kA−1(q)
z
)
∈ GLm
(
C{z−1}
)
. We can
prove that they satisfy
σqeq
(
zA(q)
(q − 1)k+2
)
= eq
(
zA(q)
(q − 1)k+2
)(
Id +
zA(q)
(q − 1)k+1
)
=
(
Id +
zA(q)
(q − 1)k+1
)
eq
(
zA(q)
(q − 1)k+2
)
and
σqeq
(
q(q − 1)kA−1(q)
z
)
=
(
Id +
(q − 1)k+1A−1(q)
z
)−1
eq
(
q(q−1)kA−1(q)
z
)
= eq
(
q(q−1)kA−1(q)
z
)(
Id +
(q − 1)k+1A−1(q)
z
)−1
.
Hence, eq
(
q(q−1)kA−1(q)
z
)
∈ O∗m and we have:
σq
(
eq
(
zA(q)
(q − 1)k+2
)
eq
(
q(q − 1)kA−1(q)
z
))
=
zA(q)
(q − 1)k+1 eq
(
zA(q)
(q − 1)k+2
)
eq
(
q(q − 1)kA−1(q)
z
)
= eq
(
zA(q)
(q − 1)k+2
)
eq
(
q(q − 1)kA−1(q)
z
)
zA(q)
(q − 1)k+1 .
Let us choose d1, d2, l1, l2 ∈ N∗ with l1, l2 ≥ 2, such that d1−d2+1 = n and l1+(k+1) = l2.
Then,
fl1,d1 (fl2,d2)
−1 eq
(
zA(q)
(q − 1)k+2
)
eq
(
q(q − 1)kA−1(q)
z
)
,
is solution of σqY (z, q) = znA(q)Y (z, q) = Y (z, q)A(q)zn and admits a decomposition that
has the required property.
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Proof of Theorem 4.8.4. (1) Let us deﬁne
W1(z, q) := Diagi
 ki∏
j=1
eqj
(
qjzj
λ˜i,j(q − 1)2[j]2q
× Idmi
)
and
W2(z, q) := Diagi
 ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) ,
which satisfy
σq
(
W1(z, q)W2(z, q)
)
= Diagi
 ki∏
j=1
qjzj
(q − 1)[j]qλ˜i,j
× Idmi
W1(z, q)W2(z, q).
Because of (4.8.2), Diagi
 ki∏
j=1
qjzj
(q − 1)[j]qλ˜i,j
× Idmi
 commutes with Diag (Λ
q,Id+(q−1)L˜i
)
and we obtain that:
σq
(
Diag
(
Λ
q,Id+(q−1)L˜i
)
W1(z, q)W2(z, q)
)
=
Diagi
(Id + (q − 1)L˜i) ki∏
j=1
qjzj
(q − 1)[j]qλ˜i,j
Diag (Λ
q,Id+(q−1)L˜i
)
W1(z, q)W2(z, q).
Let
C(z, q) := Diag
(
Bi(q)z
−µi
)
Diagi

(Id + (q − 1)L˜i) ki∏
j=1
qjzj
(q − 1)[j]qλ˜i,j
−1

=: Diag
(
Ci(q)z
ni
)
.
If we are able to construct z 7→ E1(z, q) ∈ GLm
(
C{z}
)
and F2(z, q) ∈ O∗m, that commute
with Diag
(
Bi(q)z
−µi
)
and are solution of
σq
(
E1(z, q)F2(z, q)
)
= C(z, q)E1(z, q)F2(z, q) = E1(z, q)F2(z, q)C(z, q),
then the following matrix would be a fundamental solution of the linear σq-
equation σqY (z, q) = Diag
(
Bi(q)z
−µi
)
Y (z, q):
E1(z, q)F2(z, q)Diag
(
Λ
q,Id+(q−1)L˜i
)
W1(z, q)W2(z, q). (4.8.3)
Let us construct the matrices E1 and F2 using Lemma 4.8.5 applied on each block Ci(q).
Let us check that the matrices q 7→ Ci(q) satisﬁes the assumptions of Lemma 4.8.5.
Since the matrices
(Id + (q − 1)L˜i) ki∏
j=1
qjzj
(q − 1)[j]qλ˜i,j
−1 satisfy the assumptions of
Lemma 4.8.5, it is suﬃcient to prove that the matrices Bi(q) satisfy the assumptions of
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Lemma 4.8.5. Using Theorem 4.2.2, the Bi(q) are of the form Diagl
(
Ti,l(q)
)
where Ti,l(q)
are upper triangular matrices with diagonal terms equal to the roots of the characteristic
polynomial associated to the slope µi. We recall that the linear δq-equation is
∆q := bm(z, q)(δq)
m + bm−1(z, q)(δq)m−1 + · · ·+ b0(z, q),
where the bi converge coeﬃcientwise when q → 1. Since for all n ∈ N,
δnq = (q − 1)−n
n∑
k=0
(
n
k
)
(−1)n−kσkq ,
a straightforward computation shows that each root of the characteristic polynomial as-
sociated to a slope diﬀerent from zero (resp. to the slope zero) is of the form α(q)(q − 1)
(resp. α(q)), where α(q) converges to a non zero complex number. Therefore, each diago-
nal term of a Bi(q) is of the form α(q)(q− 1) or α(q), where α(q) converges to a non zero
complex number. We recall, see (4.8.2), that the matrix Hˆ(z, q) satisﬁes
σq
(
Hˆ(z, q)
)
Diag
(
Bi(q)z
−µi
)
=
(
Id + (q − 1)B(z, q)
)
Hˆ(z, q).
Using the convergence of the constant terms of the entries in the ﬁrst row of Hˆ(z, q), see
the assumption (H6), and the behavior of the diagonal terms of the Bi(q), we ﬁnd that
each non diagonal term of a triangular matrix Bi(q) is of the form α(q)(q − 1) or α(q),
where α(q) converges to a non zero complex number. Hence, for all i, Bi(q)−1(q − 1)2
simply converges to 0 as q goes to 1.
Applying Lemma 4.8.5, there exist z 7→ E1(z, q) ∈ GLm
(
C{z}
)
and F2(z, q) ∈ O∗m
that satisfy
σq
(
E1(z, q)F2(z, q)
)
= Diag
(
Ci(q)z
ni
)
E1(z, q)F2(z, q) = E1(q)F2(z, q)Diag
(
Ci(q)z
ni
)
.
Because of (H5) and the construction of E1(z, q) and F2(z, q) (see the proof of
Lemma 4.8.5), we obtain that they commute with Diag
(
Bi(q)z
−µi
)
.
We have proved that the matrix (4.8.3) is a fundamental solution of the system
σqY (z, q) = Diag
(
Bi(q)z
−µi
)
Y (z, q).
We have the following relation:
σq
(
Diag
(
Λ
q,Id+(q−1)L˜i
)
W2(z, q)
)
=
Diagi
(Id + (q − 1)L˜i) ki∏
j=1
(
1 +
qjzj
(q − 1)[j]qλ˜i,j
)Diag (Λ
q,Id+(q−1)L˜i
)
W2(z, q).
Using (H5) and the construction of F2(z, q), we ﬁnd that F2(z, q) commutes
with Diagi
(Id + (q − 1)L˜i) ki∏
j=1
(
1 +
qjzj
(q − 1)[j]qλ˜i,j
). From the construction
of F2(z, q), we ﬁnd also that σq
(
F2(z, q)
)
F2(z, q)
−1 ∈ GLm
(
C(z)
)
. Let
U(z, q) := F2(z, q)Diag
(
Λ
q,Id+(q−1)L˜iW2(z, q)
)
.
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From what is preceding, we obtain the existence of z 7→ N(z, q) ∈ Mm
(
C(z)
)
, such
that δqU(z, q) = N(z, q)U(z, q).
Because of (4.8.2), W1(z, q) commutes with Diag
(
Λ
q,Id+(q−1)L˜i
)
. Because of
(H5), and the construction of F2(z, q), W1(z, q) commutes also with F2(z, q).
Let F1(z, q) := E1(z, q)W1(z, q). Then, by construction,
F1(z)
[
Id + (q − 1)N(z, q)
]
σq
= Diag
(
Bi(q)z
−µi
)
,
and the matrices N(z, q), F1(z, q) and F2(z, q) have entries in the good ﬁelds.
(2) We recall that the matrix U(z, q) satisﬁes the linear δq-equation:
δqU(z, q) = N(z, q)U(z, q).
Let N˜(z) := Diag
(
L˜i + δλ˜i(z)× Idmi
)
which satisﬁes
δ
(
Diag
(
elog(z)L˜ieλ˜i(z)×Idmi
))
= N˜(z)Diag
(
elog(z)L˜ieλ˜i(z)×Idmi
)
.
From what is preceding, we deduce the following relations:
δH˜(z) = B˜(z)H˜(z)− H˜(z)N˜(z)
σq
(
Hˆ(z, q)F1(z, q)
) (
Id + (q − 1)N(z, q)
)
=
(
Id + (q − 1)B(z, q)
) (
Hˆ(z, q)F1(z, q)
)
.
This implies that
δq
(
Hˆ(z, q)F1(z, q)
)
= B(z, q)Hˆ(z, q)F1(z, q)− σq
(
Hˆ(z, q)F1(z, q)
)
N(z, q),
and ﬁnally
δq
(
Hˆ(z, q)F1(z, q)
) (
Id + (q − 1)N(z, q)
)
= B˜(z)Hˆ(z, q)F1(z, q)− Hˆ(z, q)F1(z, q)N(z, q).
(4.8.4)
We are going now to prove that the entries that belong to the ﬁrst row of Hˆ(z, q)F1(z, q)
converge coeﬃcientwise to the corresponding entries of H˜(z) when q → 1.
Let hˆ(z, q) :=
∞∑
n=0
hˆn(q)z
n be an entry of the ﬁrst row of Hˆ(z, q)F1(z, q) and
let h˜(z) :=
∞∑
n=0
h˜nz
n be the corresponding entry of H˜(z). We want to use Lemma 4.4.1 to
prove that for all n ∈ N, hˆn(q) converges as q goes to 1 to h˜n. We are going to prove now
that the assumptions of Lemma 4.4.1 are satisﬁed.
– The matrices B(z, q) and N(z, q) converge entrywise and coeﬃcientwise to B˜(z)
and N˜(z) when q → 1. Therefore, using additionally (4.8.4), we ﬁnd that there exists
a δq-equation with coeﬃcient in C[[z]] that is satisﬁed by hˆ(z, q), with z-coeﬃcients
that converge to the z-coeﬃcients of a δ-equation with coeﬃcient in C[[z]], that is
satisﬁed by h˜(z).
– As we can see in Remark 4.8.1 (5), the vector space of Lemma 4.4.1 has dimension 1.
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– By construction, F1(z, q) is of the form Id + zG1(z, q), where
z 7→ G1(z, q) ∈ Mm
(
C{z}
)
. Hence for q close to 1, the entries of the ﬁrst
row of Hˆ(z, q)F1(z, q) have z-valuation equal to the entries of the ﬁrst row
of Hˆ(z, q), which are 0 (see the paragraph just below (H4)). Due to (H6), the
entries of the ﬁrst row of H˜(z) have z-valuation equal to 0.
– Let us prove the convergence of hˆ0(q) to h˜0. Since F1(z, q) is of the
form Id + zG1(z, q), it is suﬃcient to prove that the constant term of the entries
of the ﬁrst row of Hˆ(z, q) converges to the constant term of the corresponding entry
of H˜(z). This is guaranteed by (H6).
We can apply Lemma 4.4.1, which gives that the ﬁrst row of Hˆ(z, q)F1(z, q) converges
entrywise and coeﬃcientwise to the ﬁrst row of H˜(z) when q → 1.
Let us prove now the convergence of the other rows. Let hˆ(z, q) be
an entry of Hˆ(z, q)F1(z, q) and let h˜(z) be the corresponding entry of H˜(z).
Let hˆ1(z, q), . . . , hˆm(z, q) be the entries of the ﬁrst row of Hˆ(z, q)F1(z, q) and
let h˜1(z), . . . , h˜m(z) be the corresponding entries of H˜(z). From (4.8.4), we ﬁnd that
there exist r ∈ N, z 7→
(
di,j(z, q)
)
i≤r,j≤m
,
(
d˜i,j
)
i≤r,j≤m ∈ C((z)), such that:
∑
i,j di,j(z, q)δ
i
q
(
hˆj(z, q)
)
= hˆ(z, q)
∑
i,j d˜i,j(z)δ
i
(
h˜j(z)
)
= h˜(z),
(4.8.5)
and such that for all i, j, di,j(z, q) converges entrywise to d˜i,j(z) when q → 1. The
entrywise convergence of hˆ(z, q) to h˜(z, q) when q → 1 follows immediately from the case
of the ﬁrst row.
Using (4.8.5) and the fact that for all q close to 1, the z-valuation of the entry of
the ﬁrst row of Hˆ(z, q)F1(z, q) are 0, we obtain the existence of N ′ ∈ N, such that
for all q close to 1, z 7→ zN ′ hˆ(z, q) ∈ C[[z]]. We apply the same reasoning on the other
entries of Hˆ(z, q)F1(z, q) to conclude the existence of N ∈ N, such that for q close
to 1, z 7→ zNHˆ(z, q)F1(z, q) ∈ Mm
(
C[[z]]
)
.
4.8.3 Confluence of the Stokes matrices
In this subsection, we combine Theorems 4.4.5 and 4.8.4, to prove the convergence of a
basis of meromorphic solutions of a family of linear δq-equations to a basis of meromorphic
solutions of the corresponding linear δ-equation. We consider the family of equations
∆q := bm(z, q)δ
m
q + bm−1(z, q)δm−1q + . . . + b0(z, q)
∆˜ := b˜m(z)δ
m + b˜m−1(z)δm−1 + . . . + b˜0(z),
and assume that they satisfy the assumptions (H2) to (H6) of §4.8.2 and the two
following assumptions:
(H1’) For all i ≤ m, z 7→ bi(z, q), b˜i(z) ∈ C[z].
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(H7) Every entry hˆ of the matrix zNHˆ(z, q)F1(z, q) given by Theorem 4.8.4 (resp. every
entry h˜ of the matrix zNH˜(z)), satisﬁes a family of δq-equations (resp. δ-equation) that
veriﬁes the assumptions (A2) and (A3) detailed §4.4.2.
As in §4.8.2, we consider the associated systems:
δqY (z, q) = B(z, q)Y (z, q)
δY˜ (z) = B˜(z)Y˜ (z).
The next lemma gives a suﬃcient condition for the assumption (H7) to be satisﬁed.
See Remark 4.8.1 for the discussion about the cases where the other assumptions are
satisﬁed.
Lemma 4.8.7. If the bi(z, q) are independent of q, and if (H1’), (H2) to (H6) hold,
then (H7) is satisfied.
Proof. The matrix zNH˜(z) satisﬁes the equation
δ
(
zNH˜(z)
)
= B˜(z)zNH˜(z)− zNH˜(z)
(
N˜(z)−N × Id
)
,
where N˜(z) = Diag
(
L˜i + δλ˜i(z)× Idmi
)
has entries in C[z−1]. From (4.8.4), we obtain
δq
(
zNHˆ(z, q)F1(z, q)
) (
Id + (q − 1)N(z, q)
)
= qN B˜(z)zNHˆ(z, q)F1(z, q)− zNHˆ(z, q)F1(z, q)
(
qNN(z, q)− [N ]q × Id
)
,
(4.8.6)
where N(z, q) converges to N˜(z). Let hˆ(z, q) be an entry of zNHˆ(z, q)F1(z, q) and
let h˜(z) be the corresponding entry of zNH˜(z). Using (4.8.6), we obtain the existence
of r ∈ N∗, z 7→ d1(z, q), . . . , dr(z, q), d˜1, . . . , d˜r ∈ C[z], c > 0, such that for all i ≤ r, for
all q > 1 suﬃciently close to 1,
∣∣∣di(z, q)− d˜i(z)∣∣∣ < (q − 1)c (∣∣∣d˜i(z)∣∣∣+ 1), and such that
∑
i≤r
di(z, q)δ
i
q
(
hˆ(z, q)
)
= 0
∑
i≤r
d˜i(z)δ
i
(
h˜(z)
)
= 0.
In particular, hˆ satisﬁes the assumptions (A1) and (A3), with formal limit the formal
power series h˜(z).
Moreover, the z-valuations of the bi(z, q) are independent of q and are equal to the z-
valuations of the b˜i(z). Therefore, the z-valuations of the di(z, q) are independent of q and
are equal to the z-valuations of the d˜i(z). Since the slopes of the equation depend only
on the z-valuation, we obtain that hˆ satisﬁes the assumption (A2), with formal limit the
formal power series h˜(z).
We recall that if D˜(z) ∈ Mm
(
C(z)
)
, we deﬁne S1
(
D˜(z)
)
as the union of the R≥1xi,
where xi are the poles of D˜(z). Let ΣH˜ be the union of the Σh˜i,j , that have been deﬁned
in §4.6.2, Step 1, where h˜i,j are the entries of H˜. Due to (H7), we may apply Theo-
rem 4.4.5 to the divergent entries of zNHˆ(z, q)F1(z, q) and zNH˜(z). Using additionally
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Remark 4.4.4, (2), and the reasoning in §4.6.2, Step 4, we may prove a similar result for
the convergent entries, and we ﬁnd the existence of k ∈ N∗, such that for all d ∈ R \ Σ
H˜
,
lim
q→1S
[d]
q
(
zNHˆF1
)
= S˜d
(
zNH˜
)
,
uniformly on the compacts of S
(
d− π2k , d+ π2k
) \ S1 (B˜(z)). From Theorem 4.4.5 and
Theorem 4.8.4, there exists F2(z, q) ∈ O∗m, such that
Φ
[d]
0 (z, q) := z
−NS [d]q
(
zNHˆF1
)
F2(z, q)Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
)
∈ GLm
(
M(C∗, 0)
)
,
is a fundamental solution of δqY (z, q) = B(z, q)Y (z, q). From §4.1, we recall that
Φ˜d0(z) := z
−N S˜d
(
zNH˜(z)
)
Diag
(
eL˜i log(z)+λ˜i(z)×Idmi
)
∈ A
(
d− π
2k
, d+
π
2k
)
is a fundamental solution of δY˜ (z) = B˜(z)Y˜ (z).
Lemma 4.8.8. We have
lim
q→1
Φ
[d]
0 (z, q) = Φ˜
d
0(z),
uniformly on the compacts of S
(
d− π2k , d+ π2k
) \ (S1 (B˜(z))∪{R<0}).
Proof. Due to the preceding discussion and the deﬁnition of O∗m, we only have to prove
the convergence
lim
q→1
Diagi
Λ
q,Id+(q−1)L˜i
ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
) = Diag(eL˜i log(z)+λ˜i(z)×Idmi) .
The fact that
lim
q→1Diag
(
Λ
q,Id+(q−1)L˜i
)
= Diag
(
eL˜i log(z)
)
,
uniformly on the compacts of a convenient domain has been proved in a more generalize
case in Page 1048 of [Sau00]. See Lemma 4.6.1, for the convergence of the q-exponential
part.
Let d− < d+ with d± ∈ R \ Σ
H˜
, so that we can deﬁne Φ[d
±]
0 (z, q). We deﬁne the q-
Stokes matrix ST [d
−],[d+](z, q) ∈ GLm
(
ME
)
(we recall that ME is the ﬁeld of functions
invariant under the action of σq, see the introduction) as follows:
Φ
[d+]
0 (z, q) = Φ
[d−]
0 (z, q)ST
[d−],[d+](z, q).
Let d− π2k < d− < d < d+ < d+ π2k such that( [
d−, d
[∪]
d, d+
] )∩
Σ
H˜
= ∅.
Let us recall that by construction, Σ
H˜
contains Σ˜
H˜
, the set of singular directions that
has been deﬁned in Proposition 4.1.5. Therefore, following §4.1, we may deﬁne the Stokes
matrix in the direction d, S˜T
d ∈ GLm(C), as follows:
Φ˜0
d+
(z) = Φ˜0
d−
(z)S˜T
d
.
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Remark 4.8.9. If d is not a singular direction (see Proposition 4.1.5), then al-
though S˜T
d
= Id, the entries of H˜(z) might be divergent. In fact, see [vdPS03] Page 247,
the entries of H˜(z) are convergent if and only if S˜T
d
= Id for all d ∈ R. On the
other hand, the principle of analytic continuation implies that if ST [d
−],[d+](z, q0) = Id
for some d− < d+ and for some q0 > 1, then z 7→ zNHˆ(z, q0)F1(z, q0) ∈ Mm
(
C{z}
)
.
Using Lemma 4.8.8, we prove:
Theorem 4.8.10. Let d− π2k < d− < d < d+ < d+ π2k such that([
d−, d
[∪]
d, d+
])∩
Σ
H˜
= ∅.
Then, for q close to 1, we can define ST [d
−],[d+](z, q) and we have
lim
q→1
ST [d
−],[d+](z, q) = S˜T
d
,
uniformly on the compacts of S
(
d− π2k , d+ π2k
) \ (S1 (B˜(z))∪{R<0}).
4.8.4 Confluence to the monodromy
In this subsection, we show how a basis of meromorphic solutions of a family of linear δq-
equations at 0 and at∞ can help us to ﬁnd the monodromy matrices of the corresponding
diﬀerential equation. We consider the family of equations
∆q := bm(z, q)δ
m
q + bm−1(z, q)δm−1q + . . . + b0(z, q)
∆˜ := b˜m(z)δ
m + b˜m−1(z)δm−1 + . . . + b˜0(z),
that satisﬁes the assumptions (H1’),(H2) to (H7) of §4.8.2, §4.8.3 and the following
assumptions:
(H8) The zeros of b˜m(z) have diﬀerent arguments and there is no zero which has an
argument equal to π.
(H9) The assumptions (H1’),(H2) to (H8) are satisﬁed with the linear δq and δ-equation
at inﬁnity, obtained by considering z 7→ z−1.
As in §4.8.2, §4.8.3, we consider the associated systems:
δqY (z, q) = B(z, q)Y (z, q)
δY˜ (z) = B˜(z)Y˜ (z).
Let d ∈ R \ Σ
H˜
. Due to Lemma 4.8.8, there exists k ∈ N∗ such that for we have
lim
q→1
Φ
[d]
0 (z, q) = Φ˜
d
0(z),
uniformly on the compacts of
Ω˜0 := S
(
d− π
2k
, d+
π
2k
)
\
(
S
1
(
B˜(z)
)∪
R<0
)
.
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We are now interested in the domain of deﬁnition of the fundamental solu-
tion Φ[d]0 (z, q) for q close to 1 ﬁxed. We recall that if D(z) ∈ GLm
(
C(z)
)
, we de-
ﬁne Sq(D(z)) as the union of the qN
∗
xi, where xi is a pole of D(z) or D−1(z). Fol-
lowing Page 1035 in [Sau00], we obtain that Λ
q,Id+(q−1)Diag
(
L˜i
) has poles contained
in a ﬁnite number of q-discrete spiral of the form qZβi(q), that converge to the
spiral R<0 as q tends to 1. By construction, for q ﬁxed, the domain of deﬁni-
tion of the matrices S [d]q
(
zNHˆF1
)
, F2(z, q) and Diagi
 ki∏
j=1
eqj
(
λ˜i,jz
−j × Idmi
), in-
tersected with S
(
d− π2k , d+ π2k
)
is S
(
d− π2k , d+ π2k
) \ (Sq (Id + (q − 1)B˜(z))). Notice
that, Sq
(
Id + (q − 1)B˜(z)
)
tends to S1
(
B˜(z)
)
as q goes to 1. We have proved that for q
ﬁxed close to 1, the domain of deﬁnition of Φ[d]0 (z, q) intersected with S
(
d− π2k , d+ π2k
)
is:
S
(
d− π
2k
, d+
π
2k
)
\
(
S
q
(
Id + (q − 1)B˜(z)
)∪
qZβi(q)
)
.
Figure 4.1: Intersection of S
(
d− π2k , d+ π2k
)
and the domain of deﬁnition of Φ[d]0 (z, q)
(left) and Φ[d]∞(z, q) (right).
We consider now the singularity at ∞ putting z 7→ z−1. After taking a larger set
ﬁnite modulo 2πZ, Σ
H˜
⊂ R, we may assume that for all d /∈ Σ
h˜
, we can also compute a
fundamental solution at inﬁnity Φ[d]∞(z, q) in the same way than Φ
[d]
0 (z, q). Let p = q
−1.
Similarly to Ω˜0, let us deﬁne Ω˜∞, such that
lim
q→1Φ
[d]
∞(z, q) = Φ˜
d
∞(z),
uniformly on the compacts of Ω˜∞, where Φ˜d∞(z) is the fundamental solution of the linear δ-
system at inﬁnity computed with Borel and Laplace transformations. More precisely,
there exists k′ ∈ N∗, such that Ω˜∞ := S
(
d− π2k′ , d+ π2k′
) \ {R<0, tx˜1, . . . , tx˜r∣∣∣t ∈]0, 1]},
where the x˜i satisﬁes Ω˜0 = S
(
d− π2k , d+ π2k
) \ {R<0,R≥1x˜1, . . . ,R≥1x˜r}. If we restrict
the domain of convergence, we may assume that k = k′.
The Birkhoﬀ matrix
(
Φ
[d]
∞(z, q)
)−1
Φ
[d]
0 (z, q) is invariant under the action of σq and
tends to
lim
q→1
(
Φ[d]∞(z, q)
)−1
Φ
[d]
0 (z, q) =
(
Φ˜d∞(z)
)−1
Φ˜d0(z) =: P˜
d,
uniformly on the compacts of Ω˜∞ ∩ Ω˜0.
Since
(
Φ
[d]
∞(z, q)
)−1
Φ
[d]
0 (z, q) is invariant under the action of σq, we obtain that P˜
d is
locally constant.
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Figure 4.2: Domain of deﬁnition of Φ˜d0(z) (left) and Φ˜
d∞(z) (right).
Let x˜0 = −1. We order the x˜i by increasing arguments in
]
d− π2k , d+ π2k
[
. The
connected component of the domain of deﬁnition of P˜ d are the U˜j , where
U˜j := S
(
d− π
2k
, d+
π
2k
)∩
S
(
arg(x˜j), arg(x˜j+1)
)
.
Let P˜ dj ∈ GLm(C) be the value of P˜ d in U˜j . Let us chose x˜j such
Figure 4.3: Domain of deﬁnition of P˜ d.
that x˜j ∈ S
(
d− π2k , d+ π2k
)
. Let us consider a little positive path γ around x˜j start-
ing from a ∈ U˜j−1. We may choose γ such that we can decompose γ into γ1 and γ2 such
that γ1 comes from a to b ∈ U˜j in Ω˜∞ and γ2 comes from b to a in Ω˜0. The analytic
continuation along γ1 transforms Φ˜d0(z) into Φ˜
d∞(z)P˜ dj−1, and the analytic continuation
along γ2 transforms Φ˜d∞(z) into Φ˜d0(z)
(
P˜ dj
)−1
. We have proved the following theorem,
which extends when q is real, the theorem of the §4 in [Sau00] in the non-Fuchsian case:
Theorem 4.8.11. The monodromy matrix of the δ-equation δY˜ (z) = B˜(z)Y˜ (z) in the
basis Φ˜d0(z) around the singularity x˜j is
(
P˜ dj
)−1
P˜ dj−1.
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Annexe B
Appendice du Chapitre 4 :
Confluence of a
“continuous” q-Borel-Laplace
summation.
The goal of this appendix is to prove the equivalent of Theorem 4.4.5 for a “continu-
ous” q-Borel-Laplace summation. We introduce now the “continuous” q-Laplace transfor-
mation. See §4.3 for the notations.
Definition B.1. Let k ∈ Q>0 and let d ∈ R. As we can see in [DVZ09], §4.2, the following
maps are deﬁned and we call them the “continuous” q-Laplace transformation of order 1
and k:
Ldq,1 : Hdq,1 −→ A(d− π, d+ π)
f 7−→ q−1log(q)
∫ ∞eid
0
f(ζ)
zeq
(
qζ
z
)dζ,
Ldq,k : Hdq,k −→
k−1∪
ν=0
A
(
2πν(d− π)
k
,
2π(ν + 1)(d− π)
k
)
g 7−→ ρk ◦ L[d]q,1 ◦ ρ1/k(g).
Remark B.2. We say that the q-Laplace transformation is “continuous” because it is de-
ﬁned with a “continuous” integral, in opposition to the q-Laplace transformation of §4.3,
which involves a “discrete” Jackson integral. Notice that the term “continuous” q-Borel-
Laplace summation is an abuse of language since the q-Borel transformation we use in this
summation process is the same as in the “discrete” q-Borel-Laplace summation.
Theorem 4.14 of [DVZ09] compares the “discrete” and the “continuous” q-Borel-
Laplace summation for the case of formal power series solutions of a linear σq-equation
with coeﬃcients in C({z}) with only slope 1. The next proposition is the analogue of
Proposition 4.3.4 of the present chapter.
Proposition B.3. Let g ∈ Hdq,1. Then
– Ldq,1 (δqg) = δqLdq,1 (g).
Annexe B. Appendice du Chapitre 4 : Confluence of a
“continuous” q-Borel-Laplace summation.
– zLdq,1 (δqg) = pLdq,1(ζg)− pzLdq,1(g).
Proof. To prove the ﬁrst equality, it is suﬃcient to prove that the “continuous” q-Laplace
transformation commutes with σq. To do this, we just have to perform the variable
change ζ 7→ qζ in the integral.
Let us prove the last equality. We recall that σq
(
eq
(
qζ
z
))
=
eq( qζz )
1+(q−1)ζ/z . Let p = 1/q.
Then,
zLdq,1(δqg) = z
∫ ∞eid
0
g(ζ)
zeq
(
qζ
z
) p− 1 + (q−1)ζqz
q − 1 dζ
=
∫ ∞eid
0
g(ζ)
eq
(
qζ
z
)(−p+ pζ/z)
= pLdq,1(ζg)− pzLdq,1(g).
Let k ∈ N∗. If we consider fˆ ∈ C
[[
zk
]]
, solution of a linear δq-equation with coeﬃcients
in C
[
zk
]
, with Bˆq,k
(
f˜
)
∈ Hdq,k, then we have:
δq
(
Ldq,k ◦ Bˆq,k
(
fˆ
))
= Ldq,k◦Bˆq,k
(
δqfˆ
)
and δq
(
zkLdq,k ◦ Bˆq,k
(
fˆ
))
= Ldq,k◦Bˆq,k
(
δq
(
zkfˆ
))
.
Hence, Ldq,k ◦ Bˆq,k
(
fˆ
)
is solution of the same linear δq-equation than fˆ . But in general,
if fˆ ∈ C [[z]] is solution of a linear δq-equation with coeﬃcients in C [z], we will have to
apply successively several q-Borel and “continuous” q-Laplace transformations in order to
compute an analytic solution of the same equation than fˆ . See Theorem B.4.
As in §4.4.2, let z 7→ hˆ(z, q) ∈ C[[z]] that converges coeﬃcientwise to h˜(z) ∈ C[[z]]
when q → 1. We make the following assumptions:
– There exists
z 7→ b0(z, q), . . . , bm(z, q) ∈ C[z],
with z-coeﬃcients that converge as q goes to 1, such that for all q close to 1, hˆ(z, q)
is solution of:
bm(z, q)δ
m
q
(
hˆ(z, q)
)
+ · · ·+ b0(z, q)hˆ(z, q) = 0.
Let b˜0(z), . . . , b˜m(z) ∈ C[z] be the limit as q tends to 1 of the b0(z, q), . . . , bm(z, q).
Notice that the series h˜(z) is solution of:
b˜m(z)δ
m
(
h˜(z)
)
+ · · ·+ b˜0(z)h˜(z) = 0.
– For q close to 1, the slopes of the linear q-diﬀerence equation satisﬁed by hˆ are
independent of q, and the set of slopes of the latter that are positive coincides with
the set of slopes of the linear diﬀerential equation satisﬁed by h˜.
– There exists c1 > 0, such that for all i ≤ m and q close to 1:∣∣∣bi(z, q)− b˜i(z)∣∣∣ < (q − 1)c1 (∣∣∣b˜i(z)∣∣∣+ 1) .
– The diﬀerential equation has at least one slope strictly bigger than 0.
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Let d0 := max
(
2,deg
(
b˜0
)
, . . . ,deg
(
b˜m
))
. Let k1 < · · · < kr−1 be the slopes of (4.4.3)
diﬀerent from 0, let kr be an integer strictly bigger than kr−1 and d0, and set kr+1 := +∞.
Let (κ1, . . . , κr) deﬁned as:
κ−1i := k
−1
i − k−1i+1.
As in Proposition 4.1.5, we deﬁne the (κ˜1, . . . , κ˜s) as follows: we take (κ1, . . . , κr) and
for i = 1, ..., i = r, we replace successively κi by αi terms αiκi, where αi is the smallest
integer such that αiκi is greater or equal than d0. See Example 4.1.4. Therefore, by
construction, each of the κ˜i are rational number greater than d0. Let β ∈ N∗ be minimal,
such that for all i ∈ {1, . . . , s}, β/κ˜i ∈ N∗. Let us write hˆ(z, q) =:
∞∑
n=0
hˆn(q)z
n and
for l ∈ {0, . . . , β − 1}, let hˆ(l)(z, q) :=
∞∑
n=0
hˆl+nβ(q)z
nβ.
Theorem B.4. There exists Σ
h˜
⊂ R finite modulo 2πZ, such that if d ∈ R \ Σ
h˜
then
for all l ∈ {0, . . . , β − 1}, the series g1,l := Bˆq,κ˜1 ◦ · · · ◦ Bˆq,κ˜s
(
hˆ(l)
)
converges and belongs
to H
d
κ˜1 (see Definition 4.4.3).
Moreover, for j = 2 (resp. j = 3, . . . , resp. j = r), gj,l := Ldq,κ˜j−1(gj−1,l) belongs
to H
d
κ˜j . Let S
d
q
(
hˆ(l)
)
:= Ld
q,κ˜s
(gr,l). The function
Sdq
(
hˆ
)
:=
β−1∑
l=0
zlSdq
(
hˆ(l)
)
∈ A
(
d− π
kr
, d+
π
kr
)
,
is solution of (4.4.2). Furthermore, we have
lim
q→1
Sdq
(
hˆ
)
= S˜d
(
h˜
)
,
uniformly on the compacts of S
(
d− π2kr , d+ π2kr
)
\
∪
R≥1αi, where αi are the roots
of b˜m ∈ C[z] and S˜d
(
h˜
)
is the asymptotic solution of the same linear δ-equation than h˜
that has been defined in Proposition 4.1.5.
The proof of this theorem is basically the same as the proof of Theorem 4.4.5. The
only diﬀerence is that we can not use Lemma 4.6.2, so we state and prove a similar result
for the “continuous” summation.
Let d ∈ R, let k ∈ Q>0 and let f be a function that belongs to Hdk. By deﬁnition
(see Deﬁnition 4.4.3), there exist ε > 0, constants J, L > 0, such that for all q close
to 1, ζ 7→ f(ζ, q) is analytic on S(d− ε, d+ ε), and for all ζ ∈ R>0:∣∣∣f(eidζ, q)∣∣∣ < Jeq (Lζk) .
Lemma B.5. In the notations introduced above, let us assume that lim
q→1
f := f˜ ∈ H˜dk
uniformly on the compacts of S(d− ε, d+ ε). Then, we have
lim
q→1
Ldq,k
(
f
)
(z) = Ldk
(
f˜
)
(z),
uniformly on the compacts of
{
z ∈ S (d− π2kπ , d+ π2kπ ) ∣∣∣|z| < 1/L}.
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Proof. For the same reasons as in the proof of Lemma 4.6.2, we may assume that d = 0
and k = 1.
Let us ﬁx a compact K of
{
z ∈ S (− π2π ,+ π2π ) ∣∣∣|z| < 1/L}. Using the dominated con-
vergence theorem, it is suﬃcient to prove the existence of a positive integrable function h,
such that for all q close to 1, ζ ∈ R>0 and z ∈ K,
∣∣∣∣ f(ζ,q)zeq( qζz )
∣∣∣∣ < h(ζ).
Let J > 0 be the constant that comes from Deﬁnition 4.4.3 and let z ∈ K. By deﬁnition
of the “continuous” q-Laplace transformation
∣∣∣Ldq,k(f)(z)∣∣∣ ≤ ∫ ∞
0
∣∣∣∣∣Jz eq(Lζ)eq(qζ/z)
∣∣∣∣∣ dζ.
Let us ﬁx q0 > 1. Let S ∈ R, such that for all z ∈ K, q > 1 and ζ > S, ζ 7→
∣∣∣Jz eq(Lζ)eq(qζ/z) ∣∣∣
is decreasing. The convergence lim
q→1
∫ S
0
f(ζ, q)
zeq
(
qζ
z
)dζ = ∫ S
0
f(ζ)
z exp
(
qζ
z
)dζ is clear. Moreover,
we have for all q ∈]1, q0[ and z ∈ K:
∫ ∞
S
∣∣∣∣∣Jz eq(Lζ)eq(qζ/z)
∣∣∣∣∣ dζ ≤ (q − 1)
∞∑
l=0
∣∣∣∣∣∣q
lSJ
z
eq
(
LqlS
)
eq (ql+1S/z)
∣∣∣∣∣∣ .
We have seen in the proof of Lemma 4.6.2, than we can bound this latter quantity uniformly
in q and z ∈ K. This yields the result.
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