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Abstract
In this version of the Cops and Robber game, the cops move in tandems, or pairs, such that they are
at distance at most one after every move. We present a recognition theorem for tandem-win graphs,
and a characterization of triangle-free tandem-win graphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The game of Cops and Robber is played on a reﬂexive graph, i.e. a graph with a loop
at every vertex. The cops choose vertices to occupy, then the robber chooses a vertex. The
two sides then move alternately, where a move is to slide along an edge or along a loop,
i.e. pass. Both sides have perfect information, and the cops win if any of the cops and the
robber occupy the same vertex at the same time. The game has been considered on inﬁnite
graphs but, in this paper, we only consider ﬁnite graphs.
Clearly, one cop will capture a robber if they are playing on a tree but, in general, one cop
is not enough to guarantee a win. For example, if the graph is a large cycle, then the robber
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Fig. 1. A permissible move on the graph C4. Cops c1 and c2 are permitted to move to vertices x and y respectively
as indicated.
can stay far away from the cop, however, two cops will capture the robber on any cycle.
For a graph G, we are interested in ﬁnding the minimum number of cops that are needed
to win on G. This number is called the copnumber of G, and is denoted by c(G). We know
the copnumber for graphs in some classes: Aigner and Fromme [1] show c(G)3 if G is
planar, and Clarke [7] shows that c(G)2 if G is outerplanar.
Graphs on which one cop sufﬁces to win, i.e. c(G)= 1, are called copwin graphs and are
characterized in [10,11]. The structure of copwin graphs is particularly nice; speciﬁcally,
they form a variety (see [10] which also considers inﬁnite graphs). A copwin graph can be
recognized in polynomial time via a decomposition algorithm that relies only on knowledge
of the neighbors of the vertices of G, not on any global structure of the graph. The charac-
terization and recognition algorithm is the starting point for our results and we give it in the
next few paragraphs. First, though, the motivation for this paper comes from trying to give
a similar, or any, structural characterization of graphs with copnumber 2. This has proved
elusive, although Hahn and MacGillivray [9] have an algorithm that, given a graph G and
a positive integer k, will determine if c(G)k by, essentially, intelligently considering all
possible plays.
As a small step towards a characterization of graphs with copnumber 2, a variation of
the game was introduced in [7], one in which the cop side consists of two cops. The cops
must be within distance one of each other before and after every move, but they are allowed
to move along the sides of a four cycle; see Fig. 1. A graph on which two cops playing in
tandem in this way can win is said to be tandem-win. Since the movements of the cops have
been restricted in this version, the class of tandem-win graphs will be contained in the class
of graphs with copnumber 2.
We now introduce our notation and basic deﬁnitions. Recall that, for us, all graphs will
be ﬁnite, connected and reﬂexive. For a graph G, we let V (G) denote the set of vertices of
G and E(G), the set of edges. For a, b ∈ V (G), we use a ∼ b to indicate that a and b are
adjacent (a = b), and a  b if a is adjacent or equal to b. For x ∈ V (G),N(x)={y | y ∼ x}
is the open neighborhood of x and N [x] = N(x) ∪ {x} is the closed neighborhood. If Y
is a subset of vertices of G, then G − Y is the induced subgraph with vertex set V (G)\Y.
A mapping f : V (G) → V (H) is a homomorphism if, for x, y ∈ V (G), f (x)  f (y)
whenever x ∼ y. A subgraph H of a graph G is a retract of G if there is a homomorphism
f : V (G) → V (H) such that f (x)= x, for all x ∈ V (H). Note that, since G is reﬂexive,
a homomorphism can send two adjacent vertices to the same vertex. Indeed, any vertex of
a reﬂexive graph is its retract, but not every subgraph is.
Sometimes we need to consider the situation where the cops are playing on a retract H,
while the robber is playing on the full graph G. If r is the vertex occupied by the robber





Fig. 2. A tandem-win graph with no o-dominated vertices.
and f is a ﬁxed retraction map of G onto H, then we refer to f (r) as the robber’s image. A
vertex u of a graph G is c-dominated if there exists a vertex v in G such that N [u] ⊆ N [v];
also we say that v c-dominates u. A vertex u of a graph G is o-dominated if there exists
a vertex v in G such that N(u) ⊆ N(v). We say that the vertex v o-dominates u. Note
that a c-dominated vertex is also o-dominated. (In the literature of Cops and Robber, c-
dominated vertices were ﬁrst called irreducible, because of the similarities between copwin
graphs and dismantlable, partially-ordered sets. Later, they were called either corners or
pitfalls, because the robber really should stay away from them. Here we adopt, but adapt,
the notation of [4]. To avoid confusion with the usual notions of domination, we use o- and
c- to make speciﬁc the references to the open and closed neighborhoods.)
A vertex ordering (v1, v2, . . . , vn) on a graph G is a domination elimination ordering
[4,6] if for each i ∈ {1, 2, . . . , n − 1}, there is a ji > i such that Ni(vi) ⊆ Ni[vji ] in
Gi = G − {v1, v2, . . . , vi−1}. If, in addition, for each i, vi ∼ vj , then this domination
elimination ordering is a copwin ordering [10]. A main result of [10,11] is that: a ﬁnite
graph G is copwin if and only if G has a copwin ordering.
Structurally, thismeans that a graph is copwin if and only if it can be reduced to a singleton
by a series of retractions and, in each retraction, there is exactly one vertex that is not ﬁxed
and it is c-dominated. For any k > 1, there is no known structure theorem that characterizes
graphs with copnumber k.
Theorem 4 proves that if a graph has a domination elimination ordering, then it is a
tandem-win graph. Unlike the situation with copwin graphs, this is not a characterization
since a tandem-win graph need not contain an o-dominated vertex. For example, consider
the graph shown in Fig. 2. None of the seven vertices are o-dominated, yet the graph is
tandem-win. The cops begin on the vertices with label 1. The robber begins on vertex r (or
is captured on the cops’ next move). The cops move to the vertices labeled 2, and the robber
is captured on the cops’ next move.
IfG is a triangle-free graph, thenTheorem8 shows that a domination elimination ordering
is necessary and sufﬁcient for G to be tandem-win. Surprisingly, triangle-free tandem-win
graphs are, in fact, bipartite. This is Corollary 9.
A subgraph H of a graph G is isometric if the distance between any pair of vertices in H
is the same as that in G. A graph is bridged if all isometric cycles have length 3. A chord











Fig. 3. A tandem-win graph that is not chordal bipartite.
in a graph is an edge joining two nonconsecutive vertices of a path or cycle. A graph is
chordal if it has no induced cycles of length at least 4. Finally, a graph is chordal bipartite
if it is bipartite and any induced cycle of length at least 6 has a chord. Bridged graphs
are copwin as proven in [2,5]. (The converse holds if the graph does not contain induced
cycles of length 4 or 5.) Because of the close relationship between bridged graphs, chordal
graphs, and chordal bipartite graphs, it is natural to wonder whether tandem-win graphs are
chordal bipartite. This is not the case. Consider the graphG shown in Fig. 3 with domination
elimination ordering (1, 3, 2, 8, 9, 7, 10, 4, 5, 11, 6). Now, G is not chordal bipartite since
the outer 8-cycle does not have a chord. We have not yet determined if the converse holds.
2. Tandem-win graphs
We begin with some useful results.
Lemma 1. A copwin graph G is tandem-win.
Proof. One cop follows the Copwin Strategy (see [8]); the other follows along. 
Theorem 2. Any retract H of a tandem-win graph G is also tandem-win.
Proof. LetG be a tandem-win graph and letH be a retract ofG. Further, let f be a retraction
map from G to H. Since G is tandem-win, the cops have a winning strategy on G. To win
on H, the cops simply play their winning strategy as if they were playing on G. The actual
moves they make are the images of these moves under f . Since the robber is restricted to
H, and since f (v) = v for v ∈ V (H), then his position on G is the same as his position
on H. Note that since f is a retraction map, if a, b ∈ V (G) and a  b, then f (a)  f (b)
so that the cops will be within distance one on H as well. Using this strategy, the cops
capture the image of the robber onH. Since the robber is actually playing onH and f is the
identity map on H, the robber’s image coincides with his actual position. Hence the robber
is apprehended on H and, therefore, H is a tandem-win graph. 
Suppose that v ∈ V (G) is a c-dominated vertex. A key observation, when playing Cops
and Robber [10], is that if either side has a winning strategy, then there is a winning strategy
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which does not use v (unless the cop captures the robber on v). Such a vertex can then
be deleted from the graph. As we show in the next theorem, the same can be said for
o-dominated vertices when the cops play in tandems.
Theorem 3. Let G be a graph and let c be an o-dominated vertex of G. Let G′ =G− {c}.
Then G is tandem-win if and only if G′ is tandem-win.
Proof. Let d be a vertex that o-dominates c. NowG′ is a retract of G with a retraction map
f deﬁned as follows: f (c)= d and, ∀v ∈ V (G′), f (v)= v.
If G is tandem-win, then G′ is tandem-win by Theorem 2.
Conversely, supposeG′ is tandem-win, and thus the cops have a winning strategy onG′.
Since the game is actually being played on G, the winning strategy onG′ can be thought of
as catching the image of the robber. Now suppose this image is caught on vertex u. If u = d,
then the robber’s image onG′ corresponds to his actual position onG, since f is the identity
map on G′. The robber is apprehended! Otherwise, the robber’s image is apprehended on
vertex d. Since it is known that f (c) = f (d) = d, the robber is on vertex c or vertex d in
the graph G. If he is on d, his actual position corresponds to his image and he is caught. If
he is on c, then he can be caught in at most two moves by the cops. 
This leads us to a main theorem in this section.
Theorem 4. Let G be a graph. Suppose there is an ordering (v1, v2, . . . , vn) of the vertices
of G such that for each i < n, vi is o-dominated in the subgraphGi=G−{v1, v2, . . . , vi−1}.
Then G is tandem-win.
Proof. LetG be a graph. It has been shown in Theorem 3 that if d is an o-dominated vertex
of G, then G− {d} is tandem-win if and only if G is tandem-win. 
Recall, from Fig. 2, that a tandem-win graph need not have a domination elimination
ordering.
Theorem 5. If H is a retract of G and G has a domination elimination ordering, then H
has a domination elimination ordering.
Proof. Let f : V (G)→ V (H) be a retraction ofG toH. Let (v1, v2, . . . , vn) be a domina-
tion elimination ordering ofG. If |V (H)|=1 then, trivially,H has a domination elimination
ordering.Wemay suppose, therefore, that |V (H)|2.We now induct on |V (G)|+|V (H)|.
By the deﬁnition of a domination elimination ordering, (v2, v3, . . . , vn) is a domination
elimination ordering for G1 = G − {v1}. If v1 /∈V (H), then let g be the restriction of f
to V (G1). Clearly, g is a retraction of G1 to H. It now follows, by induction, that H has a
domination elimination ordering.
Therefore, we may suppose that v1 ∈ V (H). Let wv be a vertex that dominates v1.
Let H ′ = (H − {v1}) ∪ {wv} and deﬁne g : V (G− {v1})→ V (H ′) by
g(x)=
{
f (x) if f (x) = v1
wv if f (x)= v1.
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If x ∼ y inG− {v1}, then it is clear that if neither or both of f (x) and f (y) equal v1, then
g(x)  g(y). If, say, f (x)=v1 and f (y) = v1, then f (y) ∼ v1 and, therefore, f (y) ∼ wv.
Themap g is, therefore, a retraction map ofG−{v1} toH ′. SinceG−{v1} has a domination
elimination ordering, it follows, by induction, that H ′ also has such an ordering. Let this
ordering be L′. If wv ∈ V (H), then adjoining v1 to the beginning of L′ gives a domination
elimination ordering of H.
Suppose wv /∈V (H). If f (wv) = y = v1 then, again, adjoining v1 to the beginning of
L′ gives a domination elimination ordering of H, since y will o-dominate any vertex of H
that is o-dominated by wv . We may suppose then that f (wv) = v1. In this case, we claim
that the ordering, L, obtained by replacing wv in L′ by v1 is a domination elimination
ordering of H. To prove this, we must show that for each i, there is a j > i such that xi is o-
dominated by xj inG−{xk|k < i, xk ∈ L}. If xi occurs afterwv in L, then there is nothing to
show.
Suppose xi occurs before wv , xi ∼ v1, and xi is o-dominated in G− {xk|k < i, xk ∈ L}
by some xj = wv , j > i. Since v1 is o-dominated by wv in G, then xi ∼ wv . From
this, it follows that xj ∼ wv (because xj o-dominates xi in G − {xk|k < i, xk ∈ L})
but, since xj = f (xj ) ∼ f (wv) = v1, we have that xj o-dominates xi in G − {xk|k < i,
xk ∈ L}.
If xi occurs before wv and is o-dominated by wv in G − {xk|k < i, xk ∈ L}, then xi =
f (xi) ∼ f (wv)= v1 and, therefore, v1 dominates xi in G− {xk|k < i, xk ∈ L}.
The last case occurs when xi = v1 and y o-dominates wv in L. Since N(v1) ⊆ N [wv] in
G, y will also o-dominate v1 in G− {xk|k < i, xk ∈ L}.
In all cases, we have found a domination elimination ordering of H and the result is
proved. 
For a ﬁxed domination elimination ordering, (x1, x2, . . . , xn), of G, deﬁne the induced
subgraphs Gj = G − {v1, v2, . . . , vj−1}, and let fj be a retraction of Gj to Gj+1. The
corresponding tandem-win decomposition tree is the spanning tree S on V (G), rooted
at xn, with the property that for vertices x1, x2 ∈ V (G), x1x2 ∈ E(S) if and only if
fj (x1) = x2 or fj (x2) = x1, for some j. We say that x1x2 if x1 is eventually retracted
onto x2 and x1 ≺ x2 if x1 = x2. This concept is analogous to that of a copwin span-
ning tree introduced in [8]. Note that here a vertex may be retracted onto a nonadjacent
vertex, and hence the decomposition tree may contain edges that are not in the original
graph.
Example. This example refers to Figs. 4 and 5. In Fig. 4, the circled vertices represent
o-dominated vertices at each of the stages. Also, at each stage, it does not matter in which
order the o-dominated vertices are removed. The original graph is tandem-win.
If the vertices are labeled as shown in Fig. 5, then one domination elimination ordering
is (9, 12, 10, 13, 8, 11, 2, 3, 4, 5, 6, 7, 1). The corresponding tandem-win decomposition
tree is shown.
Suppose we have a domination elimination ordering of the vertices of a graph G. We
know that two cops playing in tandem have a winning strategy on G, but this strategy has
not yet been made explicit. We now describe a strategy that can be used by the cops to win,
and prove that this strategy is effective in capturing the robber.
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Fig. 5. The original graph and its tandem-win decomposition tree.
Tandem-win strategy. Let (x1, x2, . . . , xn) be a domination elimination ordering of the
vertices of a graph G. Again, deﬁne the induced subgraphs Gi = Gi−1 − {xi−1}, where
G1 = G, and let fi : V (Gi) → V (Gi+1) be a retraction of Gi to Gi+1. Further, if the
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robber is on vertex x, deﬁne Fi(x) = fi−1 ◦ fi−2 ◦ · · · ◦ f2 ◦ f1(x) so that Fi(x) is the
robber’s image onGi . The robber is always thought to be playing on the graph G, whereas
the cops initially move on the subgraph Gn. The cops begin on vertex xn, the vertex on
which the cops’ position coincides with the robber’s image under the mapping Fn.
Suppose the robber occupies v ∈ V (G). By induction, at least one of the cops is occupying
the robber’s image, i.e. Fj (v) in the subgraphGj , and the second cop is at most one away. If
Fj (v)=Fj−1(v), then there is nothing to prove. If Fj (v) = Fj−1(v), then Fj−1(v)=xj−1.
If xj−1 is c-dominated inGj−1, then Fj (v) ∼ Fj−1(v) and the cops can capture the robber
on their next move. Otherwise, xj−1 is o-dominated inGj−1, Fj (v) o-dominates Fj−1(v),
and Fj (v) is not adjacent to Fj−1(v). Now, the cops can capture the robber in two moves.
We have just proved the following Theorem.
Theorem 6. The tandem-win strategy is effective in capturing the robber.
The preceding proof also shows that if the cops are playing on the subgraphGi , the robber
can never move to a vertex in this subgraph without being immediately apprehended, or
apprehended on the next move, by the cops. Equivalently, the robber cannot avoid capture
by moving onto vertices used previously by the cops.
Corollary 7. Suppose the cops are playing the tandem-win strategy on the subgraph Gi ,
and are occupying the robber’s image under the mapping Fi . The robber can never move
to a vertex of Gi without one of the cops being on, or immediately landing on, the same
vertex.
As shown in Section 1 (see Fig. 2), not all tandem-win graphs have a domination elimi-
nation ordering. We now investigate a class of graphs that does.
3. Triangle-free tandem-win graphs
A graph G is said to be triangle-free if it does not have K3 as a subgraph. We have one
characterization of triangle-free tandem-win graphs.
Theorem 8. Let G be a triangle-free graph. Then G is tandem-win if and only if there is
an ordering (v1, v2, . . . , vn) of the vertices of G such that for each i < n, vi is o-dominated
in Gi =G− {v1, v2, . . . , vi−1}.
Proof. If there is a domination elimination ordering ofG, thenG is tandem-win byTheorem
4.Soweneedonly prove the converse.Consider theﬁnalmove in a gameplayedon a tandem-
win graph G, as shown in Fig. 6. Since the robber is captured during the cops’ next move
if he passes, the robber’s position, r, must be adjacent to exactly one of cop 1’s position,
c1, and cop 2’s position, c2. (If r was adjacent to both c1 and c2, then c1, c2, and r form a
triangle in G.) We assume r is adjacent to c1. Since the robber is captured during the cops’
next move if he moves, N(r) ⊆ N(c2). (This includes the case when N(c2)= {c1} so that
r is on a leaf and c2 o-dominates r.) Hence r is an o-dominated vertex with o-dominating
vertex c2. (Because G is triangle-free, if x ∈ N(r)\{c1}, then x /∼ c1.)




Fig. 6. The ﬁnal move in a game played on a triangle-free tandem-win graph.
Theorem 3 guarantees that G − {r} is tandem-win. Since G − {r} is triangle-free, the
result follows.
Notice that all of the vertices vi of G are strictly o-dominated in the subgraph
Gi = G − {v1, v2, . . . , vi−1}, with the exception of vn−1, which is adjacent to vn and
c-dominated in Gn−1. 
If there is an odd cycle in a triangle-free graphG, then the graph formed by removing (i.e.
retracting) an o-dominated vertex from G will still have an odd cycle. Since a triangle-free
graph can be reduced by these two operations to a singleton, then the following result is
easy to see.
Corollary 9. A triangle-free tandem-win graph is bipartite.
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