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1994.-The experimental reliability of measuring COB production rates (rCOZ) with the doubly labeled water (DLW) technique was assessed in five young healthy men (23 t 4 yr; 66.1 t 4.6 kg). To minimize the confounding effects of fluctuations in physical activity and eating patterns on variation in energy expenditure, the subjects lived under sedentary living conditions by confinement to their own room at a Clinical Research Center and were maintained on a fixed and known level of energy intake. rC02 was determined in duplicate over two identical g-day study periods after separate loading doses of deuterium and oxygen-l& Turnover rates were determined from multipoint sampling to reduce error from analytical uncertainty. Dilution spaces were determined by both the intercept and plateau methods. The average experimental variation for rCOz estimates was approximately t&5% and was not significantly different among three published calculation models that differ in their assumptions regarding the relationship between the dilution spaces of deuterium and oxygen-l& The experimental reliability of t 8.5% exceeds theoretical values generated from calculations based on propagation of error from analytical uncertainty. Between subjects, the experimental variation ranged from 1 to 21%, and the half-width of the 95% confidence interval for the precision of rCOZ estimates was high (t 12 mol/day) relative to the mean reported value of -16 mol/day. We conclude that 1) after minimizing the potential for variation in energy expenditure due to physical activity and dietary factors the experimental variability of the DLW technique in adult humans is t8.5% and highly variable between subjects; 2) theoretical values suggest that the DLW technique has a better reliability than is measured empirically; and, 3) theoretical calculations underestimate the experimentgal variability of the DLW technique. variation; energy expenditure; precision; carbon dioxide production
THE DOUBLY LABELED
WATER technique is a relatively new method for noni.nvasive assessment of energy expenditure in free-living individuals.
The accuracy of the method has been examined in a number of crossvalidation studies in several laboratories (6, 13, 14) . These studies generally show that energy expenditure by doubly labeled water compares well with that obtained from indirect calorimetry in subjects living in metabolic chambers. Doubly labeled water is now being used in many experimental situations to examine differences in total energy expenditure between groups (e.g., lean vs. obese) or in response to intervention treatments (e.g., exercise, diet). It is therefore important to consider the precision of the doubly labeled water technique to avoid making type II errors in the interpretation of such experiments.
Most of the existing information on the precision of the doubly labeled water technique is based on theoretical estimates that are based on propagation of error analysis (4, 15). These calculations generally suggest that the doubly labeled water technique is theoretically accurate to within S%, although this figure can be reduced by increasing the isotope loading dose (14) or by multipoint sampling (4). The previously reported theoretical studies, however, are based on the underlying assumption that the sole source of error in the doubly labeled water technique arises primarily from analytical uncertainty. Therefore, theoretical estimates generated in this fashion are actually estimates of the internal precision of the technique for calculating CO2 production rate (rC02) estimates from the collected raw data. In other words, theoretical calculations do not take into account other potential sources of error that might arise under typical experimental conditions. Because the objective of using doubly labeled water is to measure total energy expenditure under free-living conditions, it is crucial to define the true experimental reliability of the technique under typical experimental conditions.
More realistic and practically useful estimates for the precision of the doubly labeled water technique can be obtained experimentally by performing repeat measures of rC02 in the same individual under identical test conditions. We previously reported the first systematic examination of the experimental precision of the doubly labeled water technique by performing triplicate measures of rC02 over 3 mo in a group of young healthy men (8). In that study, d ie t ary intake was held constant, and subjects were free living with only verbal instructions to maintain the same physical activity pattern (8). Under those conditions, we observed an intra-individual variation of approximately -+lZS in measurements of rC02, significantly higher than the projected theoretical value of + 5% based on the reported analytical uncertainty (8).
However, our previously derived figure for the experimental precision of the doubly labeled water technique was confounded by physiological variation, particularly The purpose of the present study was to obtain more rigorous estimates for the experimental precision of the doubly labeled water technique under highly controlled and sedentary living conditions to minimize inherent biological variation in energy expenditure due to fluctuations in physical activity and other confounding factors. We therefore report new data on repeat measures of CO2 from the doubly labeled water technique in a group of healthy adult males living on a Clinical Research Center on fixed dietary intake and confined to their own room. Our new finding is that, under these extreme controlled conditions, the reliability of estimates of CO2 production is +8.5% using several calculation models available in the literature.
This new value and the previously reported figure of t 12% under the more frequently used free-living conditions, are important factors to consider for the design and interpretation of future studies using doubly labeled water.
METHODS

Subject Information
Five healthy men age 23 2 4 yr (range 20-29 yr) were recruited by newspaper advertisement from the Burlington, VT area. The subjects underwent a thorough medical and physical examination, and all met the following criteria before being accepted into the study: 1) no clinical signs of heart disease, as assessed by resting electrocardiogram recording; 2) resting blood pressure < 140/90; 3) not currently taking any prescription or over-the-counter medication; 4) no family history of diabetes or obesity; and 5) absence of any abnormal liver enzyme or lipid value from a routine blood chemistry screening. The nature, purpose, and possible risks of the study were carefully explained to each subject before obtaining consent to participate.
The experimental protocol was approved by the Committee on Human Research for the Medical Sciences of the University of Vermont.
Dietary Intake During the Study
Subjects were each prescribed a diet that was designed to maintain body weight, which was estimated to be -40 kcal/kg fat-free mass, as assessed by underwater weight on the first morning of the study. The level of metabolizable intake was different between individuals but was held constant for each individual for the duration of the experiment. The macronutrient content of the diet was also held constant, and the contribution to daily caloric intake from protein, carbohydrate, and fat was 15, 55, and 30%, respectively. The meals were fed in the form of three meals and an evening snack. The subjects were instructed to leave any unconsumed food on their meal trays, and in this event the caloric content of the leftover food was estimated and added back in the next meal. The subjects consumed all of their meals in their rooms at the Clinical Research Center.
ProtocoZ
Subjects were admitted to the Clinical Research Center the evening before the study and received a standard regular hospital meal. The subjects were then fasted until testing was complete at lunchtime the following day. On the first morning, body composition was assessed by underwater weighing. After this procedure, baseline samples of urine and plasma were obtained immediately before oral dosing with doubly labeled water. After a 4-h equilibration time a second plasma sample was drawn for assessment of plateau isotope enrichment.
The subjects were awakened in the morning at -6:00 A.M., and, after emptying their bladder, they were weighed in a preweighed hospital gown. A sample of the second voided urine was collected each morning (between 8:00 A.M. and 12:00 P.M.) for assessment of stable isotope enrichment.
On the 7th and 8th morning, resting metabolic rate was measured immediately upon awakening while the subjects were in a minimally aroused state. On the morning of the 9th day, the final urine sample was collected to complete the g-day study period for measurement of total energy expenditure with doubly labeled water. Thereafter, body composition was reassessed by underwater weight and isotope dilution after a second smaller dose of doubly labeled water with sampling of plasma before and 4 h after the oral dose. On the following morning, the subjects were allowed to leave the Center, and, after a 3-day break, they returned to undergo an identical protocol to that described.
Subjects were confined to private rooms during the entire period of the study, and physical activity was limited to movement to and from their private en suite bathrooms and essential activities such as grooming, showering, and dressing. If the subjects had to be moved (e.g., between rooms or to be weighed), they were transported by wheelchair. Thus physical activity was kept to an absolute minimum throughout the study.
Measurement of Total Energy Expenditure
Total energy expenditure was measured during the two identical inpatient test periods in which energy intake was maintained constant and in which sedentary living conditions were imposed. Baseline urine and plasma samples (10 ml) were obtained after an overnight fast. Afterward, a mixed dose of doubly labeled water was orally administered at approximate doses of either 1.5 g/kg body wt (subjects l-3) or l..O g/kg body wt (subjects 4 and 5) of a solution consisting of 10% enriched H218O (Cambridge Isotope Laboratories, Cambridge, MA) and 99.8% enriched "Hz0 (Icon Services, Summit, NJ), mixed in a ratio of 2O:l. The exact weight of the administered solution was weighed to the nearest milligram.
A weighed 1:400 dilution of the dose was prepared for each subject at the time of dosing, and samples of the water used for the dilution and the diluted dose were saved and analyzed with each set of samples.
All samples were stored in sealed vacutainers at -70°C until analyzed by isotope ratio mass spectrometry at the Biomedical Mass Spectrometry Facility on the Clinical Research Center at the University of Vermont. Samples were analyzed in duplicate for H21s0 and 2H20 using the CO2 equilibration technique (3) and the off-l' me zinc reduction method (1 l), respectively, as previously described (9). Turnover rates and time-0 enrichments of H2180 and 2H20 were obtained from a multipoint approach using isotope enrichments measured during the 1st and last 3 days of each study period. Turnover rates and time-0 dilution spaces were obtained from the slope and y-intercept of the semilogarithmic plot of isotope enrichment in urine vs. time after dosing. Plateau enrichment of H2180, 4 h after dosing was also determined from analysis of plasma samples before and 4 h after oral dosing. Thus dilution spaces were derived using both the intercept (6) and plateau (13) approach. Isotope dilution spaces were calculated relative to the known standard dilutions using the equation of Coward (5).
rCO2 values were calculated using three models. where TBW is total body water assessed from plateau enrichment of H2180 divided by 1.01.
Oxygen consumption was derived by dividing rC02 by the food quotient derived from the composition of the diet, using the equations of Black et al. (2) , and total energy expenditure calculated using Eq. 12 of deWeir (7).
Measurement of Resting Metabolic Rate
Resting metabolic rate was measured two times during each of the two study periods on consecutive days in the early morning after an overnight fast. Respiratory gas was collected for 30 min after a 15-min equilibration period using a ventilated hood system as previously described (12). Flow rate was measured by a pneumotachograph (Vertek, Burlington, VT), and oxygen and CO2 content of expired air were analyzed using a zirconium cell oxygen analyzer (Ametek, Pittsburgh, PA) and an infrared CO2 analyzer (Ametek, Pittsburgh, PA), respectively.
Energy expenditure was calculated using the deWeir (7) equation. Resting metabolic rate for each of the two periods was averaged from the two measurements within each period.
Measurement of Body Composition
Body fat content was estimated from the three-compartment model of Siri (15) that combines body density with total body water. Whole body density was estimated by averaging six measures of underwater weight, with simultaneous measurement of residual lung volume by helium dilution, as previously described (9). Total body water was estimated from oxygen-18 dilution in plasma 4 h after oral dosing according to the procedures described above. The values of body density (g/ml) and body water (as a percentage of body mass) are used to calculate body fat in the following equation (15) %Body fat = 2.118idensity -(0.78 x %body water) -1.354
Fat-free mass was calculated as body mass minus fat mass.
Statistics
Results are expressed as means t SD. and lack of any trend. When no trend was apparent the intraclass correlation was computed to estimate the fraction of the total variance attributable to the between-subject variation (10). The intraclass correlation coefficient was calculated from the analysis of variance tables as mean square between minus mean square within divided by the the sum of mean square between plus mean square within. This value ranges from 0 to 1, where a value of 1 .O indicates no variability within persons.
RESULTS
The physical characteristics for the group of five subjects are shown in Table 1 . There was no significant change in either body mass, fat-free mass, or fat mass over the duration of the experiment. Table 2 lists the data for duplicate measures of turnover rates and dilution spaces of oxygen-18 and deuterium in the five subjects. There was no significant change in either of the two turnover rates or the two dilution spaces over the course of the experiment. rCOz for the two identical test periods, calculated by the three models examined, are shown in Table 3 . There was no significant difference in CO2 production between the first and second study for any of the methods of calculation. The intraclass correlation coefficients for repeated measures of COz production were 0.57,0.65, and 0.57, using calculation methods 1, 2, and 3, respectively. There was no significant difference between the three methods of calculation for the variation (expressed as the coefficient of variation) in rCOz between the two phases. The average coefficients of variation for rC02 between the two duplicate test periods were 8.9 -. + 8 3% (range l.l-21.0%), 8.3 t 4.7% (range 4.3~13.5%), and 8.4 t 6.2% (range 0.2-16.1%) for calculation methods 1, 2, and 3, respectively. The half-width of the 95% confidence interval for the precision of rCOB estimates was high (+12 mol/day) relative to the mean reported value of -16 mol/day (see Table 3 ).
Finally, the values of total energy expenditure and resting metabolic rate for the two identical test periods are shown in Table 4 . There was no significant difference across time for either total energy expenditure or resting metabolic rate. The intraclass correlation coeffi- cients for total energy expenditure and resting metabolic rate were 0.65 and 0.94, respectively.
The average variation between test periods for total energy expenditure (by doubly labeled water using method 2 of calculation) was 8.3 t 4.7% and for resting metabolic rate, as assessed by indirect calorimetry, was 3.7 t 3.9% (range o.o-9.7%).
DISCUSSION
The purpose of this study was to evaluate the experimental reliability of the doubly labeled water technique under highly controlled sedentary living conditions in which potential interference from biological variation was minimized.
The new finding is that, under these conditions, the experimental reliability of the doubly labeled water technique in adults is approximately +8.5%.
We previously reported that the experimental variation for triplicate measures of total energy expenditure over discrete 14-day study periods using doubly labeled water was t 12%, of which +6% was due to variation introduced by analytical uncertainty (8). From this data, we concluded that the difference between observed experimental error and projected theoretical error was due to biological variation in total energy expenditure, which was equivalent to t lo%, of which +4% was due to variation in resting metabolic rate. Thus, since energy intake was maintained constant, the major source of biological variation in total energy expenditure in the previous study was presumably due to fluctuations in physical activity related energy expenditure ( t 9%). The previously reported data (8) disagreed with a number of theoretical calculations that demonstrated a theoretical precision of approximately t_5% for the doubly labeled water technique (4, 15). We therefore repeated our previous experiment with more stringent control aimed at minimizing the confounding effect of inherent physiological variation in energy expenditure arising from fluctuations in energy intake and, more importantly, physical activity. We therefore brought volunteers to live on the Clinical Research Center and maintained dietary intake constant throughout this period to minimize biological variation due to changes in energy balance, resting metabolic rate, and mealinduced thermogenesis.
More importantly, the potential for alterations in activity-related energy expenditure was greatly reduced by having subjects live in their own room on a Clinical Research Center for the entire duration of the study without allowing any physical activity other than essential activities (e.g., bathroom privileges, washing, and dressing). The sedentary activity pattern of the subjects was confirmed by the fact that, in both phases, total energy expenditure was only 15% higher than resting metabolic rate, which is the generally accepted figure for minimal maintenance activity (17).
Under these controlled and sedentary living conditions, the experimental reliability of rC02 estimates was approximately t 8.5%. This value was similar among three models for calculating rC02, which differ in their assumptions regarding the relationship between the dilution spaces of deuterium and oxygen-l&
The extensive work of Cole and Coward (4) suggests that the expected precision of rC02 would be -3-5% based on theoretical propagation-of-error analysis. We have performed the calculations of Cole and Coward (4) given our experimental conditions (e.g., dose, length of study), and the estimate for the internal precision of rC02 estimates is approximately t 6%. Theoretical estimates of precision, based on propagation of error, have been used by several investigators to assess the error in the doubly labeled water technique (14). However, it is important to point out that propagation of error has two major limitations.
First, although propagation of error analysis provides an estimate of biological variation within a given metabolic study period, it does not take into account the possibility of inherent biological variation within individuals over time. This source of variation must be taken into account in designing intervention-type studies since naturally occurring variation in energy expenditure may interfere with the ability to detect statistically significant changes in energy expenditure that are experimentally induced. Second, theoretical estimates of precision generally assume that analytical uncertainty is the sole source of error in the doubly labeled water technique, while in practice, other sources exist. These include, the potential for change in baseline isotope enrichments and potential error from dosing and sample handling. These studies both provide precision estimates that disagree with theoretical estimates generated by propagation-of-error analysis. It is unreasonable to expect that the reliability of the doubly labeled water technique should be close to theoretical estimates of precision, since inherent biological variation in energy expenditure, even under sedentary living conditions, is a well described phenomenon dating back to 1930 (1). The estimate of +8.5% for the reliability of total energy expenditure in the present experiment can be factored out as follows. First, the estimate for theoretical precision given the reported experimental conditions is _+6% according to the equations of Cole and Coward (4, 15); therefore, inherent biological variation in energy expenditure under the described sedentary and controlled living conditions must be ?6% (square root of 8.52 -62). Second, of this *69/o, our data show that approximately *4% is due to natural variation in resting metabolic rate (assumes no theoretical error in measurement of resting metabolic rate by indirect calorimetry).
Thus, in summary, variation in activity-related energy expenditure is +4 4% (square root of 62 --. 42), even under the reported sedentary and controlled living conditions.
The main caveat with this study is that we only performed two repeat measures of total energy expenditure per subject, which may explain the variability of the precision estimates between subjects and the low intraclass correlation coefficients for rC02. However, the variability of the precision estimates in the present study (mean 8.3 -. , + 4 70 range 4.3~13.5%; see Table 4 ) compares with our previous study (8) in which three repeat measurements were performed under more typical free-living conditions (mean 11.9 t 3.9; range 6. l-19.6%). Collectively, our present and previously reported (8) measured values for the expected experimental reliability of rC02 bear important consequences for the design of future studies using doubly labeled water. Our data suggest that, when designing inpatient-type studies, which minimizes but does not remove the confounding interference from inherent variation, a value of +8.5% should be used in power calculations in place of the accepted theoretical value of +5%. Moreover, the figure of *12% should be used in power calculations when designing experiments under the more frequently used free-living conditions, since this higher value takes into account the possibility that inherent intraindividual variation may interfere with the ability to detect experimental changes in an intervention study. In summary, the experimental reliability of the doubly labeled water technique in adults is approximately +8 5% when activity and diet are tightly controlled. This value and the previously derived figure of +12% under the mere frequently used free-living conditions bear important consequences for designing studies using the doubly labeled water technique. Moreover, theoretical stutiies suggest that the doubly labeled water technique has a better reliability than is measured empirically.
Thus theoretical calculations have previously underestimated the experimental variability of the doubly labeled water technique.
