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1. INTRODUCTION 
Identification problems have received a great deal of interest during recent 
years, [6, 8, 12, 131. One of the motivations has been the desire to apply 
modern control theory to practical problems in industry and the biosciences. 
Almost all results in modern control theory require, however, a description 
of the system in terms of differential or difference equations and a description 
of the disturbances as stochastic processes, characterized by stochastic dif- 
ferential or difference equations or by second order properties such as covari- 
ante functions and spectral densities. In many practical problems in industry 
and the biosciences, descriptions of systems and disturbances are simply not 
available. The purpose of identification is to obtain the required descriptions. 
In principle it should be possible to obtain the required information from 
first principles using basic physical laws. In many applications the funda- 
mental results required are, however, not available. Typical examples of this 
are rate coefficients in pharmacokinetics and heat transfer coefficients in 
industrial processes. When the models required cannot be obtained from first 
principles it is necessary to derive the models from data obtained from experi- 
ments made on the process. 
The identification problem is frequently formulated as follows: 
Given a class of models, a criterion and measurements of input and output 
signals, find the particular model which fits the experimental data best in the 
sense of the given criterion. A wealth of methods for solving the identification 
problem have appeared, [8, 11, 12, 131. Th e methods differ in the choice of 
models and criteria as well as mathematical techniques. Both models and 
criteria are frequently chosen quite arbitrarily, [l 1, 121. Even if the main 
motivation for doing the identification is to solve a control problem this fact 
is frequently overlooked in the literature. A consequence of this has been 
that fundamental problems have been neglected e.g.: 
- Is it possible to obtain rational choices of model structures and criteria 
if we know that the results of the identification will be used to design 
control strategies ? 
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- Is it necessary to take into account that the solution of the identification 
problem is not exact when solving the control problem ? 
- What do we mean by the “accuracy” of an identification problem ? What 
accuracy is needed in a particular case? 
The relation between identification and control has been observed in a few 
papers, [14, 17, 181. Farison et al. [14] f ormulates a problem in such a way 
that the identification and control problems separate. Another class of 
problems for which this occurs is also discussed by Schwartz and 
Steiglitz [17]. 
In this paper we will get some insight into the questions raised above by 
analyzing a simple case, namely a linear system with one input and one 
output and a quadratic criterion. Our main purpose has been to look into the 
problem of optimal control of a system with constant but unknown param- 
eters. It has turned out, however, that the mathematical machinery devel- 
oped will permit us to deal with the case when the parameters are stochastic 
processes. We will thus be able to get some insight into the adaptive problem, 
i.e. a situation where identification and control are performed simultaneously. 
The mathematical model is presented in Section 2. The solution to the 
control problem in the case of known parameters is discussed in Section 3, 
and the identification of the parameters is covered in Section 4. These two 
problems are almost trivial for the chosen example. The interrelations between 
control and identification are discussed in Section 5. In that section we con- 
sider the problem of controlling a system with constant but unknown param- 
eters. It is assumed that the identification problem is first solved and that 
the results of the identification are then used to solve the control problem. 
The result gives some important aspects on the interrelations between identi- 
fication and control. 
Other aspects on the relationships between identification and control are 
given in Section 6 where we consider the combined problem of identification 
and control. The problem discussed differs from the problem of Section 5 in 
the respect that the data obtained during the operation of the system are 
used to update the solution to the identification problem. The formulation of 
the problem is discussed in Section 6. It turns out that the problem can be 
formulated as a nonlinear stochastic control problem. Such a problem will 
in general be extremely difficult to solve because of the curse of dimensional- 
ity. The state of the system will in general be the conditional probability distri- 
butions of the parameters, given the observations. For the particular problems 
it turns out, however that the conditional probability distributions are normal. 
This leads to a significant reduction of dimensionality. 
A sufficient statistic for the conditional distributions is derived in Section 7. 
It turns out that it is not necessary to assume that the parameters are constant 
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but that we can also generalize to the situation when the parameters of the 
system are stochastic processes without increasing the complexity of the 
problem. This means that we can consider truly adaptive systems. The sto- 
chastic optimization problem is solved in Section 8 where the fundamental 
functional equations are derived using Dynamic Programming. It is shown 
in particular that the choice of criterion is very important. The strategy which 
minimizes Ey2(t) in the steady state will be very different from the strategy 
which minimizes 
. ,?.I 
E $ 2 ,z,“(t). 
f=l 
In Section 9 we present results of numerical solutions for a simple system. 
This example clearly exhibits the differences between the different control 
strategies. In particular it is shown that it is possible to obtain strategies where 
the control and identification problems separate simply by choosing suitable 
loss functions. It is also shown that the control strategies obtained for the 
problems where identification and control separate can be significantly 
inferior to the case when a dual control is used. 
2. A SIMPLE CONTROL PROBLEM 
In this section we will formulate a simple control problem for a linear 
system. The problem is chosen in such a way that the solution of the control 
problem is almost trivial if the parameters are known. The pure identification 
problem is also easy to solve for the particular model. 
A Mathematical Model of the System 
Consider a linear discrete time dynamical system with one input and one 
output characterized by the input-output relation 
y(t) + al(t) y(t - 1) + ... + a,Wr(t - n) 
= b,(t) u(t - 1) + .*. + b,(t) u(t - n). 
(2.1) 
The Eq. (2.1) thus represents the dynamics of a linear system of n-th order. 
As we want to formulate a control problem we would also like to introduce 
some disturbances. A simple way of doing this is to replace (2.1) by 
y(t) + al(t) y(t - 1) + a*. + an(t)r(t - e) 
=: b,(t) u(t - 1) + *** + b,(t) u(t - 4 + e(t), 
(2.2) 
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where {e(t), t = . . . - 1,0, I,... } is a sequence of independent equally 
distributed normal (0, ) u random variables. It is also assumed that e(t) is 
independent of r(t - I), r(t - 2) ,..., u(t - l), u(t - 2) ,... . 
The coefficients ai and bi will be assumed constant throughout Sections 3, 
4 and 5. In such a case the model (2.2) represents an autoregressive process if 
u(t) = 0 and a general linear dynamics if e = 0. It can be shown that any 
linear system with a disturbance which is a stationary stochastic process can 
be approximated arbitrarily close by a model of type (2.2) if the order n is 
taken sufficiently large. Hence even if the model (2.2) is simple it can fre- 
quently be used as an approximation to a large class of realistic problems. 
The Criterion 
We will assume that the purpose of the control is to keep the output of the 
system as close as possible to a prescribed value which we arbitrarily take to 
be equal to 1. The deviation is specified by the criterion 
Ee, = E[y(t) - 112 (2.3) 
or 
Ee, = E; f [y(t) - II2 
t=1 
(2.4) 
where E denotes mathematical expectation. 
The criterion (2.3) is referred to as the one stage control and (2.4) as the 
N-stage control. If the process {y(t)} is ergodic the criteria (2.3) and (2.4) 
appear to be identical as N + co. As will be seen later the control processes 
obtained by minimizing (2.3) and (2.4) can be widely different. 
Admissible Control Strategies 
To specify the control problem completely it is also necessary to define the 
admissible control strategies. A control strategy is admissible if the value of 
the control signal at time t, u(t), is a function of all the outputs observed up to 
time t i.e. y(t), y(t - l), y(t - 2) ,... all previously applied control signals 
u(t - l), u(t - 2),... and the a priori data, e.g. the values of the coefficients 
or the estimates of the coefficients and their accuracies. 
3. SOLUTION OF THE CONTROL PROBLEM 
IN THE CASE OF CONSTANT KNOWN PARAMETERS 
We now assume that the parameters of the model (2.2) are constant and 
known. The a priori data is thus the parameters n, a, ,..., a,, b, , b, ,..., b, 
and u. The control problem is then easy to solve. We will first determine a 
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control strategy such that the criterion (2.3) is minimal and we will then show 
that this strategy also minimizes the criterion (2.4). We have 
IQ(t) - 112 = E[- a,y(t - 1) - ... - a,y(t - n) + b,u(t - 1) + ..* 
+ b,u(t - n) - 112 + 2@(t) [- a,y(t - 1) - ..* 
- a,y(t - ?z) + b,u(t - 1) + **. + b,u(t - n) - I]} 
(3-f) 
+ Ee2(t). 
Since e(r) has zero mean and is independent of y(t - l), y(t - 2), . . . . 
u(t - l), u(t - 2) the second term of the right member vanishes and we get: 
E[y(t) - 112 = E[- a,y(t - 1) - .** - a,y(r - n) + b,u(t - 1) 
+ *-- + b,u(t - ?z) - 112 + o* > u*, 
(3.2) 
where equality is obtained for the control strategy 
u(t) = ; [I + a,y(t) + a,y(t - 1) + *.* + %zYQ - n + 1) 
1 
- b,u(t - 1) - .*a - b,u(t - 72. + l)]. (3.3) 
This is an admissible strategy because u(t) is a function of y(t), y(t - l),..., 
u(t - l),... and the a priori data. 
The problem is thus solved for the criterion (2.3) and the criterion (2.4) 
will now be considered. We would thus like to find a control strategy which 
minimizes 
g1 [r(t) - II** (3.4) 
Consider the situation at time N - 1. The outputs y(N - l), y(N - 2),... 
have been observed and the problem is to determine the control signal 
u(N - 1). Since u(N - 1) only influences the last term of the loss function, 
i.e. 
[Y(N) - 11” 
it is apparent that the strategy (3.3) is optimal for t = N - 1. We also find 
min[y(N) - 112 = a”. (35) 
Now consider the situation at time N - 2. The output signals y(N - 2), 
y(N - 3),... have been observed and the problem is to determine u(N - 2). 
IDENTIFICATION AND CONTROL 95 
As u(iV - 2) only influences the last two terms of the loss function it should 
be chosen so as to minimize 
JT[YW) - 112 + [YW - 1) - m* 
If an optimal strategy is used at the last stage we find 
E{[y(N) - 11” + [y(N - 1) - 112) = ua + E[y(N - 1) - 11”. (3.6) 
As ~7 is a constant, we now find that the strategy (3.3) is optimal for all t. We 
also find 
min $ [y(t) - 112 = Nu2. (3.7) 
kl 
Summing up we get: 
THEOREM 1. Assume that the parameters of the model (2.2) are constant and 
known. Then the admissible control strategy (3.3) is optimal with respect o both 
the criterion (2.3) and the criterion (2.4). The minimal value of the expected 
loss is u2 in both cases. 
Remark 1. Notice that Theorem 1 still holds if the parameters of the 
system are time-varying but known. 
Remark 2. It is well known that optimal strategies might sometimes be 
very sensitive to parameter variations. It has been shown in [7] that the con- 
trol strategy (3.3) is not sensitive to parameter variations if the polynomial 
b,z’+l + b2zn-2 + ... + b, = 0 (3.8) 
has all its zeros inside the unit circle. 
4. IDENTIFICATION OF THE PARAMETERS OF THE MODEL 
If the parameters of the model (2.2) are not known they can be determined 
from experimental data by several methods. The least squares method is one 
of the simplest techniques available. In this section we will briefly review the 
application of the least squares method to the determination of the parameters 
of the model (2.2). For additional details see [6]. Using the least squares 
method the parameters a( and b( of the model (2.2) are simply determined 
in such a way that the criterion 
J% ,..., a,, b 1 ,..., b,J = Nf [r(t) + w(t - 1) + *** 
t=n 
+ a,y(t - n) - b,u(t - 1) - **. - b&t - n)]‘J 
(4.1) 
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is as small as possible. In (4.1) II d enotes the actual values of the control signal 
used during the experiment and y denotes the observed outputs. 
As the criterion (4.1) is quadratic in ai and bi it is easy to minimize I’ 
analytically. Let a and b denote vectors whose components are ai and bi . 
Introduce the column vector x defined by 
x = col[u, , ua ,..., a, , b, , b, )...) bn] (4.2) 
and the row vector O(t) whose components are defined by 
e(t) = [-y(t - l), - y(t - 2) )...) -y(t - n), zl(t - l), zl(t - 2) ,...) u(t - ?z)]. 
(4.3) 
The loss function V can then be written as: 
n+N 
w = c [r(t) - W) 4” = t=,1 
(4.4) 
Assuming that the matrix ,Z[Or(~‘(t> O(t)] is positive definite we find that the 
minimum of V with respect to x is obtained for 
(4.5) 
The minimal value is: 
n+N 
min v = 1 r”(t) - 
t=n 
(4.6) 
n+N 
= ~[YP) - w $12. 
Several questions now arise. Is the estimate unbiased ? What is the variance 
of the estimate ? What conditions are required if the matrix BY’(t) e(t) should 
be nonsingular. Answers of these questions are given by: 
THEOREM 2. Let all the roots of the equation 
zn + a,~~~-~ + --. + a, = 0 (4.7) 
IDENTIFICATION AND CONTROL 97 
have magnitudes less than one. Assume that the limits 
lim $2 u(t) and 
N+m t=1 
-i_ma ; 5 u(t) u(t + T) = R,(T) 
t=1 
exist and that the matrix A whose elements are dejned by 
aij = R,(i - j), i,j = 1, 2 ,..., n (4.8) 
is positive dejkite. Then the least squares estimates B converges to the trueparam- 
eter value x as the number of observations N tend to injinity. For large N the 
estimate CG is asymptotically normal with mean value x and covariance matrix 
P = R-l/N where R is a positive dejinite matrix defined by 
R = lim k NF F(t) O(t). 
t=n 
(4.9) 
This theorem is an extension of Mann and Wald’s theorem on the con- 
sistency of the least squares estimate for an autoregressive process. An outline 
of the proof is given in [6]. We also have the following result. 
THEOREM 3. Let the matrix 
NH% 
z, eT(t> w 
be definite. Then th e conditional distribution of the parameters ai and bi of the 
model (2.2) given 
uY,+, = [y(N + n), y(N + n - l),..., Y(O), W + n - 11, 
x u(N + n - 2),..., u(O)] 
is normal with the mean value 
1 
-1 N+n ,c, eT(t) r t , 
and the covariance matrix P de$ned by 
p = rgeyt) e(t)]-loz. 
(4.5) 
(4.10) 
40913411-7 
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A proof of this theorem is found in [6]. A slightly more general version of 
this theorem is also proven in Section 7 of this paper. Summing up we thus 
find that in the particular case the identification problem can be solved easily 
using the method of least squares and that the least squares estimate has 
several desirable properties such as asymptotic unbiasedness and asymptotic 
efficiency. In the next section we will investigate the relevance of these 
properties in relation to the solution of the control problem. 
5. SEPARATE IDENTIFICATION AND CONTROL 
In Section 3 the control problem was solved in the case of known param- 
eters, and in Section 4 it was shown how the parameters of the model can 
be identified using the method of least squares. We will now discuss the 
interaction between identification and control in connection with the problem 
of controlling a system with constant but unknown coefficients. To be specific 
we will consider a system governed by Eq. (2.2) where it is assumed that the 
parameters ai and 6, are constant but that their numerical values are not 
known. It is also assumed that the object of control is to minimize the crite- 
rion (2.3) or (2.4). Throughout the section it is assumed that we first make an 
experiment on the system, that the outcome of this experiment is used to 
identify the parameters and to design a control law. This control law is then 
used to control the system throughout its operating period. The data obtained 
during the phase when the system is controlled is thus not used to improve 
the parameter estimates. There are many questions which arises naturally, 
e.g., 
- Does there exist a separation theorem in the sense that the optimal control 
law can be obtained simply by using the strategy obtained in the case of 
known parameters and substituting the true parameters by their estimates ? 
(This assumption is frequently used in practical applications.) 
- If a separation theorem exists, what estimates should be used? 
- How much will the expected loss increase due to the fact that the 
parameters are not known accurately ? 
- Will the criteria (2.3) and (2.4) lead to the same result as was the case when 
the coefficients are known ? 
We will approach the problem by deriving the optimal control strategy 
and then analyzing its properties. Let us first consider the criterion (2.3). We 
will thus determine a control strategy which minimizes E[y(t) - 112. To 
derive such a strategy we consider the situation at time t - 1. The outputs 
y(t - l), r(t - 2),... are observed and the previous input signals u(t - 2), 
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u(t - 3),... are known. Let Gi!Yt-i be a vector which contains the known data, 
i.e. 
Y&1 = [y(t - I), y(t - 2) ,..., u(t - 2), u(t - 3) ,... 1. 
The problem is thus to determine u(t - 1) as a function of dPi-l in such a way 
that E[y(t) - 112 is minimal. Using the fundamental lemma of stochastic 
control theory [7, Lemma 3.2 of Chap. 81 we find that: 
min E[y(t) - 112 = E u$y, -NY(~) - 11’ I s3t-, 
We have 
y(t) = O(t) x + e(f) = Fe,(t) xi + b,u(t - 1) + e(t), (5.1) 
where Z’ denotes the sum over 1 to 2n with the value n + 1 excluded. 
In Eq. (5.1) the elements e,(t),..., 0,(t), &+a($..., e,,(t) are equal to 
- y(t - I), - y(t - 2) ,..., - y(t - n), u(t - 2) ,..., u(t - n) respectively 
which are all known; u(t - 1) is at our disposal. The components of the vector 
x are the parameters of the system which are not known. Compare (4.2). The 
identification experiment and the computation of the least squares estimate 
gives, however, the conditional distribution of x given the results of the 
identification experiment. It follows from Theorem 3 that the conditional 
distribution given SY-r is normal with the mean value P given by (4.5) and the 
covariance matrix P given by (4.10). We thus find 
E{[y(t) - 112 ) GYu,-,) = [Z’ 6,(t) ii + &u(t - 1) - 11” 
+ zijPijei(f) OjCf) + U2(f - l> Pn+l,n+l (5.2) 
+ 24t - 1) ~‘p,+1,&w + u*, 
where e,(t), pij(t) and fi do not depend on u(t - 1). We thus find that the 
control strategy 
+ _ 1) = 61 - 27 wi + Pn+Lil W) 
4' fA+1.n+1 
(5.3) 
will minimize (5.2). The minimal value of the loss function is given by 
min E[y(t) - 11’ = U* + Zi,ipijBi(t) 0j(t) + (1 - Zi’ 6’i(t) .v~)* 
_ 14 - 2’ [@i + Pn+Lil 4W12 
(5.4) 
&* fPn+1,n+1 . 
A comparison of (3.3) and (5.3) shows that the optimal strategy for the 
combined problem is not obtained simply by substituting the true parameter 
values by their least squares estimates. A comparison of (3.2) and (5.4) shows 
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that the last three terms of (5.4) re resent the increase of the loss function p 
due to the uncertainty of the identification. 
Since the last three terms of the right-side of (5.4) depend on zr(t - 2), 
u(t - 3) etc., we find that the strategy (5.3) will not minimize the criterion 
(2.4). The solution of the problem for the criterion (2.4) is given in Section 8. 
Summing up we thus find that it is not sufficient just to compute the least 
squares estimate in order to obtain the optimal control but that the knowledge 
of the conditional probability distribution of the parameters is required. We 
summarize the result as: 
THEOREM 4. Consider the system (5.1) with constant but unknown param- 
eters. The control law (5.3) then minimizes the criterion (2.3). 
6. COMBINED IDENTIFICATION AND CONTROL 
The solution discussed in Section 5 has the apparent drawback that the 
data obtained during the control phase are not used to improve the parameter 
estimates. This possibility was excluded already in the problem formulation. 
In this section we will investigate a combined estimation and control problem. 
At each step of the process all the available information is used both to 
determine a suitable parameter estimate and a suitable value of the control 
signal. 
It turns out that the problem obtained can be solved using the theory of 
optimal control of Markov processes [ 1, 2, 3, 201. We will consider the system 
(2.2) with the criteria (2.3) and (2.4). The coefficients of (2.2) are assumed to 
be unknown. It turns out that the problem can be generalized slightly without 
introducing extra mathematical complications. It is thus possible to solve the 
problem in the case that the parameters ai and bi are Gauss-Markov processes 
with the same mathematical machinery. We can thus consider a truly adaptive 
problem. 
Formulation 
Consider the model (2.2). Let the parameters a, and bi be timevarying 
xl(t) = al(t); 
x2(t) = az(t); 
G(t) = a,(t); 
“n+&) = b,(t); 
+z(t) = b,(t); 
(6.1) 
q;(t) = b,(t). 
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Assume that x is a Gauss-Markov process which satisfies the stochastic 
difference equation 
x(t + 1) = @x(t) + +>, (6.2) 
where @ is a known constant 2n x 2n matrix and {v(t), t = t, , t,, + I,...} is a 
sequence of independent equally distributed normal vectors with zero mean 
value and covariance R, . The initial state of the system (6.2) is assumed 
normal with mean value 
Ex(t,) = m (6.3) 
and covariance 
cov[&J, &)I = 4, . (6.4) 
It is assumed that e(t) is independent of x(t,). The case of constant coefficients 
is included in (6.2) because we can always choose @ = I (the identity matrix) 
and R, = R, = 0. The input-output relation of the system (2.2) can be 
written in the compact form 
where the vector 0 is defined by (4.3). It is also assumed that e(t) and V(S) 
are independent for all t and s. 
We are thus considering a linear time-varying system whose parameters are 
Gauss-Markov processes. Notice that the control signal appears as compo- 
nents of the vector 8. 
The criterion is taken so as to minimize the expected loss given by (2.3) 
or (2.4). It turns out that these two criteria will give results which are mostly 
different. 
The admissible control strategies are the ones defined in Section 2. 
Outline of Solution 
Before entering the details we will first outline the main steps in the solu- 
tion. The problem we have formulated is an optimal control problem for a 
Markov process with incomplete state information. It is known [ 1, 2, 201 that 
such problems can be solved using Dynamic Programming if a suitable 
hyperstate is chosen. The hyperstate is in general infinite dimensional. It 
is in essence the conditional distribution of the original state of the original 
Markov process given the observed outputs. In this particular case the hyper- 
state is the conditional distribution of x given all the observed outputs. This 
conditional distribution will be derived in Section 7. It turns out that the 
conditional distribution is Gaussian which gives a considerable reduction 
of dimension. 
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7. THE HYPERSTATE OF THE PROBLEM 
In this section we will consider the model (6.2) described in the previous 
section. We will derive a convenient form for the conditional distribution of 
x(t) given all applied inputs and all observed outputs. For this purpose we 
introduce gt = [u(t), r(t - l),..., u(t - l), u(t - 2),...] as the vector whose 
components are all inputs applied and all outputs observed up to time t. The 
conditional distribution of x(t) given gJ, is given by the following. 
THEOREM 5. Consider the model (6.2) with the output defined by (6.5). The 
conditional distribution of x(t)given GY-, is normal with mean g(t) and covariance 
P(t), where i and P satisjies the difference equations 
where 
qt + 1) = @f(t) + K(t) [y(t) - O(t) i(t)], 
P(t + 1) = [@ - K(t) e(t)] P(t) @= + R, , 
(7.1) 
(7.2) 
K(t) = @P(t) e=(t) [e(t) P(t) V(t) + R&l, (7.3) 
and the initial conditions are 
a(&) = m, (7.4) 
P(t,,) = R, . (75) 
Proof. If O(t) was known a priori then the theorem would be identical to 
the Kalman filtering theorem. Going through the details of Kalman’s proof 
we find, however, that the arguments used in the proof still hold because d(t) 
is a function of ?Y4-r . Compare Eq. (4.3). 
Remark 1. Notice that Theorem 5 includes Theorem 3 as a special case! 
Remark 2. Notice that Theorem 3 can be easily generalized to the case 
when the parameters ai and bi are stochastic processes given by arbitrary linear 
stochastic differential equations. 
Summing up we thus find that the conditional distribution of x(t) given 
g t-1 is normal in spite of the fact that the process {y(t), t = t, , t, + l,...> 
is not normal. We also find that in order to carry out the computations given 
by (7.1) and (7.2) it is necessary to store e(t). We thus find that the hyperstate 
of the system given by Eqs. (6.2) and (6.5) is the triplet 4, P, 0. Based on this 
triplet we can then generate the conditional distribution of x(t) and y(t) given 
gt-1. 
8. DYNAMIC PROGRAMMING 
Having obtained the conditional distributions we will now solve the control 
problem formulated in Section 6 using Dynamic Programming. 
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Consider the situation at time t - 1. The outputs y(t - I), y(t - 2),... 
have been observed. The past inputs u(t - 2), u(t - 3),... are known and the 
problem is to determine u(t - I) in such a way as to minimize the expected 
loss, By changing u(t - I), only the part 
it [Y(k) - 11’ 
is influenced. It follows from a fundamental result of stochastic control theory 
[7, Lemma 8:3.2] that 
min E i [y(k) - II2 = Es-, min E 1 i [y(K) - 112 ) %1-1/ (8.1) 
Ir=t ?s=t 
where GYtel denotes the vector [y(t - l), y(t - 2) ,..., u(t - 2), u(t - 3) ,... ] 
and it is assumed that the minimum exists. 
It was shown in Section 7 that E[. j GYt-;l is a function of g(t), P(t), O(t) 
and t. Also notice that the n + I-th component of O(t) equals u(t - I), 
the control variable which should be determined. 
Introduce the vector e(t) defined by 
B(t) = [- y(t - 1) )...) - y(t - n), u(t - 2) ,..., u(t - n)] (84 
which equals the vector e(t) with the component u(t - 1) removed and the 
function V defined by 
W(t), w, ejt), q = min E i [y(k) - 112 1 ?Vltbl 
1 
(8.3) 
k=t 1 
e is thus a vector which contains all elements of 0 except u(t - 1). 
Using Dynamic Programming we find the following functional equation 
for V: 
+ W(t + 11, P(t + 11, &t + 11, t + 1) I ‘%t-3. 
It follows from Eq. (6.5) and Theorem 3 that the conditional distribution of 
y(t) given gtel is normal with mean value 
and the covariance 
E[Y(4 I ~&,I = w w (8.5) 
COV[Y(~), ~(4 I c,] = e(t) ~(4 w) + u2. w-9 
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Hence 
E{[y(t) - 11’ 1 SY-,) = [e(t) S(t) - 11” + e(t) P(t) P(t) + u2. (8.7) 
Furthermore it follows from Eq. (7.1) that the conditional distribution of 
k(t + I) given gtel is normal with mean value 
and the covariance 
Eqt + 1) 1 ‘4Yt,_,] = @i(t) (8.8) 
cov[i(t + I), qt + 1) ( gTy,_,] = K(t) [CT” + e(t) P(t) P(t)] G(t). (8.9) 
It follows from Eq. (7.2) that P(t + 1) is simply a deterministic function of 
P(t) and e(t). 
The Eqs. (4.3) and (8.2) imply that 
- r(t), i= 1; 
&(t + 1) = 
I 
&-i(t), i = 2, 3 ,..., n, n + 2 ,..., 2n; (8.10) 
u(t - l), i=n+l. 
The conditional distribution of t$t + 1) g’ iven g$yt-i is then easily obtained 
from (8.5) and (8.6). 
Exploiting the Eqs. (8.5lo), we find that the functional Eq. (8.4) reduces 
to 
w(o, W), e(t), t> = gfj \[e(t) a(t) - 112 + 2 
-t e(t) p(t) eyt) + -$== 1: rqa(t + I), qt -t I), 
7r m 
where 
X 8(t + l), t + 1) e-(s2/2) ds( , (8.11) 
a(t + 1) = ax(t) + K(t) 2/,2 + e(t) p(t) eqt) S; 
P(t + 1) = [@ - K(t) e(t)] P(t) CDT + R,; 
K(t) = w(t) eyt) ~9 + e(t) p(t) eyt)l-1; 
&(t + 1) = - e(t) a(t) + 1/02 + e(t) p(t) e=(t) s; 
&(t + 1) = &-1(t), i = 2 ,..., 71, n + 2 ,... 2n - I; 
B,+1(t + 1) = u(t - 1). 
(8.12) 
(8.13) 
(8.14) 
(8.15) 
The first three terms of (8.11) represent the immediate loss and the last 
term the accumulated loss over the last steps starting with t + 1. Notice 
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that the control variable u(t - 1) equals the n + I-th component of O(t). It 
follows from (8.12), (8.13) and (8.15) that u(t - 1) influences a(t + l), 
P(t + l), and &t + 1). This implies that the choice of the control signal 
zl(t - 1) influences both the future parameter estimates, their accuracy and 
the future values of the output signal. Due to the non-linearity of (8.11) it is in 
general not possible to carry out the minimization explicitly except at the 
last step. For t = N we have, however, 
qqt), P(t), fqt), t) = *&)&9(t) i(t) - 112 + u2 + B(t) P(t) Qt)} (8.16) 
where the function to be minimized is quadratic. We thus get 
&+1(t) - 2 [%+1(t) k(t) + Pn+d91 4(t) 
u(t - 1) = i=l 
~:+l(t> + P,+1.n+1V) ’ 
(8.17) 
where Z’ means that the term corresponding to i = n + 1 is excluded. We 
also find 
_ [ %+1 - r &+1ft + P?2+1.i) 4 I” . 
(8.18) 
t+1 + Pn+1.n+1 
Notice that the strategy (8.17) is optimal if the criterion (2.3) is chosen. 
Summing up we now find 
THEOREM 6. Assume that the minimum of the loss function exists. The 
optimal strategy is then given by the functional Eq. (8.11) where S(t + I), 
P(t + l), and&t + 1) aregiven by (8.12) (8.13) and (8.15). The initialcondi- 
tion of (8.11) is given by (8.18). The minimal value of the expected loss is 
EJ+, 4, , &t,J, to>, 
where E denotes mathematical expectation over the distribution of $(t,). 
Remark 1. It was mentioned previously that the analysis includes the case 
of constant but unknown parameters as the special case, @ = I and R, = 0. 
It follows from the Eqs. (8.12-15) that this is not a significant simplification. 
The effort required to solve the combined estimation and control problem 
in the case of constant but unknown parameters thus is not significantly 
easier than to solve the problem in the case of stochastic parameters. 
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Remark 2. Notice the drastic difference between the optimal strategies 
for the criteria (2.3) and (2.4). When the criterion is chosen (2.3) we find that 
the optimal strategy is given by (8.17). This strategy will only minimize the 
immediate loss. It does not attempt to pick the control signal in such a 
way that the future estimates are improved. 
9. EXAMPLES 
In order to illustrate the results we will now give a few examples. In order 
to get simple computations we will consider the following simple system: 
y(t) = m(t - 1) + e(t) (9-l) 
where x is the unknown parameter and {e(t)) a sequence of independent 
normal (0, u) stochastic variables. The system (9.1) thus has no dynamics and 
an unknown gain parameter. It is assumed that the purpose is to keep the 
output of the system as close to one as possible. The performance of the 
system is evaluated by the expected loss using the loss function (2.3) 
or (2.4). 
Separate Identijcation and Control 
We will first consider the case when identification and control are performed 
separately. Choosing an arbitrary input signal {u(t), t = 0, I,..., N - I}, 
observing the corresponding output (y(t), t = 1, 2,..., N} we find from Eq. 
(4.5) that the least squares estimate is given by 
g 42 - l)YW 
i= - 
,r; U2P - 1) * 
(9.2) 
The variance of the estimate is 
P=, O2 . 
g u2(t - 1) 
(9.3) 
It also follows from Theorem 3 that the conditional distribution of x given 
{y(t), t = 1, L., N) is normal with mean 2 and variance P. Using the 
results of the identification experiment to design a control law we find from 
Theorem 4 that the control law 
2 
u(t) = - 
1 P 
- 
%+P=Tk2+P (9.4) 
IDENTIFICATION AND CONTROL 107 
will minimize the criterion (2.3). The minimal value of the expected loss is 
given by 
v, = E[y(t) - 11s = us + eP. 
As the rightside of Eq. (9.5) does not depend on u(t - 2),... we find the stra- 
tegy (9.4) ‘II I wi a so minimize the criterion (2.4). If the parameter x is known 
the optimal strategy is simply 
u(t) = + 
and the minimal loss is 
v, = Q(t) - 112 = CT”. (9.7) 
A comparison of (9.4) and (9.6) now shows that the effect of the uncertainty 
is to reduce the gain of the system by the factor a2/(Z2 + P). 
A comparison of (9.5) and (9.7) a so 1 shows that the relative increase of the 
loss function due to the uncertainty of the parameters is 
Vl - VII 
v. = 
P 
+* + P] * 
For example if .G = 1, u = 0.5 we find that the parameter must be deter- 
mined with the accuracy P = 0.0025 ( g’2 = 0.05) if the uncertainty of the 
parameters should not increase the loss function by more than 1 7; compared 
to the case of known parameters. If it is assumed that 1 u(t)1 = 1 during the 
identification experiment we find from (9.3) that this uncertainty of the 
parameters corresponds to an identification period of N = 100 samples. 
If a 10 “/b increase of the loss function due to the uncertainty of the param- 
eters is permitted we find that an identification period of N = 10 samples 
is sufficient. 
Combined Identification and Control 
We will now discuss the combined identification and control problem. It is 
assumed that the parameter x satisfies the stochastic difference equation 
x(t + 1) = 0.9x(t) + v(t) (9.8) 
where (v(t)} is a sequence of independent normal (0, 1) stochastic variables. 
The initial condition of (9.8) is assumed to be normal with zero mean and the 
variance 
var x0(t) = 1 -lo g2 = 5.26. 
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This means that the gain parameter of the system is a stationary Gauss- 
Rlarkov process with zero mean value. As the gain of the system changes 
according to (9.8) it is intuitively clear that the control problem can be very 
difficult. The gain parameter can change sign. 
lwzimhation of E[y(t) - 11” 
If the criterion given by Eq. (2.3) . 1s c h osen we find that the optimal control 
problem can be solved analytically using Theorem 6. The optimal control 
law is given by the equation (8.17) which in this particular case reduces to 
u(t) = w 1 =-. a”(t) 
qt) + P(t) i(t) 22(t) + P(t) ’ (9.9) 
where 4 and Pare given by the Eqs. (8.12), (8.13) and (8.14): 
i(t + 1) = 0.9.?(t) + K(t) [y(t) - u(t - 1) i(t)]; 
P(t + I) = 0.9[0.9 - K(t) u(t - l)] P(t) + 1; 
K(t) = 
0.9P(t) u(t - 1) 
c72 + P(t) qt - 1) * 
It is not easy to analyze the properties of the system (9.1) when the param- 
eter x is given by (9.8) and the control law (9.9) is used because the equa- 
tions for the closed loop system are strongly nonlinear. In order to get some 
insight into the properties of the system we will therefore use simulations. In 
Fig. 1 we show some results of a simulation of the system. Notice in particular 
the strange behaviours of the control signal. There are long intervals during 
which the control signal is practically zero. This means in fact that the system 
is not controlled at all during this interval. 
The graph of the parameter estimate R shows that the estimate agress 
reasonably well with the true parameter value except at the intervals when the 
control signal assumes very low values. The graph of the variance of the 
parameter estimate also shows that the variance is close to the steady state 
value 
pm=- l - = 5.26 
1 - 0.92 
when the control signal is small. 
Minimization of E xc, [y(t) - 112 
It is thus clear that the control strategy obtained by minimizing the crite- 
rion E[y(t) - 112 has several undesirable features. We will therefore turn 
to the criterion (2.4). In this case we have to solve the functional Eq. (8.11). 
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This cannot be done analytically. The state of the system is 2 and P and we 
thus have to solve a Dynamic Programming problem with two variables. This 
is easily done using discretization. To simplify the computations we introduce 
the variables 
z = uf, 
P 
w=, Y’ 
and the variables z and w are quantized instead of the original variables. 
With exact state information the optimal control is ~2 = 1, i.e. z = 1. This 
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FIG. 1. Result from simulation using the control law, zc(t) = ;(t)/($t)s + P(t)) 
which minimize Efl . 
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FIG. 2. Result from simulation using the control table obtained through Dynamic 
Programming when minimizing ZY, . 
means that z can be interpreted as a weighting factor. See also (9.9). The 
variable w can be interpreted as the relative variance of the estimate of w. 
In the computations twenty levels of quantization were used for both z and w. 
The integration in (8.11) was performed using Simpson’s formula. It was 
found that the control table achieved steady state after about 20 steps at the 
iteration. In the simulation we only used the steady state control law. To 
check the results the average loss was evaluated both by integration in the loss 
table and by simulation of the optimal control strategies. 
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In Fig. 2 we show the results of a simulation. It is of interest to compare 
with the results of Fig. 1. By choosing the criterion (2.4) the control signal 
will not only eliminate the instantaneous error but it will also improve the 
accuracy of the estimation error. This effect is clearly seen by comparing the 
variances of the parameter estimates shown in Fig. 1 and Fig. 2. 
In Fig. 3 we finally give a comparison between the accumulated errors 
obtained using strategies which minimizes (2.3) and (2.4). This graph also 
shows the estimated loss obtained by integration in the loss table of the 
Dynamic Programming problem. For further discussions of the dual control 
law see [19]. 
LOO 
pcctcd loss obtained by 
egration in loss table 
0 
0 106 200 300 
TIME 
FIG. 3. Accumulated loss V = xi=, (y(k) - 1)” for the strategies which minimize 
Et, and EC,, 
10. CONCLUSION 
The relationships between identification and control have been investigated 
for a simple regression model. The analysis has shown that if the results of the 
identification problem will be used to design control strategies it is not suf- 
ficient to compute the conditional probability distribution of the parameters 
of the system given the outputs obtained during the identification experiment. 
For the simple regression model it was shown that the conditional distribution 
is normal with a mean value equal to the least squares estimate. 
Two different problems have been pursued, called separate identification 
and control and combined identification and control. In the first problem the 
identification problem is first solved separately and the data obtained during 
the operation of the system are not used to improve the parameter estimates. 
In the combined problem estimation and control are performed simultane- 
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ously and the input-output pairs obtained at each stage are used to update the 
parameter estimates. 
It turns out that when solving the combined estimation and control problem 
the case of constant but unknown parameters is not significantly easier than 
the problem with stochastically varying parameters. We have therefore 
considered the case when the coefficients are Gauss-Markov processes. 
Two different criteria have also been used. The criteria are characterized 
by the loss functions 
/1 = [y(t) - 11” and c2 = ; $ [y(t) - 112. 
h=l 
In the separate identification and control problem the determination of 
optimal strategies reduces to a linear quadratic control problem. 
The optimal strategy for continued identification and control problem can 
be obtained analytically for the loss function l1 . The solution of the combined 
problem for the loss function ts requires Dynamic Programming. The state 
space of the problem is k, P and e” a vector of n past outputs and n - 1 past 
inputs. For a system of n-th order the dimension of the problem is then 
2n2+ 5n- 1. 
Fven if the optimal strategies for the combined problem with the loss 
function lr can be derived analytically, it is not easy to analyze the properties 
of the closed loop system because the equations are nonlinear. Simulation of a 
simple example has shown, however, that the equations have interesting 
properties. It has been shown that the system exhibits a “falling asleep” effect 
in the sense that it happens that the control signal can become close to zero 
over long periods. Similar phenomena have been observed in other adaptive 
systems. There is a marked difference between the systems obtained when 
minimizing the loss functions (2.3) and (2.4) in this respect. The strategy 
which minimizes (2.4) does not exhibit the “falling asleep” effect. 
This paper should be regarded as an initial attempt to investigate the rela- 
tionships between identification and control. There are many questions which 
remain to be answered. For example it would be highly desirable to provide 
mathematical analysis which gives insight into the difference between the 
properties of the systems which minimizes (2.3) and (2.4). This is essentially 
a problem of analyzing nonlinear stochastic differential equations of a partic- 
ular class. 
It would also be highly desirable to look into the computational aspects of 
the functional Eq. (8.11) as well as to extend the results to more general 
models. 
Another problem of great interest would be to investigate the Eqs. (8.11-15) 
in the case of constant but unknown parameters to find out if the control 
strategy converges to the control stategy for known parameters as N+ co. 
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