Abstract. We study spectral properties of the transfer operators L defined on the circle T = R/Z by
Introduction
Let T = R/Z and identify it with [0, 1] in the usual way. For integers d ≥ 2, let F be the d-adic Bernoulli map
Let f be a function (weight) on T. Consider the weighted transfer operator L associated to F : (Lu)(t) = 1 d
f (s)u(s)
where u is a function on T. Such operators are also called Ruelle (or RuellePerron-Frobenius) operators. They can also be defined associated to more general maps and on more general spaces (cf. Hennion [5] and Baladi [2] for more background).
In this paper, we study spectral properties of L as an operator acting on C(T), the space of continuous functions on T. When f ≡ 1, this question has been extensively studied, especially in the case d = 2 (cf. Vepštas [11] and references therein). For more general weights f , there are Perron-Frobenius type theorems that describe spectral properties of L (cf. [2, Theorem 1.5]).
However, such theorems often require f to be strictly positive, which is not met by the main examples we are interested in:
(c) f (t) = | cos(πt)| q (s) f (t) = | sin(πt)| q where q > 0. In Section 2, we develop Perron-Frobenius type theorems for transfer operators L with such 'degenerate' weights (more precisely, weights that have exactly one zero on T). The theorems are derived using notions of quasicompactness and Krein property, which we verify by exploiting the specific structure of the Bernoulli map F ; see also Fan and Lau [3] for similar treatments. As a corollary, we conclude that the operator L satisfies classical Perron-Frobenius theorems in all cases of d and (c)/(s), except for the case d = 2 and (c).
In Section 3, we study in more detail the spectral properties of L in the non-exceptional cases. When q is an even integer, we obtain explicit computations of ρ(L) (the spectral radius of L) by reducing to a finitedimensional problem. When q is not an even integer, evaluating ρ(L) is more difficult. We derive in this case estimations of ρ(L), particularly for d = 3 (note that when d is odd, (c) and (s) are equivalent). As an application, we obtain asymptotic behavior of some integrals of the form
In particular, we extend a result of Strichartz [10] concerning the Fourier transform of the middle-third Cantor set. We also study geometric properties of the function L1, as well as asymptotic behavior of ρ(L) as q → ∞.
For the latter question it turns out that one needs to distinguish the case when d is even and f is given by (s). In Section 4, we give a detailed account of the exceptional case d = 2 and (c). Using an explicit formula for the iterates L n 1, we find the spectral radius and eigenfunctions of L explicitly (see also Fan and Lau [3] for related results), and obtain geometric properties of L n 1 for n ≥ 1 (especially for q ≤ 1 and even q's). The spectral problem in this case is closely related to the case f ≡ 1 mentioned above, and has to do with the Hurwitz zeta functions.
In Section 5, we study the spectral problem on Lebesgue spaces. In Section 6, we give an application to Fourier multipliers.
Quasicompact transfer operators
Let f : R → R be a continuous nonnegative 1-periodic function, and let d ≥ 2 be an integer. We consider the transfer operator (1) (Lu)(t) = 1 d
Let T = [0, 1] with 0 and 1 identified (circle). Let C(T) be the Banach space of continuous complex-valued functions on T endowed with the maximum norm · ∞ . Then L : C(T) → C(T) is a bounded linear operator. Moreover, L is positive in the sense that u ≥ 0 implies Lu ≥ 0. Define a map F : T → T by F (t) = d · t mod 1. Then we can write (Lu)(t) = 1 d
For each n ∈ N, set
Let 0 < α ≤ 1. Consider the Banach space C α (T) of Hölder continuous functions u : T → C with the norm
Let T be a bounded linear operator on a Banach space X. We denote its spectral radius by ρ(T ). T is called quasicompact if there exists a compact operator K on X such that ρ(T − K) < ρ(T ). If T is quasicompact and λ ∈ C is in the spectrum of T with |λ| > ρ(T − K), then λ is an eigenvalue of T .
The following theorem is proved in [9, pages 3-4] . In [9, Proposition 1] it is assumed that f is positive while we assume here that f is nonnegative. However positivity of f is not used on pages 3-4 of [9] . See also [5] .
It is easy to show that
Therefore, the limits
exist. In particular, for every n ∈ N we have
, by Gelfand's formula, R = ρ(L). Theorem 2.2. Let w ∈ C(T) be a unit, that is, w(t) > 0 for all t ∈ T. Then
Proof. We define a bounded linear operator S on C(T) by
a sequence of functionsh
and sequences of numbers
Since S is positive, we obtain for every n ∈ N
Since w is a unite, there are constants a, b > 0 such that
for all t ∈ T. This implies
From this we obtain
Thus r =r, R =R. Now (7) follows fromr
We say that L is a Krein operator if, for all u ∈ C(T) such that u(t) ≥ 0 for all t ∈ T but u(t 0 ) > 0 for at least one t 0 ∈ T, there is n ∈ N such that L n u is a unit. Note that n may depend on u. It is easy to show that a Krein operator carries units to units (cf. [1, Lemma 5.2] ). It follows from (2) that if f (t) > 0 for all t then L is a Krein operator, Also, if f vanishes on an interval of positive length, then L cannot be a Krein operator. Lemma 2.3. Suppose f has exactly one zero in [0, 1). If f n has four zeros that form an arithmetic progression with step size d −n , then d = 2 and f (
Proof. Let s 0 + Z be the set of zeros of f . Suppose that t i = t + id −n is a zero of f n for i = 0, 1, 2, 3. Then there exist integers 0 ≤ k i ≤ n − 1, and integers j i such that (8) t
We will assume that k 0 = max{k 0 , k 1 , k 2 , k 3 } (the other cases are mentioned at the end of the proof.) Clearly, k 0 > k 1 . Since we can replace s 0 by s 0 + j with any integer j, we will assume that j 1 = 0 in order to simplify the notation. From
Eliminating s 0 from these equations, we find
This is an equation involving only integers. Since n > k 2 , k 0 > k 1 , the right-hand side is not divisible by d. Therefore, we must have k 0 = k 2 . But this is impossible when d > 2. So we must have d = 2 and k 0 = k 2 = n − 1. Now suppose that d = 2 and k 0 = k 2 = n − 1. Without loss of generality we take j 0 = 0, j 2 = 1. Since t 1 − t 0 = t 3 − t 2 = 2 −n we obtain
Eliminating s 0 this gives
It is clear that k 1 < n − 1, k 3 < n − 1. Therefore, the equation yields that 2 n−k 3 −2 − 3 · 2 n−k 1 −2 + 1 is an even integer. This implies that k 1 = n − 2 or k 3 = n − 2. If k 1 = n − 2 then 2s 0 + 1 = 4(s 0 + j 1 ), which implies that s 0 − 1 2 is an integer. If k 3 = n − 2, we have the same conclusion. If k 2 = max{k 0 , k 1 , k 2 , k 3 }, the proof is almost the same. We again obtain k 0 = k 2 = n − 1 and d = 2 after the first part of the proof. The other two cases can be reduced to the treated ones by replacing s 0 by −s 0 . Proof. Let u ∈ C(T) be nonnegative but not identically zero, Choose n so large that u(t) > 0 for md −n ≤ t ≤ (m + 4)d −n for some integer m, 0 ≤ m ≤ d n − 4. We claim that (L n u)(t) > 0 for all t ∈ T. In fact, by Lemma 2.3, if t ∈ T then among the four points (e) If 0 ≤ f ∈ C α (T), then L α is quasicompact, r = R, and R is an eigenvalue of L α of algebraic multiplicity 1 with a unit eigenfunction.
Proof. (a) Since L is a Krein operator, h 1 = L1 is a unit, so 0 < r 1 ≤ R. (b) Lv = λv implies z := L|v| − R|v| ≥ 0. Suppose that z is not identically zero. Then there is n ∈ N such that L n z and w := L n |v| are units. It follows that there is δ > 0 such that
Applying Theorem 2.2, we obtain the contradiction
Therefore, z = 0 and
Therefore, |v| is a unit. We claim that there is a constant θ ∈ R such that e −iθ v(t) > 0 for all t. Suppose this is not true. Since L|v| = |Lv|, there is n ∈ N and 1 ≤ i < j ≤ d n such that v(s)/v(t) ∈ (0, ∞) for all s ∈ I n,i , t ∈ I n,j . Since L is a Krein operator, f does no vanish on an interval of positive length. Then also f n does not vanish on an interval of positive length. Therefore, there is s ∈ I n,i , t ∈ I n,j with (
, which is a contradiction. Therefore, the claim is proved. (c) follows from (b).
(d) Suppose that R is an eigenvalue of L. By (b), each corresponding eigenfunction is a constant multiple of a unit. It follows that the geometric multiplicity of the eigenvalue R is 1. Now assume that there are u, w ∈ C(T) such that Lu − Ru = w, Lw = Rw, where w is a unit. We may assume that u is a unit. There is δ > 0 such that δu ≤ w. Then Theorem 2.2 leads to the contradiction
This shows that the algebraic multiplicity of the eigenvalue R is 1.
(e) Since ρ(L) = R > 0, it follows from Theorem 2.1 that L α is quasicompact. Then L α has an eigenvalue λ on the circle |λ| = R. By (c), R is an eigenvalue of L α . There is a corresponding unit eigenfunction. Now r = R follows from Theorem 2.2.
Theorem 2.6 (See also [3] ). Suppose that 0 ≤ f ∈ C α (T) and that L is a Krein operator. Let P be the spectral projection onto the eigenspace of L α corresponding to the eigenvalue R.
(a) The sequence R −n L n α converges to P as n → ∞ with respect to the operator norm. (b) The sequence R −n h n converges in C α (T) to an eigenfunction of L α corresponding to the eigenvalue R.
Proof. (a) By Theorem 2.5, L α is quasicompact and the eigenvalue R of L α is an isolated point of its spectrum. Therefore, there exists the spectral projection P onto the one-dimensional root subspace belonging to the eigenvalue R. The Banach space C α (T) is a direct sum of the subspaces P C α (T) and (1 − P )C α (T). Both subspaces are invariant under L α . On P C α (T), L α acts as R times the identity. Set S := R −1 (1 − P )L α . By Theorem 2.5, the spectral radius of S is less than 1 so S n converges to 0 as n → ∞ in the operator norm. We have R −n L n α = S n + P which implies statement (a).
we have P 1 = 0.
We consider now the following problem that was the original motivation for this paper. Let f : R → C be a bounded measurable and 1-periodic function, and let d ≥ 2 be an integer. For n ∈ N, define as before
The problem is to find the behavior of the sequence of integrals
as n → ∞. In particular, we want to find c(f ) defined by
The sequence I n is related to the bounded linear operator
which maps L 2 (T) to itself. Note that
with the inner product ·, · in L 2 (T). In particular,
We show that c(f ) is equal to the spectral radius of a transfer operator under suitable assumptions on f . See also [3] for related results.
Theorem 2.7. Suppose that 0 ≤ f ∈ C α (T) for some 0 < α ≤ 1, and that the transfer operator L defined by (1) is a Krein operator. Then r = c(f ) = R = ρ(L), where r, R are defined in (5). Moreover, we can replace lim sup by lim in definition (10).
Proof. The adjoint T * of T agrees with the operator L when considered as an operator on L 2 (T). Let h n , r n , R n be defined by (3), (4) . It follows from (12) that
Thus r
n . By Theorem 2.5(e), the sequences r 1/n n and R 1/n n converge to the same limit r = R. Therefore, the sequence I 1/n n converges and we obtain r = c(f ) = R.
Using Theorem 2.7 in connection with (6) or Theorem 2.2 we can estimate c(f ). We will look at some examples in the next section.
We mention two special classes of functions f for which c(f ) can be calculated explicitly.
1) Suppose that f is a step function such that f (t) = f i = const for
Then it is easy to show that
Therefore,
If f is any nonnegative bounded measurable 1-periodic function, we may introduce two step function g, h defined by
Then we obtain the estimate
and so
2) Let f be any bounded measurable 1-periodic function with Fourier expansion
We represent the operator T by an infinite matrix in the orthonormal basis {e 2πikt } k∈Z . The matrix of T is
In this notation k is the row index and is the column index. If we write
then we obtain the coefficients a k,n+1 from a k,n by application of T , so
Note that I n = a 0,n . In particular, suppose that f (t) is a trigonometric polynomial of degree N , so
We set
Consider the central 2K + 1 by 2K + 1 submatrix B of T consisting of rows −K ≤ k ≤ K and columns −K ≤ ≤ K. Notice that all entries in the rows −N ≤ k ≤ N outside the central submatrix vanish. Therefore, we obtain the recursion
Hence we can calculate I n = a 0,n by computing the powers of the matrix B.
It is clear that
but it is not immediately clear whether we have equality in (17). It depends on how the constant function 1 is represented in a Jordan basis of B (whether the basis vectors associated with largest eigenvalue of B contribute to the expansion of 1.) The situation is clear if the matrix B is nonnegative and primitive (B p is a positive matrix for some p ∈ N.) Then the spectral radius of B is a simple positive eigenvalue and we can use Theorem 8.5.1 in [6] to show that there is equality in (17). Suppose that a k > 0 for all k = −N, −N + 1, · · · , N . Then all entries in the main diagonal, the subdiagonal and superdiagonal of B are positive. Therefore, B is primitive.
If we have symmetry a −k = a k then we can replace the matrix B by a K + 1 by K + 1 matrix C whose entries are
See the next section for examples.
3. The special cases f (t) = | cos(πt)| q and f (t) = | sin(πt)| q
In this section we consider the functions
Obviously, 0 ≤ c(q),c(q) ≤ 1. Note that f,f ∈ C α (T) with α = min(q, 1). By Lemma 2.4, L is a Krein operator except when f (t) = | cos(πt)| q and d = 2. This is an exceptional case that will be considered in the next section. Except for this case we can apply Theorems 2.5 and 2.7. If d is odd, then I n (f ) = I n (f ), and consequently c(f ) = c(f ). In fact, in this case the transfer operators weighted by f andf are conjugate to each other. Proof. Monotonicity of c(q) andc(q) are clear. Convexity follows from Hölder's inequality and Young's inequality. By looking at the function h 1 associated with f , we see that
If we use an estimate of the form f (t) ≥ 1 − t a for 0 ≤ t ≤ a for some a ∈ (0, 1) depending on q, then we can estimate
It then follows from (10) When treatingc(q), we may assume that d is even. The proof is similar to the preceding one. To determine the limit ofc(q) as q → ∞, we use
To show the limits as q → 0 + , it suffices to show that
for all q > 0. To this end, let g(t) = | cos(πt)| (or | sin(πt)|). By Jensen's inequality, we have Thus, for any q > 0,
This completes the proof.
3.1. The case f (t) = cos 2N (πt), d = 3. For N ∈ N, consider the trigonometric polynomial
The degree of f is N and, for −N ≤ k ≤ N ,
We use the method 2) from Section 2. If N = 1, 2, then K = 0 and so c(2) = The same method can be used to determine c(2N ) for other values of d.
3.2.
The case f (t) = | sin(πt)|, d = 3. Even if f is not a trigonometric polynomial, we can still use matrix methods to estimate c(f ). As an example, consider
The Fourier coefficients of f are
Note that a 0 > 0 but all other a k are negative. Let N ∈ N. We estimate
, where (1) is not known. We conjecture that c(1) = 0.648314 · · · .
We also obtain g(t) ≤ f (t) where
Since a 0 > 0 and all other a k < 0, we can easily show that g(t) ≥ 0. Therefore, we have c(g) ≤ c(f ).
However, the trigonometric polynomial g does not have positive coefficients, so we do not know whether c(g) = ρ(C). Therefore, we do not obtain lower bounds by this method. For N = 100, one would get ρ(C) = 0.645194 · · · . Somewhat surprisingly, the functions h n associated with (18) can be represented in a fairly explicit way. If
For example, if n = 1 we get the bounds 1 3
Since 0 < a < 1 2 , we have
In agreement with Theorem 2.7, we get
We also find that
For example, if n = 10, then c(f ) is enclosed in the interval [(r n ) 1/n , (R n ) 1/n ] of length at most n (h n (0)) 1/n (h n ( to bound c(f ), we are faced with the problem to compute the maximum and minimum values of the function h n . Therefore, it is of interest to discuss the behavior of the function h n . Consider
Then we have
Note that h 1 (t) = h 1 (1 − t). For this function we have the following result.
(b) Define the intervals
Then for q ∈ Q k we have
Proof. (a) follows from the matrix representation of T * , the adjoint of the matrix (16).
(b) We differentiate h 1 (t) to get
where
By (a), the left-hand side of (19) We would like to extend Lemma 3.2 to h 2 , h 3 , · · · . Based on computer experiments we conjecture the following. We obtain sharper lower and upper bounds for c(f ) when we choose w(t) = h n (t) in (7). More precisely, we get (20) min
Here we are faced with the problem to determine the extrema of the quotients
hn(t) . Computer calculations suggest the following.
Conjecture 3.4. Let d = 3. If 0 < q < 2 and n is odd, then
hn(t) attains its maximum at t = 0 and its minimum at t = 1 2 . If 0 < q < 2 and n is even, then h n+1 (t) hn(t) attains its maximum at t = 1 2 and its minimum at t = 0. If 2 < q < 4, then h n+1 (t) hn(t) attains its maximum at t = 0 and its minimum at t = 648396 We see that these bounds are much better than those from Section 3.2. Unfortunately, we used conjecture 3.4 but for small n it can be proved by direct computation.
The case f
In the exceptional case
we can obtain more explicit computations. See also [3] for related results. cos(2 j t) = sin(2 n t) 2 n sin(t) ,
we can write
Proof. Substituting u = 2 n t in (22), we get
we find
If q > 1, the integral
converges. Therefore, the statement of the theorem follows for q > 1. If q = 1, the integral (24) diverges and the integrals in (23) behave like ln(2 n ).
Since n 1/n converges to 1 as n → ∞, we obtain the statement of the theorem when q = 1. If 0 < q < 1, the integrals in (23) behave like 2 n(1−q) which implies the statement of the theorem for 0 < q < 1.
Spectral radius.
By (2), we have
Combining with (21), we get
By estimating the sum in (25) we obtain the following. if q > 1.
Proof. Using only the term with k = 0 in (25), we obtain, for 0
This inequality together with h n (0) = 2 −n proves r = 
4.3.
Eigenfunctions. Let α = min{1, q}. By Theorem 2.1, the spectral radii of L and L α agree, and L α is quasicompact. Since L is also a positive operator, λ = R must be an eigenvalue, so there must exist a corresponding eigenfunction. But L is not a Krein operator (cf. [1] ), so we do not know whether the eigenfunction is unique (up to a constant factor) or whether it is positive on T.
We want to find nontrivial solutions u ∈ C(T) to the equation Lu = λu, particularly for λ = R. Interestingly, we can find these eigenfunctions fairly explicitly. In fact, if we substitute
in Lu = λu, we find (26) 
Note that g(t) will usually be continuous only on the open interval (0, 1).
Much is known about equation (26) (cf. [11] ). Clearly, g(t) = 1 is a solution to (26) with µ = 1. Therefore, u(t) = | sin(πt)| q is an eigenfunction of L corresponding to the eigenvalue λ = 2 −q . If 0 < q ≤ 1, then this is an eigenfunction corresponding to the spectral radius eigenvalue R. Furthermore, g(t) = B n (t) with B n (t) denoting a Bernoulli polynomial, is also a solution to (26) corresponding to µ = 2 −n . This gives us many more eigenfunctions of L, but they do not give us eigenfunctions corresponding to the eigenvalue λ = R if q > 1.
Using an idea from [11] , we find eigenfunctions corresponding to λ = R when q > 1. For s > 1, consider the Hurwitz zeta function
It is easy to check that g(t) = ζ(s, t) is a solution to (26) with µ = 2 s−1 . If we let
Then G(t) is also a solution to (26) and has symmetry
is a continuous eigenfunction of L corresponding to the eigenvalue λ = 2 s−q−1 . In particular, choosing s = q, we obtain an eigenfunction corresponding to the eigenvalue R = 1 2 . Suppose q ≥ 2 is an even integer. Let s = 2, 3, · · · , q. Consider
and correspondingly the eigenfunctions
Obviously, these eigenfunctions are trigonometric polynomials. For example, if q = s = 2, we obtain the eigenfunction
and, if q = s = 4, then
We can also find these eigenfunctions in a different way. The space of trigonometric polynomials K k=−K c k e 2πikt with K = (q−2)/2 is an invariant subspace of L. The matrix representation of the restriction of L to this invariant subspace with respect to the basis {e 2πikt } is
where the a k denote the Fourier coefficients in Apart from a constant factor, this is the same eigenfunction we found in (30). This is true in general. The eigenfunctions of the form u(t) = | sin(πt)| q G(t) with G from (29) with s = 2, 3, · · · , q match the eigenfunctions obtained from the matrix B. In particular, we see that the matrix B has eigenvalues 
4.4.
Convergence of h n (t). The following proposition shows that, after appropriately normalized, the function h n converges to the eigenfunctions we found in Section 4.3 corresponding to λ = R.
Proposition 4.3. The following limits hold in
where G(q, t) is given by (28).
Proof. We show here the pointwise convergence of h n . The norm convergence can be shown by slight refinements of the argument. (a) By (25), we have
, to prove the statement it suffices to show that
However, this follows easily by treating the left-hand side as a Riemann sum, using the monotonicity of the integrand and the assumption that q < 1.
(c) Similar as in the proof of (a), we only need to show that lim n→∞ 1 2 qn
By symmetry, this reduces to showing
However, this follows easily from the basic limit 
To this end, for any given ε > 0 we fix δ > 0 such that
We can then write
By our choice of δ,
On the other hand, using
we have
Combining these, we get 1
Since ε is arbitrary, this completes the proof.
4.5.
Properties of h n (t). It turns out that the functions h n , n ∈ N share some common geometric properties. We were able to prove some of them.
Proof. (a) In the case n = 0, h 0 (t) ≡ 1, so the statement obviously holds with strict inequality replaced by equality. Assume that h n−1 (t) ≤ 0 for all t ∈ (0, 1). We now show that h n (t) < 0 for all t ∈ (0, 1). By definition, we have
Since the second term equals the first term after the change of variable t → 1 − t, it suffices to show (f g) (t) < 0 for all t ∈ (0, 1/2), where
However, by the product rule,
Since q ≤ 1, we have f (t) < 0 for all t ∈ (0, 1/2). Also, by symmetry we have g (1/2) = 0, and so the induction hypothesis implies g (t) ≥ 0 for all t ∈ (0, 1/2). Combining these we get f g < 0, f g ≤ 0, and f g ≤ 0, which gives (f g) (t) < 0 for all t ∈ (0, 1/2). This completes the proof by induction.
(b) The proof is similar to that of (a). Using the same notation, we observe that
now changes sign at t = t q := π −1 arcsin( 1/q).
Notice that t q > 1/4 if q < 2, and t q < 1/4 if q > 2; moreover,
In order to determine the sign of
as before we want all the three terms to have the same sign.
In the case n = 1, since g ≡ 1, we have (f g) (t) = f (t) < 0 for all t ∈ (0, 2t q ), where 2t q > 1/2 and 2t q → 1 as q → 1 + . This implies h 1 (t) < 0 for all t ∈ (1−2t q , 2t q ). By symmetry we have h 1 (t) > 0 for all t ∈ (1−2t q , 1/2). Now proceeding by induction, we see that, using (31),
In particular, if q > 1 is sufficiently close to 1, we have 2 n−1 (1 − 2t q ) < 1/2 and thus h n (1/2) < 0, as desired. The proof for (c) is similar.
When q is an even integer, we can have more information.
Proposition 4.5. If q ≥ 4 is an even integer, then
Proof. By (29), we have
Lemma 4.6 below shows that, after simplification,
where P q−1 (x) is a polynomial consisting of the even powers 1, x 2 , · · · , x q−2 and has positive coefficients. By direct computation, we then have
The desired conclusions now follow immediately from the properties of P q−1 (x) mentioned above.
Lemma 4.6. For all n ∈ N, we have
where P n (x) is a polynomial of degree n − 1 whose coefficients are nonnegative integers. Moreover, when n is odd, P n (x) consists of the even powers 1, x 2 , · · · , x n−1 ; when n is even, P n (x) consists of the odd powers x, x 3 , · · · , x n−1 .
Proof. It is easy to see that P 0 (x) = x and P 1 (x) = 1. Moreover, by direct computation we have
Suppose the statement holds for P n (x), i.e.
where a n−1 is a positive integer and the a j 's (j ≤ n − 2) are nonnegative integers. Then
Therefore P n+1 (x) is a polynomial of degree n whose coefficients are nonnegative integers. By induction, this completes the proof of the first part of the lemma. The fact that P n (x) consists of either the even powers 1, x 2 , · · · , x n−1 or the odd powers powers x, x 3 , · · · , x n−1 (depending on whether n is odd or even) follows easily from the recursion formula (32) and induction.
We believe that the N (q)'s the Proposition 4.4 should not be present, but we have not been able to remove them. By examining h ∞ (1/2) in its dependence on q, we make the following conjecture, where ζ(s) denotes the Riemann zeta function. 
is strictly increasing. In particular s = 2 is the unique zero of F (s). 
L p space
Let 1 ≤ p ≤ ∞. We can also consider the transfer operator L on the Lebesgue space L p (T). Here we consider only the case f (t) = | cos(πt)| q . Other cases can be treated similarly.
Notice that, for p < ∞,
Thus
By Lemma 3.2, the function h 1 (t) = (L qp 1)(t) attains its maximum at either t = 0 or t = 1/2 depending on the value of qp . (Note that the function h 1 for f = | cos(πt)| q and that for f = | sin(πt)| q differ only by a translation of d/2.) In particular, we obtain an explicit formula for the operator norm
More generally, for any n ∈ N, the same argument as above gives
where h n (t) = (L n qp 1)(t). However, the last expression is the p th root of the spectral radius of L qp on C(T). So we obtain the following.
Similar as in Section 4, in the special case d = 2, we can find eigenfunctions of L q in L p (T) explicitly. We consider two different cases.
Case 1: qp ≤ 1. In this case we have, by Theorem 4.2,
and so ρ p (L q ) = 2 −q .
Since q ≤ 1, the spectral radius of L q on L p (T) coincides that on C(T). In particular, we have the same eigenfunction
corresponding to the eigenvalue λ = 2 −q . Case 2: qp > 1. In this case we have
and so ρ p (L q ) = 2 −1/p .
Note that 1/p < q. Following the same idea as in Section 4, we consider functions of the form u s (t) = | sin(πt)| q G(s, t)
where s > 1 and G(s, t) = ζ(s, t) + ζ(s, 1 − t) 1 is as in (28). Since ζ(s, t) ∼ t −s , as t → 0 + , 1 More generally, one can take G(s, t) to be linear combinations of ζ(s, t) and ζ(s, 1 − t).
we have that u s ∈ L p (T) if and only if (s − q)p < 1, i.e.
s < q + 1 p .
Since qp > 1 exactly when q + 1 p > 1, we can take
for sufficiently small ε > 0 to obtain an eigenfunction in L p (T) corresponding to the eigenvalue 2 −q+(s−1) = 2 −1/p −ε .
Therefore, as ε → 0, u s (t) gives an 'approximate' eigenfunction corresponding to ρ p (L q ) = 2 −1/p . Note that when ε = 0, u s (t) gives an eigenfunction in the Lorentz space L p,∞ (T).
An application to Fourier multipliers
In this section, we present an application to some Bochner-Riesz type multipliers introduced by Mockenhaupt in [8, Section 4.3] . Let E ⊂ R be the middle-third Cantor set obtained from dissecting the interval [−1/2, 1/2], and let µ be the Cantor measure on E. It is well known that dim E = α := log 2 log 3
and that the Fourier transform of µ is given bŷ Proof. Recall that an L p -Fourier multiplier is a function m(ξ) such that
holds for a constant C independent of f , where F −1 denotes the inverse Fourier transform. In the case p = 1, this is equivalent to m being a finite where in the last line we have used periodicity and the fact that |μ(x)| is bounded below on the interval [2, 3] . Now by Theorem 2.6(b), we know that which is equivalent to δ > log 2 log 3 + log c(1) log 3 .
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Since m δ is compactly supported, we can choose f ∈ L p (R) in (34) such thatf ≡ 1 on the support of m = m δ , and get m δ ∈ L p (R) as a necessary condition for m δ to be an L p -Fourier multiplier. By the same argument as above, this leads us to δ > δ(p) := log 2 log 3 − 1 + 1 p + log c(p) 1/p log 3 . 
