In the first part of this work, we analyzed a Dirichlet boundary control problem for an elliptic convection diffusion PDE and proposed a new hybridizable discontinuous Galerkin (HDG) method to approximate the solution. For the case of a 2D polygonal domain, we also proved an optimal superlinear convergence rate for the control under certain assumptions on the domain and on the target state. In this work, we revisit the convergence analysis without these assumptions; in this case, the solution can have low regularity and we use a different analysis approach. We again prove an optimal convergence rate for the control, and present numerical results to illustrate the convergence theory.
Introduction
In Part I of this work [26] , we considered the following Dirichlet boundary control problem: Minimize the cost functional
Many researchers have considered the numerical approximation of optimal control problem for convection diffusion equations [4, 6, 7, 20, 24, 40] and also optimal Dirichlet boundary control problems for the Poisson equation and other PDEs [2, 3, 5, 8, 9, 11, 14, 19, [21] [22] [23] 25, 30, 34, 37, 39] . However, the authors are unaware of any theoretical and numerical works in the literature concerning the above problem. Progress on this problem is an important step towards the analysis and approximation of Dirichlet boundary control problems for fluid flows.
Formally, the optimal control u ∈ L 2 (Γ) and the optimal state y ∈ L 2 (Ω) minimizing the cost functional satisfy the optimality system −∆y + β · ∇y = f in Ω, (1.4a) In Part I, we showed in the 2D case that the optimal control is indeed determined by a weaker formulation of the above optimality system and we proved a regularity result for the solution.
We also introduced a new hybridzable discontinuous Galerkin (HDG) method to approximate the solution of the optimality system, and obtained an optimal superlinear convergence rate for the control. However, there are two main restrictions for our convergence results in Part I. First, we assumed the largest interior angle ω of the convex polygonal domain belongs to [π/3, 2π/3). Second, we assumed the desired state y d is in H s (Ω) for some s > 1/2. When one of these conditions is not satisfied, the optimal control can have low regularity, i.e., u ∈ H ru (Γ) for some r u < 1. We briefly review the regularity theory and the new HDG algorithm in Section 2.
In this work, we use techniques from [28, 29] to remove the restrictions on the largest interior angle ω of the convex domain Ω and the desired state y d . Specifically, in Section 3 we obtain optimal convergence rates for the control when ω ∈ [π/3, π) and y d ∈ H s (Ω) for some s ≥ 0. We illustrate the low regularity convergence theory with numerical results in Section 4.
Background: Regularity and HDG Formulation
To begin, we briefly review the regularity results for the optimal control problem and the new HDG method from Part I.
Optimal Control Problem: Regularity
As in Part I, we use the standard notation W m,p (Ω) for Sobolev spaces on Ω, and let · m,p,Ω and | · | m,p,Ω denote the Sobolev norm and seminorm. We let H m (Ω) denote the Sobolev space when p = 2 with norm · m,Ω and seminorm | · | m,Ω . Also, set H 1 0 (Ω) = {v ∈ H 1 (Ω) : v = 0 on ∂Ω} and H(div, Ω) = {v ∈ [L 2 (Ω)] 2 , ∇ · v ∈ L 2 (Ω)}. We denote the L 2 -inner products on L 2 (Ω) and L 2 (Γ) by
For the analysis of the optimal control problem, we considered the following scenario in Part I. Suppose Ω is a convex polygonal domain, and let ω denote its largest interior angle. We have 1 < π/ω ≤ 3. We assume β satisfies
The mixed weak form of the formal optimality system (1.4a)-(1.4e) is (q, r) Ω − (y, ∇ · r) Ω + u, r · n Γ = 0, (2.2a)
. Also, we assume f = 0 for the regularity theorem below; nonzero forcing can be treated by a simple change of variables as in [1, pg. 3623 ].
We proved the following regularity theorem in Part I [26] .
Theorem 2.1. Assume Ω is convex and f = 0. If y d ∈ H t * (Ω) for some 0 ≤ t * < 1, then the optimal control problem has a unique solution u ∈ L 2 (Γ) and u is uniquely determined by the optimality system (2.2a)-(2.2e). Moreover, for any s ≥ 1/2 satisfying s ≤ 1 2 + t * and s < min{
Theorem 2.1 implies the regularity of the solution of the optimality system (2.2a)-(2.2e) depends on the desired state y d and the domain Ω. As is known, solutions to Dirichlet boundary control problems can have low regularity; this causes difficulty for numerical analysis.
In Part I [26] , for the numerical analysis of the new HDG method we assumed Ω is convex, y d ∈ H t * (Ω) for some t * ∈ (1/2, 1), and π/3 < ω < 2π/3. These assumptions give high regularity for the optimal control, i.e., u ∈ H ru (Γ) for some r u ∈ (1, 3/2). Furthermore, the assumptions give q ∈ H rq (Ω) with r q > 1/2, which guarantees q has a well-defined trace on the boundary Γ. We used this property in the HDG convergence analysis.
In this paper we again assume Ω is convex, but we remove the restrictions on the desired state and the largest interior angle for the numerical analysis; i.e., we only require t * ∈ [0, 1) and π/3 ≤ ω < π. In this case, the regularity of the optimal control can be low, i.e., u ∈ H ru (Γ) for some r u ∈ [1/2, 1), and q is no longer guaranteed to have a well-defined L 2 boundary trace; however, the optimality system (2.2a)-(2.2e) can be understood in a standard weak sense.
The HDG Formulation
For the HDG method, we assume Ω is a polyhedral domain with d ≥ 2 that is not necessarily convex. We use the same notation from Part I [26] to describe the method. For more information about HDG methods, see, e.g., [10, 12, 13, 15-18, 31-33, 35, 36, 38] .
Let T h be a collection of disjoint elements that partition Ω, and let ∂T h be the set {∂K : K ∈ T h }. For the analysis, we assume T h is a conforming triangulation of Ω. Denote the elements of T h by K and the faces of K by e. Denote ε h the set of all faces, ε ∂ h the set of faces such that e ⊂ Γ, and ε 0 h = ε h \ ε ∂ h . The mesh dependent inner products are denoted by
Let P k (D) denote the set of polynomials of degree at most k on a domain D. As in Part I, we use the discontinuous finite element spaces
3)
4)
for the flux variables, scalar variables, and boundary trace variables, respectively. Note that the polynomial degree for the scalar and boundary trace variables is one order higher than the polynomial degree for the flux variables. We discussed this unusual choice for M h in Part I. Define M h (o) and M h (∂) in the same way as M h , but with ε o h and ε ∂ h replacing ε h , respectively. For any functions w ∈ W h and r ∈ V h , we use ∇w and ∇ · r to denote the gradient of w and the divergence of r taken piecewise on each element K ∈ T h .
To approximate the solution of the mixed weak form (2.2a)-(2.2e) of the optimality system, the HDG formulation considered here is modified from Part I to avoid the estimation of q on the boundary. In the 2D case, recall from Section 2.1 that q is not guaranteed to have a well-defined L 2 boundary trace since we consider a solution of the optimal control problem with low regularity.
The HDG method seeks approximate fluxes
, and boundary control u h ∈ M h (∂) satisfying
, and the optimality condition
Here, τ 1 and τ 2 are stabilization functions defined on ∂T h that satisfy the same conditions as in Part I:
Conditions (A2) and (A3) imply
This completes the formulation of the HDG method. Notice that formulation (2.6) is slightly different from formulation (3.4) in Part I; specifically, equations (b) and (d) are modified. A straightforward computation shows that both are equivalent; see Part I, Section 3.2. Formulation (2.6) above allows us to achieve error estimates in the low regularity case considered here.
Error Analysis
Next, we perform a convergence analysis of the above HDG method.
Assumptions and Main Result
As in Part I, we assume throughout that Ω is a bounded convex polyhedral domain and β satisfies
We assume the solution of the optimality system (2.2a)-(2.2e) has the following regularity properties:
In the 2D case, Theorem 2.1 guarantees this regularity condition is satisfied. As mentioned in Section 2.1, the regularity of q can be low and therefore q may not have a L 2 boundary trace. The H(div, Ω) regularity of q is critically important for the numerical analysis.
We also require the family of meshes {T h } is a conforming quasi-uniform triangulation of Ω. This assumption on the meshes is stronger than in Part I; there we assumed {T h } is a conforming quasi-uniform polyhedral mesh. Therefore, the analysis in Part I allows for a more general family of meshes; however, the analysis here allows us to treat the low regularity case.
We now state our main convergence result.
If the above assumptions hold and
If in addition the inequalities in (3.2b) are strict and k ≥ 1, then
Remark 3.2. Note that we assume s q ∈ [0, 1]. This is not a restriction since the case s q > 1 is treated in Part I on a more general family of meshes.
Specializing to the 2D case gives the following result:
. Let π/3 ≤ ω < π be the largest interior angle of Γ, and let r > 0 satisfy
If in addition r > 1/2, then
As in Part I, when k = 1 the convergence rates are optimal for the control and the flux q and suboptimal for the other variables. When k = 0 the convergence rates for all variables are suboptimal with one exception: If y d ∈ L 2 (Ω) only so that t * = 0, then u ∈ H 1/2 (Γ) only and the convergence rate for the control is optimal. Also, if r d or r Ω is near 1/2, then the convergence rate is nearly optimal for the control in the k = 0 case.
Preliminary material I
We split the preliminary material required for the proof into two parts. First, we give a brief overview of material closely related to the preliminary material in Part I: L 2 projections, HDG operators B 1 and B 2 , and the well-posedness of the HDG equations.
As in Part I, we use the standard
(3.4)
We have the following bounds:
and similar projection error bounds for p and z.
In this paper, we do not use the same HDG formulation for the analysis that we used in Part I. We define the HDG operators B 1 and B 2 by
We emphasize that this is an equivalent definition to the one given in Part I that is more appropriate to obtain error estimates in the low regularity case. We rewrite the HDG formulation of the optimality system (2.6) in terms of the HDG operators
For the convenience of the reader, we recall three results proven in Part I.
Proposition 3.6. If (A2) holds, there exists a unique solution of the HDG equations (3.8).
Preliminary material II
Next, we discuss preliminary material that is directly related to the low regularity case considered in this paper: the interpolation operators I 0 h , I 1 h , I h and their properties. Recall we assume the primary flux q only satisfies
, where r q ≥ 0. Therefore, the quantity q · n − Πq · n ∂T h is not well defined and the HDG analysis technique used in Part I is not applicable. We use analysis techniques from [28, 29] to avoid using the L 2 boundary trace of q. Let us introduce some notation first.
Define the H 1 -conforming piecewise linear finite element space W c h by
For any K ∈ T h , let λ 1 , λ 2 , . . ., λ d+1 denote the standard barycentric coordinate functions defined on the simplex K. Define
where 10) where |e| denotes the d − 1 dimensional Hausdorff measure of e. Next, the interpolation operator
Now we define the interpolations operators
h is defined as follows:
where ω a := {K ∈ T h : a is a vertex of K} and #ω a denotes the number of elements in ω a . Next, the interpolation operator
is defined elementwise as follows: for each K,
h have the following properties; see [28, 29] .
for all (m, n) ∈ P k (e) × P k (K) and e ∈ ∂K, and
Moreover, if µ| Γ = 0, we have
In the next three lemmas, we assume ( 14) for all r ∈ V h . We begin with a key inequality; see Part I [26, Lemma 4.7] and also [35] .
The next two results are similar to Lemma 3.4 and Lemma 3.6 in [28] . Here, we have a different space M h (with polynomials of degree k + 1 instead of k) and we do not have a variable diffusion coefficient. However, the proofs of the next two results are very similar to the proofs in [28] and are omitted.
Proof of Main Result
Now we move to the proof of the error estimates. We follow the strategy of Part I [26] and split the proof into seven steps. In the first five steps we use the rewriting of operators B 1 and B 2 in an explicit way and the proofs are different from the corresponding ones of Part I. Steps 6 and 7 use the properties of B 1 and B 2 recalled in Lemma 3.4 and Lemma 3.5 and are very similar to Steps 6 and 7 in the high regularity case in Part I. We include these proofs here to make this paper self-contained. We first bound the error between the solution of the mixed form (2.2a)-(2.2d) of the optimality system and the solution
of the auxiliary problem
As in Part I, we use the notation (3.19) where y h (u) = y o h (u) on ε o h and y h (u) = P M u on ε ∂ h . This definition gives ε y h = 0 on ε ∂ h .
3.4.1
Step 1: The error equation for part 1 of the auxiliary problem (3.18a) Lemma 3.11. We have
Proof. Using the definition of B 1 in (3.6) gives
The exact state y and flux q satisfy
Here we used β · ny, µ 1 ∂T h \ε ∂ h = 0, which holds since µ 1 is a single-valued function on the interior edges. Subtracting part 1 of the auxiliary problem (3.18a) from the above equality gives the result:
Step 2: Estimate for ε q h
Lemma 3.12. We have
) in the key inequality in Lemma 3.8 to obtain
Next, since ε y h = 0 on ε ∂ h , the energy identity for B 1 in Lemma 3.4 gives
) in the error equation (3.20) in Lemma 3.11 to obtain
We rewrite the term T 1 using the interpolation operator I h :
For the terms T 2 , T 3 , and T 4 , apply (3.22) and Young's inequality to obtain
Summing the estimates for {T
gives the result.
Remark 3.13. In Part I [26] , we defined δ 1 = δ q ·n+β ·nδ y +(h −1 +τ 1 )(δ y −δ y ). It is not meaningful to estimate δ 1 ∂T h if we only assume r q ≥ 0. In this paper, we have δ 1 = β·nδ y +(h −1 +τ 1 )(δ y −δ y ), and we can estimate δ 1 ∂T h .
3.4.3
Step 3: Estimate for ε y h by a duality argument Next, for any Θ in L 2 (Ω) we consider the dual problem
Since the domain Ω is convex, we have the regularity estimate
We use the following notation in the next proof for the estimate of ε y h :
Lemma 3.14. We have
Proof. We take Θ = −ε y h in the dual problem (3.24) and (r 1 , w 1 , µ 1 ) = (ΠΦ, ΠΨ, P M Ψ) in the error equation (3.20) in Lemma 3.11. Since Ψ = 0 on ε ∂ h , we have
Here we used β · nε 
Next, integration by parts gives
Also, since Ψ = 0 on ε ∂ h , the error equation (3.20) in Lemma 3.11 gives
The two equalities above give
Bounds for R 1 to R 5 have been obtained in Part I [26] ; we have
For the terms R 6 and R 7 , Lemma 3.10 and Lemma 3.12 give
For R 8 , we have
Applying the triangle inequality for R 9 gives
Using s q ∈ [0, 1] and summing the estimates for R 1 to R 9 completes the proof.
The triangle inequality gives optimal convergence rates for q − q h (u) T h and y − y h (u) T h :
Lemma 3.15.
3.4.5
Step 5: Estimate for ε
The triangle inequality gives optimal convergence rates for p − p h (u) T h and z − z h (u) T h :
3.4.6
Step 6: Estimates for u − u h ε ∂ h and y − y h T h
To obtain the main result, we estimate the error between the solution of the auxiliary problem and the HDG discretized optimality system (3.8). Define
where
, and z h = 0 on ε ∂ h . This gives ζ z = 0 on ε ∂ h . Subtracting the two problems gives the error equations
Lemma 3.20. If (A1) and (A2) hold, then
Proof. We have
Next, Lemma 3.5 gives
Also, since τ 2 is piecewise constant on ∂T h we have
The above equalities yield Proof. The optimality conditions yield γu + p · n = 0 and γu h + p h · n + h −1 z h + τ 2 z h = 0 on ε ∂ h . Therefore, the above lemma gives Here, for the last two inequalities we used the discrete Poincaré inequality in Lemma 3.17 and Lemma 3.8. This gives
Using the discrete Poincaré inequality and Lemma 3.8 again yields
To obtain a positive convergence rate for q, we need
Lemma 3.23. If (A1), (3.35) , and k ≥ 1 hold, then
Proof. By the energy identity in Lemma 3.4, the first error equation (3.34a), and since τ 2 is piecewise constant on ∂T h , we have
).
This gives
The above lemma, the triangle inequality, Lemma 3.15, and Lemma 3.19 complete the proof of the main result: Theorem 3.24. We have 
Numerical Experiments
We present numerical results for a 2D example problem similar to examples from [9, 21] The largest interior angle is ω = π/2, and therefore r Ω = 3/2. Also, we have y d ∈ H 1/3−ε (Ω) for any ε > 0, and therefore r d = 5/6 − ε for any ε > 0. For this example, the value of r d restricts the guaranteed regularity of the solution. We do not have an exact solution for this problem; therefore, we generate numerical convergence rates by computing errors between approximate solutions computed on different meshes. Specifically, we compare approximate solutions computed on various meshes with the approximate solution on a fine mesh with 524288 elements, i.e., h = 2 −12 √ 2. For all computations, we take τ 2 = 1 and τ 1 = τ 2 + β · n so that (A1)-(A3) are satisfied.
When k = 1, the guaranteed theoretical convergence rates are given by Corollary 3. Table 1 shows numerical results for this case. As in Part I, the numerically observed convergence rates match the theory for the control u and the primary flux q, but are higher than the theoretical rates for the other variables. As mentioned in Part I, similar convergence behavior has been observed in other works [21, 27, 30, 34] . Table 2 : 2D Example with k = 0: Errors for the control u, state y, adjoint state z, and the fluxes q and p.
and u − u h 0,Γ = O(h 1/2−ε ).
As in Part I, we observe much larger numerical convergence rates for all variables. Improving the analysis for the k = 0 case is again an interesting topic we leave to be considered elsewhere.
Conclusion
In Part I of this work, we considered a Dirichlet boundary control problem for an elliptic convection diffusion equation and approximated the solution using a new HDG method. We also proved optimal convergence rates for the control under a high regularity assumption. In this paper, we removed the restrictions on the domain Ω and the desired state y d from Part I and considered a low regularity scenario. We used very different HDG analysis techniques to prove optimal convergence rates for the control. As far as we are aware, this paper and Part I are the only existing analysis and numerical analysis explorations of this convection diffusion Dirichlet control problem. We leave many topics to be considered in future work, such as improving the HDG convergence analysis for the Dirichlet boundary control problem considered here and also applying HDG methods to Dirichlet control problems for fluids.
