This paper concerns energy absorption in thin (0.4 mm) steel plates during perforation by spherical projectiles of hardened steel, at impact velocities between 200 and 600 m s -1 . Absorbed energies have been obtained from measured incident and emergent projectile velocities. These tests were simulated using ABAQUS/Explicit, using the Johnson and Cook plasticity model. Astrain rate-dependent, critical plastic strain fracture criterion was employed to model fracture.
Introduction
Perforation of plates during projectile impact is a complex process, commonly involving elastic and plastic deformation, strain and strain rate hardening effects, thermal softening, crack formation, adiabatic shearing, plugging, petalling and even shattering. These effects depend on the properties and geometries of projectile and target and on the incident velocity. There have been many theoretical and experimental studies in this area, which are covered in the comprehensive reviews of Corran et al [1] , Anderson and Bodner [2] and Corbett et al [3] .
Specific studies have been undertaken on petalling phenomena [4, 5] , shear plugging failure [6, 7] and dishing [8] in thin metallic plates, while the effects of target thickness, impact obliquity [9] and projectile nose shape [10, 11] have also been studied.
The main failure modes are ductile hole enlargement (lateral displacement of material), petal formation, plugging failure via through-thickness shear (often accompanied or preceded by adiabatic heating), dishing, which is characterised by large plate deflection, membrane stretching and tensile tearing (discing) and, finally, fragmentation. It is not uncommon for a combination of these failure modes to operate simultaneously. Furthermore, the failure mode often changes with increasing projectile velocity [12] .
The Finite Element Method (FEM) has become an increasingly useful tool for the analysis of impact events, and current commercial codes are well suited to dealing with problems involving large deformations and elevated strain rates. The necessary computational resources are also routinely available. However, as highlighted by Zukas [13] , erroneous results can be obtained.
Common errors include the use of models that are ill-suited to the problem, failure to recognise numerical instabilities (which may be attributed to physical phenomena), poor mesh specification, and use of inappropriate property data and constitutive relations. Of these, the latter are amongst the most common and, potentially, most significant.
The constitutive behaviour of most metals is, in general, fairly well understood and standard expressions are routinely implemented into FEM codes. These normally incorporate the effects of strain, strain rate and temperature on the effective stress. Examples include the phenomenological model of Johnson & Cook [14] and the more theoretical, dislocation dynamics-based models of M A N U S C R I P T
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Zerilli and Armstrong [15] . The Johnson & Cook plasticity model is well suited to high rate deformation, and in general is reported to capture the main features of penetration and perforation -an example being the studies of Borvik et al [7, 16, 17] on projectile penetration of steel and aluminium sheets. Their simulations agree reasonably well with experimental data, particularly at high velocities, with high mesh densities and when using an adaptive re-meshing algorithm.
Gupta et al [10] also used a Johnson & Cook elastic-viscoplastic model, to simulate penetration experiments on 1 mm thick Al sheets. Their model included the effects of linear thermoelasticity, yielding, plastic flow, isotropic strain hardening, strain rate hardening and softening due to adiabatic heating. They successfully predicted the residual velocities of penetrating projectiles, as well as ballistic limit velocities.
Simulations of this type commonly employ fracture criteria. These can be either instantaneous, time-dependent or micromechanical [13] . Micromechanical models are often preferred, despite their complexity, since they are usually more reliable [13] . In a comparative study of six fracture conditions, including a simple critical fracture strain, Teng and Wierzbicki [18] found that those based on accumulated equivalent plastic strain were most reliable. One such fracture criterion is that of Johnson & Cook, which has been widely employed [10, 16, 17, 19] for simulating the perforation of metallic plates. It can be expressed in the form
(A nomenclature listing is included in this paper as an Appendix.) However, whilst the Johnson & Cook plasticity parameters are relatively easy to determine from simple mechanical tests (at least for low strain rates), the fracture constants (D 1 …..D 5 ) are more difficult to obtain. Multiple tests must be conducted over a wide range of strain rate and stress triaxiality. In the current study, a strain rate-dependent, critical plastic strain criterion is employed, which requires relatively few parameters to be evaluated. This fracture criterion was coupled with the Johnson and Cook plasticity model ( § 3.2.2).
A further potential complication at high strain rates is the possible formation of adiabatic shear bands. These are bands of localised plastic shear strain, within which large temperature rises can M A N U S C R I P T [20, 21] . Adiabatic shear band formation has been modelled numerically [7, 22, 23] .
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For example, Chou et al [23] showed, using Johnson & Cook constitutive relations, that shear bands are commonly expected if thermal softening is taken into account. They noted, however, that a relatively fine mesh size is often required in order to capture their formation. In steels, for example, they are typically 10-100 μm in width, so local mesh dimensions need to be correspondingly fine.
The experimental work in the present study concerns 304 stainless steel. To the authors' best knowledge, the only previous study on this material, over the impact velocity range covered here, is that of Yungwirth et al [24] , who examined the ballistic performance of sandwich panels with pyramidal lattice cores and compared it with that of monolithic plate of equal areal density. As impact velocities were increased beyond the ballistic limit, they observed a small decrease in the specific absorbed energy by the monolithic plates, followed by a monotonic increase.
Experimental Procedures
Tensile test specimens were cut using Electric Discharge Machining (EDM), from 0.4 mm thick sheets of grade-304 stainless steel that had been annealed in inert atmosphere at a temperature of 1195°C for 1.5 hours. Tensile tests were conducted using a 10 kN ESH servo-hydraulic testing machine at a strain rate of 0.01 s -1 . Strain was measured using a linear variable displacement transducer (LVDT). Stress-strain responses were recorded and material property data were inferred.
Circular disk specimens were cut, using EDM, from the stainless steel sheets. Specimens, of 76.5 mm diameter, were rigidly clamped around the periphery, such that a circle of 60 mm diameter was exposed. Specimens were impacted at normal incidence, with a range of incident velocities, by spherical projectiles of hardened steel, 8 mm in diameter and of 2 g mass. At low projectile velocities (170-250 m s -1 ), the incident velocity was measured using a series of light gates, comprising three light emitting diodes and three light receiving photodiodes. The residual M A N U S C R I P T were back-illuminated, using a Bowens flash (with a light duration of several ms). The exposure time for all of the images was 1 µs and the inter-frame times ranged from 10-70 µs. Over the critical period (∼170 µs), 12 polaroid images were captured. After penetration, impacted specimens were sectioned using EDM and photographed. Specimens were weighed before and after testing, and mass losses (due to the ejection of plugs or multiple fragments) were calculated.
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Numerical Modelling
Mesh Formulation and Boundary Conditions
The steel sheets were modelled as elastic-plastic shells and meshed with reduced integration, linear quadrilateral shell elements -type S4R. The shell element formulation is well suited to dynamic analyses involving large plastic bending strains [25] . The mesh density was refined in the region directly beneath the impact site. The sensitivity of the predicted results to mesh density was a key concern during the simulations (particularly since large strain gradients were expected), and there exists a threshold mesh density value for solution convergence. Table III shows the predicted absorbed energy as a function of mesh density and minimum element size for an impact velocity of 600 m/s, which is insensitive to further refinements beyond 2457 elements.
An encastré boundary condition was specified to simulate the clamping conditions. The projectile was modelled as an analytical rigid body and simply assigned mass. This assumes that M A N U S C R I P T
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projectile deformation is negligible and observations of projectiles after impact confirmed that there was no noticeable plastic deformation. Penalty contact was defined between the projectile and the plate. Friction between the projectile and the plate was taken as negligible, which is consistent with the results of Krafft [26] , who showed experimentally that sliding friction typically absorbs less than 3% of the total incident energy.
Material Response Characterisation
Johnson & Cook Plasticity
The Johnson & Cook plasticity formulation, which defines the flow stress as a function of equivalent plastic strain, strain rate and temperature, was employed in all simulations The dynamic flow stress is expressed by the following relation [14] 
where σ d is the dynamic flow stress, ε pl is the equivalent plastic strain, dε / dt ( ) pl is the equivalent plastic strain rate, dε / dt ( ) 0 is a reference strain rate, A, B, n, m and C are material parameters and θ is the non-dimensional temperature given by:
where θ is the current temperature, melt θ is the melting temperature and transition θ is the transition temperature defined as the one at or below which there is no temperature dependence on the expression of the yield stress. The constant A is the yield stress under quasi-static conditions, B
and n are strain hardening parameters, m controls the temperature dependence and C the strain rate dependence. The values of the Johnson & Cook parameters used in the present work, which were obtained from Lee et al [27] , are listed in Table I , and the data are plotted in Fig.1 . This does, of course, assume that the material used in this study is similar to that of Lee et al [27] . This isn't entirely satisfactory, since microstructural differences could affect the mechanical properties.
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However, since these data [27] are reportedly [28] representative of annealed 304 stainless steel, it seems likely that they are at least broadly appropriate for the present work.
Fracture
A strain rate-dependent, critical plastic strain-based fracture criterion was employed. The equivalent plastic strain at the onset of fracture ε D. pl is assumed to be a function of the equivalent plastic strain rate and stress triaxiality, ie
The stress triaxiality is the ratio of the mean stress to the equivalent stress, and thus characterises the degree to which plasticity is being promoted, which is known to affect the likelihood of fracture -as the triaxiality increases, the strain to fracture decreases [29] . The base level (maximum) triaxiality can be calculated using
Bridgman's analysis [30] , from the initial notch diameter, although to determine this parameter over a range of strain rate and temperature requires a significant number of tests [31] .
In any case, it has previously been reported that [29] Bridgman's theory can lead to inaccurate estimates of the stress triaxiality, and no such tests were conducted during the current work.
Instead, a triaxiality of 1/3 was assumed, based on the work of Zhou [32] . This is a plausible approximation, assuming that the plate material can be treated as a shell, with plane stress conditions satisfied. A stress triaxiality of 1/3 does, however, imply that the stress state of the plate is dominated by uniaxial tension, which is not strictly true. It is also worth noting that, in the parametric study conducted by Borvik et al [29] , the stress triaxiality was nearly insensitive to strain rate and inertia. The stress triaxiality was also relatively insensitive to temperature.
The damage, once initiated, is assumed to evolve linearly until the material is fully degraded and can no longer sustain load. The damage, D , accumulates in an element according to the following relation:
where Δε pl is the increment of accumulated equivalent plastic strain and ε f , pl is the plastic strain to failure. Failure occurs when D ≥ 1 ; once this condition is satisfied in an element, it is removed from the mesh. The fracture strain is established as a tabular function of strain rate. However, since high strain rate fracture data were unavailable, and following the work of Lichtenfeld et al M A N U S C R I P T Fig.1 .
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Extraction of Global Information about Strain Rate Distributions
For each volume element, during each time interval, the average strain rate at which deformation occurred was recorded, as was the strain induced and the plastic work done. These increments of energy were accumulated into a series of bins covering specific strain rate ranges.
For cases in which the strain rate varied during the time interval beyond the range covered by a single bin, the energy was partitioned between the bins concerned using a proportional algorithm.
This algorithm is relatively crude, but it was ensured that the time interval of the computations was short enough to ensure that the associated error was small. (As with other aspects of the computation, it was confirmed that the meshing and time interval selection were sufficiently refined to ensure that they had no significant effect on the predictions.)
A "characteristic strain rate", representing the mean strain rate throughout the specimen for a given incident velocity, was calculated by considering all volume elements, across the complete time domain, weighted by the fraction of energy absorbed in a given element during a given time step. It was obtained by simply multiplying each strain rate bin upper boundary by the corresponding fraction of energy absorbed within that strain rate bin. A summation was then made for all bins.
Model Predictions and Comparisons with Experimental Data
Effects of Projectile Incident Velocity
A summary is shown in Table II of the experimental data obtained from each run. The table includes incident and residual projectile velocities, corresponding loss of projectile kinetic energy (ΔU), loss of specimen mass after impact, associated fragment kinetic energy (obtained assuming that all fragments acquire the residual projectile velocity) and the energy absorbed within the specimen (difference between energy loss of projectile and kinetic energy of fragments). A comparison is shown in Fig.2(a) between experimental data and predictions, obtained using the
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Johnson and Cook plasticity formulation, for the residual velocity as a function of the incident velocity. It can be seen that the level of agreement is very good.
The main focus of the present study is on the energy absorbed by the plate, and the associated deformation and fracture mechanisms. The energy absorbed in the plate is expected to be (predominantly) dissipated via plastic deformation and fracture, i.e. bulging, dishing, discing, petalling, plugging or fragmentation. For an individual element, the energy dissipated is given by:
so that the total work done is equal to Fig.2(b) shows the experimental data of Fig.2(a) , re-plotted as absorbed energies (difference between incident and emergent projectile kinetic energies). It can be seen that agreement with experiment is good over the complete range of (sub-sonic) incident velocities being investigated here. Also plotted in Fig.2(b) is the predicted energy absorbed within the specimen by plastic deformation and fracture -i.e. excluding the kinetic energy associated with expelled fragments (Eq.6). It can be seen that, as expected, this contribution to the absorbed energy becomes significant at higher incident velocities (>~300 m s -1 ), such that fragment expulsion starts to become significant. At an incident velocity of the order of 600 m s -1 , it constitutes over 50% of the total energy absorbed, although admittedly this energy now represents just a small fraction of the kinetic energy of the incident projectile.
The failure modes observed during these experiments are: (i) dishing and discing, (ii) shear plugging, and (iii) fragmentation. Fig.3 shows the predicted deformation histories for impact speeds of 200, 316 and 580 m s -1 . Fig.4 shows the experimental and predicted specimen shapes after projectile penetration. It can be seen that there is excellent agreement in terms of specimen appearance, and the transitions in failure mode with incident velocity are accurately predicted.
Dishing and discing-type failures occur at low velocities, just above the ballistic limit (~160 m s -1 ), with associated bulging, deflection and membrane stretching (tensile tearing) of the M A N U S C R I P T 
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Kinetic Energy of Ejected Plugs or Fragments
It is clear from the predictions shown in Fig.3(b) that, for incident velocities sufficient to create plugging or fragmentation failure, the kinetic energy associated with these fragments can constitute a significant proportion of the total energy absorbed by the specimen, and indeed represents over half of the total for very high incident velocities (~600 m s -1 ). The high speed photograph shown in Fig.6 confirms that fragments can be seen emerging after penetration of the specimen and the mass loss data shown in Table II confirms that this is occurring. It's fairly clear that plug and fragment velocities can be in a similar range to the residual projectile velocity. A comparison is presented in Fig.8 between model predictions and experimental data for the fragment kinetic energy, as a function of the incident projectile velocity. These experimental data were obtained from measured mass loss data (see Table II ), so the agreement exhibited here constitutes evidence of the reliability of the model which is independent of the comparison shown in Fig.3(b) . Of course, the assumption that all fragments acquire a velocity equal to the residual velocity of the projectile is a rather crude one, which is probably responsible for some of the scatter in the experimental data in Fig.8 , but in general it is expected to be a fair approximation and this is consistent with the level of agreement between predicted and experimental data in 
Deformation Mechanisms and Local Strain Rates
The predictions shown in Fig.3(b) indicate that the energy absorbed within the specimen (by plastic deformation, fracture etc), shows a tendency to reach a plateau as the projectile velocity is M A N U S C R I P T
A C C E P T E D ARTICLE IN PRESS Energy Absorption during Projectile Penetration of Thin Steel Plates …..Dean et al p-11-
increased. This is not unexpected, since the specimen volume within which plastic deformation occurs does not change much with increasing projectile velocity (indeed, it tends to fall, compared with the behaviour at low impact velocities -see below), and there is a limit to the levels of plastic strain which can be generated within this volume.
It is of interest to consider the strain rates experienced by different regions while deformation takes place. Fig.9 shows, for three increasing projectile velocities, the proportion of the plastic work absorbed within the specimen, as a function of the strain rate at which this plastic deformation occurred. Naturally, the strain rates at which most of the deformation takes place tend to rise as the projectile velocity is increased.
However, some interesting effects can be identified on examining these data more closely. For example, Fig.10(a) shows the predicted dependence on projectile velocity of the characteristic (mean) strain rate within a specimen (see §3.2.5). It can be seen that, while there is a trend for this strain rate to increase as the incident velocity goes up, there is actually a dip over the range of 300-400 m s -1 . This is the approximate range over which plugging occurs -see Fig.8 . It's certainly plausible that the onset of this failure mechanism should lead to a reduction in the average strain rate, since deformation rates will tend to be relatively low within a plug being pushed by a projectile, while straining in neighbouring material will also tend to be curtailed at a relatively early stage as the plug becomes detached. These changes in mechanism are also reflected in the curve shown in Fig.10 (b) , which shows how the volume of material subjected to plastic deformation changes as the projectile velocity increases. It can be seen that this has a peak value at the ballistic limit, falls off as the velocity increases within the regime of dishing and discing (and the dishing becomes more localised), remains low while plugging failure occurs and rises slightly as fragmentation replaces plugging.
It's also of interest to note the absolute values of typical strain rates created during this kind of deformation. It can be seen in Fig.9 that these range up to about 3 10 4 s -1 , for a projectile velocity of 200 m s -1 , and up to about 3 10 5 s -1 , for a velocity of 600 m s -1 . Naturally, these strain rate values will tend to vary with projectile size and sheet thickness (and also with sheet material), but these calculations certainly give an indication of the nature of the deformation taking place within M A N U S C R I P T
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the specimen under this type of loading. It's of interest to note (Fig.1) that, according to the Johnson-Cook formulation for this material, strain rates of ~10 5 s -1 generate stress level enhancements (compared to the quasi-static case) by factors of at least about 2 -i.e. substantial strain rate hardening occurs under these experimental conditions.
Of course, it must be borne in mind that these predictions would themselves be affected if a different strain rate sensitivity were to be incorporated into the constitutive equations employed.
There's no doubt that it is preferable to use experimental stress-strain data obtained over a wide range of imposed strain rate, although obtaining these data can be time-consuming and difficult.
In fact, due to the lack of literature data relating to strain rates above 10 4 s -1 , the constitutive relation for that strain rate (see Fig.1 ) was employed in the present work for all higher strain rates as well, which is clearly not really appropriate or satisfactory. Nevertheless, the FEM predictions presented here do appear to capture most of the main features of the response of this particular material to this type of ballistic loading. In order to investigate further and more deeply, it would be advisable to bring the micro-mechanisms of deformation clearly into the picture, rather than simply trying to identify the most reliable constitutive relations without reference to the effects responsible for them.
Conclusions
The following conclusions can be drawn from this work.
(a) Thin (0.4 mm) plates of 304 stainless steel were perforated by spherical steel projectiles, with a range of (sub-sonic) incident velocities (up to 600 m s -1 ). Absorbed energies were obtained experimentally from incident and emergent projectile velocities. The tests were simulated using the Explicit FEM code in ABAQUS/CAE. The Johnson and Cook plasticity algorithm was employed. This was coupled with a strain rate-dependent, critical plastic strain fracture criterion.
(b) The predicted amount of energy absorbed by the specimen was found to agree well with the experimental data over the complete range of projectile velocity. The model also captured the transitions in failure mode, from dishing at low velocities, to plugging failure at around 300-400 m s -1 and a fragmentation process at higher velocities. It is shown that, towards the upper end of the velocity range investigated, the contribution to the total energy absorbed represented by the kinetic energy of escaping small fragments of the specimen becomes highly significant (>50% of the total). Specific heat
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Reference Strain Rate ρ (kg m [27] M A N U S C R I P T [34] and fracture strain information given by Lichtenfeld [33] . 
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