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 Abstract 
 
With the rapid development of power electronics, Flexible AC Transmission Systems 
(FACTS) devices have been proposed and implemented in power systems. FACTS 
devices can be used to control power flow and enhance system stability. There is an 
increasing interest in using FACTS devices in the operation and control of power 
systems. However, their coordination with the conventional damping controllers in 
aiding of power system oscillation damping is still an open problem. Therefore, it is 
essential to investigate the coordinated control of FACTS devices and traditional power 
system controllers in large power systems. 
The followings are areas of research achieved in this thesis: 
 
• FACTS modeling and controller design: FACTS devices are modeled using 
the current injection method and the FACTS damping controllers are 
developed using the residue method in this thesis. This residue approach is a 
practical method for FACTS damping controller design in large power 
systems. 
• Optimal choice and allocation of FACTS devices: FACTS devices can be 
used to control power flows. Therefore, provided optimal locations, FACTS 
devices can be used to achieve the optimal power flow without any constraint 
violation and thus to increase the utilization of the lowest cost generation in 
power systems. FACTS types and locations should be reasonably chosen 
according to their contribution to the general objective of power system 
economic generation and dispatch. In this research, using the genetic 
algorithms, the locations of the FACTS devices, their types and rated values 
are optimized simultaneously. The objective cost function, which consists of 
the investment costs for FACTS devices and the generation costs, is 
minimized. 
• Adaptive FACTS transient controller design using ANFIS technology: 
This research deals with the development of adaptive FACTS transient 
stability controller using Adaptive Network based Fuzzy Inference System 
(ANFIS) technology. The approach adaptively activates the FACTS transient 
stability controller in large power systems during large disturbances. The 
design aspects and their implementation in form of fuzzy-adaptive switching 
controller are presented. Furthermore, ANFIS technology is employed for the 
parameter optimization of the proposed controller. This approach is realized 
in a large power system and it is proved to be an effective method for the 
adaptive transient control of FACTS devices. 
• Simultaneous coordinated tuning of FACTS damping controller and 
conventional Power System Stabilizers (PSSs): In this research, using the 
linearized power system model and the parameter-constrained non-linear 
optimization algorithm, interactions among FACTS controller and PSS 
controllers are considered. The controller parameters are optimized 
simultaneously to achieve a global optimal damping behavior. By realizing in 
a large power system, this approach is proved to be a general optimal tuning 
method for multi-controller parameters. 
• Robust FACTS loop-shaping POD (Power Oscillation Damping) 
controller design in large power systems: This study deals with the FACTS 
robust loop-shaping POD controller design in large power systems. By 
applying the model reduction and modern robust loop-shaping control 
technique, the FACTS robust loop-shaping POD controller is realized. This 
controller exploits the advantages of both conventional loop-shaping and 
modern H∞ robust control technique. Moreover, it is a decentralized approach 
and suitable for FACTS controller design in real large power systems. The 
performance of the proposed control scheme has fulfilled the robust stability 
and robust performance criteria. Furthermore, non-linear simulation has 
proved that using the proposed controller, the power oscillation damping 
behavior is also satisfactory under large disturbances. 
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Chapter 1   
Introduction 
1.1 Introduction of FACTS devices 
 
With the rapid development of power electronics, Flexible AC Transmission Systems 
(FACTS) devices have been proposed and implemented in power systems. FACTS 
devices can be utilized to control power flow and enhance system stability. Particularly 
with the deregulation of the electricity market, there is an increasing interest in using 
FACTS devices in the operation and control of power systems with new loading and 
power flow conditions. A better utilization of the existing power systems to increase 
their capacities and controllability by installing FACTS devices becomes imperative. 
Due to the present situation, there are two main aspects that should be considered in 
using FACTS devices: The first aspect is the flexible power system operation according 
to the power flow control capability of FACTS devices. The other aspect is the 
improvement of transient and steady-state stability of power systems. FACTS devices 
are the right equipment to meet these challenges. 
 
1.1.1 Definition of FACTS 
 
According to IEEE, FACTS, which is the abbreviation of Flexible AC Transmission 
Systems, is defined as follows [1]: 
 
Alternating current transmission systems incorporating power electronics based and 
other static controllers to enhance controllability and power transfer capability. 
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Since the "other static controllers" based FACTS devices are not widely used in 
current power systems, this thesis focuses only on the power electronics based FACTS 
devices. 
 
1.1.2 FACTS categories and their functions 
 
1.1.2.1 FACTS categories 
 
In general, FACTS devices can be divided into four categories [1,2]: 
 
i Series FACTS devices: 
 
Series FACTS devices could be a variable impedance, such as capacitor, reactor, etc., 
or a power electronics based variable source of main frequency, subsynchronous and 
harmonic frequencies (or a combination) to serve the desired need. In principle, all 
series FACTS devices inject voltage in series with the transmission line. 
 
ii Shunt FACTS devices: 
 
Shunt FACTS devices may be variable impedance, variable source, or a combination 
of these. They inject current into the system at the point of connection. 
 
iii Combined series-series FACTS device: 
 
Combined series-series FACTS device is a combination of separate series FACTS 
devices, which are controlled in a coordinated manner. 
 
iv Combined series-shunt FACTS device: 
 
Combined series-shunt FACTS device is a combination of separate shunt and series 
devices, which are controlled in a coordinated manner or one device with series and 
shunt elements. 
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1.1.2.2 Typical FACTS devices and their functions 
 
In this thesis, four typical FACTS devices are considered in detail: TCSC (Thyristor 
Controlled Series Capacitor), TCPST (Thyristor Controlled Phase Shifting 
Transformer), UPFC (Unified Power Flow Controller) and SVC (Static Var 
Compensator). Their functional diagrams are shown in Figure 1.1. 
 
(a)  TCSC (b)  TCPST 
(c)  UPFC (d)  SVC 
Line
DC Link 
+
-
Line 
3-phase line 
Line 
 
 
Figure 1.1 Functional diagrams of FACTS devices 
 
TCSC is a typical series FACTS device that is used to vary the reactance of the 
transmission line. Since TCSC works through the transmission system directly, it is 
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much more effective than the shunt FACTS devices in the application of power flow 
control and power system oscillation damping control [1,2]. 
The UPFC is the most powerful and versatile FACTS device due to the facts that the 
line impedance, terminal voltages, and the voltage angles can be controlled by it as well. 
Similar to the UPFC, TCPST is also a typical combined series-shunt FACTS device, 
which can be used to regulate the phase angle difference between the two terminal 
voltages. 
SVC is a shunt FACTS device that can be used to control the reactive compensation. 
 
1.1.3 Possible benefits from FACTS technology 
 
Within the basic system security guidelines, the FACTS devices enable the 
transmission system to obtain one or more of the following benefits [1-4,9]: 
 
• Control of power flow as ordered. This is the main function of FACTS 
devices. The use of power flow control may be to follow a contract, meet the 
utilities’ own needs, ensure optimum power flow, ride through emergency 
conditions, or a combination of them. 
• Increase utilization of lowest cost generation. One of the principal reasons for 
transmission interconnections is to utilize the lowest cost generation. When 
this cannot be done, it follows that there is not enough cost-effective 
transmission capacity. Cost-effective enhancement of capacity will therefore 
allow increased use of lowest cost generation. 
• Dynamic stability enhancement. This FACTS additional function includes the 
transient stability improvement, power oscillation damping and voltage 
stability control. 
• Increase the loading capability of lines to their thermal capabilities, including 
short term and seasonal demands. 
• Provide secure tie-line connections to neighboring utilities and regions 
thereby decreasing overall generation reserve requirements on both sides. 
• Upgrade of transmission lines. 
Section 1.2   Practical application of FACTS devices 5 
• Reduce reactive power flows, thus allowing the lines to carry more active 
power. 
• Loop flows control. 
 
1.2 Practical application of FACTS devices 
 
Many projects are succeeded to prove the benefits of FACTS devices over the last 
years. Although there are numerous successful installation examples, for the sake of 
highlight, only four main new applications are briefly discussed in this section: 
WAPA’s Kayenta ASC, BPA’s Slatt TCSC, TVA’s Sullivan STATCOM and AEP’s 
Inez UPFC [1]. 
 
WAPA’s Kayenta advanced series capacitor (ASC) 
 
The total ASC system, dedicated in 1992, which includes a TCSC and a conventional 
series capacitor, was installed at the Kayenta 230 kV substation in Western Area Power 
Administration (WAPA) in Northeast Arizona. This ASC was employed to increase the 
reliable transmission capacity of a 230 kV line between Glen Canyon and Shiprock. The 
ASC consists of two 55 Ω series capacitor banks each rated for 165 Mvar and 1000 A. 
The results of the project have proved that the ASC is a reliable means of using existing 
transmission capacity while maintaining system security. 
 
BPA’s Slatt TCSC 
 
The BPA’s Slatt TCSC, dedicated in September 1993, is installed at the Slatt 500 kV 
substation in Bonneville Power Administration (BPA) in Oregon. It was put into 
economic operation in 1995. This TCSC is in series with the Slatt-Buckley 500 kV 
transmission line. The location for the installation was selected to expose the TCSC to 
severe operating conditions and to gain sufficient operating benefits and experience. 
The maximum dynamic range of capacitive reactance is 24 Ω and the nominal three-
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phase compensation is 202 MVar. The results of this project show that TCSC is not 
only an effective means of impedance and current control but also a powerful means for 
increasing power system stability. Furthermore, TCSC also provides powerful damping 
against subsynchronous resonance (SSR). 
 
TVA’s Sullivan STATCOM 
 
This first high-power STATCOM (Static Synchronous Compensator) in the United 
States was commissioned in late 1995 at the Sullivan substation of the Tennessee Valley 
Authority (TVA) for transmission line compensation. The STATCOM is employed to 
regulate the 161 kV bus voltage during the daily load buildup so that the tap changer on 
the transformer bank will be used less often. The nominal capacity of the STATCOM is 
±100 MVar. This application shows that STATCOM is a versatile equipment with 
outstanding dynamic capability, that will find increasing application in power 
transmission systems. 
 
AEP’s Inez UPFC 
 
This first UPFC in the world was commissioned in mid-1998 at the Inez station of the 
American Electric Power (AEP) in Kentucky for voltage support and power flow 
control. This UPFC was designed to provide fast reactive shunt compensation with a 
total control range 320 MVar, and control power flow in the 138 kV high-capacity 
transmission line. Furthermore, it can be applied to force the transmitted power, under 
contingency conditions, up to 950 MVA. 
The application proved that the UPFC has the unique capability to provide 
independent and concurrent control for the real and reactive line power flow, as well as 
the regulation of the bus voltage. Moreover, it has a flexible circuit structure to be 
reconfigured for independent shunt and series compensation, as well as for only shunt 
or only series compensation at double rating. 
There are also many other successful applications of FACTS devices. Particularly, in 
recent years, with the improvements in power electronics, the costs of FACTS devices 
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could be reduced considerably and thus the practical application of FACTS devices 
becomes more favorable. 
 
1.3 Objectives of the dissertation 
 
As mentioned in the previous sections, FACTS devices can be effectively utilized for 
the steady-state power flow control and dynamic control of power systems. Even if 
many researches have already been made on these subjects, the following points need to 
be investigated in detail: 
 
• FACTS controller design in large power systems 
• Proper allocation of FACTS devices 
• Coordinated design and tuning of FACTS and conventional PSS (Power 
System Stabilizer) controllers 
• Adaptive FACTS transient control 
• Robust control of FACTS damping controller 
 
To address the above-mentioned points, the following five general objectives are 
considered in this dissertation: 
 
¾ FACTS modeling and controller design 
 
This fundamental objective focuses on the FACTS modeling and FACTS controller 
design methods. In this research, the FACTS devices are modeled using the current 
injection method and the FACTS damping controllers are realized using the residue 
method. Furthermore, programs for both steady-state study and dynamic study of large 
power systems embedded with FACTS devices are developed. 
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¾ Optimal choice and allocation of FACTS devices 
 
FACTS devices can be used to control power flows. Provided that they are located at 
optimal locations, FACTS devices can be applied to achieve the optimal power flow 
without any constraint violation. Therefore, they can be used to achieve power system 
economic operation by means of increasing the utilization of the lowest cost generation. 
FACTS types and their locations should be chosen according to their contributions to 
the general objective of power system economic generation and dispatching. In this 
research, using genetic algorithms, the locations of the FACTS devices, their types and 
rated values are optimized simultaneously. The objective cost function, which consists 
of the investment costs for FACTS devices and the generation costs, is minimized using 
the proposed approach. 
Besides to the above-mentioned economic criterion based allocation approach, the 
residue method based FACTS allocation approach is also applied to the power system 
dynamic analysis. 
 
¾ Adaptive FACTS transient controller design using ANFIS technology 
 
This objective deals with the development of adaptive FACTS transient stability 
controller using Adaptive Network based Fuzzy Inference System (ANFIS) technology. 
The approach adaptively activates the FACTS transient stability controller in large 
power systems during large disturbances. The design aspects and their implementation 
in form of fuzzy-adaptive switching controller are presented. Furthermore, ANFIS 
technology is employed for the parameter optimization of the proposed controller. This 
approach is realized in a large power system and it is proved to be an effective method 
for the adaptive transient control of FACTS devices. 
 
¾  Coordinated tuning of FACTS and conventional power system oscillation 
damping controllers 
 
This subject concerns the simultaneous coordinated tuning of the FACTS damping 
controller and the conventional PSS controllers in large power systems. Traditionally, 
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the controller parameters are determined sequentially and separately. These so 
determined parameters are not the global optimal settings. Moreover, the damping task 
is not properly allocated to each controller. A new method for the coordinated tuning of 
FACTS damping controller and the conventional PSS controllers has been developed 
based on non-linear optimization algorithm. Using this method, interactions among 
FACTS controller and PSS controllers are considered and their controller parameters 
are optimized simultaneously. 
 
¾ Robust FACTS loop-shaping POD (Power Oscillation Damping) 
controller design in large power systems 
 
This study deals with the FACTS robust loop-shaping POD controller design in large 
power systems. By applying the model reduction and modern robust loop-shaping 
control technique, the FACTS robust loop-shaping POD controller is realized. This 
controller exploits the advantages of both conventional loop-shaping and modern H∞ 
robust control technique. Moreover, it is a decentralized approach and practical for 
FACTS controller design in real large power systems. The performance of the proposed 
control scheme has fulfilled the robust stability and robust performance criteria. 
Furthermore, non-linear simulation has proved that using the proposed controller, the 
power oscillation damping behavior is also satisfactory under large disturbances. 
 
1.4 Outlines of the dissertation 
 
This dissertation is organized as follows: following the Introduction, in Chapter 2, the 
FACTS modeling and controller design methods are discussed. Fuzzy coordinated 
control between two FACTS controllers is also introduced in this chapter. 
In Chapter 3, a general economic criterion based algorithm for the optimal choice and 
allocation of FACTS devices in large power systems is discussed. Furthermore, the 
residue based FACTS allocation method is also introduced for the power system 
dynamic analysis. 
In Chapter 4, the design of adaptive FACTS transient stability controller is 
introduced. The design aspects and their implementation in form of fuzzy adaptive 
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switching controller are presented. Furthermore, ANFIS technology is employed for the 
parameter optimization of the proposed controller. 
In Chapter 5, the method for simultaneous coordinated tuning of the FACTS POD 
controller and the conventional PSS controllers is presented. 
In Chapter 6, the robust loop-shaping control scheme for FACTS POD controller in 
large power systems is introduced. 
Finally, in Chapter 7, the conclusions of this research work can be found. Moreover, 
some suggestions on the extensions to potential topics for future research are presented. 
 
 
 
 
 
 
 
 
 
 
Chapter 2   
FACTS Modeling and 
Controller Design 
2.1 FACTS modeling 
            Incorporating FACTS into power system model 
 
In order to investigate the impact of FACTS devices on power systems effectively, 
appropriate FACTS models are very important. In this section, the FACTS devices and 
their mathematical models will be introduced. 
 
2.1.1 FACTS devices 
 
In this thesis, four typical FACTS devices have been considered: TCSC, TCPST, 
UPFC, and SVC. As mentioned in Section 1.1, the reactance of the transmission line 
can be changed by TCSC. TCPST varies the phase angle between the two terminal 
voltages and SVC can be employed to achieve the reactive compensation. The UPFC is 
the most powerful and versatile FACTS device. The line impedance, terminal voltages, 
and the voltage angle can be controlled by it as well. The equivalent circuit diagrams of 
the four types of FACTS devices are shown in Figure 2.1. 
The power flow Pij through the transmission line i-j is a function of line reactance Xij, 
the voltage magnitude Ui , Uj and the phase angle between the sending and receiving 
end voltages ji δδ − . 
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 ( )ji
ij
ji
ij X
UU
P δδ −⋅⋅= sin3  (2.1) 
 
FACTS devices can be applied to control the power flow by adjusting the variables 
contained in Equation 2.1. Furthermore, since FACTS devices can regulate these 
variables in a very fast and effective way, they are also suitable for power system 
dynamic controls. 
 
 
XTCSC ZLine 
(a)  TCSC 
ZLine 
(b)  TCPST
UTCPST 
ZLine 
(c)  UPFC 
UUPFC 
_ 
UShunt 
(d)  SVC 
QSVC =QMin ~ QMax _ 
_ 
i j i j 
i j i 
XTCSC=XMin ~ XMax UTCPST = 0 ~UMax∠ ±90o 
UUPFC=0 ~ Umax∠ α_ 
α, β = -180 o ~ +180 o
ZShunt 
_ 
UShunt=0 ~ Umax-Sh∠ β_ 
 
 
Figure 2.1 Equivalent circuit diagrams of the considered FACTS devices 
 
 
2.1.2 Current injection model for FACTS devices 
 
The mathematical models of the FACTS devices are developed as follows: 
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TCSC 
 
The TCSC can serve as the capacitive or inductive compensation by modifying the 
reactance of the transmission line. In the power flow study, the reactance of TCSC, 
which is the control variable, can be considered in the admittance matrix directly. It is a 
function of the reactance of the transmission line where the TCSC is located: 
 
 LineTCSCTCSCLineij XrtcscXXXX ⋅=+=    ,  (2.2) 
 
where XLine is the reactance of the transmission line and rtcsc is the coefficient which 
represents the compensation degree of TCSC. 
To avoid overcompensation, the working range of the TCSC should be limited 
between –0.7XLine and 0.2 XLine [9-10]. 
 
 2.0    ,7.0 maxmin =−= rtcscrtcsc  (2.3) 
 
For the power system dynamic analysis, the XTCSC will be changed continuously and 
this would result in changes in the factorized system admittance matrix. Therefore it is 
necessary to convert the change in XTCSC into the injected currents: 
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−−=∆
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−=∆
 (2.4) 
 
where 
 
)0()0(
TCSCLineij jXZZ +=  denotes the initial influence of TCSC on the transmission line. 
)(t
ijZ  denotes the influence of TCSC on the transmission line at the time t. 
)0(
TCSCX , 
)(t
TCSCX  are the TCSC reactance at the initial operating point and at the time t. 
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)0()()(
TCSC
t
TCSC
t
TCSC XXX −=∆  denotes the change of the TCSC reactance at the time t. 
)(t
iU , 
)(t
jU  are the terminal voltages of TCSC at the time t. 
 
TCSC mathematical model for dynamic analysis is shown in Figure 2.2. 
 
)0(
TCSCLineij jXZZ +=
iI∆ jI∆XTCSC ZLine 
i j 
Variable reactance model Current injection model 
i j 
 
 
Figure 2.2 TCSC mathematical model for dynamic analysis 
 
TCPST 
 
TCPST regulates the voltage angle difference between the sending and receiving end 
of the transmission line. It is modeled as a series compensation voltage 
TCPSTFACTS UU =∆ , as shown in Figure 2.3, which is perpendicular to the sending bus 
voltage. The working range brought by the TCPST is between -5 degrees to +5 degrees.  
 
LineZ
TCPSTFACTS UU =∆
LineZ
Current injection model Voltage source model 
i j j i 
iI∆ jI∆  
 
Figure 2.3 Mathematical model of TCPST 
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During the dynamic simulation, the injected voltage TCPSTU , which is the controlled 
variable, is transformed into injected nodal currents according to Equation 2.5. For the 
steady-state power flow analysis, this model will also be applied. 
 
 
Line
TCPST
j
Line
TCPST
i
Z
UI
Z
UI =∆−=∆     ,  (2.5) 
 
SVC 
 
The SVC can be operated at both inductive and capacitive compensation. In the 
steady-state and dynamic analysis, the injected power at bus i at the time t )(tSVCi QQ =∆ , 
which is the controlled variable, can be transferred into injected current at bus i 
according to Equation 2.6, where )(tiU  is the terminal voltage of SVC at the time t. The 
mathematic model of SVC is shown in Figure 2.4.  
 
 )(
)(
t
i
t
SVCi
U
QI =∆  (2.6) 
 
iI∆
i
)(t
SVCi QQ ∆=∆
i 
Current injection model Power injection model 
 
 
Figure 2.4 Mathematical model of SVC 
 
UPFC 
 
As shown in Figure 1.1, the UPFC has two voltage source inverters (VSI) sharing a 
common dc storage capacitor. It is connected to the system through two coupling 
transformers [11-13]. The UPFC is modeled using two voltage sources UPFCU  and 
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ShuntU . During the steady-state and dynamic analysis, the control variables UPFCU  and 
ShuntU  are transformed into injected nodal currents according to Equation 2.7. The 
mathematical model of UPFC is shown in Figure 2.5. 
 
 
Line
UPFC
j
Shunt
Shunt
Line
UPFC
i
Z
UI
Z
U
Z
UI =∆+−=∆     ,  (2.7) 
 
 
LineZ
UPFCFACTS UU =∆
ShuntU
ShuntZ LineZ
Current injection model Voltage source model 
j i 
j i 
iI∆ jI∆
 
 
Figure 2.5 Mathematical model of UPFC 
 
Practically, the outputs of FACTS devices must be restricted by the limits within their 
working conditions. This issue is also considered in the simulation programs. 
 
2.2 FACTS controllers 
 
Normally, the FACTS controllers consist of the following three main control schemes 
[15]: 
 
• Steady-state power flow control 
• Transient control for improving the first swing stability 
• POD (Power Oscillation Damping) control to damp the power system 
oscillations 
 
These control schemes will be introduced in detail in this section. 
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2.2.1 FACTS steady-state controller 
 
The main function of the series FACTS steady-state controller is to control power 
flow. In general, the "constant line power" strategy will be applied [15]. The power flow 
control loop of series FACTS devices is shown in Figure 2.6. 
 
smsT −+1
1
LineP
sMaxC −
sMinC −
sFACTSC −
sdampC −srefP −
sP
sP sT
K
−
− + 1
sdsT −+1
1
- 
+ 
+
+
 
 
Figure 2.6 Series FACTS steady-state power flow controller 
 
where Pref-s and Cdamp-s are reference values of the active power and the signal from 
series FACTS damping controller respectively. The controller input PLine is the active 
power, which flows through the series FACTS devices. The output CFACTS-s represents 
the compensation value of the series FACTS devices. For instance, for TCSC, it is the 
value of the series compensation degree and for UPFC it is the series injected voltage. 
Tm-s is the measurement time constant for the series FACTS devices. Td-s 
approximates the delay due to the main circuit characteristics and control systems. KP-s 
is the proportional part and TI-s is the integral time constant of the series FACTS PI-
controller respectively. 
 
 
busU
shMaxC −
shMinC −
shFACTSC −
shdampC −shrefU −
shI
shP sT
K
−
− + 1
shdsT −+1
1
- 
+ 
+
+
shmsT −+1
1
 
 
Figure 2.7 Shunt FACTS steady-state controller 
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For the shunt FACTS steady-state controller, its main function is to achieve the 
reactive compensation and bus voltage control. In general, as shown in Figure 2.7, PI-
controller is always used to meet these objectives [15]. 
where Uref-sh and Cdamp-sh are reference values of the bus voltage magnitude and the 
signal from shunt FACTS damping controller respectively. The controller input Ubus is 
the bus voltage magnitude. The output CFACTS-sh represents the compensation value of 
the shunt FACTS devices. 
Similar to the series FACTS steady-state controller, Tm-sh is the measurement time 
constant for the shunt FACTS devices. Td-sh approximates the delay due to the main 
circuit characteristics and control systems. KP-sh and TI-sh are the proportional part and 
integral time constant of the shunt FACTS PI-controller respectively. 
 
2.2.2 FACTS transient stability controller 
 
Following a large disturbance, the FACTS transient stability controller acts initially 
to give a maximum compensation for a pre-set time T0 [15]. The function of the FACTS 
transient controller is shown in Figure 2.8, where CInitial and CMax represent the initial 
compensation value and the maximum compensation value of FACTS devices 
respectively. 
 
 
InitialC
MaxC
0TInput Output 
 
 
Figure 2.8 FACTS transient stability controller 
 
The input to the FACTS transient stability controller is always the same as the 
FACTS steady-state controller. The output is a switch signal for activating the 
maximum compensation level required for transient stability support. After the pre-set 
time T0, the FACTS control will be transferred back to the damping control. This 
function will be discussed in detail in Chapter 4. 
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2.2.3 FACTS POD controller 
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Figure 2.9 FACTS POD controller 
 
Similar to the FACTS transient and steady-state controller, as shown in Figure 2.9, 
local signals are always employed as input to the POD controller, i.e. the active power 
flow through the FACTS device or the FACTS terminal voltages. The output represents 
the compensation value of FACTS devices. The structure and the design procedure of 
FACTS POD controller will be discussed in detail in Section 2.3. 
 
2.3 Single FACTS POD controller design 
 
In this section, two main methods for FACTS POD controller design, i.e. linear and 
non-linear approaches, will be discussed. 
 
2.3.1 FACTS POD controller design – linear approach 
 
Generally, there are two kinds of power oscillation damping controllers in power 
systems: PSS and FACTS POD controllers. PSS acts through the excitation system of 
generator to increase the damping of electromechanical oscillations by generating a 
component of electrical torque proportional to speed change. 
Usually PSSs are designed for damping local electromechanical oscillations. 
However, in large power systems, these PSSs may not provide enough damping for 
inter-area modes. In this case, FACTS devices offer an effective strategy for inter-area 
modes damping control. 
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2.3.1.1 Modal analysis for power system 
 
In this section some basics to modal analysis, which are necessary to understand the 
controller design methods, are introduced. 
Power system is a typical dynamic system. By linearizing about an operating point, 
the total linearized system model including PSS and FACTS devices can be represented 
by the following equation: 
 
 
uDxCy
uBxAx
∆+∆=∆
∆+∆=∆ •  (2.8) 
where 
 
∆x is the state vector of length equal to the number of states n 
∆y is the output vector of length m 
∆u is the input vector of length r 
A is the n by n state matrix 
B is the control or input matrix with dimensions n by the number of inputs r 
C is the output matrix of size m by n 
D is the feed forward matrix of dimensions m by r 
 
By taking the Laplace transform of the above equations, the state equations in the 
frequency domain can be obtained: 
 
 
)()()(
)()()0()(
sss
ssss
uDxCy
uBxAxx
∆+∆=∆
∆+∆=∆−∆
 (2.9) 
 
A formal solution of the state equations results in: 
 
 ( ) [ ] )()()0()( 1 ssss uDuBxAICy ∆+∆+∆−=∆ −  (2.10) 
 
where I represents the identity matrix. 
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The equation 
 
 ( ) 0det =− AIs  (2.11) 
 
is referred to as the characteristic equation of matrix A and the values of s which 
satisfy the characteristic equation are the eigenvalues of matrix A. 
The natural modes of system response are related to the eigenvalues. Analysis of the 
eigenproperties of A provides valuable information regarding the stability 
characteristics of the system [16]. 
Because power systems are physical systems, thus A is a n by n matrix and it has n 
solutions of eigenvalues: 
 
 nλλλλ ,..., 21=  (2.12) 
 
For any eigenvalue iλ , the n-column vector фi, which satisfies Equation 2.13, is 
called the right eigenvector of A associated with the eigenvalue iλ  [16]. 
 
 A·фi=λi·фi (2.13) 
 
Similarly, the n-row vector ψi, which satisfies  
 
 ψi·A=λi·ψi (2.14) 
 
is called the left eigenvector associated with the eigenvalue iλ . 
Physically, the right eigenvector describes how each mode of oscillation is distributed 
among the systems states and it is called mode shape. The left eigenvector, together 
with the input coefficient matrix and the disturbance determines the amplitude of the 
mode in time domain solution for a particular case [16]. 
In order to express the eigenproperties of A succinctly, the modal matrices are also 
introduced: 
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 Φ= [ фi  фi   …  фi ] (2.15) 
 Ψ= [ ψiT  ψiT   …  ψiT ]T (2.16) 
 
Eigenvalue sensitivity 
 
Eigenvalue sensitivity is applied to determine the sensitivity of eigenvalues to 
changes in the elements of the state matrix A. The sensitivity of the eigenvalue iλ  to the 
element kja  of the state matrix is equal to the product of the left eigenvector element 
ikψ  and the right eigenvector element jiφ : 
 
 jiik
kj
i
a
φψλ =∂
∂
 (2.17) 
 
Participation matrix 
 
Participation matrix P, which combines the right and left eigenvectors as a measure 
of the association between the state variables and the modes, denotes the eigenvalue 
sensitivity with respect to the diagonal element of the state matrix: 
 
 [ ] ... 21 npppP =  (2.18) 
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where 
 
kiφ  is the element on the kth row and ith column of the modal matrix Φ ( i≤ n, k ≤ n). 
ikψ  is the element on the ith row and kth column of the modal matrix Ψ. 
ikkikip ψφ=  is the participation factor. It is a measure of the relative participation of 
the kth state variable in the ith mode, and vice versa [16].  
 
Controllability and observability 
 
In order to modify a mode of oscillation by feedback, the chosen input must excite 
the mode and it must also be visible in the chosen output. The measures of these two 
properties are controllability and observability respectively [5].  
The system is said to be controllable if for any initial state 00 )( xx =∆ t  and any final 
state 11)( xx =∆ t , there exists an input that transfers x0 to x1 in a finite time. Otherwise, 
the system is said to be uncontrollable. 
The system is said to be observable if for any unknown initial state 00 )( xx =∆ t , there 
exists a finite t1 > 0 such that the knowledge of the input u and output y over [0, t1] 
suffices to determine uniquely the initial state x0. Otherwise, the system is said to be 
unobservable. 
The modal controllability and modal observability matrices are defined as follows: 
 
 
~
B =Φ-1·B (2.20) 
 
~
C=C·Φ (2.21) 
 
The n×r matrix 
~
B  is referred to as the modal controllability matrix, and the m×n 
matrix 
~
C  as modal observability matrix [16]. 
A mode must be both controllable by the chosen input and observable in the chosen 
output for a feedback control to have any effect on the mode. Therefore, the 
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determination of suitable feedback variables is an important objective in FACTS 
damping controller design procedure. 
 
Residues 
 
The above-mentioned state-space representation is concerned not only with input and 
output properties of the system but also with its complete internal behavior. In contrast, 
the transfer function representation specifies only the input-output behavior [16]. 
Considering Equation 2.8 with single input and single output (SISO) and assuming 
d=0: 
 
xc
bxAx
∆=∆
∆+∆=∆
y
u
.
 (2.22) 
 
the transfer function of this SISO system can be obtained as: 
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G(s) has the general form and can be factored: 
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where nppp ,...,, 21  are the poles of G(s) and the eigenvalues of the system. 
nzzz ,...,, 21  are the zeros of G(s). 
 
G(s) can also be expanded in partial fractions as: 
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where Ri is the residue of G(s) at pole pi and it can be expressed as [16]: 
 
 Ri =c фi ψi b (2.26) 
 
Residues give the sensitivity of the corresponding eigenvalue to feedback of the 
transfer function output to its input. They are useful in finding the feedback signal, 
which gives the largest influence on the researched mode. 
 
2.3.1.2 FACTS POD controller design 
 
Generally, the damping function of FACTS devices is performed mainly through the 
changes of the power delivered along the transmission line. With appropriate lead-lag 
compensation, the damping torque provided by FACTS damping control is proportional 
to the gain of the controller. 
Since FACTS devices are located in transmission systems, local input signals are 
always preferable. Residue method is an appropriate approach in finding the most 
proper local feedback signal in the controller design procedure. Moreover, it is also a 
simple and practical approach for designing of FACTS POD controllers. Therefore, in 
this research, residue method is applied and the linear FACTS POD controller design 
procedure is shown as follows: 
 
• Selection of the proper feedback signal 
• Design of the controller using the residue method 
• Test the controller under wide range of operation conditions 
 
Introduction to the residue method 
 
Considering the close loop system shown in Figure 2.10, where G(s) represents the 
transfer function of the original power system and H(s) is the transfer function of the 
FACTS POD controller. Assuming the FACTS location is determined, therefore the 
input signal )(su  is available. The output signal )(sy  can be chosen based on the 
maximum residue provided by the selected outputs. 
26 Chapter 2   FACTS modeling and controller design 
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Figure 2.10 Power system with FACTS POD controller 
 
As illustrated in Figure 2.9, FACTS POD controller involves a transfer function 
consisting of an amplification block, a wash-out block and mc stages of lead-lag blocks 
(usually mc=2) [5,15]. Therefore, the transfer function of the FACTS POD controller is: 
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where Kp is a positive constant gain and H1(s) is the transfer function for the wash-out 
and lead-lag blocks. Tw is the washout time constant. Tlead and Tlag are the lead and lag 
time constant respectively. 
For the system closed with the feedback transfer function H(s), the eigenvalue 
sensitivity to the feedback gain KP is given by the following equation (prove is given 
Appendix 1.1) [18-19]: 
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where  
 
Ri is the open loop residue corresponding to eigenvalue λi  
λi denotes the mode that should be influenced by the FACTS damping controller 
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At the initial operating point, which is usually the open loop system, small changes of 
eigenvalue λi can be described as: 
 
 )(1 iPii HKR λλ ∆=∆  (2.29) 
 
The objective of the FACTS damping controller is to improve the damping ratio of 
the selected oscillation mode i. Therefore, iλ∆  must be a real negative value to move 
the real part of the eigenvalue iλ  direct to the negative region without changing its 
frequency. Figure 2.11 shows the displacement of the eigenvalue after the FACTS 
damping controller action [18]. 
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Figure 2.11 Eigenvalue displacement after FACTS POD control action 
 
Determination of the feedback signal and suitable location for FACTS controller 
 
As mentioned above, there are many possible local signals of FACTS devices, such 
as line active power flow or terminal voltages, that can be employed as the feedback 
signal. From Equation 2.29, it is clear that with the same gain of the feedback loop, a 
larger residue will result in a larger change in the corresponding oscillation mode. 
Therefore the best feedback signal of the FACTS damping controller is that, which 
results in the largest residue for the considered mode of oscillation. The residue method 
is the most proper approach in finding the suitable feedback signal. 
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Determination of the lead-lag parameters 
 
After the selection of the feedback signal, in order to control the direction of the 
eigenvalue displacement, the lead-lag parameters will be determined. 
As shown in Figure 2.11, the phase angle φcom shows the compensation angle which 
is needed to drive the change of eigenvalue direct to the negative region. This angle will 
be achieved by the lead-lag function and the parameters Tlead and Tlag can be determined 
using the following equations [18]: 
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where 
 
arg(Ri ) denotes phase angle of the residue Ri 
ωi is the frequency of the researched mode of oscillation in rad/sec 
mc is the number of compensation stages (usually mc=2). The angle 
compensated by each block should be 30º-50º. 
 
Determination of the Kp 
 
Providing proper lead-lag compensation, the effectiveness of FACTS POD controller 
is proportional to the controller gain Kp. However, with the variation of Kp, all modes of 
oscillation will be influenced. Therefore, in order to optimize the damping of all modes 
of oscillations, the most proper value of Kp is always determined by the root-locus 
method. 
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With the increase of Kp, as shown in Figure 2.11, the eigenvalue )0(iλ  of the original 
operating point will move to )1(iλ . This operating point results in a new residue, which 
would, according to Equation 2.29, require an adjustment of parameters in the controller 
transfer function H1(s). However, in practical applications, the controller design can be 
carried out based on the open loop eigenvalue sensitivities, because the change of the 
residue angle with small increasing of KP is negligible. 
The above-mentioned residue based design approach will used in the example shown 
in Chapter 3. 
 
2.3.2 FACTS POD controller design–non-linear approach 
 
As discussed in Section 2.3.1, the residue method is a linear approach and it requires 
the linearized system model at a particular operating point. Therefore, this so designed 
FACTS controller may provide desired damping on certain modes of oscillations. The 
controller parameters may be required to be tuned again at another operating point to 
ensure a satisfactory performance. Therefore, due to the inherent non-linear nature, non-
linear design methods are useful for improving the performance of power system under 
severe disturbances [20]. 
In this section, the parameters of the FACTS POD controller are optimized using 
non-linear programming algorithm. Series FACTS device is applied in this simulation. 
 
2.3.2.1 Non-linear parameter optimization for FACTS controller 
 
The objective of this section is to find the optimal parameter settings for the FACTS 
POD controller so as to minimize the power angle difference between two areas after 
large disturbances. This objective can be formulated as the minimization of a non-linear 
programming problem expressed as follows:  
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where 
 
)(1 xf  is the objective function 
 x is a vector that consists the parameters of the FACTS POD controller 
)(0 xA  represents the equality constrains 
)(0 xB  represents the inequality constrains 
 
)(0 xB  indicate the restrictions of the POD parameter, i.e. the restrictions of lead-lag 
parameters and wash-out parameter. In this simulation, only the parameter constrains 
for x are necessary. 
The objective function is extremely important for the parameter optimization. In this 
research, the objective function is defined as follows: 
 
   ∑∫∑∫ ∆=−= −− 11  0  0 21211  ),( ),0(),()( tt AreaArea dttdttf xxxx δδδ  (2.32) 
 
where  
 
),(21 xtArea −δ  is the power angle difference between the two researched areas at time t 
),0(21 x−Areaδ  is the original power angle difference between the two areas 
),( xtδ∆  denotes the power angle difference form the original operating point 
1t   is the time range of the simulation 
Σ  the summary of power angle differences for all researched disturbances 
 
With the variation of the controller parameters x, the ),( xtδ∆  will also be changed. 
In this research, the power system simulation program PSD (Power System Dynamic) is 
employed to evaluate the influence of the FACTS POD controller [22]. Moreover, as 
shown in the objective function, many large disturbances can be simulated for ensuring 
the robustness of the result. 
Equation 2.31 illustrates a general parameter-constrained non-linear optimization 
problem and can be solved successfully. In this simulation, the Matlab Optimization 
Toolbox is used [12]. Figure 2.12 shows the flow chart of the parameter optimization. 
The optimization starts with the pre-selected initial values of the FACTS POD 
Section  2.3    Single FACTS POD controller design 31 
controller. Then the non-linear algorithm is used to iteratively adjust the parameters, 
until the objective function )(1 xf  is minimized. These so determined parameters are the 
optimal settings of the FACTS POD controller. 
 
Iteration
Begin 
Initialization 
Initial Values x0 
Nonlinear 
Simulation: δ1(t,x) 
 
Constrained Nonlinear 
Parameter Optimization:
Fmincon [ … ] 
Calculate Objective 
Function: 
∑∫ ∆= 1 0 1  ),()( t dttf xx δ  
End 
Validate Parameter 
Constrains of x 
Optimized 
Parameter Set x
External 
Function 
New 
Set of x
 
 
Figure 2.12 Flow chart of the parametric optimization 
 
2.3.2.2 Simulation result 
 
TCSC T1 G1 
~
Bus1 Bus3 Bus4Bus2 Bus5
~ 
G2 
∞=2GS
 
 
Figure 2.13 Single machine infinite bus power system model 
 
For simplicity, the non-linear parameter optimization is simulated in a single machine 
infinite bus system shown in Figure 2.13, where a TCSC is applied on the tie-line. In 
practice, if the FACTS device is located on the tie line between two areas of a large 
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power system, the corresponding center of power angels (which will be discussed in 
detail in Section 4.4.3) of each area can be applied for the research. 
Figure 2.14 demonstrates the improvement in damping of power system oscillation. It 
is obvious that the damping behavior of the system is quite improved. The initial and 
optimized parameters of the FACTS POD controller are given in Appendix 1.2. 
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Figure 2.14 Non-linear simulation results 
 
2.4 Multi-FACTS coordinated POD controller 
design 
 
In this section, the coordinated control between two FACTS POD controllers will be 
considered. 
 
2.4.1 Traditional sequential design 
 
In order to minimize the adverse interactions among FACTS controllers, they are 
designed sequentially and separately. Traditionally, the linear design method given in 
Section 2.3 is always applied. 
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The linear design method considers only one particular operating point. Once the 
system operation point is varied, the controller parameters must be adjusted. Particularly 
in recent years, with the deregulation of the electricity market, the operating point of 
power system may be varied frequently to meet the needs according to power purchase 
contract. Therefore, the FACTS controllers must also be capable of being modified to 
incorporate with the new operating point.  
Furthermore, besides the change of operating point, power system parameters (i.e. 
reactance of the transmission line) can also changed due to the operation of FACTS 
devices. Together with the non-linearities of power systems, the parametric 
uncertainties and various operating points make the FACTS controllers coordination 
more complicated. In order to handle the uncertainties of fault sequences and different 
operating conditions, fuzzy-logic controller is employed in this research. 
 
2.4.2 Fuzzy-logic based coordinated controller design 
 
Fuzzy-logic is one of the most practically successful approaches for utilizing the 
qualitative knowledge of a system to design a controller [23,58]. Furthermore, fuzzy-
logic controllers do not require the mathematical model of a system. They can cover a 
wider range of operating conditions and they are robust [24,55,58]. In addition, by using 
the fuzzy-logic coordination controller, the advantages of the traditional FACTS POD 
controllers are still maintained. 
A three-machine interconnected power system equipped with two series FACTS 
devices is simulated in this study. Here G1~G3 represent three areas. The UPFCs are 
located on the transmission line between Bus 2 and Bus 3 and, between Bus 6 and 
Bus 7. The power system diagram is shown in Figure 2.15 and the system parameters 
are given in Appendix 1.3. 
This power system is simulated only to verify the dynamic coordination performance 
of the FACTS damping controllers. Though all types of series FACTS devices can be 
used in this system, only two UPFCs are considered in this study. In practical 
application, UPFC is mainly used to control power flow. However, in this study, only 
the power oscillation damping functions of the UPFCs are considered. 
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Figure 2.15 Three-area power system model 
 
As mentioned in Section 2.1, the UPFCs are simulated using current injection model. 
For the damping control, only the series voltage source control of UPFC is necessary 
[14,40]. The active power flow through UPFC is employed as the input signal to the 
POD controller. The output of the POD controller can be expressed as follows: 
 
 [ ])(90)( UPFCUPFCUPFCUPFC IargUUU +°−∠=∠= α  (2.33) 
 
where  
 
α  denotes the angle of the UPFC series voltage source 
)( UPFCIarg  denotes the angle of the current flow through the UPFC 
UPFCU  is the damping control signal provided by the UPFC POD controller. If UPFC 
operates in power oscillation damping mode, the series injected voltage provided by 
UPFC is perpendicular to the current flow through UPFC [40]. 
 
The structure of the proposed fuzzy coordinated damping control scheme is shown in 
Figure 2.16, where the inputs PUPFC1 and PUPFC2 are the active power flow (per unit 
value) through the UPFC1 and UPFC2. 
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Figure 2.16 Fuzzy coordinated POD controllers 
 
As shown in Figure 2.16, the output of the fuzzy coordinated POD controllers are the 
amplification signals adjusted to the UPFC POD controllers. In this way, the 
conventional POD controllers are coordinated dynamically by means of fuzzy-logic. 
 
2.4.2.1 Fuzzy approach for coordination of POD controllers 
 
The fuzzy-logic was first introduced in 1960 by Professor Lofti Zadeh and it handles 
the natural linguistic variables. The fuzzy-logic controllers are rule-based controllers in 
which a set of rules represents a control decision mechanism to adjust the effect of 
certain cases coming from power system. 
Similar to the standard fuzzy-logic controller, this fuzzy coordinated control scheme 
involves three different and sequential processes: fuzzification, fuzzy inference system 
(FIS) and defuzzification. The block diagram of the fuzzy coordinated controller is 
shown in Figure 2.17. 
 
36 Chapter 2   FACTS modeling and controller design 
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Figure 2.17 Block diagram of the fuzzy coordinated controller 
 
Fuzzification 
 
Fuzzification is a process whereby the input variables are mapped onto fuzzy 
variables (linguistic variables). In other words, fuzzification converts crisp numerical 
values into the degrees of membership in fuzzy sets. A fuzzy set is a set without a crisp, 
clearly defined boundary and it can contain elements with only a partial degree of 
membership [25]. 
Fuzzy sets are represented in fuzzy-logic systems by fuzzy membership functions 
(MF). A membership function is a curve that defines how each point in the input space 
is mapped onto a membership value (or degree of membership). The degree of 
membership returned by a membership function is always in the range [0, 1]. A value 
will have a membership degree of 0 if it is wholly outside of the fuzzy set, 1 if it is 
completely within the fuzzy set, or any value in between [25]. 
There are different types of membership functions. The function itself can be an 
arbitrary curve whose shape can be defined as a function that suits the simplicity, 
convenience, speedy, and efficiency [25]. 
 
1K1K1-N1 K1+N1
S M B1 
µ(xIn)
xIn  
 
Figure 2.18 Membership function 
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The simplest membership functions are formed using straight lines. These straight 
line membership functions have the advantage of simplicity and are adequate for the 
accuracy of power system analysis. The trapezoidal and triangle membership functions 
are used in this simulation, as shown in Figure 2.18. 
The fuzzified linguistic variables represent: B (big), M (medium) and S (small): 
 
The membership function of the small set is: 
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where xIn, namely PUPFC1 or PUPFC2, is the input to the fuzzy coordinated controller. 
 
Similarly, the big set membership function is: 
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The medium set membership function is: 
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The parameters K1 and N1, as given in Appendix 1.4, are determined basing upon the 
operating range of UPFCs by trial and error. These parameters can also be optimized by 
using of ANFIS (Adaptive Network based Fuzzy Inference System) technology. 
 
Inference system 
 
Once the inputs have been fuzzified, control decisions can be made based on these 
fuzzified variables. Fuzzy inference is the process of formulating the mapping from a 
given input to an output using fuzzy-logic [25]. This inference system involves rules for 
determining output decisions. These rules can be obtained from the system operation 
and the knowledge of the operator. Moreover, the fuzzy inference system also assigns 
degrees of membership to the output linguistic variables. 
Since each input is fuzzified into three fuzzy variables, the fuzzy coordinated 
controller has nine rules. The inference tables are shown in Table 2.1 and Table 2.2. 
Both of the two UPFC fuzzy coordinated controllers use the same inference system and 
only their inputs are exchanged (as shown in Figure 2.16). 
 
Table 2.1 Fuzzy inference table for fuzzy coordinated POD controller 1 
 
PUPFC1 
PUPFC2 
B M S 
B B M S 
M B M S 
S M S S 
 
Table 2.2 Fuzzy inference table for fuzzy coordinated POD controller 2 
 
PUPFC2 
PUPFC1 
B M S 
B B M S 
M B M S 
S M S S 
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In this simulation, the Mamdani (Min-Max) type of fuzzy inference system is applied 
[25]. The inference tables shown in Table 2.1 and 2.2 are obtained by trial and error. 
 
Defuzzification 
 
After evaluating inputs and applying them to the rule base, a control signal will be 
generated by the fuzzy-logic controller. The output variables of the inference system are 
linguistic variables. They will be evaluated for the derivation of the output control 
signal. This process is the defuzzification. 
The defuzzification is achieved using the centroid method and the output of the fuzzy 
coordinated controller is 
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where vi corresponds to the value of control output for which the membership values 
in the output sets are equal to unity. 
 
2.4.2.2 Simulation results 
 
Using the multi-machine power system shown in Figure 2.15, different disturbances 
and different system parameters are simulated. The performance of the fuzzy 
coordinated control scheme in damping power system oscillations is examined. In this 
research, machine G3 is taken as the reference machine. δ13 and δ23 denote the power 
angle difference between generators G1-G3 and G2-G3 respectively. 
 
Case 1:       Three-phase fault at Bus 2 
 
A three-phase fault of 100 ms duration is simulated at Bus 2. The pre-fault operating 
condition (in p.u.) is: PG1=0.105, PG2=0.185. Figure 2.19 presents the results of the 
examined power system with fuzzy coordinated controllers. It can be seen that with the 
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proposed control scheme, the dynamic performance of the power system is quite 
improved. 
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Figure 2.19 Simulation result - case 1 
 
Case 2:        Changing of operation conditions (Three-phase fault at Bus 3) 
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Figure 2.20 Simulation result - case 2 
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To validate the robustness of fuzzy coordinated control scheme, the pre-fault 
operating conditions of the power network is changed to PG1=0.195, PG2=0.28. 
Moreover the fault type is also different: a three-phase fault of 110 ms duration is 
simulated at Bus  3. Figure 2.20 shows the results of the simulation. The proposed 
control scheme acts pretty well with the variation of operation condition. 
 
Case 3:        Changing of network parameters (Three-phase fault at Bus 9) 
 
In order to verify the performance of the fuzzy coordinated control scheme for the 
changing of system parameters, the reactance of transformers T1 and T2 are increased 
by 20%. A three-phase fault of 100 ms is simulated at Bus 9. The simulation results, as 
shown in Figure 2.21, illustrate that the proposed control scheme is robust in parametric 
change. In this case, the pre-fault operating condition (in p.u.) is: PG1=0.10, PG2=0.120. 
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Figure 2.21 Simulation result - case 3 
 
2.4.2.3 Conclusion of fuzzy coordinated control scheme 
 
As presented in this section, the fuzzy coordinated control scheme is an appropriate 
method for coordination of POD controllers in power systems. This scheme exploits the 
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advantages of the conventional FACTS POD controller and it is not only robust but also 
simple and easy to be implemented in real power systems. 
 
2.5 Comments on the FACTS damping 
controller design 
 
In this chapter, two main methods for designing FACTS POD controllers are 
introduced: linear method and non-linear parameter optimization method. 
The non-linear optimization design method captures the complex dynamics of the 
power system, especially during critical faults. Thus the non-linear design method is 
suitable to improve the performance of power system under severe disturbances. 
However, in large power systems, non-linear optimization needs much more time than 
the linear methods. Therefore, in practical applications, the linear methods are preferred. 
The residue controller design method is a typical linear approach. It requires the 
linearized system model at a particular operating point. Therefore, this so designed 
FACTS POD controller can provide desired damping for certain modes of oscillations 
at the selected operating point. However, the controller parameters may be required to 
tune again at another operating point to ensure a satisfactory performance. 
In practical applications, the following FACTS POD controller design procedure is 
suggested: 
• Considering the time-domain simulation speed, non-linear method may be applied 
only to simple power systems. In the future, with the development of computer 
technology, non-linear method may also be applicable in large power systems. 
• In large power systems, the linear method is preferred since it has the advantages 
of simple and fast. In practical applications, many possible operating points can 
also be evaluated quickly to ensure a satisfactory performance. 
• For the coordinated control of FACTS POD controllers, fuzzy coordinated 
approach is suitable for multi possible operating points of power system and it is 
robust in comparison with the conventional sequential designed controllers. It is 
also a simple method that can be easily implemented in real power systems. 
 
 
 
 
Chapter 3   
Selection of the 
Proper Locations 
for FACTS Devices 
 
3.1  Introduction 
 
Many researches were made on optimal site selections for placement of FACTS 
devices in power systems by considering different criteria [9,33,51-52]. In this 
chapter, three criteria will be considered for FACTS optimal allocations: available 
transfer capability (ATC) criterion, steady-state stability criterion and economic 
criterion. Since the major profits brought by FACTS devices are the economic and 
power oscillation damping control effects, the economic criterion and steady-state 
stability criterion will be further investigated in detail. 
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3.2   ATC criterion 
 
ATC is composed of total transfer capability (TTC), existing transmission 
commitment, transmission reliability margin (TRM) and capacity benefit margin 
(CBM) [50,52,57]. 
TTC is the amount of power that can be transferred over the interconnected 
transmission network in a reliable manner while meeting a specific set of pre- and 
post-contingency system conditions. TTC can be considered as the maximum power 
that can be transferred through the network from one node (usually the power supplier 
node) to another node (usually the power consumer node). 
TRM is the amount of transmission transfer capability needed to ensure that the 
interconnected transmission network is secure under a reasonable range of 
uncertainties in system conditions. 
CBM is the amount of transmission transfer capability reserved by load serving 
entities to ensure access to generation from interconnected systems to meet generation 
reliability requirements.  
Mathematically, ATC is given by: 
 
ATC = TTC – TRM – CBM - existing transmission commitments 
 
In other words, ATC is the measure of the transfer capability remaining in the 
physical transmission network for further commercial activity, over and above already 
committed uses. 
FACTS devices, capable for the flexible power flow controls, have great impacts 
on the enhancement of ATC. Therefore, the optimal allocation of FACTS devices can 
be determined using the ATC criterion. Many researches were made in this direction 
so as to enhance the competitiveness of the power market [33,51,57]. 
For this criterion, only the technical benefits of the FACTS controllers, in terms of 
ATC, are considered. However, the economic criterion, which considers both the 
investment costs for FACTS devices and the generation costs, is not addressed. 
Therefore power system economic planning and operation need to be considered. 
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Further, the steady-state stability criterion needs also be taken into account in the 
dynamic investigations of power systems. 
 
3.3  Steady-state stability criterion 
 
FACTS devices are recognized as an effective approach for damping of power 
system inter-area oscillations. As discussed in Chapter 2, the FACTS damping 
behavior is mainly influenced by their locations and their controller parameters. Using 
the residue method, the optimal locations of FACTS devices can be determined. This 
allocation criterion is said to be steady-state stability criterion. 
The simplified New England Power System with 16-machine and 68-bus, as shown 
in Figure 3.1, is considered in this study [5]. TCSC is used in this simulation and it is 
modeled using current injection model. The bus voltages are applied as inputs to the 
TCSC controller, and impacts of these input signals on the critical eigenvalue of the 
power system will be analyzed using the residue method. 
By means of the participation factor and rotor mode shape analysis, the researched 
system can be divided into five coherent areas. The main critical inter-area oscillation 
is between area 3 and area 4 due to the relative weak tie-line connection between 
them. Figure 3.2 shows the dominant eigenvalues of this system. It can be seen that 
the damping ratio of the inter-area mode 2, which corresponds to the inter-area 
oscillation between area 3 and area 4, is not satisfactory. 
To find the best location for TCSC, the following tie-lines have been investigated: 
41-42, 42-52, 50-51 and 46-49. Residues associated with the inter-are mode 2 are 
shown in Table 3.1. The residues are calculated using the transfer function between 
the TCSC terminal voltages and TCSC inputs (TCSC reactance). 
As can be seen from Table 3.1, Bus 50 has the highest residue on the inter-area 
oscillation mode 2. Based on the residue method, the TCSC should be installed on the 
transmission line 50-51 (tie-line between area 3 and area 4), as shown in Figure 3.1. 
The voltage of Bus 50 is the selected feedback signal. 
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Figure 3.2 Dominant eigenvalues of the power system 
 
Table 3.1 The residues associated with the inter-are mode 2 
 
 Absolute Value of Residues ( 410−× ) 
TCSC Location
Line
 
41-42 42-52 50-51 46-49 
Bus 41 0.0060 0.1390 0.0281 0.2320 
Bus 42 0.0721 0.1662 0.3359 0.2274 
Bus 46 0.0612 0.1412 0.2855 0.2358 
Bus 49 0.1046 0.2412 0.4676 0.4022 
Bus 50 (A) 0.1744 0.4021 0.8129 0.6714 
Bus 51 (A0) 0.1363 0.3144 0.6355 0.5249 
Bus 52 0.1420 0.3275 0.6620 0.5462 
 
As stated in Chapter 2, using the residue method, parameters of the FACTS POD 
controller can also be determined. The angle of the residue associated with Bus 50 
voltage and inter-area mode 2 is 79.628º. Thus the lead-lag parameters of the FACTS 
POD controller can be obtained (using negative feedback): 
Bus  
Voltage 
as Feedback Signal 
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The bode diagram of the H1(s) is shown in Figure 3.3. The controller has a phase 
lag of 79.6º at the inter-area mode frequency. 
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Figure 3.3 Bode plot of the FACTS POD controller 
 
The root-locus, when the gain of TCSC controller KP varies from 0 to 200, is 
shown in Figure 3.4. It is clear that the FACTS POD controller has little influence on 
the local modes. It is also obvious that with the increase of KP, the root-locus of the 
inter-area mode 2 goes directly toward the negative region. Thus, the lead-lag 
parameters are optimal settings for damping of power system oscillation. 
Furthermore, considering root-locus of all modes of oscillations, the optimal KP can 
be determined. 
However, as can be seen from Figure 3.4, some other inter-area modes and local 
modes are not satisfactory. Therefore, the coordinated tuning of the FACTS POD 
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controller together with the PSS controllers is further required. The latter will be 
discussed in detail in Chapter 5. 
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Figure 3.4 Root-locus of the FACTS POD controller 
● Root-locus when KP varies from 0 (+) to 200 (   ). 
 
As stated above, the steady-state stability criterion is based on the power system 
dynamic analysis. However, the investments of the FACTS devices and the optimal 
power system operation are not considered. Therefore power system economic 
planning and operation need to be investigated. 
 
3.4  Economic criterion 
 Optimal choice and allocation of FACTS 
devices using genetic algorithm 
 
The primary function of FACTS devices in power systems is to control power 
flows. Provided that if they are located in optimal locations, FACTS devices can be 
used to achieve the optimal power flow without any constraint violations and with this 
50 Chapter 3   Selection of the proper locations for FACTS devices 
they can increase the utilization of the lowest cost generation in power systems. 
Therefore, FACTS types and their locations can be chosen according to their 
contributions to the general objective of power system economic generation and 
dispatch. This criterion is said to be economic criterion and it will be discussed in 
detail in this section. 
The purpose of this section is to develop a general algorithm to find the most 
suitable FACTS devices and choose the best locations for them. By re-dispatching of 
the load flows in power systems, the total generation costs can be minimized by 
optimal FACTS allocation. Therefore, the objective is to minimize the overall cost 
function, which includes the generation costs of power plants and the investment costs 
of FACTS devices. Consequently, the FACTS investment and its impact on the total 
power generation costs are considered together. 
Different kinds of FACTS devices and their different locations have different 
advantages. In realizing the proposed objective, the suitable types of FACTS devices, 
their locations and their rated values must be determined simultaneously. This 
combinatorial optimization problem is solved using genetic algorithm (GA). 
 
3.4.1 Cost functions 
 
The overall cost function consists of generation costs and FACTS devices 
investment costs. For minimizing the generation costs in power systems, algorithms 
are well developed and being used for unit commitment and economic operation. In 
this work, a modified version of power simulation software: Matpower 2.0 is 
employed [26]. For the intended research, Matpower has been extended by 
incorporating the mathematical models of FACTS devices. Furthermore, FACTS 
investment cost functions are also incorporated. 
 
3.4.1.1 Generation cost function 
 
The generation cost function is represented by a quadratic polynomial as follows: 
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 22102 )( GGG PPPc ααα ++=  (3.2) 
 
where PG is the output of the generator ( MW ), and 0α , 1α  and 2α  are constant 
coefficients. The detailed parameters of the generation cost functions are given in 
Appendix 2.1. 
 
3.4.1.2 Cost functions for FACTS devices 
 
Based on the Siemens AG Database [27], the cost functions for SVC, TCSC and 
UPFC are developed: 
 
The cost function for UPFC in US$/kVar is: 
 
 22.1882691.00003.0 21 +−= FACTSFACTSUPFC ssc  (3.3) 
 
For TCSC in US$/kVar is: 
 
 75.1537130.00015.0 21 +−= FACTSFACTSTCSC ssc  (3.4) 
 
For SVC in US$/kVar is: 
 
 38.1273051.00003.0 21 +−= FACTSFACTSSVC ssc  (3.5) 
 
where FACTSs  is the operating range of the FACTS devices in MVar. 
 
The cost functions for SVC, TCSC and UPFC are shown in Figure 3.5. 
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Figure 3.5 Cost functions of the FACTS devices: SVC, TCSC and UPFC 
——: Upper limit (Total investment costs) 
 - - - : Lower limit (Equipment costs) 
             : UPFC.                 : TCSC.                : SVC. 
 
The cost of a TCPST is more related to the operating voltage and the current rating 
of the considered transmission line. Thus, the cost function can be expressed as 
follows [10,28-29]: 
 ICPdC TCPSTTCPST +⋅= max  (3.6) 
 
where dTCPST is a positive constant representing the capital cost coefficient. IC is the 
installation cost of the TCPST, and Pmax corresponds to the thermal limit of the 
transmission line where TCPST is installed. 
 
3.4.2 Optimal FACTS allocation 
 
The formulation of the optimal allocation of FACTS devices can be expressed as 
follows: 
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where 
 
Totalc : the overall cost objective function which includes the average 
investment costs of FACTS devices )(1 fc  and the generation cost 
)(2 GPc  
),(1 gfE : represents the conventional power flow equations 
)(1 fB , )(2 gB : are the inequality constrains for FACTS devices and the optimal 
power flow respectively 
f, PG : are vectors that represent the variables of FACTS devices and the 
active power outputs of the generators 
g : represents the operating state of the power system 
 
The unit for generation cost is US$/Hour and for the investment costs of FACTS 
devices are US$. They must be unified into US$/Hour. Normally, the FACTS devices 
will be in service for many years [1-2,13,30]. However, only a part of its lifetime will 
be employed to regulate the power flow. In this research, three years is applied to 
evaluate the average cost function for all the four kinds of FACTS devices. This value 
has been applied only to unify the unit and has no influence on the global 
optimization. Therefore the average value of the investment costs are calculated using 
the following equation: 
 )/$(
38760
)()(1 HourUS
cc ×=
ff  (3.8) 
 
where )(fc  is the total investment costs of FACTS devices. 
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As mentioned in Chapter 2, power system parameters can be regulated using 
FACTS devices. Different parameters derive different results on the objective 
function in Equation 3.7. Also, the variation of FACTS locations and FACTS types 
has also influences on the objective function. Therefore, using the conventional 
optimization methods, it is not easy to find the optimal location of FACTS devices, 
their types and their rated values simultaneously. To solve this problem, the genetic 
algorithm is employed. 
 
3.4.3 Genetic algorithm 
 
Based on the mechanisms of natural selection and genetics, genetic algorithms are 
global search techniques. They can search several possible solutions simultaneously 
and they do not require any prior knowledge or special properties of the objective 
function [9,31]. Moreover, they always produce high quality solutions and, therefore, 
they are excellent methods for searching optimal solution in a complex problem.  
Particularly in this research, the problem has a very large range of combinations of 
solutions so that it is unfeasible to search exhaustively. Furthermore, the objection 
function given in Equation 3.7 contains both discrete variables (FACTS types and 
locations) and continuous variables (FACTS rated values). GAs are proper algorithm 
for solving this kind of problem. 
Commonly, GAs start with random generation of initial population which represent 
possible solutions of the problem. Then the fitness of each individual is evaluated and 
new populations are generated by genetic operators (Reproduction, Crossover and 
Mutation) until the maximal number of generation is reached. 
 
3.4.3.1 Encoding 
 
The objective is to find the optimal locations for the FACTS devices within the 
equality and inequality constrains. Therefore, the configuration of FACTS devices is 
encoded by three parameters: their locations, their types and rated values [9]. Each 
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individual is represented by FACTSn  number of strings, as shown in Figure 3.6, where 
FACTSn  is the number of FACTS devices needed to be analyzed in the power systems. 
 
-1.0 -0.2 0.92 0.23 0.75
2 4 3 1 0 
7 10 11 6 3 
nFACTS = 5 (5 Strings) 
Location 
Valur (rf) 
Type 
 
 
Figure 3.6 Individual configuration of FACTS devices 
 
As shown in Figure 3.6, the first value of each string corresponds to the location 
information. It is the number of the transmission line where the FACTS is to be 
located. Each string has a different value of location [9]. In other words, it must be 
ensured that on one transmission line there is only one FACTS device. Moreover, 
SVC is installed only at one node of the transmission line and the sending node is 
selected in this simulation. 
The second value represents the types of FACTS devices [9]. The values assigned 
to FACTS devices are: 1 for TCSC; 2 for TCPST; 3 for UPFC, 4 for SVC and 0 for 
no FACTS situation. Particularly, if there is no FACTS device needed on the 
transmission line, the value 0 will be employed. 
The last value rf represents the rated value of each FACTS device. This value 
varies continuously between –1 and +1. The real rated value of each FACTS device 
can be obtained according to the different FACTS model under the following criteria: 
 
TCSC 
 
As discussed in Chapter 2, TCSC has a working range between -0.7XLine and 
+0.2XLine [33], where XLine is the reactance of the transmission line where the TCSC 
installed. Therefore rf is converted into the real compensation degree rtcsc using the 
following equation: 
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 25.045.0 −×= rfrtcsc  (3.9) 
 
UPFC 
 
UPFCU , which is the inserted voltage of UPFC, has a maximum magnitude of 
10%Um, where Um is the rated voltage of the transmission line where the UPFC is 
installed. The angle of UPFCU  can be varied from –180o to +180o. Therefore rf is 
converted into the working angle rupfc using the following equation: 
 
 )( 180 degreesrfrupfc ×=  (3.10) 
 
TCPST 
 
The working range of TCPST is between –5o and +5o. Then rf is converted into the 
real phase shift value rtcpst using the following equation: 
 
 )( 5 degreesrfrtcpst ×=  (3.11) 
 
SVC 
 
The working range of SVC is between –100 MVar and +100 MVar. Then rf is 
converted into the real compensation value using: 
 
 )( 100 MVarrfrsvc ×=  (3.12) 
 
3.4.3.2 Initial population 
 
The initial population is generated by the following parameters [9]: 
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FACTSn :  the number of FACTS devices to be located 
Typen :  FACTS types 
Locationn :  the possible locations for FACTS devices 
Indn :  the number of individuals in a population 
 
First, as shown in Figure 3.7, a set of FACTSn  numbers of strings are produced. For 
each string, the first value is randomly chosen from the possible locations Locationn . 
The second value, which represents the types of FACTS devices, is obtained by 
randomly drawing numbers among the selected devices [9]. Particularly, after the 
optimization, if there is no FACTS device necessary on the transmission line, the 
second value will be set to zero. 
The third value of each string, which contains the rated values of the FACTS 
devices, is randomly selected between –1 and +1. 
To obtain the entire initial population, the above operations are repeated Indn  
times. Figure 3.7 shows the calculation of the entire population. 
 
Indn
-1.0 -0.2 0.92 0.23 0.70
4 4 3 1 1
5 11 10 7 9
-1.0 -0.2 0.92 0.23 0.75
2 4 3 1 0
7 10 11 6 3
-0.1 -0.5 0.29 0.75 0.23
3 2 1 0 0
1 7 3 11 6
••••••    
5=FACTSn  
 
Figure 3.7 Calculation of the entire population 
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3.4.3.3 Fitness calculation 
 
After encoding, the objective function (fitness) will be evaluated for each 
individual of the population. The fitness is a measure of quality, which is used to 
compare different solutions [9,31]. In this work, the fitness is defined as follows: 
 
 TotalccFitness −= max  (3.13) 
 
Because the GAs can only find the maximum positive value of the objective 
function, a large positive constant cmax is selected to convert the objective function 
into a maximum one. 
Then reproduction, crossover and mutation are applied successively to generate the 
offspring. 
 
3.4.3.4 Reproduction 
 
Reproduction is a process where the individual is selected to move to a new 
generation according to its fitness [9,31]. 
In the reproduction process, the fittest individual will be selected. In other words, 
the individual with a larger fitness has the higher probability of contribution to one or 
more offspring in the next generation. In this research, the roulette wheel selection 
method is employed. 
Each individual in the population has its interval. The size of each interval 
corresponds to the fitness of the individual and can be defined as [34]: 
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 (3.14) 
 
where 
 
Section  3.4    Economic criterion 59 
Indn :  the number of individuals in the population 
Fitnessr : the fitness of the rth individual 
rp  :  the proportion of the rth individual on the roulette wheel 
sumFitness : the sum of fitness of the population 
 
To select an individual, a random number is generated in the interval [0, 1] and the 
individual whose segment spans the random number is selected [34]. The probability 
of an individual’s reproduction is proportional to its fitness. 
A five individual example is shown in Figure 3.8. Individual 5 is the fittest 
individual and occupies the largest part in the roulette wheel. Therefore, it has higher 
probability of contribution to offspring in the next generation. 
 
 
p1 
p2 
p4 
p3 
p5 
 
 
Figure 3.8 Roulette wheel selection 
 
3.4.3.5 Crossover 
 
After the process of reproduction, crossover is applied. The main objective of 
crossover is to reorganize the information of two different individuals and produce a 
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new one [9,31]. This operator promotes the exploration of new regions in the search 
space. 
As shown in Figure 3.9 (a), a two-points crossover [9,31] is applied and the 
probability of the crossover pc is selected as 0.95. First, two crossing points are 
selected uniformly at random along the individuals. Elements outside these two points 
are kept to be part of the offspring. Then, from the first position of crossover to the 
second one, elements of the three strings of both individuals are exchanged. After 
crossover, the two individuals are shown in Figure 3.9 (b). 
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(b) Offspring before correction 
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(c)  Offspring after correction 
 
Figure 3.9 Two points crossover 
 
As mentioned above, only one FACTS device can be located on a transmission 
line. After crossover, if there are two devices allocated on one transmission line, the 
"arrangement of the FACTS locations" process has to be applied. In the case where an 
element of the first string already occupies a position in the kept part of the parent, it 
is replaced by the element corresponding to the same position in the other parent. This 
algorithm is repeated until an element not already present in the string is reached [9]. 
As shown in Figure 3.9 (b), after crossover operation, individual 2 contains two 
strings that have the identical first part. This means there is already a FACTS device 
located on the line "5". Therefore, the line "5" at the third position is replaced by the 
first element of individual 1, which corresponds to the line "7". After this 
arrangement, the two individuals are shown in Figure 3.9 (c). 
 
3.4.3.6 Mutation 
 
Mutation is used to introduce some sort of artificial diversification in the population 
to avoid premature convergence to local optimum [6,31]. Non-uniform mutation, 
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which has proved to be successful in a number of studies [31], is employed in this 
research. 
For a given parent   ...  ...  21 lkpar xxxxX = , if the gene kx  is selected for 
mutation and the range of kx  is [ ] , kMaxkMin UU , then the result 'kx  is: 
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where  
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( ) , mugen yt∆  ( ymu represents kMink Ux −  and kkMin xU − ) returns a value in the 
range [0, ymu]. Its probability being close to 0 and increases as tgen increases (tgen is the 
current generation number and Tgen is the total generation number). This property 
enables the operator to search the space uniformly at initial stages (when tgen is small), 
and very locally at later stages (when tgen is large). In Equation 3.16, rgen is a random 
value in the range of [0,1] and bgen is a parameter determining the degree of non-
uniformity. In this simulation, b=2 is applied. 
 
The above-mentioned operations of selection, crossover and mutation will be 
repeated until the maximal number of generation is reached. 
The proposed optimization strategy is summarized in Figure 3.10. In order to 
ensure that there is only one FACTS device on each transmission line, the process of 
"Arrangement of the FACTS locations" is necessary. 
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Figure 3.10 Flow chart of the GA optimization 
 
3.4.4 Case study 
 
In order to verify the effectiveness of the proposed method, a modified IEEE 14-
bus test system, as shown in Figure 3.11, is considered. The generation cost functions 
are given in Appendix 2.1. Different operating conditions are simulated for the 
determination of the optimal FACTS locations. 
The initial value of FACTSn , which indicates the number of FACTS devices to be 
simulated, is considered as five. The total number of generation is 200 and there are 
20 individuals in each generation.  
 
64 Chapter 3   Selection of the proper locations for FACTS devices 
 
 
~ 
~ 
~ 
~ 
~ 
12 13 14
11 10 9
8
7
5
3
4
6
2 
1
G1 
G2 G3
G4 
G5
 
 
Figure 3.11 Modified IEEE 14-bus test system 
 
3.4.4.1 Case 1 — Voltage congestion at bus 2  
 
In this case, all generators are in service and there is only voltage congestion at bus 
2. The simulated result is shown in Figure 3.12. After the optimization, for the 
considered power system only a SVC at bus 5 is necessary. The optimized settings of 
SVC are given in Appendix 2.2. 
 
3.4.4.2 Case 2 — Active power flow congestion 
                          on the transmission line between bus 1 and bus 5 
 
In this case, only generators 1 and 3 are in service and there is a power flow 
congestion on the transmission line between bus 1 and bus 5. The simulation result is 
also shown in Figure 3.12. After the optimization, a TCSC needs to be installed 
between bus 2 and bus 5. The optimized settings of TCSC are given in Appendix 2.2. 
Simulation results indicated that for the considered power system, the TCSC and 
SVC are the appropriate FACTS devices in terms of economic criterion. Moreover, 
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SVC is the most favorable choice for the voltage congestion management. Even 
though UPFC is the most powerful FACTS device, it has not been used in operation 
due to its extremely high investment cost. 
 
Generation 
Fitness 
SVC (Case 1) 
TCSC (Case 2) 
 
 
Figure 3.12 Simulation results 
 
3.4.5 Conclusions of GA optimization method 
 
Simultaneous optimization of the locations of the FACTS devices, their types and 
rated values is a very complicated optimization problem in large power systems. The 
algorithm proposed in this section is a general optimization method, which is suitable 
to solve such combinatorial problems. It always gives the best solutions and it is faster 
than the classical optimization methods. Furthermore, since the total cost function, 
which includes the generation costs and the FACTS investment costs, is minimized, 
the FACTS investment costs can be provided by sparing of the generation costs. This 
algorithm is practical and easy to be implemented into the large power system 
analysis. 
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3.5  Comments on the allocation 
of FACTS devices 
 
In large power systems, the selection of proper location and type for FACTS 
devices is the first and important step in designing FACTS controllers. Based on the 
FACTS locations, the design and coordination of their controllers can be carried out. 
As discussed in last sections, FACTS devices are capable of changing the system 
parameters in a fast and effective way. Therefore it is obvious that the benefit brought 
by FACTS devices includes improvement of system stability, enhancement of system 
reliability and reduction of operation and transmission investment cost. Various 
criteria can be applied for the allocation of FACTS devices. 
In practical operation, the main concern for the allocation of FACTS devices is the 
economic effect. For instance, to increase the power transfer capability and to reduce 
the generation costs. Power oscillation damping effects are the additional FACTS 
benefits. The proposed GA method is based on the economic criterion and it is a 
general method for allocating and selection of proper types of FACTS devices in large 
power systems. 
In large power systems, poorly damped oscillations usually occur because of the 
relative weak tie-lines between interconnected areas. Transferring of bulk powers, 
both for economic and technical reasons, through tie-lines will be feasible when these 
tie-lines are equipped with FACTS devices. This further, based on the residue 
criterion, affirmed that these tie-lines are also the possible FACTS locations for 
damping of inter-area oscillations. Hence, in practice, the residue method can be 
applied to find the most suitable locations among these tie-lines. 
 
 
Chapter 4   
Adaptive FACTS Transient 
Controller Design using 
ANFIS Technology 
4.1 Introduction 
 
This chapter deals with the development of adaptive FACTS transient controller 
using Adaptive Network based Fuzzy Inference System (ANFIS) technology. The 
approach adaptively switches between the transient stability controller and POD 
controller for series FACTS devices in large power systems. The designed controller 
using ANFIS technology adaptively activates the transient stability controller for series 
FACTS devices during large disturbances. 
Traditionally, the switching mechanism between FACTS transient controller and 
POD controller is achieved using a pre-set fixed switching time [15]. However, the 
optimal switching time is varied with different disturbances and different operating 
conditions. Moreover, the switching time cannot be automatically adjusted to different 
situations. 
In this study, the switching mechanism is controlled automatically by means of the 
fuzzy-logic approach. The 16-machine system described in Chapter 3 is considered to 
illustrate the approach. The series FACTS device is located between bus A and bus A0 
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(on the tie-line between area 3 and area 4) and its location is determined using the 
residue algorithm (as discussed in Chapter 3) for damping of inter-area oscillations. 
 
4.2 Switching strategy for FACTS transient 
controller 
 
FACTS controller, as discussed in Chapter 2, focuses mainly on the following three 
control objectives [15]: steady-state power flow control, transient stability control for 
improving the first swing stability, and power oscillation damping control to damp the 
power system oscillations. The comprehensive control scheme is shown in Figure 4.1, 
i.e. the combination of control schemes shown in Figure 2.6, Figure 2.8 and Figure 2.9 
[15]. In this study, the active power flow through the FACTS device is used as an input 
for the comprehensive control scheme. 
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Figure 4.1 FACTS comprehensive control scheme 
 
The FACTS transient controller and POD controller achieve different control 
objectives in different situations. Conventionally, in order to enhance transient stability 
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and damp the subsequent oscillations, a switching control strategy is always used 
between these two different controllers [15]. The switching control strategy is as 
follows: 
 
• Following a large disturbance, the transient controller acts first to maintain the 
transient stability of power systems. 
• After the pre-set switching time period T0, the control is then transferred to the 
power flow and POD controller. During the post-fault oscillations, due to the 
large integral time constant of TI-s, the POD controller has the most influence. 
 
The pre-set switching time T0 should be reasonably chosen within the transient 
period. Practically, the exact switching time is determined by trial and error using 
transient simulation results. This so determined switching time is physically fixed 
according to one particular fault sequence. However, power systems may have different 
disturbances and different operating conditions and therefore this pre-set switching time 
T0 may not be suitable for all those situations. 
 
4.3 Fuzzy adaptive switching controller 
 
In this study, the fuzzy-logic approach is used to switch the FACTS transient stability 
controller adaptively under different operating situations and fault sequences. The fuzzy 
adaptive switching controller design procedure involves the following steps: 
 
1 Determination of the structure of fuzzy adaptive switching controller 
2 Use ANFIS for training of the fuzzy adaptive switching controller 
3 Non-linear simulation for verifying the performance of the proposed controller 
 
4.3.1 Structure of the fuzzy adaptive switching controller 
 
As stated in Chapter 2, the reason for choosing fuzzy-logic controller is that fuzzy-
logic is one of the most successful approaches for utilizing the qualitative knowledge of 
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a system to design a controller. Particularly, in this study, in order to handle the 
uncertainties of fault sequences and different operating conditions, fuzzy-logic 
controller is an appropriate approach for the non-linear adaptive control of FACTS 
transient controller [55,58]. 
As stated above, the objective is to achieve a good transient behavior and damping 
performance for the considered system. Therefore, the switching controller must have 
the following functions: 
 
• Using only local signals, the controller must switch adaptively, i.e. as a time-
variant switch, between the FACTS transient controller and POD controller. 
• Moreover, the controller must also react robustly under different situations 
without knowing fault sequences in the system. 
 
Therefore, in this work, two control loops are used in the fuzzy adaptive switching 
controller, as shown in Figure 4.2, the controller consists of fuzzy-logic loop and 
protection loop. 
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Figure 4.2 Fuzzy adaptive switching controller 
 
The three inputs to the fuzzy adaptive switching controller are: LineP∆ , t
Pe ∆
∆  and AU . 
Here AU  is the FACTS terminal voltage magnitude. LineP∆  and tPe ∆∆  are defined as 
follows: 
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where  
 
LineP∆  Active power difference flow through FACTS device 
)0(
LineP  The initial (pre-fault) active power transferred through the FACTS 
device 
)1()( , +nsLine
ns
Line PP  The active power transferred through the FACTS device at the sample 
time ns and ns+1 
t∆ : The time step between two sample points 
 
The output y  is the switching signal for the adaptive switching between FACTS 
transient controller and POD controller. The statement of the function is as follows: 
 
If y =1, then FACTS transient controller should be employed. Otherwise, if y =0, 
then FACTS POD controller should be employed. 
 
4.3.2 Fuzzy-logic loop 
 
Similar to the conventional fuzzy-logic controller discussed in Chapter 2, this fuzzy-
logic loop also involves fuzzification, inference and defuzzification. 
 
4.3.2.1 Fuzzification 
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Figure 4.3 Membership functions 
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As stated in Chapter 2, fuzzification is a process whereby the input variables are 
mapped onto fuzzy variables (linguistic variables). Each fuzzified variable has a certain 
membership function. The inputs are fuzzified using three fuzzy sets: B (big), M 
(medium) and S (small), as shown in Figure 4.3. 
 
4.3.2.2 Inference 
 
Fuzzy inference system involves fuzzy rules for determining output decisions. The 
fuzzified input variables are mapped onto the output variables using these fuzzy rules.  
In this work, the Sugeno fuzzy inference system is employed, because it is able to 
combine transparency of the rules and the accuracy of the predictions concomitantly 
[25,35]. The outputs of the inference system are linear membership functions and the 
first order Sugeno fuzzy model is given as: 
 
if x is A1 and y is A2 then cicicii ryqxpf ++=                          (4.2) 
 
where x and y represent the LineP∆  and the t
Pe ∆
∆  defined in Equation 4.1 
respectively. A1 and A2 are fuzzy sets in the antecedent, while pci, qci and rci are the 
consequent parameters S2 [35]. Conventionally, the fuzzy inference system is always 
obtained from the system operation and operator knowledge. Here in this study, in order 
to achieve high accuracy, the fuzzy inference system is trained using the ANFIS 
technology. 
 
4.3.2.3 Defuzzification 
 
As stated in Chapter 2, the defuzzification process transforms the fuzzy results of the 
inference into a crisp output. In this work, the weighted average method is employed. 
Since the output of each rule is a linear combination of input variables, the final output 
is the weighted average of each rule’s output [35]: 
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where iβ  represents the firing strength of the ith rule expressed as Equation 4.4 in the 
following section. 
 
4.3.3 Protection loop 
 
The function of the protection loop is to protect the FACTS devices under large 
disturbances. Its input is the FACTS terminal voltage magnitude UA at bus A (as shown 
in Figure 3.1). For instance, under large disturbances, if UA has a large difference (more 
than ±15%) with the nominal voltage, the FACTS devices must be blocked from being 
damaged. 
 
4.4 ANFIS training 
 
ANFIS serves as a basis for constructing a set of fuzzy if-then rules with appropriate 
membership functions to generate the stipulated input-output pairs. In this section, the 
ANFIS structure and the procedure for training will be discussed in detail. Furthermore, 
using ANFIS technology, both the membership functions and the inference system will 
be optimized. 
 
4.4.1 ANFIS structure 
 
ANFIS consists of an adaptive network, which contains nodes and directional links. 
The nodes are connected through the directional links. Moreover, part or all of the 
nodes are adaptive, which means each output of these nodes depends on the parameters 
pertaining to this node, and the learning rule specifies how these parameters should be 
changed to minimize a prescribed error measure [35]. 
Commonly, as shown in Figure 4.4, the ANFIS has five layers. In layer 1, each node 
generates membership grades of a linguistic label [24,35]. In this research, as shown in 
Figure 4.3, the trapezoid functions are selected. The parameters in this layer are referred 
to as premise parameters S1 and they can be trained using the ANFIS learning 
algorithm. 
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Every node in layer 2 is a fixed node and calculates the firing strength (the weight) of 
each rule via multiplication of the incoming signals: 
 
 )()( yx BjAji µµβ ×=  (4.4) 
 
where µAj and µBj ( j=1~3 ) represent the fuzzified rules and βi ( i=1~9 ) is the firing 
strength. 
Nodes in layer 3 compute the normalized firing strength of each rule. The ith node 
calculates the ratio of the ith rule’s firing strength to the sum of all rules’ firing 
strengths: 
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The nodes in layer 4 are adaptive nodes and the ith node has the following output: 
 
 ( )ciciciii ryqxpf ++⋅= β  (4.6) 
 
where 
 
iβ  is the output of layer 3.  
cip , ciq  and cir  are referred to as the consequent parameter set S2. They can also be 
trained using ANFIS learning algorithm. 
 
The node in layer 5 sums up all the incoming signals and its output is given by 
Equation 4.7. 
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The detailed ANFIS structure is shown in Figure 4.4. 
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Figure 4.4 ANFIS structure 
  
Given the initial values of premise parameters S1, the overall output can be expressed 
as a linear combinations of the consequent parameters S2. Therefore the hybrid learning 
algorithm, which consists of forward pass and backward pass, can be applied for the 
training [24,35]. In the forward pass, functional signals go forward till layer 4 and the 
consequent parameters S2 are identified by the least squares estimate (LSE). In the 
backward pass, the error rates propagate backward and the premise parameters are 
updated by the gradient descent. 
 
4.4.2 ANFIS training 
 
The objective of ANFIS training is to train the fuzzy-logic controller so as to switch 
the FACTS transient controller adaptively in presence of uncertainties. The training 
procedure, i.e. the tuning of the fuzzy-logic controller, is achieved based on the batch 
learning technique using input–output training data set. Considering the computational 
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complexity and the resulting performance, parameters are trained using the above-
mentioned gradient descent and the LSE methods (hybrid learning rule) [24]. 
 
4.4.2.1 Fine-tuning of the membership functions 
 
The human-determined membership functions are subject to the differences from 
person to person and from time to time, and therefore they are rarely optimal in terms of 
reproducing desired outputs [35]. In this simulation, due to the size of the input-output 
data set, the fine-tuning of membership functions is employed in the learning 
mechanisms. 
 
4.4.2.2 Training of the fuzzy inference system 
 
Using Equation 4.7 and the premise parameters, the overall system output can be 
expressed as a linear combination of the consequent parameters [24]: 
 
 ( ) cc
i
cicicii ryqxpy zF=++⋅= ∑
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9
1
β  (4.8) 
 
where 
 
zc is the vector which contains consequent parameters 
Fc is the matrix of coefficients 
 
As mentioned in the previous sections, in the forward training pass, using the initial 
values of S1, functional signals are transferred to layer 4 and then the vector zc will be 
identified by means of the LSE. In the backward pass, the error rates propagate 
backward and the premise parameters S1 are updated by the gradient descent [35]. 
 
4.4.3 Training data 
 
The training data must cover a wide range of operation and disturbance conditions. 
Furthermore, they must also contain as much information as possible about the 
Section  4.4    ANFIS training 77 
examined power systems. Therefore, power system with different fault sequences is 
simulated to obtain the training data. 
 
Input data for the training 
 
The two input data for the training: LineP∆  and t
Pe ∆
∆  can be obtained by means of 
the non-linear simulation. 
 
The output data for training 
 
Since the series FACTS device is installed to damp the power oscillations between 
area 3 and area 4, the output data for training can be determined by the difference of 
power angle between the these two areas. In this simulation, the corresponding center of 
power angles (COA) of each area (area 3: 3Areaδ ; area 4: 4Areaδ ) are employed for the 
investigation [36]: 
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where 
 
kH  is the inertia constant of the k
th generator 
kS  is the base power of the k
th generator 
 
The first swing characteristic can be determined using 3Areaδ  and 4Areaδ : 
 
 )()()( 43 ttt AreaArea δδδ −=  (4.10) 
 
The ideal switching time from transient controller to POD controller is determined at 
the time when the derivative of Equation 4.10 vanished, i.e. 0)( =
dt
tdδ . However, this 
signal is employed only for the training procedure. 
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The complete training data set 
 
The complete data for the training procedure are obtained from the following four 
events: three-phase short circuits at bus A (Local bus), B (Middle bus), C (Remote bus) 
and the load shedding at bus D (Load). 
Each disturbance is simulated for one second. Therefore, there are discontinuities 
between the four parts. Figure 4.5 depicts the complete training data events. 
 
Local Middle Remote Load 
Transient Control
POD Control
)( )( radtδ
 
Figure 4.5 Training data 
      : Time range for transient controller  
 : Time range for POD controller  
 
Using the training data, the membership functions and the inference system can be 
optimized. 
 
4.4.4 Training results 
 
In this simulation, ANFIS is trained using 100 epochs and an initial step size of 10-4. 
 
4.4.4.1 Membership functions 
 
The initial membership functions are equally spaced with enough overlap within the 
input range as shown in Figure 4.3. These are typical membership functions to start with 
the ANFIS learning. 
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In order to fit the output of the training data, as given in Appendix 3.1, the initial 
membership functions of ∆Pe /∆t and ∆PLine are changed completely. Figure 4.6 shows 
the optimized membership functions of ∆PLine. 
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Figure 4.6 Optimized membership functions of ∆PLine 
 
 
4.4.4.2 Fuzzy inference system 
 
Using the training data, the Sugeno fuzzy inference system is optimized by 
comparing its output with the objective output data. 
Figure 4.7 shows the behavior of the trained fuzzy adaptive switching controller 
under the most critical training condition: a short circuit of 100 ms duration on the line 
between bus A0 and a supplementary bus. The near end (supplementary bus) and the 
remote end (bus A0) of the line are cleared at t=0.2s and t=0.3 s respectively. 
The difference between the output of the fuzzy adaptive switching controller and the 
objective between t=0.2 s and t=0.3 s is due to the remote end clearance time, where 
there is an impulse in active power flow through FACTS devices. Other training results 
(middle bus, remote bus and loss of load) match pretty well the objective. The detail 
membership functions and the first-order Sugeno fuzzy model are given in Appendix 
3.2. 
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Figure 4.7 Training result 
 
4.5 Simulation results 
 
To verify the performance of the proposed controller, two disturbances are considered 
in the system, i.e. three-phase short circuits at the bus B1 (area 4, local bus) and at the 
bus C1 (area 5, remote bus) with duration of 100 ms and 150 ms respectively. Figure 
4.8 demonstrates the rotor angle difference between area 3 and area 4 in case of using 
the conventional fix-time-switching controller and the fuzzy adaptive switching 
controller. 
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(a) Three-phase short circuit at bus B1 
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(b) Three-phase short circuit at bus C1 
 
Figure 4.8 Simulation results 
 
  :     Conventional fix-time-switching controller 
  :     Fuzzy adaptive switching controller 
 
In comparison with the conventional fix-time-switching controller, the power system 
performs better with the proposed fuzzy adaptive switching controller and the dynamic 
performance is also improved. Particularly, as shown in Figure 4.8 (a), the proposed 
control scheme leads to significantly better transient behavior under the local bus 
disturbance. 
 
4.6 Conclusion 
 
This chapter presents a new fuzzy adaptive FACTS transient controller design 
method using ANFIS technology. The approach adaptively actives transient stability 
controller for series FACTS devices during large disturbances.  
Using the training data set, which is obtained by simulating over a wide range of 
operating situations and disturbance conditions, the parameters of the proposed 
controller are optimized using the ANFIS technology. The performance of the proposed 
controller is verified for the large power system under different disturbances. 
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Simulation results validate the effectiveness of the proposed control strategy. Moreover, 
the approach is easy to realize and implement in real power systems. 
 
 
 
 
 
 
 
 
 
 
 
Chapter 5   
Simultaneous Coordinated 
Tuning of FACTS POD and 
PSS Controllers for Damping 
of Power System Oscillations 
5.1 Introduction 
 
In large power systems, damping of power oscillations between interconnected areas 
is important for the system secure operation. However, using only conventional PSS 
may not provide sufficient damping for the inter-area oscillations. As discussed in the 
previous chapters, FACTS POD controllers can provide effective damping for the inter-
area modes. 
However, uncoordinated local control of FACTS devices and PSSs may cause 
unwanted interactions that further result in the system destabilization. To improve 
overall system performance, many researches were made on the coordination among 
PSS and FACTS POD controllers [14,20,37-39]. Some of these methods are based on 
the complex non-linear simulation [14,20], the others are linear approaches [37-39]. 
In this chapter, since power system non-linear simulations require much more time 
than the linear approaches, the modal analysis based tuning algorithm is proposed to 
coordinate the multiple damping controllers simultaneously. The overall power system 
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performance is optimized by means of sequential quadratic programming algorithm. By 
minimizing the objective function, in which the influences of PSSs and FACTS POD 
controllers are taken into account, interactions among these damping controllers are 
improved. 
The 16-machine system discussed in Chapter 3 is used in this study. The series 
FACTS device is also employed for damping of inter-area oscillations. It is located on 
the tie-line between area 3 and area 4, i.e. between bus A and bus A0. 
 
5.2 PSS and FACTS POD controller 
 
5.2.1 PSS controller 
 
In this study, all generators are equipped with PSSs. As mentioned in Chapter 3, PSS 
acts through the excitation system to import a component of additional damping torque 
proportional to speed change of the generator [56]. It involves a transfer function 
consisting of an amplification block, a wash-out block and two lead-lag blocks [5,56]. 
The lead-lag blocks provide the appropriate phase-lead characteristic to compensate the 
phase lag between the exciter input and the generator electrical torque. The structure of 
the PSS controller is shown in Figure 5.1. 
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Figure 5.1 PSS controller 
 
5.2.2 FACTS POD controller 
 
As discussed in Chapter 2, the structure of series FACTS POD controller, which is 
shown in Figure 5.2, is similar to that of the PSS controllers. Commonly, local signals 
of FACTS devices are applied for the damping control. In this study, the active power 
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flow through the series FACTS device LineP  is employed. The output FACTSC  represents 
the controlled variable of the series FACTS devices. For example, for TCSC it is the 
value of the series capacitance [15] and for UPFC it is the series injected voltage, which 
is perpendicular to the line current [40-41]. 
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Figure 5.2 FACTS POD controller 
 
5.2.3 Conventional approach 
for allocation and parameter tuning of  
PSS and FACTS POD controllers 
 
Originally, the aim of tuning FACTS POD controller was to damp power system 
oscillations on the tie-lines where the FACTS devices are installed. Based on the 
participation factor analysis, the PSS controllers are designed to damp the critical modes 
of oscillations that can be influenced by them. Well-designed PSS and FACTS POD 
controllers can provide enough damping ratio over a wide range of system operating 
conditions. Based on modern control theory, the design and tuning methods for PSS and 
FACTS controllers are well developed for single-machine systems. However, the tuning 
of damping controllers in large power systems is much more complicate than that in 
single machine system. The conventional tuning methods are always based on the 
modal analysis and the procedure is given as follows [42]: 
 
1 The locations of PSS and FACTS controllers are determined using 
participation factor and residue method respectively. 
2 Then, FACTS and PSS controllers are designed based on their selected 
locations. For this design, different methods can be used [14,15,20]. 
86 Chapter 5  Coordinated tuning of FACTS POD and PSS controllers 
3 Finally, the controller settings will be verified under various operating 
conditions. 
 
Conventional design approaches, like the decoupled and sequential loop closure, 
cannot adequately handle interactions among controls. Properly coordinated designs can 
mitigate possible adverse interactions among controls [59]. In this research, an 
optimization based tuning algorithm is proposed to coordinate among multiple 
controllers simultaneously. 
 
5.3 Simultaneous coordinated tuning method 
 
Many researches were made on the parameter tuning [14,20]. In [20], non-linear 
optimization based global tuning procedures are introduced for minimizing the 
interactions among the FACTS and PSS controllers. The non-linear optimization based 
tuning method considers complex dynamics of power systems, especially during critical 
faults. However, the non-linear simulation of large power system requires much more 
time than linear approaches [14]. Therefore, in practice, due to computational 
simplicity, modal analysis based methods are more preferable. 
In this section, an optimization based linear method for simultaneous tuning of the 
FACTS and PSS controllers is introduced. The objective of the simultaneous parameter 
tuning is to globally optimize the overall system damping performance. This requires 
the simultaneous optimization and coordination of the parameter settings of the FACTS 
and PSS controllers to maximize the damping of all modes of oscillations: for instance 
local modes, inter-area modes, exciter modes and other controller modes. 
In this study, the parameters of each PSS and FACTS POD controller are determined 
simultaneously using non-linear programming technique. The main procedure is give as 
follows: 
 
1 System linearization for analyzing the dominant oscillation modes of the 
power system. 
2 Allocation of PSS and FACTS POD controllers by means of the participation 
factor and the residue method. 
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3 Using the linearized system model and parameter-constrained non-linear 
optimization technique to optimize the global system behavior. 
 
Nowadays, by means of the modified ARNOLDI method, there is no problem in the 
system linearization mentioned in Step 1 and Step 2. This section focuses on the last 
step concerning the optimization based parameter tuning. Furthermore, in order to cope 
with the non-linear nature of the power system, a particular range of system operating 
conditions are also considered to verify the performance of the optimized controller 
settings. 
 
5.3.1 Linearized system model 
 
Once the optimal locations of the controllers are chosen, as discussed in Section 2.3, 
the total linearized system model extended by PSS and FACTS controllers can be 
determined. Thus, the eigenvalues iii jωσλ ±=  ( i=1~n ) of the entire system can be 
evaluated, where n is the total number of the eigenvalues which include the inter-area 
modes, local modes, exciter modes and other controller modes, as shown in Figure 5.3. 
The proposed method is to search the best parameter set for the controllers, so as to 
achieve the minimal Comprehensive Damping Index ( CDI ) which is given by 
Equation 5.1. 
 
 ∑
=
−= n
i
iCDI
1
)1( ζ  (5.1) 
 
where 
22
ii
i
i ωσ
σζ +
−=  is the damping ratio and the CDI index function depends on 
the parameters of both FACTS POD controller and PSS controllers. 
Among the dominant eigenvalues, only those, which have an insufficient damping 
ratio, are considered in the optimization. In this study, only eigenvalues with less than 
10% damping ratio have been taken into account. The objective of the optimization is to 
move the total considered eigenvalues to left hand side of the s-plane, and thus to 
maximize the damping ratio as much as possible. The movements of eigenvalues based 
on this optimization approach are shown in Figure 5.3. 
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Figure 5.3 Movements of eigenvalues 
+ : Eigenvalues before the optimization 
   : Eigenvalues after the optimization 
 
5.3.2 Non-Linear optimization technique 
 
In order to minimize the objection function given in Equation 5.1, non-linear 
optimization technique is employed in this study. 
The objective of the parameter optimization can be formulated as a non-linear 
programming problem expressed as follows: 
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where )(zf  is the objective function defined as in Equation 5.1 and z  is a vector, 
which consists of the parameters of the PSSs and FACTS POD controllers. In this 
study, z  contains the gain of the FACTS POD controller (KFACTS) and those of all PSS 
controllers (KPSS). The lead-lag parameters of the PSS controllers are optimized based 
on the approach given in [16]. The lead-lag parameters of the FACTS POD controller 
are optimized using the residue method. 
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)(0 zE  are the equality constrains and )(zF  are the inequality constrains respectively. 
For the proposed method, only the inequality constrains z, which represent the 
parameter constrains of the damping controllers, are necessary. 
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Figure 5.4 Flow chart of optimization based coordinated tuning method 
 
In this study, in order to solve the above-mentioned parameter-constrained non-linear 
optimization problem, the SQP (Sequential Quadratic Programming) algorithm 
provided by the Matlab Optimization Toolbox is applied [21]. The flow chart of the 
optimization based coordinated tuning algorithm is shown in Figure 5.4. 
The optimization starts with the pre-selected initial values of the controllers: z0. Then 
the non-linear algorithm is employed to adjust the parameters iteratively, until the 
objective function, i.e. Equation 5.1, is minimized. These so determined parameters are 
the optimal settings for the FACTS POD controller and PSS controllers. 
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5.3.3 Practical application 
 
Practically, the optimized PSS and FACTS controllers should produce an adequate 
damping torque over a wide range of operation conditions. Thus, it is necessary to 
optimize the controller settings under different possible operating conditions. The 
proposed method in the previous sections allows simultaneously considering several 
operating conditions of the power systems. In other words, the CDI of each operating 
condition can be calculated successively and then added to a global CDI for the 
optimization algorithm. Therefore, this parameter tuning method will provide optimal 
controller setting for all considered operating conditions. 
In comparison with the approaches given in [14,20], this algorithm optimizes the 
damping ratios more rapidly for every state of the researched system. It is an effective 
method for tuning of controllers in large power systems. 
 
5.4 Simulation results 
 
To illustrate the performance of the proposed tuning method, the modified New 
England Power System discussed in Chapter 3 is considered. In this simulation, all the 
16 machines are equipped with static exciters and PSSs. 
 
5.4.1 Dominant eigenvalues 
 
The dominant eigenvalues of the test system without FACTS and PSS controllers are 
shown in Figure 5.5 and it is clear that the system is unstable. 
The test system can be stabilized by sequentially designing of PSS and FACTS 
controllers without any coordinated tuning. For this case, the eigenvalues of the test 
system are also shown in Figure 5.5. However, the damping ratios of some local modes 
and some inter-area modes ( inter-area mode 2, 3 and 4 ) are not satisfactory. 
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Figure 5.5 Results of the conventional controller tuning 
                      * :  Eigenvalues of the power system without any controller 
                         :  Eigenvalues of the power system with PSS and FACTS controllers 
 
5.4.2 Root-locus 
 
The root-locus, when the gain of series FACTS controller KFACTS varies from 0 to 
100, is shown in Figure 5.6. It is obvious that the FACTS POD controller has little 
influence on the local modes whereas it has significant influence on the inter-area 
modes of oscillations. It is also clear that a gain of 100 sufficiently increases the 
damping of the inter-area mode 1. However, when KFACTS is beyond 70, the damping 
ratio of the inter-area mode 2 and inter-area mode 3 will be slightly reduced again. 
Furthermore, with the increase of the gain of FACTS controller, the damping ratio of 
exciter mode is reduced significantly and will be unstable. 
Therefore, the simultaneous coordinated tuning among FACTS POD controller and 
PSS controllers is necessary. 
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Figure 5.6 Root-locus of the FACTS POD controller 
    Root-locus when KFACTS vary from 0 (+) to 100 (   ) 
 
5.4.3 Optimized system performance 
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Figure 5.7 Optimization based coordinated tuning results 
           +:   Eigenvalues before optimization        *:   Eigenvalues after optimization 
             :   Eigenvalues when the two tie-lines between area 4 and area 5 disconnected 
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After the coordinated tuning of FACTS and PSS controllers, local modes, inter-area 
modes and the exciter modes of oscillations are well damped. The dominant eigenvalues 
are shown in Figure 5.7 and all the damping ratios are more than 5%. The results show 
the improvement in damping of overall power oscillations in the system. The detailed 
controller parameters are given in Appendix 4.1 and the final dominant modes, damping 
ratios and frequencies are also given in Appendix 4.2. 
 
5.4.4 System performance under different operating 
condition 
 
In practice, in order to achieve the robustness of the coordinated tuning, the controller 
settings should be optimized under different possible operation conditions. 
In this study, two tie-lines (line 1-2, line D-8) between area 4 and area 5 are 
disconnected to verify the performance of the optimized controller setting. The 
eigenvalues for this condition are also shown in Figure 5.7. In the new operating point, 
the damping ratio of inter-area mode 1 is improved but the damping ratios of the other 
three modes of inter-area oscillations are reduced. Although the eigenvalue of inter-area 
mode 4 moves to the right side significantly, its damping ratio still remains in a 
sufficient range (>5%). Even if some local modes are also changed, their damping ratios 
are also favorable. 
 
5.4.5 Non-linear simulation results 
 
In order to illustrate the performance of the coordinated tuning result, a three-phase 
short circuit of 100 ms duration is simulated at bus A in area 4 in the test system. 
For evaluation of the system damping behavior, the corresponding center of power 
angles (COA) of each area, i.e. 3Areaδ  and 4Areaδ , as discussed in Chapter 4, are 
employed. 
The simulation results are shown in Figure 5.8 and the results validate the proposed 
tuning method under large disturbance. Furthermore, it can be seen that the damping 
behavior is improved significantly. 
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Figure 5.8 Non-linear simulation results 
                                   ---   System behavior before the coordinated tuning 
                                   —   System behavior after the coordinated tuning 
 
5.5 Conclusion 
 
This chapter presents a method for the simultaneous coordinated tuning of the series 
FACTS POD controller and PSS controllers in large power systems. This approach is 
based on the modal analysis and parameter-constrained non-linear optimization 
technique. Using this approach, the overall system performance is optimized. 
Simulation results have proved that with the optimized controller settings, the system 
becomes stable and power system oscillations are well damped. Also, non-linear 
simulations validate the controller setting under large system disturbance. Moreover, 
this tuning method is simple and easy to be realized in practical large power systems. 
Although only series FACTS device is simulated, the proposed simultaneous 
coordinated tuning method is a general approach and applicable to other types of 
FACTS devices. 
 
 
Chapter 6   
Robust FACTS Loop-shaping 
POD Controller Design in 
Large Power Systems 
 
 
6.1  Introduction 
 
This chapter mainly deals with the robust FACTS POD controller design in large 
power systems. The influence of conventional damping controllers is also considered on 
the overall system performance. The requirement for the power system damping 
controllers is to ensure that the oscillations have enough damping ratio under all 
possible operating conditions. In practice, it is required that the FACTS damping 
controller should have the ability to perform satisfactorily under a wide range of 
operating conditions, and in the presence of uncertainties, i.e. disturbances and errors 
due to monitoring instruments [43]. 
In this chapter, the robust loop-shaping FACTS damping controller design in large 
power systems will be discussed in detail. This approach provides a robust controller 
that performs satisfactorily for a wide range of operating conditions and under certain 
degree of uncertainties. 
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6.2  System model and performance criteria 
 
This section presents the fundamental analysis of the feedback control system. In 
doing so, the feedback control system performance criteria for power system analysis 
are also characterized. 
 
6.2.1 General concepts of feedback control system 
 
6.2.1.1 General model 
 
For the simplicity of the analysis, feedback controller design concepts and techniques 
are always developed based on single input single output (SISO) system [5,43]. A block 
diagram of general SISO feedback control system model is shown in Figure 6.1. In this 
chapter, all Laplace variables s have been dropped to simplify the notation. 
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Figure 6.1 General SISO feedback control system model 
 
where 
 
Gp transfer function of the plant 
Hp transfer function of the feedback controller 
Fp transfer function of the sensor (is concerned as unity in this study) 
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Gd transfer function of the output disturbance (is concerned as unity in this study) 
uin actuating signal, plant input 
rex reference or command input 
dex external disturbance 
nex sensor noise 
x1 tracking error 
vout sensor output 
yout plant output and measured signal 
 
Generally, the performance objectives of the feedback controller Hp can be 
summarized as follows: 
 
• To enable the output yout to track the input rex following some pre-specified 
functions 
• To minimize the effect of the disturbance dex, the noise nex and the plant 
uncertainty on the outputs yout 
 
6.2.1.2 Loop transfer function and sensitivities 
 
According to the feedback control system model shown in Figure 6.1, the loop 
transfer function is defined as (Fp = Gd = 1): 
 
 ppp HGL =  (6.1) 
 
The transfer function from reference input rex to tracking error x1 is defined as the 
sensitivity function: 
 
 
ppp
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1
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 (6.2) 
 
The complementary sensitivity function is defined as: 
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pp
pp
ss HG
HG
ST +=−= 11  (6.3) 
 
6.2.1.3 Loop-shaping 
 
According to the system model shown in Figure 6.1, the objective of the feedback 
controller Hp is to ensure that the control error e remains small in spite of disturbances 
dex and nex. The control error e is defined as follows [45]: 
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The control objective is to make 0≈e  and the ideal controller Hp should achieve: 
 
 exexex nrde ⋅−⋅−⋅≈ 0 0 0  (6.5) 
 
The first two parts in Equation 6.5 are referred to as disturbance rejection and 
command tracking and they can be achieved ideally with 0≈sS , or equivalently 1≈sT . 
According to Equation 6.1 and 6.2, this requires that the loop transfer function Y must be 
large in magnitude: ∞≈pL . 
The third part of Equation 6.5 represents zero noise transmission and requires that 
0≈sT . This requires that the loop transfer function must be small in magnitude: 0≈pL . 
The above-mentioned two requirements are conflicting and it can be solved using the 
classical approach in which the magnitude of the loop transfer function, pL , is shaped 
[45]. Usually no optimization is involved and the designer aims to obtain pL  with 
desired bandwidth, slopes etc. However, classical loop shaping is difficult to be applied 
in complex systems. Therefore, in this study, the robust loop-shaping technique will be 
employed and this issue will be discussed in detail in Section 6.3. 
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6.2.2 Robust performance criteria 
 
In this section, some basic concepts and criteria for the evaluation of the feedback 
control system will be considered. The inputs and outputs normalization and power 
system performance criteria will be discussed in detail. 
The main objective of this study is to develop a robust loop-shaping FACTS POD 
controller to damp power system oscillations. At the same time, other power system 
controllers, which have influences on the power oscillation damping behavior are also 
considered. Therefore, in this section, the normalization and system performance 
criteria are discussed based on the multi-variable feedback control system model. 
 
6.2.2.1 Normalization of inputs and outputs 
 
Before proceeding the robust controller design procedure, the power system inputs 
and outputs must be normalized. The purpose of this procedure is to normalize the 
physical inputs and outputs to the range zero to one. In this study, the bus voltages, 
generator field voltages, generator frequencies, and load modulations are normalized 
according to the following criteria:  
 
• The change in bus voltage and generator field voltage of %5±  around the 
nominal voltage will be converted into the range of [0,1]. 
• The change in generator frequency of 05.0± Hz around 50Hz will be 
normalized to the range of [0,1]. 
• The system load modulation of 5± MW will be converted into the range of 
[0,1]. 
 
6.2.2.2 Power system performance under uncertainties 
 
Power system robust stability and robust performance are defined in terms of a plant 
model with the controller and a model of the uncertainties placed in additional loops 
around the plant [5,44]. The general power system feedback control model with 
uncertainty is shown in Figure 6.2. 
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Figure 6.2 General feedback control system with uncertainty 
 
where 
 
Gp: Plant transfer functions 
Hp: Controller transfer functions 
∆: Disturbance transfer functions 
yout: Outputs from the plant to the controller 
wout: Normalized outputs which may be used to specify system performance 
uin: Inputs from the controller to the plant 
rex: Normalized reference inputs 
u∆: Inputs to the system from uncertainties 
y∆: Outputs of the system, which drive the uncertainty dynamics 
 
In this study, the Hp consists of FACTS POD controller and exciters and ∆ represents 
the disturbance transfer functions that define the uncertainties in the power system. 
Particularly, only the structured uncertainty, which means the uncertainty transfer 
function is structured with a block-diagonal structure, is considered in this study [49]. 
The structured uncertainty transfer function of ∆ is also illustrated in Figure 6.2. 
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The plant transfer function Gp is partitioned and can be expressed as follows [5,45]: 
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By eliminating yout and uin through using outpin yHu ⋅=  [5]: 
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The controlled plant with uncertainty loop is shown in Figure 6.3. 
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Figure 6.3 Controlled plant with uncertainty loop 
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By eliminating u∆ and y∆ through using u∆=∆·y∆, the relationship between rex and 
wout can be expressed as [5]: 
 
 [ ] exwexout rFrN∆NI∆NNw ⋅=⋅⋅−⋅⋅+= − 121112122 )(  (6.9) 
 
where 
 
N11 is the transfer function for the system closed with uncertainties 
N22 is the transfer function between rex and wout when 0=∆  
Fw is the transfer function between rex and wout (system closed with uncertainties 
and controllers) 
I represents the identity matrix 
 
In this study, the following criteria are employed to characterize the performance of 
the power system: nominal stability, nominal performance, robust stability and robust 
performance. 
 
Nominal stability criterion: 
 
The nominal stability criterion requires the stability of Nc. As defined in Equation 
6.8, Nc is the transfer function of the controlled plant. 
In power system analysis, this criterion means that the system with nominal controls, 
i.e. exciters, governors, PSSs and the conventional FACTS POD controller, has 
eigenvalues with only negative real parts and it should be stable. 
 
Nominal performance criterion: 
 
This criterion requires nominal stability together with: 
 
 122 <∞N  (6.10) 
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where ∞⋅   represents the ∞H  norm of the transfer function. This norm is calculated 
using the maximum singular value of the transfer function over all researched 
frequencies [43,45]. 
In general, in power system analysis, nominal performance can be measured by the 
following three criteria [5]: 
 
1 Its ability to recover from specified design faults and other large disturbances 
2 Its ability to maintain an acceptable voltage profile under load changes 
3 Its ability to maintain an acceptable system frequency under load changes 
 
The first requirement is based on the non-linear transient characteristics of the power 
system and therefore, it cannot be considered in the linear system analysis discussed in 
this chapter. The second requirement concerns the generator automatic voltage control 
and the third is related to the effectiveness of generator speed governors [5]. 
In this study, the 16-machine system discussed in Chapter 3 is simulated and the last 
two issues are considered. An active load modulation at Bus 50 is simulated to verify 
the nominal performance criteria. The block diagram for the evaluation of nominal 
performance is shown in Figure 6.4. 
 
 
fgenerator-1 
Active Load 
Modulation 
at Bus 50 
Um50 
Um51 
fgenerator-n 
...  ... 
N22 
Nominal Plant Gp 
with FACTS POD 
and PSS Controllers 
 
 
Figure 6.4 Block diagram for the evaluation of nominal performance: N22 
 
where N22 represents the power system with nominal controllers, i.e. conventional 
FACTS POD controller, PSS controllers, exciters and governors. The tie-bus voltages 
(Um50 ,Um51) and generator frequencies (fgenerator-1 ~ fgenerator-n) are normalized outputs. 
The simulation result will be illustrated in Section 6.4.2 in detail. 
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Robust Stability criterion: 
 
This criterion requires nominal stability together with the stability of Fw. As shown in 
Equation 6.9, the only source of instability is the feedback term 111 )(
−− ∆NI . The 
feedback system is robust stable to the uncertainties 1≤∞∆  when [5,43,45]: 
 
 111 <∞N  (6.11) 
 
where N11 represents the transfer function from u∆ to y∆. 
 
The definition of N11 will be discussed in detail in Section 6.4.4. 
 
Robust Performance criterion: 
 
This criterion requires robust stability together with [5,43,45]: 
 
 1<∞wF  (6.12) 
 
As shown in Equation 6.9, Fw is the transfer function between rex and wout when the 
system closed with controls and uncertainties with 1≤∞∆ . In this study, all the 
exciters and the robust FACTS POD controllers are considered for the evaluation of the 
robust performance criterion. 
 
6.3  FACTS robust loop-shaping POD controller 
design 
 
There are many methods for the design of feedback controllers to provide robustness 
under system uncertainties. In this section, the robust loop-shaping FACTS damping 
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controller design is considered. Furthermore, the influences of conventional damping 
controllers on the system performance are also considered. 
Considering coprime factor uncertainties, the FACTS robust loop-shaping controller 
is developed by employing the modern H∞  robust controller design approach and the 
design procedure is given as follows: 
 
1 Model reduction of the original power system 
2 Loop-shaping of the reduced power system model 
3 Robust loop-shaping FACTS POD controller design 
 
6.3.1 Model reduction 
 
In order to approximate the original high-order plant with a lower order state-space 
representation, model reduction is required. Particularly, for the design of robust 
controllers in large power systems, the necessity of model reduction arises in several 
places [45]: 
 
• The purpose of power system robust controller design is to meet certain 
specifications, namely to damp certain modes of oscillations. Therefore, It is 
desirable to simplify the best available model with regards to the purpose to 
which the model is to be used. 
• By employing modern H∞  control method for which the complexity of the 
control law is not explicitly constrained, the order of the resultant controller is 
likely to be considerably greater than is truly needed [5, 53-54]. This high-
order control may be too complex with regard to practical implementation and 
therefore, the model reduction is necessary. 
 
A good model reduction algorithm must be both numerically robust and be able to 
address the closed-loop robustness issues [48-49]. In power system robust controller 
design, the proper model reduction can sometimes significantly reduce the controller 
order with little change in system performance [48-49,54]. As shown in Figure 6.5, 
different routines can be applied in realizing the model reduction [53]: 
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• Model reduction of the original high-order system model prior to controller 
design 
• Reduction of the controller after the high-order controller design procedure. 
• A combination of the above two routines. 
 
 
 Robust Controller Design 
(High Order) 
M
odel Reduction 
C
ontroller Reduction 
Robust Controller Design 
(Low Order) 
Direct Design  
of Controller 
High Order 
System Model 
High Order 
Controller Model 
Low Order 
System Model 
Low Order 
Controller Model 
 
 
Figure 6.5 Different routines of model reduction 
 
In this research, the model reduction is achieved as the following procedure: 
 
• Firstly, the reduction of the original power system model is proceeded. 
• Then, after the FACTS robust loop-shaping controller design, controller 
reduction is also applied. 
 
The reduction of the original power system model is performed by means of balanced 
residue method [49]. Using this approach, all modes of interest (inter-area modes) can 
be preserved. Particularly in this study, the reduced system model has a high order (as 
shown in Section 6.4.3). After the H∞ robust loop-shaping controller design procedure, 
the least order of robust loop-shaping controller must be equal to the order of the 
reduced system model. Therefore, the controller reduction is necessary. The balanced 
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truncation algorithm is applied because of it’s suitability for the controller reduction in 
feedback systems [49]. 
 
6.3.2 FACTS loop-shaping controller design 
 
The power system with FACTS robust loop-shaping controller is shown in Figure 6.6, 
where Gp represents the reduced-order power system model and Hp represents the 
FACTS robust loop-shaping POD controller respectively. The controller design 
procedure is based on the method presented by Glover and McFarlane [47,54]. 
In order to optimize closed loop performance requirements, pre- and post- 
compensation of the plant model Gp should be first carried out. The objective of this 
process is to shape the open loop singular values of Gp prior to the robust controller 
design procedure. 
 
 preppostps WGWG ⋅⋅=  (6.13) 
 
where Gps represents the shaped plant. Wpre and Wpost are pre- and post-compensation 
function respectively. Usually, Wpost is chosen as a constant and Wpre contains dynamic 
shaping. The closed loop system is shown in Figure 6.6.  
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Figure 6.6 Loop-shaping of the plant 
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6.3.3 Robust loop-shaping design using coprime factors 
 
The above-mentioned shaped plant Gps with feedback control and uncertainties can 
be expressed in form of coprime factors of the plant shown in Figure 6.7 [5,47,54]. 
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yout uin 
Ф
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Figure 6.7 Plant with controller and coprime factor uncertainty 
 
where Hp represents the FACTS robust loop-shaping damping controller that 
stabilizes the system Gps. 
 
In terms of the coprime factors: 
 
 numdenps GGG
1−=  (6.14) 
 
where the transfer function Gnum and 1−denG  are assumed to be a stable left coprime 
factorization of Gps. Both are stable and have no common zeros in the positive half s-
plane. In this study, the normalized left coprime factors are computed using Matlab µ–
Analysis and Synthesis Toolbox [49]. 
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The perturbed plant transfer function of Gps is 
 
 ( ) ( )numnumdendenps GGG ∆∆ 1 ' ++= −  (6.15) 
 
where [ ] ε<∞ ∆   ∆ numden  ( 1≤ε ) defines the level of uncertainty. 
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The stability property of the system shown in Figure 6.7 is robust if and only if the 
nominal feedback system is stable and 
 
 
p
pp M εγ
1≤= ∞  (6.17) 
 
The lowest achievable value of γp and the corresponding maximum stability margin 
εp are given by Glover and McFarlane as: 
 
 [ ]{ } ( ) 212121maxmin   )( 1      1  XZρεγ +=−== −− Hnumdenpp GG  (6.18) 
 
where 
H  ⋅  denotes Hankel norm and ρ represents the spectral radius (maximum 
eigenvalue). 
 
For a minimal state-space realization (Aps, Bps, Cps, Dps) of Gps, Z is the unique 
positive definite solution to the algebraic equation: 
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where  
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and X is the unique positive definite solution of the following algebraic equation: 
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A controller Hp which guarantees that: 
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for a specified γp>γmin is given by state-space realization:  
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Once the controller Hp is obtained, as can be seen from Figure 6.6, the loop-shaping 
controller HLS for the reduced plant Gp can be expressed as: 
 
 postppreLS WHWH =  (6.24) 
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In this study, the above-mentioned modern robust loop-shaping method is employed 
for the FACTS damping controller design. This method exploits the advantage of 
conventional loop-shaping and modern H∞ robust controller design techniques. 
Furthermore, the FACTS robust loop-shaping damping controller is robust to 
uncertainties in a plant coprime factors and therefore, the influences of the other power 
system controllers can also be considered. The FACTS robust loop-shaping damping 
controller design is presented in Section 6.4 in detail. 
 
6.4  Simulation results 
 
The 16-machine system discussed in Chapter 3 is used in this section. A series 
FACTS device (TCSC) is located on the tie-line between area 3 and area 4. 
To illustrate the performance of the FACTS controller, the PSSs are used only for the 
local modes of oscillation damping control and FACTS device serves as the inter-area 
oscillation damping controller.  
The FACTS robust loop-shaping controller design and its robustness verification are 
performed as follows: 
 
• First, the nominal stability and nominal performance of the power system are 
verified in Section 6.4.1 and 6.4.2.  
• Then the FACTS robust loop-shaping controller design is proceeded in 
Section 6.4.3.  
• In Section 6.4.4, the performance of the power system with FACTS robust 
loop-shaping controllers and exciters is verified under robust stability and 
robust performance criteria. 
• Furthermore, in Section 6.4.5, non-linear simulation is also performed to 
validate the controller performance under large disturbances. 
 
6.4.1 Nominal stability 
 
This issue is the basic requirement for the robust controller design. As mentioned in 
Section 6.2.2, the nominal stability means the power system with the nominal control 
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has eigenvalues with only negative real parts and therefore the system is stable. The 
dominant eigenvalues of the power system with PSS controllers are shown in Figure 
6.8. 
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Figure 6.8 The dominant eigenvalues of the power system 
 
It is obvious, with the conventional PSS controllers, the power system can be stable. 
However, the damping ratio of the inter-area mode 2 is not satisfactory. As discussed in 
Chapter 2, the damping behavior of the inter-area modes of oscillations can be modified 
using the FACTS controller: 
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The root-locus when KFACTS varies from 0 to 400 is shown in Figure 6.9. As shown in 
the root-locus, FACTS controller has significant effects on the inter-area modes and 
exciter modes. To guarantee their damping ratios and avoid the adverse interactions 
between inter-area modes and exciter modes, the gain of FACTS controller KFACTS is set 
to 50. 
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Figure 6.9 Root-locus of the FACTS POD controller 
                                                 when KFACTS vary from 0 to 400 
+: KFACTS =0 ○: KFACTS =50     : KFACTS =400 
 
6.4.2 Nominal performance 
 
To verify the nominal performance criterion discussed in Section 6.2.2.2, an active 
load modulation at bus 50 is considered. 
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Figure 6.10 Maximum singular value plot of N22 
of tie bus voltage magnitude and generator frequencies to active load modulation 
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The response of the tie-line bus (Bus 50 and 51) voltage magnitudes and frequencies 
of all the generators to the active load modulation is shown in Figure 6.10. Since the 
maximum singular value of N22 is significantly less than unity, the nominal performance 
criterion is satisfied. 
 
6.4.3 FACTS robust loop-shaping controller design 
 
Since the requirements of nominal stability and nominal performance are satisfied, 
robust loop-shaping controller design can proceed. In this section, the FACTS robust 
loop-shaping POD controller design procedure shown in Section 6.3 is employed: 
system model reduction, robust loop-shaping controller design and controller reduction. 
 
6.4.3.1 System model reduction 
 
Using the balanced residue approach, the system order is reduced form 204 to 16. 
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Figure 6.11 Bode diagram of the original and the reduced order system 
···· : Original system model (Order=204) 
— : Reduced system model (Order=16) 
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In the model reduction process, singular value Bode diagram provides the 
information needed to assure a given reduced model is sufficiently accurate within a 
prescribed bandwidth [48,49]. In this simulation, since robust loop-shaping controller is 
employed, the traditional Bode diagram is used to verify the performance of the model 
reduction. The Bode diagram shown in Figure 6.11 indicates the accuracy of the 
reduced model for low frequencies, which includes the inter-area oscillation frequencies 
(0.1~1Hz). 
 
6.4.3.2 FACTS robust loop-shaping controller design 
 
In this study, the FACTS robust loop-shaping controller HLS is an additional 
controller to the conventional FACTS POD controller HTCSC. The block diagram of the 
perturbed power system model with the FACTS robust POD controller is shown in 
Figure 6.12. 
 
yout uin 
+
HTCSC
HLS 
+
FACTS Robust POD Controller
 
Gps '
 
 
Figure 6.12 Power system with FACTS robust POD controller 
 
where 
 
HTCSC represent the conventional FACTS POD controller 
HLS  represent the FACTS robust loop-shaping controller 
'
psG  represent the perturbed plant transfer function defined in Equation 6.15 
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Robust loop-shaping controller design and controller reduction 
 
Using the algorithm discussed in Section 6.3, the robust loop-shaping controller 
design method calculates the amount of the increase in the uncertainty in the coprime 
factors before the system becomes unstable. 
In this simulation, the post-compensation function Wpost is chosen as a constant (unit 
transfer function). The pre-compensation function Wpre, which influences the dynamic 
shaping, is chosen according to the method given in [45] as: 
 
 
123
4
2 ++= ss
sWpre  (6.26) 
 
After the robust loop-shaping design procedure, the original loop-shaping controller 
with an order of 21 is obtained. Since this high-order controller is not practical for real 
power system control, the controller reduction is necessary. Using the balanced 
truncation controller reduction, the following reduced-order robust loop-shaping 
controller HLS_Red is obtained: 
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Performance of the robust loop-shaping controller 
 
As shown in Equation 6.27, the gain of the FACTS robust loop-shaping controller is 
normalized to unity. In order to verify the performance of the robust loop-shaping 
controller with the variation of the controller gain, an artificial gain KLS for the 
controller HLS_Red is applied: 
 
 RedLSLSp HKH _⋅=  (6.28) 
 
The root-locus when the gain of the robust loop-shaping controller KLS varies from 0 
to 5 is given in Figure 6.13. 
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Figure 6.13 Root-locus of the FACTS robust loop-shaping controller 
                  when controller gain KLS varies from 0 to 5 
+: KLS = 0    : KLS = 1 ○: KLS = 5 
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As can be seen from Figure 6.13, the FACTS robust loop-shaping controller with the 
unity gain (KLS=1) has the best performance. Moreover, after the robust loop-shaping, 
the system becomes stable and the damping ratios are also favorable. 
A successful design should have a stability margin greater than 25% [5,51]. In this 
simulation, the stability margin is achieved as 67.52% ( minγ =1.4180). It is clear that the 
robust loop-shaping design is successful.  
By employing the robust loop-shaping technology, the power system with FACTS 
POD controller is robust under coprime uncertainties. Since there are also other 
controllers in power system that have effects on the oscillation damping behavior, in 
Sections 6.4.4, the robust stability and robust performance criteria for the power system 
with exciters and FACTS POD controller are examined using the multiplicative output 
uncertainty. 
 
6.4.4 Robust stability and robust performance 
 
In this section, the multiplicative output uncertainty [44,49,54] is considered for the 
validation of the robust stability and robust performance criteria. The block diagram of 
the multiplicative output uncertainty model is shown in Figure 6.14. 
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Figure 6.14 Feedback control system with multiplicative output uncertainty 
 
where  
 
Hp represent FACTS robust POD controller and all the exciters 
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rex  represent the reference inputs to the controllers 
Wo  represent output weighting functions which describe the uncertainties 
with frequency 
 
According to the theory shown in [49,54] and Equation 6.9, the controller Hp provide 
robust stability under the uncertainty of 1≤∞∆  if: 
 
 111 <= ∞∞ CoTWN  (6.29) 
 
where TC is the complementary sensitivity of the controlled plant: 
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and Wo contains the weighting functions for the exciters and FACTS POD controller. 
The output weighting functions for the FACTS controller and for each exciter are given 
in Equations 6.31 and 6.32 respectively: 
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s
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6.1101.0)(_ +
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Both output weighting functions are specified as a high pass filter. For the exciter, the 
uncertainty is 0.01 at low frequencies and increases to 10 at high frequencies. For the 
FACTS, the uncertainty is 0.1 at low frequencies and increases to 100 at high 
frequencies.  
The maximum singular value of the transfer function corresponding to N11 of 
Equation 6.9 is shown in Figure 6.15. Since all the maximal singular values of N11 are 
less than unity at all frequencies, the system is robust stable with 1≤∞∆ . 
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The robust performance criteria can be proved using the closed loop transfer function 
of Fw . In this study, Fw can be expressed as following equation: 
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)(
0
0
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F ++
+=
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p
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The maximum singular value of the transfer function Fw is also shown in Figure 6.15. 
According to the robust performance criterion, since all the maximal singular values of 
Fw are less than unity at all frequencies, the robust performance is favorable with 
1≤∞∆ . 
 
 
Frequency (Hz) 
M
ax
im
al
 si
ng
ul
ar
 v
al
ue
 
 
Figure 6.15 System performances 
 
--: Nominal Performance 
···: Robust stability with structured uncertainty (N11) 
—: Robust performance with structured uncertainty  (Fw) 
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6.4.5 Non-linear simulation results 
 
To verify the performance of the FACTS robust POD controller under large 
disturbances, a short circuit of 100 ms duration at bus 50 is considered. The 
corresponding center of power angles of area 3 and area 4 are applied to evaluate the 
performance of the proposed controller. As shown in Figure 6.16, it is clear that using 
the proposed controller, the transient behavior of the power system is satisfactory. 
The power system with only traditional FACTS POD controller can achieve almost 
similar transient behavior as the FACTS robust POD controller. However, the stability 
margin provided by the FACTS robust POD controller is achieved as 67.52% and it is 
much more than the conventional FACTS POD controller, which is only 31.55%. 
 
Time (s) 
δArea3-δArea4  (degrees)
 
 
Figure 6.16 Non-linear simulation results 
 
- -: Without FACTS POD controller 
—: With robust FACTS POD controller 
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6.5  Summary 
 
This chapter presents the FACTS robust loop-shaping POD controller design scheme 
in large power systems. By applying the model reduction and modern robust loop-
shaping control technique, the FACTS robust loop-shaping controller is realized. This 
robust loop-shaping controller exploits the advantages of both conventional loop-
shaping and modern H∞ robust control techniques. Moreover, it is a decentralized 
approach and practical for FACTS controller design in real large power systems. 
The performance of the proposed control scheme has fulfilled the robust stability and 
robust performance criteria. Furthermore, non-linear simulation has proved that using 
the proposed controller, the power oscillation damping behavior is also satisfactory 
under large disturbances. 
Although only the series FACTS device is simulated, this general control scheme is 
also applicable to other types of FACTS devices. 
 
 
 
Chapter 7   
Conclusions and 
Future Works 
7.1 Conclusions 
 
This dissertation mainly concerns with the damping of power system oscillations by 
using of the coordinated control of FACTS devices and conventional PSS controllers. 
Besides the damping control researches, the power flow regulation associated with 
FACTS controllers are also discussed. In conclusion, this dissertation has the following 
research achievements: 
 
1 FACTS modeling and controller design 
 
FACTS modeling: In this thesis, for power system steady-state and dynamic 
researches, FACTS devices are modeled using the current injection method. 
Furthermore, programs for both steady-state study and dynamic study of large power 
systems embedded with FACTS devices have been developed. 
 
FACTS damping controller design: The FACTS damping controllers are developed 
using the residue method and local signals are employed as control input signals of 
FACTS devices. This residue approach is a practical method for FACTS damping 
controller design in real large power systems. 
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2 Optimal choice and allocation of FACTS devices 
 
Many criteria can be employed for searching of optimal locations of FACTS devices. 
Practically, the main concerns for the allocation of FACTS devices are their economic 
and the dynamic effects. Therefore in this thesis, two criteria are presented: 
 
Economic criterion: Provided optimal locations, FACTS devices can be applied to 
achieve the optimal power flow without any constraint violations and thus to increase 
the utilization of the lowest cost generation in power systems. In this thesis, using the 
genetic algorithms, the locations of the FACTS devices, their types and rated values are 
optimized simultaneously. The objective cost function, which consists of the investment 
costs for FACTS devices and the generation costs, is minimized using the proposed 
approach. 
 
Steady-state stability criterion: Besides to the economic criterion based allocation 
approach, the residue method based FACTS allocation approach is also applied to the 
power system dynamic analysis. 
 
3 Adaptive FACTS transient controller design using 
ANFIS technology 
 
This objective deals with the development of adaptive FACTS transient stability 
controller using ANFIS technology. The approach adaptively activates the FACTS 
transient stability controller in large power systems during large disturbances. The 
design aspects and their implementation in form of fuzzy-adaptive switching controller 
are presented. Furthermore, ANFIS technology is employed for the parameter 
optimization of the proposed controller. This approach is realized in a large power 
system and it is proved to be an effective method for the adaptive transient control of 
FACTS devices. 
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4 Simultaneous coordinated tuning of FACTS damping 
controller and conventional PSS controllers 
 
In this research, a novel method for the coordinated tuning of FACTS damping 
controller and the conventional PSS controllers has been developed based on non-linear 
optimization algorithm. Using this method, interactions among FACTS controller and 
PSS controllers are considered and their controller parameters are optimized 
simultaneously. This algorithm is a practical approach for optimal tuning of multi-
controllers in large power systems. 
 
5 Robust FACTS loop-shaping POD controller design in 
large power systems 
 
This study deals with the FACTS robust loop-shaping POD controller design in large 
power systems. By applying the model reduction and modern robust loop-shaping 
control technique, the FACTS robust loop-shaping controller is realized. The FACTS 
robust loop-shaping controller exploits the advantages of both conventional loop-
shaping and modern H∞ robust control technique. Moreover, it is a decentralized 
approach and practical for FACTS robust controller design in real large power systems. 
 
7.2 Future works 
 
1 FACTS in the liberalized electricity market 
 
In deregulated electricity market, the generation and network operation are unbundled 
activities. That means they are carried out by different companies. FACTS devices can 
be employed for a global optimization of the power flow states. Therefore, FACTS 
devices provide increasing controllability over the power flow for the independent 
system operators (ISO) or transmission system operators (TSO). The FACTS ability in 
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optimizing the power flow can be applied to solve following problems in electricity 
market: 
 
1 Optimal power flow control in the liberalized electricity market 
2 Congestion management using FACTS devices 
 
These aspects should be considered in future works. 
 
2 Implementation of the proposed methods in real power 
system 
 
With the rapid development of power electrics, FACTS devices could be widely 
employed in power systems. Therefore, the system planning, operational procedure, 
coordinated tuning and coordinated control of FACTS devices become imperative tasks 
in real power systems. Future prospects should focus on the implementation of the 
proposed methods in practical power system applications. 
 
 
 
 
 
 
 
Appendices 
 
Appendix 1 
 
Appendix 1.1    Derivation of Equation 2.28 
                           (Based on Reference [19]) 
 
Consider the system shown in Figure 2.10 and assume the state space description of 
subsystem H(s) as: 
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A formal solution of the state equations can be obtained: 
 
 HHHH ssH dbMc += )()(  (A.2) 
 1)()( −−= HH ss AIM  (A.3) 
 
According to Equation 2.22 and A.1, the complete matrix state matrix 
~
A  has the 
form: 
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From Equation A.2 and A.4, the partial differential of H(s) with respect to KP is: 
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From Equation 2.13, 2.14 and A.4, the eigenvectors of H(s) can be derived: 
 
 фH = MH( λi) bH c фi (A.7) 
 ψH = ψi b cH MH( λi) (A.8) 
 
Since 
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P
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K
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therefore substituting A.6, A.7 and A.8 in A.9: 
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With the multiplication of A.10 and substitution of A.5 with s=λi : 
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According to Equation 2.26, Equation A.11 can be expressed as the residue form: 
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Equation A.12 is the same as Equation 2.28. 
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Appendix 1.2    FACTS POD controller optimized parameters 
 
   Parameter 
Value 
KP Tw T1=T3 T2=T4 CMax CMin 
Initial 0.5 3.0 0.05 0.05 0.1 -0.1 
Optimized 1.82 3.0 0.02 0.15 0.1 -0.1 
 
Appendix 1.3    Three machine power system parameter 
 
Base Value: kVVB 220= ; MVASB 1000= ; 
Generators: sHH 822 21 == ; 102 3 =H ; 0.0221 === DDD ; 
 sTT dd 49.40201 == ; sTd 603 = ; 
 .).(56.121 upXX dd == ; .).(23 upX d = ; 
 .).(06.121 upXX qq == ; 9.13 =qX ; 
 .).(17.0' 2
'
1 upXX dd == ; .).(25.0' 3 upX d = ; 
Transformers: 305.0321 jXXX TTT ===  (p.u.) 
Transmission lines: 25.00.0321 jZZZ lll +===  (p.u.) 
UPFCs: kVUOper 220= ; 
 mUUU 1.02max1max == ; mUUU 1.02min1min −== ; 
Loads: .).(  05.0321 upLLL === ; .).(  65.04 upL =  
 
Appendix 1.4    Fuzzy coordination controller 
 
K1=0.7, N1=0.2 
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Appendix 2 
 
Appendix 2.1    Generation cost function 
 
     Coefficients 
Generator 0
α  1α  2α  
G1 100 60 0.06
G2 100 50 0.05
G3 500 300 1.00
G4 100 15 0.02
G5 100 45 0.03
 
Appendix 2.2    Optimized settings of FACTS devices 
 
 Line No. From Bus To Bus FACTS Type Rated Value 
Case 1 10 5 6 SVC 10.5 Mvar 
Case 2 5 2 5 TCSC -22%XLine 
 
Appendix 3 
 
Appendix 3.1    Membership functions 
 
 MFs SW1 SW2 SW3 SW4 
S -0.5548 -0.06164 0.1244 0.2479 
M 0.1226 0.2477 0.4544 0.4875 
Input1 
∆PLine  
B 0.3538 0.5164 1.294 1.788 
S -6.75 -0.75 2.00 3.0 
M 2.006 3.00 9.0 10. 
Input2 
∆Pe /∆t
B 8.9997 10 15.75 21.75 
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Appendix 3.2    Linear functions of Sugeno model 
 
i pi qi ri 
1 -0.95 0.01 6.716 
2 35.211 0.00989 6.010 
3 22.1 0.59 0.0558 
4 0.367 3.96 2.022 
5 24.7 0.0295 3.648 
6 -6.815 0.898 0.0815 
7 3.12 0.039 6.108 
8 0.445 1.97 0.464 
9 0.073 0.8322 0.0751 
 
Appendix 4 
 
Appendix 4.1    Optimized controller parameters 
 
PSS controller  
 
No. KPSS Tw T1 T2 T3 T4 No. KPSS Tw T1 T2 T3 T4 
G1 8.58 10 0.08 0.01 0.08 0.01 G9 8.97 10 0.05 0.01 0.05 0.02
G2 8.58 10 0.08 0.01 0.08 0.01 G10 9.27 10 0.08 0.01 0.08 0.02
G3 9.06 10 0.04 0.02 0.1 0.01 G11 6.00 10 0.08 0.03 0.05 0.01
G4 7.07 10 0.08 0.02 0.08 0.02 G12 8.58 10 0.08 0.01 0.08 0.01
G5 6.67 10 0.05 0.01 0.08 0.02 G13 8.06 10 0.04 0.01 0.05 0.01
G6 6.67 10 0.05 0.01 0.08 0.02 G14 8.06 10 0.04 0.01 0.05 0.01
G7 6.67 10 0.05 0.01 0.08 0.02 G15 8.06 10 0.05 0.01 0.04 0.01
G8 8.72 10 0.08 0.01 0.08 0.02 G16 7.51 10 0.03 0.02 0.05 0.01
 
 
No. KFACTS Tw T1 T2 T3 T4 
  FACTS controller 
1 76.00 10 0.05 0.01 0.05 0.02 
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Appendix 4.2    Dominant eigenvalues 
 
Damping Ratio      Parameter
 
Modes 
Eigenvalues 
After  
Optimization
Frequency
(Hz) 
Before 
Optimization
After 
Optimization 
Exciter Mode -0.77±0.99i 0.1588 0.42299 0.60833 
-0.37±2.71i 0.43168 0.061066 0.1359 
-0.28±3.57i 0.56863 0.023607 0.076861 
-0.55±4.28i 0.68184 0.04534 0.12672 
Inter-Area 
Modes 
-0.32±5.13i 0.81645 0.032769 0.061816 
-10.1±6.78i 1.0795 0.83104 0.82941 
-1.46±7.48i 1.1901 0.82323 0.19182 
-10.4±7.51i 1.1953 0.052032 0.80991 
-1.34±7.61i 1.2111 0.034204 0.17397 
-1.35±8.05i 1.2811 0.80398 0.16554 
-8.41±8.05i 1.2815 0.15185 0.7225 
-1.62±8.53i 1.3581 0.76757 0.18628 
-7.997±8.8i 1.3992 0.058226 0.67288 
-1.3±8.89i 1.4144 0.066857 0.14482 
-2.53±8.96i 1.4257 0.76674 0.27133 
-0.82±9.06i 1.4426 0.037742 0.090167 
-9.28±9.82i 1.5622 0.076926 0.68684 
-1.2±10.24i 1.6308 0.69868 0.11671 
-9.08±10.8i 1.7258 0.038234 0.64183 
-3.5±10.9i 1.7388 0.084028 0.3049 
Local 
 
Modes 
-5.4±11.89i 1.8915 0.097096 0.41557 
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A The n by n state matrix 
)(0 xA  The equality functions 
A1 , A2 Fuzzy sets in the antecedent 
kja  A element of the state matrix A 
Aps State matrix for the shaped plant Gps 
arg(Ri) Phase angle of the residue Ri 
B Control or input matrix with dimensions n by the number of inputs r 
b Input vector of a SISO system 
B Big set of fuzzified signal 
~
B  Mode controllability matrix 
)(0 xB  The inequality constrains 
)(1 fB  The inequality constrains for the conventional power flow 
)(2 gB  The inequality constrains for FACTS devices 
bgen A parameter determining the degree of non-uniformity 
Bps Input matrix of the shaped plant Gps 
C The output matrix of size m by n 
c Output vector of a SISO system 
~
C  Mode observability matrix 
)(fc  The total investment costs of FACTS devices 
)(1 fc  The average investment costs of FACTS devices 
SVCc1  Cost function for SVC (US$/kVar) 
TCSCc1  Cost function for TCSC (US$/kVar) 
UPFCc1  Cost function for UPFC (US$/kVar) 
)(2 GPc  The generation cost 
sdampC −  Signal from series FACTS damping controller 
Cdamp-sh The signal from shunt FACTS damping controller 
FACTSC  Compensation value of the FACTS devices 
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sFACTSC −  Compensation value of the series FACTS devices 
CFACTS-sh Compensation value of the shunt FACTS devices 
CInitial The initial compensation value of FACTS devices 
CMax The maximum compensation value of FACTS devices 
cmax A large positive constant to convert the GA objective function 
Cps Output matrix for the shaped plant Gps 
TCPSTC  The cost of TCPST (US$) 
Totalc  The overall cost objective function 
D The feed forward matrix of dimensions m by r 
exd  External disturbance 
dex External disturbances 
Dps Feedforward matrix for the shaped plant Gps 
TCPSTd  The positive constant representing the capital cost of the TCPST 
e Control error 
)(0 zE  The equality constrains 
),(1 gfE  The conventional power flow equations 
f A vector that represent the variables of FACTS devices 
)(1 xf  The objective function of the controller parameter optimization 
)(zf  The objective function defined as CDI 
)(zF  The inequality constrains 
Fc The matrix of coefficients in the ANFIS training 
if  Output of the ANFIS layer 4 
Fitness The objective function of the GA 
Fitnessr The fitness of the rth individual 
Fitnesssum The sum of fitness in population 
Fw The transfer function between rex and wout 
Fp The transfer function of the sensor 
g The operating state of the power system 
G(s) Transfer function of the original power system 
G(s) Transfer function of a SISO system 
Gd The transfer function of the output disturbance 
1−
denG  Stable left coprime factorization of Gps  
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Gjk(s) The transfer function between the kth input and the jth output 
Gnum Stable left coprime factorization of Gps 
Gp The transfer function of the plant 
Gp The plant transfer functions 
'
pG  The transfer function of the perturbed plant 
'
psG  The perturbed plant transfer function of Gps 
Gp11 ~ Gp33 Partitioned transfer functions for the plant Gp 
Gps  The shaped plant transfer function of Gp 
H(s) The transfer function of the FACTS controller 
H1(s) The transfer function for the lead-lag and wash-out blocks 
Hk The inertia constant of the kth generator 
HLS The transfer function of the robust loop-shaping controller 
HLS_Red Transfer function of the reduced-order robust loop-shaping controller 
Hp(s) The transfer function of the controller 
HTCSC The transfer function of the TCSC controller 
Hp Feedback controller transfer functions 
i ith mode of oscillation 
I Identity matrix 
IC  The installation costs of TCPST 
UPFCI  The current flow through the UPFC. 
K Amplification part of factored form of G1(s) 
K1 The calibration of the input signal to fuzzy-logic controller 
KFACTS Amplification part of series FACTS POD controller 
KP Amplification part (positive constant gain) of FACTS POD controller 
KP-s The proportional part of the series FACTS PI-controller 
KP-sh The proportional part of the shunt FACTS PI-controller 
KPSS Amplification of PSS controller 
Lp The loop transfer function 
m The output vector length 
M Medium set of fuzzified signal 
mc The number of compensation stages 
Mp The transfer function between [ ]'outin yu  to Ф 
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n The number of states (the number of eigenvalues) 
N1 The calibration of the input signal to fuzzy-logic controller 
N11 The transfer function for the system closed with uncertainties 
N12,N13 The transfer function in Nc 
N22 The transfer function between rex and wout when 0=∆  
Nc The transfer function of the controlled plant 
nex Sensor noise 
nex Sensor noises 
FACTSn  The number of FACTS devices to be located 
Indn  The number of individuals of the population 
Locationn  The possible locations for FACTS devices 
ns  Sample time 
Typen  Types of FACTS devices 
P Participation matrix 
p1~pn Element in participation matrix 
p1 ~ pn Poles of G1(s) 
pc The probability of crossover 
pci The consequent parameter of the ANFIS training 
PG The output of the generator (MW) 
PG A vectors that represent the the active power outputs of the generators 
PGenerator1 The active power provided by generator 1 
PGenerator2 The active power provided by generator 2 
Pij Power flow through the transmission line i-j 
pki Participation factor 
PLine Active power which flows through the series FACTS device 
)0(
LineP  The initial active power transferred through the FACTS device 
)(ns
LineP  Active power transferred through FACTS device at sample time ns 
)1( +ns
LineP  Active power transferred through FACTS device at sample time ns+1 
maxP  The thermal limit of the transmission line where TCPST is installed 
rp  The proportion of the r
th individual on the roulette wheel 
srefP −  Reference values of the active power 
PUPFC1 The input signal for UPFC POD controller 1 
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PUPFC2 The input signal for UPFC POD controller 2 
qci The consequent parameter of the ANFIS training 
MaxQ  Maximal reactive compensation of SVC 
MinQ  Minimal reactive compensation of SVC 
SVCQ  Reactive compensation of SVC 
r The input vector length 
rci The consequent parameter of the ANFIS training 
rex Reference or command input 
rex Normalized reference inputs 
rf The rated value of FACTS device 
rgen A random value in the range of [0,1] 
Ri The residue of G(s) at pole pi 
rtcsc  Coefficient represents the compensation degree of TCSC 
rupfc  Coefficient represents the compensation degree of UPFC 
rtcpst  Coefficient represents the compensation degree of TCPST 
rsvc  Coefficient represents the compensation degree of SVC 
maxcscrt  Maximal compensation degree of TCSC 
mincscrt  Minimal compensation degree of TCSC 
S Small set of fuzzified signal 
S1 Premise parameters of ANFIS training 
S2 Consequent parameters of ANFIS training 
FACTSs  Operating range of the FACTS devices (MVar) 
Sk The base power of the kth generator 
Ss The sensitivity function 
SW1~SW4 The calibration of the input signal to fuzzy coordination controller 
T0 The pre-set time for the FACTS transient stability controller 
1t  The time range of the simulation 
PSS-1T  Lead time constant of PSS controller 
PSS-2T  Lag time constant of PSS controller 
PSS-3T  Lead time constant of PSS controller 
PSS-4T  Lag time constant of PSS controller 
Td-s The delay time constant for series FACTS devices 
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Td-sh The delay time constant for shunt FACTS devices 
tgen The current generation number 
Tgen The total generation number 
TI-s The integral time constant of the series FACTS PI-controller 
TI-sh The integral time constant of the shunt FACTS PI-controller 
Tlag The lag time constant 
Tlag-1 The lag time constant for UPFC POD controller 1 
Tlag-2 The lag time constant for UPFC POD controller 2 
Tlead The lead time constant 
Tlead-1 The lead time constant for UPFC POD controller 1 
Tlead-2 The lead time constant for UPFC POD controller 2 
Tm-s The measurement time constant for the series FACTS devices 
Tm-sh The measurement time constant for the shunt FACTS devices 
Ts The complementary sensitivity function 
Tw The washout time constant 
Tw1 The washout time constant for UPFC POD controller 1 
Tw2 The washout time constant for UPFC POD controller 2 
PSS-wT  Washout time constant of PSS controller 
u(s) Input of the power system 
AU  FACTS terminal voltage magnitude 
Ubus The bus voltage magnitude 
ui The value of control output 
Ui Voltage magnitude on the sending end of the transmission line 
)(t
iU  The sending end voltage of TCSC at the time t 
uin Actuating signal, plant input 
uin Actuating signals, plant inputs 
Uj Voltage magnitude on the receiving end of the transmission line 
)(t
jU  The receiving end voltage of TCSC at the time t 
Um The rated voltage of the transmission line where the UPFC is installed 
Umax Maximal inserted voltage magnitude of TCPST and UPFC 
Umax1 Maximal inserted voltage magnitude of the UPFC series part 
Umax2 Maximal inserted voltage magnitude of the UPFC series part 
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k
MaxU  The upper range of kx  
Umax-pss Maximal output voltage of PSS 
Umax-Sh Maximal inserted voltage magnitude of the UPFC shunt part 
Umin1 Minimal inserted voltage magnitude of the UPFC series part 
Umin2 Minimal inserted voltage magnitude of the UPFC series part 
k
MinU  The lower range of kx  
Umin-pss Minimal output voltage of PSS 
Us-pss Output voltage of PSS 
Uref-sh Reference values of the bus voltage magnitude 
ShuntU  Shunt voltage source of UPFC 
TCPSTU   Series voltage source of TCPST 
UPFCU  Series voltage source of UPFC 
1UPFCU  Inserted voltage of the UPFC1 series voltage source 
2UPFCU  Inserted voltage of the UPFC2 series voltage source 
u∆ The input to the system from uncertainties 
vFuzzy Fuzzy-logic controller output signal 
vi The value of control output 
vout Sensor output 
Wpre Pre-compensation function 
Wpost Post-compensation function 
Wo Output weighting functions 
wout Normalized outputs to specify system performance 
Wo_exciter Output weighting function for the exciters 
Wo_FACTS Output weighting function for FACTS 
x The ∆PLine (input signal to fuzzy coordination controller) 
x A vector that contains the parameters of the POD controller 
X The unique positive definite solution to the algebraic Equation 6.21 
x0 Initial values for the controller parameters 
x1 Tracking error of the feedback control system 
Xij Reactance of the transmission line i-j 
xIn Active power flow through UPFC (input to fuzzy-logic controller) 
kx  Gene selected for mutation 
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'
kx  The result of the mutation 
LineX  The reactance of the transmission line where the TCSC installed 
MaxX  Maximal reactance of TCSC 
MinX  Minimal reactance of TCSC 
Xpar A give parent 
XTCSC Reactance of TCSC 
)0(
TCSCX  The TCSC reactance at the initial operating point 
)(t
TCSCX  The TCSC reactance at the time t 
y The ∆Pe / ∆t (input signal to fuzzy coordination controller) 
Y Input signal to fuzzy coordination controller 
y  Coordination signal for FACTS transient and POD controllers 
)(sy  Output of the power system 
ymu Represents kMink Ux −  and kkMin xU −  in the process of mutation 
yout The output from the plant to the controller 
yout The outputs from the plant to the controller 
y∆ The outputs of the system, which drives the uncertainty dynamics 
z  Vector of the parameters of the PSSs and FACTS POD controllers 
Z The unique positive definite solution to the algebraic Equation 6.19 
z0 The pre-selected initial values of the POD controllers 
nzz ~1  Zeros of G1(s) 
zc The vector of consequent parameters in the ANFIS training 
ijZ  The total line impedance with TCSC 
)0(
ijZ  The initial influence of TCSC on the transmission line 
)(t
ijZ  The influence of TCSC on the transmission line at the time t 
LineZ  Impedance of the transmission line 
ShuntZ  Impedance of the UPFC (shunt side) 
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Greek Symbols 
 
α  Operating angle of the UPFC series voltage source 
0α  Constant coefficient for generation cost function 
1α  Constant coefficient for generation cost function 
2α  Constant coefficient for generation cost function 
cα  leadlag TT /  
β  Operating angle of the UPFC shunt voltage source 
iβ  Multiplication of the fuzzified signals (firing strength of each rule) 
iβ  The average ratio of the rule’s firing strength 
γ A specified achievable value 
γp Achievable value of feedback system 
γpmin Lowest achievable value of feedback system 
δArea1-2(0,x) The initial power angle difference between the researched areas 
δArea1-2(t,x) The power angle difference between the researched areas at the time t 
δ13 The power angle difference between G1-G3 
δ23 The power angle difference between G1-G3 
∆ The level of the uncertainty 
∆ The disturbance transfer functions 
( )yt,∆  Returns a value in the range [0,y] 
∆den Defines the level of uncertainty in coprime factorization 
∆num Defines the level of uncertainty in coprime factorization 
∆δ(t,x) The power angle difference from the original operating point 
3Areaδ  Center of power angles of area 3 
4Areaδ  Center of power angles of area 4 
iδ  The phase angle of the sending end voltage 
iI∆  Injected current at the sending end of the transmission line 
jI∆  Injected current at the receiving end of the transmission line 
jδ  The phase angle of the receiving end voltage 
t
Pe ∆
∆  Input to fuzzy coordination controller defined in Equation 4.1 
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LineP∆  Input to fuzzy coordination controller defined in Equation 4.1 
isQ∆  Injected reactive power at the sending end of transmission line 
t∆  The time step between two sample points 
∆u The input vector of length r 
FACTSU∆  Series voltage source of FACTS model 
∆x The state vector of length equal to the number of states n 
)(t
TCSCX∆  The change of the TCSC reactance at the time t 
∆y The output vector of length m 
∆ω Generator speed difference 
ε  Level of uncertainty 
εp Stability margin 
εpmax Maximum stability margin 
λ  Eigenvalue of matrix A 
iλ  The ith eigenvalue of matrix A 
µ(x) The fuzzified signal 
ρ The spectral radius (maximum eigenvalue) 
фi The right eigenvector associated with the ith eigenvalue 
kiφ  Right eigenvector element on the kth row and ith column of matrix Φ 
jiφ  Right eigenvector element on the jth row and ith column of matrix Φ 
Φ Right eigenvector matrix 
φcom The compensation angle 
Ψ Left eigenvector matrix 
ψi The left eigenvector associated with the ith eigenvalue 
ikψ  Left eigenvector element on the ith row and kth column of matrix Ψ 
ωi The frequency of the researched mode of oscillation in rad/sec 
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COA Center of Power Angles  
FACTS Flexible AC Transmission Systems  
FIS Fuzzy Inference System  
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ISO Independent System Operators  
LSE Least Square Estimation  
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POD Power Oscillation Damping  
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PSS Power System Stabilizer  
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SVC Static Var Compensator  
SSR Subsynchronous Resonance  
TCPST Thyristor Controlled Phase Shifting Transformer  
TCSC Thyristor Controlled Series Capacitor  
TRM Transmission Reliability Margin  
TSO Transmission System Operators  
TTC Total Transfer Capability  
TVA Tennessee Valley Authority  
UPFC Unified Power Flow Controller  
VSI Voltage Source Inverter  
WAPA Western Area Power Administration  
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