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ABSTRACT 
Author: Ryan J. Wasson 
Title: The Effect of Level of Automation and Operator-to-Vehicle Ratio on 
Operator Workload and Performance in Future UAV Systems 
Institution: Embry-Riddle Aeronautical University 
Degree: Masters of Science in Human Factors & Systems 
Year: 2005 
The military intends to increase the number of UAVs in service while at the same 
time reducing the number of operators (Dixon, Wickens & Chang; 2004). To meet this 
demand, many of the current UAV operator functions will need to be automated. How 
automation is applied to modern systems is not fixed. Levels of automation exist along a 
continuum from fully manual to fully automatic. Two proposed levels of automation for 
future UAV systems are Management by Consent (MBC), where the operator selects the 
task to be executed, and Management by Exception (MBE), where the computer selects 
the task to be executed are. The optimum operator-to-vehicle ratio for future UAV 
systems is not yet known. It is expected that the optimum operator-to-vehicle ratio will 
vary with the level of automation applied to the system. Future systems may require the 
use of adaptive automation to ensure maximum human-machine performance across 
varying operator-to-vehicle ratios. This study aims to help determine what levels of 
automation are most appropriate for different operator-to-vehicle ratios and how adaptive 
automation should be applied in future UAV systems. 
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INTRODUCTION 
It is envisioned that the next generation of Unmanned Aerial Vehicles (UAVs) 
will have single human operators monitoring multiple semi-autonomous UAVs. The 
benefits of such an automated system include: reducing manpower requirements, lower 
life-cycle costs and decreased human exposure to hazardous environments (Ruff, 
Calhoun, Draper, Fontejon, and Guilfoos, 2004; Prabhala, Gallimore, and Narayanan, 
2003). To accomplish this goal, proper consideration must be given to the application of 
appropriate automation management strategies and how they will affect overall human-
machine performance. Indeed, the level of automation (LOA) to be applied and the 
human role in these systems is still to be determined. 
While human beings are not well suited for supervising monitoring tasks in 
complex automated systems, it is still imperative that humans are kept "in the loop." 
Specifically, the human capabilities of adapting to new conditions and exercising 
judgment are of utmost importance, especially when decisions concern human lives and 
safety (Endsley, 1996; Fitts 1951; Parasuraman, 1997; Hawkins 1987; Sheridan 2002). 
As Jordan (1963) pointed out, human performance and machine performance combined 
are greater than the sum of their parts. 
The best strategy to keep the human "in the loop" is not yet known. That is, there 
has not yet been determined an optimum level of automation to minimize mental 
workload and maximize human-machine performance. Certainly, different automation 
management strategies will have an effect on operator workload and operator to vehicle 
ratio, and future intelligent automated UAV systems will employ adaptive automation 
techniques to maximize human-machine performance and minimize the operator-to-
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vehicle ratio. The goal of the current study is to help accomplish this by determining what 
automation management strategy will best serve future UAV operations at varying levels 
of workload. 
LITERATURE REVIEW 
Unmanned Aerial Vehicles 
Over the years, Unmanned Aerial Vehicles (UAVs) have gone by various names. 
Theses names have included: Drones, Automatically Piloted Vehicles (APVs), Remotely 
Piloted Vehicles (RPVS), and Remotely Operated Aircraft (Newcome; 2002). Whatever 
their names may have been, their objective has always been the same; to remove the pilot 
from the cockpit. The Department of Defense has defined an Unmanned Aerial Vehicle 
as: 
A powered, aerial vehicle that does not carry a human operator, uses 
aerodynamic forces to provide vehicle lift, can fly autonomously or be 
piloted remotely, can be expendable or recoverable, and can carry a lethal 
or nonlethal payload. Ballistic or semiballistic vehicles, cruise missiles, 
and artillery projectiles are not considered unmanned aerial vehicles (JP 1-
02, 2001 p.559). 
Unmanned Aerial Vehicles (UAVs) are often seen as "the new kid on the block" 
in the world of aviation. UAVs however, actually originated along side manned aviation 
with early variants appearing as early as 1911 (Newcome, 2002). Due to the approaching 
war and lack of military support for unmanned aircraft, UAVs took a back burner and 
didn't fully emerge until the end of the Second World War. It was the onset of the Cold 
War and the high attrition rates of reconnaissance aircraft that brought attention back to 
unmanned aircraft (Newcome, 2002). Over the skies of Vietnam UAVs would be used 
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regularly as a reconnaissance platform, especially for the more dangerous missions over 
North Vietnam. Despite their proven success in combat their popularity was still quite 
minimal. It would not be until 1991 in Operation Desert Storm that UAVs would be seen 
as an asset to military aviation. 
Future UAVs 
While today's UAVs represent only a small fraction of the total flight operations 
that are conducted each day around the world, this will not always be the case. Future 
UAVs will eventually be seen in roles such as scientific data collection, law enforcement, 
border patrol, transporting cargo, telecommunications, agricultural applications, and other 
commercial uses (Dixon, Wickens and Chang, 2004; Draper, Geiselman, Liem, Roe and 
Haas, 2000; McCarley & Wickens ). UAV roles in the military will also expand to 
include: Suppression of Enemy Air Defense (SEAD), Combat air Patrol (CAP), 
electronic warfare, command and control, weapons guidance, transport and additional 
special operation mission (Prabhala, Gallimore and Narayanan, 2003; Tso, et al. 1999). 
UAVs can offer several advantages over traditional manned aircraft. UAVs are capable 
of longer duration flights, can perform more radical flight maneuvers, are smaller and 
lighter, have lower life-cycle costs, are more easily transported, and can prevent the 
endangerment of human life (Dixon, et al, 2004; Draper, et al, 2000; Prabhala, et al, 
2003). 
Current UAVs lack of standardization in both degree and level of automation. 
While most UAVs are guided manually through remote stations, some are partially 
automated, and others are fully automated and fly pre-programmed routes (McCarley & 
12 
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Wickens). Current preprogrammed ground control methods will not be able to meet the 
flexibility needs of future systems (Ruff, et al. 2002). Thus, future systems will need 
increased complexity. This increased complexity, in turn, will require system operators to 
perform high-level cognitive tasks such as: coordinating multiple UAVs, overseeing 
multiple target areas, detecting targets, identifying targets, route and re-route planning, 
destroying targets and monitoring system status. Thus, future control of UAVs will 
require cognitive flexibility, dynamic problem solving, and decision making, as well 
sophisticated computer algorithms for accuracy and rapid computation (Mouloua, Gilson, 
Kring, and Hancock, 2001). 
The military aims to increase the number of UAVs in service while at the same 
time reducing the number of operators. This goal requires additional research in 
automation management strategies and levels of operator mental workload that will 
reduce the operator-to-UAV ratio while maintaining maximum system performance 
(Dixon, et al. 2004). There is a need to create user interfaces which will be focused on the 
human operator and minimizing operator workload. Research is needed to examine the 
interaction of humans and computers in UAV systems (McCarley & Wickens; Prabhala, 
et al. 2003; Ruff, et al. 2002). Overall, there is a lack of standardized approach to 
functional allocation between operators and computers (Ruff, et al. 2002) 
UAVs and Workload 
Despite the name unmanned aerial vehicles, it is imperative that humans are kept 
as an integrated component of future UAV systems. Indeed, the human's superior ability 
to adapt to new situations and exercise judgment will continue to be critical to UAV 
effectiveness. However, the high mental demands that will be imposed on the human 
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operator by these complex systems could make human capabilities a limiting factor in 
system performance. Thus, there is a need to minimize the mental workload demands that 
will be imposed on the operators of future UAVs. A reduction in human operator mental 
workload should enable better overall system performance and contribute to the reduction 
of the operator-to-vehicle ratio (Tsang & Wilson, 1997). 
Hart and Staveland (1988), describe mental workload as the resources used by a 
human operator to attain a desired level of performance. Kantowitz (1988) views mental 
workload as the modulator between the demands of the environment and the capacity of 
the operator. Eggemeier, Wilson, Krammer, & Damos (1991) refer to workload as the 
portion of the operators capacity required to meet system demands. Wickens et al (2004) 
describe mental workload in a general sense as "the ratio of the resources required to the 
resources available." (pp.338) 
Thus, while there is no one definition of mental workload that encompasses all 
aspects of mental workload, there is a consensus that human mental capacity is finite. 
Performance in any monitoring tasks, including monitoring a UAV, will suffer when 
these finite metal resources have been expended (Hawkins, 1993). When workload is too 
high, performance will decrease, however, the relationship between workload and 
performance is not linear. An early theory, the Yerkes-Dodson inverted-U curve, suggests 
there is a narrow window of acceptable workload for each desired level of performance. 
This window of acceptable workload is not fixed, the window will shift depending on the 
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Figure 1. Modified Yerkes-Dodson inverted-U curve 
Workload Measures 
Measures of mental workload can be characterized into four groups: operator 
performance, subjective ratings, analytic methods, and physiological measures. There are 
seven properties of workload measures that need to be considered when selecting a 
workload measure. Those properties are: sensitivity, diagnosticity, intrusiveness, validity, 
reliability, ease of use, and operator acceptance (Tsang & Wilson, 1997). Of these, the 
sensitivity, diagnosticity and intrusiveness of the various measurement techniques, are the 
most important (Eggemeier, et al. 1991). 
Sensitivity refers to the measurement technique's ability to detect changes in the 
mental workload associated with the performance of a task. The need to discriminate 
between different levels of workload makes sensitivity one of the most important 
properties. Diagnosticity is a measurement technique's ability to reveal the source of the 
workload. For instance, a target selection task would likely have high levels of mental 
workload in the visual channel. A measure is considered diagnostic if can distinguish 
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between the types of resources (i.e. global, verbal or spatial) that may be affecting 
performance. 
Intrusiveness is the level to which the measurement technique interferes with the 
performance of the primary-task. For example, if the collection of heart rate data required 
the operator wear an apparatus that restricted motion, it may affect the operators' 
performance in the primary task. Improper measurement procedures can do more than 
just interfere and may actually add to overall workload. Finally, reliability is the 
consistency of the measure over time. In other words, it is the degree to which the 
workload measurements will be similar, given the same measure is taken, in the same 
task, over and over again. Common tests of reliability include test-retest correlation and 
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Figure 2. Comparison of workload measures 
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Several past UAV workload studies have employed both subjective ratings and 
operator performance measures to evaluate levels of operator workload (Dixon & 
Wickens, 2004; Draper et al., 2000; Ruff et al, 2004; Tso el al. 2003). This study has 
chosen to use these measures because of their robustness, availability and ease of use. 
Operator Performance 
Performance measures use operator behavior as a base for determining workload. 
As workload increases and approaches upper limits, performance will reflect this through 
fluctuations and will eventually decrease. Performance measures operate on the 
assumption that humans have limited processing resource and that as tasks are executed 
they will expend these limited resources. Eventually tasks will require more than the 
available resources and performance will decrease (Eggemeier, et al. 1991; Tsang & 
Wilson, 1997). 
There are two classes of performance measures; the primary-task method and the 
secondary-task method. The primary-task method simply assesses aspects of the 
operator's performance on the main task of interest. For instance, Nelson et al. (2004) 
collected and analyzed data on the number of targets prosecuted by UAV controllers in a 
supervisory task. The primary-task approach is not a true measure of workload, but rather 
is a reflection of workload. The premise is that increased workload should be observed 
through variability in performance. It should be noted, that an increase in workload will 
not cause a decrease in performance if metal demand does not exceed the available 
resources. In such conditions, primary-task information will be inconclusive and the 
introduction of a secondary-task may be required (Eggemeier, et al. 1991; Tsang & 
Wilson, 1997; Wickens, et al. 2004; Young & Stanton, 2005 
17 
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The secondary-task method is designed to compete for the same metal resources 
as the primary-task. A secondary-task is performed concurrently with the primary task, 
and imposes demands on similar resource channels (visual, auditory, spatial etc.). For 
example, Nelson et al. (2004) introduced a flight path re-plan task to compete for the 
same mental resources as the primary task of target prosecution. When the secondary task 
method is used the participant must be aware that the primary-task objectives are more 
important than secondary-task functions and that secondary-task functions should only be 
carried out if primary-task demands permit it. This allows the secondary task to be used a 
measure of reserve capacity. As the primary-task demands change, it should be reflected 
by a change in performance on the secondary-task. It is recommended that the tasks that 
are selected for use in the secondary-task method are similar to additional tasks that 
would be performed in the real world. This gives the method greater validity and the 
results will better represent operational workload levels (Eggemeier, et al. 1991; Tsang & 
Wilson, 1997; Wickens, et al. 2004; Young & Stanton, 2005). 
Operator performance measures have several advantages in assessment. First, the 
primary-task method is generally an objective measure and has high face validity. With 
the exception of low-workload conditions, the primary-task performance is sensitive to 
variations in workload demands on a variety of task dimensions and is considered a 
reliable measure when assessed properly. Secondary-task methods can be selectively 
sensitive. For instance, if the secondary task makes demands on the auditoy channel and 
significance is found, it is likely the primary has high demand in the auditory channel. 
This makes secondary tasks a great diagnostic tool for identifying the resource channels 
being consumed by primary-task execution. When not implemented properly, however, 
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secondary-task measures can be intrusive and can alter the approach strategies of 
primary-task functions (Tsang & Wilson, 1997). 
Subjective Ratings 
Subjective workload measures require operators to rate their own level of 
workload or effort that is required to perform a task. Subjective measures have several 
advantages to include: ease of use, face validity and operator acceptance. These measures 
offer insight into primary-task workload demands when task performance is held 
constant. Subjective measures are often seen in the form of rating scales but can also be 
different types of questionnaires, open ended questions, and interviews. 
Subjective measurement strategies differ in their design and application. 
Therefore, in the design, there are three properties that must be considered: The 
dimension (unidimensional or multidimensional), the collection strategy (immediate or 
retrospective), and the scale (absolute or relative). The NASA-TLX is an example of a 
multidimensional scale because it measures subjective, mental demand, physical demand, 
temporal demand, effort, performance, and frustration. The MCH however, a 
unidimensional scale measures solely overall workload. Immediate collection is when the 
subjective rating is administered immediately following each condition. Often in such 
cases, the trial is paused while the rating sheet is filled out. Retrospective collection on 
the other hand is done post trial after all conditions have been completed. Absolute rating 
scales are non comparative and are referenced to a true zero. Relative rating scales 
compare task demands to a standard or comparatively among conditions (Tsang & 
Wilson, 1997; Wickens, et al. 2004; Young & Stanton, 2005). 
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To begin, multidimensional measures break workload down into separate 
component variables such as mental demand, physical demand, temporal demand, effort, 
performance, and frustration which are used by the NASA-TLX. It is the separation of 
these component variables that give multidimensional measures their great diagnostic 
capabilities for identifying sources of workload. However, multidimensional measures 
have greater complexity in data collection in analysis. Conversely, unidimensional 
measures offer only single overall workload rating scores that are easy to apply and 
analyze. Wei, Macwan & Wieringa (1998) used a unidimensional measure to assess 
workload in a study on the effect of degrees of automation on system performance and 
metal load. Skinner & Simpson (2002) commented that unidimensional scales were good 
for finding cutoff points in the determining of unacceptable levels of workload. 
Next, collection strategy or timing of when subjective ratings are collected is 
important. Subjective rating can be collected immediately following the completion of a 
single task or retrospectively after all tasks and conditions have been completed. The 
advantages of the immediate collection method are that the trial is still fresh in the 
participants mind when they fill out the survey and they do not confuse conditions. On 
the other hand, a disadvantage of the immediate collection method is that participants 
cannot make relative comparisons. With the retrospective collection method, participants 
can make relative comparisons but are also susceptible to memory loss and interference 
between conditions. As a whole, subjective ratings can be susceptible to memory loss; 
therefore, it is recommended that data be collected 15-30 minutes after task completion 
(Tsang & Wilson, 1997). 
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It is expected that future UAV systems will automate flight control and 
navigational functions. If such is the case, then the measure of workload may not have to 
include the multidimensional components. In such cases, the Modified Cooper-Harper 
rating scale, a unidimensional scale, may be a more appropriate measure of mental 
workload. 
Modified Cooper-Harper 
The Cooper-Harper rating scale was originally designed in 1969 to assess aircraft 
handling. The original scale was used for the evaluation of aircraft handling qualities and 
was mainly focused on flight attributes. Wierwille and Casali later modified the verbal 
descriptors of the scale but retained the original flow diagram, the resulted measure 
became known as the Modified Cooper-Harper rating scale. The MCH, which was 
designed as a workload measure, has great generalizability among workload variables 
and measures workload subjectively on a 10-point scale. The MCH was validated in three 
experiments conducted by Wierwille and Casali where multiple mental workload 
matrices were compared against each other. These experiments yielded significant results 
demonstrating that MCH was able to distinguish between three levels of workload: low, 
medium, and high (Casali & Wierwille, 1983; Wierwille & Casali, 1983). In terms of 
UAV related workload, Byers, J.C., Bittner, A.C., Hill, S.G., Zaklad, A.L., & Christ, R.E. 
(1988) used a MCH to assess workload in a field study of the Aquila Remotely Piloted 
Vehicle (RPV). In their study, primary mission objectives where target detection, 
recognition and designation. The MCH was also used by Ruff et al. (2004) and Nelson et 
al. (2004) to assess workload in a study of automation and supervisory control for future 
UAV systems. These studies were a basis for the selection of the MCH for use in the 
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current UAV study. The current study addresses issues involving level of automation and 
operator to vehicle ratio, and has a primary task similar to the target detection task used 
in previous studies which incorporated the MCH. 
Automation 
The requirement for lower levels of workload in future UAV systems, to 
accommodate the expectation of higher operator to vehicle ratios, will have to be 
accomplished through the application of automation. According to Sheridan (2002), 
automation refers to "(a) the mechanization and integration of sensing the environmental 
variables (by artificial sensors); (b) data processing and decision making (by computers); 
and (c) mechanical action (by motors and devices that apply forces on the environment) 
or 'information action' by communication of processed information to people" (pg. 9). In 
other words, automation consists of three components: an information input, a processing 
action, and an output. First, the input can come from two sources; it can be from stored 
information or from artificial sensors. The stored information can be preprogrammed or 
recorded real time by the artificial sensors as the automated process is being executed. 
Future UAVs will use both artificial sensors and stored information to compile 
information about the outside world. Next, the processing action is where information 
evaluation takes place and actions are initiated; this is where image prosecution would 
take place in future UAVs. Finally, the outputs can be either physical action through 
mechanical actuators which will exert forces on the outside environment or information 
display which will provide humans with advice and important information. This process 
is graphically depicted Figure 1 where it can be seen how these three components interact 
















Figure 3. The scope of automation (Adapted from Sheridan 2002) 
While automation normally takes over a human task, it does not always remove 
the human from the system. Human operators often take on a supervisory role and are 
still required to monitor automated systems to ensure they are producing the correct 
output. This puts the human operator in a position for which they are not well suited; a 
passive supervisory or monitoring role (Parasuraman, 1997; Endsley, 1996; Sheridan 
2002). In 1951, Paul Fitts developed what he called the MABA (men are better at)-
MABA (machines are better at) list, which delineates tasks humans perform more 
effectively than machines and vice versa. For example, humans are highly susceptible to 
vigilance decrements, monitoring complacency, fatigue and boredom (Parasuraman, 
1997; Endsley, 1996; Fitts, 1951; Sheridan, 2002). Thus when performing those type of 
tasks opportunities exist for human operators to fail to notice critical system cues or 
failures that in turn may lead to catastrophic results. Fortunately, researchers believe that 
this dilemma can be minimized through improved system design. These researchers 
advocate considering automation from the human stand point. This includes determining 
how humans and automation should interact, what tasks should be automated, and at 
what level automation should occur (Parasuraman, 1997; Endsley, 1995; Sheridan 2002). 
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The difficulty lies in how to best integrate the human operator/supervisor and automated 
systems to maintain maximum levels performance with minimal operator involvement. 
Reasons for Automation 
Frequently, automation is used to take over menial, repetitive, manual tasks with 
the goal to improve reliability and performance and reduce workload and cost 
(Parasuraman and Riley, 1997; Endsley, 1996). But automation offers benefits in addition 
to cost savings. There are four main reasons why automation is applied: to perform 
impossible or hazardous tasks, to remove humans from difficult or unpleasant tasks, to 
extend human capability, and to make use of technology (Wickens, Lee, Liu and Becker, 
2004; Sheridan 2002). 
Impossible and hazardous tasks include operations in extreme environments and 
the handling of dangerous materials or chemicals. These tasks can range from bomb 
disposal to deep sea exploration. Difficult or unpleasant tasks are tasks that humans do 
not enjoy doing or by their nature are difficult for humans to do. Examples of these could 
include trash disposal or the focusing of a camera. Repetitive tasks for example, are 
unpleasant because humans are susceptible to boredom and fatigue. A machine however, 
can continue to repeat a task at the same intensity level for extreme durations without 
compromising quality. Automation can also be used in conjunction with the human 
operator to extend the operators capabilities. For example, automation can be used to 
provide timely advice to humans in emergency situations. Finally, tasks and process are 
sometimes automated simply because the ability is there and it is inexpensive to do so. 
Take for example the auto start-up feature on your CD-ROM drive when you first insert a 
disc. (Endsley, 1996; Parasuraman, 1997; Sheridan 2002; Wickens, Lee, Liu and Becker, 
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2004). For UAVs, automation is inevitable because there are no pilots onboard the 
aircraft. This is why automation is a fundamental design consideration for future UAVs. 
Levels of automation (LOA) 
Automation is not an all or none application but rather can be applied to various 
components and in varying degrees. There are several taxonomies of automation which 
define the stages of automation as well as classify the different degrees or levels of 
automation. Among these taxonomies of automation, Sheridan's model (Sheridan, 2002) 
and Endsley's model (Endsley, 1995) best define the levels of automation being 
examined in this study. 
Sheridan's model 
Sheridan's model is a widely accepted taxonomy of automation that breaks 
automation down into four stages: (a) information acquisition, (b) information analysis 
and display, (c) decision action selection, and (d) action implementation (Sheridan, 
2002). The first stage deals with information acquisition, selection, and filtering. An 
example of automation in this stage is use of sensors and automatic target cueing. The 
second stage integrates information collected to form a relevant, unified picture of the 
situation. Pattern recognition devices are an example of second stage automation. Stage 
three is an action selection stage. The automated system evaluates possible outcomes of 
potential actions and makes recommendations for the best course of action. In UAV 
operation, course re-plan actions to avoid threats are good examples of stage three. Stage 
four is the automation of control and action execution. Under stage four automation, the 
human no longer executes the task. An autopilot where the airplane is being totally 
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controlled by automation is an example of stage four automation. These stages of 
automation can be implemented in varying degrees (Sheridan, 2002; Wickens et al 2004; 
Parasuraman et al 2000). 
In 1978, Sheirdan and Verplank (1978), created a scale of the degrees of 
automation. Sheridan (2002) presented a simplified version of this scale in an eight-level 
model depicting the levels of automation. A summary of the levels of automation is 
shown in Table 1. The lowest level of automation (Level one) is fully unassisted human 
control. The second level has automation augmenting the operator by offering 
suggestions regarding how to do the task. In level three, automation selects and 
recommends one way (the best way) to do the task to the human. The fourth level 
involves the automatic execution of the previous suggestion if the human approves. Level 
five is similar to stage four except the task is automatically executed unless the human 
vetoes the action. In level six, execution is automatic, and human notification of the 
action is required. The seventh level is similar to six but human notification is not 
required; and stage eight is full automation with no human involvement (Figure 2). An 
important concept to be extrapolated from Sheridan's model is that automation is not all 
or none, but rather can be applied in infinite ways across an entire continuum of 
automation (Sheridan, 2002; Parasuraman et al 2000). According to Endsley (1999), 
Sheridan's model encompasses system feedback to the operator and task allocation, 
however, Sheridan's model negates the issues of who "requests options, selects actions, 
requests or approves selection of actions, starts actions, approves start of actions, or 
reports actions"(pp. 463). Endsley therefore, has created her own model of the levels of 




A Scale of Degrees of Automation (Adapted from Sheridan, 2002) 
Levels of Automation 
Level 
1. Automation offers no assistance; human does it all. 
2. Automation suggests multiple alternative ways to do the task. 
3. Automation selects one way to do the task, and 
4. Executes the suggestion with human approval, or 
5. Automation allows the human limited time to veto before automatic execution, or 
6. Automation executes automatically, then necessarily informs the human, or 
7. Automation executes automatically and informs the human only if asked. 
8. Automation selects method, executes task, and ignores the human 
Endsley's Model 
Endsley (1987), (later revised by Endsley and Kiris, 1995) presented another 
classification of levels of control in automation. The five-level model takes a human-
centered approach and is geared towards expert systems and the automation of decision 
making tasks. In the Endsley and Kiris model, a task can be completed manually, with no 
assistance from the system (level 1); by the operator, with input in the form of 
recommendations provided by the system (level 2); by the system, with consent of the 
operator required to carry out the action (level 3); by the system, to be automatically 
implemented unless vetoed by the operator (level 4); fully automatic, with no operator 
interaction (level 5)(Endsley, 1987; 1995). Figure 3 shows how Endsley and Kiris have 
organized the levels of automation by the roles of the human and automation in regards to 




Level of Automation Human System 
None 1 Decide, Act 
Decision Support 2 Decide, Act 








Figure 4. Levels of control automation (Adapted from Endsley, 1995) 
Endsley and Kaber (1999) later developed a ten-level taxonomy of LOA for general 
application in both cognitive and psychomotor tasks. The ten levels include: Manual 
Control, Action Support, Batch Processing, Shared Control, Decision Support, Blended 
Decision Making, Rigid System, Automated Decision Making, Supervisory Control, and 
Full Automation. In manual control, the human performs tasks, monitors system status 
and composes, selects, and executes strategy. With action support a machine assists the 
operator in executing strategy, some human action is still required. Batch processing is 
the fully automated execution of selected strategies. In shared control both the human and 
computer generate options, human retains control on selection but execution is shared. 
Decision support is similar to shared control but execution is fully automated. In blended 
decision making, the computer generates options and carries them out with human 
consent, the human can still choose from human generated options. At the rigid system 
level, the human selects from a filtered set of computer generated options, the computer 
then caries out the selected action. At the automated decision making level, the computer 
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makes a selection from a computer generated list, augmented by human suggestions, and 
cames out the option. In supervisory control, the computer composes, selects, and carries 
out strategy unless the human intervenes. Intervention would be in the selection domain 
and comprised of human or computer generated options. Full automation is where the 
entire system is automated and the human is completely out of the control loop. 
Similar to the four stages in Sheridan's model, Endsley and Kaber (1999) broke 
automation functions into four roles: Monitoring is the perception of system status; 
Generating is the composition of strategies to achieve goals; Selecting is decision of 
which strategy to pursue; Implementing is the execution of the selected strategy. By 
combining the levels of automation and the automation domains, Endsley and Kaber 
generated a table that outlines the roles played by humans or computers for each level of 
automation and across the four functions/tasks. This is shown in Table 2. 
Table 2 
Endsley and Kaber's hierarchy of Levels of Automation, (modified from Endsley and 
Kaber, 1999). 
Roles 
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Rigid System 















































While a strength of the Endsley and Kaber model is its generalizability, the model 
may be too generic in that it covers broadly the whole spectrum. Endsley's original 
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model (1987) however, is more applicable to cognitive tasks where the operator's ability 
to integrate with expert systems is critical to overall performance. Therefore, a hybrid of 
the two models can be built to take advantage of the strengths of both. 
In Table 3, this study proposes a hybrid of Endsley's original model (1987) and 
the Endsley and Kaber model (1999). The proposed hybrid model is to be applied to 
cognitive tasks where the human role in the system is information processing and/or 
decision making. Since there will be no physical control and no actions implemented by 
the operator, the concept of manual control and the implementation domain can be 
removed from the model. Likewise, a human will always be part of the system, therefore 
the concept of fully automated can also be removed. Once the concepts of manual and 
fully automated have been removed, the monitoring domain becomes a constant and is no 
longer needed in the model. The model is then left with two functions, generating and 
selecting, each having three human computer role arrangements. These nine scenarios 
were then grouped according to whether the functions were performed by human, 
combined, or computer (Table 3.). This model is meant to be specific for mid level 
automated tasks. While it may lack generalizability, it includes all possible scenarios of 
the automated decision support concepts, as defined by the constraints previously 
mentioned, that will be critical in the development of future semi-autonomous UAVs. 
The automated decision support concepts depicted in Table 3 are similar in 
construct to the mid levels of automation found in Sheridan's and Endsley's models'. 
From those models, two commonly applied mid-level automation management strategies 




Hybrid model of Endsley's taxonomy of automation 
Roles 
Automated decision support Concept 
1 Computer Supported 
2 Mutually Supported 





















Management by Consent (MBC) vs. Management by Exception (MBE) 
It is possible that intermediate levels of automation will be most appropriate for 
use in future UAV systems. That is, lower levels of automation can overwhelm operators 
with high levels of workload that limit the number of UAVs a single operator can control. 
Higher levels of automation remove the operator from the system and generate under 
stimulation in normal operations. In turn, performance decrements will appear in the form 
of slow and inaccurate reactions to unexpected events (Ruff, et. al., 2004). Management 
by consent and management by exception are two intermediate levels of automation that 
are commonly used in ATM teller machines, commercial jetliners, and air traffic control. 
Both MBC and MBE present certain advantages and disadvantages for use in future UAV 
systems. MBC, the lower of the two levels of automation, keeps the human as an integral 
part of the action selection process. This provides the advantage of incorporating the 
flexibility and judgment possessed by humans in the decision and action selection 
process. Increased human involvement in the system also provides the advantage of 
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ensuring the human operator continues to monitor all the systems for which they are 
required to make decision and/or select actions for. Increased operator awareness leads to 
better overall system performance. MBC however, does have its disadvantages. For 
example, increased human involvement often leads to increased levels of operator 
workload and slower reaction times. 
MBE incorporates a higher degree of automation than does MBC, and in rum it 
does not require as much human involvement in the system. As a result, it is argued that 
lower levels of human workload will exist, and with the reduced workload, this will allow 
higher operator to vehicle ratios (Tsang & Wilson, 1997). MBE is also expected to lower 
reaction times. This is particularly true when operators are involved in emergency or 
other time critical scenarios. The major disadvantage of MBE is the removal of the 
human from direct control of the action selection process. With the human removed from 
the system there is a greater chance of complacency and increased difficulty responding 
to unexpected events or automation failures (Ruff, et. al., 2004). A summary of the 
advantages and disadvantages of MBC and MBE can be found in Figure 5. 
While it is expected that MBE will reduce levels of operator workload, a direct 
relationship between levels of automation and operator workload does not necessarily 
exist. This study aims to further investigate the relationship between levels of automation 
and operator workload as it relates to future UAV systems. 
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Involves humans in action 
selection process 
Greater operator awareness 
Lower levels of operator 
workload 
Shorter action selection 
times 
Potential for greater 
operator to vehicle ratio 
Disadvantages 
Higher levels of operator 
workload 
Longer action selection times 
Removes human requirement 
from action selection 
Prompts lower operator awareness 
Figure 5. Management by Consent (MBC) vs. Management by Exception (MBE) 
Automation and workload 
A common objective of automation is to reduce levels of operator workload; this 
however is not always the result. Hart and Sheridan (1984) suggest that automation 
doesn't reduce workload, but rather shifts it to another area. This shift can be in the form 
of physical workload to mental workload or by changing the type of task within mental 
workload. Current UAVs have human operators controlling aspects of navigation and 
flight. Future UAVs however, are expected to have autonomous flight capabilities with 
single operators supervising multiple UAVs. This constitutes a shift from physical to 
mental workload; the operator will no longer have to fly the vehicle, but will have more 
systems to monitor. Bainbridge (1983) suggests that automation does little to ease 
situations of high workload since automation is mainly designed for routine tasks. 
Parasuraman (1997) comments that automation increases workload when it is already 
high and makes it more difficult for the operator to monitor. In contrast, Ephrath (1977) 
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found operators using automated systems performed better than manual operators 
because they were able to monitor more tasks. Wiener (1992) found that automated 
systems provide better combined information to the operator. In summary, when 
employed properly, automation can reduce operator workload. Conversely poor 
integration of human operators into automated systems can produce no workload 
reduction and possibly increase operator workload. Overall, more research is needed in 
the area of human-centered automation and its effects on workload. Specifically, more 
research is needed to find the relationship between automation and workload in the UAV 
environment. 
Automation and UAVs 
There is a scarcity of research on how automation should be applied to future 
UAV systems. It is not yet known what level of automation will best serve semi-
autonomous aircraft or how best to apply automation management strategies to obtain 
optimum human-machine performance. While many of the UAVs in use today rely 
heavily on human control, other UAVs such as Globalhawk have the ability to take-off, 
fly a predetermined mission, and land, all without human assistance. Most current UAV 
accidents occur during the take-off or landing phase of flight. Globalhawk however, 
which takes-off and lands automatically, has the lowest accident rate of all current UAV 
systems (Newcome 2002). 
When a task has been automated, a common concern is that the operator will no 
longer receive critical cues that were once received through interaction with the 
environment. While there is no concern for loss of physical feedback cues in future 
UAVs (all flight aspects will be automated), there should still be a concern for loss of 
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informational cues that may be perceived as a result of being immersed in the flow of 
information. For example, in an un-automated system, a human operator may be able to 
make inference about an enemy convoy based on cues such as vehicle orientation and 
dispersement. However, if the computer is processing targets (i.e. an automated system), 
such cues may never be presented to the operator and important battlefield information 
could be lost. Additional cues may be lost in the geographical separation between the 
UAV and the user (Ruff, Narayanan and Draper. 2002). Automation, however, when 
applied correctly can reduce operator workload. Dixon, Wickens and Change (2003) 
found a decrease in UAV operation workload associated with the use of an automated 
alerting system. 
Summary of Literature Review 
In future UAV systems, automation will play an increased role in vehicle control, 
navigation, communication and decision making. Current UAVs lack standardization 
regarding how automation is applied, to what systems automation is applied, and at what 
level automation is applied. Despite these inconsistencies, through increased automation 
of routine tasks and perhaps automation of certain spontaneous tasks, future UAV 
systems will reduce levels of operator workload to levels where one operator will be 
capable of controlling multiple UAVs. Lowering the levels of workload, however, does 
not always increase performance. That is, peak levels of performance are often found in 
mid-range levels of workload, too little stimulation and operator become complacent, too 
much and the operator becomes stressed. 
Thus, as technology pushes us towards increased levels of automation, higher 
levels of automation are not without drawbacks. People possess certain skills such as 
cognitive flexibility and judgment skills that make them a desirable component in UAV 
systems; especially when human lives and safety are at stake. The level of automation 
that balances operator workload and system performance is not yet known. In particular, 
it is yet to be determined how many UAVs a single operator is capable of controlling. 
Thus, a need exists for additional research in automation management strategies and 
levels of operator workload that will reduce the operator-to-UAV ratios while 
maintaining maximum human machine performance. 
Statement of Hypotheses 
Hypothesis 1: Participants using MBE will have lower overall task processing times 
(image processing time, MMI processing time, and UFO processing time) 
than those using MBC. 
Hypothesis 2: Participants using MBC will have greater overall accuracy (image 
accuracy, MMI accuracy, and UFO accuracy) than those using MBE. 
Hypothesis 3: Participants using MBE will have lower overall workload than those using 
MBC. 
Hypothesis 4: Participants controlling one and two UAVs will have lower overall task 
processing times (image processing time, MMI processing time, and UFO 
processing time) than those controlling four UAVs. 
Hypothesis 5: Participants controlling one and two UAV will have greater overall 
accuracy (image accuracy, MMI accuracy, and UFO accuracy) than those 
controlling four UAVs. 
Hypothesis 6: Participants controlling four UAVs will have higher overall workload than 
those controlling one or two UAVs. 
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Hypothesis 7: An interaction will exist between level of automation and number of UAVs 
for task processing times. Specifically, in high levels of automation, 
changing the number of UAVs will have a smaller impact on task 
processing time than in low levels of automation. 
Hypothesis 8: An interaction will exist between level of automation and number of UAVs 
for accuracy. Specifically, in high levels of automation, changing the 
number of UAVs will have a smaller impact on accuracy than in low 
levels of automation. 
Hypothesis 9: An interaction would exist between level of automation and number of 
UAVs for workload. Specifically, in high levels of automation, changing 
the number of UAVs will have a smaller impact on workload than in low 
levels of automation. 
METHOD 
Participants 
Sixty participants from Embry-Riddle Aeronautical University were recruited to 
participate in this study. All participation was on a volunteer basis. Participants signed a 
consent form indicating their willingness to participate in this study and that they could 
leave at any moment if they felt uncomfortable. For participating in the study volunteers 
were compensated as follows: each participant received $5 for completing the study, and 




The MIIIRO (Multi-Modal Immersive Intelligent Interface for Remote 
Operations) testbed was used for this experiment. MIIIRO is a human factors testbed 
designed for studying display formats and interface design when controlling UAVs 
(Nelson et al. 2004; Tso et al. 2003).The configuration consisted of two monitors, and 
mouse and a keyboard. The first monitor presented the Tactical Situation Display (TSD) 
which included a topographical image of the target area, a color coded representation of 
UAV routes, Current UAV locations, Target locations, Unidentified Aircraft (UA) 
events, and the Mission Mode Indicator (MMI). The second monitor presented the Image 
Management Display (IMD) which consisted of an image cue and an image display. The 
top image in the cue was viewed in the image display located directly above the image 
cue. 
Primary Task 
Operator performance data was collected directly through the MIIIRO software. 
The primary task performance data collected includes: image response time, image queue 
time, image processing time, target selection accuracy, manual accepts/rejections, 
automatic accepts/rejections and image hold counts. 
Secondary Tasks 
The secondary task performance data collected includes: MMI event occurrences, 




A Modified Cooper-Harper (MCH) rating scale was used in this experiment as a 
measure of subjective workload. The MCH was used for its ability to measure overall 
workload, its ease of use and aviation centric design (Wierwille and Casali, 1983). 
Design 
A 2x3 between subjects design was used. A between subject design was chosen to 
prevent a learning effect and to prevent interference across levels of automation. The 
independent variables were level of automation (Management by Consent and 
Management by Exception) and operator-to-vehicle ratio (1:1, 1:2 and 1:4). The 
dependent variables were response time and accuracy of primary and secondary tasks, 
and subjective workload. Each participant experienced only one of the six possible 
conditions. Each participant completed the MCH at the completion of the experiment. 
Operator-to-vehicle ratio 













In this experiment, UAVs flew predetermined flight paths and captured target 
images at designated target location along the route. The primary task was to monitor the 
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images in the cue in the IMD to verify that targets (not distracters) have been correctly 
designated by the Automatic Target Recognizer (ATR). The ATR denotes suspected 
targets within the image by placing a red box around each suspected target. If the ATR is 
incorrect, the participant must add or delete red boxes by clicking directly on the image. 
The number of images prosecuted in a scenario is dependent upon the number of UAVs. 
Fifteen images were prosecuted for each UAV in the scenario. When using MBC, the 
participant had to process the images by manually selecting accept/reject in the image 
cue. However, when using MBE, the computer automatically processed the image after 
15 seconds unless the operator vetoed the command. If more time was needed for an 
image; the participant may select the hold button. 
Secondary Task 
There are two secondary tasks in this experiment, the Mission Mode Indicator and 
the Unidentified Flying Object. The MMI is a series of lights (green, yellow and red) at 
the top of the tactical situation display that represent status panels that are likely to be 
present in future UAVs. When the light changed from green to yellow or red, the 
participant clicked on the light panel and entered the appropriate number string in the 
pop-up window that appeared. When the string was entered correctly, the MMI returned 
to green. MMI events occurred randomly throughout the scenario and their frequency 
varied with the operator-to-vehicle ratio. There were eight MMI events for each UAV in 
the scenario. The UFO events occurred randomly throughout the trial and occurred only 
twice per trial regardless of the number of UAVs. UFO events represent high priority 
unexpected events which may occur in UAV environments. During an UFO event a red 
aircraft icon appeared on the TSD. The participant clicked on the icon and entered a pre-
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determined Identify Friend or Foe (IFF) code. Once the correct code was entered, the 
icon disappeared from the TSD. 
Procedure 
Upon arrival at the lab, participants read and completed the participation consent 
form and personal data sheet, any questions that the participants had were addressed by 
the researcher at that time. Following this, an overview of the research was provided to 
each participant and then the simulation test bed (MIIIRO) was introduced. Following the 
introduction to MIIIRO and the MCH rating scale, participants practiced using the 
simulator and its controls. 
All participants were then given a five minute training session using either MBC 
or MBE. The main aim of the training session is to give participants an opportunity to 
experience all possible scenario events (image processing, MMI and UFO) and to use all 
system functions (image hold, image accept, image reject and target select/unselect). The 
training consisted of a simple scenario involving one UAV, five images (each displaying 
different combination of targets and distracters; no more than three combined), two UFOs 
and two MMI events. 
When ready, the participants loaded the simulation and the trial began. During the 
trial the participants were not aided in any way by the experimenter. Once all data was 
collected for the study, the participant was de-briefed and given a chance to ask any 
questions. Participants were paid $5 for their participation, and were required to sign a 
receipt of payment slip at the end of their participation. Once the entire study has been 





The objective of the present study was to investigate the effect of level of 
automation and operator to vehicle ratio on UAV supervisor workload and performance. 
The results section of this paper has been broken into three main areas, task processing 
time, accuracy, and workload. Each section contains primary and secondary task results 
analyses relating to the hypothesis they were intended to support. Analyses were done 
using several between subjects factorial ANOVAs to analyze the effect of level of 
automation and operator to vehicle ratio on each of the seven dependant variables: image 
processing time, MMI processing time, UFO processing time, image accuracy, MMI 
accuracy, UFO accuracy, and workload. ANOVA results were then used to guide the 
application of appropriate post-hoc comparisons using Tukey's HSD method of 
comparison. 
Task Processing Time 
Task processing time can be broken into three processing times. Primary task 
processing time (image processing time) and two secondary task processing times (MMI 
processing time and UFO processing time). Hypotheses one, four and seven refer to task 
processing times. Hypothesis one predicted that MBE would result in lower task 
processing times than MBC, hypothesis four predicted that one and two UAVs would 
result in lower task processing times than four UAVs and hypothesis seven predicted that 
an interaction exists between level of automation and operator to vehicle ratio for task 
processing times. To test these hypotheses, a between subjects factorial ANOVA was 
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conducted on the dependant variables image processing time (see Table 4), MMI 
processing time (see Table 5), and UFO processing time (see Table 6). 
Image Processing Time 
Table 4. ANOVA source table for image processing time (ms) 
Source SS df MS f p Eta Square Power 
LOA 19718080 1 19718080 5.819 .019* .097 .659 
Number UAV 25184581 2 12592290 3.716 .031* .121 .657 
LOA*Number UAV 1530232 2 765116 .226 .799 .008 .084 
Error 182990754 54 3388717 
Total 2493979184 60 
The effect of level of automation on image processing time was examined first. 
The mean image processing times for MBC and MBE were 5570ms (SD =1851) and 
6716ms (SD =1949), respectively. These means differ significantly with F(l,54) = 5.819, 
p=.019. A partial eta squared of .097 indicates that the level of automation can account 
for 9.7 percent of the variability in image processing time. A power of .659 gives strong 
backing to theses results. As shown in figure 6, MBC yielded shorter image processing 
times than MBE. Thus, hypothesis one was not supported by image processing time 
results. 
Next, the effect of operator to vehicle ratio on image processing time was 
examined. The mean image processing times for one, two and four UAVs were 6358ms 
(SD =2348), 5264ms (SD =1831), and 6807ms (SD =1371) respectively. A significant 
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effect did appear with F(l,54) = 3.716, p=.031. A partial eta squared of .121 indicates 
that the operator to vehicle ratio can account for 12.1 percent of the variability in image 
processing time. A power of .657 gives good support to these results. As shown in figure 
7, two UAVs appear to yield shorter image processing times than one or four UAVs, 
however there is no apparent difference between one and four UAVs. 
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Figure 6. LOA image processing time Figure 7. Operator to vehicle ratio image processing time 
These apparent differences in operator to vehicle ratio were analyzed further with 
Tukey's HSD post hoc comparisons. Results indicate that two UAVs resulted in 
significantly lower image processing times than four UAVs, HSD (p = .028), while one 
and two HSD (p = .154) and one and four HSD (p = .723) did not differ significantly. 
Thus, hypothesis four was partially supported by image processing time. 
The interaction between level of automation and operator to vehicle ratio for image 
processing time was then examined. The mean image processing time of participants 
using MBC with one, two and four UAVs were 5687ms (SD= 2415), 4564ms (SD=1140) 
and 6459ms (SD=1376) respectively. The mean image processing time of participants 
using MBE with one, two, and four UAVs were 7030ms (SD= 2192), 5965ms 
(SD=2165) and 7155ms (SD=1343) respectively. A significant interaction was not found 
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with F(l,54) = .226, p=799. Thus, hypothesis seven was not supported by image 
processing time results. 
These results indicate that overall, MBC had lower image processing times than 
MBE. Further, two UAVs resulted in lower image processing times than four UAVs. No 
interaction was found between level of automation and operator to vehicle ratio for image 
processing time. 
MMI Processing Time 
Table 5. ANOVA source table for MMI processing time (ms) 
Source SS df MS f p Eta Square Power 
LOA 1331762 1 1331762 .113 .738 .002 .063 
Number UAV 338318542 2 169159271 14.415 .000* .348 .998 
LOA*Number UAV 23553760 2 11776880 1.004 .373 .036 .216 
Error 633707611 54 11735326 
Total 2493979184 60 
MMI processing time measures the processing time from initial MMI response to 
correct MMI code input. The mean MMI processing times for MBC and MBE were 
11361ms (SD =4553) and 11659ms (SD =3687) respectively. These means do not differ 
significantly with F(l,54) = .113, p=738. Thus, hypothesis one was not supported by 
results from MMI processing time. 
The effect of operator to vehicle ratio on MMI processing time was also 
examined. The mean MMI processing times for one, two and four UAVs were 9704ms 
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(SD =2891), 9961ms (SD =2879), and 14865ms (SD =4244), respectively. Significance 
was found with F(l,54) = 14.415, p=.000. A partial eta squared of .348 indicates that the 
operator to vehicle ratio can account for 34.8 percent of the variability in MMI 
processing time. There is great confidence in these results with a power of .998. As 
shown in figure 8, one and two UAVs appear to yield shorter MMI processing times than 
four UAVs. 
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Figure 8. Operator to vehicle ratio MMI processing time 
These apparent differences in operator to vehicle ratio were analyzed further with 
Tukey's HSD post hoc comparisons. One and two UAVs resulted in significantly lower 
MMI processing times than four UAVs HSD (p = .000), while one and two HSD (p = 
.97) did not differ significantly. Thus, MMI processing time supported hypothesis four. 
The interaction between level of automation and operator to vehicle ratio for MMI 
processing time was examined next. The mean MMI processing time of participants 
using MBC with one, two and four UAVs were 10001ms (SD= 3563), 8926ms 
(SD=1846) and 15156ms (SD=5104) respectively. The mean MMI processing time of 
participants using MBE with one, two, and four UAVs were 9407ms (SD= 2180), 
10996ms (SD=3422) and 14574ms (SD=3433) respectively. A significant interaction was 
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not found with F(l,54) = 1.004, p=373. In terms of MMI processing time, hypothesis 
seven was not supported. 
These results indicate that overall, one and two UAVs resulted in lower MMI 
processing times than four UAVs. No difference was found between levels of automation 
for MMI processing times. Further, no interaction was found between level of automation 
and operator to vehicle ratio for MMI processing time. 
UFO Processing Time 
Table 6. ANOVA source table for UFO processing time (ms) 
Source SS df MS f p Eta Square Power 
LOA 7162906 1 7162906 .367 .547 .007 .091 
Number UAV 302042587 2 151021293 7.738 .001* .223 .939 
LOA*Number UAV 46403965 2 23201982 1.189 .312 .042 .249 
Error 1053872745 54 19516161 
Total 7526790047 60 
UFO processing time measures the time from initial UFO response to the 
acceptance of the correct IFF code. First, the effect of level of automation on UFO 
processing time was examined. The mean UFO processing times for MBC and MBE 
were 10442ms (SD =5927) and 9751ms (SD =3635) respectively. These means do not 
differ significantly F(l,54) = .367, p=547. Thus, hypothesis one was not supported by 
the UFO response time results. 
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The effect of operator to vehicle ratio on UFO processing time was also 
examined. The mean UFO processing times for one, two and four UAVs were 8650ms 
(SD =3123), 8374ms (SD =2000), and 13266ms (SD =6672), respectively. A significant 
effect did appear with F(l,54) = 7.738, p= 001. A partial eta squared of .223 indicates 
that the operator to vehicle ratio can account for 22.3 percent of the variability in UFO 
processing time. With a power of .939 there is great confidence in the strength of these 
results. As shown in figure 9, one and two UAVs appear to yield shorter UFO processing 
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Figure 9. Operator to vehicle ratio UFO processing time 
Tukey's HSD post hoc comparisons were then used to analyze the apparent 
differences in operator to vehicle ratio. Post hoc analysis indicated that one and two 
UAVs resulted in significantly lower UFO processing times than four UAVs HSD (p = 
.005, p= .003), while one and two did not differ significantly HSD (p = .979). Thus, 
hypothesis four was supported by UFO processing times. 
Next, the interaction between level of automation and operator to vehicle ratio for 
UFO processing time was examined. The mean UFO processing time of participants 
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using MBC with one, two and four UAVs were 7903ms (SD= 3627), 8752ms (SD=2440) 
and 14672ms (SD=7992) respectively. The mean UFO processing time of participants 
using MBE with one, two, and four UAVs were 9398ms (SD= 2488), 7997ms 
(SD=1475) and 11860ms (SD=5072) respectively. A significant interaction was not 
found with F(l,54) =1.189, p=312. Therefore, hypothesis seven was not supported UFO 
processing time. 
Overall, these results indicate that one and two UAVs resulted in lower UFO 
processing times than four UAVs. No difference was found between levels of automation 
for UFO processing times and no interaction was found between level of automation and 
operator to vehicle ratio. 
Accuracy 
Accuracy is divided into primary and secondary tasks. For the primary task, 
image accuracy refers to the number of correctly accepted and rejected images divided by 
the total number of images for that scenario. The secondary tasks include MMI accuracy 
and UFO accuracy. MMI accuracy refers to the percent of MMI events that were detected 
when the MMI status indicator was yellow. UFO accuracy is the number of UFO event 
responses divided by the total number of UFO events. Task accuracy results were 
hypothesized in hypotheses two, five and eight. Hypotheses two, five and eight stated that 
level of automation, operator to vehicle ratio and the interaction between levels of 
automation and operator to vehicle ratio would impact task accuracy respectively. They 
individually predicted that MBE would result in greater task accuracy than MBC, that 
one and two UAVs would result in greater task accuracy than four UAVs, and that an 
interaction exists between level of automation and operator to vehicle ratio for task 
49 
50 
accuracy. Hypotheses two, five and eight were tested via a between subjects factorial 
ANOVA conducted on the dependant variables of image accuracy (see Table 7), MMI 
accuracy (see Table 8), and UFO accuracy (see Table 9). 
Image Accuracy 
Table 7. ANOVA source table for image accuracy 
Source SS df MS f p Eta Square Power 
LOA 44.548 1 44.548 .479 .492 .009 .104 
Number UAV 666.824 2 333.412 3.584 .035* .117 .640 
LOA*Number UAV 86.226 2 43.113 .035 .632 .017 .122 
Error 5023.586 54 93.029 
Total 480191.6 60 
The effect of level of automation on image accuracy was examined first. The 
mean image accuracy for MBC and MBE were 90% (SD =8%) and 88% (SD =11%), 
respectively. These means do not differ significantly F(l,54) = .479, p=492. Therefore, 
hypothesis two was not supported by image accuracy. 
The effect of operator to vehicle ratio on image accuracy was also examined. The 
mean image accuracy for one, two and four UAVs was 91% (SD =8%), 92% (SD =6%), 
and 84% (SD =13%). A significant effect did appear with F(l,54) = 3.584, p=.035. A 
partial eta squared of. 117 indicates that the operator to vehicle ratio can account for 11.7 
percent of the variability in image accuracy. A power of .640 gives strong support to 
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these results. As shown in figure 10, one and two UAVs appear to yield greater image 
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Figure 10. Operator to vehicle ratio image accuracy 
Analysis using Tukey's HSD post hoc comparisons was done on operator to vehicle 
ratio. Two UAVs presented significantly greater image accuracy than four UAVs with 
HSD (p = .042). One and two UAVs, HSD (p = .923) and one and four UAVs,HSD (p = 
.099), did not differ significantly. This means that hypothesis five was only partially 
supported by image accuracy. 
The interaction between level of automation and operator to vehicle ratio for image 
accuracy was also examined. The mean image accuracy of participants using MBC with 
one, two and four UAVs were 91% (SD= 8%), 91% (SD=5%) and 87% (SD=11%), 
respectively. The mean image accuracy of participants using MBE with one, two, and 
four UAVs were 90% (SD= 8%), 92% (SD=7%) and 82% (SD=11%), respectively. A 
significant interaction was not found with F(l,54) = .463, p=632. Therefore, image 
accuracy did not lend support to hypothesis eight. 
Two UAVs resulted in greater image accuracy than one or four UAVs. No 
difference was found between levels of automation for image accuracy. Further, no 
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interaction was found between level of automation and operator to vehicle ratio for image 
accuracy. 
MMI A ccuracy 
Table 8. ANOVA source table for MMI accuracy 
Source SS df MS f p Eta Square Power 
LOA 76.140 1 76.140 1.220 .274 .022 .192 
Number UAV 763.206 2 381.603 6.114 .004* .185 .870 
LOA*Number UAV 186.593 2 93.296 1.495 .233 .052 .305 
Error 3370.499 54 62.417 
Total 516246.322 60 
For the effect of level of automation on MMI accuracy the mean MMI accuracy 
for MBC and MBE were 93% (SD =8%) and 91% (SD =9%), respectively. These means 
do not differ significantly F(l,54) = 1.220, p=. 274. Hypothesis two therefore, was not 
supported by MMI accuracy. 
The effect of operator to vehicle ratio on MMI accuracy was examined next. The 
mean MMI accuracy for one, two and four UAVs were 96% (SD =7%), 94% (SD =8%), 
and 87% (SD =9%), respectively. A significant effect did appear with F(l,54) = 6.114, 
p=.004. A partial eta squared of .185 indicates that the operator to vehicle ratio can 
account for 18.5 percent of the variability in MMI accuracy. With a power of .870 there 
is great confidence in the strength of these results. As shown in figure 11, one and two 
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Figure 11. Operator to vehicle ratio MMI accuracy 
These apparent differences in operator to vehicle ratio were analyzed further with 
Tukey's HSD post hoc comparisons. One and two UAVs resulted in significantly greater 
MMI accuracy than four UAVs with HSD (p = .005, p = .027). One and two UAVs did 
not differ significantly with HSD (p = .807). MMI accuracy therefore, did support 
hypothesis five. 
The interaction between level of automation and operator to vehicle ratio for MMI 
accuracy was also examined. The mean MMI accuracy of participants using MBC with 
one, two and four UAVs was 98% (SD= 5%), 97% (SD=4%) and 86% <SD=9%) 
respectively. The mean MMI accuracy of participants using MBE with one, two, and four 
UAVs were 94% (SD= 9%), 91% (SD=10%) and 89% (SD=8%) respectively. A 
significant interaction was not found with F(l,54) = 1.495, p=233. Thus, there was no 
support found for hypothesis eight by MMI accuracy. 
These results indicate that overall, one and two UAVs resulted in greater MMI 
accuracy than four UAVs. No difference was found between levels of automation for 
MMI accuracy. Also, no interaction was found between level of automation and operator 
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to vehicle ratio for MMI accuracy. 
UFO Accuracy 
Table 9. ANOVA source table for UFO accuracy 
Source SS df MS f p Eta Square Power 
LOA 166.667 1 166.667 .273 .604 .005 .081 
Number UAV 6083.333 2 3041.667 4.977 .010* .156 .790 
LOA*Number UAV 83.333 2 41.667 .068 .934 .003 .060 
Error 33000 54 611.111 
Total 490000 60 
For the effect of level of automation on UFO accuracy the mean UFO accuracy 
for MBC and MBE were 88% (SD =25%) and 85% (SD =27%). These means do not 
differ significantly F(l,54) = .273 p=.604. Thus, hypothesis two was not supported by 
UFO accuracy. 
Next, the effect of operator to vehicle ratio on UFO accuracy was examined. The 
mean UFO accuracy for one, two and four UAVs were 95% (SD =15%), 92% (SD 
=18%>), and 72% (SD =34%), respectively. A significant effect did appear with F(l,54) = 
4.977, p=.010. A partial eta squared of .156 indicates that the operator to vehicle ratio can 
account for 15.6 percent of the variability in UFO accuracy. A power of .790 lends strong 
support to these results. As shown in figure 12, one and two UAVs appear to yield greater 
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Figure 12. Operator to vehicle ratio UFO accuracy 
These apparent differences in operator to vehicle ratio were analyzed further with 
Tukey's HSD post hoc comparisons. One and two UAVs resulted in significantly greater 
UFO accuracy than four UAVs with HSD (p = .016, p = .035), while one and two did not 
differ significantly with HSD (p = .945). Thus, UFO accuracy did support hypothesis 
five. 
The interaction between level of automation and operator to vehicle ratio for UFO 
accuracy was also examined. The mean UFO accuracy of participants using MBC with 
one, two and four UAVs was 95% (SD= 16%), 95% (SD=16%) and 75% (SD=35%) 
respectively. The mean UFO accuracy of participants using MBE with one, two, and four 
UAVs were 95% (SD= 16%), 90% (SD=21%) and 70% (SD=35%) respectively. A 
significant interaction was not found with F(l,54) = .068, p=934. No support for 
hypothesis eight was found with UFO accuracy. 
These results indicate that overall, one and two UAVs resulted in greater UFO 
accuracy than four UAVs. No difference was found between levels of automation for 
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operator to vehicle ratio for UFO accuracy. 
Workload 
Workload was measured subjectively using the Modified Cooper Harper rating 
scale. Hypotheses three, six and nine refer to workload. Hypothesis three predicted that 
MBE would result in lower workload than MBC, hypothesis six predicted that one and 
two UAVs would result in lower workload than four UAVs and hypothesis nine predicted 
that an interaction exists between the level of automation and the operator to vehicle ratio 
for workload. To test these hypotheses a between subjects factorial ANOVA was 
conducted on the dependant variable workload (see Table 10). 
Workload 
Table 10. ANOVA source table for workload 
Source SS df MS f p Eta Square Power 
LOA .017 1 .017 .003 .954 .000 .050 
Number UAV 24.7 2 12.350 2.533 .089 .086 .486 
LOA*Number UAV 15.233 2 7.617 1.562 .219 .055 .317 
Error 263.300 54 4.876 
Total 1147 60 
For the effect of level of automation on workload, the mean workload for MBC 
and MBE were 3.73 (SD =2.343) and 3.77 (SD =2.128), respectively. These means do 
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not differ significantly F(l,54) = .003, p=954. No support for hypothesis three was found 
with workload. 
The effect of operator to vehicle ratio on workload was also examined. The mean 
workload for one, two and four UAVs was 2.85 (SD =1.872), 4.1 (SD =2.222), and 4.30 
(SD =2.494), respectively. These means do not differ significantly F(l,54) = 2.533, 
p=.089. Therefore, hypothesis six was not supported by workload. 
Lastly, the interaction between level of automation and operator to vehicle ratio 
for workload was examined. The mean workload of participants using MBC with one, 
two and four UAVs was 3 (SD= 2.16), 3.4 (SD=2.119) and 4.8 (SD=2.821), respectively. 
The mean workload of participants using MBE with one, two, and four UAVs were 2.7 
(SD= 1.636), 4.8 (SD=2.201) and 3.8 (SD=2.15) respectively. A significant interaction 
was not found with F(l,54) = 1.562, p=.219. Hypothesis nine therefore, was not 
supported by the workload results. 
These results indicate that no difference was found between levels of automation or 
operator to vehicle ratio for workload. Further, no interaction was found between level of 
automation and operator to vehicle ratio for workload. 
DISCUSSION 
The objective of this study was to examine the effect of level of automation and 
operator-to-vehicle ratio on UAV operator perceived workload and performance. Simply, 
the study aims to contribute to the determination of whether changes in mid-levels of 
automation make a difference in operator workload and performance. Further, the study 
aims to contribute to the determination of how many UAVs a single operator can control 
before performance begins to degrade and mental workload becomes unmanageable. The 
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results section of this study were been divided into three sections: task processing time, 
accuracy, and workload. 
Task Processing Time 
The results of task processing time can be broken down into two areas, primary 
and secondary tasks. The primary task component, image processing time, yielded 
significant differences in both the level of automation and the operator-to-vehicle ratios, 
an interaction however, was not found. The significant difference between levels of 
automation for image processing time is unique in that it was the only significant 
difference found between levels of automation in the entire study. MBE image processing 
times were found to be longer than MBC image processing times. MBE processing times 
may have been longer because participants were actually using the MBE timeout feature 
which automatically processed images 12 seconds after the image entered the queue; the 
average processing times for MBC was approximately 6 seconds. These results similar to 
results found in Ruff et. al. (2004) where MBE image processing times were longer than 
those for MBC when the MBE timeout period was longer than the average MBC 
processing time. The lack of significance in the level of automation in the rest of the 
study is perhaps the most surprising result of the study. Other studies, such as Ruff et. al. 
(2002) found significant differences between levels of automation for both workload and 
performance. Similar results had been expected in this study. Hypothesis one, two and 
three predicted that level of automation would have an effect on processing time, 
accuracy and workload, respectively. The results of this study however are not without 
reasonable explanation. Image processing time was the only measure that was directly 
affected by the level of automation (through the MBE timeout period). Stated another 
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way, level of automation was only affected directly by the primary task. This alone could 
explain why none of the other variables were affected by level of automation. It is equally 
possible though that the MBE time out period was too long for an indirect measurement 
of the effect of level of automation by the other dependant variables. In other words, the 
MBE timeout period was long enough to allow the participants to complete all tasks 
successively and still allow time for participants to respond manually before MBE timed 
out and processed the image automatically. The relatively short duration of the 
experiment is another possible explanation for the lack of significance in level of 
automation. Ruff et al. (2004) came to a similar conclusion and theorized that after 
prolonged exposure to the task, fatigue would have an effect and participants might 
become more reliant on automation. Drawing from this, in the shorter time frame used for 
this experiment it is possible the lack of significance between levels of automation could 
be rooted in participants being bored. If boredom were the case, it might suggest that 
participants chose to manually select images simply because it gave them something to 
do between tasks. This possible explanation may be supported by the lack of significance 
between participants controlling one UAV and participants controlling four UAVs for 
image processing times and image accuracy. In other words, participants controlling only 
one UAV may have been under stimulated. 
Interestingly, in the operator to vehicle ratios for image processing time, 
subsequent tests yielded differences between two and four UAVs, but not between one 
and two or one and four UAVs. This means that one UAV did not result in lower 
processing times than four UAVs. This result is in contrast to hypothesis four which 
predicted that one and two UAVs would have faster overall processing times than four 
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UAVs. Such results should not be surprising however, if one refers to the Yerkes-Dodson 
inverted "U" curve where degradations in performance can be seen in areas of under 
stimulation. It is speculated that perhaps with only one UAV to monitor, the participants 
became bored or complacent with the image processing task and therefore processing 
times were not as low as they were with two UAVs. Another possible explanation for the 
lack of significance in image processing times for participants supervising one UAV is 
effective time management. In other words, the participants may have been aware of the 
ample time they had available between images to be processed and decided to use their 
time effectively to ensure accurate image processing. However, lack of significance in 
image accuracy between one and two and one and four UAVs does not support this 
theory and actually lends more to the support of the Yerkes-Dodson inverted "U" 
explanation. 
The secondary task components, MMI and UFO processing times both yielded 
significant differences for operator to vehicle ratios, but not for level of automation, and 
neither found evidence of interaction. The significant difference in operator to vehicle 
ratio for MMI and UFOs support hypothesis four and therefore was expected. This 
significant difference in the secondary tasks is important in that it supports the 
assumption that the secondary tasks were competing for the same resources as the 
primary task. Also, the presence of a significant difference between participants 
controlling one and four UAVs for task processing times in both secondary tasks, despite 
the lack of significance in the primary task of image processing times, fits into the model 
of the purpose of secondary tasks. Simply put, mental resources were not completely 
expended by the primary task and therefore a significant difference was not found. The 
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presence of the secondary task however, competing for the same resources as the primary 
task, was enough to put a strain on the mental resources available and a difference was 
detected. 
For task processing times there was a complete lack of interaction between level 
of automation and operator to vehicle ratio. These results provide no support for and 
therefore require us to reject hypothesis seven. The lack of interaction between level of 
automation and operator to vehicle ratios for task processing times, perhaps stem from 
the same ideologies that explain the lack of significance between levels of automation in 
the study. Mainly, it is speculated that the lack of interaction was due to the MBE timeout 
period being too long, the short duration of the trials, relatively small sample sizes and a 
possible reluctance to use automation. 
Accuracy 
The results of accuracy, like task processing time, have been broken down into 
two areas, primary and secondary tasks. The primary task component, image accuracy, 
yielded a significant difference in operator-to-vehicle ratio, but not in level of automation 
and no interaction between level of automation and operator to vehicle ratio was found. 
In the subsequent post hoc tests for image accuracy, a significant difference was found 
between participants operating two and four UAVs but not between participants 
controlling one and two or one and four. These results were similar to those for the 
primary task in task processing time. Once again, this suggests that participants 
controlling only one UAV may have been under stimulated. This may have been a factor 




The lack of significance detected between levels of automation for image 
accuracy was in contrast to what was predicted with hypothesis two. As was suggested 
before, it is speculated that the lack of interaction was due to the MBE timeout period 
being too long, the short duration of the trials, and a possible under stimulation. More 
specifically to image accuracy, it is possible that the automation's reliability rate of 80% 
was a factor in not finding significance. The system reliability may have been too high to 
notice a difference between the levels of automation. The average accuracy for MBC and 
MBE were 89% and 88%, respectively. The standard deviations for MBC and MBE were 
8% and 11%, respectively. Therefore, if the participant using MBE did absolutely 
nothing and let the computer make all the image selections, their score would still be 
within one standard deviation of the mean. With only 30 participants per level of 
automation, and a power of only .104, it is not likely that a difference would be found 
even if one existed. The reliability rate for this study was chosen based on the findings 
others studies and what they considered to be acceptable levels of reliability. The results 
of this study were similar to results found by Ruff et. al. (2002). While no formal tests 
were done, the group means were compared between image processing times and image 
accuracy to see if there may have been a relationship between longer processing time and 
higher accuracy for image processing. Based on the groupmeans, no relationship was 
apparent. Therefore, there is no evidence to suggest that lack of accuracy may have been 
due to participants rushing through the task. 
The secondary task components, MMI accuracy and UFO accuracy both yielded 
significant differences for operator to vehicle ratios, but not for level of automation, and 
neither found evidence of interaction for accuracy. For both MMI accuracy and UFO 
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accuracy, participants controlling one and two UAVs had greater accuracy than 
participants controlling four UAVs. The significant difference in operator to vehicle ratio 
between one and four, and, two and four UAVs, for MMI and UFO accuracy support 
hypothesis five and therefore was expected. These significant differences in the 
secondary tasks lend support to the assumption that the secondary tasks were competing 
for the same resources as the primary task. The presence of a significant difference in 
accuracy between participants controlling one and four UAVs in both secondary tasks, 
and the lack of significance in accuracy between participants controlling one and four 
UAVs in the primary task, support the expected model of the purpose of secondary tasks. 
Simply stated, if excess mental resources are present, a change will not be detected in the 
primary task, therefore, a secondary task is required to see a change in mental demand. 
For this experiment, when participants were controlling only one UAV, the primary task 
alone did not expend all available mental resources. Therefore, a change was not seen in 
accuracy for the primary task but was seen in both secondary tasks. The accuracy of the 
secondary tasks, unlike that of the primary task (due to a system reliability of 80%), is 
solely a function of operator performance and therefore should be a good measure of the 
participants' excess mental resources. 
Group means for MMI and UFO processing times and accuracy were compared to 
see if there may have been a relationship between longer processing times and higher 
accuracy for the secondary tasks. Similar to the findings from the primary task, based on 
the means, there is no apparent relationship between MMI and UFO processing times and 
MMI and UFO accuracy. 
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For accuracy, this study was unable to find interaction between level of 
automation and operator to vehicle ratio. These results provide no support for hypothesis 
eight and therefore we are unable accept it. The explanation for the lack of interaction 
between level of automation and operator to vehicle ratio for accuracy, once again are 
believed to be a result of MBE timeout period being too long, the short duration of the 
trials, and a possible reluctance to use automation. 
Workload 
The results of the ANOVA for workload yielded no significance for level of 
automation or operator to vehicle ratio and no interaction was found. Some possible 
explanations for the lack of significant findings include the wording of the MCH 
questionnaire, the workload measure being used on too broad a scale and a lack of 
sensitivity with the MCH. Another possibility that exists is the possibility that there is no 
difference in levels of workload between levels of automation and operator to vehicle 
ratio. 
The wording of the MCH questionnaire in retrospect was probably not specific 
enough to the task. Perhaps if the questionnaire described the types of errors instead of 
leaving the general term "errors" open for interpretation, results would have been more 
consistent across levels. Standard deviations in workload across all groups in the study 
averaged more than 2.25. Following the rule of thumb for standard deviation estimation; 
range divided by four, the standard deviation should have been closer to 1.75. Also, not 
surprisingly, the standard deviation for participants controlling four UAVs was as high as 
2.8 in the MBC condition. This may indicate that ego may have played a role in how 
participants responded on the survey. Either way, it is still believed that with more 
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specific wording the MCH could have provided better guidance to the participants as they 
answered the questionnaire and perhaps would have resulted in less variation in workload 
within the different groups. 
The possibility of the MCH being used on too broad a scale could also have been 
an explanation for lack of significance. Spacifically, the MCH was used as a single 
measure of overall workload instead of being used to evaluate the workload involved in 
the individual tasks of image processing, MMI, and UFOs. Perhaps by breaking the 
measure of workload into the primary and secondary tasks a significant difference would 
have been found. In other words, the participants may have found individual tasks more 
demanding but as a whole were still able to accomplish their task. If participants had been 
given the opportunity to report workload levels associated with each task individually it 
may have been possible to identify the particular task that made their overall objective 
more challenging. Breaking the workload assessment down by task may have made a 
difference, especially among the higher operator to vehicle ratios (i.e. 1:1). This 
explanation is possible and may be supported by the results for task processing times and 
accuracy, where no significance was found between participants controlling one and four 
UAVs in the primary task but a difference was found in both secondary tasks. 
A third possibility for the lack of significance in the measure of subjective 
workload is simple that the MCH was just not a sensitive enough measure to capture the 
differences in mental workload associated with this study. The MCH was designed to be 
a single measure of overall mental workload. As a result, the MCH is not as sensitive to 
the individual components of mental workload that other subjective measures, such are 
the NASA-TLX, are designed to assess. 
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There is the possibility that a difference truly does not exist, however, do to the 
significant differences found in the performance measures, it more likely that a difference 
does exist but was not found. The relatively low power in the workload analysis also 
hints that there is a high possibility of a difference being present despite the lack of 
detection. 
Study Limitations 
This study was designed differently than previous studies researching similar 
topics in the area of UAVs and automation. As a result, it was not completely possible to 
use previous studies to aid in the setup of the current study. A fully between subjects 
design was used in this study. This was unique when compared to previous studies in the 
area. The use of a fully between subjects design required a much larger sample size than 
that of a mixed or within subjects design and was chosen to eliminate a possible learning 
effect and interference across levels. Also, the individual factors of level of automation 
and the combination of operator to vehicle ratio had never been evaluated on the 
simulation test bed that was used in this study. As a result, it was not possible to do a 
proper power analysis before the study began and therefore estimates had to be used to 
determine experimental factors. This study has reported sample size, means, standard 
deviations and detailed descriptions of experimental procedures that will allow future 
studies to use the results of the study to more accurately calculate experimental design 
criteria. 
The trial durations used in this study were relatively short, being only fifteen 
minutes in length. Also, participants had very limited exposure to the system and no 
feedback on actual trial performance. While the training scenario was effective in training 
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participants to an equivalent level of competency it was not necessarily adequate in 
training to system proficiency. The training session lasted approximately five minutes 
and exposed participants to all possible scenario events. But, compared to the actual 
trials, the training sessions were simple and actual performance feedback was never 
given. If participants had been exposed to multiple training scenarios of similar length 
and complexity as the test trials, and given complete performance feedback and 
recommended corrections, participants would have been at more realistic levels of 
proficiency. Such training would have given participants ample time to adapt to their 
level of automation and given adequate training in the proper use of the automated 
features of MBE. Longer trial durations and more involved training sessions with the 
system could be used advantageously in other studies. 
The design and test bed used for this study give its results generalizability to only 
a narrow spectrum of applications. Essentially, the diversity in the sample population 
used for this study make it unrealistic to apply to specific populations with similar 
backgrounds and training. The participants in this study were all students at Embry-
Riddle Aeronautical University, but ranged in age from 19-50 and were in various degree 
programs (to include engineering, flight and air traffic control). Some participants had 
military experience while others had none. The participants came from various 
backgrounds and cultures, with over 12 different countries being represented within the 
sample of 60 participants. Also, the tasks used in the MIIIRO software make specific 
predictions of how future UAV systems will function. Therefore, the results of the 
current study cannot be used to represent current UAV systems or future UAV systems 
that do not match prediction future UAV system functions. The results can only be 
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generalized to UAV simulation systems that have similar tasks and predictions about 
future UAV systems. 
Practical Implication 
The results of this study can be used to help guide future research in the 
application of levels of automation in future UAVs systems. Much research is still needed 
in the application of adaptive automation, especially in terms of when it should be 
applied and at what levels it should be applied. 
How many UAVs a single operator can supervise while maintaining appropriate 
levels of performance still needs to be determined. While the results of this study alone 
do not answer this question, the results do lend support to the concept of having a single 
UAV operator supervising multiple semi-autonomous UAV systems. The results of this 
study can be used collaboratively with other research in this area to help narrow down 
and eventually answer this question. 
With UAVs becoming more prevalent in the aerospace industry, it is just a matter 
of time before UAVs begin appear in civilian roles over the skies of this nation. The 
integration of UAVs into the National Aerospace System (NAS) will need to consider 
many aspect of UAV control, applications, and limitations. Research, such as with this 
study, and other like it, can be used collaboratively to help determine how best to 
integrate UAVs into the NAS. Such research can be used to evaluate appropriate levels of 
workload and levels of automation for these systems. Also, such research will help 
determine whether it is appropriate to have single operators monitoring multiple UAVs in 




Continued or new research in this area may wish to focus on more specific 
populations (target populations) for use in their study. This would reduce the variability 
of the results as well as allow for better generalizability of results. Such results would 
also be of greater use to designers and planners of future systems. Longer duration trials 
and more comprehensive training are also recommended. Longer trials will more 
accurately represent real world application in terms of task vigilance, fatigue, boredom 
and complacency. It is believed that these factors will have an effect on a participant's 
reliance on automation and give more accurate results for comparisons between levels of 
automation. More comprehensive training will reduce variability in the results and will 
allow participants to become more comfortable with all systems functions and features. 
The system tasks in future studies should be specific to the types of tasks that are 
expected with future UAV systems. The current study's scenario was mainly a military 
application and limits the generalizability to such systems. Future research is still needed 
for UAV systems in civilian roles such as agriculture, scientific data collection and 
communication platforms. Such studies will help future planners better integrate UAVs 
into the National Airspace System (NAS). 
Continued research in this area should examine various MBE timeout periods as 
well as participant trust vs. system reliability. It is possible that both of these factors were 
responsible for the failure to detect a significant difference between levels of automation 
in this study. Such research would also be helpful in the determination of appropriate 
MBE timeout periods based on task complexity and level of trust. Many factors should be 
considered when selecting MBE timeout periods in future studies. Those factors include 
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task complexity, desired level of accuracy, desired processing times, estimated task 
loading, system fidelity, system reliability and trial duration. 
In future research involving supervisory tasks, it may be beneficial to re-word and 
validate the MCH rating scale for supervisory and monitoring tasks. When the operator 
steps back from a system, and no longer has direct contact with system controls, it 
becomes more difficult for operators to detect "errors" or deviation in system 
performance. In a monitoring task, the operator errors are the system status changes that 
the operator fails to notice. The operator cannot report on what they do not notice and 
therefore the wording of the MCH, which refers specifically to "errors", may not be the 
most appropriate way to evaluate subjective mental workload for a supervisory task. 
Conclusion 
UAVs are now at the forefront of the aviation industry. Despite what their name 
might imply, UAVs are far from being purely unmanned. Human operators and 
supervisors are still an integral component of UAV systems and will remain critical as 
long as our flexibility in judgment and decision making remain superior to that of a 
computer. In order to ensure that future UAV systems are designed with proper 
consideration to the human component, studies such as this one will be required to 
determine human capabilities and limitations in supervisory roles with future UAV 
systems. 
The results from this study suggest that operator to vehicle ratio has a significant 
effect on operator performance. While no significance was found between the higher 
operator to vehicle ratios (1:1 and 1:2), differences were found between 1:4 and 2:4. It is 
likely than that the relationship between operator to vehicle ratio and performance is not 
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linear and more research in this area is needed. This study lends positive support to the 
feasibility of future concepts that have single operators controlling multiple UAVs. 
Further, the results of this study found a significant difference between levels of 
automation for the primary task (image processing time). With MBC resulting in lower 
processing time than MBE, it is believed that participants were taking advantage of the 
MBE timeout feature. This difference however, was the only significant difference 
between levels of automation in the study. It is believed that the MBE timeout period was 
too long or the dependent variables were not sensitive enough to measure the subtle 
difference between the two levels of automation. More research is needed in this area to 
help determine which levels of automation are best suited for varying levels of workload. 
This study was unable to find an interaction between the level of automation and 
operator to vehicle ratio. It is speculated this was due to similar reasons as those proposed 
for the lack of significance found between levels of automation. The lack of significance 
in workload in the study is attributed to either a lack of sensitivity of the MCH or not a 
specific enough application of the MCH. 
Optimum levels of automation and operator to vehicle ratio are still not known. 
Continued research is needed in this area with specific focus on target populations, 
civilian applications, MBE timeout periods, trail duration and, trust and reliability. How 
automation will be applied and the role of humans in future unmanned systems are of 
critical importance for safety, for the integration into the National Airspace System 
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Consent and Demographics form 
Unmanned Aerial Vehicle (UAV) Automation and Workload Study 
Conducted by Ryan Wasson 
Advisor: Dr. Dahai Liu 
Embry Riddle Aeronautical University 
Human Factors Research Laboratory 
ERAU, Daytona Beach, FL 32114-3977 
The purpose of this study is to examine the effect of automation and operator-to-
vehicle ratio on operator workload and performance. 
The experiment consists of one session lasting approximately one hour during 
which you will be asked to complete the tasks and fill out subjective workload measures. 
Your scores will remain anonymous. There are no known risks associated with 
this experiment. You will be compensated for your participation with a $5.00 cash 
incentive and will be eligible of being awarded a $20.00 cash prize for best overall 
performance. You may terminate your participation at any time. Your assistance will 
help us determine the optimum level of automation and operator to vehicle ratios for 
future UAV systems. 
Thank you for your participation. If you have any questions, please ask during 
the experiment, or call Ryan Wasson at (954) 234-8108 or Dr. Dahai Liu at (386)323-
6790. 
Statement of Consent 
I acknowledge that my participation in this experiment is entirely voluntary and 
that I am free to withdraw at any time. I have been informed as to the general scientific 
purposes of the experiment and that I will receive $5.00 for completion of the study and 
will be eligible to receive $20.00 in the event that I have the best overall task 
performance in the entire study. If I withdraw from the experiment before its 
termination, I will not receive compensation. 
I acknowledge that I have had the opportunity to obtain additional information 
regarding the study and that any questions I have raised have been answered to my full 
satisfaction. 
Finally, I acknowledge that I have read and fully understand the consent form. I 
sign it freely and voluntarily. 
Participant's name (please print) 






Unmanned Aerial Vehicle (UAV) Automation and Workload Study 
Please complete the following survey as it will be used in conjunction with you UAV 
performance data. Your email address will only be used to contact you in the event that 
you are the recipient of the $20.00 best overall performance award. All email address will 
be destroyed at the completion of this experiment. Please note that your responses will 
not be traced back to you! 




Age: Sex (circle one): M 
Year in School (circle one): Freshman Sophomore Junior Senior 
Total Flight Hours: Instrument Time: 






Computer Use (Circle one): Daily Weekly Monthly Yearly 
Video Game Use (Circle one): Daily Weekly Monthly Yearly 








Is mental workload 


















errors may be 
large or infrequent, can 
instructed task be 
accomplished most 
























Operator mental effort is minimumal and 
desired performance is easily attainable 
Operator mental effort is low and 
desired performance is attainable 
Acceptable operator mental effort is 












able but tolerable 
difficulty 
Moderately high operator mental effort 
is required to attain adequate system 
performance 
High operator mental effort is required 
to attain adequate system 
performance 
Maximum operator mental effort is 








Maximum operator mental effort is 
required to bring errors to moderate 
level 
Maximum operator mental effort is 
required to avoid large or numerous 
errors 
Intense operator mental effort is 
required to accomplish task, but 




Impossible Instructed task cannot be 
accomplished reliably 10 
