We present a novel technique to extract depth information from 3D scenes recorded using an Integral Imaging system. The technique exploits the periodic structure of the recorded integral image to implement a Fourier-domain filtering algorithm. A proper projection of the filtered integral image permits reconstruction of different planes that constitute the 3D scene. The main feature of our method is that the Fourier-domain filtering allows the reduction of out-of-focus information, providing the InI system with real optical sectioning capacity.
Introduction
Integral Imaging (InI) is a 3D imaging technique that is based on the principle of Integral Photography (IP) [1] [2] [3] [4] . The IP uses a microlens array (MLA) to record a collection of 2D elemental images onto a photographic plate. Since each of these images conveys a different perspective of the 3D scene, the system is capable of acquiring 3D depth information. We refer to the complete set of elemental images as the integral image. When the integral image is imaged through a MLA the rays of light draw the same directions as in the pickup stage. Any observer in front of the MLA sees a 3D image of the original scene without the need of any special glasses. Furthermore, this image can be observed from certain range of angles. It was not until the late 20th century that the principle of IP actually attracted the attention of researchers in 3D Television and Imaging [5] [6] [7] [8] [9] . The InI systems have been developed thanks to the advances in the fabrication of lenticular systems and the rising resolution of digital devices used for the pickup or for the reconstruction stage [10] . In the past few years, the research efforts have been addressed to improve the performance of InI. In this sense, the researchers strive to increase the depth of field [11] [12] [13] 14] , the viewing angle [15, 16] and the quality of the displayed images [17, 18] . There have been remarkable practical advances by designing 2D-3D convertible displays [19] and multiview video architecture and rendering [20] [21] . Amongst the new applications of the InI, the reconstruction of the original 3D scenes from the corresponding integral images is especially interesting. In fact, although the reconstruction algorithms are still far from a true profilometric technique, the reconstructed images allow the visualization of partially occluded objects [22] [23] [24] [25] as well as the recognition of 3D objects [26] [27] [28] .
The concept of optical sectioning was minted in the field of optical microscopy to refer to the capacity of providing sharp images of the sections of a 3D sample [29] . In scanning microscopes the optical sectioning is obtained with a pinhole that rejects signals scattered from out-of-focus sections. Here we implement this concept by means of a comb filtering in the integral-image spectrum. Thus, we extract depth information of the 3D scene with real optical sectioning.
Fourier filtering of integral images
Let us start by analyzing the pickup stage of an InI system in the simple case in which a 2D object is set parallel to the MLA at a distance z s . Assuming that paraxial approximation holds, is clear that each microlens provides a scaled image of the object, and therefore the integral image is composed by a set of equally spaced replicas of the object. In Fig. 1 we have drawn a scheme of the pickup. For the sake of simplicity, the scheme and also the following equations have been described in one dimension. The extension to 2D is straightforward. We assume that the MLA has an odd number of microlenses, x N , and that the central microlens is aligned with the optical axis of the pickup system. We label this lens as L 0 and the other microlenses as L m , m being the integer lens index ranging from ( ) 
is the scale factor between the object and the image plane. The pickup period, S T , is the distance between replicas of S , and depends on the MLA pitch, p , through
The periodic structure of the integral image is the key in our Fourier-filtering procedure. Note that if the pickup is performed with optical barriers [30] , only the microlenses whose index verify the condition 
where ⊗ denotes the convolution product,
, and ( ) O x is the object intensity distribution. The Fourier transform of the expression above is
in which symbol ~ denotes the Fourier transformation. In the general case of 3D scenes in which occlusions are not too severe the integral image results from the incoherent superposition of many periodical signals, each one corresponding to a different depth plane in the object space. In such case, the spectrum of the integral image can be understood as a superposition of comb functions with different periods, each one being related to a specific depth in the object space. Consequently, the spectrum of the integral image can be calculated as
This particular structure of the spectrum of the integral image allows the use of Fourierfiltering tools to discriminate the spectral components corresponding to a particular depth. The filtering corresponding to a depth position z R can be written as
where the frequency filter is simply the comb function
The inverse Fourier transform of the filtered image provides a new integral image which only includes the information corresponding to the selected depth. We have illustrated the filtering process in Fig. 2 . Due to pixilated nature of the sensors, each depth section consists of an array of sinc functions in the Fourier domain. Since this function does not fall sharply to zero, the signals generated by objects at different depths cannot be perfectly discriminated. 
Volumetric reconstruction of Fourier filtered integral image
The volumetric reconstruction using back projection technique described in [24] can be applied on the filtered integral image to reconstruct an arbitrary plane parallel to the MLA. In this approach, each elemental image is inversely back projected on the desired hypothetical reconstruction plane through its unique associated pinhole. The collection of all the back projected elemental images are then superimposed computationally to achieve the intensity dis-tribution on the desired reconstruction plane. The intensity of each point is determined by averaging the intensity information carried by all rays intersecting on the reconstruction plane. It should be noted that the number of rays conveying information about each object point might vary from point to point depending on the field of view of each elemental image. For instance, in Fig. 3 , point R 1 lies within the field of view of 7 elemental images, whereas the intensity information about R 2 is only carried by 6 rays. This difference must be taken into account in the averaging process. Note, besides, that ray cones emanated from a single object point at the reconstruction plane would recombine again by the back projection method to accurately recreate the intensity of the object point. However, rays emanated from the object points away from the reconstruction plane would mix with their neighbors resulting in a defocused effect. Thus, with computational reconstruction one is able to get a focus image of an object at the correct reconstruction distance. The rest of the scene appears blurred. 
in which K denote the number of elemental images acquired. Besides, R compensates for intensity variation due to different distances from the object plane to elemental image ( ) k O x on the sensor and is given by:
However, for most cases of interest where the sensor size is smaller than the reconstruction distance, Eq. (9) is dominated by the term (z s +g) 2 and can be assumed to be constant for a particular reconstruction distance.
If the computational reconstruction using back projection is applied to the filtered integral image, a true optical sectioning becomes possible. This is due to the fact that, after filtering, the objects that are away from the reconstruction plane are filtered in each elemental image, whereas the objects at the reconstructed plane remain as sharp images.
Experimental results
To show the feasibility of our method, we have conducted optical experiments to obtain an integral image of a 3D scene consisting of two toy cars located at different distances from the MLA, as depicted in Fig. 4 . In the experiment, the images were recorded using a square MLA composed of 41x27 lenslets with focal length 3 f mm = , pitch 1 .
The cars labeled with 6 and 2 were located approximately 70mm and 90mm away from the MLA. Fig. 4 . The 3D scene was composed by two toy cars. The cars were about 20x10 mm in size.
In Fig. 5(a) we show the subset of 1x3 elemental images obtained with the 3 central microlenses. Note that, from this perspective, there is significant occlusion of the blue car by the red car. Fig. 5(b) shows the periodic structure of the spectrum of the integral image (the spectrum is not strictly periodic since it is modulated by a sinc function, which is the Fourier transform a the pixel shape). Note the spreading of each order in this figure due to the presence of signals at different depths. In Fig. 5(c) we mark the filtering positions corresponding to two different planes. c) The filtering with comb functions of different period permits to discriminate the information at a given depth in the 3D scene. We show two different filtering pitchs, in red red for z R =70 mm and in blue for z R =120 mm..
After performing the Fourier filtering we obtained a stack of 35 filtered integral images, ranging from 50 mm to 120 mm in steps of 2 mm. In Fig.6 we show two subset of elemental images from filtered stacks at z R =70 mm and z R =92 mm. Each filtered integral image is then used as an input for the subsequent volumetric reconstruction. This allows slice by slice reconstruction of the 3D scene showing optical sectioning effects. In Fig. 7 we show a set of reconstructed images at different depths. Apparently, the proposed procedure has permitted to focus the two cars separately. In the movie we see the result of the reconstruction over the filtered planes.
(a) (b) (c) Fig. 7 . Five frames excerpts, corresponding to depth planes 50, 70, 80, 92 and 120 mm, from a video that shows the reconstruction over different depth planes between 50 and 120 mm (Media 1).
Conclusions.
We have presented an alternative computational reconstruction method for integral imaging using Fourier filtering. The technique is simply based on the fact that an each point in the object space is imaged as a set of replicas with a given spatial period that is dependent on the distance of the object point. By performing a volumetric reconstruction from the filtered integral image, the system is capable of performing optical sectioning since the signals that are out of focus appear blurred twice. Experimental results are presented to demonstrate the feasibility of the technique in terms of providing sharp slices of the reconstructed scene.
