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Preface
The contributions of this thesis are listed here in full. Modified versions of most
of this dissertation have appeared as archival journal or conference publications. Ci-
tations for contributions that have appeared in refereed journals or conferences are
provided.
The contributions related to the applications of gradient-based ob-
servers appearing in Part II are as follows.
• Chapter 4
– A nonlinear observer on SO(3) derived from a quaternion cost function
with faster convergence properties that uses direct vector measurements
[1].
– A nonlinear observer on SO(3) derived from a Gibbs cost function [2, 3].
– A comparison of nonlinear observers on SO(3) that show that the innova-
tions are monotonically increasing with respect to attitude error [1].
– Stability proofs that guarantee convergence of the nonlinear attitude esti-
mators [1–3].
• Chapter 5
– The design of a SLAM algorithm that evolves directly on the underlying
Lie group [4].
– Proof of convergence of the SLAM algorithm to a desired positively invari-
ant set [4].
– Application of the SLAM algorithm in simulation and experiment [4].
• Chapter 6
– A comparison of gradient-based observer design methods to linear comple-
mentary filters [5].
– Design of a higher-order nonlinear complementary filter for a system evolv-
ing on a Lie group [5].
iv
– Proof of convergence of the higher-order filter to the true state provided
invariance and SPR conditions are met [5].
– Coupling of a general disturbance observer with the higher-order filter and
the proof of convergence of the coupled system [5].
• Chapter 7
– Formulation of the Lie group observer design problem as a standard control
problem.
– A method for H2-optimal filter synthesis for the purposes of Lie group
observer design.
– A method for disturbance rejection via the internal model principle and
an H2-optimal filter synthesis method for Lie group observer design.
– The application of the higher-order filter to the attitude estimation prob-
lem [6].
– The synthesis of an H2-optimal filter for the purposes of observer design
on the Lie group SO(3).
All figures, proofs, plots, illustrations, text, and numerical and experimental re-
sults in this dissertation were produced by David E. Zlotnik. Prof. James R. Forbes
provided guidance and suggested edits throughout this dissertation. Experimental
data was provided by Prof. Timothy D. Barfoot.
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Abstract
The kinematics and dynamics of many robotic systems evolve on differential man-
ifolds, rather than strictly in Euclidean space. Lie groups, a class of differential
manifold with a group structure, arise naturally in the study of rigid-body kinemat-
ics. This dissertation studies the design of state observers for systems whose state
evolves on a Lie group. State observers, or state estimators, are a crucial part of the
guidance, navigation, and control algorithms necessary for autonomous operation of
many ground, air, and marine vehicles. The design of state observers on Lie groups is
therefore a highly practical exercise. One such nonlinear observer, the gradient-based
observer, has generated significant interest in the literature due to its computational
simplicity and stability guarantees. The first part of this dissertation explores several
applications of the gradient-based observer, including both the attitude estimation
problem and the simultaneous localization and mapping (SLAM) problem. By modi-
fying the cost function associated with the observer, several novel attitude estimators
are introduced that provide faster convergence when the initial attitude error is large.
Further, a SLAM algorithm with guaranteed convergence is introduced and tested in
both simulation and experiment.
In the second part of this dissertation, the state of the art in Lie group observer
design is extended by the development of a higher-order filter on a Lie group. By
analogy to the classical linear complementary filter, the proposed method can be in-
terpreted as a nonlinear complementary filter on a Lie group. A disturbance observer
that accounts for constant and harmonic disturbances in the group velocity measure-
ments is also considered. Local asymptotic stability about the desired equilibrium
point is demonstrated. In addition, an H2-optimal filter synthesis method is derived
and disturbance rejection via the internal model principle is considered. A numeri-
cal example that demonstrates the desirable properties of the higher-order nonlinear
complementary filter, as well as the synthesis techniques, is presented in the context
of rigid-body attitude estimation.
xv
Part I
Introduction
1
Chapter 1
Introduction
1.1 Motivation and Objectives
Guidance, navigation, and control of robotic systems can be summarized by three
questions. Where am I? Where am I going? How do I get there? The first question
is the problem of navigation, the process of estimating the state of a robotic system,
such as its position, velocity, and orientation. The second question is the problem
of guidance, which seeks to determine the path that a robotic system must take.
The third question is the problem of control, where inputs and commands are sought
such that the robotic system follows a desired trajectory. All three processes are
intertwined in practice. For example, a motion planning algorithm in an autonomous
vehicle determines a desired path for the vehicle, while the control system ensures the
vehicle remains on the path using information from the navigation algorithm.
This dissertation is concerned with navigation. Navigation is typically accom-
plished by using a state observer, or state estimator, that fuses sensor data and
control commands to determine the state of the robotic system. State estimation for
systems whose state evolves in Euclidean space is a mature field whose history1 begins
with the introduction of the famous Kalman filter in the 1960s [7]. The Kalman filter
and its nonlinear extensions, such as the extended Kalman filter, have been indis-
pensable navigation tools that have seen use from Project Apollo, NASA’s manned
lunar landing missions, to the autonomous vehicle “Stanley”, the winner of the 2005
DARPA Grand Challenge [8]. The Kalman filter belongs to a class of estimation
strategies known as recursive Bayesian filtering [9]. The filters are recursive in that
1Modern state estimation concepts were formalized by Rudolf Kalman and others in the 1960s.
However, navigation solutions appear throughout history, perhaps beginning with the appearance
of the first seafaring boat.
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current state estimate is calculated only from the previous state estimate and current
measurements. This is opposed to batch estimation techniques that utilize the full
time history of the state estimates and measurements. The title Bayesian refers to
the fact that the filters are derived from, or are approximations of, the Bayes filter,
a general state estimation technique that seeks to determine the probability density
function (PDF) that represents the likelihood of the state. Consequently, recursive
Bayesian filters are inherently probabilistic. Recursive Bayesian filters can be sub-
divided into Gaussian filters and nonparameteric filters. Gaussian filters, the group
to which the Kalman filter belongs, make the assumption that the PDFs associated
with the state and measurement noise are normally distributed. Alternatively, non-
parametric filters, such as the particle filter, make no assumption on the form of the
probability distributions [9].
The introduction of new technologies in recent years has lead to the proliferation
of small and low-cost robotic systems, such as miniature unmanned aerial vehicles
(UAVs). With the advent of these systems comes new and exciting estimation chal-
lenges. Low cost inertial measurement units (IMUs) often found on small UAVs, for
example, are plagued by high levels of non-Gaussian noise and time-varying biases.
In these instances the application of traditional probabilistic estimation methods can
be difficult. Compounding difficulties is the fact that these estimation algorithms
must often be implemented on embedded computers that have limited computational
resources [10]. Consequently, the development of robust and computationally efficient
estimators has been an active area of research over the last decade. In particular,
a class of nonlinear observers that evolve on Lie groups has recently garnered sig-
nificant attention [11–16]. Lie groups are a well known class of manifold that occur
naturally in the study of rigid-body kinematics. Attitude kinematics, for example,
evolve on the special orthogonal group SO(3), while pose kinematics evolve on the
special Euclidean group SE(3) [17]. The development of observers for systems whose
state evolves on a Lie group is therefore a highly practical exercise. The interest
in these nonlinear observers was, in part, sparked by the development of nonlinear
observers for attitude estimation using first the unit quaternion [18–21] and later the
rotation matrix element of SO(3) directly [10, 22]. Following [10], several nonlinear
attitude observers that exploit the underlying SO(3) Lie group structure have been
developed [23–25], as well as several SE(3) based nonlinear observers [26, 27]. By
working directly with the elements of SO(3) and SE(3), the attitude and pose are
both globally and uniquely represented and thus issues associated with attitude pa-
rameterizations, such as non-uniqueness, are avoided [28]. Nonlinear observers are
3
attractive as they can often be shown to have strong stability properties [14, 15, 21]
and are, in general, computationally simpler than traditional estimation methods
[14]. One such nonlinear observer, the gradient-based observer considered in [14], is
of principal importance to this dissertation.
The goal of this dissertation is to extend and build upon the nonlinear observer
design methods previously developed in the literature. The content of this dissertation
is contained in two parts. The first part is concerned with the development of novel
state estimation techniques by the application of the gradient-based observer, a Lie
group observer developed in [14]. The second part extends the state of the art in
general Lie group observer design by the development of a higher-order filter on a Lie
group.
1.1.1 Applications of the Gradient-Based Observer
In the first part, two applications of gradient-based observer design on Lie groups
are considered, the attitude estimation problem and the simultaneous localization and
mapping (SLAM) problem. Gradient-based design methodology involves propagating
the state estimate along the gradient descent direction of a selected error function.
The behavior of the observer is therefore inherently linked to the selection of the
cost function. Previous gradient-based observers for the attitude estimation problem
suffer from slow convergence, especially when the initial attitude error is large, the
cause of which can be traced to the initial selection of a cost function on the group
SO(3). The first objective is then to explore alternate attitude cost functions that
result in faster convergence of the attitude estimate.
Simultaneous localization and mapping is the process of building a map of the
environment surrounding a vehicle while simultaneously estimating the pose of the
vehicle relative to the map. The most popular SLAM methods, such as EKF SLAM,
FastSLAM, GraphSLAM, iSAM, and iSAM2 [9, 29–32], are probabilistic and provide
estimates of the state as well as its associated PDF. SLAM solutions, however, rarely
have guaranteed convergence properties. By formulating the SLAM problem as a
gradient-based observer design problem, it will be possible to derive a computationally
simple and provably convergent SLAM algorithm. The second objective is to develop
and characterize a gradient-based observer for the purposes of SLAM.
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1.1.2 Higher-Order Nonlinear Complementary Filtering
Complementary filtering is a simple linear estimation technique used to fuse two
measurements of the same state by exploiting the complementary noise characteris-
tics of the two measurements. The gradient-based observer can be interpreted as a
nonlinear complementary filter on a Lie group. In this interpretation, current meth-
ods, including [14] and [16], are analogous to the linear complementary filter with
first order sensitivity and complementary sensitivity transfer functions. The first or-
der nature of these observers are restrictive and place limits on the their effective
bandwidths and roll-off rates. Consequently, a Lie group observer that allows for
higher-order filtering is highly desirable.
While the gain of the innovation terms in [14] are static, a Lie group observer
with higher-order filtering would introduce dynamics in the innovation term. This is
similar to dynamic observers for systems evolving on vector spaces [33–37]. Dynamic
observers are frequently used to approach the problem of robust state estimation
in the H∞ framework, see for example in [34]. Although dynamic observers have
received little attention in the literature, the problem of dynamic observer design is the
dual problem of the well known and understood dynamic controller design problem.
Dynamic controller design, for example H2 and H∞ controller design, has received
significant attention over the last several decades. Consequently, the formulation of
a higher-order filter on a Lie group will allow for the use of the immensely successful
H2- and H∞-optimal control strategies in the context of Lie group observer design.
Thus, the main objectives of the second part of this dissertation are to (1) fully extend
the concept of linear complementary filtering to higher-order filtering on Lie groups,
and (2) to design an H2-optimal synthesis method for nonlinear observer design on
Lie groups.
1.2 Outline and Contributions
In Chapter 2, preliminaries and general concepts used throughout this disserta-
tion are reviewed including linear algebra and differential geometry. Part II focuses
on applications of the gradient-based observer. An introduction to gradient-based
observer design is given in Chapter 3. The two main contributions of Part II are
given in Chapters 4 and 5. Attitude estimation is the focus of Chapter 4. The con-
tribution of Chapter 4 is the design of two novel attitude estimation algorithms that
result in faster convergence of the attitude estimate compared to previously devel-
oped gradient-based observers. Simultaneous localization and mapping is discussed
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in Chapter 5, where a novel SLAM algorithm, with provable convergence properties,
is developed.
Part III of this dissertation is dedicated to the development and characterization
of a higher-order nonlinear complementary filter on a Lie group. Within Part III,
Chapter 6 discusses the design of a higher-order nonlinear complementary filter and
discusses the relationship between linear complementary filtering and gradient-based
observer design. Stability of the proposed method is also discussed in Chapter 6.
Chapter 7 is dedicated to the problem of H2-optimal filter synthesis. The design of
the higher-order complementary filter and the H2-optimal synthesis method are the
main contributions of Part III. The findings of this dissertation are summarized in
Chapter 8, and suggested future research directions are suggested. A detailed list of
contributions and publications can be found in the Preface.
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Chapter 2
Preliminaries
This dissertation deals heavily with the concepts of systems and differential ge-
ometry. The concepts of signals and systems are reviewed in Sec. 2.1 while relevant
concepts in differential geometry are covered in Sec. 2.2.
2.1 Signals and Systems
2.1.1 Vector Spaces and Norms
Definition 2.1 (Vector Space [17]). A vector space over the field F is a set V equipped
with two operations: (1) vector addition, denoted by v1 + v2 ∈ V for v1, v2 ∈ V , and
(2) scalar multiplication, denoted by av ∈ V for a ∈ F and v ∈ V . Vector addition
must satisfy the rules
(i) v1 + v2 = v2 + v1, v1, v2 ∈ V ,
(ii) v1 + (v2 + v3) = (v1 + v2) + v3, v1, v2, v3 ∈ V ,
(iii) there exists a unique vector 0 ∈ V with the property that v + 0 = v for every
v ∈ V ,
(iv) for every v ∈ V , there exists a unique vector −v ∈ V such that v + (−v) = 0,
and scalar multiplication must satisfy the rules
(i) a1(a2v) = (a1a2)v, a1, a2 ∈ F, v ∈ V ,
(ii) 1v = v, v ∈ V ,
(iii) a(v1 + v2) = av1 + av2, a ∈ F, v1, v2 ∈ V , and
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(iv) (a1 + a2)v = a1v + a2v, a1, a2 ∈ F, v ∈ V .
Definition 2.2 (Isomorphic Vector Spaces [38]). Consider two vector fields V and
W . Then, V is isomorphic to W , written V ∼= W , if and only if there exists a linear
transformation from V to W , L : V → W , such that L is one-to-one and onto.
Definition 2.3 (Linear Map [39]). A mapping A : V → W is linear if it satisfies
A(av + bu) = aA(v) + bA(u) for all v, u ∈ V and a, b ∈ F.
Definition 2.4 (Vector Norm [39]). A norm || · || on a vector space V is a function
that maps V → [0,∞) which for all v ∈ V that satisfies
(i) ||v|| = 0 if an only if v = 0,
(ii) ||av|| = |a| ||v|| for all a ∈ F, and
(iii) the triangle inequality ||u+ v|| ≤ ||u||+ ||v||, for all v, u ∈ V .
2.1.2 Inner Product Spaces
Definition 2.5 (Inner Product [39]). An inner product 〈·, ·〉 on a vector space V is
a function mapping V × V → F such that
(i) for all v ∈ V , 〈v, v〉 ≥ 0,
(ii) for all v ∈ V , 〈v, v〉 = 0 if and only if v = 0,
(iii) for all u, v, w ∈ V and a, b ∈ F, 〈u, av + bw〉 = a〈u, v〉+ b〈u,w〉.
A vector space equipped with an inner product is called a an inner product space.
An important inner product space is the space L2, the Lebesgue space, defined by
L2 =
x : R≥0 → Rn
∣∣∣∣∣∣
∞∫
0
x(t)Tx(t) dt <∞
 . (2.1)
The extended Lebesgue space, denoted L2e is defined as
L2e =
x : R≥0 → Rn
∣∣∣∣∣∣
T∫
0
x(t)Tx(t) dt <∞, ∀T ∈ R>0
 . (2.2)
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2.1.3 Linear Systems
Definition 2.6 (Linear Time-Invariant System). A system H is linear time-invariant
(LTI) if it is linear and if
y(t+ τ) = Hu(t+ τ), ∀t, τ ∈ R.
An LTI system can be represented in state-space form by the system of ordinary
differential equations given by
H
{
x˙ = Ax + Bu,
y = Cx + Du,
where x ∈ Rn, u ∈ Rm, y ∈ Rp, and A, B, C, and D are appropriately dimensioned
real matrices. The transfer matrix associated with H is denoted H(s) ∈ Cp×m and is
given by H(s) = C(sI− A)−1B + D.
Definition 2.7 (H2 Norm of a Linear System [40]). The H2 norm of the asymptoti-
cally stable linear system H : L2e → L2e, denoted as ‖H‖2, is given by
‖H‖2 =
√√√√√ ∞∫
0
tr (HT(t)H(t)) dt,
where H(t) is the impulse response of the transfer matrix H(s). Equivalently,
‖H‖2 =
√√√√√ 1
2pi
∞∫
−∞
tr (HH(jω)H(jω)) dω.
2.2 Differential Geometry
This dissertation is primarily concerned with the development of observers for
systems whose state evolves not necessarily in Euclidean space but on more complex
topological spaces. Consequently, it is necessary to venture into the field of differential
geometry, which allows for the study of dynamical systems on complex geometric
structures. More generally, differential geometry is the study of geometric problems
through the lens of calculus and linear algebra.
9
2.2.1 Differential Manifolds and the Tangent Space
The fundamental structure of differential geometry is the differential manifold,
which is defined below.
Definition 2.8 (Differential Manifold [41]). An n-dimensional differential manifold
M is a set of points together with a finite or countably infinite set of subsets Uα ⊂M
and one-to-one mappings φα : Uα → Rn such that:
(i) ∪αUα = M ;
(ii) for each nonempty intersection Uα ∩ Uβ, φi(Uα ∩ Uβ) is an open subset of Rn,
and the one-to-one and onto mapping φα ◦ φ−1β : φβ(Uα ∩ Uβ)→ φα(Uα ∩ Uβ) is
a smooth function;
(iii) the family {Uα, φα} is maximal with respect to conditions (i) and (ii).
The definition of a differential manifold presented in Definition 2.8 is quite abstract.
Less formally, a differential manifold may be understood as a topological space that
is locally indistinguishable from Euclidean space. A curve on a manifold M is defined
as a smooth function γ : R→M : t 7→ γ(t) [42]. As pointed out in [41], it should be
possible to take the derivative of γ(·) as M is locally indistinguishable from Euclidean
space and differentiation involves only local computations. However, defining the
derivative in the classical sense as γ′(t) , limh→0(γ(t + h) − γ(t))/h is not possible
for any manifold as the computation of the difference γ(t + h) − γ(t) implies some
vector space structure of the manifold itself [42]. Consequently, the definition of
the derivative of a map on a manifold must be more carefully considered. To start
consider first a curve on a manifold.
Definition 2.9 (Curve at a Point [17]). Let x ∈ M . A curve at x is a mapping
γ : I →M , where I ⊂ R is an open interval containing 0 in its interior, and for which
γ(0) = x.
Definition 2.10 (Equivalent Curves [17, 41]). Consider a point x ∈ M and let γ1
and γ2 be curves at x. The curves γ1 and γ2 are equivalent at x, written γ1 ∼x γ2,
if for all real valued functions f : M → R defined on an open neighborhood of x the
relation
d
dt
f(γ1(t))
∣∣∣∣
t=0
=
d
dt
f(γ2(t))
∣∣∣∣
t=0
(2.3)
holds. The equivalence class of a curve γ at x, denoted [γ]x, is the set of curves
[γ]x = {γ1 : I →M | γ1 ∼x γ}.
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An equivalence class of curves can be thought of as the combination of all curves that
pass through x in the same direction. The equivalence class can be said to describe
the direction itself, and a single equivalence class of curves is called a tangent vector.
Definition 2.11 (Tangent Vector [17]). A tangent vector is an equivalent class of
curves under the equivalence relation ∼x.
Combining the set of all equivalence classes of curves at a point x forms a vector
space called the tangent space at x. Further combining all of the tangent spaces on
a manifold forms another manifold called the tangent bundle.
Definition 2.12 (Tangent Space [17, 41]). The tangent space at a point x ∈ M ,
denoted TxM , is the vector space formed by the collection of all tangent vectors at x.
Definition 2.13 (Tangent Bundle [41]). The tangent bundle of M , denoted TM ,
is the differential manifold whose underlying set is the disjoint union of the tangent
spaces at the points x ∈M ; that is, TM = ∪x∈MTxM .
The above definitions of a tangent vector and tangent space are, again, quite
abstract. This is necessitated by the fact that the manifold under consideration is
a general manifold. There are in fact several alternative definitions of the tangent
space found in the literature. For example, in [43] the tangent space is defined as
the vector space formed from the set of all derivations at a point on the manifold.
These definitions are all equivalent in the sense that the different definitions of the
tangent space are all isomorphic to each other. What is important to note is that the
tangent space at x is a vector space that encodes all possible directions of a curve
passing through x. It is now possible to discuss the concept of the derivative of a
map between two manifolds.
Definition 2.14 (Derivative of a Function [17, 41]). Let f : M → N be a mapping
between differential manifolds M and N . The derivative of f at a point x ∈M is the
linear map Txf : TxM → Tf(x)N defined as Txf([γ]x) = [f ◦ γ]f(x) for all [γ]x ∈ TxM .
The map Tf : TM → TN is referred to as the tangent map of f . To illustrate
Definition 2.14, suppose γ is a curve at a point x ∈M and let f : M → N . Then, [γ]x,
an equivalence class of curves at x, defines a tangent vector on TxM . The derivative
of f at x is a mapping that maps tangent vectors in TxM to Tf(x)N . When Txf is
evaluated at [γ]x, the resulting tangent vector on Tf(x)N is given by the equivalence
class [f ◦ γ]f(x). The mapping Txf(v), with v ∈ TxM , can be computed by first
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defining a curve at x, γ(·), such that γ(0) = x and dγ/dt|t=0 = v. Then, Txf(v) is
given by [41]
Txf(v) =
d
dt
f(γ(t))
∣∣∣∣
t=0
. (2.4)
When the mapping is a curve γ : I →M , t 7→ γ(t), the notation Tγ(·) = γ˙(·) will be
adopted, where γ˙(t) ∈ Tγ(t)M .
The flow of a curve on a manifold can be described by a vector field, defined below.
Definition 2.15 (Vector Field [41]). A vector field, V, on M is a map V : M → TM
that assigns a tangent vector V (x) ∈ TxM for every point x ∈M .
2.2.2 Lie Groups and Lie Algebras
An important type of manifold that will be discussed in detail in this dissertation
is the Lie group defined as follows.
Definition 2.16 (Lie Group [41]). A Lie group is a smooth manifold, denoted G,
that is a group and for which the group operations
(i) (g, h) 7→ gh, for g, h ∈ G, and
(ii) g 7→ g−1, for g ∈ G,
are smooth.
Definition 2.17 (Left and Right Translation Maps [17]). The left translation map
is the map Lg : G→ G, h 7→ hg, for all h, g ∈ G. Equivalently, the right translation
map is the map Rg : G→ G, h 7→ gh.
There exists an isomorphism between the tangent space at the identity element of
G and the tangent space at any point g ∈ G. This is written TeG ∼= TgG [17]. Thus
tangent vectors at a point g ∈ G can be identified with elements of TeG by either
the map TeLg : TeG → TgG, ξ 7→ TeLg(ξ), or TeRg : TeG → TgG, ξ 7→ TeRg(ξ). For
convenience, the tangent vectors TeLg(ξ) and TeRg(ξ) will often be abbreviated as
gξ and ξg respectively [17, 41]. When g varies over the group the vectors gξ and ξg
define left- and right-invariant vector fields respectively [41]. The left-invariant vector
field generated by ξ is denoted ξL : G → TG defined by ξL(g) = gξ. A vector field,
V : G → TG, is said to be left-invariant if V (gh) = ThLg(V (h)). Similarly, a vector
field is right-invariant if V (hg) = ThRg(V (h)) [17].
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Definition 2.18 (Lie Algebra [17]). A Lie algebra is a vector space, V , endowed with
a bilinear operation [·, ·] : V × V → V satisfying
(i) [a, b] = −[a, b] for all a, b ∈ V , and
(ii) [a, [b, c]] + [b, [c, b]] + [c, [a, b]] = 0 for all a, b, c ∈ V .
Definition 2.19 (Lie Algebra of a Lie Group [17]). The Lie algebra of a Lie group
G, denoted g, is the tangent space at the identity element e ∈ G, g = TeG, with the
corresponding Lie bracket [·, ·] : g× g→ g given by
[ξ, η] = [ξL, ηL](e), (2.5)
where [ξL, ηL] is the Jacobi-Lie bracket of vector fields ξL and ηL.
Definition 2.20 (Adjoint Map [17]). The adjoint map, denoted AdX : g → g is a
linear map defined by
AdX(v) = TXRX−1(TILX(v)), (2.6)
for all X ∈ G and v ∈ TIG.
The derivative of the adjoint map, TAdX , at a point v ∈ g, is denoted adv, where it
can be shown that adv(u) = [v, u] for all v, u ∈ g [44].
2.2.3 Matrix Lie Groups and Matrix Lie Algebras
In this dissertation the Lie group under consideration will often be a matrix Lie
group. Matrix Lie groups arise in the discussion of rigid-body kinematics and dy-
namics. For example, the attitude of a rigid body can be described by the matrix
Lie group SO(3), which is the set of all 3× 3 orthonormal matrices with determinant
equal to +1. A matrix Lie group is defined formally below.
Definition 2.21 (Matrix Lie Group [41]). A matrix Lie group is a subgroup of the
general linear group, denoted GL(n,R), which is the set of invertible n × n real
matrices.
Let X be an element of a matrix Lie group G. From Definition 2.12, the tangent space
at X, TXG, is defined as the set of all equivalent classes of curves passing through X.
However, matrix Lie groups are in fact embedded submanifolds of Rn×n [42]. Due to
the vector space structure of Rn×n the time derivative of a curve Γ : I → G on a matrix
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Lie group G at X ∈ G is well defined and is given by Γ˙(t) = limh→0(Γ(t+h)−Γ(t))/h.
Consequently, alternative definitions of the tangent space and Lie algebra of a matrix
Lie group as linear subspaces of Rn×n may be defined as follows.
Definition 2.22 (Tangent Space of a Matrix Lie Group [42]). The tangent space of
a matrix Lie group G at a point X ∈ G is the vector space given by TmatX G = {Γ˙(0) ∈
Rn×n | Γ a curve at X}.
Definition 2.23 (Lie Algebra of a Matrix Lie Group [17, 41]). The Lie algebra of a
matrix Lie group G, is the tangent space at the identity element 1 ∈ G, gmat = Tmat1 G,
with the corresponding Lie bracket [·, ·] : gmat × gmat → gmat given by [A,B] =
AB− BA.
The superscript “mat” is used to differentiate the above definitions of tangent space
and Lie algebra with the definitions given in Definition 2.12 and Definition 2.19.
However, these definitions are equivalent in the sense that TmatX G
∼= TXG and gmat ∼= g.
Thus, any element of TXG or g may be identified by an element of T
mat
X G or g
mat,
respectively. Therefore, the superscript will be dropped in the remainder of this
dissertation and it will understood from context which definitions are being used.
2.2.4 Riemannian Metric, Gradient, and Hessian
Consider a differential manifold M and let x ∈ M . An inner product, denoted
〈·, ·〉x : TxM × TxM → R, may be defined for each tangent space TxM . When this
inner product is smoothly varying the inner product is referred to as a Riemannian
metric and the manifold as a Riemannian manifold [42]. The Riemannian metric
allows for the definition of a gradient of a function on a manifold as follows.
Definition 2.24 (Gradient [41, 42]). The gradient of a function f : M → R, denoted
∇f(x) ∈ TxM , is the unique tangent vector satisfying
Txf(v) = 〈∇f(x), v〉x, ∀v ∈ TxM. (2.7)
The mapping ∇f : M → TM is often called the gradient vector field [41]. When f is
a mapping f : G×G→ R, the notation ∇xf(x, y), x, y ∈ G, will denote the gradient
of f with respect to x. Associated with every Riemannian metric is a unique torsion
free and affine connection ∇ called the Riemannian connection, that assigns to each
pair of vector field V and U a vector field ∇VU [42].
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Definition 2.25 (Affine Connection [41, 42]). An affine connection ∇ on a manifold
M is a mapping that assigns to each pair of vector fields U and V a vector field
(U, V ) 7→ ∇UV that satisfies the following properties:
(i) ∇fU+gVW = f∇UW + g∇VW ;
(ii) ∇U(V +W ) = ∇UV +∇UW ;
(iii) ∇U(fV ) = f∇UV + (LUf)V ;
for all smooth functions f : M → R and g : M → R and vector fields U , V , and W ,
where fV : M → TM , x 7→ f(x)V (x).
Definition 2.26 (Riemannian Connection [41, 42]). The Riemannian connection,
also called the Levi-Civita connection, of a Riemannian manifold is the unique affine
connection ∇ such that
(i) ∇UV −∇VU = [U, V ], and
(ii) W 〈U, V 〉 = 〈∇WU, V 〉+ 〈U,∇WV 〉.
Definition 2.27 (Riemannian Hessian [42]). The Riemannian Hessian, or Hessian
operator, of a function f : M → R at x is the linear mapping Hf(x) : TxM → TxM
defined by
Hf(x)(V (x)) = ∇V∇f(x) (2.8)
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Part II
Applications of the Gradient-Based
Observer
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Chapter 3
Introduction to Gradient-Based
Observer Design
3.1 Introduction
In this chapter, the gradient-based observer design methodology for invariant sys-
tems on Lie groups developed in [14] is reviewed. Gradient-based observers are a class
of nonlinear observers whose innovation term is derived from the gradient of a chosen
cost function. The results of [14], and its extensions in [15, 16] are quite remarkable,
in that the observer design methodology results in computationally simple nonlinear
observers with strong stability guarantees. Moreover, the observer design methods
are applicable to a large variety of different robotic systems, from autonomous aerial
vehicles to robotic manipulators, due to the fact that the observer design problem is
posed for any general Lie group with invariant dynamics.
The gradient-based observer on a Lie group can be described as follows. First, a
copy of the system dynamics is used to propagate the state along the trajectory of the
true system. An innovation term, constructed from the gradient of a cost function,
is added to ensure that the state estimate approaches the true state in the presence
of initialization or measurement errors. Invariance of the cost function, as well as the
selection of an invariant Riemannian metric on the Lie group, ensures that the error
dynamics associated with the observer is autonomous. This again is quite remarkable
as it greatly simplifies the stability analysis of the proposed observers. The gradient-
based observer proposed in [14] is extended in [16] where the innovations are based on
gain mappings applied to the differential, rather than the gradient, of a cost function.
Gradient-based observer design methodology is of significant importance to this
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dissertation. The design methodology is used to develop novel nonlinear attitude
estimators in Chapter 4 and is applied to the problem of simultaneous localization
and mapping in Chapter 5. Further, gradient-based observer design is extended to
the concept of higher-order filtering in Part II of this dissertation.
3.2 System and System Outputs
3.2.1 System Equations
Let G denote a finite-dimensional Lie group and consider a curve X : R → G on
G governed by the differential equation
X˙(t) = V (t,X(t)), (3.1)
where V : R × G → TG is a time-dependent vector field and X˙(t) ∈ TX(t)G is a
tangent vector at X(t). For the purposes of this dissertation it will will be convenient
to express V (t,X(t)) as the left-invariant vector field V (t,X(t)) = X(t)v(t), where
v : R→ g is an exogenous signal. The quantity v(·) is often called the group velocity.
Doing so, (3.1) can be expressed as
X˙(t) = X(t)v(t). (3.2)
3.2.2 Measurements
It is assumed that a measurement of v(·) is available as
vy(t) = v(t) + d(t), (3.3)
where vy ∈ g is the measurement of v, and d ∈ g is the noise associated with mea-
surement vy.
It is also assumed that ` ∈ N, ` > 0, partial state measurements of X are available
as
yj(t) = hj(Nj(t)X(t), y¯j), j ∈ {1, . . . , `}, (3.4)
where Nj ∈ G is multiplicative noise associated with the measurement of yj. As in
[45], the partial state measurements, or system outputs, yj are assumed to be elements
of a manifold M and y¯j ∈ M are constant reference outputs. Multiplicative noise,
Nj ∈ G, rather than additive noise on M is chosen as M is not necessarily a vector
space. The mappings hj : G×M→M are assumed to be right actions of G on M
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such that hj(I, y) = y and hj(X, hj(Y, y)) = hj(XY, y) for all X, Y ∈ G and y ∈ M
[16, 45]. In the remainder of this chapter, the argument of time, t, will be dropped
for time dependent variables when appropriate.
For simplicity of notation, define M` = M× · · · × M and G` = G × · · · × G.
Then, letting
y = (y1, . . . , y`) ∈M`, (3.5)
y¯ = (y¯1, . . . , y¯`) ∈M`, (3.6)
N = (N1, . . . , N`) ∈ G`, (3.7)
the system outputs may be written as
y = h(X,N, y¯), (3.8)
where h : G×G` ×M` →M`, (X,N, y¯) 7→ (h1(N1X, y¯1), . . . , h`(N`X, y¯`)).
3.3 Gradient-Based Observer Design
3.3.1 Linear Observer Design
Traditional observer design for systems evolving in Euclidean space, such as the
Luenberger observer, can be described by the propagation of the state estimate using a
process model and a correction term. For example, consider the linear time-invariant
system and associated Luenberger observer
x˙ = Ax + Bu, (3.9)
˙ˆx = Axˆ + Bu + LC(x− xˆ), (3.10)
where x ∈ Rn is the system state, y = Cx ∈ Rp is the system output, u ∈ Rm is the
system input, xˆ ∈ Rn is the state estimate, yˆ = Cxˆ ∈ Rp is the output estimate, and
A, B, C, and L are appropriately dimensioned real matrices. The first two terms of
(3.10) are a copy of the process model given in (3.9). The last term of (3.10) is the
innovation term and serves to drive xˆ toward x. The selected innovation term is the
canonical choice and the observer gain L is typically designed to place the eigenvalues
of A−LC in the closed left half plane. The innovation, however, can also be thought
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of as propagating the state estimate in the gradient descent direction of the function
f(xˆ, x) = 1
2
||xˆ− x||22. (3.11)
The gradient of f with respect to xˆ is ∇xˆf = xˆ−x, and thus the Luenberger observer
propagates the state estimate estimate in the gradient descent direction of the function
f .
3.3.2 Cost Function and Gradient-Based Observer Design
Given measurements vy and y, the goal is to design
˙ˆ
X = F (Xˆ, vy, y), (3.12)
such that Xˆ → X as t→∞, where Xˆ is the estimate of X, and F : G× g×M` →
TG is a parameterized vector field on G. The gradient-based design methodology
considered in [14] operates on a similar principle to the Luenberger observer, in that
it will be composed of a process model component and an innovation term based on
the gradient descent direction of a cost function. Consequently, F has the form of
F (Xˆ, vy, y) = Xˆvy + U(Xˆ, y), (3.13)
where Xˆvy ∈ TXˆG is a copy of the system dynamics (3.2) and U : G×M` → TG is
the innovation term.
As mentioned previously, the innovation will be chosen as the gradient descent
direction of a cost function. To this end, let g : M` × M` → R+ be a smooth
symmetric cost function such that g(yˆ, y), where I = (I, . . . , I) ∈ G`, describes
the error between predicted observations yˆ = h(Xˆ, I, y¯) and true observations y =
h(X,N, y¯). For the gradient-based observer, the gradient of g with respect to the
state estimate Xˆ will be taken. Consequently, it will be useful to reparameterize
the function g such that the function maps from the group G to R+, rather than
from M` to R+. This is not strictly necessary, see for example in [45] where an
observer is constructed directly on the output space. However, in this dissertation
the observers under consideration will evolve strictly on the group and therefore the
reparameterization will be useful. The reparameterization can be accomplished in a
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number of ways. First, consider the cost function fy : G×M` → R+ defined as
fy(Xˆ, y) = g(h(Xˆ, I, y¯), h(X,N, y¯))
= g(h(Xˆ, I, y¯), y). (3.14)
The second reparameterization considered is the function fN : G × G × G` → R+
given by
f(Xˆ,X,N) = g(h(Xˆ, I, y¯), h(X,N, y¯)). (3.15)
To simplify notation in later sections, it will be useful to define fN : G×G→ R+ as
fN(Xˆ,X) , f(Xˆ,X,N). (3.16)
When it is necessary to explicitly consider noise in the output measurement, as will be
done in Chapters 6 and 7, the costs in (3.14) or (3.15) will be considered. Otherwise,
most of the properties of the gradient-based observers considered in this dissertation
will be derived with the assumption thatN = I. In this case, there is no multiplicative
noise associated with the system outputs and (3.15) is expressed as
fI(Xˆ,X) = g(h(Xˆ, I, y¯), h(X, I, y¯)). (3.17)
The gradient-based observer can now be written as
˙ˆ
X = Xˆvy − k∇Xˆfy(Xˆ, y), (3.18)
where k ∈ (0,∞) is an observer gain [12, 14, 45]. Neglecting noise, (3.18) can be
written as
˙ˆ
X = Xˆvy − k∇XˆfI(Xˆ,X). (3.19)
A pictorial representation of the gradient-based observer is shown in Fig. 3.1. It will
often be useful to represent the gradient of the cost as an element of the Lie algebra.
Recall that an element of the tangent space at any point X ∈ G can be mapped to
the Lie algebra algebra by either the mapping TXRX−1(·) or TXLX−1(·). Doing so the
gradient ∇Xˆfy(Xˆ, y) ∈ TXˆG can be represented by either
eR = TXˆRXˆ−1(∇Xˆfy(Xˆ, y)) ∈ g, (3.20)
or
eL = TXˆLXˆ−1(∇Xˆfy(Xˆ, y)) ∈ g. (3.21)
21
TXˆG
G
Xˆ
X
−∇Xˆf(Xˆ,X)
V (t,X)
V (t, Xˆ)
Figure 3.1: The gradient-based observer. The gradient-based observer is composed of
two parts. The first copies the system kinematics, represented here as a green arrow,
while the second is an innovation term, shown as a red arrow. The innovation term
propagates the state estimate toward the true state along a curve, shown as a dashed
line, dictated by the gradient-descent direction of a cost function.
In other words, the gradient can be written as
∇Xˆfy(Xˆ, y) = eRXˆ = XˆeL, (3.22)
where the relationship between eR and eL is given by eR = AdXˆ(eL). Consequently,
the gradient-based observer can be written equivalently as either
˙ˆ
X = Xˆvy − keRXˆ, (3.23)
or
˙ˆ
X = Xˆvy − kXˆeL. (3.24)
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3.4 Error Dynamics
In order to assess the stability guarantees of the gradient-based observer in later
chapters it will be necessary to determine the error dynamics associated with the
observer. The group error may be defined by either right or left translation of Xˆ by
X−1 giving X˜R , XˆX−1 or X˜L , X−1Xˆ [14]. The following lemmas and definitions
will be useful.
Lemma 3.1 (Lemma 10 [14]). Let X : R→ G and Y : R→ G be two smooth curves
on G. Then,
˙(Y X−1) = TYRX−1Y˙ − TX−1LY TILX−1TXRX−1X˙, (3.25)
and
˙(X−1Y ) = −TX−1RY TILX−1TXRX−1X˙ + TYLX−1Y˙. (3.26)
Definition 3.2 (Right- and Left-Invariant Cost Functions [14]). A cost function
f : G×G→ R+ is right-invariant if for all X, Y, Z ∈ G
f(X, Y ) = f(XZ, Y Z), (3.27)
and is left-invariant if for all X, Y, Z ∈ G
f(X, Y ) = f(ZX,ZY ). (3.28)
Definition 3.3 (Bi-Invariant Cost Function). A cost function f : G × G → R+ is
bi-invariant if it is both right-invariant and left-invariant.
Definition 3.4 (Right- and Left- Invariant Riemannian Metric [17]). A Riemannian
metric 〈·, ·〉X is right-invariant if
〈V, U〉X = 〈TXRY (V ), TXRY (U)〉XY (3.29)
for all X, Y ∈ G and V, U ∈ TXG, and is left-invariant if
〈V, U〉X = 〈TXLY (V ), TXLY (U)〉Y X (3.30)
for all X, Y ∈ G and V, U ∈ TXG.
Definition 3.5 (Bi-Invariant Riemannian Metric). A Riemannian metric is bi-invariant
if it is both right-invariant and left-invariant.
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The following lemma, proved in [14], is quite important in showing that the error
dynamics associated with the gradient-based observer are autonomous, provided the
cost and metric satisfy some invariance properties.
Lemma 3.6 (Lemma 16 [14]). Let f : G×G→ R be a right-invariant cost function
and take a right-invariant Riemannian metric. Then, for all X, Y, Z ∈ G
TXRZ−1∇Xf(X, Y Z) = ∇XZ−1f(XZ−1, Y ). (3.31)
If f is left-invariant and a left-invariant Riemannian metric is taken then,
TXLY −1∇Xf(X, Y Z) = ∇XZ−1f(Y −1X,Z). (3.32)
As a result of Lemma 3.6, the gradient of a right- (or left-) invariant cost function
taken with respect to a right- (or left-) invariant metric can be written as a function of
only the right (or left) group errors X˜R (or X˜L). This can be seen by setting X = Xˆ,
Y = I, and Z = X in (3.31) or X = Xˆ, Y = X, and Z = I in (3.32). It is now
possible to determine the error dynamics associated with gradient-based observer.
Theorem 3.7 (Theorem 17 [14]). Consider the system dynamics given in (3.2).
Assume that there is no noise associated with the group velocity measurement and
partial state measurements such that d = 0 and N = I. Let fI be a right-invariant
cost function and take a right-invariant Riemannian metric on G. Then, the error
dynamics associated with the gradient-based observer (3.19) with group error X˜R =
XˆX−1 is given by
˙˜XR = −k∇X˜RfI(X˜R, I). (3.33)
A proof of Theorem 3.7 can be found in [14]. The results of Theorem 3.7 state
that the error dynamics associated with the gradient-based observer are autonomous
provided the system dynamics are left-invariant and the cost and Riemannian metric
are right-invariant. A similar result is also shown in [14] for the case of right-invariant
system dynamics coupled with a left-invariant cost and Riemannian metric. In this
dissertation, only the case of left-invariant system dynamics are considered. This is
due to the fact that it is assumed that the group velocity v is available for measurement
rather than the equivalent velocity for right-invariant system dynamics, w ∈ g, X˙ =
wX. For the Lie group SO(3) this is equivalent to assuming that angular velocity
in the body frame is available for measurement, rather than in the global or inertial
frame.
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Chapter 4
Extensions to Attitude Estimation
4.1 Introduction
Robotic vehicles require accurate knowledge of their orientation to execute au-
tonomous maneuvers. However, orientation, also referred to as attitude, cannot be
directly measured. Instead, the attitude of a vehicle must be ascertained from a va-
riety of available measurements, many of which may be of poor quality. This is the
problem of attitude estimation. The attitude estimation of a miniature aerial vehicle,
for example, can be a difficult task. Such vehicles are typically equipped with low-cost
inertial measurement units (IMUs). These low-cost sensors are characterized by poor
noise properties that can complicate attitude estimation [10, 22, 46, 47].
Historically, attitude estimation has been accomplished using a form of extended
Kalman filter (EKF) [48], a nonlinear variant of the popular Kalman filter [49]. The
multiplicative EKF (MEKF), in particular, has been widely successful in the field
of spacecraft attitude estimation [50]. However, it has been found that traditional
Kalman filtering techniques can be difficult to apply robustly to vehicles with poor
quality sensors [10, 22]. In addition, the non-Gaussian noise associated with these
sensors [22] and the requisite linearizations inherent in the EKF formulation [21] can
result in poor estimator performance [22]. Other estimation techniques, unscented
filters [51–54] and particle filters [55–58] for example, can be difficult to apply on
low-cost vehicles as well. These methods may be too computationally demanding to
be implemented on vehicles with limited processing resources [47].
The poor performance of traditional estimation techniques when applied on low-
cost vehicles has resulted in the popularity of a nonlinear attitude estimator [10]. The
attitude estimator of [10] can be interpreted as a gradient-based observer on the Lie
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group SO(3). As was shown in Chapter 3, the design of the gradient-based observer
is inherently linked to the selection of a cost function. Therefore, the behavior and
properties of the estimator can often be derived directly from this function. One
such popular cost function is considered in [22] and [10]. This same cost function is
used in the stability analyses presented in [24, 25, 59], and as a consequence these
estimators share similar convergence properties. A variation of the cost is used in
the stability analysis of [60] and in the objective function of [61]. A drawback of the
estimator first considered in [22] is that the attitude estimator requires an instanta-
neous algebraic construction of the attitude. This can be disadvantageous because
it introduces additional floating point operations and can cause numerical difficulties
[47]. This was rectified in [47] and [10], where a nonlinear attitude estimator based
directly on measurements is considered. Again, the convergence properties of these
estimators are related to the choice of a particular cost function, one with the same
underlying form as those found in [22] and [60]. Similar estimators that use the same
cost function, and therefore have similar convergence properties, can be found in [62]
and [23].
The cost function of [22], and its variations [10, 47, 60], have seen widespread
use in the context of rigid-body attitude control [17]. An alternate cost function has
been considered in [63] for the purpose of trajectory tracking control. This alternative
attitude error function yields a controller that remains aggressive for large attitude
error, unlike those previously considered, resulting in superior convergence properties.
Similarly, an alternate attitude cost function is considered in [64] in the context of
spacecraft attitude control.
This chapter’s main contribution is the introduction of two alternate cost func-
tions, inspired by [63] and [64], that, when used in the observer design methodology
of [14, 16] discussed in Chapter 3, yields attitude observers with superior convergence
properties when compared to similar observers previously developed. The proposed
observers belongs to the same class of nonlinear observers as [10, 22–25, 46, 47, 59–
62, 65], however, the different cost functions used result in innovation terms that
remains monotonically increasing with respect to attitude estimation error. In prac-
tical terms, the proposed observers allow for faster convergence for large initialization
errors all the while maintaining equivalent steady-state performance when compared
to previous attitude observers. The chapter begins with preliminaries in Sec. 4.2,
and introduces the alternate cost functions in Sec. 4.3. Observer design on SO(3) is
discussed in Sec. 4.4 and a numerical example is presented in Sec. 4.5. Finally, closing
remarks are given in Sec. 4.6.
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4.2 Preliminaries
4.2.1 Notation
A frame of reference is defined as a set of three orthonormal dextral basis vectors
[66]. Given a reference frame, a matrix composed of the basis vectors associated with
the frame is formed, called a vectrix, defined as [66]
F−→a =
 a−→
1
a−→2
a−→3
 . (4.1)
A physical vector, denoted r−→, may be resolved in any frame. Given frames Fa and Fb,
r−→ may be resolved as either r−→ = F−→a
Tra = F−→b
Trb, where ra, rb ∈ R3. The direction
cosine matrix (DCM) that transforms a vector resolved in Fa to Fb is defined as
Cba , F−→b · F−→a
T such that rb = Cbara. Alternatively, ra = Cabrb, where Cab = CTba =
F−→a · F−→b
T. Direction cosine matrices constitute the Lie group of rigid body rotations
denoted SO(3), where SO(3) = {C ∈ SO(3) | CTC = 1, detC = +1}. In the robotics
community the attitude of a rigid body is often identified by R , Cab ∈ SO(3) [67]. In
this dissertation, notation will often switch between R and Cab depending on whether
it is necessary to be explicit on the frames of reference under consideration.
The Lie algebra of SO(3) is denoted so(3), where so(3) = {S ∈ R3×3 | S = −ST}.
A Riemannian metric on SO(3) is required. Consider first an inner product on so(3),
denoted 〈·, ·〉 : so(3) × so(3) → R, defined as the standard matrix inner product
〈A,B〉 = tr(ATB) for all A,B ∈ so(3). Then, a Riemannian metric on SO(3) may be
defined as 〈·, ·〉R : TRSO(3)× TRSO(3)→ R as [17]
〈V,U〉R = 〈VRT,URT〉, ∀V,U ∈ TRSO(3). (4.2)
4.2.2 Attitude Kinematics
Consider a rigid body and two frames of reference, Fa and Fb, where Fa is a
datum frame and Fb is a body-fixed frame. Rigid-body kinematics are described by
Poisson’s kinematical equation, referred throughout simply as Poisson’s equation,
C˙ba = −ωba×b Cba, (4.3)
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where ωbab ∈ R3 denotes the angular velocity of Fb relative to Fa resolved in Fb. The
operator (·)× is a mapping (·)× : R3 → so(3), such that
r× =
 0 −r3 r2r3 0 −r1
−r2 r3 0
 , ∀r =
 r1r2
r3
 ∈ R3.
The reverse operation is denoted (·)v : so(3)→ R3, such that (r×)v = r, ∀r ∈ R3. In
terms of R, (4.3) becomes
R˙ = Rω×, (4.4)
where the superscripts and subscripts have been dropped for simplicity in notation.
The identities
−r×s× = (rTs)1− srT, (4.5)
(r×s)× = srT − rsT, (4.6)
UTr× + r×U =
(
(tr(U)1− U)r)×, (4.7)
1
2
tr(Ur×) = −rTPa(U)v, (4.8)
rTs = −1
2
tr(r×s×), (4.9)
where r, s ∈ R3, U ∈ R3×3, andPa(U) = 12(U−UT) ∈ R3×3, will be used in subsequent
derivations [10, 63, 66]. The operator Pa(·) is the anti-symmetric projection operator.
The symmetric projection operator is defined by Ps(U) = 12(U + UT). The following
inequalities will also be useful, and hold for all r ∈ R3, A = AT ≥ 0, and B = BT > 0
[40, pp. 551-552]:
(rTAr)2 ≤ rTr(rTA2r), (4.10)
(rTr)(rTB2r) ≤ (rTBr)2 + 1
4
(λ¯(B)− λ(B))2rTr, (4.11)
where λ(·) and λ¯(·) respectively denote the minimum and maximum eigenvalues of a
matrix.
4.2.3 Estimation Error and Measurements
The goal is to estimate the attitude R. For this purpose, let Rˆ ∈ SO(3) be the
estimate of R and define the group error as R˜ = RˆRT [10]. The goal of attitude
estimation is to accurately determine the orientation of a body from available mea-
surements. In this chapter, the attitude estimation of a rigid body equipped with
28
sensors that provide an angular velocity measurement along with two or more unit-
length vector measurements is considered. For example, a typical IMU is equipped
with an accelerometer and magnetometer. The magnetometer measures Earth’s local
magnetic field vector and, assuming the acceleration of the body remains small, the
accelerometer may be used to measure Earth’s local gravitational field vector [10].
The rate-gyro measures
ωy = ω + b + µ, (4.12)
where ωyb is the measured angular velocity, b is the rate-gyro bias, and µ is the
measurement noise associated with the rate gyroscope. Other sources of error (e.g.,
sensor alignment errors) are not considered.
It is also assumed that there are n vector measurements available where n ∈ Z,
n ≥ 2. Each vector measurement measures a unit-length reference vector whose
components resolved in Fa are constant and known. For example, over short distances
and time intervals Earth’s magnetic field vector, resolved in Fa, may be considered
constant and can be computed using a Geomagnetic field model [68]. The unit-length
vector measurements are measured in the body frame as yjb = RTyja, j = 1, . . . , n,
where yja ∈ S2, S2 = {r ∈ R3 |
√
rTr = 1}, is the jth reference vector resolved in
the inertial frame. Let yje = Rˆ
T
yja ∈ S2 be the jth estimated measurement resolved
in the body frame. The error between the jth estimated measurement and the jth
measurement is defined as [10, 47]
Ej(Rˆ,R) = (yje − yjb)T(yje − yjb)
= 1− yjTe yjb
= 1− tr(RTyjayj
T
a Rˆ)
= 1− tr(yjayj
T
a RˆR
T).
The total estimation error associated with all measurements is then defined as
E(Rˆ,R) = 1
2
n∑
j=1
kjEj(Rˆ,R)
= 1
2
(
n∑
j=1
kj − tr(MaRˆRT)
)
, (4.13)
where Ma = MTa =
∑n
j=1 kjy
j
ayj
T
a , and 0 < kj < ∞, j = 1, . . . , n, are positive
constants. The trace of Ma is tr(Ma) =
∑n
j=1 kj, and as a result write E(Rˆ,R) =
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tr
(
Ma(1− RˆRT)
)
. For simplicity, E may be expressed as
E(Rˆ,R) = E˜(R˜) = 1
2
tr(Ma(1− R˜)), (4.14)
where E˜ : SO(3)→ R+.
It will also be useful to consider the matrix Ga = tr(Ma)1 −Ma ∈ R3×3. The
following statements regarding Ga hold, provided rank(Ma) ≥ 2, [17, p. 553]
(i) Ga is symmetric and positive definite.
(ii) The eigenvectors of Ma coincide with the eigenvectors of Ga.
(iii) Let λ(·) denote the spectrum of a matrix. If λ(Ma) = {λ1, λ2, λ3}, then λ(Ga) =
{λ2 + λ3, λ1 + λ3, λ1 + λ2}.
For the remainder of this chapter, it is assumed that rank(Ma) ≥ 2 and thus the
above statements hold. This indicates that at least two linearly independent reference
vectors are available for measurement. Also, let {v1, v2, v3} be an orthonormal set
of eigenvectors of Ma and Ga associated with eigenvalues {λ1, λ2, λ3} and {λ2 +
λ3, λ1 + λ3, λ1 + λ2}, respectively, where it is assumed that λ3 ≤ λ2 ≤ λ1 [17, p. 553].
4.3 Cost Function Selection
To construct the gradient-based observer for SO(3), a cost function will first need
to be selected. Since the cost function is directly related to the innovation term, its
selection is crucial in determining the behavior of the observer. Given a cost function
on SO(3), f : SO(3)× SO(3)→ R, its gradient is expressed as
∇Rˆf(Rˆ,R) = e×Rˆ, (4.15)
where e ∈ R is referred to as the attitude error vector, or innovation, associated
with f . In this section, the properties of three cost functions on SO(3) and their
corresponding error vectors are explored. The first cost function that is considered
is simply the measurement error E described in (4.14). This is a well known cost
function that is often used in the context of rigid-body attitude control and estimation
problems. In fact, the use of E as the cost function in the gradient-based observer
on SO(3) results in the popular attitude estimator first proposed in [10], referred to
as a nonlinear complementary filter. Unfortunately, the use of E as a cost function
has a severe drawback in that it results in slow convergence of the attitude estimate,
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especially in cases when the attitude estimate is poorly initialized. In Sec. 4.3.1 the
properties of E as a cost function are explored. Then, two alternate cost functions
are explored in Secs. 4.3.2 and 4.3.3. A comparison of the three cost functions is given
in Sec. 4.3.4, where the slow convergence properties associated with E is explained.
4.3.1 Traditional Cost Function
Consider the cost function γ : SO(3)× SO(3)→ R+ given by
γ(Rˆ,R) = tr(Ma(1− RˆRT)), (4.16)
or alternatively
γ˜(R˜) = tr(Ma(1− R˜)), (4.17)
where γ(Rˆ,R) = γ˜(R˜). The cost function γ is simply the total measurement error E
given in (4.14) scaled by a factor of 2. The factor of 2 is added to simplify the form
of the resulting error vector and is a matter of convenience. The properties of γ are
well known and understood, see for example in [17] or [10]. However, it will be useful
for the purpose of comparison to alternate cost functions to explore these properties.
The properties of γ are described in the following proposition.
Proposition 4.1. Consider the attitude error function γ˜ : SO(3)→ R+ given by
γ˜(R˜) = tr(Ma(1− R˜)), (4.18)
and associated attitude error vector
eγ = Pa(R˜Ma)v. (4.19)
The attitude error function E˜ has the following properties.
(i) γ˜ is positive definite about R˜ = 1.
(ii) The gradient of γ˜ with respect to the Riemannian metric defined in (4.2) is
∇γ˜(R˜) = e×γ R˜.
(iii) Let L = {R˜ ∈ SO(3) | γ˜(R˜) < 2λ(Ga)}. The only critical point of γ˜ in L is
R˜ = 1.
(iv) For all R˜ ∈ SO(3) there exists constants b1 and b2 such that
b1||eγ||22 ≤ γ(R˜) ≤ b2||eγ||22, (4.20)
31
where
b1 =
8λ(Ga)
(λ¯(Ga) + λ(Ga))2
(4.21)
and
b2 =
2
λ(Ga)
. (4.22)
Proof. Properties (i) through (iii) are proved in [17, p.553]. However, these results
are included here for completeness. First, express R˜ as
R˜ = exp(φea×e ) = cos(φe)1 + (1− cos(φe))aeaTe + sin(φe)a×e , (4.23)
where ae ∈ S2 and φe ∈ R are the axis and angle of Euler’s theorem [66, 67]. Then,
(4.14) may be written as
E˜ = 1
2
tr
(
(1− cos(φ))Ma(aTe ae1− aeaTe )− sin(φe)Maa×e
)
= 1
2
tr
(− (1− cos(φ))Maa×e a×e − sin(φe)Maa×e )
= 1
2
tr
(
[−(1− cos(φ))Maa×e − sin(φe)Ma]a×e
)
= −aTePa(−(1− cos(φ))Maa×e − sin(φe)Ma)v
= 1
2
(1− cos(φe))aTe (Maa×e + a×e Ma)v
= 1
2
(1− cos(φe))aTe (tr(Ma)1−Ma)ae
= sin2(φe/2)aTeGaae. (4.24)
Thus, it follows that γ˜(R˜) = 2 sin2(φe/2)aTeGaae, and γ˜(R˜) ≥ 0 and γ˜(R˜) = 0 if and
only if φe ∈ {0, ±2pi, ±4pi, . . .}, which implies that R˜ = 1. This proves (i).
Item (ii) can be proved by directly computing the gradient of γ˜(R˜). Let Γ() be a
curve at R˜ given by Γ() = exp(S)R˜, where  ∈ R and S ∈ so(3). Then, the gradient
of E˜ with respect to the Riemannian metric defined in (4.2) is defined as
d
d
γ˜(Γ())
∣∣∣∣
=0
= 〈∇γ˜(R˜),SR˜〉R˜. (4.25)
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From the definition of γ˜ and Γ it follows that
d
d
γ˜(Γ())
∣∣∣∣
=0
= −tr(R˜MaS) (4.26)
= −1
2
tr(Pa(R˜Ma)S) (4.27)
= tr(Pa(R˜Ma)TS) (4.28)
= 〈Pa(R˜Ma),S〉 (4.29)
= 〈Pa(R˜Ma)R˜,SR˜〉R˜, (4.30)
which implies that
∇γ˜(R˜) = Pa(R˜Ma)R˜ (4.31)
= e×γ R˜. (4.32)
This proves (ii).
To show that the only critical point in L is R˜ = 1, observe that all critical points
must satisfy Pa(R˜Ma) = 0. Alternatively,
R˜Ma − R˜TMa = 0.
The values of R˜ that satisfy R˜Ma − R˜TMa = 0 are R˜ = 1 and R˜ = exp(piv×), where
[17, p. 553]
(a) v ∈ {v1, v2, v3} for distinct λ1, λ2, and λ3,
(b) v ∈ {αvi + βvj | α2 + β2 = 1} ∪ vk for i, j, k ∈ {1, 2, 3}, λi = λj 6= λk, and
(c) v ∈ S2 for λ1 = λ2 = λ3.
Now, evaluating (4.24) at the critical points it is observed that E˜(1) = 0, and
(a) E˜(exp(piv×1 )) = vT1Gav1 = λ(Ga),
(b) E˜(exp(piv×)) = λ(Ga), where v ∈ S2, and λ1 = λ2 = λ3.
Turning to (4.40), it is seen that the only critical point of ψ that lies in L is R˜ = 1.
For item (iv), an expression for eTγ eγ is first sought. Applying identities (4.5),
(4.6), and (4.7), Pa(R˜Ma)v can be expressed as
Pa(R˜Ma)v = 12
(
(1− cos(φe))a×e Gaae + sin(φe)Gaae
)
. (4.33)
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Next, substituting (4.33) into (4.19) yields
eγ = 12(1− cos(φe))a×e Gaae + 12 sin(φe)Gaae (4.34)
and therefore,
eTγ eγ = 14
(−(1− cos(φe))aTeGaa×e a×e Gaae + sin2(φe)aTeG2aae)
= − sin4(φe/2)aTeGaa×e a×e Gaae + sin2(φe/2) cos2(φe/2)aTeG2aae
= − sin4(φe/2)aTeGa(−1 + aeaTe )Gaae + sin2(φe/2) cos2(φe/2)aTeG2aae
= − sin4(φe/2)(−aTeG2aae + (aTeGaae)2) + sin2(φe/2) cos2(φe/2)aTeG2aae
= sin4(φe/2)aTeG
2
aae − sin4(φe/2)(aTeGaae)2 + sin2(φe/2) cos2(φe/2)aTeG2aae
= sin2(φe/2)(sin
2(φe/2) + cos
2(φe/2))aTeG
2
aae − sin4(φe/2)(aTeGaae)2
= sin2(φe/2)aTeG
2
aae − sin4(φe/2)(aTeGaae)2. (4.35)
where identity (4.6) has been applied. Let us now find the constant b1. From (4.11),
(4.24), (4.35), and (4.55), it follows that
eTγ eγ ≤ sin2(φe/2)(aTeGaae)2 − sin4(φe/2)(aTeGaae)2
+ 1
4
(λ¯(Ga)− λ(Ga))2 sin2(φe/2)
= sin2(φe/2) cos
2(φe/2)(aTeGaae)
2 + 1
4
(λ¯(Ga)− λ(Ga))2 sin2(φe/2)
= cos2(φe/2)aTeGaaeE˜ +
(λ¯(Ga)− λ(Ga))2E˜
4aTeGaae
≤ λ¯(Ga)E˜ + (λ¯(Ga)− λ(Ga))
2
4λ(Ga)
E˜
=
(
λ¯(Ga) +
(λ¯(Ga)− λ(Ga))2
4λ(Ga)
)
E˜
=
(λ¯(Ga) + λ(Ga))2
4λ(Ga)
E˜. (4.36)
Therefore it follows that
b1eTγ eγ ≤ b1
(λ¯(Ga) + λ(Ga))2
8λ(Ga)
γ˜.
Setting
b1 =
8λ(Ga)
(λ¯(Ga) + λ(Ga))2
,
gives b1eTγ eγ ≤ γ˜. It remains to find b2 such that b2eTγ eγ ≥ γ˜. Returning to (4.35) and
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applying (4.10), gives
eTγ eγ ≥ sin2(φe/2)(aTeGbae)2 − sin4(φe/2)(aTeGbae)2
= sin2(φe/2) cos
2(φe/2)(aTeGbae)
2
≥ cos2(φe/2)λ(Ga)E˜
≥ λ(Ga)E˜. (4.37)
It follows that
b2eTγ eγ ≥ 12b2λ(Ga)γ˜,
and setting
b2 =
2
λ(Ga)
,
gives b2eTγ eγ ≥ γ˜. 
Unfortunately, the error vector associated with γ does not remain monotonically
increasing with respect to attitude error. This can be seen from (4.34), where, when
Ga = 1, the error vector eγ is given by eγ = 12 sin(φe)a and thus as φe approaches pi,
the error vector approaches 0. This is highly undesirable as the error vector is directly
related to the innovation term in the gradient-based observer. Consequently, the use
of eγ will result in slow convergence of the attitude estimate when large estimation
errors are present. In Sec. 4.3.2 and Sec. 4.3.3, two alternate cost functions are
explored that result in much more aggressive error vectors.
4.3.2 Quaternion Cost Function
As was just seen the use of the cost function γ defined (4.16) as the cost function
of the gradient-based observer will result in slow convergence of the attitude esti-
mate. In this section, an alternate attitude error function is introduced that results
in a gradient-based observer with faster convergence properties. The cost function is
denoted ψ : SO(3)× SO(3)→ R+, and is given by
ψ(Rˆ,R) = 2
√
λ(Ga)− 2
√
λ(Ga)− E(Rˆ,R). (4.38)
In terms of the group error R˜, write ψ(Rˆ,R) = ψ˜(R˜), ψ˜ : SO(3)→ R+, where
ψ˜(R˜) = 2
√
λ(Ga)− 2
√
λ(Ga)− E˜(R˜). (4.39)
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The proposed error function is denoted the quaternion attitude error function due to
the fact that, when Ga = 1, the resulting error vector is the vector part of the quater-
nion associated with R˜. Useful properties of ψ are given in the following proposition.
Proposition 4.2. Consider the attitude error function ψ˜ : D → R+ given by
ψ˜(R˜) = 2
√
λ(Ga)− 2
√
λ(Ga)− E˜(R˜), (4.40)
and associated attitude error vector
eψ =
1
2
√
λ(Ga)− E˜(R˜)
Pa(R˜Ma)v, (4.41)
where D =
{
R˜ ∈ SO(3) | E˜(R˜) ≤ λ(Ga)
}
is the allowable domain of ψ˜. The attitude
error vector, eψ, is well defined in the sublevel set
L =
{
R˜ ∈ SO(3) | ψ˜(R˜) <
√
λ(Ga)
}
, (4.42)
where L ⊂ D and D \ L = {R˜ ∈ SO(3) | E(R˜) = λ(Ga)}. The attitude error
function ψ˜ has the following properties.
(i) ψ˜ is positive definite about R˜ = 1.
(ii) The gradient of ψ˜ with respect to the Riemannian metric defined in (4.2) is
∇ψ˜(R˜) = e×ψ R˜.
(iii) The only critical point of ψ˜ in L is R˜ = 1.
(iv) Let Ωc = {R˜ ∈ SO(3) | ψ˜(R˜) ≤ c}, where c < 2
√
λ(Ga). Then, for all R˜ ∈ Ωc
there exists constants b1 and b2 such that
b1||eψ||22 ≤ ψ˜(R˜) ≤ b2||eψ||22, (4.43)
where
b1 =
4
√
λ(Ga)(c− 2
√
λ(Ga))2
(λ¯(Ga) + λ(Ga))2
(4.44)
and
b2 =
2√
λ(Ga)
. (4.45)
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Proof Substituting (4.24) into (4.40) yields
ψ˜(R˜) = 2
√
λ(Ga)− 2
√
λ(Ga)− sin2(φe/2)aTeGaae. (4.46)
Thus, it follows that ψ˜ ≥ 0 and ψ˜ = 0 if and only if φe ∈ {0, ±2pi, ±4pi, . . .}, which
implies that R˜ = 1. This proves (i).
To prove item (ii), let Γ() be a curve at R˜ given by Γ() = exp(S)R˜, where
 ∈ R and S ∈ so(3). Then, the gradient of ψ˜ with respect to the Riemannian metric
defined in (4.2) is defined as
d
d
ψ˜(Γ())
∣∣∣∣
=0
= 〈∇ψ˜(R˜),SR˜〉R˜. (4.47)
From the definition of ψ˜ and Γ it follows that
d
d
ψ˜(Γ())
∣∣∣∣
=0
=
−1
2
√
λ(Ga)− E˜(R˜)
tr(MaSR˜) (4.48)
=
1
2
√
λ(Ga)− E˜(R˜)
〈Pa(R˜Ma),S〉 (4.49)
=
1
2
√
λ(Ga)− E˜(R˜)
〈Pa(R˜Ma)R˜,SR˜〉R˜, (4.50)
which implies that
∇ψ˜(R˜) = 1
2
√
λ(Ga)− E˜(R˜)
Pa(R˜Ma)R˜ (4.51)
= e×ψ R˜, (4.52)
proving (ii).
To show that the only critical point in L is R˜ = 1, observe that all critical points
must satisfy Pa(R˜Ma) = 0. Alternatively,
R˜Ma − R˜TMa = 0.
The values of R˜ that satisfy R˜Ma − R˜TMa = 0 are R˜ = 1 and R˜ = exp(piv×), where
[17, p. 553]
(a) v ∈ {v1, v2, v3} for distinct λ1, λ2, and λ3,
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(b) v ∈ {αvi + βvj | α2 + β2 = 1} ∪ vk for i, j, k ∈ {1, 2, 3}, λi = λj 6= λk, and
(c) v ∈ S2 for λ1 = λ2 = λ3.
Evaluating (4.24) at the critical points it is observed that E˜(1) = 0, and
(a) E˜(exp(piv×1 )) = vT1Gav1 = λ(Ga),
(b) E˜(exp(piv×)) = λ(Ga), where v ∈ S2, and λ1 = λ2 = λ3.
Turning to (4.40), the only critical point of ψ that lies in L is R˜ = 1.
For item (iv), note that
eψ =
1
2
√
λ(Ga)− E˜
eγ, (4.53)
and therefore from (4.36)
eTψeψ ≤
(λ¯(Ga) + λ(Ga))2
16λ(Ga)(λ(Ga)− E˜)
E˜. (4.54)
By assumption R˜ ∈ Ωc and therefore from the definition of Ωc and ψ˜ it follows that
1
4
(c− 2
√
λ(Ga))2 ≤ λ(Ga)− E˜(R˜) (4.55)
for all R˜ ∈ Ωc. This implies that
eTψeψ ≤
(λ¯(Ga) + λ(Ga))2
4λ(Ga)(c− 2
√
λ(Ga))2
E˜ (4.56)
for all R˜ ∈ Ωc. Let us now define δ˜ = 2
√
λ(Ga) + 2
√
λ(Ga)− E˜ such that E˜ = 14 ψ˜δ˜
The maximum value of δ˜ in L is 4
√
λ(Ga). Therefore,
eTψeψ ≤
√
λ(Ga)(λ¯(Ga) + λ(Ga))2
4λ(Ga)(c− 2
√
λ(Ga))2
ψ,
in L , and it follows that
b1eTψeψ ≤
b1
√
λ(Ga)(λ¯(Ga) + λ(Ga))2
4λ(Ga)(c− 2
√
λ(Ga))2
ψ.
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Setting
b1 =
4
√
λ(Ga)(c− 2
√
λ(Ga))2
(λ¯(Ga) + λ(Ga))2
,
gives b1eTψeψ ≤ ψ˜. It remains to find b2 such that b2eTψeψ ≥ ψ˜. From (4.37), it follows
that
eTψeψ ≥
cos2(φe/2)λ(Ga)
4(λ(Ga)− E˜)
E˜
=
cos2(φe/2)λ(Ga)
4(λ(Ga)− sin2(φe/2)aTeGaae)
E˜
≥ cos
2(φe/2)λ(Ga)
4λ(Ga)(1− sin2(φe/2))
E˜
= 1
4
E˜
= 1
4
ψ˜δ˜. (4.57)
The minimum value of δ˜ in L is 2
√
λ(Ga). Therefore,
eTψeψ ≥ 12
√
λ(Ga)ψ˜.
It follows that
b2eTψeψ ≥ 12b2
√
λ(Ga)ψ˜,
and setting
b2 =
2√
λ(Ga)
,
gives b2eTψeψ ≥ ψ˜. 
Mentioned previously was the fact that for Ga = 1, the error vector eψ is related to
the quaternion representation of the attitude error R˜, which is given by q = [ T η ]T ∈
S3, where η ∈ R and  ∈ R3 are the scalar and vector parts of q, respectively. This
can be shown in the following way. Recall that, in terms of the axis and angle of
Euler’s theorem, eγ can be expressed by (4.34). Substituting Ga = 1 into (4.34) gives
eγ = sin(φe)ae. Further substituting Ga = 1 into the expression for E˜ given by (4.24)
39
gives E˜ = sin2(φe/2). Therefore, with Ga = 1,
eψ =
sin(φe)
2
√
1− sin2 φe
ae
=
sin(φe)
2 cos(φe/2)
ae
=
2 sin(φe/2) cos(φe/2)
2 cos(φe/2)
ae
= sin(φe/2)ae,
and eψ = .
4.3.3 Gibbs Cost Function
Two cost functions on SO(3), γ and ψ, have just been explored. Here, one more
cost function on SO(3) is introduced, which is denoted θ : SO(3) × SO(3) → R+.
This cost function is given by
θ(Rˆ,R) = ln(λ(Ga))− ln(λ(Ga)− E(Rˆ,R)). (4.58)
In terms of the group error R˜, write θ(Rˆ,R) = θ˜(R˜), θ˜ : SO(3)→ R+, where
θ˜(R˜) = ln(λ(Ga))− ln(λ(Ga)− E˜(R˜)). (4.59)
As will be seen in Sec. 4.3.4, the use of θ as a cost function results in an even more
aggressive error vector than both γ and ψ. The cost function is referred to as the
Gibbs cost function since, when Ga = 1, the resulting error vector is equivalent to
the Gibbs representation of the attitude error R˜. When Ga = 1, the cost function
also reduces to a popular error function, related to the Gibbs representation, used in
the stability analysis of attitude control methods, see for example in [64]. As for ψ,
the useful properties of θ are explored in the following proposition.
Proposition 4.3. Consider the attitude error function θ˜ : D → R+ given by
θ˜(R˜) = ln(λ(Ga))− ln(λ(Ga)− E˜(R˜)), (4.60)
and associated attitude error vector
eθ =
1
2(λ(Ga)− E˜(R˜))
Pa(R˜Ma)v, (4.61)
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where D =
{
R˜ ∈ SO(3) | E˜(R˜) ≤ λ(Ga)
}
is the allowable domain of ψ˜. The attitude
error vector, eψ, is well defined in the sublevel set
L =
{
R˜ ∈ SO(3) | θ˜(R˜) < ln(λ(Ga))
}
, (4.62)
where L ⊂ D and D \ L = {R˜ ∈ SO(3) | E(R˜) = λ(Ga)}. The attitude error
function θ˜ has the following properties.
(i) θ˜ is positive definite about R˜ = 1.
(ii) The gradient of θ˜ with respect to the Riemannian metric defined in (4.2) is
∇θ˜(R˜) = e×θ R˜.
(iii) The only critical point of θ˜ in L is R˜ = 1.
(iv) Let Ωc = {R˜ ∈ SO(3) | θ˜(R˜) ≤ c}, where c < 12 ln(λ(Ga)). Then, for all R˜ ∈ Ωc
there exists constants b1 and b2 such that
b1||eθ||22 ≤ θ˜(R˜) ≤ b2||eθ||22, (4.63)
where
b1 =
16λ(Ga)2e−2c
(λ¯(Ga) + λ(Ga))2
(4.64)
and
b2 =
4λ(Ga)c
1− e−c . (4.65)
Proof The proof proceeds in the exact same manner as Proposition 4.2. Substi-
tuting (4.24) into (4.60) yields
θ˜(R˜) = ln(λ(Ga))− ln(λ(Ga)− sin2(φe/2)aTeGaae). (4.66)
Thus, it follows that θ˜ ≥ 0 and θ˜ = 0 if and only if φe ∈ {0, ±2pi, ±4pi, . . .}, which
implies that R˜ = 1. This proves (i).
To prove (ii), let Γ() be a curve at R˜ given by Γ() = exp(S)R˜, where  ∈ R and
S ∈ so(3). Then, the gradient of ψ˜ with respect to the Riemannian metric defined in
(4.2) is defined as
d
d
θ˜(Γ())
∣∣∣∣
=0
= 〈∇θ˜(R˜),SR˜〉R˜. (4.67)
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From the definition of θ˜ and Γ it follows that
d
d
ψ˜(Γ())
∣∣∣∣
=0
=
−1
2(λ(Ga)− E˜(R˜))
tr(MaSR˜) (4.68)
=
1
2(λ(Ga)− E˜(R˜))
〈Pa(R˜Ma),S〉 (4.69)
=
1
2(λ(Ga)− E˜(R˜))
〈Pa(R˜Ma)R˜,SR˜〉R˜, (4.70)
which implies that
∇θ˜(R˜) = 1
2(λ(Ga)− E˜(R˜))
Pa(R˜Ma)R˜ (4.71)
= e×θ R˜, (4.72)
proving (ii).
To show that the only critical point in L is R˜ = 1, observe that all critical points
must satisfy Pa(R˜Ma) = 0. Alternatively,
R˜Ma − R˜TMa = 0.
The values of R˜ that satisfy R˜Ma − R˜TMa = 0 are R˜ = 1 and R˜ = exp(piv×), where
[17, p. 553]
(a) v ∈ {v1, v2, v3} for distinct λ1, λ2, and λ3,
(b) v ∈ {αvi + βvj | α2 + β2 = 1} ∪ vk for i, j, k ∈ {1, 2, 3}, λi = λj 6= λk, and
(c) v ∈ S2 for λ1 = λ2 = λ3.
Now, evaluating (4.24) at the critical points observe that E˜(1) = 0, and
(a) E˜(exp(piv×1 )) = vT1Gav1 = λ(Ga),
(b) E˜(exp(piv×)) = λ(Ga), where v ∈ S2, and λ1 = λ2 = λ3.
Turning to (4.60), the only critical point of ψ that lies in L is R˜ = 1.
For item (iv), note that
eθ =
1
2(λ(Ga)− E˜)
eγ, (4.73)
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and therefore from (4.36) and (4.37)
1
4(λ(Ga)− E˜)2
E˜ ≤ eTθ eθ ≤
(λ¯(Ga) + λ(Ga))2
16λ(Ga)(λ(Ga)− E˜)2
E˜. (4.74)
By assumption R˜ ∈ Ωc and therefore from the definition of Ωc and θ˜ it follows that
λ(Ga)e−c ≤ λ(Ga)− E(R˜) ≤ λ(Ga) (4.75)
for all R˜ ∈ Ωc. Therefore from (4.74),
1
4λ(Ga)2
E˜ ≤ eTθ eθ ≤
(λ¯(Ga) + λ(Ga))2
16λ(Ga)3e−2c
E˜. (4.76)
For convenience, define constants α and β such that
αE˜ ≤ eTθ eθ ≤ βE˜, (4.77)
where
α =
1
4λ(Ga)2
(4.78)
and
β =
(λ¯(Ga) + λ(Ga))2
16λ(Ga)3e−2c
. (4.79)
Recalling the definition of θ˜,
θ˜ = ln
(
λ(Ga)
λ(Ga)− E˜
)
, (4.80)
it follows that
ln
(
λ(Ga)
λ(Ga)− 1/βeTθ eθ
)
≤ θ˜ ≤ ln
(
λ(Ga)
λ(Ga)− 1/αeTθ eθ
)
, (4.81)
and therefore
λ(Ga)
λ(Ga)− 1/βeTθ eθ
≤ eθ ≤ λ(Ga)
λ(Ga)− 1/αeTθ eθ
. (4.82)
From these two inequalities it can be shown that
αλ(Ga)(1− e−θ) ≤ eTθ eθ ≤ βλ(Ga)(1− e−θ). (4.83)
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Now, b1 and b2 are sought such that
b1βλ(Ga)(1− e−θ) ≤ θ ≤ b2αλ(Ga)(1− e−θ). (4.84)
Equation (4.84) is satisfied when θ˜(R˜) = 0 for any 0 < b1 ≤ b2 < ∞. Now, assume
that θ˜(R˜) 6= 0 and continue from (4.84). Define g(θ˜) = θ/(1− e−θ), which is contin-
uously differentiable on the domain Ωc \ {0}. Then, it follows that b1 and b2 must
satisfy b1βλ(Ga) ≤ g(θ˜) and b2αλ(Ga) ≥ g(θ˜). Posed in this way, constants b1 and b2
can be found as
b1 =
1
βλ(Ga)
inf
θ˜ 6=0
g(θ˜) (4.85)
and
b2 =
1
αλ(Ga)
sup
θ˜ 6=0
g(θ˜). (4.86)
Starting with b2, it can be shown that for all θ˜ > 0 g(θ˜) is strictly increasing. Conse-
quently, for all θ˜ > 0 it follows that g(c) ≥ g(θ˜). Thus, set b2 = g(c)/(αλ(Ga)). To
find b1 note that since g(θ˜) is strictly decreasing for all θ˜ > 0 it follows that
b1 =
1
βλ(Ga)
lim
θ˜→0+
g(θ˜) =
1
βλ(Ga)
. (4.87)
This proves (iv). 
Similar to the relationship between eψ and the quaternion, the error vector eθ
is related to the Gibbs representation of R˜, denoted p , tan(φe/2)ae. This can be
shown in the following way. Recall that, in terms of the axis and angle of Euler’s
theorem, eγ can be expressed by (4.34). As in Sec. 4.3.2, substituting Ga = 1 into
(4.73) yields
eθ =
sin(φe)
2(1− sin2 φe)
ae
=
sin(φe)
2 cos2(φe/2)
ae
=
2 sin(φe/2) cos(φe/2)
2 cos2(φe/2)
ae
= tan(φe/2)ae,
and therefore with Ga = 1, eθ = p. It is clear then, in the case of Ga = 1, the error
vector eθ is
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4.3.4 Cost Function and Error Vector Comparison
In the previous sections, it was shown that when Ga = 1, the error vectors asso-
ciated with ψ and θ are much more aggressive than the error vector associated with
E when large estimation errors are present. This property, however, is true for any
Ga > 0. To observe this, first bounds on the norms of eγ, eψ, and eθ will be found
and it will be shown that the lower bounds of ||eψ||22 and ||eθ||22 are monotonically
increasing functions of φe while the upper bound of ||eγ||22 is not. First, recall from
(4.36) that
||eγ||22 ≤ sin2(φe/2) cos2(φe/2)(aTeGaae)2 + 14 sin2(φe/2)(λ¯(Ga)− λ(Ga))2
= 1
4
sin2(φe)(aTeGaae)
2 + 1
4
sin2(φe/2)(λ¯(Ga)− λ(Ga))2)
≤ 1
4
λ¯(Ga)2(sin2(φe) + sin2(φe/2)(r − 1)2), (4.88)
where r = λ(Ga)/λ¯(Ga). It can be shown that, for any value of r ∈ (0, 1], there
exists a constant a ∈ [pi/2, arccos(−1/4)) such that the upper bound of ||eγ||22 is
monotonically decreasing on the domain φe ∈ [a, pi]. In fact, if r = 1, then ||eγ||2 → 0
as φe → pi. To see this let g(φe) = sin2(φe) + sin2(φe/2)(r − 1)2 and consider
d
dφe
g(φe) = sin(φe/2) cos(φe/2)((r − 1)2 + 4 cos(φe)). (4.89)
This indicates that, on the domain φe ∈ [0, pi], g(φe) has local extrema at φe = 0, φe =
pi, and φe = arccos(−14(r−1)2). For any value of r the extrema at arccos(−14(r−1)2)
lies between φe = 0 and φe = pi. Given that both φe = 0 and φe = pi are local
minimizers of g(φe) and that φe = arccos(−14(r− 1)2) is a local maximizer, it follows
that g(φe) is monotonically decreasing on the domain φe ∈ [arccos(−14(r − 1)2), pi].
The ratio r lies in the range (0, 1]. Evaluating arccos(−1
4
(r − 1)2) at these limits,
and noting that arccos(−1
4
(r − 1)2) is monotonically decreasing in r on the domain
r ∈ (0, 1], yields pi/2 < arccos(−1
4
(r − 1)2) ≤ arccos(−1
4
).
Next, consider ||eψ||22 and ||eθ||22. Recall from (4.57) that ||eψ||22 ≥ 14E˜, which
implies that
||eψ||22 ≥ 14λ(Ga) sin2(φe/2). (4.90)
Thus, the norm of eψ is bounded from below by a function of φe that is mono-
tonically increasing on the domain φe ∈ [0, pi]. Similarly for ||eθ||22, from (4.76)
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||eθ||22 ≥ E˜/(4λ(Ga))2, which implies that
||eθ||22 ≥ sin2(φe/2)/(4λ(Ga)), (4.91)
which is also monotonically increasing on φe ∈ [0, pi]. Consequently, the norm of eψ
is also bounded from below by a function of φe that is monotonically increasing on
the domain φe ∈ [0, pi].
Comparing the behavior of (4.88), (4.90), and (4.91) in the domain φe ∈ [a, pi], it
is clear that eψ and eθ are much more aggressive than eγ for large attitude estima-
tion errors. Therefore, the use of eψ or eθ results in faster convergence when large
estimation errors are present.
The behavior of eγ, eψ, and eθ as φe approaches pi has been investigated. The
behavior of eγ, eψ, and eθ when φe approaches zero will now be discussed. Linearizing
(4.34), (4.53), and (4.73) about φe = 0 gives
eγ ≈ 12φeGaae, (4.92)
eψ ≈ φe
4
√
λ(Ga)
Gaae, (4.93)
and
eθ ≈ φe
4λ(Ga)
Gaae, (4.94)
respectively. Factors of 1/(2
√
λ(Ga)) and 1/(2λ(Ga)) are respectively present in
(4.93) and (4.94) but not in (4.92). As a consequence, eψ has the same linearization
about φe = 0 as 2
√
λ(Ga)eγ and, similarly, eθ has the same linearization about φe = 0
as 2λ(Ga)eγ. This fact will be useful when comparing the performance of the gradient-
based observers derived from the different cost functions, which will be considered in
Section 4.5.
An analytical comparison of eγ, eψ, and eθ has been provided in this section. The
results of the comparison can be summarized in graphical form as presented in Fig.
4.1. In this figure, ||eψ||2, 2||eθ||2, and 2||eγ||2 are plotted against φe, where Ga = 1.
In this case, ||eγ||2 = 12 sin(φe), 2||eψ||2 = sin(φe/2), and 2||eθ||2 = tan(φ/2). From
Fig. 4.1 it is clear that eψ and eθ are monotonically increasing in φe, while eγ is not.
It is also seen that
√
λ(Ga)eψ, λ(Ga)eθ, and eγ share the same linearization about
φe = 0, a property that was observed from (4.92), (4.93), and (4.94).
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Figure 4.1: The error vectors associated with cost functions ψ and θ remain mono-
tonically increasing with attitude estimation error φe, in stark contrast to the error
vector associated with γ.
4.4 Gradient-Based Observer on SO(3)
4.4.1 Observer Design
The gradient-based observer for the Lie group SO(3) is given by (3.19) and takes
the form
˙ˆR = Rˆω×y − ke×Rˆ, (4.95)
where e is the error vector associated with a cost function, f : SO(3)× SO(3)→ R,
such that ∇Rˆf(Rˆ,R) = e×Rˆ, and k ∈ (0,∞) is an observer gain. Several different
cost functions given in (4.14), (4.40), and (4.60), that result in three distinct error
vectors,
eγ = Pa(R˜Ma)v, (4.96)
eψ =
1
2
√
λ(Ga)− E˜(R˜)
Pa(R˜Ma)v, (4.97)
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and
eθ =
1
2(λ(Ga)− E˜(R˜))
Pa(R˜Ma)v, (4.98)
have been discussed. However, in practice R˜ is not available and therefore eγ, eψ, and
eθ will need to be constructed from the attitude estimate Rˆ, the reference vectors yja,
as well as the vector measurements yjb. This is done by
eγ = 12
∑n
j=1 y
j×
a Rˆy
j
b, (4.99)
eψ =
1
4
√
λ(Ga)− 12
∑n
j=1 kj(1− yjTa Rˆyjb)
∑n
j=1 y
j×
a Rˆy
j
b, (4.100)
and
eθ =
1
4(λ(Ga)− 12
∑n
j=1 kj(1− yjTa Rˆyjb))
∑n
j=1 y
j×
a Rˆy
j
b. (4.101)
To see that (4.96), (4.97), and (4.98) are equivalent to (4.99), (4.100), and (4.101),
consider
Pa(R˜Ma)v = 12(R˜Ma −MaR˜
T
)v
= 1
2
(R˜
∑n
j=1 y
j
ayjTa −
∑n
j=1 y
j
ayjTa R˜
T
)v
= 1
2
(
∑n
j=1 Rˆy
j
byjTa −
∑n
j=1 y
j
ay
jT
b Rˆ
T
)v
= 1
2
(
∑n
j=1(y
j×
a Rˆy
j
b)
×)v
= 1
2
∑n
j=1 y
j×
a Rˆy
j
b,
where (4.6) has been used. Next, from (4.13) E˜ = 1
2
∑n
j=1 kj(1 − yjTa Rˆyjb), which
shows the equivalence.
Next, let us investigate the error dynamics of the observer. This will be useful
in the Lyapunov analysis that will follow. From (4.4) and (4.95), it follows that the
error in the attitude estimate, R˜, evolves according to
˙˜R = Rˆ(b + µ)×RT − ke×R˜. (4.102)
4.4.2 Bias Estimation
In the case when the angular velocity measurement is corrupted by a constant,
or slowly varying, bias the observer equations (4.95) can be augmented with a bias
estimator. This is a popular technique employed in [10, 15, 16]. The attitude observer
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with bias estimation is given by,
˙ˆR = Rˆ(ωy − bˆ)× − e×Rˆ (4.103a)
˙ˆb = KbRˆ
T
e, (4.103b)
where bˆ ∈ R3 is the estimate of b, the constant bias present in (4.12), and Kb ∈ R3×3
is a symmetric positive-definite matrix.
Again, it will be necessary for the stability analysis that follows to investigate the
error dynamics associated with (4.103). Using (4.4) and (4.103), the error dynamics
can be found to be
˙˜R = Rˆ(b˜ + µ)×RT − ke×R˜ (4.104a)
˙˜b = −KbRˆTe, (4.104b)
where b˜ = b− bˆ is the error in the estimate of b.
4.4.3 Stability Results
In this section the stability properties of the gradient-based SO(3) observers,
given by both (4.95) and (4.103), with cost functions described in (4.40) and (4.60),
will be explored. In particular, convergence of the state estimates to R˜ = 1 and
(R˜, b˜) = (1, 0), for (4.102) and (4.104) respectively, will be shown. It has been
shown that global asymptotic stabilization on SO(3) is not possible using continuous
feedback [69]. As such, the stability results presented in this section are not global
results. In fact, restrictions on the allowable set of initial conditions are required. This
is to ensure that the error vectors eψ and eθ remain well defined. Similar restrictions
have been considered previously in the literature [25, 63].
The stability properties of the gradient-based observer with cost function ψ are
proved in Theorems 4.4 and 4.5, while the stability properties of the gradient-based
observer with cost function θ are proved in Theorems 4.4 and 4.5.
Theorem 4.4. Consider trajectories of R˜ under (4.102) where e = eψ. Assume that
there is no noise or bias associated with ωy, that is b = µ = 0 and ωy = ω. Also
assume that there is no noise associated with the vector measurements and therefore
all yjb, j = 1, . . . , n, are measured exactly. If R˜(0) ∈ L , where L is defined in (4.42),
then eψ exponentially approaches 0 and R˜ asymptotically approaches 1.
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Proof Consider the following Lyapunov function candidate:
V (R˜) = ψ˜(R˜) =
√
λ(Ga)−
√
λ(Ga)− E˜(R˜). (4.105)
Taking the derivative with respect to time,
V˙ = − 1
2
√
λ(Ga)− E˜(R˜)
tr(Ma ˙˜R).
From (4.8) and (4.102),
V˙ = k
1
2
√
λ(Ga)− E˜(R˜)
tr(Mae×ψ R˜)
= k
1
2
√
λ(Ga)− E˜(R˜)
tr(R˜Mae×ψ )
= −2k||eψ||22. (4.106)
This implies V (R˜(t)) ≤ V (R˜(0)) for all t ≥ 0. Given R˜(0) ∈ L , it follows that
V (R˜(t)) ≤ V (R˜(0)) < √λ(G), which implies R˜ ∈ L ∀t ≥ 0 and therefore eψ
is bounded and well defined for all t ≥ 0. Further, defining ΩV (R˜(0)) = {R˜ ∈
SO(3) | ψ˜(R˜) ≤ V (R˜(0))} it is seen that R˜ ∈ ΩV (R˜(0)) for all t ≥ 0 where by as-
sumption V (R˜(0)) <
√
λ(Ga). Referring to Proposition 4.2, there exists two positive
constants b1 and b2 such that
b1||eψ||22 ≤ V ≤ b2||eψ||22. (4.107)
From Equations (4.106) and (4.107),
||eψ(t)||2 ≤
(
b2
b1
)1
2 ||eψ(0)||2 exp
(
− k
2b2
t
)
, (4.108)
and as a result eψ exponentially approaches 0. In L , eψ = 0 if and only if R˜ = 1,
and therefore R˜ asymptotically approaches 1. 
The allowable set of initial conditions in Theorem 4.4, R˜(0) ∈ L , may be inter-
preted as an estimate of the region of attraction of R˜ = 1. As stated previously, if yja
and kj are such that the eigenvalues of Ma are identical then D = SO(3) and D \L
is given by the two-dimensional subset {R˜ ∈ SO(3) | R˜ = exp(piv×), v ∈ S2} where
eψ is well defined in the sublevel set L .
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Theorem 4.5. Consider trajectories of (R˜, b˜) under (4.104), where e = eψ. Assume
that there is no noise associated with ωy, that is µ = 0 and ωy = ω+b. Also assume
that there is no noise associated with the vector measurements, and therefore all yjb,
j = 1, . . . , n, are measured exactly. If R˜(0) and b˜(0) are such that
ψ˜(R˜(0)) + b˜(0)TK−1b b˜(0) <
√
λ(Ga), (4.109)
and ω(t) is bounded such that ||ω(t)||2 < σ, σ ∈ (0,∞), ∀t ≥ 0, then (R˜, b˜) asymp-
totically approaches (1, 0).
Proof Consider the Lyapunov function candidate
V (R˜, b˜) =
√
λ(Ga)−
√
λ(Ga)− E˜(R˜) + b˜TK−1b b˜.
Taking the derivative with respect to time,
V˙ = − 1
2
√
λ(Ga)− E˜(R˜)
tr(Ma ˙˜R) + b˜
TK−1b
˙˜b.
From (4.8) and (4.104),
V˙ =
−1
2
√
λ(Ga)− E˜(R˜)
tr(Ma(Rˆb˜
×RT − ke×ψ R˜))− 2b˜
TRˆ
T
eψ
=
−1
2
√
λ(Ga)− E˜(R˜)
tr(Ma(Rˆb˜
×Rˆ
T
RˆRT − ke×ψ R˜))− 2b˜
TRˆ
T
eψ
=
−1
2
√
λ(Ga)− E˜(R˜)
tr(R˜Ma(Rˆb˜
×Rˆ
T − ke×ψ ))− 2b˜
TRˆ
T
eψ
=
−1
2
√
λ(Ga)− E˜(R˜)
(
−ktr(R˜Mae×ψ ) + tr(R˜Ma(Rˆb˜)×)
)
− 2b˜TRˆTeψ
= −2k||eψ||22 + 2eTψRˆb˜− 2b˜Rˆ
T
eψ (4.110)
= −2k||eψ||22. (4.111)
This implies V (R˜(t), b˜(t)) ≤ V (R˜(0), b˜(0)) for all t ≥ 0. Thus, b˜ remains bounded
for all t ≥ 0. Referring to (4.109), V (R˜(t), b˜(t)) ≤ V (R˜(0), b˜(0)) < √λ(Ga), which
implies R˜ ∈ L ∀t ≥ 0 and therefore eψ is bounded and well defined for all t ≥ 0. It can
then be shown that V¨ is bounded for all t ≥ 0. This implies V˙ is uniformly continuous
and by application of Barbalat’s Lemma V˙ → 0, and consequently ||eψ||2 → 0 as
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t → ∞. By property (iii) of Proposition 4.2, ||eψ||2 → 0 implies R˜ → 1. Thus, R˜
asymptotically approaches 1. Under the assumption that ω remains bounded, it can
be shown that ¨˜R remains bounded. Thus, ˙˜R is uniformly continuous and ¨˜R → 0.
From (4.104), this implies that Rˆb˜×RT → 0, which in turn implies that b˜ → 0 as
t→∞. 
Theorem 4.6. Consider trajectories of R˜ under (4.102) where e = eθ. Assume that
there is no noise or bias associated with ωy, that is b = µ = 0 and ωy = ω. Also
assume that there is no noise associated with the vector measurements and therefore
all yjb, j = 1, . . . , n, are measured exactly. If R˜(0) ∈ L , where L is defined in (4.62),
then eθ exponentially approaches 0 and R˜ asymptotically approaches 1.
Proof Consider the following Lyapunov function candidate:
V (R˜) = θ˜(R˜) = 1
2
ln(λ(Ga))− 12 ln(λ(Ga)− E˜(R˜)). (4.112)
Taking the derivative with respect to time,
V˙ = − 1
2(λ(Ga)− E˜(R˜))
tr(Ma ˙˜R).
From (4.8) and (4.102),
V˙ = k
1
2(λ(Ga)− E˜(R˜))
tr(Mae×θ R˜)
= k
1
2(λ(Ga)− E˜(R˜))
tr(R˜Mae×θ )
= −2k||eθ||22. (4.113)
This implies V (R˜(t)) ≤ V (R˜(0)) for all t ≥ 0. Given R˜(0) ∈ L , V (R˜(t)) ≤ V (R˜(0)) <
1
2
ln(λ(G)), which implies R˜ ∈ L ∀t ≥ 0 and therefore eψ is bounded and well defined
for all t ≥ 0. Further, defining ΩV (R˜(0)) = {R˜ ∈ SO(3) | ψ˜(R˜) ≤ V (R˜(0))} it is seen
that R˜ ∈ ΩV (R˜(0)) for all t ≥ 0 where by assumption V (R˜(0)) < 12 ln(λ(Ga)). Referring
to Proposition 4.3, there exists two positive constants b1 and b2 such that
b1||eθ||22 ≤ V ≤ b2||eθ||22. (4.114)
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From Equations (4.113) and (4.114),
||eθ(t)||2 ≤
(
b2
b1
)1
2 ||eθ(0)||2 exp
(
− k
2b2
t
)
, (4.115)
and as a result eθ exponentially approaches 0. In L , eθ = 0 if and only if R˜ = 1, and
therefore R˜ asymptotically approaches 1. 
Theorem 4.7. Consider trajectories of (R˜, b˜) under (4.104), where e = eθ. Assume
that there is no noise associated with ωy, that is µ = 0 and ωy = ω+b. Also assume
that there is no noise associated with the vector measurements, and therefore all yjb,
j = 1, . . . , n, are measured exactly. If R˜(0) and b˜(0) are such that
θ˜(R˜(0)) + b˜(0)TK−1b b˜(0) <
1
2
ln(λ(Ga)), (4.116)
and ω(t) is bounded such that ||ω(t)||2 < σ, σ ∈ (0,∞), ∀t ≥ 0, then (R˜, b˜) asymp-
totically approaches (1, 0).
Proof Consider the Lyapunov function candidate
V (R˜, b˜) = 1
2
ln(λ(Ga))− 12 ln(λ(Ga)− E˜(R˜)) + b˜
TK−1b b˜.
Taking the derivative with respect to time,
V˙ = − 1
2(λ(Ga)− E˜(R˜))
tr(Ma ˙˜R) + 2b˜
TK−1b
˙˜b.
From (4.8) and (4.104),
V˙ =
−1
2(λ(Ga)− E˜(R˜))
tr(Ma(Rˆb˜
×RT − ke×θ R˜))− 2b˜
TRˆ
T
eθ
=
−1
2(λ(Ga)− E˜(R˜))
tr(Ma(Rˆb˜
×Rˆ
T
RˆRT − ke×θ R˜))− 2b˜
TRˆ
T
eψ
=
−1
2(λ(Ga)− E˜(R˜))
tr(R˜Ma(Rˆb˜
×Rˆ
T − ke×θ ))− 2b˜
TRˆ
T
eθ
=
−1
2(λ(Ga)− E˜(R˜))
(
−ktr(R˜Mae×θ ) + tr(R˜Ma(Rˆb˜)×)
)
− 2b˜TRˆTeθ
= −2k||eθ||22 + 2eTθ Rˆb˜− 2b˜Rˆ
T
eθ (4.117)
= −2k||eθ||22. (4.118)
This implies V (R˜(t), b˜(t)) ≤ V (R˜(0), b˜(0)) for all t ≥ 0. Thus, b˜ remains bounded for
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all t ≥ 0. Referring to (4.116), V (R˜(t), b˜(t)) ≤ V (R˜(0), b˜(0)) < 1
2
ln(λ(Ga)), which
implies R˜ ∈ L ∀t ≥ 0 and therefore eθ is bounded and well defined for all t ≥ 0. It can
then be shown that V¨ is bounded for all t ≥ 0. This implies V˙ is uniformly continuous
and by application of Barbalat’s Lemma V˙ → 0, and consequently ||eψ||2 → 0 as
t → ∞. By property (iii) of Proposition 4.2, ||eψ||2 → 0 implies R˜ → 1. Thus, R˜
asymptotically approaches 1. Under the assumption that ω remains bounded, it can
be shown that ¨˜R remains bounded. Thus, ˙˜R is uniformly continuous and ¨˜R → 0.
From (4.104), this implies that Rˆb˜×RT → 0, which in turn implies that b˜ → 0 as
t→∞. 
4.5 Numerical Example
A numerical example of the attitude observers given in (4.95) and (4.103) is pre-
sented in this section. The attitude R is generated according to Poisson’s equation,
(4.4), where ω(t) = −pi2/60(cos(pi/10t))
[
1 1 1
]T
and R(0) = exp(φ(0)a(0)×),
where φ(0) = 0.99pi (rad) and a(0) =
[
0 0 1
]
. It is assumed that the rigid
body is equipped with sensors that measure yjb = RTnoise,jRTyja, j = 1, 2, where
Rnoise,j ∈ SO(3) introduces noise into the measurement. The two reference vectors
are y1a =
[
0 0 1
]T
and y2a =
[
2/
√
5 1/
√
5 0
]T
. The measurement noise is
described by
Rnoise,j = exp(nj(t)×),
where nj(t) =
[
nj1(t) nj2(t) nj3(t)
]T
with
n11(t) = 1/3
◦ sin(10t) + 1/4◦ cos(12t),
n12(t) = 1/4
◦ sin(15t) + 1/4◦ cos(10t),
n13(t) = 1/2
◦ sin(18t) + 1/3◦ cos(20t),
and
n21(t) = 1/2
◦ sin(14t) + 1/3◦ cos(12t),
n22(t) = 1/4
◦ sin(12t) + 1/3◦ cos(14t),
n23(t) = 1/2
◦ sin(16t) + 1/4◦ cos(17t).
54
When constructing Ma and Ga, the gains are selected as k1 = 1 and k2 = 0.5, which
gives
Ma =
 0.4 0.2 00.2 0.1 0
0 0 1
 ,
and
Ga =
 1.1 −0.2 0−0.2 1.4 0
0 0 0.5
 ,
with λ(Ga) = 0.5. The eigenvector associated with λ(Ga) is v1 =
[
0 0 1
]T
.
The observers are initialized with Rˆ(0) = 1 and bˆ = 0. This corresponds to an
initial error in the yaw angle estimate of−178.2◦, and initial pitch and roll estimates of
0◦. The large initial attitude estimation error is chosen to emphasize the convergence
properties of the observers.
To make a fair comparison between the gradient-based observers with eγ, eψ, and
eθ, it will be necessary to use different observer gains for each observer. This is due
to the fact that the error vectors have different linearizations about φe = 0, as was
shown in Sec. 4.3.4. For eγ, the gains are selected as Kb = 0.11 and k = 0.5, while
for eψ and eθ the gains are scaled by a factor of
√
λ(Ga) and λ(Ga), respectively. In
doing so, all error vectors have the same linearization about φe = 0 and therefore it
is expected that the different observers will have the same steady-state performance
and a fair comparison can be made.
Two cases are considered. In the first case, the gradient-based observer without
bias rejection, given by (4.95), is simulated. Here, the angular velocity measurement
is assumed to be exact and b = µ = 0. The results of the simulation are shown in Fig.
4.2 where the angle φe is plotted against time. The angle φe is extracted from R˜ by
the relation φe = arccos(
1
2
(tr(R˜)− 1)). Referring to Fig. 4.2, the attitude estimation
error associated with the gradient-based observers derived from the costs γ, ψ, and θ
approaches zero. However, as predicted the aggressive error vectors associated with ψ
and θ result in faster convergence of the attitude estimate. The steady-state error of
the observers, as shown in the inset of Fig. 4.2, remain equivalent. This is a property
that was observed in Sec. 4.3.4.
In the second case, the gradient-based observer with bias rejection, given by
(4.103), is simulated. It is assumed that the angular velocity measurement is cor-
rupted by a constant bias of b =
[
0.01 −0.01 0.01
]T
(rad/s). Due to the fact
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Figure 4.2: Time history of attitude error for the SO(3) gradient-based observers.
The last two seconds of the simulation are shown in the inset.
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Figure 4.3: Time history of attitude error for the SO(3) gradient-based observer with
bias rejection. The last two seconds of the simulation are shown in the inset.
that the observer is initialized with large attitude estimation errors, a direct imple-
mentation of (4.103) will result in poor bias rejection. This is due to the fact that the
bias estimate is the integral of the error vector. Consequently, integral windup will oc-
cur as the attitude estimate converges resulting in poor performance of the observer.
As a solution, set
˙ˆb = 0 if ||e||2 > 0.015, and ˙ˆb = KbRˆTe if ||e||2 ≤ 0.015. Thus,
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Figure 4.4: Time history of the bias estimation error norm.
integrator windup can be avoided and the effect of the attitude estimate transient on
the bias estimate can be mitigated.
The results of the simulation are shown in Figs. 4.3 and 4.4. From Fig. 4.4, the
bias estimates of all observers approach their true counterparts. However, due to the
aggressive nature of eψ and eθ, the norms of eψ and eθ quickly approach the point
where bias estimation can be implemented and integrator windup avoided. Due to
the slow convergence associated with eγ, bias estimation is delayed resulting in slower
convergence of the bias estimate.
4.6 Closing Remarks
In this chapter, three cost functions on SO(3) and their corresponding gradient-
based observers were explored. When coupled with the gradient-based observer design
method discussed in Chapter 3, the first error function yields the well known nonlinear
complementary filter on SO(3) developed in [10]. Two alternate cost functions were
then introduced two alternate that resulted in more aggressive innovation terms in the
presence of large estimation errors. The introduction of these two cost functions are
the main contributions of this chapter. A numerical simulation confirms the desirable
convergence properties of the proposed attitude estimation methods. In practical
terms, the proposed alternate cost functions lead to attitude observers that allow
for faster convergence while maintaining equivalent steady-state performance when
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compared to previously developed attitude observers.
58
Chapter 5
Simultaneous Localization and
Mapping
5.1 Introduction
Simultaneous localization and mapping (SLAM) is a fundamental problem in
robotics that is critical in enabling autonomous operation of ground, air, and ma-
rine vehicles. SLAM is the process of creating a map of the environment while, at
the same time, estimating the pose of the vehicle relative to the map. Modern SLAM
algorithms, such as FastSLAM [29], MonoSLAM [70], iSAM [31], GraphSLAM [30],
and others [9], are posed in a probabilistic framework where a most likely estimate of
the vehicle state and map is computed along with an associated uncertainty.
As an alternative to the probabilistic approach to SLAM, a nonlinear observer for
the purpose of SLAM that evolves directly on the underlying Lie group is developed
in this chapter. Several SLAM approaches that account for the inherent Lie group
structure of the problem exist in the literature. For example, a scan matching SLAM
observer is considered in [71]. Further, preintegration on a manifold is considered
in [72], where the developed theory is used in conjunction with iSAM2 [32]. Error
propagation, which is needed in probabilistic approaches, is considered directly on the
special Euclidean group in [73]. Further, a geometric approach is also taken in [74]
where the invariant EKF, a method developed in [75], is applied to the SLAM problem.
In this chapter, a SLAM algorithm is developed based on the foundations presented in
[14], which is similar to a recently developed SLAM algorithm proposed in [76]. The
proposed SLAM algorithm involves propagating the pose and map estimates using
angular and translational velocity measurements as well as vectorial measurements
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of map features. The observer design is based on the theoretical foundations of
[14], [45], and [16]. Thus, the proposed observer evolves directly on the underlying
Lie group and therefore accounts for nonlinearities inherent in the three dimensional
SLAM problem. Consequently, the proposed observer belongs to the same class of
nonlinear observers developed for attitude estimation [10, 22, 24, 62, 65] and pose
estimation [26, 27]. As in [14, 16, 45], the proposed observer can be decomposed into
two components, a process model that mimics the kinematic equations of a rigid body
as well as an innovation term that serves to drive the state estimates to their desired
trajectories. This is similar to the scan matching SLAM observer presented in [71],
which is based on the nonlinear observer design methods presented in [11] and [13]. In
[71], the innovation term for the pose observer is related to the error between the pose
estimate and the pose found from an Iterative Closest Point algorithm. In this paper,
the innovation term is chosen based on the descent direction of a particular error
function and is constructed using the vectorial measurements directly. The proposed
method is similar to the pose observers presented in [26] and [27] and, in fact, builds
upon these results by deriving a gradient-based observer for the full SLAM problem,
rather than the pose estimation problem. As in [16] and [27], the problem of bias in
the velocity measurements is also considered.
An independently developed SLAM algorithm, based on similar principles to the
method given in this chapter, is presented in [76]. The SLAM observer in [76] and the
method presented here are similar and share therefore share similar properties. They
are both posed in a geometric framework, both observers evolve on the underlying
SLAM Lie group, and they both have provable stability properties. The observer
innovation terms introduced in [76] are derived from a Lyapunov stability analysis,
while the innovation terms proposed in this chapter are derived from the gradient-
based observer [14] discussed in Chapter 3. While the two observers share many
similarities, they do differ in a number of ways. First, the innovation terms differ,
which will result in distinct behavior of the two observers. Second, the proposed
observer includes a gain mapping that allows for cross-coupling between pose and
landmark innovations. Finally, the problem of bias estimation is explicitly handled
in this chapter.
The main contribution of this chapter is the introduction of a gradient-based
observer for the purposes of simultaneous localization and mapping. Further con-
tributions are the proofs of convergence given in Theorems 5.3 and 5.4. The SLAM
problem is discussed in Sec. 5.2 and the gradient-based observer for SLAM is proposed
in 5.3. The stability properties of the proposed algorithm are proved mathematically
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in Sec. 5.6 and demonstrated in simulation in Sec. 5.7. Finally, the algorithm is
implemented in experiment in Sec. 5.8 and closing remarks are given in Sec. 5.9.
5.2 Problem Formulation
5.2.1 Rigid-Body Pose Kinematics
Consider a vehicle moving in three dimensional space. Let Fb denote the body-
fixed frame of the vehicle and let Fa be an ‘absolute’ reference frame relative to which
the attitude and position of the vehicle will be measured. Recall from Sec. 4.2 that
the attitude of the vehicle is uniquely and globally described by the direction cosine
matrix Cab ∈ SO(3), where Cab is the change of basis matrix mapping the coordinates
of a vector resolved in Fb to Fa. The position of the vehicle is described by r−→ba, where
r−→ba is the position of the origin of Fb relative to the origin of Fa. The components of
r−→ba resolved in Fa are denoted rbaa ∈ R3. Combining Cab and rbaa , the pose (i.e., the
position and attitude) of the vehicle can be represented by the matrix Tab ∈ SE(3),
where the matrix Lie Group SE(3) is the special Euclidean group given by
SE(3) =
{[
C r
0 1
]
∈ R4×4 | C ∈ SO(3), r ∈ R3
}
, (5.1)
and [17]
Tab =
[
Cab pbaa
0 1
]
. (5.2)
The angular and translational velocities of the vehicle, resolved in Fb, are denoted
ωbab ∈ R3 and vbab ∈ R3, respectively. The kinematic relationship that describes the
evolution of Tab through time is given by
T˙ab = TabAb, (5.3)
where
Ab =
[
ωbab
× vbab
0 0
]
∈ se(3), (5.4)
where se(3) is the matrix Lie algebra of SE(3). The matrix Lie algebra se(3) is given
by
se(3) =
{[
S u
0 0
]
∈ R4×4 | S ∈ so(3),u ∈ R3
}
. (5.5)
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As in 4.2, the standard matrix inner product is given by 〈X,Y〉 = tr(XTY), ∀X,Y ∈
Rn×n. Let P : R4×4 → se(3) be the projection of R4×4 to se(3). In particular,
P(M) =
[
Pa(M1) m2
0 0
]
, (5.6)
for all
M =
[
M1 m2
mT3 m4
]
∈ R4×4, (5.7)
where M1 ∈ R3×3, m2,m3 ∈ R3, m4 ∈ R, and Pa(·) is the anti-symmetric projec-
tion operator defined in Sec. 4.2. It follows that, ∀A ∈ se(3), 〈A,M〉 = 〈A,P(M)〉
[26]. Similarly, let p : R4 → M0 be the projection of R4 to M0 such that p(x) =
[ x1 x2 x3 0]
T for all x = [ x1 x2 x3 x4]T. It follows that yTx = yTp(x), ∀y ∈M0 and
x ∈ R4.
The identities
P(T−TxyT) = P(TxyT), (5.8)
P((y1 − y2)yT1 ) = P((y1 − y2)yT2 ), (5.9)
||Tx||22 = ||x||22, (5.10)
p(TTTx) = x, (5.11)
where y, y1, y2 ∈ M1, x ∈ M0, and T ∈ SE(3) [26], will be used in forthcoming
derivations.
5.2.2 The SLAM Problem
Suppose there exists ` ∈ N, ` > 0, point features in the environment surrounding
the vehicle. The point features are referred to individually as landmarks and as the
map when considered all together. The position of an arbitrary landmark, denoted
point j, j ∈ {1, 2, . . . , `}, may be measured relative to any reference frame. For
example, an observer in, and at the origins of, Fb or Fa measures the position of
point j as rjbb ∈ R3 or rjaa ∈ R3, respectively. The relationship between rjaa and rjbb is
given by rjaa = Cabr
jb
b + rbaa [17]. As in [26], defineM1 andM0 as submanifolds of R4
such that
M0 = {x = [ x1 x2 x3 x4 ]T ∈ R4 | x4 = 0}, (5.12)
and
M1 = {x = [ x1 x2 x3 x4 ]T ∈ R4 | x4 = 1}. (5.13)
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Then, letting mja = [ rjaTa 1 ]T ∈ M1 and mjb = [ rjbTb 1 ]T ∈ M1, the relationship
between mja and m
j
b is given by mja = Tabm
j
b.
SLAM is the process of estimating the pose Tab of the vehicle relative to the
map {m1a, . . . ,m`a} while simultaneously estimating the map. Ideally, it is desired to
build an estimator such that the estimate of the map and pose approach their true
counterparts. However, it is well known that the SLAM problem is unobservable, and
consequently, the best that can be achieved is an estimate of the pose and map up to
a constant pose transformation [77]. The SLAM problem considered in this chapter
is stated as follows. Consider the system
T˙ab = TabAb, (5.14a)
m˙ja = 0, (5.14b)
and let yj = T−1ab mja ∈M1 be the system outputs. Given measurements of angular and
translational velocity Ab as well as position measurements of stationary landmarks in
the environment yj, design an observer such that the pose and map estimates, denoted
respectively by Tae ∈ SE(3) and mˆja ∈ M1, satisfy Tae → TTab and mˆja → Tmja as
t→∞, for some constant pose transformation T ∈ SE(3).
It is assumed throughout this chapter that the identity of landmarks are known
upon measurement and between measurements. Consequently, the data association
problem is not treated. It is also assumed that landmark positions remained fixed
with respect to frame Fa. While the problems of data association and time-varying
landmarks are important, they are outside the scope of this dissertation.
5.3 Gradient-Based Observer SLAM
The goal of this section is to apply the gradient-based observer design method
discussed in Chapter 3 to the simultaneous localization and mapping problem. To
do this, first the Lie group under which the state evolves must first be identified.
Then, a Riemannian metric for the Lie group may be defined, which allows for the
definition of the gradient of a function on the Lie group. Finally, a cost function may
be defined and used in the gradient-based observer (3.19). The underlying Lie group
of the SLAM problem is now discussed.
63
5.4 The SLAM Lie Group
First consider the manifold M1 and let mx,my ∈ M1. As in [26], associate with
every m ∈ M1 an element of R3, denoted m ∈ R3, such that m =
[
mT 1
]T
. The
manifold M1 is a Lie group with the group multiplication map given by
(mx,my) 7→
[
mx + my
1
]
, (5.15)
and inverse map
mx 7→
[
−mx
1
]
. (5.16)
Next, consider the manifoldM`1 =M1× . . .M1, the Cartesian product of ` copies of
M1. Since the Cartesian product of Lie groups is itself a Lie group [78], the manifold
M`1 is a Lie group under the group multiplication map
(mx,my) 7→
([
mx1 + my1
1
]
, . . . ,
[
mx` + my`
1
])
, (5.17)
and inverse map
mx 7→
([
−mx1
1
]
, . . . ,
[
−mx`
1
])
, (5.18)
where mx,my ∈M`1 with mx = (mx1, . . . ,mx`) and my = (my1, . . . ,my`).
Consider the Cartesian product of SE(3) andM`1, G = SE(3)×M`1, where again
G, the Cartesian product of two Lie groups, is a Lie group [78]. Given two elements
of G, g = (Tg,mg) ∈ G and h = (Th,mh) ∈ G, the group multiplication operator ? is
defined as
g ? h =
(
TgTh,
[
mg1 + mh1
1
]
, . . . ,
[
mg` + mh`
1
])
, (5.19)
and the inversion operator (·)−1 is defined as
g−1 =
(
T−1g ,
[
−mg1
1
]
, . . . ,
[
−mg`
1
])
. (5.20)
The tangent space of G at a point x = (T,m) ∈ G is TxG = TTSE(3) × M`0,
where M`0 = M0 × M0 × . . . × M0 and TTSE(3) is the tangent space of SE(3)
at point T ∈ SE(3). The Lie algebra of G is the tangent space at the identity
64
element of G denoted g = se(3) ×M`0. An element of M`0, a ∈ M`0, is expressed as
a = (a1, a2, . . . , a`), where aj ∈M0 for all j ∈ {1, 2, . . . , `} [79].
The SLAM Lie group is now identified as the Lie group G, where the system state
associated with (5.14) is given by x = (Tab,m) ∈ G, where m = (m1a, . . . ,m`a) ∈
M`1. In terms of x, the system (5.14) can be expressed as x˙ = (TabAb, 0M`0), where
(TabAb, 0M`0) ∈ TxG and 0M`0 = (0, . . . , 0) ∈ M`0. For simplicity in notation, the
subscript of 0M`0 is dropped and the state equations are written as
x˙ = (TabAb, 0). (5.21)
The estimate of the state x is denoted xˆ = (Tae, mˆ) ∈ G, where Tae ∈ SE(3) is the
pose estimate and mˆ = (mˆ1a, . . . , mˆ
`
a) ∈M`1 is the map estimate.
5.4.1 A Riemannian Metric on the SLAM Group
To find a Riemannian metric on the SLAM group, the approach of [17] is taken
where first an inner product on the Lie algebra is first found. An inner product on g,
denoted by 〈·, ·〉g : g× g→ R, can be defined by
〈(A, a), (B, b)〉g = 〈A,B〉+
∑`
j=1 a
T
j bj, (5.22)
for all A,B ∈ se(3) and a, b ∈ M`0. Then, the inner product on g determines a
right-invariant Riemannian metric, 〈·, ·〉g : TgG× TgG→ R, by the relationship [17]
〈v, u〉g = 〈V,U〉Tg + 〈a, b〉mg , (5.23)
for all v = (V, a) ∈ TgG, u = (U, b) ∈ TgG, and g = (Tg,mg) ∈ G, where 〈V,U〉Tg ,
〈VT−1g ,UT−1g 〉 and 〈a, b〉mg ,
∑`
j=1 a
T
j bj.
5.4.2 Cost Function Selection
Let E : G× G → R+ denote the error function that is sought. In [26], nonlinear
observer design on SE(3) is considered. In that paper the authors employ the cost
function given by
ESE(3)(Tae,Tab) = 12
∑`
j=1 ||T−1aemja − T−1ab mja||22, (5.24)
which, similar to the SO(3) cost function in Section 4.3.1, is related to the sum of
the errors between predicted and true landmark observations. Following [26], in this
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chapter the following error function is considered,
E(xˆ, x) = 1
2
∑`
j=1 ||T−1ae mˆja − T−1ab mja||22, (5.25)
which is the sum of the errors between predicted and true landmark observations.
This error function has as similar form to the Lyapunov function used in [76]. It is
important to note that E(xˆ, x) = 0 does not imply that xˆ = x.
From Definition 2.24, the gradient of E with respect to xˆ is the unique tangent
vector ∇xˆE(xˆ, x) ∈ TxˆG such that
d1E(xˆ, x) ◦ v = 〈∇xˆE(xˆ, x), v〉xˆ, ∀v ∈ TxˆG, (5.26)
where d1E(xˆ, x) is the differential with respect to the first argument of E, and
d1E(xˆ, x) ◦ v is the directional derivative of E along v ∈ TxˆG. Letting
∇xˆE(xˆ, x) = (∇TaeE(xˆ, x),∇mˆE(xˆ, x)), (5.27)
where ∇mˆE(xˆ, x) = (∇mˆ1aE(xˆ, x), . . . ,∇mˆ`aE(xˆ, x)), from (5.23) the gradient of E
with respect to xˆ satisfies
〈∇xˆE(xˆ, x), v〉xˆ = 〈∇TˆaeE(xˆ, x)T−1ae ,VT−1ae 〉
+
∑`
j=1 a
T
j∇mˆjaE(xˆ, x), (5.28)
for all v = (V, a) ∈ TxˆG.
It remains to find explicit expressions for ∇TaeE(xˆ, x) and ∇mˆjaE(xˆ, x). This is
done in the following proposition.
Proposition 5.1. Consider the error function, E, given in (5.25) along with the
Riemannian metric defined in (5.23). Define y˜j = T
−1
ab mja − T−1ae mˆja ∈M0. Then,
∇TaeE(xˆ, x) = ΛTae, (5.29)
and
∇mˆjaE(xˆ, x) = −p(T−Tae y˜j), (5.30)
where Λ = P(∑`j=1 T−Tae y˜jmˆjTa ).
Proof Define a curve c : R→ G such that c() = (Γ(), γ()), where Γ() ∈ SE(3)
and γ() ∈M`1. Further define a tangent vector v = (STae, ζ) ∈ TxˆG where S ∈ se(3)
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and ζ ∈ M`0. Let Γ() = exp(S)Tae and let γ() = (mˆ1a + ζ1, . . . , mˆ`a + ζ`) such
that c(0) = xˆ and c˙(0) = v. Then, the directional derivative of E with respect to xˆ
along v is given by [42]
d1E(xˆ, x) ◦ v = d
d
E(c(), x)
∣∣∣∣
=0
. (5.31)
Substituting c() into E it follows from (5.26) that
〈∇xˆE(xˆ, x), v〉x = tr(
∑`
j=1 mˆ
j
ay˜
T
j T−1ae S)−
∑`
j=1 ζ
T
j T−Tae y˜j
= 〈P(T−Tae y˜jmˆjTa ),S〉 −
∑`
j=1
ζTj p(T
−T
ae y˜j).
Comparing the above to (5.28), ∇TaeE(xˆ, x) = ΛTae and ∇mˆjaE(xˆ, x) = −p(T−Tae y˜j),
where Λ = P(T−Tae y˜jmˆjTa ). 
5.4.3 Observer Dynamics and Error Dynamics
Now that the SLAM group has been identified, a Riemannian metric defined, and
a cost function determined, a gradient-based observer for SLAM can be constructed
by the methods proposed in [14] and discussed in Chapter 3. The gradient-based
observer for SLAM is abbreviated as GBO SLAM for the remainder of the chapter.
By (3.19), GBO SLAM is given by
˙ˆx = (TaeAb, 0)−K(∇xˆE(xˆ, x)), (5.32)
where the symmetric positive definite gain mapping K : TxˆG→ TxˆG has been added.
The form of the observer shares the same structure as the SLAM algorithm proposed
in [76], in that it is composed of a copy of the SLAM kinematics followed by an
innovation term. The introduction of the gain mapping is inspired by [16], where
the use of gain mappings for observer design on Lie groups is considered. The gain
mapping K(·) allows for cross coupling between the innovations in the pose and map
estimates. However, to simplify the analysis in later sections, coupling between pose
and map innovations will not be considered, and thus K(∇xˆE(xˆ, x)) may be written
as K(∇xˆE(xˆ, x)) = (KT (∇TaeE(xˆ, x)), Km(∇mE(xˆ, x))), where KT : TTaeSE(3) →
TTaeSE(3) and Km : M`0 → M`0 are symmetric positive definite linear operators.
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Consequently, (5.32) may be written in terms of Tae and mja as
T˙ae = TaeAb −KT (∇TaeE(xˆ, x)), (5.33a)
˙ˆmja = −
∑`
i=1K
ji
m(∇mˆiaE(xˆ, x)), (5.33b)
where Kjim :M0 →M0 is such that
Km(∇mE(xˆ, x)) = (
∑`
i=1K
1i
m(∇mˆiaE(xˆ, x)), . . . ,
∑`
i=1K
`i
m(∇mˆiaE(xˆ, x))). (5.34)
The gain mapping Km(·) allows for cross coupling between landmark position inno-
vations. In practice, this allows for corrections to the entire map after only a single
landmark has been observed.
It was established in [14] that left invariant system dynamics coupled with a
right invariant error function and a gradient defined with respect to a right invariant
Riemannian metric yield autonomous error dynamics for the gradient-based observer.
The error function, E, that has been chosen is not right invariant, which is to say that
E(x ? z, y ? z) 6= E(x, y) ∀x, y, z ∈ G. Consequently, the stability results presented in
[14] do not hold for the GBO SLAM algorithm considered in this chapter. However,
because it is assumed that the landmarks remain stationary, that is m˙ja = 0 ∀j ∈
{1, . . . , `}, the error dynamics can be shown to be autonomous. For this purpose,
define the group error as x˜ = xˆ ? x−1 = (T˜, m˜) ∈ G such that T˜ = TaeT−1ab and
m˜ = (m˜1a, . . . , m˜
`
a), where m˜
j
a = mˆ
j
a −mja. The autonomous nature of the dynamics
associated with x˜ is established in the following proposition.
Proposition 5.2. Let sj = (T˜− 1)mja− p(m˜ja) ∈M0. Then, the error function may
be written as E(xˆ, x) = E˜(x˜), where E˜ : G→ R+ is given by
E˜(x˜) = 1
2
∑`
j=1 ||(T˜− 1)mja − p(m˜ja)||22 = 12
∑`
j=1 s
T
j sj. (5.35)
Moreover, assuming thatKT (·) is right invariant, that isKT (V)U = KT (VU) ∀V,U ∈
TTaeSE(3), the dynamics associated with x˜ are autonomous and are given by
˙˜T = −KT (∇T˜E˜(x˜)) (5.36a)
˙˜mja = −
∑`
j=1K
ji
m(∇m˜iaE˜(x˜)), (5.36b)
where ∇T˜E˜(x˜) = ΛT˜ and ∇m˜jaE˜(x˜) = −sj.
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Proof Applying (5.10) to (5.25) gives
E(xˆ, x) = 1
2
∑`
j=1 ||T−1ab mja − T−1ae mˆja||22
= 1
2
∑`
j=1 ||T−1ae (T˜mja − mˆja)||22
= 1
2
∑`
j=1 ||T˜mja − mˆja||22.
From the definition of m˜ja, mˆ
j
a may be written as mˆ
j
a = p(m˜
j
a) +mja. Thus, E(xˆ, x) =
E˜(x˜) = 1
2
∑`
j=1 ||sj||22. By (5.3), (5.33a), and (5.29) the time derivative of T˜ is
˙˜T = T˙aeT−1ab + TaeT˙
−1
ab
= TaeAbT−1ab −KT (ΛTae)T−1ab − TaeAbT−1ab
= −KT (ΛTae)T−1ab . (5.37)
With the assumption that KT (·) is right invariant it follows that ˙˜T = −KT (ΛT˜).
Applying the fact that mˆja = p(m˜
j
a) + mja, it follows that ˙˜mja = p( ˙˜mja) = ˙ˆmja. Then
from (5.33b) and (5.30), the time derivative of m˜ja satisfies
˙˜mja = −
∑`
i=1K
ji
m(∇mˆiaE(xˆ, x))
=
∑`
i=1K
ji
m(p(T−Tae y˜i)).
Applying the identity given in (5.11) it follows that
˙˜mja =
∑`
i=1K
ji
m(T˜mia − mˆia) (5.38)
=
∑`
i=1K
ji
m((T˜− 1)mia − p(m˜ia)) (5.39)
=
∑`
i=1K
ji
m(si). (5.40)
To show that the error dynamics are autonomous, it is sufficient to show that Λ
may be written in terms of T˜, m˜ja, and mja. Applying (5.8) and the fact that mˆ
j
a =
p(m˜ja) + mja gives
Λ = P(∑`j=1 T−Tae (T−1ab mja − T−1ae mˆja)mˆjTa )
= P(∑`j=1(T˜mja − mˆja)mˆjTa )
= P(∑`j=1 sj(mja + p(m˜ja))T), (5.41)
and therefore the error dynamics are autonomous.
Following the same method used in the proof of Proposition 5.1, it can be shown
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that ∇T˜E˜(x˜) = ΛT˜ and ∇m˜jaE˜(x˜) = −sj. Thus,
˙˜T = −KT (∇T˜E˜(x˜)) and ˙˜mja =
−∑`j=1Kjim(∇m˜iaE˜(x˜)), which completes the proof. 
5.5 Bias Estimation
In the previous section it was assumed that Ab was available for use in the observer
equations. Now, consider the case when Ab is measured as Ayb = Ab+B ∈ se(3), where
B ∈ se(3) is a constant unknown bias such that
B =
[
b×ω bv
0 0
]
, (5.42)
and bω,bv ∈ R3. In these instances it is necessary to modify the observer equations
of (5.33) by including a bias estimator to estimate the unknown bias B. This method
and has been successfully employed in the context of attitude estimation [10], pose
estimation [27], on general Lie groups [16], and was previously discussed in Chapter
4.
Let Bˆ ∈ se(3) denote the estimate of the bias B. Consider an observer of the form
T˙ae = Tae(Ayb − Bˆ)−KT (∇TaeE(xˆ, x)), (5.43a)
˙ˆmja = −
∑`
i=1K
ji
m(∇mˆjaE(xˆ, x)), (5.43b)
˙ˆB = ρP(TTaeΛT−Tae ), (5.43c)
where ρ ∈ (0,∞). Define the error in the bias estimate as B˜ = B − Bˆ ∈ se(3).
Following a procedure similar to Proposition 5.2, the error dynamics can be found to
be nonautonomous and of the form
˙˜T = TaeB˜T−1ae T˜−KT (∇T˜E˜(x˜)), (5.44a)
˙˜mja = −
∑`
i=1K
ji
m(∇m˜jaE˜(x˜)), (5.44b)
˙˜B = −ρP(TTaeΛT−Tae ). (5.44c)
5.6 Stability of GBO SLAM
The convergence of the observers presented in (5.33) and (5.43) will now be as-
sessed. Theorem 5.3 deals with the convergence properties of (5.33), while Theorem
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5.4 deals with the convergence of (5.43).
Theorem 5.3. All trajectories of x˜ satisfying (5.36) asymptotically approach the set
M = {x˜ ∈ G | E˜(x˜) = 0}. Moreover, there exists constant T ∈ SE(3) such that, in
M , Tae = TTab and mˆja = Tmja.
Proof Consider the lower bounded function
V1(x˜) = E˜(x˜). (5.45)
Taking the derivative with respect to time of V1 gives
V˙1 = 〈∇x˜E(x˜), ˙˜x〉x˜
= −〈∇T˜E(x˜),KT (∇T˜E(x˜))〉T˜
− 〈∇m˜E˜(x˜), Km(∇m˜E˜(x˜))〉m˜
≤ −kT 〈∇T˜E(x˜),∇T˜E(x˜)〉T˜
− km〈∇m˜E˜(x˜),∇m˜E˜(x˜)〉m˜
= −kT 〈Λ,Λ〉 − km
∑`
j=1 s
T
j sj,
where kT and km are the minimum eigenvalues of KT and Km, respectively. Con-
sequently, V1(t) ≤ V1(0) and the set Ω = {x˜ ∈ G | V1(t) ≤ V1(0)} is compact and
positively invariant. Let E = {x˜ ∈ Ω | V˙1 = 0}. As V˙1 is bounded from below by
−k¯T 〈Λ,Λ〉se(3)− k¯m
∑`
j=1 s
T
j sj, where k¯T and k¯m denote the maximum eigenvalues of
KT and Km, it follows that E = {x˜ ∈ Ω | sj = 0,Λ = 0}. However, sj = 0 implies
that Λ = 0 and, via (5.35), V1 = 0. Therefore, E = {x˜ ∈ Ω | V1 = 0}. As E itself is an
invariant set, the largest invariant set in E is the set M = E . By LaSalle’s invariance
principle all trajectories of x˜ starting in Ω converge to the set M = {x˜ ∈ Ω | V1 = 0}
as t −→∞.
Trajectories in M satisfy V1 ≡ 0 and thus sj ≡ 0. Therefore, ˙˜mja ≡ 0 and ˙˜T ≡ 0,
which implies that m˜ja and T˜ are constant in M . Moreover, sj ≡ 0 implies that
mˆja ≡ T˜mja. Let T ∈ SE(3) denote the constant value that T˜ reaches in M . Then,
the limit points of trajectories of x˜ satisfy Tae = TTab and mˆja = Tmja. Thus the
limit points of trajectories of x˜ satisfy Tae = TTab and mˆja = Tmja. In other words,
as t→∞ the map and pose estimates approach their true counterparts transformed
by some constant pose transformation. 
Note that the results of Theorem 5.3 do not depend on the number of landmarks.
In addition, no restrictions have yet been placed on the linear independence of the
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landmark positions, unlike in [10, 26] where SO(3) and SE(3) observers are consid-
ered. For example, in [26] it is assumed that there exists three or more landmarks
whose positions are not collinear. This guarantees the existence of four isolated equi-
libria and the local asymptotic stability of the desired equilibrium point. This can be
interpreted as an observability condition, as is done in [27]. Moreover, a variation of
this condition was discussed in Chapter 4 where it was manifested as a rank condition
on the matrix Ma in (4.14). However, the estimation problem currently considered
is inherently unobservable, as discussed earlier in Section 5.2. Further, there exists
no isolated equilibria or even a desired equilibrium point, but rather a desired in-
variant set M . Consequently, no landmark restrictions are necessary for the results
of Theorem 1. This is not to say, however, that the number and properties of the
landmarks have no effect in practice. In reality, nonideal input measurements will
cause drift and other undesirable effects in the state estimates. If ` < 3 then drift in
certain directions of the state-space will not cause an increase in the estimation error
E and consequently the innovation terms will not correct the drift. It may be possible
to strengthen the results of Theorem 5.3 by placing restrictions on the number and
properties of the landmarks. However, this will be left as a possible extension to the
current work. Instead, it will now be shown that undesirable effects associated with
constant bias in the input measurements can be countered provided the landmarks
satisfy a certain linear independence condition.
Theorem 5.4. Consider trajectories of (x˜, B˜) under (5.44) and assume the following:
(A1) Trajectories of x˜(t) remain bounded for all t ≥ 0.
(A2) Trajectories of Tab(t) and Ab(t) remain bounded for all t ≥ 0.
(A3) The number of total landmarks is greater than or equal to three and
span{m1a, . . . ,m`a} =M1.
Then, trajectories of (x˜, B˜) asymptotically approach the set M¯ = {(x˜, B˜) ∈ G ×
se(3) | E˜(x˜) = 0, B˜ = 0}. Moreover, there exists constant T ∈ SE(3) such that, in
M¯ , Tae = TTab and mˆja = Tmja.
Proof Consider the lower bounded function
V2(x˜, B˜) = E˜(x˜) +
1
2ρ
〈B˜, B˜〉, (5.46)
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where E˜ is given in (5.35). Taking the derivative with respect to time of V2 gives
V˙2 = 〈∇x˜E(x˜), ˙˜x〉x˜ + 1/ρ〈B˜, ˙˜B〉
≤ −kT 〈∇T˜E(x˜),∇T˜E(x˜)〉T˜ + 〈Λ,TaeB˜T−1ae 〉
− km〈∇m˜E˜(x˜),∇m˜E˜(x˜)〉m˜ − 〈B˜,TTaeΛT−Tae 〉
= −kT 〈∇T˜E(x˜),∇T˜E(x˜)〉T˜
− km〈∇m˜E˜(x˜),∇m˜E˜(x˜)〉m˜
= −kT 〈Λ,Λ〉 − km
∑`
j=1 s
T
j sj.
Therefore, V˙2 ≤ −km
∑`
j=1 s
T
j sj = −2kmE˜(x˜). It follows then that V2 ∈ L∞ and
limt→∞ V2(t) exists and is finite. Thus, B˜ remains bounded for all t ≥ 0 and B˜ con-
verges to some constant value. In addition, it follows that E˜ ∈ L∞ and that limt→∞ E˜
exists and is finite [80, p. 181, Fact 1]. Moreover,
∫∞
0
E˜(τ)dτ ≤ 1/(2km)(V2(0) −
limt→∞ V2(t)) < ∞. As E˜ ≥ 0, it follows that E˜ ∈ L1. The fact that E˜ converges
along with E˜ ∈ L1 implies that E˜ → 0 as t → ∞ [80, pp. 181–182, Fact 3 and Fact
5].
The fact that E˜(x˜) approaches zero implies that limt→∞ sj = 0 for all j ∈
{1, . . . , `}. By assumption (A1) and (5.41), limt→∞ sj = 0 implies that Λ → 0 as
t→∞. With assumptions (A1) and (A2), it can be shown that s¨j remains bounded
and consequently s˙j is uniformly continuous. The application of Barbalat’s Lemma
yields s˙j → 0 as t→∞. Given that s˙j = T˜TabB˜T−1ab mja−KT (ΛT˜)mja−
∑`
i=1K
ji
m(si),
assumption (A1), and the facts that Λ → 0 and sj → 0, it follows that limt→∞ s˙j =
limt→∞ T˜TabB˜T−1ab mja = 0. Consequently, limt→∞ B˜yj = 0 for all j ∈ {1, . . . , `}, where
yj , T−1ab mja ∈ M1. It therefore follows that in the limit as t → ∞ the equation
Ax = 0 must be satisfied, where x = [ b˜Tω b˜
T
v ]
T and
A =

−y×
1
1
...
...
−y×
`
1
 . (5.47)
By assumption (A3), the set of landmark positions mja spansM1, which implies that
span{y1, . . . , y`} = M1 and span{y1, . . . , y`} = R3. The matrix A has full column
rank provided span{y
1
, . . . , y
`
} = R3. Thus, A has full column rank and Ax = 0
implies that x = 0, which in turn, implies that B˜ = 0. This shows that B˜ → 0 as
t→∞.
Suppose (x¯(t), B¯(t)) is a solution of (5.44). Then x¯(t) = (T¯(t), m¯(t)) is also a
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solution of
˙˜T = TaeB¯(t)T−1ae T˜−KT (∇T˜E˜(x˜)), (5.48a)
˙˜mja = −
∑`
i=1K
ji
m(∇m˜jaE˜(x˜)), (5.48b)
As Tae and T˜ are bounded by assumption and B¯(t) → 0 it follows that (5.48) is
asymptotically autonomous to (5.36) and thus the positive limit sets of solutions of
(5.48) are invariant under (5.36). Consequently, the positive limit sets of (5.44) are
invariant under (5.36) [81, Theorem 4]. The results of Theorem 5.3 indicate that
positive limit sets of (5.36) satisfy Tae = TTab and mˆja = Tmja for some constant
T ∈ SE(3). Thus, positive limit sets of (5.44) satisfy this same condition. This
completes the proof. 
5.7 Numerical Example
In this section, the GBO SLAM algorithm is implemented in simulation. The
simulation parameters in this section are inspired by the simulation conducted in
[76]. The goal of this section is to verify the convergence properties of GBO SLAM,
both with and without bias estimation. Two cases are considered. In the first case,
no noise or bias are added to the velocity and landmark position measurements. In
the second case, bias is added to the velocity measurements. It is assumed that there
exists ` = 3 landmarks surrounding the vehicle. The landmark positions are given by
m1a =
 10
0
 (m), m2a =
 01
0
 (m), and, m3a =
 00
1
 (m), (5.49)
which satisfy assumption (A3) in Theorem 5.4. The initial vehicle position is given
by rbaa (0) =
[
0 0 0
]
and the initial vehicle attitude is Cab(0) = 1. The trajectory
of the vehicle is determined by (5.3) where the angular and translational velocities
are taken as ωbab = 0 (rad/s) and
vbab =
 0.05 cos(pi/25t)0.05 sin(pi/25t)
0.05
 (m/s). (5.50)
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The pose estimate is initialized as Tae(0) = Tba(0) and the map estimate is initialized
with
mˆ1a =
 0.80.3
0.0
 (m), mˆ2a =
 0.41.3
0.0
 (m), and, mˆ3a =
 0.00.2
0.8
 (m). (5.51)
In this example, the symmetric positive definite gain K in (5.32) is taken to be the
identity operator.
5.7.1 Case 1: No Bias
In the first simulation the GBO SLAM algorithm described by (5.32) is imple-
mented. Recall, by Theorem 5.3, it is expected that the pose and map estimates will
approach their true counterparts transformed by some constant pose transformation.
The results of the simulation are shown in Figs. 5.1 and 5.2. The attitude and position
error taken from
T˜ =
[
C˜ r˜
0 1
]
, (5.52)
is shown in Fig. 5.1a and Fig. 5.1b, respectively. The attitude error φ˜ is extracted from
C˜ by φ˜ = arccos(1
2
(tr(C˜)− 1)). As predicted, the error in pose approaches a constant
value. The cost function approaches zero as shown in Fig. 5.1c confirming the results
of Theorem 5.3. The constant pose transformation between the estimated and true
state can be seen visually in Fig. 5.2 where a 3D visualization of the simulation is
shown.
5.7.2 Case 2: Bias Estimation
The GBO SLAM algorithm with bias estimation, given by (5.43), is now imple-
mented. The goal is to verify the results of Theorem 5.4. Bias is introduced to
the velocity measurement as described in (5.42) where bω =
[
0.01 −0.01 0.01
]T
(rad/s) and bv =
[
0.005 0.003 −0.002
]T
(m/s). The observer gain ρ is taken as
ρ = 1.0. As in Sec. 4.5, (5.43c) is only implemented provided√
〈∇xˆE(xˆ, x),∇xˆE(xˆ, x)〉xˆ ≤ 0.1, (5.53)
otherwise
˙ˆB = 0. This is necessary to avoid integrator windup.
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Figure 5.1: GBO SLAM simulation results. Pose estimation error approaches a con-
stant while the cost function approaches zero.
The results of the simulation are shown in Figs. 5.3, 5.4, and 5.5. As in the pre-
vious case, the errors in attitude in pose approach constants, while the cost function
approaches zero. The errors associated with the bias estimate are plotted in Fig. 5.4,
where it can be seen that the errors approach zero indicating successful bias estima-
tion, a result predicted in Theorem 5.4. A 3D visualization of the simulation is shown
in Fig. 5.5.
5.8 Experimental Results
GBO SLAM is now tested using the experimental data of [82]. The experimental
setup consists of 20 reflective markers placed on the ground as well as a sensor head.
The sensor head is equipped with an inertial measurement unit that provides mea-
surements of angular velocity and translational acceleration while an onboard stereo
camera observes the reflective markers. The translational acceleration measurements
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Figure 5.2: 3D visualization of GBO SLAM. The true vehicle position, shown in blue,
as well as the estimated position, shown in orange, are shown. In addition, the map
estimate, mˆ, at time t = 0 (s) and t = tf = 30 (s) are also shown. Due to initialization
errors the estimated map and pose are shifted by a constant transformation, mostly
in the positive y direction.
are integrated thus generating artificial translational velocity measurements. Stereo
features are associated with landmarks using ground truth data. Ground truth mea-
surements of the landmark positions and pose of the sensor head are taken using a
motion capture system. The SLAM algorithm is implemented offline after data has
been acquired by the sensors. To emphasize the bias estimation capability of the
proposed method large artificial biases are added to the angular and translational
velocity after the true biases are negated using ground-truth data. The added arti-
ficial bias takes the form of (5.42), where bω = [ 0.016 − 0.01 0.014 ]T (rad/s) and
bv = [ 0.04 0.02 − 0.02 ]T (m/s).
GBO SLAM is implemented in discrete time. It is possible to design Lie group
observers directly in discrete time as is done in [83] and [84]. However, in this section
the discrete-time system equations are found by directly discretizing the continuous-
time system as is done in [10]. Let T denote the sample time and let Tae,k, mˆja,k, and
Bˆk denote the state estimates at time t = kT , where k ∈ N. Further, let yj,k ∈ M1
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Figure 5.3: GBO SLAM simulation results.
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Figure 5.4: Error in the bias estimate.
be the measurement of the position of landmark j at time t = kT . The measurement
Ayb at time t = kT is denoted A
y
b,k. To implement (5.43) in discrete time the state
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Figure 5.5: 3D visualization of GBO SLAM with bias estimation. Bias estimation
is successful and the results mirror the results shown in Fig. 5.2. The true vehicle
position is shown in blue, while the estimated position is shown in orange.
estimates are propagated forward by
T−ae,k = Tae,k−1 exp(T (A
y
b,k−1 − Bˆk−1)),
mˆj−a,k = mˆ
j
a,k−1,
Bˆ
−
k = Bˆk−1,
and corrected by
Tae,k = T−ae,k exp(TKT ((T
−
ae,k)
−1ΛkT−ae,k)),
mˆja,k = mˆ
j−
a,k + T
∑
i∈OkK
ji
m(p((T
−
ae,k)
−Ty˜i,k)),
Bˆk = Bˆ
−
k + ρTP((T−ae,k)TΛk(T−ae,k)−T),
where Λk = P(
∑
j∈Ok(T
−
ae,k)
−Ty˜j,kmˆ
jT
a,k), and Ok is the set of all landmarks that have
been observed at time t = Tk. Taking the standard basis of se(3), denoted {B}, and
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right translating by Tae giving {BTae} yields a basis for TTaeSE(3) [16]. The gain KT
in this basis is taken to be [KT ]{BTae} = diag{1, 1, 1, 0.5, 0.5, 0.5}. The gain Km in the
standard basis ofM`0 is taken as 0.11, while the value of ρ is chosen as ρ = 0.03. The
estimates are initialized as Tae,0 = 1 and Bˆ0 = 0. Landmark estimates are initialized
when first observed as mˆj−a,k = T
−
ae,kyj,k.
2.0
2.5
3.0
r 1
(m
)
GBO SLAM UKF SLAM Truth
2.0
2.5
r 2
(m
)
0.0
0.5
1.0
1.5
r 3
(m
)
0 20 40 60 80 100 120
t (s)
1.5
2.0
2.5
3.0
φ
(r
ad
)
Figure 5.6: Time history of pose estimates and the true pose.
The performance of the proposed observer is shown in Fig. 5.6, Fig. 5.7, and
Fig. 5.8, where the pose estimates, bias estimation error, and map estimation error is
shown. Plotted are the first, second, and third components of rbaa = [ r1 r2 r3 ]T as well
as the attitude angle extracted from Cab as φ = cos−1(12(tr(Cab) − 1)). To compare
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Figure 5.7: Map estimate RMS errors.
the pose estimate generated by the observer and the ground truth pose, the pose
estimate is transformed by a best fit pose transformation, denoted Tfit, computed
using the final map estimate at time t = 120 (s) [85]. The RMS error associated
with the first, second, and third components of all initialized landmark positions
are also shown. Specifically, mRMSi =
√∑
j∈I(m
j
ai − m¯jai)2/N, ∀i ∈ {1, 2, 3}, where
mja = [m
j
a1 m
j
a2 m
j
a3 1]
T, m¯ja = T
−1
fit mˆ
j
a, I is the set of all initialized landmarks, and
N is the total number of landmarks in I.
For comparison purposes, an unscented Kalman Filter SLAM (UKF SLAM) al-
gorithm is also implemented [86]. Due to the constant gain nature of the proposed
observer, there exists a trade-off between convergence rate and steady-state error.
Increasing the gains results in faster convergence but amplifies noise at steady-state.
Therefore, the observer gains must be tuned appropriately. This is opposed to UKF
SLAM where time-varying observer gains are generated from a covariance matrix
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Figure 5.8: Time history of errors in the bias estimates.
that is propagated through time along with the state estimates. The UKF SLAM
covariances are initially computed using truth and sensor data, then further tuned to
achieve adequate performance. In this experiment, the GBO SLAM gains have been
tuned to achieve similar steady-state performance as UKF SLAM, which can be seen
in Fig. 5.6, Fig. 5.7, and Fig. 5.8. The results of this experiment are not meant to
show that GBO SLAM is a superior algorithm to UKF SLAM, but rather that similar
results can be achieved using the proposed algorithm when compared to traditional
methods.
5.9 Closing Remarks
A gradient-based observer for SLAM has been presented. The observer evolves
directly on the underlying Lie group. Stability results in Sec. 5.6 indicate that the pose
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and map estimates converge to their true counterparts transformed by a constant pose.
The case of estimating and negating bias corrupting measurements is also considered.
Numerical and Experimental results demonstrate effective pose and map estimation.
When compared with UKF SLAM the steady state pose and map errors of both
UKF SLAM and GBO SLAM are comparable. Future work will involve including
cross coupling between the pose and map innovations as well as time-varying observer
gains.
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Part III
Higher-Order Nonlinear
Complementary Filtering
84
Chapter 6
The Higher-Order Nonlinear
Complementary Filter
6.1 Introduction
Consider again the observer design problem for a general Lie group considered in
Chapter 3. In that chapter, the gradient-based observer was discussed. As it will be
shown in this chapter, the gradient-based observer is closely related to the classical
complementary filter, a simple linear sensor fusion method. In fact, the gradient-based
observer shares the same block diagram structure as a classical complementary filter, a
fact pointed out for the SO(3) case in [10]. The caveat, however, is that the gradient-
based observer is only analogous to the specific case of a classical complementary filter
with first order sensitivity and complementary sensitivity transfer functions. The first
order nature nature of the gradient-based observer places restrictions on the effective
bandwidth and roll-off rate of the observer.
In this chapter, a nonlinear Lie group observer is discussed that allows for higher-
order filtering. The approach taken is similar to previous Lie group observers pre-
sented in the literature, including [14] and [15] as the innovation is related to the
gradient of a cost function. However, while the gradient of the cost function appears
directly as the innovation term in [14], in this chapter the innovation is based on the
output of a linear time-invariant (LTI) system whose input is the gradient of a cost
function resolved in a basis of the Lie algebra. Analogous to the classical complemen-
tary filter for any general sensitivity and complementary sensitivity transfer functions,
the proposed method can be understood as a nonlinear complementary filter on a Lie
group. The introduction of the LTI system in the proposed observer allows for more
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general and complex higher-order filtering. Consequently, the proposed method com-
pletes the extension of linear complementary filters to nonlinear observer design on
Lie groups. This is highly practical, as it allows for the targeting of specific frequency
bandwidths in the velocity and partial state measurements. For example, applying
a fast Fourier transform (FFT) to measurement data, the frequency content of the
measurement noise can be identified and then mitigated by carefully constructing the
LTI system that effectively acts as a prefilter on the exteroceptive measurements.
Further, it is shown that by restricting the LTI system to the set of strictly positive
real systems with feedthrough the strong stability properties of the nonlinear observer
can be maintained. A disturbance observer that allows for the rejection of constant
and harmonic disturbances in the group velocity measurements is also considered.
Passing nonlinear inputs through dynamic systems are considered in the context
of rigid-body attitude estimation in [87] and [88], and for rigid-body attitude control
in [89]. In [89] the nonlinear input is passed through a first-order dynamic system
where the dynamic system is used to retain continuity in the case of discontinuities
in the nonlinear input. In [87] and [88], a first-order dynamic system is employed
and is derived via the Lagrange-D’Alembert principle and applied in continuous and
discrete time. The filters in [87], [88], and [89] are first-order and consequently do
not generalize to higher-order systems. Further, they were developed for the specific
case of the Lie group SO(3), while general Lie groups are considered in this chapter.
The main contribution of this chapter is the design of the observer, which allows
for greater design freedom compared to similar observers and can, with appropriate
selection of the LTI system, result in enhanced rejection of measurement noise. It is
shown that, provided the linear system is composed of a strictly positive real part and
feedthrough, the proposed observer is locally asymptotically stable about a desired
equilibrium point.
6.2 Preliminaries
As in Chapter 3, let G denote a finite-dimensional Lie group and g its associated
Lie algebra. Let the set B = {b1, . . . , bn}, where b1, . . . , bn ∈ g, be a basis of g.
Then, for any a ∈ g, a may be written as a = S(a) where a = [ a1, . . . , an ]T ∈ Rn
and S : Rn → g is such that S(a) = ∑ni=1 aibi. A basis of TXG may be found by
right translation of B by X such that BX = {b1X, . . . , bnX} is a basis of TXG. To
simplify the results included in this chapter the basis B is assumed to be orthonormal,
however, similar results follow for any arbitrary basis.
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An inner product on g is denoted 〈·, ·〉 : g× g→ R with associated norm || · ||g =√〈·, ·〉. In this chapter, when the Riemannian metric is assumed to be right-invariant
it will also be assumed that the Riemannian metric is induced by the inner product
on g by the relationship
〈V (X), U(X)〉X = 〈V (X)X−1, U(X)X−1〉
= 〈v, u〉
= vTu (6.1)
for all X ∈ G, and vector fields V (X) = vX and U(X) = uX, where v = S(v), u =
S(u) ∈ g [17]. When the Riemannian metric is assumed to be bi-invariant, it is also
assumed that the inner product on g gives rise to a bi-invariant Riemannian metric
by the same relationship.
6.3 Observer Design
Consider again the problem of observer design on a Lie group G discussed in Chap-
ter 3, where it was desired to build an observer for the system (3.2) with measurements
given in (3.3) and (3.8). For convenience, (3.2), (3.3), and (3.8) are repeated here as
X˙(t) = X(t)v(t), (6.2)
and
vy(t) = v(t) + d(t), (6.3a)
y = h(X(t), N(t), y¯). (6.3b)
6.3.1 Review of the Linear Complementary Filter
To motivate the design of the observer presented in this chapter, first consider the
analogous system to (6.2) on R given by
x˙(t) = v(t),
where x ∈ R and v ∈ R is some time-dependent exogenous signal. Suppose it is
desired to build a filter to estimate the state x from measurements of x and v given
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by
y(t) = x(t) + n(t),
vy(t) = v(t) + d(t),
where n, d ∈ R are, respectively, the noise associated with y and vy. The comple-
mentary filter is a simple method to fuse the measurements of x(·) and v(·), and is
particularly effective when y and vy have complementary noise characteristics [90, 91].
Expressed in the frequency domain, the classical complementary filter is given by
xˆ(s) = S(s)
vy(s)
s
+ T (s)y(s)
= x(s) + S(s)
w(s)
s
+ T (s)n(s) (6.4)
where S(s) and T (s) are the sensitivity and complementary sensitivity functions of the
closed-loop system such that S(s)+T (s) = 1 [10, 90, 91]. Letting S(s) = s/(s+H(s))
and T (s) = H(s)/(s+H(s)) for some transfer function H(s), (6.4) can be expressed
as
xˆ(s) = x(s) +
s
s+H(s)
d(s)
s
+
H(s)
s+H(s)
n(s). (6.5)
In state-space form (6.5) can be written as
˙ˆx = vy − u (6.6a)
x˙f = Afxf + Bf (xˆ− y) (6.6b)
u = Cfxf + Df (xˆ− y), (6.6c)
where (Af ,Bf ,Cf ,Df ) forms a minimal state-space realization of H(s), xf is the state
associated with H(s), and u(s) = H(s)(xˆ(s) − y(s)). Defining the error e = xˆ − x,
the error dynamics associated with (6.6) are
e˙ = d− u (6.7a)
x˙f = Afxf + Bf (e− n) (6.7b)
u = Cfxf + Df (e− n). (6.7c)
The linear complementary filter is summarized in Fig. 6.1, where the block diagrams
associated with (6.4) and (6.6) are shown.
Classical control methods can be used to design H(s) such that T (s) and S(s)
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Figure 6.1: Equivalent block diagrams of the linear complementary filter. The comple-
mentary filter can be alternatively thought of as an open-loop sensor fusion algorithm
or as a feedback control system.
have desirable properties. When n(s) is comprised of high frequency noise and d(s)/s
is comprised of low frequency noise, H(s) is designed such that T (s) and S(s) are
low-pass and high-pass filters, respectively. A simple method to accomplish this is to
let H(s) = k, where k ∈ (0,∞). Then, T (s) and S(s) respectively become first order
low and high-pass filters with cutoff frequencies of k (rad/s).
6.3.2 Nonlinear Complementary Filtering
Motivated by (6.6), the Lie group observers proposed in this chapter take the form
of either
˙ˆ
X = Xˆvy − uRXˆ, (6.8a)
uR = HeR, (6.8b)
or
˙ˆ
X = Xˆvy − XˆuL, (6.9a)
uL = HeL, (6.9b)
where
eR = TXˆRXˆ−1(∇Xˆfy(Xˆ, y)), eL = TXˆLXˆ−1(∇Xˆfy(Xˆ, y)), (6.10)
H is a linear operator, and eR, eL,uR,uL ∈ Rn are respectively the representations of
eR, eL, uR, and uL in the basis B. The observer in (6.8) will be referred to as the right
observer while the observer in (6.12) will be referred to as the left observer. In this
dissertation, the linear operator H is assumed to be linear time-invariant (LTI). The
89
LTI system can be represented as the transfer matrix H(s) = Cf (s1−Af )−1Bf +Df
with associated state xf ∈ Rnf . In this case, the proposed observers take the form
˙ˆ
X = Xˆvy − S(uR)Xˆ, (6.11a)
x˙f = Afxf + BfeR, (6.11b)
uR = Cfxf + DfeR, (6.11c)
eR = S−1(TXˆRXˆ−1(∇Xˆfy(Xˆ, y))), (6.11d)
or
˙ˆ
X = Xˆvy − XˆS(uL), (6.12a)
x˙f = Afxf + BfeL, (6.12b)
uL = Cfxf + DfeL, (6.12c)
eL = S−1(TXˆLXˆ−1(∇Xˆfy(Xˆ, y))). (6.12d)
The proposed observers are composed of two coupled ordinary differential equa-
tions. The first, (6.11a) and (6.12a), evolves directly on the underlying Lie group G,
while the second, (6.11b) and (6.12b), is a linear system evolving on Rnf . Taken on
its own, (6.11a) shares the same structure as previous Lie group observers proposed
in the literature, including [14, 16], in that it is composed of two terms, the first of
which copies the nonlinear system dynamics of (3.2) and the second is an innovation
term that serves to drive the state estimate towards the true state. In fact, taking
H(s) = k1, k ∈ (0,∞), and neglecting partial state measurement noise, the proposed
observer reduces to
˙ˆ
X = Xˆvy − k∇XˆfI(Xˆ,X), (6.13)
the left gradient observer proposed in [14] and discussed in Chapter 3.
∫
H
+−TILXˆ
vy
˙ˆ
X Xˆ
∇Xˆfy(Xˆ, y)TXˆRXˆ−1S−1
y
STIRXˆ
Figure 6.2: Block diagram of the proposed right observer with group velocity mea-
surement vy and partial state measurements y.
Noting the similarities in structure between the classical complementary filter (6.6)
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to the proposed observers (6.11)-(6.12), the proposed methods can be understood as
nonlinear complementary filters on the Lie group G. The similarities are even more
apparent by comparing block diagrams of the linear complementary filter in Fig. 6.1b
with the block diagram of the proposed right observer shown in Fig. 6.2. The similar-
ities between Lie group observers of the form (6.13) and linear complementary filters
with a constant transfer function H(s) = k was first noted for the case of the Lie
group SO(3) in [10]. The proposed observer, however, is analogous to a classical com-
plementary filter on R for any general transfer function H(s), rather than strictly for
constant H(s). Therefore, the introduction of the linear system H(s) in (6.11)-(6.12)
completes the extension of linear complementary filters, with any general transfer
function H(s), to nonlinear complementary filters on Lie groups. In practice, H(s)
allows for greater freedom in the design of sensitivity and complementary sensitivity
transfer functions when (6.11) is linearized. A constant transfer function only allows
for simple first-order low- and high-pass filtering, while higher-order filtering can be
accomplished with the appropriate selection of H(s). This enhanced design freedom
can be exploited to better reject measurement noise and improve performance of the
nonlinear observer. It is shown in Sec. 6.4 that the strong stability properties typical
of nonlinear Lie group observers can be maintained even with the introduction of
H(s).
6.3.3 Right Observer Error Dynamics
To analyze the stability of the right observer it will be helpful to determine the
dynamics of (X˜R, xf ). As is the case in [14], left-invariant system dynamics along
with the right-invariance of the chosen Riemannian metric and cost function yield
autonomous error dynamics for the right observer. The autonomy of the error dy-
namics in the absence of noise is established in the following proposition.
Proposition 6.1. Consider trajectories of (Xˆ, xf ) under the right observer in (6.11).
Let fN : G × G → R be a right-invariant cost function and take a right-invariant
Riemannian metric on G. Assume that group velocity measurements and partial state
measurements are available as in (6.3). Then, dynamics associated with (X˜R, xf ) are
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given by
˙˜XR = X˜RAdX(d)− S(uR)X˜R, (6.14a)
x˙f = Afxf + BfeR, (6.14b)
uR = Cfxf + DfeR, (6.14c)
eR = S−1(TX˜RRX˜−1R ∇X˜RfN(X˜R, I)). (6.14d)
Further, assuming that there is no noise associated with the group velocity and partial
state measurements such that d = 0 and N = I, the dynamics associated with (X˜R, xf )
are autonomous and are given by
˙˜XR = −S(uR)X˜R, (6.15a)
x˙f = Afxf + BfeR, (6.15b)
uR = Cfxf + DfeR, (6.15c)
eR = S−1(TX˜RRX˜−1R ∇X˜RfI(X˜R, I)). (6.15d)
Proof The proof follows in a similar manner to the proof of Theorem 17 in [14].
By Lemma 3.1, the expression for ˙˜XR satisfies
˙˜XR = TXˆRX−1(Xˆd− uRXˆ)
= TXˆRX−1(Xˆd)− TXˆRX−1(uRXˆ)
= TXˆRX−1(Xˆd)− uRX˜.
Recall from (6.11d), eR = S−1(TXˆRXˆ−1(∇Xˆfy(Xˆ, y))), or alternatively∇XˆfN(Xˆ,X) =
S(eR)Xˆ. By Lemma 3.6, it follows that∇X˜RfN(X˜R, I) = TXˆRX−1(∇XˆfN(Xˆ,X)), and
therefore
∇X˜RfN(X˜R, I) = TXˆRX−1(S(eR)Xˆ)
= S(eR)X˜R,
which implies that eR = S−1(TX˜RRX˜−1R ∇X˜RfN(X˜R, I)). This proves that the error
dynamics satisfy (6.14). Equation (6.15) follows simply by setting d = 0 and N = I.
The error dynamics are autonomous in this case as eR depends only on X˜R. 
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6.3.4 Left Observer Error Dynamics
To prove the stability properties of the left observer the error dynamics associated
with (X˜R, xf ) will be used rather than (X˜L, xf ). This is done to simplify the stability
proofs. However, in later chapters the error dynamics associated with (X˜L, xf ) will be
used for design purposes. Therefore, in the following proposition, the error dynamics
under (6.12) for both (X˜R, xf ) and (X˜L, xf ) are determined.
Proposition 6.2. Consider trajectories of (Xˆ, xf ) under the left observer in (6.12).
Let fN : G × G → R be a bi-invariant cost function and take a bi-invariant Rie-
mannian metric on G. Assume that group velocity measurements and partial state
measurements are available as in (6.3). Then, the error dynamics associated with
(X˜L, xf ) are given by
˙˜XL = −vX˜L + X˜Lv + X˜L(d− uL), (6.16a)
x˙f = Afxf + BfeL, (6.16b)
uL = Cfxf + DfeL, (6.16c)
eL = S−1(TX˜LLX˜−1L (∇X˜LfN(X˜L, I))), (6.16d)
and the error dynamics associated with (X˜R, xf ) are given by
˙˜XR = X˜RAdX(d)− AdXˆ(uL), (6.17a)
x˙f = Afxf + BfeL, (6.17b)
uL = Cfxf + DfeL, (6.17c)
eL = S−1(AdXˆ−1(TX˜RRX˜−1R (∇X˜RfN(X˜R, I)))), (6.17d)
Further, assuming that there is no noise associated with the group velocity and partial
state measurements such that d = 0 and N = I. Then, the dynamics associated with
(X˜L, xf ) are nonautonomous and are given by
˙˜XL = −vX˜L + X˜Lv − X˜LuL, (6.18a)
x˙f = Afxf + BfeL, (6.18b)
uL = Cfxf + DfeL, (6.18c)
eL = S−1(TX˜LLX˜−1L (∇X˜LfI(X˜L, I))), (6.18d)
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and the error dynamics associated with (X˜R, xf ) are given by
˙˜XR = −AdXˆ(uL)X˜R, (6.19a)
x˙f = Afxf + BfeL, (6.19b)
uL = Cfxf + DfeL, (6.19c)
eL = eL = S−1(AdXˆ−1(TX˜RRX˜−1R (∇X˜RfI(X˜R, I)))), (6.19d)
Proof. Again, the proof follows in a similar manner to the proof of Theorem 17 in
[14]. To show (6.16), the time derivative of X˜L = X
−1Xˆ will be taken using Lemma
3.1. By Lemma 3.1,
˙˜XL = −TXˆ−1RXˆTILX−1TXRX−1X˙ + TXˆLX−1 ˙ˆX
= −X−1XvX−1Xˆ +X−1(Xˆ(v + d)− XˆuL)
= −vX˜L + X˜Lv + X˜L(d− uL),
which shows (6.16). Recall from (6.12d), eL = S−1(TXˆLXˆ−1(∇Xˆfy(Xˆ, y))), or alter-
natively ∇XˆfN(Xˆ,X) = XˆS(eL). As the cost function and Riemannian metric are
bi-invariant it follows that they are left-invariant and by Lemma 3.6, ∇X˜LfN(X˜L, I) =
TXˆLX−1(∇XˆfN(Xˆ,X)), and therefore
∇X˜LfN(X˜R, I) = TXˆLX−1(XˆS(eL))
= X˜LS(eL),
which implies that eL = S−1(TX˜LLX˜−1L ∇X˜LfN(X˜L, I)). This proves that the error
dynamics satisfy (6.16).
To show (6.16), Lemma 3.1 is applied again to yield ˙˜XR = X˜RAdX(d)−AdXˆ(uL).
As the cost function and Riemannian metric are bi-invariant it follows that they
are also right-invariant and by Lemma 3.6 ∇X˜RfN(X˜R, I) = TXˆRX−1(∇XˆfN(Xˆ,X)).
This implies that
∇X˜RfN(X˜R, I) = TXˆRX−1(XˆeL)
= XˆeLX
−1
= AdXˆ(eL)X˜R,
which implies that eL = S−1(AdXˆ−1(TX˜RRX˜−1R (∇X˜RfN(X˜R, I)))). Equations (6.18)
and (6.18) follow by setting d = 0 and N = I. 
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6.4 Stability Results
In the stability results that follow restrictions will be made on the cost function,
f , as well as the linear system H(s). In particular, the cost function will be restricted
to the set of right- or bi-invariant error functions, as defined below, and the linear
system is restricted to the set of strictly positive real systems with feedthrough.
Definition 6.3 (Error function [17]). Consider a smooth symmetric function ψ :
G×G→ R and define ψX : G→ R, where ψX(Y ) = ψ(X, Y ) for all X, Y ∈ G. The
function ψ : G× G → R is an error function about X ∈ G if ψX is smooth, proper,
bounded from below, and ψX satisfies
(i) ψX(X) = 0,
(ii) ∇ψX(X) = 0,
(iii) HψX(X) is positive definite.
The properties of an error function are well established in [17], where the error function
is labeled a “tracking error function”. A method for constructing error functions based
on single variable cost functions on the output spaces is proposed in [15]. Another
method for finding right invariant cost functions is discussed in [14].
Definition 6.4 (Strictly Positive Real (SPR) Transfer Matrix [92]). A real, rational,
strictly proper transfer matrix Hspr(s) of the complex variable s is SPR if
1. Hspr(s) is real for all real s and all elements of Hspr(s) are analytic in Re{s} ≥ 0,
2. Hspr(jω) + HHspr(jω) > 0 ∀ω ∈ (−∞,∞),
3. limω→∞ ω2{Hspr(jω) + HHspr(jω)} > 0.
Lemma 6.5 (Kalman-Yakubovich-Popov (KYP) Lemma [93]). Consider the LTI
system
x˙f = Afxf + Bfuf ,
yf = Cfxf ,
where xf ∈ Rnf , uf , yf ∈ Rmf , and Af , Bf , and Cf are appropriately dimensioned
real matrices that form a minimal state-space realization. Moreover, assume that Af
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is Hurwitz. Then, the system is strictly positive real (SPR) if and only if there exists
symmetric positive definite matrices Pf ,Qf ∈ Rnf×nf such that
PfAf + ATf Pf = −Qf (6.20a)
PfBf = CTf . (6.20b)
Corollary 6.6. Consider an LTI system with minimal state-space realization given
by
x˙f = Afxf + Bfuf , (6.21a)
yf = Cfxf + Dfuf , (6.21b)
and define L(xf ) = 12xTf Pfxf . If matrices (Af ,Bf ,Cf ) satisfy the KYP equations
(6.20) then, regardless of the choice of Df , the time derivative of L is given by
L˙(xf ) = −12xTfQfxf + uTf yf − uTfDfuf .
Proof The proof follows directly from equations (6.20) and (6.21). 
Given Definition 6.3 and Definition 6.4 it is now possible to present the main
results of this section. As in [16] we require the existence of a faithful representation
of the Lie group G as a matrix Lie group.
6.4.1 Stability of the Right Observer
The following corollary will be useful in the proof of the theorem that follows.
Corollary 6.7. Consider the gradient vector field ∇fI(X˜R, I) = S(eR)X˜R, where
the gradient is taken with respect to a right-invariant Riemannian metric, and let
˙˜XR = S(q)X˜R, where q ∈ Rn. Then, the derivative with respect to time of eR is given
by
e˙R = H(X˜R)q− ξ,
where H(X˜R) is the matrix representation in basis BX˜R of the Riemannian Hessian
operator HfI(X˜R,I)(·) at point X˜, and ξ ∈ Rn. Moreover, there exists a finite constant
m <∞ such that ξ satisfies ||ξ||2 ≤ m||q||2||eR||2.
Proof Let X˜R be a trajectory under the ordinary differential equation
˙˜XR =
S(q)X˜R, and consider the gradient vector field ∇fI(X˜R, I). Let Γ be a vector field
along the curve X˜R such that Γ(t) = ∇fI(X˜R(t), I). The covariant derivative of Γ
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along X˜R is given by [17, p. 139],
DΓ
dt
= S(e˙R)X˜R +Q(S(q), S(eR))X˜R, (6.22)
where Q : g × g → g is the unique bilinear mapping associated with the Levi-
Civita connection such that for any two right invariant vector fields V (X) = vX and
U(X) = uX, ∇VU = Q(v, u)X. By definition the covariant derivative satisfies
DΓ
dt
= ∇ ˙˜XR∇fI(X˜R, I),
and from the definition of the Hessian operator in (2.8) it follows that
DΓ
dt
= HfI(X˜R,I)(
˙˜XR). (6.23)
Combining (6.22) and (6.23) yields
S(e˙R)X˜R = HfI(X˜R,I)(
˙˜XR)−Q(S(q), S(eR))X˜R, (6.24)
Resolving (6.24) in basis BX˜R yields
e˙R = H(X˜R)q− ξ,
where S(ξ) = Q(S(q), S(eR)). Recall that the Riemannian manifold under consider-
ation, namely (G, 〈·, ·〉X), is a smooth Riemannian manifold. This implies that the
Levi-Civita connection is continuous [17, p.115 Theorem 3.104]. This further implies
that the bilinear map Q(·, ·) is continuous and consequently Q(·, ·) is bounded, which
is to say that there exists m <∞ such that ||Q(a, b)||g ≤ m||a||g||b||g for all a, b ∈ g.
Thus, ||S(ξ)||g ≤ m||S(q)||g||S(eR)||g, which implies that ||ξ||2 ≤ m||q||2||eR||2. 
Theorem 6.8. Consider trajectories of (X˜R, xf ) under (6.15). Let fI be a right-
invariant error function about X and take a right-invariant Riemannian metric. Let
(Af ,Bf ,Cf ) be SPR where Bf has full rank, and let Df ≥ 0. Assume the following:
(A1) there is no noise associated with the group velocity measurement or the partial
state measurements such that d = 0 and N = I;
(A2) there exists a faithful representation of the Lie group G as a matrix Lie group.
Define L = sup{c ∈ R | X˜R ∈ Ωc \ {I} =⇒ eR 6= 0}, where Ωc = {X˜R ∈
G | fI(X˜R, I) ≤ c}. Then the following statements hold:
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(i) the equilibrium point (X˜R, xf ) = (I, 0) is locally asymptotically stable;
(ii) trajectories of (eR, xf ) exponentially approach (0, 0) and X˜R asymptotically ap-
proaches I for all initial conditions satisfying V1(X˜R(0), xf (0)) < L, where V1
is defined in (6.29).
Proof. First, item (i) will be proved. Consider the Lyapunov function candidate
V1(X˜R, xf ) = fI(X˜R, I) + L(xf ). (6.25)
The derivative with respect to time of V1 is
V˙1(X˜R, xf ) = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜R + L˙(xf )
= −〈S(eR)X˜R, S(u)X˜R〉X˜R + L˙(xf )
= −〈S(eR), S(uR)〉+ L˙(xf )
= −eTRuR + L˙(xf ).
By application of Corollary 6.6, V˙1 is given by
V˙1(X˜R, xf ) = −eTRuR − 12xTfQfxf + eTRuR − eTRDfeR.
Consequently, V˙1(X˜R, xf ) = −12xTfQfxf − eTRDfeR. By assumption Df ≥ 0, which
implies V˙1(X˜R, xf ) ≤ −12xTfQfxf and thus V˙1(X˜R, xf ) ≤ 0 and V1(X˜R(t), xf (t)) ≤
V1(X˜R(0), xf (0)) for all t ≥ 0. By Remark 11.11 of [17], fI is locally positive definite
and X˜ = I is an isolated critical point of fI . By assumption, there exists a faithful
representation of G as a matrix Lie group. This implies that there exists m > 0 and
a mapping Φ : G → GL(m) such that Φ(G) is a matrix Lie group [16]. Following
the proof of Theorem 5.1 in [16], this implies that there exists a set Br = {X˜R ∈
G | d(X˜R) ≤ r} about X˜R = I, where d(X˜R) = ||1 − Φ(X˜R)||F, such that for all
X˜R ∈ Br, fI(X˜R, I) is positive definite and X˜R = I is the only critical point of
f in Br. Further, this implies that V1(X˜R, xf ) is positive definite in the set B¯r =
{(X˜R, xf ) ∈ G×Rnf | `(X˜R, xf ) ≤ r}, where `(X˜R, xf ) = d(X˜R)+ ||xf ||2, and X˜R = I
is the only critical point of f in B¯r.
A corollary to LaSalle’s invariant set theorem will now be used to prove local
asymptotic stability [94, p. 128]. Let S = {(X˜R, xf ) ∈ B¯r | V˙1(X˜R, xf ) = 0}. It will
now be shown that the only solution that can stay identically in S is the solution
(X˜R, xf ) = (I, 0). For all (X˜R, xf ) ∈ S, xf ≡ 0. With xf ≡ 0, it follows that x˙f ≡ 0.
This implies that BfeR ≡ 0. Since Bf has full rank by assumption, BfeR ≡ 0 implies
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that eR ≡ 0 and consequently ∇X˜RfI(X˜R, I) ≡ 0. As the only critical point of f in
B¯r is the point X˜R = I, it follows that ∇X˜RfI(X˜R, I) ≡ 0 implies X˜R = I. Thus,
by Corollary 4.1 of [94, p. 128] the equilibrium point (X˜R, xf ) = (I, 0) is locally
asymptotically stable. This proves item (i).
The proof of item (ii) continues as follows. By Corollary 6.29 of [17] there exists
a constant c > 0 such that the set Ωc = {X˜R ∈ G | fI(X˜R, I) ≤ c} is compact and
the only critical point of fI in Ωc is the point X˜R = I. By Proposition 6.30 of [17],
for all c ∈ (0, L) there exists constants 0 < b1 ≤ b2 such that
b1||eR||22 ≤ fI(Xˆ,X) ≤ b2||eR||22. (6.26)
Consider again the function V1 given in (6.25) and recall that V˙1 ≤ 0. There-
fore, V1(X˜R(t), xf (t)) ≤ V1(X˜R(0), xf (0)) ∀t ≥ 0. Let V1(X˜R(0), xf (0)) ≤ c, where
c ∈ (0, L). Then, fI(X˜R(t), I) ≤ c ∀t ≥ 0 and X˜R ∈ Ωc ∀t ≥ 0. This implies
that (6.26) is satisfied for all t ≥ 0. Then, V1 satisfies min{b1, 12λ(Pf )}||z||22 ≤
V1 ≤ max{b2, 12 λ¯(Pf )}||z||22, where λ(·) and λ¯(·) respectively denote the maximum
and minimum eigenvalues of a matrix, and z = [ ||eR||2 ||xf ||2 ]T. Thus, the fact that
V1(X˜(t), xf (t)) ≤ c for all t ≥ 0 implies that eR and xf are bounded for all t ≥ 0.
Consider the Lyapunov function candidate
V2(X˜R, xf ) = V1(X˜R, xf )− aeTRCfxf , (6.27)
where a ∈ (0,∞). Let γ = ||Cf ||F, then V2 satisfies zTW1z ≤ V2 ≤ zTW2z, where
W1 =
[
b1 −12aγ
−1
2
aγ 1
2
λ(Pf )
]
, and W2 =
[
b2
1
2
aγ
1
2
aγ 1
2
λ¯(Pf )
]
.
The derivative with respect to time of V2 satisfies
V˙2 = V˙1 − axTfCTf e˙R − aeTCf x˙f
≤ −1
2
xTfQfxf − axTfCTf e˙R − aeTRCf x˙f .
From Corollary 6.7, the derivative with respect to time of eR is given by e˙R =
−H(X˜R)uR − ξ, where S(ξ) = Q(S(uR), S(eR)) and ||ξ||2 ≤ m||uR||2||eR||2. Given
that xf and eR are bounded, it follows that uR is bounded as well. As Ωc is compact
it follows that the norm of H(X˜R) is bounded [17]. Define m1 = supX˜R∈Ωc ||H(X˜R)||F,
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m2 = m · sup ||uR||2, β = ||Df ||F, and  = λ(Qf ). Then it can be shown that
V˙2 ≤ −12||xf ||2 + am1γ2||xf ||22 + am1βγ||xf ||2||eR||2
+ aγm2||xf ||2||eR||2 − aeTCfAfxf
− aeTRCfBfeR.
Recall from (6.20b) Cf = BTf Pf . Let Υ = BTf PfBf and note that since Bf is assumed
full rank and Pf > 0 it follows that Υ > 0. Define δ = ||Af ||F, then
V˙2 ≤ −(12− am1γ2)||xf ||22 − aλ(Υ)||eR||22
+ aγ(m2 +m1β + δ)||xf ||2||eR||2. (6.28)
Equation (6.28) is equivalent to V˙2 ≤ −zTW3z, where
W3 =
[
aλ(Υ) −aκ
−aκ 1
2
− am1γ2
]
,
and κ = 1
2
aγ(m2 +m1β + δ). It can be shown that, provided
a < min
{√
2b1λ(Pf )
γ2
,
1
2
λ(Υ)
λ(Υ)m1γ2 + κ2
}
,
the matrices W1, W2, and W3 are positive definite. Therefore,
λ(d1)||z||22 ≤ V2 ≤ λ¯(d2)||z||22
V˙2 ≤ −λ(d3)||z||22,
which implies that
||z(t)||2 ≤
(
λ(d1)
λ¯(d2)
)1
2 ||z(0)||2 exp
(
− λ(d3)
2λ¯(d2)
t
)
.
Therefore, trajectories of (||eR||2, ||xf ||2) exponentially approach (0, 0). Due to the
fact that trajectories of X˜R remain in Ωc for all t ≥ 0, eR → 0 implies that X˜R → I
as t→∞. 
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6.4.2 Stability of the Left Observer
Theorem 6.9. Consider trajectories of (X˜R, xf ) under (6.19). Let fI be a bi-invariant
error function about X and take a bi-invariant Riemannian metric. Let (Af ,Bf ,Cf )
be SPR where Bf has full rank, and let Df ≥ 0. Assume the following:
(A1) there is no noise associated with the group velocity measurement or the partial
state measurements such that d = 0 and N = I;
(A2) there exists a faithful representation of the Lie group G as a matrix Lie group;
(A3) the matrix representation of the state X remains bounded with respect to || · ||F
for all t ≥ 0 and v remains bounded with respect to || · ||g for all t ≥ 0.
Define L = sup{c ∈ R | X˜R ∈ Ωc \ {I} =⇒ eL 6= 0}, where Ωc = {X˜R ∈
G | fI(X˜R, I) ≤ c}. Then the equilibrium point (X˜R, xf ) = (I, 0) is locally uniformly
asymptotically stable.
Proof. First, item (i) will be proved. Consider the Lyapunov function candidate
V1(X˜R, xf ) = fI(X˜R, I) + L(xf ). (6.29)
The derivative with respect to time of V1 is
V˙1(X˜R, xf ) = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜R + L˙(xf ).
From Proposition 6.2, ˙˜XR = −AdXˆ(uL)X˜L and ∇X˜RfI(X˜R, I) = AdXˆ(eL)X˜R. There-
fore,
V˙1(X˜R, xf ) = −〈AdXˆ(eL)X˜L,AdXˆ(uL)X˜L〉X˜R + L˙(xf ).
Due to the bi-invariance property of the Riemannian metric,
〈AdXˆ(eL)X˜L,AdXˆ(uL)X˜L〉X˜R = 〈eL, uL〉, (6.30)
and by application of Corollary 6.6, V˙1 is given by
V˙1(X˜R, xf ) = −eTLuL − 12xTfQfxf + eTLuL − eTLDfeL.
Consequently, V˙1(X˜R, xf ) = −12xTfQfxf − eTLDfeL. By assumption Df ≥ 0, which
implies V˙1(X˜R, xf ) ≤ −12xTfQfxf and thus V˙1(X˜R, xf ) ≤ 0 and V1(X˜R(t), xf (t)) ≤
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V1(X˜R(0), xf (0)) for all t ≥ 0. By Remark 11.11 of [17], fI is locally positive definite
and X˜ = I is an isolated critical point of fI . By assumption, there exists a faithful
representation of G as a matrix Lie group. This implies that there exists m > 0 and
a mapping Φ : G → GL(m) such that Φ(G) is a matrix Lie group [16]. Following
the proof of Theorem 5.1 in [16], this implies that there exists a set Br = {X˜R ∈
G | d(X˜R) ≤ r} about X˜R = I, where d(X˜R) = ||1 − Φ(X˜R)||F, such that for all
X˜R ∈ Br, fI(X˜R, I) is positive definite and X˜R = I is the only critical point of
f in Br. Further, this implies that V1(X˜R, xf ) is positive definite in the set B¯r =
{(X˜R, xf ) ∈ G × Rnf | `(X˜R, xf ) ≤ r}, where `(X˜R, xf ) = d(X˜R) + ||xf ||2, and
X˜R = I is the only critical point of f in B¯r. Consequently, for all t ≥ 0 and all
(X˜R, xf , x˜d) ∈ B¯r the Lyapunov function V1 is positive definite and V˙1 ≤ 0 and by
Theorem 4.8 of [94] the equilibrium point (X˜R, xf , x˜d) = (I, 0, 0) is uniformly stable.
Again, following the proof of Theorem 5.1 in [16], choose
α < min
`(X˜R,xf )=r
V1(X˜R, xf ),
and define Lα = {(X˜R, xf ) ∈ B¯r | V1(X˜R, xf ) ≤ α}. Then, Lα ⊂ B¯r and all
trajectories of (X˜R, xf ) starting in Lα remain in Lα for all t ≥ 0 [94]. Consequently,
trajectories of (X˜R, xf ) remain bounded with respect to `(X˜R, xf ), which implies X˜R
remains bounded with respect to d(·) and xf remains bounded with respect to || · ||2.
As (X˜R, xf ) ∈ Lα for all t ≥ 0, it follows that X˜R ∈ Ωα for all t ≥ 0, where
Ωα = {X ∈ Br | fI(X˜R, I) ≤ α}. Moreover, Lα ⊂ B¯r implies that the only critical
point of fI in Lα is X˜R = I and therefore the only critical point in Ωα is X˜ = I.
Consequently, Ωα ⊂ ΩL and therefore by Proposition 6.30 of [17] there exists constants
b1 and b2 such that (6.26) is satisfied. This implies that eR is bounded for all t ≥ 0.
Taking the second derivative with respect to time of V1 yields V¨1 = −xTfQf x˙f −
2eTLDf e˙L. By Corollary 6.7, e˙R = H(X˜R)q− ξ where S(q) = −AdXˆ(uL) and S(ξ) =
Q(−AdXˆ(uL), eR). By assumption ||Φ(X)||F is bounded, which implies that ||Φ(Xˆ)||F
is bounded due to the fact that X˜R is bounded. Given that X˜R, Xˆ, xf , and eR are
bounded it follows that eL, uf , x˙f and e˙R are bounded. Recall, eL = AdXˆ−1(eR) and
therefore e˙L = AdXˆ−1(e˙R) + [AdXˆ−1(eR), v − uL] [17, p. 307]. As v is bounded by
assumption, it follows that e˙L is bounded and thus e˙L is bounded as well. Thus, V¨1
is bounded and therefore V˙1 is uniformly continuous. By application of Barbalat’s
Lemma V˙1 → 0 as t → ∞ and thus xf → 0 as t → ∞. Taking the derivative with
respect to time of x˙f gives x¨f = A2fxf +AfBfeL +Bf e˙L, which is bounded. Applying
Barbalat’s Lemma, x˙f → 0. This fact, along with the assumption that Bf has full
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rank implies that eL → 0 and ∇X˜RfI(X˜R, I)→ 0. Since the only critical point of fI
in Lα is the point X˜R = I, it follows that X˜R → I as t→∞.
It has been shown that for all (X˜R(0), xf (0)) ∈ Lα, (X˜R, xf ) → (1, 0) as t →
∞. As V1 is positive definite on Lα there exists a class K function φ such that
φ(`(X˜R, xf )) ≤ V (X˜R, xf ) for all (X˜R, xf ) ∈ Lα [94]. Thus, (X˜R, xf )→ (I, 0) as t→
∞ for all `(X˜R(0), xf (0)) < φ−1(α) and therefore the equilibrium point (X˜R, xf ) =
(I, 0) is uniformly convergent [95]. This, along with the fact that the equilibrium point
is uniformly stable, shows that (X˜R, xf ) = (I, 0) is locally uniformly asymptotically
stable. 
6.4.3 Discussion of Stability Results
The stability results presented in Theorems 6.8 and 6.9 are valid for all H(s) =
Hspr(s)+Df , where Hspr(s) is nonzero and Df ≥ 0. When Hspr(s) = 0 a similar result
can be found by further restricting Df to the set of positive definite matrices, that is
Df > 0. This can be accomplished by taking fI(X˜, I) as the Lyapunov function and
performing a similar analysis. This result is not presented here as it is equivalent to
the stability results presented previously in [14].
The restriction on the set of initial conditions in item (ii) of Theorem 6.8 can
be interpreted as an estimate of the region of attraction of the equilibrium point
(X˜R, xf ) = (I, 0). Specifically, the estimate of the region of attraction is {(X˜R, xf ) ∈
G×Rnf | V1(X˜R, xf ) ≤ c}, where c < L. It also follows, by Remark 6.13 of [17], that
if X˜R = I is the only critical point of f , then the equilibrium point (X˜R, xf ) = (I, 0)
is globally asymptotically stable. Often it is the case that f will have multiple critical
points. In these instances, it is not possible to demonstrate global asymptotic stability.
However, it may be possible to demonstrate almost global stability by placing further
restrictions on the the error function as is done in [14].
6.5 Disturbance Observer
In the proofs in the previous section, it was assumed that the group velocity v
is measured exactly. Suppose that the noise associated with vy in (6.3a), d = S(d)
where d ∈ Rn, is composed of a linear combination of constant and harmonic signals.
As such, d may be written as the output of the linear system
x˙d = Adxd, d = Cdxd, (6.31)
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where xd ∈ Rnd and Ad is skew-symmetric [96].
6.5.1 Right Observer with Disturbance Rejection
Let xˆd denote the estimate of xd and consider the right observer with disturbance
rejection given by
˙ˆ
X = Xˆvy − Xˆdˆ− uRXˆ, (6.32a)
x˙f = Afxf + BfeR, (6.32b)
uR = Cfxf + DfeR, (6.32c)
˙ˆxd = Adxˆd + ρCTd e¯R, (6.32d)
dˆ = Cdxˆd, (6.32e)
where ρ > 0, and dˆ = S(dˆ) ∈ g. The input to (6.32d), e¯R ∈ Rn, is such that
S(e¯R) = Ad∗Xˆ(S(eR)) where Ad
∗
Xˆ
(·) is the adjoint of the linear map AdXˆ(·) such that
〈u,AdX(v)〉 = 〈Ad∗X(u), v〉 for all v, u ∈ g and X ∈ G. The Lie group observer pre-
sented in (6.32) is similar to the observer presented in (6.11). However, the estimate
of the disturbance, given by the disturbance observer in (6.32d) and (6.32e), is sub-
tracted from the velocity measurement. When the disturbance is a constant bias the
proposed method is equivalent to the bias estimations methods previously considered
in Sec. 4.4.2, Sec. 5.5, and in [15]. Similar disturbance observers are used in [97] in the
context of attitude estimation as well as in [96] in the context of spacecraft attitude
control.
The error dynamics associated with (6.32) will be needed in the stability analysis
that follows. The error associated with the disturbance estimate is defined as x˜d =
xd − xˆd and d˜ = S(d˜) where d˜ = d− dˆ ∈ Rn.
Proposition 6.10. Consider trajectories of (Xˆ, xf , xd) under (6.32). Let fN : G ×
G→ R be a right-invariant cost function and take a right-invariant Riemannian met-
ric on G. Assume that group velocity measurements and partial state measurements
are available as in (6.3) and assume that d = S(d) is given by (6.31). Then, the
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dynamics associated with (X˜R, xf , x˜d) are nonautonomous and are given by
˙˜XR = X˜RAdX(d˜)− uRX˜R, (6.33a)
x˙f = Afxf + BfeR, (6.33b)
uR = Cfxf + DfeR, (6.33c)
˙˜xd = Adx˜d − ρCTd e¯R, (6.33d)
d˜ = Cdx˜d. (6.33e)
Proof By Lemma 3.1 the time derivative of X˜R satisfies
˙˜XR = TXˆRX−1(Xˆd −
Xˆdˆ+ uRXˆ). It follows then that
˙˜XR = TXˆRX−1(Xˆd˜− uRXˆ)
= TXˆRX−1TILXˆ d˜− TXˆRX−1uRXˆ
= TX−1LXˆTIRX−1 d˜− uRX˜R
= TILX˜RTX−1LXTIRX−1 d˜− uRX˜R
= TILX˜RAdX(d˜)− uRX˜R
= X˜RAdX(d˜)− uRX˜R.
Taking the time derivative of x˜d gives
˙˜xd = x˙d − ˙ˆxd
= Adxd − Adxˆd − ρCTd e¯R
= Adx˜d − ρCTd e¯R.
The error in the disturbance estimate is d˜ = d − dˆ = Cdxd − Cdxˆd = Cdx˜d. The
dynamics are nonautonomous due to the presence of the time dependent variable X
in the expression for ˙˜XR. 
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6.5.2 Left Observer with Disturbance Rejection
The left observer with disturbance rejection takes the form
˙ˆ
X = Xˆvy − Xˆdˆ− XˆuL, (6.34a)
x˙f = Afxf + BfeL, (6.34b)
uL = Cfxf + DfeL, (6.34c)
˙ˆxd = Adxˆd + ρCTd eL, (6.34d)
dˆ = Cdxˆd, (6.34e)
where again ρ > 0, and dˆ = S(dˆ) ∈ g.
Proposition 6.11. Consider trajectories of (Xˆ, xf , xd) under (6.34). Let fN : G ×
G → R be a bi-invariant cost function and take a bi-invariant Riemannian metric
on G. Assume that group velocity measurements and partial state measurements are
available as in (6.3) and assume that d = S(d) is given by (6.31). Then, the dynamics
associated with (X˜R, xf , x˜d) are nonautonomous and are given by
˙˜XL = X˜LAdX(d˜− uL), (6.35a)
x˙f = Afxf + BfeL, (6.35b)
uL = Cfxf + DfeL, (6.35c)
˙˜xd = Adx˜d − ρCTd eL, (6.35d)
d˜ = Cdx˜d. (6.35e)
Proof By Lemma 3.1 the time derivative of X˜R satisfies
˙˜XR = TXˆRX−1(Xˆd −
Xˆdˆ+ XˆuL). It follows then that
˙˜XR = TXˆRX−1(Xˆ(d˜− uL))
= TXˆRX−1TILXˆ(d˜− uL)
= TX−1LXˆTIRX−1(d˜− uL)
= TILX˜RTX−1LXTIRX−1(d˜− uL)
= TILX˜RAdX(d˜− uL)
= X˜RAdX(d˜− uL).
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Taking the time derivative of x˜d gives
˙˜xd = x˙d − ˙ˆxd
= Adxd − Adxˆd − ρCTd eL
= Adx˜d − ρCTd eL.
The error in the disturbance estimate is d˜ = d − dˆ = Cdxd − Cdxˆd = Cdx˜d. The
dynamics are nonautonomous due to the presence of the time dependent variable X
in the expression for ˙˜XR. 
6.5.3 Stability Results
The stability of the equilibrium point (X˜R, xf , x˜d) = (I, 0, 0) for the right and
left observers with disturbance rejection is established in Theorems 6.12 and 6.13,
respectively. As before, it is required that fN be an error function and that H(s) =
Hspr(s) + Df , where Hspr(s) is SPR and Df ≥ 0.
6.5.3.1 Stability of the Right Observer with Disturbance Rejection
Theorem 6.12. Consider trajectories of (X˜R, xf , x˜d) under (6.33). Let fN be a right
invariant error function about X and take a right-invariant Riemannian metric. Let
(Af ,Bf ,Cf ) be SPR, where Bf has full rank and Df ≥ 0. Assume the following:
(A1) there is no noise associated with the group velocity measurement or the partial
state measurements such that d = 0 and N = I;
(A2) there exists a faithful representation of the Lie group G as a matrix Lie group;
(A3) Φ(X) and v are bounded with respect to || · ||F and || · ||g, respectively;
(A4) Cd has full rank.
Define L = sup{c ∈ R | X˜R ∈ Ωc \ {I} =⇒ eR 6= 0}, where Ωc = {X˜R ∈
G | fI(X˜R, I) ≤ c}. Then the following statements hold:
(i) the equilibrium point (X˜R, xf , x˜d) = (I, 0, 0) is locally uniformly asymptotically
stable;
(ii) trajectories of (X˜R, xf , x˜d) converge asymptotically to (I, 0, 0) for all initial con-
ditions satisfying V3(X˜R(0), xf (0), x˜d(0)) < L, where V3 is defined in (6.36).
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Proof. The proof of item (i) in Theorem 6.12 follows in a similar manner to the
proof of Theorem 5.1 in [16]. Consider the Lyapunov function candidate
V3(X˜R, xf , x˜d) = fI(X˜R, I) + L(xf ) + 12ρ−1x˜Td x˜d. (6.36)
The derivative with respect to time of the third term, 1
2
ρ−1x˜Td x˜d, is
d
dt
1
2
ρ−1x˜Td x˜d = 12ρ
−1x˜Td (A
T
d + Ad)x˜d − x˜TdCTd e¯R.
Recall that Ad is skew-symmetric and therefore ATd + Ad = 0. Consequently,
d
dt
1
2
ρ−1x˜Td x˜d = −x˜TdCTd e¯R = −d˜
Te¯R.
The derivative with respect to time of V3 can therefore be written as
V˙3 = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜ + L˙(xf )− d˜
Te¯R. (6.37)
Substituting (6.33a) into (6.37) yields
V˙3 = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜R + L˙(xf )− d˜
Te¯R
= 〈S(eR)X˜R, X˜RAdX(d˜)〉X˜R − 〈S(eR)X˜R, S(uR)X˜R〉X˜R
+ L˙(xf )− d˜Te¯R
= −〈S(eR), S(uR)〉+ 〈S(eR),AdXˆ(d˜)〉
+ L˙(xf )− d˜Te¯R
= −eTRuR + 〈Ad∗Xˆ(S(eR)), S(d˜)〉+ L˙(xf )− d˜
Te¯R
= −eTRuR + 〈S(e¯R), S(d˜)〉+ L˙(xf )− d˜
Te¯R
= −eTRuR + e¯TRd˜ + L˙(xf )− d˜
Te¯R
= −eTRuR + L˙(xf ).
By Corollary 6.6, V˙3 = −12xTfQfxf − eTRDfeR. Therefore, V˙3 ≤ 0. As fI is an error
function it follows that fI is locally positive definite and X˜R = I is an isolated critical
point of fI [17]. By assumption, there exists a faithful representation of G as a matrix
Lie group. This implies that there exists m > 0 and a mapping Φ : G→ GL(m) such
that Φ(G) is a matrix Lie group [16]. Following the proof of Theorem 5.1 in [16], this
implies that there exists a set Br = {X˜R ∈ G | d(X˜R) ≤ r} about X˜R = I, where
d(X˜R) = ||1−Φ(X˜R)||F, such that for all X˜R ∈ Br, fI(X˜R, I) is positive definite and
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X˜R = I is the only critical point of fI in Br. Further, this implies that V3(X˜R, xf , x˜)
is positive definite in the set B¯r = {(X˜R, xf , x˜d) ∈ G×Rnf ×Rnd | `(X˜R, xf , x˜d) ≤ r},
where `(X˜R, xf , x˜d) = d(X˜R)+ ||xf ||2 + ||x˜d||2, and X˜R = I is the only critical point of
fI in the set B¯r. Consequently, for all t ≥ 0 and all (X˜R, xf , x˜d) ∈ B¯r the Lyapunov
function V3 is positive definite and V˙3 ≤ 0 and by Theorem 4.8 of [94] the equilibrium
point (X˜R, xf , x˜d) = (I, 0, 0) is uniformly stable.
Again, following the proof of Theorem 5.1 in [16], choose
α < min
`(X˜R,xf ,x˜d)=r
V3(X˜R, xf , x˜d),
and define Lα = {(X˜R, xf , x˜d) ∈ B¯r | V3(X˜R, xf , x˜d) ≤ α}. Then, Lα ⊂ B¯r and
all trajectories of (X˜R, xf , x˜d) starting in Lα remain in Lα for all t ≥ 0 [94]. Con-
sequently, trajectories of (X˜R, xf , x˜d) remain bounded with respect to `(X˜R, xf , x˜d),
which implies X˜R remains bounded with respect to d(·) and xf , x˜d remain bounded
with respect to || · ||2.
As (X˜R, xf , x˜d) ∈ Lα for all t ≥ 0, it follows that X˜R ∈ Ωα for all t ≥ 0, where
Ωα = {X ∈ Br | fI(X˜R, I) ≤ α}. Moreover, Lα ⊂ B¯r implies that the only critical
point of fI in Lα is X˜R = I and therefore the only critical point in Ωα is X˜R = I.
Consequently, Ωα ⊂ ΩL and therefore by Proposition 6.30 of [17] there exists constants
b1 and b2 such that (6.26) is satisfied. This implies that eR is bounded for all t ≥ 0.
Taking the second derivative with respect to time of V3 yields V¨3 = −xTfQf x˙f −
2eTRDf e˙R. By Corollary 6.7, e˙R = H(X˜R)q − ξ where S(q) = AdXˆ(S(d˜)) − S(uR)
and S(ξ) = Q(S(q), S(eR)). Given that X˜R, xf , x˜d, and eR are bounded and X is
bounded by assumption, it follows that x˙f and e˙R are bounded. Thus, V¨3 is bounded
and therefore V˙3 is uniformly continuous. By application of Barbalat’s Lemma V˙3 → 0
as t → ∞ and thus xf → 0 as t → ∞. Taking the derivative with respect to time
of x˙f gives x¨f = A2fxf + AfBfeR + Bf e˙R, which is bounded. Applying Barbalat’s
Lemma, x˙f → 0. This fact, along with the assumption that Bf has full rank implies
that eR → 0 and ∇X˜RfI(X˜R, I) → 0. Consequently, uR → 0 as t → ∞. Since the
only critical point of fI in Lα is the point X˜R = I, it follows that X˜R → I as t→∞.
Due to the boundedness of X˜R, xf , and x˜d as well as the assumption that X and v
are bounded it can be shown that ¨˜XR is bounded. Thus
˙˜XR is uniformly continuous
and by Barbalat’s Lemma ˙˜XR → 0 as t→∞. From (6.33),
0 = lim
t→∞
(
X˜RAdX(S(d˜))− S(uR)X˜R
)
= lim
t→∞
AdX(S(d˜))
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and thus d˜→ 0 as t→∞. With the assumption that Cd has full rank d˜→ 0 implies
that x˜d → 0 as t→∞.
It has been shown that for all (X˜R(0), xf (0), x˜d(0)) ∈ Lα, (X˜R, xf , x˜d)→ (1, 0, 0)
as t→∞. As V3 is positive definite on Lα there exists a class K function φ such that
φ(`(X˜R, xf , x˜d)) ≤ V (X˜R, xf , x˜d) for all (X˜R, xf , x˜d) ∈ Lα [94]. Thus, (X˜R, xf , x˜d) →
(I, 0, 0) as t→∞ for all `(X˜R(0), xf (0), x˜d(0)) < φ−1(α) and therefore the equilibrium
point (X˜R, xf , x˜d) = (I, 0, 0) is uniformly convergent [95]. This, along with the fact
that the equilibrium point is uniformly stable, shows that (X˜R, xf , x˜d) = (I, 0, 0) is
locally uniformly asymptotically stable.
To show item (ii) of Theorem 6.12, recall that V˙3 ≤ 0 and consequently
V3(X˜R(t), xf (t), x˜d(t)) ≤ V3(X˜R(0), xf (0), x˜d(0))
for all t ≥ 0. By assumption V3(X˜R(0), xf (0), x˜d(0)) < L, and therefore
V3(X˜R(t), xf (t), x˜d(t)) < L
for all t ≥ 0. This implies that xf and x˜d remain bounded for all t ≥ 0 and that (6.26)
is satisfied for all t ≥ 0, which implies that eR is bounded for all t ≥ 0. Applying
Barbalat’s Lemma on V3, xf , and X˜R, as above, it can be shown that eR → 0,
xf → 0, and x˜d → 0 as t → ∞. Due to the fact that V3(X˜R(t), xf (t), x˜d(t)) < L,
eR → 0 implies that X˜R → I. Therefore trajectories of (X˜R, xf , x˜d) asymptotically
approach (I, 0, 0). 
As was the case for Theorem 6.8, the restriction on initial conditions in item (ii)
can be interpreted as an estimate of the region of attraction of the equilibrium point
(X˜R, xf , x˜d) = (I, 0, 0). This estimate is given by the set {(X˜R, xf , x˜d) ∈ G × Rnf ×
Rnd | V3(X˜R, xf , x˜d) ≤ c}, where c < L. It is also the case that if L = +∞, then the
equilibrium point is globally asymptotically stable.
6.5.3.2 Stability of the Left Observer with Disturbance Rejection
Theorem 6.13. Consider trajectories of (X˜R, xf , x˜d) under (6.35). Let fN be a bi-
invariant error function about X and take a bi-invariant Riemannian metric. Let
(Af ,Bf ,Cf ) be SPR, where Bf has full rank and Df ≥ 0. Assume the following:
(A1) there is no noise associated with the group velocity measurement or the partial
state measurements such that d = 0 and N = I;
(A2) there exists a faithful representation of the Lie group G as a matrix Lie group;
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(A3) Φ(X) and v are bounded with respect to || · ||F and || · ||g, respectively;
(A4) Cd has full rank.
Define L = sup{c ∈ R | X˜R ∈ Ωc \ {I} =⇒ eL 6= 0}, where Ωc = {X˜R ∈
G | fI(X˜R, I) ≤ c}. Then the equilibrium point (X˜R, xf , x˜d) = (I, 0, 0) is locally
uniformly asymptotically stable.
Proof. The proof follows in a similar manner to the proof of Theorem 5.1 in [16].
Consider the Lyapunov function candidate
V3(X˜R, xf , x˜d) = fI(X˜R, I) + L(xf ) + 12ρ−1x˜Td x˜d.
The derivative with respect to time of the third term, 1
2
ρ−1x˜Td x˜d, is
d
dt
1
2
ρ−1x˜Td x˜d = 12ρ
−1x˜Td (A
T
d + Ad)x˜d − x˜TdCTd eL.
Recall that Ad is skew-symmetric and therefore ATd + Ad = 0. Consequently,
d
dt
1
2
ρ−1x˜Td x˜d = −x˜TdCTd eL = −d˜
TeL.
The derivative with respect to time of V3 can therefore be written as
V˙3 = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜ + L˙(xf )− d˜
TeL. (6.38)
Substituting (6.35a) into (6.38) yields
V˙3 = 〈∇X˜RfI(X˜R, I),
˙˜XR〉X˜R + L˙(xf )− d˜
TeL
= 〈AdXˆ(eL)X˜R, X˜RAdX(d˜− uL)〉X˜R + L˙(xf )− d˜
TeL
= 〈AdXˆ(eL)X˜R,AdXˆ(d˜− uL)X˜R〉X˜R + L˙(xf )− d˜
TeL
= 〈S(eL), S(d˜− uL)〉+ L˙(xf )− d˜TeL
= −eTLuL + eTLd˜ + L˙(xf )− d˜
TeL
= −eTLuL + L˙(xf ).
By Corollary 6.6, V˙3 = −12xTfQfxf − eTLDfeL. Therefore, V˙3 ≤ 0. As fI is an error
function it follows that fI is locally positive definite and X˜R = I is an isolated critical
point of fI [17]. By assumption, there exists a faithful representation of G as a matrix
Lie group. This implies that there exists m > 0 and a mapping Φ : G→ GL(m) such
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that Φ(G) is a matrix Lie group [16]. Following the proof of Theorem 5.1 in [16], this
implies that there exists a set Br = {X˜R ∈ G | d(X˜R) ≤ r} about X˜R = I, where
d(X˜R) = ||1−Φ(X˜R)||F, such that for all X˜R ∈ Br, fI(X˜R, I) is positive definite and
X˜R = I is the only critical point of fI in Br. Further, this implies that V3(X˜R, xf , x˜)
is positive definite in the set B¯r = {(X˜R, xf , x˜d) ∈ G×Rnf ×Rnd | `(X˜R, xf , x˜d) ≤ r},
where `(X˜R, xf , x˜d) = d(X˜R)+ ||xf ||2 + ||x˜d||2, and X˜R = I is the only critical point of
fI in the set B¯r. Consequently, for all t ≥ 0 and all (X˜R, xf , x˜d) ∈ B¯r the Lyapunov
function V3 is positive definite and V˙3 ≤ 0 and by Theorem 4.8 of [94] the equilibrium
point (X˜R, xf , x˜d) = (I, 0, 0) is uniformly stable.
Again, following the proof of Theorem 5.1 in [16], choose
α < min
`(X˜R,xf ,x˜d)=r
V3(X˜R, xf , x˜d),
and define Lα = {(X˜R, xf , x˜d) ∈ B¯r | V3(X˜R, xf , x˜d) ≤ α}. Then, Lα ⊂ B¯r and
all trajectories of (X˜R, xf , x˜d) starting in Lα remain in Lα for all t ≥ 0 [94]. Con-
sequently, trajectories of (X˜R, xf , x˜d) remain bounded with respect to `(X˜R, xf , x˜d),
which implies X˜R remains bounded with respect to d(·) and xf , x˜d remain bounded
with respect to || · ||2.
As (X˜R, xf , x˜d) ∈ Lα for all t ≥ 0, it follows that X˜R ∈ Ωα for all t ≥ 0, where
Ωα = {X ∈ Br | fI(X˜R, I) ≤ α}. Moreover, Lα ⊂ B¯r implies that the only critical
point of fI in Lα is X˜R = I and therefore the only critical point in Ωα is X˜R = I.
Consequently, Ωα ⊂ ΩL and therefore by Proposition 6.30 of [17] there exists constants
b1 and b2 such that (6.26) is satisfied. This implies that eR is bounded for all t ≥ 0.
Taking the second derivative with respect to time of V1 yields V¨1 = −xTfQf x˙f −
2eTLDf e˙L. By Corollary 6.7, e˙R = H(X˜R)q − ξ where S(q) = AdXˆ(d˜ − uL) and
S(ξ) = Q(AdXˆ(d˜ − uL), eR). By assumption ||Φ(X)||F is bounded, which implies
that ||Φ(Xˆ)||F is bounded due to the fact that X˜R is bounded. Given that X˜R, Xˆ,
xf , x˜d, and eR are bounded it follows that eL, uf , x˙f and e˙R are bounded. Recall,
eL = AdXˆ−1(eR) and therefore e˙L = AdXˆ−1(e˙R) + [AdXˆ−1(eR), v + d˜ − uL] [17, p.
307]. As v is bounded by assumption, it follows that e˙L is bounded and thus e˙L is
bounded as well. Thus, V¨1 is bounded and therefore V˙1 is uniformly continuous. By
application of Barbalat’s Lemma V˙1 → 0 as t → ∞ and thus xf → 0 as t → ∞.
Taking the derivative with respect to time of x˙f gives x¨f = A2fxf + AfBfeL + Bf e˙L,
which is bounded. Applying Barbalat’s Lemma, x˙f → 0. This fact, along with
the assumption that Bf has full rank implies that eL → 0 and ∇X˜RfI(X˜R, I) → 0.
Consequently, uL → 0 as t → ∞. Since the only critical point of fI in Lα is the
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point X˜R = I, it follows that X˜R → I as t→∞. Due to the boundedness of X˜R, xf ,
and x˜d as well as the assumption that X and v are bounded it can be shown that ¨˜XR
is bounded. Thus ˙˜XR is uniformly continuous and by Barbalat’s Lemma
˙˜XR → 0 as
t→∞. From (6.35),
0 = lim
t→∞
(
X˜RAdX(S(d˜− uL))
)
= lim
t→∞
AdX(S(d˜))
and thus d˜→ 0 as t→∞. With the assumption that Cd has full rank d˜→ 0 implies
that x˜d → 0 as t→∞.
It has been shown that for all (X˜R(0), xf (0), x˜d(0)) ∈ Lα, (X˜R, xf , x˜d)→ (1, 0, 0)
as t→∞. As V3 is positive definite on Lα there exists a class K function φ such that
φ(`(X˜R, xf , x˜d)) ≤ V (X˜R, xf , x˜d) for all (X˜R, xf , x˜d) ∈ Lα [94]. Thus, (X˜R, xf , x˜d) →
(I, 0, 0) as t→∞ for all `(X˜R(0), xf (0), x˜d(0)) < φ−1(α) and therefore the equilibrium
point (X˜R, xf , x˜d) = (I, 0, 0) is uniformly convergent [95]. This, along with the fact
that the equilibrium point is uniformly stable, shows that (X˜R, xf , x˜d) = (I, 0, 0) is
locally uniformly asymptotically stable.
To show item (ii) of Theorem 6.12, recall that V˙3 ≤ 0 and consequently
V3(X˜R(t), xf (t), x˜d(t)) ≤ V3(X˜R(0), xf (0), x˜d(0))
for all t ≥ 0. By assumption V3(X˜R(0), xf (0), x˜d(0)) < L, and therefore
V3(X˜R(t), xf (t), x˜d(t)) < L
for all t ≥ 0. This implies that xf and x˜d remain bounded for all t ≥ 0 and that (6.26)
is satisfied for all t ≥ 0, which implies that eR is bounded for all t ≥ 0. Applying
Barbalat’s Lemma on V3, xf , and X˜R, as above, it can be shown that eR → 0,
xf → 0, and x˜d → 0 as t → ∞. Due to the fact that V3(X˜R(t), xf (t), x˜d(t)) < L,
eR → 0 implies that X˜R → I. Therefore trajectories of (X˜R, xf , x˜d) asymptotically
approach (I, 0, 0). 
6.6 Closing Remarks
This chapter discusses nonlinear observer design for systems evolving on Lie
groups. The proposed methods are a generalization of the gradient-based Lie group
observer first proposed in [14]. The observers have several desirable properties. First,
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like many recently developed nonlinear observers, the proposed methods are provably
locally asymptotically stable about the point at which the state estimate is equal to
the true state. Secondly, the observers evolve directly on the underlying Lie group
and thus captures the full nonlinear system dynamics. Third, a disturbance observer
may be used to reject constant and harmonic disturbances in the velocity measure-
ment. Finally, the introduction of an LTI system acting on the gradient of a cost
function allows for greater design freedom when compared to similar observers in the
literature. In fact, the introduction of the LTI system has completed the extension
of linear complementary filters to nonlinear observer design on Lie groups.
Stability of the proposed nonlinear observers about the desired equilibrium point
was shown, provided the cost function satisfied certain invariance properties. These
properties are restrictive in practice and future work will focus on relaxing these
restrictions. While the stability proofs required invariance of the cost function, the
observers themselves can be implemented regardless of the invariance properties of
the cost. In the next chapter the optimal design of the LTI system will be considered.
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Chapter 7
H2-Optimal Observer Design
7.1 Introduction
Optimal control is the process of designing a controller for a dynamic system while
meeting some optimality condition. Often studied in the literature is the H2-optimal
control problem, which seeks to find a controller that minimizes the H2-norm of the
closed-loop system. When posed in a stochastic framework, the solution to the H2-
optimal observer design problem results in the popular Kalman filter [98]. In the
deterministic setting, the H2-optimal observer is the Luenberger observer where the
static observer gain is related to the solution of an algebraic Ricatti equation. In
the design process for the Kalman filter and the Luenberger observer, however, the
observer is assumed to have some a priori structure. Specifically, the observers copy
the system dynamics and append a static innovation term that is the error between
true and predicted observations scaled by a static observer gain. The observer gain
is static in the sense that there are no dynamics associated with the innovation. This
is opposed to dynamic observers where there exists dynamics in the innovation such
that the observer gain is dependent on the frequency of the input. Dynamic observers
that evolve in Euclidean space are considered in [33–37].
In Chapter 6, the gradient-based observer was modified to include a linear time-
invariant system. Returning to the Luenberger observer analogy discussed in Chapter
3, the gradient-based observer can be interpreted as a static observer on a Lie group.
Similarly, the proposed observers in Chapter 6 are analogous to dynamic observers on
Lie groups, due to the introduction of the linear operator H. As there exists a duality
between the optimal design of dynamic observers and the optimal design of dynamic
feedback controllers, optimal control methods can be applied to the dynamic observer
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design problem. Consequently, in this chapter the problem of optimal dynamic ob-
server design is considered with the goal of developing a filter synthesis method for
the Lie group observers proposed in Chapter 6. The synthesis methods presented
in this chapter involve linearizing the nonlinear error dynamics associated with the
observers presented in Chapter 6. The optimal filter, H, is then found by minimizing
the H2 norm of the closed-loop system, which will have the effect of mitigating the
impact of noise on the estimation error. Moreover, the dynamic nature of the pro-
posed Lie group observer allows for the introduction of exogenous signal dynamics in
the feedback loop. This is highly desirable as it allows for disturbance rejection by
the internal model principle, which states that disturbance rejection can be achieved
by incorporating copies of the exogenous dynamics in the feedback loop [99]. As an
alternative to the disturbance observer presented in Section 6.5, in this chapter dis-
turbance rejection is explored by incorporating exogenous dynamics directly in the
linear filter H.
The remainder of this chapter proceeds with a review of the standard control
problem as well asH2-optimal control in Sec. 7.2. Optimal filter design is considered in
Sec. 7.3, while optima filter design with an internal model of disturbances is considered
in Sec. 7.4. Finally, closing remarks are given in Sec. 7.6.
7.2 Optimal Control and the Standard Control Problem
Consider the LTI system
x˙ = Ax + B1w + B2u, (7.1a)
z = C1x + D11w + D12u, (7.1b)
y = C2x + D21w + D22u, (7.1c)
where x ∈ Rnx is the system state, z ∈ Rnz is the performance signal, y ∈ Rny is the
system output, w ∈ Rnw is the disturbance or exogenous signal, and u ∈ Rnu is the
control input. In the frequency domain, (7.1) is often written as[
z(s)
y(s)
]
= G(s)
[
w(s)
u(s)
]
. (7.2)
Now, consider the feedback interconnection of the system (7.1) with a controller Gc(s),
via u(s) = Gc(s)y(s), shown in Fig. 7.1. The closed-loop transfer matrix from w to
z is denoted Gzw(s) such that z(s) = Gzw(s)w(s). According to [40], the standard
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Figure 7.1: The standard control problem.
control problem can be stated as follows: given knowledge of w, determine Gc(s) such
that some performance criterion is minimized. When the performance criterion is the
H2 norm of Gzw(s) the control problem is the H2-control problem stated formally
below.
Problem 7.1 (The H2-Control Problem [100]). The H2-control problem is to find a
proper, real rational controller, Gc(s), that stabilizes G(s) internally and minimizes
the H2 norm of the closed-loop transfer function Gzw(s).
The H2 control problem can be understood as minimizing the effect of exogenous
signals on the performance variable. Specifically, minimizing the 2-norm of the per-
formance variable z given unit impulse exogenous signals. Alternatively, H2-optimal
control can be interpreted from a stochastic point of view. In this interpretation,
minimizing the H2 norm corresponds to minimizing the power of the output signal
given a unit intensity white noise input [101].
7.3 Optimal Observer Design
In this section, we will investigate methods to find an optimal filter H(s) for the
nonlinear complementary filter introduced in Chapter 6. To do this, the H2 control
design methodology described above will be applied. This requires the following steps:
1. identification of the nonlinear plant;
2. linearization the nonlinear plant about the equilibrium point;
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3. formulation of the a standard control problem;
4. synthesis of the optimal filter, H(s).
7.3.1 Identification of the Nonlinear Plant
Before any synthesis of an optimal filter H(s) can take place it is necessary to
first identify the nonlinear plant as well as the plant output. Filter design will be
considered for both the right and left observers presented in Chapter 6. As such,
two nonlinear plants are considered, one associated with the right observer and one
associated with the left observer. The nonlinear plants are taken as the error dynamics
associated with the observers, which were found in Propositions 6.1 and 6.2. The error
dynamics are chosen as this allows for the linearization of the plant about the point
Xˆ = X. In the standard control problem the output of the plant is taken as the
input to the controller. Consequently, the inputs eR and eL are taken as the outputs
of the nonlinear plant. For convenience, the error dynamics from (6.14) and (6.16)
are reproduced here as
˙˜XR = X˜RAdX(d)− uRX˜R, (7.3a)
eR = ∇X˜RfN(X˜R, I)X˜−1R , (7.3b)
and
˙˜XL = −vX˜L + X˜Lv + X˜L(d− uL), (7.4a)
eL = X˜
−1
L ∇X˜LfN(X˜L, I). (7.4b)
The optimal filter design problem that is now considered is summarized in Fig. 7.2.
7.3.2 Linearization of the Nonlinear Plant
To design the optimal filter H(s) for the right and left observers it is necessary
to linearize the nonlinear plants in (7.3) and (7.4). The linearization will be taken
about the points (X˜R, uR, d,N) = (I, 0, 0, I) and (X˜L, uL, d,N) = (I, 0, 0, I). For
this purpose, recall that d = S(d), uR = S(uR), uL = S(uL), and let X˜R = exp(x˜R) =
exp(S(x˜R)), X˜L = exp(x˜L) = exp(S(x˜L)), and
N = (exp(S(n1)), . . . , exp(S(n`))), (7.5)
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˙˜XR = X˜RAdX(d)− uRX˜R
eR = ∇X˜RfN (X˜R, I)X˜−1R
H
d,X,N
eRuR
S−1S
(a) Block diagram of the right observer error dynamics.
˙˜XL = −vX˜L + X˜Lv + X˜L(d− uL)
eL = X˜
−1
L ∇X˜LfN (X˜L, I)
H
d,X, v,N
eLuL
S−1S
(b) Block diagram of the the left observer error dynamics.
Figure 7.2: Block diagrams of the error dynamics of the right and left observers. The
goal is to design H, in some optimal sense, to drive eR or eL to zero.
where, x˜R, x˜L ∈ g, and xR, xL,n1, . . . ,n` ∈ Rn. The exponential coordinates associ-
ated with each Nj, j ∈ {1, . . . , `} can be combined together in n ∈ Rn` such that n =[
nT1 · · · nT`
]T
. Then, the points (X˜R, uR, d,N) = (I, 0, 0, I) and (X˜L, uL, d,N) =
(I, 0, 0, I) can be expressed as (x˜R,uR,d,n) = (0, 0, 0, 0) and (x˜L,uL,d,n) = (0, 0, 0, 0),
respectively.
The linearization of (7.3) is considered in Proposition 7.2 while the linearization
of (7.4) is considered in Proposition 7.3.
Proposition 7.2. Consider the nonlinear system given in (7.3). Consider pertur-
bations of (x˜R,uR,d,n) about the point (0, 0, 0, 0) such that x˜R = δx˜R, uR = δuR,
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d = δd, and n = δn. Then, (7.3) can be linearized as
δ ˙˜xR = B(t)δd− δuR, (7.6a)
δeR = M1δx˜R + M2δn. (7.6b)
where M1 and M2 are appropriately dimensioned constant matrices, and B(t) =
[AdXˆ(t)]B.
Proof. The proof follows in a similar manner as the proof of Proposition 3.1
in [102]. First, an expression for ˙˜xR will be sought. Recall, by definition X˜R =
exp(S(x˜R)). Then, by the chain rule
˙˜XR(t) = TtX˜R(t)
= Tt exp(S(x˜R(t)))
= TS(x˜R(t)) exp(S(
˙˜xR(t))), (7.7)
where TS(x˜R) exp : g → Texp(S(x˜R))G is the derivative of the exponential map at the
point S(x˜R). Substituting (7.7) into (7.3a) it follows that
TS(x˜R) exp(S(
˙˜xR)) = AdXˆ(S(d)) exp(S(x˜R))− S(uR) exp(S(x˜R))
= [AdXˆ(S(d))− S(uR)] exp(S(x˜R)).
Inverting the map TS(x˜R) exp(·) gives
S( ˙˜xR) = TS(x˜R) exp
−1 ([AdXˆ(S(d))− S(uR)] exp(S(x˜R))) , (7.8)
which by Proposition 3.2 in [102] can be expressed as
S( ˙˜xR) = MS(x˜R)(AdXˆ(S(d))− S(uR)), (7.9)
where MS(x˜R) : g→ g is a mapping such that MS(x˜R)(a) = TS(x˜R) exp−1(a exp(S(x˜R)))
for all a ∈ g and M0 is the identity map [102]. Expressing (7.9) in the basis B gives
˙˜xR = M(x˜R)c(uR,d, t) (7.10)
= f(x˜R,uR,d, t), (7.11)
where c(uR,d, t) = B(t)d− uR, M(x˜R) = [MS(x˜R)]B, and B(t) = [AdXˆ ]B [102]. Taking
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a Taylor series expansion of f about (x˜R,uR,d) = (0, 0, 0) gives [94]
δ ˙˜xR ≈ ∂f(x˜R,uR,d, t)
∂x˜R
∣∣∣∣
(0,0,0)
δx˜R +
∂f(x˜R,uR,d, t)
∂uR
∣∣∣∣
(0,0,0)
δuR +
∂f(x˜R,uR,d, t)
∂d
∣∣∣∣
(0,0,0)
δd.
(7.12)
It remains to find expressions for the partial derivatives in (7.12). Starting with the
first term,
∂f(x˜R,uR,d, t)
∂x˜R
∣∣∣∣
(0,0,0)
=
∂
∂x˜R
M(x˜R)
∣∣∣∣
x˜R=0
c(0, 0, t), (7.13)
where the multiplication operation in (7.13) is done element wise. Due to the fact
that c(0, 0, t) = 0,
∂f(x˜R,uR,d, t)
∂x˜R
∣∣∣∣
(0,0,0)
= 0. (7.14)
Next,
∂f(x˜R,uR,d, t)
∂uR
∣∣∣∣
(0,0,0)
= M(0)
∂
∂uR
c(uR,d, t)
∣∣∣∣
uR=d=0
(7.15)
= −M(0). (7.16)
Recall, M0 is the identity mapping and therefore M(0) = 1 and consequently,
∂f(x˜R,uR,d, t)
∂uR
∣∣∣∣
(0,0,0)
= −1. (7.17)
Finally,
∂f(x˜R,uR,d, t)
∂d
∣∣∣∣
(0,0,0)
= M(0)
∂
∂d
c(uR,d, t)
∣∣∣∣
uR=d=0
(7.18)
= M(0)B(t) (7.19)
= B(t). (7.20)
Combining the above shows that δ ˙˜xR = B(t)δd− δuR. To show (7.6b), recall that
eR = ∇X˜Rf(X˜R, I, N)X˜−1R . (7.21)
As eR depends only on X˜R and N , this can be rewritten as eR = H(X˜R, N), where
H : G × G` → g. Expressing X˜R as X˜R = exp(S(x˜R)) and N as in (7.5) gives
eR = H(exp(S(x˜R)), (exp(S(n˜1)), . . . , exp(S(n`)))), which may be redefined as eR =
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h(S(x˜R), S(n1), . . . , S(n`)), where h : g× g× · · · × g→ g. It follows then that
eR = h(x˜R,n), (7.22)
where h : Rn×Rn` is defined as h(x˜R,n) , S−1(h(S(x˜R), S(n1), . . . , S(n`))). A Taylor
series expansion of h about x˜R = 0 and n = 0 gives
δeR =
∂h(x˜R,n)
∂x˜R
∣∣∣∣
x˜R=0,n=0
δx˜R +
∂h(x˜R,n)
∂nR
∣∣∣∣
x˜R=0,n=0
δn (7.23)
= M1δx˜R + M2δn, (7.24)
where M1 and M2 are constant as h depends only on x˜R and n. 
Proposition 7.3. Consider the nonlinear system given in (7.4). Consider perturba-
tions of (x˜L,uL,d,n) about the point (0, 0, 0, 0) such that x˜L = δx˜L, uL = δuL, d = δd,
and n = δn. Then, (7.4) can be linearized as
δ ˙˜xL = A(t)δx˜L + δd− δuL, (7.25a)
δeL = M1δx˜L + M2δn. (7.25b)
where M1 and M2 are appropriately dimensioned constant matrices, and A(t) =
[−adv(t)]B.
Proof. The proof follows in a similar manner as the proof of Proposition 7.2 and
the proof of Proposition 3.2 in [102]. As in Proposition 7.2, first an expression for ˙˜xL
is found. By definition X˜L = exp(S(x˜L)) and by the chain rule
˙˜XL = TtX˜L(t)
= Tt exp(S(x˜L)) (7.26)
= TS(x˜L) exp(S(
˙˜xL)), (7.27)
where, again, TS(x˜L) exp : g → Texp(S(x˜L))G. Substituting (7.27) into (7.4a) it follows
that
TS(x˜L) exp(S(
˙˜xL)) = exp(S(x˜L))(−Adexp(−S(x˜L))(v) + v + d− uL).
Inverting the map TS(x˜L) exp(·) gives
S( ˙˜xL) = TS(x˜L exp
−1 (exp(S(x˜L)) [−Adexp(−S(x˜L))(v) + v + d− uL]) , (7.28)
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which by Proposition 3.2 in [102] can be expressed as
S( ˙˜xL) = MS(x˜L)(−Adexp(−S(x˜L))(v) + v + d− uL), (7.29)
where MS(x˜R) : g→ g is a mapping such that MS(x˜L)(a) = TS(x˜R) exp−1(exp(S(x˜R))a)
for all a ∈ g and M0 is the identity map [102]. Define c : g × g × g × R such that
c(x˜L, uL, d, t) = −Adexp(−S(x˜L))(v) + v + d− uL. Then, (7.29) is expressed as [102]
˙˜xL = Mx˜L(c(x˜L, uL, d, t)). (7.30)
Let D1c(0, 0, 0, t) : g → g, D2c(0, 0, 0, t) : g → g, and D3c(0, 0, 0, t) : g → g be the
derivatives of the map c at the point (x˜L, uL, d, t) = (0, 0, 0, t) with respect to the
first, second, and third arguments of c respectively. As M0 is the identity mapping it
follows, by Proposition 3.2 in [102], that
δ ˙˜xL = D1c(0, 0, 0, t)(δx˜L) + D2c(0, 0, 0, t)(δuL) + D3c(0, 0, 0, t)(δd). (7.31)
To compute D1c(0, 0, 0, t)(δx˜L), define a curve γ : R → g, γ() = δx˜L, such that
γ(0) = 0 and γ′(0) = δx˜L. Then, D1c(0, 0, 0, t)(δx˜L) satisfies
D1c(0, 0, 0, t)(δx˜L) =
d
d
c(γ(), uL, d, t)
∣∣∣∣
x˜L=uL=d=0
=
d
d
(−Adexp(−δx˜L)(v) + v + d− uL)
∣∣∣∣
x˜L=uL=d=0
=
d
d
(−Adexp(−δx˜L)(v))
∣∣∣∣
x˜L=uL=d=0
= −ad−δx˜L(v), (7.32)
where the relationship d/d(Adexp(x))|=0 = adx, for all x ∈ g, has been used [102].
Recall from the definition of ad that adx(y) = [x, y] for all x, y ∈ g and [·, ·] is the Lie
bracket associated with g. From the properties of the Lie bracket, it follows that
ad−δx˜L(v) = [−δx˜L, v]
= −[δx˜L, v]
= [v, δx˜L]
= adv(δx˜L). (7.33)
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Following a similar procedure for D2c(0, 0, 0, t)(δuL) and D3c(0, 0, 0, t)(δd) gives
D2c(0, 0, 0, t)(δuL) = −δuL, (7.34)
and
D3c(0, 0, 0, t)(δuL) = δd. (7.35)
Substituting (7.32), (7.33), (7.34), and (7.35) into (7.31) gives
δ ˙˜xL = −adv(δx˜L)− δuL + δd. (7.36)
Resolving (7.36) in the basis B yields (7.25a). Equation (7.25b) follows in the exact
same manner as in the proof of Proposition 7.2. 
The linearization of the error dynamics for both the right and left observers re-
sults in linear time-varying (LTV) systems due to the presence of B(t) in (7.6) and
A(t) in (7.25). The filter synthesis method considered in this chapter requires that
the linearized system be time-invariant rather than time-varying. Consequently, for
design purposes the LTV systems in (7.6) and (7.25) will be modified in the following
way. For the linearization of the right observer given in (7.6), the exogenous signal
δd(t) is combined with B(t) to form a single exogenous signal δd′(t) = B(t)d(t). The
resulting LTI system is given by
δ ˙˜xR = δd′ − δuR, (7.37a)
δeR = M1δx˜R + M2δn. (7.37b)
For the linearization of the left observer given in (7.25), the assumption that A(t)δx˜L =
0 is made. Alternatively, A(t)δx˜L may be considered as an exogenous signal and be
lumped in with δd(t). In any case, the left observer linearization is simplified to
δ ˙˜xL = δd− δuL, (7.38a)
δeL = M1δx˜L + M2δn. (7.38b)
As (7.37) and (7.38) are of the same form, the remainder of this section will consider
systems of the form
δ ˙˜x = δd− δu, (7.39a)
δe = M1δx˜ + M2δn, (7.39b)
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where the subscripts have been dropped.
7.3.3 Formulation of the Standard Control Problem
To employ H2-optimal control methods, the system in (7.39) will need to be
written in a similar form as (7.1). For this purpose, define a nominal plant Gp(s)
given by
δ ˙˜x = Apδx˜ + Bp(δd− δu), (7.40)
yp = Cpδx˜, (7.41)
where yp(s) = Gp(s)(δd′(s)− δu(s)), Ap = 0, Bp = 1 and Cp = 1. The block diagram
of the feedback interconnection between (7.39) and the filter H(s) is shown in Fig.
7.3. It is now possible to pose the standard control problem to find the optimal
H(s)
δd
M2
δn
+−
+
+
δeδu
Gp(s)
M1
Figure 7.3: Block diagram of interconnection between the nominal plant and the filter
H(s).
filter H(s) for the plant Gp(s). However, the plant for which the filter H(s) is being
designed, Gp(s), contains no useful information relating to the exogenous signals δd
and δn. Further, as Gp(s) is simply an integrator the optimal design of H(s) in this
case is not a particularly interesting problem. To make the optimal design of H(s) for
Gp(s) a useful exercise it is necessary to add weights to the block diagram structure
shown in Fig. 7.3. The modified block diagram with added weights is shown in Fig.
7.4 [103]. The weights take the form of LTI systems given by Wd(s), Wn(s), Wz1(s),
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H(s)
δd
M2
δn
+−
+
+
δeδu
Gp(s)Wd(s)
Wn(s)
Wz1(s)
yp
M1
Wz2(s)
Figure 7.4: Block diagram of interconnection between the nominal plant and the
filter H(s). Frequency dependent weights are added to the exogenous signals and the
performance variable. The frequency weights allow the targeting of specific frequency
bandwidths during the filter design procedure.
and Wz2(s) with minimal state-space representations
Wd(s) ∼
[
Ad Bd
Cd Dd
]
, Wn(s) ∼
[
An Bn
Cn Dn
]
,
Wz1(s) ∼
[
Az1 Bz1
Cz1 Dz1
]
, and Wz2(s) ∼
[
Az2 Bz2
Cz2 Dz2
]
.
This allows for the weighting of certain frequency bandwidths in δd(s) and δn(s),
which, after the design process, gives the filter synthesis method information on the
frequency content of the exogenous signals. In effect, the weights model the frequency
content of the exogenous signals, which is then exploited in the design process. For
example, if d(s) is comprised primarily of low frequency content, then Wd(s) can be
chosen as a low-pass filter. This will have the effect of weighting the low frequency
content in d(s) resulting in better noise rejection at those frequencies. Let xd ∈ Rnd ,
xn ∈ Rnd , and xz ∈ Rnz be the states associated with Wd(s), Wn(s), and Wz(s), re-
spectively. Further, define the augmented state variable as x =
[
δx˜T xTd xTn xTz
]T
,
the performance variable z(s) = Wz1(s)yp(s) +Wz2(s)u(s), and the exogenous signal
as w = [ δdT δnT ]T, the filter input y = Cpδx˜ + M2δn, and filter output u = δu.
Then, we may write
x˙ = Ax + B1w + B2u, (7.42a)
z = C1x + D11w + D12u, (7.42b)
y = C2x + D21w + D22u, (7.42c)
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where
A =

Ap BpCd 0 0 0
0 Ad 0 0 0
0 0 An 0 0
BzCp 0 0 Az1 0
0 0 0 0 Az2
 , B1 =

BpDd 0
Bd 0
0 Bn
0 0
0 0
 , B2 =

−Bp
0
0
0
0
 ,
C1 =
[
DzCp 0 0 Cz1 Cz2
]
, D11 = 0, D12 = Dz2 ,
and
C2 =
[
M1 0 M2 0 0
]
, D21 =
[
0 M2Dn
]
, D22 = 0
7.3.4 Filter Synthesis
The optimal design of H(s) has been posed as a standard control problem. It is
well known that the H2-optimal filter, denoted HH2(s), has the realization
HH2(s) ∼
[
AH2 BH2
CH2 0
]
, (7.43)
where AH2 = A − B2K − LC2, BH2 = L, CH2 = K, K = (DT12D12)−1BT2P, and
L = ΠCT2 (D21DT21)−1 [100]. The matrices P = PT > 0 and Π = ΠT > 0 are the
solutions to the algebraic Riccati equations
PA + ATP− PB2(DT12D12)−1BT2P + CT1C1 = 0, (7.44)
ΠAT + AΠ−ΠCT2 (D21DT21)−1C2Π + B1BT1 = 0. (7.45)
However, recall from Theorems 6.8 and 6.9 that asymptotic convergence of the non-
linear complementary filter is guaranteed provided H(s) is SPR. Consequently, it is
desirable to ensure that the resulting optimal filter is SPR. This can be accomplished
in a number of ways. Specifically, the synthesis of optimal SPR controllers is consid-
ered in [104–112]. In this dissertation, the SPR controller synthesis method discussed
in [112] is employed, although any method that guarantees that the resulting con-
troller is SPR can be used. In this method the “controller” that is sought, H(s), has
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the realization
H(s) ∼
[
Af Bf
Cf 0
]
, (7.46)
where Af = AH2 and Bf = BH2 are the dynamic matrix and observer gain associ-
ated with the nominal H2-optimal filter given in (7.43). It is assumed that AH2 is
asymptotically stable. The matrix Cf is sought such that:
(a) H(s) is as close as possible to HH2(s);
(b) resulting filter H(s) is SPR.
In the synthesis procedure, the first objective is accomplished by minimizing the
objective function
J = tr((Cf − CH2)(Cf − CH2)T), (7.47)
which minimizes the difference between the H2-optimal feedback gain and Cf . Recall
from Lemma 6.5 that H(s) is SPR if there exists Pf = PTf > 0 such that
PfAf + ATf Pf < 0 (7.48)
PfBf = CTf . (7.49)
Then, the second objective can be met by enforcing (7.48) and (7.49) during the
synthesis procedure. From (7.49), the objective function in (7.47) can be reformulated
in terms of Pf as
J = tr((BTf Pf − CH2)(BTf Pf − CH2)T). (7.50)
Introducing slack variables g ∈ R+ and Z ∈ Rn×n, the SPR synthesis method in [112]
can be stated as
min
Pf ,Z,g
J = g (7.51a)
subject to Pf = PTf > 0, (7.51b)
PfAf + ATf Pf < 0, (7.51c)
Z = ZT ≥ 0, (7.51d)
tr(Z) ≤ g, (7.51e)[
Z BTf Pf − CH2
(BTf Pf − CH2)T 1
]
≥ 0. (7.51f)
The matrix Cf is then found after the minimization by (7.49).
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7.3.5 Optimal Filter Synthesis Summary
To summarize this section, a review of the synthesis procedure starting from the
right or left observer error dynamics in (6.15) or (6.18) is provided.
1. Linearize the nonlinear system (6.15) or (6.18) as in Propositions 7.2 and 7.3.
2. Pick weights Wd(s), Wn(s), Wz1(s), and Wz2(s).
3. Formulate the standard control problem in (7.42).
4. Find the optimal H2 feedback controller that stabilizes (7.42).
5. Solve the optimization problem in (7.51) to construct the SPR system H.
7.4 Optimal Observer Design with an Internal Model
In Sec. 6.5 it was shown that the nonlinear complementary filter coupled with
a disturbance observer rendered the desired equilibrium point asymptotically stable,
provided the linear filter was SPR. The observer equations in this case are given by
(6.32) with error dynamics in (6.33). The block diagram for the error dynamics of
the right observer with disturbance rejection is shown in Fig. 7.5. In the figure the
operator Hd is the disturbance observer in (6.32d)-(6.32e).
˙˜XR = X˜RAdX(d− dˆ)− uRX˜R
eR = ∇X˜RfN (X˜R, I)X˜−1R
H
d,X,N
eR
uR
Hd S−1(Ad∗Xˆ(·))
e¯Rdˆ
S
S S−1
eRuR
Figure 7.5: Block diagram of the right observer error dynamics with a disturbance
observer. The operator H has no knowledge of the disturbance observer Hd.
In this section, the disturbance rejection problem will be reconsidered in light of
the optimal filter design procedure discussed in the previous section. The approach
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taken will be that of the internal model controller described in [99]. This method
involves augmenting the original LTI system (7.1) with a model of the disturbance.
A feedback controller is then designed to stabilize the augmented plant and the final
controller implemented is the feedback controller augmented with the internal model.
It is shown in [99] that, provided some assumptions are made on the plant, the
designed controller is able to reject disturbances and regulate the performance variable
z to zero.
In the previous section, an H2-optimal filter was designed for both the right and
left observers by first linearizing the nonlinear error dynamics and formulating the
observer design problem as a standard control problem. Recall from Propositions
7.2 that the linearization of the right observer error dynamics resulted in linear time
varying system due to the presence of a time varying input matrix, B(t), acting on
the disturbance δd. Previously, the time varying nature of the linearized system was
ignored by defining a new exogenous signal δd′ and defining the exogenous signals for
the standard control problem as w =
[
δd′T δnT
]T
. However, in this section it will
not be possible to make this simplification as the design method in [99] requires that
the input disturbance δd appear directly as an exogenous signal in w. To accommo-
date this requirement, the observer design with an internal model is restricted to the
left observer, whose linearization found in Proposition 7.3 results in a constant input
matrix associated with δd.
7.4.1 Filter Synthesis
For linear systems of the form (7.1), the disturbance rejection problem can be
stated as follows: construct a system H to stabilize the open-loop system (7.1) and
regulate the performance z to zero when the exogenous signal w is composed of
signals generated by an unforced linear system [99]. In this section, the approach
taken will be that of the internal model controller described in [99]. This method
involves augmenting the plant (7.42) with a model of the disturbance. A feedback
controller is then designed to stabilize the augmented plant. The final filter is formed
by augmenting the resulting feedback controller with the internal model.
As before, the exogenous signal is given by w =
[
δdT δnT
]T
, where, as in
(6.31), δd is the output of the linear system
x˙d = Adxd, (7.52)
δd = Cdxd. (7.53)
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The internal model of the disturbance is selected as
Him
{
˙ˆxd = Adxˆd + Bdy,
yim = xˆd + Ddw,
(7.54)
where the output yim of the system Him is the disturbance state xd, and Dd is a
design variable.
The matrix Bd is chosen such that (Ad,Bd) is controllable [99]. The plant (7.42)
is then augmented with the internal model (7.54) such that the augmented system is
given by [
x˙
˙ˆxd
]
=
[
A 0
BdC2 Ad
][
x
xˆd
]
+
[
B1
BdD21
]
w +
[
B2
BdD22
]
u, (7.55)
z =
[
C1 0
]
xa + D11w + D12u, (7.56)[
y
xˆd
]
=
[
C2 0
0 1
][
x
xˆd
]
+
[
D21
Dd
]
w +
[
D22
0
]
u. (7.57)
Defining xa =
[
xT xˆTd
]T
, the augmented system can be written as
x˙a = Aaxa + Ba1w + Ba2u, (7.58a)
za = Ca1xa + Da11w + Da12u, (7.58b)
ya = Ca2xa + Da21w + Da22u, (7.58c)
where ya =
[
yT xˆTd
]T
and za = z [99]. A feedback controller is now designed to
stabilize the augmented plant (7.58). The controller takes the form
Hc
{
x˙c = Acxc + Bcya,
u = Ccxc,
(7.59)
where the transfer function associated with the systemHc is given by Hc(s) = Cc(s1−
Ac)−1Bc. The feedback controller Hc(s) is taken as the H2-optimal filter for the
augmented plant (7.58), that is Hc(s) = HH2(s) defined in (7.43). Specifically,
Ac = Aa − Ba2K− LCa2, (7.60)
Bc = L, (7.61)
Cc = K, (7.62)
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where K = (DTa12Da12)−1BTa2Pa, L = ΠaCTa2(Da21DTa21)−1, and the matrices Pa = PTa >
0 and Πa = Π
T
a > 0 are the solutions to the algebraic Riccati equations
PaAa + ATaPa − PaBa2(DTa12Da12)−1BTa2Pa + CTa1Ca1 = 0, (7.63)
ΠaATa + AaΠa −ΠaCTa2(Da21DTa21)−1Ca2Πa + Ba1BTa1 = 0. (7.64)
An intermediate filter H¯(s) = C¯f (s1 − Af )−1Bf is formed by augmenting the
feedback controller with the internal model such that
Af =
[
Ac Bcd
0 Ad
]
, Bf =
[
Bcy
Bw
]
, C¯f =
[
Cc 0
]
, (7.65)
where the matrix Bc is partitioned as Bc =
[
Bcy Bcd
]
such that Bcya = Bcyy +
Bcdxˆd [99]. If no SPR restriction is made on the filter in (6.12) then H¯(s) may be
implemented. However, to ensure asymptotic convergence the filter H¯(s) is modified
in the same manner as in Sec. 7.3.4. This is done by solving the optimization problem
in (7.51) for the matrix Cf such that H(s) = Cf (s1−Af )−1Bf is SPR, and H(s) and
H¯(s) remain as close as possible. Specifically, the optimization problem given by
min
Pf ,Z,g
J = g (7.66a)
subject to Pf = PTf > 0, (7.66b)
PfAf + ATf Pf < 0, (7.66c)
Z = ZT ≥ 0, (7.66d)
tr(Z) ≤ g, (7.66e)[
Z BTf Pf − C¯f
(BTf Pf − C¯f )T 1
]
≥ 0, (7.66f)
is solved for Pf and Cf is set to Cf = BTf Pf .
The resulting closed-loop system formed by the feedback interconnection between
H and the nonlinear error dynamics (6.18) is shown in Fig. 7.6
7.4.2 Summary
To summarize this section, a review of the synthesis procedure starting from the
left observer error dynamics in (6.18) is provided.
1. Linearize the nonlinear system (6.18) as in Proposition 7.3.
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˙˜XL = −vX˜L + X˜L(v + d− uL)
eL = X˜
−1
L ∇X˜LfN (X˜L, I)
d,X,N, v
eL
uL
Hc Him
H
S−1S
uL
eL
Figure 7.6: Block diagram of the left observer error dynamics with an internal model.
2. Pick weights Wd(s), Wn(s), Wz(s).
3. Formulate the standard control problem in (7.42).
4. Pick Bd in (7.54) such that (Ad,Bd) is controllable.
5. Augment the plant with the internal model (7.54).
6. Find the optimal H2 feedback controller that stabilizes (7.58).
7. Augment the feedback controller (7.59) with the internal model (7.54).
8. Solve the optimization problem in (7.66) to construct the SPR system H.
7.5 Numerical Example
In this section, the tools developed in the current chapter and in Chapter 6,
are applied to the attitude estimation problem previously considered in Chapter 4.
Recall that the attitude of a rigid body can be uniquely described by a rotation matrix
R ∈ SO(3), which evolves according to Poisson’s equation (4.4), repeated here as
R˙ = Rω. (7.67)
Similar to Chapter 4, it is assumed that angular velocity measurements are available
as
ωy = ω + d, (7.68)
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where d ∈ R3 is some disturbance associated with the angular velocity measurement.
It is also assumed that there exists two reference vectors y1a, y2a ∈ S2 available for
measurement as
yjb = R
TNTj y
j
a, j ∈ {1, 2}, (7.69)
where yjb ∈ S2 is the measurement of yja and Nj ∈ SO(3) is a group element that
introduces noise into the measurement of yja.
A basis for so(3) is taken as B = {B1,B2,B3}, where Bi = e×i and {e1, e2, e3} is
the standard basis of R3. In this basis, the mapping S : R3 → so(3) is given by the
operator (·)×.
7.5.1 Error Function
As in Chapter 4, let Rˆ ∈ SO(3) denote the estimate of R. As a cost function on
SO(3), take (4.16), repeated here in terms of vector measurements as
γy(Rˆ, y) =
n∑
j=1
||RˆTyja − yjb||22, (7.70)
where y = (y1a, y2a) ∈ S2×S2, and γy : SO(3)×S2×S2 → R+. Letting N = (N1,N2) ∈
SO(3)× SO(3), the cost function may be written as
γ(Rˆ,R, N) = γN(Rˆ,R) =
n∑
j=1
||RˆTyja − RTNTj yja||22. (7.71)
The cost function γN is right-invariant and γI is an error function satisfying all of the
conditions of Definition 6.3 [17]. From Proposition 4.1 and (4.99), the gradient of γN
with respect to Rˆ is
∇RˆγN(Rˆ,R) = e×RRˆ, (7.72)
where
eR = 12
2∑
j=1
(yj×a Rˆy
j
b) = Pa
(
R˜R
2∑
j=1
NTj y
j
ay
jT
a
)v
. (7.73)
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7.5.2 SO(3) Observer Design
The right observer, given in (6.8), for the Lie group SO(3) is given by
˙ˆR = Rˆω×y − u×RRˆ, (7.74a)
x˙f = Afxf + BfeR, (7.74b)
uR = Cfxf + DfeR, (7.74c)
while the left observer, given in (6.12), is
˙ˆR = Rˆω×y − Rˆu×L , (7.75a)
x˙f = Afxf + BfeL, (7.75b)
uL = Cfxf + DfeL, (7.75c)
Recall that e×L = AdRˆT(e
×
R) = Rˆ
T
e×RRˆ = (Rˆ
T
eR)× [66]. Consequently, eL = Rˆ
T
eR.
7.5.2.1 Linearization
The right and left group errors are defined as R˜R = RˆRT and R˜L = RTRˆ. Both
the left and right observers will be implemented and consequently it will be useful to
determine the linearizations of their associated error dynamics.
Right Linearization: From Proposition 6.1 the error dynamics associated with
R˜R are given by
˙˜RR = R˜R(Rd)× − u×RR˜R (7.76)
x˙f = Afxf + BfeR, (7.77)
uR = Cfxf + DfeR, (7.78)
eR = Pa
(
R˜R
2∑
j=1
Njyjay
jT
a
)v
. (7.79)
Let R˜R = exp(φ˜
×
R), where φ˜R ∈ R3. Further, let Nj = exp(n×j ), where nj ∈ R3,
j ∈ {1, 2}. Define n =
[
nT1 nT2
]T
. The rotation matrix R˜R can be perturbed about
1 by letting φR = ¯˜φR + δφ˜R, where
¯˜φR = 0 is the nominal value of φ˜R. Similarly, let
nj = n¯j + δnj and d = d¯ + δd, where n¯ = 0 and d¯ = 0. Then, from Proposition 7.2,
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the linearization of the right error dynamics are given by
δ ˙˜φR = δd′ − δuR, (7.80a)
x˙f = Afxf + Bf (M1δφ˜R + M2δn), (7.80b)
where δd′ = Rˆδd. To find expressions for M1 and M2 consider
e×R = Pa
(
R˜R
2∑
j=1
NTj y
j
ay
jT
a
)
(7.81)
= Pa
(
(1 + δφ˜
×
R)
2∑
j=1
(1− δn×j )yjayjTa
)
, (7.82)
where the small angle approximations R˜R ≈ 1 + δφ˜×R and Nj ≈ 1 + δn×j have been
used [66]. Neglecting higher order terms in δφ˜R and δnj gives
δe×R = Pa
(
δφ˜
×
RMa
)
−Pa
(
2∑
j=1
n×j y
j
ay
jT
a
)
(7.83)
= 1
2
([tr(Ma)1−Ma]δφ˜R)× + 12
2∑
j=1
(yj×a y
j×
a δnj)
×, (7.84)
which follows from the identities in (4.6) and (4.7). This implies that
δeR = M1δφ˜R + M2δn. (7.85)
where
M1 = 12(tr(Ma)1−Ma), and, M2 =
[
1
2
y1×a y1×a 12y
2×
a y2×a
]
. (7.86)
Left Linearization: The error function γN is not bi-invariant and consequently the
error dynamics in Proposition 6.2 do not hold in general. However, while (6.16d) does
not hold, it can be shown that Equations (6.16a)-(6.16c) are valid and consequently,
˙˜RL = −ω×R˜L + R˜L(ω + d− uL) (7.87)
x˙f = Afxf + BfeL, (7.88)
uL = Cfxf + DfeL, (7.89)
eL = Pa
(
RT
2∑
j=1
NTj y
j
ay
jT
a Rˆ
)v
, (7.90)
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where the relation e×L = Rˆ
T
e×RRˆ has been used. Let R˜L = exp(φ˜
×
L), where φ˜L ∈ R3
and consider a perturbation about R˜L = 1 by letting φ˜L =
¯˜φL + δφ˜L with
¯˜φL = 0.
With a small angle assumption, R˜L ≈ 1 + δφ˜×L . Again, as γN is not bi-invariant the
linearization given in Proposition 7.3 does not hold completely. However, it can be
shown that (7.25a) does hold and
δ ˙˜φL = A(t)δφ˜L + δd− δuL. (7.91)
Recall A(t) = [−adv]B, where v was the group velocity. In the case of the Lie group
SO(3) the group velocity is given by ω× and consequently from (4.5) and (4.6),
−adω×(δφ˜×L) = −[ω×, δφ˜
×
L ] (7.92)
= −ω×δφ˜×L + δφ˜
×
Lω
× (7.93)
= −(ω×δφ˜)×. (7.94)
Therefore [−adv]B = −ω× and
δ ˙˜φL = −ω×δφ˜L + δd− δuL. (7.95)
To find an expression for δeL, recall that eL = Rˆ
T
eR and consequently δeL = Rˆ
T
δeR.
Further R˜L = Rˆ
T
R˜RRˆ and thus perturbing both R˜L and R˜R about 1 gives
1 + δφ˜
×
L = Rˆ
T
(1 + δφ˜
×
R)Rˆ
δφ˜
×
L = Rˆ
T
δφ˜
×
RR,
and thus δφ˜L = Rˆ
T
φ˜R. Consequently, as δeR = M1δφ˜R + M2δn, it follows that
δeL = Rˆ
T
M1Rˆδφ˜L + Rˆ
T
M2δn. (7.96)
The lack of symmetry between Rˆ
T
M1Rˆ and Rˆ
T
M2 is due to the fact that noise is
introduced into the vector measurements by left translating R by Nj, j ∈ {1, 2},
such that yjb = RTNTj yja. Had noise been introduced by right translation such that
yjb = NTj RTyja then it could be shown that δeL = Rˆ
T
M1Rˆδφ˜L + Rˆ
T
M2Rˆδn.
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7.5.3 Simulation Parameters
The angular velocity of the rigid body is described by
ω(t) = −pi2 cos(pi/10t)/60.0
[
1 1 1
]T
(rad/s). (7.97)
The initial attitude is set to R(0) = exp(φ(0)×), where
φ(0) = pi/6
[
1 0 0
]T
(rad), (7.98)
and the two reference vectors are given by y1a =
[
1 0 0
]T
and y2a =
[
0 0 −1
]T
.
For the following simulations, the observers are initialized with Rˆ(0) = 1 and xf (0) =
0. The multiplicative noise associated with the reference measurements, Nj = exp(n×j ),
are constructed by selecting nj as linear combinations of harmonic signals with fre-
quencies in the range [20, 48] (rad/s). Specifically,
n1(t) =
 0.025 sin(20t+ 0.5) + 0.15 cos(32t+ 0.1)0.1 sin(35t+ 0.4) + 0.08 cos(20t+ 0.5)
0.2 sin(48t+ 0.2) + 0.18 cos(40t+ 0.9pi)
 (rad), (7.99)
and
n2(t) =
 0.15 sin(24t+ 0.6) + 0.05 cos(42t+ 0.5)0.03 sin(42t+ 1.5) + 0.25 cos(34t+ 0.2)
0.1 sin(36t+ 0.2) + 0.15 cos(27t+ 1.2pi)
 (rad). (7.100)
7.5.4 Linear Filter Design
Two separate methodologies are considered for the design of the filter H(s). In the
first, H(s) is designed by first taking the Laplace transform of the linearized system.
Then, classical control techniques can be used to shape the sensitivity and closed-loop
sensitivity transfer functions based on the frequency content of the exogenous signals.
In the second method, the optimal observer design strategy developed in this chapter
is used. In this case, the filter H(s) is designed based on minimizing the H2-norm of
the closed-loop system.
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Method 1: To simplify the design of the filter, let H(s) = Cf (s1−Af )−1Bf +Df =
H(s)M−11 . Then, taking the Laplace transform of (7.80) yields
δφ˜R(s) =
s
1 +H(s)
δd′(s)
s
+
H(s)
s+H(s)
M−11 M2δn(s)
= S(s)
δd′(s)
s
+ T (s)M−11 M2δn(s).
The undesirable effects of the partial state measurement noise can be mitigated by
designing T (s) as a low-pass filter with an appropriate cutoff frequency. Consider two
versions of H(s),
H1(s) = k, (7.101)
and
H2(s) = b/(s+ a), (7.102)
where k, a, b ∈ (0,∞). By selecting H1(s) the transfer function T (s) is a first order
low-pass filter of the form T (s) = k/(s+k). This is equivalent to the attitude observer
proposed in [10]. Alternatively, selecting the SPR transfer function H2(s) results in
a second order low-pass filter T (s) = b/(s2 + as + b). Selecting k = 5, a = 15.5, and
b = 60.4 results in a cutoff frequency of 5 (rad/s) for T (s). Although H1(s) and H2(s)
give the same cutoff frequency for T (s), the second order low-pass filter rolls off at
−40 dB per decade while the first order low-pass filter rolls off at −20 dB per decade.
Consequently, it is expected that greater noise mitigation can be accomplished by
selecting H2(s) over H1(s). The linear filters given by H1(s)M−11 and H2(s)M
−1
1 are
denoted H1(s) and H2(s) respectively.
Method 2: The second method considered is theH2-optimal filter design procedure
developed in Sec. 7.3. This involves selecting the weights Wd(s), Wn(s), Wz1(s), and
Wz2(s), as well as the design variable r1. The weights are taken as Wd(s) = Wz1(s) =
5pi/(s + 5pi)1, Wz2(s) = 10−4 · 1, and Wn(s) = (10s + 45pi)/(s + 5pi)1. The weights
Wd(s) and Wn(s) are selected as low- and high-pass filters respectively, which has the
effect of weighting the low-frequency content of d(s) and the high-frequency content
of n(s). Following the steps outlined in Sec. 7.3.5 yields the H2-optimal filter, which
is denoted H3(s).
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7.5.5 Simulation Results
Case 1 (partial state measurement noise): In the first simulation no disturbances
are added to the angular velocity measurement, that is d(t) = 0. The three linear
filters H1(s), H2(s), and H3(s) are implemented with the right observer given in
(7.74). The results of the simulation are shown in Fig. 7.7 As predicted the steady-
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Figure 7.7: Simulation results for case 1. The attitude estimation error for all ob-
servers approaches zero.
state error associated with H2(s) is indeed lower that that of the constant transfer
function, H1(s) = kM−11 . The steady-state error associated with the H2-optimal filter
is also lower than that of both H1(s) and H2(s).
Case 2 (input disturbance): Suppose now that in addition to partial state mea-
surement noise, the angular velocity measurement is corrupted by a constant bias
given by d(t) =
[
0.1 −0.1 0.1
]T
(rad/s). Simulation results for the right ob-
server with the constant bias in the angular velocity measurement is shown in Fig.
7.8. The steady-state performance of (7.74) with H1(s), H2(s), and H3(s) observed
in the previous simulation has been lost. The poor performance of the observers in
this case motivates the introduction of the disturbance observer discussed in Sec. 6.5.
Case 3 (disturbance observer): In an effort to regain the steady-state performance
of the observers in the presence of constant bias, the disturbance observer presented
in Chapter 6 Section 6.5 is now implemented. The disturbance d can be written as the
output of the linear system in (6.31) with Ad = 0 and Cd = 1 with appropriate initial
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Figure 7.8: Simulation results for case 2. The introduction of the constant bias
disturbance causes undesirable effects in the attitude estimate.
conditions. Then, the proposed right observer on SO(3) with associated disturbance
observer are given by
˙ˆR = Rˆω×y − Rˆdˆ
× − u×RRˆ,
x˙f = Afxf + BfeR,
uR = Cfxf + DfeR,
˙ˆxd = Adxˆd + ρCTd e¯R,
dˆ = Cdxˆd,
where e¯R = RˆeR. The right observer on SO(3) with the constant gain transfer
function H1(s) coupled with a constant bias disturbance observer is of the same form
as the observers previously considered in Chapter 4. The results of a simulation
with initial conditions (Rˆ, xf , xˆd) = (1, 0, 0) and ρ = 0.1 is shown in Fig. 7.9. The
attitude estimation error is shown in Fig. 7.9a while the error associated with the
bias estimates are shown in Fig. 7.9b. Referring to Fig. 7.9b, it can be seen that the
disturbance observer is successful in tracking the true bias as d˜ approaches zero for
all observers. Consequently, the steady-state attitude error observed previously in
Fig. 7.7 has been recovered as shown in Fig. 7.9a.
Case 4 (internal model): An alternative method for accomplishing disturbance
rejection was discussed in Sec. 7.4. It was assumed in Sec. 7.4 that the error function
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Figure 7.9: Simulation results for case 3.
was bi-invariant, however, the error function currently under consideration, γN , does
not satisfy this requirement. Due to this fact, the linearized equations associated
with the left observer contain time-varying matrices in (7.96) rather than constant
matrices as was observed in (7.25b). The filter synthesis procedure in Sec. 7.4 can still
be applied by ignoring the time-varying matrices and continuing with the assumption
that γN is bi-invariant. As will soon be shown, the resulting filter still achieves
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satisfactory results, even with the faulty assumption. The same weights used to
synthesize H3(s) are used in the synthesis of the H2-optimal filter with an internal
model, which is denoted H4(s). It remains to select Bd and Dd in (7.54). As in the
disturbance observer, Bd is taken as Bd = ρCTd with ρ = 0.1. The design variable
Dd is taken as Dd =
[
100 · 1 0 0
]
. Then, the H2-optimal filter with internal
model, H4(s), is synthesized following the steps outlined in Sec. 7.4.2. The results
of a simulation with the left observer (7.75) with linear filter H4(s) is shown in Fig.
7.10. For comparison purposes, the results from the previous case are also plotted.
Referring to Fig. 7.10, the left observer with an internal model is able to successfully
reject the constant bias in the angular velocity measurement. The use of H4(s) also
results in faster convergence to steady-state, compared to the previously considered
observers.
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Figure 7.10: Simulation results for case 4. The left observer with an internal model
outperforms the other observers.
7.6 Closing Remarks
Optimal design of the linear operator H for use in the Lie group observers pre-
sented in Chapter 6 has been considered in this chapter. Numerical results demon-
strated the effectiveness of the proposed observer synthesis methods. Several as-
sumptions and simplifications were made in this chapter. Specifically, time-varying
parameters in the linearization of the error dynamics were ignored to simplify the
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filter design process. Future work will focus on the application of filter synthesis
methods for LTV systems. In addition, only the problem of H2-optimal estimation
was considered. Robust Lie group observer design will be considered in the future by
applying H∞-optimal observer design strategies.
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Part IV
Conclusion
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Chapter 8
Closing Remarks and Future Work
This dissertation considered the topic of observer design for systems whose state
naturally evolves on a Lie group. Briefly, the main contributions of this work are
1. the development of nonlinear attitude observers with desirable convergence
properties,
2. a SLAM algorithm with provable stability guarantees,
3. the design and proof of stability of a higher-order nonlinear complementary
filter,
4. H2-optimal filter synthesis methods, and
5. an alternative method for disturbance rejection in Lie group observers via the
internal model principle.
A more complete list of novel contributions of this dissertation can be found in the
Preface.
In Part II, two novel attitude estimation algorithms were proposed as well as
a provably convergent SLAM algorithm. The SLAM algorithm developed in this
dissertation, along with the method presented in [76], are the first steps in the devel-
opment of a new branch of nonlinear SLAM methods. Several issues remain before
the proposed method can be implemented in practice. First, is the problem of data
association. As the developed method is deterministic it provides no estimate of
the covariance associated with the state estimate. This information is vital in the
data association problem which seeks to determine if a measurement corresponds to
a previously observed landmark. It may be possible overcome this problem by using
uncertainty propagation techniques previously used for the attitude and pose estima-
tion problems. For example, in [113] a deterministic attitude estimator is employed.
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The uncertainty in the state estimate is then obtained by propagating an uncertainty
ellipsoid along with the state estimates by the use of a Lie group variational integra-
tor. This method may be employed in the context of deterministic SLAM algorithms
to recover the state uncertainty necessary for the data association problem. It may
also be possible to use the proposed algorithm in tandem with previously developed
SLAM methods. For example, due to the computational simplicity of the proposed
algorithm many gradient-based observers may be run concurrently. A particle filter
may then be implemented where the initial conditions of each gradient-based observer
is taken by sampling the current estimate of the PDF.
Part III extended the state of the art in Lie group observer design by the in-
troduction of the higher-order nonlinear complementary filter. Two versions of the
higher-order filter were proposed, the right and left observers. Several restrictions
were made to the cost function f and to the linear operator H to ensure that the
right and left observers were provably convergent. While the cost function and Rie-
mannian metric were only required to be right-invariant for the right observer they
were required to be bi-invariant for the left observer. The bi-invariance condition of
f and the Riemannian metric is quite restrictive in that a bi-invariant metric is only
guaranteed to exist provided the Lie group is compact. Future work will focus on
the relaxing the bi-invariance assumption on f and the Riemannian metric for the
case of the left observer. Moreover, the linear operator H was assumed linear time-
invariant as well as SPR. As was seen in Chapter 7, many simplifications were made
to ensure that the plant, for which the filter was being designed, was LTI. By relaxing
the condition that the linear operator by time-invariant it may be possible to achieve
better results by application of linear parameter-varying control techniques or other
LTV control design methods. The SPR condition on H may also be unnecessarily
conservative. Recent work in conic-sector-based controller synthesis has the potential
to relax the SPR constraint while greatly expanding the types of filters that may be
employed [114, 115]. Another area of potential future research is the development of
robust observer design on Lie groups by the development of an H∞-optimal synthesis
method. This may allow for the implementation of robust observer design strategies
previously implemented for systems evolving on vector spaces, namely [34]. By pos-
ing the filter design problem as an H∞ controller design problem, uncertainties in the
exogenous signals can be explicitly accounted for.
In summary, this dissertation has explored several applications and novel methods
for observer design on Lie groups. Many of the methods presented in this dissertation
are in their infancy and require further work before they may be tractable in practice.
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However, the theoretical foundations have been laid and it is hoped that the theory
outlined in this dissertation will serve as the base of future state estimation techniques.
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