This paper concerns the McKean-Vlasov stochastic differential equation (SDE) with common noise, a distribution dependent SDE with a conditional non-linearity. Such equations describe the limiting behaviour of a representative particle in a mean-field interacting system driven by correlated noises as the particle number tends to infinity.
Introduction
Distribution dependent stochastic differential equations have been the subject of extensive study since the paper of McKean [32] , who was inspired by Kac's foundations of kinetic theory [18] . These equations arise as the limiting behaviour of a representative particle from an mean-field interacting particle system as the number of particles tends to infinity. An introduction to the topic can be found in the notes of Sznitman [36] . In the case where there is a common noise influencing the individual particles, this correlation gives rise to a form of McKean stochastic differential equation (SDE) with conditioned nonlinearity, referred to here as the McKean-Vlasov SDE with common noise.
Recently, there has been a flurry of new results for equations of this type and a brief summary is presented below. This is roughly separated into two categories. The first category comprises of results related to McKean-Vlasov SDEs with common noise and/or stochastic partial differential equations (SPDEs) and the second includes those regarding Mean-Field Games with common noise.
Firstly, in contexts a little different from that of this paper, Barbu, Röckner and Russo [2] consider a type of stochastic porous media equation and Briand et al. [5] study the problem of forwards and backwards SDEs where the distribution of any solution is constrained in some fashion and they extend their analysis to the common noise setting, where instead the conditional distributions are constrained. For well-posedness of a particular class of the McKean-Vlasov SDE with common noise and the corresponding SPDE, see the paper of Coghi and Gess [10] and see those of Kolokoltsov and Troeva [21, 24] for the sensitivity of solutions to perturbation of the initial data. For models motivated by application to finance and neuroscience, see Hambly and Søjmark [14] and Ledger and Søjmark [31] . In their paper, Kurtz and Xiong [26] connect the strong solutions to an infinite system of mean-field interacting particles driven by correlated noises with strong solutions to a non-linear stochastic partial differential equation (SPDE) via the empirical distribution of the particles. Dawson and Vaillancourt [11] obtain probabilistically weak solutions of the aforementioned SPDE by studying the limit of empirical distributions to interacting systems of finitely many particles as the particle number increases to infinity.
In tandem, the mean field game theoretic framework introduced by Huang, Malhamé and Caines [16] and Lasry and Lions [30] has recently been subject to rapid development in the direction of common noise. For general theoretical results pertaining to well-posedness of the infinite player equilibrium and its closeness to the finite player equilibria, see [1, 9, 22, 23, 27] and the book of Cardaliaguet, Delarue, Lasry and Lions [7] . To see how the presence of a common noise can restore uniqueness to the mean field game, see the papers of Delarue and Tchuendom [12, 13, 38] . A comprehensive introduction to mean field games with common noise can be found in the second volume of the book of Carmona and Delarue [8] .
This paper studies the distribution dependent stochastic differential equation describing the dynamics of a single representative particle from the infinite system and connects solutions to this McKean-Vlasov SDE with common noise to solutions to the SPDE in both the weak and strong settings. Motivated by the weak formulation of mean field games with common noise given by Carmona, Delarue and Lacker in [9] , careful definitions of probabilistic strong and weak solutions are made to facilitate this correspondence. In this framework, the statements can be brought in line with the generalisation of the well known equivalence of Yamada-Watanabe given by Kurtz in [25] , justifying the form of the solution definitions. Secondly, this framework enables one to keep track of the dependence structure of approximations. This is key in allowing the use of compactness techniques, which are core to the weak existence result for the McKean-Vlasov SDE with common noise given in this paper.
Uniqueness in joint law for solutions to the McKean-Vlasov with common noise is established for a particular class of equations, namely where the diffusion coefficients do not depend upon measure. This extends a weak uniqueness argument employed in the case without common noise [6, 17, 29, 33, 34] to the case with common noise. This idea of uniqueness proof, recently introduced by Mishura and Veretennikov [34] , relies on representing two solutions by Girsanov Transformations from an intermediary probability space and estimating the total variation between the distribution of two solutions. Here, a particular Monge-Kantorovich problem for the path-distributions of solutions is studied, instead of the total variation distance, utilising a cost function tailored to this setting. This proof technique enables access, in the case of no common noise, to studying the propagation of chaos, namely, that a fixed number of particles become independent in the infinite particle system, see the papers of Lacker [29] and Jabir [17] . A forthcoming exploration of this phenomenon for the common noise setting and an extension of [15] to the common noise setting has been separated from this paper to allow focus to be given to the underlying difficulties of having a common noise in the weak formulation.
In summary, the key contributions of this paper are as follows: one, an appropriate framework is developed which allows one to study weak solutions of McKean-Vlasov SDEs with common noise and to connect these with weak solutions of SPDEs, two, this framework allows the use of compactness arguments to obtain weak solutions to said equations and three, a weak uniqueness result is obtained by a technique inspired by the method introduced in [34] .
Set-up and Notation
For a probability space (Ω, F, ν) equipped with random element X, denote the law/distribution induced by X as L ν (X) := ν • X −1 . When dealing with a measure space (Ω, F) equipped with multiple probability measures, say {P i } i , denote the laws induced by a random element X under these measures as L i (X). For vectors a and b, their Cartesian product will be written as ab.
Throughout, I := [0, ∞). Given a stochastic process X and a time T ∈ I, the process X stopped at time T will be denoted X ·∧T := {X t∧T } t∈I . The following equation will be referred to as the (Strong) McKean-Vlasov Stochastic Differential Equation with Common Noise. Why the term strong appears will be clear in due course.
The random processes B and W are Brownian motions of dimension d B and d W respectively and ξ is a real valued random vector of dimension d X . Further, the stochastic inputs B, W, ξ will be assumed to be mutually independent. Let C denote C(I; R d X ) and let b, σ, ρ be measurable functions from
Unless further specialised, the functions b, σ and ρ, will always be assumed to be at least progressive. The filtration {F B t } t∈I is defined to be the natural filtration generated by the common noise B and L (X ·∧s |F B s ) the regular conditional distribution of X ·∧s given F B s . Here the common noise filtration is the natural filtration of the Brownian motion B, although one could also consider initial positions of particles in the original particle system having a common random influence, but this problem is not considered here. Of particular interest to this work are the notions of immersion and compatibility, which are recalled in the following definition. The reader is referred to [8] for an introduction these concepts and Appendix A.1 for some equivalent conditions. Definition 1.2 (Immersion and Compatiblity). Let two filtrations F and G on a probability space (Ω, F, P) be such that F ⊂ G. Then F is said to be immersed in G under P if every square integrable F martingale is a G martingale. For two stochastic processes X and Y defined on this probability space, X is said to be compatible with
Under appropriate compatibility conditions (see Appendix A.1) and further specialisation of the coefficients (b, σ, ρ) it will be demonstrated that strong (resp. weak) solutions to the above (1.1) yield strong (resp. weak) measure valued solutions to the SPDE:
where ∂ x ϕ is the vector of first order derivatives of ϕ with respect to the components of x, the operator L acts on C ∞ 0 (R d X ) test functions as follows:
where ∂ 2 xx ϕ is the matrix of mixed second order derivatives with respect the components of x. What exactly a weak solution is will be made clear in the following subsection.
Definitions of Solutions
Consider the following definition of a strong solution to (1.1): Definition 1.3 (Strong Solution to the McKean-Vlasov SDE with Common Noise). A filtered probability space (Ω, F, F, P) equipped with F Brownian motions B and W and initial condition ξ, all mutually independent, and an F adapted R d X valued process X is said to be a strong solution to the McKeanVlasov SDE with common noise if the following conditions hold:
ii) X is F B,W,ξ adapted.
iii) The equation (1.1) holds P almost surely for all t ∈ I.
One can view a strong solution to the SDE (1.1) as a triple of stochastic inputs (B, W, ξ) defined on some probability space and a Borel measurable mapping F :
that F maps the stochastic inputs (B, W, ξ) to an F B,W,ξ adapted stochastic process X := F (B, W, ξ) (the output) such that (X, B, W, ξ) satisfies (1.1). In the language of Kurtz [25] this is a strong compatible solution.
A guess at a good definition for a weak solution could be to remove the adaptedness requirement ii) from the above conditions and then ask that a weak solution should consist of a filtered probability space with the rest of Definition 1.3 unchanged. For clarity this is subsequently written (the choice of terminology 'weak-strong' will be justified in the following subsection -see Remark 1.13). Definition 1.4 (Weak-Strong Solution to the McKean-Vlasov SDE with Common Noise). A weakstrong solution to (1.1) consists of a filtered probability space (Ω, F, F, P) equipped with F Brownian motions B and W and initial condition ξ, all mutually independent, along with an F adapted R d X valued process X that satisfies the following conditions:
ii) The equation (1.1) holds P almost surely for all t ∈ I.
There are multiple problems with such a naïve definition. One cannot immediately connect a solution of this type to the corresponding SPDE (1.2); as will later be demonstrated, a condition of compatibility enables this connection. Further, one can construct an example where one may expect weak solutions to exist, but there are none of the above type. See counter-example 5.1 in [9] .
It is arguably preferable to define weak solutions in such a way that solutions can be obtained under conditions comparable to the case without common noise. Therefore, after the following justifications, a relaxation to the equation (1.1) will be made. Since measurability is not generally preserved under weak limits, methods for approximating the flow of conditional distributions break down.
To expand upon this point, imagine that one is solving a stochastic equation
Y is the stochastic input with determined distribution ν and Z is the solution/output. Often, one seeks to solve the above by instead considering a mollified equation
and ∀n the equation is strongly solvable; i.e. there is a measurable function F n such that Z n := F n (Y ) is a solution. Then, passing to the limit in some sense "Γ n (Y, Z n ) → Γ(Y, Z)" one hopes to recover a solution to the original equation.
In the case of compactness arguments (weak existence), one may prove the weak convergence of a subsequence of the joint distributions of approximate solutions (Y, Z n ) and represent the solutions on a another probability space (Ω,F ,P) such that (Ȳ n ,Z n ) → (Ȳ ,Z) surely. Since (Ȳ n ,Z n ) have the same distribution as (Y, Z n ), one gets F n (Ȳ n ) =Z n . ThereforeZ is the pointwise limit ofȲ n measurable functions, but unfortunately,Ȳ n varies along the same limit, and one cannot conclude that there is a measurable function F such thatZ = F (Ȳ ). In fact, the existence of such a function corresponds to the existence of a strong solution.
The above observations give motivation to relax the measurability requirement of the regular conditional distribution appearing in the equation (1.1). Rather than asking that the measure argument of the coefficients be a version of L (X ·∧s |F B s ), one should instead require that the argument be a flow of measures µ such that for any s ∈ I, µ s = L (X ·∧s |F B,µ s ). This relaxation is natural as, in general, this is the only way of identifying the limiting random measures obtained via weak convergence arguments.
Compatibility however, is preserved under weak limits when the marginal distribution of the stochastic inputs is fixed (see [28] ). Due to this fact and the above motivation of connecting to the SPDE, a compatibility condition is introduced in the following definition. Definition 1.5 (Weak Solution to the McKean-Vlasov SDE with Common Noise). A weak solution to the McKean-Vlasov SDE with common noise consists of a filtered probability space (Ω, F, F, P) equipped with F Brownian motions B and W and an F 0 measurable random vector ξ, all mutually independent, along with F adapted processes X and µ that are R d X and P(C) valued respectively, satisfying the following conditions:
iv) The equation
holds P almost surely for all t ∈ I.
In this definition, there is now a pair of outputs, (X, µ), that are allowed to have randomness external to that of the stochastic inputs, (ξ, B, W ) (i.e. there is not a priori a Borel function G s.t. (X, µ) = G(B, W, ξ)). Further, see that if condition ii) were removed, it would remain implied that (X, µ) is compatible with (B, W, ξ) since the processes B and W are assumed to be Brownian in the filtration F to which all processes are adapted and ξ is assumed F 0 measurable. However, as these properties will need to be verified in the existence proof to prove that the limiting Brownian motions remain Brownian in the full filtration (generated by all limit processes), they are kept explicit in the definition. The decision to define µ as a stochastic process valued in P(C) rather than simply a P(C) valued random element was made to allow for more succinct compatibility criteria.
To further justify considering the flow of measures µ as part of the solution pair, or 'stochastic outputs', note that it is desirable for the definition of a weak solution to be in accord with the YamadaWatanabe principle.
Consider that pathwise uniqueness for the McKean-Vlasov SDE with common noise were defined such that for any two weak solutions (X, µ, B, W, ξ) and (X ′ , µ, B, W, ξ) on the same probability space, stochastic inputs B and W and flow of measures µ (viewed as a stochastic input), X and X ′ are indistinguishable. Weak existence combined with pathwise uniqueness should yield existence of a unique strong solution. Now, for a weak solution (X, µ, B, W, ξ) considering µ as a fixed input to the equation (1.3), then the classical Yamada-Watanabe result implies that X is adapted to F µ,B,W,ξ . This however, is not enough to conclude that X is in fact a strong solution of Definition 1.3, since one does not know whether µ is B adapted and thus it cannot be identified as a version of the conditional distribution of X given F B nor can X be shown to be adapted to the potentially smaller filtration F B,W,ξ .
Consider instead the solution as a pair (X, µ). Defining pathwise uniqueness such that for any two weak solutions (X, µ, B, W, ξ) and (X ′ , µ ′ , B, W, ξ) defined on the same probability space, (X, µ) and (X ′ , µ ′ ) are indistinguishable. Then by way of the Yamada-Watanabe generalization of Kurtz [25] , assuming pathwise uniqueness, (X, µ) becomes F B,W,ξ adapted and therefore, due to the independence structure, one can identify µ = L (X|F B ) and recover a strong solution of Definition 1.3. In keeping with the concept of a strong solution used by Kurtz in [25] , the following simple proposition demonstrates that the notion of weak solution given by Definition 1.5 is appropriate. Proof. First take a strong solution of the type of Definition 1.3, (B, W, ξ, X). Then define a flow of measures µ by µ t := L (X ·∧t |F B t ). By definition, (X, µ, B, W, ξ) satisfies equation (1.3) and the integrability condition. Since µ is F B adapted by construction, one has F B,µ t = F B t for all t ∈ I. Combining this fact with the F B,W,ξ adaptedness of X, the conditions of Definition 1.5 are easily verified. For the converse direction, note that the independence of (W, ξ) and (B, µ) combined with the F B,W,ξ adaptedness of µ implies that µ is F B adapted. This in turn allows one to show that
t ) for all t ∈ I and the equivalence follows.
Should one wish to obtain a weak solution via compactness arguments, when verifying the compatibility of X with (B, µ) for the weak limit, it becomes advantageous to work with µ t := L (X ·∧t |F B,µ ∞ ) and condition on the whole path of (B, µ). However, with the condition that X is compatible with (B, µ) in the sense that F X s is conditionally independent of F B,µ t
given F
B,µ s
for any s ≤ t ∈ I, there is the following equivalence between characterizations of µ. Proposition 1.7. Given a filtered probability space (Ω, F, F, P) equipped with continuous adapted processes X, B and µ, valued in R d X , R d B and P(C) respectively, the following are equivalent:
Remark 1.8. A consequence of either condition in the above proposition is that for all s ∈ I and any t ∈ I : s ≤ t, µ s = L (X ·∧s |F
B,µ t
). This property is proved in the beginning of the second half of the following proof.
Proof of Proposition 1.7. First it is shown that i) =⇒ ii). Fix t ∈ I and let f : C → R and g : C(I; R d B ) × C(I; P(C)) → R all be bounded and Borel measurable. Then,
The first equality follows from elementary properties of conditional expectation, the second from compatibility (see A.2 condition i), the third from definition of µ and the fourth from the measurability of the mapping µ t → µ t , f and hence the measurability of µ t , f with respect to the sigma algebra F B,µ t .
Since f and g are arbitrary bounded Borel measurable functions, it holds for indicator functions ½ C and ½ D where C ∈ B(C(I; R d X )) and D ∈ B(C(I; R d B ) × C(I; P(R d X ))). Noting that µ t is F B,µ ∞ measurable, µ t satisfies the defining properties of the regular conditional distribution of X ·∧t given F B,µ ∞ .
Now it remains to prove that ii) =⇒ i). Using the fact that for arbitrary s ≤ t ∈ I, µ s is F B,µ t measurable for any s ≤ t ∈ I, and that for any E ∈ F B,µ t and C defined as above,
by definition of µ s , µ s can be identified as a version of the regular conditional distribution of X ·∧s given F B,µ t . I.e. for all s ∈ I and any t ∈ I :
The first claim is immediate. To show compatibility, one needs to demonstrate the conditional independence of
(see again A.2 condition i). For fixed t ∈ I, let f and g be as defined above and another function h be defined the same way as g. Then,
The first equalities follow from standard properties of conditional expectation, the second from the definition of µ, the third equality from the 'take out what is known' property of conditional expectation. Finally, the fourth equality holds due to the observation at the beginning of this part of the proof. The conclusion holds by the uniqueness of conditional expectations.
SPDE
As mentioned in the introduction, assuming further structure of the coefficients, solutions to the McKeanVlasov SDE with common noise correspond to measure valued solutions of a non-linear SPDE (1.2). The correspondence will be demonstrated in this subsection. Definition 1.9 (Weak Solution to the SPDE (1.2)). A weak solution to the SPDE (1.2) is a filtered probability space (Ω, F, F, P) equipped with an F Brownian motion B with F adapted P(R d X ) valued process ν satisfying the equation (1.2), i.e.
Proposition 1.10. Let the coefficients b, σ and ρ be bounded and Markovian in the sense that
Then, the existence of a weak solution to the McKean-Vlasov SDE with common noise implies the existence of a weak solution the SPDE (1.2).
It is necessary to first formulate a Fubini-type theorem for stochastic integrals and conditional expectation. The authors expect that this has been proved elsewhere, but cannot yet find a reference. Lemma 1.11 (Fubini-type Theorem for Conditional Expectation and Itô Integrals). Given a probability space (Ω, F, P) and three filtrations F i := (F i t ) t∈I i = 1, 2, 3 satisfying the following conditions:
Let H be a bounded F 3 -predictable process and let B (resp. W ) be an F 1 (resp. F 2 ) adapted Brownian motion, and thus a F 3 Brownian motion due to the assumptions on the filtrations. Then the following hold P almost surely for all t ∈ I:
The proof is given in Appendix A.3.
Proof of Proposition 1.10. First, for any ϕ ∈ C ∞ 0 (R d X ), apply Itô's formula for ϕ(X t ):
Next, apply the conditional expectation with respect to F B,µ t on both sides of the above equality:
Since ϕ has continuous compactly supported derivatives, and the coefficients b, σ, ρ are bounded, the integrands in the above expression are bounded and predictable. Therefore, one can apply the Stochastic Fubini's Theorem 1.11 to a weak solution of Definition 1.5, identifying F 1 as F B,µ , F 2 as F W,ξ , and F 3 as F. for t ∈ [t n i , t n i+1 ). The sequence of Euler approximations X n , are defined as strong solutions to the following distribution dependent SDEs constructed on a probability space supporting W, B and ξ. For all n ∈ N, each X n satisfies P-a.s. for all t ∈ I, 
Weak
Existence under Continuous and Bounded Coefficients 2.1 Assumptions Assumption 2.1 (Coefficients). Functions b: I × C × P(C) → R d , σ : I × C × P(C) → R d × R d W and ρ : I×C×P(C) → R d X ×R d B areprogressive (i.e. for any t ∈ I, (b, σ, ρ)(t, x, m) = (b, σ, ρ)(t, x ·∧t , m• φ −1 t ), where φ t : C ∋ x → x ·∧t ∈ C), bounded and jointly continuous in the last two arguments in the following sense: if (x n → x, m n w → m) as n → ∞ then (b, σ, ρ)(t, x n , m n ) → (b, σ, ρ)(t, x, m) as n → ∞. Assumption 2.2 (Initial Condition). For some fixed p ′ ∈ [1, ∞], ||ξ|| p ′ < ∞.X n t = ξ + t 0 b(s, X n ·∧κn(s) , L (X n ·∧κn(s) |F B κn(s) )) ds + t 0 σ(s, X n ·∧κn(s) , L (X n ·∧κn(s) |F B κn(s) )) dW s + t 0 ρ(s, X n ·∧κn(s) , L (X n ·∧κn(s) |F B κn(s) )) dB s ,(2.∈ I X n ·∧κn(s) is F B,W,ξ κn(s) measurable, L (X n ·∧κn(s) |F B κn(s) ) = L (X n ·∧κn(s) |F B s ) = L (X n ·∧κn(s) |F B ∞ ).
Auxiliary Lemmas
Lemma 2.4 (A Priori Estimates). Let assumptions 2.1 and 2.2 hold. If {X n } n∈N is a (the) sequence of continuous stochastic processes satisfying (2.1). Then for any 1 ≤ p ≤ p ′ and T < ∞,
For any p ≥ 1 and s, t ∈ I such that |t − s| ≤ 1,
Proof. Is standard in the literature. See, for example, Theorem 18.9 in [19] .
These estimate allow one to conclude tightness of the family {X n } n∈N by application of the Arzelà Ascoli characterisation of compact sets (see for example, problem 2.4.11 Karatzas and Shreve [20] ) and prove that the family of flows of conditional measures constructed for the Euler Approximations have continuous versions that induce a tight family of probability measures in P(C(I; P p (C))). First, a lemma is presented that allows one to take P p (C) valued versions of the flows of conditional distributions.
Lemma 2.5. Given a probability space (Ω,
The proof is given in Appendix A.3 Proof. In the following, fix p such that 1 ≤ p ≤ p ′ . There exists a filtered probability space (Ω, F, F, P) satisfying the usual conditions, equipped with mutually independent F Brownian motions B and W and initial condition ξ. Construct the sequence of approximations X n satisfying the Euler Approximation SDE (2.1). This construction is carried out iteratively, applying Lemma 2.5 on every interval of the approximation (of length 1/n for the n th approximation) to ensure that the conditional distributions are valued in P p (C). Note that the processes X n are continuous by construction and are compatible with (B, W, ξ). It will now be demonstrated that the flow of measures (L (X n ·∧κn(t) |F B κn(t) )) t≥0 have continuous P p (C) valued versions by verifying the conditions of Theorem A.3. The following holds for any r ≥ 1 and s, t ∈ I such that |t − s| ≤ 1:
Existence Theorem
The equality follows from Proposition 1.7 and the inequalities follow consecutively from the definition of W p , Jensen's inequality, properties of conditional expectation and Lemma 2.4. Since in the above estimate rp can be chosen to be greater than 2, there is a continuous modification (labelled µ n ) of each flow of measures via Theorem A.3. Moreover, by viewing ξ as the constant process {Ξ t := ξ} t∈I , see
is tight in P p (C) as a dirac mass and since the estimate (2.3) is uniform in n, the family of continuous modifications of the flows µ n is tight in C(I, P p (R d X )) by application of Theorem A.4.
The family of joint distributions L ((X n , µ n , B, W )) =: η n consequently defines a tight family of measures on C × C(I; P p (C)) × C(I; R d B ) × C(I; R d W ). By application of Prokhorov's Theorem there is a subsequence {n k } k and a probability measure η, such that η n k w → η. Skorokhod's Representation Theorem gives the existence of a probability space (Ω,F ,P ) on which are defined random elements {Z n k } k andZ, valued on the above product space such that
It is useful to note that independence/compatibility of one random element/process with respect to another is a property of the joint distribution. This fact will be used to verify a few properties of the constructed processes. Let the filtrationF be definedF t := σ(X s ,μ s ,B s ,W s : s ≤ t). The adaptedness of the X and µ with respect to this filtration is immediate from the definition. ThatB andW areF Brownian motions will follow from the immersion of their natural filtrations in the filtrationF and this will be verified later in the proof. The proof will be concluded once the components ofZ, (X,μ,B,W ) have be shown to satisfy items i) to iv) of Definition 1.5 withξ :=X 0 . Item 1 follows from the boundedness of b, σ and ρ.
For the second item, it is easily checked that (W ,ξ) ⊥ (B,μ). To show that (X,μ) is compatible with (B,W ,ξ), one needs to demonstrate the conditional independence ofFX 
The final equality holds since µ n k is a modification of a F B adapted process on the space (Ω, F, P) and X n k is a strong solution to the Euler scheme. To see how to apply Lemma 2.1 from [28] 
Therefore, the bounded and measurable function G provides a version of the conditional expectation appearing above, and the Lemma 2.1 from [28] can be applied. It will be verified that for all t ∈ I,μ t = L (X t |FB ,μ ∞ ) yielding via Proposition 1.7, thatμ t = L (X t |FB ,μ t ) for any t ∈ I andX is compatible with (B,μ) thus verifying item iii) and the outstanding element of item ii). First, note that sinceμ is adapted toFB ,μ (the natural filtration of the tupleB,μ), all that needs to be verified to show thatμ t = L (X t |FB ,μ ∞ ) for any t ∈ I is that for f : C → R and g : C(I; R d B ) × C(I; P(C)) → R continuous and bounded,
It will hold for f and g bounded and measurable by a Lusin's Theorem approximation. The above equation holds since,
The first and last equalities follow from Dominated Convergence, the second and sixth from the fact that the joint distribution of (X n k , B n k , µ n k ) is the same as that of (X n k ,B n k ,μ n k ), the third and fifth equalities follow from the fact that {µ Finally, the equation (1.3) will holdP almost surely for all t ∈ I due to the Dominated Convergence Theorems (Lebesgue's DCT and DCT for Stochastic Integrals, see [19] ).
All items in the definition of a weak solution have been verified and thus the proof is concluded.
Uniqueness in Joint Law
In this section, a particular class of equations of the type (1.3) will be studied. Namely, the case where the diffusion coefficients σ and ρ do not depend upon measure. The authors expect that with similar techniques to those given in [33] and [34] the result here can be extended to include some spatial growth. However, in the interest of conveying how one overcomes the barriers of extending this method to the Common Noise setting without become mired in additional technical difficulties, the following assumptions are made regarding the coefficients.
Assumption 3.1. The coefficients b, σ and ρ are measurable and progressive. The coefficients σ and ρ do not depend on the measure argument and are such that there exists a unique strong solution to the driftless SDE: dX
σ is non-degenerate, invertible and σ −1 b is bounded and Lipschitz continuous in the measure component with respect to the total variation distance, i.e. there is a constant c TV such that
Under the above assumption, the McKean-Vlasov SDE with common noise, (1.3), takes the form:
Definition 3.2 (Uniqueness in Joint Law). The McKean-Vlasov SDE with common noise is said to satisfy 'uniqueness in joint law' if any two weak solutions (X 1 , µ 1 , B 1 , W 1 , ξ 1 ) and (X 2 , µ 2 , B 2 , W 2 , ξ 2 ) have the same joint distribution. To aid in the reading of the proof, the strategy is briefly outlined as follows:
Uniqueness Theorem
Steps 1.-2. Disintegrate the joint distributions of the solutions to identify the underlying randomness behind the flows of conditional distributions (µ 1 and µ 2 ).
Steps 3.-4. Introduce a Monge-Kantorovich Problem with a tailored cost function that forces the optimal coupling for this problem to constrain the underlying randomness to be the same for each solution.
Step 5. Show that it is possible to represent the distributions of the solutions by a unique solution to the drift-less equation viewed on two probability spaces related by Girsanov transformations. This requires one to prove uniqueness in law to a certain class of SDEs with random coefficients.
Step 6. For a small time interval, estimate the distance between two processes' distributions by studying the dual Kantorovich Problem, showing that for a small time interval, there is uniqueness in joint law.
Step 7. Conclude by induction.
Proof of Theorem 3.3. Given two weak solutions to (3.2) of the form given by Definition (1.5),
, denote the laws of the solutions (with ξ i hidden inside X i since ξ i = X i 0 ) on their respective probability spaces by
where the superscript on L refers to the fact that these weak solutions may be defined on different probability spaces. In order to compare the distributions of the two solutions, one needs to couple the distributions on a probability space in such a way that fixes the underlying randomness of both µ 1 and µ 2 to be the same. This is done as follows:
1. Disintegrate the joint distributions of the two solutions (see Chapter 10 in volume II of [4] ) into the joint distribution of (µ i , B i , W i ) and the conditional distribution of X i given µ i , B i , W i . This is written as
using the independence of W i and (µ i , B i ). [3] , there exists for each i ∈ {1, 2}, a measurable function
From Blackwell and Dubins
, such that, if on some probability space there are elements U, B such that
Note that the functions G i cannot be claimed to be adapted in the sense that, if for
This is shown in Example 5.3 of [28] .
Letting W d denote Wiener measure on C(I; R d ), consider for i ∈ {1, 2},
Equipping the space E := (C × C(I;
) and its product σ-algebra with the measure π i , the canonical random elements (X, µ, U, B, W ) are such that
Further, for i ∈ {1, 2}, introduce the measure
One can equip the product space
) (with product σ-algebra denoted B(E * )) with π i X and define µ := G i (U, B) . Then, the canonical random elements X, U, B, W along with µ satisfy again,
, for any A ∈ B(C) and bounded measurable f :
3. On the product space E * × E * , define the lower semi-continuous cost function 
There exists an optimal coupling for this problem (a coupling minimizing the expected cost c * dπ) since the cost function c * is lower semi-continuous, see [39] , Theorem 4.
Further, on the optimal coupling from (3.5), following the argument behind equation (3.3) ,
almost surely for all t ∈ I, which by the continuity of sample paths of G i (U, B) is enough to claim that G 1 (U, B) and G 2 (U, B) are almost surely equal. It will consequently be the aim to show that W * (π 1 X , π 2 X ) = 0 for any two solutions to (3.2). First, note that by a simple gluing lemma there exists a probability space (Ω,F ,P) on which there are random elementsX 1 ,X 2 ,Ũ ,B,W 1 ,W 2 withL (X i ,Ũ ,B,W i ) = π i X . For this probability space, it is easy to see that
On the other hand, for any coupling of π 1 and π 2 such that P[(
Therefore, the infimum (that is attained by some optimal coupling) in W * may be taken over all couplings ensuring P[(U 1 , B 1 ) = (U 2 , B 2 )] = 0. By completing the probability space, it can be assumed that for the optimal coupling, (U 1 , B 1 ) = (U 2 , B 2 ) surely and the superscripts will consequently be dropped.
To show that W * (π 1 X , π 2 X ) = 0, it will first be shown that W * = 0 for solutions restricted to a short time interval. Define p i X,T as the image of p i X through the map C ∋ x → x ·∧T ∈ C. Then, defining
see that for E * equipped with π i X,T , and again defining
It will be shown that for some small time T , W * T := W * (π 1 X,T , π 2 X,T ) = 0 by representing the two measures via Girsanov transformations from the optimal coupling for W * T . Then, by repeating the argument, W * (π 1 X , π 2 X ) = 0 will be established by induction on intervals [0, kT ]. The optimal coupling for W * T , denoted P henceforth, satisfies X i = X i ·∧T and for all t ≤ T ,
The following argument shows that for small T , W * T = 0: 4. By the Kantorovich Duality (see Theorem 5.10 in [39] ), the primal and dual Kantorovich problems for c * satisfy,
The second equality holds since P is a coupling of π 1 X,T and π 2 X,T . The definition of c * convexity, can be found in [39] p.54, but for the purposes here it will suffice to consider the equivalence that, since c * satisfies the triangle inequality, h is c * -convex iff
It will be necessary to consider an alternative, but equivalent supremum in the right hand side of Equation (3.7), where one is able to assume that all functions h in the supremum are non-negative and bounded. This will be arrived at by the subsequent argument.
By the characterisation of c * -convex functions, (3.8), for arbitrary but fixed x ′ ∈ C and w ′ ∈ C(I; R d W ), mapping every c * -convex function h to a new c * -convex function h ′ such that
one can see that since c * is symmetric, |h ′ | ≤ 2. Finally, setting h ′′ := h ′ + 2 (again h ′′ is c * -convex), see that for every c * -convex h,
and h ′′ is [0, 4] valued. Therefore, by sending every h to its corresponding h ′′ ,
5. Now, on the optimal probability space (Ω, F, P), enlarged to include another Brownian motion W 0 (this is not necessary, since one could use W 1 or W 2 in place of W 0 , but arguably this eases notation), there is a strong solution X 0 to the driftless equation (3.1). Indeed, there is a process X 0 such that
In order to estimate the right hand side of (3.9), it is critical to represent the distributions of X i ·∧T by the distributions of X 0 ·∧T under suitable Girsanov transformations. For each i = 1, 2, define measures Q i ∼ P by
These changes of probability measure are well defined due to the assumption of boundedness of
Brownian motion on I, and on [0, T ] and for each i = 1, 2, the process and X 0 satisfies
It is now claimed that,
, where L i denotes the law on Q i (and continues to do so for the remainder of the proof). This follows from the uniqueness in joint law on [0, T ] for solutions for SDEs with random coefficients of the form: 11) where the joint distribution of (µ, B, W ) is determined. This uniqueness is given by Lemma 3.5, which is stated and proved at the end of the current proof.
6. Recalling the equation (3.9) , and the two equivalent probability spaces Q 1 and Q 2 ,
The right hand side of (3.12) will be estimated as follows:
Recalling the definitions of W i and the form of 
(3.14)
Now, on the event
Since for all x ≤ 0 (i.e. e x < 1), |1 − e x | ≤ |x|,
Applying the Burkhölder-Davis-Gundy inequality (the corresponding constant denoted c BDG ),
Now, using the assumption of total variation Lipschitz continuity of σ −1 b in the measure component,
And since for all
Putting the above two estimates together with (3.13),
Hence, choosing T small enough such that c TV T + 4(c BDG c TV T
Which implies W * (π 1 X,T , π 2 X,T ) = 0. Importantly, this further implies that almost surely,
, for any t ≤ T , and any A ∈ B(C),
This means that the distribution of (G 1 (U, B) ·∧T , G 2 (U, B) ·∧T ) is concentrated on the diagonal (and will be on any probability space supporting (U, B) with the same distribution).
7. The result of the proof will follow by an inductive argument. Assume that for some k ∈ N W * (π 1 X,kT , π 2 X,kT ) = 0, then repeating the above argument for π 1 X,(k+1)T and π 2 X,(k+1)T , then, since µ 1 = µ 2 almost surely on Therefore W * (π 1 X,(k+1)T , π 2 X,(k+1)T ) = 0. By induction, the proof is complete.
Auxiliary Lemma
Definition 3.4. A filtered probability space supporting Brownian motions W and B, an adapted stochastic process µ and an F 0 measurable random vector ξ, such that (B, µ) |= (W, ξ) is said to be a weak solution on [0, T ] to the SDE with random coefficients: Proof. Given any solution (X, µ, B, W, ξ) to (3.16) on a probability space (Ω, F, P), such that (µ, B, W, ξ) ∼ ν, define an equivalent probability measure Q T by dQ T dP := E T − · 0 σ −1 (s, X)b(s, X, µ)dW s .
As (µ, B, ξ) |= W , the tuple (µ, B, ξ) has the same joint distribution under Q T or P. By Girsanov's Theorem,W := W + ·∧T 0 σ −1 (s, X)b(s, X, µ)ds is a Q T -Brownian motion. Therefore, (µ, B,W , ξ) ∼ ν under Q T . Also, since X satisfies (3.1) on [0, T ] under Q T , with stochastic input (B,W , ξ), the process X ·∧T has a uniquely determined law on Q T since (3.1) has a unique strong solution.
Combining these facts, under Q T , (X ·∧T , µ, B,W , ξ) has a joint distribution that does not depend upon the choice of weak solution. This further uniquely determines their joint law with W and E T ( elevates the convergence to almost sure convergence along this subsequence. Therefore, by application of the Dominated convergence for Stochastic Integrals [Theorem 32 p.145 [35] ](with another subsequence) and Dominated convergence for conditional expectation, the lemma is proved.
Proof of Lemma 2.5. For each t ∈ I, use the existence theorem for Regular Conditional Distributions to get hold of a stochastic kernel κ X·∧t,Ft , a (Ω, F t ) → (P(C), B(P(C))) measurable function. Define C t := {ω : κ X·∧t,Ft / ∈ P p (C)}. To see that C t is in F t first note that for some fixed η ∈ P p (C), the sets defined A η ε := {ν ∈ P p (C) : W p (ν, η) < ε} for any ε > 0, are in B(P(C)). Note that P p (C) = ∪ ε>0 A η ε and so P p (C) ∈ B(P(C)). This means that C c t = {ω : κ X·∧t,Ft ∈ P p (C)} ∈ F t by the aforementioned measurability of κ X·∧t,Ft and therefore C t is also in F t . Now assume for the sake of contradiction that C t has non-zero probability under P. Then,
which is a contradiction. Finally, for some arbitrary but fixed distribution µ ∈ P p (C) defining for all t ∈ I, L (X t |F t ) := κ Xt,Ft ½ C c + µ½ C see that L (X ·∧t |F t ) is an F t -measurable P p (C) valued version of the regular conditional distribution of X ·∧t given F t for each t ∈ I.
