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Appendix A: Regularity Conditions and Preliminary Results
To prove the asymptotic results, we introduce more notations. Define
s(k)(θ, t) = E{Yi(t)Q⊗ki exp(θTQi)}, k = 0, 1, 2;
e(θ, t) = s(1)(θ, t)/s(0)(θ, t);
v(θ, t) = s(2)(θ, t)/s(0)(θ, t)− {s(1)(θ, t)/s(0)(θ, t)}⊗2.
Let α0 and θ0 denote the true parameter values for α, θ respectively. Let Mi(t) = Ni(t) −∫ t
0
Yi(u) exp(θ
T
0 Qi)dΛ0(u) be the martingale process associated with the counting process
Ni(t), and M
∗
Q,i =
∫ τ
0
[Qi−e(θ0, t)]dMi(t) be the martingale transform with mean E[M∗Q,i] = 0
and variance Σ = E[MQ,i
∗⊗2]. For any function f(·), we use F ′(·) to denote the first derivative.
Let Z and X be the supports of Z and X, respectively.
Suppose the following regularity conditions hold:
(A1) Λ0(τ) <∞.
(A2) P{Y (τ) = 1} > 0.
(A3) Q = (Z,XT )T is time-independent and bounded.
(A4) Iθ0 =
∫ τ
0
v(θ0, t)s
(0)(θ0, t)dΛ0(t) is positive definitive.
(A5) There exists  > 0 such that, the selection probability satisfies pi >  > 0.
(A6) For (z, x) ∈ Z×X , the survival function S(t | z, x) is absolutely continuous for t ∈ [0, τ ].
(A7) H(u) is bounded and has bounded first- and second-order derivatives for u ∈ (−∞,+∞).
(A8) Γ = E(XXT ) is positive definite.
(A9) The conditional densities
f1(c; t, x) = −dTPRC(c; t, x)
dc
=
{1− S(t | c, x)}H ′(c− αT0 x)∫∞
−∞{1− S(t | u, x)}dP (Z 6 u | X = x)
f ∗1 (c; t, x) = −
dTPRI(c; t, x)
dc
=
f(t | c, x)H ′(c− αT0 x)∫∞
−∞ f(t | u, x)dP (Z 6 u | X = x)
f0(c; t, x) = −dFPRD(c; t, x)
dc
=
S(t | c, x)H ′(c− αT0 x)∫∞
−∞ S(t | u, x)dP (Z 6 u | X = x)
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exist, and f0(c; t, x) is positive for y ∈ [F (−1)(p)− , F (−1)(q) + ] for some constants p and
q, 0 < p < q < 1, and  > 0.
(A10) Iφ0 = nE{Uφ(φ0)}⊗2 is positive definitive.
(A11) Iη0 = nE{Uη(α0, θ0, η0)}⊗2 is positive definitive.
(A12) For k = 1, 2, supt∈[0,τ ] ||n−1/2
∑n
i=1
Vi−pii
pii
gk(t,Wi)|| = Op(1), where
g1(t,Wi) =
[∫
exp{θT0 Qiδi − Λ0(Ti) exp(θT0 Qi)}f(Zi|Xi)dZi
]−2
×
∫
ZiMi(t)f(Zi|Xi) exp{θT0 Qiδi − Λ0(Ti) exp(θT0 Qi)}
×
[ ∫
exp{θT0 Qi(δi + 1)− Λ0(Ti) exp(θT0 Qi)}f(Zi|Xi)dZi
− exp(θT0 Qi)×
∫
exp{θT0 Qiδi − Λ0(Ti) exp(θT0 Qi)}f(Zi|Xi)dZi
]
dZi,
and
g2(t,Wi) = Yi(t)dNi(t)
∫
exp(θT0 Qi)
∂f(Zi | Wi)
∂Λ0(Ri)
dZi.
(A13) Assume that ||n−1/2∑ni=1 Vi−piipii g3(Wi)|| = Op(1), where
g3(Wi) =
∫
(Zi − αT0Xi)Xi
∂f(Zi | Wi)
∂Λ0(Ri)
dZi.
(A14) Assume that supz∈Z ||n−1/2
∑n
i=1
Vi−pii
pii
g4(z,Wi)|| = Op(1), where
g4(z,Wi) =
∫
I(Zi − αT0Xi 6 z)
∂f(Zi | Wi)
∂Λ0(Ri)
dZi.
Conditions (A1)–(A5) are typical assumptions for handling missing variables in the Cox
model using simple weighted estimators, see Wang and Chen (2001); Qi et al. (2005); Luo
et al. (2009); Xu et al. (2009). Conditions (A6)-(A9) are assumptions for validity of the ROC
estimators, see Song and Zhou (2008). Conditions (A10)-(A12) guarantee the theoretical
properties of augmented weighted estimators for θ and Λ0(t) in the Cox model. Conditions
(A13) and (A14) guarantee the theoretical properties of augmented weighted estimators for
α and H(·) in the semiparametric location model.
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Under the regularity conditions (A1)-(A5), Qi et al. (2005) showed that
√
n(θˆ − θ0) = Iθ0−1n−1/2
n∑
i=1
(Vi/pii)M
∗
Q,i + op(1), (1)
where Iθ0 is given in Condition (A4). Denote Σsw = E[pi
−1
i MQ,i
∗⊗2].
When the parametric model pii(φ0) is correctly specified, similar to Xu et al. (2009), under
regularity conditions (A1)-(A5) and (A10), we obtain
√
n(θˆP − θ0) = Iθ0−1n−1/2
n∑
i=1
{
(Vi/pii)M
∗
Q,i − Iφ0θ0I−1φ0 Uφ,i(φ0)
}
+ op(1), (2)
where Iφ0θ0 = E{pi−1(Wi;φ0)M∗Q,i ∂∂φT pi(Wi;φ0)}, and Iφ0 = E{Uφ,i(φ0)}⊗2.
Under regularity conditions (A1)-(A5) and (A10)-(A12), similar to Xu et al. (2009), we
obtain
√
n(θˆA − θ0) = Iθ0−1n−1/2
n∑
i=1
{
(Vi/pii)M
∗
Q,i + (1− Vi/pii)M∗oQ,i
}
+ op(1), (3)
where M∗oQ,i = E[M
∗
Q,i|Wi]. Furthermore, when both pii(φ0) and f(Zi | Wi;χ0) are correctly
specified, we have
√
n(θˆAP − θ0) =
√
n(θˆA − θ0) + op(1).
Appendix B: Proofs of Lemmas 1-9
We assume that the regularity conditions in Appendix A hold. Proof of Lemma 1 follows
similar techniques to those in Qi et al. (2005). Proof of Lemma 2 follows similar techniques
to those in Song and Zhou (2008).
Lemma 1: Given t ∈ [0, τ ], n1/2{Λˆ0(t, θˆ) − Λ0(t)} converges weakly to a zero-mean
Gaussian process and admits an asymptotic i.i.d. representation n−1/2
∑n
i=1 ξΛ,i(t; θ0), where
ξΛ,i(t; θ0) is given in (B.1).
Proof. To establish the asymptotic normality of Λˆ0(t, θˆ), we write
√
n
{
Λˆ0(t, θˆ)− Λ0(t)
}
=
√
n
{
Λˆ0(t, θˆ)− Λˆ0(t; θ0)
}
+
√
n
{
Λˆ0(t; θ0)− Λ0(t)
}
. (4)
For the first term in the right hand side of (4), by the mean value theorem,
√
n
{
Λˆ0(t, θˆ)− Λˆ0(t; θ0)
}
=
√
nGˆ(t; θ∗)(θˆ − θ0),
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where
Gˆ(t; θ) = − 1
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
{
S(1)(θ, u)
S(0)(θ, u)⊗2
}
dNi(u),
and θ∗ is on the line segment between θˆ and θ0. By the proof of Theorem 1 in Qi et al.
(2005), we can show that
sup
u∈[0,τ ],θ∈Θ
||S(k)(θ, u)− s(k)(θ, u)|| → 0 a.s.
where Θ is a compact neighborhood of θ. By the law of large numbers,
1
n
n∑
i=1
Vi
pi(Wi)
dNi(u)→ E[dNi(u)] a.s.
Because the functional defined by Gˆ is continuous with respect to the supreme norm topology,
following the same techniques as in Huang and Wang (2000), we can show that almost surely
Gˆ(t; θ∗) converges to G(t; θ0) =
∫ t
0
{s(1)(θ0, u)/s(0)(θ0, u)}dΛ0(u), uniformly in t ∈ [0, τ ] and
θ∗ ∈ Θ. By (1), one can write
√
n
{
Λˆ0(t, θˆ)− Λˆ0(t; θ0)
}
= G(t; θ0)I
−1
θ0
n−1/2
n∑
i=1
Vi
pi(Wi)
M∗Q,i + op(1).
For the second term in the right hand side of (4), we have
√
n
{
Λˆ0(t; θ0)− Λ0(t)
}
=
1√
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
1
S(0)(θ0, u)
dMi(u) + op(1).
Let M¯n(t) = n
−1/2∑n
i=1 Vipi
−1
i Mi(t). By Example 2.11.16 of Van Der Vaart and Wellner
(1996), M¯n(u) converges weakly to a process WM(u) with continuous sample paths. By the
strong embedding theorem (Shorack and Wellner, 1986), there exists a new probability space
where (M¯∗n(u), S
∗(0)(θ0, u)) →a.s. (W ∗M(u), s∗(0)(θ0, u)). We added ∗ to the original notation
to denote the processes in the new space, which are equal in law to those in the old space.
Therefore, it can be shown that∫ t
0
1
S∗(0)(θ0, u)
dM¯∗i (u)→a.s.
∫ t
0
1
s∗(0)(θ0, u)
dW ∗M(u),∫ t
0
1
s∗(0)(θ0, u)
dM¯∗i (u)→a.s.
∫ τ
0
1
s∗(0)(θ0, u)
dW ∗M(u).
This implies that | ∫ t
0
1
S∗(0)(θ0,u)
dM¯∗i (u) −
∫ t
0
1
s∗(0)(θ0,u)
dM¯∗i (u)| →a.s. 0 in the new space, and
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thus the convergence is in probability back in the original space, i.e.,∣∣∣∣ ∫ t
0
1
S(0)(θ0, u)
dM¯i(u)−
∫ t
0
1
s(0)(θ0, u)
dM¯i(u)
∣∣∣∣ = op(1).
We have
√
n
{
Λˆ0(t; θ0)− Λ0(t)
}
=
1√
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
1
S(0)(θ0, u)
dMi(u) + op(1)
=
1√
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
1
s(0)(θ0, u)
dMi(u) + op(1).
Thus
√
n(Λˆ0(t, θˆ)− Λ0(t)) = n−1/2
∑n
i=1 ξΛ,i(t; θ0) + op(1), where
ξΛ,i(t; θ0) = {Vi/pi(Wi)}G(t; θ0)I−1θ0 M∗Q,i + {Vi/pi(Wi)}
∫ t
0
{1/s(0)(θ0, u)}dMi(u). (B.1)
Lemma 2: Given x ∈ X , n1/2{Hˆ(z − αˆTx) −H(z − αT0 x)} converges weakly to a zero-
mean Gaussian process and admits an asymptotic i.i.d representation n−1/2
∑n
i=1 hi(z, x;α0),
where hi(z, x;α0) is given in (B.2).
Proof. Under conditions (A3) and (A8), the least square estimator αˆ satisfies
n1/2(αˆ− α0) = n−1/2
n∑
i=1
Γ−1
Vi
pi(Wi)
(XiZi −XiXTi α0) + op(1),
where Γ = E(XXT ). Let N (α0) be a compact neighborhood of α0, and B(α) = EH{z +
αT (Xi−x)−αT0Xi}. By the functional central limit theorem and Slutsky’s theorem, n1/2[Hˆ(z−
αTx)− B(α)] converges to a zero-mean Gaussian process on (z, α) ∈ Z ×N (α0). It follows
from the equicontinuity of the foregoing process and the consistency of αˆ, that
sup
z∈Z
∣∣∣n1/2{Hˆ(z − αˆTx)−B(αˆ)}− n1/2{Hˆ(z − αT0 x)−H(z − αT0 x)}∣∣∣ = op(1),
which implies n1/2
{
Hˆ(z− αˆTx)− Hˆ(z−αT0 x)
}
= n1/2
{
B(αˆ)−H(z−αT0 x)
}
+ op(1). Under
condition (A7), the Taylor expansion yields
n1/2
{
B(αˆ)−H(z − αT0 x)
}
= H ′(z − αT0 x){E(Xi)− x}Tn−1/2(αˆ− α0) + op(1),
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where H ′(·) denotes the derivative of H(·). After straightforward algebra, we have
n1/2{Hˆ(z − αˆTx)−H(z − αT0 x)}
= n1/2{Hˆ(z − αˆTx)− Hˆ(z − αT0 x)}+ n1/2{Hˆ(z − αTx)−H(z − αT0 x)}
= n−1/2
n∑
i=1
hi(z, x;α0) + op(1),
where
hi(z, x;α0) = H
′(z − αT0 x){E(Xi)− x}TΓ−1{Vi/pi(Wi)}(XiZi −XiXTi α0)
+ {Vi/pi(Wi)}{I(Zi − αT0Xi 6 z − αT0 x)−H(z − αT0 x)}. (B.2)
Lemma 3: Given t ∈ [0, τ ], n1/2{ΛˆP0 (t; θˆP , φˆ) − Λ0(t)} converges weakly to a zero-mean
Gaussian process and admits an asymptotic i.i.d. representation n−1/2
∑n
i=1 ξ
P
Λ,i(t; θ0, φ0),
where ξPΛ,i(t; θ0, φ0) is given in (B.3).
Proof. To establish the asymptotic normality of ΛˆP0 (t; θˆP , φˆ), we consider the following
decomposition
√
n
{
ΛˆP0 (t; θˆP , φˆ)− Λ0(t)
}
=
√
n
{
ΛˆP0 (t; θˆP , φˆ)− ΛˆP0 (t; θ0, φ0)
}
+
√
n
{
ΛˆP0 (t; θ0, φ0)− Λ0(t)
}
.
For the first term, the Taylor expansion yields
√
n
{
ΛˆP0 (t; θˆP , φˆ)− ΛˆP0 (t; θ0, φ0)
}
=
√
nG˜(t; θ∗t , φ
∗
t )(θˆP − θ0) +
√
nL˜(t; θ∗t , φ
∗
t )(φˆ− φ0) + op(1),
where θ∗t is on the line segment between θˆP and θ0, φ
∗
t is on the line segment between φˆ and
φ0, and
G˜(t; θ, φ) = − 1
n
n∑
i=1
Vi
pi(Wi;φ)
∫ t
0
{
S(1)(θ, u)
S(0)(θ, u)⊗2
}
dNi(u),
L˜(t; θ, φ) = − 1
n
n∑
i=1
Vi
pi(Wi;φ)
∂pi(Wi;φ)/∂φ
pi(Wi;φ)
∫ t
0
{
1
S(0)(θ, u)
}
dNi(u).
Similar to the proof of Lemma 1, we can show that L˜(t; θ∗t , φ
∗
t ) converges uniformly to
L(t; θ0, φ0) = E[pi
−1(Wi;φ0) ∂∂φT pi(Wi;φ0)
∫ t
0
{
1/s(0)(θ0, u)
}
dNi(u)], and G˜(t; θ
∗
t , φ
∗
t ) converges
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uniformly to G(t; θ0). In addition, similar to the proof of Lemma 1, we have
√
n
{
ΛˆP0 (t; θ0, φ0)− Λ0(t)
}
=
1√
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
1
S(0)(θ0, u)
dMi(u) + op(1)
=
1√
n
n∑
i=1
Vi
pi(Wi)
∫ t
0
1
s(0)(θ0, u)
dMi(u) + op(1).
The above results, together with (2), lead to the following expression
√
n
{
ΛˆP0 (t; θˆP , φˆ)− Λ0(t)
}
= n−1/2
n∑
i=1
ξPΛ,i(t; θ0, φ0) + op(1), where
ξPΛ,i(t; θ0, φ0) = G(t; θ0)Iθ0
−1{ Vi
pi(Wi)
M∗Q,i − ITφ0θ0I−1φ0 Uφ,i(φ0)
}
+ L(t; θ0, φ0)I
−1
φ0
Uφ,i(φ0)
+
Vi
pi(Wi)
∫ t
0
1
s(0)(θ0, u)
dMi(u). (B.3)
The asymptotic normality of
√
n
{
ΛˆP0 (t; θˆP , φˆ)− Λ0(t)
}
can be established consequently.
Lemma 4: Given x ∈ X , n1/2{HˆP (z−αˆTPx; φˆ)−H(z−αT0 x)} converges weakly to a zero-
mean Gaussian process and admits an asymptotic i.i.d. representation n−1/2
∑n
i=1 h
P
i (z, x;α0, φ0),
where hPi (z, x;α0, φ0) is given in (B.4).
Proof. The first derivative matrix of the estimating equations {Uα(α, φ), Uφ(φ)} is of the
form  − ∂∂αT Uα(α, φ) − ∂∂φT Uα(α, φ)
− ∂
∂αT
Uφ(φ) − ∂∂φT Uφ(φ)
 .
Clearly, ∂
∂αT
Uφ(φ) = 0. Let N (φ0) be a compact neighborhood of φ0. After straightforward
calculation, we have
sup
(α,φ)∈(N (α0),N (φ0))
∥∥∥∥− ∂∂αT Uα(α, φ)− Γ
∥∥∥∥ a.s.−−→ 0,
sup
φ∈N (φ0)
∥∥∥∥− ∂∂φT Uφ(φ)− Iφ0
∥∥∥∥ a.s.−−→ 0,
sup
(α,φ)∈(N (α0),N (φ0))
∥∥∥∥− ∂∂φT Uα(α, φ)− Iφ0α0
∥∥∥∥ a.s.−−→ 0.
where Iφ0α0 = nE{Uα(α0, φ0)UTφ (φ0)} = E{(XiZi − XiXTi α0)pi−1(Wi, φ0)∂pi(Wi;φ0)/∂φT},
and Iφ0 = nE{Uφ(φ0)UTφ (φ0)},
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By the Taylor expansion, it can be shown that
n1/2(αˆP − α0) = n−1/2
n∑
i=1
{
Γ−1
Vi
pi(Wi;φ0)
(XiZi −XiXTi α0)
−Γ−1Iα0φ0I−1φ0
Vi − pi(Wi;φ0)
pi(Wi;φ0){1− pi(Wi;φ0)}
∂pi(Wi;φ0)
∂φT
}
+ op(1).
To spell out the dependence of HˆP (z) on φˆ, we denote HˆP (z) by HˆP (z; φˆ). In the following,
we establish the large sample distribution of HˆP (z − αˆTPX; φˆ). Let B(α, φ) = E[ Vipii(φ)H{z +
αT (Xi−x)−αT0Xi}]. By the functional central limit theorem and Slutsky’s theorem, n1/2[HˆP (z−
αTx;φ) − B(α, φ)] converges to a zero-mean Gaussian process on (z, α, φ) ∈ Z × N (α0) ×
N (φ0). It follows from the equicontinuity of the foregoing process and the consistency of αˆP ,
that
sup
z∈Z
∣∣∣n1/2{HˆP (z − αˆTPx; φˆ)−B(αˆP , φˆ)}− n1/2{HˆP (z − αT0 x; φˆ)−B(α0, φˆ)}∣∣∣ = op(1),
which implies that
n1/2
{
HˆP (z − αˆTPx; φˆ)− HˆP (z − αTx; φˆ)
}
= n1/2
{
B(αˆP , φˆ)−B(α0, φˆ)
}
+ op(1).
The Taylor expansion yields
B(αˆP , φˆ)−B(α0, φˆ) = H ′(z − αT0 x)
[
E{ Vi
pii(φˆ)
(Xi − x)}
]T
(αˆP − α0) + op(n−1/2)
= H ′(z − αT0 x)
[
E{ Vi
pii(φ0)
(Xi − x)}
]T
(αˆP − α0) + op(n−1/2)
= H ′(z − αT0 x)
[
E(Xi − x)
]T
(αˆP − α0) + op(n−1/2).
Similarly, the Taylor expansion yields
n1/2
{
HˆP (z − αT0 x; φˆ)− HˆP (z − αT0 x;φ0)
}
= −IHφ0n1/2(φˆ− φ0) + op(1)
= −n−1/2
n∑
i=1
IHφ0I
−1
φ0
Vi − pi(Wi;φ0)
pi(Wi;φ0)(1− pi(Wi;φ0))
∂pi(Wi;φ0)
∂φT
+ op(1),
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where IHφ0 = E{pi(Wi;φ0)−1 ∂pi(Wi;φ0)∂φ I(Zi − αT0Xi 6 z − αT0 x)}. Therefore, we have
n1/2
{
HˆP (z − αˆTPx; φˆ)−H(z − αT0 x)
}
= n1/2
{
HˆP (z − αˆTPx; φˆ)− HˆP (z − αT0 x; φˆ)
}
+n1/2
{
HˆP (z − αT0 x; φˆ)− HˆP (z − αT0X;φ0)
}
+ n1/2
{
HˆP (z − αT0 x;φ0)−H(z − αT0 x)
}
= n−1/2
n∑
i=1
hPi (z, x;α0, φ0) + op(1),
where
hPi (z, x;α0, φ0) ={
Vi
pi(Wi)
I(Zi − αT0Xi 6 z − αT0 x)−H(z − αT0 x)
}
+H ′(z − αT0 x)
[
E(Xi − x)
]T×{
Γ−1
Vi
pi(Wi;φ0)
(XiZi −XiXTi α0)− Γ−1Iαφ0I−1φ0
Vi − pi(Wi;φ0)
pi(Wi;φ0){1− pi(Wi;φ0)}
∂pi(Wi;φ0)
∂φT
}
−
IHφ0
{
I−1φ0
Vi − pi(Wi;φ0)
pi(Wi;φ0){1− pi(Wi;φ0)}
∂pi(Wi;φ0)
∂φT
}
. (B.4)
Lemma 5: If both pi(Wi) and f(Zi | Wi) are correctly specified, then given t ∈ [0, τ ],
n1/2{ΛˆA0 (t; θˆA) − Λ0(t)} converges weakly to a zero-mean Gaussian process and admits an
asymptotic i.i.d. representation n−1/2
∑n
i=1 ξ
A
Λ,i(t; θ0), where ξ
A
Λ,i(t; θ0) is given in (B.5). More-
over, given t, ΛˆA0 (t; θˆA) is consisent, provided either pi(Wi) or f(Zi | Wi) is correctly specified.
Proof. To establish the asymptotic normality of ΛˆA0 (t; θˆA), we write
√
n
{
ΛˆA0 (t; θˆA)− Λ0(t)
}
=
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
+
√
n
{
ΛˆA0 (t; θ0)− Λ0(t)
}
.
For the first term, by the Taylor expansion, we have
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
=
√
nGˆA(t; θ∗t )(θˆA − θ0) + op(1), (8)
where
GˆA(t; θ) = − 1
n
n∑
i=1
∫ t
0
{
S
(1)
A (θ, u)
S
(0)
A (θ, u)
⊗2
}
dNi(u),
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and θ∗t is on the line segment between θˆ
A and θ0. As shown in Theorem 4 of Xu et al. (2009),
we have
sup
u∈[0,τ ],θ∈Θ
||S(k)A (θ, u)− s(k)(θ, u)|| → 0 a.s.
Therefore, by (3)
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
= n−1/2
n∑
i=1
G(t; θ0)Iθ0
−1 [{Vi/pi(Wi)}M∗Q,i + {1− Vi/pi(Wi)}E(M∗Q,i|Wi)]+ op(1).
For the second term, similar to the proof of Lemma 1, we can show
n1/2
{
ΛˆA0 (t; θ0)− Λ0(t)
}
= n1/2
{∫ t
0
n−1
∑n
i=1 dNi(u)
S
(0)
A (θ0, u)
− Λ0(t; θ0)
}
=
∫ t
0
n−1/2
∑n
i=1(Vi/pi(Wi))dMi(u)
S
(0)
A (θ0, u)
+
∫ t
0
n−1/2
∑n
i=1(1− Vi/pi(Wi))E{dMi(u) | Wi}
S
(0)
A (θ0, u)
=
∫ t
0
n−1/2
∑n
i=1(Vi/pi(Wi))dMi(u)
s(0)(θ0, u)
+
∫ t
0
n−1/2
∑n
i=1(1− Vi/pi(Wi))E{dMi(u) | Wi}
s(0)(θ0, u)
+ op(1).
Therefore, we have n1/2{ΛˆA0 (t; θˆA)− Λ0(t)} = n−1/2
∑n
i=1 ξ
A
Λ,i(t; θ0) + op(1), where
ξAΛ,i(t; θ0) = G(t; θ0)Iθ0
−1 [{Vi/pi(Wi)}M∗Q,i + {1− Vi/pi(Wi)}E(M∗Q,i|Wi)]
+
∫ t
0
{Vi/pi(Wi)}{1/s(0)(θ0, u)}dMi(u) +
∫ t
0
{1− Vi/pi(Wi)}{1/s(0)(θ0, u)}E{dMi(u) | Wi}.
(B.5)
The asymptotic normality of
√
n
{
ΛˆA0 (t; θˆA)− Λ0(t)
}
can be established consequently.
Note that
ΛˆA0 (t; θˆA)− Λ0(t) =
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
+
{
ΛˆA0 (t; θ0)− Λ0(t)
}
= I1 + I2.
By equation (8) and the double robustness of θˆA, we have I1 = op(1), provided either pi(Wi)
or f(Zi | Wi) is correctly specified. By the double robustness of S(0)A (θ0, u), we have
ΛˆA0 (t; θ0) =
∫ t
0
n−1
n∑
i=1
dNi(u)/S
(0)
A (θ0, u) =
∫ t
0
n−1
n∑
i=1
dNi(u)/s
(0)(θ0, u) + op(1).
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That is I2 = op(1), provided either pi(Wi) or f(Zi | Wi) is correctly specified. Thus, ΛˆA0 (t; θˆA)
is double robust.
Lemma 6: If both pi(Wi) and f(Zi | Wi) are correctly specified, then given x ∈ X ,
n1/2{HˆA(z − αˆTAx) − H(z − αT0 x)} converges weakly to a zero-mean Gaussian process and
admits an asymptotic i.i.d. representation n−1/2
∑n
i=1 h
A
i (z, x;α0), where h
A
i (z, x;α0) is given
in (B.6). Moreover, given x and z, HˆA(z − αˆTAx) is consistent, provided either pi(Wi) or
f(Zi | Wi) is correctly specified.
Proof. By the Taylor expansion, we have
n1/2(αˆA − α0) =
{
− ∂
∂α
UAα (α0)
}−1
n1/2UAα (α0) + op(1)
= −n1/2Γ−1UAα (α0) + op(1).
By the definition of HˆA(·), we have
n1/2{HˆA(z − αˆTAx)−H(z − αT0 x)}
= n−1/2
n∑
i=1
{
F (z + αˆTA(Xi − x) | Wi)−H(z − αT0 x)
}
+n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αˆTAXi 6 z − αˆTAx)− F (z + αˆTA(Xi − x) | Wi)
}
+ op(1).
Following similar arguments as in Lemma 2, we have
n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αTXi 6 z − αTx)− F (z + αT (Xi − x) | Wi)
}
converges weakly to a zero mean Gaussian process. By the equicontinuity property,
n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αˆTAXi 6 z − αˆTAx)− F (z + αˆTA(Xi − x) | Wi)
}
= n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − α0Xi 6 z − α0x)− F (z + α0(Xi − x) | Wi)
}
+ op(1).
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Applying the Taylor expansion, we can show that
n−1/2
n∑
i=1
{
F (z + αˆTA(Xi − x) | Wi)−H(z − αT0 x)
}
= n−1/2
n∑
i=1
{
F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x)
}
+n−1/2
n∑
i=1
F ′(z + αT0 (Xi − x) | Wi)(αˆA − α0)T (Xi − x) + op(1)
= n−1/2
n∑
i=1
({
F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x)
}
−
(
Γ−1
Vi
pi(Wi)
(XiZi −XiXTi α0)− Γ−1
(
1− Vi
pi(Wi)
)
E{(XiZi −XiXTi α) | Wi}
)T
E
{
F ′(z + αT0 (Xi − x) | Wi)(Xi − x)
})
+ op(1).
Therefore, we have n1/2{HˆA(z − αˆTAx)−H(z − αT0 x)} = n−1/2
∑n
i=1 h
A
i (z, x;α0), where
hAi (z, x;α0) =
Vi
pi(Wi)
{
I(Zi − α0TXi 6 z − αT0 x)− F (z + αT0 (Xi − x) | Wi)
}
− (Γ−1 Vi
pi(Wi)
(XiZi −XiXTi α0)− Γ−1
(
1− Vi
pi(Wi)
)
E{(XiZi −XiXTi α) | Wi})TE
{
F ′(z + αT0 (Xi − x) | Wi)(Xi − x)
}
+ F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x) (B.6)
The double robustness of αˆA follows from Robins et al. (1994). Note that
HˆA(z − αˆTAx) = n−1
n∑
i=1
Vi
pi(Wi)
I(Zi − αˆTAXi 6 z − αˆTAx)
+n−1
n∑
i=1
F (z + αˆTA(Xi − x) | Wi)− n−1
n∑
i=1
Vi
pi(Wi)
F (z + αˆTA(Xi − x) | Wi)
= I1 + I2 − I3
When pi(Wi) is correctly specified, we have I1 = H(z − αT0 x) + op(1) and I2 − I3 = op(1),
following from the fact that E(Vi | Wi) = pi(Wi), and the consistency of αˆA. On the other
hand, if f(Zi |Wi) is correctly specified, we have I1−I3 = op(1) and I2 = H(z−αT0 x)+op(1),
following from the fact that E{F (z + αˆT0 (Xi − x) | Wi)} = H(z − αT0 x) and the consistency
of αˆA. This completes the proof.
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Lemma 7: Assume that g(Wi; Λ0(Ri)) is differentiable with respect to Λ0(Ri) and
sup
t∈[0,τ ]
||n−1/2
n∑
i=1
(
1− Vi
pii
)
∂g(Wi, t; Λ0(Ri))
∂Λ0(Ri)
|| = Op(1).
Then we have
n−1/2
n∑
i=1
(
1− Vi
pii
)
g(Wi, t; Λ˜0(Ri, φ0)) = n
−1/2
n∑
i=1
(
1− Vi
pii
)
g(Wi, t; Λ0(Ri)) + op(1).
Proof. Let Λ˜0(Ri) = Λ˜0(Ri, φ0). By the Taylor expansion
n−1/2
n∑
i=1
(
1− Vi
pii
){
g(Wi, t; Λ˜0(Ri))− g(Wi, t; Λ0(Ri))
}
= n−1/2
n∑
i=1
(
1− Vi
pii
)
∂g(Wi, t; Λ0(Ri))
∂Λ0(Ri)
{Λ˜0(Ri)− Λ0(Ri)}+ op(1).
It follows from Lemma 1 that supt∈[0,τ ] ||Λ˜0(t)−Λ0(t)|| = op(1). Similar to the arguments in
Appendix A4 of Xu et al. (2009), we have
n−1/2
n∑
i=1
(
1− Vi
pii
){
g(Wi, t; Λ˜0(Ri))− g(Wi, t; Λ0(Ri))
}
= op(1),
which completes the proof.
Lemma 8: Given x ∈ X , the augmented estimator HˆAP(z − αˆTAPx; φˆ, ηˆ) has the same
asymptotic distribution as HˆA(z − αˆTAx) as long as both pi(Wi;φ) and f(Zi | Wi;α, η) are
correctly specified.
Proof. To emphasize the dependence of f(Zi | Wi) on Λ0(Ri), we use E˜ to indicate the
expectations that are evaluated at the estimator Λ˜(Ri, φ) and E to indicate the expectations
that are evaluated at the true value Λ0(Ri). For notational simplicity, let ψ = (φ, η). It
is easily seen that E{ ∂
∂ψ
UAα (α0, φ0, η0)} = 0 and E{ ∂∂φUAη (φ0, η0)} = 0. Thus, ∂∂χUAP(χ0)
converges in probability to a block diagonal matrix. By the Taylor expansion and block
matrix inversion formula, we have
n1/2(αˆAP − α0) =
{
− ∂
∂α
UAPα (α0, φ0, η0, E˜)
}−1
n1/2UAPα (α0, φ0, η0, E˜) + op(1)
=
{
− ∂
∂α
UAPα (α0, φ0, η0, E)
}−1
n1/2UAPα (α0, φ0, η0, E) + op(1),
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where the second equation follows from the consistency of Λ˜0(t, φ0) and Lemma 7. Therefore,
we have
n1/2(αˆAP − α0) = −n1/2Γ−1UAPα (α0, φ0, η0, E) + op(1)
= n1/2(αˆA − α0) + op(1).
This implies that, αˆAP is asymptotically equivalent to αˆA. Note that
n1/2
{
HˆAP(z − αˆTAPx; φˆ, ηˆ, E˜)−H(z − αT0 x)
}
= n1/2
{
HˆAP(z − αˆTAPx; φˆ, ηˆ, E˜)− HˆAP(z − αˆTAPx, E˜)
}
+n1/2
{
HˆAP(z − αˆTAPx, E˜)− HˆAP(z − αˆTAPx,E)
}
+ n1/2
{
HˆAP(z − αˆTAPx,E)−H(z − αT0 x)
}
.
For the first term, by the Taylor expansion, we have
n1/2
{
HˆAP(z − αˆTAPx; φˆ, ηˆ, E˜)− HˆAP(z − αˆTAPx, E˜)
}
=
{
∂
∂ψ
HˆAP(z − αˆTAPx, E˜)
}
n1/2(ψˆ − ψ0) + op(1) = op(1),
where the last step follows from the consistency of Λ˜0(t, φ0) and E{ ∂∂ψ HˆAP(z−αT0 x,E)} = 0.
By Lemma 7, the second term satisfies
n1/2
{
HˆAP(z − αˆTAPx, E˜)− HˆAP(z − αˆTAPx,E)
}
= op(1).
Following the similar arguments to the proof of Lemma 6, we can show that the third term
n1/2{HˆAP(z − αˆTAPx) − H(z − αT0 x)} is asymptotically equivalent to n1/2{HˆA(z − αˆTAx) −
H(z − αT0 x)}. This completes the proof.
Lemma 9: Given t ∈ [0, τ ], ΛˆAP0 (t; θˆAP, φˆ, ηˆ) has the same asymptotic distribution as
ΛˆA0 (t; θˆA) as long as both pi(W ;φ) and f(Z | W ;α, η) are correctly specified.
Proof. The proof is similar to that of Lemma 5. Here, we only sketch the key steps. Note
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that
√
n
{
ΛˆAP0 (t; θˆAP, φˆ, ηˆ, E˜)− Λ0(t)
}
=
√
n
{
ΛˆAP0 (t; θˆAP, φˆ, ηˆ, E˜)− ΛˆAP0 (t; θ0, E˜)
}
+
√
n
{
ΛˆAP0 (t; θ0, E˜)− ΛˆAP0 (t; θ0, E)
}
+
√
n
{
ΛˆAP0 (t; θ0, E)− Λ0(t)
}
.
Similar to Lemmas 5 and 8, we can show that the first term satisfies
√
n
{
ΛˆAP0 (t; θˆAP, φˆ, ηˆ, E˜)− ΛˆAP0 (t; θ0, E˜)
}
=
√
nGˆA(t; θ0)(θˆAP − θ0) + op(1)
=
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
+ op(1),
where the second equation follows from the property that n1/2(θˆAP − θ0) = n1/2(θˆA − θ0) +
op(1), as established in Theorem 4 of Xu et al. (2009).
Following from the consistency of Λ˜0(t, φ0) and Lemma 7, the second term satisfies,
√
n
{
ΛˆAP0 (t; θ0, E˜)− ΛˆAP0 (t; θ0, E)
}
= n−1/2
n∑
i=1
dNi(t)
S
(0)
A (θ0, φ0, η0, t)− S˜(0)A (θ0, φ0, η0, t)
S
(0)
A (θ0, φ0, η0, t)S˜
(0)
A (θ0, φ0, η0, t)
= n−1/2
n∑
i=1
dNi(t)
S
(0)
A (θ0, φ0, η0, t)− S˜(0)A (θ0, φ0, η0, t)
s(0)2(θ0, φ0, η0, t)
+ op(1)
= op(1).
The arguments to the third term are identical to those of Lemma 5. The above results imply
that ΛˆAP0 (t; θˆAP, φˆ, ηˆ, E˜) is asymptotically equivalent to Λˆ
A
0 (t; θˆA), which completes the proof.
Appendix C: Proofs of Theorem 1-4
The proofs follow similar techniques to those in Song and Zhou (2008).
16 Biometrics, 000 0000
Proof of Theorem 1
By (1) and Lemma 1, under proportional hazards models, we have
√
n{Sˆ(t | q)− S(t | q)}
= −√nS(t | q)exp(θ0T q)
[{Λˆ0(t; θˆ0)− Λ0(t)}+ Λ0(t)qT (θˆ − θ0)]+ op(1)
= −n− 12S(t | q)exp(θ0T q)
n∑
i=1
{ξΛ,i(t; θ0) + Λ0(t)qT ξθ,i}+ op(1),
where q = (z, xT )T , ξθ,i = {Vi/pi(Wi)}I−1θ0 M∗Q,i denotes the asymptotic representation in (1),
and ξΛ,i(t; θ0) is given in Lemma 1.
Denote ξS,i(t; θ0) = S(t | q)exp(θ0T q){ξΛ,i(t; θ0) + Λ0(t)qT ξθ,i}. Using the functional Taylor
expansion, we have
n
1
2{F̂PR(c; t, x)− FPR(c; t, x)}
= n
1
2
[ ∫ ∞
−∞
S(t | z, x)dH(z − αT0 x)
]−1
×[ ∫ ∞
c
{Sˆ(t | z, x)− S(t | z, x)}dH(z − αT0 x) +
∫ ∞
c
S(t | z, x)d{Hˆ(z − αˆTx)−H(z − αT0 x)}
]
−n 12
[ ∫ ∞
−∞
S(t | z, x)dH(z − αT0 x)
]−2 ∫ ∞
c
S(t | z, x)dH(z − αT0 x)×[ ∫ ∞
−∞
{Sˆ(t | z, x)− S(t | z, x)}dH(z − αT0 x)
+
∫ ∞
−∞
S(t | z, x)d{Hˆ(z − αˆTx)−H(z − αT0 x)}
]
+ op(1)
= −n 12
n∑
i=1
ωi(c; t, x) + op(1),
where
ωi(c; t, x) =
[ ∫ ∞
−∞
S(t | z, x)dH(z − αT0 x)
]−1
×
[ ∫ ∞
c
ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
c
S(t | z, x)dhi(z, x;α0)
]
−
[ ∫ ∞
−∞
S(t | z, x)dH(z − αT0 x)
]−2 ∫ ∞
c
S(t | z, x)dH(z − αT0 x)
×
[ ∫ ∞
−∞
ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
−∞
S(t | z, x)dhi(z, x;α0)
]
. (C.1)
Similarly, we can show that
√
n{T̂PRC(·; t, x) − TPRC(·; t, x)} and
√
n{T̂PRI(·; t, x) −
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TPRI(·; t, x)} converge to Gaussian processes TC(·; t, x) and TI(·; t, x) respectively, with zero-
mean, and
cov{TC(c1; t, x), TC(c2; t, x)} = cov{ηi(c1; t, x), ηi(c2; t, x)},
cov{TI(c1; t, x), TI(c2; t, x)} = cov{η∗i (c1; t, x), η∗i (c2; t, x)},where
ηi(c; t, x) =
[ ∫ ∞
−∞
{1− S(t | z, x)}dH(z − αT0 x)
]−1
×
[
−
∫ ∞
c
ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
c
{1− S(t | z, x)}dhi(z, x;α0)
]
−
[ ∫ ∞
−∞
{1− S(t | z, x)}dH(z − αT0 x)
]−2 ∫ ∞
c
{1− S(t | z, x)}dH(z − αT0 x)
×
[
−
∫ ∞
−∞
ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
−∞
{1− S(t | z, x)}dhi(z, x;α0)
]
(C.2)
η∗i (c; t, x) =
[ ∫ ∞
−∞
exp(β0z)S(t | z, x)dH(z − αT0 x)
]−1
×
[ ∫ ∞
c
z exp(β0z)ξβ,iS(t | z, x)dH(z − αT0 x)
+
∫ ∞
c
exp(β0z)ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
c
exp(β0z)S(t | z, x)dhi(z, x;α0)
]
−
[ ∫ ∞
−∞
exp(β0z)S(t | z, x)dH(z − αT0 x)
]−2 ∫ ∞
c
exp(β0z)S(t | z, x)dH(z − αT0 x)
×
[ ∫ ∞
−∞
z exp(β0z)ξβ,iS(t | z, x)dH(z − αT0 x)
+
∫ ∞
−∞
exp(β0z)ξS,i(t; θ0)dH(z − αT0 x) +
∫ ∞
−∞
exp(β0z)S(t | z, x)dhi(z, x;α0)
]
,
(C.3)
where ξβ,i is the first element of ξθ,i.
Since ROCC/D(·; t, x) is a composite functional of S(t | z, x) and H(z − αTx), under
Assumption (A9), by the functional delta method,
√
n{R̂OCC/D(·; t, x) − ROCC/D(·; t, x)}
converges to a Gaussian process GC(·; t, x) on [p, q]. Specifically, using the functional Taylor
expansion, we have
√
n{R̂OCC/D(c; t, x)−ROCC/D(c; t, x)} = n 12
∑n
i=1 φi(c; t, x)+op(1), where
φi(c; t, x) = ηi{FPR−1(c; t, x); t, x} − f1{FPR−1(c; t, x); t, x}ωi{FPR
−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
,
and f1(c; t, x) and f0(c; t, x) are given in Condition (A9). Thus cov{GC(c1; t, x),GC(c2; t, x)} =
cov{φi(c1; t, x), φi(c2; t, x)}.
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Similarly, we can show that
√
n{R̂OCI/D(·; t, x)−ROCI/D(·; t, x)} converges to a Gaussian
process GI(·; t, x) on [p, q] with zero-mean and covariance cov{GI(c1; t, x),GI(c2; t, x)} =
cov{φ∗i (c1; t, x), φ∗i (c2; t, x)}, where
φ∗i (c; t, x) = η
∗
i {FPR−1(c; t, x); t, x} − f ∗1{FPR−1(c; t, x); t, x}
ωi{FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
,
and f ∗1 (c; t, x) and f0(c; t, x) are given in Condition (A9).
Proof of Theorem 2
By Lemmas 3 and 4, the proof of Theorem 2 is similar to that of Theorem 1.
Let ξPθ,i = Iθ0
−1{(Vi/pii)M∗Q,i − Iφ0θ0I−1φ0 Uφ,i(φ0)} denote the asymptotic representation in
(2). Then we have
√
n{SˆP(t | q)− S(t | q)} = −n− 12 ∑ni=1 ξPS,i(t; θ0, φ0) + op(1), where
ξPS,i(t; θ0, φ0) = S(t | q)exp(θ0T q){ξPΛ,i(t; θ0, φ0) + Λ0(t)qT ξPθ,i}.
Similar to the proof of Theorem 1, we can show that
√
n{T̂PRC
P
(·; t, x)− TPRC(·; t, x)},
√
n{T̂PRI
P
(c; t, x) − TPRI(c; t, x)} and
√
n{F̂PRD
P
(c; t, x) − FPRD(c; t, x)} have asymp-
totic representation n−
1
2
∑n
i=1 η
P
i (c; t, x), n
− 1
2
∑n
i=1 η
P
i,∗(c; t, x) and n
− 1
2
∑n
i=1 ω
P
i (c; t, x), re-
spectively, where ηPi (c; t, x) is obtained by replacing ξS,i, hi with ξ
P
S,i, h
P
i in (C.2), η
P
i,∗(c; t, x)
is obtained by replacing ξS,i, hi with ξ
P
S,i, h
P
i in (C.3), and ω
P
i (c; t, x) is obtained by replacing
ξS,i, hi with ξ
P
S,i, h
P
i in (C.1).
Using the functional Taylor expansion, we have
√
n{R̂OCPC/D(c; t, x)− ROCC/D(c; t, x)} =
n
1
2
∑n
i=1 φ
P
i (c; t, x) + op(1), where
φPi (c; t, x) = η
P
i {FPR−1(c; t, x); t, x} − f1{FPR−1(c; t, x); t, x}
ωPi {FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
,
Similarly,
√
n{R̂OCPI/D(·; t, x)− ROCI/D(·; t, x)} = n
1
2
∑n
i=1 φ
P
i,∗(c; t, x) + op(1), where
φPi,∗(c; t, x) = η
P
i,∗{FPR−1(c; t, x); t, x} − f ∗1{FPR−1(c; t, x); t, x}
ωPi {FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
.
Proof of Theorem 3
By Lemmas 5 and 6, the proof of Theorem 3 is similar to that of Theorem 1.
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Let ξAθ,i = Iθ0
−1{(Vi/pii)M∗Q,i + (1 − Vi/pii)M∗oQ,i} denote the asymptotic representation in
(3). Then we have
√
n{SˆA(t | q)− S(t | q)} = −n− 12 ∑ni=1 ξAS,i(t; θ0, φ0) + op(1), where
ξAS,i(t; θ0, φ0) = S(t | q)exp(θ0T q){ξAΛ,i(t; θ0, φ0) + Λ0(t)qT ξAθ,i}.
Similar to the proof of Theorem 1, we can show that
√
n{T˜PRC(c; t, x) − TPRC(c; t, x)},
√
n{T˜PRI(c; t, x) − TPRI(c; t, x)} and
√
n{F˜PRD(c; t, x) − FPRD(c; t, x)} have asymptotic
representation n−
1
2
∑n
i=1 η
A
i (c; t, x), n
− 1
2
∑n
i=1 η
A
i,∗(c; t, x) and n
− 1
2
∑n
i=1 ω
A
i (c; t, x), respectively,
where ηAi (c; t, x) is obtained by replacing ξS,i, hi with ξ
A
S,i, h
A
i in (C.2), η
A
i,∗(c; t, x) is obtained
by replacing ξS,i, hi with ξ
A
S,i, h
A
i in (C.3), and ω
A
i (c; t, x) is obtained by replacing ξS,i, hi
with ξAS,i, h
A
i in (C.1).
Using the functional Taylor expansion, we have
√
n{R˜OCC/D(c; t, x)− ROCC/D(c; t, x)} =
n
1
2
∑n
i=1 φ
A
i (c; t, x) + op(1), where
φAi (c; t, x) = η
A
i {FPR−1(c; t, x); t, x} − f1{FPR−1(c; t, x); t, x}
ωAi {FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
,
Similarly,
√
n{R˜OCI/D(·; t, x)− ROCI/D(·; t, x)} = n 12
∑n
i=1 φ
A
i,∗(c; t, x) + op(1), where
φAi,∗(c; t, x) = η
A
i,∗{FPR−1(c; t, x); t, x} − f ∗1{FPR−1(c; t, x); t, x}
ωAi {FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
.
The double robustness of the augmented ROC estimators follows from the double robust-
ness of θˆA, Λˆ
A
0 (t; θˆA), and HˆA(z − αˆTAx), which are established in Theorem 3 of Xu et al.
(2009) and Lemma 5, Lemma 6 in Appendix B respectively.
Proof of Theorem 4
Note that by Lemma 7, we find that, if Λ˜ in E˜ is replaced by any other uniformly consistent es-
timator, Lemmas 8 and 9 remains valid. This suggests that at any iteration, ΛˆAP0 (t; θˆAP, φˆ, ηˆ)
has the same asymptotic distribution as ΛˆA0 (t; θˆA) and HˆAP(z − αˆTAPx; φˆ, ηˆ) has the same
asymptotic distribution as HˆA(z − αˆTAx). This completes the proof of Theorem 4.
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Appendix D: Asymptotic Properties of the Fully Augmented Weighted
Estimator when pi(Wi) is Misspecified
The asymptotic distribution of the fully augmented weighted estimator for ROC is derived
in Theorem 4, if both pi(Wi) and f(Zi | Wi) are correctly specified. As pointed out by one
referee, the limiting distribution of the fully augmented weighted estimator for ROC with
misspecified pi(Wi) or f(Zi | Wi) is more useful for analyzing the real data. Although this
question is important, there are limited results in this direction. To the best of our knowledge,
the limiting distributions of the fully augmented estimators for θ and Λ(t) in the proportional
hazards model with misspecified pi(Wi) or f(Zi | Wi) have not been derived in the literature.
In this Appendix, we focus on the situation that pi(Wi) is misspecified and f(Zi | Wi) is
correctly specified. Under this situation, we establish the preliminary asymptotic results for
the TPR, FPR and ROC estimators.
To emphasize the misspecification of pi(Wi), we use pi(Wi) to denote the misspecified
missingness probability and pi∗(Wi) to denote the true missingness probability.
Lemma 10: Under the regularity conditions in Appendix A, we have
√
n(θˆA − θ0) = −Iθ0−1n−1/2
n∑
i=1
{
(Vi/pii)M
∗
Q,i + (1− Vi/pii)M∗oQ,i
}
+ op(1),
and
√
n(θˆA − θ0)→d N(0,Σmpi), where
Σmpi = Iθ0
−1E
{
pi∗(Wi)
pi2(Wi)
(M∗Q,i)
⊗2 +
pi2(Wi)− pi∗(Wi)
pi2(Wi)
(M∗oQ,i)
⊗2
}
Iθ0
−1.
Proof. By the proof of Theorem 4 in Xu et al. (2009), even if pi(Wi) is misspecified, we
still have
sup
u∈[0,τ ],θ∈Θ
||S(k)A (θ, u)− s(k)(θ, u)|| → 0 a.s. (11)
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In addition, we have
n1/2UA(θ0) =
1
n1/2
n∑
i=1
∫ τ
0
[(
Vi
pi(Wi)
){
Qi − e(θ0, t)
}
dNi(t)
+
(
1− Vi
pi(Wi)
){
E(QidNi(t) | Wi)− e(θ0, t)E(dNi(t) | Wi)
}]
+ op(1)
=
1
n1/2
n∑
i=1
∫ τ
0
[(
Vi
pi(Wi)
){
Qi − e(θ0, t)
}
dMi(t)
+
(
1− Vi
pi(Wi)
){
E
(
(Qi − e(θ0, t))dMi(t) | Wi
)}]
+ op(1)
=
1
n1/2
n∑
i=1
{
(Vi/pi(Wi))M
∗
Q,i + (1− Vi/pi(Wi))M∗oQ,i
}
+ op(1).
This implies that n1/2UA(θ0) can be approximated by a sum of iid random variables. By the
central limit theorem and the fact that P (Vi = 1 | Wi) = pi∗(Wi), we have
n1/2UA(θ0)→d N(0,Σ),
where
Σ = E
{
pi∗(Wi)
pi(Wi)2
(M∗Q,i)
⊗2 +
pi2(Wi)− pi∗(Wi)
pi2(Wi)
(M∗oQ,i)
⊗2
}
.
It is easily seen that
∂UA(θ0)
∂θ
= − 1
n
n∑
i=1
∫ τ
0
{
Vi
pi(Wi)
S
(2)
A (θ0, u)S
(0)
A (θ0, u)− S(1)⊗2A (θ0, u)
(S
(0)
A (θ0, u))
2
dNi(u)
+
(
1− Vi
pi(Wi)
)
E
(
S
(2)
A (θ0, u)S
(0)
A (θ0, u)− S(1)⊗2A (θ0, u)
(S
(0)
A (θ0, u))
2
dNi(u) | Wi
)}
= − 1
n
n∑
i=1
∫ τ
0
{
Vi
pi(Wi)
v(θ0, u)dNi(u) +
(
1− Vi
pi(Wi)
)
v(θ0, u)E(dNi(u) | Wi)
}
+ op(1).
We find that ∂UA(θ0)
∂θ
= −Iθ0 + op(1). Note that the weak convergence of n1/2UA(θ0) implies
that UA(θ0) = op(1). By the proof of theorem 2 of Foutz (1977), θˆA is consistent for θ0.
Finally, by the Taylor expansion,
√
n(θˆA − θ0) = −Iθ0−1n1/2UA(θ0) + op(1)
= −Iθ0−1n−1/2
n∑
i=1
{
(Vi/pii)M
∗
Q,i + (1− Vi/pii)M∗oQ,i
}
+ op(1).
This completes the proof.
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Lemma 11: Under the regularity conditions in Appendix A, given t ∈ [0, τ ], n1/2{ΛˆA0 (t; θˆA)−
Λ0(t)} converges weakly to a zero-mean Gaussian process and admits an asymptotic i.i.d.
representation n−1/2
∑n
i=1 ξ
A
Λ,mi(t; θ0), where ξ
A
Λ,mi(t; θ0) is given in (D.1).
Proof. Note that
√
n
{
ΛˆA0 (t; θˆA)− Λ0(t)
}
=
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
+
√
n
{
ΛˆA0 (t; θ0)− Λ0(t)
}
.
The second terms satisfies
n1/2
{
ΛˆA0 (t; θ0)− Λ0(t)
}
= n−1/2
n∑
i=1
∫ t
0
(Vi/pi(Wi))dMi(u)
S
(0)
A (θ0, u)
+
(1− Vi/pi(Wi))E{dMi(u) | Wi}
S
(0)
A (θ0, u)
= n−1/2
n∑
i=1
∫ t
0
(Vi/pi(Wi))dMi(u)
s(0)(θ0, u)
+
(1− Vi/pi(Wi))E{dMi(u) | Wi}
s(0)(θ0, u)
+ op(1).
By the Taylor expansion, we have
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
=
√
nGˆA(t; θ∗t )(θˆA − θ0) + op(1),
where
GˆA(t; θ) = − 1
n
n∑
i=1
∫ t
0
{
S
(1)
A (θ, u)
S
(0)
A (θ, u)
⊗2
}
dNi(u),
and θ∗t is on the line segment between θˆ
A and θ0. By (11), Gˆ
A(t; θ) = G(t; θ)+op(1) uniformly
over t and θ. Therefore,
√
n
{
ΛˆA0 (t; θˆA)− ΛˆA0 (t; θ0)
}
= n−1/2G(t; θ0)Iθ0
−1
n∑
i=1
[{Vi/pi(Wi)}M∗Q,i + {1− Vi/pi(Wi)}E(M∗Q,i|Wi)]+ op(1).
This implies that
n1/2{ΛˆA0 (t; θˆA)− Λ0(t)} = n−1/2
n∑
i=1
ξAΛ,mi(t; θ0) + op(1),
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where
ξAΛ,mi(t; θ0) =
∫ t
0
{Vi/pi(Wi)}{1/s(0)(θ0, u)}dMi(u)
+
∫ t
0
{1− Vi/pi(Wi)}{1/s(0)(θ0, u)}E{dMi(u) | Wi}
+G(t; θ0)Iθ0
−1 [{Vi/pi(Wi)}M∗Q,i + {1− Vi/pi(Wi)}E(M∗Q,i|Wi)] . (D.1)
Lemma 12: Under the regularity conditions in Appendix A,
n1/2(αˆA − α0) = −n1/2Γ−1UAα (α0) + op(1),
and n1/2(αˆA − α0)→d N(0,Ψ), where
Ψ = Γ−1E
[
pi∗(Wi)
pi(Wi)2
{
(Zi−αT0Xi)Xi
}⊗2
+
pi2(Wi)− pi∗(Wi)
pi2(Wi)
{
E((Zi−αT0Xi)Xi | Wi)
}⊗2]
Γ−1.
Moreover, given x ∈ X , n1/2{HˆA(z − αˆTAx)−H(z − αT0 x)} converges weakly to a zero-mean
Gaussian process and admits an asymptotic i.i.d. representation n−1/2
∑n
i=1 h
A
mi(z, x;α0),
where hAmi(z, x;α0) is given in (D.2).
Proof. Note that
∂
∂α
UAα (α0) =
1
n
n∑
i=1
XiX
T
i = Γ + op(1).
By the Taylor expansion, we have
n1/2(αˆA − α0) =
{
− ∂
∂α
UAα (α0)
}−1
n1/2UAα (α0) + op(1)
= −n1/2Γ−1UAα (α0) + op(1).
It is easily seen that, when pi(Wi) is misspecified,
n1/2UAα (α0)→d N(0,Ψ′),
where
Ψ′ = E
[
pi∗(Wi)
pi(Wi)2
{
(Zi − αT0Xi)Xi
}⊗2
+
pi2(Wi)− pi∗(Wi)
pi2(Wi)
{
E((Zi − αT0Xi)Xi | Wi)
}⊗2]
.
Therefore, we have n1/2(αˆA − α0)→d N(0,Ψ), where Ψ = Γ−1Ψ′Γ−1.
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Now, we consider the asymptotic expansion for αˆA. By the definition of HˆA(·), we have
n1/2{HˆA(z − αˆTAx)−H(z − αT0 x)}
= n−1/2
n∑
i=1
{
F (z + αˆTA(Xi − x) | Wi)−H(z − αT0 x)
}
+n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αˆTAXi 6 z − αˆTAx)− F (z + αˆTA(Xi − x) | Wi)
}
.
We now consider the first term. The Taylor expansion yields
n−1/2
n∑
i=1
{
F (z + αˆTA(Xi − x) | Wi)−H(z − αT0 x)
}
= n−1/2
n∑
i=1
{
F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x)
}
+n−1/2
n∑
i=1
F ′(z + αT0 (Xi − x) | Wi)(αˆA − α0)T (Xi − x) + op(1)
= n−1/2
n∑
i=1
{
F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x)
}
+n1/2(αˆA − α0)TE
{
F ′(z + αT0 (Xi − x) | Wi)(Xi − x)
}
+ op(1).
Note that
E
[{
I(Zi − αT0Xi 6 z − αT0 x)− F (z + αT0 (Xi − x) | Wi)
}
| Wi
]
= 0.
Denote
G(α) = n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αTXi 6 z − αTx)− F (z + αT (Xi − x) | Wi)
}
.
Following similar arguments as in Lemma 2, G(α) converges weakly to a zero mean Gaussian
process indexed by α. By the equicontinuity property, we have G(αˆA) = G(α0) + op(1). This
implies that
n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − αˆTAXi 6 z − αˆTAx)− F (z + αˆTA(Xi − x) | Wi)
}
= n−1/2
n∑
i=1
Vi
pi(Wi)
{
I(Zi − α0Xi 6 z − α0x)− F (z + α0(Xi − x) | Wi)
}
+ op(1).
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Therefore, we have n1/2{HˆA(z − αˆTAx)−H(z − αT0 x)} = n−1/2
∑n
i=1 h
A
mi(z, x;α0), where
hAmi(z, x;α0) =
{
F (z + αT0 (Xi − x) | Wi)−H(z − αT0 x)
}
− Γ−1(UAi,α(α0))TE
{
F ′(z + αT0 (Xi − x) | Wi)(Xi − x)
}
+
Vi
pi(Wi)
{
I(Zi − α0Xi 6 z − α0x)− F (z + α0(Xi − x) | Wi)
}
, (D.2)
where UAi,α(α0) =
Vi
pi(Wi)
(XiZi−XiXTi α0)−(1− Vipi(Wi))E{(XiZi−XiXTi α) | Wi}. This completes
the proof.
Theorem 1: Under the regularity conditions in Appendix A, if f(Zi | Wi) is correctly
specified, then given (x, t) ∈ X×[0, τ ], n1/2{T˜PRC
P
(·; t, x)−TPRC(·; t, x)}, n1/2{T˜PRI
P
(·; t, x)−
TPRI(·; t, x)} and n1/2{F˜PRD
P
(·; t, x) − FPRD(·; t, x)} converge weakly to zero-mean Gaus-
sian processes on Z. As a result, given (x, t) ∈ X×[0, τ ], n1/2{R˜OCPI/D(·; t, x)−ROCI/D(·; t, x)}
and n1/2{R˜OCPC/D(·; t, x)−ROCC/D(·; t, x)} converge weakly to zero-mean Gaussian processes
on [p, q].
Proof. Let ξAθ,mi = Iθ0
−1{(Vi/pii)M∗Q,i + (1− Vi/pii)M∗oQ,i} denote the asymptotic represen-
tation for θˆA. Then we have
√
n{SˆA(t | q)− S(t | q)} = −n− 12
n∑
i=1
ξAS,mi(t; θ0, φ0) + op(1),
where
ξAS,mi(t; θ0, φ0) = S(t | q)exp(θ0T q){ξAΛ,mi(t; θ0, φ0) + Λ0(t)qT ξAθ,mi}.
Similar to the proof of Theorems 1 and 3, we can show that
√
n{T˜PRC
P
(·; t, x)−TPRC(·; t, x)},
√
n{T˜PRI
P
(c; t, x)−TPRI(c; t, x)} and
√
n{F˜PRD
P
(c; t, x)−FPRD(c; t, x)} have asymptotic
representation n−
1
2
∑n
i=1 η
A
mi(c; t, x), n
− 1
2
∑n
i=1 η
A
mi,∗(c; t, x) and n
− 1
2
∑n
i=1 ω
A
mi(c; t, x), respec-
tively, where ηAmi(c; t, x) is obtained by replacing ξS,i, hi with ξ
A
S,mi, h
A
mi in (C.2), η
A
mi,∗(c; t, x) is
obtained by replacing ξS,i, hi with ξ
A
S,mi, h
A
mi in (C.3), and ω
A
mi(c; t, x) is obtained by replacing
ξS,i, hi with ξ
A
S,mi, h
A
mi in (C.1).
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Using the functional Taylor expansion, we have
√
n{R˜OCPC/D(c; t, x)− ROCC/D(c; t, x)} =
n
1
2
∑n
i=1 φ
A
mi(c; t, x) + op(1), where
φAmi(c; t, x) = η
A
mi{FPR−1(c; t, x); t, x} − f1{FPR−1(c; t, x); t, x}
ωAmi{FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
,
Similarly,
√
n{R˜OCPI/D(·; t, x)− ROCI/D(·; t, x)} = n
1
2
∑n
i=1 φ
A
mi,∗(c; t, x) + op(1), where
φAmi,∗(c; t, x) = η
A
mi,∗{FPR−1(c; t, x); t, x} − f ∗1{FPR−1(c; t, x); t, x}
ωAmi{FPR−1(c; t, x); t, x}
f0{FPR−1(c; t, x); t, x}
.
Appendix E: Additional Technical Details
Calculation of E˜(· | Wi;χ)
In Section 3 of the main manuscript, the estimating equations UAP(χ) involve E˜(· | Wi;χ),
where the expectation is taken with respect to the functions of Xi, Ni(·), and Zi. Note
that, Xi and Ni(·) are known given Wi. Therefore, the problem reduces to estimation of
E˜(g(Zi) | Wi;χ), where g(Zi) is an arbitrary function of Zi. To calculate E˜(g(Zi) | Wi;χ),
we draw multiple samples {z1, z2, ...} from the distribution fˆ(Zi | Wi;χ) using the rejection
sampling approach (Gilks et al., 1996), where the unknown parameters χ are replaced with
the corresponding estimators in the previous iteration, and then we take the sample average of
{g(z1), g(z2), ...}. For the first step in the iteration algorithm, the initial values for parameters
in f(Zi | Wi;χ) can be replaced with the simple weighted estimators. The advantage of the
above procedure based on the rejection sampling is that it avoids the complexity of numerical
integration. For instance, the calculation of E˜(I(Zi 6 z) | Wi;χ) for a variety of different
values of z using our method is computationally more efficient than the numerical integration.
Therectical SE Estimation
Although we have derived the asymptotic distributions of the proposed TPR, FPR and ROC
estimators in Section 4 of the main manuscript, it is intractable to obtain the explicit analytic
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expressions for the variance-covariance processes. To alleviate this difficulty, we approximate
the limiting distributions using resampling techniques, as proposed and used by Parzen
et al. (1994); Cai and Pepe (2002) and others. We use TPRC as an example for illustration.
In Web Appendix C, we show that n1/2{T̂PRC(c; t, x) − TPRC(c; t, x)} admits an asymp-
totic i.i.d. representation n−1/2
∑n
i=1 ηi(c; t, x). The following are the main steps to generate
stochastic processes that have the same asymptotic distributions as n−1/2
∑n
i=1 ηi(c; t, x)
and to construct confidence intervals for TPRC(c; t, x). First, we generate samples {i,m; i =
1, ..., n,m = 1, ...,M} independently from the standard normal distribution N(0,1). Second,
we calculate qˆm(c; t, x) = n
−1/2∑n
i=1 ηˆi(c; t, x)i,m, where ηˆi is obtained by replacing all the
theoretical quantities by their empirical counterparts. Third, for any given c, we can use
V (c; t, x) = M−1
∑M
m=1 qˆ
2
m(c; t, x) to approximate the asymptotic variance of ηi(c; t, x), and
the (1−α)×100% confidence interval is given by T̂PRC(c; t, x)±zα/2V 1/2(c; t, x), where zα/2
is the (1 − α/2) × 100th quantile of N(0,1). The above procedure provides a practical way
for variance estimation and confidence interval construction.
Appendix F: Additional Simulation Study
In Section 5 of the main manuscript, we conduct simulation studies under two settings. In
the first simulation setting, the selection probability is pii = 0.7δi + 0.3(1− δi). In the second
simulation setting, the selection probability is given by pii = 1/{1 + exp(3− 0.8Ri− 0.5X21i−
X1i − 0.5δi)}. In this Web Appendix, we conduct more extensive simulations with varying
sample sizes, censoring rates, missing proportions, and a nonconstant baseline hazard rate.
Tables 1 and 2 present the simulation results under the third simulation setting, where
the data generation mechanism is the same as in the second setting but the sample size is
300. The empirical biases of the various estimators are similar to those under the second
simulation setting in the main manuscript. In addition, due to reduced sample size, the
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SEs of the various estimators are increased compared to those under the second simulation
setting.
Tables 3 and 4 present the simulation results under the fourth simulation setting. The
sample size is 500. The censoring time follows an exponential distribution with mean 0.5X2 +
5, truncated at 10. The missing proportion is pii = 1/(1 + exp(2−Ri − 0.5δi)). The baseline
hazard λ0(t) follows a Weibull distribution 0.05t
0.5. We compare estimators with misspecified
pˆi, where pi is estimated logistic regression with δi only, and also estimators with correctly
specified pˆii, where pii is estimated using logistic regression with covariates Gi = (Ri, δi). The
finds are similar to those in the main manuscript.
[Table 1 about here.]
[Table 2 about here.]
[Table 3 about here.]
[Table 4 about here.]
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Table 1
Simulation results for ROC estimators evaluated at t = 5, X1 = 0, and X2 = 1 under the third scenario. G denotes
(R,X1, X
2
1 , δ). B is the empirical bias (× 1000); SE is the sample standard error (× 1000); ASE is the average
theoretical standard errors (× 1000); CP is the coverage probability of the 95% confidence interval (× 100).
Incident ROC Cumulative ROC
Approach B SE ASE CP B SE ASE CP
v = 0.1
Full cohort 0 22 21 93.8 2 31 31 96.1
CC 59 35 37 69.6 -119 53 55 42.6
SWE-pi -4 39 38 95.3 -7 82 67 89.3
SWE-pˆi(δ) -16 28 31 94.1 -173 59 59 13.2
SWE-pˆi(G) -3 38 37 93.1 -6 81 65 88.9
AWE-pi, fZ|X 0 45 42 92.2 2 80 70 94.6
AWE-pˆi(δ), fˆZ|X 4 33 28 88.9 6 43 47 94.6
AWE-pˆi(G), fˆZ|X -4 37 42 94.6 -6 73 74 97.2
AWE-pˆi(G), fˆZ|X1 2 42 45 90.3 5 69 73 93.7
v = 0.3
Full cohort 0 26 25 93.8 1 19 18 93.8
CC 57 35 36 65.1 -51 34 35 76.7
SWE-pi -5 42 43 96.1 -3 45 42 93.8
SWE-pˆi(δ) -15 31 36 93.8 -93 39 40 36.3
SWE-pˆi(G) -5 43 44 96.9 -2 46 37 93.0
AWE-pi, fZ|X 1 42 44 97.6 1 42 43 95.3
AWE-pˆi(δ), fˆZ|X 4 36 32 90.7 4 24 29 96.9
AWE-pˆi(G), fˆZ|X -1 41 45 96.1 -3 41 42 94.0
AWE-pˆi(G), fˆZ|X1 3 41 48 93.9 2 38 47 96.3
v = 0.5
Full cohort -1 19 19 92.2 0 10 10 96.1
CC 39 24 23 58.9 -20 20 19 88.4
SWE-pi -2 31 31 94.6 -1 24 31 96.9
SWE-pˆi(δ) -10 25 27 95.3 -45 23 24 62.0
SWE-pˆi(G) -4 30 31 96.8 -1 24 22 96.2
AWE-pi, fZ|X 1 30 32 96.8 0 22 27 96.8
AWE-pˆi(δ), fˆZ|X 3 26 24 91.4 2 14 16 96.1
AWE-pˆi(G), fˆZ|X -1 30 32 95.3 -1 21 23 94.6
AWE-pˆi(G), fˆZ|X1 2 30 33 93.3 1 20 27 97.4
Web-based Supplementary Materials for “ROC with missing biomarkers” 31
Table 2
Simulation results for TPR and FPR estimators evaluated at t = 5, (X1, X2) = (0, 1) under the third scenario. G
denotes (R,X1, X
2
1 , δ). B is the empirical bias (× 1000); SE is the sample standard error (× 1000); ASE is the
average theoretical standard errors (× 1000); CP is the coverage probability of the 95% confidence interval (× 100).
Incident TPR Cumulative TPR FPR
Approach B SE ASE CP B SE ASE CP B SE ASE CP
z = -1.4
Full cohort 2 24 24 93.0 0 10 10 92.1 3 53 52 94.5
CC -17 36 30 90.9 -41 28 21 61.2 -92 59 48 48.8
SWE-pi 2 39 36 94.6 0 25 27 97.6 -5 63 65 95.3
SWE-pˆi(δ) 5 34 27 90.5 -23 23 17 82.9 27 51 52 93.0
SWE-pˆi(G) -5 39 34 93.7 -5 24 20 93.7 -1 61 64 97.7
AWE-pi, fZ|X -2 38 37 97.7 -1 19 26 98.9 -3 63 64 96.1
AWE-pˆi(δ), fˆZ|X 1 32 37 97.6 0 14 18 96.8 -6 62 59 93.8
AWE-pˆi(G), fˆZ|X -4 38 38 96.1 -2 22 23 96.9 -4 64 64 94.6
AWE-pˆi(G), fˆZ|X1 4 37 43 95.6 1 19 28 97.5 5 58 69 95.7
z = -1.1
Full cohort 0 35 37 95.3 -1 16 15 91.6 -1 45 49 97.6
CC -22 48 45 94.6 -74 40 33 41.1 -92 47 43 51.7
SWE-pi 4 51 52 93.0 -4 37 35 95.3 -3 57 63 97.6
SWE-pˆi(δ) 13 47 43 90.7 -45 35 28 70.6 33 51 53 93.0
SWE-pˆi(G) -5 51 52 93.7 -8 35 29 91.6 0 55 63 97.3
AWE-pi, fZ|X -5 50 55 96.1 -2 31 35 97.8 -7 58 60 93.5
AWE-pˆi(δ), fˆZ|X 0 45 54 99.2 1 22 31 98.2 -7 54 58 97.5
AWE-pˆi(G), fˆZ|X -7 53 55 93.0 -4 32 35 97.5 -6 58 61 93.8
AWE-pˆi(G), fˆZ|X1 2 54 62 95.7 2 31 39 96.2 1 55 62 96.3
z = -0.8
Full cohort 0 47 48 96.1 1 25 22 93.0 1 37 39 94.5
CC -24 61 57 92.2 -122 55 46 25.6 -64 36 33 57.3
SWE-pi 8 74 67 90.7 -2 62 53 89.4 1 55 53 90.8
SWE-pˆi(δ) 22 61 58 93.0 -79 53 42 54.3 29 44 47 96.1
SWE-pˆi(G) 0 73 66 91.4 -6 59 48 89.6 3 53 53 94.6
AWE-pi, fZ|X -3 73 74 93.8 1 50 52 96.9 -3 55 49 89.4
AWE-pˆi(δ), fˆZ|X -5 59 69 98.4 2 34 47 99.2 -7 44 47 94.6
AWE-pˆi(G), fˆZ|X -6 75 73 92.9 -3 55 51 92.2 -3 56 49 88.9
AWE-pˆi(G), fˆZ|X1 5 74 80 96.4 1 52 57 94.5 3 47 55 96.1
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Table 3
Simulation results for ROC estimators evaluated at t = 5, X1 = 0, and X2 = 1 under the fourth scenario. G denotes
(R, δ). B is the empirical bias (× 1000); SE is the sample standard error (× 1000); ASE is the average theoretical
standard errors (× 1000); CP is the coverage probability of the 95% confidence interval (× 100).
Incident ROC Cumulative ROC
Approach B SE ASE CP B SE ASE CP
v = 0.1
Full cohort 1 17 18 95.7 1 29 25 91.2
CC 55 29 32 66.3 -61 41 45 71.5
SWE-pi -4 29 31 95.8 2 52 49 94.7
SWE-pˆi(δ) 5 25 32 98.9 -59 48 49 77.9
SWE-pˆi(G) -3 30 31 96.8 -4 53 48 94.7
AWE-pi, fZ|X 0 33 33 93.4 3 52 53 94.6
AWE-pˆi(δ), fˆZ|X -1 28 29 92.8 2 34 36 95.7
AWE-pˆi(G), fˆZ|X 4 33 32 94.7 -3 44 48 92.6
AWE-pˆi(G), fˆZ|X1 4 36 36 91.4 4 53 53 94.3
v = 0.3
Full cohort -1 19 20 95.7 0 16 15 92.6
CC 53 29 32 64.2 -24 26 28 89.4
SWE-pi -3 34 36 97.7 0 30 30 95.7
SWE-pˆi(δ) 6 27 36 97.8 -25 29 30 91.6
SWE-pˆi(G) -2 32 35 95.7 1 30 28 92.6
AWE-pi, fZ|X -1 35 36 94.9 -1 29 30 95.4
AWE-pˆi(δ), fˆZ|X 4 28 35 97.8 4 24 28 96.8
AWE-pˆi(G), fˆZ|X 5 34 35 96.6 3 32 30 91.6
AWE-pˆi(G), fˆZ|X1 2 40 42 90.3 2 32 32 92.0
v = 0.5
Full cohort -1 14 15 95.7 0 9 8 94.7
CC 35 19 21 60.1 -8 14 15 97.9
SWE-pi -3 24 27 96.8 0 15 19 98.9
SWE-pˆi(δ) 2 21 26 96.8 -14 16 17 95.7
SWE-pˆi(G) -3 23 25 96.8 -1 16 16 95.7
AWE-pi, fZ|X 0 26 27 93.9 0 16 18 96.2
AWE-pˆi(δ), fˆZ|X 4 22 26 97.3 3 13 16 97.3
AWE-pˆi(G), fˆZ|X 2 25 27 95.7 0 17 17 96.7
AWE-pˆi(G), fˆZ|X1 4 28 30 93.2 1 18 20 95.5
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Table 4
Simulation results for TPR and FPR estimators evaluated at t = 5, (X1, X2) = (0, 1) under the second scenario. G
denotes (R, δ). B is the empirical bias (× 1000); SE is the sample standard error (× 1000); ASE is the average
theoretical standard errors (× 1000); CP is the coverage probability of the 95% confidence interval (× 100).
Incident TPR Cumulative TPR FPR
Approach B SE ASE CP B SE ASE CP B SE ASE CP
z = -1.4
Full cohort 0 22 20 92.6 0 9 8 92.6 -1 42 42 92.7
CC 1 26 26 94.7 -20 17 15 89.4 -55 51 47 81.2
SWE-pi 0 32 32 91.6 -1 16 18 98.6 1 66 62 92.7
SWE-pˆi(δ) -7 28 32 96.5 -14 15 15 93.1 -15 51 53 97.9
SWE-pˆi(G) -2 32 32 92.6 -2 16 14 92.4 1 65 62 93.8
AWE-pi, fZ|X 0 35 32 92.1 0 16 19 96.2 3 65 61 91.7
AWE-pˆi(δ), fˆZ|X 5 29 33 98.6 3 12 15 98.4 6 54 61 97.8
AWE-pˆi(G), fˆZ|X 1 33 34 95.6 0 15 16 95.7 -1 67 60 91.1
AWE-pˆi(G), fˆZ|X1 0 40 46 98.2 0 19 22 97.3 1 74 72 95.1
z = -1.1
Full cohort 0 32 31 93.6 0 13 12 92.1 1 41 39 93.6
CC 0 39 41 96.8 -70 25 25 75.7 -53 46 43 73.6
SWE-pi 0 49 48 93.8 -3 26 26 95.7 -2 62 59 91.6
SWE-pˆi(δ) -13 41 50 96.5 -42 24 24 91.6 -20 50 51 94.7
SWE-pˆi(G) -3 48 47 97.7 -2 25 22 92.6 -1 61 59 91.6
AWE-pi, fZ|X 2 50 49 93.8 1 26 27 97.1 4 61 58 92.2
AWE-pˆi(δ), fˆZ|X 4 48 52 98.7 2 21 26 97.3 3 56 62 98.5
AWE-pˆi(G), fˆZ|X 0 49 51 94.6 2 25 27 96.5 -2 63 56 91.8
AWE-pˆi(G), fˆZ|X1 -1 59 62 97.7 1 29 33 98.1 0 70 69 94.4
z = -0.8
Full cohort 1 40 41 97.8 1 21 19 90.8 -1 32 32 94.7
CC -1 50 55 97.5 -115 38 36 61.2 -43 36 34 73.7
SWE-pi 2 57 62 95.7 -4 35 34 94.7 2 49 48 94.7
SWE-pˆi(δ) -17 51 61 99.3 -75 34 36 81.2 -16 40 45 93.8
SWE-pˆi(G) 1 56 60 96.4 -4 34 32 91.6 3 48 49 94.7
AWE-pi, fZ|X 4 59 62 95.6 2 36 36 94.7 4 50 48 93.2
AWE-pˆi(δ), fˆZ|X -3 57 59 97.2 0 30 36 98.3 2 45 51 96.8
AWE-pˆi(G), fˆZ|X 5 59 61 94.7 3 36 39 95.7 -3 51 44 93.7
AWE-pˆi(G), fˆZ|X1 3 72 80 98.3 3 42 45 96.8 1 55 56 95.7
