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J. Phys. France 51 (1990) [1831] [1832] [1833] [1834] [1835] [1836] [1837] [1838] [1839] [1840] [1841] [1842] [1843] [1844] [1845] [1846] 1er SEPTEMBRE The study of directed polymers in a random potential is an active research topic which is important in several respects [1] [2] [3] [4] [5] [6] . Besides the polymers themselves it is related to interface fluctuations and pinning [2] , spin glasses [3] , crystal growth [4] , the random stirred Burgers equation in fluid dynamics [5] , and quantum mechanics in a time-dependent random potential [6] . In this paper we shall be particularly interested in its relation with spin glasses, since this system might well constitute a kind of « baby spin glass » problem. This relation with spin glasses was particularly emphasized by Derrida and Spohn [3] . Solving the mean field theory of the polymer problem, i.e. the problem of polymers on the Cayley tree, they found a rather simple spin glass structure. This system has a low temperature phase with broken ergodicity and many pure states, where the overlaps between different states (the fraction of common monomer positions) vanish. This behaviour is exactly identical to the random energy model [7] which has been shown to be a kind of simplest spin glass model [8] , displaying most of the properties of the Sherrington-Kirkpatrick model [9] . For finite dimensional random directed polymers in d + 1 dimensions the situation is somewhat less clear. A phase transition has been shown to exist for d :&#x3E; 2 [10] and is found numerically for d = 2 [11] but the nature of the low temperature phase has been explored only through 1/ d expansions [12] .
Here we want to study this problem starting from the other end, i.e. in [13] .)
The total partition function for walks originating at (0, 0) is :
The thermodynamics of the problem is given by the quenched free energy :
and another interesting quantity is the probability density of the position of the end point :
This problem can be handled through numerical simulations, where transfer matrix techniques enable an exact computation of Z(x, t) for systems of sizes up to several thousands time steps [14] . It can also be studied analytically through a mapping to the quantum mechanical problem of which (1) is a path integral representation and through the use of the replica method [6] Parisi [15] . Section 4 contains some speculations on the physical nature of this phase as it might be guessed from the preceeding numerical simulations.
2. Numerical simulations.
In the mean field theory of spin glasses, a standard method to characterize the spin glass phase is to compute the distribution of overlaps P (q ) [16, 9] . To compute P (q ) for one given sample we introduce two identical copies x( T ) and y( T) of the system (with the same realization of the potential) which are uncoupled, and compute the distribution of Numerically it is easier to compute the first few moments of P (q) ; we find that Tfi) goes to a finite and nonzero limit qo (which depends on the temperature) when t --+ oo, but the second connected moment (q 2) -(q) 2 seems to go to zero in the large time limit, suggesting a trivial P (q) function : P (q) &#x26; (q -q 0).
However it is well known that a system can have several pure states and a trivial q function [17, 18] . This happens typically when the free energy differences between the states grow like t'', with 0 y 1, in the limit of large volumes. (To get a nontrivial P (q) one needs y = 0.) Recently Parisi and Virasoro [ 18] have pointed out that the existence of several states and of replica symmetry breaking effects in spin glasses should be analysed through the reactivity to a thermodynamic coupling of several copies of the system. This kind of approach has already been used in the numerical study of three dimensional spin glasses [22] . Specifically we introduce two identical copies of the system, which are coupled through a delta function potential of strength e. The Hamiltonian we consider is therefore :
(for E &#x3E; 0 the coupling between the two copies is attractive while for E 0 it is repulsive). The averaged free energy is and the overlap between the two copies is :
We have computed numerically the average overlap q (E) for various values of e using a transfer matrix method. We use a discretized version of (1) where the points lie on a two dimensional grid (x, t ) E Z x N and the partition function for pairs of polymers coupled as in (8) arriving at points x, y at time t, satisfies the recursion relation :
In order to compute q we introduce the partition function Z(x, y, q, t ) which sums over pairs of paths arriving respectively at the points x and y, with a fixed overlap q. The first 00 moment in q of Z, Y(X, y, t) = E qZ{x, y, q, t ) satisfies :
Eventually one gets :
Equations (11), (12) chosen because of some arguments which will be exposed in the last section. From the numerical data of qt(£) one cannot determine w with high precision, but it is found to be in the range 0.2-0.4. There are still some finite size effects at t = 255 which make it difficult to give a much more precise determination of w.
From this scaling we find that :
Therefore the free energy F 2 ( B) is nonanalytic at E = 0. This shows that this phase has a nontrivial structure with the coexistence of several pure states. It has recently been proposed that such an effect could be present [15] , this will be discussed in the next section. We shall expand on a possible interpretation of these results in the last section.
Besides the coupling between two copies, another kind of perturbation one can add to the pure system is a field conjugate to the endpoint position x(t) of the polymer. This is useful in order to study the distribution P (x, t ) defined (5 [7, 8] . In one dimension one does not expect such an effect, but we will see that interesting behaviour takes place in the limit of small values of the field. As we have seen the typical lateral extension scales like (x) '" t JI, with v -2/3 ; furthermore the previous results on coupled systems suggest that the free energy of relevant fluctuations scales like t6j, with say i -1/3. As a consequence it is natural to scale this field like h = htP in such a way that htP tJl '" tW, i.e. p = cd -v '" -1/3. Plotting (X) /t2/3as a function of ht1/3, we find a linear behaviour which is reasonable since it corresponds to a linear response W -aht for small h. This linear behaviour in h and t is proven in appendix 1 [25] . The surprise comes from the study of each individual sample. In figure 2 we plot (x) / t2/3 and ( X2&#x3E; _ X&#x3E; 2)/t versus ht 1/3 for one sample, with /3 = 7 and t = 1 023. We see that the behaviour is much richer.
Inside some intervals of h the extension (x) /t2/3 is nearly constant, and it jumps suddenly to some other plateau at some critical values of h, which fluctuate from sample to sample. The susceptibility «x2) -(x)2)/t is basically zero inside the plateaux, and possesses high peaks at the critical values of h ; when averaging over samples these high peaks dominate the average leading to «X2) -(x) 2) '" t. The width of the peaks scale as t -a and the height like t1 + a in order to ensure this linear behaviour in t for the average susceptibility. As we shall see it is reasonable to assume, and consistent with our simulations that a -ci -1 /3. This analysis of the response to a field is interesting since it gives information to what happens in zero field. Concerning the susceptibility X = (X2&#x3E; (X&#x3E; 2@ we expect that for almost every sample (i.e. with a probability going to one when t 00), Ylt will be zero, but occasionally (with a probability t-cd), there will exist a sample where h = 0 is a critical value of h, and therefore X '" t 1 + cd, , so that the average susceptibility y is linear in t when t --+ oo. In order to check this, and to compute the typical susceptibility (which must be quite different from the average one), we have computed numerically the values of (x 2&#x3E; _ (X&#x3E; 2 for several thousands of samples with sizes ranging from t = 31 to 1 023. Letting aside the tail of the distribution corresponding to rare samples (on which the statistics in naturally poor), we have found that the typical susceptibility scales like t2 IL, where 1£ is in the range 0-0.2. In figure 3 we plot the probability that X Ito.22 be less than c, for various sizes t. For c not too large this probability is independent of t. Of course when c becomes large the finite size effects become important. From figure 3 we conjecture that the limit when t --+ o0 of the probability 00 that ( (x 2&#x3E; _ (X&#x3E; 2)/t2 y is a function P (y), with P ( y ) dy = 1.
The fact that 0 X is dominated by rare events corresponds to a tail of P at large y, which will behave like P (y) -y -P, p = (5 -3 (4 -3 J.L). A more precise determination of » is difficult Y -lm because of large fluctuations in Log (,y). Actually when plotting the distribution of Log (X ), we find a peak of the distribution which is independent of t, which would indicate that » -0. But the tail of the distribution at large values of Log (X ) increases slightly with t, resulting in the effective growth of exp (Log (X)) like t 0.22 . Much more statistics and larger sizes will be needed to give an accurate value of », but in any case it is much smaller than 0.5, which is the important fact in the above discussion. As is well known, in order to compute the free energy F ( t ) and the averaged probability density of the endpoint P (x, t), defined in (4), (5) , one can use the replica method and the quantum mechanical representation [6, 19] . Starting from the partition function Z(x, t) defined in (1) let us introduce : then we have :
and :
On the other hand, performing explicitly the integration on the random potential in (15), we find for Z(xl, ..., x n' t) = Z(xl, ---, X n, t ) exp (-{3 2 nt (0)/2) a path integral representation which shows that Z satisfies the following Schrôdinger equation (1) : (1) Here we use the continuous formulation which is more compact. A precise meaning can be given to all quantities by going to a discretized version of the model, similar to the one used in (11)- (12 which in turn implies through an indirect argument that v = 2/3. In order to obtain P (x, t ) directly, we need to compute the asymptotic Green's function at large times and therefore to sum over low lying states in (19) . A natural suggestion would be to sum over the continuous excitation spectrum corresponding to the centre of mass motion :
The corresponding distribution of endpoint positions, P (x, t), is computed in the appendix 2.
For any non zero n and any positive time, we can compute (see the appendix 2) the typical drift :
unfortunately the result is :
and cannot be continued to n = 0 in a straightforward way (an attempt of such a continuation can be found in [23] ). Actually the result (24) , which is derived exactly from the assumed Green's function (22) , imposes a relation between the time t and the number n of replicas : for n small, one needs tn3:&#x3E; 1. The existence of a crossover regime where t --+ 00, n -+ 0, and tn 3 _ l@ suggests that there should be some relevant excited states of the Hamiltonian (18) , with an excitation energy of order n 3, which will contribute to (19) Furthermore, the joint probability for arriving at positions xl, ..., X k is found in this Ansatz equal to :
Therefore to each sample there should correspond a realization of the random potential -j (d4/ dy) dy 0 (x) drawn with the measure e -2 6 1 2 f (dO/ dy)dy , and the corresponding probability density of x for this given sample should be given by formula (27).
Actually one can change variables in (27) : defining x by x = xt2/3 and cÎJ (.î Figure 4a contains a plot of [Log (Z(x, t ) ) -Log (Z(0, t»] It 1/3 versus x/t2/3 = x. According to both Ansâtze (22) and (29) where :
The crossover regime is found when et -tW, i.e. £,..., êtW -1. Such a crossover was precisely found in the simulations of section 2, and these gave an exponent J in the range 0.2-0.4. The assumption that i = 1/3 which we have used in this paper is the simplest one since the sample to sample fluctuations of the free energy are known to scale with the exponent w = 1/3 and we are just making the reasonable assumption that w = i (another argument indicating that J = 2 v -1 will be given in the next paragraph). However a more precise direct determination of ci would be welcome. It is worth exploring further how the above equation (32) In the integral we change variables from t, u to x, z, where t = xl ( 1 + e') and , u = t e Z. This gives eventually :
From (A2.6) and (A2.10) we can now compute the final form of Pn. The normalisation constant is found equal to : cn = r (n) À n -1/2 1Tn, and :
Clearly the limiting distribution for n --+ 0 is ill-defïned. Actually we can compute the moments through :
