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1 Introduction
Orthonormal polynomials on the real line are defined by the orthogonality conditions∫
R
pn(x)pm(x) dµ(x) = δm,n, m, n ≥ 0, (1.1)
where µ is a positive measure on the real line for which all the moments exist and pn(x) =
γnx
n+ · · · , with positive leading coefficient γn > 0. A family of orthonormal polynomials
always satisfies a three-term recurrence relation of the form
xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n ≥ 0, (1.2)
with p−1 = 0 and
p0 = γ0 =
(∫
dµ(x)
)−1/2
. (1.3)
Comparing the leading coefficients in (1.2) gives
an+1 =
γn
γn+1
> 0, (1.4)
and computing the Fourier coefficients of xpn(x) in (1.2) gives
an =
∫
R
xpn(x)pn−1(x) dµ(x), (1.5)
bn =
∫
R
xp2n(x) dµ(x). (1.6)
The converse statement is also true and is known as the spectral theorem for orthogonal
polynomials : if a family of polynomials satisfies a three-term recurrence relation of the
form (1.2), with an > 0 and bn ∈ R and initial conditions p0 = 1 and p−1 = 0, then there
exists a probability measure µ on the real line such that these polynomials are orthonormal
polynomials satisfying (1.1). This gives rise to two important problems:
∗Research supported by INTAS Research Network NeCCA (03-51-6637), FWO projects G.0184.02
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Problem 1. Suppose the measure µ is known. What can be said about the recurrence
coefficients {an : n = 1, 2, 3, . . .} and {bn : n = 0, 1, 2, . . .}? This is known as the
direct problem for orthogonal polynomials.
Problem 2. Suppose the recurrence coefficients {an+1, bn : n = 0, 1, 2, . . .} are known.
What can be said about the orthogonality measure µ? This is known as the inverse
problem for orthogonal polynomials.
The recurrence coefficients are usually collected in a tridiagonal matrix of the form
J =

b0 a1
a1 b1 a2
a2 b2 a3
a3 b3
. . .
. . .
. . .
 (1.7)
which acts as an operator on (a subset of) ℓ2(N) and which is known as the Jacobi matrix
or Jacobi operator. If J is self-adjoint, then the spectral measure for J is precisely the
orthogonality measure µ. Hence problem 1 corresponds to the inverse problem for the
Jacobi matrix J and problem 2 corresponds to the direct problem for J .
In the present paper we will study problem 1 for a few special cases. In Section
2 we study measures on the real line with an exponential weight function of the form
dµ(x) = |x|ρ exp(−|x|m) dx, which are known as Freud weights, named after Ge´za Freud
who studied them in the 1970’s. It will be shown that the recurrence coefficients an
satisfy a non-linear recurrence relation which corresponds to the discrete Painleve´ I equa-
tion and its hierarchy. In Section 3 we will study a family of orthogonal polynomials on
the unit circle. We will first give some background on orthogonal polynomials on the
unit circle and the corresponding recurrence relations. We will study the weight func-
tion w(θ) = exp(λ cos θ), and it will be shown that the recurrence coefficients satisfy a
non-linear recurrence relation which corresponds to discrete Painleve´ II. These orthog-
onal polynomials play an important role in random unitary matrices and combinatorial
problems for random permutations. In Section 4 we will study certain discrete orthogonal
polynomials related to Charlier polynomials. The recurrence coefficients an and bn are
shown to satisfy a system of non-linear recurrence relations which are again related to
the discrete Painleve´ II equation. Finally, in Section 5 we consider certain q-orthogonal
polynomials which are q-analogs of the Freud weight. We will show that the recurrence
coefficients satisfy a q-deformed Painleve´ I equation. Most of the material in this paper is
not new: the recurrence relations in Section 2 were already obtained by Freud in [7] and
are known as Freud equations in the field of orthogonal polynomials. It was Magnus [17]
who made the connection with the discrete Painleve´ equation I. The recurrence relation in
Section 3 was found by Periwal and Shevitz [20] (see also Hisakado [9], Tracy and Widom
[23]; Baik [1] used the Riemann-Hilbert approach to obtain the Painleve´ equation). The
recurrence relations in Section 4 were obtained by Van Assche and Foupouagnigni in
[25]. The results in Section 5 were first obtained by Nijhoff [19]. We hope that bringing
together these various orthogonal polynomials and the corresponding discrete Painleve´
equations will be illuminating and encourage researchers in the field of orthogonal poly-
nomials and researchers in integrable difference equations to talk to each other, and that
the interaction between both areas of mathematics will shed some extra light on either
subject.
2
2 Freud weights
Freud weights are exponential weights on the real line (−∞,∞) of the form
wρ(x) = |x|ρ exp(−|x|m), ρ > −1, m > 0.
They were considered by Ge´za Freud in his 1976 paper [7], where he gave a recurrence
relation for the recurrence coefficients an when m = 2, 4, 6. For these cases Freud found
the asymptotic behavior of the recurrence coefficients an and he formulated a conjecture
for this asymptotic behavior for every m > 0. This conjecture really started the analysis
of general orthogonal polynomials on unbounded sets of the real line, since before Freud’s
work only very special cases such as the Hermite polynomials and the Laguerre polynomi-
als were studied in detail. In this section I will repeat Freud’s analysis of the recurrence
coefficients of Freud weights, make the connection with discrete Painleve´ equations (which
was not known to Freud but first pointed out by Magnus in [17]), and point out what has
been done after Freud. Observe that Freud weights are symmetric, i.e., wρ(−x) = wρ(x),
which implies that bn = 0 for n ≥ 0.
2.1 Generalized Hermite polynomials
The case m = 2 corresponds to generalized Hermite polynomials (and ρ = 0 are the
Hermite polynomials). Generalized Hermite polynomials were already investigated by
Chihara in [3] (see also [4]). The weight w0(x) = exp(−x2) satisfies the first order differ-
ential equation
[w0(x)]
′ = −2xw0(x) (2.1)
which is the Pearson equation for the Hermite weight. In general a weight w satisfying
a Pearson equation of the form [σ(x)w(x)]′ = τ(x)w(x), with σ a polynomial of degree
at most two and τ a polynomial of degree one, is called a classical weight. The weight
functions for Hermite polynomials, Laguerre polynomials, and Jacobi polynomials are
the classical weights for σ of degree zero, one and two, respectively. Bessel polynomials
appear for σ(x) = x2, but they are not orthogonal on the real line with respect to a
positive measure. Freud’s idea was to compute the integral∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx (2.2)
in two different ways. The first way is simply working out the derivative in the integrand
and to use the orthogonality to evaluate the resulting terms. This gives∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx =
∫
∞
−∞
p′n(x)pn−1(x)|x|ρw0(x) dx (2.3)
+
∫
∞
−∞
pn(x)p
′
n−1(x)|x|ρw0(x) dx (2.4)
+ ρ
∫
∞
−∞
pn(x)pn−1(x)
x
|x|ρw0(x) dx. (2.5)
For the right hand side in (2.3) we use the fact that
p′n(x) = nγnx
n−1 + lower order terms
= n
γn
γn−1
pn−1(x) + lower degree terms.
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This gives ∫
∞
−∞
p′n(x)pn−1(x)|x|ρw0(x) dx = n
γn
γn−1
.
For the integral in (2.4) we see that p′n−1(x) is a polynomial of degree n− 2 and hence by
orthogonality the integral vanishes. For the integral in (2.5) we use the fact that the weight
function wρ is even, i.e., wρ(−x) = wρ(x), which implies that pn(−x) = (−1)npn(x). This
means that pn(x)/x is a polynomial of degree n − 1 when n is odd and pn−1(x)/x is a
polynomial of degree n − 2 when n is even. Hence when n is even the integral in (2.5)
vanishes, and when n is odd we have
pn(x)
x
=
γn
γn−1
pn−1(x) + lower degree terms,
so that
ρ
∫
∞
−∞
pn(x)pn−1(x)
x
|x|ρw0(x) dx = ρ γn
γn−1
∆n
where
∆n =
{
0 if n is even,
1 if n is odd.
Combining these results and using the expression an = γn−1/γn gives∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx = n+ ρ∆n
an
. (2.6)
Observe that this holds whenever w is a symmetric weight on the real line. A second way
to compute the integral in (2.2) is to use integration by parts, combined with Pearson’s
equation (2.1) for the weight. This gives∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx = −
∫
∞
−∞
pn(x)pn−1(x)|x|ρw′0(x) dx
= 2
∫
∞
−∞
xpn(x)pn−1(x)|x|ρw0(x) dx
= 2an. (2.7)
Combining (2.6) and (2.7) then gives
a2n =
n+ ρ∆n
2
(2.8)
so that an =
√
n + ρ∆n/
√
2. For ρ = 0, which are the Hermite polynomials, one has
an =
√
n/2. For generalized Hermite polynomials one has
lim
n→∞
an√
n
=
1√
2
. (2.9)
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2.2 Freud weight m = 4
Let us now consider the weight wρ(x) = |x|ρ exp(−x4), where ρ > −1. The Pearson
equation for the weight w0(x) = exp(−x4) is
[w0(x)]
′ = −4x3w0(x),
which is a first order linear differential equation with polynomial coefficients, but since
the polynomial coefficient is now of degree 3, the weight w0 is no longer a classical weight
but a semi-classical one. The equation (2.6) remains valid for this Freud weight, but
integration by parts give a different result. Indeed∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx = −
∫
∞
−∞
pn(x)pn−1(x)|x|ρw′0(x) dx
= 4
∫
∞
−∞
x3pn(x)pn−1(x)|x|ρw0(x) dx. (2.10)
This integral can be computed by applying the three term recurrence (1.2), with bn = 0,
repeatedly. Indeed
x2pn(x) = an+1xpn+1(x) + anxpn−1(x)
= an+1an+2pn+2(x) + (a
2
n+1 + a
2
n)pn(x) + anan−1pn−2(x),
and
x3pn(x) = an+1an+2xpn+2(x) + (a
2
n+1 + a
2
n)xpn(x) + anan−1xpn−2(x)
= an+1an+2an+3pn+3(x) + an+1(a
2
n+2 + a
2
n+1 + a
2
n)pn+1(x)
+ an(a
2
n+1 + a
2
n + a
2
n−1)pn−1(x) + anan−1an−2pn−3(x).
From this one easily finds∫
∞
−∞
x3pn(x)pn−1(x)|x|ρw0(x) dx = an(a2n+1 + a2n + a2n−1). (2.11)
This result holds for n ≥ 1 if we define a0 = 0. Observe that one can obtain this also by
using the calculus of the Jacobi operator, since
(J3)m,n =
∫
∞
−∞
x3pm(x)pn(x)wρ(x) dx,
and the quantity of interest is (J3)n,n−1. This computation is quite simple since it amounts
to some simple matrix multiplications. Combining (2.6) and (2.10)–(2.11) then gives
4a2n(a
2
n+1 + a
2
n + a
2
n−1) = n + ρ∆n. (2.12)
This time we do not get an explicitly, but instead we get a second order non-linear
recurrence relation for the recurrence coefficients. The initial conditions are a0 = 0 and
for a1 we require that p1(x) = xp0(x)/a1 has norm one, which means
γ20
a21
∫
∞
−∞
x2wρ(x) dx = 1,
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and together with (1.3) this means
a1 =
(
Γ(3+ρ
4
)
Γ(1+ρ
4
)
)1/2
.
If we put xn = 2a
2
n then clearly x0 = 0, xn > 0 for n > 0 and
xn(xn+1 + xn + xn−1) = n+ ρ∆n. (2.13)
This recurrence relation is the discrete Painleve´ equation d-PI
xn+1 + xn + xn−1 =
zn + γ(−1)n
xn
+ δ, zn = αn+ β,
with α = 1, β = ρ/2, γ = −ρ/2 and δ = 0, since we can write ∆n = (1− (−1)n)/2.
The observation that Freud’s equation (2.12) is a discrete Painleve´ equation was not
known to Freud but was pointed out much later by Magnus in [17]. This means that the
equation has the discrete Painleve´ property, which is known as singularity confinement
(see, e.g., [8]):
Definition 2.1 (discrete Painleve´ property). If xn is such that it results in a sin-
gularity for xn+1, then there exists a p ∈ N such that this singularity is confined to
xn+1, . . . , xn+p. Furthermore xn+p+1 depends only on xn−1, xn−2, . . ..
The usual Painleve´ property for differential equations is that the only movable sin-
gularities (singularities which depend on the initial conditions) of solutions of a Painleve´
equation are poles. Poles are isolated singularities, hence a discrete version of poles as
singularities is to require that singularities of a discrete equation are confined. This is the
case for discrete Painleve´ I. Consider for instance d-PI in the form
xn(xn+1 + xn + xn−1) = n,
then
xn+1 =
n
xn
− xn − xn−1,
and if xn = 0 then we have a singularity for xn+1 which becomes ±∞. For xn+2 we then
find ∓∞ and for xn+3 we have the indeterminate form (±∞) + (∓∞). A more careful
analysis is to put xn = ǫ and to expand xn+k in a Laurent series in ǫ. This gives
xn = ǫ
xn+1 =
n
ǫ
− xn−1 − ǫ
xn+2 = −n
ǫ
+ xn−1 +
n+ 1
n
ǫ+O(ǫ2)
xn+3 = −n + 3
n
ǫ+O(ǫ2)
xn+4 =
n
n+ 3
xn−1 +O(ǫ).
So we see that as ǫ→ 0 the indeterminate form for xn+3 becomes 0, but it does not give
a new singularity for xn+4. The singularity is confined to xn+1, xn+2, xn+3.
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The solution of d-PI can not be obtained in a closed form, but one can say a few
things about the behavior of the solution. Freud obtained the asymptotic behavior of the
solution of (2.13) in the following way. Since xn ≥ 0 for n ≥ 0 we have
x2n ≤ xn(xn+1 + xn + xn−1) = n + ρ∆n,
so that xn/
√
n is a bounded and positive sequence. Define A and B as the smallest and
largest accumulation points
0 ≤ A = lim inf
n→∞
xn√
n
≤ lim sup
n→∞
xn√
n
= B <∞.
Choose a subsequence n′ such that xn′/
√
n′ → A, then as n′ →∞ in (2.13) we have
1 ≤ A(2B + A).
In a similar way we can choose a subsequence n′′ such that xn′′/
√
n′′ → B, and as n′ →∞
in (2.13) we then find
B(2A +B) ≤ 1.
Together this gives
B(2A+B) ≤ A(2B + A),
so that B2 ≤ A2. But since we already know that A ≤ B, this implies that A = B and
hence
lim
n→∞
xn√
n
= A = B.
If we take the limit in the recurrence relation (2.13) then one finds 3A2 = 1 so that
A = 1/
√
3. Recall that xn = 2a
2
n, hence as a result we have
lim
n→∞
an
n1/4
=
1
4
√
12
. (2.14)
The recurrence relation (2.13), with initial conditions
x0 = 0, x1 =
2Γ(3+ρ
4
)
Γ(1+ρ
4
)
is very unstable for computing the recurrence coefficients. Lew and Quarles [13] showed
that there is a unique positive solution of the recurrence relation (2.13) with x0 = 0.
Hence a small error in x1 eventually destroys the positivity of xn. In Figure 1 we plotted
the values of xn obtained from the recurrence relation (with ρ = 0) by using 30 digits
accuracy. The xn are following the asymptotic behavior
√
n/3 quite well until n ∼ 50
and then large deviations from the true solution appear.
Lew and Quarles proved the unicity by showing that there is an operator F acting
on a Banach space of infinite sequences with x0 = 0, such that the positive solution
x = (x0, x1, x2, . . .) of (2.13) is a fixed point: F (x) = x. The operator F is then shown to
be a contraction, so that the fixed point is unique.
Observe that if we take a weight function of the form wρ(x) = |x|ρ exp(−x4 + λx2),
then the Pearson equation becomes
[w0(x)]
′ = (−4x3 + 2λx)w0(x),
7
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Figure 1: The result of computing xn from d-PI using 30 significant digits
and a slight modification of the previous computations gives the recurrence
4a2n(a
2
n+1 + a
2
n + a
2
n−1)− 2λa2n = n + ρ∆n.
If we put xn = 2a
2
n, then the xn satisfy the discrete Painleve´ equation d-PI with α = 1,
β = ρ/2, γ = −ρ/2 and δ = λ.
2.3 Freud weight m = 6
For the Freud weight wρ(x) = |x|ρ exp(−x6) one can proceed in a very similar way. The
Pearson equation now becomes
[w0(x)]
′ = −6x5w0(x),
so that ∫
∞
−∞
(pn(x)pn−1(x)|x|ρ)′w0(x) dx = 6
∫
∞
−∞
x5pn(x)pn−1(x)|x|ρw0(x) dx.
The integral on the right is∫
∞
−∞
x5pn(x)pn−1(x)|x|ρw0(x) dx = (J5)n,n−1
and this is
(J5)n,n−1 = an(a
2
n−2a
2
n−1 + a
4
n−1 + 2a
2
n−1a
2
n + a
2
n−1a
2
n+1
+ a4n + 2a
2
na
2
n+1 + a
4
n+1 + a
2
n+1a
2
n+2).
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Together with (2.6) this gives
6a2n(a
2
n−2a
2
n−1 + a
4
n−1 + 2a
2
n−1a
2
n + a
2
n−1a
2
n+1
+ a4n + 2a
2
na
2
n+1 + a
4
n+1 + a
2
n+1a
2
n+2) = n + ρ∆n. (2.15)
This is a fourth order non-linear recurrence relation for the recurrence coefficients. It is
within the hierarchy of discrete Painleve´ I [6]. Freud was also able to obtain the asymptotic
behavior for the an in this case. Obviously
6a6n ≤ 6a2n(a2n−2a2n−1+a4n−1+2a2n−1a2n+a2n−1a2n+1+a4n+2a2na2n+1+a4n+1+a2n+1a2n+2) = n+ρ∆n,
hence an/n
1/6 is a positive and bounded sequence. If we define
0 ≤ A = lim inf
n→∞
a2n
n1/3
≤ lim sup
n→∞
a2n
n1/3
= B <∞,
then by taking a subsequence that converges to A we find
6A(5B2 + 4AB + A) ≥ 1
and by taking a subsequence that converges to B we find
6B(5A2 + 4AB +B2) ≤ 1.
Combining both inequalities gives
6B(5A2 + 4AB +B2) ≤ 6A(5B2 + 4AB + A)
so that A2B +B3 ≤ AB2 + A3. This is equivalent with
(B − A)(A2 + AB +B2) ≤ (B −A)AB.
If we assume that A < B, then this would imply that A2 +B2 ≤ 0, or A = B = 0, which
is impossible (since A < B). Hence our assumption is false and A = B. Taking the limit
in (2.15) gives 60A3 = 1, hence
lim
n→∞
an
n1/6
=
1
6
√
60
. (2.16)
2.4 Freud’s conjecture
On the basis of (2.9), (2.14) and (2.16), Freud made the conjecture that for every m > 0
and ρ > −1 one has
lim
n→∞
an
n1/m
=
(
Γ(m+ 1)
Γ(m
2
)Γ(m
2
+ 1)
)−1/m
. (2.17)
Furthermore Freud showed that if the limit exists for even m, then it is equal to the
expression in (2.17). Freud could not prove the existence of the limit for even m ≥ 8
because the central coefficient an in the non-linear recurrence relation does not occur
sufficiently often and more non central coefficients an±k with k 6= 0 appear, making the
recurrence no longer ‘diagonally dominant’. The simple trick using lim sup and lim inf
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then no longer suffices to show that the limit exists. The proof of Freud’s conjecture for
every even integer m was given by Alphonse Magnus [15] [16]. His proof still consists of
obtaining a non-linear recurrence relation for the an (the Freud equation, which is within
the hierarchy of discrete Painleve´ I), but a more subtle argument is used to prove the
existence of the limit. Freud’s conjecture for generalm > 0 was finally proved by Lubinsky,
Mhaskar and Saff [14]. The proof for general m > 0 no longer uses a recurrence relation
for the recurrence coefficients but relies on the Mhaskar-Rakhmanov-Saff number and
results of weighted polynomial approximation and an equilibrium problem of logarithmic
potential theory with external field.
Form an even positive integer, Ma´te´, Nevai and Zaslavsky [18] obtained an asymptotic
expansion of the form
a2n
n1/m
=
∞∑
k=0
ck
n2k
,
where c0 is the constant in Freud’s conjecture (2.17), but the other coefficients ck with
k > 0 are not explicitly known. Their analysis is again based on the non-linear recurrence
relation for the recurrence coefficients.
3 Orthogonal polynomials on the unit circle
In this section we will consider orthogonal polynomials on the unit circle T = {z ∈ C :
|z| = 1}. A very good source for the general theory is the recent set of books by Barry
Simon [22]. The sequence of polynomials {ϕn, n = 0, 1, 2, . . .} is orthonormal on the unit
circle with respect to a weight w if
1
2π
∫ 2pi
0
ϕn(z)ϕm(z)w(θ) dθ = δn,m. (3.1)
These polynomials are unique if we agree to make the leading coefficient positive:
ϕn(z) = κnz
n + · · · , κn > 0.
The monic polynomials are usually denoted by Φn(z) = ϕn(z)/κn. An important property,
which replaces the three term recurrence relation for orthogonal polynomials on the real
line, is the Szego˝ recurrence
zΦn(z) = Φn+1(z) + αnΦ
∗
n(z), (3.2)
where Φ∗n(z) = z
nΦn(1/z) is the reversed polynomial and Φn is the polynomial Φn but with
complex conjugated coefficients. In [22] the recurrence coefficients αn (n = 0, 1, 2, 3, . . .)
are called Verblunsky coefficients. They are given by αn = −Φn+1(0) and they satisfy
|αn| < 1 for n ≥ 0 and α−1 = −1. An important relation between κn and αn was found
by Szego˝:
κ2n =
n∑
k=0
|ϕk(0)|2,
from which it follows that
κ2n+1 − κ2n = |ϕn+1(0)|2 = κ2n+1|αn|2,
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so that
κ2n
κ2n+1
= 1− |αn|2. (3.3)
3.1 Modified Bessel polynomials
We will take a closer look at the orthogonal polynomials on the unit circle for the weight
w(θ) = exp(λ cos θ), θ ∈ [−π, π].
observe that w(−θ) = w(θ), which implies that the Verblunsky coefficients are real.
Ismail [11, pp. 236–239] calls the resulting orthogonal polynomials the modified Bessel
polynomials since the trigonometric moments of this weight are in terms of the modified
Bessel function
1
2π
∫ 2pi
0
einθw(θ) dθ =
1
π
∫ pi
0
cos nθ exp(λ cos θ) dθ = In(λ).
These polynomials appear in the analysis of unitary random matrices [20, 23, 9] and play
an important role in the asymptotic distribution of the length of the longest increasing
subsequence of random permutations [2].
Periwal and Shevitz [20] found a non-linear recurrence relation for the Verblunsky
coefficients of these orthogonal polynomials (see also [9, 23]). If z = eiθ then
w(θ) = exp
(
λ
2
(z +
1
z
)
)
:= wˆ(z),
and this weight satisfies a Pearson equation of the form
wˆ′(z) =
λ
2
(1− 1
z2
)wˆ(z). (3.4)
Consider the integral
1
2πi
∫
T
ϕn(z)ϕn+1(z)wˆ
′(z)
dz
z
, (3.5)
then by means of Pearson’s equation (3.4) we find
1
2πi
∫
T
ϕn(z)ϕn+1(z)wˆ
′(z)
dz
z
=
λ
4πi
∫
T
ϕn(z)ϕn+1(z)(1 − 1
z2
)wˆ(z)
dz
z
=
λ
4π
∫
2pi
0
ϕn(z)ϕn+1(z)w(θ) dθ
− λ
4π
∫ 2pi
0
ϕn(z)z2ϕn+1(z)w(θ) dθ.
The first integral on the right is zero because of orthogonality. For the second integral we
use the recurrence (3.2) for the orthonormal polynomials
zϕn(z) =
κn
κn+1
ϕn+1(z) + αnϕ
∗
n(z) (3.6)
11
to find
λ
4π
∫ 2pi
0
z2ϕn(z)ϕn+1(z)w(θ) dθ =
κn
κn+1
λ
4π
∫ 2pi
0
zϕn+1(z)ϕn+1(z)w(θ) dθ
+ αn
λ
4π
∫
2pi
0
zϕ∗n(z)ϕn+1(z)w(θ) dθ.
If we use (3.6) for n+ 1 and orthogonality, then
κn
κn+1
λ
4π
∫ 2pi
0
zϕn+1(z)ϕn+1(z)w(θ) dθ = αn+1
κn
κn+1
λ
4π
∫ 2pi
0
ϕ∗n+1(z)ϕn+1(z)w(θ) dθ
= −λ
2
κn
κn+1
αn+1αn
because
ϕ∗n+1(z) =
ϕn+1(0)
κn+1
ϕn+1(z) + lower degree terms
= −αnϕn+1(z) + lower degree terms.
In a similar way we have
zϕ∗n(z) = −αn−1
κn
κn+1
ϕn+1(z) + lower degree terms
so that
αn
λ
4π
∫ 2pi
0
zϕ∗n(z)ϕn+1(z)w(θ) dθ = −
λ
2
αnαn−1
κn
κn+1
.
Combining all these results gives
1
2πi
∫
T
ϕn(z)ϕn+1(z)wˆ
′(z)
dz
z
=
λ
2
κn
κn+1
(αn+1αn + αnαn−1). (3.7)
We can compute this integral also using integration by parts, to find
1
2πi
∫
T
ϕn(z)ϕn+1(z)wˆ
′(z)
dz
z
= − 1
2πi
∫
T
[zϕn(z)ϕn+1(z)]
′wˆ(z) dz.
We have to be a little bit careful because zϕn(z) is not analytic in the complex plane, but
on the unit circle T we have ϕn(z) = z
−nϕ∗n(z) so that
1
2πi
∫
T
[zϕn(z)ϕn+1(z)]
′wˆ(z) dz =
1
2πi
∫
T
[z−n−1ϕ∗n(z)ϕn+1(z)]
′wˆ(z) dz
= −n + 1
2πi
∫
T
z−n−1ϕ∗n(z)ϕn+1(z)wˆ(z)
dz
z
+
1
2πi
∫
T
z−n[ϕ∗n]
′(z)ϕn+1(z)wˆ(z)
dz
z
+
1
2πi
∫
T
z−nϕ∗n(z)ϕ
′
n+1(z)wˆ(z)
dz
z
.
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If we use the recurrence relation (3.6) then
1
2πi
∫
T
z−n−1ϕ∗n(z)ϕn+1(z)wˆ(z)
dz
z
=
1
2π
∫
2pi
0
zϕn(z)ϕn+1(z)w(θ) dθ
=
κn
κn+1
,
by orthogonality we find
1
2πi
∫
T
z−n[ϕ∗n]
′(z)ϕn+1(z)wˆ(z)
dz
z
=
1
2π
∫ 2pi
0
zϕ′n(z)ϕn+1(z)w(θ) dθ
= 0,
and if we use
ϕ′n+1(z) = (n+ 1)
κn+1
κn
ϕn(z) + lower degree terms,
then
1
2πi
∫
T
z−nϕ∗n(z)ϕ
′
n+1(z)wˆ(z)
dz
z
=
1
2π
∫
2pi
0
ϕn(z)ϕ
′
n+1(z)w(θ) dθ
= (n+ 1)
κn+1
κn
.
These computations give
1
2πi
∫
T
[zϕn(z)ϕn+1(z)]
′wˆ(z) dz = (n + 1)
κn+1
κn
(
1− κ
2
n
κ2n+1
)
. (3.8)
Now we can combine (3.7) and (3.8) to find
−λ
2
κn
κn+1
(αn+1αn + αnαn−1) = (n+ 1)
κn+1
κn
(
1− κ
2
n
κ2n+1
)
which, together with (3.3) gives
−λ
2
(1− |αn|2)(αn+1αn + αnαn−1) = (n+ 1)|αn|2.
Recall that w(−θ) = w(θ) implies that the αn are real. Hence when αn 6= 0 then
−λ
2
(1− α2n)(αn+1 + αn−1) = (n+ 1)αn. (3.9)
This non-linear recurrence relation corresponds to the discrete Painleve´ equation d-PII
xn+1 + xn−1 =
xn(αn+ β) + γ
1− x2n
with αn = xn, α = β = −2/λ and γ = 0. The initial values are
α−1 = −1, α0 =
∫ 2pi
0
zw(θ) dθ∫
2pi
0
w(θ) dθ
=
I1(λ)
I0(λ)
.
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4 Discrete orthogonal polynomials
In this section we will study certain discrete orthogonal polynomials on the integers N.
The orthonormality now becomes
∞∑
k=0
pn(k)pm(k)wk = δn,m, n,m ≥ 0. (4.1)
Instead of the differential operator we will now be using difference operators, namely the
forward difference ∆ and the backward difference ∇ for which
∆f(x) = f(x+ 1)− f(x), ∇f(x) = f(x)− f(x− 1).
We now have two sequences {an : n = 1, 2, . . .} and {bn : n = 0, 1, 2, . . .} of recurrence
coefficients, and we need two recurrence relations to determine all an and bn.
4.1 Charlier polynomials
Charlier polynomials are the orthonormal polynomials for the Poisson distribution
wk =
ak
k!
, k ∈ N, a > 0.
Observe that
wk−1 =
k
a
wk (4.2)
which is the (discrete) Pearson equation for the Poisson distribution. It can also be written
as a∇wk = (a − k)wk. The Pearson equation gives the following structure relation for
Charlier polynomials.
Lemma 4.1. For the orthonormal Charlier polynomials one has
pn(x+ 1) = pn(x) +
an
a
pn−1(x), (4.3)
where an are the coefficients in the recurrence relation (1.2).
Proof. If we expand pn(x+ 1) into a Fourier series, then
pn(x+ 1) =
n∑
j=0
An,jpj(x),
and if we compare the leading coefficients then An,n = 1. The other Fourier coefficients
are given by
An,j =
∞∑
k=0
pn(k + 1)pj(k)wk =
∞∑
k=1
pn(k)pj(k − 1)wk−1,
and if we use (4.2) then this gives
An,j =
1
a
∞∑
k=0
kpn(k)pj(k − 1)wk.
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The polynomial xpj(x − 1) has degree j + 1, hence by orthogonality An,j = 0 whenever
j < n− 1. For j = n− 1 we have
xpn−1(x− 1) = γn−1
γn
pn(x) + lower degree terms
so that (1.4) gives the desired result.
Note that we can write (4.3) also as
∆pn(x) =
an
a
pn−1(x).
If we compare the leading coefficient in the latter, then nγn = anγn−1/a, so that
a2n = an.
We will now compute the sum
∞∑
k=0
p2n(k + 1)wk
in two different ways. If we use the Pearson equation (4.2) then
∞∑
k=0
p2n(k + 1)wk =
∞∑
k=1
p2n(k)wk−1 =
1
a
∞∑
k=0
kp2n(k)wk =
bn
a
.
On the other hand, the structure relation (4.3) gives
∞∑
k=0
p2n(k + 1)wk =
∞∑
k=0
(
pn(k) +
an
a
pn−1(k)
)2
wk = 1 +
a2n
a2
.
Combining both computations gives
bn = a+
a2n
a
= n+ a.
These simple computations show that the recurrence coefficients for Charlier polynomials
are given by
an =
√
an, bn = n+ a.
4.2 Generalized Charlier polynomials
If we take the weights
wk =
ak
(k!)N
, k ∈ N, a > 0,
with N ∈ {1, 2, 3, . . .}, then for N = 1 one finds the Charlier polynomials and for N ≥ 2
the generalized Charlier polynomials. These were introduced by Hounkonnou et al. in
[10]. The Pearson equation is
wk−1 =
kN
a
wk, (4.4)
which can also be written as a∇wk = (a − kN )wk. For N ≥ 2 the factor a − kN is a
polynomial in k of degree greater than one, and hence the weight is no longer classical
but semi-classical. We will investigate the case N = 2 in more detail.
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Lemma 4.2. For N = 2 the generalized Charlier polynomials satisfy the structure relation
pn(x+ 1) = pn(x) +
n
an
pn−1(x) +
anan−1
a
pn−2(x), (4.5)
where an are the recurrence coefficients in the three-term recurrence relation (1.2).
Proof. If we expand pn(x+ 1) into a Fourier series, then
pn(x+ 1) =
n∑
j=0
An,jpj(x).
Comparing coefficients of xn gives An,n = 1, and comparing coefficients of x
n−1 gives
An,n−1 = n/an. The remaining Fourier coefficients are given by
An,j =
∞∑
k=0
pn(k + 1)pj(k)wk =
∞∑
k=1
pn(k)pj(k − 1)wk−1.
If we use the Pearson equation (4.4) then
An,j =
1
a
∞∑
k=0
pn(k)pj(k − 1)k2wk.
The polynomial x2pj(x − 1) is of degree j + 2 and hence by orthogonality An,j = 0 for
j < n− 2. For j = n− 2 we have
x2pn−2(x− 1) = γn−2
γn
pn(x) + lower degree terms
so that
An,n−2 =
1
a
γn−2
γn
=
anan−1
a
,
where we used (1.4), which gives the required result.
The structure relation (4.5) can also be written as
∆pn(x) =
n
an
pn−1(x) +
anan−1
a
pn−2(x).
If we compare coefficients of xn−2, where we use
pn(x) = γnx
n + δnx
n−1 + · · · ,
then we find (
n
2
)
γn + (n− 1)δn = n
an
δn−1 +
anan−1
a
γn−2. (4.6)
If x1,n < x2,n < · · · < xn,n are the zeros of pn, then by Vie`te’s symmetric formulas we
have
δn
γn
= −
n∑
k=1
xk,n.
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The zeros of pn are equal to the eigenvalues of the truncated Jacobi matrix
Jn =

b0 a1
a1 b1 a2
a2 b2 a3
a3 b3
. . .
. . .
. . . an−1
an−1 bn−1

and the sum of all eigenvalues is the trace of the matrix, hence
δn
γn
= −
n−1∑
j=0
bj .
If we use this in (4.6), then (
n
2
)
− nbn−1 +
n−1∑
j=0
bj =
a2na
2
n−1
a
. (4.7)
In order to get rid of the non-homogeneous terms, we put bn = n + bˆn, and the relation
becomes
−nbˆn−1 +
n−1∑
j=0
bˆj =
a2na
2
n−1
a
.
Differencing both sides gives
−na(bˆn − bˆn−1) = a2n(a2n+1 − a2n−1), (4.8)
which may be considered as the first Freud equation for the recurrence coefficients.
Next, we will compute
∞∑
k=0
pn(k + 1)pn−1(k + 1)wk
in two different ways. First we use the Pearson equation (4.4) to find
∞∑
k=0
pn(k + 1)pn−1(k + 1)wk =
∞∑
k=1
pn(k)pn−1(k)wk−1
=
1
a
∞∑
k=0
k2pn(k)pn−1(k)wk
=
1
a
(J2)n,n−1.
The entry (J2)n,n−1 can be computed easily by repeatedly using the recurrence relation
(1.2) and is equal to (J)2n,n−1 = an(bn + bn−1), so that
∞∑
k=0
pn(k + 1)pn−1(k + 1)wk =
an(bn + bn−1)
a
. (4.9)
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On the other hand, we can use the structure relation (4.5) to find
∞∑
k=0
pn(k + 1)pn−1(k + 1)wk =
∞∑
k=0
(
pn(k) +
n
an
pn−1(k) +
anan−1
a
pn−2(k)
)
×
(
pn−1(k) +
n− 1
an−1
pn−2(k) +
an−1an−2
a
pn−3(k)
)
wk
=
n
an
+
(n− 1)an
a
, (4.10)
where the last equality follows from the orthonormality (4.1). Combining (4.9) and (4.10),
and recalling that bn = n+ bˆn, then gives the second Freud equation
a2n(bˆn + bˆn−1 + n) = na. (4.11)
If we eliminate na from the two equation (4.8) and (4.11), then
−(bˆn + bˆn−1 + n)(bˆn − bˆn−1) = a2n+1 − a2n−1.
Summing both sides of this equation gives
−bˆ2n +
n−1∑
k=0
bˆk − nbˆn = a2n+1 + a2n − a. (4.12)
Summing both sides of (4.8) gives
a
(
n−1∑
k=0
bˆk − nbˆn
)
= a2na
2
n+1. (4.13)
Combining (4.12) and (4.13) then gives
a2na
2
n+1 − a(a2n+1 + a2n) + a2 = abˆ2n,
which is equivalent to
abˆ2n = (a
2
n+1 − a)(a2n − a). (4.14)
This means that a2n − a and a2n+1 − a have the same sign, and since a0 = 0 we must
conclude that a2n − a < 0 for n ≥ 0. We may therefore write
a2n = a(1− c2n), (4.15)
with c0 = 1, and then (4.14) becomes
bˆn =
√
acncn+1. (4.16)
The second Freud equation (4.11) becomes
(1− c2n)
√
a(cn+1 + cn−1) = ncn. (4.17)
If we compute the coefficients cn from the recurrence relation (4.17), then we obtain the
recurrence coefficients bn = n + bˆn from (4.16) and the an from (4.15). The non-linear
recurrence relation (4.17) corresponds to the discrete Painleve´ II equation
xn+1 + xn−1 =
xn(αn+ β) + γ
1− x2n
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with cn = xn and α = 1/
√
a, β = γ = 0. We need to find the solution with c0 = 1 and
c21 = 1 − a21/a. Observe that if we require that p1(x) = (x− b0)p0/a1 is orthogonal to p0,
then
∞∑
k=0
(k − b0)wk = 0
so that
b0 =
∞∑
k=0
k
ak
(k!)2
∞∑
k=0
ak
(k!)2
=
√
aI1(2
√
a)
I0(2
√
a)
,
where
Iν(z) =
∞∑
k=0
(z/2)2k+ν
k!Γ(k + ν + 1)
is the modified Bessel function. From (4.16) we then see that
c1 =
I1(2
√
a)
I0(2
√
a)
. (4.18)
The non-linear recurrence relation (4.17) with initial conditions c0 = 1 and c1 =
I1(2
√
a)/I0(2
√
a) is again very unstable for computing all the cn recursively. One can
show that the discrete Painleve´ equation with γ = 0 and c0 = ±1 has only one solution
for which −1 < cn < 1 for all n ≥ 1 (see [24]), and this is the solution that we need
since a2n = a(1− c2n) needs to be positive. Hence a slight deviation from the actual initial
value c1 will destroy the positivity of the a
2
n eventually. In Figure 2 we have plotted the
cn obtained from the recurrence relation with an accuracy of 30 digits. The cn converge
quickly to zero, but for n near 40 we see that the cn deviate quite a lot from zero.
The discrete Painleve´ II equation also arose in Section 3 for the Verblunsky coefficients
of certain orthogonal polynomials on the unit circle. Verblunsky coefficients always have
the property that |αn| < 1 for n ≥ 0, hence in that case one also requires the unique
solution with α−1 = −1 for which −1 < αn < 1 for n ≥ 0. Observe that there is a shift in
the index since we are using Verblunsky coefficients, in which case the recurrence starts
with α−1 = −1.
Obviously the equation (4.17) satisfies the discrete Painleve´ property. Indeed, we have
cn+1 =
ncn/
√
a
1− c2n
− cn−1,
hence a singularity will appear in cn+1 whenever cn = ±1. A careful analysis gives that
for cn near 1
cn = 1 + ǫ
cn+1 = − n
2
√
a
1
ǫ
− n
4
√
a
− cn−1 +O(ǫ)
cn+2 = −1 + n+ 2
n
ǫ+O(ǫ2)
cn+3 =
n+ 1√
a(n+ 2)
− n
n + 2
cn−1 +O(ǫ),
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30 digits accuracy
–2
0
2
4
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10
12
10 20 30 40 50
Figure 2: The result of computing cn from d-PII using 30 significant digits
and near −1
cn = −1 + ǫ
cn+1 = − n
2
√
a
1
ǫ
+
n
4
√
a
− cn−1 +O(ǫ)
cn+2 = 1 +
n+ 2
n
ǫ+O(ǫ2)
cn+3 = − n + 1√
a(n + 2)
− n
n + 2
cn−1 +O(ǫ),
so that in both cases the singularity is confined to cn+1 and cn+2. Observe that the critical
value 1 for cn results in the critical value −1 for cn+2, and that the critical value −1 for
cn results in the critical value 1 for cn+2.
5 q-Orthogonal polynomials
Here we consider orthogonal polynomials on the exponential lattice {±qn, n ∈ N}, where
0 < q < 1. The orthogonality is of the form∫ 1
−1
pn(x)pm(x)w(x) dqx = δm,n, (5.1)
where the q-integral is defined by∫ 1
−1
f(x) dqx = (1− q)
∞∑
k=0
f(qk)qk + (1− q)
∞∑
k=0
f(−qk)qk.
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We will only consider even weights for which w(−x) = w(x), in which case the orthogonal
polynomials have the symmetry property pn(−x) = (−1)npn(x), i.e., the polynomials are
even when n is even and odd when n is odd. The recurrence relation will then be of the
form
xpn(x) = an+1pn+1(x) + anpn−1(x), (5.2)
with p−1 = 0. The results in this section were obtained for the first time by Nijhoff [19],
but we take a slightly different approach.
5.1 Discrete q-Hermite I polynomials
The orthonormal discrete q-Hermite I polynomials [12, §3.28] are given by∫
1
−1
pn(x)pm(x)(qx; q)∞(−qx; q)∞ dqx = δm,n,
where
(x; q)∞ =
∞∏
k=0
(1− xqk).
Observe that
(qx; q)∞(−qx; q)∞ =
∞∏
k=0
(1− x2q2k) = (x2q2; q2)∞,
so that the weight can be defined as w(x) = (x2q2; q2)∞. In terms of the q-exponential
function Eq(z) = (−z; q)∞ we have w(x) = Eq2(−x2q2), and since Eq((1− q)z)→ exp(z)
when q → 1 it follows that w(
√
1− q2x)→ exp(−x2) when q → 1, which shows that this
weight is a q-analog of the Hermite weight. One easily finds that
(1− x2)w(x) = w(x/q), (5.3)
which is the Pearson equation for this weight on the q-lattice. The structure relation for
the corresponding orthogonal polynomials is in terms of the q-difference operator Dq for
which
Dqf(x) =

f(qx)− f(x)
x(q − 1) , if x 6= 0,
f ′(0), if x = 0.
Lemma 5.1. The discrete q-Hermite I polynomials satisfy
Dqpn(x) =
an
qn−1(1− q) pn−1. (5.4)
Proof. Clearly Dqpn(x) is a polynomial of degree n−1 and Dqpn(−x) = (−1)n−1Dqpn(x).
If we expand this polynomial into a Fourier series, then
Dqpn(x) =
n−1∑
j=0
aj,npj(x),
with
aj,n =
∫
1
−1
Dqpn(x) pj(x)w(x) dqx.
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The symmetry shows that aj,n = 0 whenever n− j is even. When n− j is odd then
aj,n = 2(1− q)
∞∑
k=0
Dqpn(q
k) pj(q
k)qkw(qk)
= −2
∞∑
k=0
[pn(q
k+1)− pn(qk)]pj(qk)w(qk)
= −2
∞∑
k=0
pn(q
k+1)pj(q
k)w(qk) + 2
∞∑
k=0
pn(q
k)pj(q
k)w(qk).
Both sums are finite since either pn or pj is an odd polynomial. Using the Pearson equation
(5.3), and a shift in the summation index in the first sum, gives
aj,n = −2
∞∑
k=0
pn(q
k)pj(q
k−1)w(qk)(1− q2k) + 2
∞∑
k=0
pn(q
k)pj(q
k)w(qk)
=
∫
1
−1
pn(x)
pj(x/q)− pj(x)
x(q − 1) w(x) dqx+
1
1− q
∫
1
−1
xpn(x)pj(x/q)w(x) dqx.
The first integral on the right is zero because of orthogonality. The second integral only
gives a contribution when j = n− 1, in which case
an−1,n =
1
1− q
∫ 1
−1
xpn(x)pn−1(x/q)w(x) dqx.
The recurrence relation (5.2) gives
xpn−1(x/q) = qanpn(x/q) + qan−1pn−2(x/q),
and since
pn(x/q) = q
−npn(x) + lower degree terms
this gives
an−1,n =
qan
1− q
∫
1
−1
pn(x)pn(x/q)w(x) dqx =
an
qn−1(1− q) ,
which gives the desired structure relation.
If we compare the leading coefficients on both sides of (5.4), then
γn
1− qn
1− q = γn−1
an
qn−1(1− q) ,
so that we find
a2n = q
n−1(1− qn),
which are indeed the recurrence coefficients as given in [12, §3.28]. So for these orthogo-
nal polynomials the recurrence coefficients can be found immediately from the structure
relation (5.4). Observe that the a2n tend to zero exponentially fast and that
lim
n→∞
a2n/q
n−1 = 1,
and
lim
q→1
a2n
1− q2 =
n
2
,
and the latter are the recurrence coefficients (2.8) for the Hermite polynomials (ρ = 0).
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5.2 Discrete q-Freud polynomials
A q-analog of the Freud polynomials with weight exp(−x4) can be obtained by taking
the weight w(x) = (q4x4; q4)∞ = Eq4(−q4x4) on the exponential lattice. Observe that
w( 4
√
1− q4x)→ exp(−x4) as q → 1. This weight satisfies
(1− x4)w(x) = w(x/q), (5.5)
and the structure relation for these semi-classical polynomials is:
Lemma 5.2. The orthonormal polynomials for which∫ 1
−1
pn(x)pm(x)(x
4q4; q4)∞ dqx = δm,n,
satisfy
Dqpn(x) =
Bn
1− q pn−1(x) +
An
1− q pn−3(x), (5.6)
with
An =
anan−1an−2
qn−3
(5.7)
Bn =
an
qn−1
(
n+1∑
j=1
a2j − q2
n−2∑
j=1
a2j
)
. (5.8)
Proof. Expanding Dqpn into a Fourier series gives
Dqpn(x) =
n−1∑
j=0
aj,npj(x),
with
aj,n =
∫ 1
−1
Dqpn(x) pj(x)w(x) dqx.
Again aj,n = 0 whenever n − j is even. When n − j is odd then, as in the proof of
Lemma 5.1, we have
aj,n =
∫ 1
−1
pn(x)
pj(x/q)− pj(x)
x(q − 1) w(x) dqx+
1
1− q
∫ 1
−1
x3pn(x)pj(x/q)w(x) dqx,
where we have now used the Pearson equation (5.5). Again the first integral on the right
vanishes because of orthogonality. The second integral only gives a contribution when
j = n− 1 or j = n− 3. For j = n− 3 we have
an−3,n =
1
1− q
∫
1
−1
x3pn(x)pn−3(x)w(x) dqx,
and since
x3pn−3(x/q) =
γn−3
γn
q−n+3pn(x) + lower degree terms
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we easily find
an−3,n =
anan−1an−2
(1− q)qn−3 ,
which gives (5.7). For j = n− 1 we have
an−1,n =
1
1− q
∫ 1
−1
x3pn(x)pn−1(x)w(x) dqx,
and if we write
x3pn−1(x/q) = An+2pn+2(x) +Bnpn(x) + lower degree terms, (5.9)
then the orthonormality gives
an−1,n =
Bn
1− q .
If we compare coefficients of xn in (5.9) then
δn−1q
−n+3 = An+2δn+2 +Bnγn,
where pn(x) = γnx
n + δnx
n−2 + · · · , so that using (5.7) gives
Bn =
an
qn−1
(
q2
δn−1
γn−1
− δn+2
γn+2
)
.
If we compare coefficients of xn−1 in the recurrence relation (5.2) then
δn = an+1δn+1 + anγn−1,
from which one easily finds
δn+1
γn+1
− δn
γn
= −a2n,
which gives
δn
γn
= −
n−1∑
j=1
a2j , (5.10)
and using this in the formula for Bn gives the desired expression (5.8).
If we compare coefficients of xn−1 in the structure relation (5.6) then
γn(1− qn) = γn−1Bn. (5.11)
Comparing coefficients of xn−3 in (5.6) gives
δn(1− qn−2) = δn−1Bn + γn−3An,
which together with (5.11) gives
An =
γn
γn−3
(
δn
γn
(1− qn−2)− δn−1
γn−1
(1− qn)
)
.
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Together with (5.7) and (5.10) this gives
a2na
2
n−1a
2
n−2 = q
n−3
(
qn−2(1− q2)
n−2∑
j=1
a2j − (1− qn−2)a2n−1
)
. (5.12)
On the other hand, if we compare (5.11) with (5.8) then we find
1− qn
an
=
an
qn−1
(
n+1∑
j=1
a2j − q2
n−2∑
j=1
a2j
)
,
which can be written as
qn−1(1− qn) = a2n
(
a2n+1 + a
2
n + a
2
n−1 + (1− q2)
n−2∑
j=1
a2j
)
. (5.13)
If we take (5.12) with the index n raised by one, then we can find
(1− q2)
n−2∑
j=1
a2j = q
−2n+3a2n+1a
2
na
2
n−1 − (1− q2)a2n−1 − (1− q−n+1)a2n,
and if we insert this in (5.13) then we find the second order non-linear equation
qn−1(1− qn) = a2n
(
a2n+1 + q
−n+1a2n + q
2a2n−1 + q
−2n+3a2n+1a
2
na
2
n−1
)
. (5.14)
We claim that this equation is a q-deformation of the discrete Painleve´ I equation. Indeed,
if we take xn = a
2
n/
√
1− q4 then
qn−1
1− qn
1− q4 = xn
(
xn+1 + q
−n+1xn + q
2xn−1 + (1− q4)q−2n+3xn+1xnxn−1
)
,
which for q → 1 converges to
n
4
= xn(xn+1 + xn + xn−1),
which is the discrete Painleve´ I equation (2.12) for Freud polynomials (with ρ = 0). If we
put a2n = q
n−1yn then (5.14) can be rewritten as
qn(yn+1yn + 1)(yn−1yn + 1) = 1− y2n. (5.15)
This could therefore be called a q-discrete Painleve´ I equation (q-PI).
We can easily find the asymptotic behavior as n→∞. First observe that from (5.14)
we find the upper bound
q−n+1a4n ≤ qn−1(1− qn),
so that a4n ≤ q2n−2(1− qn), and an tends to zero as n→∞. Let A = lim supn→∞ a2n/qn−1,
then if we take a such that a2n/q
n−1 converges to A, equation (5.14) gives A2 = 1. A
similar reasoning also shows that B = lim infn→∞ a
2
n/q
n−1 is such that B2 = 1. Hence we
may conclude that
lim
n→∞
a2n/q
n−1 = 1.
25
The equation (5.15) has the singularity confinement property. Indeed, a singularity
occurs for yn+1 whenever yn = 0. So if we put yn = ǫ, then some straightforward calculus
gives
yn = ǫ,
yn+1 = q
−n(1− qn) 1
ǫ
− q−nyn−1 +O(ǫ),
yn+2 = −q−n−1(1− qn) 1
ǫ
+ yn−1/q +O(ǫ),
yn+3 = −q−2 1− q
n+3
1− qn ǫ+O(ǫ
2),
yn+4 = q
2 1− qn
1− qn+3 yn−1 +O(ǫ).
Hence the singularity is confined to yn+1, yn+2, yn+3.
Again the recurrence relation (5.14) or (5.15) is very unstable for computing the re-
currence coefficients recursively. One can show [24] that there is again a unique solution
of (5.15) with y0 = 0 which is positive for all n > 0, and this is the solution for which
yn = a
2
n/q
n−1. This solution is such that yn → 1 and
y1 = a
2
1 =
∫
1
−1
x2(x4q4; q4)∞ dqx∫
1
−1
(x4q4; q4)∞ dqx
=
(q; q4)∞
(q3; q4)∞
,
where the integrals can be computed using the q-binomial theorem. In Figure 3 we have
computed log |yn| recursively for q = 0.9 with 50 significant digits.
50 digits accuracy
–1
0
1
2
3
4
10 20 30 40 50
Figure 3: The result of computing log |yn| from (5.15) (q = 0.9) using 50 significant digits
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5.3 Another discrete q-Freud case
If we take the weight w(x) = (x2q2; q2)∞(cx
2q2; q2)∞, with c ≤ 1, then w is positive on
the q-lattice and it satisfies the Pearson equation
(1− x2)(1− cx2)w(x) = w(x/q). (5.16)
If c = −1 + a
√
1− q4 then w( 4
√
1− q4 x) → exp(−x4 − 2ax2) so that this gives us a q-
deformation of the Freud weight exp(−x4−2ax2). Observe that c = −1 gives the discrete
q-Freud polynomials considered in the previous section and c = 0 gives the discrete q-
Hermite I polynomials.
Lemma 5.3. The structure relation for the orthonormal q-polynomials with weight w(x) =
(x2q2; q2)∞(cx
2q2; q2)∞ on the q-lattice {±qn, n ∈ N} is
Dqpn(x) =
B̂n
1− qpn−1(x) +
Ân
1− qpn−3(x), (5.17)
where
Ân = −canan−1an−2
qn−3
(5.18)
B̂n = −c an
qn−1
(
n+1∑
j=1
a2j − q2
n−2∑
j=1
a2j −
1 + c
c
)
. (5.19)
Proof. The proof is a straightforward copy of the proof of Lemma 5.2, except that one
uses the Pearson equation (5.16). The Pearson equation contains the quartic polynomial
(1− x2)(1− cx2) = 1− (1 + c)x2 + x4 so that one ends up with integrals of the form
Ân =
∫
1
−1
[(1 + c)x− cx3]pn(x)pn−3(x)w(x) dqx = −cAn
B̂n =
∫ 1
−1
[(1 + c)x− cx3]pn(x)pn−1(x)w(x) dqx = −cBn + (1 + c) an
qn−1
,
where An and Bn are given by (5.7)–(5.8).
Reasoning in the same way as in the previous section, i.e., comparing the coefficients
of xn−1 and xn−3 in (5.6), one arrives at
qn−1(1− qn) = −ca2n
(
a2n+1 + q
−n+1a2n + q
2a2n−1 −
1 + c
c
− cq−2n+3a2n+1a2na2n−1
)
. (5.20)
If we put a2n = q
n−1yn, then this can be rewritten as
(1− yn)(1− cyn) = qn(cyn+1yn − 1)(cyn−1yn − 1), (5.21)
which is a more general form of the q-discrete Painleve´ I equation in (5.15).
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Appendix
Several discrete Painleve´ equations have appeared in the literature, and the list is certainly
longer than the six Painleve´ differential equations. Sakai [21] made a classification in terms
of rational surfaces associated with affine root systems and the most general (elliptic)
discrete Painleve´ equation is related with the affine Weyl group symmetry of type E8.
Sakai’s classification does not give explicit expressions for the discrete Painleve´ equations.
A few important discrete Painleve´ equations are listed below. The list was compiled by
Peter Clarkson and I thank him for his permission to present it in this paper.
A.1 Discrete Painleve´ equations
d-PI xn+1 + xn + xn−1 =
zn + γ(−1)n
xn
+ δ
d-PII xn+1 + xn−1 =
xnzn + γ
1− x2n
d-PIV (xn+1 + xn)(xn + xn−1) =
(x2n − κ2)(x2n − µ2)
(xn + zn)2 − γ2
d-PV
(xn+1 + xn − zn+1 − zn)(xn + xn−1 − zn − zn−1)
(xn+1 + xn)(xn + xn−1)
=
[(xn − zn)2 − α2][(xn − zn)2 − β2]
(xn − γ2)(xn − δ2)
where zn = αn+ β and α, β, γ, δ, κ, µ are constants.
A.2 q-discrete Painleve´ equations
q-PII (xn+1xn − 1)(xnxn−1 − 1) = λnλn−1xn
α2(xn − αλn)
q-PII xn+1xn−1 = αλn
λn + xn
xn(xn − 1)
q-PIII xn+1xn−1 =
(xn + α)(xn + β)
(γλnxn + 1)(δλnxn + 1)
q-PIV (xn+1xn − 1)(xnxn−1 − 1) = γδ(xn + α)(xn + 1/α)(xn + β)(xn + 1/β)
(γλnxn + 1)(δλnxn + 1)
q-PV (xn+1xn − 1)(xnxn−1 − 1) = γδλ
2
n(xn − α)(xn − 1/α)(xn − β)(xn − 1/β)
(xn − γλn)(xn − δλn)
q-PVI
(xnxn+1 − λnλn+1)(xnxn−1 − λnλn−1)
(xnxn+1 − 1)(xnxn−1 − 1)
=
(xn − αλn)(xn − λn/α)(xn − βλn)(xn − λn/β)
(xn − γ)(xn − 1/γ)(xn − δ)(xn − 1/δ)
with a+ b+ c+ d = 0, p+ q + r + s = 0
where λn = λ0q
n and α, β, γ and δ are constants.
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A.3 Asymmetric discrete Painleve´ equations
xn+1 =
f1(yn) + xnf2(yn)
f3(yn) + xnf4(yn)
yn−1 =
g1(xn) + yng2(xn)
g3(xn) + yng4(yn)
α-d-PI xn+1 + xn + yn = δ +
zn − γ
yn
yn + yn−1 + xn = δ +
zn+1/2 + γ
xn
α-d-PII xn+1 + xn =
2(ynzn + γ)
1− y2n
yn + yn−1 =
2(xnzn+1/2 − δ)
1− x2n
α-d-PIII xn+1xn =
(yn − qna)(yn − qnb)
(yn − c)(yn − d) ynyn−1 =
(xn − qnα)(xn − qnβ)
(xn − γ)(xn − δ)
(
αβ
γδ
= q
ab
cd
)
α-d-PIV (yn + xn)(xn+1 + yn) =
(yn − a)(yn − b)(yn − c)(yn − d)
(yn + γ − zn)(yn − γ − zn)
(yn + xn)(xn + yn−1) =
(xn + a)(xn + b)(xn + c)(xn + d)
(xn + δ − zn+1/2)(xn − δ − zn+1/2)
with a + b+ c+ d = 0
α-d-PV
(yn + xn+1 − zn − zn+1)(xn+1 + yn − zn − zn−1)
(yn + xn)(xn+1 + yn)
=
(yn − zn − a)(yn − zn − b)(yn − zn − c)(yn − zn − d)
(yn − p)(yn − q)(yn − r)(yn − s)
(yn + xn+1 − zn − zn−1/2)(xn+1 + yn − zn−1/2 − zn−1)
(yn + xn)(xn + yn−1)
=
(xn − zn−1/2 + a)(xn − zn−1/2 + b)(xn − zn−1/2 + c)(xn − zn−1/2 + d)
(xn + p)(xn + q)(xn + r)(xn + s)
α-q-PV (xnyn − 1)(xn−1yn − 1) = q2n (yn − a)(yn − b)(yn − c)(yn − d)
(qn − κyn)(qn − yn/κ)
(xnyn − 1)(xnyn+1 − 1) = q2n+1 (xn − 1/a)(xn − 1/b)(xn − 1/c)(xn − 1/d)
(qn+1/2 − µyn)(qn+1/2 − yn/µ)
with abcd = 0
α-d-PVI

xnxn+1 =
β3β4(yn − qnα1)(yn − qnα2)
(yn − α3)(yn − α4)
ynyn−1 =
α3α4(xn − qnβ1)(xn − qnβ2)
(xn − β3)(xn − β4)
with
α1α2
α3α4
= q
β1β2
β3β4
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where zn = αn+ β and a, b, c, d, p, q, r, s, α, β, γ and δ are constants.
A.4 Alternative discrete Painleve´ equations
a-d-PI xn+1 + xn + xn−1 =
zn + γ(−1)n
xn
+ µ
zn
xn+1 + xn
+
zn−1
xn + xn−1
= −x2n + γ
xn+1 + xn−1 =
zn
xn
+
γ
x2n
xn+1 + xn−1 =
zn
xn
+ γ
xn+1xn−1 =
exp(zn)
xn
+
γ
x2n
a-d-PII xn+1 + xn−1 =
xnzn + γ
1− x2n
zn
xn+1xn + 1
+
zn−1
xnxn−1 + 1
= −xn + 1
xn
+ zn + γ
a-d-PV
(xn+1 + xn − 2zn+1)(xn + xn−1 − 2zn)
(xn+1 + xn)(xn + xn−1)
=
(xn − zn+1/2)2 − κ2
(xn − γ)2
zn+1/2
1− xnxn+1 +
zn−1/2
1− xnxn−1 = µ+ zn +
κxn
(1 + xn)2
+
1− xn
1 + xn
[1
2
zn + (−1)nγ]
where zn = αn+ β and α, β, γ and δ are constants.
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A.5 Other discrete Painleve´ equations
d-PI xn+1 + xn =
ynzn + γ
y2n
, yn + yn−1 =
xnzn+1/2 + δ
x2n
d-PII xn+1 + xn =
ynzn + γ
y2n − µ2
, yn + yn−1 =
xnzn+1/2 + δ
x2n − µ2
d-PIV xnxn−1 =
(yn + zn − a)(yn + zn − b)
y2n − γ2
, yn + yn+1 = −
zn+1/2 + c
xnγ + 1
− zn+1/2 + d
xn/γ + 1
with a + b+ c+ d = 0
d-PIV xnxn−1 =
a(yn + zn − b)
y2n − γ2
, yn + yn+1 =
c
xn
+
zn+1/2 + d
xn − 1
d-PV xn + xn−1 =
zn + µ
1 + yn/t
+
zn − µ
1 + tyn
, ynyn+1 =
(xn − zn+1/2)2 − κ2
x2n − γ2
xn + xn−1 =
γ
1 + yn
+
zn + δ
1− yn , ynyn+1 = γ
xn − zn
x2n − µ2
where zn = αn+ β and a, b, c, d, p, q, r, s, α, β, γ, δ, κ and µ are constants.
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