Let G = (V , E) be a graph. A set S ⊆ V is a restrained dominating set (RDS) if every vertex not in S is adjacent to a vertex in S and to a vertex in V \S. The restrained domination number of G, denoted by r (G), is the minimum cardinality of an RDS of G. A set S ⊆ V is a total dominating set (TDS) if every vertex in V is adjacent to a vertex in S. The total domination number of a graph G without isolated vertices, denoted by t (G), is the minimum cardinality of a TDS of G.
Introduction
For a graph G=(V , E), a set S is a dominating set if every vertex in V \S has a neighbor in S. The domination number (G) is the minimum cardinality of a dominating set of G. We call a dominating set of cardinality (G) a (G)-set and use similar notation for other parameters. Domination and its many variations have been surveyed in [11, 12] .
A set S ⊆ V is a restrained dominating set (RDS) if every vertex not in S is adjacent to a vertex in S and to a vertex in V \S. Every graph has an RDS, since S = V is such a set. The restrained domination number of G, denoted by r (G), is the minimum cardinality of an RDS of G. Clearly, (G) r (G) . The concept of restrained domination was introduced by Telle and Proskurowski [16] , albeit indirectly, as a vertex partitioning problem and further studied, for example, in [4] [5] [6] [7] 10, 14] .
A set S ⊆ V is a total dominating set (TDS) if every vertex in V is adjacent to a vertex in S. The total domination number of a graph G without isolated vertices, denoted by t (G), is the minimum cardinality of a TDS of G. Clearly, (G) t (G) . The concept of total domination was introduced by Cockayne et al. in [3] , and is now well studied in graph theory (see, for example, [1, 8, 15] ).
In general we follow the notation and graph theory terminology in [2, 11] . Specifically, let G=(V , E) be a graph with vertex set V of order n and edge set E. In particular, if A = V , then S is a dominating set of G.
For S ⊆ V and v ∈ V , we denote the number of neighbors of v in S by deg (v, S) . In particular, if S = V , then deg(v, S) = deg v. We denote the minimum (respectively, maximum) degree among the vertices in G by (G) (respectively, (G)). For 1 k n, the generalized maximum degree of a graph G, denoted by k (G), is defined (as in [13] ) as max{|N(S)|: S ⊆ V and |S| = k}. Observe that 1 (G) = (G) and t (G) (G) = n.
For two vertices u and v, the distance d(u, v) between u and v is the length of a shortest u.v path in G. The eccentricity of a vertex v, denoted by e(v), is defined as max{d(u, v) | u ∈ V }, while the radius of a graph G, denoted by rad G,
We denote the subgraph of G induced by the set S by G [S] . For disjoint subsets A and B of V, we let [A, B] denote the number of edges of G between A and B. For graphs F and G, we say that G is F-free if it does not contain F as an induced subgraph. In particular, a triangle-free graph is a graph that contains no triangle (i.e., contains no K 3 ), while a C 5 -free graph contains no induced 5-cycle.
Graphs for which (G) = n − (G) were characterized in [9] . In this paper, we show that if G is a graph of order n with (G) 2, then r (G) n − (G), and we characterize the connected triangle-free graphs G with (G) 2 and those connected triangle-free and C 5 -free graphs G with (G) 2 achieving this bound. Cockayne et al. [3] showed that if G is a connected graph of order n 3 and (G) n − 2, then t (G) n − (G). We also characterize the connected triangle-free graphs G of order n 3 with (G) n − 2 for which t (G) = n − (G).
Graphs which satisfy r (G) = n − (G)
In this section, we establish an upper bound on the restrained domination number of a graph with minimum degree at least 2 in terms of its order and maximum degree. We shall prove: Theorem 1. If G is a graph of order n with (G) 2, then r (G) n − (G).
Proof. Let = (G), and let v be a vertex of maximum degree . If = n − 1, then {v} is an RDS of G, and so
Let 
is an RDS of G, and so r (G) |S * | 1 + |A\B| + |B\D| + |D| = 1 + |A| = n − , as desired.
Note that if (G) = 1, then n − (G) is not an upper bound for r (G). For example, the star K 1,r has (K 1,r ) = r and r (K 1,r ) = 1 + r = n.
We next aim to characterize certain families of graphs that achieve equality in Theorem 1. For this purpose, we first establish properties of graphs G achieving the bound in Theorem 1.
Lemma 2.
Let G be a connected graph of order n with (G) 2 and = (G) such that r (G) = n − , and let v be a vertex of maximum degree . Following the notation introduced in the proof of Theorem 1, the graph G has the following nine properties: (c) The first part of the statement follows from (a) and (b) above, and from the facts that (G) 2 and each vertex of D is isolated in G[C]. To prove the second part of the statement, suppose that deg(u, B) 2. Let N (u) ∩ B = {u 1 , u 2 , . . . , u k }. Then, k 2 and (S * \{ũ 1 ,ũ 2 , . . . ,ũ k }) ∪ {u} is an RDS of cardinality less than r (G), a contradiction.
(e) Suppose w ∈ A\B and w has a neighbor in S * and a neighbor in V \S * . Then, S * \{w} is an RDS of cardinality less than r (G), a contradiction.
Sinceũ ∈ S * , we know that N(w) ⊂ S * by (e) above. If u ∈ D, then, by (c), any neighbor of u different fromũ belongs to the set (B\C)∪ M 1 and is therefore adjacent to a vertex in N(v) ∩ (V \S * ), whence (S * \{ũ, w}) ∪ {u} is an RDS of cardinality less than r (G), a contradiction. Hence, u ∈ C\D. By (d), deg(u, C) = 1. Let z be the neighbor of u in C. By the minimality of the set B, the vertex w is not adjacent to the vertexz. Thus, (S * \{ũ, w,z}) ∪ {u} is a RDS of cardinality less than r (G), a contradiction. Hence, if u ∈ C, then deg Gũ = 2.
We show secondly that if u ∈ B\C, then each neighbor of u in H has degree 2 in G. Let u ∈ B\C. Then, deg This establishes (f). (g) By (a) and (f) above, it suffices to show that A\B is an independent set. Suppose that this is not the case. Since G is connected, there is therefore a vertex w ∈ A\B that is adjacent to a vertex in M 1 and to a vertex in A\B. This contradicts (e). Hence, A\B is an independent set, as desired.
(h) If A = ∅, then rad G = 1, while if A = ∅, then by definition of the set B and by (g) above, each vertex of A is at distance 2 from the vertex v, and so rad G = 2.
(
If we restrict our attention in Lemma 2 to triangle-free graphs, then M 1 = ∅, and so, by Lemma 2(g), A = B. If we further restrict our attention to graphs that are C 5 -free, then B is an independent set, and so by Lemma 2(c) and (d), C = ∅. Hence as an immediate consequence of Lemma 2, we have the following characterization of connected graphs that are triangle-free and C 5 -free and that achieve equality in Theorem 1. In particular, Theorem 3 provides a characterization of connected bipartite graphs that achieve equality in Theorem 1.
Theorem 3. Let G be a connected graph of order n with (G) 2 that is both triangle-free and C 5 -free. Then,
and only if G is obtained from a disjoint union of stars, each of order at least three, by adding a new vertex and joining it to all the leaves.
In order to characterize the connected triangle-free graphs that achieve equality in Theorem 1, we introduce a family F of graphs as follows. Let G be obtained from a disjoint union of s 1 stars, each of order at least three, and t 0 copies of K 2 by adding a new vertex v and joining it to all the leaves of the stars of order at least three and to one leaf of each of the N (v) ) for every u ∈ B\D. Let F be the family of all such graphs F. Following the notation introduced in the proof of Theorem 1, observe that N(v) = M 0 . We show that each graph in F achieves equality in Theorem 1.
Lemma 4.
If F ∈ F has order n, then F is a connected graph with (F ) 2 satisfying r (F ) = n − (F ).
Proof. By construction, F is a connected graph with (F ) 2. Let = (F ) and let S be a r (F )-set. By Theorem 1, |S| n − . We show that |S| n − , implying that |S| = n − . Let B = {u 1 , . . . , u n− −1 }. For i = 1, . . . , n − − 1, let w i ∈ M 0 ∩ N(u i ). Let H be the graph obtained from F − v by deleting all edges, if any, that join two vertices of B. We consider two possibilities. We are now in a position to characterize connected triangle-free graphs achieving equality in Theorem 1. Proof. The sufficiency follows from Lemma 4. To prove the necessity, suppose that r (G) = n − (G). We shall follow the notation introduced in the proof of Theorem 1. Let = (G). Since G is triangle-free, Lemma 2 implies that M 1 = ∅, and so A = B. If C\D = ∅, then it follows from Lemma 2 that G ∈ F. Hence we may assume that C\D = ∅. By Lemma 2(d) and (i), deg(u, C) = 1 and deg(u, B) = 1. Let u 1 and u 2 be two adjacent vertices in C.
is an RDS of G, and so r (G) |S| = |B| = n − − 1, a contradiction. Hence, = 2, and so G = C 5 .
Graphs which satisfy t (G) = n − (G)
Cockayne et al. [3] observed the following upper bound of the total domination number of a graph in terms of the order and maximum degree of the graph. Theorem 6 (Cockayne et al. [3] ). If G is a connected graph of order n 3 and (G) n − 2, then t (G) n − (G).
Our aim is to characterize the connected triangle-free graphs G of order n that achieve equality in Theorem 6. For this purpose, we present a characterization of Haynes and Markus [13] of graphs G of order n for which t (G) = n − (G) which will prove to be useful. For completeness, we reproduce their proofs here. [13] ). Let G be a connected graph of order n 3 with = (G) n − 2. Then the graph G has the following properties: 
Lemma 7 (Haynes and Markus
Theorem 8 (Haynes and Markus [13] ). Let G be a connected graph of order n 3 with = (G) n − 2. Then
Proof. Suppose first that t (G)=n− and assume, to the contrary, that there is a k ∈ {2, . . . , t (G)} for which k (G) = + k. Since k (G) + k, Lemma 7(e) implies that k (G) > + k. Thus, by Lemma 7(c), n = t (G) (G) k (G) + ( t (G) − k) > + t (G) = n, which is a contradiction. This establishes the necessity. To prove the sufficiency, suppose that k (G) = + k for all k ∈ {2, . . . , t (G)}. Then, in particular, n = t (G) (G) = + t (G).
We next establish properties of graphs G achieving the bound in Theorem 6.
Lemma 9. Let G be a connected graph of order n with = (G) n − 2 and t (G) = n − , and let v be a vertex of degree . Then the graph G has the following six properties: In order to characterize the connected triangle-free graphs G of order n 3 with = (G) n − 2 for which t (G) = n − , we introduce three families G 1 , G 2 , and H of graphs. For 2, let G 1 be the family of all graphs G that can be constructed from a star T = K 1, ( 2) by adding a path P 3 and joining one leaf of the P 3 to at least one, but not all, of the leaves of T.
For 2, let G 2 be the family of all graphs G that can be constructed from a star T = K 1, ( 2) with central vertex v by adding a path P 3 and joining each leaf of the P 3 to at least one of the leaves of T so that in the resultant graph each vertex in N(v) has degree at most 2.
For 2, let G be the disjoint union of the star K 1, , a 1 + a 2 copies of K 2 , and a 3 copies of K 1 , where a 1 , a 2 , and a 3 are nonnegative integers such that a 1 + a 2 + a 3 1. Let v be the center of the star and let R = N(v). Let H = H (a 1 , a 2 , a 3 ) be the graph obtained from G by performing the following operations:
• Operation 1: Join exactly one vertex in each of the first a 1 copies of K 2 to at least one vertex of R. • Operation 2: Join each of the vertices of the remaining a 2 copies of K 2 to at least one vertex of R, and • Operation 3: Join each of the a 3 remaining isolated vertices to at least one vertex of R in such a way that every vertex of R has degree at most 2 in H, and, if a 1 1, then a 3 1 or there is at least one vertex in R that is a leaf of H. Let H be the family of all such graphs H.
We are now in a position to classify all the connected triangle-free graphs G of order n 3 with (G) n − 2 that achieve equality in Theorem 6. Proof. First we consider the sufficiency. If G ∈ G 1 ∪ G 2 , then clearly t (G) = 4 = n − . Now suppose that G ∈ H. Then, G = H (a 1 , a 2 , a 3 ) for some nonnegative integers a 1 , a 2 , a 3 such that a 1 + a 2 + a 3 1. In particular, n − 2, and so, by Theorem 6, it suffices for us to show that t (G) n − . Let S be a t (G)-set and let v be the central vertex of the star K 1, . We consider two cases depending on whether v ∈ S or v / ∈ S. Suppose that v ∈ S. If K is the vertex set of one of the a 1 + a 2 copies of K 2 in G, then |N [K] ∩ S| 2. If I is the vertex set of one of the a 3 copies of K 1 in G, then |N[I ] ∩ S| 1. We conclude that |S| |{v}| + 2a 1 + 2a 2 + a 3 = n − , as desired.
Suppose next that v / ∈ S. Then every vertex in R = N(v) has degree 2 in G. If K is the vertex set of one of the a 1 + a 2 copies of K 2 in G, then |N[K] ∩ S| 2. If I is the vertex set of one of the a 3 copies of K 1 in G, then |N [I ] ∩ S| 2. If a 3 1, then t (G) = |S| 2a 1 + 2a 2 + 2a 3 = (2a 1 + 2a 2 + a 3 ) + a 3 (n − − 1) + 1 = n − . If a 3 = 0, then a 1 = 0 and a 2 > 0. In this case, the closed neighborhood of the vertex set of one of the a 2 copies of K 2 must have at least three vertices in common with S, and so |S| 2a 2 + 1 = n − .
In both cases, t (G) = |S| n − , as desired. This establishes the sufficiency. To prove the necessity, suppose that t (G) = n − , and let v be a vertex of degree . By Lemma 9(a), e(v) 4. Since n − 2, e(v) 2.
Proof. Let y be a vertex at distance 4 from v. By Lemma 9(e) and (f), y is the only vertex at distance 4 from v and deg y = 1. Let vy 1 y 2 y 3 y be a shortest v-y path. By Lemma 9(b), deg y 3 = 2. We now show that y 2 is the only vertex at distance 2 from v. Suppose, to the contrary, z ∈ N 2 (v) with z = y 2 . Let vz 1 z be a shortest v-z path. Then z 1 = y 1 by Lemma 9(d). Then t (G)=n− 5, so that +3= 3 (G) (cf. Theorem 8) |N({v, z 1 , y 3 })| +|{v, z, y 2 , y}|= +4, a contradiction. Thus, y 2 is the only vertex at distance 2 from v, and by Lemma 9(c) y 3 is the only vertex at distance 3 from v. The graph G[{y, y 2 , y 3 }] induces a P 3 with the one leaf y 2 adjacent to between 1 and − 1 of the vertices in N(v). Thus, G ∈ G 1 . Proof. Let w ∈ N 2 (v). Then, by Lemma 9(c), w has at most one neighbor in N 2 (v) ∪ N 3 (v).
Claim 2. If e(v) = 3 and there is a vertex in
If w has a neighbor y ∈ N 3 (v), then the set {w, y} induces a K 2 , where the leaf w is adjacent to between 1 and − 1 of the vertices in N(v). Thus, this part of the graph could be constructed using Operation 1.
If w has no neighbors in N 3 (v) and w has a neighbor y ∈ N 2 (v), then the set {w, y} induces a K 2 , where each leaf is adjacent to between 1 and − 1 of the vertices in N(v). Thus, this part of the graph could be constructed using Operation 2.
If w has no neighbors in N 2 (v) ∪ N 3 (v), then {w} induces a K 1 , and this part of the graph could be constructed using Operation 3.
Let a 1 be the number of vertices in N 2 (v) that have a neighbor in N 3 (v), let a 2 be the number of vertices in N 2 (v) that have no neighbor in N 3 (v) and one neighbor in N 2 (v), and let a 3 be the number of vertices in N 2 (v) that have no neighbors in N 2 (v) ∪ N 3 (v). We show that if a 1 1, then either a 3 1 or at least one vertex in N(v) has degree 1. So suppose, to the contrary, a 1 1, a 3 = 0, and every vertex in N(v) has degree at least 2. Then let S be constructed from N 2 (v) by adding, for each vertex w ∈ N 2 (v) having a neighbor in N 3 (v), a vertex in N(v) ∩ N(w). Then, S is a TDS of cardinality |V − N[v]|, and so t (G) n − − 1, a contradiction. Hence, G ∈ H.
The result now follows from Claims 1-3. Let H T be the trees in H. Then the graphs in H T are constructed as follows: start with the star K 1, for 2. Let v be the center of the star and let R = N(v). Add a 1 0 copies of K 2 and join one vertex of every copy of K 2 to one vertex of R. Add a 3 0 copies of K 1 and join every vertex in each copy of K 1 to one vertex in R. This must be done in such a way that 1. every vertex in R has degree at most 2, 2. a 1 + a 3 > 0, and 3. if a 1 1, then a 3 1 or there is at least one vertex in R with degree 1.
As a consequence of Theorem 10, we obtain the following result of [13] .
Corollary 11 (Haynes and Markus [13] ). Let T be a tree of order n 3 with = (T ) n − 2. Then, t (T ) = n − if and only if either T can be constructed from a star T = K 1, ( 2) by adding a path P 3 and joining one leaf of the P 3 to one of the leaves of the K 1, or T ∈ H T .
