We introduce a new zeta function which we call a multiple finite Riemann zeta function. We utilize some q-series identity for the proof of the Euler product of the zeta function. We further study multi-variable and multi-parameter versions of the multiple finite Riemann zeta functions, and their infinite counterparts in connection with symmetric polynomials and powerful numbers. 2000 Mathematics Subject Classification : 11M36
Introduction
The divisor function σ k (N ) := d|N d k is a basic multiplicative function and plays an important role from the beginning of the modern arithmetic study. In particular, σ k (N ) appears in the Fourier coefficients of the (holomorphic) Eisenstein series E k+1 (τ ). It is, however, not so common to regard σ k (N ) as a sort of zeta function. In the present paper, we treat Concerning the first, we refer to Bump et al [BCKV] where the so-called "local Riemann hypothesis" is studied. In case of the real analytic Eisenstein series E(s, τ ) for the modular group SL(2, Z) , the N -th Fourier coefficient is essentially given by c N (s, τ ) := Z −s . Moreover, we generalize this zeta function in two directions. The first one is to increase the number of variables. We prove that the Euler product of a multi-variable version of Z m N (s) can be expressed in terms of the complete symmetric polynomials with a remarkable specialization of variables (Theorem 3.2). The second is to add parameters indexed by a set of positive integers. For general parameters, it seems difficult to calculate an Euler product explicitly using symmetric functions with some meaningful specialization of variables. If we restrict ourselves to the one variable case, however, under a special but non-trivial specialization of parameters, we show that the corresponding multiple zeta functions can be written as a product of ζ(cs) with several constants c's determined by the given parameters and the Dirichlet series associated with generalized powerful numbers (see Section 4). Moreover, we determine the condition whether the Dirichlet series associated with such generalized powerful numbers can be extended as a meromorphic function to the entire plane C or not (see Theorem 4.8 and its corollary). As a consequence, the most of such Dirichlet series are shown to have the imaginary axis as a natural boundary. The result is a generalization of the one in [IS] . In the last section, we give two remarks on the number of isomorphism classes of abelian groups and an analogous notion of Eisenstein series.
Throughout the paper, we denote the sets of all integers, positive integers, non-negative integers, real numbers, and complex numbers by Z, Z >0 , Z ≥0 , R, and C, respectively.
Multiple finite Riemann zeta function
We prove the fundamental properties of the multiple finite Riemann zeta function Z m N (s) defined by (1.1) and discuss some related Dirichlet series. First we have the Theorem 2.1. Let N be a positive integer.
Euler product
where ord p N denotes the order of p-factor in the prime decomposition of N . 
Functional equation
: Z m N (−s) = N ms Z m N (s).zero at s = 2πin (ordp N +k) log p is given by Mult m (n, p, k) = #{(l, j) ; 1 ≤ l ≤ m, j ∈ Z \ {0}, (ord p N + k)j = (ord p N + l)n}.
Special value : When n is a positive integer one has
For the proof of the theorem the following lemma is crucial. 
is the q-binomial coefficient defined by
2. For |x| < 1, |q| < 1 it holds that
Proof. We prove the formula (2.2) by induction on l. When l = 0, the formula (2.2) clearly holds. Suppose that it holds for l. Then we see that
whence (2.2) is also true for l + 1. The second formula (2.3) can be proved in the same manner by induction, but on m. (It is also obtained from the so-called q-binomial theorem. See, e.g. [AAR] ).
Proof of Theorem 2.1. The functional equation is easily seen from the definition. Actually, we have 
because every divisor n of N M is uniquely written as n = cd where c|N and d|M . By means of this fact, to get the Euler product expression (2.1) of Z m N (s) it suffices to calculate the case where N is a power of prime p. In this case, one proves the expression
by induction on m as follows: It is clear for m = 1. Suppose (2.4) is true for m − 1. Then
Therefore the assertion follows immediately from the formula (2.2) in Lemma 2. 
Obviously, one has Mult 1 (n, p, 1) = 1.
The last claim about the special value of Z m N (s) is clear from the definition.
. We next consider a Dirichlet series defined via the multiple finite Riemann zeta functions. Put
Then, from the formula (2.3), ζ m (s, t) has the Euler product
We give here a few examples:
, which is the higher Riemann zeta function ζ l∞ (s) studied in [KMW] (see also [KW] ). Note that ζ l∞ (s) possesses a functional equation.
Multivariable version
We study a generalization of
This is multiplicative with respect to
. We can prove the following lemma in a similar way to Theorem 2.1.
where the sum is taken over all partitions
Remark 3.1. Let f (n 1 , . . . , n m ) be a multiplicative function with respect to each n j . We define a multiple zeta function by
We first look at the simplest case γ = (1 m ). We abbreviate respectively Z
In particular, we have
Proof. Since
the first formula (3.3) is clear from the definition (3.2). The second formula follows from (3.3) together with the fact
As a corollary of the theorem, we obtain the Euler product of Z 
Here x is the largest integer not exceeding x.
The following lemma shows that to study G γ l (q 1 , . . . , q m ) it is enough to study the case where γ 1 , . . . , γ m are relatively prime. The proof is straightforward.
Lemma 3.5. For γ = (dc 1 , dc 2 , . . . dc m ) , we have
Let us calculate several G γ (q 1 , . . . , q m ) with special parameters γ. 
Therefore we have
for Re t j > 1 (j = 1, 2). Thus, we may have various possibility of Euler products of the
where H(S, T ) ∈ 1 + S · C[S, T ] + T · C[S, T ] is arising from
Example 3.2. We calculate G (cd,c,1) ∞ (q, q, q). If we set q 1 = q 2 = q in (3.4), then we have
.
It follows from Lemma 3.4 that
In particular, putting d = 1, we obtain
Multiple zeta functions and powerful numbers
In this section, we study Z γ ∞ (s) for γ = (k, k, . . . , k, 1) in connection with a certain generalized notion of powerful numbers.
Let us first recall the definition of powerful numbers. A positive number n is called a k-powerful number if ord p n ≥ k for any prime number p unless ord p n = 0 (see, e.g. [IS] , [I] ). Extending this, we arrive at a new notion, l-step k-powerful numbers; a positive integer n is said to be an l-step k-powerful number if n satisfies the condition that ord p n = 0, k, 2k, . . . , (l − 1)k or ord p n ≥ lk for any prime number p. Clearly, if n is an l-step kpowerful number, then n is again a j-step k-powerful number for each j (1 ≤ j ≤ l). In particular, 1-step k-powerful numbers are nothing but the usual k-powerful numbers. Note also that every natural number is an l-step 1-powerful number for any l; this agrees with the claim for k = 1 in Theorem 4.8 below.
As an example of l-step k-powerful numbers, we have the first few of 2-step 2-powerful numbers; 1, 4, 9, 16, 25, 32, 36, 49, 64, 81, 100, 121, 128, 144, 169, 196, 225, 243, . . .. Note that in general an l-step k-powerful number n has the canonical representation; n = a 
To prove the theorem, we need the following two lemmas.
Lemma 4.2. Let
Proof. By definition, we have
This proves the assertion.
The following lemma is easily obtained.
Lemma 4.3. We have
Proof of Theorem 4.1. It follows from Lemma 4.2 and Lemma 4.3 that
Now we determine the condition if the Dirichlet series F k,l (s) can be meromorphically extended to C. We recall the following Estermann's result [E] (see [K] 
for a generalization). A polynomial f (T ) ∈ 1 + T · C[T ] is said to be unitary if and only if there is a unitary matrix
M such that f (T ) = det(1 − M T ). Lemma 4.4. For a polynomial f (T ) ∈ 1 + T · C[T ], put L(s, f ) = p : prime f (p −s ). Then
f (T ) is unitary if and only if L(s, f )
can be extended as a meromorphic function on C. Since
f (T ) is not unitary if and only if L(s, f ) can be extended as a meromorphic function in
by Lemma 4.3, we have only to see whether the polynomial G k,l (T ) : In order to prove this proposition, we need the following two lemmas. Proof. Let α = e 2πiθ = 1 (θ ∈ R) be a unitary root of
Hence we see that Re α k−1 = Re α, that is, cos 2π(k − 1)θ − cos 2πθ = −2 sin πkθ sin π(k − 2)θ = 0. Thus we conclude that either kθ ∈ Z or (k − 2)θ ∈ Z. This proves the lemma.
, which contradicts α k−2 = 1. Hence the assertion follows.
Proof of Proposition 4.5. Let l be a positive integer. Since the unitarity of G k,l (T ) and that of H k,l (T ) are equivalent, it suffices to check the unitarity of H k,l (T ). It is clear that H k,l (T ) is a unitary polynomial when k = 1, 2. Actually we have H 1,l (T ) = 1 and
can not be 0 because of the unitarity of α. Thus any root of H k,l (T ) must satisfy α k−2 = 1 and α k = 1. By Lemma 4.7, the multiplicity of these roots of H k,l (T ) is at most 2. Since H k,l (T ) is assumed to be unitary and H k,l (1) = 0, it follows that 2(k −3) ≥ deg H k,l (T ) = lk. This is possible only when l = 1. Therefore it is enough to prove that H k,1 (T ) is not unitary for k ≥ 3. We put
is not unitary. Thus, only we have to consider is the case where k is even and k ≥ 4. Suppose that H k (T ) is unitary and let e iθ (−π < θ ≤ π) be its unitary root. Then we see that θ satisfies the equations cos kθ = cos θ − 1 and sin kθ = sin θ. Since 1 = sin 2 kθ + cos 2 kθ = 2 − 2 cos θ, we have θ = ±π/3. Further, since 1 = cos 2 θ + sin 2 θ = (cos kθ + 1) 2 + sin 2 kθ = 2 cos kθ + 2, we have cos(kπ/3) = −1/2. Hence we see that either k ≡ 2 or 4 (mod 6). On the other hand, since 1 = (cos θ−cos kθ) 2 +(sin θ−sin kθ) 2 = 2−2 cos(k−1)θ, we have cos((k−1)π/3) = 1/2. It follows that either k ≡ 0 or 2 (mod 6). Thus we have k ≡ 2 (mod 6). Now we show that every unitary root of H k (T ) is simple. If we assume that β is a multiple root of H k (T ), it follows that β k − β + 1 = 0 and kβ k−1 − 1 = 0. Then we have |β| = k −1/(k−1) and β = kβ k by the second equation. On the other hand, by the first equation, we obtain
, but this contradicts to the assumption of the unitarity of H k (T ). This completes the proof of the proposition.
Finally we obtain the following generalization of the result in [IS] concerning the powerful numbers. The proof follows immeadiately from Lemma 4.4 and Proposition 4.5.
Theorem 4.8. Let k and l be positive integers. When k = 1, 2 we have 
Closing remarks
We give two remarks.
• The isomorphism classes of abelian groups A of order n are indexed by the map λ from the set of all prime numbers to that of partitions such that n = p : prime p |λ ( We now study the asymptotic average for g m ∞ (n) and Z m n (σ) (σ ∈ R) with respect to n. Thus we need the Tauberian theorem below (see, e.g. [MM] ).
Lemma 5.1. Let F (t) = ∞ n=1 a n n −t be a Dirichlet series with non-negative real coefficients which converges absolutely for Re(t) > β. Suppose that F (t) has a meromorphic continuation to the region Re(t) ≥ β with a pole of order α + 1 at t = β for some α ≥ 0. Put c :=
α+1 F (t). Then we have n≤x a n = (c + o(1))x β (log x) α as x → ∞.
Take k-times derivative of E k+1 (τ ). Then, if k is odd, by Lemma 5.2 we immediately get
There is also an expression of E 2 k+1 (τ ) similar to E k+1 (τ ), when k is odd.
