[1] We describe a scale-free search for magnetic holes in the solar wind using Wind magnetometer observations between 1994 and 2004. Using magnetic field and ion measurements on the Wind spacecraft, we present the first statistical study of magnetic hole plasma signatures on the kinetic scale and we evaluate magnetic holes as kinetic and fluid phenomena. Magnetic holes are shown to be pressure-balanced structures with similar properties on all scales. Temperature anisotropy measurements are combined with magnetic field measurements to give direct evidence that magnetic holes observed at 1 AU are stable remnants of magnetic pressure depletions generated in a source region closer to the Sun, likely through the mirror-mode instability.
Introduction
[2] The term magnetic hole was first applied by Turner et al. [1977] to describe temporary, isolated structures in the solar wind with significant decreases in magnetic field strength. Drops in the field strength to below 1 nT were observed by the IMP-6 satellite at a rate of 1.5 times per day over an 18-day period [Turner et al., 1977] . Ion measurements on IMP-6 were not available at a sufficiently high cadence to measure the temperature and density within the magnetic holes, so research focused on the relatively higher resolution magnetic field measurements. In subsequent studies, magnetic holes were thought of as equilibrium structures convecting with the bulk flow and were classified by the variation of the direction of the field. Linear holes, wherein the direction of the magnetic field vector remains constant, were thought of as regions of enhanced ion pressure sandwiched between thin current sheets of opposite polarity, each normal to the corresponding magnetic field gradient [Burlaga and Lemaire, 1978] . Holes with magnetic field reversal but no rotation were modeled as single pressurebalanced current sheets or groups of current sheets with the same polarity. Holes with magnetic field rotation were modeled as pressure-balanced structures having a current component parallel to the field [Burlaga and Lemaire, 1978] . These initial studies treated magnetic holes as fluid magnetohydrodynamic (MHD) structures. The term kinetic magnetic holes has subsequently been used to describe magnetic holes that may be sufficiently small compared to the proton gyroradius that fluid physics is insufficient to describe their evolution.
[3] Fitzenreiter and Burlaga [1978] used two-satellite observations of magnetic holes to estimate the curvature of the current sheets. For four different holes, the boundary layer current sheets were observed at both IMP-5 and IMP-6. It was thus estimated that these current sheets were planar over distances $30 times the observed thickness at a single spacecraft, as inferred by the solar wind speed, bulk speed, and the duration of the hole passage. In each case, these holes were seen as qualitatively consistent with the models of Burlaga and Lemaire [1978] . The predicted consequences of the theory for particles, however, were untested. Plasma analyzers capable of resolving charged particle densities, temperatures, and speeds at the necessary cadence would not be available until the launch of the Ulysses and Wind spacecraft in the 1990s.
[4] While the connection was not explicitly made at the time, concurrent work on fluctuations in the magnetosheath may point to a mechanism responsible for the creation of magnetic holes. Observations of magnetic decreases with a magnitude similar to magnetic holes in the solar wind were observed in the magnetosheath with ISEE 1 and 2 [Tsurutani et al., 1982] . These structures were associated with the effects of the mirror-mode instability, a collective mode that converts magnetic energy into thermal energy perpendicular to the field. This instability occurs in anisotropic plasmas with T ? > T jj where the plasma b (the ratio of thermal to magnetic pressure) is high. IMP-6 observations supported this theory when it was shown that the plasma depletion layer just beyond the magnetopause is usually unstable to the mirror mode [Crooker et al., 1979] .
[5] The Ulysses mission prompted renewed interest in magnetic holes in 1990 when it provided unique observations of the interplanetary medium out of the ecliptic plane at distances of 1 to 5.4 AU from the Sun. In a survey of magnetic holes at Ulysses from launch through the end of 1992 by Winterhalter et al. [1994] , over 4000 events were recorded. The search criterion for this particular survey required that the magnetic field decrease to less than half the 5-min average value. Using SWOOPS proton and alpha distributions and energy spectra, this study was the first to measure plasma kinetic pressure within a limited number of magnetic holes. The SWOOPS experiment provided 2-min average particle densities and velocity dispersion tensors every 4 to 8 min, an insufficient cadence for analyzing most magnetic holes. Only the largest holes and holes that happened to pass Ulysses as an ion spectrum was recorded were seen by SWOOPS.
[6] Winterhalter et al.
[1994] postulated a connection between linear magnetic holes, defined as holes with less than 10% rotation of the field direction, and mirror-mode fluctuations, as Crooker et al. [1979] had done with isolated magnetic depletions in the magnetosheath. For the few instances that particle pressures could be measured within the holes, there was at least some increase in the temperature anisotropy. The plasma in the local environment was also closer to the mirror instability criterion than average. Although the b and the temperature anisotropy were relatively high, in no case was the actual instability limit exceeded or matched [Winterhalter et al., 1994] . Later studies asserted that the occurrence rate of magnetic holes is correlated with stream interaction regions and that the rate increases by a factor of 10 near the ecliptic [Winterhalter et al., 2000] .
[7] An investigation into longer duration (>2 min) Ulysses magnetic holes found that an increase in proton anisotropy was the only bulk ion parameter correlating to the depressions in all occurrences [Fränz et al., 2000] . The investigation also suggested that magnetic holes exhibit scale-free behavior, with the occurrence rate varying as a power law with size more than an order of magnitude [Fränz et al., 2000] . While Winterhalter et al. [1994] did not demonstrate a trend in helium abundance within magnetic holes, Reisenfeld et al. [1999] were able to show that He correlates to the plasma beta in pressure-balanced structures (PBSs) in the high-speed solar wind, indicating that PBSs, like magnetic holes, may be formed low in the solar atmosphere.
[8] This new observational work led to theoretical efforts aimed at explaining the origin of magnetic holes, some of which focused on the mirror-mode instability [e.g., Baumgärtel, 1999; Fränz et al., 2000; Buti et al., 2001] . Still more observational work expanded the concept of magnetic holes to include depressions on the scale of minutes to hours in duration, well beyond the kineticscale magnetic holes with apparent widths on the order of tens to hundreds of proton gyroradii [Chisham et al., 2000; Zurbuchen et al., 2001; Neugebauer et al., 2001] . Zurbuchen et al. [2001] made a careful distinction between kineticscale magnetic holes and microscale ($36 s to $1 hour) magnetic holes, hypothesizing that the latter are MHD structures likely formed in magnetic reconnection events in the lower corona, whereas the former should not be expected to be stable in the fluid limit.
[9] Working in the magnetohydrodynamic (MHD) fluid limit, Baumgärtel [1997 Baumgärtel [ , 1999 gave two possible models of magnetic holes. Each was based on solitary wave solutions to the derivative nonlinear Schrödinger (DNLS) equation as applied to MHD waves [cf., Kennel et al., 1988] . The first such solution predicted that magnetic holes could be mixed slow mode/Alfvénic solitons. The second modeled magnetic holes as solitons formed by Alfvén waves propagating at wide-angles relative to the magnetic field. Both models were based on onedimensional hybrid simulations, wherein electrons are treated as a fully isothermal fluid and ions are treated as particles-in-cells [e.g., Winske and Leroy, 1985] . Buti et al. [2001] claimed that, since the DNLS only applies to first-order perturbations, it cannot account for stability against density fluctuations typical of the solar wind and that the DNLS equation is not valid for propagation at large angles to the field. Baumgärtel [1999] showed that singular magnetic depressions are not typical of mirror instability saturation in simulations, casting doubt on the mirror-mode hypothesis.
[10] MHD simulations showed that large-amplitude Alfvén wave packets propagating at very large angles ($80°) to the magnetic field can evolve into magnetic holes similar to those observed with Ulysses [Buti et al., 2001] . These simulations also suggested that holes should exhibit kinetic pressure balance and that anisotropy would not be a strict requirement for hole formation. Tsurutani et al. [2002] proposed a second Alfvénic mechanism wherein wave pressure gradients driven by phase steepening accelerate energetic ions in the lower solar atmosphere. These energetic ions in turn create magnetic holes by a diamagnetic effect. This mechanism has also been applied to magnetic holes in the magnetosphere. In this scenario, the seed nonlinear Alfvén waves are generated by pulsed magnetic reconnection in the polar cusp [Tsurutani et al., 2003] .
[11] At present, though the description of magnetic holes observed at 1 AU as steady state convecting pressurebalanced structures is generally accepted, no single process has been accepted as the mechanism for magnetic hole formation. The subcategories introduced by theory (anisotropic versus isotropic, kinetic scale versus microscale) have not yet been differentiated in observations. It has not been shown that magnetic holes on short timescales are indeed pressure balanced or stationary because plasma measurements have generally been too slow and multispacecraft observations are rare. Furthermore, a consistent criterion has not been applied to the identification of field decreases as magnetic holes. The existing algorithms for identifying magnetic holes have been ad hoc and varied. This has hindered quantitative comparisons between observational and theoretical work.
[12] The purpose of this paper is to answer the following questions. What are the internal plasma structures of kinetic-scale magnetic holes? Are magnetic holes stable? Are they simply convecting pressure-balanced structures, even on kinetic scales? Can a statistical analysis of the associations between plasma and field properties of magnetic holes and the surrounding solar wind shed light on the source location and generating mechanism?
[13] The structure of this paper is as follows. In section 2, we describe the particle and field measurements from the Wind spacecraft used to conduct this study of magnetic holes. In section 3, we present a scale-free approach to searching for magnetic holes that removes many of the biases inherent to the ad hoc selection criteria of earlier studies. We arrive at a quantitative definition of magnetic holes as statistically significant drops in magnetic field pressure. In section 4, we analyze the magnetic holes found in the Wind data set with this approach.
Observations
[14] This study is based on magnetic field and ion data from the Wind spacecraft [Ogilvie and Parks, 1996] . Wind was launched on 1 November 1994 as part of the ISTP program in order to provide a set of plasma, energetic particle, and magnetic field observations for investigations of magnetospheric processes and basic plasma processes in the near-Earth solar wind [Ogilvie and Parks, 1996] . Over the course of the mission, the spacecraft has followed a variety of orbital patterns, including extended periods in a halo orbit near the Earth-Sun L1 point and several distant prograde orbits out as far as $350 R E in Y GSE . In all, the satellite has spent about 95% of the mission observing in the solar wind (beyond the magnetopause) at 1 AU near Earth.
[15] The Wind Magnetic Field Instrument (MFI) is a pair of triaxial fluxgate magnetometers providing wide dynamic range at cadences of up to 12 vectors per second [Lepping et al., 1995] . For this study, we have used the 3-s (one rotation of the Wind spacecraft) resolution data made publicly available on the Web by the MFI team at http:// lepmfi.gsfc.nasa.gov/. The Wind 3-D Plasma and Energetic Particle Investigation (3DP) produces low-energy ion spectra via a set of ion electrostatic analyzers (PESA) that sweep a 3-to 30-keV energy range 32 or 64 times for every Wind spin period. The ion density, velocity, pressure tensor, and heat flux are computed onboard and returned also at a 3-s cadence, i.e., once per revolution [Gloeckler et al., 1995] . The 3DP team has made these data publicly available at http://sprg.ssl.berkeley.edu/wind3dp/.
[16] This study is restricted to the steady solar wind. Periods where Wind was within the magnetosphere or terrestrial foreshock were excluded based upon the location of the spacecraft. Intervals associated with heliospheric current sheet crossings, coronal mass ejections, and interplanetary shocks were also omitted using an online catalog of shocks observed by Wind (http://space.mit.edu/$jck/ shockdb/).
Methods
[17] We have compiled a database of magnetic holes based on a criterion we believe to be as general as possible while adhering to the conceptual definition of Turner et al. [1977] . In order to address the questions set out in the introduction, the search extends beyond the kinetic scale and into the microscale. We have followed the example of Winterhalter et al. [1994] and focused on linear magnetic holes because of their structural simplicity. Two example magnetic hole signatures from the present study are shown in Figure 1 .
Defining a Magnetic Hole
[18] It is natural to parameterize a magnetic hole in terms of its depth dB and duration dt. We define the depth dB = B 0 À B 0 as the difference in field magnitude in the ambient solar wind B 0 and within the hole B 0 . In previous studies that have approached the problem systematically, most have defined simple criteria based on dB. Some have required a minimum field inside of the hole, such as B 0 < 1 nT [e.g., Turner et al., 1977] . Others have required a relative drop of an arbitrary magnitude, such as dB/B 0 ! 0.9 [e.g., Winterhalter et al., 1994] . Implicit in each of these rules is that the background field B 0 is averaged over a window of some fixed size. Arbitrary minimum fields, magnitudes, and window sizes are all sources of selection bias. Criteria like these also don't make a direct distinction between the solitary structures we call magnetic holes and random drops in B over highly turbulent intervals.
[19] It is of prime importance to choose a criterion that maximizes our magnetic hole database without introducing selection biases. In particular, our strategy for identifying the holes does not impose an absolute length or depth scale on our study. We follow the example of Lin et al. [1995] , who realized that the magnetic field need not approach zero for a structure to have all the physical characteristics of a magnetic hole. Shallow (dB/B 0 $ 0.2) magnetic decreases ought not to be excluded from study. We see no reason to restrict the magnetic holes by definition to the near total dropouts that had been required in previous studies [e.g., Turner et al., 1977; Winterhalter et al., 1994] . Instead, we follow in the footsteps of Fränz et al. [2000] , who scaled the depth of magnetic depressions in context by comparing them to the local variance of the magnetic field. Unlike Fränz et al., however, who introduced an implicit timescale by averaging over a sliding 300-s window, we explore all possible window sizes and define a window for each hole based on the scale of the hole itself. Our criterion is a function of both dB and dt, where dB is compared to the variance of B on a window in time that is proportional to dt. In this way, no arbitrary scales are introduced in either parameter.
[20] To obtain a list as complete as possible, we accept potential magnetic holes based on their significance relative to fluctuations in the local ambient solar wind. With this strategy, one can avoid selection bias as long as one can adequately characterize the noisy fields and other structures in the background. Where the background cannot be characterized, potential magnetic holes cannot be included in the data set.
Determining the Significance of an Event
[21] Consider a time series of magnetic field measurements at a cadence of r seconds. Within the series, choose a segment T centered at a time t, containing n T measurements. The duration of this segment is dt = r Â n T . We define a neighborhood W centered on T such that n W = (2s + 1) Â n T where s is an integer. We define q T , the significance value for this segment, as follows:
where h|B|i T is the average of the magnetic field magnitude in the interval T and h|B|i WÀT and s WÀT are the average and standard deviation of the field in the window W surrounding but excluding the interval T. The parameter q T represents the magnitude of the drop in the magnetic field within T in units of the standard deviation of the local field. A high value of q T indicates that the magnetic field within the region of interest is significantly lower than the local neighborhood. If
T is chosen such that its boundaries coincide with the boundaries of a magnetic hole, q T is maximized. If T contains no magnetic holes (or other departures of the field from the ambient fluctuations within W), q T is generally between +1 and À1, approaching zero with sufficiently large n T . Given a suitable choice of s, this definition provides us with a statistical measure of the significance of a magnetic field depression that can be applied on all scales. The choice of s is discussed later in this section and in Appendix A3.
[22] The search for magnetic holes is conducted by calculating a map q(t, dt) which has maxima corresponding to the best fit times and durations of possible magnetic holes. This is illustrated in Figure 2 , which shows q{t, dt} over 6 min of observations with a maximum hole duration of 5 min. Time is in seconds of the day 28 September 1996. There are two pronounced maxima on this plot, corresponding to the two magnetic hole candidates with (t, dt) = (7945, 12 s) and (8067, 21 s). Figure 1 . These two magnetic holes illustrate the similarity between hole signatures in the plasma kinetic and fluid limits. (a) Example of a kinetic-scale magnetic hole. On this scale, single particle orbits become comparable to the structure and/or its boundaries, as in current sheets or shock fronts. This magnetic hole has a cross-sectional width of about 100 proton gyroradii in X GSE . It is linear, with a negligible change in the orientation of the magnetic field across the boundaries. Three-second ion measurements show enhancements in ion density, temperature, and temperature anisotropy within the hole. The stacked pressure plot, second row from the bottom, indicates that the ion pressure increase nearly compensates the magnetic pressure decrease. (b) Example of a microscale magnetic hole. The magnetic field and ion signatures of this hole are identical in most respects to those of the kinetic-scale hole. This hole, however, is about 4000 proton gyroradii across. On this scale, structures are fluid-like, as in MHD waves.
[23] An algorithm was developed to identify magnetic holes on all scales by calculating q(t, dt) over the full available ranges and grouping regions of high q(t, dt) with the appropriate maxima. The implementation of this algorithm is discussed in detail in the Appendix. For a candidate to be called a magnetic hole, its maximum q(t, dt), which we denote as q max , must exceed a threshold significance value q 0 . Random noisy fields and turbulent fluctuations occasionally yield signatures that resemble magnetic holes. By increasing q 0 and s, we filter these signatures out at the expense of discarding real magnetic holes. The relative occurrence rate of these random signatures in fully developed solar wind turbulence was characterized as a function of q 0 and s so that the optimal combination of accuracy and sample size could be achieved. We find that q 0 = 7 and s = 4 provide the ideal combination. With this parameterization, random fluctuations account for $3% of the total magnetic hole count. The optimization of these parameters is discussed more fully in Appendix A3.
Results and Discussion
[24] Our search identified 2074 magnetic holes seen by Wind with q max ! 7 between 1994 and 2004. These holes are all well resolved, isolated, and accompanied by ion observations. Figure 1 shows two representative examples of magnetic hole cross sections measured at Wind.
Magnetic Hole Database: Magnetic Signatures
[25] Figure 3 presents four histograms describing the B fields of all magnetic holes found in the search. Distributions are plotted clockwise from upper left according to statistical significance q max , size in units of the proton gyroradius, B field rotation, and relative magnitude dB/B 0 , respectively. Over the ranges applicable to this study, Figure 3 illustrates that there is no characteristic size or magnitude for magnetic holes. In the absence of scaling biases we find that the distributions of size and q max are well fit by power law trends. We also find that magnetic holes are typically linear. We show that field annihilation events like the magnetic holes of previous studies are actually part of a continuum of magnetic decreases of all depths.
[26] The search algorithm found magnetic holes at Wind with an average occurrence rate of one every 1.75 days. This rate is significantly less than the 1.5 events per day observed by Turner et al. [1977] or the 5.3 events per day recorded by Winterhalter et al. [1994] in the high-latitude solar wind. The discrepancy with the work of Turner et al. [1977] is a direct result of the selectivity of our search algorithm. The rate of one hole per 1.75 days is the result of our requirement that the potential number of false positives from turbulent fluctuations be less than 3%. Magnetic holes were most commonly detected near the q 0 = 7 cutoff, however, holes with q max up to and exceeding 100 were seen (see Figure 3a) . Over the entire population, the relative frequency of magnetic holes at the q max Â s level is well described by the following empirical power law:
with c 2 /n = 0.83.
[27] The typical magnetic hole magnitudes and dimensions of this study differ markedly from those of previous studies. The average relative drop in the magnetic field was dB/B 0 = 0.2, with a typical minimum field of 3.43 nT. Figure 3c shows the distribution of dB/B 0 for the entire sample. The number of holes observed is a monotonically decreasing function of the relative drop down to a drop of dB/B 0 $ 0.06. The median drop in field strength is 0.3 nT. Because of spacecraft charging and other sources of error that cannot be calibrated for on short timescales, the Wind MFI experiment has a typical noise level on the order of $0.1 -0.2 nT (A. Szabo, private communication). We expect the majority of magnetic holes with dB near or below this noise threshold to escape detection. This is the likely source of the rollover near 0.1 nT in Figure 3c . Above this noise limit, we ascertain that magnetic holes in the solar wind at 1 AU have no characteristic depth. Our finding that holes occur at a rate that is inversely proportionate to depth is in general agreement with the findings of Fränz et al.
[2000] using the statistical ''s criterion,'' which is similar to our criterion but applied to holes of specific size.
[28] Figure 3b shows the hole cross-sectional widths in units of the proton gyroradius (R L ), assuming that the holes are stationary in the plasma frame. In this plot, the occurrence rate is a decreasing function of width for widths above Figure 2 . Example of the significance value q plotted as a function of window duration dt and time t for a representative magnetic hole. The triangular features indicate neighborhoods containing but poorly fitting holes. The algorithm has detected the hole at a significance of q = 11.6 with a duration of 21 s. about 130 R L . Below this size, the number of magnetic holes appears to be an increasing function of size. An unavoidable selection bias arises, however, for magnetic holes with durations near the minimum detectable duration set by the Wind MFI resolution (3 s). This bias affects small holes and holes occurring in high-speed streams. The true widths of holes at or below the resolution limit cannot be determined to within an order of magnitude. For the statistics of hole duration, we have omitted holes shorter than 9 s, requiring three corroborating points to estimate the peak location in q(t, dt). To quantify the selection bias, we measured the distribution of ion inertial lengths for generic 9-s periods in the solar wind, finding that the most frequent value is 61 R L and the average value is 137 R L . We expect our selection bias to have a significant effect on the distribution at and below this range. It is most likely, then, that the rollover in Figure 3b below about 100 R L is a result of the bias, and not an indicator of the real distribution. For widths dx > 137 R L , the empirical distribution is again a power law: [30] We also note that rotation of the field vector inside of the hole is usually small in this sample (see Figure 3d) . The most probable rotation is about 5°, and about 39% of the holes have rotations of 10°or less. There were no fieldreverse structures in this sample. The noise threshold at dB 0.2 nT becomes significant for rotations of about 2°-3°a nd below, affecting only the leftmost bin in Figure 3d . The majority of the magnetic holes in this sample are comparable to the linear holes of Burlaga and Lemaire [1978] .
Ion Properties
[31] The dynamical stability of magnetic holes depends in part on pressure equilibrium with the local plasma flow. We have found evidence for pressure balance across magnetic holes at all scales. For each magnetic hole, the proton thermal pressure was calculated inside and outside of the hole. The relative change in scalar kinetic pressure dP i is plotted as a function of the change in magnetic pressure dP B in Figure 4 . In 92% of the cases where dP B exceeds the measurement error in P i , the magnetic pressure decrease is compensated by a comparable proton kinetic pressure increase. Figure 1a shows an example of one such hole, where the amplitudes of ion pressure and magnetic pressure change are large but the total pressure is unperturbed. Figure 4 shows the direct correspondence between the two parameters for the entire sample, along with the line of best fit. Along the line, dP i $ 0.69 Â dP B , that is, the total ion kinetic pressure increases to compensate 70% of the magnetic pressure decrease in the magnetic hole. If the holes are indeed in pressure equilibrium, this result suggests that about 70% of the drop in magnetic pressure is compensated by an increase in ion thermal pressure and 30% by electrons. If quasi-neutrality is preserved inside of magnetic holes, the electron density increase inside of the hole is equal to the ion density increase. This results in an electron thermal pressure increase that generally accounts for the remaining 30% without any electron heating.
[32] The changes in ion temperature and density across magnetic hole boundaries were also compared. For 87% of all cases, there is both significant heating and enhancement of proton density within the hole. The magnitudes of the density and temperature increases are both strong functions of the magnetic pressure change. Deeper holes, i.e., holes with relatively large dB/B 0 , generally owe more of their thermal pressure to heating when compared with shallower holes. In shallow holes, the relative changes in temperature and density are comparable, for example, when dP B /P tot < 0.15, we find that dT p /T p,0 $ 1.2 Â dN p /N p,0 on average. In the deepest holes, the relative heating exceeds the relative density increase, for example, in the 72 cases where dP B /P tot > 0.5, we find that dT p /T p,0 $ 2 Â dN p /N p,0 . One possible explanation for this effect would be an evolutionary process wherein ions are heated in the annihilation of magnetic energy at the creation of the hole, and then cooled again as heat diffuses out and the magnetic field relaxes. As the hole cools off, it contracts, increasing the ion density. In such a model, the lifetime of large magnetic holes would be set by the heat diffusion timescale across the field. This picture is also consistent with the high abundance of shallow magnetic holes, which would decay more slowly since the cross-field heat diffusion rate varies as dT/B 2 [Chen, 1984] . [33] There is evidence that the magnetic hole generation mechanism increases the ion temperature anisotropy parameter T ? /T k , heating the ions preferentially perpendicular to the field. The characteristic proton temperature anisotropy parameter inside of magnetic holes in this study is T ? /T k = 0.86 ± 0.01, whereas the characteristic temperature anisotropy outside is 0.80 ± 0.01. While this is only an 8% effect, it is statistically significant. The thermal anisotropy of the solar wind overall at 1 AU is lower still, with a most probable value of 0.64. The fact that magnetic holes are found increasing T ? /T k in regions of already high T ? /T k supports the theory that holes are created by an ion temperature anisotropy instability such as the mirror mode.
Kinetic Instabilities
[34] We have found that magnetic holes occur preferentially when the plasma b of the solar wind (the ratio of kinetic pressure to magnetic pressure) is high. When the average ion-component of the plasma b was calculated in the neighborhood of each magnetic hole, we found that the most common value was 0.6, with a median value of 1.0. These values are significantly higher than those of the solar wind at 1 AU over the entire decade. In Figure 5 , the full Figure 4 . A scatterplot of the ion scalar kinetic pressure increase dP i as a function of magnetic pressure decrease dP B for all events identified in the search. There is a clear relationship between the changes in the ion and magnetic pressures, with a rise in ion pressure typically accounting for 69% of the drop in magnetic pressure. distribution of ion plasma beta in the solar wind is compared with the distribution near magnetic holes. In the figure, most magnetic holes fall in the high-beta tail of the solar wind, where the relative occurrence rate is more than 10 times the occurrence rate at the peak. The occurrence rate is an increasing linear function of beta up to $1.55. Above 1.55, the trend appears to level off somewhat before it is obscured by low counts.
[35] Instabilities driven by ion temperature anisotropy become significant in the high-beta tail of the solar wind. Protons can become resonant with the mirror-mode and ion cyclotron instabilities in the high-beta solar wind at anisotropies T ? /T j > 1. At particularly high b (>5), the mirror-mode instability is theoretically the dominant effect in a purely proton-electron plasma. In the presence of helium, the threshold may actually be somewhat lower while the ion cyclotron threshold is somewhat higher [Gary, 1993] . More recent work has shown that a form of the mirror instability with oblique propagation may lead the mirror mode to dominate over the cyclotron mode over a wider range of plasma beta than previously expected [Hellinger et al., 2006] . Of these two instabilities, numerical simulations and observations in the magnetopause have shown that the nonlinear evolution of mirror-mode waves can result in isolated pressure-balanced structures. We have found evidence that a significant number of magnetic holes are the remnants of nonlinear mirror-mode waves.
[36] Figure 6 shows the proton temperature anisotropies and plasma betas for the entire magnetic hole sample. Also plotted is the instability threshold for mirror-mode waves. Below this line, the solar wind is stable to the mirror mode. We define the instability parameter R as follows:
; where b p;? ¼ n p kT p;? B 2 2m 0 ð2Þ
[37] When R > 1, the plasma is unstable to the mirror mode [Southwood and Kivelson, 1993] . Shallow magnetic field depletions (dB/B 0 ( 1) can be shown by linear theory to grow at an exponential rate in this regime. We note that there are 47 magnetic holes (2.3% of the population) in plasma that is unstable in this sense. Of the 47 unstableregion holes, none are shallower than dB/B 0 = 0.1, possibly owing to the fact that shallow holes would quickly grow in this region until they reached the nonlinear regime with dB $ B 0 . Next, we note that deep magnetic holes occur preferentially near the instability threshold, whereas shallow holes concentrate in more stable low-b regime. The color scaling in Figure 6 shows that hole depth and proximity to the mirror threshold are correlated.
[38] Mirror-mode structures in plasma where R < 1 are stable on dynamical timescales owing to pressure balance. On timescales set by the Coulomb collision rate and solar wind expansion, however, the plasma and magnetic field diffuse self-consistently. A point of origin $1 AU, i.e., in the corona itself, would be required for holes to decay significantly on these timescales before reaching Wind. As pointed out by Tsurutani et al. [2002] , subsequent impingement of Alfvén waves downstream may contribute to the further evolution of the hole. This diffusion and evolution process will be the subject of future statistical work and numerical simulation. The observations presented thus far, however, suggest a timeline where magnetic holes begin their lifetime in the R > 1 region and then gradually come into temperature equilibrium and isotropy as they decay. In this picture, magnetic holes would migrate from the upper right to the lower left of Figure 6 , moving most quickly early in their lifetime and finally lingering as they become very shallow and the diffusion rate decreases asymptotically. We might also speculate that as the mirror mode saturates, most holes are initially created with depths dB/B 0 $ 1, as in the magnetosphere. Our observation that the number of magnetic holes present in the solar wind decreases with depth is consistent with this initial depth and asymptotically slowing diffusion rate. This hypothesis is contingent on a better understanding of the energization of protons and the saturation rate of mirror waves in the corona. Proton acceleration through the ponderomotive potential of obliquely propagating Alfvén waves, as suggested by Tsurutani et al. [2002] , is a source mechanism worth consideration. Numerical modeling will be required to explore the onset and development of the instability in upper coronal conditions.
[39] This line of reasoning reconciles our results with the results of at least one study that restricted the magnetic hole definition to a low cutoff, i.e., B 0 1 nT. These magnetic holes, such as the holes of Winterhalter et al. [1994] , Turner et al. [1977] , Neugebauer et al. [2001] , and others, are a subset consisting only of young holes. These holes are near saturation and thus should be closer to the instability Figure 6 . Scatterplot of plasma b versus temperature anisotropy T p,? /T p,k outside each magnetic hole. The black curve indicates the mirror instability threshold, R = 1, as define in equation (2). Above this curve, perturbations grow at an exponential rate. The color of each point corresponds to the fractional drop in the magnetic field within the hole as indicated by the legend. A small number of magnetic holes were unstable at the time of observation. Deeper holes appear to congregate near the instability threshold, suggesting that magnetic holes saturate in or near the mirror-mode regime.
threshold, on average, than the holes of this study. That is indeed the case for the Winterhalter et al. study, which found that 4% of events with B 0 < 1 nT were in actively unstable plasmas and that most were in marginally stable plasma with b > 1 and T p,? /T p,k $ 1.
Conclusions
[40] We have shown that magnetic holes may be identified statistically with a scale-free and unbiased procedure. Applying this procedure to Wind and ACE data in the solar wind at 1 AU, we have demonstrated that magnetic holes exist with similar properties on length scales of $10 to $1000 proton gyroradii and the full range of detectable magnitudes. Using high-resolution ion data from Wind, we have analyzed the plasma properties local to and inside of magnetic holes and made the following new observations:
[41] 1. Internal plasma structure: Ion measurements inside of magnetic holes are consistent with the theory that they are pressure-balanced structures. Magnetic holes are accompanied by increases in ion kinetic pressure. Typically, both the proton density and the proton temperature are higher inside of a magnetic hole than in the local environment. The ion temperature plays a stronger role in this pressure enhancement than the density enhancement does in deep magnetic holes. The ion thermal distributions inside of magnetic holes tend to have higher values of the proton temperature anisotropy T p,? /T p,k .
[42] 2. Generation mechanism: The occurrence rate of magnetic holes increases strongly with the plasma b and temperature anisotropy of the local environment. Deeper holes are more likely to be found in plasmas that are unstable to the mirror mode than shallow ones. The hole depth is correlated with proximity to the instability threshold in the (b, T p,? /T p,k ) parameter space. It is highly likely that many magnetic holes are remnants of the mirror-mode instability.
[43] 3. Scaling: There is no distinction between kineticscale and microscale magnetic holes over the range of crosssectional widths from $10 to $1000 proton gyroradii.
[44] For future work, a similar study of electron properties in magnetic holes would make it possible to confirm the pressure balance inside and to confirm the hypothesis that they are created by an ion-associated instability. Knowing more about the thermal evolution of magnetic holes could further illuminate their point of origin. To this end, relationships between the thermal properties and diffusive timescales of magnetic holes will be the subject of a future statistical study. The theoretical account of mirror-mode onset and saturation in the upper corona is left for subsequent work. Correlation between Wind and other nearby satellites, such as ACE, may yield additional information about the evolution and morphology of magnetic holes.
Appendix A A1. Separation of Adjacent and Nested Magnetic Holes
[45] The magnetic holes of Turner et al. [1977] were single depressions bounded by field gradients far greater than those of any fluctuations inside of the hole or nearby. It is our objective to follow this definition closely, but we must specify a quantitative definition of a single, discrete magnetic hole. Some studies have labeled quasiperiodic trains of magnetic field depressions as magnetic holes [e.g., Winterhalter et al., 1994] , and others have modeled large magnetic holes as compound objects superposed of many smaller magnetic holes [e.g., Chisham et al., 2000] . In order to include shallow magnetic holes in our data set, it is also necessary to distinguish between nested magnetic holes, small magnetic holes that are embedded in larger, shallow magnetic holes. We show in this section how compound and closely spaced magnetic holes can be naturally grouped according to the (dB, dt) parameterization.
[46] Figure 2 illustrates some common attributes of the q mapping. Each maximum is found near the convergence of two diagonal wakes, bounding a triangular region in the (t, dt) space where q exceeds the background level. This region spans all neighborhoods that contain the magnetic hole candidate. From right to left, this region encompasses neighborhoods that contain all or part of the hole candidate but are displaced from its center. Vertically, the region includes neighborhoods that are larger than the hole candidate or that include only part of the hole. When two magnetic hole candidates are close together, these wakes intersect for neighborhoods that encompass both, as in Figure 2 at (t, dt) = (8960, 192 s). In practice, a single magnetic hole may be the source of an arbitrary number of local maxima in q(t, dt). This is attributable to random fluctuations of the field inside of the hole and near the boundaries. Overlapping wakes can occur for nearby holes, multiple maxima in a single hole, or hierarchies of nested holes. We say that holes are nested if one hole includes the other over its entire range in t but the two are separately resolvable on different scales, dt.
[47] We say that holes are adjacent if they overlap one another in time but are separately resolvable. For a given set of local maxima, then, one must decide which peaks in q are associated and which peaks can be resolved as separate structures. Following the convention for peak detection algorithms, we require that two peaks in q(t, dt) be separated by at least their width at half of the maximum value to be separately resolved. The peak width is calculated in both dimensions, in t to distinguish nearby holes and in dt to distinguish nested holes.
A2. Implementation of the Hole Search Algorithm
[48] To identify magnetic holes on all scales, q(t, dt) must be calculated for the full range of available (t, dt). The time resolution of the Wind magnetometers sets the lower bound for dt, and the duration of the longest observed magnetic holes ($5 hours) is the upper bound. The computational challenge in this approach is to calculate the first two statistical moments of a time series n elements long on neighborhoods of all possible scales spanning three orders of magnitude. Taking a brute force approach, this would be an O(n 2 ) computation.
[49] We developed an algorithm that divides the magnetic field data into periods of a few hours, a span determined by computational resources, and calculates a vector of moments h|B|i dt and hB 2 i dt for all dt up to the order of the data period itself. As it calculates these moments, it builds composite matrices of these vectors over that time span. We also make use of common factorizations in order to avoid redundant calculations and streamline the algorithm to O(n Â log n). Multiple passes are made at different resolutions in order to sample the full range of scales. Once these matrices are calculated for a given data period, q(t, dt) is also computed and an algorithm is called to identify the peaks and group regions of enhanced q(t, dt) accordingly. This algorithm first identifies local maxima and then recursively explores the adjacent points in the (t, dt) space to associate each region of elevated q to the proper peak. It then identifies the halfmaximum region for each peak and regroups according to the rules described in Appendix A1. The remaining fully resolved peaks are considered to be magnetic hole candidates. A list of the times, durations, and magnitudes (t max , dt max , q max ) of these candidates is compiled. For the candidate to be called a magnetic hole, the peak value q max must exceed the threshold value q 0 .
A3. Background Characterization
[50] Since we intend for our search to be fully independent of an imposed scale, it is convenient that the primary sources of magnetic fluctuations in the solar wind are scalefree processes [Goldstein et al., 1995] . We have targeted the undisturbed solar wind for this study because it is relatively easy to characterize. The steady solar wind at 1 AU is in a state of well-developed turbulent flow, that is, wave energy is being continuously transferred from long wavelength injection processes through a cascade of ever shorter wavelengths and eventually to dissipation at high frequencies. The steady state distribution of wave power in the solar wind takes the form of a broken power law with two breakpoints. The distribution at the largest scales corresponds to the injection of wave power by processes such as shocks, stream interactions, the relaxation of beams, and solar events. This region is relatively flat, with a typical spectral index of À1 [Goldstein et al., 1995] . The middle region, often called the inertial range, resembles the incompressible fluid turbulence of Kolmogorov with a spectral index around À5/3 [Goldstein et al., 1995] . The highfrequency dissipation range is steeper still. The magnetic holes detected in this study all fall in the inertial range, though the smallest holes do approach the spectral break separating the inertial and dissipative ranges.
[51] We assume that magnetic holes are exceptional events and not turbulent structures intrinsic to the continuous mixing of the quiescent solar wind. In order to model the solar wind and account for turbulence, we generate random data that imitates the fluctuations in its distribution function and its power spectrum. It has been shown that, for sufficiently large time series, the probability distribution function of magnetic field fluctuations is roughly Gaussian [e.g., Tu and Marsch, 1995] . We take the following steps to generate synthetic data with these properties:
[52] 1. The real data in the region of interest is Fourier transformed. A linear least squares fit is used to fit the inertial domain to a power law and determine the spectral index.
[53] 2. A synthetic time series of Gaussian-distributed random numbers is generated using the Box-Muller method [cf. Press et al., 1999] .
[54] 3. The synthetic time series is Fourier transformed and multiplied in the Fourier domain by the power law fit of step 1.
[55] 4. The series is transformed back to the time domain.
[56] The resulting time series is normally distributed, but with a spectral index matching that of the region of interest.
[57] The magnetic hole search algorithm was applied to real data and to synthetic data generated in this way. Magnetic hole detections in the model data are taken to be false positives, random turbulent fluctuations that happen to imitate magnetic hole signatures. The frequency of false positives in the model data provides a baseline for the real magnetic hole search. It also provides us with a way to choose optimum values for the free parameters of the algorithm, s and q 0 .
[58] The parameter s dictates how many times smaller a magnetic hole must be than the neighborhood it is compared to. For large values of s, a given magnetic hole must be highly isolated, as any large fluctuations (such as another hole) in the neighborhood of the hole will increase s W and thus decrease q max for the hole. We call s the isolation factor.
[59] The parameter q 0 sets a minimum hole magnitude. It is not useful or tractable to record q max down to arbitrary size; the vast majority of the peaks would be statistically insignificant. We call q 0 the cutoff.
[60] The cutoff and the isolation factor are chosen in order to maximize the number of events while minimizing the relative frequency of false positives generated in the model data. Let N be the number of magnetic holes found in some segment of the real data and let Ñ be the number of magnetic holes found in the model data for that segment, then the certainty is defined simply as (N À Ñ )/N. A plot of (N À Ñ )/N for different values of s and q 0 is shown in Figure A1 . A locus of points is apparent where about 3% or less of the holes are false positives. We choose q 0 = 7 and s = 4, which provides the highest N and the lowest s on this locus. The highest possible N maximizes our data set, and Figure A1 . Relative certainty of magnetic hole detections when real data are compared with synthetic data. The plotted value is (N À Ñ )/N as a function of cutoff and isolation factor. The upper right region of this plot is limited by infrequent detections, whereas the lower left is dominated by false positives. The pixel at q 0 = 7 and (2s + 1) = 9 optimizes certainty and count frequency. the lowest s reduces computational requirements because it requires less overlap when scanning for the largest magnetic holes in a given pass. Henceforth, the neighborhood or the local region of a magnetic hole will refer to an interval with s = 4, excluding the hole itself.
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