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In this study, we investigate the bound on the speed of state transformation in the quantum and
classical systems that are coupled to general environment with arbitrary coupling interactions. We
show that a Mandelstam-Tamm type speed limit exists and energy fluctuation still plays a crucial
role in this speed limit inequality for open quantum systems. The energy fluctuation of the target
system in addition to the coupling to the environment is key in the inequality. We also present
the classical version of the speed limit for open systems. As potential applications of the proposed
speed limit expression, we discuss the fundamental limitation of the state change in quantum cyclic
engines and the equilibriation time required for the thermalization phenomena of isolated quantum
systems.
Introduction.— The rate at which a given initial state
can be transformed into a desired final state has received
significant research attention in the field of theoretical
physics. Moreover, questions pertaining to the quantities
limiting the speed of state change have been thoroughly
investigated. One of the answers is obtained via the cel-
ebrated Mandelstam-Tamm (MT) quantum speed limit
for isolated quantum systems [1], which is expressed by
the following inequality:
L(ρ(τ), ρ(0))
〈δE〉τ /~
≤ τ . (1)
Here, 〈δE〉τ is the time-average of the energy fluctuation
during the operation time τ , and L(ρ, ρ′) is the Bures
angle, which is a type of distance, between the two states
(i.e., two density matrices) ρ and ρ′ [2]. This inequality
clearly indicates that the amount of energy fluctuation
restricts the speed of state change. Thereafter, Margo-
lus and Levitin proposed another type of speed limit,
where energy itself, and not energy fluctuation, bounds
the quick state transformation [3]. These relations orig-
inated from the uncertainty relation between time and
energy; hence, the operation time is inevitably accompa-
nied by quantities on energy [1, 3–10].
During experiments, the environmental effect is un-
avoidable. A typical example is solid-state quantum de-
vices, which are frequently disturbed by thermal as well
as nonthermal environments [11]. Therefore, it is funda-
mentally important to understand the effects of the envi-
ronment on the speed of state transformation, and several
studies have focused on this aspect. When the dynam-
ics of a system is well described by an effective equation,
such as the Lindblad equation, mathematically compact
expressions on the speed limit can be derived [12–16].
Nonunitary dynamics arising from the environment has
also been discussed, from the perspective of quantum in-
formation theory [17]. It is also intriguing that the speed
of state transformation can be discussed in terms of the
entropy production rate induced due to the state change
and the thermal environment, using stochastic thermo-
dynamics frameworks [18–24]
It should be noted that in several realistic situations,
we can see a wide variety of environments, coupling forms
and strengths between the system and environment. Not
only the nearest interaction, but also Lenard-Jones in-
teraction, and the long-range interaction (e.g. the dipole
interaction), are commonly observed in various materi-
als. Remarkably, recent experiments have enabled us to
control the range of long-range interaction [25–28]. The
circuit quantum electrodynamics is known to have strong
coupling strength between the two-level system and the
electromagnetic environment in the circuit. Generally,
the environment does not necessarily act as a thermal
reservoir, but as nonthermal quantum noise, and the dy-
namics of the target system can be significantly complex,
making it difficult to describe using the compact form of
an equation of motion. Based on this background, we
take the question one-step further, i.e., is there any gen-
eral and physically meaningful bound on the speed of
state transformation that holds irrespective of the type
of environment, coupling form, and coupling strength?
Given the prevalence of several relevant experimental sit-
uations, it is necessary to address this question for an in-
depth understanding of the speed of state transformation
observed in nature.
In this Letter, we aim to clarify the limitation of state
transformation by deriving the speed limit expression for
systems attached to the general environment through ar-
bitrary coupling. We establish that the energy fluctua-
tion still plays a central role in limiting the speed of state
transformation. We show that the energy fluctuation of
the coupling component as well as the system Hamilto-
nian is crucial. To derive the speed limit inequality, we
apply the decomposition on the time evolution operator,
separating it into two contributions: one coming from
the system plus coupling, and the other coming from the
environment. By extending this idea to the classical case
together with this new method [29], we also derive the
classical version of the speed limit for Hamiltonian dy-
namics. The speed limit expression does not only show
2the fundamental mechanism of state transformation, but
also has several potential applications. As simple appli-
cations, we discuss the microscale quantum engines and
the equilibration time in thermalization phenomena of
isolated quantum many-body systems.
Speed limit for open quantum systems .— We consider
a quantum system (S) interacting with the external en-
vironment(E) via coupling (SE) with an arbitrary inter-
acting form. The total Hamiltonian is described as
Htot = HS +HSE +HE , (2)
where HS and HE are the Hamiltonian of the system
and that of the environment, respectively. The Hamilto-
nian HSE is a coupling Hamiltonian between the system
and the environment. We emphasize that HSE is arbi-
trary, and its norm can be the same order as the sys-
tem’s Hamiltonian. Although we do not write the time-
dependence explicitly for the sake of notational simplic-
ity, each Hamiltonian can be time-dependent.
Let ρtot(t) and ρS(t) the density matrix for the total
system and the target system of interest, respectively.
In the time evolution driven by Htot, the total density
matrix changes in time, and the system’s reduced density
matrix is obtained as ρS(t) = TrE[ρtot(t)], where TrE
implies the partial trace of the environment. Then, we
consider a speed limit only for the system by analyzing
the change in the system’s density matrix. Let L(ρ, ρ′)
be the Bures angle, which quantifies the distance between
two states ρ and ρ′, defined as [30]
L(ρ, ρ′) := arccosTr[
√
ρ1/2ρ′ρ1/2] . (3)
In addition, we define the system plus the interaction
Hamiltonian denoted by H˜S and the energy variance for
this Hamiltonian at time t denoted by δES(t):
H˜S := HS +HSE , (4)
δES(t) :=
√
Tr[H˜2Sρtot(t)]− Tr[H˜Sρtot(t)]2 . (5)
The Hamiltonian H˜S is a collection of all terms containing
the system’s operators. Then, we derive the following
quantum speed limit for general open systems:
L(ρS(τ), ρS(0))
〈δES〉τ /~
≤ τ , (6)
where 〈δES〉τ is the time-average on the energy fluctua-
tion, i.e., 〈δES〉τ := (1/τ)
∫ τ
0
dtδES(t). This is the first
main result of this Letter. The proof for this relation is
provided at the end of this Letter.
We shall clarify the physical meaning behind this in-
equality. We note that the bound on the operation time
in (6) is characterized not only by the system Hamilto-
nian in the energy fluctuation but also by the coupling
component. This combination is essential for the cor-
rect estimation of the bound, which can be understood
by comparing it with the direct application of the MT
bound (1). Firstly, if we employed the original MT bound
(1), setting the energy fluctuation only by the system
Hamiltonian, then we immediately realize that this in-
equality does not hold. A simple counterexample is the
case where the system Hamiltonian is constant, while the
coupling Hamiltonian exists, in which the energy fluctu-
ation of the system Hamiltonian is exactly zero. Next,
suppose that we employed the original MT bound (1)
by setting the energy fluctuation for the total Hamilto-
nian and applying the monotonicity of the Bures angle
L(ρS(τ), ρS(0)) ≤ L(ρtot(τ), ρtot(0)). Then, the original
MT bound can be written in terms of the state change
only for the system: L(ρS(τ), ρS(0))/(〈δEtot〉τ /~) ≤ τ ,
where 〈δEtot〉τ is the time-average of energy fluctuation
for the total Hamiltonian. This bound is a correct in-
equality but it is very different from the relation (6),
especially when the size of the environment is very large.
In the case of an infinite environment size, which is a
typical setting for the thermal reservoir, the total energy
fluctuation 〈δEtot〉τ diverges, leading to a trivial bound
0 ≤ τ . On the other hand, the bound in (6) gives a finite
value even in this case. In some cases, the original MT
bound is not available, while the relation (6) works well.
We should also note that the energetic effects of the en-
vironment can be achieved only via the coupling Hamilto-
nian. Without the finite coupling Hamiltonian, the envi-
ronment cannot affect the Bures angle inside the system,
even if quantum nonlocal effects, such as quantum en-
tanglement, exist between the system and environment.
The effect of the environment reaches the system with fi-
nite time, provided the energy fluctuation, including the
coupling Hamiltonian, is finite. This argument also sup-
ports the structure including the coupling Hamiltonian
in the speed limit expression (6).
Speed limit for open classical Hamiltonian systems .—
We extend the speed limit (6) to classical Hamiltonian
systems. Although several speed limits for classical
Hamiltonian systems have been proposed [29, 31, 32],
we employ the technique given in Ref. [29]. Con-
sider a classical version of the total Hamiltonian (2),
and the distribution function in the phase space at
time t, ρtot(t). The dynamics of ρtot(t) is given by
the Liouville equation (∂/∂t)ρtot(t) = {Htot, ρtot(t)},
where {A,B} := ∑α=x,y,z∑i(∂A/∂qi,α)(∂B/∂pi,α) −
(∂A/∂pi,α)(∂B/∂qi,α) is the Poisson bracket, and qi,α
and pi,α are, respectively, the position and momentum
variables of the i-th particle in the α-th direction. We
employ the classical Bures angle (Bhattacharyya angle)
as the distance between two classical distribution func-
tions:
LB(ρ, ρ′) := arccosB,
B :=
∫
dΓ
√
ρ
√
ρ′ ,
(7)
where dΓ =
∏
α
∏
i dpi,αdqi,α, and B is the Bhat-
3tacharyya coefficient, which serves as a classical coun-
terpart of the fidelity.
The distribution function for the system is defined as
ρS :=
∫
dΓEρtot, where
∫
dΓE is integration with respect
to the degree of freedom in the environment. We then
derive the speed limit for classical open Hamiltonian sys-
tems:
(2/pi)LB(ρS(τ), ρS(0))〈√∫
dΓ {H˜S,√ρtot}2
〉
τ
≤ τ, (8)
where 〈...〉τ implies the average over time. This classi-
cal expression is our second main result. Similar to the
quantum version (6), the bound contains the Hamilto-
nian H˜S. We present the details of the derivation in the
Supplemental Material [2].
Solvable toy example.— We here demonstrate the
speed limit in the open quantum system (6) with a solv-
able model. We use a globally coupled spin-1/2 system
that demonstrates the validity of (6), even for long-range
coupling with arbitrary strength. We regard a single spin
as a principal system and other N spins attached to this
single spin as the environment. We focus on the state
transformation of the single spin. We set the Hamiltoni-
ans as
HS = hS
z
1 , HSE = J
N+1∑
i=2
S1 · Si ,
HE = h
N+1∑
i=2
Szi + J
N+1∑
i=2
N+1∑
j>i
Si · Sj ,
(9)
where Si is a vector of spin-1/2 operator at the site i,
i.e., Si = (S
x
i , S
y
i , S
z
i ). Let |↑〉i (|↓〉i) be the eigenstate
of the z-component of the spin at the site i, satisfying
Szi |↑〉i = 12 |↑〉i (Szi |↓〉i = − 12 |↓〉i). For simplicity, we set
the Hamiltonian as a static one. We set the initial state
ρ(0) = |ψ(0)〉〈ψ(0)| with |ψ(0)〉 = | ↑〉1⊗| ↓〉2 · · · | ↓〉N+1.
Using the conservation law on the total magnetization, it
is straightforward to calculate the time-evolution of the
state. The Bures angle for the one spin system during
the time τ and the energy fluctuation for the Hamiltonian
H˜S at time t (0 ≤ t ≤ τ) is computed as
L(ρS(τ), ρS(0)) =arccos


√
(N − 1)2 + 4N cos2 (JNτ4~ )
N + 1

 ,
[δES(t)]
2 =N
{[J
2
− 2h(N − 1)
(N + 1)2
sin2
(
JNt
4~
)]2
+
[
h
N + 1
sin
(
JNt
4~
)]2}
.
For N = 1, these expressions are reduced to L = Jτ/4~
and δES(t) =
[
(J/2)2 + ((h/2) sin(Jt/4~))2
]1/2
. These
clearly satisfy the relation (6). For a sufficiently small
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.1
0.2
0.3
0.4
0.5
0.6
N=1
N=5
N=10
τ
FIG. 1. Speed limit bounds (left-hand side of (6)) ver-
sus actual time τ for different sizes of N with the parameter
h/J = 1. The unit of time is ~/J . The thin gray line repre-
sents y = τ . All plots are under the gray line, as shown in
(6).
τ , the left hand side in (6) is approximately equal to
Nτ/(N + 1) for any N , which is tight for a large N .
In Fig. 1, we plot the left-hand side of (6) versus τ for
several sizes of N with the fixed parameter h/J = 1,
which clearly indicates the validity of (6) at all times.
Application to cyclic quantum engines .— We show
that the relation (6) has important implications to several
physical research fields. As the first application, we con-
sider cyclic quantum engines surrounded by large envi-
ronments; examples include microscale quantum heat en-
gines [33] and parametric electron pumping [34–36], both
of which have been realized in recent experiments[37–40].
In theoretical description of heat engines driven by two
different temperatures, we should control the amplitude
of the interactions between the system and the heat baths
to switch the temperatures. By changing temperatures in
this manner and controlling the system’s parameters, we
extract quantum work through a cycle process with the
period τc. The cyclic property requires that the initial
and the final states of the system be identical, ρS(t+τc) =
ρS(t). Then, the relation (6) translates to the following
relation [41]
max
ρS(t),ρS(t′)
L(ρS(t), ρS(t′)) ≤ τcδES,max
2~
≤ τc‖H˜S‖
2~
, (10)
where δES,max is the maximum value of δES(t) during the
cycle, and ‖...‖ is a spectral norm. The maximum in the
left-hand side is taken over all time duration 0 ≤ t, t′ ≤ τ .
This relation must be satisfied in any type of cyclic en-
gines, including microscopic heat engines and parametric
electron pumping. This relation indicates a fundamen-
tal limitation of the speed of engines accompanying state
change, which should be significant as the size of target
system becomes small and as a result, the quantum effect
becomes important.
Application to thermalization in isolated quantum sys-
tems .— As a second application, we consider the ther-
4malization phenomena of isolated large quantum sys-
tems. We make a rough estimation of the equilibration
time from a certain initial pure state [42–48]. To this
end, we need to restrict our attention to macroscopic ob-
servables [42–45] or small subsystems [46–48]. We here
consider the latter case, and regard the subsystem as
a target system and the other component as the envi-
ronment. We assume that the state of the total system
equilibrates (i.e., relaxes to a certain macroscopic state)
and the reduced density matrix of the subsystem reaches
a steady state within a finite time.
Although the thermalization phenomena is
widespread, estimating the equilibration time is
considerably difficult. Calculations based on random
Hamiltonians or typicality argument have been suc-
cessfully performed, while they exhibit extremely fast
equilibration time [49, 50]. Analyses based on realistic
Hamiltonian are highly complicated [51, 52] and the
physical meaning of the estimation is not trivial. Here,
we apply the speed limit inequality (6) and estimate
the bound of the equilibration time for several types of
Hamiltonians and thermalization phenomena.
Let ρ′S be a steady state of the subsystem inside the
large total system. Then, the Bures angle between the
initial state and the steady state after relaxation is given
by Lth := arccos
[
tr
√
(ρS(0)1/2ρ′SρS(0)
1/2)
]
. The steady
state density matrix for the subsystem depends on the
type of Hamiltonians. For instance, when the entire sys-
tem is a static and uniform nonintegrable, the steady
state of the subsystem is expected to be close to the
canonical distribution of temperature determined by the
initial state [53]. In contrast, if the entire system is inte-
grable, the steady state should be close to the generalized
Gibbs ensemble [54]. Another type of thermalization is
observed in the case of a nonintegrable system with a
periodic driving field, which is sometimes referred to as
Floquet thermalization. In this case, there are no con-
served quantities, including energy. Owing to the energy
injection via periodic driving, the periodic steady state
of this system is a Gibbs state with infinite tempera-
ture. The reduced matrix for the subsystem should be
ρ′S = 1/D, where D is the dimension of the Hilbert space
of the subsystem, and in this case Lth is expressed as
Lth = arccos
[
tr(ρ
1/2
S (0)/D
1/2)
]
.
Regardless of the type of thermalization, the speed
limit relation (6) leads to the general lower bound of the
subsystem equilibration time τeq as
Lth
‖H˜S‖/~
≤ Lth〈δES〉τ/~ ≤ τeq . (11)
The second term suggests that the average energy fluc-
tuation is crucial for estimation of thermalization time.
The first term can also be meaningful if the spectral norm
is finite.
Derivation of (6).— We present the proof of the speed
limit for open quantum systems (6). We first consider the
state change in short-time interval ∆t at time t. We de-
fine the following unitary operators with an infinitesimal
time duration ∆t:
U1 := e
−i(HS+HSE)∆t/~ = e−iH˜S∆t/~, (12)
U2 := e
−iHE∆t/2~. (13)
Here, note that HS, HSE and HE can be time-dependent,
although we omit to write the explicit time-dependence
for notational simplicity. We start with the following
expression for the state of the total system at time t+∆t:
ρtot(t+∆t) = U2U1U2ρtot(t)U
†
2U
†
1U
†
2 + o(∆t
2). (14)
We now introduce
ρ′ :=U2 ρtot(t)U
†
2 , (15)
ρ′′ :=U1U2 ρtot(t)U
†
2U
†
1 = e
−iH˜S∆t/~ρ′eiH˜S∆t/~, (16)
where ρ′′ is given by the time evolution from ρ′ with
the Hamiltonian H˜S. Below, we show that the quantum
speed limit for the reduced density matrix ρS can be un-
derstood in terms of the density matrices ρ′ and ρ′′. We
first note the cyclic property of the partial trace
ρS(t+∆t) :=TrB[ρtot(t+∆t)] = TrE
[
U2 ρ
′′ U †2
]
+ o(∆t2)
=TrEρ
′′ + o(∆t2), (17)
ρS(t) :=TrE[ρtot(t)] = TrE
[
U †2ρtot(t)U2
]
= TrEρ
′.
(18)
We then note the monotonicity of the Bures angle L for
the contraction within the first order of ∆t:
L(ρS(t+∆t), ρS(t)) ≤ L(ρ′′, ρ′). (19)
From the relation (16) between ρ′ and ρ′′, the original
MT speed limit (1) leads to
L(ρ′′, ρ′) ≤1
~
∫
∆t
0
δE′S(t) dt =
∆t
~
δE′S(t) (20)
up to the first order of ∆t. Here, the energy fluctuation
δE′S(t) is the energy fluctuation of H˜S at time t for ρ
′
defined as
δE′S(t) :=
√
Tr[H˜2Sρ
′]− Tr[H˜Sρ′]2 . (21)
Furthermore, we can equally treat δE˜′S(t) and δE
′
S(t) up
to O(∆t):
∆t
~
δE˜′S(t) =
∆t
~
δES(t) + o(∆t
(3/2)) , (22)
because the difference between ρtot(t) and ρ
′ =
e−iHE∆t/2~ρtot(t)e
iHE∆t/2~ is o(∆t). Finally, the trian-
5gle inequality of the Bures angle leads to
L(ρS(τ), ρS(0)) ≤
N−1∑
n=0
L(ρS((n+ 1)∆t), ρS(n∆t))
≤∆t
~
N−1∑
n=0
δES(n∆t) (23)
with τ = N∆t. By considering the ∆t → 0 limit, we
arrive at the desired result (6).
Summary.— We established a Mandelstam-Tamm
type quantum speed limit inequality for open quantum
systems with arbitrary coupling to general environments.
Similar to the original Mandelstam-Tamm speed limit,
the energy fluctuation still plays a pivotal role in this
speed limit. Notably, the energy of the system and the
interaction energy are relevant to this speed limit, and
the energy of the environment is irrelevant. As potential
applications, we discussed microscale quantum engines
and the equilibration time in thermalization phenomena
of isolated quantum systems. Relating the present speed
limit to known results for Markovian dynamics can be a
possible future scope of research.
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DERIVATION OF MANDELSTAM-TAMM QUANTUM SPEED LIMIT
Case of pure state
We first consider a situation that a pure state |ψ(0)〉 evolves to |ψ(τ)〉 with a unitary evolution with duration τ
generated by a time-dependent Hamiltonian H(t). The case of mixed states is considered later.
We expand |ψ(t)〉 as |ψ(t)〉 = ∑n an |En〉, where |En〉 is the energy eigenstate of H(t). We here drop the time
dependence of an for brevity. Then the inner product between the state at times t and t+∆t is calculated as
|〈ψ(t)|ψ(t +∆t)〉| =
∣∣∣∣∣
∑
n
|an|2 e−iEn∆t/~
∣∣∣∣∣
=
∣∣∣∣∣
(
1− 1
2~2
∑
n
|an|2E2n∆t2
)
− i
~
∑
n
|an|2En∆t+O(∆t3)
∣∣∣∣∣
=1− 1
2~2
∑
n
|an|2 (En − E¯)2∆t2 +O(∆t3), (S.1)
where we defined the energy fluctuation as
E¯ :=
∑
n
|an|2En. (S.2)
We also denote the energy fluctuation by
∆E2 :=
∑
n
|an|2 (En − E¯)2, (S.3)
which is equivalent to the conventional definition ∆E2 = 〈ψ|H2|ψ〉 − 〈ψ|H |ψ〉2. Using an elemental inequality
arccosx ≤
√
2(1− x) and the triangle inequality for the Bures angle L(ρ, ρ′) ≤ L(ρ, ρ′′) + L(ρ′′, ρ′), we find
L(|ψ(0)〉 , |ψ(τ)〉) ≤
N−1∑
n=0
L(|ψ(tn)〉 , |ψ(tn+1)〉) ≤
N−1∑
n=0
√
2(1− |〈ψ(tn)|ψ(tn+1)〉|) (S.4)
with N∆t = τ and tn := n∆t. By combining Eqs.(S.1) and (S.3) and taking ∆t → 0 limit, we arrive at the desired
Mandelstam-Tamm inequality:
L(|ψ(0)〉 , |ψ(τ)〉) ≤ 1
~
∫ τ
0
√
∆E2dt. (S.5)
Case of mixed state
We now derive the Mandelstam-Tamm inequality for case of mixed states by using the obtained relation for pure
states (S.5). The key ingredient of this extension is purification of mixed states to pure states by introducing an
auxiliary system A. For a given initial mixed state ρ(0), there exists a proper auxiliary system and a pure state
|Ψ(0)〉 on a composite system of the system S and the auxiliary system A satisfying TrA[|Ψ(0)〉 〈Ψ(0)|] = ρ(0). An
important fact is that if the state ρ(0) evolves to ρ(τ) with the Hamiltonian H(t), then |Ψ(0)〉 evolves to |Ψ(τ)〉 with
the Hamiltonian H(t) ⊗ 1 satisfying TrA[|Ψ(τ)〉 〈Ψ(τ)|] = ρ(τ). We note that both the expectation energy and the
energy fluctuation take the same value between the original state and the purified pure state:
TrS[H(t)ρ(t)] = TrSA[(H(t) ⊗ 1) |Ψ(t)〉 〈Ψ(t)|] (S.6)
TrS[H(t)
2ρ(t)] = TrSA[(H(t) ⊗ 1)2 |Ψ(t)〉 〈Ψ(t)|]. (S.7)
Then, the combination of the Mandelstam-Tamm relation for pure states (S.5) and the monotonicity of the Bures
angle directly implies the desired Mandelstam-Tamm relation for mixed states:
L(ρ(0), ρ(τ)) ≤ L(|Ψ(0)〉 , |Ψ(τ)〉) ≤1
~
∫ τ
0
√
TrSA[(H(t)⊗ 1)2 |Ψ(t)〉 〈Ψ(t)|]− TrSA[(H(t)⊗ 1) |Ψ(t)〉 〈Ψ(t)|]2dt
=
1
~
∫ τ
0
√
∆E2dt, (S.8)
where ∆E2 is the energy fluctuation of the original system defined as ∆E2 := TrS[H(t)
2ρ(t)]− TrS[H(t)ρ(t)]2.
DERIVATION OF THE SPEED LIMIT FOR CLASSICAL CLOSED SYSTEMS
We here derive the speed limit expression for the isolated classical system, which is first proved by Shanahan, et
al. [1]. Let ρ(t) be a distribution function over the whole phase space at time t. The dynamics is given by the Liouville
equation:
d
dt
ρ(t) = {H(t) , ρ(t)} =: −iLt ρ(t) . (S.9)
Note that this type of equation is also satisfied for
√
ρ(t), i.e., (d/dt)
√
ρt =
{
H(t) ,
√
ρ(t)
}
.
We define the Bures angle via the Bhattacharyya coefficient
LB(ρ(t), ρ(0)) := arccosB(t) , (S.10)
B(t) :=
∫
dΓ
√
ρ(t)
√
ρ(0) , (S.11)
where
∫
dΓ stands for the integration over the whole phase space. From these definitions, it is straightforward to
derive the following relation:
− sinLB dLB
dt
= B˙ (S.12)
=
∫
dΓ
√
ρ(0)
{
H(t),
√
ρ(t)
}
(S.13)
=
∫
dΓ(
√
ρ(0)−
√
ρ(t))
{
H(t),
√
ρ(t)
}
, (S.14)
where we used an identity
∫
dΓ
√
ρ(t)
{
H(t),
√
ρ(t)
}
=
∫
dΓ 12
d
dt (
√
ρ(t))2 = 0. Using the Schwartz inequality, one can
bound B˙ from above:
B˙ ≤
[∫
dΓ
(√
ρ(0)−
√
ρ(t)
)2]1/2 [∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2
(S.15)
= [2(1− B(t))]1/2
[∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2
(S.16)
= 2 sin(LB/2)
[∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2
, (S.17)
where we note that 0 ≤ LB ≤ pi. Combining (S.12) and this inequality, we have
2
d
dt
sin(LB/2) ≤
[∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2
, (S.18)
which directly leads to
2 sin [LB(ρ(τ), ρ(0))/2] = 2
∫ τ
0
dt
d
dt
sin(LB(ρ(t), ρ(0))/2) (S.19)
≤
∫ τ
0
dt
[∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2
. (S.20)
With noting the inequality (1/pi)LB ≤ sin(LB/2), we arrive at the following relation:
LB(ρ(τ), ρ(0))
pi
2τ
∫ τ
0
[∫
dΓ
({
H(t),
√
ρ(t)
})2]1/2 ≤ τ . (S.21)
DERIVATION OF THE RELATION (8)
We now provide the proof of (8). We follow a similar procedure to the quantum case. We divide the Liouville
operator into three contributions, i.e.
Ltot(t) = LS(t) + LSE(t) + LE(t) , (S.22)
where the subscripts S, SE, and E mean that the contribution from the system, coupling part between the system
and environment, and the environment. Note the following identity∫
dΓEe
−iLE(t)dtA(Γ) =
∫
dΓEA(Γ) , (S.23)
where ΓE is the phase space for the environment, and the function A is arbitrary function dependent on distribution
function.
We note the relations
dLB(ρ′, ρ′′) ≤ dtpi
2
[∫
dΓ
({
HS(t) +HSE(t),
√
ρtot(t)
})2]1/2
, (S.24)
ρ′ = e−idt (LS(t)+LSE(t))e−idtLE(t)/2ρtot(t) , (S.25)
ρ′′ = e−idtLE(t)/2ρtot(t) . (S.26)
Subsequently, we note that the expression of the reduced distribution function
ρS(t) =
∫
ΓE ρtot(t) =
∫
ΓE e
−idtLE(t)/2ρtot(t) =
∫
ΓE ρ
′′ , (S.27)
ρS(t+ dt) =
∫
ΓE ρtot(t+ dt) (S.28)
=
∫
ΓE e
−idtLE(t)/2e−i(LS(t)+LSE(t))dte−idtLE(t)/2ρtot(t) +O(dt2) (S.29)
=
∫
ΓE e
−i(LS(t)+LSE(t))dte−idtLE(t)/2ρtot(t) +O(dt2) (S.30)
=
∫
ΓE ρ
′ +O(dt2) . (S.31)
Through the contraction, the following relation is satisfied up to O(dt):
LB(ρS(t+ dt), ρS(t)) ≤ LB(ρ′, ρ′′) . (S.32)
Then we have
LB(ρS(t+ dt), ρS(t)) ≤ dtpi
2
[∫
dΓ
({
HS(t) +HSE(t),
√
ρtot(t)
})2]1/2
. (S.33)
By integrating this from 0 to τ , the desired result (8) is obtained.
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