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Abstract 
The work reported in this thesis is concerned with two completely separate topics -
scattering and adrenocorticotropic hormone (ACTH) regulation. 
The accuracies of two approximate scattering formulations, the Born approximation 
and geometrical optics, are investigated and compared. The distortion associated with 
multiple scattering in Born inversion is shown to be severe in situations where the refrac-
tive indices of object components are only slightly «5 %) different from the background. 
Second and higher order multiple scattering is found to contribute negligible distortion 
to the reconstruction. Backpropagation is explicitly formulated and implemented for 
receivers in the far-field, but Fourier interpolation is found to be a preferable method 
for performing Born inversion in the simulation situation. Shift-and-add, a form of 
frequency diversity processing which has been previously proposed to reduce distortion 
in Born inversion, is comprehensively tested. Although the anticipated reduction in 
distortion is not achieved, some improvement is demonstrated. Furthermore, this work 
shows the need for iterative solutions to realistic inverse scattering problems. 
A new solution to the two-dimensional benHoay computed tomography problem is 
developed. It is based on a novel ray description which does not require the ray paths 
to be known. The refractive index distribution is therefore found by solving linear 
equations, rather than through the conventional process of ray tracing. Reconstructions 
of circularly symmetric refractive index distributions demonstrate the feasibility of this 
approach and encourage further development. 
The information available from a recently developed method for sampling pitu-
itary effluent (PES) in the horse is examined. The current sampling interval of 308 is 
found to be appropriate for measuring ACTH and arginine vasopressin (AVP), but not 
necessarily corticotropin-releasing hormone (CRH). Blood flow variations are found 
to have essentially negligible effect on measurement of hormone concentrations at the 
corticotropes. 
A recently proposed model of ACTH regulation, derived from static cell culture 
results, is tested on PES data and found to be inappropriate for the in vivo situation. 
The relationships between AVP, CRH, cortisol and ACTH are examined using cross-
correlation, pulse analysis and models of ACTH regulation. The pulse analysis indicates 
that the delay between AVP or CRH and ACTH is 0-308. Results from all three tech-
niques indicate that AVP is the importantphysiologicalACTH secretagogue in the horse. 
Results from the modeling analysis suggest that the relative potency of AVP and CRH 
depends on the cortisol concentration, and that when this is low, CRH is the dominant 
secretagogue. Modeling results also reveal that the principal effects of cortisol on ACTH 
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secretion occur in the pituitary, and not in the brain as is currently believed. In addition, 
they show that in some situations AVP, CRR and cortisol are sufficient to explain almost 
all ACTH secretion, although the pulse analysis indicates that additional secretagogues 
do have physiological effects. Furthermore, this work demonstrates the need for rapid 
sampling and makes some suggestions regarding important mechanisms operating in 
the corticotrope in vivo. 
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Preface 
The work reported in this thesis is concerned with two completely separate topics -
scattering and adrenocorticotropic hormone (ACTH) regulation - which are covered in 
Parts I and II respectively, since any attempt to connect them could only be confusing. I 
also spent some time investigating Chaos, but the results of this research are presented 
elsewhere [Smith et al., 1988]. Since a thesis should emphasize original contributions, 
in writing this thesis I have attempted to review only work related to my own subsequent 
research. This restriction is relaxed slightly in Part II to allow for the expected reader 
background, but seems particularly appropriate in Part I since I have coauthored an 
extensive review of inverse scattering [Bates et al., 1991]. The aim of the following 
paragraphs is to identify the original aspects of my research. This research has been 
performed by myself, either alone or in collaboration with others. Collaboration is made 
clear by references in particular chapters. 
Part I of this thesis deals with scattering, which is the interaction of wave motion 
with inhomogeneous media. My aim in Part I has been to investigate manageable new 
methods to allow indirect observation of objects. Two such methods are presented in 
Chapter 3. 
Chapter I provides an introduction to scattering in refracting media. It establishes 
the partial differential equation and notation used in this thesis to describe wave motion, 
before formally defining the direct and inverse scattering problems. It contains no 
original material. 
Chapter 2 presents a comparison of the Born and geometrical optics (GO) approx-
imations (the two approximate formulations of scattering on which the new inverse 
solutions in Chapter 3 are based) with the exact solution. A major motivation for this 
work was to assess the approximations underlying the two new inverse solutions consid-
ered in Chapter 3. Although a comparison of these approximations does not appear to 
have been made previously, basic knowledge of their validity is widespread. The most 
important new results in this chapter therefore relate to the effect of multiple scattering 
on the Born approximation. The effect of first order multiple scattering on the scattered 
field measured along a line has been shown previously [Azimi and Kak:, 1983]. How-
ever, this study compares the exact scattered field in the far-field with that calculated 
using the Born approximation. 
Chapter 3 contains investigations of Born inversion and two new solutions to the 
inverse scattering problem. In section 3.1.2 backpropagation is explicitly formulated 
for receivers in the far-field for the first time. The comparison of backpropagation and 
Fourier interpolation in section 3.1.4 has been made previously for receivers along a 
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line [Pan and Kak, 1983; Slaney and Kak, 1985]. However, having the receivers in the 
far-field is found to reduce the relative accuracy and resolution of backpropagation. Sec-
tion 3.1.5 presents what appear to be the first exact reconstructions of multi-component 
objects using Born inversion. Previous reconstructions have considered only first order 
multiple scattering in solving the associated direct problem [Azimi and Kak, 1983]. 
My investigation of the distortion in Born inversion due to multiple scattering therefore 
extends the work of Azimi and Kak [1983], who demonstrated the distortion, but used 
approximate Born inversion. Section 3.1.5 also provides the first illustration of the 
distortion caused by multiple scattering when cylinder refractive indices and/or sizes 
are not all equal. The first new inverse scattering solution investigated uses a form of 
frequency diversity processing called' Shift-and-add' (SAA) which has been developed 
at Canterbury by the Bates2 group [Bates and Cady, 1980]. SAA has been previously 
proposed to reduce the distortion in Born inversion [Bates and Robinson, 1981; Minard 
et al., 1985; Minard, 1985], and Professor Bates had been awaiting the simulation study 
reported in section 3.1.7 for a number of years. Section 3.1.7 also presents the first 
realistic implementation of an extension to SAA, termed differential SAA, which has 
been proposed as more suitable for extended objects [Minard, 1985]. The second new 
inverse solution, proposed in section 3.2, is a novel bent-ray computed tomography 
(CT) solution. It is the first such solution where refraction is appreciable, yet ray tracing 
is not required. Results presented in section 3.2.5 indicate that it compares well with 
conventional bent-ray CT solutions which require ray tracing. 
Chapter 4 presents conclusions on the original results presented in Chapters 2 and 3, 
and suggests lines of further research. 
ACTH is the principal hormone released from the pituitary in response to stress. 
My aim in Part II of this thesis has been to use data from the novel technique of 
Pituitary Effluent Sampling (PES), pioneered by Irvine and Alexander [1987] at Lincoln 
University, New Zealand, to investigate ACTH regulation. In doing this it became 
apparent that an investigation of the information available from PES was also required. 
Chapter 5 serves to introduce and review ACTH regulation. In particular, it presents 
current knowledge on the intracellular mechanisms behind ACTH secretion, since these 
form the basis for a mechanistic model of ACTH regu~ation in Chapter 7. It contains no 
original material. 
Chapter 6 contains investigations of the information available from PES, the prob-
lems with the technique, and how it compares with alternative methods for investigating 
ACTH regulation. My comments, in section 6.1.3, on the suitability of deconvolving 
circulating adrenal axis hormone concentrations, result from engineering experience 
combined with interpretation of results from the many applications of deconvolution 
to the endocrine system. The analysis, in section 6.3.4, of the effects of sampling and 
of the sampling rate is entirely new, although the techniques used are well established. 
Hopefully this work will be used to provide guidelines for PES sampling rates in the 
future. My comments accompanying this analysis regarding the periodicity of adrenal 
axis hormones are in mild defiance of current thinking; however, this thinking appears 
to be changing. The work, contained in section 6.3.5, is the first formal analysis of 
the size and effects of blood flow variations in the data afforded by PES. I derived all 
2Professor R.H.T. Bates, along with his students and associates 
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three methods used to produce limits for the coefficient of variation of blood flow. The 
accompanying analysis of the effect of these variations on PES data is also original. 
Chapter 7 presents my analysis of ACTH regulation using crosscorrelation, pulse 
analysis and modeling. The crosscorrelation results in section 7.1.1 are hardly revolu-
tionary, but they extend those presented elsewhere [Alexander et al., 1991; Alexander et 
al., 1988] by their completeness and use of helpful transformations. Likewise, the pulse 
analysis in section 7.1.2 has been performed elsewhere [Engler et al., 1989; Guardabasso 
et al., 1991], but the quality of PES data makes this work more useful. The pulse analysis 
is extended in section 7.2 to provide the first examination of the delay between AVP or 
CRR and ACTH, either in vivo or in vitro. Wishing to also pursue a modeling based 
analysis, I set about finding a useful model of ACTH regulation. The interpretation in 
section 7.3 of the qualitative model recently proposed by Schwartz et al. [1989] is my 
own, as is the analysis of its suitability. Its failure to explain PES data then led me to 
summarize important recent findings on ACTH regulation in section 7.4, which I used to 
formulate my own mechanistic model of ACTH regulation in section 7.5.1. This model, 
the results obtained from it, and the conclusions drawn from them are all original. The 
accuracy with which the model is able to replicate ACTH secretion is perhaps all the 
more surprising when one considers that my work appears to be the first quantitative 
attempt to model ACTH regulation. 
Finally, Chapter 8 presents conclusions regarding the original results presented in 
Chapters 6 and 7, and suggests lines of further research. 
I wrote all of the software needed for the above research, apart from that to solve 
the inverse bent-ray CT problem in Chapter 3. During the course of my studies the 
following papers have been prepared: 
Enright S.A., Dale S.M., Smith V.A., Murch RD. and Bates RH.T. (1992), 'Towards 
solving the bent-ray tomographic problem', Inverse Problems 8 (1), February, 
pp.83-94. 
Bates RR.T., Smith V.A and Murch RD. (1991), 'Manageable multidimensional 
inverse scattering theory', Physics Reports 201 (4), April, pp. 185-277, invited 
paper. 
Smith V.A. and McKinnon AE. (1990), 'Modelling ACTH regulation' New Zealand 
Branch Meeting of the Australasian College of Physical Scientists and Engineers 
in Medicine, Christchurch, November. 
Smith V.A, Murch AR and Dingle A.A (1988), 'Non-random noise mechanisms', 
Proceedings of the National Electronics Conference 25, September, pp. 188-193. 
Smith V.A, Mason D.R, McKinnon AE., Irvine C.R.G., and Alexander S.L. (1992), 
'A modeling investigation of the role of AVP, CRR and cortisol in ACTH regula-
tion', in preparation. 
Smith V.A, McKinnon AE. and Irvine C.R.G. (1992), 'The effect of sampling rate on 
investigations of the adrenal axis' , in preparation. 
Smith V.A., McKinnon AE. and Irvine C.R.G. (1992), 'The delay between AVP or 
CRR and ACTH', in preparation. 
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Glossary 
Unless indicated otherwise, abbreviations and symbols used in this thesis have the 
meanings given below. 
ACTII 
AVP 
cAMP 
COY 
CPU 
CRH 
CT 
dB 
F 
FFT 
F(·) 
adrenocorticotropic hormone, also known as adrenocorticotropin and 
corticotropin 
arginine vasopressin, also known as antidiuretic hormone (ADH) 
cyclic adenosine 3,5-monophosphate 
coefficient of variation 
central processor unit 
corticotropin releasing hormone 
computed tomography 
decibel 
cortisol 
fast Fourier transform 
temporal Fourier transform 
F[f(t)] = F(f) = i: f(t)e-i21rftdt 
F( . ) spatial Fourier transform 
OnRH 
00 
F[f(x)] = F(u) = j(K) i: f(x)e-iu,xdV(x) 
where x and u are K -dimensional position vectors in image and Fourier 
space respectively, J(K)J is a K-dimensional integral, and dV is a 
volume element in K -dimensional space. 
inverse spatial Fourier transform 
gonadotropin releasing hormone 
geometrical optics 
xiv GLOSSARY 
rcs intercavernous sinus 
IFFT inverse fast Fourier transform 
IP3 inositol 1,4,5-trisphosphate 
J v=r 
C relati ve path length 
LH luteinizing hormone 
LVZ low velocity zone 
ME median eminence 
1/ refractive index 
OXT oxytocin 
PES pituitary effluent sampling 
PKA protein kinase A 
PKC protein kinase C 
POMC pro-opio-melanocortin 
PVN paraventricular nuclei 
V; field 
SAA shift-and-add 
SON supraoptic nuclei 
SNR signal-to-noise ratio 
S(x) electrical path length 
y space 
Part I 
Scattering 
CHAPTER! 
Background to Scattering 
As humans we have an insatiable desire to discover more about the physical world in 
which we live; indeed many of our discoveries are of immense practical use to us. 
Our senses of sight and hearing allow us to guess at the nature of objects beyond our 
physical reach. These senses can be greatly enhanced by use of the many different types 
of telescope, microscope, and amplifier available today. However, there are still many 
objects which even our enhanced senses cannot gather sufficient information about to 
satisfy our needs. Examples of such objects are minerals, oil, or water in the ground, 
internal body organs, and fish in the deep sea. Our aided or unaided senses then fail 
because there is no light, sound, smell, taste, or contact to perceive these objects by. Our 
only recourse in these situations is to excite the object with some form of emanation, of 
which electromagnetic and acoustic radiations are the most common. Interpretation of 
radiations that have passed through, or been deflected from the object then provides us 
with information about it. 
VIrtually all such radiations satisfy wave equations and are therefore referred to from 
now on as wave motions. It is theoretically (and physically) acceptable to regard any 
perturbation of wave motion as scattering [Newton, 1966], which gives rise to the title 
of this thesis. Furthermore, it is appropriate to employ the generic term scatterers to 
encompass objects and inhomogeneous media, and to call the part of space occupied by 
them the scattering region. 
Research into scattering is conventionally partitioned into a direct problem and an 
inverse problem. The goal of any inverse scattering algorithm is, as indicated above, to 
estimate the distribution throughout the scattering region of the scatterers' constitutive 
parameters, i.e. their physical properties (see section 1.2). Conversely, the goal of any 
direct scattering algorithm is to estimate the scattering which results from the interaction 
of wave motion with the scatterers. While the ultimate aim of scattering research is to 
develop new or improved inverse scattering solutions, the inverse problem cannot be 
considered in isolation. The direct problem is usually fundamental to both the inverse 
solution and the understanding of scattering that allowed the solution to be developed. 
This chapter formalizes the direct and inverse scattering problems in anticipation of 
the research presented in Chapters 2 and 3. Some real-world applications of inverse 
scattering serve to further introduce the subject in section 1.1. Section 1.2 sets out 
the differential equations used in this thesis to describe wave motion in various media. 
Mter the necessary establishment of the scattering geometry in section 1.3, the direct 
and inverse scattering problems are formally defined in sections 1.4 and 1.5 respectively. 
2 CHAPTER 1 BACKGROUND TO SCATTERING 
1.1 Applications of Inverse Scattering 
Inverse problems are of great actual or potential practical use because one can acquire 
so much information about the physical world, in both a general scientific sense and for 
specific technical and commercial applications, by probing objects with wave motions. 
To illustrate this, table 1.1 lists the major scientific and technological applications of 
inverse scattering. The types of wave motion and the inversion techniques invoked in 
practice are also listed. Even though conservative fields cannot really be classed as wave 
motions, they are included because of their practical importance, and because of theoret-
ical similarities between some of the inversion techniques invoked for conservative and 
wave fields. For details about applications and inversion principles listed, the interested 
reader is referred to the associated references which are intended to be illustrative rather 
than comprehensive. 
1.2 Mathematical Models of Scattering 
Wave motion in various media can be modeled by differential equations which can be 
formulated in either the time or frequency domain. This section describes the differential 
equations appropriate in the context of this thesis and their underlying assumptions. 
The relative merits of time and frequency domain formulations are also discussed (in 
section 1.2.3). 
1.2.1 Time domain formulations 
For the purposes of this thesis, macroscopic electromagnetic phenomena are adequately 
described by Maxwell's equations [Jones, 1964]. When the medium is source free, 
linear, time invariant, and isotropic, and there is negligible coupling between orthogonal 
polarizations, Maxwell's equations can be written as the partial differential time domain 
equation 
v2\I1(x, t) ,8(x)~(x, t) - (v(X)/c)2~(X, t) + p;(x)\II(x, t) 0 (1.1) 
where c is the free-space wave speed, ,8(x), p;(x) and v(x) are constitutive parameters 
which are related in table 1.2 to the properties of the medium, and \II (x, t) is a complex 
valued scalar wave function representing a single component of the electric or magnetic 
field [Felsen and Marcuvitz, 1973]. \II (x, t) exists at all points X E T, a space of arbitrary 
dimension, and all instants t in time. The Cartesian coordinate in the direction of the 
chosen component of the vector field is denoted bye. 
Acoustic radiation can also be described by (1.1) with \II(x, t) representing the 
velocity potential of the particles in the medium [Wilcox, 1984]. Table 1.2 relates 
the constitutive parameters to properties of the acoustic medium. Note that, while not 
discussed in this thesis, (1.1) is also able to describe all ofthe othertypes of wave motion 
listed in table 1.1 [Spencer, 1980; Truesdell, 1977]. 
1.2 MATHEMATICAL MODELS OF SCATTERING 3 
Application area Type(s) of wave motion Inversion principle(s) 
Antenna reflector synthesis Electromagnetic (radio frequency Geometrical optics inversion 
[Keller, 1959; Westcott, 1983] waves) or acoustic 
Astronomical interferometry Electromagnetic (radio frequency or Fourier inversion or CT 
[Bates, 1982] optical) 
Crystallography Electromagnetic (X-rays) or non- Fourier inversion based on Born 
[Cowley, 1975; Ramachandran and relativistic quantum mechanical inversion 
Srinivasan, 1970] (beams of neutrons or electrons) 
Baggage inspection Electromagnetic (X-rays) Conventional radiology 
Medical imaging [Berntsen et Conservative electric field (audio- Impedance tomography 
al., 1990; Brown and Barber, 1988; frequency currents) 
Seagar and Bates, 1985] 
[Morris, 1986; Webb, 1988] Conservative magnetic field (1-100 Fourier inversion or CT 
MHz) 
[Garden et al., 1989; Herman, 1983; Electromagnetic (X-rays) Conventional radiology or CT 
Jackson, 1988; Wells, 1987] 
[Dallas and Wagner, 1987] Electromagnetic (gamma rays) Gamma camera, SPECT and PET 
[Sieber, 1983; Wells, 1977] Ultrasonic (MHz frequencies) Echolocation (B-scan) based on 
Born inversion 
Microscopy [Misell, 1978] Electromagnetic (optical) and non- Conventional radiology or CT or 
relativistic quantum mechanical scatter imaging 
(electron beams) 
[Shimizu et al., 1989] Acoustic (50 MHz - 2 GHz) 
Non-destructive testing Acoustic (100 kHz - 50 MHz) Echolocation 
[Bond and Reynolds, 1987; Thom- Electromagnetic (X-rays) Conventional radiology or CT or 
son and Chimenti, 1986] scatter imaging 
Oceanography [Bleistein et Acoustic (100-500 Hz) Profile inversion 
al., 1984; Spiesberger, 1985] 
Particle scattering [Newton, 1980; Non-relativistic quantum Born approximation and series 
Newton, 1981c] mechanical 
Plasma probing [Ahn and Jor- Electromagnetic Born approximation and series or 
dan, 1976] CT 
Prospecting by remote probing Conservative electric fields (audio Impedance imaging 
frequency currents) 
[Parasnis, 1979; Rea, 1984; Conserv ative field (gravitational or Exact iterative 
Sieber, 1983] magnetic) 
Electromagnetic « 20 kHz) 
Radar [Fritsch, 1965; Gjess- Electromagnetic (low MHz to hun- Echolocation 
ing, 1978; Skolnik, 1970] dreds of GHz) 
Seismology Acoustic and Elastic Multistatic echolocation supple-
[Daily, 1986; Lines, 1986; Schoen- men ted by migration 
berger, 1984; Sengbush, 1983] 
Sonar [Kinsler et al., 1982; Acoustic (100Hz - 500kHz) Echolocation 
Urick, 1975] 
Table 1.1 Application areas together with types of wave motion and inversion principles on which they 
rely. Abbreviations have their conventional meanings, i.e. CT, computed tomography; SPECT, single 
photon emission CT; and PET, positron emission CT. 
4 CHAPTER 1 BACKGROUND TO SCATTERING 
Emanation I f3(X) I p(X) I v(X) I 
Electromagnetic f-lmCT \7(;elogec) J(~m (o~O 
Acoustic k2q/p 2p'V" p-3 'V p' 'V p J~ 4p2 
Table 1.2 Constitutive parameters j3(x), Il(X) and vex) related to the properties of propagating media 
for electromagnetic and acoustic wave motion. The symbols used, and the properties of the media they 
represent are: Ilm, magnetic permeability; IlO, free-space permeability; IJ, electrical conductivity; E, 
electrical permittivity; fa, free-space permittivity; k, angular frequency 271'f; q, coefficient of expansive 
friction + ~ coefficient of viscosity; p, mass density; and K, adiabatic bulk compression modulus [Born 
and Wolf, 1980; Morse and Feshbach, 1953]. 
1.2.2 Frequency domain formulations 
Because (1.1) is linear in \}J (x, t) and the medium is assumed to be temporally invariant, 
an equivalent description. of the model can be formulated in the temporal frequency 
domain. Wave motion can then be described by 1jJ(X, k), which is the (temporal) Fourier 
transform [Bracewell, 1978] of w(x, t). The differential equation for 1jJ(x, k) is obtained 
by Fourier transforming (1.1), thereby producing the frequency dependent, or Helmholtz 
wave equation [Morse and Feshbach, 1953] 
( 1.2) 
Although the wave equations (1.1) and 0.2) are exactly equivalent, the latter is (in 
an important sense) more versatile because the three constitutive parameters appearing 
in (1.1) can be combined in the frequency domain as a single generalized constitutive 
parameter, written here as X = X(x, k). Thus 0.2) can be simplified, and simultaneously 
generalized, to 
( 1.3) 
where 
i(x, k) = v2 (x) - j('.J(x)/k + f-l(x)/k2 (1.4 ) 
The first term on the right hand side of (1.4), which is independent of k,determines the 
(non-dispersive) speed of the wave motion at each point in the medium. The square root 
of this term is known historically as the refractive index. 
In free-space f-l(x) = f3(x) = 0 and l/(x) = 1. The wave equation then becomes 
( 1.5) 
which is known as the free-space wave equation. 
Because scattering is such a vast technical science [Bates et at., 1983], it is not 
possible, or desirable, to cover all of its aspects here. Consequently, this thesis is 
confined to the case where the refractive index is not constant, but varies, generally 
in more than one dimension. Such multidimensional variation causes refraction, or 
bending of the wavefronts. Furthermore, for the purposes of this thesis, (1.1) and (1.4) 
are further simplified by setting f3(x) = f-l(x) = 0 throughout 1. Because the great 
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majority of media are non-magnetic, the permeability of the medium can be assumed 
to be equal to its free-space value J-lo, and so negligible error results in general from 
the assumption (3(x) = O. Setting J-l(x) = 0 poses a more significant limitation since 
the permittivity, E, cannot be allowed to exhibit appreciable spatial variations in the 
~-direction. The implication here is that V(w(x, t) :~ loge E) must be everywhere small 
compared with both V2W(X, t) and -f,:W(x, t) [Born and Wolf, 1980; Jones, 1964]. While 
the class of media that satisfies this limitation is restricted, it is wide enough to be of 
considerable practical interest. The advantage of the approximation is that 
X(x,k) = v(x) (1.6) 
and so is real and frequency independent. 
Acoustic wave motion occurs in two forms, known as primary or pressure p-waves 
and secondary or shear s-waves [Sengbush, 1983]. When w(x, t) represents the acous-
tic field, assuming J-l(x) = (3(x) = 0 requires that the viscosity of the medium be 
effectively zero so that there is negligible transformation of energy between p- and 
s-waves [Wilcox, 1984]. Setting J-l(x) = 0 also requires that changes in the density of 
the medium are small. Experimental results demonstrate that these conditions can be 
realistic [Robinson and Greenleaf, 1986]. 
1.2.3 Comparison of time and frequency domain formulations 
Time domain formulations are hyperbolic partial differential equations, whereas fre-
quency domain formulations are elliptic partial differential equations [Morse and Fesh-
bach, 1953]. Because hyperbolic equations admit solutions that are discontinuous, the 
notion of causality, as exemplified by the propagation of pulses, can be incorporated into 
time domain formulations [Garabedian, 1964]. This represents a powerful argument in 
favour of time domain formulations. However, a disadvantage which often outweighs 
this is that discontinuous solutions can be highly unstable numerically. On the other 
hand, frequency domain formulations can allow several different characteristics of a 
medium to be combined into a single constitutive parameter, as in (1.4). For example, 
dispersion and attenuation, characterised by J-l(x) and (3(x) respectively, which have to 
be inserted separately into time domain formulations, can be combined in the frequency 
domain by permitting X(x, k) to be complex and frequency dependent. 
From a theoretical point of view, time domain and frequency domain formulations 
are equivalent. However, the numerical and practical difficulties associated with time 
domain approaches can be daunting. Consequently, in accordance with the majority of 
the current literature on inverse problems, the rest of this thesis concentrates exclusively 
on frequency domain formulations. 
1.3 Scattering Geometry and Notation 
Space is denoted by Y, an arbitrary point P in which is labelled by the position vector 
x with respect to an arbitrarily chosen coordinate origin O. In three dimensions x 
has Cartesian, cylindrical polar and spherical polar components (x, y, z), (p; ¢, z) and 
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Figure 1.1 Notation for different regions of space displayed for the two dimensional case. 
(7'; (); cP) respectively. Note that angular coordinates are identified by prefacing them 
with semi-colons rather than commas. 
The scattering region, which can be two or three dimensional (T2 or T3), is taken 
to be finite and denoted by T _, which is enclosed by the surface r. The sphere or 
cylinder , centered on ° and inscribing T _, partitions T _ into T __ and T _+ which 
are interior and exterior, respectively, to r _. The part of T exterior to r is denoted by 
T +_ The sphere, or cylinder r + centered on 0, circumscribing T_, partitions T + into 
T +_ and T ++ which are interior and exterior, respectively, to r +. The regions T inc 
and T obs are where, respectively, the sources of the incident wave motion reside and the 
scattered wave motion is observed. It is also useful to define i\nc to include all T except 
that in Tine- Figure 1.1 illustrates the above notation. Thus 
T T _ U ruT + = T inc U i\nc and T _ n r = T + n r 0 ( 1. 7) 
where 0 is the empty set, with 
T_ T __ Ur_UT_+ and T __ n T_+nr_=0 (1.8) 
T + = T +_ U r + (J T ++ and T +_ n r + T ++ n r + 0 (1.9) 
and 
T inc C T ++ and Tobs C T ++ (1.10) 
In accord with the assumptions and notation in section 1.2, space is taken to be 
homogeneous and isotropic, having a refractive index of unity, throughout T +, which 
is taken to be free (of impressed sources) everywhere except in Tine. Within T _ the 
refractive index can vary arbitrarily. 
The wave motion's sources, of density cr(x, k), are confined to Tine, from which issues 
the incident field 'l/Jine( X, k). The interaction of the wave motion with the scatterers within 
T _ generates the scattered field 'l/Jscat(X, k), so the total field is 
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7/;(x, k) = 7/;inc(X, k) + 7/;scat(X, k) (1.11) 
Since the incident and scattered fields can be defined arbitrarily provided they sum to 
the total field [Bates et al., 1983], the incident field is here defined to have free-space 
form, i.e. it is a solution to (1.5) in Y inc. This means that the incident field is understood 
to everywhere possess the same form as it would actually have if the the refractive index 
was unity throughout the entire scattering region. The scattered field is then defined by 
(1.11). Substitution of (1.11) into the frequency dependent wave equation (1.3) allows 
(1.3) to be written as two wave equations 
( 2 2) ( { 0 x E Y inc V + k 7/;inc x, k) =. () 
-a- x, k x E Y inc 
(1.12) 
and 
(1.13) 
Because the left hand side of (1.13) has the same form as the free-space equation (1.5), 
the right hand side can be considered to be a density of equivalent sources embedded in 
free-space. The field emanating from these sources constitutes the scattered field. 
1.4 The Direct Scattering Problem 
In terms of the notation introduced in sections 1.2.and 1.3, the general direct scattering 
problem can be defined as: given 7/;inc(x E Y, k), or equivalently a-(x E Y inc, k), and the 
refractive index, v (x E Y _ ), determine 7/;scat (x E Y obs , k ). 
This general problem is well posed and relatively well understood, although it 
continues to generate a large amount of active research. Manageable exact solutions 
to the direct problem exist for special cases, but cannot be expected in general because 
although 7/;scat(X E Yobs, q in (1.13) depends linearly on 7/;inc(x E Y _, k), it depends 
non-linearly on v(x E Y _). In a particular application, where exact solutions are not 
available or not computationally feasible, one of the many approximate solutions will 
usually yield satisfactory results. Chapter 2 compares two such approximate solutions 
with an exact solution. 
1.5 The Inverse Scattering Problem 
In terms of the notation introduced in sections 1.2 and 1.3, the general inverse scattering 
problem can be defined as: given a-(x E Yinc, k) and 7/;scat(x E Yobs, k), reconstruct the 
refractive index, v (x E Y _ ). 
No computationally direct and efficient approach to solving this general problem has 
so far been found, even when the choice of Y inc and Y obs is unrestricted. The reasons 
for this are explained in section 1.5.1, while the rest of this section elaborates on some 
of the more interesting (and frustrating) aspects of the inverse scattering problem. 
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1.5.1 Dimensionality difficulty 
By construction Y ++ n (Y _ U Y +_) = 0, and so 'ljJscat(x E Y ++, k) is outgoing (i.e. 
consists entirely of outward travelling waves). This means that all of the information 
in 'ljJscat (x E Y ++, k) is available from measurements taken on a single surface within 
Y ++ that surrounds Y _ (although using more surfaces will improve the signal-to-noise 
ratio). Now, although 'ljJscat(x E Y ++, k) does not effectively vary in the radial direction, 
v (x E Y _ ), and hence 'ljJ (x E Y _ , k), will in general. To solve the general inverse 
scattering problem it is necessary, at least implicitly, to reconstruct 'ljJ(x E Y _, k). 
Consequently, one is required to infer a quantity from data which is of one less dimension. 
It is conceptually possible that an extra dimension could be added to 'ljJscat( X E Y ++, k) 
by varying the direction and/or frequency of 'ljJinc, because 'ljJscat( X E Y ++, k) depends 
on the direction and frequency of 'ljJinc in general, but v(x) does not. Unfortunately a 
suitable algorithm to do this has not been found. 
In general, therefore, one must contrive means of either reducing the dimensionality 
of what needs to be reconstructed, or consistently continuing 'ljJscat( X E Y ++, k) back into 
Y _. The first possibility has so far been realized only by introducing approximations, 
which cannot always be valid of course. Such techniques, termed approximate non-
iterative, presently form the basis for virtually all practical solutions to scientific, medical 
and technological multidimensional inverse scattering problems [Bates et at., 1983]. The 
second possibility has been implemented, in principle, but its practical manifestations 
seem too complicated to be manageable (at least in the near future) [Budreck and 
Rose, 1990; Weston, 1989], except perhaps in special circumstances [Murch etat., 1988]. 
The problem with these exact approaches is that the mapping between the scattering data 
and the constitutive parameter to be identified is non-linear. Except in special cases, the 
only way to solve such equations is iteratively and at enormous computational expense. 
It is, therefore, difficult to believe that exact approaches could be applied effectively to 
real-world data in the absence of quite detailed a priori information about the scatterers. 
However, such information just might be obtained from the approximate non-iterative 
solution which is most appropriate in any particular instance. This could eventually 
prove to be the main justification for developing approximate approaches. 
Note that the dimensionality difficulty evaporates when Y _ collapses to the surface 
r, because 'ljJ(x, k) can then vary arbitrarily in only two directions on r. 
1.5.2 Dimensionality of space 
One dimensional inverse scattering theory is comparatively complete and very well 
understood [Bednor etat., 1983; Bruckstein and Kailath, 1987; Habashy, 1991; Habashy 
and Mittra, 1987; Kristensson and Krueger, 1987; Newton, 1981b; Tjjhus, 1987], which 
contrasts spectacularly with the state of the general theory for more than one spatial 
dimension. There are two major reasons for the relative simplicity of one dimensional 
inverse scattering problems. The first is that one knows a priori the directions of all 
rays. There is only one direction! The second reason is that it is always possible to 
transform a wave equation involving a spatially variable refractive index, but depending 
upon only a single spatial Cartesian coordinate, into a Schrodinger (or plasma wave) 
equation for which the refractive index is everywhere unity [Habashy and Mittra, 1987]. 
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It can be immediately appreciated that the technical (due to not being able to trans-
form to the equivalent of the Schrodinger equation) and conceptual (associated with 
being unclear a priori as to the actual ray paths) difficulties experienced with three 
dimensional inverse scattering problems are undiminished to any significant degree 
in two dimensions. On the other hand, the computational effort required to simulate 
two dimensional inverse scattering scenarios is much less than for their three dimen-
sional manifestations. For this reason, the studies presented in this thesis are for two 
dimensions. 
Note that there is a central aspect of wave motion that cannot be modeled in two 
space dimensions. This is the coupling between orthogonal polarizations in spatially 
inhomogeneous media [Budden, 1985; Silver, 1949; Stratton, 1941], which was assumed 
negligible in section 1.2, as in almost all standard formulations of wave motion. 
1.5.3 Contamination 
Real-world measurements are always contaminated with additive noise and other im-
perfections which place irreducible limits on the faithfulness with which the constitutive 
parameters of scatterers can be reconstructed. However, errors inherent in the assump-
tions underlying all manageable multidimensional inverse scattering algorithms often 
represent the most significant source of contamination. The effects of such contamina-
tion can usually be considerably reduced by incorporating a priori information about 
the scatterers into the inversion algorithm using various standard, well established sta-
tistical [Craig and Brown, 1986; Sabatier, 1987] and regularization techniques [Bertero 
et al., 1988b; Bertero et al., 1988a; Dubovikova and Dubovikov, 1987; Scales and 
Gersztenkorn, 1988; Sneidman and Vogel, 1989]. 
1.5.4 Uniqueness considerations 
Having found a solution to a particular inverse scattering problem, it is important to 
know if the solution is the only reasonable one, or whether a multiplicity of different 
solutions is likely to exist. In a practical situation, contamination means that the best 
that can be hoped for is a multiplicity of similar solutions, the range of which accords 
with the signal-to-noise ratio of the data. The well known ill-posedness of many inverse 
problems [Baltes, 1980; Bertero and de Mol, 1981; Bertero et al., 1988b; Nashed, 1981; 
Sabatier, 1983] warns that such accord cannot be expected in general. 
All data must necessarily be sampled in space and time. Since the volume of 1 _ 
is finite, the sampling theorem for Fourier transforms [Bates and McDonnell, 1989] 
confirms that uniqueness need not be adversely affected by the data being sampled. 
However, if the sampling is so coarse that it fails to satisfy the constraints set by the 
sampling theorem (with regard to the size of 1_), then the solution cannot be other than 
non-unique, independent of the contamination level. 

CHAPTER 2 
Direct Scattering Solutions 
The direct scattering problem has been defined as (see section 1.4): determine the 
scattered field resulting from interaction of a known incident field with an object of 
known refractive index. There are two very good reasons why the direct problem is 
important. Firstly, in order to solve the inverse problem one must solve the direct 
problem to obtain the scattered field. Secondly, study of solutions to the direct problem 
enhances one's understanding of scattering, and so may suggest new methods for solving 
the inverse problem. This chapter therefore describes how the direct problem is solved 
to provide the data used in Chapter 3, and also compares the approximations on which 
the new inverse solutions in Chapter 3 are based. 
In Chapter 1 it was established that the scattered field, 'ljJscat(x, k), the refractive 
index, v(x), and the incident field, 'ljJinc(x, k), are not related in a simple manner, and 
so a general explicit expression for 'ljJscat(x, k) in terms of v(x) and 'ljJinc(x, k) cannot be 
stated. However, if very specialized objects are chosen then it is possible to determine 
'ljJscat analytically and exactly (exact, that is, to within the approximations implicit in the 
Helmholtz equation). Section 2.2 develops such a solution for 'ljJscat. which is used both 
to provide data for inversion in section 3.1, and in this chapter to assess the accuracy 
of the approximations employed in Chapter 3. Since exact analytical relationships 
between 'ljJscat(x, k), v(x), and 'ljJinc(x, k) are unavailable in general,'ljJscat(x, k) could be 
calculated numerically. However, it is much more practical to introduce approximations 
which enable a general (approximate) analytic relationship between 'ljJscat(x, k), v(x), and 
'ljJinc (x, k) to be obtained. Sections 2.3 and 2.4 introduce the Born and Geometrical Optics 
(GO) approximations (the two approximations used in Chapter 3), and demonstrate how 
they allow the direct problem to be solved analytically. Furthermore, subsections 2.4.2 
and 2.4.3 describe the manner in which the direct problem in section 3.2 is solved. 
The validity of the Born and GO approximations is then assessed in section 2.5. This 
assessment is original in that it uses a multi-component object. Important results deriving 
from the assessment therefore relate to the effect of interactions between individual 
components of the object. 
2.1 A Suitable Test Object 
As mentioned above, the direct problem must be solved (by measurement or simulation) 
in order to provide data with which solution of the inverse problem can be attempted. In 
addition, the accuracy of approximate solutions to the direct problem can be most readily 
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Figure 2.1 The prototypical scattering object which consists of a number of circular cylinders. Cylinder 
number i has radius Tj, constant refractive index Vi, and center at coordinates Xi. The incident radiation is 
planar and propagates in the direction of the positive x-axis, i.e. rpinc = O. The scattered field is calculated 
for a range of scattering angles rpscat. Inserts at the lower left, lower right, and upper right show the actual 
scattering objects corresponding to figures 2.9-2.10, 2.11-2.12, and 2.13 respectively. 
deterrnined by comparing them to the exact solution for the same object. However, exact 
analytic solutions to the direct scattering problem exist only for a very limited class of 
objects. These objects consist of homogeneous regions whose boundaries correspond 
to surfaces on which coordinates, belonging to any of the eleven separable coordinate 
systems, are constant [Morse and Feshbach, 1953]. The simplest finite objects with 
separable coordinates are circular cylinders in y2, and spheres in y3. Therefore, the 
test object used in this chapter consists of a set of circular cylinders of variable size and 
position, each with a constant refractive index. This test object is illustrated in figure 2.1. 
Note that a number of different object configurations are used. 
2.2 An Exact Formulation 
The test object used in this chapter (and in section 3.1) is chosen so that the exact solution 
to the direct problem can be determined analytically. One method for obtaining this 
solution uses eigenfunction expansions [Morse and Feshbach, 1953]. The foundation of 
this method is to find solutions to the Helmholtz equation (1.3), in each homogeneous 
region, of the form 
(2.1 ) 
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where Xl, X2, X3 represent a general right-handed, curvilinear coorq.inate system, and v 
is the constant refractive index of the homogeneous region. Each of the terms in the 
expansion is known as a mode or partial wave. In any of the eleven separable coordinate 
systems, the Helmholtz equation has an infinite number of individual solutions of the 
form (2.1). The most general solution in a homogeneous region is then a linear combi-
nation of all the individual solutions. Since the three factors on the right hand side of 
(2.1) are together referred to as an eigenfunction, the expression 
00 
'1/J(x, k) = L A1,m,nFl,I(Xl, kv)F2,m(X21 kv)F3,n(X3, kv) (2.2) 
1,1n,n=-00 
is called an eigenfunction expansion. Note that the AI,m,n. which are constant expansion 
coefficients, are in general complex. Expansions in other regions of the object have the 
same general form. The eigenfunctions are orthogonal [Morse and Feshbach, 1953], so 
that 
f Fi,m(Xi)Fi,n(Xi)dxi = {C!i m -J. n (2.3) iL 0 m r n 
where L represents the interval of the coordinate axis on which the eigenfunction Fi,m( Xi) 
is defined and C!i is a constant. 
2.2.1 Single-cylinder objects 
To find the solution to a particular scattering problem it is necessary to invoke sup-
plementary conditions; in particular the boundary, radiation, and finiteness conditions 
[Jones, 1964]. As an example, consider the two dimensional case where the object, 
Y _, is a circular cylinder of radius R and refractive index v-, centered on the origin. 
Since, in cylindrical coordinates, a separated solution to the Helmholtz equation must 
be a combination of Bessel functions and exponentials [Morse and Feshbach, 1953], an 
incident plane wave is expressed as [Jones, 1964] 
00 
'1/Jine(P; <p, k) = L amJm(kp)e jm4> (2.4) 
m=-oo 
where Jm (-) is the Bessel function of the first kind of order m, and the am depend on 
the direction of propagation, <Pine, according to am ( ')me-jm%:.c [Jones, 1964]. In 
choosing a representation for the scattered field it is essential to consider that eigenfunc-
tions of the Helmholtz equation can exhibit infinities at points of the interval on which 
they are defined [Abramowitz and Stegun, 1965]. Therefore, the finiteness condition 
can be satisfied only if Hankel functions of the second kind (H$;)(·) where m is the 
order) are chosen to represent '1/Jscat because limp .... oo Jm(p) = 00. Since the H$;)(-) are 
outgoing, this choice also satisfies the radiation condition which requires the field to be 
entirely outgoing in Y +. Thus, the scattered field in Y + must be written as 
00 
'1/Jseat(P; <p, k) = L A~H$;)(kp)ejm4> (2.5) 
m=-oo 
where the A~ are constant expansion coefficients. When choosing an expansion for 
the field in Y _, the finiteness condition can be satisfied only if Bessel functions of the 
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first kind are used because limp-+o H$;) (p) = 00. The expansion for the field in Y _ is 
therefore 
00 
'ljJ(p; cP) = L A;;Jm(kv-p)ejmr/> (2.6) 
m=-oo 
where the A;;-~ are constant expansion coefficients. 
Finally, the boundary conditions are satisfied by matching the actual values and first 
derivatives of the general solutions from Y _ and Y + across their boundary surface, i.e. 
'ljJ(R-; cP, k) 
;p 'ljJ ( R-; cP, k) 
'ljJinc(R+; cP, k) + 'ljJscat(R+; cP, k) 
;p['ljJinc(R+; cP, k) + 'ljJscat(R+; cP, k)] (2.7) 
where R is the radius of the cylinder, and ± superscripts refer to infinitesimal increments 
and decrements respectively. Since the boundary of the cylinder spans the full range of 
cP (so the representations are orthogonal), (2.7) can be solved straightforwardly because 
each partial wave is orthogonaL For this example, when cPinc = 0, (2.7) becomes 
A;;-Jm(kv-R) = (_j)mJm(kR)+A~H$;)(kR) 
v-A;;J:n(kv- R) = (_j)mJ:n(kR) + A~H~2)(kR) (2.8) 
These two equations allow each of the constants A;~ to be determined for all m. Hence, 
when the object is a single circular cylinder, a solution for 'ljJscat( X E Y, k) can be obtained 
knowing the incident field 'ljJinc(x, k). Note that when the cylinder is perfectlyrefiecting, 
i.e. the field in Y _ is zero, the boundary conditions (2.7) are simplified to 
(2.9) 
and (2.8) becomes 
(2.10) 
2.2.2 Multi-cylinder objects 
The number of objects for which exact analytic solutions can be obtained using 
eigenfunction expansions is increased by the addition theorems for eigenfunctions [Wat-
son, 1966], which allow translation of the coordinate origin. This permits the incident 
field on one object due to scattering from another to be calculated, and thus the total 
scattered field from a composite object can be determined iteratively. To calculate 
'ljJscat(P; cP) for the object in figure 2.1, the scattered field 'ljJ;cat(P; cP) from the cylinder 
closest to Y inc, and due to 'ljJinc(p; cP), is first calculated as described in section 2.2.1. The 
field incident on the next cylinder 'ljJ~c (p; cP) is then estimated as the sum of 'ljJinc(p; cP) 
and the incident field due to scattering from the first cylinder 'ljJ~-;2(p; cP), where 
(2.11 ) 
A indicates that an addition theorem has been invoked to transfer 'ljJ~-;2(p; cP) from 
coordinates centered on the first cylinder to coordinates centered on the second cylinder. 
Using this notation, the field incident on the nth cylinder is 
N 
'ljJ!'nc(p; cP) = 'ljJinc(p; cP) + L 'ljJ~-;n(p; cP) (2.12) 
l=l,I#n 
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Figure 2.2 The first three steps in the calculation of the field scattered from a two cylinder object. 
where N is the number of cylinders in the object. Once the field on the JVIh cylinder 
has been estimated using (2.12), the '¢i:tc(p; ifJ) for n E [1, N] are recalculated until they 
are sufficiently accurate. The first three steps in the process for a two cylinder object 
are depicted in figure 2.2. Note that (2.12) necessarily converges because it accurately 
represents the actual multiple scattering process, and 
N 
'¢scat(P; ifJ) = 2: ¢~at(P; ifJ) (2.13) 
n=I 
then produces the total scattered field. Alternatively, the whole problem could be solved 
without iteration by simultaneously solving the boundary conditions for all cylinders. 
While this approach is more complicated, it could require less computation. However, 
the scheme described by (2.12) and (2.13) was used in preference because it allows the 
effects of multiple scattering to be investigated. 
2.2.3 Implementation 
In calculating '¢i:tc iteration was stopped when the relative change in the largest of the 
lAm I for cylinder n was less than lO-5. M, the number of Am coefficients required 
for each cylinder, was chosen so that IAM-2 1, lAM-II, and IAMI were all less than 
lO-5 times the largest IAml because of the oscillatory nature of Bessel functions. The 
accuracy of the resultant scattered field can be confirmed by the forward scattering 
theorem [Bowman et ai., 1969] which requires that 
(2.14) 
where the Am are the At, from (2.5) when '¢scat is the total scattered field, and R( z) is 
the real part of z. This equality was always satisfied to within lO-3%, and usually to 
within 10-6%. Note that for the trivial case of one cylinder no iteration is necessary and 
only one set of A;' is required. 
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The exact solution described above can be determined only for a very restricted and 
completely umealistic class of objects. In practice, when relating 'l/Jinc, v and 'l/Jscat, it is 
therefore common to introduce whatever approximation is deemed most appropriate for 
a given application. The two approximations employed in Chapter 3 to solve the inverse 
problem are now set out (in sections 2.3 and 2.4), and their validity examined by using 
them to solve the direct problem. 
2.3 The Born approximation 
An exact solution for the scattered field is given by (1.13), which can be alternatively 
written as the volume source formulation [Bates and Ng, 1972], i.e. 
(2.15) 
where g(x, Xl, k) is the Green's function which gives the field at the point X due to a 
point source at Xl. The Born approximation is that 
(2.16) 
or equivalently, that the actual field in the object is the same as if the object were 
not present. While this assumption may be entirely reasonable in some scattering 
contexts [Newton, 1981c], this thesis only considers objects with spatially varying 
refractive index where the assumption is highly questionable. The advantage of the 
Born approximation is that replacing 'l/J(XI' k) in (2.15) by 'l/Jinc(XI, k) makes the resultant 
expression analytically solvable. This expression can be further simplified by choosing 
'l/Jinc(x, k) to be a plane wave, i.e. . 
(2.17) 
where the direction of propagation is specified by the unit vector k = k/ k, and evaluating 
'l/Jscat(x, k) in the far-field to simplify the Green's function. Equation (2.15) then becomes 
[Jones, 1964] 
(2.18) 
where %jf(i, k) is the Born approximation to 'l/Jscat(x, k) evaluated in the far-field, and 
in the direction specified by i ,= x/ixi. Note that the constant coefficient e-jklil/47rlil 
has been ignored to clarify the important mathematical argument. Now recognize that 
(2.18) is simply the Fourier transform of k2 [v2(X, k) - 1] [Jones, 1964]. On defining 
k' = k(k - i) and writing the Fourier transform operator as F, (2.18) can be written as 
(2.19) 
If the scattered field is observed for all i and the incident field is a plane wave with 
direction of incidence k, then the vector k' = k(k - i) traces out a circle (sphere in 
y3) as illustrated in figure 2.3. The radius of this circle is k and its center is located 
at k. Consequently, the Fourier transform of k2[v2(X) - 1] on this circle represents the 
far-field scattering due to an incident plane wave e-jk,x: 
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Figure 2.3 Locus in Fourier space corresponding to observable scattered field. The scattered field is 
related to the Fourier transform of k2 [v2(x) - 1] on a circle (sphere in y3) in Fourier space. The center 
of the circle lies at the extremity of the vector k, where k defines the direction, <Pine, in which the incident 
field travels. The unit vector x defines the direction, <Pscat, in which the. scattered field is measured. Note 
that the point 0 corresponds to scattering in the direction <Pine, i.e. <Pscat = <Pine. 
In spite (or perhaps because!) of constituting the simplest of the recognized ap-
proaches to diffraction, the Born approximation is invoked more widely in practice than 
any other formulation (see section 1.1). It is, nevertheless, important to recognize that 
the assumption on which the approximation is based can be invalid, even when there 
is very little scattering. As mentioned above, this assumption allows ~~(x E T _, k) 
to be replaced by 7/Jinc(x E T _, k). However, the incident field can be expected to be 
a useful approximation to the total field only if the latter's wavefronts do not deviate 
appreciably from the incident wavefronts. This deviation can be simply expressed as £, 
the difference between electrical and actual path lengths of a ray passing through T _. 
The electrical path length,S, of the actual ray corresponding most closely to the incident 
ray is approximately [Born and Wolf, 1980] 
112(X) 5 = v(x)dl(x) 11 (x) (2.20) 
where 11 and h identify the points where the incident ray enters and leaves T _, and dl 
is the element of path length along the ray. Consequently, the Born approximation can 
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be expected to be valid only if the refractive index satisfies 
112 (X) 1: = I [v(x) - lJdl(x)1 ~ ,\ 11 (x) (2.21) 
for all rays traversing Y _, where ,\ is the wavelength. A more useful measure of 
deviation is therefore 1:max , the maximum distance between wavefronts of'l/Jinc and'l/J. 
2.3.1 Implementation 
To calculate 'l/Jbli, k), an image of k2[v(X)2 - lJ was Fourier transformed and equi-
spaced values on the circle I k [(1,0) - iJI = k determined by linear interpolation. Note 
that k, = (1,0) corresponds to cPinc = O. 
The validity of calculating the scattered field using the Born approximation is as-
sessed in figures 2.4 and 2.5 for the simple case of an object consisting of a single 
circular cylinder of constant refractive index. These results show that when Lmax is very 
small, i.e. < ,\/4, the Born approximation is quite accurate. 
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Figure 2.4 Far-field radiation patterns of 7/Jscat showing the accuracy of the Born approximation within 
its range of validity. The object is a single cylinder with v = 1.01, i.e. the refractive index (or speed of 
propagation) is 1 % higher in Y _ than in Y +. (a) and (b) correspond, respectively, to the diameter of the 
cylinder being U and· 10>', and £max being O.OU and 0.10>'. Other objects are considered in subsequent 
figures. 
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2.4 Geometrical optics (GO) 
In many situations of practical interest, the refractive index of the medium varies appre-
ciably only over distances which are large compared to the wavelength of the radiation. 
This is, of course, true for all media if the frequency of the radiation is high enough. 
Under this approximation the Helmholtz equation (1.3) reduces to [Jones, 1964] 
v S(x) . V S(x) = VZ(x) (2.22) 
which is known as the eikonal equation. S(x) is defined by expressing the field in the 
form 
1jJ = 1jJ(x, k) = A(x)e-jkS(x) (2.23) 
where A(x) and S(x) are real, so that kS(x) is the phase of the field and A(x) is its 
amplitude. 
A formal solution to (2.22) is [Born and Wolf, 1980] 
{I(X) 
S(x) = Jo V(Xl) dl(xI) (2.24) 
where dl(x) is the element of arc along a continuous (but not necessarily everywhere 
analytic) curve l(x), beginning at a point in 1'inc and oflength l(x) at the point P having 
position vector x. It transpires l(x) is such that [Born and Wolf, 1980] 
{'(x) 
8 Jo V(Xl) dl(Xl) = 0 (2.25) 
This is Fermat's principle, which states that energy propagates along the path for which 
the travel-time is a local minimum. Equation (2.25) leads to Snell's laws of reflection 
and refraction [Jones, 1986]. 
One can think of each curve l(x) as a ray, with S(x) being its electrical path 
length [Born and Wolf, 1980]. A wavefront of 1jJ is, by definition, any surface on 
which the phase, and therefore S, is constant. It follows from (2.25) that rays always 
intersect wavefronts perpendicularly and therefore represent the direction in which 
energy propagates. This is the essence of geometrical optics (00) [Born and Wolf, 1980; 
Deschamps, 1972; Fradkin, 1989; Kline and Kay, 1965; Sleeman, 1982]. 
Oiven a particular refractive index distribution and a set of initial conditions, (2.22) 
is sufficient to determine S(x). Conversely, in general there is no explicitly solvable 
expression for the field amplitude, A(x), although it can be determined analytically 
by invoking conservation of energy flow once the rays have been traced through the 
medium. Consider the elemental tube of rays shown in figure 2.6. Because the energy 
propagates along the rays no energy is lost across the sides of the tube. Consequently 
(2.26) 
where dL:1 and dL:z are the elemental areas of the tube at two positions along the tube, 
and Al and. Az are the amplitudes of the wavefront at dL:1 and dL:z, respectively. This 
means that the amplitude of the field at all positions along the tube can be calculated 
if the amplitude is known at anyone position. Generally, the radiation pattern of the 
source of the rays is known, so its amplitude can be used as a reference amplitude. Thus 
S(x) and A(x) can be calculated and the field determined. 
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d 
d 
Figure 2.6 An elemental tube of rays of area dEl and dE2 at the wavefront positions 81 and 82 
respectively. 
2.4.1 Implementation 
When a medium has a piecewise constant refractive index, as for the objects used 
in this chapter (see figure 2.1), GO is particularly convenient to apply because rays 
within each piecewise constant region are straight. Once a ray reaches a discontinuity, 
refracted and reflected rays are generated, according to Snell's laws of refraction and 
reflection [James, 1986J. The amplitudes of these rays are proportional to the refraction 
and reflection coefficients for plane waves incident upon planar interfaces, which are 
determined by matching amplitudes and first derivatives across the interface (as for (2.7» 
[Jones, 1964; James, 1986]. The reflected and refracted rays are then individually traced 
until they intersect another discontinuous boundary where the process is repeated. The 
number of multiple interactions to be calculated for each ray depends on the particular 
problem and the degree of accuracy required. To produce the results in this chapter 
all rays were traced until their magnitudes were less than 10-5 (initial magnitude was 
unity), or they entered T ++. The total field at a point is then simply the superposition 
of all incident, reflected and refracted rays. The field in figures 2.7 and 2.9-2.12 was 
determined by using 105 initial rays and summing all rays entering T ++ within half-
degree intervals. This discrete approach was used because caustics (Le. ray crossings) 
in piecewise homogeneous objects make (2.26) difficult to apply. 
The accuracy of the GO approximation (i.e. the above method) in solving the 
direct problem is assessed in figure 2.7 for the simple case of an object consisting of a 
single cylinder of constant refractive index. These results indicate that the GO, or high 
frequency approximation is quite inaccurate for homogeneous objects with dimensions 
as small as 20),. Because GO is a high frequency approximation, it will become more 
accurate as the dimensions of the object increase. 
2.4.2 Geometrical Optics for inhomogeneous media 
When the refractive index is inhomogeneous and continuous (discontinuities are handled 
as above), as it is for the objects considered in section 3.2, a suitable differential 
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Figure 2.7 Far-field radiation patterns of 1/Jscat showing the accuracy of the GO approximation when 
the object is a single cylinder of diameter 20A. (a), (b) and (c) correspond, respectively, to the refractive 
index of the cylinder being 1.01, 1.10, and 1.50. Note that GO is relatively insensitive to the size of the 
cylinder, i.e. these results would be very similar even if different sized cylinders were used. 
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equation for the ray path is required. Because any surface S(x) = constant represents 
a wavefront, V S(x) must be normal to the wavefront. Thus, V S(x) determines the 
direction of each ray. Inspection of (2.22) reveals that the magnitude of VS(x) is II(X). 
Therefore, the differential equation for a ray is 
dx(l) 
dl 
V S(x) 
II(X) (2.27) 
where x( 1) is the position vector of an arbitrary point on a ray and I is arc length along 
the ray. The algorithm used to solve the direct problem arising in Chapter 3 is based 
on expanding x(l) as a second order Taylor series. With the inclusion of (2.27) and the 
Euler equations [Arfken, 1985], which constitute a necessary condition for the existence 
of a minimum value for (2.24), the algorithm is [Andersen and Kale, 1982] 
dx(l). l' [ . ( dX(I)) dX(l)] 2 
x(l ~l) = x(l) + dl~l + 211(x) VII(X) - VII(X)' dl dl (~l) (2.28) 
2.4.3 Implementation 
Given a starting point x(lo) and an initial direction dxJ;o) for the ray, (2.28) enables a ray 
to be traced recursively at discrete points, each separated along the ray by arcs of length 
~l. Note that II(X), VII(X) and d:}I) also need to be known at each point x(l). Since II(X) 
is given in the direct problem, VII( x) can be calculated everywhere in the medium. On 
the other hand, there is no explicit formula for d~\1) , which must be evaluated with the aid 
of some appropriate numerical procedure for calculating derivatives. Since Andersen 
and Kale [1982] offer no suggestion as to which procedure might be most effective, an 
iterative algorithm suggested by Murch [1990] was adopted. It comprises the following 
steps: 
1. A first estimate of d:~I) is obtained as 
dx(l) 
dl 
x(l) - x(l- ~l) 
~l 
which is then used to calculate x( 1 + ~l) using (2.28). 
(2.29) 
2. From the above value of x( 1 + ~l) a mid-point estimate of ~\I) is calculated: 
dx x(l + ~l) - x(l ~l) 
dl 2~1 (2.30) 
3. This new estimate of ~~I) is then used to calculate a new x( 1 + ~l) 
4. Steps 2-3 are repeated until the difference between successive estimates of ~V) is 
less than 10-5. 
The accuracy of this ray tracing algorithm is conveniently assessed by applying it to 
'Maxwell's fish-eye' [Barnes and Solomon, 1973], which is the circularly symmetrical 
refractive index distribution 
II(X) = 110(1 + ~? 
a 
(2.31 ) 
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Figure 2.8 Diagram showing rays in Maxwell's 'fish-eye'. All rays from an arbitrary point Po meet at 
an image point Pl. If a ray is released from P~, at a distance a from a in a direction perpendicular to the 
line PoO, then the ray traces a circle of radius a centred at O. 
where x is the position vector of an arbitrary point, and I/o and a are constants. A 
characteristic property of this distribution is shown in figure 2.8. All rays from an 
arbitrary point Po meet at an image point PI such that the line POPI intersects O. The 
distances I PoO I and 10 Pr I are related through I PoO I . 10 PI I = a2 • Therefore, if a ray is 
released from P~, at a distance a from 0 in a direction perpendicular to the line PoO, the 
ray traces a circle of radius a centred at O. As Andersen and Kak [1982] imply, a severe 
test for a ray tracing algorithm is to require it to trace such a circle. It is also desirable 
for the algorithm to do this as efficiently as possible, which is equivalent to employing a 
minimum number of recursions. The algorithm outlined above requires 250 recursions 
to close, to within 1 %, a circle having a diameter of 40 ill. This performance appears 
identical to that achieved by Andersen and Kak [1982], but superior to that of other 
published algorithms [Smith et al., 1980; Fawcett and Keller, 1985]. 
There are two distinct problems in this thesis which are solved by ray tracing. The 
first, described in this chapter, is to determine wave motion at one point if it is known at 
another, i.e. determine 'fscat knowing 'fine' The second, which arises in section 3.2, is to 
find the ray linking two points. The simplest method (and the one implemented here) to 
achieve the latter, is to send off rays toward the point one wishes to link: with. A Newton 
method can then be used to converge to the correct initial angle of the required ray. 
2.5 Comparison of Direct Solutions 
This section assesses the range of validity of the Born and GO approximations in solving 
the direct scattering problem. To this end, some more solutions to the direct problem are 
shown in figures 2.9-2.13 for objects consisting of multiple cylinders. Exact or accurate 
solutions for the scattering from one cylinder [Leviatan and Boag, 1987; Murch, 1990; 
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Robinson and Greenleaf, 1986], and even multiple cylinders [Jin and Liepa, 1989; 
Yokota et at., 1986], have been calculated before for a wide range of object variations. 
However, almost all of this work has had the solution of the direct problem as its sole 
(and worthy) aim. The goal in this section is to use the exact result to assess the accuracy 
of approximate solutions in order to determine the applicability of the inverse solutions 
in Chapter 3. It appears that a comparison between solutions to the direct problem using 
the Born or GO approximations and the exact solution has not been made previously for 
multi-component objects. The results here serve to illustrate the different domains of 
applicability of the two approximations and the effect of multiple scattering on the Born 
approximation. 
The Born approximation is the simplest of the approximations which explicitly 
account for diffraction. What does not seem to have been fully appreciated until 
recently is that the approximation is exact only when scattering is negligible [Coates 
and Chapman, 1990; Ramm, 1990]. It assumes that 1jJinc(XE T _, k) approximates 
1jJ(x E T _, k), but this can be true only if 1I ~ 1, or if the object's largest dimension is 
only a few wavelengths. However, the widespread use of the Born approximation (see 
section 1.1) indicates that it can be useful even when scattering is appreciable. Many 
extensions to the approximation attempt to widen its range of validity, in particular by 
partially accounting for the difference in wavefront positions of 1jJinc and 1jJ [Bates, 1988; 
Devaney and Oristaglio, 1983; Levy and Esmersoy, 1988]. The Rytov approximation, 
which is computationally similar, has also been argued to have wider validity in some 
situations [Soumekh and Kaveh, 1986]. Furthermore, the Born approximation can be 
thought of as the first term of a series which converges to the exact solution for 1jJscat(x, k) 
under appropriate conditions [Arfken, 1985; Kleinman et ai., 1990]. 
The results in this chapter illustrate the comm~nt in the previous paragraph that the 
Born approximation is never truly accurate when 1I ~ 1. For this reason it is pointless 
to suggest a range of relative path lengths, 12max, for which the Born approximation 
is accurate. Whether it is accurate enough to be useful can be determined only by 
solution of the corresponding inverse problem. In figure 2.4, where the refractive index 
deviation and the object are small, the Born approximation is obviously appropriate 
because it predicts 1jJscat well. In figures 2.5 and 2.9-2.13 a range of situations where the 
approximation is less appropriate are shown. The decrease in accuracy with increasing 
12 is well known [Jones, 1964] and is considered only briefly here in figure 2.5. It is 
more interesting to consider the effect of multiple scattering on the approximation. In 
figures 2.9 and 2.11, 12max is 0.24,\ and ~ 0.12,\ respectively, yet the Born field is less 
accurate than could be expected from results in figures 2.4 and 2.5 (note the phase in the 
forward direction). The error due to multiple scattering is better illustrated by comparing 
figures 2. 11 (a) and (b) with figure 2.13(c) where 12max is ten times greater. Note that 
the accuracy of the Born approximation has decreased markedly. In contrast, 12max also 
increases by a factor of ten between figures 2. I 3(a) and (b), yet the accuracy of the Born 
approximation hardly changes. The difference is that multiple scattering has appreciable 
effects in the first instance, but not in the second. Also note that in figure 2.13( c), where 
12max ~ 1.2, the Born approximation is very much worse at predicting 1jJscat than in 
figure 2.l3(b) where 12max = 1.5. All of these results indicate that the distance, 12, 
between wavefronts of 1jJ and 1jJinc is not necessarily an accurate predictor of the validity 
of the Born approximation. In particular, even when 1I ~ 1, multiple scattering can 
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be an important source of error if individual components of a multi-component object 
are large and fairly close together. It is important to distinguish this case from that in 
figures 2.13(a) and (b) where the scatterers are small, strong and close together. While 
multiple scattering occurs with this geometry, its effects on the Born approximation are 
less important. This comparison shows that the validity of the Born approximation is 
dependent, to perhaps a previously unappreciated extent, on object geometry. The effects 
of multiple scattering on the Born approximation are discussed again in section 3.1.5. 
GO is a conceptually simple method for determining the field when variations in 
refractive index occur slowly. It explicitly accounts for refraction and multiple scattering, 
but not diffraction. This deficiency is overcome by an extension to GO called the 
Geometrical Theory of Diffraction (GID) [Herrmann, 1987; James, 1986]. However, 
GID is of less interest here because it has not been incorporated into inverse scattering 
algorithms. One of the principal advantages of GO is that it is not affected by the size of 
the object, provided a high frequency approximation is appropriate. This suggests that 
GO would be a good basis for a reconstruction algorithm capable of handling appreciable 
refraction in large objects (see section 3.2). 
It is well known that when object inhomogeneities are comparable in size to the 
wavelength, diffraction is appreciable and the GO (or high frequency) approximation 
is not valid. The results in this chapter suggest that the GO approximation is still 
unsuitable for homogeneous objects with dimensions of 20A. Although not shown here, 
it is appropriate for inhomogeneous objects of this size, provided that spatial variations 
of the refractive index are sufficiently smooth that a high frequency approximation is 
justified. While it would have been interesting to assess the accuracy of GO for larger 
cylinders, the Bessel functions in the eigenfunction expansion become too large to allow 
the exact solution to be determined. The investigation in this chapter of the accuracy 
of the GO approximation is therefore of limited use. However, it does show that, while 
perhaps not appropriate for the size of object in figures 2.10 and 2.12, GO is still more 
accurate than the Born approximation in these situations. 
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object is the six cylinder object shown in figure 2.1. Using notation from this figure Xl (-5,2), 
X2 ,-4). X3 = (0,6), X4 = (4, -5), X5 = (5,2), X6 = (0,0), 2rl,2,3,4,5 6'\,2r6 2'\, and 
1/1,2,3,4,5,6 1.5. Note that the Born solution in (b) is the same as that in figure 2.11. Cmax ~ 6'\. 
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Figure 2.13 Far-field radiation patterns of 1/Jscat showing the effects of multiple scattering on the accuracy 
of the Born approximation. The object used for (a) and (b) is the five cylinder object shown in figure 2,1. 
Using notation from this figure Xl = (-3,0), X2 = (0, -3), X3 = (0,0), X4 = (0,3), Xs = (3,0), 
21'1,2,3,4,S = 0.2SA, (a) and (b) correspond to 1/1,2,3,4,5,6 = LOS and 1/1,2,3,4,5,6 = 1.S respectively. The 
object used for (c) is described in figures 2.11 and 2.12, but here has 1/1,2,3,4,5,6 = 1.1. 'cmax is O,lSA, 
1.SA, and ~ 1.2A in (a), (b) and (c) respectively. Note that for these three examples, 'cmax is a very bad 
predictor of the validity of the Born approximation. 

CHAPTER 3 
New Inverse Scattering Solutions 
Scattering research is really about investigating new inverse scattering algorithms capa-
ble of revealing more information about objects being imaged. This chapter details two 
such investigations. 
As implied in Chapter 2, exact solutions to the inverse scattering problem posed in this 
thesis are possible, although not presently practical due to the excessive computation 
involved. Therefore, practical solutions are unavoidably approximate. Approximate 
inverse scattering approaches, where detailed a priori information about the scatterers 
is unavailable, can be partitioned according to the type of approximation made. The 
two important groups are diffraction tomography, where a wave equation is used as 
the descriptor of wave motion, and computed tomography (CT), where wave motion 
is described by rays (which are almost always assumed to be straight). As suggested 
in Chapter 2, diffraction tomography is the more sophisticated method [Robinson and 
Greenleaf, 1986], but is limited by the appropriateness of the wave equation. With regard 
to diffraction tomography, section 3.1 investigates a method for reducing distortion 
by using an image processing technique called Shift-and-add (SAA), which has been 
developed at Canterbury University by the Batesl group. With regard to CT, a significant 
improvement results if wave motion can be described by bent rays. This improvement 
has been demonstrated previously, but has required ray tracing. The approach reported 
in section 3.2 is a bent-ray CT solution which does not require ray tracing. 
3.1 Born Inversion 
The Born approximation is one of the most commonly invoked approximations in 
inverse scattering applications [Boyse and Keller, 1986; Blackledge et ai., 1987; Pratt 
and Worthington, 1988; Wu and Toksoz, 1987] (see also section 1.1) due to the ease 
with which its inverse can be formed. Despite this relative ease, some uncertainty exists 
as to whether Fourier interpolation or backpropagation is the most effective method for 
performing Born inversion [Pan and Kak, 1983]. The backpropagation algorithm for 
receivers in the far-field is derived in section 3.1.2, and implementation details for both 
methods are given in section 3.1.3. Section 3.1.4 then compares the two methods and 
finds a greater difference in effectiveness when the receivers are in the far-field, than in 
the 'standard' CT configuration. 
1 Professor R.H. T. Bates, along with his students and associates 
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In the context of this thesis, the assumptions on which the Born approximation is 
based are often invalid [Johnson and Tracy, 1983]. It is therefore important to seek 
ways to extend the basic approximation's validity. In particular, and as illustrated 
in Chapter 2, the Born approximation can be invalid due to excessive relative path 
length, L, through the object, and/or multiple scattering. The path length problem is 
clearly the more important of the two effects and research to compensate for it has 
been prolific [Bates, 1988; Beylkin, 1985a; Beylkin, 1985b; Caorsi et al., 1990; Chew 
and Wang, 1990; Clayton and Stolt, 1981; Devaney and Oristaglio, 1983; Esmersoy et 
al., 1985; Esmersoy and Levy, 1986; Howard et al., 1990; Levy and Esmersoy, 1988; 
Murch, 1992; Schultz and Jaggard, 1987; Slaneyetal., 1984; Soumekh and Kaveh, 1986; 
Wang and Chew, 1989; Wombell and Fiddy, 1988]. Investigations of even the effect 
of multiple scattering have been limited [Azimi and Kak, ~983]. Section 3.1.5 presents 
the first Born reconstructions of multi-cylinder objects where 'l/Jscat has been determined 
exactly and goes on to thoroughly investigate the distortion caused by multiple scattering. 
No attempt appears to have been made to reduce distortion caused by multiple 
scattering. Presumably this is because of the difficulty of the problem, along with the 
complication of the associated direct problem. The Shift-and-add (SAA) algorithm 
has previously been proposed to reduce distortion due to both multiple scattering and 
excessive relative path length [Bates and Minard, 1984; Bates and Minard, 1983; Mi-
nard, 1985; Minard et al., 1985; Bates and Robinson, 1981]. A suitable SAA extension 
to Born inversion is formulated in section 3.1.6 and implemented in section 3.1.7. The 
resultant reduction in distortion is then discussed in section 3.1.8. 
3.1.1 Formulation of Born inversion 
Equation (2.19) states that the Born approximation relates the scattered field in the 
far-field, 'l/Jscatf(i, k), to the refractive index, IJ(x), through the Fourier transform, i.e. 
'l/Jscatf(i,k) = 1,?F [IJ;(X) -1] (k') (3.1) 
where k' = k(k - i), i is the unit vector in the direction in which 'l/Jscatf(X, k) is 
measured, k is the unit vector in the direction of incidence of 'l/Jinc(x, k), and Vb(X) is 
the Born reconstruction of v(x). Since the Born approximation, and therefore inversion 
based on the Born approximation, is only accurate when the refractive index is known a 
priori to be identically unity [Coates and Chapman, 1990; Ramm, 1990], it must produce 
distorted images for all objects. However, its wide use demonstrates that such images can 
still contain useful information. Chapter 2 has shown that the Born approximation can be 
expected to be a useful approximation if the refractive index is such that Lmax < 0.25>-
(so that 'l/Jinc ~ 'I/J) and object components are well spaced relative to their individual 
sizes (so that multiple scattering does not cause significant distortion). 
Inspection of (3.1) might suggest that, where the Born approximation is appropriate, 
the refractive index could be immediately and straightforwardly estimated from the 
scattered field by invoking the inverse Fourier transform of 'l/Jscatf(i, k). However, it is 
apparent from section 2.3 and figure 2.3 that 'l/Jscatf(i, k), for all i, provides information 
about F[v;(x) - lJ only on a circle. Consequently, in order to cover as much of 
Fourier space as possible, observations of 'l/Jscatf(i, k) must be made for all directions k 
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of 'l/Jinc(x, k) as well. The coverage of Fourier space then corresponds to the interior of 
a circle of diameter 2k (see figure 2.3). Thus the spatial resolution, ~x, of the image is 
27f A ~x < - =-
- 2k 2 (3.2) 
which accords with the intuitive notion that any spatial variations in refractive index 
that are significantly smaller than a wavelength cannot be discerned. The inverse 
Fourier transform of the scattering data is then a band limited approximation to the true 
distribution of v(x). 
For computational reasons, any Born inversion scheme must be implemented using 
the inverse fast Fourier tansform (IFFT). However, numerical techniques for inverting 
(3.1) using the IFFT require that the scattering data be sampled on a rectangular grid 
[Bracewell, 1978]. This can be realized by making observations ofthe field at specified x 
and k, so that each sample lies at a point on the desired grid. However, this exact method 
is tedious because a different x and k must be employed for each grid point. Moreover, 
it is unnecessary since interpolation methods can produce equivalent reconstructions. 
Interpolation methods involve recording 'l/Jscatf(X, k) for a number of directions k of 
'l/Jinc(x, k). This data can then be transferred on to the desired rectangular grid in either 
the frequency or space domains. Performing the interpolation in the frequency domain 
involves interpolating from the curves, k', on to a rectangular grid. Performing the 
interpolation in the space domain is known as backpropagation and was developed by 
Devaney [1982] and Kaveh et al. [1982]. 
3.1.2 Backpropagation 
Backpropagation is one method for performing Born (or Rytov) inversion. The method 
avoids Fourier domain interpolation by using two coordinate transformations which 
allow the scattering data to be directly placed on to a rectangular grid in Fourier space. 
A number of extensions to the original backpropagation algorithm have been made 
[Devaney, 1983; Devaney, 1984; Devaney, 1985b; Devaney, 1985a; Devaney, 1986; 
Devaney, 1987; Devaney, 1989; Xue and Wei, 1987], but none of these explicitly uses 
the receiver geometry in Chapter 2 where 'l/Jscat is measured in the far-field at all angles 
around the object. Hence, a derivation of the backpropagation algorithm for receivers 
in the far-field follows. 
Consider the inverse (2D) Fourier transform of (3.1) 
2() 1 _ 1 fl°O of, (A k) jU'Xd2 
Vb X - - k2(27f)2 00 'f/scatf X, e U (3.3) 
As already discussed, a diffraction tomography experiment measures the Fourier trans-
form of the object on circles in Fourier space. These circles are mapped on to rectangular 
coordinates by introducing a change of variables: 
so that 
u = k' = k(k - x) = k [ (c~s rpinc - c~s rpscat) 1 
(sm rpinc - sm rpscat) (3.4) 
(3.5) 
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Before writing (3.3) in a new form, it is also necessary to introduce a rotated (e,7]) 
coordinate system in image space, where 
(3.6) 
This enables the dot product u . x to be written as 
sin (<Pine tPseat)e + [cos(tPine - <Pseat) - 1]7] (3.7) 
Now substituting (3.5) and (3.7) into (3.3) gives 
v;(x) 1 2(;11' )2 i: dtPine 1.: d<Pseat I sin( <Pine - <Pseat) l7f;seat,( <Pine <Pseat, k) . 
ej k[sin( 4>mc -q,sc:.t)e + [eos( 4>mc -q,scat)-l]n] (3.8) 
where the extra ~ comes from the double coverage of Fourier space by the tPine, tPseat 
coordinate system. The remaining impediment to using the FFT is the integral with 
respect to <Pscat. This is overcome by introducing the (/\', I) coordinate system, which is 
related to the u (u, v) system by a rotation through <Pine + ¥ as illustrated in figure 3.1. 
The substitution is described by 
sin( <Pine - <Pseat) 
:::;. cos( <Pine - tPseat) - (3.9) 
where ::; /\, ::; k, so that 
(3.10) 
Note that for (3.9) to be a valid single valued substitution, tPine - <Pseat must lie in the 
interval [-¥, 
image space 
r 
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The relationship between the object and the scattering data can therefore be written 
as 
(3.11 ) 
where 'l/J<I>inc (K" k) denotes the scattered field, 'l/Jseatr(x, k), due to a planar incident field in 
the rPine direction, with K, and x being related by (3.4) and (3.9). Finally, the implemen-
tation of (3.11) is more apparent if it is written as 
1 
1= 
where 
(3.13) 
Before considering the implementation of (3.11) further, it is important to mention 
a significant difference between (3.3) and (3.11). Any value of K, corresponds to two 
points on the circle in Fourier space, and so, to avoid ambiguity, only scattering data 
in the forward direction can be used, i.e. IrPine rPscati::; I' Following (3.2), because 
I K, I < k, the spatial resolution of the backpropagated image is 
21r 6.x < - A 
- k (3.14) 
or half that of the Fourier interpolated image. This difference in resolution does not 
occur with the 'standard' CT configuration where receivers are placed along a line, 
because scattering data is available in only the forward direction and so the potential 
resolution of all reconstruction algorithms is A. 
3.1.3 Implementation 
Fourier interpolation, backpropagation and the exact method for performing Born inver-
sion were all implemented to ensure that the most efficient method was chosen for the 
analysis in subsection 3.1.7. The exact and Fourier domain interpolation methods are 
similar and begin by determining rPine and rPscat for each pixel in the image. Any pixel can 
actually fallon two circles so, to avoid ambiguity, rPinc rPseat was limited to the range 
[O,1r]. When using the exact method, given rPine and rPseat. 'l/Jseatr( rPine rPseat, k) was calcu-
lated for each pixel. Alternatively, when using Fourier interpolation, 'l/Jseatr( rPine - rPscat, k) 
was calculated for a number of values of rPinc and rPscat. The correct 'l/Jseatr for each 
pixel was then estimated by bilinear interpolation between the closest known values of 
'l/Jscatr( rPinc rPscat, k). Having determined the field corresponding to each pixel in the 
image, the refractive index distribution was obtained by taking the IFFT of the image, 
dividing by k2 , adding unity and taking the magnitude of the square root (see (3.1». 
Since Vb(X) is real, it can be argued that one should take the real part of the square root. 
However, most of the reconstructions shown in this chapter have significant detail in 
their imaginary parts, so that their magnitudes were found to be closer to the true object. 
The computational procedure used to reconstruct an N x N image using backprop-
agation, i.e. (3.13) and (3.12), can be presented in the form of the following steps. 
38 CHAPTER 3 NEW INVERSE SCATTERING SOLUTIONS 
1. For a given cPinc, 1Pscatr( sin( cPinc - cPscat), k) was determined at N equi-spaced values 
of sin( cPinc - cPscat) with cPinc - cPscat in the range [-I' I]' 
2. In accordance with (3.13), the data, 1jJscatr( K" k), were multiplied by a separate 
filter 
IK,I ej (Vk2 -,,2_k)7/ 
yiP - K,2 
for each depth, ry, in the image. yfiN depths were required to avoid loss of spatial 
resolution [Crawford and Kak, 1979]. 
3. Each one dimensional filtered projection was then windowed, zero-padded and 
Fourier transformed. A Hamming window [Harris, 1978] was found to be adequate 
to reduce 'ringing' at cylinder edges. Zero-padding the projection data to be 2N 
samples long was required to allow the filter in step 2 to be implemented in 
Fourier space. This is because using the IFFT makes the filtering efficient, bUl 
multiplication in Fourier space corresponds to circular co'nvolution [Slaney and 
Kak, 1985]. Zero-padding ensures that circular convolution is equivalent to the 
desired aperiodic convolution. It also reduces the interpolation error. 
4. The bilinearly interpolated value of the Fourier transformed filtered projection 
was allocated to each pixel, (:1:, y), in the image in accordance with (3.12). 
5. Steps 1-4 were repeated for 100 equi-spaGed cPinc. As a new projection was taken 
up, its contribution was added to the current sum at pixel (x, y ). 
For the reconstructions shown in this chapter, both interpolation methods used 100 
equi-spaced intervals of cPinc in the range [0,2'71-]' When comparing Fourier interpolation 
to backpropagation, 64 receivers (or equivalently, values of cPscaa were used. For 
subsequent reconstructions, however, 360 receivers were used. This improved the 
reconstruction accuracy for a negligible increase in computation. All reconstructions 
were normalized, and unless otherwise indicated, cover the range of x and y from -8A 
to 8A. 
3.1.4 Backpropagation vs frequency domain interpolation 
Three different Born inversion methods have been described. Expending the compu-
tational effort associated with the exact method is unnecessary because, as illustrated in 
table 3.1 and in figures 3.2(a), (b) and (c), when a sufficient number of view angles and 
Born inversion method NRx RMS error 
backpropagation 64 0.3% 
Fourier interpolation 64 0.1% 
Fourier interpolation 360 < 5 x 10-4 % 
Table 3.1 Root mean square (RMS) error in reconstructing a cylinder using three interpolation schemes. 
Error is relative to th~ exact reconstruction. The second column gives the number of receivers used. 
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exact, forward scattering 
a) 
Fourier interpolation, NRx 64 
forward scattering 
c) 
Fourier interpolation, NRx = 64 
e) 
backpropagation, NRx = 64 
forward scattering 
exact 
39 
Figure 3.2 Reconstruction accuracy of various methods of Born inversion. The object is a single 
cylinder of diameter 4'\, refractive index 1.005, and centered on the origin. The reconstructions in (a), (b) 
and (c) use 'lj;scat in the forward direction, a Hamming window and respectively, exact, backpropagation, 
and Fourier interpolation reconstructions. (d) and (e) show unfiltered exact and Fourier interpolation 
reconstructions respectively. NRx is the number of receivers used. 
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Figure 3.3 Ideal and practical backpropagation filters for receivers in the far-field. 
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receivers are used, all three methods give essentially the same result. Note that the data 
has been Hamming windowed in all of these subfigures to reduce the interpolation errors 
in (b). As already mentioned, when 'ljJscat is available in only the forward direction, back-
propagation and Fourier interpolation are theoretically identical. Previous researchers, 
who used receivers on a line, concluded that although reconstruction accuracies were 
similar, Fourier interpolation was preferable because it involved less computation [Pan 
and Kak, 1983; Slaney and Kak, 1985; Soumekh et at., 1983]. The situation considered 
here, where complete far-field scattering data is available, is different because Fourier 
interpolation has twice the potential resolution of backpropagation. This difference in 
resolution is illustrated in figure 3.2. In practice, the potential resolution of Fourier 
interpolation is more than double that of backpropagation because the high frequency 
emphasis of the backpropagation filter 
(3.15) 
serves to magnify any interpolation errors close to cylinder edges. Thus, the data 
must be windowed (Le. low pass filtered), which further reduces the resolution of the 
backpropagated image. The windowing can also be thought of as introducing the less 
noisy version of the ideal backpropagation filter shown in figure 3.3. 
As already mentioned, a significant limitation of backpropagation is the computa-
tion involved. For the 64x64 pixel reconstructions shown in figure 3.2, 64 receivers 
were used, but the projection data was zero-padded to 128 samples. As 91 depths, 'I, 
were also used, the processing for each of the 100 view angles involved 91 128-point 
IFFTs. In contrast, Fourier domain interpolation required 128 64-point IFFTs. Given 
the N log2 N computational cost of an IFFT, backpropagation was 166 times more com-
putationally expensive than Fourier interpolation. However, remember that this is only 
the cost of the solution to the inverse problem. Calculation of the direct problem is 
also a major cost in the overall problem considered here, and this cost could affect the 
choice of reconstruction procedure. For instance, if backpropagation could obtain the 
same accuracy as Fourier interpolation with fewer view angles (Le. fewer solutions 
of the direct problem), then this would offset the higher cost of the inverse procedure. 
However, table 3.1 indicates that for high quality reconstructions with the receivers in 
the far-field, Fourier interpolation is slightly more accurate than backpropagation for 
a given number of receivers. To compound the differences between the two methods, 
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backpropagation Fourier interpolation 
nonna1 Rx positions 
Figure 3.4 Receiver (Rx) array positions for backpropagation and Fourier interpolation. 
the backpropagation reconstruction in figure 3.2(b) required more CPU time than the 
equivalent exact reconstruction in the same figure. 
Note that the comparison is made using 'ljJscat in only the forward direction and af-
ter windowing. This ensures that the resolution of Fourier interpolation is reduced to 
that of backpropagation, but results in greater angular density of receivers for Fourier 
interpolation. The effect is illustated in figure 3.4 where receivers are equi-spaced in 
the intervals ¢Yinc - ¢Yscat E [O'Il and ¢Yinc - ¢Yscat E [-I' Il, respectively, for Fourier 
interpolation and backpropagation. The difference in receiver spacing will contribute 
to the slight difference in accuracy of the two methods. Part of the reduced accuracy of 
backpropagation can also be attributed to the high frequency emphasis of the backprop-
agation filter (3.15) associated with receivers in the far-field. This emphasis has resulted 
in greater interpolation errors than those that occur in the' standard' CT geometry where 
receivers are placed along a line [Slaney and Kak, 1985]. 
The above comments apply to high quality reconstructions in the simulation situation 
with receivers in the far-field. Fewer receivers, noisy data and alternative receiver 
geometries were not considered. It is worth remarking that when data are limited, 
the interpolation error of both methods can be reduced by zero-padding, although this 
process is much more expensive in the backpropagation context [Slaney and Kak, 1985]. 
On the other hand, the degradation caused by limited data is much more severe when 
using Fourier interpolation, particularly when using mUlti-component objects, since (as 
shown in Chapter 2) the angular variation of 'ljJscat is greater. Fortunately, in the simulation 
situation, Fourier interpolation can be improved for negligible additional computational 
cost by using more receivers. 
Given the prohibitive computational cost and reduced resolution of backpropagation, 
all further reconstructions were obtained using Fourier interpolation with 100 view 
angles and 360 receivers. This strategy appeared to give accurate reconstructions in all 
cases. 
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3.1.5 Multiple scattering in Born inversion 
Having selected a method for Born inversion, attention is now directed towards the ef-
fects of multiple scattering. Some examples of Born inversion are provided in figure 3.5 
for multi-cylinder objects. In (a) the two cylinders in the object are clearly visible. 
However, more importantly, multiple scattering is causing appreciable distortion even 
though the cylinders have refractive indices only 1% higher than the background re-
fractive index. (b) and (c) illustrate the well known increase in distortion with increase 
in refractive index. Note that a similar increase in distortion occurs when increasing 
the frequency of 7jJinc or the size of the cylinders. While the effects of multiple scatter-
ing are perhaps better illustrated in figures 3.6 and 3.7, figures 3.5(d) and (e) consider 
non-uniform cylinder sizes and refractive indices. In both instances multiple scattering 
results in irregularly raised cylinder boundaries. This form of distortion does not appear 
to have been demonstrated before. Finally, (f) illustrates that recognizable reconstruc-
tions are still possible even when the Born approximation is markedly invalid. For 
instance, the Born approximation replaces 7jJ(x E Y _, k) by 7/Jinc(x E Y _, k), yet the 
maximum distance between wavefronts of 7jJ and 7/Jinc, Cmax, is 1.75..\, implying that in 
some parts of the object 7jJinc is a very bad approximation to 7/J. Certainly, the object is 
harder to recognize in (c) where the cylinders are still centered on a line and Cmax is only 
1.2. It is therefore apparent, as predicted in Chapter 2, that the accuracy of the Born 
approximation is highly dependent on the object geometry. Much of this dependence is 
due to the effects of multiple scattering. 
Born inversion of single cylinder objects has been extensively investigated [Duchene 
et al., 1985; Paoloni, 1986; Slaney et at., 1984]. However, accurate reconstructions of 
multi-cylinder objects, such as those in figure 3.5, do not appear to have been published 
before. This is probably due to the practical, if not analytical complication of the 
associated direct problem (see section 2.2). Instead, workers have ignored multiple 
scattering effects completely in determining 7/Jscatr(x, k), or have considered only first 
order effects [Azimi and Kak, 1983]. The effect that this has on the reconstruction 
is illustrated in figures 3.6 and 3.7, where multiple scattering is neglected in (a) and 
(d), only first order effects are considered in (b) and (e), and (c) and (f) show exact 
reconstructions (exact, that is, to the accuracy of the Born approximation). It is clear 
that multiple scattering causes significant distortion although the refractive indices of the 
cylinders are only 3% higher than the background refractive index. Having identified 
(from figure 3.6) the form of the distortion due to multiple scattering, reference to 
figures 3.5(a), (b) and (c) reveals the rapid increase in the severity of this distortion with 
increasing refractive index. In addition, comparison of figures 3.6 and 3.7 shows that, 
although multiple scattering definitely still occurs when cylinders are small relative to 
their separation, it causes less distortion in Born inversion. This is the reason that the 
exact reconstruction in figure 3.7 is better than those in figure 3.6 although, for the three 
subfigures, Cmax is greatest in figure 3.7. 
While some of the effects of object geometry on multiple scattering have been set 
out in section 2.5, it is appropriate to make some points in the light of results from 
figures 3.5-3.7. 
1. Multiple scattering causes very marked degradation of Born inversion if the object 
components are large relative to their separation. What is not well known is that 
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Ncyls = 2, Vl,2 = 1.01 
same as a) but Vl,2 1.03 
same as a) but Vl,2 1.05 
Ncy\s 3, non-uniform size . 
Ncyls 3, non-uniform v 
Ncy\s = 7 
f) 
Figure 3.S Illustration of Born inversion for multi-cylinder objects. Using notation from figure 2.1, 
(a), (b) and (c) all have Xl = (-5.:\, -5.:\), X2 = (5.:\, 5.:\), 27'1,2 = 12':\, and 111,2 = 1.01, 1.03 and 
1.05 respectively. (d) is described by Xl (-3.:\, 3.:\), X2 = (-3.:\, -3.:\), X3 = (3.:\,3.:\),27'1 = 0.5.:\, 
27'2,3 = 6.:\, III = 1.015, and 112,3 = 1.01. (e) is described by Xl = (-3.:\,3.:\), X2 (0, -4,:\), 
X3 (4.:\, 2,:\), 27'1,2,3 6.:\, III 1.02, 112 = 1.03, and 113 = 1.01. Finally, (1) is described by 
Xl,2 = (±4.5':\,±4.5':\),X3,4 (±3.:\,±3.:\),X5,6 = (±1.5':\'±1.5':\),X7 = (0,0),27'1,2,3,4,5,6,7 0.5.:\, 
and 111,2,3,4,5,6,7 = 1.5. Cmax is respectively 0.24.:\,0.72,:\, 1.2.:\,0.12.:\,0.3.:\, and 1.75.:\. (a), (b) and (c) 
have range ±16.:\. All reconstructions use Fourier interpolation, 100 views, and 360 receivers. 
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no multiple scattering 
first order multiple scattering 
exact 
no multiple scattering 
first order multiple scattering 
exact 
Figure 3.6 Illustration of the effects of multiple scattering on Born inversion. Reconstructions in (a) 
and (d) have no multiple scattering included in the calculation of 1/Jscatr (x, k), those in (b) and ( e) include 
only first order effects, and those in (c) and (f) are exact. (a), (b) and (c) all have Xl = (-SA, -SA), 
X2 = (SA, SA), 2rl,2 = 12A, and lJl,2 = 1.03. (d), (e) and (f) all have Xl = (-2A, 7 A), X2 = (-3A, -6A), 
X3 = (7 A, 0), 2rl,2,3 = 12A, and lJl,2,3 = 1.03. All subfigures have range ±16A and Cmax = O.72A. 
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no multiple scattering 
a) 
first order mUltiple scattering 
exact 
c) 
Figure 3.7 Illustration of the effects of multiple scattering on Born inversion. (a) has no multiple 
scattering included in the calculation of 1fscatr(x, k), (b) includes only first order effects, and (c) is exact. 
Using notation from figure 2.1, (a), (b) and (c) all have Xl = (-4>.,0), X2 = (0, -4>.), X3 = (0,0), 
X4 = (0,4>.), X5 = (4).,0),21'1,2,3,4,5 = 0.5>', and V1,2,3,4,5 = 1.5. Cmax=0.75>.. 
this degradation occurs even if the objects have refractive indices that are only 
slightly different (i.e. <5%) from that of the background and Lmax is small enough 
that Born inversion could be expected to give good results. 
2. Although multiple scattering still occurs, it causes less distortion in Born inversion 
if the object components are small relative to the distance between them. This 
is true even if the components are strongly scattering, although the opposite is 
commonly believed [Minard, 1985]. 
3. The form of distortion caused by multiple scattering depends on the size, shape, 
location and refractive index of the object components. 
Remember that the difference between the subfigures within figures 3.6 and 3.7 is in 
how the direct problem is solved, and not in the Born inversion process. For instance, 
in the two cylinder object where first order multiple scattering is considered, the field 
incident on each cylinder is the sum of 'ljJinc and the scattered field from the other cylinder 
due to 'ljJinc (see figure 2.2). This does not give the true scattered field, but the similarity of 
figures 3.6(b) and (e) to (c) and (f), and figure 3.7(b) to (c), demonstrates that including 
first order scattering gives a good approximation to the true field. The marked change 
in reconstructions where multiple scattering is ignored demonstrates that at least first 
46 CHAPTER 3 NEW INVERSE SCATTERING SOLUTIONS 
order effects must be considered in solving the direct problem, if results are to be at 
all realistic. For the same reason, it is apparent that if the effects of multiple scattering 
could be reduced, then a significant improvement in the reconstruction of v(x) would 
result. 
One method proposed to both reject the effects of multiple scattering and to reduce the 
distortion inherent in Born inversion, is Shift-and-add (SAA), as developed at Canterbury 
by the Bates group [Bates and Minard, 1984; Bates and Minard, 1983; Bates and 
Robinson, 1981; Minard, 1985; Minard et al., 1985; Robinson, 1982; Tan, 1988]. 
3.1.6 Compensating for distortion in Born inversion 
Shift-and-add is a method of deconvolution applicable when an ensemble of differently 
distorted images are available [Bates and Cady, 1980; Davey, 1989]. The technique 
was first used to remove the distorting effects of the atmosphere on astronomical images 
produced by large telescopes [Bates and Cady, 1980; Bates, 1982]. Apart from its very 
successful application to astronomical speckle imaging, SAA has also been successfully 
applied to speech processing [Brieseman et al., 1987], ultrasonic CT imaging [Minard et 
al., 1985] and ultrasonic B-scan imaging [Bates and Robinson, 1981; Bates and Robin-
son, 1982]. It is the promising results obtained in the ultrasonic imaging applications of 
SAA which suggested the approach investigated here. 
The essential idea of SAA is that the distortion of an image is likely to be least 
where the image is 'brightest', i.e. the magnitude is greatest. Therefore, if all pixels in 
an image are referenced to the brightest pixel and a number of independently distorted 
images superimposed, then the image detail can be expected to sum coherently. Of 
course, the distortion in each image is also superimposed, but since the images are 
complex and assuming that these distortions are statistically independent, then they 
will sum incoherently. Thus, SAA processing can be expected to increase the contrast 
between desired and unwanted image detail (where the above assumptions are justified). 
Alternative processing strategies which also use ensembles of images are available, but 
SAA has the distinction of being the simplest and least noise sensitive [Minard, 1985]. 
It seems appropriate to base the SAA processing scheme used here on the one found 
to be successful in previous ultrasonic applications where SAA processing has involved: 
(a) forming a number of different images of the object using conventional B-scan, but 
with different frequencies of 'lj;inc; (b) finding the pixel with largest magnitude and shifting 
the image (without rotation) so that this pixel is in the center of the SAA image; (c) 
adjusting the phase of each image so that the phase of the pixel with largest magnitude 
is zero; and (d) coherently adding the images together and taking the magnitude of 
the result [Robinson and Bates, 1980; Robinson, 1982]. Ultrasonic images formed at 
different frequencies have been found to be sufficiently independent that this processing 
scheme gives significantly improved images of one and two dimensional wire targets 
[Minard et al., 1985]. It is, of course, important that the refractive index does not vary 
with frequency, and although this was assumed in section 1.2, it has been demonstrated 
in the medical imaging context [Paoloni, 1987]. 
The mathematical justification for SAA processing, in the context of multiple scat-
tering (including reflection) and diffraction tomography, is not considered in detail here 
for reasons that will become apparent in section 3.1.8. The interested reader is referred 
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to Bates and Minard [1984] and Minard [1985]. The more intuitive reasoning can be 
(and has been) thought of as described below. 
SAA has been experimentally demonstrated to reduce the effects of multiple scat-
tering [Bates and Minard, 1984]. The reason for this is that rays describing multiple 
scattering typically have longer path lengths than those describing single scattering. The 
longer path lengths are more frequency dependent and so are more likely to destructively 
interfere when different frequencies are used. Since this argument can be expected to 
apply in the diffraction tomography context, SAA processing should reduce distortion 
caused by multiple scattering. 
With regard to compensating for other forms of distortion in Born inversion, SAA 
has been demonstrated to perform ensemble deconvolution [Davey, 1989]. The image 
reconstructed by Born inversion can be eXEressed in the form 
(3.16) 
where 0 denotes convolution; f (x) 0 hm (x) is that part of the reconstructed image which 
can be represented by convolution of the ideal image, f(x), with a distorting function, 
hm (x); em (x) is called the contamination and represents the remaining image distortion. 
The subscript m denotes the member of the ensemble of images being considered. 
Provided that a reasonable part of the distortion associated with Born inversion can be 
modeled as a convolution of the ideal image with some unknown distorting function then, 
because SAA performs deconvolution, the image will be improved by SAA processing. 
While the validity of this assumption is critical to the success of SAA processing [Minard 
et ai., 1985; Davey, 1989], it has been virtually ignored by previous analyses showing 
that SAA and Born inversion may be capable of diffraction limited imaging. Considering 
the reconstruction differences shown in figure 3.6, where different frequencies are used 
but multiple scattering is ignored, the assumption is certainly highly questionable. The 
same conclusion can be drawn from the ultrasonic CT images of Minard et ai. [1985] 
who consider a distorting medium placed between the object and the receivers. As 
the medium moves closer to the object, SAA processing becomes less effective due to 
the distortion becoming less well described by a convolution. The receiver and object 
geometry considered in section 3.1 can be considered an extreme case of a distorting 
medium close to the object, which suggests that SAA may be ineffective. 
Thus, while no previous attempt appears to have been made to use SAA in the diffrac-
tion tomography context, the technique has certainly been proposed and theoretically 
justified as a worthwhile extension to diffraction tomography [Bates and Minard, 1984; 
Bates and Minard, 1983; Bates and Robinson, 1981; Minard, 1985; Minard etai., 1985; 
Robinson, 1982; Tan, 1988]. 
3.1.7 Implementation 
As mentioned in section 3.1.6, SAA requires an ensemble of independently distorted 
images. In previous ultrasonic CT and B-scan applications, reconstructed images with 
sufficiently independent distortion have been obtained by using different frequencies 
[Minard et ai., 1985; Bates and Robinson, 1981], The same approach is adopted here 
with reconstructions of (complex) refractive index being made at a number of different 
frequencies. The SAA processing algorithm used in the ultrasonic CT and B-scan 
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applications has been described in section 3.1.6. However, the approach used here 
differs in that the reconstructed image is not translated to position the pixel with the 
largest magnitude in the center of the SAA image. This is because distortion in Born 
inversion can be seen (in figure 3.6) to reduce the quality of the reconstruction, but not to 
introduce translation as could be expected if the object was viewed through a distorting 
medium. Thus, the SAA processing used here involved: (a) adjusting the phase of 
each image so that the phase of a reference pixel was zero; (b) adding the ensemble 
of images together; and (c) taking the magnitude of the sum as the SAA image. It 
is also worth noting that the degree of distortion evident in reconstructions obtained 
using Born inversion, along with the apparent lack of a translation component to this 
distortion, makes it seem unlikely that the distortion can be predominantly described by 
a convolution. 
SAA has been previously found to work well when there is a single 'bright' pixel in 
the image, which is presumably accurately reconstructed and to which all other pixels 
can be referred. Performing SAA on images without a suitable dominant reference 
will generate artefacts which result from using the wrong reference, although these 
can be reduced by subsequent processing. Unfortunately, in the diffraction tomography 
context, the brightest pixel in the image is not necessarily related to the highest refractive 
index because of the distortion introduced by mUltiple scattering. This point is clearly 
illustrated in figure 3.5(e), where the largest magnitude occurs on the boundary of 
the cylinder with the smallest refractive index. Distortion of this type is cause for 
some concern, as SAA relies on the brightest pixel being more accurately reconstructed 
than the rest of the image. This suggests that SAA is less than ideally suited for use 
with diffraction tomography, and in particular Born inversion, due to the type of error 
introduced by multiple scattering. 
In an attempt to provide a more suitable reference, two alternative processing strate-
gies were used to augment the investigation using 'standard' SAA. Previous investiga-
tions of SAA have used much more 'impulse-like' objects than those of interest here. 
For larger piecewise continuous objects, differential SAA, where the reference is located 
as the largest change in magnitude of each image, has been proposed to be more effective 
[Minard, 1985]. Thus, differential SAA was implemented here for the first time. Simple 
averaging was also tested, for although such a simple-minded processing scheme was 
unlikely to remove the effects of multiple scattering, it provided an idea of the noise 
suppression achievable by frequency diversity processing. So three processing schemes 
were investigated: 
1. Averaging, which does not rely on finding a relatively undistorted reference. 
This most basic form of frequency diversity processing has been previously 
demonstrated to reduce background noise levels and improve object localiza-
tion [Gehlbach and Sommer, 1987; Magnin et al., 1982]. It can also be thought 
of as incoherent SAA in this instance. 
2. SAA, where the phase of each individual image was adjusted to zero the phase. of 
the brighest pixel. 
3. Differential SAA, where the phase of each individual image was adjusted to zero 
the phase of the pixel where the largest magnitude change occured. 
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It is also necessary to consider the type of objects which might be more accurately 
reconstructed by SAA processing. SAA can be expected to cause destructive interference 
of unwanted image detail only if the difference in maxim urn path lengths, at the minim um 
and maximum frequencies used, is greater than ),,/2, i.e. 
Since £.. is linearly related to frequency, if an octave bandwidth is used, i.e. 
kmax = 2kmin 
then £..max must be greater than ),,/2 when k = kmin = 1. However, remember that a small 
£..max is one of the best indicators of the suitability of the Born approximation. Thus, SAA 
processing is likely to be useful only where the Born approximation is either invalid, or 
becoming invalid. In this context, it is worth commenting that if the Born approximation 
was accurate, then varying the frequency would provide no extra information. It is the 
frequency dependent distortion in Born inversion that allows SAA processing to be used. 
The frequency dependence of this distortion is illustrated by figures 3.8-3.11, (b) and 
(c). As mentioned previously, if a significant part of this distortion cannot be modeled 
as a convolution, then SAA processing may not improve the reconstruction. 
The SAA frequency range used was an octave (Le. kmax 2kmin) which has 
previously been found to be wide enough to give good results, while allowing transducers 
to operate reasonably efficiently [Robinson and Bates, 1980]. The number of different 
frequencies used is a compromise between extra computation and potential improvement 
in image quality, but is required to be sufficiently large. There is, however, no point 
in using too many frequencies, because images formed at adjacent frequencies will no 
longer be sufficiently independent. One hundred different frequencies were used here 
as this number has been found to be adequate [Robinson and Bates, 1980]. Results of 
applying SAA processing to 100 reconstructions obtained by Born inversion at equi-
spaced intervals of k in the range [1,2] are shown in figures 3.8-3.11. Images are labeled 
to describe the processing involved in their formation. Figure 3.8 shows reconstructions 
of an object containing two cylinders which are apparent in all figures. This simple 
object was chosen to give a clear example of the effects of SAA processing. The lack of 
improvement in the reconstruction could be attributed to the lack of a 'bright' reference 
pixel which has been available in most previous successful applications of SAA. Hence, 
the object reconstructed in figure 3.9 is the same as that in figure 3.8, but with the 
addition of a small cylinder of high refractive index to act as a SAA reference. Given 
the lack of success of SAA processing for the larger diameter cylinders in figures 3.8 
and 3.9, figures 3.10 and 3.11 respectively show the application of SAA processing to 
smaller diameter cylinders with higher refractive index, and to small perfectly reflecting 
cylinders as have been used in previous successful SAA investigations [Minard et 
al., 1985]. 
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k = 1, no multiple scattering 
a) 
k=l 
k = 1.5 
c) 
SAA 
differential SAA 
e) 
average 
Figure 3.8 The effect of SAA processing on the reconstruction of 1/ by Born inversion. The object is 
described by Xl = (-3, -3), X2 = (3,3), 2r1,2 = 6A, and 1/1,2 = 1.1. (a) shows an ideal reconstruction 
obtained when 1/1,2 ~ 1. Reconstructions in (b) and (c) were obtained by Born inversion at k = 1 and 
k = 1.5 respectively. Those in (d)-(t) were obtained by combining 100 images obtained for k equi-spaced 
in the range [1,2], as described in the text. 
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k ::::: 1, no multiple scattering 
a) 
k 1 
k::::: 1.5 
c) 
SAA 
differential SAA 
e) 
average 
Figure 3.9 The effect of SAA processing on the reconstruction of v by Born inversion. The object 
is described by Xl = (-3, -3), X2 = (3,3), X3 = (-3,3), 2rl,2 6A, 2r3 =0.5>', Vl,2 = 1.1, and 
V3 = L15. Descriptions of sub figures are contained in the caption to figure 3.8. 
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k = 1, no multiple scattering 
a) 
k=l 
k = 1.5 
c) 
SAA 
d) 
differential SAA 
e) 
average 
Figure 3.10 The effect of SAA processing on the reconstruction of v by Born inversion. The object 
is described by Xl = (-4,0), X2 = (0, -4), X3 = (0,4), Xl = (0,0), Xs = (4,0), 2rl,2,3,4,S = 2'\, and 
VI,2 = 1.5. Descriptions of subfigures are contained in the caption to figure 3.8. 
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k 1, no multiple scattering 
a) 
k 1 
k = 1.5 
c) 
SAA 
differential SAA 
e) 
average 
Figure 3.11 The effect of SAA processing on the reconstruction of v by Born inversion. The object 
is described by Xl = (-3,0). X2 = (-1.5,2.6), X3 = (-1.5,-2.6), X4 = (0,0), X5 = (1.5,2.6), 
X6 = (1.5, -2.6), X7 = (3,0), 27'1,2,3,4,5,6 = A, and all cylinders are totally reflecting. Descriptions of 
subfigures are contained in the caption to figure 3.8. 
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3.1.8 Discussion 
Comparison of SAA'd reconstructions with those from standard Born inversion imme-
diately reveals that SAA appears to be unable to compensate for distortion caused by the 
inaccuracy of the Born approximation. All of the results shown in figures 3.8-3.11 are 
similar in that the processed reconstructions are arguably better than the reconstruction 
for k = 1. Certainly the background 'noise' level is reduced and the object boundaries 
appear more defined, although the computational cost of this relatively minor improve-
ment in image quality is considerable. This improvement has also been demonstrated 
experimentally, although the use of fewer frequencies made the results less obvious 
[Gehlbach and Sommer, 1987]. However, the failure of the SAA concept is evidenced 
by the average (no shift) reconstruction being optimum in all cases. 
It is possible that SAA processing fails because the distortion is too severe. However, 
this explanation seems unlikely given that one of the strengths of SAA processing is its 
ability to handle high noise levels. In fact, in many applicati9ns of SAA the object form 
is completely indecipherable from images at single frequencies. It therefore appears that 
the supposition that distortion in Born inversion is not representable by a convolution is 
accurate. Evidence to support this statement can be summarized as: 
L The brightest pixel in the image is not necessarily related to the cylinder with the 
largest refracti ve index. 
2. The distortion in Born inversion does not involve a shift in position, yet the form 
of the distortion changes markedly with frequency, even in the absence of multiple 
scattering. 
3. Distortion in ultrasound CT imaging is not well modeled by a convolution unless 
the distorting medium lies between the object and the receivers, but closer to the 
receivers [Minard et ai., 1985]. 
The argument for the effectiveness of SAA in reducing multiple scattering relies on 
the greater path length, and thus susceptability to destructi ve interference, of the multiple 
scattering. It should therefore apply in the diffraction tomography context. However, 
SAA also relies on finding a suitable reference which is less distorted than the rest of 
the image. Since it appears that the distortion in Born inversion cannot be represented 
by a convolution, a suitable SAA reference is unavailable. This point is well illustrated 
by the 'brightest' pixel in figure 3.5(e). 
With regard to obtaining a suitable SAA reference, differential SAA is no more 
successful than conventional SAA. However, diffraction tomography is unlikely to be 
a suitable context to test conventional means of ensemble image processing, since it 
appears that the distortion cannot be modeled by a convolution. It therefore provides an 
unsuitable situation to test differential SAA, which may work successfully in a different 
context. 
Given that the refractive index is real, it could be argued that the most accurately 
reconstructed part of the image, and so the best part to use as a reference, is where 
the imaginary part is small and the real part is appreciable. Figure 3.12 shows the 
real and imaginary parts of the reconstruction in figure 3.8(b). It illustrates that where 
the imaginary part is smallest is certainly not where the magnitude is largest. Thus, 
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real part 
a) 
imaginary part 
Figure 3.12 An indication of the suitability of the SAA reference. (a) and (b) are, respectively, the real 
part and the imaginary part of vt(x) - 1. 
one might immediately consider attempting to use a point where the imaginary part 
is zero as a reference. However, this is exactly what the simple averaging shown in 
figures 3.8-3.11 is doing, because where the imaginary part is zero, the phase is zero, 
and so no phase shift is required. Thus, Born inversion appears unable to provide a 
suitable reference point for SAA. 
The above investigation suggests that distortion in Born inversion is of a different 
form than can be handled by ensemble image processing techniques. It is therefore 
difficult to imagine how reconstructions obtained using a non-iterative (i.e. non-exact) 
formulation of diffraction might be improved by subsequent processing. Note that this 
comment applies to Rytov inversion, extensions to both Born and Rytov inversion, and 
all inverse methods based on explicit formulations of diffraction. When using such 
methods, the relative path length through the object can be well compensated, perhaps 
by a JWKB method which accounts for phase shift [Bates, 1988].· However, where there 
are multiple components (as will usually occur in practice) severe distortion can occur 
even if the deviation in refractive index from an average, or slowly varying background, 
is only very slight. This shortcoming of explicit diffraction tomography formulations 
indicates the importance of the bent-ray CT approach now developed. 
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3.2 Bent-Ray Computed Tomography (CT) 
In a recent review of inverse scattering [Bates et at., 1991] we conclude that there is a 
real need for the development of inverse scattering algorithms intermediate in accuracy 
between the exact and approximate solutions which currently exist. The former require 
large amounts of computation, while the latter assume that refraction can be completely, 
or partly, neglected. Therefore, the desired algorithm will need to be approximate, but 
take quantitative account of refraction. This section details such an algorithm which was 
initially proposed in Bates et at. [1991] and further developed in Enright et al. [1992]. 
The proposed algorithm is intended for media in which wave motion can be ad-
equately characterized by the eikonal equation (2.22), the derivation, accuracy and 
applicability of which have been discussed in section 2.4. Reconstructions of the re-
fractive index distribution are derived from travel-time measurements made of radiation 
passing through 1_, but do not assume that refraction is negligible. Solutions to this 
type of inverse problem, known as bent-ray CT, have previously been proposed, par-
ticularly in the context of ultrasonic transmission tomography and seismic tomography. 
Iterative approaches involving ray tracing immediately suggest themselves and have 
been developed [Berryman, 1990; Cha and Vest, 1981; Dines and Lytle, 1979a; Lytle 
and Dines, 1980; McKinnon and Bates, 1980; Schomberg, 1978]. Perturbation solutions 
that do not require ray tracing have also been proposed [Bates and McKinnon, 1979; 
Norton and Linzer, 1982], but these are limited by the assumption that the rays do not 
bend far from straight paths, i.e. the distribution contains only small variations in re-
fractive index. The advantage of the method presented here is that rays are not assumed 
to be straight (or even almost straight), yet ray tracing is not required. 
The bent-ray CT problem is outlined in section 3.2.1, and the proposed reconstruc-
tion algorithm described in sections 3.2.2 and 3.2.3. Section 3.2.4 presents the simplified 
form of this algorithm appropriate when the refractive index is circularly symmetric. 
RecOIlstructions of some circularly symmetric distributions are then presented in sec-
tion 3.2.5 and these results discussed in section 3.2.6. 
3.2.1 The bent-ray CT problem 
In order to define what is here called the (2D) bent-ray CT problem, consider an 
emitter at Q and a receiver of the wave motion at the point QI, both on the circle of 
radius a shown in figure 3.13. Assume that a short enough pulse can be emitted such 
that the travel-time (or electrical path length) 
Q' 
8(QI,Q) = h lids (3.17) 
can be measured to whatever accuracy is desired, where ds is the element of arc along 
the ray path (Le. the dashed line in figure 3.13, as P -+ QI) from Q to QI. Note that 
the accuracy with which 8( P, Q) can be determined in practice improves as the pulse 
is narrowed or as the bandwidth of the wave motion is increased. The bent-ray CT 
problem is then: given the refractive index, II, at points on the boundary and 8(QI, Q) 
for pairs, (QI) Q), of receiver-emitter points, estimate II for all points P contained within 
the circle of radius a. 
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Q' 
receiver 
p 
r 
57 
Figure 3.13 Coordinates and geometry for the bent-ray CT problem. Q is an emitter, Q' a receiver, and 
P an arbitrary point in 1 _. The dashed line indicates the actual ray path, satisfying the eikonal, from Q 
to P, or vice versa. The circle of radius a, centered on 0, is taken to be both lobs and line. Note the use 
of cylindrical polar coordinate systems. 
The refractive index is assumed to vary sufficiently slowly that the electrical path 
length is related to the refractive index through the eikonal equation (see section 2.4) 
v pS( P, Q) . \1 pS(P, Q) = li(p) (3.18) 
where the subscript P on v implies that the derivatives are to be taken at P. It is ap-
parent that once S(P, Q) is determined, v(P) is immediately available as 1\1 pS(P, Q)I. 
Professor Bates' insight, which led to the approach described below, was that it should 
be possible to determine S (P, Q) directly, rather than through the computationally ex-
pensive process of ray tracing. The problem therefore reduces to one of determining 
S(P, Q) for all P. 
Writing the electrical path length of the ray from Q to P as 
S = S(P, Q) S(r; fJ, p; 4» (3.19) 
emphasizes that the shape of the wavefronts at P depend. in general, on the location of 
P and Q. Consider the geometry. depicted in figure 3.14. of a particular S (P, Q) with 
fixed emitter point Q, but P varying. If there are no caustics S( P, Q) will be zero when 
P Q. and continuous and positive for all other P. The same argument with P fixed 
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homogeneous v(P) inhomogeneous v( P) 
.... .;.;=""c--- 8( P, Q) = 7A 
8(P,Q) =5.-\ 
8(P,Q) = 3.-\ 
Figure 3.14 Behaviour of S(P, Q), or equivalently, wavefronts of 'l/Jinc in 1_. Q is the fixed emitter 
position. 
and Q varying shows that S(P, Q) is continuous for all P and Q. "VS(P, Q) is also 
continuous, provided v(x) is continuous. The continuity of S(P, Q) means that it can 
be accurately described by a series representation. Provided the series representation 
can accommodate discontinuities, even caustics can be handled, although these must not 
occur on the boundary. It is worth noting that caustics are unlikely to occur in media 
where the eikonal is appropriate. Writing the series as 
S(r; 0, p; </J) = L At.m,nS'(r; 0, p; </J, 1, m, n) (3.20) 
',m,n 
where the A1,m,ll are coefficients and :-"(I';0.(I:6,I,m,n) is a series representation, 
changes the problem to one of choosing .'.,'( 1'; 0. (I; </J, 1, m, n) and then determining the 
A"m,11' Note that the series coefficients are dependent on only three parameters, since 
the positions of P and Q can be described by three coordinates. 
3.2.2 Choosing a series representation 
In choosing a series representation, it is important to realize that an expression which 
satisfies some or all of the constraints on S(r; 0, p; </J) will gain a computational ad-
vantage. For instance, when v(p E T~; </J) is replaced by its average value, v, then 
S(1'; 0, p; </J) = vr, where r is the physical length of the straight line QP (see fig-
ure 3.13). Therefore, it seems appropriate to base a general representation for S, valid 
for arbitrary variations of v(p; </J), on powers of r. A representation which is a combi-
nation of a Fourier and power series has been found to be adequate for reconstruction 
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of nontrivial refractive index distributions, i.e. 
8(1'; (}, p; r/J) 8(P, Q) ;::j (t A1ei/<I» '1' + t t t B I,m,n7,11 ei (2mB+I<f» 
I--L I--L m--M 11-2 
(3.21 ) 
where the coordinates ('1'; (}; <p) are shown in figure 3.13 and the approximation arises 
because of the finite limits. The AI and B I,m,11 are complex-valued expansion coefficients 
required to satisfy Ai = -A-I and B~m,n = - B-I,-m,n (an asterisk denotes complex 
conjugation) to ensure that S(P, Q) is real. Positive integers L, M and N need to be 
chosen so that (3.21) can adequately represent the spatial variation of v(P). The power 
series expansion in '1'11 has terms only for n > 1, firstly so that the path length at the 
emitter points (where T' 0) is zero, and secondly so that the refractive index at the 
emitter points is independent of (}. This second point can be explained more simply 
following (3.22). Because of its Fourier series character, the representation (3.21) can 
accommodate discontinuities in S (P, Q), i.e. caustics, along isolated curves in T _. 
The question of an optimal series representation is not treated here, although alternative 
representations are discussed in section 4.3. Note that the available resolution of the 
representation, which depends on L, M and N, is bound by the finite data set. 
Substitution of the chosen series representation (3.21) into (3.18) gives an expression 
relating the series parameters to the refractive index, i.e. 
(3.22) 
L M N 
+ I: I: '""' B B, I ,rn+ nJ - 2(nn' - 4mm')ei (2(m+m' )B+(I+I')<I» L.....t I,m,n I ,m ,n 
I,I'=-L m,m'=-M n,n'=2 
As in (3.21), the approximation arises because of the finite limits on the summation. 
Also, as mentioned above, n > 1, so that at the emitter points (where 'T' = 0) (3.22) 
reduces to the first term, which can be directly related to the known refractive indices 
on the boundary. This term was chosen to be independent of (} since the refractive index 
at the emitter points is independent of (}. Having decided on a representation, it now 
remains to determine the AI and BI,m,11 from the data. 
3.2.3 Solving for the series coefficients 
From both theoretical and practical viewpoints, it is convenient to take the emitter and 
receiver points to be equally spaced. (2L + 1) of each are considered. As implied 
previously, data for this problem consist of the quantities 
(3.23) 
where the Q~ and Q.e are receivers and transmitters of wave motion, respectively. The 
angular coordinates of Qi and Q.e are <PI 211l"/(2L + 1) and <P.e = 2R1I"/(2L + 1), 
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respectively, with the integers land £ spanning the ranges ° :::; Ill:::; Land ° :::; 1£1 :::; L. 
For the boundary conditions, the known refractive index at all receiver points Qi, 
represented as v" is used, i.e. 
vf = V pS( Q;, QR) . V pS( Q;, QR) (3.24) 
The A, can then be determined by noting that when emitter and receiver points 
coincide T = 0, and (3.22) reduces to 
(3.25) 
Applying the discrete Fourier transform [Bates and McDonnell, 1989] shows that, be-
cause of the series representation used, the A" are directly related to the data, VI, i.e. 
- L:::; l':::; L (3.26) 
and the remaining problem is to solve for the B"m,n in (3.21). Note that solving for the 
B, ,111,n is effectively determining S (P, Q) for P E Y _. 
Equation (3.18) is the equation available to describe S(P, Q) for P E Y. Since v(P) 
is a property of the medium, it is independent of where the wave motion originates. 
Equation (3.18) is therefore sufficient to enable the problem to be solved because 
the V p S (P, Q) . V p S ( P, Q) are equal for all Q and can also be equated for all P. 
However, a more computationally convenient way to determine the B',m,n is apparent 
after differentiatirig (3.18) with respect to Q to give 
V Q[V pS(P, Q) . V pS(P, Q)J = 0 (3.27) 
Equation (3.27) is satisfied by forcing V pS( P, Q) . V pS(P, Q) to be independent of <1>, 
the angle to Q. 
To achieve this independence, note that S(P, Q) is finite and well behaved (if not 
necessarily continuous). It, and therefore VpS(P, Q) . VpS(P, Q), can be represented 
by a Fourier series expansion containing orthogonal functions of the emitter position <1>, 
1.e. 
L 
V pS(P, Q) . V pS(P, Q) = L: GJ1- ej21rJ1-<f> (3.28 ) 
J1-=-L 
where the orthogonal functions are here chosen to be ej21rJ1-<f> and the G J1- are the coefficients 
of each function. Because of the orthogonality, (3.28) is independent of <1> only if the 
GJ1- are zero for all IIlI > 0, i.e. 
L L: [V pS(P, Q,) . V pS(P, Q,)J ej21rJ1-<f> I = 0 for 0 < IIlI :::; L (3.29) 
'=-L 
Substituting (3.22) into (3.29) produces a set of equations where the only unknowns are 
the desired B',m,n coefficients. Remember that the bent-ray CT problem is solved when 
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a number of the B1,m,n, sufficient to characterize v(P) (or equivalently S(P, Q)) to the 
desired resolution, have been determined to an adequate accuracy. 
The only problem remaining is (3.22) being quadratic in B1,m,n' It must, therefore, 
be linearized with the BI m n rewritten as , , 
BI - X -Y ,m,n - l,m,n l,m,n (3.30) 
on the understanding that, at each iteration, the XI,m,n are known and the YI,m,n are 
unknown. The first iteration does not require an initial estimate for the XI,m,n since 
these are taken to be zero. By substitution of (3.30) into (3.22) and neglecting terms 
quadratic in YI,m,n, (3.29) is linearized in the unknown YI,m,n' 
Thus, there are three sets of linear equations which have been developed for B1,m,n, 
or equivalently YI,m,n' These are: 
1. The equations obtained by substituting (3.30) into (3.22), neglecting terms quadratic 
in YI,m,n and substituting the result into (3.29). 
2. The equations obtained by substituting (3.30) into (3.22), neglecting terms quadratic 
in YI,m,n and solving for the refractive index on the boundary where P = Qt' i.e. 
(3.24). 
3. The equations obtained by solving (3.21) for the measurement data where P = Qt. 
A standard least squares package can now be invoked to solve the generally overdeter-
mined set of linear equations in YI,m,n' After solving for YI,m,n> each X1,m,n is updated 
by subtracting YI,m,n from the present value of XI,m,n (as per (3.30)). These new X1,m,n 
are substituted for the B1,m,n in (3.22) yielding a new estimate of v2 (P). This completes 
an iteration, which can be repeated until the change in v2 (P) is sufficiently small. 
3.2.4 Formulation for circularly symmetric media 
When the refractive index distribution is circularly symmetric, i.e. v = v(p), the 
solution of the bent-ray tomographic problem is known. In seismology it is referred to 
as the Herglotz-Wiechert formula [Aki and Richards, 1980]. However, the circularly 
symmetric situation allows the feasibility of the above approach to be determined before 
going to the trouble of developing algorithms for two and three dimensions. Because of 
the symmetry, only one emitter point, Qo say, needs to be considered and (3.21) can be 
replaced by 
M N 
S(P, Qo) = vrr' + L L Bm,nr·n cos(2m8) (3.31) 
m=O n=2 
where Vr is the known refractive index at the boundary r (see figure 3.13). The data are 
the SI defined by 
SI = S(Q;,Qo) for 0 ~ l ~ L (3.32) 
where the angular coordinates of Qt, 1>1, need be defined only within the range [0,7f] 
because of the symmetry. Here 1>1 = (2l + 1)7f/(2L + 1). The known refractive index 
Vr on the boundary is satisfied by (3.31) at the receiver points if 
(3.33) 
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The circularly symmetric version of (3.22) is 
M N 
\7p8(P, Qo) . \7p8(P, Qo) = v~ + 2vr L L Bm,nnrn- 1 cos(2mO) 
m=O n=2 
M N 
+ L L B B n+n'-2 m n m' n,r . , , (3.34) 
m,m'=O n,n'=2 
(nn' cos(2mO) cos(2m'O) + 4mm' sin(2mO) sin(2m'O)) 
and of (3.29) is 
L L [\7 p8(P(p; (PI), Qo) . \7 p8(P(p; (Pt), Qo)] cos(27rf-l(Pt) = 0 for 0 < f-l ~ L 
(3.35) 
Equation (3.35) can be solved at a sufficient number of discrete values for p, say Pj 
where 0 ~ j ~ J, to yield a set of linear equations that is not underdetermined. Since 
there are (M + 1) (N - 1) unknown coefficients, (L + 1) equations arising out of the 
measurement data, (L + 1) boundary equations and (J + 1) L equations arising from 
(3.35), the system of linear equations for a circularly symmetric distribution will not be 
underdetermined provided 
J 2 [(M+l)(N-l)-3L-2]/L (3.36) 
Before considering any results from the above method, it is important to appreciate 
a possibly significant limitation on the bent-ray approach to computed tomography. The 
paths of rays through Y _ are determined by the refractive index distibution and do not 
necessarily pass through al11?arts of Y _. If the distribution is such that no rays reach a 
particular part of the boundary then no measurement data can be taken in that region. 
This problem is known as existence of a low velocity zone (LVZ) in v and will occur in 
a circularly symmetric refractive index distribution if [Aki and Richards, 1980] 
d(vp) < 0 
dp (3.37) 
If a LVZ exists, then the solution for v in the LVZ is normally nonunique. This problem 
can be neatly circumvented by leaving out (from the set of linear equations to be solved) 
the corresponding equation for the measurement data where no ray links a particular 
receiver-transmitter pair. The solution is then unique, although it cannot of course be 
expected to be accurate in the LVZ where rays do not travel. Because of the use of 
a series representation, the solution in the LVZ will in fact be a smoothed version of 
the true refractive index distribution. Note that this problem is considerably reduced 
when v(x) can vary in both p and <jJ, because rays reach all receivers most of the time. 
Another closely related problem is that rays may not enter an internal region of Y_ 
[McKinnon and Bates, 1980]. Such regions are therefore impossible to image and will 
render the solution partially non-unique [Berryman, 1990]. Once again, because of 
the series representation, the bent-ray CT solution in these regions will be a smoothed 
version of the true refractive index distribution. 
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Figure 3.15 Three distributions to be reconstructed, denoted types A, B and C, plotted across their 
diameter to show circular symmetry. 
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Figure 3.16 Reconstructionofa type A distribution with range 0.5 ~ /) ~ 1.0 and representation L = 9, 
M = N = 11, J = 12. 
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Figure 3.17 Reconstruction of a type A distribution with range 1.0 < 1/ < 1.5 and representation 
L = M = N = J = 14. 
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Figure 3.18 Reconstruction of a type B distribution with range 0.5 < 1/ < 1.0 and representation 
L = 14, M = N = 14, J = 16. 
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Figure 3.19 Reconstruction of a type B distribution with range 1.0 S; v S; 1.5 and representations 
L = M = N = 9, J = 8 for the solid line reconstructions, L = M = N = J = 20 for the dotted line 
reconstruction. 
ray paths 
Q~~------------------------~----------------------~Q 
emitter 
Figure 3.20 Ray paths between emitter and receivers for the reconstruction in figure 3.19. Ray paths 
are required for only half of the object due to the circular symmetry of the refractive index distribution. 
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Figure 3.21 Reconstruction of a type C distribution with range 0.95 S v S 1.00 and representation 
L=20,M=20,N IS,J 17. 
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Figure 3.22 Reconstruction of a type C distribution with range O.S S v S 1.00 and representation 
L 14, M N 14, J = 12. 
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3.2.5 Results for circularly symmetric media 
The iterative approach proposed in section 3.2.4 has been used to reconstruct circu-
larly symmetric refractive index distributions from travel-time estimates for three types 
of distributions. These distributions are shown in figure 3.15 and are referred to as types 
A, Band C. The distributions have been plotted across their entire diameter to depict 
the circular symmetry, whereas in figures 3.16-3.22 results are plotted over only the 
distributions'radii. It should be noted that the distributions are unity on their boundaries 
and their maximum amplitude variations are as yet unspecified. 
The above distributions are sufficiently smooth that they avoid the existence of a 
low velocity zone, (3.37), provided the amplitude variation in II lies within the ranges 
lIrnax ::; 1.45 type A 
lIrnax < 0.64 type B (3.38) 
-0.59 ::; lIrnax ::; 0.49 type C 
where lIrnax is the maximum deviation from unity. Note that all the distributions imaged 
in figures 3.16-3.19 and 3.21-3.22 fall inside the range specified in (3.38). 
Travel-time data, S(Q~, Qo), for each refractive index distribution were determined 
as described in section 2.4 and no a priori assumptions about the refractive index 
distribution were required by the reconstruction algorithm. Solution points were taken 
at discrete radii, Pj, equi-spaced in the range [0, a] and the nth iterative reconstruction for 
lI(p) is denoted by In. Note that Io = 1 for all Pj. The power of the proposed approach 
is its ability to reconstruct refractive index distributions which differ significantly from 
unity (although they must be sufficiently smooth that the eikonal equation is a reasonable 
approximation). Results are therefore given for refractive index distributions containing 
50% variations in refractive index. Such large variations are unlikely to occur in a 
typical electromagnetic or ultrasonic imaging problem [Bolomey et al., 1991; Broquetas 
etal., 1991; Caorsi etal., 1991; Tabbara etal., 1988] and therefore provide a stringent test 
of the new bent-ray CT algorithm. Smaller refractive index variations than those shown 
result in better intial estimates, II, and more rapid convergence to the true distribution. 
Reconstructions are shown for two examples of each of the three types of refractive 
index distribution shown in figure 3.15. In figure 3.16 the reconstruction is very close to 
the imaged distribution after the first iteration. Similar accuracy is achieved in figure 3.17 
after three iterations with the chosen values for L, lVI, Nand J. A similar difference in 
rate of convergence to the true distribution is also observed when comparing figures 3.18 
and 3.19. The reason for this difference is, as intimated in section 3.2.4, rays tend to 
avoid regions of high refractive index. These regions are therefore correspondingly 
more difficult to image by a bent-ray, or any other approach. The extent of the ray 
bending is illustrated in figure 3.20, which shows the rays corresponding to the solid 
line reconstructions in figure 3.19. This figure certainly demonstrates the requirement 
for a bent-ray approach to the problem. In particular, the ray joining Q and Q7 leaves 
Q at an angle of 49° to the line joining the two positions. Despite the difficulty of the 
reconstruction process evidenced by the ray paths in figure 3.20, all reconstructions con-
verge to the true distribution (to within a small percentage of the total spatial variation). 
Figure 3.19 shows reconstructions for different limits on the path length series. The 
effect of this is discussed in section 3.2.6. Finally, figures 3.21 and 3.22 demonstrate 
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that accurate reconstructions are also achieved for more rapidly varying refractive index 
distributions, with figure 3.22 showing the convergence properties of the new bent-ray 
CT algorithm. 
3.2.6 Discussion 
The reconstructions in section 3.2.5 demonstrate that the new bent-ray CT solution is 
both accurate and able to handle very large variations in refractive index. Remember 
that the variations are relative to an arbitrary background refractive index which has 
been chosen as unity for the reconstructions shown. This background refractive could 
be appropriately higher or lower, but importantly would involve no increase in the com-
plication of the reconstruction process. Thus, this formulation is particularly appropriate 
for imaging objects where the refractive index is significantly different from unity. 
With regard to the choice of objects to reconstruct, it is important to appreciate that 
the representation for l/ is based on ray parameters rand f) (see (3.31)), i.e. 
l/(p) = f(r; f)) (3.39) 
So, although the imaged distributions are simple functions of p, they are in fact represen-
tative of a more general class of refractive index distribution and are a more severe test 
of the new bent-ray CT algorithm than may be initially apparent. This point is confirmed 
by comparing figure 3.16 with figure 3.18. Although the form of p dependence differs, 
the reconstruction is equally successful in both figures. Note also that reconstructions 
are plotted only across a radius, rather than a diameter, and so the degree of variation 
being reconstructed is better illustrated in figure 3.15. 
Equation (3.39) makes it apparent that the resolution of the solution for l/ does 
not depend on L, M or N in a simple fashion. More receivers would appear to offer 
more information and therefore permit greater resolution. Experience gained in forming 
the reconstructions in section 3.2.5 (see figure 3.19 in particular) certainly shows that 
increasing L, M and N results in more accurate initial estimates of the refractive index 
distribution. However, the accuracy of the final reconstruction is relatively independent 
of L, lv/ and N, and reducing these limits reduces the computation involved in each 
iteration considerably. A lower limit on the number of solution points, J, is provided 
by (3.36) and is closely related to choice of L, AI and N. While increasing J makes 
the system of equations to solve more overdetermined, it seems to slow convergence 
near the boundary. Presumably this is because less emphasis is placed on equations 
involving measurement data. The question of an optimum choice for J, L, M and N 
can be answered only once alternate series representations have been tested, and more 
importantly, once a true two dimensional formulation has been implemented. However, 
in the circularly symmetric situation a wide range of values for these limits produces 
accurate reconstructions, although iteration is required when smaller limits are used. 
The question of an optimum series representation is perhaps more important, since 
the general approach described here can be expected to give accurate reconstructions 
with different representations, presumably w~th different resolution and convergence 
properties. Options for alternative series representations are discussed in section 4.3. 
Note that whatever the series representation, since the method is based on the eikonal 
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equation (as all approximate formulations capable of handling appreciable refraction 
must be), it cannot be expected to accommodate very rapid changes in refractive index. 
The approach proposed here solves the bent-ray CT problem through a set of linear 
equations, rather than through the conventional process of ray tracing. Ray tracing 
has also been demonstrated to give accurate reconstructions of similar refractive index 
distributions to those imaged here [Cha and Vest, 1981]. Indeed, both approaches are 
based on the eikonal equation and can therefore be expected to have similar validity and 
accuracy. While the ray tracing approach has not been implemented by the author, a 
good idea of the computation involved is afforded by the computation required to solve 
the direct problem associated with the reconstructions in section 3.2.5. As an example, 
the ray-tracing solutions to the direct problem for the solid reconstructions in figure 3.19 
took 37 sand 124s CPU time, respectively, for step sizes of 1 % and 0.2% ofthe radius, a. 
In contrast, the reconstruction in figure 3.19 took 456s CPU time per iteration, although 
actually solving the linear equations required only 60s of the 456s, with the remaining 
time spent formulating the equations to solve. Clearly, these times suggest that a ray 
tracing scheme would be faster than the current implementation of the new bent-ray 
CT algorithm. However, if a series can be developed which simplifies the equation 
forming andlor solving process, then the new algorithm may have a speed advantage. 
This comparison of times taken is of course simplistic in that it ignores the accuracy and 
resolution of the two reconstruction methods. It is included to show that, for the one 
dimensional case, the two methods appear to have similar computational cost. A more 
complete comparison will be required once a two dimensional algorithm is implemented, 
for the extra dimension may alter the computational requirements significantly. If the 
new bent-ray CT algorithm does have an advantage, it may be through the stabilizing 
influence of the series representation. Thus, the new algorithm can be expected to give a 
smoothed version of a rapidly varying refractive index distribution where the ray tracing 
approach may not converge to a solution. Considerable further development of this 
algorithm, followed by comparisons of reconstructions made in two dimensions, will be 
required before it will be possible to prefer either approach. 

CHAPTER 4 
Conclusions and Suggestions for 
Further Scattering Research 
The aim of Part I of this thesis has been to investigate the accuracy of two approximate 
formulations of scattering, geometrical optics (GO) and the Born approximation, and 
more importantly, two new inverse methods based on these approximations. This chapter 
summarizes the results contained in Chapters 2 and 3, and draws some conclusions about 
future progress in diffraction tomography and imaging in general. It finishes with some 
suggestions for further investigation of the proposed bent-ray CT approach. 
4.1 Scattering and Shift-and-add (SAA) 
The Born approximation is widely used to simplify both direct and inverse scattering 
problems, although it is inaccurate unless the maximum ,relative path length through 
the object is considerably less than a wavelength. An alternative analytically solvable 
solution to the Helmholtz equation is provided by GO. Geometrical optics was found to 
be unsuitable for homogeneous objects with dimensions of less than 20A, although when 
v 'f- I it was found to be more appropriate for such objects than the Born approximation. 
Exact, Fourier interpulatiun and backpropagation methods for performing Born in-
version have been considered. Backpropagation was explicitly formulated for the first 
time for receivers in the far- field. A comparison of backpropagation and Fourier interpo-
lation showed that, in the simulation situation, Fourier interpolation is clearly preferable 
because of its better resolution and much lower computational cost. Examples ofrecon-
structions using Born inversion were then provided for multi-cylinder objects where the 
direct problem had been solved exactly. Comparison of these 'exact' reconstructions 
with reconstructions where no, or only first order, multiple scattering was considered, 
demonstrated that, for the purposes of evaluating inverse methods, only first order mul-
tiple scattering need be considered in solving the direct problem. Multiple scattering 
was shown to cause significant distortion, even with refractive indices of approximately 
unity, provided that the individual cylinders in a multi-cylinder object were large and 
reasonably close together. Equally important, multiple scattering was shown to cause 
less distortion when cylinder dimensions were small relative to their separation, even 
though the refractive indices of the cylinders could be large. Furthermore, the distortion 
in Born inversion was demonstrated to be related only loosely to the maximum distance 
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between wavefronts of 7P and 7/Jinc, although this distance is commonly believed to be 
the only factor determining distortion [Wombell and Fiddy, 1987; Slaney et al., 1984]. 
Shift-and-add (SAA) is a method for processing an ensemble of images. It has been 
previously proposed as a suitable way to reduce the distortion in Born inversion. The 
combination of SAA and Born inversion was comprehensively evaluated, but failed to 
achieve the anticipated image enhancement. This failure was attributed to the form of 
the distortion in Born inversion which does not appear to be predominantly described 
by a convolution. An alternative form of SAA, termed differential SAA, has been 
previously suggested as a more appropriate ensemble processing scheme when the 
object is piecewise continuous. Differential SAA was tested in two dimensions for the 
first time, but was also unsuccessful. However, images obtained from Born inversion 
do not provide a suitable test of differential SAA because of the form of the distortion. 
Thus, differential SAA may prove to be a useful alternative to SAA in different imaging 
contexts. While SAA was said to be unsuccessful, this lack of success refers to the 
anticipated compensation for all the failings of Born inversion. SAA processing did, 
in fact, result in improved object localization and reduced background noise, although 
these were less than those achieved by straightforward averaging of the ensemble of 
images. Therefore, some form of averaging over reconstructions at different frequencies 
can be expected to reduce errors due to measurement noise and imperfections in the 
measurement apparatus. 
The distortion arising in Born inversion appears to be of a different form than can 
be handled by ensemble processing techniques. It is therefore difficult to imagine 
how reconstructions obtained based on a non-iterative (i.e. non-exact) formulation of 
diffraction might be significantly improved by subsequent processing. Note that this 
comment applies to Rytov inversion, extensions to both Born and Rytov inversion, 
and all inversion methods based on explicit formulations of diffraction. Even if the 
relative path length through the object is well compensated, perhaps by a JWKB method 
[Bates, 1988], when there are multiple components (as will usually occur in practice) 
severe distortion can occur even if the deviation in refractive index from an average, or 
slowly varying background, is only very slight. Given the continuing rapid increase in 
available processing power, it seems likely that practical inversion methods will therefore 
move to iterative imaging solutions, although these may well be based on formulations 
like the Born approximation. Particularly promising examples have been published 
recently by Wang and Chew [1989], Chew and Wang [1990] and Ioachimowicz et al. 
[1991]. 
4.2 Bent-Ray CT 
A novel algorithm for solving the bent-ray CT problem has been developed for the 
general two dimensional problem and tested on circularly symmetric refractive index 
distributions. Accurate reconstructions have been obtained for distributions containing 
large (50%) deviations in refractive index. The basis for the proposed algorithm is 
a novel ray description, which allows the refractive index distribution to be found by 
solution of linear equations, rather than through the conventional process of ray tracing. 
Some comments comparing the new bent-ray CT algorithm with the ray tracing approach 
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have been made and suggest that the conventional approach may be faster. However, a 
major limitation to accurate appraisal of the new algorithm is that it remains untested on 
general two dimensional distributions or in the presence of noise. Further investigation 
of alternative series representations, and more particularly, how the series coefficients 
are computed, may also result in dramatic improvements to the new algorithm. If 
the new bent-ray CT algorithm, as currently implemented, does have an advantage, it 
may be through the stabilizing influence of the series representation. Thus, the new 
algorithm can be expected to give a smoothed version of a rapidly varying refractive 
index distribution where the ray tracing approach may not converge to a solution. It 
is clear that an informed decision which prefers either approach must await further 
development of the new algorithm. Section 4.3 contains some suggestions for this 
development. 
Bent-ray CT solutions, which are able to handle appreciable ray bending, must be 
based on the eikonal equation. In realistically sized objects they are therefore able to 
handle much larger variations in refractive index than explicit diffraction tomography 
solutions, e.g. Born and Rytov inversion [Keller, 1969], while avoiding the computa-
tional consequences of an exact solution. However, the problem lies in the assumption 
that the refractive index varies sufficiently slowly that a high frequency approximation 
is appropriate. Bent-ray CT solutions are therefore unable to accurately place discon-
tinuities or rapid variations in refractive index, which tend to be the regions of most 
interest when interpreting reconstructions [Broquetas et al., 1991]. As remarked in 
section 4.1, in the long term, practical inverse algorithms are likely to move to the use 
of iterative-exact solutions to the Helmholtz equation. These are likely to be based on 
Newton-type iterative schemes [Connolly and Wall, 1990; Wang and Chew, 1989; Chew 
and Wang, 1990], which can be expected to converge rapidly when close to the true 
reconstruction, but not initially. Thus, an accurate estimate of the background refractive 
index distribution will allow most of the initial (and more unproductive) iterations to be 
avoided and can best be provided by a bent-ray CT solution. Because the computation 
involved in the bent-ray CT solution can be expected to be negligible compared to 
that associated with even one iteration of an exact method, this approach will result in 
vast computational savings relative to the exact method where no initial estimate of the 
refractive index is used [Garnero et al., 1991; 10achimowicz et al., 1991], It may even 
allow the solution to be found when the naive exact method will not converge. Also, due 
to the relative insignificance of the associated computation, the accuracy and stability of 
the bent-ray CT solution will be the most important considerations. These points may 
favour the new bent-ray CT algorithm. 
4.3 Further Bent-Ray CT Research 
The ability of the new bent-ray CT algorithm to reconstruct circularly symmetric refrac-
tive index distributions has been demonstrated in section 3.2.5. Although the algorithm 
has been formulated for the general two dimensional problem, this formulation now 
needs to be implemented to further confirm the feasibility of the new approach. Equally 
important in the development of the new approach is further investigation of alternative 
series representations (3.21) for the path length. The convergence properties of the 
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algorithm will depend on how well the series representation describes the variation in 
path length with P. An additional constraint that may be important in this context, but 
which has not been used to obtain the results in section 3.2.5, is now considered. 
The path taken by energy propagating from point Q to point P is the same as that of 
the energy propagating from P to Q, i.e. 
S(I; e, p; ¢) = S(p; ¢, I; e) (4.1 ) 
The series representation could be chosen to comply with this reciprocity condition, 
thereby implicitly satisfying a known property of the wave motion. As an example, a 
representation of the form 
8(1'; e,p; ¢) = L A"m,n['Rm(r; e) Sn(P; ¢) + 'Rm(P; ¢) Sn(r; O)]r.l (4.2) 
[,m,n 
ensures that 8(r; 0, p; ¢)satisfies (4.1), where the A',m,n are constant expansion coeffi-
cients, and the 'Rm (p; ¢) and Sn (p; ¢) are suitable basis functions. 
Another possibly useful simplification of the new bent-ray CT approach would be 
to replace the first term in the series representation (3.21) by vr. This recognizes that in 
practical applications the object will generally be surrounded by a material of constant 
refractive index, e.g. air or water. The range of N in the series could then be extended 
to include unity, which would enable the second component of the series to have terms 
in l' and may allow variations in path length to be better represented. 
Additionally, computational advantage could be gained in evaluating the eikonal's 
independence with respect to the transmitter coordinate, <P. Specifically, if V pS( P, Q) . 
V p8(P, Q) was composed of basis functions orthogonal in <P, the summation over <P 
in (3.29) would not be necessary and most of the computational effort associated with 
the present formulation would be avoided. However, it is far from obvious how this 
orthogonality might be achieved while retaining a series representation related to the 
physical path length of the ray from Q to P. Without such a relationship, experience 
suggests that the new bent-ray CT approach could not be expected to converge to the 
true solution. 
Finally, the new bent-ray CT algorithm does not require any a priori information 
about the form of the refractive index distribution to be reconstructed. On the first 
iteration the distribution is assumed to be homogeneous, as all series coefficients are 
set to zero. However, if a priori information about the distribution is available, then an 
initial estimation of the series coefficients could be calculated based on the linearization 
of (3.21) outlined in section 3.2J. 
Part II 
ACTH Regulation 

CHAPTERS 
Background to ACTH Regulation 
It is well known that stress is an unavoidable and potentially harmful fact of life. Indeed 
excessive mental stress is becoming recognized as a predominant factor behind many 
illnesses and deaths in industrialized nations [Lockshin and Zakeri, 1990; Riley, 1981]. 
However, it is also true that stress hormones, which (along with other factors) mediate 
our response to stress, are essential to allow us to meet physical challenges. In times 
of physical stress they stimulate the heart, increase respiration, shunt blood from the 
internal organs and skin to the skeletal muscles, decrease pain, and have a host of 
other actions that contribute to our ability to engage in sustained physical activity. In 
fact, animals deprived of stress hormones are incapable of sustained effort and readily 
succumb to conditions easily tolerated by individuals with healthy hormone systems 
[Martin, 1985]. It is apparent that a better understanding of how the body copes with 
stress may lead to improved means of controlling its effects, both in the medical context, 
such as during infections and operations, and in psychological and social situations. It 
is also worth noting that over 50% of New Zealand's export earnings are derived from 
farm animals [Statistics, 1991], yet the effect of stress (e.g. tailing, castration, shearing, 
dehorning, weaning, and confinement) on the productivity of farm animals is only just 
beginning to be appreciated [Griffin, 1989; Smith, 1990]. 
Adrenocorticotropic hormone (ACTH), which is also known as adrenocorticotropin 
or corticotropin, is the major hormone released from the pituitary gland in response to 
stress. It is now generally accepted that the main factors influencing ACTH secretion 
are corticotropin releasing hormone (CRR), arginine vasopressin (AVP) and cortisol 
(F). The research described in Chapter 7 is an analysis and interpretation of how the 
pituitary concentrations of these hormones regulate ACTH secretion. This chapter and 
Chapter 6 provide the background information for this research. Section 5.1 sets out 
the necessary anatomical details, while section 5.2 presents the current understanding 
of ACTH regulation. The contents of these two sections are then briefly summarized in 
section 5.3 to focus the thoughts of the non-Endocrinologist. Emphasis is on the horse, 
or equine, and human systems. 
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5.1 Components of the Stress Axis 
The hormone, or endocrine system is responsible for maintaining the body's closely 
regulated internal environment. It can be somewhat artificially divided into three axes 
which are concerned with regulation of different bodily activities - reproduction, growth 
and metabolism, and response to stress. Although the three axes are closely interrelated, 
only the stress, or adrenal axis is covered here in any detail. Its major components are 
the subject of the remainder of section 5.1. 
5.1.1 The Pituitary Gland 
The pituitary gland is the principal site of ACTH synthesis and release. In mammals 
it is suspended below the hypothalamus by the infundibulum and lies in a hollow at 
the base of the skull, completely overlaid by the brain [Holmes and Ball, 1974]. It has 
two major subdivisions. The adenohypophysis, or glandular portion, is distinct from 
the hypothalamus, but is regulated by hypothalamic releasing hormones which travel to 
it via the hypothalamo-pituitary portal blood vessels. It contains cells that synthesize 
and secrete hormones. By far the largest component of the adenohypophysis is the pars 
distalis. The other components are the pars intermedia and the pars tuberalis. 
The other subdivision, called the neurohypophysis, is an extension of the hypotha-
lamus. It does not produce hormones, but stores some of those synthesized in the 
hypothalamus before releasing them into the blood. The neurohypophysis consists of 
three main parts, as shown in figure 5.1. The median eminence (ME) lies at the base 
of the hypothalamus where it releases adenohypophysial regulators into the capillaries 
of the hypothalamo-pituitary portal system. The infundibular stem is the stalk of nerve 
fibres linking the hypothalamus with the neural lobe [Porter etal., 1974]. In the neural 
lobe nerve fibres from the hypothalamus release their hormones - principally AVP and 
Adenohypophysis 
Infundibular recess --_~, 
Infundibular stem 1 Neurohypophysis ~~~~=-Neurallobe J Pars tuberalis ~~~~.,t\ 
Pars intermedia 
Pars distalis 
~OHH-- Residual cleft 
Figure 5.1 Structure of the pituitary gland. (Reproduced from [Martin, 1985].) 
5.1 COMPONENTS OF THE STRESS AXIS 77 
Median eminence Part of hypothalamus 
Neurohypophysis Infundibular stem Part of infundibulum 
Neural lobe 
Pars intermedia Posterior pituitary 
Adenohypophysis Pars tu beralis 
Anterior pituitary 
Pars distalis 
Figure 5.2 Relationships between subdivisions of the pituitary gland. The names anterior and posterior 
pituitary arise from the experimental situation where an attempt is made to separate the adenohypophysis 
from the neurohypophysis [Holmes and Ball, 1974]. 
oxytocin into blood vessels. The relationships between the various parts of the pituitary 
gland are shown diagramatically in figure 5.2. 
The pituitary cells which produce ACTH are called cofticotropes, and comprise 1 
3-15% of the cells in the adenohypophysis [Childs et at., 1987; Jhl. et at., 1991]. This 
percentage, and the percentage of corticotropes actually secreting ACTH, are dependent 
on adrenal axis activity [Gertz et at., 1987; Leong, 1988]. Corticotropes synthesize 
large proteins called pro-opio-melanocortins (POMCs) that are subsequently cleaved to 
yield ACTH, lipotropin (!3-LPH), N-POMC, endorphins, and other biologically active 
peptides. Upon stimulation, the first three of these peptides are released in equimolar 
amounts [King and Baertschi, 1990]. Their major physiological effects seem to be 
restricted to the adrenal gland and mediated by ACTH and N-POMC, with N-POMC 
potentiating the effects of ACTH, although it is inactive by itself [AI-Dujaili et at., 1981; 
Lowry et at., 1986]. J 
5.1.2 The Hypothalamus 
The hypothalamus forms the floor and lower lateral walls of the third ventricle of the 
brain. It is the principal source of pituitary concentrations of AVP, CRH and other possi-
ble ACTH regulators. It consists of neurons, which group themselves into magnocellular 
nuclei - clusters of neurons with mainly large cell bodies, and parvocellular nuclei - less 
uniform clusters of mostly smaller neuron cell bodies. Neurons can also be grouped 
according to their locations, for example; the paraventricular nuclei (PVN) lie close to 
the third ventricle, and the supraoptic nuclei (SON) are located above the crossing of the 
optic nerves. Bundles of long axons, the infundibular stem, connect magnocellular nu-. 
clei of the PVN and SON to the neural lobe of the pituitary (see figure 5.3). In mammals 
the main hormones synthesized within these nuclei are AVP and oxytocin. Parvocellular 
nuclei of the PVN synthesize CRH, AVP, oxytocin and many other hypothalamic hor-
mones. Regulators made in these nuclei are sent exclusively down relatively short, fine 
axons that project to the external zone of the median eminence and terminate close to the 
blood vessels of the hypothalamo-pituitary portal system [Merchenthaler et at., 1984]. 
These hormones, or releasing factors, then travel through the long portal vessels, which 
pass down the infundibular stem, to the pars distalis (see figures 5.1 and 5.3). 
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Interestingly, AVP is present in approximately 2% of CRR-containing parvocellular 
PVN nuclei [Kiss et al., 1984; Sawchenko et al., 1984], and approximately 44% of 
secretory granules in the external zone of the rat median eminence contain both CRR 
and AVP [Whitnall and Gainer, 1988; Wolfson et al., 1985]. In rats which have had 
their adrenal glands removed there is no glucocorticoid feedback to supress hormone 
synthesis, and colocalization ofCRR and AVP may reach 90% [Whitnall etal., 1985]. If 
this colocalization is physiological it is significant in supporting the synergism between 
AVP andCRR. 
5.1..3 The Adrenal Glands 
The mammalian adrenal (or suprarenal) glands are located above the kidneys. Their 
outer region, or cortex contains the cells that synthesize and release glucocorticoids. 
Glucocorticoids inhibit ACTH secretion, and thus form a negative feedback loop since 
glucocorticoid secretion appears to be controlled nearly exclusively by ACTH [Keller-
Wood et al., 1984]. The major glucocorticoid for humans, horses, monkeys and some 
other mammals is cortisol. [Ng et al., 1981]. The effects of cortisol are discussed further 
in section 5.2.4. 
5.2 Adrenocorticotropic Hormone (ACTH) and its 
Regulation 
ACTH is principally synthesized in, and released from, corticotropes in the pars distalis 
(see figure 5.1). Its synthesis was briefly described in section 5.1.1 and its regulation is 
the topic of the rest of this chapter (see also figure 5.3). The primary purpose of ACTH 
is to stimulate secretion of glucocorticoids, mainly cortisol, from the adrenal cortex in 
response to stress. 
The regulation of ACTH is a large and continually expanding research area. To draw 
up a long list of substances influencing ACTH secretion is easy, but to make physiological 
sense of such a list is much more difficult. A number of excellent recent reviews attempt 
to do this and the interested reader is referred to these [Antoni, 1986; Axelrod and 
Reisine, 1984; Emeric-Sauval, 1986; Gibbs, 1986; Jones and Gillham, 1988; King and 
Baertschi, 1990; Keller-Wood and Dallman, 1984; Lowry et al., 1986; Lundblad and 
Roberts, 1988; Makara et al., 1984; McEwen et al., 1986; Plotsky et al., 1989; Rivier 
and Plotsky, 1986; Reisine and Affolter, 1987; Thomson and Smith, 1989]. The rest 
of section 5.2 will attempt to do the same, with specific emphasis on areas relevant 
to the research described in subsequent chapters. Figure 5.3 illustrates the current 
understanding of physiological ACTH regulation. One point that is becoming clear is 
that the physiological regulation of ACTH depends on a number of factors which are 
released in proportions that depend on the type of stress involved [Dallman et al., 1987a; 
Plotsky et al., 1985]. Furthermore, it is clear that control of ACTH secretion is far more 
complicated than originally thought [Jia et al., 1991; Leong, 1988]. 
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hypothalamus AVP 
adenohypophysis 
adrenal cortex 
Figure 5.3 Control of ACTH secretion from the adenohypophysis. CRR, AVP and oxytocin (OX1) 
are synthesized in parvocellular neuclei of the PVN of the hypothalamus and are released from nerve 
terminals in the median eminence (ME) into the portal blood. AVP and oxytocin are also synthesized in 
magnocellular neuclei of the PVN and SON, which projeCt to the neural lobe. Most of the portal AVP, 
and some of the oxytocin, arises from preterminal release by these neurons, with smaller amounts of these 
hormones reaching the corticotropes through short portal vessels. ACTH is released from corticotropes 
in the adenohypophysis in response to stimulation by CRR, AVP, and oxytocin, along with other factors. 
It induces the release of glucocorticoids from the adrenal cortex, which in addition to acting on peripheral 
targets, feed back to the hypothalamus and corticotropes to inhibit ACTH secretion. (Figure obtained in 
part from [King and Baertschi, 1990].) 
5.2.1 Corticotropin Releasing Hormone (CRH) 
Substances stimulating ACTH (corticotropin) secretion have been known to exist since 
the 1950's [Guillemin and Rosenberg, 1955; Saffran and Schally, 1955]. CRH is still 
considered by many groups to be the most important of these. Recently, equine CRH 
has been shown to be identical to human CRH [Livesey et al., 1991], and so it is also 
identical to rat CRH [Rivier et al., 1983]. Such uniformity across species suggests an 
important physiological role for CRH. In this context, note that the structure of AVP is 
identical across all species in which it is present [Martin, 1985]. 
The pituitary actions of CRH appear to be confined to corticotropes, all of which 
appear to possess specific, high affinity receptors for CRH [Childs and Unabia, 1990; 
Childs et al., 1987]. Figure 5.4 illustrates the current knowledge about the intracellular 
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mechanisms behind ACTH secretion. It should be consulted when reading the rest of 
this paragraph and for any undefined abbreviations. Binding of CRR to its receptor 
presumably stimulates the dissociation of the stimulatory nucleotide-binding protein 
(G s) into as and f3 . 1 subunits by catalysing the exchange of G1P for GDP on the 
as subunit [Holmes et ai., 1984; Perrin et ai., 1986]. Q s-G1P stimulates adenylate 
cyclase (AC), which is the membrane-bound enzyme responsible for catalyzing the 
production of cyclic adenosine 3,5-monophosphate (cAMP) from Mg2+.A1P [Abou-
Samra et ai., 1987a]. a s-G1P also appears to be involved in terminating binding of 
CRH to its receptor. An increase in intracellular cAMP results in the dissociation of 
regulatory sub-units from cAMP-dependent protein kinase A, which then regulates the 
phosphorylation of unidentified protein substrates, leading to increased synthesis and 
secretion of ACTH [King and Baertschi, 1990]. cAMP may also have a direct effect on 
Ca2+ channels [Thomson and Smith, 1989]. There is compelling evidence to link: the 
ACTH response with a rise in intracellular Ca2+[Guerineau et al., 1991; Leong, 1988], 
which arrives from the extracellular medium due to the altered electrical status of the 
corticotrope membrane [Won and Orth, 1990], or through receptor operated channels. 
The precise mechanism is undetermined. Ca2+ -calmodulin kinases, but not internal 
sequestered CaH , also appear to be important [Won and Orth, 1990]. 
In humans the peripheral effects of CRR are reduced by the presence of a CRR-
binding protein, but this does not seem to impair the pituitary actions of hypothalamic 
CRR [Linton et al., 1990]. Evidence of a CRR-binding protein has recently been found in 
the horse hypothalamus [Livesey, personal communication], although its purpose there 
is uncertain. CRR reactivity is found at many sites around the mammalian body, with the 
highest mean levels occuring in the median eminence [Emeric-Sauval, 1986]. The gut, 
liver, cerebral cortex, pancreas, lungs, adrenal medulla, and thymus gland are among the 
peripheral sources of CRR contributing most of the hormone in circulation [Lowry et 
al., 1986]. Hypothalamic CRR ensures that the corticotropes will always be exposed to 
higher CRR concentrations than those present in peripheral blood, although under some 
conditions, e.g. abdominal surgery, peripheral sources of CRR may contribute more 
to pituitary CRR concentrations than the median eminence [Alexander, unpublished; 
Donald and Ellis, unpublished; Wittert, unpUblished]. 
Despite its name, CRR is not the only hormone involved in stimulating pituitary 
ACTH secretion [Gillies et al., 1982; Rivier and Vale, 1983b]. In the past, experimenters 
have found that pharmacological doses of CRH do indeed stimulate ACTH secretion 
more than the same quantities of AVP or other regulators [Antoni, 1986; Dallman et 
al., 1987a; Livesey et al., 1988], however the physiological relevance of these results 
is questionable. Pregnant women have very high levels of circulating CRH, but only 
slightly elevated ACTH's [Thomson and Smith, 1989]. Conversely, athletes and Addi-
son's disease patients have lower plasma CRH levels than controls, but higher ACTH 
concentrations [Wittert et al., 1992; Wittert et ai., 1991]. In these situations, either CRR 
is not the predominant ACTH secretagogue, or its periperal concentrations do not reflect 
those present in the pituitary. Note that concentrations of ACTH secretagogues at the 
corticotropes may be enormously greater than those in systemic circulation, due to the 
tiny amount of blood in the hypothalamo-pituitary portal system. In the horse this ratio 
of pituitary to jugular concentrations can be as much as 104 for AVP, but is less than 
50 for CRR [Irvine, unpublished]. So, although AVP is only around 14% as potent a 
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Figure 5.4 Schematic representation of the intracellular mechanisms that lead to ACTH release from 
corticotropes. Dashed lines represent pathways that are not well understood. All effects are stimula-
tory, except where '-' signs are present. Abbreviation meanings are: cx 3 / p . (3 . ,,/, stimulatory guanine 
nucleotide-binding protein; AA, arachidonic acid; ATP, adenosine trisphosphate; cAMP, cyclic adeno-
sine 3,5-monophosphate; CO, cycloxygenase; DAG, diacylglycerol; DNA, deoxyribonucleic acad; DL, 
diacylglyceride lipase; ER. endoplasmic reticulum; GDp, guanosine diphosphate; GTP, guanosine trispho-
sphate; HETE, 12-0H,5,8,l0,14 eicosatetraenoic acid; IP3, inositoll,4,5-trisphosphate; mRNA, messen-
ger ribonucleic acid; LQ, lipoxygenase; PDE, cAMP phosphodiesterase; PG~, prostaglandin E2; PIP2, 
phosphatidy linositol-4 ,5 ,bisphosphate; PLC, Phospholipase C; R?, a receptor. The important mechanisms 
shown above form the basis for a proposed model of ACTH regulation in Chapter 7. Figure obtained in 
part from [King and Baertschi, 1990]. 
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secretagogue, in the rat, as equimolar CRR [Watanabe and Orth, 1987], it may still be 
more important than CRR in vivo, if circulating concentrations are similar. Obviously, 
knowledge of hormone concentrations at the pituitary is vital to determine the effects 
of ACTH secretagogues. Recent in vivo experiments in sheep, rats and horses, which 
sample the blood at the level of the pituitary, have demonstrated much greater rises 
in' AVP than CRR in response to stress [Alexander et ai., 1991; Caraty et ai., 1990; 
Engler et ai., 1989; P10tsky, 1991; Plotsky et ai., 1985]. These observations suggest 
that AVP may be the more potent secretagogue. Relative receptor concentrations vary 
between species, and may explain some species differences in responsiveness to AVP 
and CRR [Liu et ai., 1990; Shen et ai., 1990]. In addition, the predominance of either 
AVP, or CRR, in regulating ACTH seems to depend on the type of stress involved 
[Gibbs, 1986; Plotsky, 1991; Rivier and Plotsky, 1986; Whitnall, 1989], the history of 
exposure to stress [Silverman et ai., 1989], the glucocorticoid concentrations [Childs and 
Unabia, 1990; Nicholson and Gillham, 1989; Shipston and Antoni, 1991], and possibly 
the animal's reproductive state [Sawchenko, 1989]. 
5.2.2 Arginine Vasopressin (AVP) 
AVP derives its name from observations that high concentrations stimulate the smooth 
muscle of the blood vessels to contract, with physiological concentrations being likely 
to perform some related functions [Share, 1988]. AVP is also known as antidiuretic 
hormone (ADH), which better describes its major peripheral role in promoting water 
conservation at the kidney [Martin, 1985]. 
The importance of AVP in the regulation of the adrenal axis is becoming increasingly 
evident. In vitro it synergizes with CRR to stimulate ACTH secretion [Evans et ai., 1988; 
Marshall et ai., 1991] and in some preparations it is the more potent secretagogue 
[Familari et ai., 1989; Liu et ai., 1990]. The important role of AVP in physiological 
ACTH release is well established [Alexander et ai., 1988; Brooks, 1989; Bruhn et 
ai., 1984b; DeBold et ai., 1984; Ellis et ai., 1990; Engler et ai., 1989; Gibbs, 1986; 
Irvine et ai., 1989; Linton et ai., 1985; Liu et ai., 1983; Livesey et ai., 1988; Milsom 
et ai., 1985; Plotsky, 1991; Plotsky et ai., 1985; Redekopp et ai., 1985; Redekopp et 
ai., 1986; Rittmaster et ai., 1987; Rivier and Vale, 1983a; Scaccianoce et ai., 1991; 
Whitnall, 1989], with more recent experiments providing good evidence that it is the 
main ACTH secretagogue, at least in the horse [Alexander et ai., 1991]. 
AVP appears to act through a specific receptor which is expressed by around 80% 
of corticotropes in the anterior pituitary [Childs and Unabia, 1990; Du Pasquier et 
ai., 1991], and is associated with an intracellular pathway involving phospholipase 
C (PLC). Consultation of figure 5.4 should help the reader understand the following 
description of this pathway. Binding of AVP to its receptor presumably stimulates a 
G-protein (Gp), in much the same way as previously described for CRR. The ap-GTP 
subunit activates a membrane-associated enzyme PLC, which is then able to hydrolyze 
the membrane phospholipid phosphatidylinositol-4,5-bisphosphate (PIP2). This yields 
both inositol trisphosphate (IP3) and diacylglycerol (DAG). IP3 is water soluble and 
enters the cytosol to liberate Ca2+ from intracellular stores, possibly by binding to por-
tions of the endoplasmic reticulum (ER). DAG remains in the plasma membrane and 
activates protein kinase C (PKC) which has been translocated to the membrane by Ca2+. 
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Activated PKC phosphorylates unidentified protein substrates, leading to increased se- c7 
cretion, and possible synthesis of ACTH [King and Baertschi, 1990]. In addition, PKC 
feeds back to decrease IP3 production and increase IP3 metabolism, thus controling the 
rise in cytosolic Ca2+[Abou-Samra et at., 1987b]. Along with activating protein kinase 
C, DAG is also hydrolyzed to arachidonic acid (AA) by diacylglyceride lipase. Like 
CRR, AVP also leads to activation of plasma membrane Ca2+channels, although these 
may be different to those activated by CRR [Aguilera et at., 1986]. The end result 
of in vitro activation of this pathway by AVP is an initial transient spike of ACTH, 
followed by a sustained plateau response that persists for as long as AVP is present 
[Oki et at., 1990]. The initial spike of ACTH seems to be principally mediated through 
IP3 and sequestered Ca2+. The sustained plateau depends on calmodulin activation and 
extracellular Ca2+influx through voltage-sensitive Ca2+channels, as a result of protein 
kinase C activation [Koch and Lutz-Bucher, 1991; Oki et at., 1990; Won et at., 1990]. ~ 
Most of the AVPreaching corticotropes appears to be secreted into the hypothalamo-
pituitary portal vessels as a consequence of preterminal release from magnocellular 
neurons which project to the neural lobe [Antoni et at., 1990]. Neurons which project 
from the PVN to the external zone of the median eminence also release AVP into 
the hypothalamo-pituitary portal vessels [Zimmerman and Silverman, 1983], and it is 
conceivable that additional AVP may reach these vessels by retrograde flow from the 
neural lobe [Oliver et at., 1977], although this is controversial [Bergland and Page, 1978; 
Recht et at., 1981]. In addition, high concentrations of AVP reach corticotropes through a 
capilliary plexus shared by the pars distalis and neural lobe, known as short portal vessels 
[Bergland and Page, 1979; Bergland and Page, 1978]. Thus, two distinct populations of 
neurons supply AVP to corticotropes: magnocellular neurons from the PVN and SON 
which terminate in the neural lobe, and parvocellular neurons from the PVN which 
terminate in the median eminence [Antoni et at., 1990; Defendi and Zimmerman, 1978; 
Gib bs, 1986]. The percentage of AVP released from the hypothalamus which eventually 
perfuses the corticotropes is still a matter for debate [Antoni, 1986]. 
5.2.3 Potentiation 
The terms potentiation and synergism are used synonymously here to mean that when 
two compounds act together they produce a greater effect than the sum of the effects of 
each acting alone. Potentiation between CRR and AVP is an important component in the 
multifactorial regulation of ACTH production [Evans et at., 1988]. AVP administered 
with maximally stimulating concentrations of CRR greatly increases ACTH release 
[Gillies et at., 1982], and concentrations of either secretagogue, which are too low to 
elicit a response singly, are able to potentiate the response to the other [Marshall et 
at., 1991]. In addition, dose response curves for combined AVP and CRR are much 
steeper than those for either secretagogue alone [Rivier and Vale, 1983a]. CRR has 
also been observed to synergise with other compounds (e.g. oxytocin), although the 
physiological relevance of this is not established. 
The physiological understanding of potentiation may be changing. While most 
researchers have shown that low levels of AVP potentiate the ACTH response to CRR 
[Antoni, 1986], low concentrations of CRR are also able to potentiate the ACTH response 
to AVP [Marshall etat., 1991]. In the light of recent findings on the relative physiological 
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effects of CRR and AVP [Alexander et al., 1991], the second situation may be more 
realistic, although species variations are also possible. 
Most corticotropes are responsive to both CRR and AVP [Jia et al., 1991], and 
so the interaction of CRR- and AVP-responsive intracellular messenger systems in the 
corticotrope provides some logical explanation for the synergism between CRR and 
AVP. Potentiation by AVP of the action of CRR on cAMP is the best established of 
many possible interactions [Abou-Samra et al., 1987c; Labrie et al., 1987; Thomson 
and Smith, 1989]. This interaction appears to depend on protein kinase C, which may <J 
increase cAMP accumulation by phosphorylating cAMP-dependent phosphodiesterase 
(PDE), the CRR receptor, its associated nucleotide-binding protein (G s ), or adenyl ate 
cyclase (AC) (see figure 5.4) [Bilezikjian and Vale, 1987; King and Baertschi, 1990]. 
The most substantiated of these mechanisms is the decrease in cAMP degradation with 
PDE inactivation. Evidence that potentiation does not occur when AVP application ~ 
precedes that of CRR [Watanabe and Orth, 1987], suggests that the other mechanisms 
are less physiologically relevant. 
There is also evidence that protein kinase A, kinase C and Ca2+ -calmodulin kinases ~\ 
could interact by phosphorylating substrates involved in ACTH release, so giving rise 
to potentiation [Antoni, 1986; King and Baertschi, 1990]. Furthermore, there is evi-
dence that potentiation may occur due to paracrine interactions between corticotropes 
[Schwartz, 1990], but this will be discussed in Chapter 7. AVP and CRR both increase 
cytosolic Ca2+, but convergence of these two pathways to potentiate ACTH release is . 
unlikely given evidence that Ca2+removal does not affect synergism [Oki et al., 1991; 
Oki et al., 1990; Won et al., 1990]. Similarly, arachi<;ionic acid metabolism, which is .-I 
stimulated by both secretagogues to open Ca2+channels, is unlikely to be involved in 
synergism. 
Pretreatment by AVP increases the number of CRR-receptive pituitary cells and 
vice versa [Childs and Unabia, 1989; Childs, 1987]. This effect will aid potentiation 
although it may not be rapid enough to explain any immediate synergistic effects. 
AVP pretreatment also seems to prepare ACTH secretory granules for more efficient -\ 
secretion [Childs, 1987], while bothAVP and CRRare able to stimulate ACTH synthesis, J 
depending on the species [Autelitano etal., 1990; Liu etal., 1990; Murakami etal., 1984]. 
Potentiation may be aided by a host of such mechanisms. Another effect which has been 
demonstrated in vitro is desensitization, which describes reduced ACTH responsiveness 
following repeated stimulation of corticotropes [Aguileraetal., 1987; Evans etal., 1988]. 
This effect is currently considered to be unimportant in vivo [Schopohl et al., 1986]. 
The opposite effect of increased secretory ability following stimulation has also been 
observed [Antoni and Dayanithi, 1990; Watanabe and Orth, 1987]. 
5.2.4 Cortisol (F) 
ACTH induces the release of glucocorticoids from the adrenal cortex. These, in turn, 
act at multiple sites around the body to alleviate the conditions which stimulated ACTH 
release, and also attenuate ACTH secretion in a very tightly regulated fashion [Grossman 
and Tsagarakis, 1989; Keller-Wood and Dallman, 1984; Livesey etal., 1988]. The major 
glucocorticoid for humans, horses, monkeys and some other mammals is cortisol [N g et 
al., 1981]. 
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At the level of the pituitary, cortisol appears to block ACTH synthesis by suppressing 
transcription of the POMC gene [Lundblad and Roberts, 1988; Roberts et al., 1987]. It 
blocks ACTH release by decreasing the rise in intracellular Ca2+which preceeds ACTH 
release and possibly by also reducing cAMP accumulation [King and Baertschi, 1990; 
Oki et al., 1991]. In addition, cortisol effects the expression of AVP and CRH receptors 
by corticotropes [Childs and Unabia, 1990]. 
While part of the cortisol negative feedback signal is mediated at the level of the 
corticotrope [Roberts et al., 1987], a proportion also acts at the hypothalamus and hip-
pocampus to reduce ACTH secretagogues [Canny, 1990; Dallman et al., 1987b; Levin 
et al., 1988; Spinedi et aI., 1991]. Interestingly, while the hippocampal relationship 
between cortisol and CRH inhibition appears essentially linear, there may be a nonlinear 
threshold relationship with AVP and oxytocin [Sapolsky et al., 1990]. This is supported 
by observations that AVP concentrations increase more than those of CRH following cor-
tisol removal or suppression [Alexander, unpublished; Plotsky and Sawchenko, 1987], 
suggesting that AVP and oxytocin may be subject to tighter feedback control. Recent 
in vitro research also demonstrates that glucocorticoids are more effective at blocking 
the ACTH response to CRH than AVP [Nicholson and Gillham, 1989; Oki et al., 1991; 
Shipston and Antoni, 1991]. One of the major conclusions in Chapter 7 concerns the 
relative importance of these two effects in vivo. 
Wherever cortisol acts, and this is not yet well defined, in the pituitary there appears to 
be a complicated temporal relationship between cortisol concentrations and the resulting 
inhibition of ACTH, even though such a relationship in a feedback loop is destabilizing. 
Three distinct phases of inhibition have been observed: fast - within seconds to minutes, 
intermediate - 2-10 hours, and slow - hours to days [Dayanithi and Antoni, 1989; 
Keller-Wood and Dallman, 1984]. The slow domain is only observed after chronic 
elevation of cortisol, and hence, is not of physiological relevance. Intermediate domain 
feedback requires that the glucocorticoid history be known to predict ACTH response 
to secretagogues, while inhibition of ACTH by fast feedback may be linearly related to 
the rate of glucocorticoid increase [Keller-Wood and Dallman, 1984]. 
5.2.5 Additional ACTH regulators 
In the rat elevated oxytocin levels act to release ACTH in vivo [Rivier and Vale, 1985], 
but in other species oxytocin has variable effects on ACTH secretion [Gibbs, 1986]. 
More recent research demonstrates significant correlation between oxytocin and ACTH 
in the horse, but only when sex hormones are elevated [Irvine, unpublished]. This 
suggests that, although its physiological importance is unproven, in some situations 
oxytocin may well regulate ACTH release, both on its own and in synergy with CRH. 
Angiotensin II causes ACTH release from dispersed rat pituitary cells [Ganong and 
Murakami, 1987], but infusion of acute levels of angiotensin II has not been shown to 
regulate ACTH secretion in vivo [Brooks, 1989]. Therefore angiotensin II's physiolog-
ical role in ACTH release appears to be in stimulating CRH secretion, and not through 
a direct action on corticotropes. 
In the rat catecholamines appear to influence ACTH release in vivo [Bruhn et 
al., 1984a; Plotsky et al., 1989], but in non-rodents it seems that catecholamines do 
not exert a significant influence on ACTH secretion at the level of the pituitary, although 
86 CHAPTER 5 BACKGROUND TO ACTH REGULATION 
they may well facilitate CRR secretion [Milsom et al., 1986; Palkovits, 1987; Plotsky 
et al., 1989]. 
Administration of the opioid receptor antagonist, naloxone, increases both basal 
and stress-induced ACTH secretion [Irvine and Alexander, unpublished; Negro-Vilar et 
al., 1987]. This effect indicates that an endogenous opioid, of unknown nature, inhibits 
physiological ACTH release. 
Atrial natriuretic factor has been recently proposed as a physiological ACTH inhibitor 
[Fink et al., 1991]. 
In addition to the compounds listed above, a number of other substances are able to 
influence ACTH secretion from pituitary, fetal, or tumor tissue, although their physio-
logical importance is doubtful [Antoni, 1986]. 
There is also the possibility that additional physiological ACTH regulators are still 
undiscovered. In support ofthis idea are observations that: (a) median eminence extract 
has significantly greater ACTH releasing ability than can be accounted for by its AVP 
and CRR content [Buckingham, 1985; Ellis, unpublished]; (b) median eminence extract 
contains ACTH regulators that have different molecular weights to AVP and CRR 
[Gillies et al., 1984]; (c) removal of hypothalamic input leads to a rise in basal levels 
of ACTH [Engler et al., 1988]; (d) partial purification of an ACTH-inhibiting factor 
has been reported [Redei and Evans, 1989]; and (e) in pituitary blood peaks of ACTH 
cannot always be associated with AVP or CRR peaks [Engler et al., 1989] (see also 
section 7.2). 
5.3 Summary 
Sections 5.1 and 5.2 have provided the background to ACTH regulation, while also in-
cluding information (e.g. intracellular mechanisms) which would be clumsy if included 
in the context of the research which follows. In brief, AVP and CRR are produced in 
the hypothalamus in response to stress and travel, via different paths, to the pituitary 
where they stimulate secretion of ACTH from corticotropes. They act through different 
intracellular pathways, and hence, result in ACTH responses with different profiles. 
These intracellular pathways also interact so that when CRR and AVP are both present 
the ACTH response is greater than the sum of the separate individual responses. ACTH 
travels from the pituitary to the adrenal glands where it stimulates production of cortisol 
which helps the animal respond to the initial stress. In addition, cortisol feeds back to the 
brain to reduce AVP and CRR secretion, and to the pituitary to reduce ACTH release. 
If effects at all components of the adrenal axis are considered, cortisol has the 
greatest influence on ACTH secretion, although at the corticotrope the magnitude of the 
influences of AVP, CRR and cortisol appear to be more similar and depend on the type 
of stress, the stress history, the animal, and the species involved. ACTH secretion may 
also be affected by other hormones such as oxytocin. 
CHAPTER 6 
Analysis of Experimental Data 
All investigations of ACTH regulation are based around experimental data, which is sub-
ject to both unavoidable error and problems with experimental procedures. This chapter 
deals with these difficulties, thus enabling data obtained using different experimental 
techniques to be combined usefully to investigate physiological ACTH regulation. Sec-
tions 6.1 and 6.2 discuss the advantages and disadvantages of some important in vivo 
and in vitro experimental methods. Emphasis is on the novel technique of sampling the 
blood leaving the pituitary, pioneered by Irvine and Alexander [1987], which provides 
the majority of the data on which the research contained in Part II of this thesis is based. 
The author is extremely grateful to Professor Cliff Irvine and Dr Sue Alexander for pro-
viding this data. Its non-ideal nature i,s investigated further in section 6.3, in particular 
the effects of sampling rate and blood flow variations. 
6.1 In Vivo Experimental Techniques 
Corticotropes in the adenohypophysis synthesize and secrete ACTH in response to 
receptor binding of AVP, CRR, cortisol and possibly some other less important factors. 
It is also possible that communication between cells occurs, presumably by transfer of 
analogs of intracellular messengers, and that this may influence ACTH release [Jia et 
al., 1991; Schwartz, 1990]. The important fact is that A CTH release depends exclusi vel y 
on the concentrations of relevant substances which areperifusing, or have perifused, the 
corticotropes. In vivo experiments which try to estimate these concentrations are fraught 
with difficulties, of access to the hypothalamo-pituitary region, while interpretation of 
the measurements made is impeded by the in vivo environment. One is unable to 
identify the direct effects of ACTH secretagogues unambiguously, as they will have 
non-specific pituitary and extra-pituitary actions, and these effects may be modulated by 
factors which are not measured or even identified. In addition, attempts to identify the 
response to a particular hormone, through a systemic administration scheme designed 
to duplicate pituitary concentrations, may require up to a 104 fold increase in peripheral 
concentrations. Such high peripheral concentrations may cause important non-specific 
effects. Nevertheless, such in vivo experiments are essential to understanding the 
physiological regulation of ACTH secretion. 
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6.1.1 Non-invasive pituitary effluent sampling (PES) 
A "non-invasive" method to directly measure pituitary effluent in the horse has been 
recently developed and verified by Irvine and Alexander [1987]. The method begins with 
placement of a cannula into an incision in the facial vein. The cannula is then manipulated 
into the venous drainage system of the head, so that the tip lies in the intercavernous 
sinus (ICS) close to the outlet of the pituitary veins, as shown in figure 6.1. This method 
of sampling pituitary effluent, henceforth termed PES, is feasible only in the horse due 
to the unique venous drainage of its pituitary [Sisson, 1914]. In contrast, blood in the 
cavernous sinus ofthe sheep [McFarland et al., 1960] and the monkey [Neill et al., 1977], 
does not contain high concentrations of hypothalamic and pituitary hormones. Cannula 
placement and blood collection are carried out painlessly in fully conscious, ambulatory, 
unstressed animals. The remarkable affinity between horse and human, along with the 
non-invasive nature of this cannulation technique, then enables the adrenal axis to be 
studied under stress-free and totally physiological conditions. 
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Figure 6.1 Pathway of the cannula through the veins of the horse head to the outlet of the pituitary. 
(Reproduced from [Irvine and Alexander, 1987]) 
Throughout this thesis emphasis is placed on the physiological relevance of any 
experimental findings. This is because the majority of in vivo experiments investigating 
the adrenal axis involve either pharmacological hormone administration, or subjects 
which are already under considerable stress, and hence, the results are difficult to relate 
to the normal operation of the adrenal axis. A major advantage of PES is that the 
animal is in a completely normal state, and sampling can continue even during vigorous 
exercise. Furthermore, the large blood volume of the horse permits collection of 3ml 
of pituitary effluent every 30s, while removing only around 30% of pituitary hormone 
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secretion. The importance of sampling at this rate will be discussed in section 6.3.4, 
while 3ml samples permit ACTH, CRR, AVP, oxytocin and cortisol to be assayed in the 
same sample. Removal of approximately 30% of the ACTH produced will cause some 
peripheral reduction in the cortisol response to stress, compared to controls, but this is 
unlikely to have a major effect on ACTH regulation at the level of the corticotrope. The 
total amount of blood removed is less than 4% of the total blood volume, even when 
experiments take 500 samples. PES also allows animals to be used for long term studies 
because correct cannulation has no adverse effects on a horse's well-being. 
One disadvantage of PES by ICS cannulation is that it is possible only in the horse. 
The horse is not widely used as either an endocrinological model or an experimental 
subject, and so basic knowledge of equine hypothalamic and pituitary function is limited. 
However, hormones at each tier of the adrenal axis are structurally identical to those 
in the human [Livesey et at., 1991; Martin, 1985; Ng et at., 1981], and cortisol is 
the principal glucocorticoid [James et at., 1970], so biochemically the horse is closely 
related to the human. 
6.1.2 Sampling pituitary portal blood 
Hypothalamic hormone concentrations may be obtained by sampling blood from the por-
tal vessels connecting the median eminence to the adenohypophysis. This experimental 
method has been used on rats, sheep and monkeys [Plotsky, 1991; Engler et at., 1989]. 
In preparation for portal blood collection, animals are subjected to urethane anethesia 
and considerable acute surgical intervention. Therefore measurements of hormone con-
centrations in the portal blood represent changes after an initial marked perturbation of 
the adrenal axis, and their physiological relevance is doubtful [Plotsky, 1991; Plotsky 
and Vale, 1984]. An indication of the size of the perturbation in transnasal collection of 
pituitary portal blood in the sheep is given by the relative basal portal concentrations of 
adrenal axis hormones: CRR 18-127pmol/l basal, AVP 20-2034pmol/l basal, systemic 
ACTH 15-30pmol/l [Engler et at., 1989]. These concentrations are much higher than 
those measured by PES in unstressed horses, e.g. CRR 0-2pmol/l basal, AVP 0-5pmol/l 
. basal and systemic ACTH 10pmol/l. 
Comparison of these figures shows that portal sampling experiments have less phys-
iological relevance than PES experiments in the horse, which is presumably a very 
important consideration in the study of the adrenal axis. Since portal blood measure-
ments in the rat and monkey involve substantial tissue damage, there are also likely to 
be disproportionately high levels of CRR arriving from "tissue" sources. In addition, 
the small volume of blood in the long portal vessels restricts sampling to once every 5 
minutes in the sheep [Engler et at., 1989], and once every 20 minutes in the rat [Plot-
sky, 1991]. PES has shown that intervals of hormone secretion occasionally last less 
than 20s and often less than 60s. Portal sampling therefore misses much of the hormone 
signal, where the missing "information" may be particularly important in understanding 
the adrenal axis (see section 6.3.4). 
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6.1.3 Sampling circulating blood 
Because of the enormous dilution of pituitary blood that occurs after it leaves the pituitary, 
circulating hormone concentrations do not reflect those at the pituitary. Instead, they 
result from the combined influences of prior and ongoing hormone secretion, along with 
relevant hormone distribution and elimination kinetics, associated with metabolism 
and/or removal of intact hormone from the circulation. One simple method to obtain 
pituitary hormone concentrations, at least from the experimentalist's viewpoint, is to 
reconstruct them from their concentrations in circulating blood using deconvolution. If 
a rise in peripheral hormone concentration is attributed to an episode of secretion by 
the hypothalamus or pituitary, and some assumptions are made about the disappearance 
kinetics, then deconvolution of peripheral blood concentrations can be used to estimate 
pituitary concentrations of the hormone in question [Veldhuis and Johnson, 1990a; 
Veldhuis, 1991]. Providing pituitary hormone concentrations consist of large well 
spaced (compared to plasma half life) pulses of secretion, separated by regions of 
low secretion, and there are no significant peripheral sources of hormone, then this 
technique has the potential to work well, particularly when one has good models of 
hormone secretion and disappearance. It seems to be a useful method for studying the 
reproductive axis [0' Sullivan and 0' Sullivan, 1988; Hindmarsh et al., 1990; Veldhuis 
et al., 1990b; Veldhuis, 1991], although the deconvolution model has not been validated 
in vivo. There may, however, be some major problems associated with its application to 
the adrenal axis. 
PES has demonstrated that large pulses of ACTH and AVP may last less than 
308, and more importantly, that they may be separated by less than 308. Since the 
half lives of these hormones are around 5-8 [Lopez and Negro-Vilar, 1988], and 4-6 
minutes [Lauson, 1974] respectively, the plasma hormone concentrations may fall by less 
than the assay error between such pulses, making recovery of meaningful information 
about these pulses difficult, even when the pulses are large. In addition, pituitary AVP 
and ACTH concentrations may be up to 500 and 50 fold greater, respectively, than 
peripheral concentrations, even under physiological conditions [Redekopp et al., 1986]. 
This dramatically increases the noise sensitivity of any quantitative estimate of their 
pituitary concentrations from those in peripheral blood. Furthermore, the importance 
of rapid variations in adrenal axis hormones has been uncovered by PES [Alexander et 
al., 1991], and is supported by the work in this thesis. 10 minute sampling seems to 
be most commonly used for deconvolution [Veldhuis et al., 1990a], but this sampling 
rate has the potential to recover only between 5 and 25% of the variation in pituitary 
concentrations of ACTH or AVP (see section 6.3.4). Deconvolution will obviously 
recover less than this. Attempts to recover more information by deconvolving more 
rapid samples [Iranmanesh et al., 1990] are compromised by the ill-posed nature of 
the process (i.e. it is inherently noise sensitive), and when the sampling interval is 
much less than the half life of a hormone, typical assay noise may prevent one from 
obtaining virtually any useful information, except about large peaks [Veldhuis and 
Johnson, 1990b]. Deconvolution therefore appears unable to reveal the rich nature of 
variations in many pituitary hormones which has been uncovered by PES, and which is 
hinted at by spectral analysis of rapidly sampled plasma hormone concentrations [Carnes 
et al., 1991]. 
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Another problem with using deconvolution to estimate pituitary concentrations of 
adrenal axis hormones is that in mammals CRR is mainly produced by peripheral sources, 
rather than in the hypothalamus [Alexander, unpublished]. Under these circumstances, 
one can attempt to reconstruct CRR secretion, but the reconstruction will not reflect 
CRR concentrations at the corticotropes. 
6.1.4 Adrenal axis manipulation 
A number of experimental techniques are available to isolate various aspects of the 
adrenal axis, including surgicallesioninglremoval of adrenal axis pathways or compo-
nents, immunoneutralization of ACTH regulators and administration of ACTH regulator 
receptor antagonists. In interpreting results obtained using such techniques, one should 
not neglect their substantial side-effects [Antoni, 1986]. 
6.2 In Vitro Experimental Techniques 
Although in vitro studies have provided a wealth of information on corticotrope func-
tion, isolated endocrine cells do not always behave in the same way as they do in the 
whole animal. Enzymatic dispersion may disrupt paracrine interactions between cells, 
and can compromise cell-surface proteins [Antoni, 1986]. Furthermore, suspension in 
aqueous medium will cause profound alterations in the shape of cells. Normally, corti-
cotropes have a stellate appearance, with numerous processes 50-100j,tm long, however 
in suspension they are round (minimal surface) [Childs, 1987]. This, in all likelihood, is 
associated with changes in cytoskeletal organization, which could have marked effects 
on cell surface receptors and secretory processes [Antoni, 1986]. It would appear that 
dispersion reduces the response of corticotropes to AVP more than the response to CRR 
[Evans, personal communication; Rivier and Vale, 1983a]. This effect may explain 
some of the discrepancies between in vitro and in vivo studies. Other examples of 
changes in secretory processes are the increase in secretagogue concentration required 
to stimulate secretion in vitro, and the change in ratio of maximum to basal ACTH 
secretion from greater than 500 in vivo to approximately 10 in some in vitro preparations 
[Schwartz, 1990]. 
Cultured pituitary cells can also develop novel properties, which may not be relevant 
to conditions in vivo [Antoni, 1986]. Furthermore, the type of in vitro system used 
can influence results, with the response of corticotropes to CRF and A VP depending on 
the amount of time the cells have spent in culture, and on whether a static medium or 
perifusion system is employed [Evans et al., 1992; Watanabe and Orth, 1988]. 
Another major obstacle to in vitro investigation of corticotrope activity is that cor-
ticotropes only comprise a small percentage of the cells in the adenohypophysis [Jia et 
al., 1991]. Efficient and economical methods for obtaining high concentrations of corti-
cotropes have yet to be developed, and this makes experiments to determine the cellular 
effects of ACTH regulators more difficult. A line of cells which secrete ACTH has been 
developed, but these AtT-20 cells express functional receptors for hormones that do not 
influence ACTH release by normal corticotropes, whereas they fail to respond to AVP 
[Axelrod and Reisine, 1984]. Results obtained from these cells have provided valuable 
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information on intracellular mechanisms, but the relevance of these results to normal 
corticotropes is clearly questionable. 
6.2.1 Perifusion systems 
Pedfusion systems consist of a column containing dispersed cells, through which a 
medium containing test substances is pumped. They provide the best in vitro approx-
imation to the operation of the pituitary, and if the column volumes are small enough, 
can duplicate normal hormone dynamics [Watanabe and Orth, 1987]. Other advantages 
over alternative in vitro techniques include minimizing hormone degradation, avoiding 
effects of nutrient depletion and metabolite accumulation, and cells can be repetitively 
stimulated to test reproducibility. 
6.2.2 Static cell culture and single cell experiments 
Static cell culture experiments involve incubating cells with test solutions in containers 
for a substantial amount of time. The concentration of products, or effect on cells, is 
then measured. Such experiments are simpler and cheaper to perform than perifusion 
experiments, but they give limited information about the time course of effects. In 
particular, the effects of CRH, AVP and cortisol on ACTH release are all time dependent 
[Oki et ai., 1991; Shipston and Antoni, 1991], limiting the interpretation of results from 
cell culture experiments. 
Single cell studies involve observing the behaviour of single cells in response to 
test solutions. These experiments are most useful for determining the intracellular steps 
between corticotrope stimulation and ACTH secretion, along with information on the 
corticotropes involved. 
6.3 Comments on PES Data 
PES allows blood leaving the pituitary to be rapidly sampled under totally physiological 
experimental conditions. The data obtained opens an invaluable window on the operation 
of the endocrine system, but there are some problems in using it to study ACTHregulation 
at the corticotropes. Hormone concentrations in the adenohypophysis are continuously 
varying quantities which cannot be measured exactly, since: (a) the sampling process 
introduces distortion; (b) blood flow variations in the ICS may stop measured hormone 
concentrations from representing secretion rates; and (c) hormone concentrations in 
the ICS are not the same as those present at the corticotropes. This section sets out 
the effects of these three factors on the data produced by PES. Since the term pulse 
is used repeatedly herein, it is appropriate to define it as a significant rise followed by 
a significant fall in hormone· concentration. Note that it is a single event having no 
association with a rhythm. 
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6.3.1 What is measured by PES? 
A substantial proportion of the blood measured by PES has come from the neural lobe of 
the pituitary, and consequently, has not perifused the corticotropes in the adenohypoph-
ysis. The presence of this blood dilutes concentrations of adenohypophysial hormones 
and hormones produced by the hypothalamus which are released only into the adenohy-
pophysis. One can calculate the dilution involved by comparing Luteinizing Hormone 
(LH) responses to endogenously generated and exogenously administered Gonadotropin 
Releasing Hormone (GnRH) pulses using 
LHendog GnRHexog 
dilution = . -~~-LHexog GnRHendog (6.1) 
where quantities in (6.1) represent the total amount of hormone in the pulse under 
consideration. Reproductive axis hormones are used because: (a) the dynamics of 
endogenous and exogenous GnRH are very similar (many hypothalamic hormones are 
produced in much shorter pulses); (b) GnRH pulses almost always cause LH pulses; 
and (c) LH is released solely from cells in the adenohypophysis. Equation (6.1) is 
derived with the knowledge that exogenous GnRH will be present in all blood entering 
the IeS in equal concentrations (neglecting any delays), while endogenous GnRH will 
be diluted by the unknown amount of blood. Thus, if the two LH pulses resulting 
from endogenous and exogenous GnRH pulses are the same size then the dilution of 
blood from the adenohypophysis is the ratio of the sizes of the GnRH pulses. If the 
LH pulses are not the same size then the dilution also depends directly on the LH size 
ratio. Performing the calculation in (6.1) using PES data shows that the dilution factor 
is usually around 10, although it may be dependent on reproductive state since dilutions 
of 2 and 10 have been observed in the same individual [Irvine, unpublished]. 
Equating a change in peripheral hormone concentration to the difference between 
hormone input from the pituitary and hormone loss due to metabolism allows the average 
blood flow past the tip of the res cannula to be determined by 
(6.2) 
where Cj~g (t) and CI1:s (t) are the concentrations of X in the general circulation and 
in the res respectively, LX is the total amount of hormone eliminated from the blood 
between time 0 and T, and Fjug is the circulating blood volume (assumed constant). 
Information about blood flow through the pituitary [Porter et ai., 1970] then suggests 
that in good canulations approximately 75% of the blood sampled has entered the res 
directly from the pituitary [Irvine and Alexander, 1987]. 
The effect of neural lobe blood on concentrations of hormones like AVP and oxytocin 
is undetermined, since these hormones are released in both the neural lobe and the 
adenohypophysis. This means that PES may be unable to establish AVP and oxytocin 
concentrations at the corticotropes, and, in a worst case scenario, could not even establish 
their dynamics. Fortunately, recent research suggests that most of the AVP perifusing 
the corticotropes is derived from the same hypothalamic neurons that release AVP into 
the neural lobe [Antoni et al., 1990], and that AVP concentrations measured by PES 
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have very similar dynamics to those in the adenohypophysis [Alexander et al., 1988; 
Irvine et al., 1989]. 
CRH is not released in the neural lobe, but under physiological conditions CRH con-
centrations measured by PES closely approximate those in systemic circulation, with a 
large gradient between pituitary and circulating concentrations occurring only as a result 
of chronic stress [Alexander, unpublished]. These results indicate that, under physio-
logical conditions, PES provides more information about AVP concentrations than CRH 
concentrations at the corticotropes, even though initially one might assume the opposite. 
PES does, of course, provide excellent information about ACTH concentrations at the 
corticotropes. 
6.3.2 Details of the most used experiments 
In the course of subsequent analyses and discussions a limited set of "more infor-
mative" experiments will be referred to repeatedly. The complete set of adrenal axis 
experiments will be used only occasionally. To facilitate referencing this data, and to 
avoid repetition, this section sets out details on the most referred to experiments. All, or 
part of the data for experiments Horse79, Horse89 and Horse95 are also plotted so they 
can be used to support statements in the text. 
Horse60: 300 samples were taken at 208 intervals. The horse was a mare called Annin. 
0.15 unitslkg of insulin were injected into the jugular at sample 125. ACTH, AVP 
and prolactin were measured in all samples. 
Horse79: 226 samples were taken at 308 intervals, apart from between 53 and 81 
minutes, when samples were taken at 1 and 5 minute intervals. The horse was a 
mare called Ellen. Boluses of 3/-lg AVP (42.5), l/-lg CRH (91), 0.5/-lg CRH (106) 
and 3/-lg AVP (121) + 0.5/-lg CRH (120.5) were administered at the times shown 
in brackets. ACTH, AVP and CRH were measured in all samples. 
Horse89: 500 samples were taken at 308 intervals. The horse was a mare called Matai 
Mist. At the beginning of the experiment L25g of metapyrone was injected in 
a 12.5ml bolus, followed by metapyrone infusion at a rate of 0.05g/min until 20 
minutes before the end of the experiment. Metapyrone blocks the final stage in 
cortisol synthesis [Little et al., 1958] and so reduces cortisol concentrations to 
very low levels. ACTH (1-500), AVP (1-460) and CRH (98-383) were measured 
in the samples indicated in brackets. 
Horse95: The experimental scheme was identical to that for Horse89, but the horse 
was a mare called Premi. ACTH (1-472), AVP (1-472) and CRH (165-472) were 
measured in the samples indicated in brackets, although CRH was only assayed 
for alternate samples. 
6
,3 
C
O
M
M
EN
TS O
N
 PES DATA 
01 
r---. 
~ ~ 
0 
~
'
 
I I 
l() 
v
 
~I 
-( 
N
I
 
\. 
~~ 
\ 
~
 
'-
-
.
.
 
0... 
~ I ~ 
,
 \ 
~
 
u
 
<{ N
 
o
 
co 
c..o 
.q
 
~
 
.
,
-
UO
!tDJtUa:::>
u
o:::> 
o
 
.q
 
a 0J 
+4~
i§ 
,~
~ 
J ;-..... 
_
 \ I 
~
~
~ 
0J .~
~ o N o 
o
 
95 
r
-
-
. 
en 
Q) 
-+
-' 
:::j 
c E 
-
-
-
Q) 
E 
-+
-' 
Figure 6.2 
C
oncentrations of honTIones m
easu
red in experim
ent H
orse79. 
A
C
TH
, in lJ.gll
,
 is in red. 
A
V
P and C
R
H
, in
.
 pm
ol/l
,
 are in green and black re
spectively
,
 C
ortisol
,
 in m
n
ol[l
,
 is in blu
e. Tim
ing of 
A
V
P and C
R
H
 adm
inistration
.
 w
hich is described in th
e text
,
 is indicated by 4 arro
w
s. 
96 
(J) 
O
J 
Q) 
rn 
"
-
0 
:c
 I ~ 
""'" 
~l ~ ~ CI N C'.J " 0.... > ~ ~ 
I 
:r: 
I-U « 
o
 
L{) 
I 
.I~
 
o
 "<:t 
, ... 
C
H
A
PTER
6 
A
N
A
LY
SIS O
FEX
PER
IM
EN
lA
LD
A
TA
 
f 
I \ I::::tfyt,
 
o
 
I"J 
I 
I I 
' 
, 
o
 
N
 
u
o
 ltD
 .
.
.
 q.U
 <):J U
O
:J 
o
 
N
 ~
 
0 0 
~
~
.-
~
Ig 
.~
 
~
 
(f) 
Q) 
-+
-' 
=
 
"\ o ..--
- 1B 
.~ 
.
 
E 
o
 
_
_
_
 
c.o 
•
 
Q.) 
,
 
E 
.
~
~
.I ~ ~ a N a 
o
 
:;:; 
Figure 6.3 
C
on
c
entrations of horm
ones m
e
a
su
red in the part of experim
e
nt H
orse89 w
here sa
m
ples 
w
e
re
 a
ssayed for C
R
H
. N
ote that tim
e z
e
ro
 therefore e.quate.s to
 sa
m
ple 98 in the ex
.perim
ent. 
A
C
TH
,
 
in ILg/l, is in reel. AVP, C
R
H
. and peripheral C
R
H
.
 in pm
ol/l
,
 are
 in green, blac
.k, a
nd pink re
spectively
.
 
C
ortisol, in m
n
olfl, is in blue. C
ortisol c
o
n
c
e
ntrations plotted are as detennined by the aSS<lY, but w
ill 
ex
.ceed actual c
o
rtisol co
n
c
e
ntrations du
e Lo substantial c
ro
ssreactio
n
 w
ith Il-deoxycoltisol. 
.3 
C
O
M
M
EN
TS ON PES DATA 
t.n 
O
J 
<l.) 
en 
L 
~ ~ 
N
 
~
 ,\ S 
\ 
ttl o
 ~ 
0 N ~
 
'~
"~8 
9 
~I 
~
 
~
;r 
;
-
~
 
10 j 
U
l 
N
 * 
I 0:::: 
u
 
'-
' 
t-
I 
ta-
f'--
.
 i 
.
.
.
.
.
.
.
 
a.... 
>
 
~
 
I tJ t 
«
 
o
 
I'-
N
I o
 
to
 0 
z: 
~
~ 
:;f=~A:* 
o
 
LO 
L 
tt;
' L 
i 
z:iL:&
 
i 
P--;-I 
o
 "'" 
o
 
U
O!tDjtU~:lUO
:> 
o
 
N
 
o
 
o::J 
E 
i ~ 
-1 ~ o 0J o 
o
 
E 
"
"
-
-
'
 
(\) 
E 
"
'
-
'
 
Figure 6.4 
C
on
c
e
ntratjo
n
s of haon
a
n
es m
e
a
su
red in the p
a.l1 
of e
xperim
e
nt H
o
rse95 w
h
e
re
 sa
m
ples 
w
e
re
 assayed fa
r C
R
H
.
 N
ote that tim
e zero
 the
refo
re equates to sm
nple 165 in t.he e
xpelim
ent. A
C
TH
,
 
in JLg/l, is in red
.
 A
V
P
,
 C
R
H
,
 m
Id periph
eral C
R
H
,
 in
 pm
oljl. m
'e in green, blac~
 m
Id pink re
spectively. 
C
o
rtisol
,
 in ru
n
ol/l, is in blu
e. 
C
0l1isoi co
n
ce
ntratio
n
s plotted a
re
 as dctc
n
nined by th
e assay, but w
ill 
ex
ceed a
ctual co
rtisol c
o
n
ce
ntratio
n
s d
u
e to
 substa
ntinl c
ro
ssreactio
n
 w
ith ll-deoxy
c
o
rtisol. 
98 CHAPTER6 ANALYSIS OF EXPERIMENTAL DATA 
6.3.3 Assays and data accuracy 
The concentration of the main adrenal axis hOl11lones in a blood sample is most accurately 
detel11lined by radioimmunoassay (RIA) [Chard, 1982]. The basic principle behind RIA 
is illustrated for ACTH in figure 6.5. As the concentration of ACTH in the blood sample 
increases, so the ratio oflabelled to unlabelled ACTH decreases. Therefore, less labelled 
ACTH becomes bound to the antibody and the radioactivity of the precipitate decreases. 
Thus, the radioactivity of the precipitate is a measure of the ACTH concentration in the 
original sample. Once radioactivity "counts II have been obtained for samples containing 
known amounts of AC1H, a standard curve can be drawn. The amount of ACTH in an 
unknown sample can then be detel11lined from the curve. A typical standard curve is 
shown in figure 6.6. 
At the left and right ends of the standard curve the labelled ACTH (or any other 
hOl11lone to be assayed) is, respectively, almost completely bound to the antibody and 
completely free. In these regions, changes in the concentration of unlabelled ACTH 
produce only minor variations in the amount of bound labelled ACTH, and so the assay 
is inaccurate. Between these extremes, small changes in unlabelled ACTH produce a 
significant alteration in the amount of bound labelled ACTH. This region, the middle 
section of the standard curve, represents the effective range of the assay. A typical 
ACTII in sample total ACTII 
totalACTH ACTH antibody boundACTII 
position dependent on relative amounts 
of labelled and unlabelled ACTH 
-
bound labelled ACTH 
•
reciPitate of ACTH-
antibody complex 
- -
/ I " 
Figure 6.5 The basic principle of a RIA, illustrated for ACTII. A specified quantity of radioactively 
labelled ACTII is added to the sample in which ACTII is to be measured. An ACTII antibody is then 
added to the mixture where it binds with some of the ACTII. Finally, the antibody-ACTII complex is 
precipitated out, and its radioactivity determined. 
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Figure 6.6 A typical standard curve for the ACTH assay, along with the coefficient of variation of the 
measurement. 
variation in assay accuracy is also shown in figure 6.6. Table 6.1 gives some examples 
of signal to assay noise ratio (SNR), and average assay coefficient of variation (COVassay), 
which have been determined by 
nx X.COVassay(X).K (6.3) 
105 
N(f) - L: IF[wind(nx)]I/105 (6.4) 
i=l 
S(f) IF[wind(X(t) X)ll (6.5) 
SNR lofs /2 lofs /2 o· S2(f) df/ 0 N2(f) df and (6.6) 
COVassay 
1 (6.7) 
-
JSNR+ 1 
where X is the concentration of the hormone in question, n x is a typical assay noise 
sequence associated with X, K is a zero mean random sequence with unit standard 
deviation, N(f) is the magnitude of the spectrum of nx, F is the temporal Fourier 
transform operator [Bracewell, 1978], 'wind' is a Hamming window which is used 
to reduce the noise caused by mismatch between the beginning and end of the data 
[Harris, 1978], and S(f) is the magnitude of the spectrum of X. Equations (6.3)-(6.7) 
use the standard curve to determine the error in each sample and assume that this error 
is normally distributed. 
Additional error will arise from mixing in the catheter and division of blood into 
samples, but these effects are small [Irvine, personal communication]. So, although 
assays are performed in duplicate, apart from for CRH, and repeated if the replication 
::Y 
UN,VU <;:'iT( OF CANTEtlBURY 
CHR1STCHUF\CH, i'leZ" 
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Experiment Hormone SNR (assay noise) COVassay 
ACTH 23 dB 7% 
Horse60 AVP 18 dB 13% 
PROL 16 dB 15% 
ACTH 24 db 7% 
Horse79 AVP 18 dB 12% 
CRR 20 dB 10% 
ACTH 24 db 6% 
Horse89 AVP 28 dB 4% 
CRR 19 dB 12% 
Table 6.1 Some signal-to-noise ratios and average assay COVs for rcs hormone concentrations and 
corresponding assay noise. The average interassay relative error can be obtained by multiplying the 
figures in the last column by J8. 
is Ullsatisfactory, or the concentration does not fallon a satisfactory part of the standard 
curve, the assay is usually the major source of data error. This error (see table 6.1) is 
much higher than those found in a typical engineering context and has profound effects 
on the accuracy which can be obtained in any of the following analyses. 
6.3.4 Sampling and sampling rate 
This subsection considers the spectral content of AVP, CRR and ACTH, and makes 
some comments on the effects of using different sampling rates. Spectral analysis has 
been used elsewhere to reveal the multifactorial frequency structure of plasma ACTH 
concentrations [Carnes et al., 1991], but the existence of high frequencies in PES data is 
demonstrated more simply by the occurrence of significant AVP and ACTH peaks which 
last less than 308. In addition, there appears to be no consistent frequency structure to 
pituitary adrenal-axis hormone concentrations. This is supported by observations that 
the variation in plasma ACTH spectra is greater within control groups, than between 
them [Carnes et al., 1991]. 
PES involves collecting ICS blood over an interval of time, usually 308. When 
this sample is assayed, what is measured is the average hormone concentration over the 
sampling interval. This smoothing effect is unavoidable, since instantaneous sampling 
(collecting all the blood at one time) would cause unphysiological blood flow around 
the cannula, deprive target organs of hormones, and the source of the sample would be 
uncertain. A mathematically equivalent model of the actual sampling process is shown 
in figure 6.7. In the model, the actual hormone concentration in the ICS is averaged over 
the sampling interval, before being sampled by an instantaneous sampler and having 
assay noise added. 
In the absence of noise, the input signal in figure 6.7 could be recovered exactly, 
provided that the sampling rate was high enough [Haykin, 1983]. In the presence of 
noise, the effects of averaging can not be removed, but this distortion does provide a 
rough anti-alias sing filter. The SNR can be improved by sampling more rapidly, but this 
must be offset against the increased cost and effort involved in more rapid sampling, 
provided that more rapid sampling is possible of course. 
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assay noise 
sampled hormone concentration 
time 
Figure 6.7 Model of the sampling process. The honnone concentration in the rcs is averaged over the 
sampling interval. The average is then sampled and assay noise is added. 
The effect of sampling rate was quantitatively investigated using data from exper-
iments Horse60, Horse73 and Horse89. These experiments were chosen because: (a) 
they contain concurrent samples with few missing samples - this is essential for spectral 
analysis; (b) the sampling rate appears to be high enough to avoid serious aliassing; (c) 
sufficient samples were taken to give one confidence in the spectra, and to allow good 
statistical significance; and (d) the animals did not receive bolus injections of Acm 
secretagogues (Le. ACTH secretion is endogenously driven, at least at the level of the 
corticotrope). Figure 6.8 illustrates the ACTH concentrations measured in experiment 
Horse60 .. 
2.0 
- 95% confidence limits 
1.5 
p,g/l 
1.0 
0.5 
time (seconds) 
Figure 6.8 95% confidence limits on the ACTH concentrations in experiment Horse60. Data points are 
marked by a +. 
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Spectra 
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filtering 
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",I!h(f)1 
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Figure 6.9 Spectra magnitudes of ACTH concentrations (S I (f)) and assay noise (N(f)) from experiment 
Horse60, with sampling frequency fs = 1/20 samples/so In the figure a frequency offs /2 corresponds 
to hormone concentration peaks defined by one point, while f./4 corresponds to peaks defined by two 
points, and so on. The curve labelled IHI (f) I is the effect on the spectrum of averaging the ACTH over 
the entire 20s sampling interval, and is calculated using (6.9). Similarly the curve labelled IH2(f)1 shows 
the effect on the spectrum of sampling at 40s intervals, while the curve labelled S2(f) demonstrates this 
effect for the ACTH spectrum shown. 
The information needed to determine the effects of different sampling rates is shown 
in figure 6.9, and has been determined using (6.3)-(6.5), (6.8) and (6.9). Sl(f), which is 
the magnitude of the spectrum of the ACTH concentrations in figure 6.8, indicates that 
much of the variation in ACTH concentration occurs relatively slowly, with the spectral 
content of the time series (difference between signal and noise) falling off to almost zero 
at half of the sampling frequency. This is gratifying and suggests that a 20s sampling 
rate has avoided much alias sing in this particular experiment. If one assumes that there 
is insignificant alias sing in this data then the effects of sampling at slower rates can be 
estimated. Slower sampling causes the original spectrum S 1 ( f) (determined by sampling 
every 20s in the example shown in figure 6.9) to be 'filtered' to produce a new spectrum 
S2 (f) such that 
. IH2(f)I 
S2(f) = [Sl(f) - N(f)lIH
1
(f)1 N(f) (6.8) 
where IH(f) I = sin(n'f/fs)/(1rf/fs) (6.9) 
and fs is the sampling rate. Unfortunately it is not just the attenuation of the signal due 
to 'filtering' that is important. Those spectral components above half the new sampling 
frequency will be aliassed down into the new spectrum and appear as noise. Figure 6.10 
illustrates these effects in the time domain. So, not only will some of the signal be lost, 
but alias sing will increase the noise. 
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Figure 6.10 The time domain effects of a low sampling rate. Points represent the integral of the signal 
between samples. In (a) a secretory episode which lasts less than 20s contributes a large amount of 
'signal' if the sampling interval is 20s, but only a small amount if the sampling interval is 5 minutes. In 
(b) the true signal is misrepresented by inadequate sampling, an effect which is known as aliassing. 
Ideally, one would like to sample very rapidly, and then low pass filter the signal at 
just above its highest frequency component to reduce the noise. In reality, the choice of a 
sampling strategy will always be a trade off between the extra information obtained and 
the cost to obtain it. The cost in materials will be proportional to the sampling rate, i.e. 
doubling the sampling rate doubles the cost. A measure of the information obtained as a 
function of sampling rate is vital to making the 'best' choice for a particular application. 
A good measure of the amount of signal is the area between the magnitude of the 
hormone spectrum and the magnitude of the noise spectrum (assay + aliassing), because 
this quantity is directly proportional to the size of the signal in the time domain. Using 
the notation in figure 6.9 this quantity is given by 
1o
f
•
2I2 If•1/ 2 S(fs2) = [S2(f) - N(f)]df - pos[S2(f) - N(f)]df 
 f.2/2 
(6.10) 
where fs! and fs2 are the original and new sampling frequencies respectively, and 'pos' 
indicates that only positive values are used. It is important to realize that while S(fs2) is 
the amount of' signal' recovered by sampling at fs2' it does not indicate how the pituitary 
responds to this signal. For instance, the pituitary may only respond to rapid changes in 
the signal. Alternatively, it may just respond to the average concentration of releasing 
factors. If this were the case, high frequency information would not be necessary to 
understand the operation of the pituitary, and it would be sensible to use either a slower 
sampling rate to reduce expense, or filtering to reduce noise. While the dynamic nature 
of hormone release is believed to convey important biochemical information, current 
understanding of what constitutes the most important part of the signal seems to be very 
limited. 
The amount of information contained in any region of an ACTH, AVP, CRR, or 
cortisol spectrum will be determined only with a much better understanding of the pitu-
itary than is presently available. However, the small value of the delay between ACTH 
secretagogue and ACTH release (see section 7.2) suggests that high frequency varia-
tions in ACTH secretagogue concentrations are very important signals to the pituitary. 
In addition, hormone concentrations obtained by portal sampling, which measures only 
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low frequency information, seem much more difficult to relate to one another than those 
obtained using PES [Alexander et ai., 1991; Engler et ai., 1989]. Another argument 
is that until the signal that the pituitary is responding to is known, then every effort 
should be made to obtain as much information about hormone dynamics as possible. 
Perhaps the strongest support for the information contained in high frequency hormone 
variations comes from the research described in section 7.5.3. This work would not be 
possible with sampling intervals of 2 minutes or longer. Thus it appears that measuring 
rapid variations in AVP, CRR and ACTH is necessary to understand ACTH regulation, 
and that S(fs2) is a good measure of the information recovered by sampling. 
The amount of signal recovered by sampling is plotted in figures 6.11-6.13 as a 
function of sampling rate, and as a ratio of the value when fs2 = fs1 . Curve A is of most 
interest and so the assay cost shown corresponds to this sampling strategy. Of particular 
note is the steepness of almost all curves at low sampling intervals showing: (a) the 
value of rapid sampling; and (b) that considerably more information can be obtained 
by sampling even more rapidly. Results from experiments Horse60 and Horse73 are 
presumably more applicable to the physiological situation, given that no major manip-
ulations of the adrenal axis took place in these experiments. The rapid decline in the 
curves for experiment Horse73 shows the importance of rapid sampling in this exper-
iment, due to the more rapid fluctuations in ACTH and AVP concentrations. Horse73 
is an exercise experiment and inspection of the data from other exercise experiments 
1.0 
S (fs2) IS (fsJ) 0.8 
0.6 
D 
-------~--0.4 
--------~--------~----.:..:..:..:..:.:..:.::.:~ .... -.. 
0.2 
---
0 l/fsl 100 200 300 
samplirtg interval (seconds) 
Figure 6.11 Relati ve ACTH signal as a function of the interval between samples (= 1 Ifd for experiment 
Horse60, determined using,(6.1O). The original sampling strategy is taken to provide unit signal. Curve 
A is the signal variation recovered, as a function of the sampling interval, when blood is collected over the 
whole sampling interval. Curve B is the same, but the experiment length is increased to provide the same 
total number of samples as the original experiment. Curve C shows the best result that can be acheived 
by ideal filtering [Haykin, 1983] and then sampling. Curve D is the same as A, but for the entire signal, 
not just the signal variation, i.e. it includes the d.c. term in the spectrum. Curve E is also the same as 
A, but the time over which blood is collected remains fixed, i.e. 20s, in this case, while the sampling 
interval varies. Negative values correspond to a sampling strategy which provides no useful information. 
The relative material cost of performing experiments corresponding to curve A is also given. Note that 
the experiment cost corresponding to curve B is independent of sampling rate. 
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Figure 6.12 Relative AVP signal as a function of the interval between samples for experiment Horse60. 
The curve labels are explained in figure 6.11. 
1.0 
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Figure 6.13 Relative ACTH, AVP and CRH signals as a function of the interval between samples for 
experiments Horse73 and Horse89. These curves, apart from the cost function, correspond to curve A in 
figures 6.11 and 6.12, and are shown here for comparison with these figures. 
also suggests that hormone concentrations vary more rapidly during exercise, although 
lack of contiguous samples prevents a formal analysis. This is equivalent to saying 
that hormone pulses occur more frequently, but be careful to avoid the idea that pulse 
frequency has increased. The slower decline of signal, with increased sampling interval, 
for experiment Horse89 is due to the large, but broad, hormone peaks that occur as a 
result of metapyrone administration. 
In the light of the results in figures 6.11-6.13 it is appropriate to make some recom-
mendations for a sampling strategy. ACTH and AVP need to be sampled as rapidly as 
economically possible, since the amount of signal r~covered decreases rapidly as the 
sampling interval is increased. It is apparent, from the slope of the AVP and ACTH 
curves when fs2 = fSl' that significantly more signal could be recorded by a relatively 
small decrease in sampling interval, and one might consider this justification for de-
creasing the sampling interval. However, the cost function is also very steep in this 
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Figure 6.14 Relative assay cost to recover a given amount of signal, i.e. the higher the curve the greater 
the cost of recovering the signal. Curves shown are derived from those labelled A in figures 6.11 and 6.12, 
those for experiment Horse73 in figure 6.13, and the relative experimental cost shown in figures 6.11 and 
6.13. 
region, and hence, the relative cost is generally rising as the sampling interval decreases. 
Figure 6.14 illustrates the diminishing return when an attempt to recover more signal by 
sampling more quickly is made. It is important to note the small overall variation in rela-
tive cost for hormones from experiment Horse73, and in particular, the decrease around 
the 308 sampling interval, which suggests that rapid sampling is actually "value for 
money" in exercise experiments. This result argues for a decrease in sampling interval 
for exercise experiments. Apart from the burden of increased actual cost it is also vital 
to assess whether the increased signal recovered (and this analysis certainly indicates 
that there is more to be recovered) by more rapid sampling is the best way to investigate 
ACTH regulation. Given the lack of sophistication of current data analysis, it seems that 
experimental money is best spread around a greater number of experiments, and that 
what is now most urgently required is a concerted effort to develop more sophisticated 
techniques for interpreting data sampled at 30s intervals (see also section 7.1). So, in 
conclusion, the increased expense of faster sampling does not appear to be justified, yet! 
Special circumstances apply for sampling CRH since the signal does not decrease 
rapidly with increasing sampling interval (see figure 6.13), and a large volume of plasma 
is required for the extracted assay. Figure 6.15 attempts to illustrate the signal recov-
ered by some sampling strategies for the CRH concentrations measured in experiment 
Horse89. It suggests that considerable advantage can be gained from filtering the rapidly 
sampled CRH data and that this is the best way to maximize CRH signal in experiment 
Horse89 (Le. curve B is above A, C and D). Furthermore, the unfiltered data is also 
available to determine the timing of associated CRH and ACTH concentration changes. 
It is also important to determine how CRH signal varies when CRH concentrations 
are physiological, Le. <lpmol/l. Since sufficient contiguous samples of physiological 
CRH levels were unavailable, the CRH data from experiment Horse89 was used, but the 
assay error was assumed to vary in the same way as it would if the CRH concentration 
was <1 pmol/l. Due to the shape of the standard curve in this re gion, extracting twice the 
plasma approximately halves the assay noise. Curve E in figure 6.15 shows the signal 
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Figure 6.15 Relati ve CRH signal as a function of the interval between samples for experiment Horse89. 
Curve A corresponds to Curve A in figure 6.11. Curve B shows the maximum signal content obtainable 
with ideal filtering of the original signal. Curve C indicates the effect of performing assays in duplicate 
once there is enough plasma. Curve D is an attempt to estimate the effect of combining the original 
samples, extracting, then assaying in singlicate. The reason that it is lower than curve A is that COVassay 
for this data (see table 6.1) is above the optimum point on the standard curve, hence the error rises with 
increasing concentration. Curve E, for comparison, corresponds to curve D, but used a simulation to 
determine S(fs2) for the situation where CRH concentrations are near the detection limit of the assay. 
recovered. It indicates that when CRH concentrations are physiological it is better to 
sample at 60s intervals rather than 30s intervals .. The reason is that the signal-to-noise 
advantage gained by extracting twice the plasma outweighs the loss of signal due to 
slower sampling. Note that at sampling intervals above 60s the loss of signal with 
slower sampling becomes more important. 
In summary, when physiological CRH concentrations are expected, some initial 
samples should be taken to determine an approximate CRH level, and if this level is 
low, adjacent samples should be pooled for assay in singlicate. However, the decision 
to use sample pooling for the CRH assay, when physiological CRH concentrations are 
expected, should not be taken lightly. While rapid sampling, followed by filtering will 
always give near-optimum signal improvement, sample pooling will dramatically reduce 
the signal recovered if CRH levels are high (see curve D in figure 6.15). Thus if any 
adrenal axis manipulations are planned, CRH should be sampled as rapidly as AVP and 
ACTH. 
In the above analysis no attempt has been made to account for biological noise, 
which is noise that occurs in addition to assay noise. This is because there is not enough 
information on this type of noise to allow its effects to be usefully incorporated into 
a quantitative analysis. Certainly, the effects of biological noise will be reduced by 
any filtering, i.e. curve B in figure 6.15 will move up. It is difficult to say much 
more than that. Rapid sampling may tend to increase biological noise because of the 
increased strain on experimenters and experimental equipment. Slow sampling will 
increase its contribution to aliassing. These effects can be expected to cancel to some 
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extent. Since biological noise appears to be much less of a problem with PES than assay 
noise, combined with an expected cancellation effect, it seems unlikely to have much 
influence on the results in figures 6.11-6.l5. 
Finally, it is important to appreciate that the results in figures 6.11-6.15 apply equally 
well for all in vivo ACTH, AVP and CRH measurement. They therefore provide an upper 
limit on the signal that can be recovered by portal sampling or peripheral sampling with 
deconvolution, relative to that recovered by PES. 
6.3.5 Blood flow effects 
The cavernous sinuses and the ICS link dorsal and ventral, right and left, large low-
pressure venous circuits (see figure 6.1). It is therefore possible that the volume and 
direction of blood flow past the ICS cannula might be affected by sporadic events such as 
changes in head position and chewing, which intermittently compresses the deep facial 
vein. Such alterations in blood flow would cause changes in hormone concentrations 
at the cannula tip. Simultaneous changes in supposedly unrelated hormones have been 
observed in PES data, so it is important to know the effect, if any, that blood flow 
variations might have on the data. Visual inspection of hormone patterns indicates 
that there is no consistent relationship with either eating or head position [Irvine and 
Alexander, 1987]. Chewing is unlikely to have an effect since a 308 sample averages 
over many chewing motions and, although a low head position causes swelling of the 
facial veins, the head is generally raised during sampling. Furthermore, concentration 
changes in hormones are sometimes very large and generally asynchronous, showing 
that blood flow variations are not solely responsible for the pulses observed. 
Measured hormone concentrations can be described by 
blood from the head 
blood from the pituitary 
(~ + Cj~ [Frcs - Fpit]) / Frcs 
~ ~/ Frcs gIven Cj~ ~ C;i 
c~ 
cannula 
........................ 
........................ 
............................ 
ICS vein 
/ 
(6.11) 
(6.12) 
Figure 6.16 Blood flow in the IeS in the area around the cannula tip. C is a concentration, F is a blood 
flow and X is the honnone in question. 
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Figure 6.17 The possible variation in the ratio Grcs / Gpit as a result of changes in blood flow in the ICS. 
Curve A shows the maximum variation possible, given that all of the variation in ICS blood flow occurs 
in the blood from the head (Frcs - Fpit). Curve B shows that if blood flow changes occur equally in both 
flows entering the ICS, then ICS hormone concentration variations are identical (relatively) to those in 
the pituitary. Curve C is the likel y effect of blood flow variations, given that variations are likely to affect 
the lower pressure Fpit more than the flow from the head. Curve D show the maximum variation possible, 
given that all the variation occurs in Fpit. 
so blood flow variations may be erronously interpreted as changes in secretion. The 
notation used in (6.11) is explained in figure 6.16, with ~t being the rate of secretion 
of hormone X by the pituitary or hypothalamus. 
Equation (6.12) can also be written as 
(6.13) 
Note that Cpt and ~t are the quantities of most interest for hypothalamic and pituitary 
derived hormones respectively. For a good cannulation, measurements indicate that 
[Irvine and Alexander, 1987] 
Fpit ~ 0.75Frcs (6.14) 
If (6.14) holds during changes in blood flow, then (6.13) means that the variations 
measured by PES are also occurring at the corticotropes. Otherwise, figure 6.17 indicates 
the range of possible variation in the ratio Crcs / Cpit. The most likely dependence of 
Crcs / Cpit on Frcs is, from curve C in figure 6.17, 
percentage [dCrcs/CPit] ~ 0.15 at relative PIcs = 1.0 (6.15) 
dPIcs 
which shows that reasonable changes in blood flow do not actually affect interpretation 
of adenohypophysial hormone concentrations very much. Interpretation of secretion 
rates is not so accurate with 
percentage [ d~t] = 1.0 at relative Frcs = 1.0 dFrcs (6.16) 
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The above analysis is simplistic in that it neglects the blood flow dependent rela-
tionship between CpIt and the concentration of X in the adenohypophysis. Too little is 
known about hypothalamic/pituitary vasculature to sensibly include such a relationship 
into (6.11). What the above analysis does show is that interpretation of adenohy-
pophysial hormone concentrations is likely to be substantially less affected by blood 
flow variations than interpretation of hypothalamic or pituitary secretion rates. 
Determining the size of blood flow variations is difficult because many of the hor-
mones measured are inter-dependent, and so relationships between hormones may be 
the result of blood flow variations, or the physiological influence of one hormone on 
another. One way to distinguish these two sources of synchronicity in the data is the 
delay between concentrations changes. There will be no delay between changes caused 
by blood flow variation, while there may be a delay, depending on sampling rate, if one 
hormone is influencing the other (see section 7.2). 
Two measures of blood flow have been used to investigate the size of possible 
blood flow variations. The first of these, referred to as method A, recognises that blood 
flow variations will cause the same relative changes in all hormone concentrations, 
and so examines the correlation of relative hormone concentration changes. Relative 
concentration changes are given by 
Ax = (Cx - C-X1)/(Cx1 a), (6.17) 
where { 
0 for min( Cx ) 2: 0.5 
a = 0.5 - min( Cx ) for min( Cx ) < 0.5 
In (6.17) Cx is the concentration of hormone X, the superscript -1 means a delay of one 
sample, a is a constant (for any particular hormone) which prevents excessive values of 
Ax for small values of Cx and min(x) is the minimum value of x. 
6 Ax 2 
pmol/l 
4 :::} Ax == Ay 
2 Cy ___ - - -x Ay = 2 
----)E-----
OL-----~--------------~------_ 
n n+l 
sample 
Figure 6.18 Illustrationofthe transformation described by (6.17). 
The effectiveness of (6.17) is illustrated in figure 6.18, where the blood flow is 
assumed to halve from sample n to sample n+L From (6.11), if Fres halves, then the 
concentrations of hormones X and Y will double, all other variables remaining equal. 
In this situation, although Cx increases by 3pmol/1 and Cy only increases by Ipmol/l, 
the measure of relative concentration change is 2 in both cases, i.e. Ax = Ay . The 
correlation (rA) between relative concentration changes (Ax and Ay) is therefore able 
to emphasise the effects of any blood flow variation in the two series. Results obtained 
using this method are given a subscript A. 
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Other comparisons of relative concentration changes, such as 
2:(Ax - Ay)/N (6.18) 
where N is the number of samples, were also investigated. However, (6.18) was found 
to be too non-linear a measure of the relationship between X and Y to be statistically 
useful. In contrast, correlation is a fairly linear measure of relationship when deviations 
are small. 
A second method, called method B, uses the fact that 308 sampling of hormones 
produces spectra with only small amounts of energy at high frequencies (i.e. almost all 
hormone peaks are defined by more than one point), so crosscorrelations between such 
hormones will vary slowly. Noise on the data will always be present, but its effect is 
reduced by the crosscorrelation and is well defined statistically. Blood flow variations 
will appear as a peak in crosscorrelation at zero lag, but have only random effects at 
other lags. Consequently, a measure of such variations is the deviation of the zero lag 
crosscorrelation from the smooth curve which is constructed by fitting a spline to all 
points except the one at zero lag. Although this method is somewhat ad hoc, it provides 
additional support for the more rigorous results obtained using method A. 
Ti o ft,f Ti 
a) b) c) 
Figure 6.19 Detennination of blood flow significance. (a) is the correlation distribution, assuming assay 
noise and that the two honnones are unrelated, or that they don't change synchronously i.e. f = O. It is 
calculated by setting COVbf = 0 in (6.19). Tobs is the correlation between relative variations in honnone 
concentration, for method A, and the difference between a smooth curve and zero lag crosscorrelation, for 
method B. (b) illustrates the distribution in correlation which results from an artificial blood flow variation 
with COVbf = A. It is calculated by setting the assay noise nx and ny to zero in (6.19). (c) is the sum 
of (a) and (b), and is calculated using (6.19). The shaded region indicates the probability that Tobs could 
occur, given COVbf = A, and the assumptions stated in the text. 
The assumptions in method A are that the two hormones are either independent or 
that, on average, changes in the two hormones do not occur synchronously. While these 
assumptions are violated by many of the hormone pairs (ACTH and AVP in particular), 
which will result in unrealistically high estimates for average blood flow COY.J.£ll¥ hf), 
they may be approximately true for others, e.g. AVP and CRR or PROL. It is these 
hormone pairs which provide the limits on COVbf • ThwraS=.§~p~~OO~~ is 
that the crosscorrelation function is smooth in the region around zero lag. Such gross 
assumptions are unavoidable because too little is known about the relationships between 
the measured hormones to do anything more rigorous. Both methods also assume that 
variations in blood flow are normally distributed. 
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Figure 6.19 illustrates the determination of upper limits on COVbf. The distributions 
shown apply to methods A and B, and are determined from simulation of 
ex i 
7'i = f( cov + nx) 1 + __ bf "", 
100 ~ 
for 1, ... , 105 (6.19) 
where 09 means crosscorrelation, ""i are normally distributed, zero mean, random se-
quences with unit standard deviation, n ~ and n~ are assay noise sequences, calculated 
using (6.3), and associated with hormones X and Y, while 
f(x) {
(x - X-I) / ( X -1 + a) for method A 
x for method B 
as in (6.17). This simulation is designed to reflect the in vivo situation as well as 
possible. Since the correlation between hormones X and Y (say) is independent of that 
A where P(COVbf ~ A) < 0.05 
! Experiment A AA A=AB A = AA or AB 
I 
Horse60 10% 5% 5% 
Horse79 1% 2% 1% 
Horse89 5% 8% 5% 
Table 6.2 Upper limits on COVbf, determined using methods A and B. The A values for experiment 
Horse79 are artificially low because some of the concentration changes in this experiment resulted from 
hormone administration. 
• Experiment ~O COVbf where ft,f = robs 
ACTH& AVP 0 8% 
Horse60 ACTH& PROL 0 11% 
AVP&PROL 0 7% 
ACTH&AVP 0 12% 
Horse79 ACTH&CRH 0 <0% 
CRH&AVP 0 <0% 
ACTH&AVP + <28% 
Horse89 ACTH&CRH + <21% 
CRH&AVP <0% 
Table 6.3 Further information on COVbf, determined using method A. The column labelled fA = 0 
indicates whether the observed correlation between relative variations in the two hormones could occur 
by chance, if they were unrelated. + therefore denotes that variations in the two hormones are related, 
at the 95% level. The last column is the COVbf which best predicts robs, using method A, but assuming 
that the hormones are unrelated. Where a relationship exists in the previous column, < signs have been 
inserted because blood flow variations are only required to explain part of robs. A negative value in three 
of the seven instances where fA = 0, is additional support for the average blood flow effect being small. 
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Figure 6.20 Effect of artificial blood flow variation on the crosscorrelation between the hormones 
measured in experiment Horse60. Curves are a result of simulation using (6.19) with I( x) = x. 95% 
significance limits are shown, and exceeded for two of the hormone pairs, indicating a relationship exists 
between these pairs. The customary occurrence of the maximum crosscorrelation at a non zero lag aids 
in the identification of possible blood flow effects, since it is visually easier to identify an assymetry than 
an increase in the maximum. 
between hormones Y and Z (say) [Blank, 1982], the probabilities from two different 
combinations of hormone pairs can be multiplied to get a tighter limit on COVbf for 
any particular experiment. That is, P(COVbf = A) is the product of whichever pair 
of P(COVbf A)XY, P(COVbf = A)YZ and P(COVbf A)XZ produces the smallest 
probability. The more expansive form of this probability is p(robs < T'i, given COVbf = 
A). This expression better illustrates that if COVbf equals the A values in table 6.2, 
then the correlation is greater than T'obs at least 95% of the time. A values in table 6.2 
were calculated by incrementing the value of COVbf in (6.19) until this was achieved. 
Further information on COVbf, determined using method A, is provided in table 6.3 and 
summarized in the accompanying caption. 
An additional check on the results afforded by methods A and B, referred to as 
method C, is provided by inspection of the effect of an artificial blood flow on the shape 
of the crosscorrelation between two hormones, as illustrated in figure 6.20. Method C 
is really a more interactive form of method B, and indicates that blood flow variations 
with average COVs of greater than 5% should have an obvious visual effect on the 
crosscorrelation between hormones. 
So, while there is not enough information about the relationships between different 
hormones to assess the actual value of any blood flow effect present in data, it is possible 
to put an upper limit on the average effect, for any given data set. In general this limit is 
less than 5%, based on results from methods A, Band C, which suggests that blood flow 
variations have a much smaller effect on the data than interrelationships between differ-
ent hormones, where they exist. In addition, while such variations influence apparent 
hormone secretion rates, they have less effect on the interpretation of adenohypophysial 
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hormone concentrations. The size of this effect can be estimated by combining the 
5% limit on COVbf with (6.15) to show that, on average, blood flow variations may 
cause less than a 1 % COY in interpretation of adenohypophysial hormone concentra-
tions. Thus PES appears to accurately measure AVP, CRH and ACrn concentrations at 
corticotropes. 
CHAPTER 7 
Analysis of ACTH Regulation 
The research described in this chapter is an analysis and interpretation of how pituitary 
concentrations of AVP, CRR and cortisol affect ACTH secretion. Section 7.1 exam-
ines the methods which are used in this thesis to investigate the relationships between 
hormones in PES data and presents some preliminary results. Section 7.2 examines 
evidence for a delay between presentation of AVP or CRR and ACTH release, and what 
this may indicate about ACTH secretion. In section 7.3 an existing model of ACTH 
secretion is introduced and tested using PES data. To complete the background for 
a more appropriate model, section 7.4 outlines the major experimental results that a 
successful model should be able to duplicate. Section 7.5 then proposes a model, based 
on the results of sections 7.1-7.4, and examines what this model can reveal about ACTH 
regUlation. 
7.1 Investigating ACTH Regulation 
It is apparent that different stressful stimuli evoke specific changes in the release of 
AVP, CRR, cortisol and other, presumably more minor ACTH regulators [Antoni, 1986; 
Canny et al., 1989; Engler et al., 1989; Gibbs, 1986; Whitnall, 1989]. These changes 
constitute a complicated hypothalamic signal, possibly containing both amplitude and 
frequency coded information, which appears to be decoded by corticotropes, before 
initiating whatever response is appropriate for the initial stimuli. Consequently, a sim-
ple eyeballing approach to analysing relationships between hormones is not entirely 
satisfactory, and considerable additional information can be gained by using the tech-
niques in this section. Crosscorrelation is the first of these techniques, followed by pulse 
analysis in section 7.1.2. Results from section 7.1.2 are extended in section 7.2, while 
introductory comments on modeling in section 7.1.3 foreshadow the modeling based 
analysis of ACTH regulation contained in sections 7.3-7.5. 
7.1.1 Crosscorrelation 
Objectivity is essential for any accurate statistical analysis and correlation is the 
simplest objective method for investigating the relationship between two time series. 
On a cautionary note, crosscorrelation is best used only in conjuction with other analyses 
because, although it indicates the presence of a relationship, in its basic form it is unable 
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Figure 7.1 Crosscorrelations (0) of AVP, CRH and ACTH, along with relative variations determined 
using (6.17), all from experiment Horse89. 95% confidence limits shown apply to crosscorrelations 
involving CRH. For AVP0ACTH 95% significance at zero lag is when 11'1 > 0.14, A positive lag for 
X 0 Y means that Y follows X. 
to reveal much about the form of this relationship. Consequently, using crosscorre-
lation to provide additional support for established relationships between ACTH and 
its regulators, is likely to be less informative than results from other techniques (e.g. 
modeling) which seek to determine what the relationships are. Crosscorrelation may 
also be heavily influenced by trends, like circadian rhythms, or outside factors, which 
are not of interest or not appreciated. An example is shown in figure 7.1 where AVP and 
CRR are extremely well correlated (1'=0.93 at zero lag). This observation, on its own, 
supports the suggested physiological role for colocalization of CRR and AVP in gran-
ules in the median eminence, particularly since colocalization should be enhanced by the 
low cortisol levels in this experiment [Whitnall, 1989]. However, further investigation 
using correlation of relative variations in AVP and CRR shows that the two hormones 
are not varying synchronously (1' = -0.08 at zero lag), as they would if released from 
the same granules. This second observation virtually disproves a physiological role for 
colocalization in experiment Horse89. 
Once correlation has been used to establish whether there is a relationship, it may 
not be obvious how to proceed with this approach. Additional information can be 
gained by using crosscorrelation to determine the effects of different transforms on the 
data, e.g. relative variation or filtering, and this is demonstrated in figures 7.1 and 
7.2. In figure 7.1 the magnitude of the crosscorrelation indicates the tight coupling 
between all three hormones in this experiment, while significant correlation between 
relative concentration changes supports the idea that individual pulses of AVP and 
CRR cause pulses of ACTH without delay. The increased correlation between relative 
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Figure 7.2 Cross correlation (@) of AVP and ACTH, along with ideal low pass filtered versions 
(f" 0.15f .. where fo is the cutoff frequency and f. is the sampling frequency), 'and relative varia-
tions detennined using (6.17), all from experiment Horse60. 95% confidence limits shown apply to the 
crosscorrelation of relative pre-insulin AVP and ACTH. For AVP@ACTH 95% significance at zero lag is 
when 11'1 > 0.16, and for crosscorrelation ofielative post-insulin AVP and ACTH, when 11'1 > 0.23. 
loglO(AVP) and ACTH suggests a non-linear relationship between ACTH and the very 
high concentrations of AVP which result from rrietapyrone administration. In figure 7.2 
the increased correlation, when the two hormones are low pass filtered, indicates that 
the relationship between them is closer over a period of minutes than over the sampling 
interval of 208. However, a significant correlation between the relative concentration 
changes in the two hormones, over the period before insulin administration, supports 
the hypothesis that individual pulses of AVP normally drive pulses of ACTH. The 
disappearance of this relationship after insulin administration bears on the discussion in 
section 6.3.1. It suggests that when AVP is released in an antidiuretic role, PES may 
be less accurate at measuring the variations in AVP that the corticotropes are exposed 
to. Note that a significant correlation between AVP and ACTH still exists (r' = 0.22 
[r = 0.42 before insulin] at zero lag, not shown), even after insulin administration. 
Correlation results for the entire set of rapidly sampled adrenal axis PES experi-
ments with satisfactory assay replication are summarized in table 7.1. The error in 
CRH columns is typically larger than for AVP columns 'since not all samples are usu-
ally assayed for CRH. AVP is significantly correlated with ACTH in all but one CRH 
administration experiment, and relative changes in the two hormones are also signifi-
cantly correlated in 75% of experiments, showing the close relationship between AVP 
and ACTH. Conversely, the relationship between CRH and ACTH is not nearly as pro-
nounced, or evident in such a variety of experimental situations, although it is highly 
significant in all of the recent metapyrone experiments. These results support other 
recent observations [Alexander et at., 1991; Alexander et at., 1988]. 
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Horse experiment type AVP0ACTH CRH0ACTH AVPA o ACTHA CRHA o ACTHA 
60 insulin .38+ noCRH .11 noCRH 
62 basal ! .41 + ! -.57- .00 -.03 
63 CRH administration ! .00 .76+ .00 .32+@40s 
69 exercise .46+ .38+ .24+ .01 
71 metapyrone .72+ -.35- .41 + .05 
72 exercise .55+ .17 .28+ -.11 
73 basal .66+ 0 .83+ .10 
74 basal .73+ .42+ .07 .06 
75 exercise .40+ -.14 .33+ .22 
77 exercise .68+ -.21 .62+ -.09 
79 AVP/CRH admin. .43+ .43+ .18+@30s .19+@90s 
80 AVP/CRH admin. .29+ -.26 .12 .01 
83 AVP/CRH admin. .28+ .40+ .48+ .07 
84 metapyrone .74+ .38+ .47+ 0.0 
85 AVP/CRH admin. .57+ .22 .38+ -.17 
89 metapyrone .94+ .95+ .29+ .31+ 
90 AVP/CRH admin. .28+ .23 .22+ 0.0 
! 92 AVP/CRH admin. .48+ .48+ .13+ .03 
93 metapyrone .86+ .40+ .48+ .07 
95 metapyrone .86+ .55+ .14+@30s .16 
95%+ 40%+ ,+ 15% (NS) 
Table 7.1 Correlation between ACTH and AVP or CRR. A subscript 'AZ means that the hormone 
concentration has been transformed by (6.17), to emphasize relative variation. Lags of up to l50s were 
considered with the relative correlation, since in some situations delays were apparent. These are denoted 
by an @, followed by the delay at which the correlation occurred. Positive (negative) significance at 
the 95% level is denoted by a + (-) superscript, while NS means not significant. Where a substance is 
listed under experimental type it was administered to the horse during the experiment. Insulin stimulates 
AVP release (see section 5.2.2), while metapyrone blocks the final stage in cortisol synthesis [Little et 
at., 1958J. More details on some of these experiments have been given in section 6.3.2. 
7.1.2 Pulse analysis 
Traditional methods of crosscorrelation analysis are not adequate for quantifying the 
linkage between concentration changes in different hormones or for determining details 
about hormone secretion. In an attempt to provide this information it is desirable to 
identify, relate and characterize hormone pulses. A large number of pulse identification 
algorithms are available to assist with these three tasks, and are widely used to interpret 
serial hormone measurements in terms of pulse frequency and amplitude, and mean 
peak and trough levels [Kushler and Brown, 1991; Royston, 1989; Urban etal., 1988a; 
Urban et al., 1988b]. 
Since hormone pulses are considered by most Endocrinologists to be fundamental 
in characterizing hormone signals, the endocrinology community has put an enormous 
amount of effort into developing objective pulse identification algorithms. The difficulty 
7.1 INVESTIGATING ACTH REGULATION 119 
of this task is indicated by the fact that there is no one 'standard' pulse identification 
algorithm. While all pulse identification methods can produce sensible results, they may 
break. down in special cases, and all have one or more parameters which are more or 
less arbitrarily determined. This means that, while they attempt to be objective, pulse 
identification programs can be configured to 'find' whatever pulses are desired (although 
this may be a useful attribute). Furthermore, it is assumed that pulses found by pulse 
identification algorithms reflect, to a useful degree, actual pituitary secretion. 
This assumption has been tested in vivo by Urban et al. [1989] & [1991] who 
concluded that positive accuracies (likelihood of detecting a real pulse) of >85% can be 
achieved by the Cluster algorithm [Veldhuis and Johnson, 1986] with reasonable false 
negative errors « 15%). In assessing the validity of this conclusion it is worth considering 
that Urban et al. [1991] used only instances where hypothalamic electrical activity was 
obviously followed by FSH release. This forced them to discard much of their data. In 
addition, Urban et al. [1989] commented that peripheral LH pulses follow medial basal 
hypothalamic electrical activity with a delay of 2-3 minutes. Since they then considered 
a 60 minute wide window of allowable delay in matching real and detected pulses, good 
positive accuracy could be expected even if there was no relationship. When only a 
15 minute window is considered the average positive accuracy falls to 59%, with range 
17-83% (calculated using their data). Finally, when pulse detection methods are used, 
increased false negative errors mean that 5 and 10 minute sampling is not necessarily 
more informative than 20 minute sampling [Genazzani and Rodbard, 1991; Urban et 
at., 1991]. Significant concentration variations in PES reproductive axis data occurring 
over 308 intervals [Irvine, personal communication] (see also section 6.3.4) therefore 
suggest that: (a) peripherally detected pulses may not accurately represent pituitary 
secretion; and (b) that some form of data smoothing before pulse detection would be 
helpfuL 
Thus, it should be recognised that pulse identification algorithms currently lend a 
somewhat false air of objectivity to an analysis, although there is no disputing that 
pulses must be found objectively or the whole analysis is flawed. Another problem, for 
the purposes of this thesis, is that many of the 'better' pulse identification algorithms 
achieve advantage by assuming that the pulse rises rapidly and decays exponentially. 
This model is appropriate for peripheral hormone measurements, but does not apply in 
vitro or for PES, the two experimental methods which provide the data analysed in this 
chapter. 
PES has revealed the complexity of hypothalamic and pituitary adrenal axis hormone 
secretion. Patterns are neither rhythmic nor regular, showing that the adrenal axis lacks a 
strict' timekeeper' as some groups believe exists for the reproductive axis [Knobil, 1981]. 
In this context, it is interesting (but certainly not surprising!) that Carnes et al. [1991] 
found that visual inspection of rapidly sampled peripheral rat ACTH suggested it has a 
more complicated repetitive nature than is revealed by pulse identification algorithms. 
The irregUlarity of secretion means that conventional methods for analysing hormone 
secretion (Le. pulse identification, followed by calculation of pulse frequency) represent 
an oversimplification of secretory behaviour, and that an approach which uses the entire 
secretory pattern (e.g. modeling) is likely to be more useful. In addition, relating pulses 
in different hormones uses no information about the size or shape of these pulses, both 
of which are likely to be important signals [Guardabasso et al., 1991]. 
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Despite the above mentioned shortcomings of pulse analysis, relating pulses is 
certainly more quantitative than correlation type analyses, and can provide some useful 
information about relationships between hormones. Therefore, all ACTH, AVP and 
CRR pulses in PES experiments with sampling intervals of one minute or less were 
identified and related to one another. The results are displayed in table 7.2. 
Given previous comments, pulses were identified by inspection, with regard to the 
standard statistical principles on which the more reputable pulse identification algorithms 
are based, this being considered adequate for the subsequent analysis. The significance 
of a change in hormone concentration was dependent on: 
i. the size of the change in concentration, 
11. the assay error at the concentrations involved and 
111. the square root of the number of samples involved. 
i Horse I N,amp I NACTH I ACTH-AVP I ACTH-AVP/CRH I AVPf>ACTH I AVP/CRHf>ACTH • 
! 60 300 
':=HH ;::87% 7% ;:::;7% • 62 124 100% HH 17% 63 64 100% 0% 
69 84 5 80% 100% 20% 20% 
71 418 28 96% ;::96% 27% ;:::;27% 
72 61 6 83% 100% 0% 12% 
73 109 26 100% 100% 13% ;:::;13% 
74 238 20 95% 95% 14% 17% 
75 42 8 75% 88% 14% 12% 
77 38 4 100% 100% 20% 20% 
79 226 13 92% 100% 43% 41% 
80 230 11 100% 100% 56% 56% 
83 278 11 63% ;::73% 47% ;:::;53% 
84 96 13 69% ;::77% 31% ;:::;29% 
85 226 16 81% ;::81% 7% ;:::;28% 
89 460 52 81% 90% 7% 10% 
90 222 27 96% ;::96% 24% ;:::;24% 
92 246 27 74% ;::85% 5% ;:::;4% 
93 477 34 65% ;::71% 12% ;:::;11% 
95 472 49 80% 94% 22% 19% 
20 I 4411 I 392 I 84.2% ;::91.7% 18.4% ;:::;21% 
Table 7.2 Approximate quantitative relationships between honnones in rapid sampling adrenal axis 
experiments. Nsamp is the number of samples in each experiment, NACTH is the number of ACTH 
pulses found in each experiment, AVP/CRR means AVP and/or CRR, and -+ indicates relationship, i.e. 
ACTH.--AVP is the percentage of ACTH pulses related to an AVP pulse, while AVPf+ACTH is the 
percentage of AVP pulses not related to an ACTH pulse. The last row contains column averages or 
totals as appropriate. The percentages listed indicate that AVP and CRR may be able to explain the great 
majority of ACTH events. 
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Objectivity was carefully considered at all times, and the entire pulse identification 
procedure was repeated to ensure consistency (or at least consistent subjectivity). 
Having identified pulses in the data it is then important to use a consistent and 
physically meaningful method for relating pulses of AVP or CRH to pulses of ACTH. 
The delay between pulses was initially required to be in the range -1 sample to + 1508. 
This range was used because assay noise might have caused the onset, or peak, of 
an ACTH pulse to preceed that of the secretagogue causing it by 1 sample, while the 
maximum delay apparent in any AVP/CRH bolus administration experiment is 1508. It 
is perhaps more important to be clear about how the value of the delay was determined 
since, with 308 sampling, pulses are defined by multiple samples. One must therefore 
make assumptions about which feature of the AVP or CRH pulse is the signal, and which 
feature of the ACTH pulse is the response. The features used were the steepest or most 
rapidly varying of 
1. the transition from basal secretion to the leading edge of the two pulses, 
2. the peaks of the two pulses, or 
3. the steepest sections of the leading edges of the two pulses. 
Pulse parameters are listed above in order of preference, since presumably the leading 
edge is a more important signal than the peak, particularly for AVP [Watanabe and 
Orth, 1987]. The delay between pulses is then the delay between their most temporally 
defined aspects as illustrated in figure. 7.3, where labels correspond to those used in the 
above list. Obviously, each pulse in hormone X, say, can be related to only one pulse in 
hormone Y. 
The number of pulses found depends on the pulse parameters emphasized and the 
level of significance required. For this reason, pulse identification using different 
methods will always 'find' different numbers of pulses. In contrast, the percentages of 
related pulses listed in table 7.2 will not vary to the same extent, since adjusting pulse 
identification parameters to find more ACTH pulses, say, should also find more AVP 
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Figure 7.3 Illustration of the delay between pulses in honnone X, say (solid line), and honnone Y 
(dashed line). 
122 CHAPTER 7 ANALYSIS OF ACTH REGULATION 
ACTH +- AVP/CRH AVP/CRH f+ ACTH 
100% -HI+ ++ 
+ ~ 100% 
+ ++ 
++ 
% ++ % 
+ + 
50% 50% :j: 
+ 
++ 
.t 
++ + + 
++ + + + 
++ 
0 4 16 36 0 4 16 36 
NACJ1l NACTIf 
a) b) 
Figure 7.4 Relationships between ACTH, and AVP and CRH pulses. (a) shows the percentage of ACTH 
pulses which were related to an AVP or CRH pulse. (b) shows the percentage of AVP and CRH pulses 
which were not related to an ACTH pulse. See table 7.2 for label definitions. 
and CRH pulses, although just how many would be difficult to predict. The values in 
table 7.2 can therefore be regarded as an accurate measure of the relationships between 
pulses, given the band of allowable delays. Some of these values are also plotted in 
figure 7.4, which perhaps more clearly illustrates that AVP and CRH may be closely 
coupled with ACTH. The closeness of this coupling is an important issue and it is 
therefore essential to consider the effect of incomplete CRH measurement. 8% of all 
ACTH pulses were associated with CRH pulses in the absence of AVP pulses, but CRH 
was assayed for only 57% of total experimental time (less if actual sample numbers are 
used). It is therefore reasonable to predict that an extra 6% of ACTH pulses could have 
been related to CRH, if CRH had been assayed in all samples. This suggests that in 
20 experiments with 4411 total samples, 98% of ACTH pulses may be related to AVP 
and/or CRH pulses. Additional comments on this percentage follow the analysis of 
delay between AVP or CRH and ACTH in section 7.2. 
Comparison of the columns in table 7.2 also supports another of the findings of 
the previous subsection, that AVP and ACTH appear to be more closely related than 
CRH and ACTH, at least in the horse. 70% of ACTH pulses were associated with 
AVP pulses occurring without CRH pulses. However, only greater than 8% (probably 
::::;14%) were associated with CRH pulses occurring in the absence of AVP pulses. 
The uncertainty in the percentage arises because of the incomplete CRH data. A 
more complete comparison of AVP--+ACTH vs CRH--+ACTH based on relationships 
between pulses was not attempted because: (a) CRH is typically assayed for only part of 
an experiment (often less than 50%); (b) under physiological conditions CRH does not 
appear to be very pulsatile; and (c) the assay error at physiological CRH concentrations 
is quite large (see section 6.3.3). These factors would strongly bias such a comparison 
in favour of AVP as the more potent secretagogue. 
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7.1.3 Modeling 
There are complicated mechanisms behind the secretion of ACTH from corticotropes. 
The previous two subsections have indicated how crosscorrelation and pulse analysis 
might fail to uncover these. In addition, the basic mechanisms behind ACTH secretion 
are known, although their dynamics are in dispute, so what appears to be most urgently 
required is an analysis of the dynamics and interactions of different adrenal axis hor-
mones. Such investigations require thoughtful experimental design, increasingly precise 
experiments and probably more sophisticated data analysis than has been conducted to 
date. In this last context, modeling is likely to be more informative than more simplistic 
data analysis techniques like crosscorrelation and pulse identification. 
The foundation of a modeling approach is an accurate model of the mechanisms 
which are understood to be behind ACTH secretion. This model can then be used, in 
conjunction with experimental data, to: (a) investigate how well ACTH secretion is 
actually understood, which is assessed by how well the model 'explains' the data; (b) 
investigate additional mechanisms or relationships, which, when included in the model, 
result in a better fit to the data; and (c) plan new experiments to test hypotheses suggested 
by (b). In this way the entire data set is used, rather than just one aspect of it, and there 
is greater sensitivity to the more subtle mechanisms behind ACTH secretion, which is 
perhaps the area where the greatest advances are still to be made. 
Section 7.3 initiates such an investigation by applying a model, which has already 
been proposed, to PES data. 
7.2 Delay 
In addition to determining the magnitude of the ACTH response to a particular sequence 
of secretagogue concentrations, a model must also predict the delay by which the 
response follows the secretagogues, henceforth referred to as TD . It appears that no 
attempt has been made to analyse the length of this delay, the cause of it, or even if it 
exists. This may be because in vitro the length of this delay is less than the temporal 
resolution of most perifusion syste~s and, hence, it could be regarded as insignificant. 
However, an investigation seems important because some in vivo AVP and CRR bolus 
administration experiments suggest that the delay may be much larger in vivo. Such an 
investigation may also shed light on mechanisms behind ACTH secretion. 
7.2.1 Delay in in vitro data 
To avoid the effects of a whole host of non-specific influences and unmeasured factors, 
the simplest place to look for delay is in in vitro data, although there is only one source 
of in vitro data with sufficient temporal resolution to show a delay [Watanabe and 
Orth, 1987; Watanabe et al., 1989]. The method used to determine delays is described 
in section 7.1.2,. since in hormone data it is only feasible to determine delays between 
pulses. Timing information obtained by comparing, in whatever way, two low hormone 
concentrations is too sensitive to noise. 
Figure 7.5 shows the results from relating pulses of A VP and CRH in the in vitro 
data of Watanabe and Orth [1987] to ACTH pulses in the same data. Observe that there 
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Figure 7.5 The delay between AVP or CRR administration and ACTH release in the perifusion system 
of Watanabe and Orth [1987]. Maximum uncertainty in the position of a plotted point is indicated by the 
surrounding ellipse which was determined by inspection. 
were four CRH pulses and three AVP pulses. Since the data has virtual step changes in 
AVP and CRH concentrations occurring in the absence of other changes, this is clearly 
a stimulus-response relationship. Figure 7.5 therefore indicates that a delay exists, and 
also suggests that its value varies inversely with the ACTH response. 
7.2.2 Mechanisms behind delay 
The apparent in vitro relationship between ACTH response and delay (see figure 7.5) 
may arise because the rate limiting step for ACTH release involves the conversion of 
intracellular substance B to intracellular substance G. This can be represented as 
AVP or CRH ... ---+ B G ---+ ... ACTH (7.1) 
from which it can be immediately appreciated that the rate of ACTH release (RAcm) 
is proportional to the concentration of B (CB)' This gives the desired relationship for 
delay, namely 
1 
TDex -CB 
Alternatively, the rate limiting step might be catalysed by substance E, i.e. 
AVP or CRH ... ---+ B G ---+ .. , ACTH 
::::} RACrH ex f(CE) 
1 
::::} TD ex f(CE) 
(7.2) 
where f(·) represents the (usually non-linear) relationship between the concentration of 
E and the rate of ACTH release. The actual rate limiting step in the release of ACTH 
may, of course, be more complicated. Diffusion may also play a part in the delay, 
although diffusion times over cellular distances are usually negligible [Florey, 1966]. 
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Therefore, if further evidence supports the type of response/delay relationship suggested 
by figure 7.5, such a relationship is most likely to be due to a process similar to (7.1) or 
(7.2). 
7.2.3 Can PES measure a delay in vivo? 
The delay between ACTH and AVP or CRH in vitro (see figure 7.5) suggests that 
PES, with a sampling interval of 308, may have insufficient temporal resolution to 
estimate delay accurately. However, in some AVP and CRR administration experiments 
(see figure 6.2) the delay appears to be of the order of 1-2 minutes. This discrepancy is 
cause for concern when one aims to construct a model of ACTH regulation, based on 
both in vitro and in vivo data. 
The first step in an investigation of delay in vivo is to determine that it actually 
exists. To this end, the delays associated with all of the relationships in table 7.2 were 
determined. Figure 7.6 shows the ACTH response as a function of this delay. To be 
significant the number of relationships with a particular delay must exceed the number 
that could reasonably occur if the two hormones were unrelated. This is because, even 
if two hormones are unrelated, identification of some related changes is expected, due 
to the number of pulses in PES data, and the -30 to 1508 window of allowable delay. 
The number of spurious relationships found will depend on the number of pulses, their 
distribution and the length of the experiment. The number of pulses and the experiment 
length are measured (see table 7.3), and the most appropriate distribution of events 
to assume is a uniform distribution, given that pulses of hormone appear to occur at 
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Figure 7.6 The complete set of delays between AVP or CRR and ACTH. Where the temporal error in 
any point is greater than customary (see figure 7.5 for an indication of customary errors) it is plotted with 
an error bar. Note that the shape of the pulses often resulted in temporally asymmetric errors. 
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Horse ",":;vllV" Nsamp samplin~ interval IAcm IAVP/CRH Nrel Nsim N",l s:; N.im 
60 300 20s 31 2:;:29 27 14.0 + 
62 122 308 5 6 5 1.4 + 
63 62 20s 6 6 6 2.8 + 
69 84 20s 5 6 5 2.1 + 
71 358 308 28 >37 27 12.3 
72 59 308 6 7 6 2.9 + 
73 107 308 26 30 26 17.4 + 
74 223 20s 20 23 19 9.8 + 
75 42 308 8 8 7 4.6 
77 38 308 4 5 4 2.1 
79 219 308 13 22 13 5.8 + 
80 225 308 11 25 11 5.5 + 
83 271 308 11 2:;:17 8 3.6 + 
84 94 608 13 2:;:14 10 5.0 + 
85 225 308 16 2:;:18 13 5.9 + 
89 460 308 52 52 47 22.6 + 
90 210 308 27 2:;:34 26 14.6 + 
92 235 308 27 2:;:24 23 10.9 + 
93 47 308 34 >27 24 9.4 + 
QO '''- 308 49 57 46 22.9 + 
20 4272 392 2:;:447 ~ 175.5 + , 
Table 7.3 Information for, and results from delay simulation. The effective number of samples used 
for simulation is less than, or equal to, the number of samples in an experiment. This is because delays 
are not established where the sampling interval is greater than I minute, and some experiments had 
periods of slower sampling. NAVP/CRH is the number of AVP and CRHpulses found,NreJ is the number of 
relationships between AVP and CRH, and ACTH found, Nsim is the average number of relationships found 
by the simulation, and the last column is the result of the single sided test that the number of relationships 
found is not greater than the number that could occur by chance - Nsim (which is a random variable). + 
denotes significance at the 95% level. 
randomly spaced intervals. The expected delay distributions were therefore calculated 
by simulation, with the appropriate number of ACTH and AVP+CRH pulses for each 
experiment being randomly assigned to positions amongst the appropriate number of 
samples. Delays between AVP+CRH and ACTH were then measured, and the whole 
process repeated 2 x .1 04 times for each of the 20 experiments. Pulses in the same 
time series could not occur at adjacent samples, or the first or last sample, and each 
pulse of ACTH or secretagogue could be used only once. 95% confidence limits on 
the number of relationships found with a particular delay, in a particular experiment, 
do not assume that the number is normally distributed. 95% confidence limits on the 
total number of relationships, with a particular delay, were calculated by summing the 
squares of the 95% deviations from the mean in individual experiments, and taking 
the square root (in the same way that when independent normally distributed variables 
are added together, the variance of the sum is the sum of the individual variances). 
Delays measured in experiments with 208 sampling were adjusted to be multiples of 308 
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Figure 7.7 Evidence for delay. The solid line is the total number of relationships found in all 20 
experiments analysed. 95% confidence limits for this total, were determined by simulation. A significant 
relationship is only present for delays of 0 and 308. Also shown is the percentage of individual experiments 
in which there was a significant relationship, at the 95% level, for a particular delay. 
by linear interpolation (i.e. 67% of the number of relationships with 20s delays were 
assigned to the 30s group, and 33% were assigned to the Os group), which enabled all 
experiments to be compared and combined. Statistical limits were unaffected by this 
transformation, since the simulation used the actual experimental sampling rate and then 
transformed delays to be multiples of 30s. 
The results of this simulation are displayed in table 7.3 and figure 7.7, where they 
provide the statistical limits for the delay measured in PES data. The last column in 
table 7.3 shows that, for all but two experiments, the num ber of relationships found at 
a significance level of 95% was greater than could be expected on the basis of chance. 
In the non-significant experiments, four of four, and seven of eight ACTH pulse were 
related to an AVP or CRR pulse, but the short experiment duration resulted in high 
uncertainty in the number of relationships which would usually be found. These results 
provide further evidence for close coupling between AVP and/or CRR and ACTH in all 
of the experimental situations tested. 
There is some uncertainty in the justification for combining all of the PES exper-
iments and examining the total delay (as in figure 7.7). However, the percentage of 
individual experiments in which any particular delay was found to be significant is also 
shown in figure 7.7, and would suggest that delays are similarly distributed in all exper-
iments. In fact, this percentage, for delays other than 0 and 30s, is never greater than 
the average value expected, i.e. 5%. 
In conclusion, there are a significant total number of delays with values of 0 and 308, 
and a significant number of experiments where there are a significant number of delays 
with values of 0 and 30s. However, due to sampling in the presence of assay noise, a 
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Figure 7.8 Relationships between AVP and/or CRH pulses and ACTH pulses, given that PES is unable 
to demonstrate a significant delay. (a) shows the percentage of ACTH pulses which can be related to an 
AVP or CRH pulse. b) shows the percentage of AVP and CRH pulses which are not related to an ACTH 
pulse. These results are a more accurate measure of the relationships between AVP and/or CRH and 
ACTH, than those in figure 7.4. 
308 delay is not significantly different from no delay. This analysis therefore shows that 
a non-zero delay is not apparent in PES data. A better interpretation of the results in 
figure 7.7 is that the delay probably has a range of 0-308, and a distribution weighted 
towards 08. This agrees with delays found in vitro (see figure 7.5). 
This finding has some important implications for the relationships between pulses of 
AVP and/or CRR and ACTH found in section 7.1.2, since some of these relationships 
do not satisfy I delay I :::; 308. Figure 7.8 illustrates the new relationships. The average 
percentage of ACTH pulses explained by an AVP or CRR pulse drops from ~98% 
(~92%) to ~76% (~71%), while the average percentage of AVP and CRR pulses 
not associated with an ACTH pulse rises from 21 % to 40%. Note that the figure of 
76% accounts for unassayed CRR, and assumes that this CRR will have similar delay 
distribution to that in assayed CRR. These results provide evidence for the existence 
of additional ACTH secretagogues, as changes in cortisol concentration are unlikely 
to occur rapidly enough to cause ACTH pulses. They can also be compared with the 
results of Engler et al. [1989] using 5 and 10 minute sampling in 5 sheep, who found that 
64 % of A CTH pulses occurred with A VP or CRR pulses (calculated from their results). 
However in assessing the usefulness of Engler et al.'s results it must be considered that 
they found a massive 71% of AVP and/or CRR pulses occurred without ACTH pulses 
(again calculated from their results), and also that PES using 5 minute sampling shows 
considerably more concordance between AVP+CRR and ACTH than PES using 308 
sampling [Alexander etal:, 1991]. 
7.2.4 Delay with AVP or CRH administration 
As mentioned previously, in some situations where AVP or CRR were administered 
the delay appeared to be of the order of 308 to 2 minutes. The complete set of delays 
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Figure 7.10 Evidence for delay in A VP illld CRR administration experiments. The solid line is the sum 
of the relationships found in the seven AVP illld CRH administration experiments, while 95 % confidence 
limits for this sum were determined by simulation. A significilllt relationship is present at delays of Os, 
30s illld 60s. Also shown is the percentage of individual experiments in which there was a significilllt 
relationship, at the 95% level, for a particular delay. 
in response to AVP and eRR administration is plotted in figure 7.9, which shows that a 
good proportion of these delays do not have value zero. A simple explanation for this 
delay may be difficult to obtain, given that the points in figure 7.9 seem to be randomly 
distributed, and similarly, there is no consistent bolus delay in individual experiments. 
Statistical limits on just those delays in response to AVP and eRR boluses cannot be 
determined, so statistical limits for all delays in bolus administration experiments must 
be used. The results for this group of experiments are shown in figure 7.10, where the 
total number of delays is significant at delays of Os, 308 and 60s. It therefore appears 
that the delay may be longer when A VP andlor eRR are administered, although note 
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that there is not a significant number of individual experiments with significant numbers 
of delays at 60s. So, what are the possible explanations for the existence of a longer 
delay between ACTH and administered AVP or CRH? Several explanations are now 
postulated. 
1. Although both AVP and CRH appear to cause ACTH release in vitro, at similar 
concentrations to those measured in bolus administration experiments [Familari 
et al., 1989; Watanabe and Orth, 1987], recall the discussion in section 6.3.1. 
Endogenous hormones are substantially diluted while travelling from the adeno-
hypophysis to the ICS, but exogenously administered hormones are not. PES will 
therefore underestimate pituitary concentrations of endogenous hormones, and so 
. the ACTH response may not be associated with the secretagogue to which it was 
related. This, of course, requires that the ACTH response be related to something 
else, and there are often no other candidates. 
2. Administration of a bolus of CRH, or more particularly AVP, may have dramatic 
non-specific effects which result in reduced blood flow through the pituitary. Part 
of the bolus would therefore reach the ICS cannula without delay, while part would 
experience substantial delay in passing through the pituitary. The ACTH response 
is to the AVP or CRH concentration in the pituitary, and so would be delayed by 
a similar amount of time. This scenario offers another simple explanation for the 
apparent situation in some experiments (e.g. Horse79), where small endogenous 
AVP and ACTH pulses are related with no delay, but there is a substantial delay 
between administered AVP or CRH and the apparent ACTH response. Problems 
with such a scenario are described below. 
(a) A delay through the hypothalamus, long portal vessels and pituitary of up 
to 120s (maximum delay minus uncertainty) is implied. While the delay 
involved has not been accurately measured, l20s, or approximately 4 times 
the circulation time of peripheral plasma, seems like a very long time. Ex-
periments to determine the delay through the hypothalamo-pituitary system 
have been conducted using the rcs catheter system and a labelled tracer, but 
have not produced clear results [Irvine, personal communication]. Note that 
such an experiment has the potential to provide extremely important new 
information on pituitary blood flow, and through deconvolution, the time 
course of hormone secretion. 
(b) AVP is a potent vasoconstrictor, but long and variable delays also occur with 
CRH and GnRH administration [Irvine, personal communication], and these 
hormones are not known to affect blood flow. 
(c) All hormone concentrations should be affected in the same manner, yet no 
increased correlation is apparent immediately following bolus administra-
tion. 
(d) Longer delays, in any particular experiment, seem to occur with lower con-
centrations of A VP or CRR. However, higher concentrations should have 
more effect on delay, if the delay is a result of non-specific effects. 
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(e) Although the ACTH response would occur as a single pulse, the AVP or 
CRR should increase in two (or more) steps separated in time by the value 
of the delay. Instead the highest AVP or CRR concentration usually occurs 
immediately after the bolus. Unfortunately, assay error, combined with a 
lack of information about pituitary blood flow, makes proving this unlikely. 
3. The delay may occur in the pituitary, but to get a whole pituitary full of cells 
to produce ACTH pulses of short duration, large magnitude and after substantial 
delay, must require very active controL Such active control should be readily 
apparent, yet there appears to be no consistent relationship between the delay, in 
response to a bolus, and ACTH, AVP, CRR, or cortisoL It is difficult to postulate 
any mechanism operating in millions of corticotropes and capable of producing 
very short pulses with a randomly variable delay. In addition, if such long delays 
occur in the pituitary they should be observable in vitro. 
4. The secretagogue pulse shape may be different when the hormone is administered. 
Specifically, it is possible that pulses originating in the hypothalamus might have 
steeper leading edges, and so the pituitary might respond more slowly to exoge-
nously administered secretagogues. The problem with using the rate of change of 
AVP or CRH concentration as a signal for ACTH release, is that the size of the 
response should still be related to the delay, but it does not appear to be. There is 
also no sound in vitro evidence for the importance ofrate of change, since the often 
quoted results of McIntosh and.McIntosh [1985] rely on some very questionable 
interpolation to determine slope. 
5. Cortisol has a pronounced negative feedback effect on ACTH release and might 
have some effect on delay. This explanation is not refuted by metapyrone admin-
istration experiments, which provide the highest percentage of zero delays, but 
where the delays are perhaps clearest (e.g. experiment Horse79) delay decreases 
while cortisol increases. Also, there is no in vitro evidence of a relationship 
between cortisol and delay [Oki et al., 1991]. 
6. The delay determination scheme may be inappropriate. However, when hormones 
are administered their dynamics are usually well defined, and hence, the error in 
the delay is typically smaller than for endogenous pulses. 
Since each of the above explanations has a rebuttal, none are individually satisfactory. 
It is possible that the increased delay with secretagogue administration is due to a 
combination of the above effects. The increased delay may also be caused by an entirely 
different mechanism. It seems that the result best illustrated by this analysis is how 
poorly understood some aspects of pituitary behaviour still are. 
7.2.5 Summary 
The analysis in this section indicates that the delay between AVP or CRR and ACTH 
appears to be similar in vitro and in vivo. Hence, based on in vitro studies with greater 
temporal resolution than PES, there is evidence that this delay is 0-308, and that it is 
dose dependent. When AVP and/or CRR are administered in boluses in vivo, the delay 
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appears to be longer, although there is no satisfactory explanation for why this should be 
so. Under the assumption that PES has insufficient temporal resolution to distinguish a 
delay, only ~76% of ACID pulses can be associated with an AVP or CRH pulse, while 
40% of AVP and CRH pulses do not appear to cause ACID pulses. This is evidence 
that there are additional ACID regulators other than AVP, CRH and cortisol. 
7.3 The Schwartz Model of ACTH Regulation 
The complexity of ACTH regulation is becoming increasingly apparent. One possible 
way the pituitary could decode the signal received from the hypothalamus is through 
the involvement of different populations of corticotropes, which would be differentially 
stimulated by increasing AVP or CRH concentrations. This idea is formalized in a model 
of ACID regulation proposed by Schwartz et al. [1989a]. 
7.3.1 Background 
It appears that corticotropes in the pars distalis can be subdivided into four groups, on 
the basis of the secretagogue they respond to [Jia et al., 1991]. These groups are set 
out in table 7.4. There is also evidence that all corticotropes express receptors for both 
AVP and CRH [Childs et al., 1987]. This result does not conflict with table 7.4 since 
AtT-20 cells do not respond to AVP, even though they have AVPreceptors [Lutz-Bucher 
et al., 1987]. In addition, the relative numbers of CRH/AVP receptors on corticotropes 
seems to be species dependent [Du Pasquier et al., 1991; Shen et al., 1990]. 
secretagogue responded to % of corticotropes 
medium 6% 
CRHonly 24% 
AVPorCRH 56% 
AVP and CRH only 14% 
Table 7.4 Approximate percentages of sub-populations of corticotropes in the rat. 
Schwartz proposed that the operation of corticotropes in the pars distalis could be 
modeled by two types of corticotrope, one which responded to AVP, and one which 
responded to CRH. As a result of a series of cell culture experiments using rat and 
sheep pituitary tissue [Schwartz et al., 1991; Schwartz, 1990; Schwartz et ai., 1989a; 
Schwartz et al., 1989b; Schwartz and Vale, 1988; Schwartz et al., 1986], Schwartz also 
proposed the intercellular interactions and intracellular secretory mechanisms illustrated 
in figure 7.11. The main findings which relate to his model were: 
• As AVP or CRH concentration increased, both the number of cells secreting ACTH 
and the amount of ACTH secreted/cell increased . 
• Administration of a cytotoxic analog of CRH, which presumably killed cells ex-
pressing CRH receptors, resulted in undiminished response to AVP and increased 
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Figure 7.11 The Schwartz model of corticotrope action in the adenohypophysis. One type of corticotrope 
responds to A VP, stores little ACTH, secretes a stimulatory paracrine factor and is responsible for most 
basal ACTH secretion. The other type of corticotrope responds to CRR, is responsible for the bulk 
of stored ACTH, secretes an inhibitory paracrine factor and contributes less to basal secretion. ACTH 
secretion from AVP-responding corticotropes is constitutive, whereas that from the CRR-responding 
corticotropes is regulated. (Reproduced from [Schwartz, 1990].) 
basal secretion. This result was used to lihk AVP-stimu1ated and basal secretion 
to a constitutive process, and to support the inhibitory effect of CRH on AVP. 
• In support of an inhibitory paracrine effect are observations that increasing the 
separation of cells, and hypothalamus-pituitary disconnection, both caused an 
increase in basal secretion [Engler et al., 1988; Schwartz, 1990]. 
Obviously there must also be a positive paracrine interaction to explain potentiation 
of CRH and AVP on ACTH release. Unfortunately, in the bioassay employed by 
Schwartz and Vale [1988] the effects of CRH and AVP are only additive and not 
synergistic as in other in vitro systems [Watanabe and Orth, 1988]. It is thus not possible 
to investigate whether the synergism between CRH and AVP is due to interactions 
between their two pathways occurring in the same cell, or if the potentiating effect is due 
to paracrine communication between separate populations of AVP- and CRH-responding 
cells. 
7.3.2 An interpretation of the Schwartz model 
A quantitative interpretation of the model in figure 7.11 was required to determine how 
well it explains PES data, and thus, ACTH secretion in vivo. The interpretation made is 
formally described by (7.3)-(7.7), and is now introduced. 
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The relationship between the response· of a cell and the stimulus is generally a 
sigmoid function of the form 
(7.3) 
where a determines the 'spread' of the curve along the x-axis. The particular sigmoids 
used here are specified by choosing a = 165 for AVP and a = 18 for CRR. The 
constitutive response of the AVP-responding cell is the sum of basal secretion and the 
response to a suitably averaged and delayed AVP signal. A delay of 15 minutes was 
used, which is, if anything, too short. A Hamming window (wind(x)) [Harris, 1978] was 
chosen to emphasize the values near the center of the integration limits, i.e. 
i t - 15 A(t) = Basal + 1.5 wind(M(AVP(T)))dT t-50 (7.4) 
{ 
AVP(t) for t;:::: 0 
where AVP(t) = 1 (25 () 
25 JO AVP T dT for t < 0 
(7.5) 
The ACTH response to CRR is regulated and can written as 
C(t) = 6M(CRR(t)) (7.6) 
Now combining the response of each cell type and including the effects of the intercellular 
interactions results in the total ACTH response, i.e. 
ACTH(t) = A(t)[l - C(t - 0.5)/2] + C(t)[l + A(t - 0.5)/2] (7.7) 
where times are in minute units. Figure 7.12 shows the ACTH predicted by (7.7) on 
the basis of the AVP and CRR concentrations from experiment Horse79, along with 
10 
........ predicted ACTH 
8 --measured ACTH 
f.lg(l 
6 
4 
2 
o 20 
time (minutes) 
Figure 7.12 Fit of the Schwartz model to the data in experiment Horse79, an AVP and CRR admin-
istration experiment. ACTH between 60 and 80 minutes is not shown because the sampling rate was 
inadequate. 
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actual ACTH concentrations from this experiment. The complete disparity between the 
dynamics of the two series makes it obvious that (7 .3)~(7 .7) are unable to explain ACTH 
secretion in vivo. Some of the problems with the model are outlined below. 
One of the cornerstones of Schwartz' work is the removal of corticotropes which 
are responsive to CRH with a cytotoxic analogue of CRH. However, all corticotropes 
express CRH receptors [Childs etai., 1987], and can respond to CRH [Jiaetai., 1991], so 
it is uncertain which cells remain viable following this treatment. Presumably cells with 
smaller numbers of CRH receptors have a greater chance of surviving, but these cells 
can not be assumed to correspond to corticotropes which respond to AVP. Potentiation 
between AVP and CRH occurs if CRH is presented first, but not if AVP is presented first 
[Watanabe and Orth, 1987]. The model in figure 7.11 suggests the opposite. Finally, 
the constitutive secretory process included in the model can not explain the observed 
time delay between AVP administration and ACTH response (e.g. 0 - 15s [Watanabe 
and Orth, 1987], <5 min [Evans et ai., 1988], <5 min [Mason, 1988], PES 0 30s (see 
section 7.2)). 
The question of how to make a model which is more sucessful at predicting ACTH 
secretion then arises. 
7.4 Ideas Behind Modeling ACTH Regulation 
Schwartz' model in figure 7.11 is principally based on data from static cell culture 
experiments. In attempting to model the in vivo situation in the horse, it is more accurate 
to base the model on in vivo data, or where this is unclear, suitable in vitro data. 
7.4.1 Summary of results from in vitro studies 
There have been a large number of relevant in vitro studies on the operation of corti~ 
cotropes, results of which have already been reviewed in section 5.2. Here the intention 
is to elaborate on those results which have contributed directly to aspects of the model 
described in section 7.5. 
The effects of the more important ACTH secretagogues have been best illustrated 
by a perifusion system which is capable of 5s sampling and which indicates that: 
• The ACTH response to a step input of AVP is a brief pulse followed by a plateau 
phase which continues for as long as AVP remains elevated [Oki et at., 1990; 
Watanabe and Orth, 1987; Watanabe et al., 1989; Won et at., 1990]. 
• In contrast, the ACTH response to a step input of CRH is a plateau which continues 
for as long as CRH remains elevated [Oki et al., 1990; Watanabe and Orth, 1987; 
Won and Orth, 1990]. 
• Dexamethasone, which will presumably have a similar effect to cortisol, eliminates 
the plateau phase of the response to AVP, but leaves the initial peak undiminished 
[Oki et al., 1991]. 
• In contrast, dexamethasone reduces the magnitude of the response to CRH [Oki 
et al., 1991; Won and Orth, 1990]. 
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• Synergism of AVP with CRH occurs only if the AVP pulse occurs with, or after, 
the CRH pulse [Watanabe and Orth, 1987]. Note that this behaviour can not be 
explained by the model in figure 7.11. When AVP and CRH are administered 
together, the shape of the response may resemble the sum of the two responses 
[Oki et al., 1990]. 
• The delay between AVP or CRR presentation and ACTH release is 0-203, which 
requires a regulated secretory process. 
Mechanisms which are likely to be responsible for these results have been discussed 
in section 5.2. The extent to which these in vitro observations coincide with in vivo 
corticotrope behaviour is possibly best decided through their incorporation in a model. 
7.4.2 Observations of interest from the horse 
Although in vivo data are much more difficult to interpret than corresponding in vitro 
data, such interpretation is essential to understanding physiological ACTH regulation. 
Some in vivo observations from the horse, which are important guidelines in formulating 
a model are: 
• Under physiological circumstances ACTH and AVP are secreted in very brief 
pulses, which occasionally last less than 303. 
• The dynamic ranges of AVP and ACTH concentrations are very large. 
• AVP and ACTH are correlated in unstressed horses and all stresses seem to cause 
increases in AVP, which are associated with increases in ACTH [Alexander et 
al., 1991]. 
• Under basal conditions, ICS CRR concentrations are low (typically 0.4-1 pmol/l) 
and relatively stable. Both at rest, and during stress induced by exercise or 
hyperosmolality, acute increases in ACTH are not accompanied by CRR rises, 
although in several horses CRR was observed to increase after exercise [Alexander 
et al., 1991]. The gradient between ICS and jugular CRR concentrations is 
usually small, even when the levels are not stable [Alexander, unpublished], and 
only minor amounts of CRH are removed during passage through the pituitary 
[Alexander et al., 1991]. In addition, administration of as little as Il.lg of CRR 
is sufficient to stimulate an ACTH response. It therefore appears that in resting 
horses there is little CRH secretion, and furthermore, that CRR does not drive the 
acute rises in ACTH observed under some conditions. 
• Reductions in blood cortisol levels, induced by metapyrone administration, stim-
ulate a dramatic increase in ACTH secretion which is accompanied by major 
increases in both CRR and AVP secretion. Although the relative increase in 
AVP is much greater than that for CRR, in agreement with other studies [Plotsky 
and Sawchenko, 1987; Sapolsky et al., 1990], the correlation between CRR and 
ACTH increases dramatically. 
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7.5 A Proposed Model of ACTH Regulation 
The aim of this section is to describe the model illustrated in figure 7.13, which is based 
on realistic mechanisms operating within or between corticotropes, and has inputs of 
AVP, CRH and cortisol. This model provides a useful prediction of the ACTH variations 
measured by PES, and hence, can be used to assess the way in which ACTH release is 
regulated in the horse. 
7.5.1 Background to the model 
AVP and CRH stimulate ACTH secretion through different pathways and they may 
also operate on different corticotrope sUb-populations. A model which separates these 
C~+ ---\-------- free Ca2+ 
ACTH 
Figure 7.13 A possible model of ACTH regulation. Symbol meanings are: Cae 2+ ,extracellular calcium; 
Cai2 +, intracellular or sequestered calcium; IP3, inositoll,4,5-trisphosphate; PKA, protein kinase A; and 
PKC, protein kinase C. M/&2 are undetermined intracellular messengers. The dashed line represents a 
possible effect of cortisol on cAMP [Nicholson and Gillham, 1989; Old et aI., 1991], which is not included 
in the model but which will be discussed with the modeling results. All interactions are stimulatory, except 
where there is a negative sign. The curved arrow under PKA represents loss of PKA activation (due to 
cAMP degradation). 
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pathways is essential since they have different dynamics. However the precise phys-
iology behind the separation is not essential since the one model can represent both 
situations. The pathways may well both occur in the same cell. Certainly, the greatly 
increased ratio of AVP to CRR receptors on corticotropes likely in the horse over the rat 
[Alexander et al., 1991; Du Pasquier et al., 1991; Shen et al., 1990], combined with the 
corticotrope sub-populations in the rat (see table 7.4), could be interpreted to mean that 
corticotropes which respond to AVP predominate in the horse. 
The close association between Ca2+concentration in the corticotrope and ACTH 
release has already been reviewed in some detail in section 5.2. It therefore seems suffi-
cient to relate ACTH release directly to Ca2+ concentration, which has the advantage that 
the mechanisms leading to Ca2+ concentration changes are better understood than those 
connecting these changes to ACTH release. Current understanding of the mechanisms 
behind ACTH release is also reviewed in section 5.2 and illustrated in figure 5.4. The 
model in figure 7.13 is a simplified version of the mechanisms detailed in figure 5.4, 
but it retains the important dynamic aspects of each pathway, and incorporates cortisol. 
No attempt has been made to incorporate the longer term effects of cortisol on protein 
synthesis [Keller-Wood and Dallman, 1984]. This is because quantitative information 
on this process is unavailable, and PES experiments are too short to allow the effect to be 
estimated, except perhaps for the last part of the experiment. The difference equations 
governing the behaviour of this model are formally written in (7.8)-(7.15) and are now 
introduced. 
Binding of CRR to its receptor causes a rise in cAMP with the relationship being 
described by h. This rise in cAMP is potentiated by PKC (which reduces cAMP degra-
dation through reduction of cAMP phosphodiesterase (PDE) activity (see figure 5.4)) 
with the relationship being described by one function, II, since cAMP equilibrium is 
assumed to be reached quickly. Two equations are required to describe cAMP accu-
mulation since the rise in ACTH output, in reponse to CRR, occurs more rapidly than 
the exponential decline following CRR removal. cAMP accumulation is intermediate 
between CRR binding to its receptor and protein kinase A (PKA) activation. To avoid an 
additional equation, it is equivalently modeled as PKA activation with the relationship 
between cAMP and PKA being incorporated into h. All of this can be abbreviated to 
{ 
[kl + h(PKC(t))]Jz(CRH(t)) 
PKA(t) = [kl + h (PKC(t))JJz(CRH(t))[0.7 - h (PKC(t))J 
+ PKA(t - 0.5)[0.3 + h (PKC(t))J 
where II (PKC(t)) < 0.7. 
CRH(t) ~ CRH(t - 0.5) 
CRH(t) < CRH(t - 0.5) 
(7.8) 
PKC activation occurs in response to AVP binding with its receptor, the activation 
being described by h. Two equations are again required since a rise in PKC activation 
reaches equilibrium in less than 308, while the exponential decline following AVP 
reduction occurs more slowly. Thus 
PKCt = -{ 
1.3h(AVP(t)) AVP(t) > AVP(t - 0.5) 
( ) h(AVP(t)) + O.3PKC(t - 0.5) AVP(t) < AVP(t - 0.5) (7.9) 
Binding of AVP to its receptor results in a transient increase in IP3 production, 
followed by an increase in IP3 metabolism. This transient response is equivalently 
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modeled as a response to an increase in AVP binding, as described by 14, and an 
exponential decay, i.e. 
IP (t) = { f4(AVP(t)) - f4(AVP(t - 0.5)) + OAIP3(t - 0.5) AVP(t) ~ AVP(t - 0.5) 
3 OAIP3(t - 0.5) AVP(t) < AVP(t 0.5) 
(7.10) 
CRH has a synergistic effect on AVP-stimulated free Ca2+concentrations which is 
here postulated to be mediated by two intra(possibly inter)-cellular messengers, kIf and 
AIr These are generated in response to PKA activation, as described by Is and 16, and 
metabolized at a constant fractional rate, i.e. 
M{(t) = Is(PKA(t)) + 0.3~1\1{(t - 0.5) 
Mf(t) = 16(PKA(t)) + 0.31\1f(t - 0.5) 
(7.11) 
(7.12) 
The Cae 2+ influx resulting from PKA and PKC activation is reduced by cortisol, as 
described by 17, where 17(F(t)) < 1. The action of the two AVP-stimulated pathways 
in increasing free Ca2+is potentiated by iVf{ and ~l\Il{. Thus 
free Ca2+(t) PKA(t) [1-f7(F(t))} +k2PKC(t)[1 + Mi (t)][l-f7(F(t) )}+IP3 (t)[1 +Mi(t)} 
(7.13) 
The amount of ACTII available for release from corticotropes is depleted by ACTII 
release, but replenished at a non-zero rate, which depends on AVP [Liu et al., 1990] and 
CRH [Autelitano et at., 1990], i.e. 
ACTIIavail(t) = k3 + fg(AVP(t)) + h(CRH(t)) - ACTII(t - 0.5) (7.14 ) 
where ACTIIavail(t) is always less than some maximum value. 
Finally, the amount of ACTII released depends directly on the free Ca2+ concentration 
in the corticotropes and the amount of ACTII available for secretion, and is described 
by the (smooth) relationship fIo. There is also a small basal component k4, i.e. 
(7.15) 
kl - 4 are constants which differ between horse experiments and are fitted by trial and 
error. ft-10( x) are different monotonically increasing functions of x, typically similar 
to the sigmoid relationship described by (7.3), although they sometimes have value 
zero. These functions vary between experiments and have no set form, as is indicated 
by the example functions in figure 7.14. Some functions are described by a mapping 
rather than by an equation, since this allowed simpler fitting to the data by the trial and 
error approach used. Initially this mapping was just by a constant, i.e. l(x) = kx. 
If required by the fitting process, this linear function was changed to a monotonically 
increasing piecewise linear function, which is presumably more like the highly nonlinear 
relationships which h -10 (x) represent. 
If the reader regards (7.8)-(7.15) as complicated, consider that they are certainly 
a lot simpler than the real intracellular processes occurring in corticotropes. (7.8)-
(7.10), (7.13) and (7.15) are all accurate descriptions of the current understanding of 
the processes occurring at the intracellular level. Mechanisms behind potentiation are 
still an area of speculation (see section 5.2.3). (7.11) and (7.12) are a best guess at a 
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Figure 7.14 Some examples of !l-8(X), as used to predictthe ACTH responses shown in figures 7.16-
7.18. 
realistic mechanism behind the potentiation of the two AVP-stimulated pathways, by the 
CRH-stimulated pathway. (7.14) is the area of the model most in need of examination, 
for ACTH synthesis is a slow process, yet here ACTH becomes available quickly. This 
rapid initiation of input of ACTH into the releasable pool does, however, improve the 
fit of the model to the data. Perhaps it represents active transport of ACTH secretory 
vesicles from 'storage' in the interior of the cell, along microtubules, to positions close 
to the cell membrane where they are available for exocytosis. The ACTH production 
process is discussed again in section 7.5.4. 
7.5.2 Application to in vitro data 
The model in figure 7.13 was initially tested with some in vitro style AVP and CRH 
concentrations to confirm that it can duplicate in vitro results. The results are shown 
in figure 7.15 where the dynamics of the predicted ACTH appear identical to those 
actually measured in vitro (not shown) [Old et at., 1991; Old et al., 1990; Watanabe and 
Orth, 1987; Won and Orth, 1990; Won et al., 1990]. 
7.5.3 Application to in vivo data 
A much more severe test of the model's usefulness is its ability to explain in vivo 
data. The results of fitting the model to the only PES data sets with ACTH, AVP, 
CRH and cortisol all assayed for a suffucient number of consecutive samples are shown 
in figures 7.16-7.18. These three data sets are not representative of the entire set 
of PES experiments, since one of the reasons that they are 'complete' is that ACTH 
appears to be more closely related to A VP and CRH in these experiments than in others. 
Nevertheless, the close correspondence between actual ACTH, and that predicted by the 
model, suggests that ACTH regulation is quite well understood in some in vitro and in 
vivo situations. 
To be sucessful, a modeling analysis requires accurate estimates of the AVP, CRH and 
cortisol concentrations at the corticotropes. Following the discussion in section 6.3.1, 
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Figure 7.15 Predictions of ACTH by the m9del in figure 7.13 for various in vitro style AVP and CRR 
presentations. The box indicates the duration of presentation of a constant concentration of A VP or CRR, 
and is labelled with the secretagogue used. Relative molar (M) concentrations are indicated on the top 
two graphs. 
it appears that PES accurately estimates adenohypophysial AVP concentrations, but a 
substantial proportion of CRH measured by PES will be the circulating leveL Adeno-
hypophysial CRH concentrations were therefore estimated as 
CRH(t) r::::: 3[CRHICS(t) - CRHjUg(t)] + CRHjug(t) (7.16) 
where subscripts lCS and jug refer to where the measurements were made. The coefficient 
3 represents the dilution (range 2-10) in traveling from the adenohypophysis to the ICS. 
While a coefficient of 5 or 6 might initially appear to be a better 'average' choice, 
the bracketed term in (7.16) is the difference of similar concentrations which include 
considerable assay noise. A coefficient of 3 is therefore a compromise between realism 
and noise sensitivity. CRHjug(t) was determined by linear interpolation between (usu-
ally 5 min) samples. Where CRHjug(t) was greater than'CRHICS(t) it was set equal to 
CRHlcs (t). Also, use of different CRH assays appears to have had a significant effect in 
experiment Horse95 (see figure 6.4) [Alexander, personal communication]. To compen-
sate for this effect CRH concentrations after 109 minutes were reduced by O.4pmol/l. 
Adenohypophysial cortisol concentrations were determined by linear interpolation of 
peripheral concentrations. 
The fit of the model to the data from experiment Horse79 (see figure 6.2) is shown in 
figure 7.16. Most of the variation in ACTH can be explained by AVP, with CRH playing 
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Figure 7.16 Model predictions of ACTH for experiment Horse79. As a result of the discussion in 
section 7.2.4, the model responses to boluses of AVP and CRR have been delayed slightly to produce 
the best alignment with the actual ACTH response. The middle section of the data is not shown, as the 
sampling interval was 5 minutes. Arrows indicate where actual and predicted ACTH disagree. Note that 
these data are the same as that used to test Schwartz' model in figure 7.12. 
only a minor direct role, as expressed by the ratio of AVP-derived to CRR-derived 
ACTH, i.e. (from (7.13)) 
J(k2PKC(t)[1 + M{(t)H1 - h(F(t))] + IP3(t)[1 + M{ (t)])dt ~ 3 
J(PKA(t)[l - h(F(t))])dt 
even with very high CRR concentrations, and 
max(k2PKC(t)[1 + M{ (t)][l - h(F(t))] + IP3(t)[1 + M{(t)]) ~ 8 
max(PKA(t)[l - h(F(t))]) 
where max(x) is the maximum value of x. Other quantities come directly from (7.13). 
The ~ sign indicates that the model fit is usually not critically dependent on the value 
of anyone parameter. CRR appears to have an important indirect influence on ACTH 
release through potentiation of the effects of PKC and IP3, with M{(t) ~ 0.6 and 
M{(t) ~ 1. AVP also has an indirect influence on ACTH release by potentiating PKA 
activation, with 11(PKC(t))/kl ~ 0.5. Changes in cortisol concentration seem to be 
quite important, with 0.2 ~ h(F(t)) ~ 0.5. Interestingly, ACTH depletion is not 
required to explain any of the observed declines in ACTH, i.e. flO (x) = 1, suggesting 
that the unphysiolo gical AVP and CRR administration scheme used provided insufficient 
stimulus to markedly reduce ACTH reserves in corticotropes. 
The two most significant discrepancies between predicted and actual ACTH in 
figure 7.16 are indicated by arrows. The first may be a result of the finite sampling interval 
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which has smoothed out a quite large, but short, AVP pulse. The second provides more 
reason for concern since there is very little in the AVP/CRR/F data that can explain it. 
One possible explanation is that there is an additional factor stimulating ACTH secretion. 
Another, which is equally plausible, uses the fact that concentrations of endogenously 
produced hormones 'seen' by corticotropes are higher than those measured by PES, while 
exogenously administered hormone concentrations will be more accurately measured. 
This effect has been observed to alter the ratio of endogenous/exogenous hormone 
concentration by factors of 2-10 (see section 6.3.1). Consequently, there may have been 
a pulse of AVP in the adenohypophysis to stimulate the marked ACTH pulse, although 
such a pulse would not appear very significant when measured by PES in the presence 
of exogenously administered AVP. In line with such an explanation, the concentration of 
AVP, which decreased exponentially following the AVP bolus administration, deviates 
from exponential decline at the time of the unexplained ACTH pulse. 
The fit of the model to the data from experiment Horse89 (see figure 6.3) is shown 
in figure 7.17. Most of the variation in ACTH is explained by CRR, with AVP playing 
only a minor role, as indicated by the ratio of CRR- to AVP-derlved ACTH, i.e. 
f(PKA(t)[1 - h(F(t))])dt ~ 48 
f(k2PKC(t) [I + Mf(t)][l - h(F(t))] + IP3(t)[1 + M{U)])dt (7.17) 
max(PKA(t)[l - h(F(t))]) ~ 5 
max(k2PKC(t)[1 + Mf (t)][l - h(F(t))] + IP3(t)[1 + M{ (t)]) 
These two ratios indicate that CRR is enormously more effective at stimulating ACTH 
release in this experiment than in experiment Horse79, or even an average experiment 
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Figure 7.17 Model predictions of ACTH for experiment Horse89. Arrows indicate disagreement 
between actual and predicted ACTH. 
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(see section 7.1.2). The effects ofCRH are potentiated by AVP with (PKC(t))/k1 ~ 
0.5, while those of AVP are potentiated by CRH with 
max(Alf(t)) ~ 0.7 and Jf1i(t) ~ 0.1 
The PKC pathway seems to have little direct effect on ACTH regulation, Le. k2 = O. 
Variations in cortisol concentration do not appear to have an effect during the section 
of the experiment shown in figure 7.17 since h(F( t)) 0, although the low level of 
cortisol throughout has a dramatic influence on the effectiveness of CRH in releasing 
ACTH. It also seems that ACTH release has been sufficiently stimulated to reduce the 
ACTH available for release from corticotropes to quite low levels by the end of the 
major pulse where h(ACTHavail(t)) ~ 0.4. 
Overall, the model provides a very satisfactory explanation for ACTH variations 
in this experiment. The three situations where it is least satisfactory are indicated by 
arrows in figure 7.17. The first and second of these may be explained by the temporary 
60s sampling interval underestimating a CRH pulse, as the predicted ACTH pulses are 
too small. The third situation is unexplained by the measured hormones, and is evidence 
for an additional factor. 
The fit of the model to the data from experiment Horse95 (see figure 6.4) is shown 
in figure 7.18. All of the variation in ACTH is explained by CRH along with ACTH 
depletion, while AVP is seemingly ineffectual in directly stimulating ACTH release, i.e. 
14 ( x) = k4 = k2 = 0 
although the effects of CRH are still potentiated by AVP with h(PKC(t))/kl ~ 0.5. 
This dependence on CRH causes some problems, slnce in this experiment only every 
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Figure 7.18 Model predictions of ACTII for experiment Horse95. Arrows indicate disagreement 
between actual and predicted ACTII. 
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second sample was assayed for CRR. As a result, the CRR signal is not as well defined as 
those from experiments Horse79 and Horse89 (see section 6.3.4), so less information is 
available from the model. Once again, the low level of cortisol throughout the experiment 
has a dramatic influence on the effectiveness of CRR in releasing ACTH, but variations 
in cortisol during the section of the experiment shown do not appear to be important 
since h(F(t)) = O. Also, as for experiment Horse89, it seems that ACTH release has 
been sufficiently stimulated that ACTH levels in the corticotrope become substantially 
depleted by the end of the major ACTH pulse where flO(ACTHavail(t)) ~ 0.2. 
Correspondence between model output and measured ACTH is less satisfactory 
than in figure 7.17, although at least part of the difference can be attributed to the 
unsatisfactory way in which CRR was measured in experiment Horse95. In this context 
it is important to appreciate that the model in figure 7.13 would not be applicable to PES 
data with a sampling interval of more than two minutes. This may be the best evidence 
presently available to demonstrate that rapid sampling is essential to uncover details 
about the operation of the pituitary. Given the apparent noise on the CRR signal in 
experiment Horse95, it is perhaps surprising that measured and predicted ACTH agree 
so well in most parts of the experiment. The three instances where agreement can not 
be claimed are indicated by arrows. The first of these can possibly be explained by a 
temporary two minute sampling interval which may have smoothed out a significant 
CRR pulse. The second cannot be explained by the model, and must be attributed to 
assay error or an unknown inhibitory factor. The third instance is cause for concern about 
the model because there is a substantial CRR pulse corresponding to the ACTH pulse, 
but it does not release enough ACTH. One possible explanation is that the CRR assay 
is unreliable in the final part of this experiment. Perhaps a more realistic explanation is 
that the model does not include all the necessary mechanisms to explain the data. The 
mechanism most likely to correct this discrepancy is desensitization of the corticotropes 
to eRR. Such a mechanism would mean that the high concentrations of CRR after 70 
minutes (see figure 6.4) stimulate less free Ca2+. The amount of releasable ACTH could 
then increase, while still only allowing the same amount of ACTH to actually be released. 
The CRR pulse at 130 minutes, which presumably drives the final ACTH pulse, would 
then be able to release considerably more "ACTH. This explanation is supported by in 
vitro evidence for desensitization [Evans et ai., 1988] . Note that desensitization seems to 
occur only when cortisol is low since it is not apparent with physiological cortisol levels, 
even when CRR is administered, i.e in experiment Horse79 or elsewhere [Schopohl et 
ai., 1986]. Recent results by Childs and Unabia [1990], who demonstrated effects of 
corticosterone on CRR, but not AVP receptors, suggest that this effect could occur due 
to modification of receptor function. It is also possible that desensitization could occur 
due to depletion of an intracellular messenger. Whatever the mechanism, its effect is 
to reduce the ACTH response to low and medium concentrations of eRR. The model 
in figure 7.13 does not include desensitization to CRR because this requires !I(x) in 
(7.8) to be dependent on all past CRR concentrations, and the form of the dependency 
was not previously available. An alternative explanation for the discrepancies between 
actual and predicted ACTH in experiment Horse95 is, as always, that there are additional 
ACTH regulators involved. 
Modeling results for more data sets would be very helpful to substantiate the con-
clusions that can be drawn from just experiments Horse79, Horse89 and Horse95, but 
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these are the only experiments to date with good canulations, continuous rapid sampling 
and all relevant assays completed reliably. 
7.5.4 Discussion 
Convincing conclusions can be drawn from a modeling analysis only when the model 
accurately describes some, or all of the processes being modeled. The two tests of 
a model's validity are that it is based on realistic mechanisms which have been in-
dependently established, and that it is able to explain the data sufficiently welL The 
mechanisms which make up the model in figure 7.13 are clearly set out and justified in 
section 7.5.1. They are further discussed below. The many different sized and shaped 
ACTH pulses in the modeled experiments present a very demanding challenge for any 
modeL For this reason, the close correspondence between model output and measured 
A CTH in figures 7.16-7.18 is good evidence that the model is accurate. Furthermore, the 
constraints placed on the model by the ACTH signal allow many more conclusions to be 
drawn, regarding effects of ACTH regulators and mechanisms behind ACTH regulation, 
than could normally be justified from fitting just three experiments. Nevertheless, the 
model has been applied to only three experiments and further experimental data are 
urgently required to challenge these conclusions (see section 8.3). 
The most important new conclusions which can be drawn from section 7.5.3 involve 
the possible effect of cortisoL CRH, with range 0-2.8 pmo1!l (Horse95) and 0-5.4 
pmol/l (Horse89), is the important signal for ACTH release in experiments Horse89 
and Horse95 where cortisol is low «lOOnmo1!l). Yet CRH, with range 0-14 pmol/l, 
has limited effect in experiment Horse79, where cortisol levels are in the physiological 
experiment cortisol CRR (pmol/l) AVP (pmol/l) main secretagogue 
Horse79 physiological <14 <160 AVP 
Horse89 very low <5.4 <11000 CRR 
Horse95 very low <2.8 <5000 CRR 
Table 7.5 AVP and CRR concentrations in modeling experiments, along with the important ACTH 
secretago gue. 
experiment cortisol max( LKH-AL .. ti ma~LKH) CRR effectiveness maxlAVP-ACfH) maxlAVP) 
Horse79 physiological 0.12 86 x 10-3 1.4 
Horse89 very low 5 0.5 X 10-3 1.0 x 1O~ 
Horse95 very low >10 0.6 x 10-3 > 1.8 x 104 
Table 7.6 Relative adenohypophysial AVP and CRR concentrations, and their effectiveness at releasing 
ACTH from corticotropes. AVP(CRR)-+ACTH represents the ACTH derived from the AVP(CRR) 
stimulated pathway. CRR effectiveness is relative to AVP effectiveness and is simply the third column 
divided by the fourth column. It perhaps best indicates cortisol's effect in the pituitary. Note that all 
quantities are independent of adenohypophysis to rcs dilution because ratios are used. 
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range. Similarly, when cortisol concentrations are reduced in experiments Horse89 and 
Horse95, the CRH and AVP levels are stimulated, respectively, to ~5 (inter-experiment 
range 2-20) and ;::::i100 (inter-experiment range 10-200) times the normal levels (see 
figures 6.3-6.4). However, such massive levels of AVP are little, if any better at releasing 
ACTH than those in the physiological range. The above information is also presented 
in table 7.5, which, along with table 7.6, shows that the principal effect of cortisol is 
to inhibit ACTH response to CRH. More important is the magnitude of this inhibition, 
which is calculated in table 7.6 on the basis of information in table 7.5 and from the 
modeling experiments. Comparison of the magnitude of cortisol's effect in the brain, 
i.e. ~ 100 (possible range 2-200), with the size of its pituitary effects given in table 7.6, 
i.e. ~ 104 (possible range 3 x 103 - 105), then demonstrates that the important site of 
cortisol's action is the pituitary, and not the brain as is currently believed. Note that these 
magnitudes all assume the system is linear, since no other assumptions are available. 
This does not affect the above conclusions, but realize that cortisol is not said to have a 
104 fold physiological effect in the pituitary, although the effect is obviously very large. 
On the other hand, the effectiveness of CRH is conservative in that it is determined 
relative to that of AVP which may also increase with cortisol suppression. Note also 
that experiments Horse79, 89 and 95 all support the current understanding of the effects 
of cortisol on AVP and CRH release from the hypothalamus (see section 5.2.4). 
The best understood mechanism behind the synergism between A VP and CRH is the 
reduction in cAMP degradation associated with PKC activation (see section 5.2.3). This 
mechanism alone is adequate to fit the model to experiments Horse89 and Horse95, but 
not to experiment Horse79, which requires the addition of interactions between PKA 
and PKC+IP3• It therefore appears that there may be a potentiation effect of PKA on the 
AVP-stimulated pathways, and furthermore, that this may be the more physiologically 
important mechanism. In this context, PKA has much less effect on Ca2+influx in 
experiment Horse79, relative to that in experiments Horse89 and Horse95, even though 
its potentiating effects appear undiminished. This suggests that the important effects 
of cortisol occur between PKA activation and Ca2+influx, and also that the effect of 
cortisol on cAMP accumulation (indicated with a dotted line in figure 7.13) can be 
neglected. In addition, the lack of direct influence of PKC on Ca2+influx in experiments 
Horse89 and Horse95, even though cortisol is low, suggests that the effect of cortisol on 
PKC mediated Ca2+influx can also be neglected. Interestingly, the modeling analysis of 
experiment Horse79 does not show a requirement for medium and long term effects of 
cortisol. Perhaps the important physiological effects of cortisol occur over a similar time 
scale to those of AVP and CRH. This is certainly intuitively reasonable, since delays in 
feedback loops are destabilizing [Nagrath and Gopal, 1982]. 
The reason for making the available ACTH in (7.14) dependent on AVP and CRH is 
to reduce the amount of ACTH released following big peaks of CRH. This was earlier 
mentioned as the only dubious mechanism in the modeL Desensitization to CRH, which 
the modeling results for experiment Horse95 indicate is required to explain the data, will 
have the same effect. This mechanism now needs to be included in the model. Tests 
using experiments Horse79, 89 and 95 may well then allow removal of the dependence 
of available ACTH on AVP and CRH, making all mechanisms in the model completely 
substantiated by existing in vitro results. 

CHAPTERS 
Conclusions and Suggestions for 
Further A CTH Research 
The aim of Part II of this thesis has been to investigate ACTH regulation and the 
novel pituitary effluent sampling (PES) strategy described in section 6.1.1. This chapter 
summarizes the results on PES which are contained in Chapter 6, and draws some 
conclusions about ACTH regulation based on the results in Chapter 7. It finishes with 
some suggestions for further research. 
8.1 Pituitary Effluent Sampling (PES) 
PES has revealed that pituitary and hypothalamic hormone concentrations individually 
vary in an apparently random man'ner. Other in vivo experimental methods are unable 
to reveal the rich character of these variations, due to problems with access to the 
hypothalamo-pituitary region, chronic stress levds, deconvolution and sampling rate. 
All of these problems have been discussed in Chapter 6, the sampling rate and access 
ones in particular, since they also affect PES data. 
The sampling rate limits the accuracy with which variations in hormone concentration 
can be estimated. This relationship is quantified for the first time in section 6.3.4 
and clearly indicates the value of rapid sampling. The results on the value of rapid 
sampling are supplemented by the small delay between AVP or CRH and ACTH found 
in section 7.2, along with the observation that the modeling analysis in section 7.5 
requires rapidly sampled data. Note that the results in section 6.3.4 are also applicable to 
other in vivo experimental situations. Since experimental cost and information obtained 
by sampling both increase with increasing sampling rate, a compromise is necessary. 
Given the way interpretation of hormone concentrations determined by PES is currently 
lagging their measurement, a 30s sampling interval seems appropriate for ACTH and 
AVP measurement, at least for the present. Where CRH concentrations are expected to 
be high CRR should also be sampled every 30s. However, in physiological experiments, 
advantage can be gained by pooling adjacent 30s CRH samples, so that CRH is in reality 
only assayed once every 60s. 
Section 6.3.5 provides the first quantitative assessment of the size and effect of 
intercavernous sinus (ICS) blood flow variations. Although the relationships between 
hormones are not well enough understood to allow the size of the variations to be accu-
rately determined, a 5% (p<0.05) upper limit can be placed on the average coefficient 
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of variation (CO V) of blood flow. This limit then indicates that the error in adenohy-
pophysial hormone concentrations measured by PES and caused by blood flow variation 
may have COV<l %. Thus, blood flow variations are likely to have essentially negli-
gible effect on measurement (by PES) of CRR, AVP and ACTH concentrations at the 
corticotropes. 
8.2 ACTH Regulation 
The complication of ACTH regulation is becoming increasingly apparent, with many 
recent in vivo results from other groups indicating a looser association between ACTH 
and AVP, CRH and cortisol than had been previously proposed, along with a requirement 
for additional secretagogues with as yet unknown effects. This idea is supported to some 
degree by the pulse analysis in section 7.2.3 where only 'r:'j76% of ACTH pulses are asso-
ciated with AVP or CRR pulses. Conversely, section 7.5 shows that a mechanistic model 
of ACTH regulation, with inputs of measured AVP, CRR and cortisol concentrations, 
is able to accurately duplicate measured ACTH concentrations when cortisol concen-
trations are low. When cortisol concentrations are in the physiological range, the same 
model can still duplicate ACTH concentrations satisfactorily. This work gives fresh 
hope that in some situations, one of which is when cortisol concentrations are low, AVP, 
CRR and cortisol are sufficient to explain almost all ACTH secretion. Certainly, until a 
lot more experiments have been analysed, and the model in figure 7.13 has been suitably 
refined, incorporation of additional secretagogues into the model seems premature. 
Of the three major ACTH regulators, cortisol has the greatest impact on ACTH 
secretion. The modeling analysis demonstrates that, contrary to current thinking, this 
negative feedback effect occurs primarily in the pituitary, despite obvious effects in 
the hypothalamus and hippocampus. Furthermore, it demonstrates that in the pituitary 
cortisol primarily acts to reduce CRR stimulated ACTH release. Results from the 
crosscorrelation analysis, pulse analysis and modeling analysis all indicate that AVP 
is the important physiological signal for ACTH secretion. The modeling analysis 
also demonstrates that CRH, not AVP, is the important signal for ACTH secretion when 
cortisol is low. Based on these results it is possible that AVP, with a background of CRR, 
drives acute changes in ACTH while CRH regulates circulating cortisol concentrations. 
The model of ACTH regulation used in the modeling analysis is an advance on one 
based on static cell culture results [Schwartz, 1990], which, when tested on PES data, 
could not explain measured ACTH concentrations. 
The. pulse analysis in section 7.2 suggests that the delay between AVP or CRH and 
ACTH release is 0-30 seconds, and possibly dependent on the amount of ACTH released. 
8.3 Suggestions for Further Research 
Results and comments in Chapters 6 and 7, along with results from other workers 
[Alexander et al., 1991], indicate the detailed information contained in PES data. In 
particular, the complication of the model in section 7.5 demonstrates the intricate detail 
that PES can provide, detail which has been previously unavailable to Endocrinologists 
working in vivo. While section 6.3.4 indicates that more rapid PES sampling would 
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provide even more information, what seems to be much more urgently required is a 
concerted effort to make use of the intricate detail already apparent with 308 sampling. 
Such an effort will require increasingly sophisticated approaches to analysing PES data, 
along with greater attention to experimental design, i.e. value and variability of sampling 
rate, missing samples, choice of stimulus, assay accuracy etc. In the context of both 
possible approaches and the data, modeling of two metapyrone administration experi-
ments and one AVP and CRR administration experiment has revealed new information 
about the effects of cortisol on ACTH regulation, and enabled in vivo testing of the 
mechanisms behind ACTH secretion. The AVP and CRR administration experiment 
was less useful in this regard, because differences between the model output and the 
measured ACTH could be attributed to errors in the model, or the relative uncertainty 
in adenohypophysial AVP and CRR concentrations. Therefore, what now appears to 
be most urgently needed are further physiological experiments, with samples taken as 
recommended in section 6.3.4. Modeling these experiments will certainly challenge 
the conclusions made above regarding physiological ACTH regulation, and will also 
allow further study of the detailed mechanisms behind ACTH release. As with all data 
analysis, the more experiments available for modeling, the more precise the conclusions 
that can be drawn from them become. 
Until the arrival of good physiological data, the modeling analysis can best be 
extended by incorporating the changes suggested in section 7.5.4 into the model in 
figure 7.13. The important mechanisms in the new model will then be IP3 and protein 
kinase C (PKC) mediated AVP-stimulated ACTH release, protein kinase A (PKA) me-
diated CRR-stimulated ACTH release, PKA and PKC mediated potentiation, cortisol 
dependent inhibition ofPKA mediatedCa2+influx, ACTH depletion and desensitization 
to CRR. This improved model then needs to be fitted to experiments Horse79, 89 and 
95, to confirm that it can perform as expected. Having confirmed this, the model, with 
all parameters fixed, should be fitted to the data from both metapyrone administration 
experiments, and its performance assessed. Using more than one experiment dramati-
cally increases the constraints on the model, while keeping the experimental 'situation' 
the same is a necessary simplification at the current stage of model development. This 
work will undoubtedly suggest further modifications to the model and experiments to 
test these modifications. 
Other suggested investigations based on the results and comments in Chapters 6 
and 7, but which are not directly relevant to understanding ACTH regulation, are: (a) 
in vivo validation of the deconvolution model using PES and concurrent peripheral 
data; (b) a study of whether the spectral content (i.e. rate of variation) of adrenal axis 
hormones changes with stress, and in particular, exercise; (c) comparison of the pulse 
analysis results presented in this thesis with those obtained using the Cluster (or any 
other 'recognized') pulse identification algorithm [Veldhuis and Johnson, 1986]; and (d), 
with regard to (c), an investigation of data smoothing to reduce the number of falsely 
detected pulses at sub-1 0 minute sampling intervals. 
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