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Abstract
The nature of dark matter, which comprises 85% of the matter density in the
universe, is a major outstanding question in physics today. The standard hypothesis
is that the dark matter is a new weakly interacting massive particle, which is present
throughout the galaxy. These particles could interact within detectors on Earth,
producing low-energy nuclear recoils. Two distinctive signatures arise from the solar
motion through the galaxy. The DRIFT experiment aims to measure one of these,
the directional signature that is based on the sidereal modulation of the nuclear
recoil directions. Although DRIFT has demonstrated its capability for detecting
this signature, it has been plagued by a large number of backgrounds that have
limited its reach. The focus of this thesis is on characterizing these backgrounds and
describing techniques that have essentially eliminated them.
The background events in the DRIFT-IId detector are predominantly caused by
alpha decays on the central cathode in which the alpha particle is completely or partially absorbed by the cathode material. This thesis describes the installation a 0.9

v

µm thick aluminized-mylar cathode as a way to reduce the probability of producing
these backgrounds. We study three generations of cathode (wire, thin-film, and radiologically clean thin-film) with a focus on identifying and quantifying the sources of
alpha decay backgrounds, as well as their contributions to the background rate in the
detector. This in-situ study is based on alpha range spectroscopy and the determination of the absolute alpha detection efficiency. The results for the final radiologically
clean version of the cathode give a contamination of 3.3 ± 0.1 ppt

234

U and 73 ± 2

ppb 238 U, and an efficiency for rejecting an RPR from an alpha decay that is a factor

70 ± 20 higher than for the original wire cathode. Along with other background
reduction measures, the thin-film cathode has reduced the observed background rate
from 130/day to 1.7/day in the DRIFT experiment.
The complete elimination of the remaining RPR backgrounds requires fiducialization of the detector along the drift direction. We describe two methods for doing
this: one involving the detection of positive ions at the cathode, and the other using multiple species of charge carriers with variable drift speeds. With the recent
successful implementation of the latter technique, the DRIFT experiment has run
background-free for 46 days.
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Chapter 1
On Dark Matter
The composition of dark matter is one of the most significant outstanding mysteries in physics. Resolving the remaining unknowns would have significant impacts
to particle physics, astrophysics, cosmology, and other fields. Although considerable evidence has been gathered in support of a new dark matter particle and its
gravitational interactions, such a particle has yet to be observed.
This chapter will begin with a selection of this considerable body of evidence for
dark matter. A few methods to learn more about this new particle will be described,
with a focus on terrestrial direct detection experiments. Finally, we discuss various
signatures that would make a hypothetical detection of dark matter very convincing.

1.1

Evidence

The body of evidence for dark matter composed of a new particle is overwhelming
and too extensive to be fully summarized here. Instead, we briefly describe three topics: rotation of gravitationally-bound systems, including spiral galaxies and galaxy
clusters; the acoustic peaks of the Cosmic Microwave Background (CMB); and the
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effects from collisions of galaxy clusters. These topics provide evidence that a considerable fraction of the mass in the universe is some dark, gravitationally-interacting
substance. Numerous other sources of evidence include gravitational lensing [1] and
the development of large-scale structure [2].

1.1.1

Gravitationally-Bound Systems

The first indication of some form of dark matter came from Zwicky’s 1933 consideration of galaxies in the Coma cluster [3]. Recent measurements of the doppler shift
of these galaxies observed a large spread in recession velocities, from 6,600 to 8,500
km/s, indicating a bulk velocity of the cluster around 7,500 km/s and an average
local velocity of around 1000 km/s for galaxies revolving around the cluster’s center. He also calculated the average local velocity, employing estimates of the cluster’s
combined mass (based on its visible components) and its physical extent, which came
out to just 80 km/s. Based on this calculation, he posited that there may be some
additional “dark matter” component, accounting for up to 99.75% of the total mass,
to vastly increase the local density of the Coma cluster.
Since then, further measurements have been made for similar gravitationallybound systems; most notably galactic rotation curves. Astronomers use spectroscopic
measurements along galaxies to measure the speed of stars’ rotation to produce a
curve showing the velocity as a function of distance from the galactic center, as shown
in Figure 1.1. These rotation curves are typically found to be flat, or slightly rising,
at large radii.
This rotation curve is compared with the expected rotation curve, calculated from
Newton’s laws and measured mass contributions. The first major baryonic contribution is the galactic disk, whose density (ρd (r)), falls exponentially as a function
of radius. The hydrogen gas and galactic bulge, with respective densities ρg (r) and
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Figure 1.1: Two characteristic rotation curves, including contributions from the disk,
bulge, gas, and dark matter. Images reproduced from [5].

ρb (r), complete the description of visible matter [4]:
−1

r
ρg (r) ∝ 1 +
rh,0

 −7
4
r
ρb (r) ∝ 1 +
rb,0


−r
ρd (r) ∝ exp
rd,0

(1.1)

These three functions are fit to visible and radio data, where available, and used
to calculate an expected rotation curve for the galaxy. We may estimate the asymptotic form of this result for large radii by noting that the galaxy’s baryonic mass is
concentrated near to its center. Modeling the system as an object in a stable orbit
around a point source, the orbital velocity is given by:
r
GM
v(r) =
r

(1.2)

so we expect a r−0.5 form to the galactic rotation curve, contrary to observations.
The discrepancy between the observed galactic rotation curves and the predictions
based on observed matter distributions can be resolved with the introduction of dark
matter. A survey of 1100 spiral galaxies found that a dark matter contribution was
necessary in effectively every case to explain the galactic rotation curve [6]. It is
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important to note that this contribution has a different form than the baryonic
parts, ruling out the possibility that the disagreement is caused by, for example, a
mis-measurement of mass-to-light ratios.

1.1.2

Bullet Cluster

The galaxy cluster 1E 0657–56 and its sub-cluster, colloquially known as the bullet
cluster,1 were first observed in the visible in 1995 [7] and in the X-ray by the Chandra
telescope in 2000. The X-ray image, included in Figure 1.2, revealed that these two
galaxy clusters had collided 150 million years ago2 [8]. The smaller cluster, on the
right, had passed through the larger cluster and the stars, mostly collisionless, have
passed through unimpeded. This interaction has slowed the hot gas and produced a
bow shock, which is visible from the X-ray image.
Of the primary baryonic components in the main (sub-) cluster, the hot gas
contributes a factor of 10 (5) more than the visible stars [10].3 We therefore expect
that the centers of mass, measured by the weak lensing of more-distant galaxies [9],
will follow the hot gas and lag behind the stars. As shown in Figure 1.2, however, the
primary mass components of these two clusters are well-separated from the hot gas.
This suggests, like the galactic rotation curves did for individual galaxies, that the
bulk of the mass composing galaxy clusters is invisible and collisionless. Furthermore,
this casts serious doubt on alternative explanations for the galactic rotation curves,
including Modified Newtonian Dynamics (MOND) [11].
1 The

name “Bullet Cluster” not only references the bow shock observed along the front
of the smaller cluster but is also intended to invoke an image of a smoking gun, as these
dynamics provide very good evidence against modified gravity theories.
2 This is the time that the collision would have been visible from Earth, and does count
the 3.5 billion year travel time of the photons.
3 The uncertainties here are large, mostly due to poorly-known mass-to-light ratios, but
this does not change the argument.
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Figure 1.2: The mass profile (contour) overlaid with an X-ray image of the Bullet
Cluster indicates that while the hot gas slowed down, the majority of the mass was
non-interacting. ©AAS. Reproduced with permission from [9].

1.1.3

Cosmic Microwave Background Radiation

200,000 years after the big bang, the young universe was still a hot dense plasma. The
hydrogen ions (protons) had a high interaction cross-section with photons, causing
frequent scatters and maintaining thermal equilibrium. At around 380,000 years,
it had cooled to 3000 K and undergone a phase transition to a gas in which very
nearly all of the protons formed neutral hydrogen. This gas was transparent to most
wavelengths of light, so these photons decoupled from the matter in the universe.
These photons can still be measured today, although cooled to 2.7 K by the expansion
of the universe, and are called the Cosmic Microwave Background (CMB).
Measurements of the CMB provide significant information about the universe,
and has so far resulted in two nobel prize awards.4 The recent Planck experiment has
4 Penzias

and Wilson won half of a prize in 1978 for the first observation of the CMB;
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Figure 1.3: CMB multipole moments measured by the Planck experiment. Image
reproduced from [12].

measured the temperature of the CMB precisely and over the entire sky to produce
the power spectrum of temperature variances shown in Figure 1.3 [12]. These are due
to the Baryon Acoustic Oscillations (BAO) present in the universe at the moment
of decoupling; for more details see [13]. The exact form of this power spectrum
contains information about many cosmological parameters. In particular, the Planck
collaboration finds that 84.5% of the matter in the universe is dark matter, while
only 15.5% is baryonic.

1.2

WIMP Dark Matter

The above provides ample evidence that a new dark, collisionless, massive particle
comprises most of the mass in the universe; this new hypothetical particle is commonly denoted as χ. Very early in the universe this particle (just like, for example,
protons) would have been in an equilibrium in the universe such that its rate of
particle-antiparticle annihilation was equal to its rate of production. As the uniMather and Smoot were awarded the 2006 prize for their work with the COBE experiment,
which measured a blackbody spectrum and some anisotropy.
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Figure 1.4: The freeze-out density of Dark Matter particles as a function of crosssection. Image reproduced from [14].

verse expanded and cooled, the production rate fell and, with it, the dark matter
density necessary to maintain this equilibrium also fell. Eventually, as the universe
expanded and cooled, this equilibrium was lost when the the dark matter annihilation rate could not keep up with the falling production rate due to a cooling universe.
A dark matter particle with a larger interaction cross-section would continue annihilating for a longer time, producing a lower relic number density (see Figure 1.4);
meanwhile a dark matter particle with a larger mass will have a lower equilibrium
number density at the time that equilibrium is lost. At this point, which is around
10−12 s, the amount of dark matter “froze out” at some non-zero density that we
observe today.5
These arguments predict that a dark matter particle with a mass density today
5 The

proton abundance follows a similar trend, but its final density is eventually limited
by the proton-antiproton asymmetry in the universe.
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comparable to that observed by the Planck experiment (Section 1.1.3) would have
an annihilation cross-section of < σA v >≈ 10−27 cm−3 s−1 [15]. This is the right scale
for a particle that interacts via the weak force, and a weakly-interacting particle with
this annihilation cross-section should have a mass on the order of 100 GeV/c2 . This
hypothetical particle is named the Weakly Interacting Massive Particle, or WIMP.
This cosmic coincidence, that a particle which has only weak and gravitational interactions could produce the relic density that we see today, is referred to as the
“WIMP Miracle” and makes the WIMP a very attractive dark matter candidate.
There is also ample theoretical motivation for the existence of such a particle.
Supersymmetry, a compelling extension to the standard model of particle physics,
predicts a new class of weakly-interacting particles. The lightest of these, called the
Lightest Supersymmetric Particle (LSP), is necessarily stable as it cannot decay into
heavier particles. The LSP is therefore a well-motivated explanation for the existence
of a WIMP which, in turn, is an excellent candidate to explain many “missing mass”
and cosmological observations, described in Section 1.1.

1.2.1

The Dark Matter Halo

Simulation [16] and evidence from galactic rotation curves and weak lensing [17]
indicate that the dark matter surrounding the galaxy is approximately spherical
and isothermal. This distribution extends far beyond the visible stars and gas of the
galaxy and is typically referred to as the dark matter halo.6 This halo is probably not
co-rotating with the galactic disk, and individual particles have velocities following
a Maxwell-Boltzmann distribution:
 2
−v
4v 2
f (v) = √ 3 exp
v02
πv0

(1.3)

6 This

name isn’t particularly apt since there is nothing toroidal about the dark matter
distribution; it is instead mostly spherical.
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where v0 is the velocity of a stable, circular orbit at a given position in the galaxy.
For our solar system, v0 = 230 km/s [18].
Although the dark matter halo is, on average, stationary, the Sun is not. It is
revolving around the center of the galaxy at v = 242 km/s; similarly, the planet
Earth is orbiting the Sun, in a slightly elliptical orbit, at vp = 29.8 km/s. The
Earth’s orbital plane is inclined by about 60◦ with respect to the vector of the Sun’s
direction, so these velocities add to obtain:

vE (t) ≈ 244 + 15 sin(2πt)

(1.4)

where t is time, in years, elapsed from March 2.
The Earth’s movement through this stationary dark matter halo produces a bulk
movement in the laboratory frame. From a stationary position on Earth, there
appears to be a wind of WIMPs with a bulk velocity of vE (t) and an additional
velocity distribution from Eq. 1.3. This wind appears to be coming from the direction
of the constellation Cygnus.

1.3

WIMP Detection

The hypothesis that dark matter interacts via the weak force is well theoreticallymotivated. It also indicates that this particle can have some coupling to standardmodel particles and, therefore, be observed by more than just its gravitational signature. There are three general mechanisms through which this can happen: Two
standard model particles may annihilate, producing WIMPs; two WIMPs may annihilate, producing standard model particles; and a WIMP may interact via the weak
force with the nucleus of an atom, producing an elastic scatter.
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1.3.1

Indirect Detection

Particle colliders, such as the Large Hadron Collider (LHC) at CERN, search for potential WIMP candidates produced by the annihilation or decay of standard model
particles. With a sufficiently high center-of-mass energy there will be some probability of producing dark matter particles, similar to how they were produced in the early
universe. Collider experiments, like ATLAS and CMS, search for the production of
potential dark matter candidates by looking for events with missing energy and mass
since the dark matter particle, with its very low interaction cross-section, will escape
the detectors unseen. Note that while this technique can precisely measure many
properties of a new particle (mass, spin, etc), it cannot verify that the particle is
indeed responsible for the dark matter in the universe. For instance such a detection
could not measure the lifetime of a dark matter candidate unless that lifetime were
so short as to render it unsuitable to be a dark matter candidate.
Indirect searches aim to observe the products from annihilating dark matter particles. Many dark matter models predict that the WIMP is its own antiparticle [15]
(that is, it is a Majorana particle); however, if that is not the case we expect that
its antiparticle behaves similarly and comprises half of the total dark matter. This
produces annihilation products in the same way, but with the overall rate reduced
by a factor of two due to the split population. These annihilations are thought to
often produce standard model particles, but different WIMP models predict different
particles. It is necessary that these products will carry all of the energy of the two
WIMP particles, which is dominated by their mass.
The quadratic dependence on the dark matter density motivate indirect searches
to focus on gravity wells that may collect higher concentrations. The Sun creates a
large potential well in our solar system and WIMPs passing through it will interact,
rarely, losing enough energy to be captured. Over the age of the solar system this
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captured population of dark matter will grow until the annihilation rate is equal to
half of the capture rate. The Sun is therefore a nearby source of WIMP annihilation products, provided they can escape. The IceCube experiment, a km3 neutrino
detector at the south pole, has searched for neutrinos originating from dark matter
annihilations in the Sun, but yet to find any [19].
The center of the Milky Way galaxy is another potential source of dark matter
annihilation products. Data from the Fermi-LAT experiment, a space-based gamma
ray detector, have recently been interpreted to suggest the presence of photons from
dark matter annihilation [20], and not for the first time [21]. The galactic center,
however, is a very busy place containing many backgrounds. Until these backgrounds
are resolved, it is unlikely that an indirect detection from this region will be conclusive. Nearby dwarf galaxies lack many of these backgrounds, but also have much
lower dark matter densities [22]. Nevertheless, analysis of Fermi-LAT data from
these possible sources has found signals that may be due to WIMP annihilation [23].
While indirect detection strategies hold promise and will continue to be an important aspect of the overall search for dark matter, these experiments are often plagued
by backgrounds due to poorly-understood dynamics. None of these potential discoveries mentioned measure the same WIMP mass, suggesting that an indirect WIMP
discovery still eludes us.

1.3.2

Direct Detection

Direct detection experiments seek to measure nuclear recoils resulting from interactions between a dark matter particle and a nucleus within the instrument. The
differential rate (R) over the energy deposited to the nucleus (ER ) can be written as
[25]:
σN
dR
= 2 FN2 (ER )
dER
2µ mχ

Z

vesc

dvv −1 f (v)ρχ

vmin
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where σN is the dark matter interaction cross-section with the target nucleus N ;
µ =

mN +mχ
mN mχ

factor; vesc

is the WIMP-nucleus reduced mass; FN (ER ) is an interaction form
p
is the escape velocity of the galaxy at Earth; vmin = ER mN /(2µ2 ) is

the minimum velocity required to produce a recoil of energy ER ; f (v) is the velocity
distribution of the dark matter halo; and ρχ is the dark matter density at Earth,
which is constant and may be removed from within the integral. This can be broken
up into two parts for clarity: the part outside the integrand is due to the interaction
between the dark matter particle and the nucleus, while the part within the integrand
is due to the astrophysical properties of the dark matter. Finally the form factor,
FN (ER ), is based on nuclear physics.
The local astrophysical properties of dark matter, including its density and velocity distribution, are not precisely known. Instead, experiments rely on a set of
reasonable estimates of these properties; it is essential that each experiment use the
same assumptions so that comparisons between results is not skewed. The parameters most often used, suggested by [18], are described below. vesc = 600 km/s is
the escape velocity from the galaxy at Earth’s location; dark matter particles are
not expected to have higher velocities as they would have escaped the Milky Way’s
influence a long time ago. ρχ = 0.3 GeV·c−2 ·cm−3 is the local mass density of dark
matter. The velocity distribution of the dark matter, f (v), is a combination of the
Earth’s motion through the halo and a Maxwell-Boltzmann distribution of velocities,
as described in Section 1.2.1.
With the assumptions about astrophysics above, the properties of dark matter
interaction in Eq. 1.5 are observables in direct detector experiments. The WIMP
mass mχ (and µ, the reduced mass) affects both the rate of dark matter interaction
and also the energy; a heavier WIMP will have a reduced number density, leading
to fewer interactions, but these interactions will tend to deposit more energy into
the detector. The cross-section of the WIMP on the target nucleus, σN , predicted to
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Figure 1.5: Form factors for various atoms, as a function of energy transferred.
Images reproduced from [26].

be on the weak scale, directly affects the interaction rate. This parameter, and its
dependence on the target, is discussed in more detail in Section 1.3.3.
Finally, the form factor FN (ER ) is a function of the recoil energy and dependent on the target nucleus, not any WIMP properties [18]. The cross-section σN
assumes that the nucleus is a point-like object. When the de Broglie wavelength
√
λ = h/ 2mN ER is large compared to the nuclear size this assumption holds true,
and FN (0) = 1. However, as the energy transferred in the interaction increases, and
λ shrinks, the interaction rate must be corrected by this form factor. These form
factor functions are shown in Figure 1.5 for common dark matter targets.
It is of experimental interest that when Equation 1.5 is integrated7 using the
expected dark matter parameters described here and in Section 1.2.1, it reduces to

the Maxwell-Boltzmann distribution for f (v) and substituting E = 12 mv 2 results
in a simple exponential integration.
7 Using
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the form:
dR
R0
=
exp
dER
E0



−E
E0


(1.6)

This falling exponential has two major implications. First, it is essential for experiments to have low detection thresholds, as this can have enormous impacts on
expected WIMP rates. Secondly, this signal has no peak features by which it may
be identified, so it will not be possible to distinguish WIMP interactions from backgrounds (which typically also follow a falling exponential) based on energy distribution alone.

1.3.3

Spin Dependence

The WIMP-nucleus cross-section depends on the spin of the target nucleus. This can
be simply described by considering the Feynman diagrams of possible interactions
shown in Figure 1.6. In both cases, the transfer of momentum and energy between
the WIMP and the nucleon is mediated by a force carrier. In the first case (Figure
1.6a), the force carrier is the spin-0 Higgs boson. This particle carries no spin so it
is allowed to interact with a nucleus with any amount of spin. In the second case
(Figure 1.6b), the force carrier is the spin-1 Z boson. This particle carries with it spin
1, thus also mediating the transfer of angular momentum between the two particles.
This transfer requires that the nucleon be able to change its spin state.
Consider the simple target of a hydrogen atom whose nucleus is a single, spin1
2

proton. Its spin can change from − 12 to + 21 to accept the transfer of angular

momentum from the WIMP via the Z boson. Consider instead the target of a helium
atom whose nucleus is composed of two protons, ignoring the neutron(s). By the
Pauli exclusion principle, these protons cannot be in identical states, so the lowestenergy nuclear state is spin-0 with one proton spin + 12 and one spin − 12 . Neither
proton may change its spin, so the exchange of angular momentum is not allowed
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(a) Spin-independent interaction mediated
by spin-0 Higgs.

q

(b) Spin-dependent interaction mediated
by spin-1 Z.

Figure 1.6: Feynman diagram examples of interactions between a WIMP (χ) and a
nucleon (q). Images reproduced from [26].

and this atom cannot engage in a Z-mediated WIMP interaction.
A dark matter interaction mediated by a spin-1 boson, called spin-dependent,can
therefore affect only a single, unpaired nucleon of each type in an atom. On the other
hand, an interaction mediated by a spin-0 boson, called spin-independent, can affect
any of the atom’s nucleons. Furthermore, due to coherent scattering effects [15], the
total spin-independent cross-section is proportional to the square of the total number
of nucleons, A. It is customary to normalize this total interaction cross-section to
the A = 1 case, so σN = A2 σ0 and experiments using different targets should expect
to measure the same σ0 .
It is not currently known what particles mediate WIMP-nucleon interactions.
Most experiments recently have focused on the spin-independent regime because of
both the freedom of detector materials (particularly the use of noble elements) and
because the A2 interaction-rate boost facilitates the probing of small interaction
cross-sections. However, these searches are largely insensitive to the spin-dependent
interactions. Consequently, spin-dependent sensitive nuclei, like fluorine, provide
more general WIMP-search targets that can interact with dark matter regardless of
the spin of the force mediator.
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Time (day)

Figure 1.7: Event rate modulation from the DAMA/LIBRA experiment. Image
reproduced from [28].

1.3.4

Detection Signatures

The dark matter interaction rate is very low. Current experimental results limit
the event rate above detector threshold to below 1 event/kg/year for spin-dependent
interactions, and below 10 events/ton/year for spin-independent interactions. With
such a low event rate, it is imperative to limit and reject background events that
otherwise appear similar to WIMP-induced events. Furthermore, as discussed above,
the interaction energy spectrum has no major features that would distinguish a dark
matter signal from an unknown source of backgrounds. Instead, characteristic dark
matter signatures can be the modulation of the dark matter signal over time.
Recalling Equation 1.4, the average WIMP velocity in the laboratory frame will
vary over the course of the year. Following Eq. 1.6, the higher (lower) WIMP velocities in June (December) will produce more (fewer) interactions in a given detector.
This is called the annual modulation, and has in fact been observed within dark
matter experiments. Figure 1.7 shows the modulation in event rate in DAMA, a
NaI crystal detector in the Gran Sasso mine [28]. Although the annual modulation
is very clear, and with the right phase, this detection is in conflict with many other
dark matter experiments [29, 30], and it is generally not thought to be caused by
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(a) Direction of WIMPs that interact in a
detector.

(b) Direction of nuclear recoils from WIMP
interactions.

Figure 1.8: Vector directions of WIMP interactions in the galactic frame. Images
reproduced from [31].

WIMP interactions.
A stronger, and less-easily mimicked, dark matter signature is the sidereal modulation. Over the course of a sidereal day, the Earth’s rotation modulates the direction
of the WIMP flux by up to 90◦ . A detector sensitive to the direction of WIMPinduced nuclear recoils will therefore observe this direction vector change over the
course of a day. With a change of reference frame, these recoils will come from
the direction of Cygnus in the galactic frame while laboratory backgrounds will be
isotropic (see Figure 1.8). This is a very clear and distinct signature which is capable
of confirming a dark matter signal with as few as O(10) events [32, 31].
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The DRIFT Experiment
The Directional Recoil Information From Tracks (DRIFT) experiment is a collaborative effort to measure the directional information from dark matter-induced nuclear
recoils. This makes the detector sensitive to the sidereal modulation of the dark matter signal, and would allow for dark matter astronomy with a sufficient number of
events. The collaboration includes the following institutions: Boulby Underground
Science Facility, Colorado State University, Occidental College, University of Edinburgh, University of New Mexico, University of Sheffield, and Wellesley College.
This chapter includes descriptions of the DRIFT-IId dark matter detector and
the physics motivating many of the design choices. Results detailing its directional
sensitivity, dark matter limits, and limitations from backgrounds follow. The detector is described here in its operational state circa early 2010; since there it has
undergone some major changes including the May 2010 replacement of the central
cathode, which will be discussed in Chapter 4. More recently, the addition of a small
amount of O2 gas has required significant modifications to the gas system and has
had a tremendous impact on detector performance. This will be discussed briefly in
Chapter 7.
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Figure 2.1: Schematic of a Time Projection Chamber (TPC). Negative charges in
the volume drift along the electric field to the readout plane. Image from [26].

2.1

Detection Strategy

The DRIFT dark matter detectors seek to achieve directional sensitivity by using
low-pressure gas as a target. A measurement of a track’s initial direction requires a
detector with resolution finer than the length of the track, which scales roughly as
the inverse of the target density. For example, a 100 keV silicon recoil in a silicon
crystal has a range of 140 nm [33];1 cost-effective detector technologies capable of this
resolution do not currently exist. On the other hand, a 100 keV F recoil in DRIFT’s
40 Torr gas mixture ionizes the gas over a range of 3 mm, and can be resolved with
existing gas detector technology.
The ideal technology to detect short tracks of ionization produced in a gas is
the Time Projection Chamber (TPC). Pioneered by Nygren in 1974 [34], this device
consists of a volume of gas with a cathode on one end and an anode on the opposite
end (see Figure 2.1). The electric field produced by these two planes is supplemented
by electrodes with voltages stepped down along this axis surrounding the volume to
ensure parallel electric fields; these are known as a field cage.
1 Recoils

in denser detector solid-state detector materials, like germanium, are even

shorter.
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When some ionizing particle interacts in the gas volume of this detector, it creates
a short track of ionization. The positive ions follow the electric field to the cathode,
while the negative charges (typically electrons) move along these field lines toward
the anode. By drifting along constant, parallel field lines, these charges maintain
much of their original shape, with some spreading due to diffusion; this allows a
readout on the anode plane to measure this ionization and reconstruct the original
track. A typical choice is the multi-wire proportional counter, which also provides
gas amplification.

2.1.1

Multi-Wire Amplification

TPCs often employ some form of gas amplification to increase signal magnitude (and,
therefore, the signal-to-noise ratio). This is achieved when electrons2 enter a region
of very high electric field, O(104 − 105 ) V/cm. With such a high field, electrons gain
sufficient energy between interactions to ionize the the atom or molecule they collide
with, freeing additional electrons. Over a macroscopic distance, an increase in the
number of electrons by many orders of magnitude can be achieved.
Such a high-field region has been achieved with many different detector geometries
including spherical [36], planar [37], and cylindrical [35, 38]. DRIFT-IId employs a
cylindrical geometry, attaining gas amplification around long, thin anode wires. In
the vicinity of these wires, the electric field scales as 1/r reaching very high values
near the surface of the wire (consider Figure 2.2a); it is in this high-field region that
gas amplification occurs.
The Multi-Wire Proportional Counter, or MWPC, is a configuration of many
parallel anode wires at which gas amplification occurs. The necessary electric fields
2 For

negative ion drift (see Section 2.1.2), the electron must first be stripped from the
ion. This can be difficult for more electronegative molecules such as SF6 .
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z

x

(b) Electric fields are primarily defined between two “grid” planes (top and bottom)
and the anode wires (middle).

(a) Electric field around a wire scales a 1/r,
reaching large values near to the wire.

Figure 2.2: Schematic of Multi-Wire Proportional Counters (MWPC), reproduced
from [35].

are defined between this plane of anode wires and two cathode planes sandwiching
the anode, as in Figure 2.2b. This structure provides gas amplification along a large
area, suitable to be an end-cap to a cylindrical or rectangular detection volume.
Furthermore, by instrumenting each anode wire individually one obtains position
sensitivity along the x axis. Some detectors, like, DRIFT-IId, use an array of wires,
oriented perpendicularly to the anode wires, to form the cathode planes; this provides
position resolution along the y axis as well.

2.1.2

Negative-Ion Drift

The DRIFT-IId detector operates with a gas mixture of 30 Torr CS2 and 10 Torr
CF4 . CF4 was chosen for its high fluorine content because
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F is an excellent spin-

dependent WIMP target (see Section 1.3.3). Furthermore, carbon tetrafluoride has
proven to be a good gas for use in gaseous detectors [39, 40], and is both cheap and
inert. The bulk of the gas in DRIFT-IId is 30 Torr of CS2 , an electronegative gas
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chosen to provide negative-ion drift in the detector.
As charged particles drift through the gas along the electric field lines, they also
experience some diffusion. In general, the probability distribution of a single electron expands following a Gaussian distribution, where σ for a particle is a function
of the gas properties, the electric field, and, notably, the drift distance. It is essential for directional detectors like DRIFT to minimize the diffusion; if σ is greater
than the track length then the diffusion will wash out the directional information.
The parameter E/P , approximately proportional to energy gained from the electric
field between particle interactions, is used often to characterize the regimes of TPC
behavior; we adopt this convention here.
For systems with a small E/P , the motion of charges (either ions, which may be
positively or negatively-charged, or electrons) is dominated by their thermal motion
[42, p. 70]. In this thermal limit, the diffusion width in a gas over length L is
σx2 (L) =

4εk L
3eE

(2.1)

where e is the electric charge and εk is the characteristic energy of the drifting charges.
For electrons and ions at low values of E/P , this is dominated by thermal energy
such that εk ≈ kT ≈ 0.025 eV, where k is the Boltzmann constant and T is the gas
temperature.
This relation continues to hold true for different E/P so long as the moving
charges have a sufficient interaction rate with the surrounding medium to maintain
thermal equilibrium. Charged ions (and anions) have a relatively high and stable
interaction cross-section, so these charges tend to remain in thermal equilibrium over
E/P values employed in WIMP-search TPCs [43]. The cross-sections for electrons,
on the other hand, are typically lower and can vary by several orders of magnitude
depending on the energy of the electron; this is known as the Ramsauer effect. As
E/P rises, the interaction rate for electrons often falls to the point that they are no
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longer in thermal equilibrium with the gas, instead reaching characteristic energies
up to 10s of eV [35, p. 20-35]. In this scenario, electrons suffer considerably more
diffusion than ions.3
While it appears from Eq. 2.1 that increasing E will reduce diffusion, electrondrift TPCs will quickly experience more diffusion as the electrons’ kinetic energy
surpasses the local temperature. This scenario can be avoided if the negative charge
carriers4 are in fact ions rather than electrons.5 Electronegative gases known to
exhibit negative ion drift include O2 [44, 45], CS2 [46], and SF6 [47].
The DRIFT collaboration chose to operate with CS2 because of its advantageous properties including quenching properties and its ability to release electrons in
MWPC, thus allowing gas amplification [48, 49]. At 40 Torr, this gas, and a 30:10
CS2 :CF4 mixture, has been shown to follow the Eq. 2.1 up to 300 V/cm [43]. The
diffusion measured was consistent with temperatures (K) of 295 ± 15 and 297 ± 6,
respectively - at, or slightly above, room temperature.

2.2

The Boulby Mine

The DRIFT-IId detector is situated in the Boulby Underground Laboratory in North
Yorkshire, UK [51]. This laboratory space is located in the operational Boulby potash
mine at a depth of 1070 meters, or 2805 ± 45 m.w.e. [52], below the Earth’s surface.
This depth, comparing favorably to other underground laboratories [53],reduces the
3 There

are some exceptions in which particular gas combinations happen to have high
electron cross-sections over the energy range of interest, thus suffering from low electron
diffusion even at high E/P . CO2 is an excellent example of this.
4 We are interested only in the negative-charge carriers here because the gas amplification
stage (Section 2.1.1) requires free electrons.
5 Alternatively, lateral electron diffusion can be significantly reduced with the application
of a strong magnetic field parallel with the drift axis. This, however, tends to significantly
increase the complexity and cost of an experiment.
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expected muon rate by about six orders of magnitude, thus reducing the backgrounds
produced by muon-induced neutrons.
The underground cavern, with walls composed primarily of NaCl salt, has naturally low U and Th levels, measured at 95 ± 34 ppb and 190 ± 69 ppb, respectively
[54]. This is advantageous because it results in low levels of radon emanation (≈ 5
Bq m−3 ) [55] and a low rate of fast neutrons ((1.72 ± 0.61) × 10−6 cm−2 s−1 over
0.5 MeV) at the detector. These neutrons are further mitigated by passive shielding
around the detector, described in Section 2.3.1.

2.3

External Components

The DRIFT-IId detector is housed in a 1.5 m cubic vacuum vessel made of 304 steel,
shown in Figure 2.3. The walls have crossbeams tack-welded across them to provide
added support and reduce flexing. Outside of this vessel are passive shielding, the
gas system, the data acquisition system, and the slow control which monintors and
controls gas pressures and system voltages.

2.3.1

Passive Shielding

As discussed in Section 2.2, the detector is located underground to reduce backgrounds introduced by muon-induced neutrons. However, these cannot be eliminated
completely and at any depth neutrons from α,n reactions will be present. These are
further reduced with a minimum of 67 cm of polypropelene pellet shielding, equivalent to 40 g cm−2 of hydrogenous material on all sides [56]. This pellet shielding
fills a large plywood containment structure around the detector, as shown in Figure
2.4. Polypropelene was chosen because of its large content of hydrogen which, due
to its similar mass, is an effective neutron moderator. This shielding is expected to
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Figure 2.3: The front of the steel vacuum vessel. The door is visible, with its
crossbeam supports.

reduce the rate of neutron interactions above threshold in the detector from ≈ 1/day
to ≈ 1/year [57]. Lead shielding, common in low-background experiments to reduce
gamma backgrounds, is unnecessary for the DRIFT experiments because they have
excellent gamma rejection through range vs. energy cuts [49] (see Section 2.6.3).

2.3.2

Gas System

The detector was renamed from DRIFT-IIb to DRIFT-IId with the 2009 installation
of a new gas system. This system provides a flow of gas in any mixture of CS2 and
CF4 and includes feedback adequate to maintain vessel pressure. This is employed
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Figure 2.4: The detector shielding is behind the plywood containment. The orangetipped bags are removed to provide a gap in the shielding during neutron calibration
runs.

to operate in a 30:10 Torr CS2 :CF4 gas mixture.
This system uses two gas cylinders, one for CS2 and one for CF4 , and two large
tanks, one for mixing the gas and one to supply it to the vessel. In typical operation,
the supply tank is full and provides the appropriate gas mixture to the vessel (see
Figure 2.5). When the mixing tank is full, MFC3 opens so that the mixing tank can
fill the supply tank while also flowing into the vessel. When the mixing tank reaches
140 Torr, MFC3 closes so that the supply cylinders can fill the mixing tank first with
an additional 120 Torr of CS2 (MFC1) and then with 40 Torr of CF4 (MFC2).6 Then
MFC3 opens again, and the process repeats.
While all this is ongoing, a scroll pump evacuates the vessel through a needle
6 This

fill rate is limited by the evaporation rate and gas pressure of CS2 . This pressure
is less than the CF4 pressure, so the CS2 fill occurs first.
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Figure 2.5: Schematic of the DRIFT-IId gas flow system, reproduced from [26, p.
93].

valve.7 The valve (NV2) is set to allow a rate of 1 volume change per day which,
after passing through the pump, flows through a CS2 water trap and finally an
activated charcoal filter to ensure that no CS2 is released into the mine. With this
constant evacuation rate of the vessel, overall pressure is controlled by regulating the
flow of gas into the chamber with MFC4. With rapid feedback from digital pressure
7 This

presents an unstable running mode. During a failure, such as the crash of the
control system, the gas fill may be interrupted while the vessel evacuation continues. This
can lead to a reduction in vessel pressure, which creates the risk of sparks and potentially
broken wires.
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gauges, this pressure is typically held to within 0.01 Torr, or 0.025% of the target
pressure.

2.4

Internal Components

Within the vacuum vessel lies the detector itself, built from one central cathode; one
field cage on each side; and one MWPC on each end. This whole apparatus sits
atop a 1/2”-thick stainless steel “skate plate,” the bottom of which has many ball
bearing rollers. When it is necessary to perform maintenance on the detector, it
may be removed in its entirety by sliding it out along the skate plate. DRIFT has
constructed a custom trolley, with height adjustably matched to the height of lower
floor of the vacuum vessel, that this skate plate may be slid onto.
The central cathode electrode was originally built from an array of 512 100
µm stainless steel wires with 2 mm separation. These wires were mounted on 1”
thick acrylic frame with a 1 m2 aperture; a second frame mounts on top of the first
to sandwich the wires, ensuring that they are centered within this structure. Part
of this work involves replacing this wire central cathode with one constructed from
0.9 µm thick aluminized mylar; which will be described in later chapters, beginning
with Chapter 4.
This cathode frame also accepts and distributes the voltage to the cathode, called
the High-High-Voltage (HHV). An insulated cable, carrying 30.242 kV, runs from a
feedthrough on the vacuum vessel to a plug recessed into this cathode frame. This
supplies power to the central cathode to define the 550 V/cm drift field; this field
draws negative charges into the MWPC, and positive charges to the central cathode.
In the bottom front8 corner, a rounded, hollow copper cylinder contains resistors
and two spring-loaded contacts which press against the first rings of the field cage
8 By

convention, the “front” of the detector is the side closest to the door.
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Figure 2.6: Image of one field cage, on the skate plate and removed from the vacuum
vessel. The field cage shown is constructed from copper tubing, rather than stainless
steel, but is otherwise identical to those in DRIFT-IId. Image reproduced from [56].

to provide power here as well.
The two field cages are each a set of 31 stainless steel9 6 mm diameter tubes
bent around the square fiducial area. They are connected to one another by 33 MΩ
resistors such that the current through the HHV and through each field cage causes
the voltage to step down with tubes further from the central cathode. This ensures
that the electric field lines within the fiducial volume are all parallel. These field
cage tubes are contained within, and supported by, an acrylic box (see Figure 2.6).
Each field cage is capped with a Multi-Wire Proportional Counter (MWPC),
as shown in Figure 2.7. The DRIFT-IId MWPCs consist of three parallel wire
planes with 1 cm separation. The outer two “grid” planes are made from 512 100
µm stainless steel at 2 mm pitch. These wires are oriented horizontally and held at
-2731 V. The grids sandwich the anode plane, which consists of 512 20 µm stainless
9 On

a historical note, the DRIFT-IIa copper field cages were replaced with stainless
steel versions in later detectors. A similar experiment, DMTPC, originally used stainless
steel field cages [58] but switched to copper to reduce alpha backgrounds [59].
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(b) Schematic of the DRIFT-IId detector,
showing a cathode-crossing alpha track.
Lengths are in mm. Image reproduced from
[60].

(a) Photograph of the detector with labels
indicating primary axes and detector components. Image reproduced from [26].

Figure 2.7: The DRIFT-IId detector.

steel wires at 2 mm pitch. These wires are oriented vertically and are at ground
potential.
As described in Section 2.1.1, this geometry produces very strong fields near the
surface of the anode wires, which results in a gas amplification factor of about 1000.
As the electrons approach the anode wires and the positive ions move to the grid
wires, this produces an effective current from the anode to the grid. The raw voltage
signals created by this motion are therefore positive on grid and negative on the
anode.This amplified signal can then be measured by the instrumented anode and
grid wires to obtain track extent along the x and y axes, respectively. The track
profile along the z axis can be determined by the timing of the transit of charge into
the MWPC.
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2.5

Readout and Electronics

It is essential for any detector to reduce or eliminate partially-reconstructed events.
One source for these would be ionization events on the very edge of the detection
volume, for example alpha particle tracks originating on the field cage electrodes
[58]. In this case, the majority of the ionization may be deposited into a dead zone,
over which the detector is not sensitive, while a small amount of charge reaches the
detection volume and mimics a WIMP-induced recoil. These events are excluded in
the DRIFT-II detectors by veto channels along all four edges of the detection area.

Figure 2.8: The DRIFT detector groups all of its 448 anode wires (horizontal on
right) periodically into 8 readout lines (A1-A8 on left), and does the same for the
perpendicular grid wires (vertical on right; G1-G8 on left). With a wire pitch of 2
mm, this introduces a periodicity in space of 16 mm. Alpha particle tracks can be
hundreds of mm in length and typically hit each of the 8 channels more than once.
Above are the data from a real alpha track (left) compared with a diagram showing
the projected alpha track (right). Note that a signal pulse may overlap the electronic
overshoot from a previous pulse, confusing the charge (but not length) measurement
of such long tracks. Image reproduced from [60].

The outermost 52 (41) wires of of the anode (grid) are used to identify and veto
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Figure 2.9: Schematic of readout from anode channels. Image reproduced from [26].

events entering the fiducial volume of the detector from the outside. The remaining
448 (459) wires in each plane, spanning a 896 mm (918 mm) fiducial length, are
grouped into 8 channels such that every eighth wire is read out by the same channel;
this introduces a periodicity of 16 mm in the readouts. This does not affect the
WIMP search because the low energy nuclear recoils of interest have tracks that are
typically less than 5 mm long. This periodicity can be seen in longer tracks, such as
those from alpha particles or protons, as seen in Figure 2.8.
Once grouped into 8 channels of 56 wires each, the anode signals are amplified
by Cremat-111 preamplifier. These charge-sensitive amplifiers are placed as close as
possible to the signal wires themselves in order to reduce noise, so they lie within
the vacuum vessel (see Figure 2.9). After this stage, the signal wires lead out of the
vessel and into CR-200-4µs shapers, which further amplify the voltage signal and
shape it, with a 4 µs time constant, to remove the long exponential decay as the wire
voltage returns to zero. The signals are then fed into high-pass filters with τ ≈ 200µs,
intended to remove signals caused by 50 Hz mains frequencies and reduce the baseline
wander so that signals remain within the measurable range of the digitizers.
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Like typical high-pass filters, these include a capacitor in series which necessarily
conducts no net current. Signals after such a filter therefore always integrate to zero,
so any positive signal on the anode channel is followed by a long (200 µs timescale)
negative signal, called the overshoot. This can be seen in Figure 2.8. While of little
importance to nuclear recoil tracks,10 periodic signals from long tracks will overlap
this overshoot. Discussed in Section 3.2, this is the primary reason for poor energy
reconstruction of alpha particle tracks.
The grid signals are grouped and read out identically, except for a higher gain.
However, due to the nature of the signal generation of charges moving away from the
anode wires, adjacent grid wires tend to share the same signals. This results in lower
signal-to-noise on the grid channels as well as poorer range measurements along the
y axis.
Finally, these 36 signals (8 anode, 8 grid and 2 veto per side) are passed to series
of 12-bit 1 MHz digizers which operate continuously. A software trigger within the
DAQ activates when any anode channel (on either side of the detector) passes a
threshold value, which can be set from run to run. After a trigger, data from all 36
channels is recorded for 3 ms before the trigger and 10 ms after the trigger. This set
of data is called an event.

2.6

Results and Backgrounds

The DRIFT project has been operational for more than a decade and has produced
many relevant results. Early on, the project demonstrated the detector’s directional capabilities, justifying a primary design - the ability to confirm the presence
of WIMP-induced nuclear recoils by their direction. Later studies, focusing on the
10 It

will cause some systematic correlation between signal length and integrated signal
size which was not corrected for in the analysis described in this document.
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detector’s sensitivity to dark matter, have produced dark matter exclusion limits and
identified significant detector backgrounds.

2.6.1

Directionality

It is essential for DRIFT-IId to demonstrate its ability to measure the direction of
low-energy nuclear recoils, like those that would be produced by WIMP interactions.
This sensitivity can be broken into two parts: the angle of the axis along which the
recoil traveled; and the recoil’s vector direction along this axis, called “head-tail.”
The DRIFT-II detectors have considerably different range resolution on each axis.
The best-measured range is along the z axis which, limited by the 4 µs shaping time
constant, corresponds to 240 µm. The next best axis is the x axis which, limited by
√
the 2 mm spacing of the anode wires, produces resolution between 2 mm and 2/ 12
mm, depending on the number of wires sampled. Finally the y axis resolution is
similarly limited, but yields worse resolution.
The parameter used to demonstrate sensitivity to direction of a nuclear recoil is
∆z/∆x, which will vary depending on the track orientation. For tracks oriented along
x this parameter will be less than 1, while it will be greater than 1 for tracks oriented
along z. This has been demonstrated in [61] to measure a significant systematic
deviation from 1 for z-oriented nuclear recoil tracks above 50 keV resulting from a
252

Cf neutron exposure (see Figure 2.10a). Note that this technique is sensitive to

the directionality of a population of tracks, but applies poorly to an individual recoil.
The DRIFT-II experiments are also sensitive to the head-tail, or vector direction,
signal. When considered only along the z axis (for which DRIFT-IId has excellent
resolution), DRIFT takes advantage of the falling energy loss per unit length over
the extent of a nuclear recoil track. A head-tail measurement relies on the ratio of
charge integrated over the first half of the track compared to the charge integrated
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(a) Magnitude of ∆z/∆x for tracks oriented along z. Image reproduced from [61].

(b) Image reproduced from [62].

Figure 2.10: Directional sensitivity with respect to recoil energy.

over the second half. As presented in Figure 2.10b, recoils from neutron interactions
during a 252 Cf exposure show no difference when the neutrons are oriented along the
x or y axes, but demonstrate a significant difference when the neutrons are oriented
along the z axis [62]. It is particularly important that the DRIFT-II detectors are
sensitive to this directional parameter at, and below, the discrimination threshold of
40 keV.

2.6.2

Sensitivity

The DRIFT-IId detector is the largest and most sensitive directional dark matter
detector in the world, probing WIMP cross-sections at least three orders of magnitude
smaller than its directional competitors. Its last published limit11 rules out a WIMPon proton spin-dependent cross-section above 1.8 pb for a 100 GeV/c2 particle [63].
11 An

updated limit, currently going through the peer-review process, is discussed in
Chapter 7.
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Figure 2.11: A 252 Cf exposure (left) produces electron recoils (vertical band) and
nuclear recoils (horizontal band). A 60 Co source exposure (right) produces only
electron recoils from gammas. Image reproduced from [49].

2.6.3

Backgrounds

Low-background detectors, including those searching for dark matter, are typically
plagued by backgrounds caused by electron recoils from gamma interactions. The
DRIFT-IId experiment is capable of excellent discrimination against these events by
comparing the range and energy of candidate events. Electron recoils typically produce a lower density of ionization along the track than nuclear recoils; this results in
longer tracks for the same ionization. DRIFT-IId can therefore use range vs. energy
to discriminate against electron recoil events (see Figure 2.11). The implementation
of such a cut will be described in more detail in Section 3.3.
Despite this discrimination, the first studies of background events in DRIFT-II
observed a prohibitively high rate of WIMP-like backgrounds; around 500/day [64].
These have been attributed primarily to Radon Progeny Recoils (RPRs) produced
at the 20 µm stainless steel wires of the cathode used at the time. Production of
an RPR often begins with the emanation of
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Figure 2.12: Decay sequence from 222 Rn. The decays shown here are preferred with
branching fractions > 99%. Image reproduced from [65].

20 µm
Figure 2.13: Schematic of a Radon Progeny Recoil (RPR) background event in which
the alpha is fully lost. An atom on the surface decays by alpha emission; the alpha
(blue) is buried in the cathode wire while the recoiling daughter atom (red) enters
the gas.

222

Rn atom diffuses into the fiducial volume and decays (with a 3.8 day half-life),

emitting a 5.49 MeV alpha particle and a

218

Po atom which is typically positively

charged. While this initial alpha particle track is easily identified, it is the charged
218

Po that has the potential to initiate the RPR backgrounds. After the

218

Po drifts

to and electrodeposits on the central cathode, it alpha-decays with a half-life of 3.05
minutes, emitting a 6.00 MeV alpha and a 112 keV

214

Pb atom. Alpha particles of

this energy have a range of 12.4 µm in stainless steel and, for isotropic decays, will
range out in the 20 µm wire 34% of the time, producing no detectable ionization.
The lead atom, meanwhile, is ejected opposite to the alpha direction and into the
gas to produce an RPR background with no alpha tag.
Two more RPRs are possible from the same
Over the course of an hour

214

222

Rn progenitor (see Figure 2.12).

Pb undergoes two β decays to become

37

214

Po, which
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then alpha-decays into

210

Pb and produces a 7.69 MeV alpha. This Pb atom, with

a half-life of 22.3 years, may, over the life of the detector, decay by two β emissions
into

210

Po which produces one final, 5.3 MeV, alpha particle. The resultant stable

daughter of this chain is
206

206

Pb. Thus, from the initial

222

Rn, the

214

Pb,

210

Pb, and

Pb all have potential to produce an RPR background from the central cathode of

DRIFT-IId.
The RPR hypothesis is now supported by a wealth of data. These background
events have been observed to suffer more longitudinal diffusion than neutron-induced
nuclear recoils in the bulk of the gas, which suggests that these events originate near
the cathode (the maximal drift distance) [63]. Long-term background studies have
revealed a correlation between the rates of

222

Rn decays and background events in

DRIFT-IId [66]. A nitric acid etch of the wire central cathode, to remove radon
progeny and any other alpha decay contaminants from the surface, reduced the
background rate [63], while a similar etch of the MWPCs had only a minor effect on
the background rate [67, 66]. Finally, the discovery of minority carriers (described in
Chapter 7), which resulted in the ability to fiducialize events along the drift direction,
has definitively shown that the RPRs occur at the cathode [68, 69].
The emission of alpha particles from radioactive decays can produce a second class
of background events [70]. A Low-Energy Alpha (LEA), like the RPR, derives from
the alpha-decay of an atom on the central cathode. Whereas an RPR results from
the daughter recoiling in the gas while the alpha particle is buried in the cathode, an
LEA event occurs when the recoil is buried and some small fraction of the alpha’s
energy deposits ionization in the gas. LEAs, unlike RPRs, may come from radioactive
decays deep in the thin-film cathode because the alpha range in mylar (≈ 40 µm)
is long compared to the film thickness (0.9 µm). Figure 2.14 shows two geometries
that may allow this type of event to occur.

38

Chapter 2. The DRIFT Experiment

O(10 mm)
Alpha track
m
0.9 µ

0.9 µm
(a) LEA from an alpha decay. Both the
alpha (blue) and recoil (red) are shown.

(b) LEA from an alpha decay, due to a
standing wave in the thin-film.

Figure 2.14: Two methods for creating Low-Energy Alpha (LEA) backgrounds, in
which ≈ 99% of the particle’s energy must be absorbed by the cathode material.

2.7

Summary

The DRIFT collaboration has operated m3 -scale dark matter detectors for over a
decade. These detectors have demonstrated the directional sensitivity necessary to
observe the sidereal modulation of a dark matter signal. Furthermore, TPC-based
detectors can be rapidly modified to operate with different gases, which DRIFT may
utilize to tailor the target gas to optimize the search for a potential WIMP candidate.
This has recently been demonstrated by the addition of CF4 , whose large content of
19

F is an excellent spin-dependent WIMP target.
The DRIFT-IId detector, like many rare-event searches, must exclude background

events which masquerade as signal events. The study and mitigation of these events
is the subject of the remainder of this dissertation.
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Analysis of DRIFT Data
With over a decade of running, the DRIFT experiments have accumulated around 40
TB of data. These data include tracks from nuclear recoils, electron recoils, and alpha
particles; possibly rarer events like dark matter interactions; but mostly electronic
noise. A complete analysis of these data, written in ROOT [71] in order to distill
the interesting data and results from the bulk, is described in this chapter.

3.1

Analysis Implementation

ROOT was chosen because it is a framework proven to provide efficient analysis,
convenient exploration of large datasets, and extensive support for the graphical
presentation of data. ROOT has the capability of producing compiled executables
for efficient computation, and it can also interpret C++ operations line-by-line. This
latter ability allows users to execute files (we call them “macros”) containing a set
of commands but without the overhead normally required for compilation. While
the execution of these commands is slower than it would be for compiled code, this
simplified operation permits more rapid prototyping and modification of code.
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The structure of the analysis was motivated by the need for rapid changes to
high-level features of the analysis, with feedback provided by analysis results from
large datasets. For example, one might be trying to find the most robust measure
of alpha particle length. A live-time week of data is necessary to obtain a large
enough sample of alpha particle tracks but will take several days to process from
the raw data files - this slow turnaround would make the task difficult to complete
efficiently. Instead, it is preferable to repeat only the highest-level stages of analysis,
and preferably only on the data which are known to contain the relevant events. In
this way the result of a new software change can be realized in minutes rather than
days.
To meet this requirement, the software is structured in stages, with each stage
running on the saved output from the previous stage(s). Briefly, the first stage reads
the raw data files, applies noise filtering, and calculates some basic parameters like
channel noise. The second stage scans the anode channels for pulses and calculates
some parameters, like risetime, for these. The third stage collects these individual
signals which are associated in time to reconstruct an entire track, which is then
classified by what sort of interaction produced the ionization in the detector. This
third stage produces one file with all observed tracks, one file with only the recoil
tracks, and one file with only the alpha particle tracks. These files are small enough
that a livetime-day of data can be analyzed in only a few minutes, so the final stage
of analysis is performed by interpreted ROOT macros processing these files.
The analysis has also been modified as detector changes were made. The filtering
in particular is dependent upon the detector version, from DRIFT-IIa to DRIFTIId, as well as modifications and updates to the DAQ systems. Most of the results
presented here are from DRIFT-IId, so the analysis described below pertains to this
version of the detector.
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Figure 3.1: The average Fourier spectrum from grid 0 MWPC 0 of the drift2d20120119-01-0001-lcal run after applying the notch filters.

3.1.1

Filtering

The DAQ, once triggered, records data preceding and following the trigger time.
This set of data is called an event, and up to 10,000 events are written to each data
file. The first stage of the analysis begins by reading this file, which is in a custom
format with the .ndd extension. This file includes the waveforms from all 36 digitized
channels (see Section 2.5), as well as data including trigger time and livetime, for
each event in the file. It also contains metadata related to the run. These waveforms,
and all the associated metadata, are moved to standard ROOT datatypes.
The waveforms then undergo Fourier notch filtering (e.g. Figure 3.1) using the
FFTW algorithm. The majority of the noise is around 50 kHz,1 and is removed by a
wide notch from 52.6 kHz to 57.55 kHz. For comparison, a nuclear recoil waveform
is primarily around 100 kHz.
1 This

is probably from the DAQ as it increased and became wider with the installation
of a new digitizer in May of 2011.
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After the filtering, the analysis calculates the sigma of the gaussian noise and an
offset from zero, called the pedestal, for each channel of each event. These data are
saved to a file with the label “pedHist,” while the filtered waveforms are saved to a
file with the label “grid.” Finally, a file with the label “events” is produced which
contains information like trigger time for each event from the file.

3.1.2

Hits

The next stage of the analysis, taking as input the files described above, searches
the anode waveforms for possible signs of ionization. This step has a low threshold
to ensure a high collection efficiency - signals of interest are first identified by a
deviation greater than 3 sigma above the noise (calculated at the previous stage) for
at least 3 µs. A hit is then defined on that wire from the time the signal first falls
below zero to when it first rises above zero, such that it contains this deviation (see
Figure 3.2).2
This definition is sensitive to very low-energy events. We estimate energy threshold at which hit detection turns on by examining the charge distribution of hits from
sourceless, un-triggered data. In such a run, nearly all of the signals will be due
to electronic noise and exhibit a distribution which falls rapidly as energy increases.
The hits observed will follow this same distribution above threshold but will also
reduce at lower energies below threshold. In Figure 3.3, the location of this deviation, and therefore the detection threshold, is below 40 NIPs (≈ 1 keVee). The noise
on each channel, and therefore the threshold of the channel, varies with an RMS of
about 1% over the course of a run. Each noise on various channels varies by ≤ 5%.
Once a hit has been identified, the relevant parameters are calculated and written
2 It

may interest the reader that the analysis up to this point is very similar to that
performed by Dr. Turk [67]. After this point, the analysis diverges considerably in both
methodology and implementation.
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Figure 3.2: The display of hits, expanded around the ROI for clarity. Each Anode
channel has a black line drawn on it, which follows hits that are found. When no
hit is found, the line is flat at 0; when one is found, this line follows the channel
voltage. In this way, the hits are traced in black. This image details five hits, two of
which are on Anode channel 8 (cyan).

to the output file, which has the label “hits.” These are record-keeping for future
use: the MWPC and channel of the hit; the start and end times; the waveform from
that wire, expanded 50 µs before and after the hit; the sum of the grid channels
integrated over the same time; and properties of the veto channels during this time.

3.1.3

55

Fe Calibration

At this point the analysis diverges. Files created during the

55

Fe calibration runs,

with labels “lcal” or “rcal” (for left-side and right-side calibrations, respectively),
are processed at this stage. Files associated with background or neutron runs await
the completion of this 55 Fe analysis for calibration before progressing with the tracks
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Figure 3.3: Distribution of hit charge from an un-triggered, sourceless run. The
shape of the distribution indicates the threshold for the measurement of a hit to be
around 40 NIPs, or about 1 keVee.

analysis, described in Section 3.1.4 below.
The decay of
55

55

Fe by electron capture, with a half-life of 2.74 years, results in

Mn. When one of the L-shell electrons transitions to fill the newly-vacant K-shell

hole, it emits a 5.9 keV X-ray.3 This X-ray has an absorption length of about 17.5 cm4
before it is absorbed, typically (92%) by a sulphur atom [72].5 This absorption emits
a 3.43 keV electron and excites the sulphur atom; as this atom returns to the ground
state, it either emits another electron (92.2%) [73], this time 2.11 keV, or it emits a
2.24 keV X-ray (7.8%) [74]. The main peak from the two electrons, depositing the
full 5.9 keV of energy into electron channels, has been measured to produce 237 ± 7
(234 ± 6) ion pairs in 40 Torr CS2 (30:10 CS2 :CF4 ) [75]. We use the signal area of
3 There

are actually a few different X-ray energies emitted in the decay of 55 Fe, but the
majority of them are 5.9 keV.
4 This is determined by comparing measured left/right rate asymmetry to the asymmetry calculated with various absorption lengths, and should be considered to have a large
uncertainty.
5 The X-ray is absorbed by carbon 1.2% of the time, and fluorine 6.5%.
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5.90 keV
X-ray

3.43 keV
photoelectron

S

(a) 5.9 keV X-ray is absorbed by the sulfur atom,
which emits a 3.43 keV
electron.

2.24 keV
fluorescence X-ray

S

OR

2.11 keV Auger
electron

S

(b) Atom returns to its
ground state, and in this
process...

(c) ...it either emits 2.24
keV X-ray (7.8%) or a 2.11
keV electron (92.2%).

Figure 3.4: Sulphur response to absorption of 5.9 keV X-ray. Image reproduced from
[26].

these calibration events to measure the scaling factor between the area under the
pulse (V·µs) and ionization yield [76]. A secondary peak at lower energy, in which
some of the energy is lost to the 2.24 keV X-ray, is called the escape peak.

3.1.4

Tracks

With the calibration complete, we return to the WIMP-search data files and gather
all of the hits associated with a single ionization cloud - this collection is called a
track. This stage of the analysis assembles the hits from each MWPC and each
event and orders them by start time. Iterating through this set, a new track is made
for every hit which does not overlap in time with an existing track. Hits are added
to this track if they overlap in time with any hit already in the track.
The waveform of the track is the sum of the waveforms of all the hits. This
definition reduces noise by excluding the channels which have no signal. The inte-
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grated charge of the track, on the other hand, does include neighboring wires - these
contribute, on average, 3% of the total charge. The following parameters are then
calculated for the track:
• trackstart: start time of the track, in µs.
• length: length of the track, in µs.
• charge: sum of the charge of each hit and in-time charge on each wire adjacent
to the track.
• gsum: sum of in-time charge on all 8 grid channels.
• gratio: the difference divided by the sum of the charge and gsum.
• wave: waveform of the track, calculated as the sum of the waveforms of each
included hit.
• risetime: time taken to rise from 25% to 75% of the wave’s maximum amplitude.
• falltime: time taken to fall from 75% to 25% of the wave’s maximum amplitude.
• hmSumRatio: charge sum, over the bins with amplitude ≥ half of the track’s
maximum.
• gridPeakRat: ratio of the highest to second-highest in-time peaks on grid wires.
These parameters, as well as some additional hit information are used as the basis
for the classification of the track. The detailed classification and study of both nuclear
recoils and alpha particles are discussed in later sections, but a simpler classification,
that of a spark, is below.
A “spark” event is one with a very sharp risetime, normally an indicator of an
electronic discharge in the chamber. In the DRIFT detectors, many of these events
are actually due to ionization tracks present in the MWPC. The ionization from
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Figure 3.5: Distribution of track risetimes in µs. The shaded region indicates
tracks which are classified as sparks and excluded from further analysis.

these events is immediately produced in the high-field region between the anode and
grid wires to produce a signal with a very fast risetime (Figure 3.8 below provides an
example of this). In this way, the “spark” classification includes not just electronic
discharges but also serves to veto tracks which pass through the MWPC.
A track is classified as a spark if it has a risetime (defined above to be the time
between reaching 25% and 75% of the maximum amplitude) of less than 7 µs. The
distribution of track risetimes, including shading to indicate the location of this cut,
is shown in Figure 3.5.
Finally, a track is considered to be “vetoed” if either veto channel deviates from
the baseline by more than 5.5 mV at any point during the 13 ms window. A larger
window than just the track extent is chosen because a particle nearly along the
z axis that enters the detector volume will be pass the veto channels before, or after,
producing a signal within the fiducial region.

48

Chapter 3. Analysis of DRIFT Data

3.2

Alpha Particle Analysis

Over the years, alphas have provided an excellent tool to study backgrounds in
DRIFT [60]. Many radioactive contaminant decays, such as those from the

222

Rn

chain, provide identifiable alphas. Furthermore, as described above, DRIFT’s backgrounds come directly from alpha decays occurring at the central cathode. The basis
of the alpha analysis to follow is the identification and measurement of alpha tracks
in the DRIFT-IId detector.
Alphas are used to do spectroscopy but this is based on their range and not their
energy, due to the periodic and potentially overlapping nature of alpha signals in
the grouped readout scheme (see Figure 2.8). The high-pass filters on the readout
channels produce a long overshoot after each signal. While this has no consequence
for nuclear recoils, alpha particle tracks generally produce multiple hits on each
channel due to the periodicity of the grouping. This results in later hits overlapping
this overshoot, thus skewing the total charge measurement low by up to 50%. The
range measurement, meanwhile, is accurate to about 2%.
After performing the analysis steps described in Section 3.1, any unvetoed track
that is long enough to produce a hit on each of the 8 anode channels, and that does
not cross the MWPC, is classified as a contained alpha track. If a track is otherwise
contained but does cross the central cathode, appearing as an alpha track on each
MWPC, then it is called a Gold-Plated Cathode Crosser (GPCC) as shown in Figure
2.13.
The length components along all three axes are measured for each alpha track.
The z length, along the drift direction, is calculated as ∆z = vd ∗ ∆t, where ∆t is
the time difference between the start of the first hit and the end of the last hit in
the track. The drift speed, vd = 59.37 ± 0.15m/s, is measured by the timing of alpha
particles from

214

Po decays at the central cathode which cross an MWPC and are
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Figure 3.6: Distribution of measured lengths of GPCC alpha particle tracks.

therefore known to travel exactly 500 mm in z. This is described in greater detail
below in Section 3.2.2.
The x length, perpendicular to the anode wires, is determined by multiplying
the number of hits on the anode by the wire spacing, 2 mm. In a similar fashion
the y length, which is along the axis perpendicular to the grid wires, is measured by
counting pulses on each wire and multiplying this sum by the wire spacing, which is
again 2 mm. Here, a pulse on the grid is defined as a peak in the waveform extending
forward and backward until the signal falls off by 8σn , where σn is the gaussian noise
on the channel. 8σn is used here to avoid induced signals from neighboring wires.
Using this measure of the alpha length along all three axes, we histogram the
full 3-d lengths of alphas tracks within the detector (e.g. Figure 3.6). The spectrum
of peaks in the histogram can be identified as decays from particular isotopes using
the mean length of the alpha particle’s range, obtained from SRIM [33]. The alpha
lengths measured in DRIFT-IId are higher than the ranges predicted from SRIM by
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2.7%.

3.2.1

Classifications

The un-vetoed alpha particle tracks observed in the DRIFT detectors can be grouped
into categories based on both their origin within the detector, and also on their transit
within the detector volume. The first division is between particles which result from
decays distributed homogeneously within the gas and those which originate at the
central cathode.6 The second division makes the distinction between particles which
remain contained in one chamber and those which cross the central cathode plane to
enter the vessel’s other detection volume.
The classifications used in this document are combinations of these two distinctions, providing four total possibilities: alpha particle tracks which originate in the
gas and remain contained in one detector volume are called contained; tracks which
originate in the gas and cross the central cathode plane are called Gold-Plated
Cathode-Crossers, or GPCCs;7 tracks which originate on the cathode and remain
in one detection volume are cathode alphas; and, finally, tracks which originate on
the cathode but cross the cathode plane appear only on one side of the detector and
are classified as contained. Note that these will often be associated with an RPR in
the opposite chamber.

3.2.2

Drift Speed

An accurate and precise measure of the drift speed of CS2 ions, vDrif t, is crucial
for TPC experiments because it allows one to translate between the transit time of
6 Alphas

originating from an MWPC behave similarly to those from the cathode, but
are not pertinent to this work. Particles from the detector field cages will be vetoed.
7 This name is used for historical consistency.
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a cloud of ions, ∆t, and the true z extent (after diffusion) of this signal:

∆z = vDrif t ∗ ∆t

(3.1)

Traditionally, this has been measured in-situ by collecting all contained

222

Rn

alpha tracks and measuring ∆x, ∆y, and ∆t. Each alpha track must have nearly the
same length, L222 , so by geometry the drift speed is given by:

p
L2222 − ∆x2 − ∆y 2
vDrif t =
∆t

(3.2)

In [60], L222 is left as a free parameter and adjusted to minimize the variance of
vDrif t, obtaining a final value of 55.6 ± 0.2 (stat) ±7 (sys) m/s for the drift speed in
DRIFT-IIb. The systematic uncertainty intrinsic to this technique was large (13%),
inspiring better methods to measure the drift velocity.
In June of 2012, the post-trigger data acquisition for DRIFT-IId was increased
from 7 ms to 10 ms, more than the 8.5 ms needed for ionization to travel from the
cathode to the MWPC. This allows the complete measurement of the 7.69 MeV,
560 mm alpha tracks from

214

Po decays should they transit this entire distance (see

Figure 3.7). The measurement of the transit time of this population of alpha particle
tracks, known to travel exactly ∆z = 500 mm, provides an accurate, precise, and
in-situ measurement of the drift speed in the experiment.
When

214

Po decays, it emits an alpha particle which has a path length of about

560 mm in DRIFT’s gas mixture. This is adquate for some fraction of these to
cross the entire 500 mm drift distance from the cathode to the anode (see Figure
3.7). With a measurement of the drift time and knowledge of the drift distance,
the drift speed may be calculated. In order to be sure that these alpha particles
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Figure 3.7: Vizualization of the class of 214 Po decays selected to measure the drift
speed. The decay occurs on the right side of the thin-film cathode and the recoiling
210
Pb nucleus is seen by the right MWPC (blue). The Alpha (green), with a path
length of ≈ 56cm penetrates the cathode and traverses the entire 50 cm drift distance
before passing through the MWPC.

originated from the cathode, the opposite MWPC is required to observe a tagging
RPR. Figure 3.9 shows a histogram of the transit times of this collection of alphas,
fit to a Gaussian with a center at 8444 ± 2.3µs. Here transit time is defined to be
the time between the track’s first rise above zero until the last hit in time first falls
below zero.
Figure 3.9 shows the duration in time that it takes for the alpha track to reach
the MWPC. This is, however, different from the drift time. It is necessary to account
for shaping time, diffusion, filtering, and noise to extract to extract the correct, true
drift time from this data.. These are accounted for with a model of the alpha transit
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Figure 3.8: A real alpha which starts on the central cathode and crosses an MWPC.
The radioactive decay occurs on the left side of the thin-film cathode and produces
an RPR seen on the left MWPC at about 8.5 ms. The alpha track goes to the right,
crosses the central cathode, crosses the entire drift distance and, finally, crosses the
MWPC where it triggers the DAQ and leaves a sharp signal on all channels.

signature.

Model Alpha
The model begins with the simple waveform of two hits on a channel from an alpha
(see Figure 3.10a). These hits correspond to the first (nearest the MWPC) and
last (nearest the cathode) hits of the alpha track. The risetime of the first hit is a
discontinuity as the track enters into the MWPC, just as the falltime of the last hit
is discontinuous as it exits the thin-film and enters the gas. The falltime of the first
hit and risetime of the second hit are not accurate in this model because they are not
relevant for measuring the track length. The raw length of this track is 450 µs from
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Figure 3.9: Histogram of transit times for Alphas tagged with RPRs. The best fit
gaussian is centered on 8444 ± 2.3µs, and selects alpha particle tracks which cross
the MWPC. The flat distribution of shorter tracks corresponds to alphas which do
not reach the MWPC due to their angle. There are necessarily no longer alphas.

start to finish.
Diffusion is then applied to the model signals. The latter hits are maximally
diffuse, so a gaussian filter with τ = 16.4 µs, the measured width of RPRs, is applied.
Both hits are then smoothed with τ = 2 µs to mimic the shaping time. The resultant
waveform is shown in Figure 3.10b.
Examination of the tail end of an alpha hit, or any hit, reveals an overshoot due
to the high-pass filtering. This filtering has a capacitor in series and therefore must
integrate to zero - this is achieved by the presence of this positive-going overshoot
for negative-going pulses. This is important to account for because it significantly
increases the slope of the waveform is it approaches zero. This filtering is applied to
the waveform, yielding Figure 3.10c. The time constant for the filter, measured by
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(a) The base alpha model waveform including two hits - the first in time and the last
in time.

(b) Both hits are smoothed with a
2 µs gaussian to mimic the shaping time.
The latter hit is then smoothed again with
a σ = 16.4 µs gaussian to approximiate
maximial diffusion.

(c) The effect of a τ = 250 µs high-pass filter is included. Note the positive overshoot
after the negative-going signals.

(d) Noise is obtained from an untriggered,
sourceless file and added to the template
waveform.

Figure 3.10: Evolution of the alpha waveform model.

fitting an exponential decay to the overshoot of sparks, is ≈ 250 µs.
Finally, noise is added. A clean sample of noise is obtained from sourceless,
un-triggered data runs8 . The data in these files are entirely noise, and are scaled
appropriately before being added to the model waveform producing, for example,
Figure 3.10d. Finally, the length of the waveform is measured exactly as it would be
for a true alpha track.
The histogram in Figure 3.12 shows the distribution of 104 alpha lengths as
8 These

were originally taken as part of a KK-axion search, under the filename drift2d20110614-01-0006-kkax.
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Figure 3.11: Real alpha waveform for
comparison.

Figure 3.12: The distribution of the
measured lengths of modeled alphas.
The center is at 472 ± 6 µs.

measured after adding noise. These are measured to be 472 ± 6 µs in duration, which

is an increase of 22 ± 6 µs over the raw track (see Figure 3.10a). Variation of the

model parameters indicates an additional 6 µs of systematic error, yielding a total
correction of −22 ± 8.5 µs. Applying this to the measurement at the beginning of
this Section provides a transit time of 8.422 ms ±0.03% (stat) ±0.1% (sys).
Using as a drift distance 500 mm, the final drift velocity is 59.37 m/s ±0.03%
(stat) ±0.1% (sys).
Ion Mobility
A second method for obtaining vDrif t is to use experimental measurements of the ion
mobility µ0 and, using the known parameters of the experiment, calculate the drift
speed. Below, T is the vessel temperature in Kelvin, compared with T0 = 273.15K,
E is the electric field in V/cm, p is the vessel pressure in Torr, and µ0 is the reduced
mobility of the gas, measured to be 387.4 ± 0.7 Torr cm2 /s-V [43].

r
vDrif t = µ0

T E
T0 p

(3.3)
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The vessel pressure holds very steady at 40 Torr. The electric field, E, is calculated by dividing the voltage difference between the cathode and innermost plane of
the MWPC by the drift distance of 500 mm. According to the detector specifications,
when running at -35,500 V HHV the voltage on the central cathode is -30242V and
the front plane of the MWPC is at -2,731 V, providing a drift field of E = 550 V/cm.
Shielded, the vessel temperature is around 35 C, or 308.15 K. Using these values with
Eqn. 3.3 yields a drift speed of 58.04m/s, or about 2% lower than the measurement
using alpha particles. This difference (≈ 2σ) may be due to a combination of variance in electronic components changing the drift field and a gas mixture affected by
the ingassing and outgassing of detector components as well as small leaks in the
mass-flow controllers (MFC) that may increase the relative concentration of CF4 by
a few percent.

3.2.3

Alpha Measurement Efficiencies

It is necessary for a complete understanding of alpha decays in the detector to know
the absolute efficiency for alpha detection. This will be used later to measure contamination levels of the central cathode and to quantify the absolute rejection efficiency
of different cathode geometries. While the measurement of a detector’s absolute efficiency is often difficult, alpha particles in DRIFT pose a particular challenge because
there is no calibration source.9 In order to ensure a robust measurement of the detection efficiency, we present two methods here to calculate it. First a general method,
applicable to all species of alpha decay, in which the detection efficiency is assumed
to be 100% in certain cases. This assumption is then validated by a second, independent, method based on the correlation in time between the decay of a radioactive
9 It

is also nearly impossible to introduce an alpha calibration source. The identification
efficiency changes with energy, position, and angle, so the alphas emitted from such a source
must be of varying energy, originating homogeneously from the volume and isotropic in
direction. This is possible for 222 Rn with a well-known doping, but not other isotopes.
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atom and the subsequent decay of its daughter. Because this second method is only
applicable to some isotopes, it is only used as a check for the assumptions of the
first.

Method One
There are two major sources of inefficiency for alpha detection. First, the entire
length of the alpha track must be contained in the fiducial volume of the detector.
This is derived entirely from the geometry of the detector and the particle track and
is called the Geometric Acceptance. Second, the alpha must be correctly identified
and classified as an alpha by the analysis. This is affected by features of the detector’s
data acquisition and the subsequent analysis and is called the Analysis Efficiency.
Both are inherently geometrical, with the first being due to the alpha track crossing
a detector boundary, whereas the second arises due to different orientations of the
alpha track with respect to the detector’s principle axes. In the following we describe
these in greater detail.

Geometric Acceptance
The geometric acceptance is the probability that an alpha particle produced by a
decay in the fiducial volume does not leave it. The fraction of alpha tracks that are
contained is determined analytically and checked against a simple geometric simulation. In the simulation, the origins of 107 alpha particles are chosen randomly within
the fiducial volume of the detector. They are each propagated in an isotropicallydistributed random direction, for a distance given by the average length for that
isotope as measured by the range spectra (Figure 3.6). This is the first of the two
geometrical efficiencies discussed above, leading to the Geometric Acceptance of the
detector. Figure 3.13 shows how the contained fraction varies as a function of the
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Figure 3.13: The fraction of alphas originating from, and remaining within, the
fiducial volume which fall into certain categories: “Contained alphas” originate from
the gas and do not cross the central cathode; “Cathode alphas” originate from the
cathode; and “GPCC alphas” originate from the gas and cross the central cathode.
The functions plotted are analytic calculations of the accepted fraction of alphas as
a function of their length. The knee at 50 cm for Cathode alphas is due to alphas
crossing the MWPC, which is 50 cm away.

length of the alpha.

Analysis Efficiency
When an alpha track is oriented parallel to either the anode or grid wires, the individual periodic (see Section 2.5) hits on a single channel overlap and become difficult to
distinguish. Likewise, tracks oriented parallel to the drift direction (z) have hits that
are very long in time and are skewed by the electronics which have been designed
for short nuclear recoils. Furthermore, such a track may not produce hits on all
eight channels, as required for it to be classified as an alpha track by the analysis.
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Both of these effects make it difficult or impossible to identify these as alpha tracks
and introduces an angle-dependent loss of efficiency. This is further divided into the
efficiency along θ, the angle between the measured track and the z axis, and φ, the
angle of the track as projected onto the x − y plane.10
These efficiencies are determined by calculating the distribution of angles for
222

Rn GPCC alpha particles and comparing with the observed distributions (see

Figs 3.14a - 3.14b). For each distribution, a range of angles is chosen over which
the identification efficiency is assumed to be 100%.11 This range is selected by
maximizing the number of bins over which the residuals have no significant slope.
The measured distribution is scaled to match the calculation, by reduced-χ2 , and the
overall efficiency over that angle is taken to be the ratio of areas of the distributions.
The efficiency for detecting GPCC alphas from222 Rn decays is 0.733 ± 0.011 over θ
and 0.582 ± 0.014 over φ. Only statistical uncertainties are quoted here; systematic
uncertainties will be estimated in Section 3.2.3.
The total Analysis Efficiency is the product of the efficiencies along these two
orthogonal angles, 0.427±0.012. Taking the product of these two efficiencies assumes
that the angles are uncorrelated. This assumption introduces a systematic error of
≤ 1% into the calculation, estimated by running a simulation with input angles
that are tailored to match measured distributions rather than isotropic. The total
identification efficiency for

222

Rn GPCCs is obtained by taking the product of the

Analysis Efficiency and the Geometric Efficiency of 0.121, yielding 0.0517 ± 0.0015.
This efficiency is the probability for the production and subsequent identification of
a

222

Rn GPCC for decays which occur within the fiducial volume.

10 The

Analysis Efficiency does not account for hard scatters in which the angle of the
alpha particle changes considerably. Due to the dependence of the efficiency on this angle,
the inclusion of such scatters could be relevant to the overall efficiency.
11 This assumption is verified by the agreement with the efficiency calculated using an
independent method in Section 3.2.3
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(b) Matching φ for 222 Rn GPCCs alphas
yields an efficiency of 0.582 ± 0.014.
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(a) Matching θ for 222 Rn GPCCs alphas
yields an efficiency of 0.733 ± 0.011.
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(c) Matching θ for contained 222 Rn alphas
yields an efficiency of 0.565 ± 0.002.
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(d) Matching φ for contained 222 Rn alphas
yields an efficiency of 0.540 ± 0.014.

Figure 3.14: The theoretical distribution of angles of contained alphas from 222 Rn
(solid line) is scaled to match the distribution obtained from DRIFT-IId data (shaded
gray) over the bins between the vertical dotted lines.
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(b) Matching φ for 234 U alphas yields an
efficiency of 0.731 ± 0.022.
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(a) Matching θ for 234 U alphas yields an
efficiency of 0.566 ± 0.004.
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(c) Matching θ for 238 U alphas yields an
efficiency of 0.6300 ± 0.0006.
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(d) Matching φ for 238 U alphas yields an
efficiency of 0.792 ± 0.003.

Figure 3.15: The theoretical distribution of angles from cathode-originating alphas
from the decay of uranium isotopes (solid line) is scaled to match the distribution
obtained from DRIFT-IId data (shaded gray) over the bins between the vertical
dotted lines.
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Time Correlation
The method of deriving the alpha detection efficiency described above relies on the
critical assumption that there are some θ and φ regions where the efficiency is 100%
(see Figures 3.14a and 3.14b). To test this, we have developed a second independent
method that is based on examining correlations in time between consecutive alpha
decays in the
218

222

Rn decay chain. For example,

222

Rn will alpha-decay, producing

Po and a 6.00 keV alpha. This polonium atom decays with a half-life of 3.05

minutes, producing a second alpha particle. Because these alpha particles have
different lengths and may follow different spatial distributions,they are assumed to
have different probabilities for detection, ERn and EP o , respectively. Due to the
nature of the decay chain and the short half-life relative to the gas flow rate (usually
1 volume/day), we assume that the same absolute number N of each decay occurs
within the fiducial volume.
The number of observed decays is the product of the total number of decays
N and the efficiency of observing that particular species of alpha. The probability
of observing the alphas from both decays of a single atom is then ERn EP o . The
efficiency of detecting one particular species (e.g.

222

Rn) is equal to the number of

parent-daughter pairs observed divided by the total number of the other species (e.g.
218

Po):

ERn =

N ERn EP o
Npairs
=
N EP o
NP o

(3.4)

Appendix B.3 contains a more rigorous derivation. The number of pairs (Npairs )
can be measured through timing correlations. In this example we take timing difference between all possible pairs of

222

Rn and

218

Po decays. Only the true parent-

daughter pairs give the characteristic exponential timing correlation with the 3.05
minute half-life of Po-218; the rest should be uncorrelated. Figure 3.16 shows a his-
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togram in the timing difference of all observed

222

Rn and

218

Po pairs. This distribu-

tion is fit to an exponential decay starting at t = 0 with a second-order polynomial
background, symmetric around zero, to model the uncorrelated decays. A linear
background term is expected from a finite dataset; the quadratic term comes about
because the data were not contiguous but instead include gaps from
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Fe calibra-

tion and detector down time. Here the exponential fit integrates to 505 identified
event pairs. Compared with the 8830

218

Po alphas observed, this corresponds to

a 0.058 ± 0.003 identification efficiency for

222

Rn. However, in order to compare

this efficiency with that obtained in Section 3.2.3, it is necessary to account for the
potential difference in spatial distributions of decays, described above.

Figure 3.16: A histogram of the timing difference, tP o − tRn , between every possible
pairing of 222 Rn GPCC and 218 Po. When both tracks derive from the decays of
a single atom, the timing follows an exponential decay. When the tracks derive
from decays of different atoms, the timing is uncorrelated and exhibits a nearly flat
background. The black curve is the best fit of an exponential decay and background
model.

The derivation above measures the probability of detecting a particular

222

Rn

given that the subsequent 218 Po alpha is also observed. However, because the focus lies
on the two consecutive decays from the same parent 222 Rn atom, there is necessarily
a spatial correlation between the two events. This is particularly true here because
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the

218

Po atom is positively charged about 80% of the time (see Section 3.2.4) and

follows the electric field lines to the central cathode with negligible diffusion, thus
maintaining the x-y position of the atom. This spatial correlation is important to
consider because alpha tracks which originate near the center of the detector are
much more likely to remain contained than tracks which originate near a fiducial
boundary.
The simulation described in Section 3.2.3 is used here to account for this correlation. Run previously, it calculated the fraction, 0.121, of
GPCCs. Here we simulate

218

222

Rn that produce

Po alpha decays from the central cathode and record

the original x-y position of the decay when the track is contained - the results of this
are shown in Figure 3.17. Finally, we once again model alphas from

222

Rn decays

but use the distribution from Figure 3.17, rather than a homogeneous distribution,
to choose the starting position of the atom. This results in a fraction of 0.130, rather
than 0.121, for the production of GPCCs from 222 Rn decays for which the subsequent
218

Po alpha is later observed. This indicates that the spacial correlation shifts this

efficiency measurement upward by 7.4%.
After correcting for this shift, the efficiency calculated by this technique for 222 Rn
falls to 0.054. This result is 4% higher than the efficiency of 0.052 derived using the
method described in Sections 3.2.3-3.2.3. In comparing the efficiencies obtained by
these two different methods for both contained and GPCC populations of 222 Rn alpha
tracks, the largest disagreement is of 10%. This is conservatively taken to be the
systematic uncertainty in the absolute efficiency for observing and identifying alpha
particle tracks.
The time correlation technique can only be used in DRIFT-IId to measure the
efficiency of detecting alpha particles from

222

Rn decays; however it may be useful

to other low-background experiments that have backgrounds caused by radioactive
decay chains with short half-lives. The uranium isotopes have half-lives that are too
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Figure 3.17: Density map from simulation of the initial x-y (mm) position of 218 Po
decays which are fully contained within the detector volume. The corners are 25%
as populous as the center.

long, and the polonium atoms are complicated by being present both in the gas and
on the central cathode. The efficiencies used in this document, presented in Table
3.1, are calculated using the method described in Sections 3.2.3-3.2.3. The assumptions from this method, however, are validated by the second, entirely independent
efficiency calculation presented here using time correlation.

3.2.4

Polonium Neutral Fraction

The Radon Progeny Recoils, comprising most of DRIFT’s background events, come
from the decays of radon daughter isotopes electrodeposited onto the central cathode.
When an atom undergoes an alpha decay, the recoiling nucleus loses its outer shell
of electrons and then, as it comes to a stop, regains some or all of them [77]. If it is
positively-charged when it comes to a stop, it will follow the electric field lines and
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Category
Rn GPCC
218
Po GPCC
218
Po Cath
238
U Cath
234
U Cath
222

Length
348
396
396
234
279

Cont.
0.121
0.130
0.599
0.753
0.709

θ
0.733
0.772
0.597
0.630
0.566

φ
0.582
0.618
0.700
0.792
0.731

Total Stat. Uncert.
0.052
0.001
0.062
0.005
0.250
0.008
0.376
0.002
0.293
0.009

Table 3.1: Summary of relevant efficiencies. The categories include various isotopes
as either cathode-crossing (GPCC) or as originating from the central cathode (Cath).
The lengths are measured in mm. Listed are the GA (Section 3.2.3) and the two
angle-dependent AEs (Section 3.2.3). The product of these three provides the total
efficiency for detecting and identifying these alpha particle tracks, with statistical
uncertainties provided. All efficiencies also carry a systematic uncertainty of 10%.
Isotope
Rn
218
Po
214
Po
222

Absolute Count
96000 ± 10000
22200 ± 2500
0+200
−0

Neutral Fraction (n)
100%
0.23 ± 0.3
0.00+0.002
−0

Table 3.2: Neutral fraction of various isotopes.

deposit onto the central cathode. If instead it is neutrally-charged, it will remain
in the gas (potentially producing a GPCC if it does later alpha decay). There
is no evidence that any of the atoms in DRIFT-IId end up negatively-charged after
undergoing radioactive decay.12 The fraction of atoms which end with neutral charge
is essential because only the positively-charged atoms have a chance to produce RPR
backgrounds.
Alpha particles emitted by a particular isotope are selected from the population
of GPCC alpha tracks by their lengths, and counted. The absolute count of decays
by this isotope in the gas is calculated by dividing this observed number by the
identification efficiency for that isotope, described in Section 3.2.3. Due to the short
half-lives of the Po and Bi isotopes, the

214

12 These

Po and

218

Po are in equilibrium with

would appear as a large population of up-going alpha particles which, originating
from the anode wires, exhibit spark-like characteristics at the beginning of the track.
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222

Rn13 . The neutral fraction of each polonium isotope is therefore the ratio of Po

decays in the gas to

222

Rn decays in the gas. The absolute counts and resultant

neutral fractions are provided in Table 3.2. Note that the neutral fraction is a
measurement of how much of the polonium is neutral and in the gas at the time that
it decays; we are not able to directly measure the neutral fraction of the lead atoms
immediately after the parent decays.
There is a considerable difference in measured neutral fraction between
(23%) and

214

218

Po

Po (0%). This is likely to be due to the longer chain of radioactive

decays before the

214

Po alpha emission.

218

Po is created by alpha emission of

222

Rn

in the gas; it is the dynamics of the atom’s recoil from this decay that result in the
atom possessing positive or neutral charge. When 218 Po decays, it produces an alpha
and a 214 Pb atom which is also either neutral or positively charged. Those which are
neutral will remain in the gas until, with t1/2 = 26.8 min, they undergo a β decay
to produce

214

Bi. By emitting an electron, this bismuth atom naturally obtains a

positive charge. It is then influenced by the electric field to electrodeposit on to the
central cathode. This atom, with a half-life of 19.9 min, then undergoes a second
β decay to become

214

Po, later emitting the alpha particle from the central cathode

that can be observed and identified.

3.3

Nuclear Recoil Analysis

The nuclear recoil analysis is at the core of any dark matter search. This is the
segment of the analysis which is responsible for calculating the relevant properties
of nuclear recoil tracks, such as the charge, but also selecting which few tracks are
indeed from nuclear recoils. This latter task is performed by a series of cuts on
the data designed toward a high efficiency for selecting nuclear recoils while letting
13 Gas

flow reduces Po concentration by less than 0.1%
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through few, or ideally no, other tracks.14

3.3.1

Nuclear Recoil Cuts

We begin by excluding any of the tracks discussed above. This removes alpha particle tracks, as well sparks and anything that triggered the veto channels. The events
which remain are due to noise, electronic recoils, anomalous tracks (like LEAs, discussed in section 2.6.3) and, of course, the nuclear recoils that we’re interested in.
The first cut excludes tracks in which consecutive hits are not on adjacent wires.
For example, if a track includes hits on Anode wires 1 and 4, it would be excluded.
Furthermore, if a track includes three hits which hit, in time order, Anode wires 2, 4,
and 3, it would also get thrown out. In this case, although all the wires with hits are
adjacent, the ionization at first skips over wire 3. This cut tends to exclude electron
recoils, which are known to not follow straight-line paths, and some LEAs.
The remaining cuts are presented with associated “All But One” (ABO) histograms. These are histograms of the parameters which are cut upon after all other
nuclear recoil cuts have been applied. This method of studying cuts provides a better understanding of exactly what each individual cut does and reveals redundancies
in cut choices. These histograms were produced based off of 10.2 livetime-days of
neutron exposure in August of 2012.
As discussed above, the threshold for hits is low enough to trigger on electronic
noise of the Anode which can lead to tracks associated with no true ionization. The
Grid channels, although generally less sensitive than the Anode, can help to exclude
this type of event; it is unlikely that both channels would see equal but opposite
electronic noise at the same time.15 By comparing the integrated charge on the
14 Roughly

1 in 106 tracks identified by this analysis turn out to be due to nuclear recoils.
broadcast noise should induce signals of the same polarity on both the Anode

15 Electronic
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Figure 3.19: The transit time, in µs, of
the longest hit in the track. The shaded
region is excluded from the nuclear recoil
classification. Note the semilogarithmic
scale.

Figure 3.18: The GRatio is the difference divided by the sum of the integrated charge on the Anode and Grid.
The shaded region is excluded from the
nuclear recoil classification.

Anode and Grid wires, many of the purely noise events can be excluded. Here we
use the difference divided by the sum of the integrated charges - this is called the
GRatio and is presented in Figure 3.18.
Electronic noise can also come in the form of long-wavelength transient signals
which survive the notch filters of Section 3.1.1. These rare events are excluded by
removing tracks which have anomalously long hits of at least 400µs. A distribution
of the tracks’ longest hits length is shown in Figure 3.19.
Another source of tracks which mimic nuclear recoils are events which occur in or
near the MWPC. While many of these are cut by the “spark” cut, discussed earlier,
two more cuts are necessary to completely remove this class of backgrounds. The
first of these is based on the shape of the signal. The half-max sum ratio, shown
in Figure 3.20, is the fraction of the track’s total charge in the region where the
waveform’s amplutide is greater than half of its maximum amplitude. The greater
and the Grid, while ionization events will produce signals of opposite sign as positive ions
go to the Grid and electrons go to the Anode.
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Figure 3.20: The half-max sum ratio is
the fraction of a waveform’s area which
is above half of the maximum amplitude.
The shaded region is excluded from the
nuclear recoil classification.
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Figure 3.21: The Grid Peak Ratio is the
ratio of the largest and second largest
signals on Grid channels. The shaded
region is excluded from the nuclear recoil
classification.

this ratio, the less charge falls in the wings of the distribution. The half-max sum
ratio of MWPC events is around 0.65, while true nuclear recoils are close to 0.78.
For comparison, a Gaussian distribution has a half-max sum ratio of 0.76.
The Grid channels can also help cut events which occur in the MWPC. Ionization
deposited within an MWPC can end up primarily on one Grid wire, for example if
the ionization is produced only around one wire. Conversely, when ionization from
the fiducial volume passes by the Grid wires it is focused by the electric fields to a
small region between these wires. During the avalanche amplification, most of the
positive ions diffuse to follow the electric field lines back to a Grid wire, rather than
back toward the central cathode. In this process, the charge should be distributed
evenly between neighboring Grid wires. On the other hand, ionization produced
within the MWPC (from a gamma or RPR-like event from the MWPC wires) will
predominantly produce signals on only one MWPC wire. To take advantage of this
distinction, we take the ratio of the highest and next highest amplitudes from Grid
wires during a track; this is called the grid peak ratio and we cut events with this
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Figure 3.22: Start times of nuclear recoil
candidate tracks. The detector’s trigger
is at 3000 µs. The shaded region is excluded from the nuclear recoil classification.
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Figure 3.23: The average ionization density, in NIPs/µs. The shaded region is
excluded from the nuclear recoil classification.

parameter greater than 1.35 (see Figure 3.21).
Thus far, tracks may arrive at any time during the entire 10 ms (or 13 ms, for data
taken after June of 2012) window of an event. We are generally interested only in the
signal which triggered the DAQ, located at 3ms, so a track start cut is implemented.
This requires that the beginning of the track occur between 2940 and 3000 µs (see
Figure 3.22). As described above, the start time of a track is when it first rises above
the baseline; however the DAQ trigger occurs when the signal reaches some minimum
voltage threshold.16 The track start is then always before the DAQ trigger, and by
up to 60 µs.17
We have now reduced the collection of all tracks to those produced by real ionization from within the fiducial volume, which trigger the DAQ, and which are not
due to alpha particles. For the most part, this leaves nuclear recoils and electronic
16 This

threshold may vary from run-to-run.
the analysis of computer-generated data, this cut is moved to accept tracks with
start times between 3000 and 3100 µs because these files don’t exactly replicate the DAQ
trigger time.
17 For
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recoils.18 By virtue of their excellent track resolution, the DRIFT experiments can
discriminate between these two classes by measuring particle range and energy [49].
Electronic recoils tend to be considerably longer than nuclear recoils that produce
the same amount of ionization, so a cut on ionization density, shown in Figure 3.23,
excludes most of these backgrounds.19
Finally, we make a cut on the track charge, which serves several purposes. First,
because of variations in the effective hardware and software thresholds due to noise
levels, it is important to set a constant and calibrated threshold in analysis so that
a comparison in rates is meaningful. This threshold is set at 100 NIPs (see Figure
3.24). Second, at low (≈ 500 NIPs) energies the range vs. energy discrimination
breaks down. Here the discrimination threshold is set for 1000 NIPs, ensuring that
few, if any, electronic recoils enter the signal region.

3.3.2

Nuclear Recoil Analysis

This selection of nuclear recoils may now be used for scientific studies. For background studies, the useful parameters are the full width-half maximum (FWHM)
and the track charge. The charge, one of the most important values from this analysis, is essential to WIMP searches, background studies, and other tasks such as the
measurement of quenching factors (see Section 4.5). The FWHM is a measure of the
track width in z. It increases as a track becomes more diffuse and, therefore, can
be used as a coarse measurement of the interaction’s original z position. This measurement is essential because the majority of DRIFT’s nuclear recoil backgrounds
occur at the central cathode, as described in Section 2.6.3. These two parameters
are combined to create a 2-dimensional phase space, FWHM vs. charge, in which
18 Events

masquerading as nuclear recoils, like LEAs, remain. RPRs remain as well,
although they are truly nuclear recoils.
19 This cut could be improved by considering also the track length along the x and y axes.

74

Chapter 3. Analysis of DRIFT Data

Recoil All But One charge
180
160
140
120
100
80
60
40
20
0
0

500

1000

1500

2000

2500

3000

3500
4000
Charge (NIPs)

Figure 3.24: Charge of nuclear recoil candidates. Events in the solid gray area and
the shaded region are excluded from the nuclear recoil classification.

a region free of background events from the cathode may be defined. This is the
essence of any dark matter search, and is the subject of Section 5.
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God made the bulk; surfaces were
invented by the devil.
Wolfgang Pauli

DRIFT’s backgrounds come predominantly from radioactive decays via alpha
emission on the central cathode. In some cases the alpha particle will directly enter
the cathode material and range out. It never enters the gas to produce ionization
and is therefore completely invisible to the detector. Meanwhile, the leftover atom
recoils in the opposite direction as the alpha particle, normally entering the gas
and producing an ionization track typical of any nuclear recoil. This event is very
difficult to distinguish from a dark matter interaction, and is a significant background
for DRIFT.
This chapter introduces an aluminized-mylar cathode in order to reduce the probability of producing these background events. Three versions of this new cathode
were installed so far, and data from each are compared to assess their effectiveness. In
particular, we assess the probability of producing an RPR background from an alpha
decay for the wire and film cathodes. The thin-film cathode reduces this probability
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by a factor of 70 ± 20.
The cathode’s transparency to alpha particles also provides unique opportunity
to study certain classes of events in DRIFT. The high (≥ 99%) probability for an
alpha particle to exit the film allows for a precise and accurate in-situ assay of both
the mylar and aluminum components of the cathode, which is detailed in Section
4.3. In Section 4.5, we use alpha particles to tag, and identify, RPRs. The kinetic
energy of these lead recoils is known from the kinematics of the radioactive decay, so a
measurement of the ionization produced by the recoil directly provides the quenching
factor.

4.1

Motivation

The original central cathode was from 20 µm stainless steel wire. Radon Progeny
Reciols (RPRs) are most commonly produced by the decay of 210 Po, 214 Po, and 218 Po
(see Section 2.6.3). These produce alpha particles whose energies are 5.3 MeV, 7.7
MeV, and 6.0 MeV, respectively, and have ranges in stainless steel of 10.2 µm, 17.6
µm, and 12.4 µm. These ranges are short compared to the wire diameter of 20
µm, and are fully absorbed about 30% of time (exact values in Table 4.1). Every
time an alpha particle is fully absorbed by the central cathode, it may produce an
RPR background. If the daughter atom recoils into the gas but the alpha, not fully
absorbed by the wire, is seen in the detector, then this event can be attributed to a
radioactive decay on the central cathode; this is called a tagged RPR.
The ideal cathode material would be mechanically stable, electrically conductive,
and completely transparent to alpha particles. While no such material is currently
available,1 Table 4.1 details the loss fraction of alpha particles in various obtainable
1 Nanotubes

needs.

clustered into wires of ≈ 100 nm diameter may perfectly fulfill all of these
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Cathode Material

Absorption Fraction (%)

Isotope:

210

20 µm Steel Wire
20 µm Quartz Wire
6.5 µm Quartz Wire
2 µm Mylar Film
0.9 µm Mylar Film

36.6
10.6
1.0
3.6
1.6

Po

214

Po

23.2
3.0
0.3
2.0
0.9

218

Po

33.1
6.9
0.7
3.0
1.3

Table 4.1: List of existing and potential cathode materials with probabilities of alpha
absorption derived by geometric calculation, using stopping powers from SRIM [33].

cathode materials estimated by a geometric calculation. The design of improved
cathodes may be motivated by these loss fractions.
The 0.9 µm aluminized-mylar cathode, reducing the probability of alpha particle
absorption by a factor of 30 compared to the stainless steel wire, from around 30% to
1%. This material was readily available from manufacturers like Astral Technologies,
who typically produce similar products for use in capacitor manufacture. While this
thin material was very fragile, we found that with practice we could handle it and
reliably stretch it across m2 cathode frames without damage. Finally, it proved to be
easier and faster to build into cathodes than thin wires, for example quartz, which
accelerated the R&D process and allowed us to rapidly deploy this new cathode in
the DRIFT-IId detector.

4.2

Cathode Versions

The DRIFT collaboration installed three different generations of 0.9 µm aluminizedmylar cathode into the DRIFT-IId detector. The first generation, installed in March
of 2010, was found to have a considerable new contamination of two uranium isotopes,
described in Section 4.3 below, and is referred to as the “Dirty” cathode. This
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Figure 4.1: Photograph of the Dirty film cathode before installation.

prompted the installation of a second generation cathode, deployed in April of 2012,
which was manufactured using much purer aluminum; this version is referred to as
the “Clean” cathode. Finally, in May of 2013 we installed a third generation of
0.9 µm thin-film cathode which had undergone micro-texturization in an attempt to
further reduce its probability for absorption of alpha particles.
The thin-film was stretched and installed onto the frames underground. This was
partly to reduce exposure to atmospheric radon daughters, but also because the film
tends to tear during shipping. The handling techniques and installation procedures
are described in Appendix A.1.

4.2.1

Dirty Cathode

The March 2010 installation of the first generation thin-film cathode (see Figure 4.1)
had an immediate and marked effect on the observed background rate over the 26.22
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(b) Events from the Dirty thin-film cathode.

Figure 4.2: Measured energy distribution of background events from various cathodes. Note the different vertical scales.

livetime-day exposure. In the energy range used for this analysis, 1000-4000 NIPs
(Number of Ion Pairs), the background count reduced from 52/day to 2.7/day; a
reduction by a factor of 19. While an enormous improvement, this result was less
significant than expected; the geometric estimation of the relative probabilities for
alpha particle absorption in Table 4.1 indicated that a factor of around 30 reduction
should be expected.
Furthermore, the energy spectrum of the observed background events changed
significantly. Figure 4.2a shows the energy spectrum of background events observed
with the wire central cathode, due mostly to RPRs, lies almost completely (98%)
below 2000 NIPs. Conversely, the energy spectrum of background events observed
with this thin-film cathode showed a much larger population at high energy, with
half of the events producing greater than 2000 NIPs.
These features suggested that we were observing a new set of backgrounds, perhaps from a new population of radioactivity in the detector. Indeed, an in-situ assay
of the central cathode, by the measurement of alpha particle tracks, revealed that
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Figure 4.3: Photograph of the Clean film cathode before installation.

the central cathode was contaminated with radioactive uranium isotopes.

4.2.2

Clean Cathode

The identification of uranium contamination within the aluminum layer of the thinfilm panels (described in detail in Section 4.3) motivated a rebuild of the the cathode,
this time using ultra-pure aluminum obtained from Hydro Aluminium Rolled Products GmbH. A subsequent cathode assay confirmed that the uranium contamination
levels had reduced by about a factor of ten. In a further effort to reduce the LEA
backgrounds, thought to be caused by alpha particles crossing the wrinkles in the
cathode, we connected adjacent cathode strips with small adhesive tabs in an attempt to flatten the film (see Figure 4.3). However, as will be shown in Section 4.4,
this strategy had little or no effect on the probability for an alpha decay to produce
an LEA background. The area of these tabs is ≈ 0.05% of the total cathode area
which, due to the increased thickness in these regions, is expected to increase the
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overall background rate by around 3%.
DRIFT-IId collected 29.69 livetime-days of shielded data with this Clean central cathode, during which time it suffered 2.2 background events/day. Down from
2.7/day, this reduction is due entirely to the removal of the uranium from the central cathode. During the same period of time, the

222

Rn emanation rate increased

considerably,2 offsetting some of the gains by the reduction in uranium.

4.2.3

Texturized Cathode

To reiterate, any reduction of the probability for an alpha to be fully absorbed in
the cathode will result directly in a reduction of background rate in DRIFT-IId.
Although handling even thinner cathodes is impractical, it is possible to imprint the
thin-film with a 3-dimensional pattern to guarantee that there are no straight-line
paths in the film long enough to absorb an entire alpha track (see Figure 4.4). There
are industrial applications which micro-texturize thin films, but not films thinner
than 25 µm.
Using techniques described fully in Appendix A.3, we were able to texturize 0.9
µm aluminized mylar by impacting it with uniformly sized glass beads (see Figures
4.5-4.6). Due to the curvature of an impact pit from a spherical bead, a diameter
≤ 300 µm is adequate to ensure no straight-line paths longer than 33 µm, the length

of the shortest radon daughter alpha in mylar.3

The DRIFT collaboration installed a prototype texturized thin-film cathode in
May of 2013. Over an 11.08 livetime-day exposure, we observed a background rate
2 The

teflon-coated O-ring was removed due to difficulties in obtaining a good vacuum
seal, and replaced with an older viton O-ring known to emanate a considerable amount of
radon.
3 This assumes that the impact pit is a perfect reproduction of the bead shape, which
may not be the case.
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Figure 4.4: Schematic showing the motivation behind texturizing the thin-film
cathode. Here the cathode is formed
into a series of hemispheres such that
the longest straight-line path (shown) is
shorter than the path length of an alpha
particle track. An alpha particle cannot be fully absorbed by the cathode so
it always deposits ionization in the gas,
providing a tag to reject RPR events.

Figure 4.5: A confocal microscope image of the texturized thin-film. The pit
depth of 50-200 µm is much greater than
the 0.9 µm film thickness.

of only 1.7 events per day, lower than the 2.2 events/day with the Clean cathode.
This confirms that texturization can increase the transparency of aluminized mylar to alpha particles, thus reducing background events. Efforts toward improving
the texturization coverage of the film has continued, and new panels with ≥ 90%
texturized area fraction are ready for installation and further study.

4.3

Cathode Assay

The observed background rate decreased with the installation of the first generation
of thin-film cathode; again, however it decreased by less than the factor of ≈ 30 that
was expected. Furthermore, the spectrum changed considerably, showing a far higher
fraction of events above the 2000 NIPs threshold for RPRs produced by polonium
decays (see Figure 4.2). We hypothesized that there was a new contaminant in the
detector, introduced with the installation of the new cathode, which was responsible
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Figure 4.6: Photograph of the texturized-film cathode before installation.

for a new set of background events.
Because most of DRIFT’s background events originate from alpha-decays, the
search for new radioactive contaminants begins with alpha spectroscopy. Using the
measurement of the alpha track length along all three axes described in Section 3.2,
we histogram the full 3-d lengths of both contained and Gold-Plated Cathode-Crosser
(GPCC) alphas within the detector in (Figure 4.7). The spectrum in the histogram
can be identified as decays from particular isotopes using the mean length of the
alpha particle’s range, obtained from SRIM [33].
This spectroscopic technique confirms the presence of
daughters. We also measure a small amount of

220

222

Rn and its polonium

Rn, which is less likely to diffuse

into the fiducial volume because of its short (55.6 s) half-life, and its daughter,
216

Po. Finally, we identify the previously-unknown populations of

234

U and

238

U in

the contained, but not GPCC, spectrum.
There are generally three possibilities for the location of the uranium contamina-
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Figure 4.7: Distribution of measured lengths of alpha particle tracks. Data were
acquired with the first generation of thin-film cathodes installed.

tion in the DRIFT detectors: the gas, the cathode, or the MWPCs. However, there
is no mechanism by which uranium should enter the gas,4 which leaves the MWPCs
and the central cathode. These can be distinguished by using the vector direction of
the alpha particle track.
Alpha particle tracks exhibit a Bragg peak in which they produce more ionization
near the end of the track (see Figure 4.8). This is used to distinguish between the
origin and the end of a track, and to then categorize it as either traveling toward
the central cathode (“up-going”) or away from the central cathode (“down-going”).
Figures 4.9a and 4.9b show the length distribution of up-going and down-going contained alpha tracks, respectively. These reveal that all of the uranium is on or in the
central cathode because every alpha emitted by a uranium decay is oriented away
from the central cathode. Alpha particles which originate from within the gas, like
those due to the decay of 222 Rn, are present in equal quantities in both up-going and
down-going distributions. Finally, isotopes that are present on both the MWPCs
and the central cathode are also present in both populations, although typically in
4 This

is supported the absence of uranium GPCCs in DRIFT-IId.
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Figure 4.8: The ionization produced by a 5.49 MeV alpha particle, emitted by the
decay of 222 Rn, projected onto the z axis. The direction of the alpha particle is
measured by this asymmetry.

unequal quantities. For example, alpha particles from the decay of

210

Po are almost

entirely up-going, indicating contamination of the MWPCs.5
The uranium contamination, now known to be located only at the central cathode,
can be removed by replacing this component with a cleaner version. To do this,
however, it is important to know if the uranium is present in the aluminum layer, the
mylar layer, or both. The location of the uranium can be pinpointed by examining the
relationship between the zenith angle of the alpha (θ) and the alpha length in the gas.
For alphas originating at or near to the surface of the cathode and exiting directly into
the gas without passing through the cathode, the length is nearly independent of θ.
If, instead, the surface-originating alpha passes through the higher-density cathode
before entering into the low-density the gas on the opposite side (Figure 4.10), the
length will decrease by cos(θ)−1 . Thus, if uranium contamination is restricted to
the thin surface layers of aluminum, a bimodal length vs. θ distribution would be
expected. If instead the contamination is restricted to the mylar, this distribution
5A

dirty MWPC can be identified by further dividing the up-going population into
tracks present on the left and right sides of the detector.
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Figure 4.9: Spectra of alpha tracks oriented toward (a) and away from (b) the central
cathode, labeled by the isotope whose decay produced the alpha.6

will be unimodal.
To quantify this, the length vs. θ distribution was modeled with the uranium
contamination entirely present either in the aluminum or in the mylar. Alphas
from uranium decays were generated isotropically with absorption coefficients obtained from SRIM [33], and their final lengths were convolved with a Gaussian to
account for longitudinal straggling and measurement error. The resulting length vs.
θ distribution is also modulated by DRIFT’s efficiency over θ for detection (Section 3.2.3). For the model corresponding to uranium in the aluminum layer, another
angle-dependent efficiency is included to account for the probability that the recoiling
daughter thorium atom leaves the film and “vetoes” the alpha track. The resultant
models are shown in Figure 4.11a and 4.11b.
The data shown in Figure 4.11c clearly shows the bimodal distribution expected
from the aluminum-only contamination model.

A 2-parameter fit is performed

matching a superposition of the two model distributions to that obtained from the
6 The

asymmetry of the uranium distributions is due to the alpha particles which lose
some energy as they pass through some of the thin-film cathode and therefore produce
shorter tracks in the gas (consider Figures 4.11a-4.11d).
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Figure 4.10: An Alpha from a Uranium decay in the aluminum layer, passing through
the mylar. As the angle relative to the zenith (θ) increases, the distance traveled
through the mylar increases, shortening the length of the Alpha in the gas.

data. In the best fit model (Figure 4.11d), 85% of the uranium contamination is
in the aluminum and 15% is in the mylar. With this, we were able to unambiguously pinpoint the location of the majority of the uranium contamination to the
≈ 400 Å layers of aluminum, allowing us to focus on that component for the next
version of the thin-film cathode.
This uranium contamination, now known to be present within the central cathode,
can be quantified. We begin by calculating the rate of observed alpha particles
emitted by the decay of each isotope. Due to the overlapping nature of many of the
populations, the number of observed decays is calculated by integrating over the best
fit crystal ball function [78, 79, 80].7 In order to count all uranium decays, we fit to
both the tagged (Figure 4.12) and untagged (Figure 4.7b) alpha distributions. The
contributions of these fit populations are presented for the Dirty and Clean cathodes
in Tables 4.2 and 4.3, respectively.
234

U, with a half-life of 2.445 · 105 years, and

7 The

238

U, with a half-life of 4.47 · 109

long tail of the crystal ball function fits the range distribution from tracks which
are partially absorbed by the thin-film cathode.
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(a) Uranium in aluminum model.

(b) Uranium in Mylar model.

(c) Data from DRIFT.

(d) The data (histogram) overlaid with the
best fit model (contour).

Figure 4.11: The shapes of the range vs. angle distribution for uranium indicate that
the contamination is in the aluminum rather than the mylar.

years, are observed to have similar total decay rates. This is not a coincidence;
is produced in the decay chain of

234

U
U
238
U
238
U
234

Cont
Tag
Cont
Tag

Observed
6650 ± 80
4206 ± 65
4320 ± 70
2687 ± 52

238

234

U

U, so the two isotopes reach secular equilibrium

Efficiency
35.0 ± 0.2%
35.0 ± 0.2%
33.4 ± 0.7%
33.4 ± 0.7%

Absolute
19000 ± 300
12000 ± 200
12900 ± 300
8050 ± 230

Rate
890 ± 12 decays/day
560 ± 9 decays/day
600 ± 16 decays/day
376 ± 11 decays/day

Table 4.2: Total number of Uranium decays in 21.42 livetime-days of dirty runs.
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Figure 4.12: Histograms of lengths of tagging alphas, and a 3 Crystal Ball function
fit to the three peaks and long tail.

234

U
234
U
238
U
238
U

Cont
Tag
Cont
Tag

Observed
665 ± 26
586 ± 24
556 ± 24
874 ± 30

Efficiency
35.0 ± 0.2%
35.0 ± 0.2%
33.4 ± 0.7%
33.4 ± 0.7%

Absolute
1900 ± 100
1674 ± 69
1665 ± 80
2617 ± 105

40 ± 2
35 ± 1
35 ± 2
55 ± 2

Rate
decays/day
decays/day
decays/day
decays/day

Table 4.3: Total number of Uranium decays in 47.40 livetime-days of clean runs.

in a few half-lives of

234

U, or O(106 ) years.8

To complete the assay, we must calculate the number of atoms responsible for
this decay rate, their combined mass, and the mass of the cathode which they contaminate. The cathode mass calculation is presented in Table 4.4, and uses an
aluminum coating thickness of 350 Å, as this value best matches the range-vs.-angle
data presented above. The manufacturer uncertainty on this thickness of O(50%) introduces considerable uncertainty in measuring the contamination of specifically the
aluminum, but because the aluminum is a small contributor to the overall cathode
8 The

thorium isotopes in the same decay chain would also be in equilibrium; however
their absence in the alpha spectrum indicates that the process of smelting aluminum may
remove the thorium.
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Mylar
Al
Total

Area (m2 )
0.802
0.802

Thickness (µm)
0.9
0.07

Density (g/cm3 )
1.38
2.70

Mass (g)
1.00
0.15
1.15

Table 4.4: The mass of the fiducial area of thin-film cathode. Here the “Al” row
counts both sides of aluminization. The manufacturer states 300-500Å; the Uranium
R vs. θ distribution finds a best match with 350 Å, so we use 700 Å= 0.07µm as the
total thickness.

Isotope
U
238
U
234
U
238
U
234

Total Rate
Atoms
Mass (g)
1450 ± 15 1.83 ± 0.02e11 7.11 ± 0.07e-11g
976 ± 19 2.26 ± 0.04e15 8.93 ± 0.17e-7g
75 ± 2
9.2 ± 0.3e9
3.8 ± 0.1e-12
90 ± 2
2.13 ± 0.05e14
8.4 ± 0.2e-8

Contam.
61.8 ± 0.6 ppt
777 ± 15 ppb
3.3 ± 0.1 ppt
73 ± 2 ppb

Table 4.5: Turning decay rates into contamination level of ppt/ppb (by mass). The
top two rows are for dirty film; the bottom are for clean.

mass it does not impair our ability to perform a precise assay of the entire cathode.
This assay calculation, presented in Table 4.5, finds the first generation (Dirty)
thin-film cathode to be contaminated with 61.8 ± 0.6 ppt

238

234

U and 777 ± 15 ppb

U. This value is consistent with an independent assay done at SNOLAB [81],

which measured 2140 ± 1550 ppb

238

U. These are contamination values over the

entire cathode and include both the aluminum and mylar components. Attributing
90% of the uranium to the aluminum layers, as calculated above, this corresponds to
a contamination of 430 ± 170 ppt 234 U and 5.4 ± 2.2 ppm 238 U in the aluminum used
in manufacture. The second thin-film cathode, produced with cleaner aluminum,
had contamination levels reduced to 3.3 ± 0.1 ppt

234

U and 73 ± 2 ppb

238

U. This

reduction by factors of 20 and 10, respectively, is consistent with the calculations
above which measure ≈ 90% of the uranium to be present within the aluminum
layers.
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4.4

Background Rejection Efficiency

As we consider the various generations of cathodes it is useful to define a figure of
merit for the cathode’s efficacy to reject alpha-decay backgrounds. Our definition is
the ratio of observed background events at the cathode that are classified as nuclear
recoils to the total number of alpha decays occurring on or in the cathode:

Figure of Merit =

Measured Backgrounds
All Alphas from Cathode

(4.1)

As more RPRs are tagged with alphas, this quantity will decrease indicating a
reduction in backgrounds due to an improved cathode. This definition is insensitive
to differences in the RPR rate due to radon emanation changes in the detector that
occurred over the same time-scale as the cathode R&D. The numerator of this figure
of merit, the measured backgrounds, is obtained from the nuclear recoil analysis
presented in Section 3.3. The region of interest used here is 1000-4000 NIPS (Number
of Ion Pairs), calibrated against the 237 NIPS produced by a 5.9 keV X-ray from a
55

Fe source [75]. We use the alpha efficiencies obtained in Section 3.2.3 to derive the

total alpha decay rate for the denominator in the figure of merit.
To begin, we would like to sub-divide Equation 4.1 into the backgrounds caused
by RPRs and those due to LEAs. The latter entirely populate the higher energy
backgrounds from 2000-4000 NIPs, whereas the low energy, 1000-2000 NIPs bin,
contains both RPRs and LEAs. The background events collected during the runs
in question are divided into high and low energy bins, and presented in Table 4.6,
along with absolute decay counts of

222

Rn and uranium.

These populations can be grouped further. High-energy data (see Section 5.2.2)
and a simple model both indicate that the LEA rate is constant over the energy
range of interest (1000-4000 NIPS). It is therefore assumed that the rate of LEAs in
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Population
222
Rn Decays
Uranium Decays
Backgrounds (low)
Backgrounds (high)

Wire
64900 ± 2200
800 ± 53
2120 ± 46
41 ± 6

Dirty
33800 ± 1300
21900 ± 500
36 ± 6
36 ± 6

Clean
52200 ± 1800
1000 ± 50
37 ± 6
27 ± 5

Table 4.6: Absolute counts of alpha decays and background counts over various
dark matter runs. Low energy backgrounds fall within 1000-2000 NIPs, while high
energy events are 2000-4000 NIPS. Uncertainties presented are statistical; systematic
uncertainties for absolute alpha counts are all 10%.

the 1000-2000 NIPS range, where they overlap with RPRs, is the same as the rate in
the 2000-4000 NIPS range. The total number of LEAs is then given by 150% of the
number of high energy backgrounds. Similarly, 50% of the high energy backgrounds
must be subtracted from the low energy population to remove the contribution by
LEAs to obtain the RPR contribution.
Alpha-producing decays at the cathode can be grouped into those occurring on
the surface and those buried in the film. This grouping is summarized below in Table
4.7 in which the neutral fraction of

218

Po in the gas, measured in Section 3.2.4, is

denoted by n = 0.23.
After a

222

Rn decay, n of the

218

Po atoms remain neutral in the gas and cannot

produce backgrounds, as the alphas from their decay will always be visible. The
remaining (1 − n) of these atoms are charged and electrodeposit onto the central
cathode, later decaying on its surface. After this decay produces

214

Pb, half of the

) bury themselves into the film while half of them are
atoms on the surface ( 1−n
2
ejected into the gas as RPRs. With a neutral fraction of 0, all of the

214

Pb atoms in

+ n) of the total number, electrodeposit onto the surface of
the gas, equal to ( 1−n
2
the cathode. This calculation is presented in Table 4.7. Finally, all of the uranium,
known to be distributed throughout the aluminum layer (Section 4.3), is considered
to be buried. This categorization of the absolute number of alpha decays at the
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cathode, along with the two types of background (RPR and LEA), is presented in
Table 4.8.
Isotope
214
Po
218
Po
U (Both)
Total

Surface 
1−n
+ n NRn
2
(1 − n)NRn
0
1.38NRn

Buried

1−n
NRn
2
0
NU
0.38NRn +NU

Table 4.7: Counting the number of decays which occur on the surface or buried in
the film. NRn is the absolute number of 222 Rn decays, and NU is the total number
of decays from both 234 U and 238 U. See text for details.
Population
Surface Decays
Buried Decays
RPRs
LEAs

Wire
90000 ± 3000
24700 ± 800
2100 ± 50
62 ± 10

Dirty
46700 ± 1800
34700 ± 700
18 ± 7
54 ± 9

Clean
72000 ± 2500
20800 ± 700
24 ± 7
41 ± 8

Table 4.8: Number of alpha decays compared with background events, grouped into
relevant categories.

Table 4.9 presents a comparison of the figure of merit for different cathodes,
which leads to several important conclusions. The Dirty and Clean thin-film runs,
with cathodes identical save for the vastly different contamination levels of buried
uranium, see LEA/All Alpha production rates which agree to within statistical errors.
This supports the LEA model of background production which hypothesizes that
these backgrounds can be produced by decays from atoms deposited at the cathode’s
surface as well as those found deeper in the material. Finally, a comparison of the
RPR/Surface decay rate reveals a factor of 70 ± 20 reduction in the probability
of producing RPR events when switching from wire to a thin-film cathode. This
corresponds to the factor of rejection by alpha tag improving from 97.7% to 99.97%
between the wire and thin-film runs.
The background events remaining in DRIFT-IId are now due almost entirely to
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Population
RPR/Surface
LEA/All
All/All

Wire
0.0234 ± 0.0007
0.00052 ± 0.00008
0.0184 ± 0.0006

Dirty
0.00038 ± 0.00014
0.00044 ± 0.00007
0.00059 ± 0.00007

Clean
0.00033 ± 0.00009
0.00042 ± 0.00008
0.00066 ± 0.00008

Table 4.9: The probabilities of producing different classes of backgrounds per relevant
alpha-producing decay.

radon progeny. Using the absolute numbers of alpha decays from Table 4.6, the
remaining uranium contamination is estimated to produce about 3% of the LEA
backgrounds in DRIFT-IId.9 Applying the production efficiencies of Table 4.9 to the
absolute alpha counts in Table 4.6 indicates that 2% of all backgrounds in DRIFTIId are now due to uranium contamination of the cathode, with the remaining 98%
due to RPRs and LEAs produced by radon’s polonium daughters.

4.5

Quenching Factor Measurements

The unique geometry of the thin-film cathode, and in particular its transparency to
alpha particles, allows us to perform very precise measurements of the quenching
factor for heavy-ion recoils. Energetic particles deposit some of their total energy E
to atomic motion of the medium (ν) and the rest of it to the electrons (η) [82, 83]. The
energy ν goes into heat and phonons while the latter part, η, produces ionization and
scintillation. The fraction η/E, known as the Lindhard factor or nuclear quenching
factor, is dependent not only on the particle and medium but also on the particle’s
energy.
The DRIFT dark matter experiment is sensitive only to the η component of energy. A good measurement for the nuclear quenching factor, qnc , for Fluorine in a
9 This

fraction is probably slightly higher because the alphas from uranium decays, with
shorter tracks, are likely to have higher background production rates than those from
polonium decays.
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0.9 µm
Figure 4.13: Schematic of a tagged RPR from the surface of the thin-film cathode.
The recoiling Pb atom (red) directly enters the left detector volume, while the alpha
particle (blue) passes through the film and enters the right volume.

30:10 Torr CS2 :CF4 mixture is crucial but has not been made. No quenching factor
measurements have been performed in either CS2 or CF4 , and heavy-ion quenching
factors have been measured in only a few gases [83, 84, 85]. Given so few measurements of qnc in these target gases, any measurements, even those not directly
applicable to dark matter searches, are useful for refining atomic physics theory at
low dE/dx. We present qnc measurements for lead nuclear recoils in a CS2 /CF4 gas
mixture that occur from polonium decay products.

4.5.1

Recoil Selection & Analysis

The DRIFT-IId detector, designed to measure the properties of short nuclear recoil
tracks, is ideally suited, with its dual detector volume and shared central cathode, to
identify and measure radon progeny recoils.

222

Rn’s polonium daughters, known to

electrodeposit onto the central cathode, decay by alpha emission [68, 64, 60, 66, 69].
The resultant lead atom recoils in the opposite direction as the alpha particle with
an energy that is determined solely by the known kinematics of the decay.
The lead recoil from decays on the surface of the central cathode can either be
directed into the cathode, in which case they are fully absorbed by the film and
produce no ionization in the detector volume, or they may be directed outward into
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Figure 4.14: Histogram of range of tagging alphas, identified by decaying isotope.
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Figure 4.15: Timing differences between
alpha particle and candidate RPR. See
text for details.

the gas. In this latter case, the nuclear recoil is observed in one chamber while
the alpha particle used to tag the nuclear recoil crosses the central cathode and
is observed in the opposite chamber (see Figure 4.13). This cleanly separates the
tracks and ionization produced by the two particles, providing both a clear means for
identifying the decaying isotope (from the alpha range (see Section 3.2), described
below and in [68, 86]), and the detected energy of the nuclear recoil. This is the class
of events used in this analysis.
While

218

Po will decay only from the surface of the cathode, it is possible for the

later daughters (214 Po and

210

Po) to decay from below the surface of the cathode

after being buried by earlier decays (this is discussed in greater detail in [86]). The
recoiling atom from a decay which occurs buried in the film may enter the gas after
losing some of its energy in the film. A monte carlo model of the atoms’ depths
after various decays, described below in Section 4.5.3, indicates that this effect may
reduce the average measured energy by ≈ 1% for these later decays (see Section 4.5.3
below).

214

Pb, from the decay of

218

Po, is unaffected.

The analysis used to identify and measure the alpha particle tracks is described
in detail in Section 3.2. Briefly, any ionization event which crosses 8 wires (≥ 1.6 cm)
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and does not trigger the veto channels is classified as an alpha track. The detector’s
two perpendicular wire planes provide the x and y lengths of the track, while the
ionization transit time is multiplied by the drift speed to obtain the z length. The
total 3-d length of the track can then be used to identify the isotope which decayed
to produce it (e.g. Figure 4.14).
Potential nuclear recoil signals are first identified as hit, which corresponds to a
threshold of around 1 keVee. Requiring consistency of the event timing of the recoil
and alpha particle is used to veto recoil candidates if they are not associated with an
alpha event. For the real events of interest, coming from different sides of the central
cathode, the end times should be the same, within detection uncertainties. Alpharecoil pairs are kept only if their end times are within 100 µs, or about 6 mm. Finally,
these recoil signals are distinguished from coincident electronic noise by requiring the
z-component of their range to be > 1.5 mm. Figure 4.15 shows the distribution in
timing difference for all recoil-alpha pairs (black), those which pass the above z cut
(blue), and those which fail it (red). Events which fail show no time correlation,
indicating that none of them are actually tagged recoils.
With the selection criteria described above, we have a population of clean alpha
decay events for studying qnc of radon progeny recoils. Using the alpha range spectroscopy shown in Figure 4.14 [86] , we can identify the decaying isotope and its
daughter, whose initial kinetic energy is constrained by the known kinematics. This
spectroscopy identifies alpha particles from the following decays:
112 keV

214

103 keV

206

Pb atom;

214

Po produces a 147 keV

210

Pb atom; and

218

Po produces a

210

Po produces a

Pb atom.

The energy deposited to ionization channels (keVee) is measured by summing
the charge on the relevant channels. These signals are compared with those of 5.9
keV X-rays from

55

Fe exposure, which occurs every 6 hours to ensure up-to-date

calibration. For each recoiling species, the average energy and statistical uncertain-
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Figure 4.16: Histogram of ionization produced by recoiling nuclei in DRIFT. The
identification of the tagging alpha particle emitted during the radioactive decay distinguishes between 206 Pb (red), 210 Pb (black), and 214 Pb (blue). The three respective
fits (solid lines) are centered at 22.7 ± 0.2 keVee, 35.2 ± 0.1 keVee, and 25.5 ± 0.1
keVee.

ties are obtained by fitting a Gaussian to the measured energy distribution. These
distributions and fits are presented in Figure 4.16.

4.5.2

Z-position systematic

The events we have selected occur only at the central cathode, while the electronic
recoils from the 55 Fe calibration runs are located mostly near to the MWPCs because
of the source locations. TPCs typically measure less ionization from signals at highz position because the drifting electrons can be captured by negative-ion impurities
in the gas, such as O2 [44, 45]. This is unlikely to be a problem for the DRIFTIId detector in which the electrons are already captured by the electronegative CS2
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Figure 4.17: The expected z position distribution of interactions from a 55 Fe calibration source. The dotted vertical line at z = 0 indicates the position of the central
cathode. This distribution is close to, but not exactly equal, a falling exponential.

molecules.
We can check this by comparing the charge collected from events during

55

Fe

calibration runs on the active side (near to the MWPC) and those from the opposite
side (near to the central cathode). An X-ray from the decay of

55

Fe has a 17.3 cm

interaction length through the low-pressure gas of DRIFT-IId.10 Therefore, interactions within the fiducial volume follow the z position distribution in Figure 4.17.
91% of the interactions occur on the near side of the detector; that is, during an
“lcal” calibration, most of the events occur in the left volume. Furthermore, these
events occur primarily near the MWPC, with an average z position of 17.3 cm. Conversely, the events on the opposite side of the detector (in our example, the right
volume) occur mostly near the central cathode, with an average z position of 35.0
cm.

55

Fe-induced events therefore provide a monoenergetic source of ionization at

10 This

is obtained by using the known geometry of the detector and using the ratio of
near-side to far-side events.
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Figure 4.18: Ionization measured from
55
Fe events on the active (black) and
far (blue) sides of the detector average
238.78 ± 0.01 (231.48 ± 0.05) NIPs.
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Figure 4.19: FWHM of active (black)
and far (blue) 55 Fe tracks.

two different average-z positions.
We can use these two populations to estimate the potential measurement error
introduced by longer drift distances. We compare the means of the best-fit Gaussian
to the distribution of ionization, after applying the calculated normalization, between the near-side and far-side populations. These two distributions, and fits, are
presented in Figure 4.18; we find that the average near-side ionization is 238.78±0.01
NIPs compared to the average far-side ionization of 231.48 ± 0.05. This is a difference of 3%, which may be due at least in part to the wider pulses of the far-side
(larger-drift distance) events (see Figure 4.19).

4.5.3

Buried Atoms

We are attempting to measure the ionization produced by recoiling atoms from the
thin-film cathode. Many of these are produced by radioactive decays that occur on
the surface of the film, like the

218

Po atoms; however some decays may occur from

below the surface of the cathode. These decays will produce recoils which lose some
energy in the cathode material before entering the gas, therefore affecting our average
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(b) Depth of 210 Po before it decays to produce a 103 keV 206 Pb recoil.

Figure 4.20: Depth of various isotopes in the mylar. The peak at depth=0 corresponds to the atoms on the cathode surface. The 206 Po is produced by decays of
210
Po, some of which are already buried.

energy measurements. We account for this affect by building a simple model to track
the radon progeny atoms and their depths in the aluminum layer of the cathode.
Recoiling Atom
206
Pb
210
Pb
214
Pb

Energy (keV)
103
147
112

Range (Å)
387
492
413

Straggling (Å)
79
96
82

Table 4.10: Ranges of recoiling atoms from alpha-decays, calculated by SRIM [33].

To understand the depth of atoms in the radon decay chain, we generate 106
222

Rn atoms in the gas and follow each atom through its decay chain to

206

Pb. For

each decay we calculate its range from a Gaussian distribution with mean and σ
from Table 4.10. The z-component of this range is the total range times a random
number in the range [-1, 1] to represent an isotropic distribution; we propagate the
atom by this distance. If the atom is in the gas at the end of this step, it is moved
to the surface of the film with a probability derived from measured neutral fractions
(see Section 3.2.4).
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Figure 4.21: Energy of various recoils as they enter the gas, after losing some energy
leaving the film. Recoils which never enter the gas are not shown. Values are
normalized to the recoil’s total initial energy.

At any step, an atom which begins in or on the cathode and enters the gas is
considered to be an RPR, and the fraction of its length which occurs in the gas is
recorded. This produces Figure 4.21, which histograms the fraction of the recoil’s
total range which occurs in the gas. For simplicity, we ignore that dE/dx varies
with energy, and assume that this is the fraction of the recoil’s total energy which
is deposited in the gas. Finally, this value is convolved with a Gaussian distribution
with σ =

1
8

to represent measurement error and the stochastic variations in ionization

produced by nuclear recoils of a given energy, producing Figure 4.22. We perform
a fit to this distribution, as we do to the true RPR population, and measure that
the peak has shifted by less than 1% in all cases. This shift is so small because the
majority of recoils entering the gas are from the surface of the cathode. Furthermore,
the population of recoils entering the gas from below the surface exhibit a roughly
flat energy distribution (rather than, for example, a shoulder of the main peak) which
shifts the peak location only slightly.
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Figure 4.22: Ionization produced by various isotopes, normalized to the full mean
ionization, obtained from Figure 4.21, convolved with a Gaussian of σ = 81 . Gaussian
fits to the peaks are provided for comparison.

4.5.4

Results & Discussion

The quenching factor is calculated as the ratio of measured energy to the atom’s
total kinetic energy. These results, presented in Table 4.11, are consistently lower
than the predictions in [83, 87] by about 20%. This disagreement could either be
due to inadequacies of the power-law approximation used to make these predictions,
or it could be due to systematic errors in the quenching measurements performed.
Atom
206
Pb
210
Pb
214
Pb

Energy (keV)
103
147
112

Ioniz. (keVee)
22.7 ± 0.2
35.2 ± 0.1
25.5 ± 0.1

qnc
0.220 ± 0.002
0.239 ± 0.001
0.228 ± 0.001

Calc.
0.254
0.304
0.265

Table 4.11: Measured and calculated quenching factors (qnr ) for three lead recoils in
a 30:10 CS2 :CF4 mixture. Calculated values are derived from [83, 87].

We obtain the quenching factor by comparing the ratio of ionization produced to
the initial kinetic energy from lead recoils (RPRs) and electron recoils produced by
55

Fe’s X-rays. This calculation assumes that these two processes require, on average,

the same amount of energy deposited to electrons (η) to produce one ion pair (the
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W-value). However, it has been shown that in general, different types of radiation
may have different W-values [42]. While the W-value difference between nuclear
recoils and electron recoils of similar energy in CS2 is expected to be small, no direct
measurement has been performed.
By doping a cathode surface with a specific isotope, this technique could be used
to obtain quenching factors for other target atoms of interest. For example, one could
deposit a layer of

114

Cs onto a thin-film cathode. Some of these atoms will decay by

the emission of a 3.24 MeV alpha particle, producing a 118 keV

110

I recoil.11 The

measured ionization produced by this recoil will provide a measurement of qnc for
Iodine, one component of the targets used in some dark matter detectors [28, 88, 89].

4.6

Conclusions

The majority of background events in the DRIFT-IId detector originate from the
central cathode. A radioactive atom on or in this electrode decays by alpha emission
in such a way that the energy of the alpha particle is mostly or totally deposited
in the cathode, while some fraction of this energy (or the energy from the recoiling
daughter nuclei) is deposited into the gas of the detection volume, thus producing
an LEA (RPR). By reducing the probability that an alpha particle be absorbed by
the cathode, we reduce the overall rate of backgrounds in the detector.
The introduction of the un-texturized aluminized-mylar cathode immediately reduced the background rate from 52/day to 2.7/day, or a factor of 19 reduction. This
was due to a reduction of the likelihood for an alpha particle track to be fully absorbed
by the cathode, thus producing an RPR background event, by a factor of 70 ± 20.
The probability of producing an LEA, a minor background with the wire cathode,
11 This

particular example may be impractical due to the low branching fraction for the
alpha decay (0.018%) and the short half-life of 114 Cs (0.57 s).
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was largely unchanged; this population became a major contributor to DRIFT backgrounds. This was exacerbated by a large contamination of alpha-emitting uranium
isotopes in the aluminum of the new cathode.
The next generation of thin-film was manufactured using ultra-pure aluminum,
reducing the amount of contamination by more than a factor of 10. Although the
background production rates per alpha decay were unchanged with this cathode
version, the background rate reduced to 2.2/day. Finally a texturized version, intended to further reduce the probability for an alpha decay to produce an un-tagged
background event, reduced the background rate to 1.7 events/day.
The geometry of the thin-film central cathode provides unique opportunities for
study. Its high (99%) transparency to alpha particle tracks allows for high-precision
assays of alpha-producing isotopes, like

234

situ in DRIFT-IId to be 61.8 ± 0.6 ppt

234

U and

238

U. These were measured in-

U and 777 ± 15 ppb

generation cathode, and reduced to 3.3 ± 0.1 ppt

234

238

U in the first

U and 73 ± 2 ppb

238

U in the

second. This high-precision assay is possible due to the high chance that the alpha
particle leaves the thin-film (99%) combined with the efficient track reconstruction
and identification (35%) for these tracks in DRIFT-IId.
This central cathode may also be used to measure the quenching factors of heavy
ion recoils in DRIFT. When one of radon’s polonium daughters (218 Po,
210

214

Po, or

Po) on the surface of the film decays, it emits an alpha particle and a lead recoil.

When this lead recoil directly enters the gas, it deposits all of its energy into the
gas. This quantity of energy is determined by the kinematics of the decay, which is
identified by the alpha particle which passes through the film, losing only a small
fraction of its energy (≈ 5%). With the measured ionization of the nuclear recoil and
a reliable method of identifying the parent atom, we obtain quenching factors with
1% statistical and 3% systematic uncertainties. These are the first quenching factor
measurements performed in a CS2 -CF4 mixture, and are ≈ 20% lower than the only
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published calculations at this time.
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Chapter 5
Blinded Dark Matter Search
The DRIFT collaboration, like many rare-event search experiments, has presented
limits on the mass and cross-section of dark matter particles [63, 69] as a way to
demonstrate detector sensitivity, document progress, and guide the work of other
researchers. However, none of these published limits have resulted from “blinded”
searches in which the data are not observed until all parameters of the analysis,
including signal region, have been set.1 In this chapter, we perform a complete
blinded WIMP search.
The classification of nuclear recoils has been described in Chapter 3.3. Here
we begin by studying the classes of backgrounds which survive these analysis cuts.
We model each distribution in a suitable phase space by fitting to data obtained
from unblinded sections of the data. We then select a region in phase space that will
maximize the signal from a 100 GeV WIMP population, while keeping the number of
expected background events below 0.53.2 Finally, we “open the box” by performing
this analysis on the blinded dataset, and present the results of this search.
1 This

has been a source of criticism of the quality of the limits.
is the mean value of a Poisson distribution that has a 10% chance of observing
more than two events.
2 This
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5.1

The Data

The data used in this search were taken by the DRIFT-IId from April to June of 2010.
These were the first WIMP-search background data taken after the installation of the
first generation of thin-film cathode, which is described in detail in Section 4. These
data were under a strict, collaboration-wide quarantine, to ensure a truly blind analysis, with the following two exceptions. First, the data may be analyzed for events
other than nuclear recoils. For example, we were able to monitor the status of the 55 Fe
calibration and look at events which contained alpha particle tracks. This was important to understand the various background event rates. Second, any cycle ending in
the number 0 was open, for example the file drift2d-20100519-02-0020-wimp.ndd.
This freed up 10.8 live-time days of the WIMP search data to help build background
models, and to test them against. These data were distributed throughout the runs
to give a good idea of what the full dataset might contain. 50.1 live-time days
remained blinded.

5.2

Backgrounds

The goal in defining a signal region is to maximize the acceptance of potential WIMP
interactions while minimizing the number of non-WIMP background events. This
requires a good understanding of these background events. Here we obtain models
and distributions for various background populations based off of data from the
blinded dark matter search run. Wherever possible, we supplement the low statistics
of the fully unblinded subset of data (cycles which are multiples of 10) with safe data
from these same runs; for example, we supplement the untagged RPR backgrounds
with tagged RPRs, ignoring the alpha particle.
The two axes of the signal region phase space we use are ionization in NIPs
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Figure 5.1: 45 Backgrounds were found in the unblinded selection of data.

and Full Width at Half Maximum (FWHM) in µs. The ionization is a clear choice
because both dark matter interactions and classes of background events have distinct
energy distributions. We also use FWHM because it measures, in part, the diffusion
undergone by the drifting ionization. Tracks with a wider FWHM tend to have
originated at a greater z position. This is particularly evident in the RPRs; these
background events have the highest FWHM of events at their energy, and they are
known to have originated at the central cathode. The backgrounds measured in the
unblinded selection are shown in this phase space in Figure 5.1.
The signal region will be calculated as a range of FWHM in each of four separate
bins:1100-1200 NIPs, 1200-1500 NIPs, 1500-2000 NIPs, and 2000-4000 NIPs.3 There
are two reasons for the width of the bins to increase with ionization. First, the WIMP
energy spectrum is expected to follow a falling exponential (see Section 1.3.2), so each
of these bins will have a comparable signal acceptance. Second, at low energies we
3 We

originally included a fifth energy bin from 4000-6000 NIPs. The optimal signal
region we found in this bin, as described below, was 0. This indicates that this higherenergy regime does not add to DRIFT’s sensitivity, due to the combination of a low WIMP
rate and moderate background rate. It has since been removed to reduce the number of
free parameters in the fit performed to determine the signal region.
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0.9 µm
Figure 5.2: A radioactive decay on the surface of the cathode produces an alpha
particle (blue) and a recoiling daughter atom (red). In a Radon Progeny Recoil
(RPR), the alpha is fully absorbed by the cathode and only the recoiling atom
produces ionization (top). More often, the recoil is seen on one side of the detector
while the alpha appears on the other; this is a tagged RPR (bottom).

find the background distribution to vary significantly, while at higher energies it is
roughly constant. The low-energy bins are therefore smaller to accommodate these
variances.

5.2.1

RPRs

A Radon Progeny Recoil (RPR) may be produced when a radioactive decay of an
atom on the central cathode emits an alpha particle. Some of the time, this alpha
particle is lost in the material of the cathode, while the resultant daughter atom
recoils in the opposite direction, entering the gas and producing some ionization (see
Figure 5.2). The ionization from this nuclear recoil appears the same as that from a
dark-matter induced interaction.
It is rare (≈ 1%) for the alpha particle to be lost in the thin-film cathode. Most
of the time, the alpha particle is clear on the opposite side of the detector as the
nuclear recoil. In this case, the alpha particle is used to tag the nuclear recoil,
excluding it from WIMP searches. Furthermore, these events from the blinded runs
may be studied because of the presence of the alpha particle track.
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Figure 5.3: RPR population, obtained from 932 tagged RPRs.

We use the tagged RPRs from the otherwise blinded dataset to obtain a large
sample of events that are otherwise identical to the untagged RPR backgrounds.
Because of the high probability (≈ 99%) of producing the alpha tag, we obtain very
large sample (932) of tagged RPRs compared to the untagged RPR backgrounds we
expect upon un-blinding the data. Their distribution is shown in Figure 5.3. The
narrow energy band is due to the limited energy of the alpha decay, while the high
FWHM is caused by diffusion over the full 50 cm of drift distance for every event.

5.2.2

LEAs

We attempt to obtain a population of LEA events as we did for RPRs. Here, we
are looking for a recoil-like LEA event which is “tagged” by a nuclear recoil in the
detector’s other chamber. This strategy was less successful here than it was for
RPRs due in part to the lower efficiency for detecting nuclear recoils, and in part to
the lower rate of these double-recoil events. These events are rare, compared to the
overall LEA rate, because many of the LEAs are generated by the decay of uranium
isotopes which are buried beneath the film’s surface, and therefore cannot produce
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Figure 5.4: LEA population, obtained from 59 LEAs.

double-recoil events. Here we found a sample of only 59 LEA-like events, shown in
Figure 5.4.
LEAs all occur at the central cathode so, just like RPRs, the LEAs exhibit a
FWHM of around 40 µs. Unlike RPRs, the ionization deposited by the LEA, which
may travel any length in the gas, can range from 0 NIPs to hundreds of thousands of
ion pairs.4 Within our energy range of interest, 1100-4000 NIPs, these events have a
nearly flat energy distribution.

5.2.3

Gammas

Gamma rays are photons emitted as the nucleus of an atom returns to ground state,
typically after a radioactive decay. These can interact in with the gas in DRIFT’s
fiducial volume, producing an electronic recoil. Electrons have a lower electronic
dE/dx than nuclear recoils [49], so an electronic recoil will typically be longer than
a nuclear recoil of the same energy. As described in Section 3.3, these are excluded
4 The

higher-energy LEAs will be reconstructed as alpha particle tracks, rather than
nuclear recoils.
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Figure 5.5: Electron recoil population, obtained from 660 gamma ray interactions.
Note that these events primarily lie below our analysis threshold of 1100 NIPs.

if the mean ionization density of the track, calculated as the total charge divided by
the total transit time, is less than 12 NIPs/µs.
While this cut excludes most of the electronic recoils, it does not remove all of
them. Some electron recoils will “ball up”, producing a short, nuclear recoil-like
track. Some electron recoils end up oriented along the x − y plane, and therefore
pass the cut due to their high dE/dx along this one axis.
Ideally, a population of electron recoils from gammas would be obtained by one
or more designated calibration runs. Recently, we have performed these using a 60 Co
source, which emits gammas but no neutrons; however no such data had been taken
when this analysis was performed. Instead, we use data from a

252

Cf exposure. This

is a source used frequently for calibration because it produces neutrons in an energy
range similar to that expected from WIMPs [61]. As a byproduct of this decay, it
also emits some gamma radiation.
We obtain a selection of electron recoils from gamma interactions from the exposure of

252

Cf, however we must separate the electron recoils from the nuclear recoils.
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We do this by selecting those events with a mean ionization density between 10
and 12 NIPs/µs. These are the events which are identified as electron recoils, but
which are most similar to the electron recoils that do pass our cuts . Nuclear recoils, meanwhile, are excluded from this population because they rarely have a mean
ionization density below 12 NIPs/µs. The distribution obtained by this strategy is
shown in Figure 5.5. Note the steep rise of the FWHM as a function of charge that
is characteristic of electron recoils.

5.2.4

MWPC Events

The last known population of background events are those which occur at the
MWPC. These events may occur in or near the high-field region between the grid
wires and anode wires and may be distorted by the strong field gradients in this
region. These are due mostly to RPR-like events in which the alpha decay of radioactive isotopes on the MWPC (mostly long-lived isotopes like

210

Pb) produces a

nuclear recoil in the gas while the alpha particle is lost in the 100 µm grid wires of
the MWPC. These are the “Population 2” events described in [66].
We collect a sample of MWPC events by loosening recoil cuts in a similar way
as we did above for the gamma population. Here, we use the full “blinded” dataset
but consider only events which have failed the nuclear recoil cuts. In particular, we
choose tracks which have failed both of the cuts designed to eliminate these events:
the cuts on gridPeakRat and hmSumRat. We find no correlation between charge
or FWHM with the gridPeakRat parameter, and only a modest correlation between
FWHM and hmSumRat. To reduce the effect of this mild correlation, we select only
events which have hmSumRat > 0.62; the cut is normally set at 0.72.
These selection criteria yield 3740 background events from the MWPC, with
the distribution provided in Figure 5.6. These events are clustered at low-FWHM,
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Figure 5.6: MWPC population, obtained from 3740 MWPC events.

consistent with their origination from the MWPCs.

5.3

Complete Model

We now have a good5 sampling of each of the four sources of background in this
configuration of the DRIFT-IId detector such that the backgrounds we observe follow a linear superposition of these four populations. We determine the magnitude of
each contribution by performing a 4-component log-likelihood fit comparing a linear
superposition of these 4 populations, each with its own scaling factor, to the backgrounds observed in the un-blinded subset of the data. This fit is performed over
the full range of available ionization data, from 0-4000 NIPs. The best fit attributes
69.9% of the observed backgrounds to LEAs, 6.5% to RPRs, 20.2% to gammas, and
3.3% to MWPC events, and is shown in Figure 5.7.6 The fit integrates to 44.0 events,
compared with the 45 unblinded background events we are fitting to. One event, at
5 It

would be preferable to obtain a larger sample of LEAs.
that these figures do not add up to 100%; we did not force the sum to be 100%
in the fitting.
6 Note
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Figure 5.7: Complete background model compared with the background data. The
model is shown as the contour plot; the black dots are the data points from unblinded
thin-film wimp data.

1600 NIPs and 31 µsFWHM, is inconsistent with any of our background populations,
and is responsible for the difference in total numbers. This event may be due to a
neutron-induced nuclear recoil.
This background model is compared with the observed data in Figure 5.7. In
Figure 5.8, projection of both the data and the model, along both axis, are shown
for comparison. We also performed 104 tests in which we selected 45 events from
the model distribution and calculated the log of the poisson probability (this is the
fit parameter that was minimized). The distribution of this parameter followed a
Gaussian, with the value obtained from data within one σ of the mean.

5.3.1

Model Fits

Above, we have described a model which seeks to understand all of the background
populations and their relative contributions to the overall backgrounds observed. Using these data alone, we could design a signal region which would contain an expected
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Figure 5.8: Comparison of model with data, as projected onto various axes.

zero background events over an unlimited exposure duration; however in practice any
non-zero signal region will, eventually, observe some background events from known
sources. These will be due to events far off in the tails of distributions which our finite
data on the backgrounds did not adequately sample. In order to better understand
this and, furthermore, account for it, we fit each population’s FWHM distribution of
each bin to a known function and calculate expected backgrounds from this function.
For example, the RPRs in the lowest-energy bin (1100-1200 NIPs), follow a Gaussian
distribution. The best-fit to the data we have provides predictive information about
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(a) RPR distribution fit to a Gaussian in
bin 0 (1100-1200 NIPs).

(b) RPR distribution fit to a Gaussian in
bin 1 (1200-1500 NIPs).

(c) RPR distribution fit to a Gaussian in
bin 2 (1500-2000 NIPs).

(d) RPR distribution fit to a bifurcated
Gaussian in bin 3 (2000-4000 NIPs).

Figure 5.9: Distributions, and respective fits, for the sample of RPR backgrounds in
each energy bin.

the otherwise under-sampled tails of this distribution.
When fitting to these distributions, a Gaussian is a natural choice; however not
all of these populations exhibit such symmetry. Two other distributions are used for
these asymmetric distributions: the bifurcated Gaussian and the Landau. The bifurcated Gaussian is a four-parameter function which behaves like a normal Gaussian
distribution, but a different σ on each side of the mean:

(x−b)2

x > b : a · e− c2
f (x) =
(x−b)2

x < b : a · e− d2
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(a) LEA distribution fit to a Gaussian in
bin 0 (1100-1200 NIPs).

(b) LEA distribution fit to a Gaussian in
bin 1 (1200-1500 NIPs).

(c) LEA distribution fit to a Landau in bin
2 (1500-2000 NIPs).

(d) LEA distribution fit to a Landau in bin
3 (1500-2000 NIPs).

Figure 5.10: Distributions, and respective fits, for the sample of LEA backgrounds
in each energy bin.

The Landau distribution [90], used often in particle physics, was found to be a good
fit for some of the more asymmetric populations.7 The fits for these four background
populations in each of the four bins are presented in Figures 5.9-5.12.
Finally, in Figure 5.13 we sum the functional contributions of each of the four
background populations (RPR, LEA, gamma, MWPC) for each of the four chosen energy bins (1100-1200 NIPs, 1200-1500 NIPs, 1500-2000 NIPs, and 2000-4000
7 This

turned out to be a poor choice, as the asymmetry turned out to be due largely
to poor sampling. This will be discussed later.
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(a) Gamma distribution fit to a Gaussian
in bin 0 (1100-1200 NIPs).

(b) Gamma distribution fit to a Landau in
bin 1 (1200-1500 NIPs).

(c) Gamma distribution fit to a bifurcated
Gaussian in bin 2 (1500-2000 NIPs).

(d) Gamma distribution fit to a Gaussian
in bin 3 (2000-4000 NIPs).

Figure 5.11: Distributions, and respective fits, for the sample of gamma-induced
backgrounds in each energy bin. Note that the gammas are mostly low-energy with
only a few over 1500 NIPs.

NIPs). We now have a continuous prediction, including tails, of the background
distribution as a function of FWHM in each energy bin. We will use this to predict
the backgrounds resulting from a given choice of signal region; this will allow us to
optimize the signal region. First, however, we must also understand the potential
WIMP signal.
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(a) MWPC distribution fit to a Landau in
bin 0 (1100-1200 NIPs).

(b) MWPC distribution fit to a Gaussian
in bin 1 (1200-1500 NIPs).

(c) MWPC distribution fit to a Gaussian in
bin 2 (1500-2000 NIPs).

(d) MWPC distribution fit to a Gaussian
in bin 3 (2000-4000 NIPs).

Figure 5.12: Distributions, and respective fits, for the sample of MWPC backgrounds
in each energy bin.
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(a) Sum of model functions in bin 0.

(b) Sum of model functions in bin 1.

(c) Sum of model functions in bin 2.

(d) Sum of model functions in bin 3.

Figure 5.13: Functional FWHM distributions of all background populations, for each
energy bin.
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5.4

WIMP Signal

The definition of the signal region will maximize WIMP acceptance while minimizing
background events. This relies on a good understanding of both the backgrounds
(described above), and the WIMP signal itself. Here we use data from 252 Cf neutron
calibration runs along with simulation data provided by Dr. Snowden-Ifft, using the
simulation software described in [63] to obtain a WIMP-induced ionization distribution. The distribution of FWHM for a given energy is taken from data, using
neutron-induced nuclear recoils.

5.4.1

WIMP Ionization

The detector response to an incident dark matter particle is simulated, as described
in [63]. This simulation begins with a nuclear recoil of some energy, direction, and
location in the detector volume. SRIM [33] data are used to produce a track and calculate the ionization produced in the gas. This ionization suffers diffusion as it drifts
down to the MWPC, where it undergoes gas amplification and produces electrical
signals on the readout wires. These signals pass through the readout electronics, and
noise is added to the resultant waveforms. Finally, these signals are written to a file
in the identical format as the true detector data, so that the event may be analyzed
with exactly the same analysis code. This simulation is also capable of producing
a monte carlo of neutron-induced recoils from a

252

Cf exposure. We compare these

results to real data to calibrate the simulation.
Figure 5.14a shows a spectrum of the ionization produced by a neutron exposure,
from both experimental data and the monte carlo simulation. These distributions
have similar high-energy tails, but the monte carlo data exhibit a significantly lower
threshold with twice the signal acceptance at our WIMP-search threshold of 1100
NIPs. For the purposes of this signal region definition, we apply a simple scaling
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Figure 5.14: Comparison of simulated and real energy spectra from nuclear recoils
during a 252 Cf exposure for both the raw (a) and corrected (b) distributions.

correction factor. Figure 5.15 shows a histogram of the ratio of these two populations
as a function of energy, and a bifurcated Guassian fit to this distribution. We use
this best-fit function as a scale factor for the simulated ionization spectrum to obtain
a corrected spectrum. The corrected neutron exposure distribution is presented in
Figure 5.14b.
The spectrum of ionization produced by a dark matter-induced nuclear recoil
within the DRIFT detector depends on both the WIMP mass and its velocity distribution. This signal region is optimized for the detection of a 100 GeV WIMP,8 and
uses the standard velocity distributions presented in [18]. Of particular relevance is
the relative velocity between then Sun and the halo, v0 = 230 km/s; the velocity of
the Earth around the Sun, vE = 244 km/s; and the escape velocity of a WIMP at
our location in the galaxy, vesc = 600 km/s.
The WIMP simulation employs these dark matter properties to generate a number
of fluorine recoils in the detector, each with an appropriate energy and direction.
8 For

the purpose of limit-setting, one might define a different signal region for each
potential WIMP mass to generally improve limits.
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Figure 5.15: The number of recoil events to pass cuts during a 252 Cf exposure divided
by the number of simulated neutron-induced recoils, histogrammed by energy. The
solid black line is a best fit bifurcated Gaussian to this distribution.

Then, as before, the simulation uses these data to produce detector output files
that our analysis processes. Finally, we take the resultant ionization distribution
and apply the bifurcated Gaussian scale correction, described above, to obtain the
WIMP energy spectrum that the detector would measure from interactions with 100
GeV WIMPs (Figure 5.16).

5.4.2

WIMP FWHM

The simulation described above does not adequately reproduce the length (and therefore FWHM) of nuclear recoils in the DRIFT-IId detector. Both neutrons and WIMP
dark matter interact with the nucleus of an atom, producing identical nuclear recoils.
With this knowledge in hand, we can use the distribution of FWHM from neutroninduced nuclear recoils as a stand-in for WIMP-induced ones. The total distribution
of FWHM, over the full range of energy (1100-4000 NIPs) is shown in Figure 5.17.
We divide neutron-induced nuclear recoil data from 252 Cf into 29 100 NIPs-wide bins
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Figure 5.16: Ionization spectrum from simulated WIMP interactions, post-analysis.

and take the measured distribution of FWHM for the events in each bin. When
generating a WIMP event, we first choose the energy (described above) and then
use this energy to select the appropriate FWHM distribution. Finally, we choose a
random FWHM, following the selected distribution, for this WIMP event.9

5.5

The Signal Region

We now have a good understanding of the distributions of both the potential dark
matter signal and the backgrounds which plague the detector. The combination of
these two features allows us to optimize a signal region. We begin by choosing a
desired level of background events. Here, we choose10 to have a probability ≤ 10% of
observing more than one background event in the signal region. Following Poisson
statistics, this corresponds to an average of 0.532, or fewer, expected background
events over the 50.1 live-time days of blinded data. The signal region is then set
9 We

do not fit to functions here because we have many more neutron events than
expected WIMP events, thus providing relatively well-sampled distributions.
10 This choice is rather arbitrary.
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Figure 5.17: Neutron-induced nuclear recoils distribution within the energy range of
interest (1100-4000 NIPs), projected onto the FWHM axis.

to maximize the WIMP acceptance while limiting the backgrounds to below this
number.
In the 10.8 live-time days, the analysis accumulated 45 background events; in
the full 50.1 blinded dataset we therefore expect 208.5 ± 31.11 We scale all of the
background functions from Section 5.2 so that the combination of all background
sources averages to 208.5 while retaining the appropriate relative contributions.
The signal region is divided into four energy bins; in each bin the upper and lower
FWHM thresholds may vary as free parameters. The determination of the signal
region is simplified because the quantized nature of FWHM considerably limits the
number of choices.12 Given any choice of signal region, the accepted WIMP signal is
11 Note

that for a correct estimation we use the statistical error from the event rate
obtained
from
the un-blinded data. In this case, with 45 unblinded events, that corresponds
√
45
to 45 = 14.9% error. That same 14.9% error applies to the scaled up blinded background
rate, 208.5, to give an uncertainty of 31 events.
12 We have 4 bins; each bin has a lower and upper threshold. The upper threshold ranges
from 0 to 60, while the lower ranges from 0 to the upper threshold. This yields 1831 choices
per bin, or 7324 total possibilities. These can be quickly scanned by a modern computer.
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Figure 5.18: The signal region overlaid with the backgrounds and neutron-induced
nuclear recoils.

calculated by following the distributions in Section 5.4.13 We scan over all possible
signal region possibilities and choose the one with the largest WIMP acceptance
whilst expecting fewer than 0.532 background events. This signal region is shown in
Figure 5.18b.
We double-check our work with a monte carlo technique to generate background
distributions. . In considering the signal acceptance, we generate 10,000 test populations of 1,722 WIMPs following the WIMP energy distribution and Neutron FWHM
distribution (divided into appropriate energy bins). For each test we calculate how
many events pass into the signal region and compare it to the estimated number
from the fits. This set of tests accepts 370 ± 16 events.
We check the background acceptance in a similar way. Again we generate 10,000
test populations, this time varying the number to follow a Gaussian distribution
defined by our expected total number of backgrounds, 208.5 ± 31. The populations
13 Note

that the absolute WIMP count is irrelevant; only the relative acceptance is important here.

129

Chapter 5. Blinded Dark Matter Search

(a)

(b)

Figure 5.19: Frequency of background counts given the signal region and background
models with linear (a) and logarithmic (b) scales.

are generated randomly by following the total background distribution determined
in Section 5.2. For each test population, we calculate how many events fall into the
signal region and compare this with the expected number of backgrounds (Figure
5.19). This monte carlo technique yields an expected 0.127 events and observes two
or more backgrounds only 1% of the time.
In both cases, the monte carlo tests give slightly lower acceptance than our fitted
models,14 but are close. This agreement indicates a robustness of the methods used
in estimate signal and background rates. These cross-checks can also be used to estimate systematic errors in our expected event rates. The monte carlo performed on
background model itself (see Section 5.2), in which the Poisson values from the unblinded data and the average of the generated datasets agreed to within one standard
deviation, can be similarly used in estimating the systematic error in the background
model itself.

14 This

is expected to some degree as the fits are used extrapolate background rates in
the tails of these distributions where detector data are limited, in particular for LEAs.
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5.6

Opening the Box

On Friday, November 18 we began looking at the blinded data from the thin-film data
runs. The final results, overlaid with the signal region, are shown below in Figure
5.20. A total of 232 Recoil tracks are seen, consistent with our expected number of
209 ± 31.

Figure 5.20: The distribution of Recoil events in the unblinded thin-film data. The
signal region is shaded (inclusive). 8 events pass all cuts and fall in the signal region.

5.6.1

The Process

Due to conveniences related to how the data are stored, we began by looking at the
results from the first 20 days of blinded, shielded data. In these first 20 days, we
observed six Recoil events falling in the signal region (see Figure 5.21). At this point,
we decided to reconsider some of the background model choices as an exercise before
the remaining blind data were revealed. These modifications are discussed in Section
5.6.2. We created a new signal region, accepting 319 events rather than 445. This
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new signal region, overlaid with the revealed, blinded data, is shown in Figure 5.22.

Figure 5.21: The distribution of Recoil events in 20 of the 50 days of blinded thinfilm data. The signal region is shaded (inclusive). 6 events pass all cuts and fall in
the signal region.

5.6.2

Lessons on Over-Fitting

It is important to understand why the background model failed to accurately predict
the the distribution of events. The simplest place to start is with an examination
of the FWHM distributions between 1500 and 4000 NIPS. A comparison of the
background model, unblinded data, and blinded data is provided in Figure 5.23.
Between the background model and the unblinded data, we have about 100 data
points. Of these, zero are at FWHM 37 and below, while only one has FWHM of 38.
In the 158 data points from blinded data, we observe seven at or below 37 FWHM,
and five more at 38. We observe significant differences between these low-statistics
distributions.
Observing these distributions, it appears that that the Unblinded data, and to a
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Figure 5.22: The distribution of Recoil events from the blinded thin-film data. The
signal region is shaded (inclusive). 2 events pass all cuts and fall in the modified
signal region. In black are shown data from the first 20 days we observed; in blue
are the remaining 30 days of blinded data.

lesser extent the background model, are asymmetric distributions. In developing our
background model, we chose an asymmetric function to describe these distributions.
This choice is also supported by our observation of a sharp lower edge in large wirecathode data sets. The single modification we made to adjust the signal region after
observing 20 of the 50 blinded days was to revert to a symmetric Gaussian fit for
these distributions. A comparison of the fits is available in Figures 5.24 to 5.27.
Finally, it our opposite-side cuts should be tighter than they are. Several of the
”original signal region candidate” show small amounts of charge on the opposite
detector, which probably should have flagged them as non-WIMP events.
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Figure 5.23: The distributions in FWHM of various datasets between 1500-4000
NIPS. The topmost plot shows the background model distribution (rescaled), the
middle plot shows the unblinded data, and the bottommost plot is of the blinded
data. Events with FWHM ≤ 37 are accepted by the original signal region, and are
shaded red.
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Figure 5.24: The FWHM distribution of
the unblinded LEA background from the
1500-2000 NIPS bin. The fit shown is a
Landau function.

Figure 5.25: The FWHM distribution of
the unblinded LEA background from the
1500-2000 NIPS bin. The fit shown is a
Gaussian function.

Figure 5.26: The FWHM distribution of
the unblinded LEA background from the
2000-4000 NIPS bin. The fit shown is a
Landau function.

Figure 5.27: The FWHM distribution of
the unblinded LEA background from the
2000-4000 NIPS bin. The fit shown is a
Gaussian function.
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On Cathode Readouts
The use of the cathode plane as one or more readout channels can increase the
sensitivity of a detector by opening up new possibilities for detection, such as the
absolute position of an event, or by reducing the constraints on the Multi-Wire
Proportional Counter (MWPC) planes. In this chapter, we study the implementation
and theory of two such schemes. First, we consider the possibility of using as a
timing marking the arrival of positive ions at the central cathode. Together with
the standard timing marker of the negative ions arriving at the MWPC, this would
allow a Time Projection Chamber (TPC) to measure the z position of every event
and fiducialize the detector along this axis. Second, in Section 6.2 we investigate
the use of multiple cathode readout strips to measure the absolute y position of
ionization events in the detector. This would allow the instrumented cathode to veto
events coming in along the y axis of the detector, and free up the MWPC from the
requirement of performing this task.
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6.1

z-Fiducialization

Rare-event search detectors, like those employed in dark matter experiments, typically observe high background rates from the boundaries and surfaces of the apparatus. These are regions at which radioactive contaminants may accumulate, and also
areas where full event reconstruction may not be possible. The DRIFT detectors,
with the Radon Progeny Recoil (RPR) and Low-Energy Alpha (LEA) background
events originating from the central cathode, are no exception.
These background events are most easily removed by detector fiducialization; the
measurement of the position of each event which then leads to the exclusion of those
which occur near a surface or boundary. The DRIFT detectors use veto channels
along the edges of the MWPCs to exclude events along the sides of the detector,
achieving x and y axis fiducialization in this way. However, fiducialization along the
z axis has, until recently (see Section 7), been absent.
The DRIFT detectors measure the arrival of negative ions at the MWPC planes.
Unlike two-phase liquid noble detectors like Zeplin [91] and LUX [92], DRIFT measures no “S1” signal at the time of the particle interaction, and therefore cannot use
the known drift velocity to determine the z position of an ionization event. Without
this “S1” signal, we attempt to obtain a similar timing signature by also measuring
the signal produced by the arrival of positive ions at the central cathode. With the
timing difference (∆t) between the anode and cathode signals known, the z position
of an event will be given by:
1
z = 25 cm + ∆t · vd
2

(6.1)

This would allow the DRIFT experiments to obtain the absolute z position of every
event.
The detection by the central cathode of the positive ions from the initial ionization
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is not a trivial task. An implementation of this sort must be capable of detecting
the arrival of . 1000 ions at the cathode, which is held at -30.242 kV. For such
a detection in a negative-ion gas, like DRIFT’s CS2 , the characteristic timescale of
such a signal is in the kHz regime. This poses added difficulties as this is a poor
regime due to general 1/f noise, and also because audible sound waves and other
micro-phonics will add to the noise. This section details a few experiments performed
to test the viability of such a fiducialization and readout scheme.

6.1.1

Experimental Setup

The experimental setup was built from three electrodes, held in position by nylon
threaded rods and secured to acrylic support panels (see Figure 6.1). The first, the
anode, was a 7 cm by 7 cm Gas Electrons Multiplier (GEM) [38] at ground potential.
7 cm away was a 7 cm by 7 cm Frisch grid [93], built from 20 µmdiameter steel wires
at 2 mm pitch and held at -3.5 kV.1 Finally, 1 cm beyond this Frisch grid was the
cathode; an identical wire plane held at -4 kV. This provided a 500 V/cm electric
field between the anode (GEM) and cathode, uninterrupted by the Frisch grid.
The Frisch grid serves to adjust the time and shape of signals generated by
drifting charges in a TPC. In TPCs (and MWPCs, and countless other detection
technologies), the signals are generated by the motion of the drifting charges. By
inserting a transparent plane of fixed voltage, such as a wire grid, in front of the
cathode, signals will be induced on this plane rather than on the cathode. Only after
the drifting charges pass through this grid will signals begin to build on the cathode.
Thus, by inserting such an electrode one may affect the timing and shape of signals
induced by drifting charges.2 Frisch grids are typically not employed in systems with
gas amplification because the vast majority of the ionization is produced within the
1 This

Frisch grid was removed in later tests; see below.
grids are typically employed near the anode rather than the cathode.

2 Frisch
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amplification region.
The test system was enclosed in a 46 cm diameter by 50 cm tall cylindrical
stainless steel vacuum vessel with multiple feed ports for optical and electrical signals.
A linear motion feed through actuator mounted a collimated

210

Po alpha source

that could be positioned as desired in the region where the wire electrodes were
mounted. Optical windows in the vacuum vessel allowed verification of the position
and orientation of the collimated radioactive source.
In between the Frisch grid and the cathode in Figure 6.1 is a 0.08 cm thick
polycarbonate sheet covering one half of the area of the grid. This is set up as a
method of controllably attenuating the cathode signal by directing the degree to
which the collimated alpha particle source such that the drift path of the ions is
into the blocked region of the cathode electrode. The anode signal is unattenuated
throughout this variable cathode signal drift regime providing a timing marker for
locating the attenuated cathode signal. The alpha source has sufficient range of
motion that it can be directed totally out of the wire grid region allowing background
measurements to be taken.
A proof of principle test of the use of phase differences between the detected anode
and cathode signals to locate an ionizing event in the z axis was done by moving the
collimated alpha source in 1 cm steps and photographically recording the anode and
cathode signals on a dual trace oscilloscope. Selected results are shown in Figure
6.1 demonstrating sub-cm z axis localization of

210

Po alpha tracks in 40 Torr CS2

gas. After verifying the principles behind this method of z-fiducialization, the Frisch
grid was removed to better mimic typical TPC detectors, like DRIFT, which do not
employ Frisch grids near the cathode.
Since the rise and fall times of the electronic waveforms induced by ion drift are
in the millisecond range, seismically and acoustically coupled micro-phonics are a
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Figure 6.1: Localizing ionizing events by measuring the phase relations between the
voltages on the anode and a Frisch grid shielded cathode. These are results from a
series of test in which a collimated alpha source was advanced in 1 cm steps through
the region between the anode and cathode. The gas was CS2 at 40 Torr. Background
noise suppression was not optimized for this series of tests. The waveforms have
evidence of both background electromagnetic pickup as well as micro-phonic noise.

major system noise component. Relative motion of the instrumented cathode and
anode set at different fixed potentials behave exactly like the elements of a capacitive
microphone so far as generating electrical signals. Suppression of this source of noise
requires careful siting of the experiment and rigid vibrationally damped mechanical
mounting of all internal components. To provide mechanical isolation from local
environmental seismic and acoustic noise during tests, the vacuum vessel had to be
suspended on elastic bands inside of a sound proof enclosure (see Figure 6.3). Figure
6.5 demonstrates the efficacy of this seismic isolation.
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Figure 6.2: The detector, removed from
the vacuum vessel.

Figure 6.3: The detector in the vacuum
vessel.

Figure 6.4: Photographs of the z-fiducialization test detector.

Both batteries and a laser power transmission system were used to supply DC
power to the cathode preamp with no difference in signal to noise. The grounded
preamp measuring the signal off of the anode was also tested; it was powered alternately by batteries and by DC power via coax cables running through vacuum
feedthroughs with no difference observed in the sensitivity or noise
The preamps used were the Cremat CR-110 and the Amptek A250. The Amptek
A250 was measured to have one quarter the noise for an equivalent induced signal amplitude as well as being far less prone to oscillation. The Amptek A250 was coupled
to the external system via a socketed field effect transistor that could be matched
to the detector capacitance. This amplifier design had a very practical advantage
over the Cremat monolithic modular construction in that sparks and high voltage
transients that occasionally would occur during system setup and troubleshooting
would only destroy a low cost easily replaced front end transistor rather than an
entire expensive amplifier module. The cost of the Amptek A250 however is about
five times that of the Cremat CR-110.
The electrically floating cathode preamplifier, while not having a direct electrical
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(a) Noise before seismic isolation.

(b) Noise after seismic isolation.

Figure 6.5: Oscilloscope traces of anode (bottom) and cathode (top) signals. The
oscilloscope has triggered on the signal from a passing alpha particle (≈ 50, 000
NIPs). Traces are shown from before (a) and after (b) seismic decoupling.

ground connection, has a sufficiently large virtual capacitive signal ground by virtue
of the external shielded chassis that it acts as a properly grounded amplifier for
AC signals. This was verified by using the same preamp for instrumenting both
the conventionally grounded anode amplifier and the floating cathode amplifier and
verifying identical signal to noise in a shielding grid free setup where they both
simultaneously detected the same ionization event.
Digitization of the anode and cathode output signals were done using a National
Instruments NI USB-6009 12 or 14 bit 48 kS/sec data acquisition unit. The signals
were pre-scaled using OP27 low noise operational amplifiers.
Again, the gas used for the testing was carbon disulfide (CS2 ), typically at 40
Torr.
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Figure 6.6: We verify the linearity of the
cathode signal by plotting it against the
anode, which is known to be linear. Using the cathode signal amplitude, rather
than the integrated signal, gives a more
linear result and smaller error bars.

6.1.2

Figure 6.7: The top plot shows a histogram of peak heights acquired during the 55 Fe run, while the bottom plot
shows a histogram of areas computed for
the same events. The red and green lines
are the two Gaussians from a 2-Gaussian
best fit; the rightmost fits are used for
final peak and error values.

Data Analysis & Results

The cathode in the system is instrumented with a much better signal-to-noise ratio
than the anode; however, due to different electronics, it is unclear that cathode signal
amplitudes will scale linearly with ionization. This scaling is known to be linear on
the anode so we use the anode to verify the cathode’s linearity.
We begin by duplicating the known-to-be linear electronics on the anode. The
anode signal passes first into an Ortec 142 Preamplifier. This signal then feeds into
a Cremat CR-200-4µs (Rev 2.) shaper. This setup is known to produce good

55

Fe

spectra [94]. Unfortunately, our digitizer (NI USB-6009 DAQ) has a time resolution of 40 µs, and cannot resolve the shaped pulses. Instead, we feed the shaped
anode signal into a Canberra Multichannel Analyzer (Series 30), which produces a
histogram of pulse heights and allows us to determine the amplitude of the shaped
anode signal.
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Collecting data on the cathode is performed normally: The cathode signal runs
through a pre-amp inside the vacuum vessel, whose output leads to an analog optical
output. This analog optical signal is fed out of the chamber via fiber optic cables,
and returns to an electronic signal outside of the vessel. This signal passes through
a 10x inverting Op-Amp, and into the DAQ mentioned above. For data taken with
the laser active, a synchronization pulse is fed into a second channel of the DAQ,
providing a good timing marker.
Once the data are collected and analyzed, we plot them to verify that the cathode
is also linear (see Figure 6.6). It is clear now that calibration by both signal peak and
signal area are linear. When using the signal area, the

55

Fe point is slightly off and

the error bars are larger. Consequently, we use the signal peak for all calibrations.
We use GEM amplification to assist with calibration because the raw signals from
55

Fe are very small. We increase the GEM voltage (and therefore the amplification)

to ≈ 420 V, at which point the

55

Fe signal amplitude is around 0.25 V. We then

collect several thousand events in order to obtain a good spectrum. This provides
an anchor for our calibration.
Without changing the GEM voltage, we adjust the laser attenuation until the
appropriate relative amplitude is reached. We then collect several hundred laser
signals, which are tagged using the laser synchronization pulse. We fit both the
spectrum of 55 Fe and the laser spectrum to Gaussians, and use the relative amplitude
of the peaks to determine the ionization produced by the laser pulses (based off of a
237 ion deposition by

55

Fe in CS2 [75]).

Since there are no apparent systematics, our error is taken from the uncertainties
of the two fits. For the 950 NIPS run, the

55

Fe peak was at 0.25 ± 0.052 V while

the laser peak was found to be at 1.0 ± 0.071 V. Using the peak ratio, the Laser
amplitude is four times greater than the

55

Fe amplitude, which corresponds to 950
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Figure 6.8: An example of the data used
to calibrate. Here, the 55 Fe is fit to two
gaussians; one for the noise (red curve),
and one for the 55 Fe peaks (green curve).
The laser peak histogram is fit to one
Gaussian (green curve). The 55 Fe fit
peaks at .25 V ±21%, while the laser
fit peaks at 1.0 V ±7% V. This corresponds to a signal four time larger than
the signal 55 Fe, or 950 NIPS ±22%.

Figure 6.9: An example of the data used
to calibrate. The area within the red box
is where the signal lies, and the part we
selected for the bandpass filter. If the
frequency of the signal were to increase,
we could move this bandpass to the right
into a lower-noise region.

NIPS. The uncertainties combine to give a total of 22%, or 210 NIPS, uncertainty
for each laser pulse.
An estimate of the limiting thermal Nyquist noise in the system corresponds to
100s of electrons. Since our goal is to detect unamplified signals around 800 NIPS
(Number of Ion Pairs), we cannot expect a signal to noise ratio better than O(1).
With this in mind, simple thresholding or peak-finding will be inadequate to reliably
detect the signal.
The signal must be well-known in order to proceed. Since our signal is an attenuated, unamplified laser pulse read off of the cathode, we can generate good (high
S/N) signals by removing the attenuation to the laser. We compute a template signal
as the median of around 300 of these signals. To ensure that no laser-induced artifacts (from acoustic or electronic noise) are included in this tempate, we physically
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Figure 6.10: Demonstration of the cross-correlation technique using data from the
950 NIPS run. The top plot shows the signal after filtering. The middle plot is of
the normalized template signal we measured, also filtered. The bottom plot is the
cross-correlation function of the two signals. A cross-correlation peak at (or near) 0
indicates a correct detection.

block the laser beam and repeat the process, subtracting the average null-signal from
the final template. Finally, we take data with the laser turned off in order to obtain
a background noise spectrum (see Figure 6.9).
We used no hardware filtering in our setup; all the filtering was done in software
using a second order Butterworth filter rather than a Fourier bandpass in order to
minimize filtering artifacts. The largest problem with filtering concerned the bandpass gap. We knew the noise spectrum quite well (see Figure 6.5); however the signal
spectrum proved more difficult to extract due to low laser power. Consequently, we
used trial and error, identifying the signal region to lie between 400 Hz and 3000 Hz.
More robust methods could be used to improve results.
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Figure 6.11: Histogram of detection timings for the 950 NIPS run. The top plot
show the data when the laser is open,
while the bottom plot shows the data
with the laser on but blocked. If our results were caused by electronic cross-talk
or acoustic noise from the laser pulses,
one would observe comparable peaks in
both plots. The green lines are best fits
to a Gaussian with pedestal. In the laser
open case, the Gaussian contains 84% of
the events.

Figure 6.12: Here, the cross-correlation
was calculated for a 32 ms time window.
Events occurring outside of the ± 1 ms
ROI are thrown out, leaving us with 99
out of 287 events. Of these, only one appears to be a false detection. The laser
blocked distribution still appears flat.

We extract a signal location from the noisy waveform using the technique of crosscorrelation. Since the signal shape is known, we integrate over the product of this
template and the waveform, offsetting the template by values spanning the Region
of Interest (ROI). The offset value corresponding to the maximal integral is chosen
as the detection location (See Figure 6.10). This is equivalent to finding, within the
ROI, the maximum of the convolution of the waveform with the template signal.
The ROI corresponds to the maximum drift time of the signal, and is determined by
the detector geometry. The drift region in our detector is 6 cm, so we use an ROI of
1 ms.
The full implementation of this fiducialization scheme will involve some measure
of confidence that the calculated z position is actually correct. Here we employ, for
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Run Amplitude
520 ± 170
950 ± 210
1025 ± 225

Fit Center
0.013 ms
0.013 ms
0.013 ms

Fit Width
0.050 ms
0.038 ms
0.043 ms

Contained Events
54%
85%
76%

the sake of example, a crude and simple such measure. We know that the region of
interest is ±1 ms. Rather than only searching within this region, we search through
a much broader region. Any detections corresponding to a timing outside of this
region are thrown out; detections corresponding to physically plausible measurements
are then taken with higher confidence. This resulted in a 65% efficiency loss, but
dramatically decreased false detections in the ROI: only 1 out of 99 remaining events
corresponded to an incorrect detection (See Figure 6.12).

6.1.3

DRIFT-IIc Installation

Once it had been shown that z fiducialization by cathode readout was possible, the
next step was to try employing this technique on Drift-IIc, an above-ground copy of
the DRIFT-IId detector located at Occidental College. Preparation for this required
a redesigned cathode frame to perform the necessary HHV power distribution. It
was also necessary to house the cathode readout electronics in a way that would
survive the -30 kV HHV. Finally, in an attempt to reduce micro-phonic noise of
the DRIFT-IIc, we devised a way to suspend the entire detector within the vacuum
vessel.
In the DRIFT-II detectors, the HHV enters the vacuum vessel and plugs directly
into the top middle of cathode frame. From there, it powers the central cathode and
is distributed to both the left and right field cages via a “magic bullet” assembly on
the top front corner of the cathode frame (see Figure 6.13). The z fiducialization
electronics, meanwhile, require that the central cathode itself be buffered from both
the HHV power supply and the (electrically noisy) field cage by a 1 GΩ resistor.
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(a) Center distribution connections.

(b) Corner distribution connections.

Figure 6.13: Cathode frame modifications to allow for HHV power distribution at the
cathode. The primary voltage input feeds to the field cage, as before, but does not
directly power the central cathode (b). Instead, a cable with a 1 GΩ resistor connects
this section to a second section (a), which is connected to the central cathode and
also includes a plug to connect the cathode readout electronics.

Furthermore, there must be at least one additional plug on the cathode frame to
accommodate the readout electronics.
These requirements were satisfied with a re-build of the central cathode frame
which has new HHV power distribution. With this design, the front corner of the
cathode frame was electrically isolated from the rest of the frame (see Figure 6.13b).
This accepted the HHV plug, distributed power using the same type of “magic bullet” assembly, provided a third plug to power the central cathode itself. This plug
accepted a cable with a 10 GΩ resistor,3,4 which then plugged back into the cathode
frame near the center of the top (Figure 6.13a). This fed power to the central cathode
itself, while a nearby plug provided a channel to for the cathode readout electronics.
These cathode electronics were housed in a custom aluminum box, which had to
3 The

resistor is in the cable so that it may easily be swapped to a different-valued
resistor.
4 Once the cathode is fully charged, little or no current passes through this resistor, so
it does not affect the voltage of the central cathode.
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(a)

(b)

Figure 6.14: Each corner of the DRIFT-IIc detector was suspended with bungee cords
from a steel post (a). This decoupled the detector (b) from micro-phonic vibrations
transmitted through the ground or walls.

survive -30 kV. Sparks and corona were eliminated by rounding every corner and
edge, including the inner edges the holes to admit cables to the interior. The signal
measured was the voltage difference between the central cathode and the readout
box, which itself was not grounded but instead held at a constant potential by its
capacitance to the grounded vacuum vessel. The signal was amplified and then used
to modulate the intensity of a laser beam, which was fed out of the box and out of
the vessel by an optical fiber. Finally, outside of the vacuum vessel this signal was
converted back into a voltage and digitized.
As discussed above, this signal included a considerable amount of noise, due
in part to micro-phonic vibrations. In the small test chamber, these were reduced
by suspending the vacuum vessel5 and surrounding it with soundproof walls. Due
5 Due

to the scale, it is impractical to suspend and vibrationally isolate the full DRIFTIIc vacuum vessel and detector. Despite this, we did at one point lift it off of the ground
by an enormous bunch of bungee cable attached to a crane. This had no apparent effect
on the dominant noise sources, and we cannot recommend trying it again in the future.
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to the scale of DRIFT-IIc, suspending and shielding the entire vacuum vessel was
impractical (at least for short and, ideally, cheap tests); instead we suspended the
detector inside of the vessel by lifting each corner of skate plate (described in Section
2.4) with bungee cords (see Figure 6.14).
With all of these modifications in place, we turned the detector on in the normal
operational configuration, using 40 Torr CS2 gas, 3 kV on the MWPC power supplies,
and 37.5 kV on the central cathode.6 We allowed the detector to sit, powered on,
for a day to allow for the spark-down of non-conducting surfaces, such as the acrylic.
Finally, we looked for signals.
The largest and, therefore, most easily-measured signal in the detector is from the
transit of an alpha particle, depositing typically O(100, 000) NIPs in the detector.
Furthermore, we may search for a signal from the positive ion backflow after the
gas amplification to increase this signal by an additional two orders of magnitude.
This signal, from the ion backflow of an alpha particle transit, will be four orders
of magnitude larger than a typical nuclear recoil that we would like to fiducialize.
Despite this, the cathode readout on the DRIFT-IIc vessel was still too noisy to detect
any signal. Figure 6.15 shows the cathode readout for 9 ms after the amplification
of an alpha particle track with no identifiable signal.
This failure to measure even this vastly amplified signal was later understood
by Lee [95]. Using our test apparatus, he clipped the tie-down of a single wire so
that it was loose on the detector. The presence of this single, free wire increased
the amplitude of noise in the small detector by around two orders of magnitude.
An detailed assessment of the DRIFT-IIc and DRIFT-IId detectors show hundreds
of wires, acrylic panels, and gas supply lines loose and free to contribute to microphonic noise. The DRIFT-II detectors were not built with micro-phonic suppression
6 Actual

voltages on detector electrodes are lower due to in-line resistors from filters and
power distribution boards.
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Figure 6.15: DRIFT-IIc data from an alpha particle event with the f̃iducialization
electronics fed into the right grid veto channel (V1). The alpha track triggers the
DAQ on the left side at t = 0. The ion backflow from this event will transit the
volume to the central cathode over the next 8.5 ms. The cathode electronics (V1)
measure no characteristic signal over this time frame.

in mind and, consequently, are not suited to this method of z fiducialization.

6.2

Multi-Strip Cathode Readout

The next generation of DRIFT-II MWPC wire planes have been built from only one
plane of wires. The wires, all parallel, alternate between anode (20 µm) and grid
(50 µm) with 1 mm separation. While this design carries some benefits, including
better ∆x resolution, it completely loses the y position resolution and, with it, veto
channels along that axis. One proposal has been to implement readout channels on
cathode strips to measure at least coarse y position of events to use as a y veto.
While the direct readout of the un-amplified positive ions at the cathode has
proved impossible in the DRIFT-II series of detectors (see Section 6.1.3), this position

152

Chapter 6. On Cathode Readouts
measurement would require only sensitivity to the positive ion backflow7 resultant
from amplification in the MWPCs. The signals at the central cathode, then, will be
amplified by a factor of several hundred to a thousand, and readout may be possible.
This would rely on good y position resolution of these readouts.
Early tests of this scheme yielded conflicting results regarding the ability of cathode readouts to distinguish which cathode strip was receiving positive ions. In section
6.2.1 below we describe these these experiments and their conflicting results. Section
6.2.2 details a simulation intended to increase the understanding of these systems,
their physical differences, and why their results were in disagreement. Finally, section
6.2.3 summarizes the improved understanding of this readout schemes with advice
regarding future implementations.

6.2.1

Early Tests

In late 2011, two small, independent tests were performed to investigate the viability
of using the readout of a multi-strip cathode as a coarse, one-dimensional position measurement for the purposes of a veto channel. The first test, performed by
Jean-Luc Gauvreau at Occidental College, found a considerable difference between
neighboring strips measuring the signals produced from a flashlamp illuminating an
aluminum surface [96]. The second test, performed by Eric Lee of UNM, found
very little difference in the signals between spatially separated panels measuring the
signals from the transit of an alpha particle [97].
Gauvreau’s experiment used the “Silver Bullet” detector at Occidental College,
described in detail in [43]. This detector had a 23 cm by 23 cm sensitive area
and a 15 cm anode to cathode drift distance (see Figure 6.16). The anode was an
MWPC, built from two grid planes of 100 µm wires sandwiching one anode plane of
7 Ion

backflow from these MWPCs is estimated to be around 25%.

153

Chapter 6. On Cathode Readouts

Figure 6.16: Schematic of the “Silver Bullet”
used at Occidental College for cathode readout
tests. Image reproduced from [43] and modified
to include cathode readout signals.

Figure 6.17: Diagram of the
electronics employed to read
out signals from the cathode.
Note the 1 MΩ resistors. Image
reproduced from [96].

20 µm wires. All wires were spaced with a 2 mm pitch, and the planes were each
separated by 11.1 mm. With -3300 V on the grid plane, this geometry provided a
gas amplification factor of ≈ 750.
The cathode plane, also constructed of 100 µm wires at 2 mm pitch, was divided
into 19 distinct strips. Three strips near the middle of the detector were read out
individually as channels #0-#2. A narrow strip of aluminum was added behind
the cathode wires of channel #1. The light from a flashlamp was focused onto this
strip to produce a signal of photoelectrons. These electrons get captured by the
CS2 molcules in the gas, drift to the anode plane, and undergo gas amplification.
Approximately 25% of the positive ions created in the amplification process leave the
MWPC, drifting back towards the cathode plane. This is the signal whose position
may be measured by the cathode readouts electronics presented in Figure 6.17. Of
note is the 1 MΩ value of the cathode’s recharge resistor.
Using this setup, large ionization signals known to be located over cathode strip
#1 may be measured by all five strips. An example signal result is shown in Figure
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Figure 6.18: Signals from Gauvreau’s setup show clear amplitude differences between
cathode strips. The ionization is located over Cathode strip #1.

6.18, with signals from cathode strips #1 and #2, and an anode channel, shown.
The anode channel spike indicates the time that the ionization is amplified within
the MWPC, and the positive ions begin their journey back to the cathode. These
charges arrive around 10 ms later, and can clearly be seen on channel #1. The
nearest neighbor channel, #2, measures a small signal but quickly switches sign.
With these data, it is clear that the location of the ionization can be measured with
this cathode readout scheme.
Lee’s setup employed the MiniDRIFT apparatus at the University of new Mexico,
a scaled-down version of the DRIFT-II detectors. This detector features a 20” square
sensitive area and two back-to-back volumes sharing a central cathode, each with
a 12” drift distance (see Figure 6.19a). For these tests, the central cathode was
divided into four electrically-separated segments. The first segment, read out as
channel 1, was built from a single 8” wide aluminized mylar panel. The second and
third segments, not read out, were built from aluminum foil. The fourth, and last,
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(a) The detector within its vacuum vessel.

(b) MiniDRIFT, with the cathode removed. Here it had four different, electrically disconnected electrode panels, with
two of them instrumented. The alpha
source was collimated to deposit all of its
ionization along Channel 1.

Figure 6.19: The MiniDRIFT detector.

segment, read out as channel 2, was built from a 2” wide strip of aluminum foil (see
Figure 6.19b).
For these tests, MiniDRIFT operated with 40 Torr CS2 and a drift field of 500
V/cm. Ionization signals were generated by firing 5.3 MeV alpha particles from
the decay of

210

Po through the anode planes at the cathode segment corresponding

to channel 1. Signals were read out by the electronics shown in Figure 6.20, with
resultant waveforms presented in Figure 6.21. Despite the considerable distance
between the two cathode segments, they observed nearly the same electronic signals
from the alpha particle track. This indicates that using cathode signals to measure
a track location would be difficult if not impossible; in contrast with Gauvreau’s
results from the Silver Bullet.
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Figure 6.20: Schematic of the electronics used to
read out the cathode segments. Note the highvalue (1 GΩ) resistors to ground near the input.

6.2.2

Figure 6.21: Oscilloscope traces
from two panels. Channel 1,
reading out the wider segment
closest to the alpha source, appears higher while channel 2
reads out the second panel.
Note the similarity between the
signals on these two channels.

Model & Simulation

The experiments performed by Lee and Gauvreau exhibit significant differences in
geometry, signal generation, and electronic readout. We hypothesize that the conflicting results are due primarily to the vastly different values in the readout resistors;
Lee’s electronics used 1 GΩ, while Gauvreau’s employed only 1 MΩ resistors. We
reduce the experiments to a simple, idealized apparatus with a minimized electronic
readout to test this hypothesis and improve our understanding of reading out segmented cathodes.
The model apparatus consists of one segmented cathode plane at 0 V,8 whose
geometry may be easily varied. Standard values are 38 adjacent cathode segments,
each 40 cm by 10 cm. The model includes 100 pF capacitors between adjacent panels
to account for the parasitic capacitance of nearby conductors.9 Ionization is created
8 The

actual voltage is irrelevant for the model, as the electronics are sensitive only to
voltage changes.
9 These capacitances were measured to be around 50 pF on the MiniDRIFT chamber,
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17 cm away and drifts with a speed of 50 m/s.
The toy experiment is simply ionization of charge q drifting at a constant velocity
vd towards a segmented cathode plane. Ionization at a distance z from an electrode
plane induces charges across the surface to maintain a constant potential.10 The
differential charge density induced on the cathode is calculated by the method of
image charges:

dQ(z, r) =

−q~r · dâ
−qz
da
=
= −2qdΩ
2πr3
2πr3

(6.2)

The total induced charge on any segment is then proportional to Ω, the solid angle
that the panel subtends with respect to the location of the drifting ionization.
In an ideal case, this induced charge is supplied by a direct, zero resistance
connection to ground; however here there is a considerable resistor reducing the
current. To account for this, we consider the negative of the induced charge (that is,
2qΩ) to be the charge effectively deposited onto the cathode segment by the drifting
ionization. By the superposition principle, this is equivalent to charge already present
on the conductor becoming “occupied” by acting as the induced charge, effectively
resulting in the addition of an equal but opposite charge onto the conductor. In this
way, the presence of the ionization appears to supply a charge equal to 2qΩ onto
each cathode segment.
The drifting of the ionization varies the solid angle subtended by each cathode
segment. The charge time derivative, or current, on each cathode segment is calculated as a function of time and shown in Figure 6.22. When the ionization is
still far from the cathode, each segment gains a similar current. As the ionization
approaches the cathode, the panel directly below the ionization obtains the highest
so 100pF was used to approximate the full DRIFT detector.
10 In this system, we assume that v is slow enough for charges to redistribute across a
d
segment, ensuring that it is a conductor of constant potential.
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C=100nF
V out

V in

R

Figure 6.22: Current, as a function
of time, induced onto different cathode
segments. Here the drifting ionization
eventually reaches segment 1, whose induced current is shown in cyan.

R

Figure 6.23: Schematic of the readout
electronics used for each readout channel
in the model.

current. Finally, just before this ionization reaches the cathode, the neighboring
panels experience a negative current, which is made up for11 by a steep increase in
the current on the main panel.
We next reduce the electronic elements to two resistors and one capacitor as
shown in Figure 6.23. In this system, the leftmost resistor “recharges” the cathode
segment by providing the current to supply the image charge. The current through
this resistor provides a voltage change at the capacitor, which in turn draws current
from the right-most resistor. This current through the right-most resistor provides
a voltage change on the output line, which is the output from this system. In this
model, the only difference between Lee’s and Gauvreau’s electronics is the value R
of the two resistors.
The above geometry and physics are implemented by MATLAB code (available
in Appendix C.2) to calculate the effective current onto each separate cathode seg11 Recall

that for an infinite cathode, the induced charge is always −q. Charge falling off
of neighboring panels must instead be induced in the primary panel.
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Figure 6.24: Output voltages for the primary and neighboring panels, simulated
using 1 MΩ resistors. Note the significant difference between the output voltage of the primary segment (cyan) and
its neighbors.

Figure 6.25: Output voltages for the primary and neighboring panels, simulated
using 1 GΩ resistors. Note the similarity
between the output voltage of the primary segment (cyan) and its neighbors.

ment. This current, and the electronics described above (including the inter-strip
capacitances), are used to generate a .cir file which may be fed into a SPICE circuit
analysis program [98]. SPICE solves for the voltage at every node as a function of
time, given the provided circuit model and current input. This allows us to extract
the voltage at the output node of each cathode segment’s readout electronics as a
function of time.
With the model complete, we may now employ it to try and better understand our
systems for cathode readout. We begin by testing the hypothesis posed above, that
the relevant difference between the test setups of Lee and Gauvreau was in the value
of the readout resistors. Two simulations were run, using R = 1GΩ (R = 1MΩ) Lee’s
(Gauvreau’s) experiment. No other parameters were changed. The output voltages
of the two simulations, provided in Figures 6.24 and 6.25, indicate that the system
with low-value resistors will be able to measure which panel receives the ionization,
while the setup with high-value resistors will not.

160

Chapter 6. On Cathode Readouts

Figure 6.26: Modeled readout signals on primary and nearest-neighbor cathode segments of various widths. 1 MΩ readout resistor was used. Note that narrower widths
correspond to sharper signals with higher peaks.

6.2.3

Summary

The model described in Section 6.2.2 reproduces the results of the experimental tests
performed by Lee and Gauvreau (Section 6.2.1). We may now confidently exploit
this model to gain greater insight into systems seeking to employ a cathode readout.
To begin with, a comparison of Figures 6.24 and 6.25 suggests that the highΩ electronics are sensitive to the charge built up on a cathode segment, while the
low-Ω electronics are more sensitive to the induced current. This helps to explain
the high-Ω system’s difficulty in distinguishing the panel closest to the charge; as
the charge builds up on one panel, charge is induced on neighboring panels by their
shared capacitance creating similar signals on all segments, whereas the inter-strip
parasitic capacitance does not induce much current on neighboring segments.
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While this model confirms that future cathode readouts should use low-value
(. 1 MΩ) readout resistors, it may also direct the geometric design of the cathode.
By changing the width of the cathode segments in the model and comparing the
resulting signals on the primary and nearest-neighbor panels (Figure 6.26), we find
that the characteristic time scale of the signal varies as well. Signals read off of
narrower cathode strips exhibit shorter rise-times and higher peaks. Narrower strips
are therefore preferred as shorter, sharper signals are typically easier to measure. In
general, a detector may use this feature to tune the frequency regime of a cathode
readout signal. Narrower strips will also provide better y position resolution, at the
cost of requiring more readout channels.
Finally, the careful reader may note that this y-fiducialization via cathode readout, by requiring low-value resistors, may be incompatible with the z-fiducialization
via cathode readout, which instead benefits from high-value resistors. In fact it may
be possible to implement both schemes simultaneously.
For z-fiducialization, we require high sensitivity on the cathode from the time
the ionization is produced to when it reaches the anode. These are the data used to
measure the necessary drift times and calculate the z position of the original ionizing
event. After the negative ions reach the anode, the ion backflow from the amplification will swamp any further signal and further measurements are unimportant.
The y-fiducialization instead requires sensitivity on the cathode around the time
that the ion backflow reaches the cathode. For DRIFT-IId, this is 8.5 ms after the
original ionization cloud reaches the anode.
These two readout schemes may both be used to fiducialize the same event because they need not be active simultaneously. At or shortly after the trigger time
of the event (when the ionization reaches the anode), the cathode signal for zfiducialization will have been measured and a switch may activate the low-Ω readout
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electronics.12 Several ms later, when the ion backflow arrives at the cathode, the
low-Ω readout will be active and ready to measure the y position of the event.

12 It

is unnecessary to deactivate the high-Ω electronics because, with such a large difference in resistance values, this set of electronics will be effectively absent when the low-Ω
electronics are active.
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The majority of background events in the DRIFT-IId detector come from radioactive
contaminants on the surface of its cathode or MWPC.1 These can be removed by
z axis fiducialization of the detector, like the strategy presented in Section 6.1. The
recent discovery that the addition of small concentrations of O2 to CS2 could allow
for precise z position measurements has had an immediate and significant impact on
the DRIFT program.

7.1

Minority Peaks

In 2014, Snowden-Ifft made the serendipitous discovery that the addition of a small
amount (1-5%) of O2 to CS2 gas results in multiple species of negative-ion carriers
with different drift velocities [99]. These additional peaks, found to arrive just before
the main peak of normally-drifting CS2 ions, tend to have lower amplitudes and are
therefore referred to as “minority carries.” The difference in arrival times of two
1 Backgrounds

from the MWPC are more easily cut, but these cuts reduce detector

efficiency.
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(b) Minority peaks on multiple channels
from ionization produced by an alpha particle track.

(a) Minority peaks from ionization produced by a flashlamp.

Figure 7.1: Demonstrations of minority peaks. Images reproduced from [99]

peaks, labeled a and b, precisely measures the absolute z position of the ionization
event:
z = (ta − tb )

va vb
vb − va

(7.1)

The drift velocity, va , of any ion carrier population can be calibrated using tagged
RPR events which are known to drift across exactly 50 cm.
The signal in Figure 7.1a was generated with a flashlamp illuminating the cathode
of a test chamber; the resultant photoelectrons drifted for 15.24 cm to the anode
MWPC. In 30:10 Torr CS2 :CF4 this setup produces a single Ionization peak, labeled
“I.” The introduction of an additional 1 Torr O2 results in three additional peaks,
labeled from right to left “S,” “P,” and “D” following spectroscopic and geologic
(earthquake waves) conventions.2
Signals produced by a long alpha particle track on wires grouped with a peri2 The

joke is that in order, as in Figure 7.1a, these peaks spell out the initials of D.P.
Snowden-Ifft, who was responsible for the discovery and naming scheme.
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odicity of four wires are shown in Figure 7.1b. Ionization at the end of the track,
near t = 5 ms, corresponds to a high z position and produces three visible minority
peaks as in Figure 7.1a. In the middle of the track, around t = 3 ms, the separation
between these minority peaks shrinks and they begin to merge. Finally, the pulses
at t = 0, corresponding to ionization produced very near to the anode plane, show
only a single peak because there is no separation between the minority peaks and
the main peak. This demonstrates how the absolute z position of ionization may be
obtained from the relative timing of the peak locations.

7.2

Results

After the discovery of these minority peaks, the gas system of DRIFT-IId (see Section
2.3.2) was rapidly retrofitted to include 1 Torr O2 gas with the mixture. Results from
subsequent WIMP-search runs and neutron exposures are presented in Figure 7.2.
The neutron exposures demonstrate the full effectiveness of this position resolution
technique by measuring a reasonable distribution of z positions from neutron interactions in the detector. The exception is that, as described above, the peaks cannot
be resolved adequately for ionization created near to the MWPC, so the region of
z < 10 cm is empty. This reduces the effective detector volume by ≈ 20%.
The WIMP-search runs, with no source, yield a number of background events
which are all measured to be within 1.6 cm of the central cathode. This provides yet
another confirmation that the background events in DRIFT originate from the central cathode. This method of fiducialization opens up a much larger background-free
signal region than the strategy presented in Section 5, thereby providing a significant improvement in detector sensitivity. Furthermore, cuts removing events which
originate in the MWPCs, like those described in Section 3.3, are no longer necessary
as these events can instead be removed by the z axis fiducialization - this further
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Figure 7.2: z position vs. energy distribution of events from a WIMP search runs
(left) and neutron exposures (right). Image reproduced from [69].

improves the overall nuclear recoil detection efficiency.
For the WIMP-search runs described here, however, the detector’s hardware trigger threshold was left unchanged from its pre-oxygen values. Meanwhile, the peak
amplitude of nuclear recoil events reduced by approximately a factor of two, as half
of the charge was present in the minority peaks rather than the primary peak. This
significantly reduced the detector efficiency below ≈ 2000 NIPs, which in turn reduced its sensitivity to WIMP-induced nuclear recoils. Despite this, DRIFT-IId was
able to demonstrate a factor of two improvement in dark matter limits which are
presented in Figure 7.3. Future results, with appropriate detector trigger thresholds,
are expected to be even more sensitive.
Unfortunately, the sensitivity to alpha particle tracks has largely been lost. The
identification of alpha particle tracks is as straightforward as before; however the
range measurement, which relies on counting the peaks resulting from wire crossings,
is confused by the presence of the minority carrier peaks. The collaboration has not
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Figure 7.3: Most recent exclusion limits produced by the DRIFT collaboration.
Image reproduced from [69].

yet overcome this difficulty in reconstructing the full 3-D range measurement of alpha
particle tracks.
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Conclusions
There is now considerable evidence that the matter in the universe is primarily dark
matter. The best-motivated candidate is a Weakly-Interacting Massive Particle, or
WIMP. Current experimental results [89] limit the rate of this interaction to less
than 1 event per kilogram per year,1 so it is essential for experiments to have very
low background rates in addition to an excellent understanding of these events.
The world’s leading experimental searches for dark matter have developed powerful tools to identify and reject the backgrounds encountered in their detectors.
The DRIFT dark matter experiment, the subject of this thesis, is no exception. Its
published rejection factor against gamma backgrounds is better than 105 [49] and, to
date, the experiment is not adversely affected by these. Nevertheless, DRIFT does
suffer from a large background due to radon progeny recoils (RPR) that produce
signals indistinguishable from those caused by WIMP interactions. These RPRs are
produced by alpha decays at the detector’s central cathode in which the alpha particle is lost in the cathode material, and the recoiling daughter enters the detection
volume.
1 This

is for spin-dependent interactions.
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In this work, we describe both hardware and analysis techniques used to mitigate
these backgrounds. The analysis work, which focuses on both nuclear recoil and
alpha particle events, led to a detailed understanding of the origin and nature of the
RPR backgrounds.
The hardware techniques developed to minimize the RPRs involve the replacement of a standard wire cathode with a novel 0.9 µm thin-film cathode. This modification was intended increase the transparency of the cathode to alpha particles,
thereby increasing the probability that they enter the detection volume where their
signals can be used to veto the RPR events. With the analysis described above, it
was determined that the introduction of this new cathode reduced the probability
for an alpha decay to produce an RPR by a factor of 70 ± 20. This contributed to a
reduction in the overall background rate from 130/day to 1.7/day.
In addition, the analysis developed in this work was used to identify and quantify
alpha-decay isotopes in the detector using in-situ alpha range spectroscopy. Using
two independent methods for measuring the detector’s efficiency for identifying alpha
particles, this analysis determined that the final version of the thin-film cathode was
contaminated with 3.3 ± 0.1 ppt

234

U and 73 ± 2 ppb

238

U.

The remaining RPR backgrounds from the cathode, at the level of ≈ 1/day, can
be eliminated by the fiducialization of the detector along the drift (z) axis. This thesis
describes one method for doing this, based on detecting the positive ion signal at the
cathode. The relative timing between the arrival of charge at the anode and cathode
directly yields the absolute z position of events in the TPC. This measurement was
demonstrated on a small test setup, but could not be extended to the full DRIFTIIc detector due to an abundance of electronic noise. However, a second method,
based on the addition of a small amount of O2 to the detector, has been successfully
developed and implemented in DRIFT. The CS2 +O2 mixture produces minority
carriers with different mobilities, which can be used to find the absolute position of
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an ionizing event using the difference in the arrival times of these populations. With
the recent implementation of full-volume fiducialization, the remaining background
events have been identified and DRIFT-IId has run background-free for 46 days.
There are two other original contributions described in this thesis. One involves
the analysis of dark matter data taken underground with the DRIFT-IId data. Using
a portion of the data to drive a model of all of the backgrounds in the detector, a blind
analysis was performed with a larger fraction of the data. A second contribution,
based on the alpha range spectroscopy, resulted in a measurement of the quenching
factor of heavy-ion recoils in DRIFT-IId. When a polonium atom on the central
cathode decays, the DRIFT detector allows the separate identification and energy
measurement of the RPR and alpha particle. By using alpha range spectroscopy to
identify the parent atom, the kinetic energy in the RPR can be exactly known. The
ratio of the recoil energy, measured by the ionization produced, to this initial kinetic
energy yields the first quenching factor measurement in CS2 :CF4 gas mixtures.
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Appendix A
Techniques

A.1

Thin-Film Handling

The thin-film derives its mechanical strength from the 0.9 µm mylar substrate, which
is not particularly strong. In particular, the smallest of tears, typically appearing
on an edge, can propagate across the film with the application of the slightest force.
Special handling techniques were developed to reliably and robustly stretch sheets of
the film across the m2 cathode aperture without introducing excessive contamination.

A.1.1

Tools & Materials

For cutting of the thin-film panels:

• Ample supply of gloves
• Face masks
• Sharp scissors, preferably teflon-coated

• Rolls of kapton tape ( 21 ” and 14 ” widths)
174

Appendix A. Techniques
• White paper, preferably 14” in length
• Sharpened “guillotine” style paper cutter
• Posterboard, cut to length
• Binder clips
• Tweezers
For construction of the cathode:
• Ample supply of gloves
• Face masks

• Cans of compressed air1
• Sharp scissors, preferably teflon-coated
• Roll of copper tape (1” width)

• Rolls of kapton tape ( 21 ” and 14 ” widths)
• Wooden spoon or similar
• Spray bottle of isopropyl alcohol
• Kimwipes
• Cotton swabs
• Thin-film panels to stretch
• Cathode frame

A.1.2

Cleanliness

The thin-film material is intended for use as an electrode in an ultra-low background
dark matter detector. Cleanliness is therefore incredibly important; any surface
contamination may contain trace radioactive elements which contribute to detector
backgrounds. Furthermore, because the cathode relies on its thinness (0.9 µm), even
1 Most

off-the-shelf cans include bitterants, which can leave a (very bitter) residue. Cans
of bitterant-free compressed air are preferred.
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a small surface contamination can significantly increase the local thickness of the
cathode. This could potentially increase the local chance of producing background
events from alpha decays from ≈ 1% to ≈ 50%.
Due to the delicate properties of the material, cleanliness is achieved by prevention
more than after-the-fact cleaning. Those handling the film must wear powder free
gloves (latex or nitrile) at all times, and replace them often to mitigate adhesive buildup from frequent tape use. Next, facemasks should be worn at all times when near
the thin-film to protect it against the small drops of spittle often produced during
speech. Hair nets should be worn as well, although this is of lesser importance.
Finally, the cathode is left exposed to air for the shortest possible amount of time.
With the large surface area of the thin-film, it can rapidly accumulate dust and the
more troublesome long-lived alpha-producing

210

Po atoms from atmospheric

222

Rn

decays. The atmospheric exposure is reduced by keeping thin film sealed for long
durations without use, and covered whenever possible. The rolls of film themselves
are kept sealed in enormous Ziploc bags between cuts, and the finished panels are
sealed in radon-proof bags filled with nitrogen. While the cutting of panels is fast,
the texturization process can sometimes take several days - we are sure to keep the
final panels covered for as much as the process as possible (see Section A.3).
A small deposit on the surface of the thin-film, from perhaps a particle of tape
adhesive or a dried droplet of spittle, can generally be removed by careful and gentle
application of an IPA-dampened cotton swab. It is important to remove the offending
contaminant rather than just spreading it around. For things like dust particles,
pressurized air can be used to safely remove them from the surface of the film.
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Figure A.1: The film is rolled out across
the open paper cutter, and sandwiched
between two sheets of paper. The paper
cutter blade is sheathed in a cardboard
tube for safety.

A.2

Figure A.2: The paper cutter is used to
cut through the film. Spectra-lined protective gloves are worn for safety when
the cutting blade is unsheathed.

Cutting the Film

Astral Technologies delivers the aluminized mylar in ≈ 100ft. rolls. This material
must then be cut into shorter panels for texturization and installation. The installation process requires the film to be stretched in all directions so, due to the film’s
propensity for propagating small tears, the cut must be clean and free of rips or
tears. This is achieved with a guillotine-style paper cutter.2
The cutting area is prepared by securing the paper cutter to a bench top and
installing a flat section of poster board (see Figure A.2). The electrostatically-neutral
poster board provides a safe and clean surface to lay the film onto, and demark
reference lines perpendicular to the plane of the cutting blade. White paper is laid
down onto any surface that the film may rest upon, other than the poster board. In
particular, a sheet is placed under the paper cutter blade to bridge the gap to the
poster board.
2 While

a laser cut appears to be an ideal choice, the film in air can ignite when exposed
to high temperatures like those imparted by laser cutting.
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Figure A.3: The thin-film is weighed
down with paper and small squares of
kapton tape are adhered to the corners
of the film.

Figure A.4: The film is loosely secured
to poster board by kapton tape adhered
to the corners of the film. From here
it may be safely transported, or covered
with a second poster board panel and
sealed in N2 .

The thin-film cutting operation is a two person job. One person slowly turns the
roll while the other pulls on the film’s loose end, keeping light tension on it while
drawing it off the roll. When the appropriate length is reached (42” for cover sheets;
40” for texturization panels), film is laid down onto the poster board surface and the
loose end is secured by hand. A piece of white paper is laid over the film where it
passes beneath the paper cutter blade; the film should now be sandwiched between
two sheets of paper (see Figure A.2). Final tension adjustments are performed to
ensure the cut is perpendicular to the length of the film, and to remove any wrinkles
from the cut area. The paper cutter is then used to cut through the film-paper
sandwich in one smooth, confident stroke, and the paper cutter blade is returned to
the sheathed, raised position.
After the cut is completed, the thin-film panel is gently dragged away from the
edge of the poster board surface. The paper sandwiching the freshly-cut edge is gently
removed by pulling it directly away from the center of the panel. The edges are then
weighed down with paper, leaving the corners free, and small (1 sq. in.) pieces of
kapton tape are secured to the corners of the film (see Figure A.3). Finally, the panel
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is moved to a fresh, clean poster board plank and secured loosely with kapton tape
(see Figure A.4). A second poster board plank is laid on top and secured with binder
clips. This poster board-film sandwich is now prepared for transport or storage in
N2 -filled bags.

A.3

Texturization

The thin-film cathode can be improved by further reducing the probability of alpha
absorption. Thinner film will reduce the probability of alpha absorption approximately linearly.3 Using a thinner film would therefore provide only a modest reduction of backgrounds while significantly reducing its strength, potentially prohibiting
its use as a central cathode.
The cathode may also be made more transparent through texturization. By
imprinting 10µm scale structure onto the thin film, it is possible to eliminate all
straight-line paths in the material long enough to fully absorb an alpha particle (≈
40µm), potentially eliminating all backgrounds due to alpha decays on the cathode.
The texturization of thin films is a standard industry procedure. However, these
films are typically 50µm thick, and never less than 25µm. In order to texturize films
thin enough for use as an alpha-transparent cathode, it was necessary to develop
entirely new techniques.

A.3.1

Embossing Stamp

The first idea for texturization is the use of an embossing stamp. The stamp, designed
for manufacture via a masked chemical etch of a silicon wafer, consists of tessellated
MeV alpha particles suffer O(1 µm) lateral straggling in mylar, which further increases the transparency of films thinner than 1 µm.
36
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Figure A.5: Solidworks design of the
thin-film embossing stamp. Each rectangle measures 8µm by 12µm, ensuring
a maximum straight line path through
the film of 20µm.

Figure A.6: Photograph of the silicon embossing stamp. When illuminated by the camera flash, the regular
micro-pattern of the stamp produces the
diffraction pattern observed.

8µm by 12µm rectangles (see Figures A.5-A.6). The longest straight line path, the
length of one long edge and one short edge of the rectangles, is only 20µm; this would
ensure that no alpha particle could ever be fully absorbed by the thin-film.
The stamp was affixed to the end of a heated block which could be pressed into the
film with the set force of a weight above. The film was backed by a flat, rubber surface
with a layer of aluminized mylar on top to prevent electrostatic adhesion. Despite
exploring the considerable phase space that this setup provided (temperature, weight,
duration of press, firmness of rubber backing), no set of parameters were found to
reliably emboss the thin-film with a deep and permanent texture.

A.3.2

Bead Blasting

Another potential method to texturize the mylar is by impact with glass beads. Beads
of uniform diameter may be purchased, and each impact will imprint a hemispherical
pit (or part of one) into the film. If the pit’s diameter is sufficiently small, then the
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Figure A.7: Diagram of the bead-blasting process. Beads from the reservoir are
blasted, using compressed air, toward the surface on which the thin-film is mounted.

impacted area will possess no straight-line paths long enough to absorb an entire
alpha particle. Figure 4.4 shows the cross-section of the pit with the longest possible
contained straight-line path to demonstrate this feature.
We accomplished the texturization of a large area (many 1 ft. by 3 ft. panels)
of thin-film by spraying the film with 200 µm glass beads from a distance of 1 m
and with a sprayer air pressure of 50 psi (see Figure A.7). A special chamber built
for this purpose (see Figure A.8) included lexan side panels to keep the glass beads
contained while allowing good viewing of the target surface.
The thin-film is mounted on a gently curved surface to ensure that all parts of the
film are in contact. The surface of this frame is covered with a 3.2 mm silicone rubber
sheet. This rubber provides a backing material able to deform under bead impact,
thus helping to shape the mylar. This backing is strongly electrostatic, collecting
dust and dirt and typically destroying films during their removal. To combat this,
we place a single layer (ideally at least 12.25” wide) of 2 µm thick aluminized mylar
on the rubber backing to provide a more easily cleaned and generally more suitable
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Figure A.8: The bead blasting chamber. One person is performing the blasting
operation, while a second looks through the lexan side window to watch for defects.

layout surface for the texturization of the 0.9 µm thin-film.
The application of this backing sheet is best performed by two people. First the
rubber sheeting must be thoroughly cleaned by a lint-free towelette (kimwipe) wet
with IPA. The IPA mitigates the electrostatic properties of the rubber and aides in
the particulate removal. The cleanliness of the sheet can be checked with a highpowered flashlight directed parallel to the rubber surface; dust and glass beads scatter
the light and can be clearly identified.
Once the rubber backing is clean, the 2 µm may be laid down. This mylar sheet
should be laid down with straight edges and as few wrinkles as possible. For this
task, we first laid down sheets of printer paper onto the rubber backing to reduce
electrostatic effects, and then positioned the (pre-cut) mylar sheet on top of these.
This assures correct placement and alignment. The paper at one (short) end of the
sheet was then removed, allowing about 2” of the mylar to come into contact with
the rubber. This area was pressed down to ensure good contact, and the electrostatic
properties of the rubber secured the film.
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Figure A.9: The 2 µm film laid onto the
rubber backing surface and secured at
the ends with kapton tape.

Figure A.10: Texturization sheet taped
onto the backing sheet at the corners.

With one end of the film secured, the second was lifted taut such that the free end
was tangent to the frame at the furthest region of contact. Piece of the paper closest
to this line of contact were removed, and the film was pressed onto the rubber backing
using a kimwipe, sweeping from the middle of the film toward the (long) edge. This
process continued, with continual adjustments of the free end of the film. Once the
film is all pressed into the rubber backing (e.g. Figure A.9), the last 2” on each end
were covered with wide strips of kapton tape to serve as tape-down areas later.
This process typically leaves many small bubbles of air trapped between the
mylar and the rubber. These are removed with 2 minutes of bead blasting, described
below, without any 0.9 µm panel. The bead blasting damps down or, occasionally,
pops the air bubbles, leaving a flatter and smoother surface on which to lay the 0.9
µm texturization panels. This preparation process must be repeated regularly as
this backing panel does suffer damage over time. We found it necessary to replace it
approximately every 2 hours of bead-blasting time, around 4 full panels.
We next affixed the panel intended for texturization to this frame. This panel
must be centered laterally over the backing thin-film sheet, and longitudinally on the
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Figure A.11: Many kapton tape strips are
used to keep the top sheet taut.

Figure A.12: The frame with all thinfilm sheets and the mask applied. It is
now ready for the bead blasting process.

frame; sharpie demarcations on the silicone backing surface helped in this alignment.
It was then taped to the frame by applying strips of kapton tape (with release tabs)
from the taped corner of the 0.9 µm panel to the band of tape on the frame. These
strips of tape ensured and maintained a taut attachment of the thin-film panel to
the texturization frame (see Figure A.10).
A second sheet of 2 µm aluminized thin-film was then placed on top of the the
0.9 µm panel. This top sheet protects the film from the direct impact of the beads,
from potential radiological contamination from the glass beads, and finally from the
accumulation of radon decay products in the atmosphere. The initial placement of
this top sheet was the same as with the texturization panel; it was carefully aligned
over the bottom sheet and then taped at the corners. This sheet, however, must be
very taut across the top as loose folds reduce texturization and often tear, introducing
glass beads underneath the sheet. The necessary tension was applied by many pieces
of kapton tape on the silicone backing, overlapping the top sheet (see Figure A.11).4
The last step in preparation was to mask off the area that should not be subject
4 The

overlap must be small because there is only 1/8” of excess width on each side
beyond the texturization panel.
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Figure A.13: A confocal microscope image of the texturized thin-film. This sample
experienced 26 minutes of texturization.

to the bead blasting. This first involved covering the area corresponding to the last
1.5” of the length of the 0.9 µm texturization panel. This ensures that the end region,
which will be outside of the detector’s fiducial volume, remains structurally sound.
This region was masked with a section of manila taped into place. The innermost
edge of this manila section was taped to be very taut to obtain a sharp masking
boundary and limit beads from slipping between the two surfaces. The outermost
edge of this was secured with packing tape against the edge of the frame to prevent
beads from entering this region. The long edges of the top sheet were masked with
long strips of construction paper taped in place. These mask only a narrow region
(they do not cover the underlying texturization panel!), serving instead to keep the
beads out from under the top sheet and prevent tears at the kapton-film interfaces.
An example of a finished, masked frame is shown in Figure A.12.
The texturization frame, including the 0.9 µm panel, were then ready for the bead
blasting process. The frame was hung in the bead blasting chamber. One person
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watched the thin-film from the side, looking for tears or impact holes, while the
second sprayed the film with glass beads (recall Figure A.8). From 1 m away, this
person sprayed the film constantly while moving the nozzle back and forth from the
bottom to the top, attempting to keep the nozzle perpendicular to the surface of the
frame. This was done with the intent that the beads strike the film perpendicularly,
and that the whole surface area of the film be blasted equally and evenly. This
process occurred in 1 minute segments, after which the frame was removed, briefly
inspected, flipped so that the other side was up, and replaced into the chamber. This
process repeated until the top sheet began to show punctures or tears (usually 6 oneminute cycles). The frame was then removed, cleaned, and the top sheet replaced
before the bead blasting continued. We typically continued bead blasting on each
texturization panel until four top sheets were destroyed, or around 24 one-minute
cycles of bead blasting.
Longer durations under the impact of the glass beads naturally results in better
texturization area coverage. Figure A.13 shows an image from a confocal microscope
of a thin-film panel after 26 one-minute cycles of bead-blasting. This exhibits nearly,
but not totally, complete texturization coverage. The remaining untexturized regions
are also on the order of, or smaller than, the 40 µm path length of alpha particle
tracks in the mylar.
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B.1

Alpha Absorption by Wire

This is the calculation to determine the fraction of alpha particles of length L which
originate from the surface of a wire and are fully absorbed within it. Consider the
wire to be an infinitely long cylinder of radius R with the z axis along the axis of the
cylinder. The angle θ of the alpha particle is measured from the z axis. Projecting
this along z onto a disc, the alpha length is L sin θ.

In the projected diagram above, D is the length between the origin and the far
edge of the wire, as a function of the angle φ.
D = 2R cos φ
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When the projected alpha length is less than or equal to D, then the entire alpha is
absorbed in the wire. The containment condition, therefore, is given by
2R cos φ ≥ L sin θ
When L ≤ 2R, this is true for the angles
−1



|φ| ≤ cos

L
sin θ
2R



The total solid angle Ω can be obtained by integrating over all angles for which the
alpha particle track is contained. This yields


Z π
L
−1
Ω=
dθ sin θ ∗ 2 cos
sin θ
2R
0
which can be numerically integrated. Finally, the contained fraction is the ratio of
the solid angle of absorption divided by the total solid angle of emission, or Ω/4π.

B.2

Alpha Contained Fraction

An alpha particle emitted from within the DRIFT-IId volume has some probability
of being contained within the volume. The angular distributions of these accepted
alpha tracks is also of importance for the calculation of analysis efficiency (see Sec
3.2). While a geometric simulation can be used to perform these calculations, results
from such a simulation necessarily come with statistical errors. Given the need to
perform these calculations for alphas of many different lengths, the simulation time
required becomes considerable. Instead, these values and distributions are calculated
analytically.
The probability of acceptance, as a function of angle, is broken down into three
correlated probabilities, chosen to match the rectangular geometry of DRIFT-IId:
PX (θ, φ), PY (θ, φ), and PZ (θ, φ). These probabilities correspond the the likelihood
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that an alpha particle, isotropicaly oriented and randomly positioned is entirely contained within the fiducial volume along that axis, as well as any other constraints due
to the particular class of alpha particle in question. The total probability that an alpha is contained, then is simply P (θ, φ) = PX (θ, φ)PY (θ, φ)PZ (θ, φ). The differential
probability is
P (θ, φ)dΩ ≡ P (θ, φ) sin θdθdφ
For an alpha track of length l which starts on the central cathode in a detector
of dimensions X, Y , and Z, these three probabilities are below. The absolute value
of trigonomotry functions, measuring projected length, is used because the head-tail
is not relevant.

l
PX (θ, φ) = 1 − | sin θ cos φ|
X


l
PY (θ, φ) = 1 − | sin θ sin φ|
Y

0, l| cos θ| > Z
PZ (θ, φ) =
1, l| cos θ| < Z


For

218

Po, l = 390mm< Z = 500mm so PZ (Ω) ≡ 1. Now let’s look at the

normalized differential distribution over θ, or D(θ)dθ. Note that for 0 ≤ θ ≤ π,
sin θ = | sin θ|.

Z
| sin θ|dθ 2π
D(θ)dθ =
dφP (θ, φ)
4π
0



Z
| sin θ|dθ 2π
l
l
D(θ)dθ =
dφ 1 − | sin θ cos φ|
1 − | sin θ sin φ|
4π
X
Y
0


Z
| sin θ|dθ 2π
l
dφ 1 − | sin θ cos φ|
D(θ)dθ =
4π
X
0

2
l
l
2
− | sin θ sin φ| +
sin θ| sin φ cos φ|
Y
XY
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| sin θ|dθ 
2π − l | sin θ|
D(θ)dθ =

4π
X

2π

Z
0

|

dφ| cos φ|
{z
}
4


l
− | sin θ|
Y

Z
|0

2π

Z 2π

l2
2
dφ| sin φ| +
dφ| sin φ cos φ|
sin θ

XY
|0
{z
}
{z
}

| sin θ|dθ
2π − 4
D(θ)dθ =
4π


4



2

l
l
+
X Y



l2
| sin θ| + 2
sin2 θ
XY


(B.1)

Above is the probability of acceptance as a function of angle θ. By integrating
Equation (B.1) over θ, we can also calculate the total probability for the alpha to be
contained, called A(l).
Z

π

D(θ)dθ
A(l) =
0




Z π
1
l
l
l2
2
A(l) =
dθ| sin θ| 2π − 4
+
sin θ
| sin θ| + 2
4π 0
X Y
XY



Z π 
1
l
l
l2
2
3
A(l) =
dθ 2π| sin θ| − 4
+
sin θ + 2
| sin θ|
4π 0
X Y
XY


1
A(l) =
4π


Z π
Z π

 Z π
l
l2
l

2
3 
2π
|
sin
θ|
+
sin
θ
+2
|
sin
θ|
−4


X Y
XY 0


| 0 {z }
| 0 {z }
| {z }
2

π/2

4/3





1
l
l
8 l2
A(l) =
4π − 2π
+
+
4π
X Y
3 XY


l 1
1
2l2
A(l) = 1 −
+
+
2 X Y
3πXY
A(390) = 0.605

B.2.1

Check Against Simulation

A simulation, written in Matlab to perform the same calculations, is used to doublecheck this derivation. For these parameters, the simulation gives an efficiency of
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0.606 ± 0.002, in good agreement with the above calculation. Furthermore, Figure
B.1 shows a comparison of the D(θ)dθ distribution, calculated in Equation (B.1) and
in the simulation.

Figure B.1: Comparison of the θ acceptance distribution for 100,000 events in the
simulation (green) with the analytic calculation (blue line).

B.3

Decay Time Correlation

Consider a particular run of duration T while the detector is in equilibrium; the
number of observed decays are NRn = N ERn and NP o = N EP o . The atoms which
decay during this run are indexed by i ∈ [1...N ] such that for each i, P oi and Rni
correspond to the times that one atom undergoes two different decays. The probability distribution for the observation of an individual decay is flat, corresponding to a
constant rate, and is given by Equations B.2 and B.3. These are used to calculate the
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distribution of differences between all pairs of observed decays, D(t). Below, χ[A,B] (t)
is a step function whose value is 1 between A and B, and H(t) is the heavyside step
function which is 1 for t ≥ 0.

1
PRni (t) = ERn χ[0,T ]
T

(B.2)

1
PP oi (t) = EP o χ[0,T ]
T

(B.3)

D(t) =

N X
N
X
i=1 j=1

P oi − Rnj

(B.4)

For D(t) there are two distinct cases: when i 6= j and two different atoms are
concerned there is no correlation between the timing of these two events; when i = j
the difference in time is dictated by the decay time λ of

218

Po, the isotope which

decays second.


D(t) =

N X
N 

X
i=1 j=1

i = j, ERn EP o λ1 e−t/λ H(t)


i 6= j, ERn EP o T −|t|
χ[−T,T ]
T2

(B.5)

1
T − |t| 2
D(t) = N ERn EP o e−t/λ H(t) + ERn EP o
(N − N )χ[−T,T ]
λ
T2
The second term of Equation B.5 is a background term. Due to the nature of
actual run durations it may be more complicated than shown. Here it is modeled as a
second order polynomial, symmetric around 0, and Figure 3.16 shows an exponential
decay plus this background fit to the distribution of timing differences. D0 (t), used
below, is D(t) with this background term removed.
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1
D0 (t) = N ERn EP o e−t/λ H(t)
λ
Z ∞
1
N ERn EP o
= ERn
dtD0 (t) =
N EP o −∞
N EP o
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Appendix C
Code Snippets
Included here are some self-contained segments of code which may be used by the
reader to duplicate, or expand upon, the results presented.

C.1

RPR Depth Calculation

This ROOT macro tracks the depth of RPR progeny (Po isotopes, and the Pb recoils
they produce via alpha emission) which may be buried in the thin-film cathode. It
produces a number of histograms, recording the final depth, energy lost in the gas,
and ionization produced in the gas for each of the relevant radon daughters.

/**************************************
*
* BuriedRatio.C
* A macro to estimate the ratio of tagged decays which
* originated beneath the surface of the film.
*
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* Created

Nov 19 2014

* Eric H. Miller
*
***************************************/

//Lengths, and straggling, in Angstroms, from SRIM:
const double L206 = 387;
const double L206e = 79;
const double L210 = 492;
const double L210e = 96;
const double L214 = 413;
const double L214e = 82;
const double L218 = 1;
const double L218e = 1;

// Charged fraction after decay.

Relevant if in gas.

const double q218 = 0.77;
const double q214 = 1.0;
const double q210 = 1.0;
const double q206 = 0.77;

//???? Use 218 value. Not used.

//Atom Depths:
TH1F* hD218;
TH1F* hD214;
TH1F* hD210;
TH1F* hD206;
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//Recoil Energies:
TH1F* hE214;
TH1F* hE210;
TH1F* hE206;

//Recoil Ionization deposited:
TH1F* hC214;
TH1F* hC210;
TH1F* hC206;

TF1* f;

enum STATE {gas, surface, buried};

void BuriedRatio(int nEvents = 1000000)
{
TH1F* hD218 = new TH1F("D218", "Depth of Pb-218", 201, -10, 2000);
TH1F* hD214 = new TH1F("D214", "Depth of Pb-214", 201, -10, 2000);
TH1F* hD210 = new TH1F("D210", "Depth of Pb-210", 201, -10, 2000);
TH1F* hD206 = new TH1F("D206", "Depth of Pb-206", 201, -10, 2000);

TH1F* hE214 = new TH1F("E214", "E Frac of Pb-214", 200, -0.5, 1.5);
TH1F* hE210 = new TH1F("E210", "E Frac of Pb-210", 200, -0.5, 1.5);
TH1F* hE206 = new TH1F("E206", "E Frac of Pb-206", 200, -0.5, 1.5);

TRandom* tr = new TRandom3();

//initialize counters:
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//gas recoils from Al:
int b206 =0;
int b210 =0;
int b214 =0;
//gas recoils from surface:
int s206=0;
int s210=0;
int s214=0;

for (int i=0; i<nEvents; i++) {
double R;
STATE state = gas;
double depth = -10000; //begins in gas

//Rn-222 decay produces Po-218:

if (tr->Rndm() < q218) { depth = 0; state = surface; }
hD218->Fill(depth);

//Po-218 decay produces Pb-214:

R = tr->Gaus(L214, L214e);
R = R*2.0*(tr->Rndm()-0.5);
depth += R;

if (state == surface && depth < 0)
{ s214++;

hE214->Fill(depth/R); }

if (depth > 0) state = buried;

197

Appendix C. Code Snippets

if (depth < 0) { state = gas; depth = -10000; }
if (state == gas && tr->Rndm() < q214)
{ depth = 0; state = surface; }
hD214->Fill(depth);

//Po-214 decay produces Pb-210:
R = tr->Gaus(L210, L210e);
R = R*2.0*(tr->Rndm()-0.5);
depth += R;

if (state == surface && depth < 0)
{ s210++; hE210->Fill(depth/R); }
if (state == buried && depth < 0)
{ b210++; hE210->Fill(depth/R); }
if (depth > 0) state = buried;
if (depth < 0) { state = gas; depth = -10000; }
if (state == gas && tr->Rndm() < q210)
{ depth = 0; state = surface; }
hD210->Fill(depth);

//Po-210 decay produces Pb-206:
R = tr->Gaus(L206, L206e);
R = R*2.0*(tr->Rndm()-0.5);
depth += R;

if (state == surface && depth < 0)
{ s206++; hE206->Fill(depth/R); }
if (state == buried && depth < 0)
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{ b206++; hE206->Fill(depth/R); }
if (depth > 0) state = buried;
if (depth < 0) { state = gas; depth = -10000; }
if (state == gas && tr->Rndm() < q206)
{ depth = 0; state = surface; }
hD206->Fill(depth);
}

printf("

surface/buried

printf(" Pb-214
printf("%i/%i

\n");

Pb-210
%i/%i

Pb-206 \n");

%i/%i\n", s214,b214,s210,b210,s206,b206);

gROOT->LoadMacro("ConvHist.C");

hC214 = ConvHist(hE214, 0.125, "C214");
hC210 = ConvHist(hE210, 0.125, "C210");
hC206 = ConvHist(hE206, 0.125, "C206");

f = new TF1("gaus", "gaus");
hC214->Fit(f, "","",0.8, 1.2);
hC210->Fit(f, "","",0.8, 1.2);
hC206->Fit(f, "","",0.8, 1.2);
}

Below are the contents of the file “ConvHist.C,” which defines a function to
convolve a provided histogram with a Gaussian distribution. It takes as an input a
pointer to a histogram, the desired width of the Gaussian function, and a name for
the new histogram. It returns a pointer to a new histogram, rather than overwriting

199

Appendix C. Code Snippets

the old one.

/********************
*
* Macro to convolve a histogram with a gaussian.
*
********************/

TH1F* ConvHist(TH1F* h, double s, TString name="Conv")
{
if (h == NULL) { printf("Null Histogram\n"); return h; }
double a = 1.0/(s*sqrt(2.0*TMath::Pi()));

TF1* f = new TF1("gaus", "gaus");
f->SetParameter(0, a); // amplitude
f->SetParameter(1, 0); // mean at 0
f->SetParameter(2, s); // sigma

TH1F* ho = (TH1F*) h->Clone(name);
ho->Reset();
//

ho->SetName(h->GetName()

//Set overflow bins:
ho->SetBinContent(0, h->GetBinContent(0));
ho->SetBinContent(ho->GetNbinsX()+2,
h->GetBinContent(h->GetNbinsX()+2));

for (int b=1; b<=ho->GetNbinsX(); b++) {
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double bc = 0;
double center = ho->GetBinLowEdge(b) + 0.5*ho->GetBinWidth(b);
for (int i=1; i<=h->GetNbinsX(); i++) {
double low = h->GetBinLowEdge(i) - center;
double high = low + h->GetBinWidth(i);
bc += h->GetBinContent(i) * f->Integral(low, high);
}
ho->SetBinContent(b, bc);
}
return ho;
}

C.2

Cathode Readout Simulation

Below is a simulation of ionization approaching a segmented cathode plane. The
code models the induced charge on each cathode segment as a function of time, and
produces a SPICE input file (called CathodeModel.cir) which includes the readout
electronics, and input current, of each cathode segment. SPICE may then be used
to calculate the measured response from the electronics attached to each individual
cathode segment.
There are four separate MATLAB (or its open-source alternative, Octave) .m files
provided below. The file SolidAngleSym.m calculates the solid angle that a rectangle subtends, relative to a point located directly above the center of the rectangle.
The file SolidAngle.m uses the previous function to calculate the solid angle that a
rectangle subtends relative to any point. The file CathodeSignal.m uses the previous function to calculate the charge induced on each cathode segment as a function
of time. This file also contains constants defining the geometric properties of the
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cathode, the drift speed, and other necessary values. Finally, the file SPICEfile.m
uses the previous function to produce a file (CathodeModel.cir appropriate for
input into the SPICE program which details the complete electronic system of the
segmented cathode, including currents induced on each cathode segment, the readout
electronics, and the capacitance between individual segments.

# SPICEfile.m
# A method that creates a SPICE input file to simulate
# the stripped cathode.

CathodeSignal

# Run the mirror charge simulation for
# input data, detector consts

if !exist("CATHODEVER")
error("No Cathode Data");
endif
fdisp(stdout, "Done computing current input.");

color = "rgbcmyk";

# number of characters used to write a number:
ndig = ceil(log10(nStrip*2.5+1));
# string used for printing nums:
pstring=strcat("%0",int2str(ndig),"i");

Presig

= 0.01;

# Seconds of data before signal

Postsig

= 0.01;

# Seconds of data after signal

#{
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# Settings for Jean-Luc's setup:
RechargeR= "1Meg"; # Recharge Resistor value

KNOWN

PreampR

= "2Meg"; # Resistor to Ground in preamp

EDUCATEDGUESS

PreampC

= "10n";

# Capacitance of decoupling cap

KNOWN

AnodeR

= "1k";

# Resistor between ground and anode IRRELEVANT

IStripC

= "100p"; # Capacitance between strips

StripC

= "10p";

# Capacitance of each strip to ground ESTIMATE

Voltage

= "6k";

# Voltage of PSU

ESTIMATE

KNOWN

#}
# Settings for Eric Lee's setup:
RechargeR= "1g";

# Recharge Resistor value

KNOWN

PreampR

= "1g";

# Resistor to Ground in preamp

KNOWN

PreampC

= "100n"; # Capacitance of decoupling cap

AnodeR

= "1k";

IStripC

= "100p"; # Capacitance between strips

StripC

= "10p";

# Capacitance of each strip to ground ESTIMATE

Voltage

= "6k";

# Voltage of PSU

IRRELEVANT

# Resistor between ground and anode IRRELEVANT
ESTIMATE

KNOWN

#

fid = fopen("CathodeModel.cir", "w");

#output file.

fdisp(fid, "CathodeModel.cir");
fdisp(fid, ["* This file was generated in Matlab on " date "."]);
fdisp(fid, "* to model multi-strip cathode readouts.");
fdisp(fid, "");

fdisp(fid, ["Vhv 0 1
fdisp(fid, ["R0

DC " Voltage]);

0 2 " AnodeR]);

fdisp(fid, "");
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#***************************************************
# Print circuit components
#***************************************************

fdisp(fid, "* Print capacitances between strips & anode:");
for i=1:(nStrip)
tstr = sprintf(pstring, i);
fdisp(fid, ["C" tstr "a 2 1" tstr "\
" StripC " IC=" Voltage]);
end
fdisp(fid, "");

fdisp(fid, "* Print Resistors to HV:");
for i=1:(nStrip)
tstr = sprintf(pstring, i);
fdisp(fid, ["R" tstr "a 1 1" tstr " " RechargeR]);
end
fdisp(fid, "");

fdisp(fid, "* Print Capacitors to preamps:");
for i=1:(nStrip)
tstr = sprintf(pstring, i);
fdisp(fid, ["C" tstr "b 1" tstr " 2" tstr " ...
" PreampC " IC=-" Voltage]);
end
fdisp(fid, "");

fdisp(fid, "* Print preamp Resistors to Ground:");
for i=1:(nStrip)
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tstr = sprintf(pstring, i);
fdisp(fid, ["R" tstr "b 2" tstr " 0 " PreampR]);
end
fdisp(fid, "");

fdisp(fid, "* Print inter-strip Capacitances:");
for sep = 1:(nStrip-1)
for i=1:(nStrip-sep)
tstra=sprintf( pstring, i );
tstrb=sprintf( pstring, i+sep);
inode=["1" tstra tstrb];
#

fdisp( fid, ["R" tstra tstrb " 1" tstra " ...
" inode " 1k"] );

#

fdisp( fid, ["C" tstra tstrb " " inode " 1" tstrb " ...

#

" sprintf("%fp", 100.0/sep)] );
fdisp( fid, ["C" tstra tstrb " 1" tstra " 1" tstrb " ...
"

sprintf("%fp", 100.0/sep)] );

end
fdisp(fid, "");
end

#***************************************************
# Signal Input
#***************************************************
fdisp(fid, "* Print Input Signals:");
hold off
tvec = [0 Presig];
tvec = cat(2, tvec, Presig+(t(1:(length(t)-1)))/1000.
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+ (t(2)-t(1))/2000.);
tvec = cat(2, tvec, [(Presig+t(length(t))/1000.) ...
(Presig+Postsig+t(length(t))/1000.)]);

for i=1:(nStrip)
tstr = sprintf(pstring, i);
d = diff( qs( i, : ) )/(dt/1000);
c = color(mod(i-1, size(color))+1);

d = d*1.602*10ˆ(-19);

# convert from NIPS/s to Amps

d = d*10000000;

# scale for visibility

d = cat(2, [0 0], d);
d = cat(2, d, [0 0]);
plot(tvec, d, c)
hold on

#tvec = [0 5];
#d = [0 0];

str

= ["I" tstr " 1" tstr " 0 PWL("];

for i=1:length(tvec)
str = [str sprintf("%6f %f ", tvec(i), -d(i))];
end
str = [str ")"];
fdisp(fid, str);
end
fdisp(fid, "");

#***************************************************
# Including run parameters.
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#***************************************************

fdisp(fid, "* Run Parameters:");
#fdisp(fid, ".OP");
fdisp(fid, [".TRAN " sprintf("%f", dt*1000/2.) "u " ...
sprintf("%f ", t(nT)/1000.+Presig+Postsig)]);
#{
for i=1:(nStrip)
tstr = sprintf(pstring, i);
fdisp(fid, [".PROBE I1" tstr]);
fdisp(fid, [".PROBE I2" tstr]);
end

fdisp(fid, ".PROBE I1");
fdisp(fid, ".PROBE I0");
#}
#fdisp(fid, [".PLOT TRAN V(102) "]);

str = ".print ";
for i=1:nStrip
str = strcat(str, "v(2", sprintf(pstring, i), ") ");
end
str = strcat(str, " > spiceOut");
fdisp(fid, "");
fdisp(fid, str);

fdisp(fid, "");
fdisp(fid, ".control");
fdisp(fid, "run");
fdisp(fid, ".endc");
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fdisp(fid, "");
fdisp(fid, ".END");
fdisp(fid, "");
fclose(fid);

# CathodeSignal.m
# A script to calculate the signal observed on
#

a segmented Cathode.

VERSION = "0.1.1";

# Exit if Cathode signal data exists.
# clear CATHODEVER
# to overwrite old data. Simple "clear" also works.

if exist("CATHODEVER")
if strcmp( CATHODEVER, VERSION )
fdisp(stdout, "CathodeSignal results already computed.

\

Using those.");
fdisp(stdout, "

delete CATHODEVER to rerun.");

return;
endif
endif

# There are 2 reasonable models for a
#

finite cathode in a field cage:

# 1) The cathode doesn't realize it's not infinite, so the amount
#

of charge induced is equal to what that subsection of an

#

infinite cathode would see.

# 2) The cathode behaves as if there were no field cage.
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#

case, the center behaves as in case (1), but the excess

#

charge accumulates on the edges.

#

the y dimension as infinite and extending the far left and

#

far right cathode edges infinitely as well.

#

This option is preferred for systems with no field cage.

This is modeled by treating

#
# Set MODEL variable equal to 1 or 2, respectively.

MODEL=2;

if !(MODEL == 1 | | MODEL == 2)
error("Invalid MODEL selection");
endif

################################
# Begin User Input
################################

Q = 1000;

# initial charge (NIPS)
#

NOTE: Input into SPICE includes

#

arbitrary multiplication factor to

#

minimize roundoff errors.

#

See SPICEfile.m for details.

A = 750;

# gas amplification

B = 0.25;

# backflow fraction

D = 170;

# Cathode-Anode distance (mm)

W = 10;

# width of each strip (mm)

H = 400;

# length of all strips (mm)

dt= 0.01;

# discretization (ms)

v = 50;

# drift speed (m/s = um/us)
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nStrip = 38;

# number of strips total.

Qx = 0.5*W;

# x location of charge (mm).
#

Qy = 0;

to the center of the cathode.

# y location of charge (mm).
#

# End User Input
################################

if mod(nStrip,1) != 0
error("Non-integer nStrip.");
endif
if nStrip < 1
error("Cathode must have nStrip >= 1");
endif
if abs(Qx) > (nStrip*W)/2
error("Qx out of bounds.");
endif
if abs(Qy) > (nStrip*H)/2
error("Qy out of bounds.");
endif

# End checks on user input

Q = Q*A*B;
tmax = D/v;
= 0:dt:tmax;

nT= length(t);

0 corresponds

to the center of the cathode.

################################

t

0 corresponds

# number of time steps
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d

= D-v*t;

# distance at each step (mm)

# charge on neighboring strips in the positive direction:
qs = zeros( nStrip, nT );

for i=1:nT
if MODEL==1
Yh = H/2-Qy;
Yl = -H/2-Qy;
CathSA = SolidAngle( d(i), -W*nStrip/2-Qx,
W*nStrip/2-Qx, Yl, Yh );

for is=1:nStrip
Xl = -W*(nStrip/2-is+1)-Qx;
Xh = -W*(nStrip/2-is)-Qx;
qs(is, i) = Q*(D-d(i))/D*SolidAngle( d(i),
Xl, Xh, Yl, Yh )/(CathSA);
end
elseif MODEL==2
CathSA=2*pi;
Yh = inf;
Yl = -inf;

Xl = -inf;
Xh = -W*(nStrip/2-1)-Qx;
qs(1, i) = Q*(D-d(i))/D*SolidAngle( d(i),
Xl, Xh, Yl, Yh )/(CathSA);
for is=2:(nStrip-1)
Xl = Xh;
Xh = -W*(nStrip/2-is)-Qx;
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qs(is, i) = Q*(D-d(i))/D*SolidAngle( d(i),
Xl, Xh, Yl, Yh )/(CathSA);
end
Xl = Xh;
Xh = inf;
qs(nStrip, i) = Q*(D-d(i))/D*SolidAngle( d(i),
Xl, Xh, Yl, Yh )/(CathSA);
endif
end

CATHODEVER = VERSION;

# SolidAngle.m
# A function to calculate the solid angle of a strip.
# lower and upper x, y bounds are compared to the location
# of the ionization cloud.

Measurements are in mm.

# The area in question (lowerx, upperx, lowery, uppery)
# is divided into cubes symmetric around 0.

function ang = SolidAngle( d, lx, ux, ly, uy )
ang = ( SolidAngleSym( d, 2*lx, 2*ly )
- SolidAngleSym( d, 2*ux, 2*ly )
- SolidAngleSym( d, 2*lx, 2*uy )
+ SolidAngleSym( d, 2*ux, 2*uy ) )/4;
ang = abs( ang );
endfunction
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# SolidAngleSym.m
# A function to calculate the solid angle of a strip.
# Here the ionization is assumed to be located in the
# center of the strip.

x and y are the total width

# and height, respectively, of the strip.

function ang = SolidAngleSym( d, x, y )
if abs(x) == inf
ang = sign(x)*4*atan(y/(2*d));
elseif abs(y) == inf
ang = sign(y)*4*atan(x/(2*d));
else
ang = 4*atan( x*y/(2*d*sqrt(4*dˆ2+xˆ2+yˆ2)));
#
#

elseif x <= 0 | | y <= 0
ang = 0;
endif

#

ang

endfunction

213

References
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