Abstract. Breast cancer is one of the most common tumors related to death in women in many countries. In this paper, a novel neural network classification model is developed. The proposed model uses floating centroids method and particle swarm optimization algorithm with inertia weight as optimizer to improve the performance of neural network classifier. Wisconsin breast cancer datasets in UCI Machine Learning Repository are tested with neural network classifier of the proposed method. Experimental results show that the developed model improves search convergence and performance. The accuracy of classification of benign and malignant tumors could be improved by the developed method compared with other classification techniques.
Introduction
Breast cancer is one of the most common malignant tumors among women. Various artificial intelligence techniques [1] [2] [3] [4] [5] [6] have been used to improve the accuracy and efficiency of cancer diagnosis. In recent years, neural network has widely been applied to feature extraction, data compression, data classification, clustering etc. [7] . The learning algorithm of neural network is a supervised learning method. A classifier is usually constructed according to the character of a given datasets and analyzed the character of the given datasets. It is produced an exact model for each category data. In recent research, many classification techniques have been proposed, such as genetic algorithm [8] , neural network [9] [10] [11] [12] , support vector machine [13] [14] [15] [16] , decision tree [17, 18] , etc.. Neural network model has been successfully used in many classification problems among these techniques. Conducting neural network classifier, the number of parameters including input layer, hidden layer and output layer is decided by the property, category and characters of dataset. In neural network classifier, sample is mapped by neural network.
Centroid is a point in partition space and denotes the center of a class. In a conventional neural network classifier, position of centroids and the relationship between centroids and classes are set manually. In addition, number of centroids is fixed with reference to the number of classes. This fixed-centroid constraint decreases the chance to find optimal neural network. Therefore, a novel neural network classifier based on float centroids method (FCM) which removes the fixed-centroid constraint and spread the centroids throughout the partition space is proposed in our previous research [19] . However, despite the superior classification results, the training efficiency is not acceptable which limits the scope of application in practice. Therefore, this paper presents a developed method adopted particle swarm optimization algorithm with inertia weight as optimizer to improve the search convergence and performance of FCM.
The rest of the paper is organized as follows: Section 2 describes the particle swarm optimization algorithm with inertia weight. Section 3 provides the floating centroids method algorithm and the process of learning algorithm in detail. Experiment results are presented in Section 4, together with some comparisons with other classification techniques. In the end, Section 5 concludes with a brief summary of our study.
Particle Swarm Optimization Algorithm with Inertia Weight
The Particle Swarm Optimization (PSO) algorithm which is put forward by Kennedy and Eberhart is one of evolutionary algorithms [21] . It is an adaptive method that can be used to solve optimization problem. Conducting search uses a population of particle which corresponds to individuals. A population of particles is randomly generated initially. Each particle's position represents a possible solution point in the problem space. Each particle has an updating position vector i x and updating veloci- Updating the velocity vector of particle by this method enables the particle to search around its individual best position and global best position. Based on the updated velocity, each particle changes its position according to the following formula:
Based on this method, the population of particles tends to cluster together. To avoid premature convergence, the following formula can improve the velocity vector of each particle adding the inertia weight factor ω [21] .
where inertia weight factor ω is a real number. The inertia weight factor ω controls the magnitude of the velocity vector i v .
The inertia weight factor ω is a ratio factor related to the previous velocity. The inertia weight factor ω decides the influence from the previous velocity to current velocity. The large inertia weight factor ω can make globally search and the small inertia weight factor ω will make local search [22] . The fellow method is adopted by the inertia factor ω from max ω to min ω :
where maxiter is the total number of iteration, iter is the current iteration. Linearly decreasing the inertia factor ω from max ω to min ω can improve the search area firstly and locate the best position quickly. With the inertia weight factor ω gradually decreasing, the velocity of particle becomes slower and makes local search subtly. The convergence becomes faster owing to add the inertia weight factor.
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The Procedure of Learning Algorithm for FCM and PSO
Floating Centroids Method
FCM [19] is an approach which has some floating centroids with class labels spread in the partition space. A sample is labeled by a certain class when the closest centroid of its corresponding mapped point is the closest centroids of this certain class. The partition space is decided by an irregular regions controlled by centroids. To get these floating centroids, training samples are mapped to partition space by neural network, and then, corresponding mapped points in partition space will be partitioned into several numbers of disjoint subsets using the K-Means clustering algorithm [20] . The floating centroids are defined as computing the cluster centers of these subsets. So, the number of centroids may be more than the number of classes. Finally, each of these centroids will be labeled by one class. If training points of one class are majority among all the points which belong to a centroid, the centroid is labeled by this class. More than one centroid can be labeled by one class.
The floating centroids method can achieve the optimization objective of neural network classifier, because it is no constraint in the number of centroids and the class label of centroids are computed by the mapped points in partition space. The floating centroids method has no fixed-centroid. The function of floating centroids method is that allocates points in the same class together as close as possible and separates points in the different classes from the partition space.
Model of Neural Network Classifier
A neural network classifier is a pair (F, P), where centroid in P have been colored. The model neural network classifier is described by Fig. 1 . If a new dataset need to be categorized, it can be mapped one point in P used by F, then predict the category according to the distance which measured by Euclidian distance. This process is illustrated in Fig.2 . The dimension of partition space is set to two and the number of classes is three.
Fig. 1. Model of classifier

Fig. 2. Categorizing a new sample
Centroids Generation
Firstly, the training dataset is mapped to partition space using by neural network. The mapped point corresponding to training data is named colored point. The colored points in partition space are divided into k disjoint clusters used by K-means algorithm. Then each centroid is labeled category tag according to the principle which is that if the color points of one class are majority in all of color points, the class should color the centroid. One class can color one or more centroids. If the number of datasets between classes is different, it should keep equitableness using weights or other solutions. One class colors a centroid by a higher probability, if the number of this class dataset is larger than others.
The Process of Learning Algorithm
The goal of learning algorithm is to get the best neural network and it corresponding colored partition space. The process of learning algorithm is described by Algorithm 1.
Algorithm 1: The process of learning algorithm Input: User-defined parameters and training data set; Output: Best neural network and its corresponding colored partition space;
Step 1: Code neural network to form individual according to the particle swarm optimization mentioned with inertia weight in Section 2;
Step 2: while maximum generation has not been reached do;
Step 3: for i=1 to the number of individuals do;
Step 4: Decode individual id to form a neural network;
Step 5: Perform centroid generation with this neural network to get colored partition space; Step 6: Use this neural network and its corresponding colored partition space to compute the value of optimization target function as the fitness of individual i; Step 7: end for;
Step 8: Perform an iteration of improved particle swarm optimization algorithm, update individuals by their fitness; Step 9: end while;
Step 10: return the best neural network and its corresponding colored partition space.
Target Function
The optimization target function is defined as the follow formula,
where i Z is the value of point i sample which is mapping to the partition space. S is total number of samples in the training dataset and a is a real constant which controls tortuosity. The target function is to put points in the same class together as close as possible and keep points in the different class away from others as far as possible.
Experiments and Results
The criterion of testing accuracy is defined to evaluate the performance of this method. Testing accuracy (TA) which is a method to obtain better generalization capability is adopted testing data to achieve the accurate rate. To test the effectiveness of the proposed method, we select the Wisconsin breast cancer datasets for the experiments which is selected from the UCI machine learning database generated by Dr. William from the University of Wisconsin Madison [24] . Breast cancer can be diagnosed benign or malignant by puncture sampling. Wisconsin breast cancer dataset consists of 569 records and 2 classes, which 357 records are benign type and 212 records are malignant type. Each record has 30 attributes including ten quantifying feature, such as diameter, perimeter, symmetry etc.
The breast cancer datasets is divided into two subsets randomly, one is selected as the training dataset and the other is the testing dataset. There are 285 records as training dataset and 284 records as testing dataset for benign and malignant type. This two type experimental data have been done respectively. One class of sample is used for the benign and the other is used for the malignant. The normal data is labeled as 1 and the abnormal data is labeled as 0.
In our experiments, a three-layered feed-forward neural network with 15 hidden neurons is adopted and the particle swarm optimization algorithm with inertia weight is selected as optimizer. This proposed method is compared with the other neural network classifiers, including Flexible Neural Tree (FNT) [23] , Neural Network (NN) and Wavelet Neural Network (WNN) [25] . The parameters of PSO algorithm are important factors on searching the optimal solution. Through trials on these datasets, the parameters setting of particle swarm optimization algorithm is defined by the follow Table 1 . Table 2 depicts the accuracy results for testing data with comparison between our method and other methods. The result indicates that our proposed method is fully capable of improving the generalization ability of neural network classifier. 
Conclusions
In this paper, a novel neural network is proposed based on floating centroids method and particle swarm optimization algorithm. This approach makes sample to be mapped into neural network and partition space is used to categorize data sample. The proposed method removes the fixed-centroid constraint. An improved particle swarm optimization with inertia weight is adopted as optimizer in this paper. It increases the variety of particles and improves the performance and convergence of standard particle swarm optimization algorithm. To evaluate the performance of our proposed approach, Wisconsin breast cancer datasets from UCI machine learning repository is selected to compare the accuracy measure with FNT, NN and WNN. Experimental results illustrate that our method is more efficient than other methods in classification accuracy of breast cancer dataset.
