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Two estimates for the first Robin eigenvalue of the Finsler
Laplacian with negative boundary parameter.
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Abstract
We prove two bounds for the first Robin eigenvalue of the Finsler Laplacian with negative
boundary parameter in the planar case. In the constant area problem, we show that the
Wulff shape is the maximizer only for values which are close to 0 of the boundary parameter
and, in the fixed perimeter case, that the Wulff shape maximizes the first eigenvalue for all
values of the parameter.
Keywords: Eigenvalue optimization, Finsler Laplacian, Robin boundary condition, nega-
tive parameter, Wulff shape
Mathematics Subject Classifications (2010): 58J50, 35P15
1 Introduction
Let Ω be a bounded, open subset of Rn, n ≥ 2, with Lipschitz boundary; its Robin eigenvalues
related to the Laplacian are the real numbers λ such that−∆u = λu in Ω∂u
∂ν
+ αu = 0 on ∂Ω
(1)
admits non trivial W 1,2(Ω) solutions. We denote by ∂u/∂ν the outer normal derivative to u on
∂Ω; α is an arbitrary real constant, which will be refered to as boundary parameter of the Robin
problem. We observe that for α = 0 we obtain the Neumann problem and for α = ±∞ we
formally obtain the Dirichlet problem. For each fixed Ω and α there is a sequence of eigenvalues
λ1(α,Ω) ≤ λ2(α,Ω) ≤ · · · → +∞
which depend on α. In particular, the first non trivial Robin eigenvalue of Ω is characterized by
the expression
λ1(α,Ω) = min
u∈W 1,2(Ω)
u 6=0
∫
Ω
|Du|2 dx+ α
∫
∂Ω
|u|2 dH1∫
Ω
|u|2 dx
.
It can be proved that this infimum is achieved by a function uα ∈W
1,2(Ω) and since λ1(α,Ω)
is simple, the corresponding eigenfunction can be chosen to be positive in Ω. We refer to [23]
for a collection of the eigenvalue properties of the Robin Laplacian and the related proofs.
If we analyse the problem of minimizing the first eigenvalue of the Dirichlet problem under
volume constraint, the Faber-Krahn inequality tells us that the unique solutions are given by balls
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(see [15]). For the case of Neumann boundary conditions we can find analogous isoperimetric
spectral inequalities in the works of Szegö and Weinberger ([27]).
We consider now the Robin boundary conditions. If α is positive, we have that the ball
minimizes λ1(α,Ω) among all Lipschitz domains of given volume. This fact was proved by
Bossel and Daners ([11]) and generalized to the p-Laplacian by Dai and Fu in [10] and by Bucur
and Daners in [5]; this result was also shown to hold on general open sets of finite measure by
Bucur and Giacomin, see [7]. Moreover this inequality is sharp: if the first Robin eigenvalue of
Ω is equal to the first eigenvalue of the ball then Ω is a ball up to a negligible set.
If α is negative and Ω ⊂ Rn, with n > 2, is a bounded smooth domain, it is not true that
λ1(α,Ω) ≤ λ1(α,B), (2)
where B is a ball of the same volume as Ω; a counterexample is provided in [19]. The above fact
is true within the class of Lipschitz sets which are close to a ball in a Hausdorff metric sense,
see for instance [17].
On the other hand the spectral inequality (2) holds in dimension 2: in [19] is proved that for
bounded planar domains of class C2 and fixed area there exists a negative number α∗, depending
only on the area, such that (2) holds for all α ∈ [α∗, 0]. This fact is proved by applying the
method of parallel coordinates, introduced by Payne and Weinberger in [25].
In the first part of this work we have found an analogous of inequality (2) in the anisotropic
case. Let F be a Finsler norm, i.e. a convex positive C2 function. We consider the anisotropic
version of problem (1), that is−div (F (Du)Fξ(Du)) = λF (α,Ω)u in Ω〈F (Du)Fξ(Du), ν∂Ω〉+ αF (ν∂Ω)u = 0 on ∂Ω.
We have the following variational characterization of the first eigenvalue:
λ1,F (α,Ω) = min
u∈W 1,2(Ω)
u 6=0
=
∫
Ω
F 2(Du) dx+ α
∫
∂Ω
|u|2F (ν∂Ω) dH
1∫
Ω
|u|2 dx
.
This problem is studied for istance in [12, 13, 14, 20]. Using the method of parallel coordinates,
adapted to the anisotropic case, we prove the following theorem.
Theorem 1.1. For bounded planar domains of class C2 and fixed area, there exists a negative
number α∗, depending only on the area, such that the following inequality holds ∀α ∈ [α∗, 0]:
λ1,F (α,Ω) ≤ λ1,F (α,W
∗
Ω),
where W∗Ω is the Wulff shape of the same area as Ω.
We recall that the Wulff shape centered at the point x0 is defined as
Wr(x0) = {ξ ∈ R
n : F o(ξ − x0) < r}.
In the second part of the work we generalize to the anisotropic case a result presented in [4].
Here the authors, using again the methods of parallel coordinates, have proved that, if α < 0
and for bounded planar domains of class C2, then
λ1(α,Ω) ≤ λ1(α, B˜), (3)
where B˜ is a disk with the same perimeter as Ω. We obtain the following result.
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Theorem 1.2. Let α ≤ 0. For bounded planar domains of class C2, we have
λ1,F (α,Ω) ≤ λ1,F (α, W˜Ω),
where W˜Ω is the Wulff shape with the same perimeter as Ω.
In conclusion, we recall that in [6] the authors prove that the inequality (3) holds true in Rn,
if it is restricted to the class of convex sets, or more precisely to the class of Lipschitz sets that
can be written as Ω \K, with Ω open and convex and K closed. Moreover in [18] the authors
prove that the second eigenvalue of the Robin problem related to the Laplacian is maximal for
the ball among domains of fixed volume.
The paper is organized as follows. In Section 2, we recall some basic definitions and prop-
erties of the Finsler norm F ; in Section 3 we state the Robin problem with negative boundary
parameter in the anisotropic case. The main results are contained in Section 4 and 5,: in the
first one we obtain an isoperimetric estimates with a volume constraint and in the second one
with a perimeter constraint, both in dimension 2 and in the anisotropic case.
2 Notation and preliminaries
In the following we denote by 〈·, ·〉 the standard euclidean scalar product in Rn and by | · | the
euclidean norm in Rn, for n ≥ 2. We denote with Ln the Lebesgue measure in Rn (sometimes
denoted with V (·)) and with Hk, for k ∈ [0, n], the k−dimensional Hausdorff measure in Rn. If
Ω ⊆ Rn, Lip(∂Ω) (resp. Lip(∂Ω;Rn)) is the class of all Lipschitz functions (resp. vector fields)
defined on ∂Ω. If Ω has Lipschitz boundary, for Hn−1− almost every x ∈ ∂Ω, we denote by
ν∂Ω(x) the outward unit euclidean normal to ∂Ω at x and by Tx(∂Ω) the tangent hyperplane to
∂Ω at x.
Let F be a convex, even, 1-homogeneous and non negative function defined in Rn. Then F
is a convex function such that
F (tξ) = |t|F (ξ), t ∈ R, ξ ∈ Rn, (4)
and such that
a|ξ| ≤ F (ξ), ξ ∈ Rn, (5)
for some constant a > 0. The hypotheses on F imply that there exists b ≥ a such that
F (ξ) ≤ b|ξ|, ξ ∈ Rn.
Moreover, throughout the paper we will assume that F ∈ C2(Rn \ {0}), and
[F p]ξξ(ξ) is positive definite in R
n \ {0},
with 1 < p < +∞. The polar function F o : Rn → [0,+∞[ of F is defined as
F o(v) = sup
ξ 6=0
〈ξ, v〉
F (ξ)
.
It is easy to verify that also F o is a convex function which satisfies properties (4) and (5). F
and F o are usually called Finsler norm. Furthermore,
F (v) = sup
ξ 6=0
〈ξ, v〉
F o(ξ)
.
The above property implies the following anisotropic version of the Cauchy Shwartz inequality
|〈ξ, η〉| ≤ F (ξ)F o(η), ∀ξ, η ∈ Rn.
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We can then introduce the set
W = {ξ ∈ Rn : F o(ξ) < 1},
the so-called Wulff shape centered at the origin. We put κn = V (W). More generally, we denote
by Wr(x0) the set rW + x0, that is the Wulff shape centered at x0 with measure κnr
n, and
Wr(0) =Wr. In particular, when W is a subset of R
2, we write |W| = κ.
We conclude this paragraph reporting the following properties of F and F o:
〈∇ξF (ξ), ξ〉 = F (ξ), 〈∇ξF
o(ξ), ξ〉 = F o(ξ), ∀ξ ∈ Rn \ {0}
F (∇ξF
o(ξ)) = F o(∇ξF (ξ)) = 1, ∀ξ ∈ R
n \ {0},
F o(ξ)∇ξF (∇ξF
o(ξ)) = F (ξ)∇ξF
o (∇ξF (ξ)) = ξ ∀ξ ∈ R
n \ {0}.
We recall now some basic definitions and theorems concerning the perimeter in the Finsler
norm.
Definition 1. Let Ω be a bounded open subset of R2 with Lipschitz boundary, the anisotropic
perimeter of Ω is defined as
PF (Ω) =
∫
∂Ω
F (ν∂Ω) dH
1.
Clearly, the anisotropic perimeter of Ω is finite if and only if the usual Euclidean perimeter
of Ω, that we denote by P (Ω), is finite. Indeed, by the quoted properties of F , we obtain that
aP (Ω) ≤ PF (Ω) ≤ bP (Ω).
For example, if Ω =WR, then
PF (WR) = 2κR.
Moreover, an isoperimetric inequality is proved for the anisotropic perimeter, see for istance
[2, 7, 9, 14, 16].
Theorem. Let Ω be a subset of R2 with finite perimeter. Then
PF (Ω)
2 ≥ 4κV (Ω) (6)
and the equality holds if and only if Ω is homothetic to a Wulff shape.
Moreover, if K is a bounded convex subset of R2, and δ > 0, the following Steiner formulas
hold (see [3, 26]):
V (K + δW) = V (K) + PF (K)δ + κδ
2; (7)
PF (K + δW) = PF (K) + 2κδ. (8)
Let Ω be a bounded open set of R2, the anisotropic distance of a point x ∈ Ω to the boundary
∂Ω is defined as
dF (x, ∂Ω) = inf
y∈∂Ω
F o(x− y).
By the properties of the Finsler norm F , the distance function satisfies
F (DdF (x)) = 1 a.e. in Ω (9)
For the properties of the anisotropic distance function we refer, for istance, to [8]. We can define
also the anisotropic inradius of Ω as
rF (Ω) = sup{dF (x, ∂Ω), x ∈ Ω}.
We denote by
Ω˜t = {x ∈ Ω | dF (x, ∂Ω) > t},
with t ∈ [0, rF (Ω)]. The general Brunn-Minkowski theorem (see [26]) and the concavity of the
anisotropic distance function give that the function PF (Ω˜t) is concave in [0, rF (Ω)], hence it is
decreasing and absolutely continous. In [14] the following result is stated.
Lemma 2.1. For almost every t ∈ (0, rF (Ω)),
−
d
dt
V
(
Ω˜t
)
= PF (Ω˜t).
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3 The Robin problem in the anisotropic case
Let Ω be a bounded subset of R2 of class C2. We consider the anisotropic eigenvalue problem
with Robin boundary conditions.
We fix a negative number α and we study the following problem:
λ1,F (α,Ω) = min
u∈W 1,2(Ω)
u 6=0
J(u), (10)
where
J(u) =
∫
Ω
(F (Du))2 dx+ α
∫
∂Ω
|u|2F (ν∂Ω) dH
1∫
Ω
|u|2 dx
, (11)
and ν∂Ω is the outer normal to ∂Ω. Using a constant as test function, we obtain the following
inequality
λ1,F (α,Ω) ≤ α
PF (Ω)
|Ω|
≤ 0. (12)
The minimizers u of problem (10) satisfy the following eigenvalue−div (F (Du)Fξ(Du)) = λ1,F (α,Ω)u in Ω〈F (Du)Fξ(Du), ν∂Ω〉+ αF (ν∂Ω)u = 0 on ∂Ω
that is, in the weak sense∫
Ω
F (Du) 〈DξF (Du),Dϕ〉 dx+ α
∫
∂Ω
uϕF (ν∂Ω) dH
1 = λ1,F (α,Ω)
∫
Ω
uϕ dx, (13)
for all ϕ ∈W 1,2(Ω). The following proposition is proved in [13].
Proposition 3.1. There exist a function u ∈ C1,α(Ω) ∩ C(Ω¯) which realizes the minimum in
(10)and satisfies the anisotropic Robin problem. Moreover, λ1,F (α,Ω) is the first eigenvalue of
the Robin problem and the first eigenfunctions are positive (or negative) in Ω.
4 Isoperimetric estimates with a volume constraint
In the following we are fixing a Finsler norm F .
Theorem 4.1. For bounded planar domains of class C2 and fixed area, there exists a negative
number α∗, depending only on the area, such that the following inequality holds ∀α ∈ [α∗, 0]:
λ1,F (α,Ω) ≤ λ1,F (α,W
∗
Ω),
where W∗Ω is the Wulff shape of the same area as Ω.
In order to prove Theorem 4.1 we adapt in the anisotropic case the proof of Freitas and
Krejcirik contained in [19]. This proof makes use of the classical method of parallel coordinates,
developed for the Euclidean case in [25] and for the Riemanian case in [26].
We assume that ∂Ω is composed by a finite union of C2 Jordan curves Γ0, . . . ,ΓN , where Γ0
is the outer boundary of Ω, i.e. Ω lies in the interior Ω0 of Γ0. We observe that, if N = 0, then
Ω is simply connected and Ω = Ω0. We denote by
LF0 := PF (Ω0)
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the outer anisotropic perimeter. Therefore, by the anisotropic isoperimetric inequality, we have
(LF0 )
2 ≥ 4κA0, (14)
where A0 = V (Ω) denotes the area of Ω (not of Ω0).
We now introduce the anisotropic parallel coordinate method based at the outer boundary
Γ0. Let ρF : Ω0 → (0,∞) be the anisotropic distance function from the outer boundary Γ0:
ρF (x) = dF (x,Γ0).
Let
AF (t) = V ({x ∈ Ω | 0 < ρf (x) < t})
denote the area of Ωt = Ω \ Ω˜t. and let
LF (t) =
∫
ρ−1
F
(t)∩Ω
F (ν∂Ω(x)) dH
1(x).
Remark 4.2. By lemma 2.1, we obtain that, for almost every t ∈ [0, rF (Ω0)],
A′F (t) = LF (t). (15)
4.1 Step 1: use of the anisotropic parallel coordinates.
Let φ : [0, rF (Ω)]→ R be a smooth function and consider the test function
u = φ ◦AF ◦ ρF ,
which is Lipschitz in Ω. Using the anisotropic parallel coordinates, the coarea formula and the
fact that F (DρF ) = 1, we obtain the following relations:
||u||2L2(Ω) =
∫
Ω
u2(x) dx =
∫
Ω
(φ ◦ AF ◦ ρF (x))
2 dx =
=
∫ rF (Ω)
0
(∫
{ρF (x)=t}
(φ ◦AF ◦ ρF (x))
2 1
|DρF (x)|
dH1(x)
)
dt
=
∫ rF (Ω)
0
φ(AF (t))
2 PF ({ρF (x) < t}) dt =
=
∫ rF (Ω)
0
φ(AF (t))
2 A′F (t) dt;
∫
Ω
(
F 2 (Du(x))
)
dx =
∫
Ω
F 2
(
φ′ (AF ◦ ρF (x))A
′
F (ρF (x))DρF (x)
)
dx =
=
∫
Ω
(
φ′ (AF ◦ ρF (x))
)2 (
A′F (ρF (x))
)2
dx =
∫ rF (Ω)
0
(
φ′ (AF (t))
)2 (
A′F (t)
)3
dt;
∫
∂Ω
|u(x)|2F (ν∂Ω(x)) dH
1(x) =
∫
∂Ω
(φ ◦ AF ◦ ρF (x))
2 F (ν∂Ω(x)) dH
1(x) =
= (φ ◦AF (0))
2 PF (Ω) ≥ φ
2(0) L0.
Therefore we have that
λ(Ω) ≤
∫ rF (Ω)
0 (φ
′ (AF (t)))
2 (A′F (t))
3 dt+ α φ2(0) LF0∫ rF (Ω)
0 φ(AF (t))
2 A′F (t) dt
. (16)
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4.2 Step 2: from domains to annuli.
We adapt in the anisotropic case the idea contained in [25]. We consider the following change
of variables:
R(t) :=
√(
LF0
)2
− 4κAF (t)
2κ
(17)
on the interval [r1, r2], where
r1 := R (rF (Ω)) =
√(
LF0
)2
− 4κA0
2κ
, r2 := R(0) =
LF0
2κ
. (18)
Remark 4.3. Thanks to (6), the transformation (17) is well defined on the set [0, rF (Ω)].
We introduce now the function
ψ(r) := φ
((
LF0
)2
4κ
− κr2
)
and we obtain the following expressions:∫
Ω
u2(x) dx = 2κ
∫ r2
r1
(ψ(r))2 r dr;
∫
Ω
(
F 2 (Du(x))
)
dx = 2κ
∫ r2
r1
(
ψ′(r)
)2 (
R′(r)
)2
r dr;∫
Ω
|u(x)|2F (ν∂Ω(x)) dx ≥ L
F
0 ψ(r2)
2.
Remark 4.4. The radii in (18) are such that the F -annulus AFr1,r2 :=Wr2 \Wr1 has the same
area A0 as the original domain Ω. We observe that the transformation (17) maps ∂Ωt into the
Wulff shape of radius R(t); so Γ0 is mapped into the Wulff shape of equal anisotropic perimeter.
Moreover, Ωt is mapped in the anisotropic annulus of area AF (t).
Proposition 4.5. Let Ω be a bounded planar domain of class C2, then
|R′(t)| ≤ 1,
where R is defined in (17).
Proof. From (15) follows that, for almost every t ∈ [0, rF (Ω)] we have
R′(t) = −
LF (t)√(
LF0
)2
− 4κAF (t)
. (19)
Using the Steiner formula we obtain for almost every t ∈ [0, rF (Ω)]
LF (t) ≤ L
F
0 − 2κt;
AF (t) =
∫ t
0
LF (v) dv ≤ L
F
0 t− κt
2.
Therefore,
LF (t)
2 ≤
(
LF0
)2
− 4κAF (t),
and putting this in (19) the thesis follows.
7
We obtain this upper bound
λ1,F (α,Ω) ≤ inf
ψ 6=0
∫ r2
r1
ψ′(r)2r dr + α r2 ψ(r2)
2∫ r2
r1
ψ(r)2r dr
:= µ(α,AFr1,r2), (20)
so the infimum is attained for the first eigenfunction of the Laplacian in AFr1,r2 , with anisotropic
Robin boundary condition on ∂W2 and anisotropic Neumann boundary conditions on ∂W1.
Therefore we have proved the following proposition.
Proposition 4.6. Let α ≤ 0. For any bounded planar domain Ω of class C2,
λ1,F (α; Ω) ≤ µ(α,A
F
r1,r2
),
where AFr1,r2 is the anisotropic annulus of the same area as Ω with radii (18).
4.3 Step 3: from annuli to disks.
Let Wr1,r2 be the Wulff shape of the same area as the anisotropic annulus A
F
r1,r2
, which has the
same area A0 as Ω. So, we have that
r3 =
√
A0
κ
, (21)
where r3 is the radius of Wr1,r2 . In [19] we find the following asymptotics as α→ +∞:
λ1,F (α,Wr1,r2) = 2α
r3
r23
+O(α2) (Robin Wulff); (22)
µα(AFr1,r2) = 2α
r2
r23
+O(α2) (Neumann-Robin annulus). (23)
Using them we can prove that, for α < 0 small enough,
µ(α,AFr1,r2) ≤ λ1,F (α,Wr1,r2), (24)
where Wr1,r2 is the Wulff shape of the same area as the anisotropic annulus A
F
r1,r2
. Thus, we
have proved the following theorem.
Proposition 4.7. For any bounded domain Ω of class C2, there exists a negative number α0 =
α0(A0, L
F
0 ) such that
λ1,F (α,Ω) ≤ λ1,F (α,W
∗
Ω)
holds ∀α ∈ [α0, 0], where W
∗
Ω is the Wulff shape of the same area as Ω.
Remark 4.8. Using the above asymptotics we can show that
d
dα
λ1,F (α,Ω)|α=0 =
H1(∂Ω)
|Ω|
.
4.4 Step 4: uniform behaviour and conclusion.
In order to complete the proof of the Theorem 4.1, it remains only to show the following fact.
Proposition 4.9. The constant α0 of Proposition 4.6 is indipendent of L0.
Following [19], we need to show that the neighbourhood of zero in which (24) does not
degenerate in both cases when r1 → 0 and r2 → +∞, So, we are going to prove that α0 remains
bounded away from 0 uniformly in this two istances.
We fix ǫ > 0 and we consider
r1 =
√
(2ǫr3 + ǫ2), r2 = r3 + ǫ,
8
where r3 is fixed and equall to
√
A0/κ. In an analogous way to the one reported in [19], it can
be proved that there exists α∗ < 0 such that the curve ΓA : α 7−→ µ
α(AFr1,r2) stays below the
curve ΓB : α 7−→ λ1,F (α,Wr3) for all ǫ > 0 and ∀α ∈ (α
∗, 0).
Because of the simplicity of the eigenvalues, both the curves are analytic. Moreover, taking
into account the asymptotics (22) and (23) we have that
d
dα
µ(α,Wr1,r2) ≤
d
dα
λ1,α(α,A
F
r1,r2
).
Remark 4.10. We prove that the curves ΓA are concave in α. Let ǫ > 0 and let ψ be the
first eigenfunction µα+ǫ(AFr1,r2) of the Laplacian in the anisotropic annulus: We can choose ψ
normalised in to 1, so we have
µα+ǫ(AFr1,r2) =
∫ r2
r1
ψ′(r)2r dr + (α+ ǫ) r2 ψ(r2)
2. (25)
Let ϕ be the first eigenfunction µα(AFr1,r2) normalized to 1:
µα(AFr1,r2) =
∫ r2
r1
φ′(r)2r dr + (α) r2 φ(r2)
2. (26)
Now, putting φ as a test function in the variational formula of µα+ǫ(AFr1,r2) we obtain
µα+ǫ(AFr1,r2) ≤
∫ r2
r1
φ′(r)2r dr + (α+ ǫ) r2 φ(r2)
2 = µα(AFr1,r2) + ǫ r2 φ(r2)
2.
In order to prove our claim, we need only to show that
d
dα
µα(AFr1,r2) = r2 φ(r2)
2.
We prove the following more general result.
Lemma 4.11. Let Ω be a bounded subset of R2 and let uα an eigenfunction related to the
eigenvalue λ(α,Ω), defined in (10), such that ‖uα‖L2(Ω) = 1. Then
λ′1,F (α,Ω) :=
dλ1,F (α,Ω)
dα
=
∫
∂Ω
u2αF (ν∂Ω)dH
1. (27)
Proof. From the variational characterization (10) and using the fact that ‖uα‖L2(Ω) = 1 we have
λ1,F (α,Ω) =
∫
Ω
F 2(Duα) dx+ α
∫
∂Ω
u2αF (ν∂Ω) dH
1. (28)
Deriving both sides of (28) with respect to α, we obtain
λ′1,F (α,Ω) = 2
∫
Ω
F (Duα)DξF (Duα)Du
′
α dx+
∫
∂Ω
u2αF (ν∂Ω) dH
1 + 2α
∫
∂Ω
uαu
′
αF (ν∂Ω) dH
1.
(29)
Using the weak formulation (13) of the problem in the equation (29), remembering that u′α is
the derivative with respect to α and it is in the set of the test functions by standard elliptic
regularity theory, we obtain
λ′1(α,Ω) = 2λ1(α,Ω)
∫
Ω
uαu
′
α dx+
∫
∂Ω
u2αF (ν∂Ω) dH
1, (30)
and, having in mind that, from the condition ‖uα‖L2(Ω) = 1,∫
Ω
uαu
′
α dx = 0
we get, from (30), the equation (27).
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Therefore, since the ΓA are concave in α and their derivative with respect to α are increasing
with ǫ, we have that the tangent to the curve corresponding to a specific anisotropic annulus
intersects ΓB at one and only one point , α1, to the left of zero. Thanks to the concavity we can
say that, for larger value of ǫ, any ΓA that intersects ΓB must do so to the left of α1.
As far as the case when ǫ is small, we follow closely the proof presented in [19]. We study
the intersection points of the two curves ΓA and ΓB, comparing the following two equations; the
first equation is the equation of the Wulff shape
kI1(kr3) + αI0(kr3) = 0; (31)
the second equation is the one of the Neumann-Robin anisotropic annulus
K1(k
√
2ǫr3 + ǫ2) [kI1 (k (r3 + ǫ)) + αI0 (k (r3 + ǫ))]−
I1(k
√
2ǫr3 + ǫ2) [kK1 (k (r3 + ǫ))− αK0 (k (r3 + ǫ))] = 0.
We denote here with Iν and Kν the modified Bessel functions (for their properties we refer
to [1]). The solution in α of the intersection is given by
α = −k
I1(kr3)
I0(kr3)
.
The proof that there are no intersections between ΓA and ΓB for α close to zero is the same as
the one presented in [19]. In this way we have proved Proposition 4.9.
5 Isoperimetric estimates with a perimeter constraint
Using the method of parallel coordinates we are able to prove also the following theorem.
Theorem 5.1. Let α ≤ 0 and let Ω ⊆ R2 a bounded domain of class C2. Then
λ1,F (α,Ω) ≤ λ1,F (α, W˜Ω),
where W˜Ω is the Wulff shape with the same perimeter as Ω.
The crucial step in order to prove this theorem is given by the following proposition.
Proposition 5.2. Let α < 0. For any 0 < r1 < r2 we have
µ(α,Ar1,r2) ≤ λ1,F (α,Wr2).
Proof. By symmetry, λ1,F (α,Wr2) is the smallest eigenvalue of the following one-dimensional
problem 
−r−(d−1) [rd−1φ′(r)]′ = λ1,F (α,Wr2) φ(r), r ∈ [0, r2]
φ′(0) = 0
φ′(r2) + αφ(r2) = 0.
(32)
We can choose the associated function φ1 to be positive and normalised to 1 and this eigenfunc-
tion can be used as a test function. Integrating by parts, we obtain
µ(α,Ar1,r2) ≤ λ1,F (α,Wr2)− r1φ(r1)φ
′(r1). (33)
Since φ1 satisfies (32), we have for all r ∈ [0, r2][
rφ1(r)φ
′
1(r)
]′
= −λ1,F (α,Wr2)rφ1(r)
2 + rφ′1(r)
2 ≥ 0.
and the inequality is due to (12). From the above inequality the function g(r) := rφ(r)φ′(r) is
non-decreasing and using (33), we obtain the desired result.
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Remark 5.3. The following monotonicity result holds true. Let be WR be a Wulff shape of
radius R. If α < 0, then
R 7→ λ1,F (α,WR)
is strictly increasing. The above result is proven for the disks in [4] and for the annuli in [28].
Proof of Theorem 5.1. Firstly, we observe that the measure of Wr2 is greater than the measure
of AFr1,r2 and the perimeter of Wr2 , which is equal to L0 is less than the perimeter of A
F
r1,r2
.
Using theorem 4.6 and proposition 5.2 we obtain the thesis for simply connected domains, i .e.
when L0 = PF (Ω).
Concerning the general case, when there are multiple connected domains, thanks to remark
5.3, we have that
λ1,F (α,Wr2) ≤ λ1,F (α,Wr3),
where r3 = PF (Ω)/2κ for all α ≤ 0.
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