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We report on a novel instability arising in activator-inhibitor reaction-diffusion (RD) systems
with a simple spatial heterogeneity. This instability gives rise to periodic creation, translation, and
destruction of spike solutions that are commonly formed due to Turing instabilities. While this
behavior is oscillatory in nature, it occurs purely within the Turing space such that no region of the
domain would give rise to a Hopf bifurcation for the homogeneous equilibrium. We use the shadow
limit of the Gierer-Meinhardt system to show that the speed of spike movement can be predicted
from well-known asymptotic theory, but that this theory is unable to explain the emergence of
these spatiotemporal oscillations. Instead, we numerically explore this system and show that the
oscillatory behavior is caused by the destabilization of a steady spike pattern due to the creation of
a new spike arising from endogeneous activator production. We demonstrate that on the edge of this
instability, the period of the oscillations goes to infinity, although it does not fit the profile of any well
known bifurcation of a limit cycle. We show that nearby stationary states are either Turing unstable,
or undergo saddle-node bifurcations near the onset of the oscillatory instability, suggesting that the
periodic motion does not emerge from a local equilibrium. We demonstrate the robustness of this
spatiotemporal oscillation by exploring small localized heterogeneity, and showing that this behavior
also occurs in the Schnakenberg RD model. Our results suggest that this phenomenon is ubiquitous
in spatially heterogeneous RD systems, but that current tools, such as stability of spike solutions and
shadow-limit asymptotics, do not elucidate understanding. This opens several avenues for further
mathematical analysis and highlights difficulties in explaining how robust patterning emerges from
Turing’s mechanism in the presence of even small spatial heterogeneity.
I. MOTIVATION FOR REACTION-DIFFUSION IN HETEROGENEOUS MEDIA
Since Turing’s pioneering work on morphogenesis [1], a considerable amount of research has explored the tremendous
power of reaction-diffusion (RD) models to generate patterns in time and space. In particular, RD systems can give
rise to a huge variety of emergent stationary patterns, as well as spatiotemporal dynamics. Despite the success of the
theory at capturing the attention of scientists for many decades, there are still fundamental obstructions to utilizing
the reaction-diffusion framework to help explain processes in developmental biology [2]. An important example of
this, presaged by Turing himself, is that most patterning processes of interest do not emerge from homogeneous
equilibrium states, but instead evolve in complex spatial settings, and especially from previous patterning processes.
To quote Turing [1], “Most of an organism, most of the time is developing from one pattern into another, rather than
from homogeneity into a pattern.” While there has been some research investigating the role of spatial heterogeneity
on reaction-diffusion theory, we demonstrate here that novel dynamical phenomena exist which have hitherto been
unreported, even for simple two-component reaction-diffusion equations.
Explicit spatial heterogeneity has been incorporated into reaction-diffusion theory in many contexts, such as chem-
ical pre-patterns in developmental biology [3], environmental heterogeneity in collective animal dispersal [4], reaction-
diffusion models with non-isotropic growth [5], as well as in models with differential diffusion leading to spatial
inhomogeneity, such as in plant root initiation [6, 7]. In the developmental setting, heterogeneity has been suggested
as extremely important for organising different regions along cell boundaries based on sharp variations in gene expres-
sion [8, 9]. Spatial heterogeneity has been shown to change local instability conditions for pattern formation [10, 11],
modulate size and wavelength of patterns [12], and localize (or pin) spike patterns in space [13–16]. We also note that
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2the presence of immobile substrates can induce spatiotemporal behavior as the local environment evolves, leading to
changes in the stability of equilibria [17, 18], although these approaches introduce a third component in the system
which gives rise to model complexity not present in the two-component case. Bifurcation structures of reaction-
diffusion equations with spatial heterogeneity have been studied as far back as the 1970s [19] where heterogeneity was
discussed in the context of open thermodynamic systems and dissipative structures.
In this paper our objective is to demonstrate that simple forms of heterogeneity can induce spatiotemporal oscil-
lations in two-component reaction-diffusion systems away from Hopf bifurcations or other known oscillation-inducing
mechanisms. We show that while this behavior can depend on the details of the system (e.g. the reaction kinetics,
boundary conditions, and size of the domain), it can easily be produced in a variety of model systems with a substan-
tial robustness to these details. The robustness and ubiquity of this non-equilibrium behavior has implications for a
variety of applications of reaction-diffusion theory where spatial heterogeneity itself is ubiquitous, such as in modeling
animal dispersal [20, 21] or in developmental settings [22]. In these realistic settings, the homogeneous theory is a
crude mathematical abstraction that may not recapitulate qualitatively different spatiotemporal dynamics induced
by the presence of spatial heterogeneity.
We remark that similar dynamical behaviors have been found in other reaction-diffusion systems, but these have
typically been driven by specific nonlinearities and do not have the same simple forms of heterogeneity that we
have explored here. For instance, the authors in [23] demonstrate oscillatory and chaotic dynamics in a (spatially
homogeneous) reaction-diffusion system that is not captured by local (linear) analysis, although an analysis of the
underlying reaction kinetics suggests that a nonlinear analysis of the homogeneous ODE system explains the origin of
their results. In [24], the authors asymptotically and numerically explored the Gray-Scott model to demonstrate drift
and oscillatory instabilities in one and two spike solutions, but the long-time dynamics of these spikes are relatively
tame in the asymptotic regime they consider (corresponding to pinning in a particular region of the domain, or
disappearing due to instability).
Traveling waves and pulses have also been studied in heterogeneous media extensively [25–27]. In particular, a
number of studies, for instance [28–30], have considered heterogeneity-induced defects in three-component reaction-
diffusion systems, some of which have a qualitatively similar structure to the dynamics reported here. However, these
studies involve specific reaction kinetics in three-component systems, and the traveling wave solutions obtained do not
have the same recurrent trajectories as those presented here. Several authors have also investigated travelling-wave
patterns created via spatiotemporal forcing, especially in the context of photosensitive CDIMA reactions [31–33].
Finally, we mention that traveling waves and other dynamical phenomena are often studied in reaction-advection-
diffusion systems, and that many recent authors have included various forms of spatial heterogeneity into such models
[34–36]. In [37] advection induces periodic creation, translation, and destruction of localized patterns, where the
spatiotemporal behavior is qualitatively similar to what we observe in this paper. We show here, however, that we
expect such periodic motions to be generic in reaction-diffusion systems with spatial heterogeneity without relying on
the presence of advection to induce pattern movement.
II. OSCILLATING SPATIOTEMPORAL PATTERNS
We begin by considering the non-dimensional Gierer-Meinhardt [38] equations in the form,
∂u
∂t
= r
(
α+
u2
v
)
−
(
µ+ cmH
(
x
Lx
))
u+∇2u, ∂v
∂t
= ru2 −
(
ν + cnH
(
x
Lx
))
v + d∇2v, (1)
with all parameters positive, x ∈ [0, Lx], and with given initial data u(x, 0) = u0(x) and v(x, 0) = v0(x). Here u
and v are the concentrations of activator and inhibitor respectively; α is the feed rate; µ and ν are the degradation
rates of the activator and inhibitor; Lx is the domain size; d is the ratio of diffusion coefficients; cm and cn are the
magnitudes of the spatial heterogeneity in the activator and inhibitor equation respectively, and H is the functional
form of the heterogeneity, which takes an input from [0, 1] and returns a value in the same interval. We consider both
a linear function H(x) = x, as well as a ‘localised’ heterogeneity H(x) = (1 + tanh(G(x− 1/2)))/2, where G > 1 is a
smoothing parameter such that H approaches a step function at the midpoint of the domain in the limit of G→∞.
We numerically integrated (1) using the commercially-available finite element software COMSOL v5.3a with 104
second-order elements and absolute and relative tolerances of 10−5. We used small random initial conditions given by
u0(x) = |0.01+ξ(x)| and v0(x) = |0.01+ζ(x)| where ξ and ζ are normally distributed with zero mean and a variance of
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FIG. 1: Plots of u over space and time from a solution to (1) with r = 1, d = 200, Lx = 200, µ = 0.8, ν = 5.5, α = 0 with
cm = 0 and cn = 20. We set H(x) = x and used homogeneous Neumann boundary conditions (Color Figures available online).
10−4. We also ran each simulation with perturbations from the uniform steady state, taking u0(x) = |(αr+ν)/µ+ξ(x)|
and v0(x) = |(r(αr+ν)2)/(µ2ν)+ ζ(x)|, and observed no differences in the long-time behavior. We have checked each
simulation using 18 other realizations of the initial condition to confirm long-time behavior, and also ran simulations
for longer time periods than shown in the results to confirm we were observing long-time asymptotic behavior.
Additionally, we checked the convergence of our numerical solutions by implementing solvers in both Mathematica
and Matlab (using finite-differences), and obtained identical results (within numerical precision) for the same initial
data.
We first demonstrate the effect of the heterogeneity on localized spike solutions to Equation (1) in the case of α = 0,
which is the most widely-studied case in the literature. In Figure 1a we see that spikes form on a timescale of O(102),
and that the spikes have a (heterogeneous) wavelength as shown in [12]. Over longer timescales (O(104)), we see
from Figure 1b that these spikes travel along the heterogeneity as described in [14], and that spikes at the rightmost
boundary disappear as other spikes move toward that boundary. This movement and subsequent instability occurs on
a much longer timescale than the spike formation, so that it would be quite easy to mistake the final distribution in
Figure 1a as a steady state solution to (1). We note that the actual steady state solution shown at the end of Figure
1b has several qualitative differences with the transient solution in Figure 1a in terms of number and wavelength of
spikes. For α . 10−2, qualitatively similar behavior occurs, with the only difference being the formation of a small
boundary spike at the leftmost boundary (such as in Figures 2a or 4a). However, for larger values of α, we observe
spatiotemporal oscillations, which we now describe in detail.
In Figure 2 we show simulations of equation (1) in a 1-D domain with Neumann boundary conditions and a linear
heterogeneity only in the activator (H(x) = x, cn = 0). In Figure 2a color denotes the value of the activator u with
space along the horizontal axis and time along the vertical axis, whereas in Figure 2b we show the evolution of the
solution profile for a short period of time across the domain for the same simulation. Spatially localized ‘spikes’ form,
which is typical for large values of d in the Gierer-Meinhardt system, but these immediately undergo a complicated
transient behavior before settling onto a long-time spatiotemporal oscillation. This oscillation consists of translation
of each spike solution, and an instability which leads to the destruction of the spike near one end of the domain;
this is visible in the leftmost interior spike of Figure 2b which decays rapidly as the nearby spike approaches it. On
the opposite (right) side of the domain, a new spike forms and begins traveling along the heterogeneity, continuing
the process. We remark that we observe comparable behavior with Dirichlet boundary conditions, as well as in wide
regions of the parameter space in this system.
In Figure 3, we demonstrate two more examples of space-time solutions for the same parameter values and boundary
conditions as in Figure 2, but using the above-mentioned tanh function to create a step heterogeneity, which localizes
spatial variation in the domain to a small subregion near the midpoint. We see that the interior spikes move as before
in the gradient of the heterogeneity, but that the creation and destruction of spikes is now clearly inside of the domain
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FIG. 2: Solutions to (1) with r = 1, d = 200, Lx = 100, µ = 0.8, ν = 5.5, α = 1 with cm = 4 and cn = 0. We set H(x) = x and
used homogeneous Neumann boundary conditions. In (a) we plot the value of u over time and space. In (b) we plot a (colored)
spatial profile at a sequence of times from t = 8900 in yellow (light gray, to the right) to t = 9440 in blue (darker, to the left)
(Color Figures available online).
(a) (b)
FIG. 3: Plots of u over space and time from solutions to (1) with r = 1, d = 200, Lx = 150, µ = 0.8, ν = 5.5, α = 1 with
cm = 4 and cn = 0. We set H(x) = (1 + tanh(G(x − 1/2)))/2 with G = 10 in (a) and G = 17 in (b) and used homogeneous
Neumann boundary conditions in both cases (Color Figures available online).
and separated from the boundaries. In particular, in Figure 3b, we see that a single spike forms and is destroyed
before a new spike has developed to a comparable amplitude. We note that the spike to the right of this periodically
moving spike plays a role in its creation and destruction, and is similarly pushed back when a new spike is formed
due to non-local interactions mediated by the rapidly-diffusing inhibitor.
This behavior exists in large regions of the parameter space for Gierer-Meinhardt, even using other variants of the
heterogeneity. In Figure 4a, we demonstrate this using only a linear heterogeneity in the inhibitor (cm = 0), and in
Figure 4b we exhibit such an oscillation where the spatial variation is 10% of the effective parameter it is modifying
(namely, the parameter µ which corresponds to degradation of the activator). We note that this second example is
also over a very large domain with many spikes, so that the spatial variation in parameters between neighboring spikes
is in fact much less than 1%, and yet this oscillatory behavior persists. In most parameter regimes that we explored,
the spatial heterogeneity (the magnitude of cm or cn) or the basal production rate (α) needed to be large enough to
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FIG. 4: Plots of u over space and time from solutions to (1) with d = 200, Lx = 150, µ = 0.8, ν = 5.5, α = 1, cm = 0 and
cn = 17 in (a), and d = 400, Lx = 500, µ = 1.5, ν = 4, α = 2.8, cn = 0 and cm = 0.15 in (b). In both cases we set r = 1,
H(x) = x, and used homogeneous Neumann boundary conditions (Color Figures available online).
(a) (b)
FIG. 5: Plots of u over space and time from solutions to (1) with d = 200, Lx = 100, µ = 0.8, ν = 5.5, α = 0, cm = 4 and
cn = 0 in (a) and (b). In both cases we set r = 1, H(x) = x, and used homogeneous Neumann boundary conditions in (a), and
an inhomogeneous Dirichlet condition of u = u∗ ≈ 1.3 in (b) for only the right boundary (Color Figures available online).
induce these kinds of oscillations, but it was not difficult to produce a large variety of examples as long as parameters
were chosen from the Turing space so that patterning occurred.
We give one further set of example simulations demonstrating the role of activator production, which is necessary for
new spikes to form. In Figure 5a, we set α = 0 using the same parameters as in Figure 2a, and observe spike movement
and destruction, but no formation of new spikes. In Figure 5b, we change the rightmost boundary condition for the
activator to be an inhomogeneous Dirichlet condition, so that u = u∗ at that point, where u∗ is the homogeneous
steady state solution. In this case, the boundary source is sufficient to induce a spot to form and travel along
the heterogeneity, producing a qualitatively comparable picture to Figure 2a. This provides us with a reasonable
explanation of the mechanism underlying these oscillations. The heterogeneity drives spikes in a particular direction,
spike-spike interactions destabilize an individual spike, leaving room for further traveling, and finally enough room is
left to generate a new spike pattern inducing this recurrent behavior.
We note that the movement of the spikes is always toward the minimum of H in the case of cn = 0, or its maximum
6in the case of cm = 0, which is consistent with the dynamics of a single spike reported in [13, 14]; see, for instance,
equation (2.25) of [14]. We proceed to assess the conjecture that the emergence of a new spike drives the traveling
spike farthest away from it to become unstable and subsequently annihilated, due to local spike-spike interactions
pushing one another in the same direction. This is evidenced by the observation that for significantly smaller values
of the heterogeneity (cm or cn), transient spike movement and instability are observed, but a stationary pattern is
reached where spike amplitude and wavelength variation exists throughout the domain, as in Figure 1b. Similarly, if
the localized heterogeneity does not span a large enough part of the domain (setting G = 18 in Figure 3 for instance),
then the spikes will reach stationary values on either side of the boundary, but will not interact across it. Finally, we
also mention that the basal production of activator, via the parameter α, plays an important role in this behavior. If
α is sufficiently small, a new spike will not form in the region left behind from the traveling spikes, as seen in Figure
1a.
III. BIFURCATIONS OF LIMIT CYCLES AND NON-UNIFORM EQUILIBRIA
We now consider the feeding-rate α, representing basal production of the activator, in relation to the spatiotemporal
oscillations demonstrated above. In Figure 6a-b we plot solutions to (1) in a smaller domain for decreasing values
of α. As before, we observe spike formation, movement, and destruction of the interior spikes. As α is decreased,
there is an increased period between the formation of a new spike, and the destabilization of the previous one. For
α < 0.34886, a second interior spike does not form and the first remains stationary indefinitely (as in Figure 5a). In
Figure 6c, we plot several numerically computed values of the period of the oscillations, denoted by P , and fit these
to a power law which diverges to infinity at a critical value, α∗, so that P ∝ |α − α∗|−0.0945. We have numerically
estimated that α∗ ≈ 0.348861 where the periodic solution disappears (i.e. we do not observe it for any smaller value
of α). We note that our numerically computed value of α∗ changes marginally if different spatial discretizations are
used, but for a given number of finite elements, we observe consistent dynamics for α > α∗ and α < α∗, and refer
the reader to [39, 40] for discussion of finite approximations to infinite-dimensional bifurcation phenomena. We now
consider the stability of the steady state for smaller values of α in order to get a sense of this phenomenon from both
sides of this infinite-period bifurcation.
To explore the behavior of equilibria in this system, we discretize Equations (1) using second-order finite differences
with 103 grid points, and consider this large (but finite-dimensional) dynamical system parameterized by α. We first
solve Equations (1), using the same parameters as in Figure 6, for α = 0.348 until the solution is approximately at a
steady state. We then solve the time-independent algebraic system to accurately approximate the steady state using
the Matlab function ‘fsolve’ with a function tolerance of 10−14. We iteratively increase the value of α in steps of
∆α = 10−6 and solve for the steady state at each step, using the previous steady state solution as an initial guess
to the algebraic solver. We track the eigenvalues of the Jacobian of the system as α is varied. This procedure is
commonly known as natural parameter continuation [41]. The values of the steady state and the eigenvalues of the
Jacobian appear to change continuously as α is varied, so we are confident the steady state remains on the same
solution branch as we continue the solution in α. Note that the discretization used here for continuation purposes
differs with the finite element solver used throughout the rest of the paper, namely using finite differences and fewer
discrete points. This leads to small differences in the critical value of α∗ corresponding to the divergence of the
period of the oscillation, and the value at which the steady state undergoes a bifurcation. However, these are always
extremely close in all cases we investigated.
For α ≤ 0.349, the numerically continued solution is locally stable (all eigenvalues of the Jacobian have negative
real part). At α ≈ 0.3494848, one eigenvalue of the Jacobian approaches 0 along the real axis, whereas the others are
bounded away from the imaginary axis. Numerically the largest eigenvalue of the Jacobian evaluated at this steady
state is λ1 ≈ −10−7, and the next is λ2 ≈ −2×10−2. For smaller values of α, we use a deflation technique [42] to find
another nearby steady state coexisting with the stable one. We determine that this other steady state is unstable.
For larger values of α, we do not detect any nearby steady state solutions, suggesting that these steady states have hit
an annihilation point. As only one eigenvalue approaches the imaginary axis with no imaginary part, this equilibrium
does not undergo a Hopf bifurcation in this spatially discretized system; nevertheless, after the bifurcation point,
the only observed trajectory is the spatiotemporal oscillation observed previously. These results provide numerical
evidence for a saddle-node bifurcation occurring as α is increased.
We also consider varying α when the heterogeneity is only present in the inhibitor of the Gierer-Meinhardt system.
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FIG. 6: Space-time plots of the activator u from solutions to Equations (1) in (a)-(b), and a logarithmic plot of the period of
the oscillations P against α in (c) for a power law fit with α∗ ≈ 0.348861. For all simulations we used r = 1, d = 100, Lx = 50,
µ = 1, ν = 4, cm = 4, cn = 0, and in (a) α = 0.5, and (b) α = 0.3488615. In all cases, homogeneous Neumann boundary
conditions are used (Color Figures available online).
We again demonstrate a divergence of the period of the oscillation in Figure 7, although the exponent of the power
law (as well as the location of the critical value of α) are different in this case compared to in Figure 6. In this case
we estimate a critical value of α∗ ≈ 2.8282965. Performing the same continuation steps as in the previous case, we
numerically predict a saddle-node bifurcation which occurs around α ≈ 2.8267451, where again we note the difference
in the discretization schemes. As before, the largest eigenvalues are all negative and real, and the largest approaches
zero much more quickly than the next-largest, with λ1 ≈ −5× 10−6 and λ2 ≈ −3× 10−2 at this value of α.
Similarly, we can consider the Schnakenberg equations in the form,
∂u
∂t
= α− u+ u2v + cm x
Lx
u+∇2u, ∂v
∂t
= β − u2v + d∇2v, (2)
with all parameters positive (α again representing the feed rate of the activator, and β that of the inhibitor). Here we
only consider one (linear) heterogeneity in the activator, but analogous behavior with heterogeneity in the inhibitor
equation can be demonstrated.
We plot space-time solutions and the divergence of the period as α changes in Figure 8. We estimate an exponent for
the power law, with a critical value of α∗ ≈ 1.13025. We note that here the spatiotemporal behavior exists for α < α∗,
and disappears at this critical value in the opposite way from the two examples given in the case of Gierer-Meinhardt
kinetics. Using numerical continuation as in the previous cases, we numerically predict a saddle-node bifurcation
which occurs around α ≈ 1.13432, where again we note the difference in the discretization schemes. As before, the
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FIG. 7: A logarithmic plot of the period of the oscillations P against |α − α∗| corresponding to solutions of (1) with α∗ ≈
2.8282965. For all simulations we used r = 1, d = 200, Lx = 35, µ = 1.5, ν = 10, cm = 0, and cn = 35 with homogeneous
Neumann boundary conditions (Color Figures available online).
largest eigenvalues are all negative and real, and the largest approaches zero much more quickly than the next-largest,
with λ1 ≈ −9× 10−6 and λ2 ≈ −9× 10−3 at this value of α.
The oscillation period data shown in Figures 6-8 are not reasonably fit with a logarithm of |α− α∗|, whereas they
are all well-approximated by power laws, although with different exponents. Firstly, this suggests that this bifurcation
is not a universal phenomenon, in the sense of critical phenomena in statistical physics, and secondly that it is not
predicted to fit the profile of the two commonly-known codimension-1 bifurcations of limit cycles with periods tending
to infinity. Specifically, a homoclinic bifurcation of a limit cycle would give the period P near the bifurcation point
α∗ the form P ∝ |α − α∗|− 12 , whereas a Blue Sky Catastrophe would diverge logarithmically as P ∝ − ln(|α − α∗|)
[43].
The critical value of α∗ where the period of the oscillations was predicted to diverge differs slightly from the value
of α where the non-uniform equilibrium undergoes a saddle-node bifurcation, but this difference is very likely due to
the spatial discretizations used, and these bifurcations appear to occur at approximately the same value of α (the
relative difference between these values is less than 0.4% in each case). To confirm this, we integrated the same
discretization used in the continuation results to show that the value of the saddle-node bifurcation has the same
qualitative properties as α∗; that is, on one side of this bifurcation point, solutions tend to the non-uniform steady
state which we used in the numerical continuation; on the other side, solutions exhibit this oscillatory behavior. This
is a peculiar result, as a saddle-node bifurcation is a purely local phenomenon and does not generate a limit cycle.
Similarly, a limit cycle of infinite period is only known to come into existence via a codimension-1 bifurcation in the
ways described above, all of which involve global structures in the phase space in addition to the local saddle-node
bifurcation.
IV. INADEQUACY OF SHADOW LIMIT ASYMPTOTICS
We now demonstrate the use of analytical tools from the literature to gain further insight into our numerical
observations. We review and apply asymptotic movement of spike solutions in the Gierer-Meinhardt system due to
spatial heterogeneity. Our objective is to demonstrate that these approaches, as they currently exist in the literature,
are insufficient to explain the spatiotemporal oscillations.
In order to take advantage of the asymptotic analysis and its insight on spike localisation and movement, we
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FIG. 8: Space-time plots of the activator u from solutions to Equations (2) in (a)-(b), and a plot of the period of the oscillations
P against |α−α∗| in (c). For all simulations we used d = 104, Lx = 100, cm = 0.8, β = 6, and in (a) α = 1, and (b) α = 1.125.
In all cases homogeneous Dirichlet boundary conditions are used (Color Figures available online).
transform the GM equations (1) into the form,
∂a
∂t˜
= ǫ2∇2a+ a
2
h
−

1 + c˜mH
(
ξ + 1
2
)
︸ ︷︷ ︸
V (ξ)

 a+ ǫ
rα
µ
,
∂h
∂t˜
= D∇2h+ ǫ−1a2 −
(
ν˜ + c˜nH
(
ξ + 1
2
))
︸ ︷︷ ︸
U(ξ)
h, (3)
where we have rescaled with t = t˜/µ, ξ = (2x/Lx − 1) ∈ (−1, 1), a = ǫu, h = vǫµ/r, ν˜ = ν/µ, c˜m = cm/µ, c˜n = cn/µ,
D = ǫ2d, ǫ = 2/(Lx
√
µ).
We follow the one-spike asymptotic calculations from [14] to derive a differential equation determining the location
ξ0(t) of the center of the one-spike solution. First, we calculate the inner solution (near the spike) and hence we
introduce new variables y = ǫ−1(ξ − ξ0(τ)), τ = ǫ2t˜ and expand the functions h and a in an asymptotic series
h(y) = h0(y) + ǫh1(y) + . . . , a(y) = a0(y) + ǫa1(y) + . . . ,
for ǫ ≪ 1. We consider the time τ as a parameter and denote the spatial derivative with prime ()′ = d/dy.. The
position ξ0(τ) is chosen, without loss of generality, to satisfy a
′(0) = 0. Collecting the leading order (O(1)) terms we
obtain
a′′0 − (1 + V (ξ0))a0 +
a20
h0
= 0,
h′′0 = 0.
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To be able to match the outer solution, h0 cannot become unbounded as y → ±∞ and hence we have h0 = K(τ).
Using this we simplify the equation for a0 by rescaling with K and obtain
a0(y) = K(τ)
3
2
(1 + V (ξ0))sech
2
(√
1 + V (ξ0)y/2
)
≡ K(τ)uc(y),
where uc(y) depends implicitly on τ , and is the unique solution to the differential equation,
u′′c − (1 + V (ξ0))uc + u2c = 0, (4)
satisfying u′c(0) = 0, uc(0) > 0 and which decays as y → ±∞.
Instead of finding the leading order contribution to the outer solution, we inspect the next order, O(ǫ), inner
solution. The reason for this is that this set of differential equations has a solution only if a solvability condition
is satisfied. In particular, the Fredholm Alternative Theorem states that if an operator L is self-adjoint and the
homogeneous problem L[uH ] = 0 has a nontrivial solution uH , then Lu = F has solutions if and only if 〈F, uH〉 = 0,
where 〈·, ·〉 denotes the inner product with respect to which the operator L is self-adjoint.
The differential equations for a1, h1 are
a′′1 − (1 + V (ξ0))a1 + 2
a0
h0
a1 =
a20
h20
h1 − dξ0
dτ
a′0 + yV
′(ξ0)a0 − rα
µ
,
Dh′′1 = −a20.
As with a0 we rescale by letting a1 = K(τ)u1, where u1 satisfies,
L(u1) ≡ u′′1 − (1 + V (ξ0))u1 + 2ucu1 =
u2c
K(τ)
h1 − dξ0
dτ
u′c + yV
′(ξ0)uc − rα
K(τ)µ
, (5)
By differentiating equation (4), one can check that L[u′c] = (L[uc])′ = 0 and hence we have a nonzero solution to the
homogeneous problem. Therefore, the first subleading order equation has a solution only if the right-hand side of (5)
is orthogonal to u′c, i.e., 〈
u2c
K
h1 + yV
′(ξ0)uc − rα
K(τ)µ
, u′c
〉
=
dξ0
dτ
〈u′c, u′c〉,
which is Equation (2.7) in [14], except for the α term. However, as uc vanishes at ±∞ we observe that this additional
term does not contribute to the solvability condition nor has it altered the spike profile to leading order. Finally, in
the outer region, the concentration of a is exponentially small and hence the outer problem can be considered as only
a problem for h0 yielding a relation for the yet undetermined function K. Therefore, the dynamics of a single spike
(the pinning evolution) remains unaffected by the α term according to the prediction of the asymptotic calculations
and so the results found in [14] apply for any value of α such that spike solutions exist.
We now compare the asymptotics and numerics with an α that does not lead to spatiotemporal oscillations. For
simplicity, consider the inhibitor kinetics without any heterogeneity, cn = 0. Then the spike center, x0 ∈ (−1, 1),
follows the asymptotic relation given in Eq (2.19) from [14] for arbitrary D, which is given by
dx0
dt
= −ǫ2
√
ν/D
(
tanh
[√
ν/D(1 + x0)
]
− tanh
[√
ν/D(1− x0)
])
− 5ǫ
2
2
cmH
′(x0)
1 + cmH(x0)
, (6)
which is also numerically validated in [13, 14]. We compare this solution with our numerical solutions in Figure 9,
and note that these solutions agree reasonably well with an isolated spot (Figure 9a), and a spike with one ‘boundary’
spike (Figure 9b), as long as α = 0 so that no additional spikes spontaneously form. For α = 0.9, the interaction of the
spike solutions causes a disagreement with the analytics, but the overall speed is still reasonably well-approximated
(Figure 9c). Finally, for a slightly larger value of the feed rate, α = 0.95, we observe the spatiotemporal oscillation in
Figure 9d.
The important part to note in Figure 9 is that while the speed of spike solutions matches the asymptotics, a slight
change of the subleading parameter α from the value α = 0.9 to 0.95 does not yield any change in the asymptotic
predictions. However, this change ultimately destabilizes the spike and generates the spatiotemporal oscillations
described in the preceding Sections.
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FIG. 9: Comparison of the analytical prediction and the numerical solution of (1) in a stationary parameter regime, where the
analytical solution of x0 is plotted as a red line. We take Lx = 32, d = 55, r = 1, µ = 1.6, cm = 4.3, ν = 3, cn = 0, and α = 0
in (a)-(b), α = 0.9 in (c), and α = 0.95 in (d). In all cases Neumann conditions are used. In (a) and (d), generic random initial
data are taken, whereas in (b) and (c) initial data are used, with the latter requiring α = 0 in order to selectively generate the
spike. Note that one cannot map [0, Lx] directly to [−1, 1] as the latter corresponds to the wavelength of the spike, so we have
rescaled the asymptotic solution to agree with our numerical results as t→∞ (Color Figures available online).
V. INTERACTING HETEROGENEITIES AND EXCITABILITY
In this section, we analyse two additional aspects of this time-periodic phenomenon. We consider equations (1)
for nonzero values of both cm and cn, with a linear heterogeneity H(x) = x, and show how varying both of these
parameters leads to regions with and without oscillatory solutions. Near the boundary of this instability, before
the saddle-node bifurcation described in Section III destabilizes the non-uniform steady state, we also explore how
sensitive this steady state is to perturbations. We use COMSOL as described in Section II using 103 finite elements
to facilitate many simulations of equations (1).
We first construct a bifurcation diagram depicting regions of non-stationary behavior, using parameters similar to
Figure 6. To classify solution behaviors, we simulate equations (1) for T = 2× 104 units of time, and then extract the
last 1/3 of the values of the activator u (using a time resolution of unity) at the midpoint of the domain, x = Lx/2.
We then compute the coefficient of variation (standard deviation divided by the mean) of the time series given by
u(Lx/2, t) for t being the sequence of time points described above. We plot the result in Figure 10. We note that other
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FIG. 10: Bifurcation plot of the coefficient of variation of u(Lx/2, t) for t in the last 1/3 of the simulation time, as cm and cn
vary. We take cn = 0, 2, 4, . . . , 40 and cm = 0, 0.1, 0.2, . . . , 2. We used Lx = 100, d = 100, r = 1, µ = 1, ν = 4, and α = 0.5.
The color scheme corresponds to the standard deviation of the value of u divided by its mean (in time). All nonzero values are
oscillatory, with larger values indicating more variation in the time series of u(Lx/2, t). In all cases Neumann conditions are
used. (Color Figures available online).
alternatives (such as comparing maxima and minima of this data) give qualitatively the same diagram. This particular
metric gives a notion of the overall variation in the time series of u(Lx/2, t), which should correlate with both the
amplitude and frequency of oscillations. More importantly, it clearly divides the parameter space into oscillatory and
stationary regions.
For small values of cn and cm, solutions reach stationary steady states. As each of these is increased, we observe
the oscillatory behavior described in the preceding sections. We see that the regions where this instability occurs are
apparently disconnected, and non-convex. For instance, fixing cm = 0.8, we see that cn = 0 is oscillatory, cn = 4 is
stationary, cn = 30 is oscillatory, and cn = 40 is again stationary. We confirm these simulations, as well as solution
behavior along the boundaries of the instability regions (including the ‘islands’ around cm = 0.7 and cn = 24), by
running these simulations using finer meshes and performing convergence checks. Figure 10 demonstrates a wide
range of complexity to the parameter space, but for brevity we leave a systematic parameter-dependent study to
future work.
We now consider the sensitivity of the system to perturbations near the bifurcation. Specifically, we consider the
non-uniform steady state which was numerically shown to be stable in Section III (for equations (1) with cn = 0)
for α = 0.348, where the steady state is stable to small perturbations. We now perturb this steady state by adding
normally distributed noise with zero mean and standard deviation σ across each spatial finite element; by linearity of
a normal random variable, as σ is increased, the likelihood of a large perturbation increases. We then simulate the
system forward in time, and for some values of the noise level σ observe the interior spike become unstable, and a
new spike appear to take its place. This new spike travels from the right side of the domain to the left, as in Figure
9c.
We note that u(Lx/2, t) ≈ 0 for the stable steady state. To detect the destabilization of this spike, we compute
100 realizations for varying values of σ, and count those which satisfy maxt(u(Lx/2, t)) > 1, which indicates a spike
moving across the midpoint, as in Figure 9c. We plot the percentage of such realizations across σ in Figure 11. We
note that for σ ≤ 0.1, none of the realizations satisfied the above condition, while for σ ≥ 0.55, a vast majority of them
did. We interpret the destabilization of a spike, and the subsequent movement of a new spike, as a large excursion
in phase space from the steady state. This suggests that near the instability leading to spatiotemporal oscillations,
the solutions can undergo large excursions depending on initial perturbations, indicative of an excitable system. Such
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FIG. 11: Percentage of simulations which show destabilization of the non-uniform steady state as a function of the noise intensity
of the perturbation, σ. We take σ = 0, 0.05, 0.1, . . . 0.6, and use the same parameters as in Figure 6, except set α = 0.348. Each
value of σ was simulated for 100 different realizations, and a solution was deemed to be destabilized if maxt(u(Lx/2, t)) > 1,
indicating spike movement across the midpoint, as in Figure 9c (Color Figures available online).
excitability has been shown in a variety of physical systems, sometimes implicating large structures in the phase space
such as in saddle-node-homoclinic bifurcations [44].
VI. DISCUSSION
We have demonstrated a complex spatiotemporal behavior induced in reaction-diffusion systems due to spatial
heterogeneity. We have shown that this phenomenon appears robustly across a variety of reaction kinetics, and that
while details of the system such as boundary conditions and forms of heterogeneity influence this behavior, it occurs
for many specific instances of these systems. We also illustrate the importance of the ‘open’ nature of the systems we
have investigated, whereby morphogens are fed exogenously into the system. This external production plays a crucial
role in the bifurcation between stationary and oscillating solutions, and has been implicated in terms of robustness in
patterning mechanisms in related models [45–47].
We used numerical simulations to determine the core properties of this phenomenon in Gierer-Meinhardt and
Schnakenberg systems. We showed that for ‘small’ spatial heterogeneity and exogenous production, spike solutions
form as is typical for large values of diffusion ratios, and these travel along the heterogeneity to reach a stable non-
uniform configuration. Outside of these parameter regimes, however, we observe that this non-uniform steady state
is no longer the globally attractive long-time behavior, and instead the movement of spikes across the domain leads
to the destabilization of one spike, and the formation of a new one, together leading to a periodic traveling motion
punctuated by destruction and creation of spikes.
We have shown that for a critical value of the basal production of activator in each system, the period of the
oscillation diverges to infinity, and matches a power-law, although with non-universal exponents if the reaction kinetics
are changed. This lack of universality suggests that the disappearance of the oscillatory behavior is not due to
a canonical codimension-1 bifurcation, such as a bifurcation of a limit cycle with a homoclinic orbit or a Blue Sky
Catastrophe. Additionally, the homogeneous steady state is Turing unstable, and local spike solutions are numerically
predicted to disappear in saddle-node bifurcations as the oscillatory parameter regime is approached. As these are
the only stable steady states in any nearby region of the parameter space, we conjecture that the oscillatory behavior
is not generated from a local bifurcation of an equilibrium solution, but has a more complicated global dynamical
origin. The non-canonical divergence of the period of this oscillation is also worthy of further investigation.
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We explored the use of asymptotic methods for spike pinning present in the literature. These are able to capture
the velocity of isolated spikes accurately, but are unable to elucidate any mechanism regarding the instability leading
to the spatiotemporal behavior. We conjecture that it is the spike-spike interactions discussed in the numerical
simulations that induce the punctuated spike destruction, driving the temporal dynamics. However, such non-local
interactions require the consideration of exponentially small terms in non-stationary situations. This is beyond the
current, though rapidly growing literature analyzing stability of multiple-spike solutions. We note that this literature
includes spatially heterogeneous precursor gradients in Gierer-Meinhardt [15, 16, 48], as well as multi-spike solutions
in Gray-Scott [49] and Schnakenberg [50].
Additionally, the continuation of stationary spike solutions reported in Section III suggests that these stability
results will not give any insight into the spatiotemporal oscillations, as the spike solutions disappeared in a saddle-
node bifurcation, which is not known to generate oscillatory dynamics (much less a limit cycle of divergent period).
Hence, a more detailed analysis of global bifurcations in these models is needed. Such an analysis must account for
both sources, such as the exogenous activator production α in (1), as well as spatial heterogeneity. We also note that
the parameter space of these systems is complicated (Figure 10), suggesting that heterogeneity in different parts of a
reaction-diffusion system have qualitatively different effects on observed dynamics. The behavior of spike solutions to
noise near this bifurcation, shown in Section V, suggests the possibility of complex structure in the phase space, such
as saddle-node and homoclinic bifurcations [44]. We leave further investigation of such possibilities as future work.
Finally, we remark that simulations of these systems in two spatial dimensions are typically more prone to this
oscillatory behavior (e.g. we conjecture that the parameter space which is oscillatory is larger in two spatial dimensions,
for suitable domain sizes and boundary conditions). This is likely due to a larger variety of stable configurations, and
hence a more complicated phase space; see [16] for some discussion of the multistability of equilibrium solutions.
The ubiquity and robustness of these traveling patterns, as well as the difficulty in analyzing them, opens up many
possibilities for further mathematical analysis to deepen our understanding of stability of far-from equilibrium dynam-
ics of reaction-diffusion systems. This phenomenon also calls into question the use of Turing patterning mechanisms
in realistic heterogeneous settings. As a small spatial heterogeneity, such as in Figure 4b, is able to prevent the
emergence of a stable patterned solution, this shows that the Turing mechanism may be subject to further sensitivity
preventing robust patterning. We view this development as a call to more clearly understand some of the structural
and thermodynamic properties of reaction diffusion systems, and how realistic heterogeneities and exogenous inputs
can lead to fundamentally different dynamical phenomena.
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