We proposed a multiple relay selection protocol for decentralized wireless networks. The proposed relays selection protocol aims to address three issues: (1) selecting relays within the coverage area of the source and destination to ensure that the relays are positioned one hop away from the destination, (2) ensuring that the best node (best relays with less distance and attenuation from the destination) access the channel first, and (3) ensuring that the proposed relays selection is collision-free. Our analysis also considers three important characteristics of decentralized wireless networks that are directly affected by cooperation: delay, connectivity, and throughput. The main goal of this paper is to demonstrate that improving connectivity and increasing number of relays reduce the throughput of cooperative decentralized wireless networks; consequently, a trade-off equation has been derived.
Introduction
Despite the advantages of multiple antennas, it is not practical to use multiple antennas for a mobile set becaue of the size and costs of handsets of decentralized wireless networks (ad hoc) or cellular networks. A solution to this problem is the cooperative communication systems (CC), in which the source sets multiple antennas virtually; for example, the source broadcasts the data to the neighbor nodes (relays) and to the destination, and then the relays retransmit the received data to the destination, and the destination combines all received data from the source and relays.
Two categories of cooperation have been considered in the literature: multihop cooperation protocol (MCP) [1] and load distributed cooperation protocol (LDCP) [2] [3] [4] . In MCP, the source identifies the nodes near to itself and near to the destination. These nodes are also called relays. When the source locates such relays, it transmits data to the relays, and the relays retransmit the data to the destination. The purpose of relays in MCP is to avoid the signal attenuation associated with direct transmission, that is, source destination transmission. A code distribution protocol is an approach of LDCP, by which the source divides the redundant bits into two parts instead of transmitting the full redundant bits to the destination; the first part is transmitted by the source to the destination and relays, and the second part is transmitted by the relays to the destination. The key difference between MCP and LDCP is that in MCP the destination receives data transmitted by the source merely, while in LDCP the destination receives data from the source and relays. In fact, the LDCP is associated with a longer delay than MCP, consequently, decreased throughput; however, LDCP is associated with high diversity gain compared to MCP. In this paper, we have considered code distribution protocol as an example of LDCP.
The advantages of LDCP include the improved detection capability at the receiver, connectivity, and reduced bit error rate, while its disadvantages include delay, synchronization difficulties, and reduced rate. LDCP enhances connectivity by improving the received signal-to-noise ratio through the combination of the received data from the source and multiple relays via maximal ratio combining (MRC). Such a combination increases the size of the coverage area of the source and it also increases the prohibited area size (more nodes share single time slots); on the other hand, the delay increased because the data were forwarded to relays, and relays forward the received data to the destination. Therefore, the throughput is sacrificed because of the delay and connectivity enhancement.
CC in decentralized wireless networks (DWN) or infrastructure less networks requires redesign in their protocols or planning new protocols to use CC efficiently. One of the efficient protocols that can improve the LDCP is the relay selection because if LDCP was employed and node was selected randomly, the communication system would become worse compared to system that does not use LDCP. Hence, an optimal relays selection is required. Optimal relays selection has been studied recently in [5] [6] [7] , and delays in CC have been studied in [8, 9] . In the DWN, the LDCP has a negative effect on throughput because of delays and connectivity enhancement. Meanwhile, delay and throughput trade-off have been studied in [10] , and the trade-off between throughput and connectivity has been studied in [11] . Most of the previous works on LDCP which are based on the backoff time function to select best relay did not address several issues [9, 12] : (1) how to reduce the delay to enhance the throughput but neglect the connectivity effect; (2) protocols are based on single relay selection; (3) only relays within the source and destination coverage area are considered; (4) network coding can be used to enhance the throughput which burdens the destination to separate received frames.
To address the above missing issues such as the best relays selection, delay, connectivity, and throughput all together, we propose a cooperative medium access (CMAC) protocol based on slight changes in CSMA/CA with RTS/CTS packets. The contributions of this work are summarized as follows: (1) we propose a backoff time function (BTF) in which the best relays have a smaller backoff time and bad relays have a larger backoff time; (2) we propose a CMAC protocol that reduces delay, prevents extra negotiation via RTS/CTS packets, and is collision free; (3) our proposed protocol employs multiple relay selection; (4) we analysed the connectivity when LDCP is employed in terms of the linking probability and node degree; (5) we inspected the throughput when LDCP is employed. We also demonstrated that throughput decreases by increasing the delay and enhancing the connectivity; consequently a trade-off is provided. This point is the main goal of this paper.
The rest of the paper is outlined as follows: we explained in detail the proposed cooperative MAC protocol, including basics of the code distribution protocol, BTF, and relay contention collision-free in Section 2. In Section 3, proposed cooperative medium access delay is analysed. In Section 4, we analysed connectivity of the LDCP by considering linking probability and node degree. In Section 5, we analysed the effect of increased delays and enhanced connectivity on throughput and a trade-off conclusion is drawn. In Section 6 the performance results are discussed. Finally, Conclusions are drawn in Section 7 and future work is stated.
Proposed Cooperative MAC Protocol
In this paper, the function of a CMAC is to choose the best relays with good channel parameters to the destination only. However, source to relays channel wasn't considered in our analysis because the relays that decode the retrieved frames correctly can participate in cooperation. Otherwise they stay silent. In this paper, we propose a CMAC protocol that is based on slight changes to the IEEE802.11 distributed coordination function (DCF) with CSMA/CA with RTS/CTS packets [13, 15] and address several potential problems associated with cooperation as listed below.
(1) Relay node location or relay region (RR) selection, see Figure 1 : it is important to select relays with direct transmission to a destination rather than relays that are two hops away from the destination. Simply, we select only relays that fall within the RR of the transmission ranges of both the source and destination. Selecting relays one hop from the destination can prevent extra delays caused by multiple hops (two or more); that is, if the time required to transmit data from over single-hop relay is , then the time required to transmit the data over two-hop relay is 2 .
(2) Channel access schemes: in DWN, controlling access of relays is significant. Two issues are important to propose a good channel access scheme: (a) the relays must be selected rapidly to prevent delay; (b) the relays with the best channel quality to the destination must access the channel first before relays of inferior quality to ensure superior performance.
(3) Collision-free: LDCP inherently increases the delay in the DWN; thus, we must redesign the MAC protocol to prevent collisions between relays in order to reduce the delay.
Channel and Signal-to-Noise Ratio Formulation.
In this paper, we consider distributed convolutional code protocol (DCCP) as an approach of code distribution protocol; the DCCP is similar to the protocol in [16] with a simple modification to be applicable for DWN. This modification prevents the source from transmitting in MAC mode to the destination in order to reduce the delay in CC. In what follows, we indicate the source, th relay, and destination nodes by , , and , respectively, as well as indicating the direct transmission mode (i.e., noncooperative mode) and cooperative communication mode by DTM and CTM, respectively. DCCP works in two modes: broadcasting (BC) mode followed by medium access control (MAC) mode. In the BC mode, broadcasts the first frame (FF) with half redundant bits to and . Therefore, the received signals at and at are given as
where and are the coding rate and power transmitted in the BC mode, respectively; and are the distances from and to destination, respectively; is the path loss exponent that varies from 2 to 6 [17] ; and with are the modulated signal and the complex white noise with zero mean and unit variance from to and from to , respectively. In the MAC mode, if decodes the received FF correctly (the FF that was transmitted by in BC mode), then it reencodes the FF with half redundant bits named mc and it retransmits the encoded SF to the (i.e., DTM = + mc , DTM is the total redundant bits of DTM), where in the MAC mode the received signals at are given as
in which mc and mc are the coding rate and power transmitted in the MAC mode, respectively, where the total power transmitted or the DTM power is DTM = + mc ; and̂are the distance and modulated signal transmitted from to , respectively.
We analyze the DCCP systems employing coding scheme. The instantaneous signal-to-noise ratio ( ) for DTM is given as
where DTM and DTM are coding rate and the hamming distance in DTM, respectively. The hamming distance is measure of the error correction capability of the code; that is, if is high, the capability of correction is high at destination; otherwise it is low. In our analysis, we are interested in coding gain which is equal to the multiplication of the hamming distance by code rate, that is, DTM DTM . However, when the cooperation is employed, the instantaneous of BC mode at is given as
in which and are coding rate and the hamming distance in BC mode, respectively. In the sequel, the instantaneous of MAC mode at is given as
where mc and mc are coding rate and the hamming distance between received and transmitted signal of the MAC mode, respectively, where DTM = + mc and DTM = (
. Therefore, the total received at is given as
Relays Location Selection.
To prevent relays that are two hops away from the destination to participate in the cooperation, we must select the RR, so that only nodes within the RR can participate in the cooperation. In fact, relays positioned two hops away from destination can increase the delay. The proposed protocol is based on CSMA/CA with RTS/CTS packets; in this protocol, when the source has frame to transmit to the destination, if the medium is ideal for the DIFS (DCF interframe space) time, the source transmits a packet Request-To-Send (RTS) to the destination. If the destination is not busy and receives the RTS correctly, it waits for the short interframe space (SIFS) time and transmits back the Clear-To-Send packets (CTS) to the source. Therefore the RR is selected as follows: after received the RTS packet, nodes within the source range set timer equal to 2SIFS; during the 2SIFS time, the destination transmits CTS packet. The nodes within the range that hear CTS can participate in cooperation; otherwise, nodes that do not receive a CTS packet do not participate in the cooperation. As shown in Figure 2 , only nodes within the RR can receive RTS/CTS packets, identifying them as one hop away from the destination. It is clear that relays selection procedures are done before the source transmission that we call a proactive selection protocol. based on BTF to ensure that the best relays access the channel first. Therefore, the BTF is derived as follows: after successful handshaking, in which RTS/CTS packets are received correctly, the source broadcasts the FF with coding rate to all nodes within the relayed region. At the relays only correctly received FFs are reencoded with coding rate mc . After encoding frames with mc , contention is initiated. In order to ensure that only the relays with the best channel quality toward to the destination access the channel first, we proposed BTF that decreases according to distance and received power quality from the relays to destination. In fact, the reasons behind the BTF were (1) to prevent the relays from using the RTS/CTS packets to access the channel, where the RTS/CTS packets cause extra delay and throughput reduction and (2) to make best relays access the channel first and fast. The BTF mathematically can be expressed as
Backoff Time Evaluation of the Best
where is the BTF calculated in each relay within RR; = 1, 2, . . . , , where is the number of relays, RCW is the relay contention windows, , is the instantaneous normalized distance between relay and the destination, Thr is a normalized threshold distance between and , Thre is the threshold of the received signal power, and rec, = ( , )
− is the received signal power at relays from the destination which is represented by the large scale fading (attenuation). The relays can estimate the received power and distance to destination through the received CTS packet [12] .
The backoff time decreases according to the distance and attenuation toward ; for example, if RCW = 10 × (SIFS = 10 s), Thr = 1, 1, = 0.25, 2, = 0.9, Thr = 1, and Rec,1 = 0.0625 and Rec,2 = 0.81 with = 3, we calculate 1 = 116 s and 2 = 469 s. Hence, the relay node with 1 has less backoff time to access the channel compared to 2 . In fact, the BTF depends on the three variables: the distances from to indicated as , received signal power at relays indicated as rec, , and relay contention windows indicated as RCW.
and rec, depend on the location of the relays from the destination and on the path loss exponents , respectively; however, RCW is modifiable. The BTF is directly proportional to the RCW size; there is a question that needs to be answered, what is the suitable RCW size? First of all, let us explain the differences between small and large RCW as follows.
(1) If we set RCW to a small value, that is, 100 s, and if two relays have slight differences in distance to the destination, that is, Let us define the time gap parameter as = − ( +1) , which is the difference between two BTFs. And it is clear that if the is very small meaning that RCW is also very small, the collision may occur if two relays have approximately same distances toward the destination (not equal) due to propagation and control packet time; and if the is large since RCW is large, the collision may not occur even when two relays have approximately the same distances toward destination.
is directly proportional to RCW size; hence, the suitable size can draw the suitable RCW size. Therefore, is given as
where is the first expired BTF, +1 is the subsequent expired BTF, Pro is propagation delay, and is the time due to the control packet transmission; it is explained in the next section, and its value equals 114 s. Therefore, we must set RCW to maintain the time gap given (8); in other words, if two relays with a slight difference in distances from the destination and we use a small RCW, relays will have a slight difference in their BTF; in such case collision may occur because of the propagation delay and control packet time, see Figures 3(b) and 3(c) . However, if RCW is set to a large value, the BTF is large, and the selection may take place on the far relays which make BTF larger; in such case unnecessary delay happens and consequently throughput is reduced. Therefore, choosing RCW size is required to the trade-off between collision occurrence and unnecessary delay. +1 . When more than two relays participate in the cooperation, two relays may have the same backoff time, and a collision may occur. Collisions cannot be prevented in the DWN, but we can ensure that collisions occur between control packet ( ) rather than data packets ( ) because retransmission of requires more time than , particularly when the control packet is designed with few number of bits. The difference between the time required for retransmission of data and the control packet is given as
Relays Contention and Recalculating BTF of
Retrans. of collided data
We can describe relays contention as follows: after successful handshaking, the source broadcasts the FF with half redundant bits to the destination and relays. Only nodes within the RR and that decode the received FF correctly participate in the cooperation and reencode the SF with half redundant bits mc . Before the relays start retransmitting to the destination, they calculate their BTF given in (7) according to the available channel parameters from to ; and the best relay broadcasts the . During BTF calculation two cases may arise: (1) no collision occurs between relays and packets, which refer to the fact that the BTF of each relay is different, that is, 1 < 2 < 3 < 4 < ⋅ ⋅ ⋅ < or (2) two relays have same BTF, however, if collisions occurred, which means two BTFs expired together (two relays have the same channel parameters toward destination). The best relay knows whether the collision occurred or not when it transmits to the destination and waits for SIFS: if the destination does not reply with 1 bit digit, it means a collision has occurred; otherwise, the collision did not occur. In fact, the collided relays are discarded from the cooperation. Now let us describe the recalculation of BTF for +1 as follows: Free from the occurrence of the collision +1 recalculates their BTF, by decoding the received frame and reading the BTF duration field (see Figure 3(a) ). Then, the relays reduce their backoff time by subtracting from +1 . However, we must maintain the gap between the two relays since they may have approximately equal distance to the destination that was presented previously, that is, = + . Finally, the updated BTF at +1 is given as
Cooperative Medium Access Delay
The delay is the time required for a frame to reach to the destination after its transmission from the source, while medium access delay is the time required for the successful transmission and reception after the contention. Finally, cooperative medium access delay is the successful transmission and reception of the transmitted frames from both the source and relays; the queuing delay is not included because our interest is the network delay. In this paper, we consider two situations of delay calculation: successful transmission among a source-relays-destination or collision among all control packets (because we don't have collided data).
With and Without Collision Free Cases of the Proposed
Protocol. At the beginning we consider collision-free case. If the source has data to transmit, then it senses the channel, if the channel is free, it starts backoff DIFS, then transmits the RTS to the destination. The destination waits for SIFS then transmits back the CTS packet; after RTS/CTS packets are correctly received, the source broadcasts the FF with half redundant bits. Hence, the total time required to access and broadcast the FF in CTM by the source is given as
where , RTS , and CTS are the time required to transmit the FF from the source to the destination, time required to transmit RTS packet from the source to the destination, and time required to transmit CTS packet from the destination to the source, respectively. After receiving the FF at relays, relays start calculating their BTF according to (7) ; then, the relay whose BTF expired first (winner relay denoted by 1 ) transmits the ; then the destination waits for SIFS, and it broadcasts back 1 bit digit as an acknowledgment of the received from the winner relay correctly. 1 and +1 received 1 bit digit. 1 transmits SF with half redundant bits to the destination. The time required for a transmission of the SF in the MAC mode is given as
where mc,1 is the total time required for 1 to access the channel and transmit SF; 1 is the first expired BTF given by (7); is the time required for to be transmitted from the relay to the destination; and mc, 1 is the time required to transmit SF from 1 to the destination, and the other relays in queue have BTF greater than 1 (i.e., 1 < 2 < 3 < 4 < ⋅ ⋅ ⋅ < ). For the other relays, we do not need packet; relays only need to calculate their BTF as well as to the . Therefore, the required time for the other relays in queue is given as
where the second term ( 1 − +1 ) is BTF of the next relay; we write it in such form to reduce the delay that will occur when the next relay has a BTF much larger than the first BTF; mc, +1
is time required to transmit SF from +1 to the destination, and ACK is time required for the acknowledgment packet of the whole CTM. Therefore, the total time required for the transmission of the data from the source to the destination over DCCP without collision is found by adding (11), (12) , and (13) together, and it is given as tot,nc = + mc,1 + mc, +1 .
If the collision takes place, then in the BC mode it occurs between RTS/CTS packets; therefore, the time required for transmission of the FF to the destination is given as
We assumed maximum two best relays may have collision (two BTF expired together); the collision takes place between two packets; therefore, the time required for transmission of the SF in the MAC mode is given as mc,1, = 2 1 + 2 + 2SIFS + mc, 1 .
Then, the total time required for the transmission of the data from the source to the destination over DCCP under collision assumption is given as
The indexes in (14) and (17) are no collision (nc) and collision (c), respectively.
Connectivity via Cooperation Scheme
The definition of connectivity is the measure of the robustness of links between neighbouring nodes in their vicinity; in other words, it measures the ability of nodes to be connected under specific conditions. Connectivity is an important issue in DWN because it may have isolated nodes that could lead to disconnected nodes or clusters. From a perspective, two nodes are connected (linked together) if the is greater than the threshold value; from the graph theory perspective, connectivity measures the possibility of isolated nodes (node outside their groups) or isolated clusters (isolated groups). In this paper, we consider linking probability.
Linking Probability.
Linking probability is the probability of links between two nodes under specific conditions. The linking probability has been defined in detail in [18, 19] , where the previous work considered a shadowing channel model; in this paper, the channel model is large scale fading (i.e., distance and path loss exponent). If the signal-to-noise ratio of the DTM decreases or begins to approach the threshold value, the linking probability decreases or becomes zero. For a given DTM and Thre in dB, communication between two nodes is possible when DTM ≥ Thre . In this work, we assume that ( DTM ≥ Thre ) = 1. However, the definition of the linking probability in the CTM is indicated as the probability that CTM of the cooperation is greater than or equal to DTM . Therefore, the linking probability of the CTM is given as
This yields
Then, we substitute (6) into (19), and then the linking probability of CTM is given as
Number of Neighbor Nodes.
The number of neighbor nodes is the number of nodes within the coverage area of a node and is called the node degree ( ). If the node does not have nodes within its coverage area, the node is isolated from the network. In this paper, we are interested in calculating the node degree of random nodes distribution over service area which is given as [18] 
where is the node density within a whole area and = ( / ), where is the number of nodes within the service area and is the service area size (in meters). Then, the node degree due to the CTM is given as
where DTM and CTM are node degrees of DTM and CTM, respectively. The cooperation increases the coverage area of the source (see Figure 4 ). This is due to increased detection capability of the destination which comes from MRC combining of the received signals, and this results in the increased node degree of the source. Now consider the question: Why does the increment in the node degree result in the decrement in throughput? The answer comes from the MAC protocol contention based opinion, where the coverage area shares single time slot and the nodes within the coverage area are assumed to be circularly accessing the channel; therefore, the time slot (throughput) is divided by number of the nodes within the coverage area; hence it increases the node degree leading to throughput reduction. It is also clear that, if CTM = DTM , then ( CTM > DTM ) = 0.
Throughput Analysis
For convenience and to facilitate comprehension, we considered a throughput analysis of the DWN based on an analytical model given in [20] . The throughput ( ) is given as
where CTM is the node degree of the CTM; DTM is the time required to transmit a frame to the destination over DTM which is given in (11); ,CTM = + CTM is the total time required to transmit frame over CTM, where CTM and are the time required for transmission over CTM and overhead time, respectively. In addition CTM indicate to tot, or to tot,nc , CTM is the upper bound on reliable data transmission (Shannon capacity), and (ℎ) is the expected number of hops in this work (ℎ) = 1. Note that the variables with index CTM are affected by the cooperation of the DCCP, where Shannon capacity of DCCP is given as [21] 
where DTM is the bandwidth of DTM; generally, the coding scheme reduces the bandwidth efficiency by coding rate ratio DTM = ( DTM / ), in which DTM is the number of bits out of the encoder, and is the number of input bits to the encoder, where > , and DTM is the coding rate; for example, if the coding rate is 1/4, then the bandwidth efficiency is reduced by 1/4; therefore, the bandwidth efficiency of CTM is double compared to DTM because the DCCP divides the redundant bits by 2 on the source and relays which results in higher coding rate, CTM = 1/2. The bandwidth efficiency of DCCP is given as ( /2 ) CTM = ( / ) DTM , and, as a result, CTM = 2 DTM . Finally, we can rewrite (23) as
It is clear that the throughput of the DTM may or may not improve because the relays are always repeating what was transmitted by the source and increasing node degree of the source; accordingly we can draw theorem of throughput relation to delay and connectivity.
Theorem 1.
For the proposed relays selection protocol with ≥ 1 and the DCCP employed for random nodes distribution over service area, the achievable throughput is given as
The theorem expresses the throughput for CTM, that is, it is proved that the throughput of the cooperation is inversely proportional to the delay and node degree, where ( ), ( ), and CTM ( ) are the signal-to-noise ratio, total time to transmit data from the source to destination over DTM, and node degree, respectively, where (⋅) is the big notation.
Performance and Results
In this section, we evaluate the performance of the proposed CMAC protocol via an analytical model. The evaluation is divided into three parts: the first part considers the proposed CMAC protocol from a delay perspective; the second part considers connectivity when the DCCP is employed; and finally the third part considers throughput performance as a function of increasing delay and connectivity. Figure 5 illustrates the BTF variation with distance from the relays to the destination and different RCW size. In fact, as distance from the relays to destination increases, the BTF increases as well, that is lead to deferral of the relays far away from the destination and accelerate the nearest relay to the destination to access the channel. Furthermore, we can see the BTF is less delayed compared to the conventional CSMA/CA with RTS/CTS packets. Therefore, if , = 0.5, BTF using RTS/CTS packets is 2000 s, and RCWs are 300, 500, and 750 s; accordingly, the BTF of different RCWs is 500, 800, and 1125 s, respectively; hence the achieved delay reduction by our proposed protocol compared to BTF using RTS/CTS packets is 300%, 150%, and 77.7%. It is clear that the delay reduction is less for larger RCW and high for smaller RCW. Figure 6 (a) illustrates the SF transmission from the relays to destination using the proposed BTF; in other words, MAC mode transmission time is depicted. It is clear that the transmission of the SF over proposed BTF with and without collision for = 1 has less delay compared to the conventional CSMA/CA with RTS/CTS packets. Furthermore, if the two relays participate in the cooperation, then we have too much delay compared to single relay participating in cooperation. In fact, at , = 0.5, the times required to transmit SF using our proposed protocol are 2.5 ms and 2.7 ms for = 1 and = 1 with collision, respectively, and the time required to transmit SF using RTS/CTS packets is 3 ms; as a result, the achieved delay reduction using our proposed protocol is 16.66% and 11%. We conclude that the time required to transmit SF using our proposed protocol compared to conventional RTS/CTS packets is less even when the collision occurred. Figure 6 (b) illustrate the total time required for transmission of the FF and SF over BTF using = 1 and = 2, where the delay increases if the number of relays increases. Figure 7 illustrate the incremental ratio comparison to power-to-noise ratio ( / ). The incremental ratio is the ratio between node degrees of CTM and the node degree of the DTM. As shown, based on the results, the connectivity increased using different number of relays; consequently, the incremental ratio increases as well. Increasing number of relays can increase the connectivity since signal-to-noise ratio increased at destination which can improve the detection capability and connectivity. Figure 8 illustrate a comparison of the throughput of the proposed relay selection protocol, traditional CSMA/CA with RTS/CTS packets, and number of relays. The important issues are apparent in Figure 8 . (1) If the number of the relays increases, the throughput reduces.
(2) The proposed relay selection protocol can achieve better throughput compared to traditional CSMA/CA with RTS/CTS packets.
(3) Increasing number of relay can reduce the throughput compared to single relay.
(4) The throughput of the DTM is better at high / compared to CTM.
In fact, at / = 15 dB, the throughput of DTM is larger compared to our proposed protocol because the delay and node degree increased. On the other hand, the throughput of our proposed protocol is larger for / less than 15 dB compared to DTM. In addition, the throughput of CTM reduced by ratio 1/( CTM = 12) = 0.08, while the throughput of DTM reduced by ratio 1/( DTM = 8) = 0.125. The achieved throughput of our proposed protocol is 78%, for = 1, / = 15 dB with collision-free case compared to conventional RTS/CTS packets. The evaluation parameters and setting are summarized in Table 1 .
Conclusion
In this paper, we have proposed a cooperative MAC protocol for decentralized DWN in which the proposed schemes consider the best single or multiple relays selection, delay, and collision avoidance. We also investigated a BTF; when , number of nodes 21
, service area 10000 m 2 the channel parameters between the relay and destination are bad, a longer time will be associated with the relay and vice versa. We have demonstrated that connectivity in the cooperation is improved which results in an increased node degree. Finally, we have shown that employing cooperation leads to higher delays and decreased the throughput of a DWN. In future work, we will reduce the delay by using a different frequency channel for source and relays rather than the single channel which is used by the source and relays.
