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Batch processing is a means of improving the efficiency of transaction processing systems.
Despite the maturity of this field, there is no rigorous theory that can assist in the design of
batch systems.  This thesis proposes such a theory, and shows that it is practical to use it to
automate system design.  This has important consequences; the main impediment to the wider
use of batch systems is the high cost of their development and maintenance.  The theory is
developed twice: informally, in a way that can be used by a systems analyst, and formally, as a
result of which a computer program has been developed to prove the feasibility of automated
design.
Two important concepts are identified, which can aid in the decomposition of any system:
‘separability’, and ‘independence’.  Separability is the property that allows processes to be
joined together by pipelines or similar topologies.  Independence is the property that allows
elements of a large set to be accessed and updated independently of one another.  Traditional
batch processing technology exploits independence when it uses sequential access in preference
to random access.  It is shown how the same property allows parallel access, resulting in speed
gains limited only by the number of processors.  This is a useful development that should assist
in the design of very high throughput transaction processing systems.
Systems are specified procedurally by describing an ideal system, which generates output and
updates its internal state immediately following each input event.  The derived systems have the
same external behaviour as the ideal system except that their outputs and internal states lag those
of the ideal system arbitrarily.  Indeed, their state variables may have different delays, and the
systems as whole may never be in consistent state.
A ‘state dependency graph’ is derived from a static analysis of a specification.  The reduced
graph of its strongly-connected components defines a canonical process network from which all
possible implementations of the syst m can be derived by composition.  From these it is
possible to choose the one that minimises any imposed cost function.  Although, in general,
choosing the optimum design proves to be an NP-complete problem, it is shown that heuristics
can find it quickly in practical cases.
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