Abstract-In this paper, we formulate and prove new results in the context of storage functions for lossless systems: we use these results to propose new algorithms to compute the storage function. The computation of the storage function for the lossless case is not possible using conventional algebraic Riccati equation-based algorithms, though the storage function itself is well-defined. This is because a certain "regularity condition" on the feedthrough term in the i/s/o representation of the lossless system does not hold. We formulate new results about the storage function matrix for the lossless case and use them to propose non-iterative and stable algorithms to compute the storage function directly from different representations of the given system, namely, a kernel representation, transfer function, and the i/s/o representation of the system. Across the methods, for randomly generated transfer functions, we compare: 1) the computational effort (in flops); 2) the computation time using numerical experiments; and 3) the computational error.
I. INTRODUCTION

F
OR many physical systems, the energy that can be extracted from the system is atmost the energy supplied to the system. A system like this is called a dissipative system in the literature. In [26] , a dissipative system is defined using a so-called storage function. Loosely speaking, the storage system quantifies the available amount of internally stored energy which may be recovered from the system. The central question is how to calculate the stored energy within the system at a specific moment. It is well-known that for linear systems with quadratic supply rates, the storage function is a quadratic function of the states of the system. For strictly dissipative systems this function can be calculated by solving an Algebraic Riccati Equation (ARE). But for a special class of dissipative systems, namely lossless (or energy conservative systems), this is not possible as the ARE does not exist for such systems.
Lossless systems are those where for every system trajectory, the energy that can be extracted out of the system is exactly the amount supplied to the system. In the literature, the notion of 'conservative systems' has also been linked to so-called 'path-independence' of work done along any system trajectory: see [27] , [30] . For this paper, we distinguish between "conservative" and "lossless" systems as follows. When the extracted and supplied energies are equal with respect to a general notion of power, then we use the term 'conservative', while we use 'lossless' when dealing with the specific notion of power defined by the so-called 'passivity/positive real supply rate': 2u T y, where u is the input and y is the output. Electrical circuits consisting of ideal inductors and/or capacitors have lossless behavior. Generally, lossless systems are also often a good approximation for many systems with very low resistance. A mechanical analogue for a lossless electrical system is a system consisting of only springs and masses. For example, consider the lossless system with transfer function G(s) = . This corresponds to, for example, an LC tank circuit with C = Figure 1 is defined with respect to the following definitions of power: voltage×current for the LC-tank circuit and force×velocity for the spring-mass system.
Lossless systems have been widely studied in the literature (see [25] , [28] ). LC tank circuits like the one described in Figure 1 are used for carrier frequency generation (see [10] , [18] , [19] ). Moreover, transmission lines having very low resistance are analysed as an LC ladder circuit (see [29] ). A section of a lossless 2-line transmission line (shown in Figure 2 ) resembles a two port LC network where L is the inductance per unit length and C is the capacitance per unit length of the line.
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As mentioned earlier, for dissipative systems, the solutions to the Algebraic Riccati Equation (ARE) can be interpreted as storage functions. The ARE has widespread applications in both network theory (see [1, P. 259] ) and in optimal control problems (see [2] , [15] ). For a dissipative system with a i/s/o representation of the formẋ = Ax + Bu, y = Cx + Du, the existence of the ARE depends on the nonsingularity of the term (D + D T ), which we call a "regularity condition". Lossless systems admit a storage function, but, as mentioned earlier, calculation by conventional ARE solvers is not possible as the regularity condition (nonsingularity of D + D T ) is not satisfied. On the other hand, computing the storage function by solving the corresponding Linear Matrix Equality (LME, see Proposition 1 for its definition), where no condition on the feedthrough term is required, is not practical either, for again, conventional methods like interior point methods fail in solving the LME for the lossless case due to lack of interior points to work with (for more details, see [5] ). Hence, in this paper we propose new results and numerically stable algorithms to compute the storage function for a lossless system.
Algorithms for the computation of the storage function for the lossless case involves computing the storage function either directly from a state space representation or from a transfer function representation of the system (see [1, P. 287 ] and [5] ). These algorithms involve steps which are computationally intensive. In this paper, we first obtain results which allow us to compare two different first order representations and compute the storage function for the given lossless system. Then, using these results, we propose an algorithm to compute the storage function directly from what is called a 'kernel representation' (see Definition 1). We then provide stable and numerically improved algorithms for the cases when the computation of the storage function is done starting from a transfer function or an i/s/o representation.
The paper is organized as follows. Section II summarizes the preliminaries required in the paper. In Section III we propose an algorithm to compute the storage function starting from a given kernel representation. In Section IV, we propose an algorithm for computing the storage function from a given transfer function. In Section V, we formulate algorithms that are an improvement over the dual/adjoint method proposed in [5] . Section VI contains a comparison of the algorithms proposed in the paper and in the literature, based on their computational time and numerical accuracy. Some concluding remarks are presented in Section VII. Appendices A and B contain a summary of results and proofs used in Algorithm 1. Appendix C contains numerical examples to illustrate the algorithms presented in the paper. The rest of this section is devoted to notation.
The notation used in the paper is standard. The sets R and C denote the fields of real and complex numbers respectively. The set R[s] denotes the ring of polynomials in s with real coefficients. The set R w×p [s] denotes all w × p matrices with entries from R[s]. We use • when a dimension need not be specified: for example, R w×• denotes the set of real constant matrices having w rows. The space C ∞ (R, R w ) stands for the space of all infinitely often differentiable functions from R to R w , and D(R, R w ) stands for the subspace of all compactly supported functions in C ∞ (R, R w ).
II. PRELIMINARIES
In this section we give a brief introduction to various concepts that are required to solve the problem addressed in the paper.
A. The Behavioral Approach
We begin with some essentials of the behavioral approach in control systems. A more detailed explanation can be found in [16] . 
The variable w in equation (1) is called the manifest variable and the set of linear differential behaviors with w manifest variables is denoted as L w . Equation (1) In the behavioral approach, a system is nothing but its behavior and thus the terms behavior/system are used interchangeably in this paper. We now define another important concept required in the paper: controllability of the system. Definition 2: A behavior B is said to be controllable if for every w 1 , w 2 ∈ B there exists w 3 ∈ B and τ > 0 such that
In the paper we represent the set of all controllable behaviors with w variables as L w cont . Analogous to the PBH test, a behavior B with a minimal kernel representation B = ker R( d dt ) is controllable if and only if R(λ) has constant rank for all λ ∈ C. One of the ways by which a behavior B can be represented if B is controllable is the so-called 'image representation'. For M(s) ∈ R w×• [s]:
If M(λ) has full column rank for all λ ∈ C, then the image representation is said to be an observable image representation For a behavior B ∈ L w , we define the supply rate as: Q (w) = w T w, ∈ R w×w . The supply rate is the rate of supply of energy to the system. Throughout the paper, we assume that for the given behavior B ∈ L w , w = 2m, where m is both the input and output cardinality (see Footnote 1 for a justification) of the system. Also, for behaviors B ∈ L w , we deal with supply rates induced by real symmetric constant nonsingular matrices = 0 I m I m 0 only (I m is the identity matrix of dimension m), though many of the results can be generalized for other supply rates as well. For a behavior B ∈ L w , where w = 2m and with an input/output partition as w = y u , the supply rate induced by = 0 I m I m 0 corresponds to the passivity/positive real supply rate 2u T y. Thus, a lossless system is defined as follows: 
B. The Algebraic Riccati Equation (ARE)
Consider a proper input-output partition (u, y) for a controllable dissipative behavior B ∈ L w (w = 2m), with the following minimal i/s/o representation:
where A ∈ R n×n , B, C T ∈ R n×m and D ∈ R m×m . If the system B is lossless w.r.t. the supply rate w T w, then there exists a matrix K = K T ∈ R n×n such that the following equation holds:
Here x T K x is defined as the storage function of the system B. 
Further, x T K x is the stored energy corresponding to
For systems with D + D T > 0, the Schur complement with respect to D + D T in LMI (4) provides us with the algebraic Riccati inequality:
C. Static Relations and Storage Function
In [5] , an algorithm was proposed to compute the storage function by extracting the 'static relations' existing between the state vectors of the system B and the state vectors of the -orthogonal complement of B (see [27] for definition of a -orthogonal complement). 2) There exists a matrix K ∈ R n×n such that K satisfies
where I n is the identity matrix of size n and the matrix K is unique and symmetric.
Some of the algorithms for the computation of the matrix K given in [5] require the calculation of a minimal polynomial basis 2 (MPB) twice: once for an MPB, M(s) of the matrix R(s) (equation (5)) and then an MPB for an appropriate submatrix of M(s). In this paper, we also focus on improving the algorithms given in [5] by avoiding the computation of the MPB and thus making the computation of K much faster and more accurate. Using equation (5), [−K I 0] is in the row-span of the polynomial matrix R(s). This fact is used to develop algorithms in Sections V-A and V-B to compute the storage function K ∈ R n×n for lossless systems. We next cover some results that are used to develop such algorithms.
D. The Row-Reduced-Echelon Form and LU Factorization
A matrix A ∈ R n×n is said to be in the row-reduced-echelon form if the following two conditions are satisfied: 1) If row r is zero, then all rows below r are also zero.
2) If a i, j in A is the leading 3 row-element (also called the pivot) of the i th row, then the leading row-element a i+1,k of the (i + 1) th row satisfies k > j . A matrix can be brought to a row-reduced-echelon form by premultiplication by unit lower triangular matrices, i.e. lower triangular matrices with diagonal entries equal to one [8, Ch. 3] . Due to the possibility of unacceptably large growth of entries, we pursue the LU factorization with so-called partial pivoting and we have:
where P is a permutation matrix, U is an upper triangular matrix and L is an unit lower triangular with entries | i, j | 1 (see: [8, P. 115] ).
E. Zassenhaus Sum-Intersection Algorithm for Subspace Intersection
The Zassenhaus sum-intersection algorithm is used to calculate a basis for the intersection of two subspaces. Consider two full row rank matrices S and T with S, T ∈ R •×n , the algorithm (implemented using LU factorization) for computing the intersection of the row spans of S and T (S R ∩ T R ) involves the following steps summarized into a result for easy reference:
Proposition 3: Let the row spans of S, T ∈ R •×n be denoted by S R and T R respectively. Also let the dimension of the subspace S R + T R be n 1 and the dimension of the intersection of the row spaces i.e. S R ∩ T R be n 2 , then a basis for S R ∩ T R can be computed as follows:
using matrices S and T .
2) Compute the LU factorization of W with partial pivoting.
PW = LU
3) The rows of the submatrix U (n 1 +1 : n 1 +n 2 , n +1 : 2n) form a basis for S R ∩ T R . In Section V-A, we propose an algorithm applying the Zassenhaus algorithm for the computation of the storage function. For more details about the Zassenhaus algorithm, see [14] .
F. Computation of Subspace Intersection Using QR Factorization
In this section, we describe how the basis for intersection of two subspaces can be calculated using QR factorization. We use the following proposition in order to find the basis for intersection of two subspaces. The proof is skipped since it is straightforward.
Proposition 4: Let the column spans of two matrices X, Y ∈ R m×• be denoted by X C and Y C respectively. Let X and Y be full column rank matrices and X C ∩Y C = {0}, then a basis for X C ∩ Y C can be computed using the following steps:
• Define W := X Y .
• Use QR factorization of W T to find a full column rank matrix N such 4 that N W T = 0 and rank
• Partition N T in accordance with W as N T := X Y .
• Columns of Z := XX form a basis for X C ∩ Y C . In Section V-B, we propose an algorithm which incorporates the content of this section to compute the storage function. 
is full row rank. Row-reducedness. 5 of R(s) helps in the procedure, hence we assume this without loss of generality 6 In order to compute the storage function, we compare two first order representations of the given system B, one given by Proposition 5 which is formulated directly from a given kernel representation, and the second given by Proposition 6, which contains information of the storage function of the system B. See Appendix A for Propositions 5 and 6. In the following subsection, we describe the construction and properties of certain matrices which are required for the computation of the storage function. Since these results are of independent interest, we present them here.
A. Polynomial Matrix Factorization and Input/Output Partition for Lossless Systems
We first describe steps for obtaining the polynomial matrix Y (s) in the minimal factorization of the two variable polynomial (ζ, η) =: 
Thus we have:
Now, rewriting equation (7), we obtain 
. .
is the shift-and-cut operator (see [20] ). The factorization (ζ, η) =Ỹ (ζ ) TX (η) may not 5 Let the matrix R hr ∈ R m×w be defined as the matrix whose j th row contains the highest degree coefficients of the j th row of
is a full row rank polynomial matrix, there exists a unimodular matrix
be minimal in general as there may be redundant rows iñ X (s). In our case, since R(s) is assumed to be row-reduced, redundancies of rows inX (s), if any, are only due to zero rows. The construction of a minimal factorization of (ζ, η) is given by the following lemma. Proof for the lemma follows from the steps described above.
Lemma 1: Construct X (s) fromX (s) (equation (7)) by removing its zero rows and construct Y (s) fromỸ (s) by removing the rows ofỸ (s) corresponding to the zero rows ofX (s). Then, for the two variable polynomial (ζ, η), a minimal factorization is (ζ, η) = Y T (ζ )X (η).
In order to compute the storage function, we also require an input/output partition for B; this can be determined with the help of a minimal 7 output-nulling representation of B. In Proposition 5, the output-nulling representation obtained in equation (14) is minimal if R N is full row rank, but this is not true for the general case. Hence we first describe the steps for obtaining a minimal output-nulling representation from the representation given in equation (14) . First assume R(s) has rows permuted appropriately to have row degrees
From Lemma 1, we observe that:
• The first set of zero row(s) ofX (s) are contained in the submatrix σ and so on. Hence, using a suitable permutation matrix P ∈ R m(N+1)×m(N+1) , (E, F, G) obtained in equation (13) is transformed as:
where R hr is the highest row degree coefficient matrix upto
Note that Lemma 1 and the steps described above work even if the given system B is not lossless. In the lossless case, one can use the minimal output-nulling representation in equation (9) to define a proper input/output partition for a lossless system B which is required for the computation of the storage function. Further note that the permutation matrix corresponding to an input/output partition for the lossless system B may not be unique, but some interesting properties are hold for all such permutation matrices. Since these properties are of independent interest, we formulate and prove them in the following lemma.
Lemma 2: Consider a behavior B ∈ L w cont , with w = 2m, lossless with respect to the supply rate = 0 I m I m 0 and having a minimal output-nulling representation:
where A ∈ R n×n , B, C T ∈ R n×m and D ∈ R m×w . Let the permutation matrix T w = y u , T ∈ R w×w , be such that
Proof: For proving the above lemma, we crucially use a result from [24, Lemma 14] after the following manipulation on C and D which shows that w T w = 0 for all w ∈ ker(D). 
Using the LME (equation (4) 
B. Computation of the Storage Function
We focus on the computation of the storage function, and hence in this section, we give only a gist of the results used to formulate Algorithm 1: the relevant results and proofs are in Appendices A and B. We obtain a first order representation for the given behavior B using Proposition 5 (from [20] ). While Proposition 5 provides a first order representation for any behavior, for lossless systems, there exists another first order representation given by Proposition 6 (from [17] ) containing information about the storage function. By comparing both these representations (see Theorem 1 below), we obtain the storage function. See Appendix A for Proposition 5 and Proposition 6. We first state the following result which helps later in the extraction of the storage function using Theorem 1. See Appendix A for the definition of certain terms used in the results below.
Lemma 3: For a behavior B ∈ L w cont , with a row-reduced
be the minimal state map constructed using the shift and cut map and let a minimal factorization of the two variable 
Proof: See Appendix B for the proof of Lemma 3. We now use the above lemma to prove the following result which helps to determine the unique storage function for a given lossless system. The following result is one of the main results of this paper. Proof: From the kernel representation R(s) and using Proposition 5, we formulate a minimal first order representation for B: 
for some nonsingular L ∈ R (N+1)m×(N+1)m . Now we focus on the matrices G 1 and G 2 . The matrix G 1 equals:
. . .
Similarly, the matrix G 2 equals:
we conclude that matrix L is the identity matrix and hence, we have E 1 = E 2 . Since the construction E 2 involves the storage function K corresponding to the state map X (s) (see Proposition 6), we have:
where Z is some left inverse of the matrixX
Note that the matrixX is full column rank because the state map X (s) is minimal. Since the left nullspaces of matrixX andŶ
are the same (Lemma 3), the matrix K is unique and K =X †Ŷ andX † can be any left inverse ofX. Since, in the matrix K is required to be symmetric in the formulation of Proposition 6 and also of [17] , hence K obtained here is also symmetric.
We propose an algorithm to compute the storage function for the given lossless system B starting from a kernel representation of the given system and a proper input/output partition. Output: Storage function K ∈ R n×n such that
and Lemma 1. Let N be the degree of R(s).
is a proper input/output partition of the system. 3: Construct the minimal state map
, by applying the shift-and-cut operation to R(s) (Lemma 1) and
and factorize (ζ, η) =: First we briefly go through the steps involved in computing the storage function for a given lossless system B ∈ L w cont where w = 2m from its transfer function representation. Suppose
G(s) = N(s)D(s) −1 where N(s), D(s) ∈ R m×m [s] is a right co-prime matrix fraction description (MFD) of G(s). Then,
becomes an observable image representation for the given system. Since G(s)
is a controllable kernel representation for the given system. Assuming that M(s) := N(s) D(s) (and hence 9 D(s)) is column-reduced (see definition
in Footnote 5), by constructing two first order representations using the kernel and image representations obtained from the right co-prime MFD and then by applying Theorem 1, we obtain the storage function for the system. 8 The KYP lemma (see Proposition 1) requires the transfer matrix to be proper. The lossless positive real transfer matrix G(s) is in fact strictly proper as it has an LC realization and can be written as [1, P. 216]:
where Z and C ∈ R m×m are all Hermitian and positive semidefinite. 9 Since G(s) is strictly proper, for each column of M, the highest degree coefficients exist only in the block D(s).
For computing the right co-prime MFD
• ConstructR(s) := P(s) −Q(s) ,R(s) ∈ R m×w [s], P(s), Q(s) ∈ R m×m [s] where P(s) := diag {d 1,1 (s), d 2,2 (s), · · · , d m,
m (s)} and Q(s) = P(s)G(s), where G(s) ∈ R(s) m×m is the given transfer function and d i,i (s) is the denominator of the (i, i ) th element in G(s), i = 1, · · · , m. Equation (10) ensures that Q(s) is a polynomial matrix.
• Compute a minimal polynomial basis forR(s) using the algorithm in [31] .
is the desired right co-prime MFD. Another advantage of using the algorithm in [31] is that M(s) (and hence M 2 (s)) obtained is column-reduced since the nullspace basis is a minimal polynomial basis. In case of SISO systems, a kernel representation is constructed as
is the SISO transfer function as n(s) and d(s) are co-prime (see [9, Sec. 5 
]).
Algorithm 2 Two Variable Polynomial Matrix Factorization Based Computation of Storage Function (MFD Based)
Input: Behavior B ∈ L w cont , (w = 2m),
with a lossless positive real transfer matrix G(s) ∈ R(s) m×m and G(s) = N(s)D(s) −1 , N(s), D(s) ∈ R m×m [s] and are right co-prime, D(s) is column-reduced.
Output: The storage function K ∈ R n×n such that
1: R(s) := D(−s) T N(−s) T and M(s) := N(s) D(s)
. Let N be the highest degree in both R(s) and M(s). 
the pseudo-inverse.
V. ALGORITHMS FOR STATIC RELATIONS EXTRACTION
As noted in Section II-C, the algorithms proposed in [5] for the computation of the storage function requires computing the minimal polynomial basis of R(s) (see Proposition 2) . In this section we propose faster algorithms to compute the storage function. We find the intersection of the row spaces of matrices R(λ 1 ) and R(λ 2 ), λ 1 , λ 2 ∈ C in order to compute the storage function. As noted in Proposition 2, −K I n 0 lies in the row space of the polynomial matrix R(s). In order to extract K , we evaluate R(s) at various λ ∈ C and compute the intersection of the row spaces of R(λ)'s. A notion of interpolation frequencies has been studied in [23] , where spectral zeros are candidates for interpolation of a suitable two-variable polynomial matrix. For the case of lossless systems, the spectral zeros are, in fact, the whole complex plane. The precise link between the λ i where we evaluate R(s) and the interpolation frequencies in [23] needs further investigation.
A. LU Zassenhaus Algorithm Implementation
In this section, we propose an algorithm for computing the storage function based on LU factorization. We first evaluate R(λ i ) where λ i 's are the roots of the polynomial s k − 1 for some value of k ∈ Z + and then extract the storage storage function from the intersection of the row spans of all R(λ i )'s, i = 1, · · · , k. In order to extract [−K I 0] from the row span of R(s) ∈ R (2n+m)×(2n+m) [s] (Proposition 2) we propose the following algorithm.
Algorithm 3 LU Based Computation of K
Input: R(s) := s E − H ∈ R (2n+m)×(2n+m)
[s], a rank 2n polynomial matrix and tolerance > 0. Output: K ∈ R n×n with x T K x the storage function.
., k which are the roots of s k − 1 for k suitably chosen depending on the accuracy .
where as the largest integer such that
4: Let c be the number of rows of D. Note that c n.
D := U (2n + m + 1 : 2n + m + c − , 2n + m + 1 : 4n + 2m) 8: is the largest integer such that: 
B. QR Based Subspace Intersection Method
In this section, we propose an algorithm for computing the storage function based on a QR factorization. We first evaluate R(λ i ) where λ i 's are the roots of the polynomial s k − 1 for some value of k ∈ Z + and then extract the storage function from the intersection of the row spans of all 2) we propose the following algorithm:
VI. COMPARISON OF ALGORITHMS
In this section, we compare the algorithms presented in the paper with the existing algorithms in the literature. We compare the steps taken to compute the storage function in the algorithms presented in this paper and the existing algorithms and argue that the algorithms presented in the paper are computationally less intensive and are numerical more stable. Using numerical experiments we next compare the time taken and the numerical accuracy of the algorithms proposed in the paper with the existing algorithms and show that the algorithms presented in this paper are faster than the algorithms in (11) and (12): Section VI-C
A. Computational Intensity Comparison
The existing algorithms in the literature to compute the storage function for the lossless case are described in [1, P. 287] and in [5] , where four different algorithms, namely: partial fraction expansion based method, Bezoutian based method, balancing realization and the dual/adjoint method are proposed. Below is a summary of key differences. 1) Balanced realization involves converting the given i/s/o realization to a balanced realization (controllability and observability Gramians are equal) whose storage function is I n (n is the number of states).
2) The dual adjoint method involves computing a minimal polynomial basis (MPB) twice in order to compute the storage function. Computing MPB twice is computationally intensive and hence we proposed the LU and QR based algorithms (Algorithms 3 and 4) which not only avoid computing the MPB, but are also more numerically stable. we compute a right co-prime MFD of the given transfer function. This is done by computing the minimal nullspace basis for the matrix R( Table I . The terms n, d and f in the table are defined as follows. 10 If the matrix K satisfies the LME (4) corresponding to the realization ( A, B, C) , then K −1 satisfies the LME corresponding to the realization (11)) versus system order. 1) n degree of the denominator of the SISO transfer function and also the number of states in the system. 2) d is the number times the loop (steps 2 and 4 in Algorithms 3 and 4 respectively) runs. 3) f is the highest degree in the nullspace of R(s) (equation (5)).
B. Time Comparison
The plot in Figures 3 and 4 show the time taken by both the static relations extraction methods elaborated in Section V (Algorithms 3 and 4) and by the co-prime MFD based method (Algorithm 2) to calculate the storage function. Their time is compared with the time taken by the partial fraction based algorithm given in [5, Algorithm 7.1] for SISO systems of different orders. The experiments were carried out on an (11)) versus system order.
Intel Core i3 computer at 3.40 GHz with 4 GB RAM using Ubuntu 16.04 LTS operating system. The relative machine error precision is ≈ 2.22 × 10 −16 . Open source numerical computational package Scilab 5.5 has been used to implement the algorithms. The numerical experiments for both time and computational error was computed as follows. For each system order, 10 transfer functions were generated randomly. For each of these transfer functions, the time was averaged over 20 runs to minimize effects due to other system operations. The average time/error over the 10 randomly generated transfer functions for the five algorithms (three proposed in this paper, and two from the literature) are plotted in Figures 3 and 4 for time and Figures 5-8 for computational error. It can be seen from the plot that the LU and QR based methods take approximately the same time for computing K while co-prime MFD based method requires the least amount of time to compute the storage function and is about 8 times faster than the partial fraction based method. It has been elaborated in [12] that the adjoint method in [5, Algorithm 7.4] performs slower than the LU based method and is less suitable for systems of higher orders.
We observe that the time by the partial fractions method is more than the time taken by the co-prime factorization, though the flop count (for the SISO case) partial fraction method is less. The partial fraction method involves the inversion of a matrix of size n 2 . But in the SISO case, the matrix of size n 2 is diagonal and this significantly reduces the number of flops. The MIMO case would need further system parameters for an accurate analysis and this is described in the remark below where we compare the flop counts for the co-prime factorization and partial fraction based methods. (12)) versus system order. 
C. Comparison of the Computational Error
We compare the computational error of the algorithms presented in the paper and the algorithms in the literature. We compare how accurately the storage function K is computed using the co-prime MFD based method (Algorithm 2), the LU and QR based methods, the minimal polynomial basisbased method and the partial fraction based method. As discussed in Section II-C, the symmetric matrix K calculated for the lossless case satisfies the LMI given in equation (4) with equality. Thus, the symmetric K satisfies the following equation:
Thus we consider the following errors associated with computation of K .
We calculate the errors Err LMI (K ) and Err Sym (K ) for randomly generated lossless systems. From Figures 5, 7, 6 and 8, we see that for all the five algorithms (i.e. three proposed, and two from the literature), the computational error as measured by equations (12) and (11) are comparable. The advantage remains in the computational effort as reflected by the time plots.
VII. CONCLUDING REMARKS We noted that computing the storage function by finding the solutions to the LME using conventional LMI solvers is not possible in the case of lossless systems. In this paper we formulated four non-iterative and numerically stable algorithms for the computation of the storage function for lossless (and in general, energy conservative) systems. The algorithms proposed in this paper perform faster than similar algorithms available in the literature. We formulated algorithms using different starting points, Algorithm 1 uses a row-reduced minimal kernel representation of the given lossless system, Algorithm 2, uses a transfer function representation of the lossless system and Algorithms 3 and 4 start with an i/s/o representation of the given lossless system. The algorithms presented in the paper are stable, perform well in speed and accuracy and have a lower (or comparable) flop count when compared with similar algorithms present in the literature (see Table I and Remark 1). Our algorithms use standard numerical techniques like LU and QR (with permutation for proven numerical stability) which have established LAPACK/LINPACK routines, unlike polynomial/rational matrix algorithms whose numerical stability guarantees are a matter of current research.
Of independent interest are the results formulated and proved in Section III-A, i.e. the procedure to obtain a minimal output-nulling representation for any system B from a given row-reduced minimal kernel representation of B and the properties of all permutation matrices that yield a proper input/output partition for a given lossless system (Lemma 2). Some numerical examples for Algorithms 2, 3 and 4 are listed in Appendix C.
A direction of further investigation is how these algorithms perform when a system is close to uncontrollable. Further, when the system is uncontrollable, the algorithms would need significant modification. These are areas of future work.
APPENDIX A In this appendix, we describe the two first order representations used in the algorithm proposed in Section III for the computation of the storage function. Consider a lossless system B ∈ L w cont , (w = 2m), lossless with respect to the supply rate induced by = 0 I m I m 0 ∈ R w×w and with a minimal kernel 
Now let M(
be an observable image representation of B and let the unique symmetric storage function matrix corresponding to the minimal state 
and 
The matrix X (s) can be constructed by removing the zero rows fromX (s). We first concentrate on the multiplication of the first m rows ofX (s) and M(s). Define
The coefficient matrices corresponding to degrees greater than N − 1 of X 1 (s) are the same as the coefficient matrices corresponding to degrees greater than N for the matrix polynomial matrix R(s)M(s). Next consider the following polynomial matrix multiplication:
Here again, the coefficient matrices corresponding to degrees greater than N − 1 of X 2 (s) are the same as the coefficient matrices corresponding to degrees greater than N − 1 for the matrix polynomial matrix R(s)M(s). In a similar manner we show that for polynomial matrices X 3 (s) 
The right nullspace basis ofŶ T (constructed in accordance with the procedure described in T .
We now show that the fourth, seventh, eighth, tenth and the eleventh row of the matrixL := X 0X 1X 2X 3
T are zero.
The fourth, fifth and the sixth rows ofL are:
Note that for this example (and for the general case also), the structure of R i and M T i are the same upto signs, i = 0, 1, 2, 3, 4 (i = 0, 1, · · · , N for the general case). To show that the fourth row is zero, we rewrite the expressions for the fourth, fifth and the sixth rows ofL in terms of M 2 ,M 3 and M 4 as for these matrices, the first row is zero (as the first row of R(s) has the degree equal to 1). Hence,
is a coefficient matrix of R(s)M(s)). Similarly, M T
Since, the fourth fifth and the sixth rows ofL can be expressed in terms of M T 2 , M T 3 and M T 4 , the fourth row becomes equal to zero. In a similar manner, we show that the seventh and eighth row ofL are also zero. The seventh, eighth and the ninth row ofL are:
Now, rewriting the seventh, eighth and the ninth row ofL in terms of M 3 and M 4 as:
Since, the first two rows of M T 3 and M T 4 are zero, the seventh and eight row ofL are zero. Again, we can show that the tenth and eleventh row ofL are also zero by writing the tenth, eleventh and the twelfth row of L in terms of M T 4 . Hence the fourth, seventh, eighth, tenth and the eleventh row ofL and henceX are zero. Hence the left nullspaces ofX andŶ are the same. This proves Statement 2 and thus completes the proof of Lemma 3.
APPENDIX C
In this appendix we consider two systems, one with a 3 × 3 transfer matrix, and the other being SISO, and obtain the storage function matrix using Algorithms of this paper. 
