Backstepping Design for Output Feedback Stabilization for a Class of Uncertain Systems * by Mazenc, Frédéric et al.
HAL Id: hal-02342856
https://hal.inria.fr/hal-02342856
Submitted on 1 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Backstepping Design for Output Feedback Stabilization
for a Class of Uncertain Systems *
Frédéric Mazenc, Laurent Burlion, Michael Malisoff
To cite this version:
Frédéric Mazenc, Laurent Burlion, Michael Malisoff. Backstepping Design for Output Feedback
Stabilization for a Class of Uncertain Systems *. Systems and Control Letters, Elsevier, 2019,
￿10.1016/j.sysconle.2018.11.007￿. ￿hal-02342856￿
Backstepping Design for Output Feedback Stabilization
for a Class of Uncertain Systems ∗
Frédéric Mazenc † Laurent Burlion ‡ Michael Malisoff §
November 8, 2018
Abstract
We construct bounded globally asymptotically stabilizing output feedbacks for a family of nonlinear sys-
tems, using a dynamic extension and a converging-input-converging-state assumption. We provide sufficient
conditions for this assumption to hold, in terms of Lyapunov functions. The novelty is that our construction
provides formulas for the control bounds while allowing uncertainties that prevent the use of classical back-
stepping, and cases where only part of the state variable is available for measurement, without requiring the
time lagged states in the feedback control that were required in the artificial delays approach. We illustrate
the relevance of our work to engineering in an application to a single-link direct-drive manipulator.
1 Introduction
Backstepping is a fundamental approach that is often used to construct globally asymptotically stabilizing
feedback controls for nonlinear systems having a suitable lower triangular structure called feedback form [5].
Important early contributions to backstepping include [3] and [28], and its numerous applications can be found
in [1], [2], [6], [11], [13], [23], [24], [25], and many other works. See also the discussions in the texts and
monographs [10] and [12], and many other research articles such as [15].
One challenge in applying traditional backstepping is that it is not always amenable under magnitude
constraints on the control laws, which can limit the applicability of classical backstepping or of the bounded
backstepping results of [15] and [18]; see [7], [8], [9], [14], [27], and [30] for the importance of control bounds.
Another limitation of the approach is due to the fact that in general, it does not apply under outputs, when only
a part of the state is measured. Moreover, backstepping generally requires a fictitious feedback that is required
to be of class Ck when the backstepping is applied k times. Uncertainties in the dynamics or in the output may
also be an obstacle (but see [32] for backstepping for certain linear systems that contain uncertainty).
One recent backstepping technique produces controls that contain delayed state observations, even when
the current state is available for measurement. This produces delayed state values in the control even when
there are no delays in the original systems, so the delays are called artificial. The artificial delays method was
introduced in [19], and developed in [20] and [21]. The preceding works do not require C1 conditions on the
fictitious feedback control. See [16], which used artificial delays to solve a problem involving visual information,
where only imprecise measurements of the first backstepping variable are available for use in the control.
The present paper helps to overcome significant remaining challenges in backstepping-based feedback control,
by providing globally asymptotically stabilizing feedback controls for a large class of partially linearizable
systems; see [10] for discussions on partially linearizable systems. A novel and valuable feature of the present
work is its use of a dynamic extension instead of artificial delays, which produces the following advantages
as compared to existing backstepping works. First, our new backstepping controls are bounded in situations
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where bounded feedbacks can be expected (which contrasts with [22] where the controls obtained for the original
systems are not bounded controls), and our method produces closed form expressions for the control bounds.
Second, our new method of this work ensures global asymptotic stabilization in cases where the system from
which the backstepping begins contains uncertainties, rather than the weaker condition of input-to-state stability
with respect to uncertainties in the system that was provided in works such as [21]. Finally, this work applies in
cases where only a part of the state variable is measured and where some parts of the dynamics are not known
with accuracy, while still allowing cases where the fictitious feedback is not necessarily C1.
This work is organized as follows. Our main theorem is shown in Section 2. Section 3 provides methods to
verify that our assumptions from Section 2 are satisfied. An illustration based on a direct drive manipulator
and an additional example are given in Section 4, and Section 5 summarizes the value of our paper and our
suggestions for future research. This article adds value as compared with our preliminary conference version [17]
by (i) providing explicit formulas for our control bounds in our theorem, (ii) showing how the converging-input-
converging-state assumption of our theorem can be satisfied with fictitious feedbacks that are not necessarily
C1, and (iii) analyzing the effects of multiple uncertain constants in the manipulator illustration. These three
features were not contained in [17], which required the fictitious feedbacks to be C1 in its sufficient conditions,
did not provide formulas for the control bounds, and only allowed one unknown constant in its one illustration.
Our notation will be simplified whenever no confusion would arise from the context. The dimensions of our
Euclidean spaces are arbitrary unless we indicate otherwise. The Euclidean norm in Ra, and the induced norm
of matrices, are both denoted by | · |, and | · |∞ is the usual sup norm. For each constant J > 0, we let satJ
denote the symmetric saturation function that is defined by satJ(x) = max{−J,min{J, x}} for all x ∈ R, where
J is called the saturation level. Finally, we use the usual classes of comparison functions KL and K∞ from [12].
2 Main Theorem
2.1 The studied system
We consider the nonlinear time-varying system
ẋ = f(t, x, g1)
ġ1 = a1,1g1 + a1,2g2
ġ2 = a2,1g1 + a2,2g2 + a2,3g3
...
ġn = an,1g1 + an,2g2 + · · ·+ an,ngn + u+ Ω(Y(t, x), G)
(1)
where x is valued in Rp, the state components G = (g1, ..., gn) are valued in Rn, f is locally Lipschitz with
respect to (x, g1) and piecewise continuous and locally bounded with respect to t, u is the scalar-valued input,
Y : R×Rp → Rl is a continuous function, each ai,j ∈ R is a constant, ai,i+1 6= 0 holds for i = 1, 2...n− 1 (with
no sign constraint on the aij ’s), and Ω is a locally Lipschitz function that is bounded by a known constant
Ω ≥ 0. Systems of this type result from partial linearization and are frequently encountered in practice.
In this section, we assume that the Rl+n valued output is
Y (t) = (Y(t, x(t)), g1(t), . . . , gn(t))>, (2)
which is realistic in practice. We next state our main assumption; see Section 3 for Lyapunov function based
sufficient conditions for this assumption to hold.
Assumption 1. There exist a locally Lipschitz scalar valued function ψ that is bounded by a known constant
ψ ≥ 0, and a constant k > 0, such that for any continuous function d : [0,+∞)→ R that converges exponentially
to the origin, all solutions (ξ, λ1, ..., λn) : [0,+∞)→ Rp+n of
ξ̇ = f(t, ξ, λ1 + d(t))
λ̇1 = k[−λ1 + λ2]
...
λ̇n = k[−λn + ψ(t,Y(t, ξ))]
(3)
converge to the origin as t→ +∞.
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In terms of the matrices
A =

a1,1 a1,2 0 . . . 0






. . . an−1,n
an,1 an,2 . . . . . . an,n
 ∈ R
n×n (4)
for n > 1 and A = a1,1 for n = 1 and B = (0, 0, . . . , 1)
> ∈ Rn, our second assumption is:
Assumption 2. There is a locally Lipschitz function $ : Rn → R that is bounded by a known constant $ ≥ 0
such that the origin of the system
Γ̇(t) = AΓ(t) +B$(Γ(t)) (5)
is a globally asymptotically and locally exponentially stable equilibrium.
See [26] for general conditions under which Assumption 2 is satisfied, in terms of the eigenvalues of A.
2.2 Statement of and discussion on theorem
To state our theorem, we first recursively define the following real constants, in terms of the constant k from




an,ili,1 − kln,1, and cj = −
n∑
i=j
an,ili,j − kln,j + kln,j−1 if 2 ≤ j ≤ n, where (6a)
l1,1 = −1; l2,1 = a1,1+ka1,2 ; lj,j =
k
aj−1,j






ls,1 − kaj−1,j lj−1,1 if 3 ≤ j ≤ n; lj,w = 0 if j < w ≤ n; (6c)





ls,w − kaj−1,j lj−1,w +
k
aj−1,j
lj−1,w−1 if 3 ≤ j ≤ n and 2 ≤ w ≤ j − 1. (6d)
Formulas (6b)-(6d) define a lower triangular matrix L = [li,j ] ∈ Rn×n. We are ready to state and prove the
following result, where sat was defined in the previous section:
Theorem 1. Let the system (1) satisfy Assumptions 1-2, let ε be any positive constant, choose the constants
li,j and cj from (6a)-(6d), and choose the n× n matrix L = [li,j ]. Then all solutions (x,G) : [0,+∞)→ Rp+n
of (1), in closed loop with the dynamic output feedback




cjzj + kln,nψ(t,Y(t, x))
)
+$ (G+ LZ)− Ω (Y(t, x), G)
ż1 = k[−z1 + z2]
...
żn−1 = k[−zn−1 + zn]
żn = k[−zn + ψ(t,Y(t, x))]
(7)
with Z = (z1, ..., zn) and the saturation level





are such that limt→+∞(x(t), G(t)) = 0. Also, the feedback u in (7) is bounded by the constant Z +$ + Ω. 
Before turning to the proof of Theorem 1, we make several remarks on its motivation and value.
1) Our assumptions do not ensure forward completeness of the closed loop (x,G) dynamics from our theorem,
but the theorem is true without such forward completeness because it only applies to solutions that are defined
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on [0,+∞). In particular, it allows finite time escape phenomena. On the other hand, we can ensure forward
completeness of this closed loop system under additional linear growth conditions on f , ψ, and Y in the state.
2) The formula (7) for the control law does not incorporate the first derivative of ψ(t,Y(t, x(t))), which plays
the role of the fictitious control of the classical backstepping approach. Hence, it applies even when ψ is not of
class C1. While the works [21, 22] also did not require the fictitious feedback ψ to be C1, these previous works
use a very different artificial delay approach that did not allow outputs and they required full knowledge of the
nonlinear subsystem to ensure uniform global asymptotic stability of the zero equilibrium.
3) One can use changes of variables and a feedback to transform (1) into a system of the form (3) with
d = 0 whose exponential stability property is ensured by Assumption 1. However, such a result would not be
satisfactory, because the feedback obtained that way may possess inappropriate properties. For instance, in
general it would be unbounded. This motivates our alternative approach, based on dynamic extensions.
4) None of our assumptions imply that f has to be known with accuracy. Also, we only require measurements
of ψ(t,Y(t, x)) and Ω(Y(t, x), G) in the control, instead of Y itself. This is a weaker requirement than requiring
measurements of Y(t, x) or G, because the ψ allows uncertainties in the measurements, and because both ψ
and Ω allow cases where only some (instead of all) components of Y are available for measurements, which can
occur in autonomous vehicle/robotic guidance, navigation and control applications with unknown states.
2.3 Proof of Theorem 1
An important feature of the proof consists of making g1(t) − z1(t) converge to zero, instead of the classical
backstepping approach of making g1(t) − ψ(t,Y(t, x(t))) converge to zero. To achieve our goal, we use the
constants li,j from (6b)-(6d) to make the change of coordinates R = G+LZ. We first assume that n > 1. Later
we explain what occurs when n = 1.
Induction assumption: We prove the following by induction on i: For all i ∈ {2, ..., n}, we have
ṙ1 = a1,1r1 + a1,2r2
ṙ2 = a2,1r1 + a2,2r2 + a2,3r3
...
ṙi−1 = ai−1,1r1 + ai−1,2r2 + · · ·+ ai−1,iri
(8)
for all t ≥ 0.
First step: i = 2. Since r1 = g1 − z1, we have





z1 − ka1,2 z2
]
. (9)
Since our formulas (6b) give
r2 = g2 + l2,1z1 + l2,2z2 = g2 +
a1,1+k
a1,2
z1 − ka1,2 z2, (10)
we obtain ṙ1 = a1,1r1 + a1,2r2. Thus the induction assumption is satisfied at the first step.
Step i: Assume that the induction assumption is satisfied at a step i ∈ {2, ..., n− 1}. Then since




holds for j = 1, 2, . . . , i, we have













Thus, since our recursive formulas from (6b)-(6d) (with the choice j = i+ 1) also give
ri+1 = gi+1 +
ai,1
ai,i+1










li,mk[−zm + zm+1] (13)
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we can multiply both sides of (13) by ai,i+1 and then combine (12)-(13) to obtain
ṙi = ai,1r1 + ai,2r2 + ...+ ai,i+1ri+1, (14)
so the induction assumption is satisfied at the step i+ 1.
Computing the time derivative of rn = gn + ln,1z1 + . . .+ ln,nzn, it follows from our formulas for the cj ’s in
(6a) that the system (1) can be written as
ẋ = f(t, x, z1 + r1)
ṙ1 = a1,1r1 + a1,2r2
ṙ2 = a2,1r1 + a2,2r2 + a2,3r3
...
ṙn = an,1r1 + an,2r2 + · · ·+ an,nrn + u+
n∑
j=1
cjzj + kln,nψ(t,Y(t, x)) + Ω(Y(t, x), G).
(15)
If instead n = 1, then we again obtain (15) with only the dynamics for x and rn present. Then the closed-loop
system from the statement of our theorem is












cjzj + kln,nψ(t,Y(t, x))
]
ż1 = k[−z1 + z2]
...
żn = k[−zn + ψ(t,Y(t, x))].
(16)
Consider any solution (x,R, z) : [0,+∞)→ Rp+2n of (16).
Since Assumption 1 ensures that ψ is bounded by ψ, it follows from (16) that there is a finite value ta ≥ 0
such that for all t ≥ ta, the inequality∣∣∣∣∣ n∑j=1 cjzj(t) + kln,nψ(t,Y(t, x(t)))
∣∣∣∣∣ ≤ Z (17)
is satisfied. Hence, when t ≥ ta, the closed-loop system is
ẋ = f(t, x, z1 + r1)
Ṙ = AR+B$(R)
ż1 = k[−z1 + z2]
...
żn = k[−zn + ψ(t,Y(t, x))].
(18)
Assumption 2 ensures that the R-subsystem of the system (18) is globally asymptotically and locally exponen-
tially stable. Then Assumption 1 allows us to conclude.
3 Lemma for Checking Assumptions
Assumption 2 is a simple classical assumption that can often be checked easily [26]; see our illustrations below.
However, checking Assumption 1 can be nontrivial. Our work [17] provided sufficient conditions for Assumption
1 to hold, under the assumption that the fictitious feedback ψ is C1. In this section, we provide an alternative
method that allows the fictitious feedback ψ to be Lipschitz but not necessarily C1.
We consider the system 
ẋ = f(t, x, λ1 + d(t))
λ̇i = k[−λi + λi+1], if 1 ≤ i ≤ n− 1
λ̇n = k[−λn + ψ(t, x)]
(19)
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where the constant k > 0 will be further restricted below, and the continuous function d : [0,+∞) → R
exponentially converges to 0. Then (19) is a special case of (3). Our lemma will assume the following three
assumptions, where the second assumption is a variant of the standard input-to-state stability Lyapunov function
decay condition, and where the third one becomes a linear growth condition on f in the significant special case
where W is a quadratic (but see Remark 3.1 for a way to relax the uniform global Lipschitzness requirement
from Assumption 3 so that we instead only assume a uniform local Lipschitzness condition on ψ):
Assumption 3. There is a constant q1 > 0 such that |ψ(t, a)− ψ(t, b)| ≤ q1|a− b| holds for all a and b in Rp
and all t ≥ 0, and the function f is such that (19) is forward complete. Also, ψ(t, 0) = 0 for all t ≥ 0.
Assumption 4. There exist a C1 function V , a uniformly continuous positive definite function W , a constant
L > 0, and class K∞ functions γ1 and γ2 such that γ1(|x|) ≤ V (t, x) ≤ γ2(|x|) hold for all (t, x) ∈ [0,+∞)×Rp
and such that the time derivative of V along all solutions of ẋ(t) = f(t, x(t), ψ(t, x(t)) + δ(t)) for all choices of
the continuous function δ satisfies V̇ (t) ≤ −W (x(t)) + L|δ(t)|2 for all t ≥ 0.
Assumption 5. There are constants q2 > 0 and q3 > 0 such that f from (19) satisfies
|f(t, x, ψ(t, x) + ∆)|2 ≤ q2W (x) + q3∆2 (20)
for all t ≥ 0, x ∈ Rp, and ∆ ∈ R, where W is from Assumption 4.
We emphasize that the requirement (20) will be checkable in practice, because W will be known from the
decay estimate from Assumption 4; see the examples below. We now prove:
Lemma 1. Let Assumptions 3-5 hold, and choose any constants β ∈ (0, 1) and k > 0 such that
















e− 1)(β−1 − 1)
.
(21)
Then all solutions (x, λ) : [0,+∞)→ Rp+n of (19) converge to 0 as t→ +∞.
Proof. To make the proof easy to follow, we first summarize the main ideas of the proof, before providing all
needed technical details. In the first part of the proof, we prove an input-to-state stability type decay condition
on a suitable nonnegative valued function κ of the differences λi(t)−λi+1(t) of the states of the λ subsystem of
(19), with an overshoot depending on the function d2 and W (x(t)). Then, we use Assumption 4 to ensure that
x(t) and so also λ(t) converge to zero as t→ +∞, using the decay condition from the first part of the proof.
We now provide the needed technical details. Fix any solution (x, λ) : [0,+∞) → Rp+n of (19). For
the rest of the proof, we write ψ(t) to mean ψ(t, x(t)). Set ρi(t) = λi(t) − λi+1(t) for i = 1, 2, . . . , n − 1,
ρn(t) = λn(t)−ψ(t), and h = 1k . Then we can apply variation of parameters to the λn subsystem of (19) to get
ρn(t) = e









by writing ψ(m) as [ψ(m)− ψ(t)] + ψ(t) in the first integral in (22). Here and in the sequel, all equalities and
inequalities should be understood to hold for all t ≥ h along our arbitrary chosen solution of (19).
Moreover, for i = 1 to n − 1, we can use the preceding argument with ρn and ψ replaced by ρi and λi+1
respectively and the fact that λ̇i+1(t) = −kρi+1(t) to obtain
ρi(t) = e




= e−1ρi(t− h) + ke−1
∫ t








where the last equality used the Fundamental Theorem of Calculus to express λi+1(t−h)−λi+1(t) and λi+1(m)−
λi+1(t) as integrals of −kρi+1 over [t−h, t] and [m, t] respectively. Let $i(t) = |ρi(t)|. Then, for i = 1 to n− 1,
we can use (23) to obtain












by computing the absolute values of both sides of (23), then applying the triangle inequality to the resulting






$i+1(r)dr for all m ∈ [t − h, t]. It follows from
Young’s and Jensen’s inequalities that, for any constant p > 0, the inequality









is satisfied if 1 ≤ i ≤ n− 1, by using the relation (a+ b)2 ≤ (1 + p)a2 + (1 + 1/p)b2 where a and b are the second
to last and last terms in (24), respectively. Similarly, it follows from applying the upper bound
supt−h≤m≤t |ψ(m)− ψ(t)| ≤ q1
∫ t
t−h |ẋ(r)|dr (26)
twice to the last terms in (22) (where (26) used the Lipschitz constant q1 from Assumption 3), and then using
Jensen’s inequality in the result, that for any constant p > 0,








Let us use the simplifying common notation µi(t) = $
2
i (t) for i = 1 to n and set p = e− 1. Then






t−h µi+1(r)dr, 1 ≤ i ≤ n− 1 and













βn−jµj(t) and κ(ςt) =
∫ t
t−h e
−b1(t−r)ς(r)dr , where b1 =
1
2h . (29)
Then it follows from using (28) to upper bound the terms being summed in (29), and then using the inequalities

























































where the last inequality followed because
∑n
l=1 ρl(t) = λ1(t)− ψ(t).
By applying Assumption 5 to the function ∆(r) =
∑n
`=1 ρ`(r) + d(r), it follows that



















where q4 = q
2
1q2. Then for any constant ε0 ∈ (0, 1), we can use the inequality (a+b)2 ≤ (1+ε0)a2+(1+(1/ε0))b2
for suitable nonnegative values a and b to find a constant d̄ > 0 (depending on ε0, k, and n) such that





































≤ e−1ς(t− h) +
[










t−hW (x(r))dr + d∗(t),
where q5 = nq
2
1q3 and d∗(t) = d̄
∫ t
t−h
d2(r)dr, the second inequality used the consequence (ρ1(r)+ . . .+ρn(r))
2 ≤
n(ρ21(r) + . . .+ ρ
2
n(r)) = n(µ1(r) + . . . µn(r)) of Chebyshev’s inequality, and the last inequality used the bound
µl(r) ≤ βl−nς(r) for all l and h and all r ≥ 0 and then the geometric sum formula. Let q6 = ee−1q4. Then
ς(t) ≤ e−1ς(t−h) + ee−1
[






t−h ς(r)dr + q6h
∫ t
t−hW (x(r))dr + d∗(t)




t−h ς(r)dr + q6h
∫ t
t−hW (x(r))dr + d∗(t) ,
(31)
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since k = 1/h, by choosing ε0 > 0 small enough and using our assumption that k > k̄a to check that our choices
q5 = nq
2




(n− 1)β + q5β1−β (β
−n − 1)h2
]
< 12e . (32)
Since
∑n
l=1 ρl(t) = λ1(t)−ψ(t), and since ρ2l = µl for all l, it follows from Assumption 4 (and from reapplying
Chebyshev’s inequality, as before) that along all solutions of (19), we have











where q7 = (1 + ε0)n. Using the lower bounds ς(t) ≥ βn−jµj(t), it follows from the geometric sum formula that
V̇ (t) ≤ −W (x(t)) + Lq7
n∑
l=1
βl−nς(t) + L]d2(t) = −W (x(t)) + Lq7 β
−n−1
β−1−1 ς(t) + L
]d2(t) , (34)
where L] = (1 + (1/ε0))L. Let b2 =
√
e− 1. Then our choice of κ(ςt) in (29) gives κ̇(t) = −b1κ(ςt)− b2ς(t) +
(1 + b2)ς(t)− e−b1hς(t− h). Using (31) and our choice b1 = 12h , we deduce that
κ̇(t) ≤ −b1κ(ςt)− b2ς(t) + (1 + b2)
[

















































where we also used the fact that (1 + b2)e
−1 − e−b1h = 0 and our definitions of κ and b1 in (29).
Let










W (x(r))drdm , (36)
where q8 = Lq6q7
√
e. Then for a suitable constant c̄ > 0, we can combine (34) with (35) to obtain






2W (x(t)) + c̄d∗∗(t) , (37)





when ε0 > 0 is small enough, we can find a constant c∗ > 0 such that
U̇(t) ≤ −c∗W (x(t))− ε0Lq7(β
−n−1)
β−1−1 ς(t) + c̄d∗∗(t) . (39)





2(r)drds < +∞ and
∫∞
0
d2(r)dr < +∞. Since
W is uniformly continuous, the lemma follows from Barbalat’s Lemma, by integrating (39) over [0,+∞) (which
implies that x(t) is bounded, so (x(t), λ(t)) is bounded, by the boundedness of ψ(t, x(t))), then concluding that
limt→+∞ x(t) = limt→+∞ ς(t) = 0, then using the definition of ς to also conclude that limt→+∞ ρi(t) = 0 and
therefore also limt→+∞ λi(t) = 0 for each i (because Assumption 3 now implies that limt→+∞ ψ(t, x(t)) = 0).
Remark 3.1. The first condition in Assumption 3 is the requirement of a uniform global Lipschitz constant q1
for ψ. We can prove a variant of the preceding lemma if we replace this uniform global Lipschitz requirement
by the assumptions that (i) ψ is uniformly locally Lipschitz in the state uniformly in time (meaning, for each
constant R > 0, there is a constant q̄R > 0 such that |ψ(t, a) − ψ(t, b)| ≤ q̄R|a − b| holds for all a and b that
satisfy max{|a|, |b|} ≤ R and all t ≥ 0), (ii) ψ is bounded, and (iii) W in Assumption 4 is proper. Condition
8
(ii) is not at all restrictive, because ψ is assumed to be bounded in our Assumption 1 in the statement of our
Theorem 1. With the preceding replacements in Assumptions 3-5, we can now prove a semiglobal (instead of a
global) version of Lemma 1 on a sequence of sets whose nested union is our entire state space Rn+p, using the
following algorithm: Step 1: Given any constant r > 0, use the input-to-state stability Lyapunov function decay
condition on V from Assumption 4 (and standard input-to-state stability arguments from [12, Chapter 4]) to
find a constant R > 0 such that supt≥0 |x(t)| ≤ R holds for each solution x(t) of ẋ(t) = f(t, x(t), ψ(t, x(t))+δ(t))
whose its initial state satisfies |x(t0)| ≤ r and each continuous function δ that is bounded by 2ψ̄+|d|∞+1, namely,
R = β0(r, 0)+γ0(2ψ̄+ |d|∞+1) where the class KL function β0 and the class K∞ function γ0 are the comparison
functions in the input-to-state stability estimate. Step 2: Choose constants k > 0 and β ∈ (0, 1) such that (21)
is satisfied with q1 replaced by q̄R (so k and β will now depend on R). Then the same argument we used to prove
Lemma 1 shows that with the choice of k from Step 2, all solutions of (x, λ) : [0,+∞) → Rp+n of (19) having
initial states that satisfy |x(0)| ≤ r converge to 0 as t→ +∞, except that instead of considering all times t ≥ h
in the proof of Lemma 1, we constrain the time argument t in the proof to satisfy t ≥ max{h, T (|λ(0)|)} where
the function T is such that |λ1(t)| ≤ ψ̄ + 1 for all t ≥ T (|λ(0)|), and then we apply the input-to-state stability
condition from Step 1 to the function δ(t) = −ψ(t, x(t)) + λ1(t) + d(t) (which satisfies |δ(t)| ≤ 2ψ̄ + |d|∞ + 1
for all t ≥ T (|λ(0)|)). Then we can use the semiglobal version of the lemma to find sufficient conditions for a
semiglobal version of our theorem, by allowing the k in Assumption 1, in (6a)-(6d), and in the control (7) to
depend on an upper bound on the norm of the initial state. We leave the remaining details to the reader.
4 Illustrations
Theorem 1 applies to a broad class of nonlinear systems, without requiring time lagged values of the state in
the feedback. In this section, we illustrate these points in two examples. In our first example, we apply Lemma
1 to check our assumptions from Theorem 1. In our second example, we use an alternative method to check
the assumptions, to cope with the presence of multiple unknown parameters in the system.
4.1 First Illustration
We apply Lemma 1 to the weakly nonminimum phase dynamics




with the state space R3 where ω > 0 is a constant and Λ is a globally Lipschitz function having global Lipschitz
constant 1, which is not amenable to classical backstepping, because the right side of ẋ(t) will not in general
be differentiable. In [21], we used an artificial delay approach to construct a globally asymptotically stabilizing
bounded backstepping controller for (42) in the special case where ω = 1 and Λ(x) = |x|/(1 + |x|), which
required the current and one time lagged value of the state in the feedback. On the other hand, we can satisfy
the requirements from Lemma 1 for (42) with n = 2, a1,1 = a2,1 = a2,2 = 0, a1,2 = 1, and Ω = 0, using
f(t, x, g1) = ωΛ(x) + g1, ψ(x) = −ωΛ(x)− ωsat1(x), V (x) = 1ω
∫ x
0





since along all solutions of ẋ(t) = f(x(t), ψ(x) + δ(t)) for all t ≥ 0, these choices and the triangle inequality give








and we can choose L = 12ω2 , q1 = 2ω, q2 = 6ω
2, and q3 = 3/2 (by the inequality (−ωsat1(x) + ∆)2 ≤
3ω2sat21(x) + (3/2)∆





(e− 1− 2e2β)(1− β)





e− 1)(β−1 − 1)
(45)
so Assumption 1 holds for any k > max{k̄a, k̄b} = 61.2729ω. Also, Assumption 2 holds by well known nested
saturation controls for chains of integrators. Hence, the desired feedback control is provided by Theorem 1.
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Figure 1: Feedback Control in First Illustration
In Fig. 1, we plot MATLAB simulations for the preceding system in closed loop with the control provided by
our theorem, with ε = 0.05, ω = 0.4, and Λ(x) = |x|/(1 + |x|). The figure shows the good performance of our
control, and therefore helps illustrate the value of our theorem in a special case of the dynamics (42).
4.2 Second Illustration
We consider the dynamics  ẋ1 = x2ẋ2 = p0(g1 − p1 sin(x1)− p2x2)
ġ1 = u− p3 arctan(x2) + a1,1g1
(46)
with the output Y = (x, g1) and the R2-valued state components x = (x1, x2), where a1,1 < 0 and pi > 0 for
i = 0 to 3 are constants. This includes the dynamics of a single-link direct-drive manipulator actuated by a
permanent magnet DC brush motor from [4], which are (46) in the special case where p0 = 1 (after a change of
coordinates which removes a constant). Assumption 2 is satisfied with $ = 0 and n = 1 (because in this case,
(5) with $ = 0 is a linear system that is exponentially stable to 0), and we choose Ω(x, g1) = −p3 arctan(x2).
To illustrate how Theorem 1 covers cases where the nonlinear part of the dynamics may not be known, let us
assume that a1,1, p1, and p3 are known, but that p0 and p2 are not known (so we may use a1,1, p1, and p3
in the control, but we cannot use p0 or p2 in the control). The uncertainty of p0 (resp., p2) can represent an




















+ 2|p0 − 1|
)
and k > 163p2 (p1 + 1)
2. (48)
We will show that (47)-(48) ensure that Assumption 1 is satisfied with n = 1 for any k that satisfies (48).
Consider
ψ(ξ) = p1 sin(ξ1)− 〈ξ1〉, where 〈ξ1〉 = ξ1√
1+ξ21
(49)
and any continuous function d : [0,+∞)→ R that exponentially converges to 0 and
ξ̇1 = ξ2, ξ̇2 = p0
(
− p1 sin(ξ1)− p2ξ2 + λ1 + d(t)
)









〈ξ1〉ξ2 and s1 = λ1 − p1 sin(ξ1) + 〈ξ1〉. (51)
In the new variables (ξ, s1), the system (50) becomes
ξ̇1 = ξ2, ξ̇2 = −p2ξ2 − 〈ξ1〉+ s1 + d(t) + (p0 − 1)M(t), ṡ1 = −ks1 +
[






where M(t) = −p2ξ2 − 〈ξ1〉+ s1 + d(t) and where we omit the time argument of the state variables to simplify























Therefore, for any constant ε0 ∈ (0, 1), and with the choice M](t) = (p0 − 1)∂V (ξ)∂ξ2 (t)M(t), we obtain







































+ ξ2(s1 + d(t)) +
p1
4(1+p1)


























along all solutions of (52) for all t ≥ 0, where the first inequality in (54) used the first inequality in (47) and
(53), and the second inequality in (54) used the relations






2 and 〈ξ1〉(s1 + d(t)) ≤ 18
ξ21
1+ξ21
+ 2(s1 + d(t))
2,
followed by the inequality (s1 + d(t))
2 ≤ (1 + ε0)s21 + (1 + (1/ε0))d2(t). Also, since
√
1 + p− 1 ≥ p2(1+p) for all p ≥ 0, (55)
it follows from (53) with p2 replaced by 1 that the choice of V in (51) is proper and positive definite.




1. Then (54) gives


































































2ξ22 , it follows from our conditions
on |p0 − 1| and k from (47)-(48) that if we choose ε0 ∈ (0, 1) close enough to 0, then we can find a constant
c0 > 0 such that



















































along all solutions of (50) for all t ≥ 0, because the second inequality in (48) implies that 23k (p1 + 1)
2 ≤ p28 ,
and because our bounds p̄1 and p̄2 on |p0 − 1| from (47) imply that there are constants ca ∈ (0, p2/8) and
cb ∈ (0, 3p1/(32(1 + p1)) such that







− p2ξ2 − 〈ξ1〉+ s1 + d(t)
)






















































+ s21 + d
2(t)
})
≤ caξ22 + cb
ξ21
1+ξ21
+ 2|p0 − 1|(s21 + d2(t))
(58)
for all t ≥ 0, by repeated applications of the triangle inequality; the first set of terms in curly braces in (58)
were obtained from using the triangle inequality to upper bound |ξ2〈ξ1〉|, the second set of terms in curly braces
in (58) were used to upper bound |ξ2(s1 + d(t))|, and similarly for the other terms in curly braces in (58). It
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follows from integrating (57) over [0,+∞) and applying Barbalat’s Lemma to the function in curly braces in
(57) that Assumption 1 is satisfied (because d2(t) exponentially converges to 0 as t → +∞). Hence, Theorem
1 applies to (46) and provides the dynamic feedback
u(Z, x) = −satZ ((a1,1 + k)z1 − kψ(x1)) + p3 arctan(x2), ż1 = k [−z1 + p1 sin(x1)− 〈x1〉] (59)
with Z = (1 + ε)(|a1,1 + k|+ k)(p1 + 1) and the choice (49) of ψ, since our formulas (6a)-(6b) give c1 = a1,1 + k.
In Fig. 2, we plot MATLAB simulations for the system (46) in closed loop with the control provided by our
theorem, with ε = 0.05, p0 = p1 = p3 = 1, p2 = 1.5, and a1,1 = −1. The figure shows the good performance
of our control, and therefore helps illustrate the value of our theorem in a specific case of the dynamics (46).
Moreover, with the choice p1 = 1, our conditions (47) imply that our control is also valid for any constants
p2 ∈ (1, 2) and p0 ∈ (0.95, 1.05), which means that the viscous friction coefficient (resp., mass) measurement
can tolerate a 50% (resp., 5%) error. This illustrates the robustness of our control design to uncertainties.
Figure 2: Feedback Control in Second Illustration
5 Conclusions
We provided a new backstepping approach using a finite dimensional dynamic extension, which is motivated by
the ubiquity of engineering applications that lead to the required cascade forms. Advantages of our approach
include the facts that we do not require the fictitious feedback to be C1, and the fact that we can satisfy
input bounds without using artificial delays. We hope to develop local versions for systems that are only
locally asymptotically stabilizable, and to allow measurement delays [29, 31]. We will also investigate families
of systems that can be stabilized by applying Theorem 1 repeatedly, and possible extensions to PDEs.
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