The generalized minimum variance control (GMVC) is one of the design methods of self-tuning control (STC). In general, STC is applied as a discrete-time (DT) design technique. However, by some selection of the sampling period, the DT design technique has possibilities of generating unstable zeros and time-delays, and of failing in getting a clear grasp of the controlled object. For this reason, we propose a continuous-time (CT) design technique of GMVC, which we call CGMVC. In this paper, we confirm some advantages of CGMVC, and provide a numerical example.
Introduction
In the process control for, e.g., chemical plants that vary pressures and temperatures momentarily, the closed-loop system performance is deteriorated by different time-delays that exist in MIMO systems and the property fluctuation of the MIMO controlled object. In addition, high stability and comprehensible physical meanings of design parameters are desired in the process control for chemical plants because they have a number of chancy processes. Moreover, there is a possibility that the model of a controlled object is difficult to grasp in advance. Then, self-tuning control (STC) is applied to such systems.
The generalized minimum variance control (GMVC) is one of the design methods of STC [1] , [2] . GMVC is designed on discrete-time (DT), and its feature is a polynomial approach to predict the future outputs for the time-delay [3] . Moreover, the closed-loop system can be adjusted, to grasp physical meanings of the controlled object by using an evaluation function. But, GMVC has possibilities of generating unstable zeros and odd time-delays [4] . Furthermore, if we choose a large sampling period, it is difficult to get a clear grasp of the controlled object.
Then, we propose a continuous-time (CT) design technique of GMVC. Because CGMVC is a CT design technique, it is not necessary to select a sampling period that is an important parameter in the DT domain. In addition, there is not a possibility that unstable zeros are generated. Furthermore, time-delays that are not multiples of the sampling period are not generated in the CT domain, and hence the control performance would not be degraded. In a conventional DT design technique, a complex computation algorithm is needed because the control parameter degree is changed by the future time-delay fluctuation that is larger than the sampling period. In the CT design technique that is proposed in this paper, even if a time-delay fluctuation is generated, the computation algorithm is executed without changing the control parameter degree. In this paper, we confirm the above-mentioned and CGMVC effectiveness. * 
CGMVC Design
In this section, the design method of CGMVC is described. In particular, we consider the servo-type CGMVC [5] . A servotype design approach has advantage when STC is applied. This is considered in the numerical example section.
Controlled Object
The controlled object is given in the form of the controlled auto-regressive and moving average (CARMA) model. The controlled object is written as
where A(d), B(d), and C(d) are polynomials in the differential operator d as
But A(d) and C(d) are assumed stable polynomials that do not have a zero in the closed right half plane. The degrees of A(d) and C(d) meet strictly proper condition of n a > n b . It is also assumed a 0 0, b 0 0, c 0 0, and n ≥ m. y(t), u(t), and ξ(t) are the system output, control input and white-noise of average value 0 and variance is σ 2 . The time-delay of length L is represented as e −Ld .
Control System Design of Servo-Type CGMVC
In this subsection, the design method of servo-type CGMVC is described. The controlled object form in the CARMA model of appearance that contains integrator is written as
First of all, the generalized output is defined as
where w(t) is the desired value and P(d), Q(d), R(d) are polynomial weight factors, and the property of the closed-loop system is detuned by these polynomial weight factors. The weighting factors P(d), Q(d), R(d) on the output, the controlled input and the reference signal are expressed as JCMSI 0003/10/0303-0151 c 2008 SICE
Therefore, P(d), Q(d) and R(d) are rational functions. P 1 (d) is a numerator and P 2 (d) is denominator of the rational function P(d). Cost function is written as
Expectation is represented E of (10). (10) is obtained by using generalized output (6) . The control law that minimizes evaluation function (10) is called CGMVC. But, in this time, future output of time-delay y(t + L) must be obtained to minimize (10) because generalized output (6) is included it. Then, Diophantine-equation is introduced, and predict future output of time-delay y(t + L). Diophantine-equation is implied that disturbance term is divided future and past part. And, the control parameter can be obtained by Diophantine-equation. In discrete-time design of GMVC, unique solution can be obtained by deciding the degree of control parameter. However, in continuous-time design, time-delay is expressed by irrational function. So, Diophantine-equation can not be resolved. Then, time-delay e −Ld is transformed into rational function by Laguerre approximation. Laguerre approximation written as
And, by expressing controlled object as
, Diophantine equation is defined as
where E(d) = e n e d n e + e n e −1 d n e −1 + . . . + e 0 (13)
are control parameters, respectively. A unique solution can be obtained by deciding control parameter degree as
Using (6) and (12), the control low can be obtained as
.
(16)
When closed-loop system is composed, it is written as
is the closed-loop characteristic equation. Block diagram of continuous-time design of GMVC is shown in Fig. 1 . 
About the Requirement of Control Degree
In discrete-time design, using shift-operator q −1 . On the other hand, in continuous-time design, using differential operator d. Therefore, we must note that the controller become nonproper-transfer-function. First of all, the prepositive-amendscontroller G CR (d) is confirmed. The prepositive-amendscontroller is written as
As a result, the numerator-degree (20) is equal to second-termdegree of denominator (22). In other words, the prepositiveamends-controller (19) is not composed non-proper-transferfunction.
Next, the feedback-controller G CF (d) is confirmed. The feedback-controller is written as
The controlled object assumed to be intensity proper transfer function, and degree condition is
In here, integrator is introduced and servo-type control system is considered. As a result, the requirement of degree is
The degree is chosen like (28), the feedback controller does not become proper transfer function. But, when STC is applied, system identification accuracy of noise-term C(d) is wrong. In fact, applying degree-requirment (28) is unsuitable. And so, pole is supplemented to feedback-controller based on the idea of Inxact-differential. Inxact-differential is written as
where γ is differential-gain. In general, the value of differentialgain is used about 0.1.
Design Guide of CGMVC
In here, the design guide of CGMVC is described. P(d), Q(d) and R(d) are design parameter of CGMVC. The design parameter P(d) have effect on zero of controlled object. And, Q(d) is a design parameter which is adjusted as a limit of input. Moreover, the design parameter R(d) is used as a reference filter, closed-loop property is improved. That's effect can be guessed by generalized output (6) . In here, we focus design parameter Q(d) and it's effect is confirmed. The transfer function from reference to controlled variable of CGMVC is written as
The polynomial A(d) is defined as stable. So, it will be shown that the effect of pole of stable polynomial A(d) is enhanced by selecting large Q(d). Eventually, the input is limited. Following numerical example shows this effect.
Numerical example
The controlled object is shown as follow. · Controlled object
In this numerical example, time-delay approximation degree is selected 4 and noise is not input. The response is shown as Fig. 2 when Q(d) is 100. In the figure, step reference, controlled variable and input is shown w, y and u. Vibration response can be confirmed. Next, the response is shown as Fig. 3 when Q(d) is 450. It can be confirmed that vibration response is controlled because Q(d) is increased. However, if Q(d) is increased too much, response time performance is degraded because input is limited. Thus, design parameter Q(d) is needed to select for vibration suppression by using prior information of controlled object. It is necessary to select design parameter Q(d) with enough care that time-delay length and controlled object dynamical characteristic. On the other hand, the responses of Digital-time GMVC (DGMVC) are similar to the CGMVC in the same condition. However the DGMVC has the disadvantage that the unstable zero occurs when the continuous model is digitized.
Problem of Digital-Time GMVC (DGMVC)
In general control systems, if the controlled object has any unstable zero, the closed loop system becomes non-minimum system. In this case, the closed-loop system can be changed the stable system by applying the feed-forward compensation. GMVC is also same because the transform function from the reference signal to the output regarding the digital-time GMVC is
The numerator of G wy (q −1 ) has the model parameter B(q −1 ). If G wy (q −1 ) has any unstable zero, the closed-loop system G wy (q −1 ) of GMVC is non-minimum system [5] . Here, the poles of controller is
And the poles of closed-loop system is
The poles of both controller and closed-loop system must be stable in GMVC. In other words, including the unstable zero is not desirable situation at the control beginning. Designing GMVC without any unstable zero is easier than GMVC with non-minimum phase system. The proposed CGMVC can avoid the unstable zero, which is generated by the discrete time modeling with short sampling interval.
About the Advantage of CGMVC
In this section, about the advantage of CGMVC is described. Remarks.
Control parameter degree
In discrete-time design, sampling period is important design parameter. Selecting long sampling period, it is difficult to get a clear grasp of the controlled object at all times. On the other hand, because of relations of time-delaystep and time-delay-approximation-degree, selecting short sampling period, control parameter degree is increased. In other words, complex calculation is demanded and we must deal with complex algorithm. In continuous-time design, however, the controller degree is constant even if time-delay changes. Moreover, the sampling period need not be selected in continuous-time-design-approach.
Property fluctuation of controlled object
In discrete-time design, remainder time-delay is generated by changing time-delay gradually, where the remainder time-delay that it is cannot be divided by sampling period. In other words, remainder time-delay cannot be considered in control-system-design. In continuous-time design, however, remainder time-delay is not generated even if time-delay changes gradually.
Unstable zero
In this time, system identification is used in discretetime domain. So this control system is hybrid: discretetime system identification and continuous-time design. Discretization in short sampling period to identifying controlled object may generate unstable zero [4] . In discrete-time design, the control performance is declined by this unstable zero. In continuous-time design, because discrete-time identification result is transformed into continuous-time transfer function, unstable zero is not necessary to treat. This is considered in later section.
About the System Identification
In this section, estimation algorithm of mathematical model is described. When the model of controlled object is inaccurate, it is necessary that the mathematical model is estimated based on the input-output data. Especially, when dynamic characteristic of control systems are changed, the controlled object might not be able to be kept steady. In this case, it is necessary that the controlled object that changes the dynamic characteristic hourly is estimated online. A lot of discrete-time system identification method is used in STC [6] . Moreover, continuous-time system identification is reported too [7] . In this paper, the former method is applied: using discrete-time identification. Then, recursive least-squares method is used in this time.
• Recursive least-squares method
The algorithm of recursive least-squares method is given asθ
where θ(k),φ(k),and (k) are controlled object parameter vector, input and output data, and prediction error. Parameter λ is called forgetting factor.
About the Deletion of Unnecessary Zero
In this time, control system is composed of the hybrid system. Against controlled object with the second degree or more differences between denominator and numerator, choosing short sampling period causes unstable zero generation that did not exist in continuous-time domain. In discrete-time design, the control performance is declined by this unstable zero. To deleting unstable and unnecessary zero, using approximation that used δ-operator in one of techniques [8] . The unnecessary zero is generated by discretization and this is not existed in continuous-time transfer function. The unstable zero can be deleted by using δ-operator, however, short sampling period must be selected in this method. As a result, control-parametersolution of discrete-time GMVC becomes complication by increasing degree. Then, discrete-time-mathematical-model (DT-model) is transformed into continuous-time-mathematicalmodel (CT-model) directly, and control system is designed by using this CT-model. This method has the advantage that computational complexities are fewer than δ-operator approximation approach. The numerical example of deleting unnecessary zero is shown as follows.
• Example
This example was using MATLAB. First of all, controlled object is assumed as
And, continuous-time pole-zero configuration of (39) is shown in Fig. 4 .
There are a number of discrete-time identification methods. The method used here should be specified. By identifying the controlled object (39) in the discrete-time domain, a DT-model of can be obtained. (40) is identified with the sampling period 1 second. The discrete-time pole-zero configuration of (40) is shown in Fig. 5 . 
The coefficients of d 2 and d of numerator of (40) are very small scale. Then, by approximating them by zero, we can obtained (39).
Thus a CT-model that does not have an unstable can be obtained. In other words, the control performance is not declined even if a discrete-time identification is applied to the continuous-time design.
Numerical Example
In this section, numerical example of STC with CGMVC is described. The controlled object is assumed as
This controlled object is referred to a water level control model that introduced by in the textbook [9] .
Assumption on the Numerical Example
· Property fluctuation The gain of the controlled object is assumed to be decreasing linearly from 31.5 to 23.625 between 400 seconds and 500 seconds. At the same time, the time-delay in the controlled object is assumed to be increasing linearly from 5 seconds to 10 seconds. In other words, the controlled object after the property fluctuations is written as
· Desired value The desired value is given at the time of the beginning of the simulation. The desired value step size is 1.
· Disturbance The disturbance is injected at the time of 250 seconds and 900 seconds. The disturbance step size is 0.01.
Parameter Setting in the Numerical Example
• The measurement noise · · · White-noise of average value 0 and variance is 0.01 2 .
• The Amplitude of M-sequence signal · · · 0.009.
• The time cycle of M-sequence signal · · · 0.1 second.
• The degree to approximate the time-delay · · · 4.
• The weighting factors · · · P(d) = 1, R(d) = 1, Q(d) = 450.
• The noise-term C(d) = 1.
• Initial value of the controlled object · · · The accurate control parameter of the system is known for 0.5 seconds beforehand. Because, this is a treatment to prevent the initial excessive response in this simulation.
Result of the Numerical Example
The identification results of the gain at the period of the property fluctuation is showed in Fig. 6 . The result of STC is showed in Fig. 7 .
Discussion on the Numerical Example
The error between the actual gain and the identification-result can be found during the period of property fluctuations. As a result, the response is away from the desired value. This can be regarded as an influence of the time-delay-fluctuation. In this Fig. 6 Identification gain at the period of property fluctuations. numerical example, the time-delay was fluctuated gradually. So in the control system design, there is a difference between the actual-time-delay and that used in the control system design at all times. However, even if such a few differences exist, a response of disorder is not generated. The response is that an integrator is introduced in the control system. This is an advantage to design a servo-type CGMVC. Moreover, in the continuoustime design, the time-delay that is not multiple of the sampling period is not generated even if time-delay changes gradually. So the response is not oscillatory.
Conclusion
In this paper, the effects of STC with CGMVC were discussed. The proposed CGMVC with the arranged Diophantine equation can realize stable responses, while divergence or fluctuation may occur in the response of DGMVC. The CGMVC has advantages that setting the sampling period is not necessary and it can avoid the unnecessary zeros which may appear in the DGMVC case. Furthermore, fluctuation of the response due to the time delay of the system is suppressed by the proposed CG-MVC. The CGMVC can adapt to the system in which the delay time changes gradually.
