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Introduction
One of the central concepts of operator theory is the spectrum of an op-
erator and if one knows that the spectrum is separated then the multicentric
calculus is a useful tool to have. This calculus was introduced by Olavi Nevan-
linna in 2011 (see [24] and [25]) and this thesis is an attempt of extending
the multicentric calculus from single operators to n−tuples of commuting op-
erators, both for holomorphic functions and for non-holomorphic functions.
We call an n−tuple of commuting operators the n−tuple of Banach and/or
Hilbert space operators T = (T1, T2, . . . , Tn) satisfying the property
TiTj = TjTi for all i, j = 1, 2, . . . , n.
In order to properly understand these concepts we start by introducing
notions and properties of tuples of commuting operators, assuming that the
reader is familiar with concepts and results for single operators on a Banach
and a Hilbert space. Sometimes few definitions or results on single operators
are presented so that the transition towards tuples is smoother and the reader
can associate easily different concepts. Hence the first chapter is a collection
of definitions and spectral properties for n−tuples of commuting operators
acting on a Banach space and on a Hilbert space.
Notions such as spectrum, point spectrum, approximate point spectrum
or surjective spectrum are here extended to tuples of operators and the Taylor
3
4spectrum and Fredholm spectrum will be introduced so that in Chapter 2 we
can review the Taylor functional calculus for several commuting operators
first introduced in 1970 by J. Taylor in [35]. We do this by giving a survey
of basic properties of the Taylor spectrum and Taylor functional calculus
following [22].
As mentioned before it is well known that one of the central concepts
of operator theory is the spectrum of an operator, which is connected with
the existence of a functional calculus that provides information about the
structure of Banach space operators.
When working with commuting n−tuples of Banach space operators this
calculus is more involved. There are many possible definitions for a joint
spectrum, but the one introduced by J.L. Taylor has the property that there
exists a functional calculus for functions analytic on a neighbourhood of this
spectrum.
Another important concept presented in Chapter 2 is the von Neumann
inequality, which states that giving a contraction T on a Hilbert space H
and a holomorphic function ϕ on the unit disc then
‖ϕ(T )‖ ≤ sup
|z|≤1
|ϕ(z)|, ∀z ∈ C, T ∈ H.
It is well known that the above inequality holds true for a pair of commuting
contractions (T1, T2), i.e.
‖ϕ(T1, T2)‖ ≤ C sup{|ϕ(z1, z2)|, |z1| ≤ 1, |z2| ≤ 1},
where C is a constant equal to 1, but for three or more commuting contrac-
tions the inequality holds true for some constant C 6= 1 and some additional
conditions.
To get familiar with these concepts the reader should know notions such
as positive, completely positive and completely bounded maps, as well as
contractions, isometries and dilations, all of which can be found in the book
[29] by Vern Paulsen. Here the author said that the key idea behind a dilation
is to realize an operator or a mapping into a space of operators as "part" of
something simpler on a larger space. The simplest case is the unitary dilation
of an isometry. Then one constructs an isometric dilation of a contraction and
combining the two dilations one gets the unitary dilation of a contraction.
Many have tried to extend the von Neumann inequality for more than
a pair of commuting operators but no success has been achieved without
assuming some extra conditions. Useful results for von Neumann’s inequal-
ity are Ando’s theorem, Sz.-Nagy’s dilation theorem and Parrot’s example
which are also presented in this thesis. Proceeding in a chronological way we
5state a few results due to G. Popescu [30] (1994), which has extended the
von Neumann inequality by working on the Hardy space H2(D) of analytic
functions on the unit disc D. In the same year, 1994, B.A. Lotto in [30]
extends the inequality for commuting, diagonalizable contractions satisfying
some additional conditions and presents in [19] an example to show the need
of the extra hypotheses.
In 2006 David Opěla generalizes Andô’s theorem and Parrott’s example
in [27], by stating that any n−tuple of contractions that commute according
to a graph without a cycle can be dilated to an n−tuple of unitaries that
commute according to that graph. Conversely, if the graph contains a cycle,
he constructed a counterexample. Other generalizations of Andô’s result to
an n−tuple of commuting contractions are due to Gaşpar and Rácz in [16]
(1969) who assume only that the n−tuple is cyclic commutative, that is,
T1T2 . . . Tn = TnT1T2 . . . Tn−1 = · · · = T2T3 . . . TnT1
for a family T = (T1, . . . , Tn) of linear bounded operators in a Hilbert space
H. Gaşpar and Rácz’s results are then further generalized by G. Popescu.
Instead of starting with n−tuples of contractions, one can work with row
contractions, that is, with n−tuples satisfying ∑j TjT ∗j ≤ I. This case has
been extensively studied by T. Bhattacharyya in [8] in 2001.
Ambrozie, Engliš, V. Müller in [1] (2007) work with analytic functions on
a D−space, which is defined as follows: let D be a nonempty open domain
in Cn. A Hilbert space H of functions analytic on D is called a D−space if
the following conditions are satisfied:
i) H is invariant under the operators Zj, j = 1, . . . , n, of multiplication
by the coordinate functions,
(Zjf)(z) = zjf(z); f ∈ H, z = (z1, . . . , zn) ∈ D.
It follows from the next assumption and the closed graph theorem that the
operators Zj are, in fact, bounded.
ii) For each z ∈ D, the evaluation function f → f(z) is continuous on H.
By the Riesz representation theorem there is Cz ∈ H such that f(z) = 〈f, Cz〉
for all f ∈ H. Define the function C(z, w) := Cw¯(z), z ∈ D,w ∈ D∗. (The
function C(z, w¯) is known as the reproducing kernel of H.)
iii) C(z, w) 6= 0 for all z ∈ D and w ∈ D∗.
6Here by D∗ we mean the set {z¯ : z ∈ D}.
The above material is presented in Chapters 1 and 2 and introduces the
reader into the theory of tuples of commuting operators and the theory of
holomorphic functional calculus.
The following chapter then contains the non-holomorphic functional cal-
culus for commuting operators due to Sandberg [31] (2003) which follows the
traditional non-holomorphic fuctional calculus for single operators of Dynkin
in [12] (1972), B. Helffer and J. Sjöstrand in "E’quation de Schrödinger avec
champ magnétique et e’quation de Harper" (Berlin, 1989) and E. B. Davies
in "Spectral Theory and Differential Operators" (Cambridge, 1995).
Note that this calculus and the one that will be presented later in Chapter
5 are using a different approach and therefore they are not related, but more
on Chapter 5 is soon discussed.
The multicentric calculus for holomorphic functions presented in Chapter
4 is due to O. Nevanlinna following the papers on the topic [24], [23] and [25],
which have results for single operators on a Hilbert space or simply called one
variable case. In [24], O. Nevanlinna shows how multicentric representation
of functions gives a simple way to generalize the von Neumann result, i.e., the
unit disc is a spectral set for contractions in Hilbert spaces. In other words,
this calculus provides a way of representing the spectrum of a contraction
T, by searching for a polynomial p that maps the spectrum to a smaller disc
around origin. Since the von Neumann inequality works for contractions with
spectrum in the unit disc, the multicentric representation applies a suitable
polynomial p to the operator T so that p(T ) becomes a contraction with
spectrum in the unit disc and thus the usual holomorphic functional calculus
holds.
In [3] one can find a follow up on the papers of O. Nevanlinna [24], [23] and
[25]. There we discuss the separation of a compact set, such as the spectrum,
into different components by a polynomial lemniscate with few examples and
we present applications of the Calculus to the computation and estimation
of the Riesz spectral projection.
Knowing that the von Neumann’s inequality holds true for 2 commuting
operators, further estimates for a pair of commuting operators has been done,
and an attempt to extend the calculus to n−tuple of commuting operators
is worked out. As mentioned earlier, the von Neumann’s inequality for more
than three contraction needs a constant C 6= 1 and some extra conditions. As
extra condition one makes use of k−homogeneous polynomial in n variables,
defined as being a function P : Cn → C of the form
P (z1, . . . , zn) =
∑
α∈Λ(k,n)
aαz
α,
7where Λ(k, n) := {α ∈ Nn0 : |α| := α1 + · · · + αn = k}, zα = zα11 · · · zαnn and
aα ∈ C.
Due to a recent paper [15] (2015) by Galicer, Muro and Sevilla-Peris, it
is known that for this type of polynomials the von Neumann’s inequality
holds true for a constant. Thus the multicentric calculus can be extended to
n−tuples.
We finish the thesis with the latest results due to Olavi Nevanlinna [26]
(2015) regarding the multicentric calculus without assuming the functions to
be analytic. The calculus is worked out for one variable, where the operator
is a matrix, and we present it in details in Chapter 5 (although proofs are
skipped) so that later one can extend it for more than one variable. When
working with n−variables the operator is then considered as an n−tuple of
commuting matrices. Therefore basic notions on commuting matrices are
covered.
If one wants to determine which matrices commute with a given set of
n × n matrices two tools appear to be useful, that is, a standard form for
a given matrix (Jordan canonical form) and restrictions on the form of the
commuting matrices. The latter is a canonical form called the H-form intro-
duced by K.C. O’Meara and C. Vinsonhaler in [28]. We will shortly discuss
both this tools and by the end of this thesis an attempt on extending the
calculus for n-tuple of commuting operators is worked out.
Chapter 1
Commuting n−tuple operators
In this chapter will be presented definitions, properties and results regarding
n−tuples of commuting operators.
1.1 Basic definitions
Let X be a Banach space and let L(X) denote the Banach algebra
of all bounded linear operators on X. For T ∈ L(X), let ker(T ), Im(T ) and
σ(T ) denote the null space of T, the range of T and the spectrum of T,
respectively.
Definition 1.1.1. An operator T = (T1, . . . , Tn) ∈ L(X)n is called a com-
muting n−tuple if TiTj = TjTi for every 1 ≤ i, j ≤ n.
Definition 1.1.2. We say that two n−tuples of operators R ∈ L(X)n and
S ∈ L(X)n criss-cross commute if
RiSjRk = RkSjRi and SiRjSk = SkRjSi
8
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for every 1 ≤ i, j, k ≤ n.
A simple example of criss-cross commuting tuples of operators is given
below, where the operators are considered to be 3 × 3 matrices. Let R =
(R1, R2) and S = (S1, S2) with
R1 =
0 1 00 0 1
0 0 0
 , R2 =
0 1 20 0 1
0 0 0
 , S1 =
1 2 00 1 2
0 0 1
 , S2 =
1 1 00 1 1
0 0 1
 .
Here R1R2 = R2R1 and S1S2 = S2S1 thus R and S are commuting pairs.
Moreover, R1S1, R2S2, S1R1, and S2R2, mutually commute, as well as R1S2,
R2S1, S1R2, and S2R1, hence R and S criss-cross commute.
As a counterexample, let
R1 =
0 1 00 0 0
0 0 0
 , R2 =
0 0 10 0 0
0 0 0
 , S1 =
0 0 01 0 0
0 0 0
 , S2 =
0 0 00 0 0
1 0 0
 .
It is easy to check that R1R2 = R2R1, S1S2 = S2S1, and that R1S1, R2S2,
S1R1, S2R2,mutually commute, but we do not have criss-cross commutativity
since R1S1R2 6= R2S1R1 and S1R1S2 6= S2R1S1. Also we see that R1S2 6=
S2R1 and R2S1 6= S1R2.
Definition 1.1.3. Let R = (R1, . . . , Rn) and S = (S1, . . . , Sn) be commuting
n−tuples. We say that R and S are nearly commuting provided that
RiSj = SjRi for every i 6= j.
For example, the commuting pairs R = (R1, R2) and S = (S1, S2) where
R1 =
0 1 00 0 0
0 0 0
 , R2 =
0 0 01 0 0
0 0 0
 , S1 =
0 0 00 0 0
1 0 0
 , S2 =
0 0 10 0 0
0 0 0
 ,
are nearly commuting since RiSj = SjR1 for every i 6= j (i, j = 1, 2).
Definition 1.1.4. Let T = (T1, . . . , Tn) be a commuting n−tuple of bounded
linear operators acting on a Banach space X. For x ∈ X ρ(T, x) is the set of
those points λ = (λ1, . . . , λn) ∈ Cn for which there exist an open set U 3 λ
and X−valued analytic functions on U : f1, . . . , fn such that
n∑
j=1
(Tj − zj)fj(z) = x, z ∈ U.
The set σ(T, x) =: Cn \ ρ(T, x) is called the analytic local spectrum of T at
x.
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For i = 1, . . . , n we set
SR{i} = (S1R1, . . . , RiSi, . . . , SnRn)
(We put in the i−th coordinate RiSi instead of SiRi.)
Proposition 1.1.5. Let R and S be commuting n−tuples and let x ∈ X. We
have:
i) If R and S are nearly commuting, then
σ(SR, Six) ⊂ σ(SR{i}, x) ⊂ σ(SR, Six) ∪ [0]{i}.
ii) If R and S are criss-cross commuting, then
σ(SR, Six) ⊂ σ(RS, x) ⊂
n⋂
j=1
σ(SR, Sjx) ∪ [0]{j}.
The proof of the above proposition can be found in [7].
Now let’s review some definitions of spectrum on a Banach space.
Definition 1.1.6. Let T = (T1, . . . , Tn) be an n−tuple of commuting opera-
tors on a Banach space X. Then
σp(T) = {λ ∈ Cn :
n⋂
i=1
ker(Ti − λi) 6= {0}},
σpi(T) = {λ ∈ Cn : inf{
n∑
i=1
‖(Ti − λi)x‖ : x ∈ X, ‖x‖ = 1} = 0},
σδ(T) = {λ ∈ Cn : (T1 − λ1)X + · · ·+ (Tn − λn)X 6= X},
are called the point, approximate point and surjective spectrum of T.
Definition 1.1.7. Let T be an operator in L(X). We define the compression
spectrum of T as
σcom = {λ ∈ C : (T − λ)X is not dense in X}.
Proposition 1.1.8. Let T = (T1, . . . , Tn) be an n−tuple of commuting op-
erators on a Banach space X. Write T∗ = (T ∗1 , . . . , T ∗n) ∈ L(X∗). Then
σpi(T
∗) = σδ(T) and σδ(T∗) = σpi(T).
For the proof of the above result one can check [21].
Now we review some definitions so that we can introduce the notion of
Taylor and Fredholm spectrum.
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Definition 1.1.9. Let e = {e1, e2, . . . , en} be indeterminates and define Λn[e]
to be the exterior algebra on the generators e1, e2, . . . , en. This is a linear space
over the complex plane C endowed with an anticommutative exterior product
ei ∧ ej = −ej ∧ ei, for every 1 ≤ i, j ≤ n. For F = {i1, . . . , ip} ⊂ {1, . . . , n}
with i1 < · · · < ip, we write eF = ei1 ∧ · · · ∧ eip . The exterior algebra over C
is then given by
Λn[e] = {
∑
F
αF eF : eF = ei1 ∧ · · · ∧ eip and αF ∈ C}.
We let here e∅ to be the identity element for the exterior product. If we
denote Λkn[e] = {
∑
|F |=k αF eF : αF ∈ C}, where |F | is the cardinal of F,
then clearly dim Λkn[e] =
(
n
k
)
for every k ≤ n, Λkn[e] ∧ Λln[e] = Λk+ln [e] and
Λn[e] =
⊕n
k=0 Λ
k
n[e].
Definition 1.1.10. Given a Banach space X, the exterior algebra over X is
defined to be
Λn[e, X] = {
∑
F
xF eF : eF = ei1 ∧ · · · ∧ eip and xF ∈ X}.
The subspaces Λpn[e, X] = {
∑
|F |=p xF eF : xF ∈ X}, for p ≤ n are given in a
similar way. Naturally Λ0n[e, X], Λ1n[e, X] and Λnn[e, X] can be identified with
X, Xn and X, respectively.
Since no confusion is possible Λkn[X] and Λn[X] can be written instead of
Λkn[e, X] and Λn[e, X], respectively.
If T ∈ L(X), one keeps the same symbol T to denote the operator defined
on Λn[X] by
T
(∑
F
xF eF
)
=
∑
F
TxF eF .
Definition 1.1.11. For i ∈ {1, 2, . . . , n}, let Ei : Λn[X]→ Λn[X] be the left
multiplication operator by ei : Ei(eF ) = ei∧eF . It is usually called the creation
operator. With any commuting n−tuple T = (T1, . . . , Tn) we associate the
linear mapping defined over Λn[X] by
δT =
n∑
i=1
Ti ⊗ Ei :
∑
F
xF eF →
∑
F
n∑
i=1
TixF ei ∧ eF .
Definition 1.1.12. Set δkT := δT|Λkn[X]. We construct a co-chain complex
K(T), called the Koszul complex associated with T on X as follows:
K(T) : 0
δ−1T−−→ Λ0n[X]
δ0T−→ Λ1n[X]
δ1T−→ · · · δ
n−1
T−−→ Λnn[X]
δnT−→ 0.
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Definition 1.1.13. The operator T is said to be non-singular, or Taylor
invertible, if ker δkT = Imδ
k−1
T , for k = 1, . . . , n, equivalently ker δT = ImδT.
The associated Koszul complex is said to be exact in this case. The Taylor
spectrum of T on Xn is then the set
σT (T) = {λ ∈ Cn : K(T− λ) is not exact}.
Definition 1.1.14. We call cohomology of {Λkn[X], δkT} the set {Hk(X,T)}k,
where Hk(X,T) = ker δkT \ Imδk−1T .
Notice that the action of T on X is non-singular if Hk(X,T) = 0 for
every k.
Remark 1.1.15. (i) Let n = 1. We can identify Λ0[e, X] and Λ1[e, X] with
X, and so the Koszul complex of a single operator T1 ∈ L(X) becomes
0→ X T1−→ X → 0.
This complex is exact if and only if T1 is invertible. Thus for single operators
the Taylor spectrum coincides with the ordinary spectrum.
(ii) Let n = 2 and let T = (T1, T2) be a commuting pair of operators on
X. Then the Koszul complex of T becomes
0→ X δ
0
T−→ X ⊕X δ
1
T−→ X → 0,
where δ0T and δ1T are defined by δ0Tx = T1x ⊕ T2x (x ∈ X) and δ1T(x ⊕ y) =
−T2x+ T1y (x, y ∈ X).
(iii) The most important part of a Koszul complex of an n−tuple T =
(T1, . . . , Tn) are its ends. The first mapping δ0T can be interpreted as δ0T :
X → Xn defined by δ0Tx =
⊕n
i=1 Tix (x ∈ X), according to Section 9 in [21].
Thus the Koszul complex of T is exact at Λ0n[e, X] if and only if 0 6= σpi(T).
Similarly, δ1T : Xn → X is defined by δ1T(x1 ⊕ · · · ⊕ xn) =
∑n
i=1(−1)i−1Tixi,
and so the exactness at Λnn[e, X] means that 0 6= σδ(T).
Definition 1.1.16. A single operator T satisfies the SVEP (Single valued
extension property) at λ ∈ C if there exists a neighborhood U of λ such
that the zero function is the only analytic function f defined on U satisfying
(T − µ)f(µ) = 0 for every µ ∈ U .
Definition 1.1.17. Let T be a commuting n−tuple. We will say that T
has the SVEP (Single valued extension property) at λ if there exists an open
polydisc Dλ centred at λ such that Hk(O(Dλ, X),T) = 0 for k = 1, . . . , n−1,
where O(Dλ, X) denote the Fréchet algebra of analytic functions on Dλ.
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The following two theorems were proved by C. Behinda and E.H. Zerouali in
2011 in [7].
Theorem 1.1.18. Let R and S be commuting n−tuples nearly commut-
ing. Then T = (R1S1, . . . RiSi, . . . , RnSn) has SVEP if and only if T′i =
(R1S1, . . . , SiRi, . . . , RnSn) has SVEP for every i ∈ {1, . . . , n}.
In particular, RS has SVEP if and only if SR has SVEP.
Theorem 1.1.19. Let R and S be commuting n−tuples satisfying the criss-
cross commutativity. Then RS has SVEP if and only if SR has SVEP.
Theorem 1.1.20. Let T be a commuting n−tuple with SVEP at zero. Then
T is Taylor invertible if and only if T1(X) + T2(X) + · · ·+ Tn(X) = X.
Proof. A result of Finch in [13] asserts that for an operator T ∈ L(X) with
SVEP at zero we have: T is invertible if and only if T (X) = X. The above
extension of Finch’s result for n−tuples has been observed in [38].
The condition T1(X)+T2(X)+ . . . Tn(X) = X implies that Hn(T ) = {0},
and from the proof of lemma 2.1 in [34], it follows that Hn(T− λ) = {0} for
λ ∈ D, withD a polydisc containing zero. We deduce thatHn(O(U(z), X)) =
0 and hence that T is Taylor invertible.
Definition 1.1.21. The n−tuple T is said to be Fredholm, if Imδk−1T is closed
and ker δkT/Imδ
k−1
T is finite dimensional for every k = 1, . . . , n, equivalently
ImδT is closed and ker δT/ImδT is finite dimensional.
Definition 1.1.22. The Fredholm (called also the essential) spectrum is
σTe(T) := {λ ∈ Cn : T− λ is not Fredholm}.
Definition 1.1.23. Given a Fredholm n−tuple T, the index of T is defined
by the Euler characteristic number of the associated Koszul complex, that is
ind (T) =
n∑
k=0
(−1)k dimHk(T),
where Hk(T) = ker δkT/Imδ
k−1
T , k = 1, . . . , n, are the associated cohomology
groups. A Fredholm operator is said to be Taylor-Weyl if ind (T) = 0, and
the Taylor-Weyl spectrum is
σTW (T) := {λ ∈ Cn : T− λ is not Taylor-Weyl}.
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1.2 Spectral properties
In this section are presented results regarding the Taylor and Fredholm spec-
trum of the operators RS and SR following [6], therefore complete proofs of
the results below can be found in [6].
Theorem 1.2.1. Let R and S be commuting n−tuples such that RkSj =
SjRk for k 6= j. Then
i) SR and RS are commuting n−tuples
ii) For every i ∈ {1, . . . , n} and λ = (λ1, . . . , λn) such that λi 6= 0, we have
λ− SR is Taylor invertible if and only if λ− SR{i} is.
This theorem was first proved by C. Behinda and E.H. Zerouali in year
2007 in article [6] and it uses the following lemma.
Lemma 1.2.2. Let T = (T1, . . . , Tn) ∈ L(X)n be a commuting n−tuple,
then
Tj = E
∗
j δT + δTE
∗
j
for every j = 1, . . . , n. In particular,
Tj(ker(δT)) ⊂ Im(δT).
Let I be a subset of {1, . . . , n}. we associate with I the "partially switched"
operator SRI of SR defined as follows:
SRI := (Q1, . . . , Qn),
where Qi = RiSi if i ∈ I, and Qi = SiRi otherwise. Clearly SR∅ = SR while
SR{1,...,n} = RS.
Corollary 1.2.3. Under the assumptions of Theorem 1.2.1, for any I,J ⊂
{1, . . . , n} and λ such that Πi∈I∪Jλi 6= 0, we have
λ− SRI is Taylor invertible if and only if λ− SRJ is.
Denote [0]I = {λ = (λ1, . . . , λn) ∈ Cn : Πi∈Iλi = 0}. For convenience, we
put [0] =: [0]{1,...,n} and [0]∅ = ∅.
Theorem 1.2.4. Under the assumptions of Theorem 1.2.1, for all I,J ⊂
{1, . . . , n}, we have
σT (SRI) \ [0]I∪J = σT (SRJ ) \ [0]I∪J .
In particular,
σT (RS) \ [0] = σT (SR) \ [0].
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Corollary 1.2.5. Under the assumptions of Theorem 1.2.1, we get
i) If 0 /∈ σ(RiSi) = σ(SiRi) for every i ∈ I ⊂ {1, . . . , n}, then
σT (RS) \ [0]Ic = σT (SR) \ [0]Ic ,
where the set Ic is the complement of I in {1, . . . , n}.
ii) If 0 /∈ σ(RiSi) = σ(SiRi) for every i = 1, . . . , n, then σT (RS) =
σT (SR).
Theorem 1.2.6. Let R and S be commuting n−tuples such that RkSj =
SjRk for k 6= j. Let i ∈ {1, . . . , n} and let λ = (λ1, . . . , λn) ∈ Cn be such that
λi 6= 0. Then
λ− SRI is Fredholm if and only if λ− SRJ is Fredholm.
Theorem 1.2.7. Under the assumptions of Theorem 1.2.1, for λ = (λ1, . . . , λn)
such that Πi∈I∪Jλi 6= 0, we have
i) λ− SRI is Fredholm if and only if λ− SRJ is;
ii) If λ− SRI is Fredholm, then ind(λ− SRI) = ind(λ− SRJ );
iii) In particular, for every λ such that Πi∈I∪Jλi 6= 0, we have λ − SR is
Fredholm if and only if λ−RS is Fredholm, and in this case,
ind(λ− SR) = ind(λ−RS).
Corollary 1.2.8. Under the assumptions of Theorem 1.2.1, we have
σTe(SRI) \ [0]I∪J = σTe(SRJ ) \ [0]I∪J .
In particular, we have
σTe(SR) \ [0] = σTe(RS) \ [0].
Corollary 1.2.9. Under the assumption of Theorem 1.2.1, we get
i) If 0 /∈ σe(RiSi) = σe(SiRi) for every i ∈ I ⊂ {1, . . . , n}, then
σTe(RS) \ [0]Ic = σTe(SR) \ [0]Ic ,
where the set Ic is the complement of I in {1, . . . , n}.
ii) If 0 /∈ σe(RiSi) = σe(SiRi) for every i = 1, . . . , n, then σTe(RS) =
σTe(SR).
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Corollary 1.2.10. Under the assumptions of Theorem 1.2.1, we have
σTW (SRI) \ [0]I∪J = σTW (SRJ ) \ [0]I∪J
and hence
σTW (SR) \ [0] = σTW (SR) \ [0].
Regarding the Taylor spectrum more developments were done, for exam-
ple in [9] the following statements were discussed.
If R and S are operators on a Banach space, it is well known that the
spectra of the two products RS and SR are very nearly the same:
σ(RS) \ {0} = σ(SR) \ {0}. (1.2.1)
Necessary and sufficient for full equality is that either of the following two
conditions hold:
0 ∈ σ(RS) ∩ σ(SR) (1.2.2)
0 /∈ σ(RS) ∪ σ(SR) (1.2.3)
If more generallyR and S are criss-cross commuting systems of operators,
then in particular each of the systems RS := (R1S1, . . . , RnSn) and SR :=
(S1R1, . . . , SnRn) of products is commutative and the analogue for (1.2.1) is
true for the Taylor spectrum.
For a commuting n−tuple T = (T1, . . . , Tn) acting on a Banach space X,
let K(T − λ) denote the Koszul complex associated with T − λ. We define
Taylor spectrum σT (T) and approximate point spectrum σpi(T) as follows:
σT (T) = {λ ∈ Cn : K(T− λ) is not exact}
σpi(T) = {λ ∈ Cn : inf‖x‖=1
n∑
i=1
‖(Ti − λi)x‖ = 0}.
Given a bounded linear operator T on a Banach space X, we let T ∗ denote
the adjoint of T, acting on X∗, the dual space of X.
Theorem 1.2.11. Let R = (R1, . . . , Rn) and S = (S1, . . . , Sn) be criss-cross
commuting. If 0 ∈ σpi(R) ∩ σpi(R∗), then σT (RS) = σT (SR).
For the proof of the above theorem it was used the following theorem.
Theorem 1.2.12. ([34], Theorem 3.6) Let T = (T1, . . . , Tn) be a commuting
n−tuple of operators. Then σT (T) = σT (T∗).
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Let us set
pi = {(x, f) ∈ X ×X∗ : ‖f‖ = f(x) = ‖x‖ = 1}.
The spacial joint numerical range V (T) and joint numerical range V (L(X),T)
of T are defined by
V (T) = {(f(T1x), . . . , f(Tnx)) : (x, f) ∈ pi}
and
V (L(X),T) = {(F (T1), . . . , F (Tn)) : F is a state on L(X)}
respectively. The joint spectral radius and joint numerical radius of T =
(T1, . . . , Tn) are defined by
r(T) = sup{|z| : z ∈ σT (T)} and
ν(T) = sup{|z| : z ∈ V (T)} respectively.
For an operator T ∈ L(X), if V (T ) ⊂ R then T is called hermitian. An
operator T ∈ L(X) is called normal if there are hermitian operators H and
K such that T = H + iK and HK = KH. We denote then the operator
H − iK by T . Then the following are well-known:
i) coV (T ) = V (L(X), T ), where coE is the closed convex hull of E.
ii) coσ(T ) ⊂ V (T ), where coE and E are the convex hull and the closure
of E, respectively.
iii) If T is normal, then coσ(T ) = V (T ) = V (L(X), T ). We denote the
boundary of E by δE.
Definition 1.2.13. An n−tuple T = (T1, . . . , Tn) is called strongly com-
muting is, for each 1 ≤ j ≤ n, there exist operators Rj and Sj, each with
real spectrum, such that Tj = Rj + iSj and V = (R1, S1, . . . , Rn, Sn) is a
commuting 2n−tuple.
Remark 1.2.14. Since the Fuglde theorem holds for Banach space operators,
T = (T1, . . . , Tn) is strongly commuting if T is a commuting n−tuple of
normal operators.
Theorem 1.2.15. If T = (T1, . . . , Tn) is a strongly commuting n−tuple,
then T has the condition:
0 ∈ σT (T)⇒ 0 ∈ σpi(T) ∩ σpi(T∗).
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For the proof of the above theorem it was used the following theorem that
can be found in [10] as Theorem 2.1.
Theorem 1.2.16. Let T = (T1, . . . , Tn) be a strongly commuting n−tuple of
operators. Then σT (T) = σpi(T).
For a commuting n−tuple of operators T = (T1, . . . , Tn), we consider the
following two properties:
∃a = (a1, . . . , an) ∈ Cn and a ◦T := a1T1 + · · ·+ anTn is
invertible, (1.2.4)
0 = (0, . . . , 0) /∈ σT (T). (1.2.5)
Proposition 1.2.17. For a commuting n−tuple of operators T = (T1, . . . , Tn),
(1.2.4) implies (1.2.5)
Theorem 1.2.18. Let R = (R1, . . . , Rn) and S = (S1, . . . , Sn) be criss-cross
commuting n−tuples. If there exists an invertible operator T which is a linear
combination of R1, . . . , Rn, then σT (RS) = σT (SR).
Corollary 1.2.19. Let R = (T, . . . , T ) and S = (S1, . . . , Sn) be criss-cross
commuting. If T is normal, then σT (RS) = σT (SR).
Corollary 1.2.20. Let R = (R1, . . . , Rn) be a commuting n−tuple of op-
erators which is non-singular, that is, 0 = (0, . . . , 0) /∈ σ(R). Suppose that
for i = 1, . . . , n, if 0 ∈ σ(Ri), then 0 is an isolated point of σ(Ri). Let
S = (S1, . . . , Sn) be an n−tuple of operators such that R and S criss-cross
commute. Then σT (RS) = σT (SR).
1.3 Operators acting on a Hilbert space
Spectral properties for operators on a Banach space have been presented so
far and now we will introduce operators on a Hilbert space, basic definitions
and spectral properties for commuting n− tuples. Due to F.-H. Vasilescu in
[37] we have the following results.
Let H be a complex Hilbert space and B(H) be the algebra of all linear
continuous operators on H. For convenience we shall recall some definitions.
Let T = (T1, . . . , Tn) be a system of commuting operators in B(H), A
any algebra with unit and containing T in its center and Y an arbitrary
A−module. Denote by Λpn[Y ] the set of all antisymmetric functions, defined
on the set {1, . . . , n}p, with values in Y. For any ξ ∈ Λpn[Y ] let us set
(δpTξ)(ν1, . . . , νp+1) =
p+1∑
j=1
(−1)j+1Tνjξ(ν1, . . . νˆj, . . . , νp+1),
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where, the symbol Λ means that the corresponding letter is omitted. It is
standard to show that δpT : Λ
p
n[Y ] → Λp+1n [Y ] has the property δp+1T δpT = 0.
It is clear also that Λpn[Y ] = 0 for p > n and that Λnn[Y ] is isomorphic to
Y. If we put Λ0n[Y ] = Y, Λpn[Y ] = 0 if p < 0 and define suitably the maps
δpT, then {Λpn[Y ], δpT} becomes a co-chain complex of A−modules. Denote by
{Hp(Y,T)}p the cohomology of {Λpn[Y ], δpT}, i.e. Hp(Y,T) = ker δpT/Imδp−1T .
We say that the action of T on Y is non-singular if Hp(Y,T) = 0 for every
p. In particular, if Y is equal to H, we denote by σ(T, H) the set of all
λ = (λ1, . . . , λn) ∈ Cn such that (λ − T) = (λ1, T1, . . . , λn − Tn) is singular
on H (i.e. it is not non-singular on H). The set σ(T, H) is called the (joint)
spectrum of T on H.
The spaces Λpn[H] have a natural Hilbert structure, namely there is the
following identification:
Λpn[H] =
⊕
1≤i1<···<ip≤n
H.
Notice that the adjoint maps δp∗T : Λ
p+1
n [H]→ Λpn[H] have the form
(δp∗T ξ)(ν1, . . . , νp) =
p∑
k=1
Tkξ(k, ν1, . . . , νp)
for every ξ ∈ Λp+1n [H]. In particular, by using the maps δp∗T , one can get easily
that T = (T1, . . . , Tn) is non-singular on H if and only if T∗ = (T ∗1 , . . . , T ∗n)
is non-singular on H.
Let us set H(n) =
⊕n
k=0 Λ
k
n[H]. It is clear that H(n) is a direct sum of 2n
copies of the space H. Denote δT = δ0T +⊕ · · · ⊕ δnT : H(n) → H(n).
Theorem 1.3.1. Let T = (T1, . . . , Tn) be a commuting system of operators
on H. The action of T is non-singular on H if and only if the operator δT+δ∗T
is invertible on H(n).
Corollary 1.3.2. For any commuting system of operators T = (T1, . . . , Tn)
on H we have
σ(T, H) = Cn \ {λ ∈ Cn : (λ−T)−1 ∈ B(H(n))}.
Denote by α(T) = δT + δ∗T.
Corollary 1.3.3. If A is any commutative algebra of operators on H then
the map
An 3 T→ α(T) ∈ B(H(n))
is R−linear.
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Denote by ej = (0, . . . , 0, 1, 0, . . . , 0), where 1 = 1H is on the j−th posi-
tion. If δj = δej , we may write for T = (T1, . . . , Tn),
α(T) =
n∑
j=1
(Tjδj + T
∗
j δ
∗
j ),
where B(H(n)) is viewed as a B(H)−module. It is clear that the matrix
associated to the operator α(T) on H(n) (considered as a direct sum of 2n
copies of H) does not depend on the space H, moreover, its aspect does not
depend on T either. In particular, we can take T = λ ∈ Cn.
Proposition 1.3.4. For any λ ∈ Cn, λ 6= 0, α(λ)−1 does exist and α(λ)−1 =
(|λ1|2 + · · ·+ |λn|2)−1α(λ).
Corollary 1.3.5. For any λ ∈ Cn, λ 6= 0, we have
‖α(λ)‖ = ‖λ‖
‖α(λ)−1‖ = ‖λ‖−1
where ‖λ‖2 = |λ1|2 + . . . |λn|2.
Corollary 1.3.6. The following relations hold,
δjδ
∗
k + δ
∗
kδj =
{
1 if j = k,
0 if j 6= k.
Now let us return to an n−tuple of commuting operators T = (T1, . . . , Tn)
on H.
Definition 1.3.7. The mapping
Cn \ σ(T, H) 3 λ→ R(λ,T) = (α(λ)− α(T))−1 ∈ B(H(n))
is called the resolvent of T.
Lemma 1.3.8. For any commuting n−tuple T = (T1, . . . , Tn) ⊂ B(H(n)) the
spectrum σ(T, H) is a closed set and the resolvent R(λ,T) is an R−analytic
function in Cn \ σ(T, H) (Cn = R2n).
Lemma 1.3.9. For any commuting n−tuple T = (T1, . . . , Tn) ⊂ B(H(n))
and any λ ∈ Cn such that ‖λ‖ > ‖α(T)‖ we have λ /∈ σ(T, H) and
(α(λ)− α(T))−1 =
∞∑
k=0
(α(λ)−1α(T))kα(λ)−1, (1.3.1)
the series (1.3.1) being absolutely and uniformly convergent on the set {λ ∈
Cn : ‖λ‖ ≥ r} with r > ‖α(T)‖.
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Proposition 1.3.10. Let T = (T1, . . . , Tn) be a non-singular commuting
n−tuple of operators on H. Then both ∑nj=1 T ∗j Tj and ∑nj=1 TjT ∗j are invert-
ible.
Theorem 1.3.11. Let T = (T1, . . . , Tn) be a commuting n−tuple of operators
on H(6= 0). Then the spectrum σ(T, H) of T is a compact nonempty set in
Cn.
Now, let H be a fixed Hilbert space. For any closed subspace Y ⊂
H, let Y (n) be the Hilbert space defined by Y (n) =
⊕n
k=0 Λ
k
n[Y ]. Let T =
(T1, . . . , Tn) be a commuting n−tuple of linear operators on H and Y a
closed subspace of H, Y reducing T, i.e. TjY ⊂ Y and T ∗j Y ⊂ Y for any
j = 1, . . . , n. Denote by T|Y the system of restrictions (T1|Y, . . . , Tn|Y ).
Proposition 1.3.12. Assume that T = (T1, . . . , Tn) ⊂ B(H(n)) is non-
singular on H and let Y be a closed subspace of H, Y reducing T. Then
T|Y is non-singular if and only if
α(T)−1Y (n) ⊂ Y (n).
Proposition 1.3.13. Assume that T = (T1, . . . , Tn) ⊂ B(H(n)) is non-
singular on H and let {Yθ}θ be a family of closed subspaces of H, Yθ reducing
T such that T|Yθ is non-singular for any θ. Then T|Y is non-singular where
Y = c.l.m.{Yθ}θ.
For any set F ∈ Cn let us denote by ∂F the boundary of F.
Proposition 1.3.14. Let Y be a closed subspace of H, Y reducing T. Then
we have the relation
∂σ(T, Y ) ⊂ σ(T, H).
Corollary 1.3.15. If Y and Z are closed subspaces, reducing T, such that
σ(T, Y ) ∩ σ(T, Z) = ∅, then Y ∩ Z = 0.
For simplicity we will apply the results above to a pair of commuting
operators.
Let T = (T1, T2) ⊂ B(H) be a pair of commuting operators. Consider
the sequence
0→ H δ
0
T−→ H ⊕H δ
1
T−→ H → 0 (1.3.2)
where δ0T (x) = T1x⊕T2x (x ∈ H) and δ1T (x1⊕x2) = T1x2−T2x1 (x1, x2 ∈ H).
It is clear that δ0T · δ1T = 0.
We recall that T is said to be non-singular if the sequence (1.3.2) is exact.
The (joint) spectrum σ(T, H) of T on H is, by definition, the complement
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of the set of all λ = (λ1, λ2) ∈ C2 such that λ − T = (λ1 − T1, λ2 − T2) is
non-singular on H.
F-H. Vasilescu has shown in [36] the following results.
Theorem 1.3.16. Let T = (T1, T2) ∈ B(H) be a commuting pair. Then T
is non-singular on H if and only if the operator
α(T) =
[
T1 T2
−T ∗2 T ∗1
]
(1.3.3)
is invertible in H ⊕H.
Lemma 1.3.17. If T = (T1, T2) is non-singular on H, then both T1T ∗1 +T2T ∗2
and T ∗1 T1 + T ∗2 T2 are invertible on H.
Corollary 1.3.18. If T = (T1, T2) ⊂ B(H) is a commuting pair, then the
spectrum σ(T, H) of T on H is given by the set
C2 \ {λ ∈ C2 : (α(λ)− α(T))−1 ∈ B(H ⊕H)}.
Notice also that T = (T1, T2) ⊂ B(H) is non-singular if and only if the
matrix
β(T) =
[
T1 −T ∗2
T2 T
∗
1
]
= α(T ∗)∗ (1.3.4)
is invertible in H ⊕H.
Corollary 1.3.19. If T = (T1, T2) is non-singular on H, then we have the
following commuting relations:
T ∗1 (T1T
∗
1 + T2T
∗
2 )
−1T1 + T2(T ∗1 T1 + T
∗
2 T2)
−1T ∗2 = 1
T ∗2 (T1T
∗
1 + T2T
∗
2 )
−1T2 + T1(T ∗1 T1 + T
∗
2 T2)
−1T ∗1 = 1 (1.3.5)
T ∗1 (T1T
∗
1 + T2T
∗
2 )
−1T2 − T2(T ∗1 T1 + T ∗2 T2)−1T ∗1 = 0.
IfH1, H2 are Hilbert spaces, then we denote byH1⊗H2 the tensor product
of H1 and H2 complete for the canonical norm.
Theorem 1.3.20. Let Hj, j = 1, 2 be Hilbert spaces, Tj ∈ B(Hj), H =
H1 ⊗H2, T˜1 = T1 ⊗ 1, T˜2 = 1⊗ T2 and T˜ = (T˜1, T˜2) ⊂ B(H). Then we have
σ(T˜ , H) = σ(T1, H1)× σ(T2, H2).
Corollary 1.3.21. With the notations as above we have
σ(T1 ⊗ T2, H) = σ(T1, H1)× σ(T2, H2).
Chapter 2
Holomorphic calculus for several
variables
2.1 Taylor functional calculus
This section gives a survey of basic properties of the Taylor spectrum, more
than the previous section, and Taylor functional calculus, following [22].
One of the central concepts of operator theory is the spectrum of an
operator, which is connected with the existence of a functional calculus that
provides information about the structure of Banach space operators.
When working with commuting n−tuples of Banach space operators this
calculus is more involved. There are many possible definitions for a joint
spectrum, but the one introduced by J.L. Taylor has the property that there
exists a functional calculus for functions analytic on a neighborhood of this
spectrum.
We start with the Taylor spectrum and some of its properties, then the
split spectrum and essential Taylor spectrum is introduced. We continue
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with the Taylor functional calculus for the split spectrum and we end this
section with the Taylor functional calculus for the Taylor spectrum.
2.1.1 Taylor spectrum
Recall that an n−tupleT = (T1, . . . , Tn) of commuting operators on a Banach
space X is called Taylor invertible (or Taylor regular) if ker δT = ImδT. The
Taylor spectrum σT (T) is the set of all λ = (λ1, . . . , λn) ∈ Cn such that the
n−tuple T− λ = (T1 − λ1, . . . , Tn − λn) is not Taylor invertible.
Reviewing the definitions 1.1.12, 1.1.13 and remark 1.1.15 may be useful
for understanding the following properties of the Taylor spectrum. Also,
a more detailed presentation of basic notions may be found in [22]. The
properties presented below have complete proves and explanations in [22].
Proposition 2.1.1. Let R1, . . . , Rn, S1, . . . , Sn be commuting operators on a
Banach space X satisfying
∑n
i=1RiSi = I. Then the n−tuple T = (T1, . . . , Tn)
is Taylor invertible.
Let A be a unital commutative Banach algebra and a1, . . . , an ∈ A. The
joint spectrum is
σA(a1, . . . , an) = {(f(a1), . . . , f(an)) : f ∈M(A)},
whereM(A) is the set of all multiplicative functionals f : A → C (i.e., the
maximal ideal space of A).
Let a = (a1, . . . , an) ∈ An be a commuting n−tuple of elements. The
smallest closed unital algebra containing a1, . . . , an is denoted by 〈a〉. Clearly
〈a〉 is a unital commutative Banach algebra.
Proposition 2.1.1 implies that
σT (T) ⊂ σA(T) (2.1.1)
for any unital commutative Banach algebra A ⊂ B(X) containing the oper-
ators T1, . . . , Tn. In particular, σT (T) ⊂ σ〈T〉(T) for all commuting n−tuples
T ∈ B(X)n.
The following lemma plays an important role in the study of the Taylor
spectrum properties and its proof can be found in [34] as Lemma 2.1.
Lemma 2.1.2. Let X, Y, Z be Banach spaces, let T : X → Y and S : Y → Z
be operators satisfying Im T = kerS, and let Im S be closed. Then there
exists ε > 0 such that Im T ′ = kerS ′ and Im S ′ is closed for all pairs of
operators T ′ : X → Y and S ′ : Y → Z satisfying ‖T ′− T‖ < ε, ‖S ′−S‖ < ε
and S ′T ′ = 0.
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Corollary 2.1.3. The set of all commuting Taylor invertible n−tuples is
relatively open in the set of all commuting n−tuples. Consequently, σT (T) is
a compact subset of Cn.
Moreover, for each n ∈ N the mapping T 7→ σT (T) defined on commuting
n−tuples T = (T1, . . . , Tn) ∈ B(X)n is upper semi-continuous.
The proof of this corollary can be checked in [22].
An important property of the Taylor spectrum is the projection property,
that is, σT (Ti1 , . . . , Tik) = PσT (T1, . . . , Tn) for all k ≤ n, 1 ≤ i1 < · · · < ik ≤
n, where P : Cn → Ck is the natural projection defined by P (z1, . . . , zn) =
(zi1 , . . . , zik).
It is well known that the Taylor spectrum projection property is satisfied
both for the surjective spectrum
σδ(T) = {λ ∈ Cn : (T1 − λ1)X + · · ·+ (Tn − λn)X 6= X}
and the approximate point spectrum
σpi(T) = {λ ∈ Cn : inf{
n∑
i=1
‖(Ti − λi)x‖ : x ∈ X, ‖x‖ = 1} = 0},
see [33]. The proof of projection property for the Taylor spectrum follows
[32].
Corollary 2.1.4. Let T1, . . . , Tn+1 ∈ B(X) be commuting operators.
(i) If (T1, . . . , Tn) is Taylor invertible, then (T1, . . . , Tn, Tn+1) is also Taylor
invertible.
(ii) If (T1, . . . , Tn) is Taylor invertible, then there exists λ ∈ C such that
(T1, . . . , Tn, Tn+1 − λ) is also Taylor invertible.
(iii) Consequently, σT (T1, . . . , Tn) = PσT (T1, . . . , Tn, Tn+1), where P : Cn+1 →
Cn is the natural projection onto the first n coordinates.
In particular, since the Taylor spectrum of a single operator T1 ∈ B(X)
is equal to the ordinary spectrum, which is non-empty, this corollary im-
plies that σT (T1, . . . , Tn) is always non-empty for every commuting n−tuple
(T1, . . . , Tn) ∈ B(X)n.
Since clearly σT (Tpi(1), . . . , Tpi(n)) = {(λpi(1), . . . , λpi(n)) : (λ1, . . . , λn) ∈
σ(T1, . . . , Tn)} for all permutation pi : {1, . . . , n} → {1, . . . , n}, one has the
following theorem.
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Theorem 2.1.5. (Projection Property of the Taylor Spectrum). Let
T = (T1, . . . , Tn) ∈ B(X)n be a commuting n−tuple of operators, let 1 ≤ k ≤
n and 1 ≤ i1 < i2 < · · · < ik ≤ n. Then
σT (Ti1 , . . . , Tik) = Pi1,...,ikσT (T1, . . . , Tn),
where Pi1,...,ik : Cn → Ck is the projection defined by Pi1,...,ik(λ1, . . . , λn) =
(λi1 , . . . , λik).
A consequence of the projection property is the spectral mapping property
for polynomial mappings.
Theorem 2.1.6. (Spectral Mapping Property). Let T = (T1, . . . , Tn) ∈
B(X)n be a commuting n−tuple of operators, let k ∈ N and let p = (p1, . . . , pk)
be a k−tuple of polynomials in n variables. Let p(T) = (p1(T), . . . , pk(T)).
Then
σT (p(T)) = p(σT (T)).
For the proof see [22].
Remark 2.1.7. Let A be a unital Banach algebra. By a spectral system one
means a mapping σ˜ that assigns to each commuting tuple a = (a1, . . . , an) ∈
(A)n a non-empty compact subset σ˜(a) ⊂ Cn such that σ˜(a) ⊂ σ〈a〉(a) and
σ˜ satisfies the projection property, σ˜(ai1 , . . . , aik) = Pi1,...,ik σ˜(a) for all a and
i1, . . . , ik.
A spectral system σ˜ is upper semi-continuous if the mapping (a1, . . . , an) 7→
σ˜(a1, . . . , an) is upper semi-continuous for each n.
Theorem 2.1.5 and Proposition 2.1.1 imply that the Taylor spectrum is an
upper semi-continuous spectral system. Further examples of spectral systems
are the surjective spectrum and approximate point spectrum.
As in the previous theorem, one can prove that any spectral system sat-
isfies also the spectral mapping property σ˜(p(T)) = p(σ˜(T)) for all k−tuples
p = (p1, . . . , pk) of polynomials in n variables.
The Taylor spectrum has a nice duality property as well.
Theorem 2.1.8. Let T = (T1, . . . , Tn) ∈ B(X)n be a commuting n−tuple of
operators. Then T is Taylor invertible if and only if T∗ = (T ∗1 , . . . , T ∗n) ∈
B(X∗)n is Taylor invertible.
Consequently, σT (T) = σT (T∗).
The proof of this theorem is based on the following lemma, proved in [32].
Lemma 2.1.9. Let X, Y, Z be Banach spaces, let T : X → Y and S : Y → Z
be operators satisfying ST = 0. the following statements are equivalent:
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(i) Im T = kerS and Im S is closed;
(ii) Im S∗ = kerT ∗ and Im T ∗ is closed.
Remark 2.1.10. If H is a Hilbert space, then it is usual to identify its dual
H∗ with H. With this convention one has rather
σT (T
∗
1 , . . . , T
∗
n) = {(z¯1, . . . , z¯n) : (z1, . . . , zn) ∈ σT (T1, . . . , Tn)}
for all commuting n−tuples (T1, . . . , Tn) ∈ B(H)n.
2.1.2 Split spectrum and Essential Taylor spectrum
The definitions and results in this section are following [22].
Definition 2.1.11. Let T = (T1, . . . , Tn) be an n−tuple of commuting oper-
ators on a Banach space X. It is said that T is split regular if it is Taylor
invertible and the mapping δT : Λn[e, X] has a generalized inverse, i.e., there
exists an operator W : Λn[e, X]→ Λn[e,X] satisfying δTWδT = δT.
The split spectrum σS(T) is the set of all λ ∈ Cn such that the n−tuple
T− λ is not split regular.
The following result is given in [22] to characterize the split regular
n−tuples of operators and its proof is omitted.
Proposition 2.1.12. Let T = (T1, . . . , Tn) be an n−tuple of commuting
operators on a Banach space X. The following conditions are equivalent:
(i) T is split regular;
(ii) T is Taylor invertible and ker δpT is a complemented subspace of Λ
p
n[e, X]
for each p = 0, . . . , n− 1;
(iii) There exists operators W1,W2 : Λn[e, X]→ Λn[e, X] such that W1δT +
δTW2 = IΛn[e,X];
(iv) There exists an operator V : Λn[e, X] → Λn[e, X] such that V δT +
δTV = I, V
2 = 0 and V Λpn[e, X] ⊂ Λp−1n [e, X] (p = 0, . . . , n). Equiv-
alently, there are operators Vp : Λp+1n [e, X] → Λpn[e, X] (see the dia-
gram below) such that Vp−1Vp = 0 and VpδpT + δ
p−1
T Vp−1 = IΛpn[e,X] for
every p (for p = 0 and p = n this reduces to V0δ0T = IΛ0n[e,X] and
δn−1T Vn−1 = IΛnn[e,X], respectively)
0→ Λ0n[e, X]
δ0T

V0
Λ1n[e, X]
δ1T

V1
· · ·
δn−1T

Vn−1
Λnn[e, X]→ 0.
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Note that for single operators on a Banach space the split spectrum co-
incide with the Taylor spectrum and therefore with the regular spectrum.
By part (ii) of the above proposition, the split spectrum for n−tuples of
commuting operators on a Hilbert space coincide with the Taylor spectrum.
Now for T ∈ B(X) define the operators LT , RT : B(X) → B(X) by
LTA = TA and RTA = AT (A ∈ B(X)). For an n−tuple T = (T1, . . . , Tn) ∈
B(X)n write LT = (LT1 , . . . , LTn) and RT = (RT1 , . . . , RTn).
The Taylor spectra of T, LT and RT are related in the following way,
according to [21].
Theorem 2.1.13. Let T = (T1, . . . , Tn) ∈ B(X)n be a commuting n−tuple
of operators. Then
σS(T) = σT (LT) = σS(LT) = σT (RT) = σS(RT).
Corollary 2.1.14. The split spectrum σS is an upper semi-continuous spec-
tral system.
Now we move to the essential Taylor spectrum which is defined below.
Definition 2.1.15. Let T = (T1, . . . , Tn) be a commuting n−tuple of opera-
tors on an infinite-dimensional Banach space X. It is said that T is essen-
tially Taylor regular if dim ker δT/Im δT <∞. The essential Taylor spectrum
σTe(T) is the set of all λ ∈ Cn such that T− λ is not essentially Taylor reg-
ular.
The essentially Taylor regular n−tuples are an analogy of the Fredholm
operators. The following is easy to see.
Proposition 2.1.16. Let T = (T1, . . . , Tn) be an essentially Taylor regular
n−tuple of operators. Then Im δT is closed.
If n = 1, then T1 is essentially Taylor regular if and only if T1 is Fredholm.
2.1.3 Taylor functional calculus for the split spectrum
The existence of the functional calculus for functions analytic on a neighbor-
hood of the Taylor spectrum is the most important property of the Taylor
spectrum. Since the construction of the Taylor functional calculus is rather
technical, in this section is presented a simpler version for functions analytic
on a neighborhood of the split spectrum.
Note that for Hilbert space operators the split spectrum coincide with
the Taylor spectrum and so the corresponding functional calculus also coin-
cide. The split functional calculus is also sufficient for the construction of a
functional calculus in commutative Banach algebras.
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Theorem 2.1.17. Let T = (T1, . . . , Tn) be an n−tuple of commuting oper-
ators on a Banach space X. Suppose that T is split regular, i.e., ker δT =
Im δT and δT has a generalized inverse. Then there exists a neighborhood
U of 0 in Cn and an analytic function V : U → B(Λn[e, X]) such that
V (z)δT−z + δT−zV (z) = IΛn[e,X] for every z ∈ U.
Moreover, one can assume that V (z)2 = 0 (z ∈ U) and
V (z)Λpn[e, X] ⊂ Λp−1n [e, X] (z ∈ U, p = 0, . . . , n).
For the proof see [22].
Corollary 2.1.18. Let T = (T1, . . . , Tn) be an n−tuple of commuting opera-
tors on a Banach space X. Let G = Cn\σS(T). Then there exists an operator-
valued C∞−function V : G→ B(Λn[e, X]) such that δT−zV (z)+V (z)δT−z =
IΛn[e,X] and
V (z)Λpn[e, X] ⊂ Λp−1n [e, X] (z ∈ G, p = 0, . . . , n).
The following discussion follows [22].
Fix a commuting n−tuple T = (T1, . . . , Tn) of bounded linear operators
on a Banach space X, the set G = Cn \ σS(T) and a C∞−function V : G→
B(Λn[e, X]) having the properties of Corollary 2.1.18.
For simplicity, for now on, we will write Λn[X] instead of Λn[e, X].
Consider the space C∞(G,Λn[X]), which clearly, can be identified with
the set Λn[C∞(G,X)].
The function V : G→ B(Λn[X]) induces naturally the operator (denoted
by the same symbol) V : C∞(G,Λn[X])→ C∞(G,Λn[X]) by
(V y)(z) = V (z)y(z) (z ∈ G, y ∈ C∞(G,Λn[X])).
Similarly, define the operator δT−z (or δ for short if no ambiguity can arise)
acting in C∞(G,Λn[X]) by
(δy)(z) = δT−zy(z) (z ∈ G, y ∈ C∞(G,Λn[X])).
Clearly, δ2 = 0, V δ + δV = IΛn[C∞(G,X)] and both V and δ are graded, i.e.,
V Λpn[C
∞(G,X)] ⊂ Λp−1n [C∞(G,X)] and
δΛpn[C
∞(G,X)] ⊂ Λp+1n [C∞(G,X)].
Consider now another set of indeterminates dz¯ = (dz¯1, . . . , dz¯n) and the
space Λn[e, dz¯, C∞(G,X)]. Let ∂¯ : Λn[e, dz¯, C∞(G,X)]→ Λn[e, dz¯, C∞(G,X)]
be the linear mapping defined by
∂¯fei1∧· · ·∧eip∧dz¯−j1∧· · ·∧dz¯jq =
n∑
k=1
∂f
∂z¯k
dz¯k∧ei1∧· · ·∧eip∧dz¯j1∧· · ·∧dz¯jq .
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Obviously, ∂¯2 = 0.
The operators V and δ can be lifted to Λn[e, dz¯, C∞(G,X)] in the natural
way. Clearly, the properties of V and δ are preserved: δ2 = 0, V δ + δV = I
and both V and δ are graded. Note also that δ∂¯ = −∂¯δ and (∂¯ + δ)2 = 0.
Let W : Λn[e, dz¯, C∞(G,X)] → Λn[e, dz¯, C∞(G,X)] be the mapping
defined in the following way: if ψ ∈ Λn[e, dz¯, C∞(G,X)], ψ = ψ0 + · · ·+ ψn,
where ψj is the part of ψ of degree j in dz¯, then set Wψ = η0 + · · · ηn, where
η0 = V ψ0,
η1 = V (ψ1 − ∂¯η0),
... (2.1.2)
ηn = V (ψn − ∂¯ηn−1).
Note that ηj is the part of Wψ of degree j in dz¯.
Lemma 2.1.19. Let W : Λn[e, dz¯, C∞(G,X)]→ Λn[e, dz¯, C∞(G,X)] be the
mapping defined by (2.1.2). Then:
(i) supp Wψ ⊂ supp ψ for all ψ;
(ii) if G′ is an open subset of G and ψ ∈ Λn[e, dz¯, C∞(G,X)] satisfies
(∂¯ + δ)ψ = 0 on G′, then (∂¯ + δ)Wψ = ψ on G′;
(iii) (∂¯ + δ)W (∂¯ + δ) = ∂¯ + δ.
For the proof see [22].
The differential form
(2i)−ndz¯1 ∧ · · · ∧ dz¯n ∧ dz1 ∧ · · · ∧ dzn (2.1.3)
will be interpreted as the Lebesgue measure in Cn = R2n.
Let P be the natural projection P : Λn[e, dz¯, C∞(G,X)]→ Λn[e, dz¯, C∞(G,X)]
that annihilates all terms containing at least one of the indeterminates e1, . . . , en
and leaves invariant all the remaining terms.
Let U be a neighborhood of σS(T). Let f be a function analytic in U. It
is possible to find a compact neighborhood ∆ of σS(T) such that ∆ ⊂ U and
the boundary ∂∆ is a smooth surface. Define f(T) : X → X by
f(T)x =
−1
(2pii)n
∫
∂∆
Pf(z)Wxe ∧ dz (x ∈ X), (2.1.4)
where dz stands for dz1 ∧ · · · ∧ dzn and e = e1 ∧ · · · ∧ en. By the Stokes
formula,
f(T)x =
−1
(2pii)n
∫
∆
∂¯ϕPf(z)Wxe ∧ dz,
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where ϕ is a C∞−function equal to 0 on a neighborhood of σS(T) and to 1
on a neighborhood of Cn \∆.
On Cn \∆ one has
∂¯ϕPfWxe = Pf(∂¯ + δ)Wxe = Pfxe = 0.
Thus it is possible to write
f(T) =
−1
(2pii)n
∫
Cn
∂¯Pf(z)Wxe ∧ dz. (2.1.5)
It is clear from the Stokes theorem that the definition of f(T)x does not
depend on the choice of the function ϕ and, by (2.1.5), it is independent of
∆. Moreover, f(T) does not depend on the choice of the mapping W.
Suppose that W1,W2 are two operators satisfying
(∂¯ + δ)Wixe = xe (i = 1, 2).
For those z where ϕ ≡ 1 one has
(∂¯ + δ)ϕf(z)(W1 −W2)xe = 0,
and so the form η = (∂¯ + δ)ϕf(z)(W1 −W2)xe has a compact support. By
the Stokes theorem one has∫
Cn ∂¯ϕPf(z)W1xe ∧ dz −
∫
Cn ∂¯ϕPf(z)W2xe ∧ dz
=
∫
Cn P ∂¯ϕf(z)(W1 −W2)xe ∧ dz =
∫
Cn P (∂¯ + δ)ϕPf(z)W1xe ∧ dz
=
∫
Cn Pη ∧ dz =
∫
Cn P (∂¯ + δ)W1η ∧ dz =
∫
Cn ∂¯PW1η ∧ dz = 0.
In the same way one can show that
f(T)x =
−1
(2pii)n
∫
Cn
∂¯Pψ ∧ dz (2.1.6)
for any form ψ which satisfies (∂¯ + δ)ψ = xe on Cn \ σS(T).
It is possible to express the mapping PW that appears in the definition
of the functional calculus more explicitly. By the definition of W,
PWxe = (−1)n−1V0∂¯V1∂¯ · · · ∂¯Vn−1xe.
Note that one can write formulas (2.1.4) and (2.1.5) also globally:
f(T) = −1
(2pii)n
∫
∂∆
Pf(z)WIe ∧ dz = −1
(2pii)n
∫
Cn
∂¯ϕPf(z)WIe ∧ dz
= (−1)
n
(2pii)n
∫
Cn
∂¯fV (∂¯V )n−1Ie ∧ dz, (2.1.7)
where I = IX is the identity operator on X. The coefficients of forms in
(2.1.7) are B(X)−valued C∞−functions. Therefore f(T) ∈ B(X).
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Proposition 2.1.20. For n = 1 the functional calculus defined by (2.1.7)
coincides with the classical functional calculus given by the Cauchy formula.
The proof can be seen in [22].
Remark 2.1.21. If T = (T1, . . . , Tn) is a commuting n−tuple of Hilbert
space operators, then it is possible to choose V (z) = (δT−z + δ∗T−z)−1 (this
mapping does not satisfy V (z)Λpn[X] ⊂ Λp−1n [X], but this property is not
essential for the construction). Formula (2.1.7) is then quite explicit.
The split functional calculus for Hilbert space operators was constructed
in [38].
2.1.4 Taylor functional calculus
The construction bellow follows [22] which is based on [38].
Let T = (T1, . . . , Tn) be an n−tuple of commuting operators on a Banach
space X. Let G = Cn \ σT (T). The key is the following theorem stated here
without proof (see [38]).
Theorem 2.1.22. Let G′ ⊂ G be an open subset. Let η ∈ Λn[e, dz¯, C∞(G′, X)]
satisfy (∂¯ + δ)η = 0. Then there exists ψ ∈ Λn[e, dz¯, C∞(G′, X)] such that
(∂¯ + δ)ψ = η.
Moreover, it is possible to find ψ such that its support is contained in any
given neighborhood of supp η.
Corollary 2.1.23. Let x ∈ X. Then there exists ψx ∈ Λn[e, dz¯, C∞(G,X)]
such that (∂¯ + δ)ψx = xe.
Let f be a function analytic on a neighborhood of σT (T). As in (2.1.6),
the form ψx can be used to define the vector f(T)x ∈ X. However, this
definition of f(T) is local, defined for each x ∈ X separately, and it is not
clear at the first glance that f(T) defined in this way is continuous and linear.
For functions f analytic on a neighborhood of σS(T) it was possible to
find a mappingW acting on Λn[e, dz¯, C∞(Cn \σS(T),B(X))] such thatWxe
served as ψx. Thus all considerations were done in the Banach space B(X).
For functions f analytic on a neighborhood of σT (T) it is no longer pos-
sible. To simplify the situation, it is possible to consider the Banach space
H(X) of all bounded homogeneous mappings ϕ : X → X, i.e., the map-
pings satisfying ϕ(λx) = λx (λ ∈ C, x ∈ X) and ‖ϕ‖ := sup{‖ϕ(x)‖ : x ∈
X, ‖x‖ ≤ 1} <∞ (no additivity is assumed).
For i = 1, . . . , n let L′Ti : H(X) be defined by L′Tiϕ = Tiϕ (ϕ ∈ H(X)).
Let L′T = (L′T1 , . . . , L
′
Tn
). Clearly L′T is a commuting n−tuple of bounded
linear operators acting on the Banach space H(X).
Moreover, it is possible to show that σT (L′T) = σT (T). Thus one has:
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Corollary 2.1.24. There is a form WT ∈ Λn[e, dz¯, C∞(G,H(X))] such that
(∂¯ + δL′T−λ)WT (λ) = Ie, where I is the identity operator on X.
The form WT can be also considered to be a mapping WT : X →
Λn−1n [e, dz¯, C
∞(G,X)]. Then (∂¯ + δT−λ)WT (λ)x = xe for all x ∈ X.
The definition of the Taylor functional calculus is analogue to the defini-
tion of the split functional calculus.
Recall that P is the projection P : Λn[e, dz¯, C∞(G,X)]→ Λn[e, dz¯, C∞(G,X)]
that annihilates all terms containing at least one of the indeterminates e1, . . . , en
and leaves invariant all the remaining terms.
Let U be a neighborhood of σT (T) and let f be a function analytic on U.
It is possible to find a compact neighborhood ∆ of σT (T) such that ∆ ⊂ U
and the boundary ∂∆ is a smooth surface. Define f(T) : X → X by
f(T) =
−1
(2pii)n
∫
∂∆
PfWT ∧ dz. (2.1.8)
By Stokes formula,
f(T) =
−1
(2pii)n
∫
∆
∂¯ϕPfWT ∧ dz,
where ϕ is a C∞−function equal to 0 on a neighborhood of σT (T) and to 1
on a neighborhood of Cn \∆.
On CN \ ∆ one has ∂¯ϕPfWT = Pf(∂¯ + δ)WT = PfIe = 0. Thus it is
possible to write
f(T) =
−1
(2pii)n
∫
Cn
∂¯ϕPfWT ∧ dz. (2.1.9)
It is clear from the Stokes theorem that the definition of f(T) does not
depend on the choice of the function ϕ and, by (2.1.9), it is independent of
∆.
It is possible to show that f(T) does not depend on the choice of the
form WT . The following simple lemma will be used frequently.
Proposition 2.1.25. Let η ∈ Λn[e, dz¯, C∞(G,X)] be a differential form with
compact support disjoint with σT (T) such that (∂¯ + δ)η = 0. Then∫
Cn
Pη ∧ dz.
Proof. Using theorem 2.1.22 and Stokes theorem the result follows immedi-
ately. For complete proof see [22].
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Let x ∈ X and let ψ1, ψ2 ∈ Λn[e, dz¯, C∞(G,X)] satisfy (∂¯ + δ)ψ1 = xe =
(∂¯ + δ)ψ2. Let ϕ be a C∞−function equal to 0 on a neighborhood of σT (T)
and to 1 on a neighborhood of Cn \ U. Then∫
∂¯ϕPfψ1 ∧ dz −
∫
∂¯ϕPfψ2 ∧ dz =
∫
P (δ + ∂¯)ϕf(ψ1 − ψ2) ∧ dz.
On Cn \∆ one has ϕ ≡ 1, and so (δ+ ∂¯)ϕf(ψ1−ψ2) = f(δ+ ∂¯)(ψ1−ψ2) = 0.
Thus the form (δ+∂¯)ϕf(ψ1−ψ2) has a compact support disjoint with σT (T).
By proposition 2.1.25,
∫
P (δ + ∂¯)ϕf(ψ1 − ψ2) ∧ dz = 0.
In particular, the definition of f(T) does not depend on the choice ofWT .
Note that for the definition of f(T)x one can use any form ψ satisfying
(δT−z+∂¯)ψ = xe on a neighborhood of supp ϕ. This implies that for functions
analytic on a neighborhood of σS(T) the Taylor functional calculus coincides
with the split functional calculus introduced in the previous section. By
proposition 2.1.20, for n = 1 the Taylor functional calculus coincide with the
usual functional calculus for single operators.
Lemma 2.1.26. f(T) ∈ B(X).
Proof. See [22].
The next result is the first step to show the multiplicativity of the Taylor
functional calculus and for its proof, as well as for all the following results
proofs, see [22].
Proposition 2.1.27. Let f be a function analytic on a neighborhood of
σT (T), 1 ≤ j ≤ n and g(z) = zjf(z). Then g(T) = Tjf(T).
This proposition implies that the definition of the Taylor functional cal-
culus for polynomials coincides with the usual definition.
Proposition 2.1.28. Let T = (T1, . . . , Tn) ∈ B(X)n, S = (S1, . . . , Sm) ∈
B(X)m. Suppose that (T,S) = (T1, . . . , Tn, S1, . . . , Sm) is a commuting (n +
m)−tuple and let f and g be functions analytic on a neighborhood of σT (T)
and σT (S), respectively. Let h be defined by h(z, w) = f(z) · g(w). Then
h(T,S) = f(T) · g(S).
The following lemma is used in the proof of the next theorem.
Lemma 2.1.29. Let K be a compact subset of Cn and let f be a function
analytic on an open neighborhood of K. Then there are functions hj (j =
1, . . . , n) analytic on a neighborhood of the set D = {(z, z) : z ∈ K} such
that
f(z)− f(w) =
n∑
j=1
(zj − wj) · hj(z, w).
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Now denote byHK the algebra of all functions analytic on a neighborhood
of a compact setK ⊂ Cn (more precisely, the algebra of all germs of functions
analytic on a neighborhood of K).
Theorem 2.1.30. Let T = (T1, . . . , Tn) be an n−tuple of commuting opera-
tors on X. Then
(i) the mapping f 7→ f(T) is linear and multiplicative, i.e., the Taylor
functional calculus is a homomorphism from HσT (T) to B(X);
(ii) if p is a polynomial, p(z) =
∑
α∈Zn+ cαz
α, then p(T) =
∑
α∈Zn+ cαT
α;
(iii) if fn → f uniformly on a compact neighborhood of σT (T), then fn(T)→
f(T) in the norm topology;
(iv) f(T) ∈ (T)′′ for each f ∈ HσT (T), where (T)′′ denotes the bicommutant
of the set {T1, . . . , Tn}.
It follows from the general theory that the Taylor spectrum satisfies the
spectral mapping property for all polynomials (and consequently, for all func-
tions that can be approximated by polynomials uniformly on a neighborhood
of the Taylor spectrum). In fact, the spectral mapping property is true for
all analytic functions.
The next lemma shows that each operators Tj behaves as the zero on the
quotient ker δT/Im δT.
Lemma 2.1.31. Let T = (T1, . . . , Tn) be a commuting n−tuple of operators
acting on a Banach space X. Let j ∈ {1, . . . , n}. Then Tj ker δT ⊂ Im δT.
It is natural to expect that f(T) behaves as f(0) on the quotient space
ker δT/Im δT. However, there is a technical difficulty because in general Im δT
is not close, and so the quotient ker δT/Im δT is not a Banach space. There-
fore the proof is a little bit more complicated.
Lemma 2.1.32. Let T = (T1, . . . , Tn) be a commuting n−tuple of operators
on X, let c = (c1, . . . , cn) ∈ σT (T) and let f be a function analytic on a
neighborhood of σT (T). Consider the indeterminates t = (t1, . . . , tn) and the
operator δT−c,t : Λn[t,X]→ Λn[t,X] defined by δT−c,tψ =
∑n
j=1(Tj−cj)tj∧ψ
for all ψ ∈ Λn[t,X]. Let η ∈ ker δT−c,t. Then (f(T)−f(c))η ∈ δT−c,tΛn[t,X].
Proposition 2.1.33. Let T = (T1, . . . , Tn) be a commuting n−tuple of op-
erators on X, let c = (c1, . . . , cn) ∈ σT (T) and let f be a function analytic on
a neighborhood of σT (T). Then the (n+ 1)−tuple (T1− c1, . . . , Tn− cn, f(T))
is Taylor invertible if and only if f(c) 6= 0.
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Lemma 2.1.34. Let T = (T1, . . . , Tn) be a commuting n−tuple of operators
on X and let f be a function analytic on a neighborhood of σT (T). Denote
by A the commutative algebra generated by T1, . . . Tn and f(T). Let ϕ be a
multiplicative functional on A such that ϕ(S) ∈ σT (S) for all tuples S =
(S1, . . . , Sm) of operators in A. Then ϕf(T) = f(ϕ(T)).
Corollary 2.1.35. (Spectral mapping property). Let σ˜ be a spectral sys-
tem on B(X) which is contained in the Taylor spectrum. Let T = (T1, . . . , Tn)
be a commuting n−tuple of operators on X and let f = (f1, . . . , fm) be an
m−tuple of functions analytic on a neighborhood if σT (T). Then σ˜(f(T)) =
f(σ˜(T)).
In particular, σT (f(T)) = f(σT (T)). Similarly, σpik(f(T)) = f(σpik(T))
and σδk(f(T)) = f(σδk(T)) for all k = 0, . . . , n.
Corollary 2.1.36. Let T = (T1, . . . , Tn) be a commuting n−tuple of oper-
ators on X. Suppose that σT (T) ⊂ U1 ∪ U2, where U1, U2 are open disjoint
sets. Then there exists closed subspaces X1, X2 ⊂ X invariant for T1, . . . , Tn
such that X = X1 ⊕X2 and σT (T1|Xj, . . . , Tn|Xj) ⊂ Uj for j = 1, 2.
The following theorem was proved by M. Putinar in 1982.
Theorem 2.1.37. (Superposition Principle). Let T = (T1, . . . , Tn) be a
commuting n−tuple of operators on X, let f = (f1, . . . , fm) be an m−tuple of
functions analytic on a neighborhood of σT (T), let S = f(T), let g be a func-
tion analytic on a neighborhood of σT (S), and let h(z) = g(f1(z), . . . , fm(z)).
Then h(T) = g(S).
As a corollary of the Taylor functional calculus it is possible to obtain the
properties of the functional calculus in commutative Banach algebras.
Theorem 2.1.38. Let A be a commutative Banach algebra. To each finite
family a = (a1, . . . , an) of elements of A and each function f ∈ Hσ(a) it is
possible to assign an element f(a) ∈ A such that the following conditions are
satisfied:
(i) if f(z1, . . . , zn) =
∑
α∈Zn+ cαz
α1
1 · · · zαnn is a polynomial in n indetermi-
nates, then f(a1, . . . , an) =
∑
α∈Zn+ cαa
α1
1 · · · aαnn ;
(ii) the mapping f 7→ f(a1, . . . , an) is an algebra homomorphism from the
algebra Hσ(a1,...,an) to A;
(iii) if U is a neighborhood of σ(x1, . . . , xn), f, fk (k ∈ N) are analytic in U
and fk converge to f uniformly on U, then
fk(a1, . . . an)→ f(a1, . . . , an);
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(iv) if ϕ ∈M(A) and f ∈ Hσ(a1,...,an), then
ϕ(f(a1, . . . , an)) = f(ϕ(a1), . . . , ϕ(an));
(v) σ˜(f(a1, . . . , an)) = f(σ˜(a1, . . . , an)) for each compact-valued spectral
system in A;
(vi) if a1, . . . , am ∈ A, n < m, f ∈ Hσ(a1,...,an) and f˜ ∈ Hσ(a1,...,am) satisfy
f˜(z1, . . . , zm) = f(z1, . . . , zn) for all z1, . . . , zm in a neighborhood of
σ(a1, . . . , am), then
f˜(a1, . . . , am) = f(a1, . . . , an);
(vii) If f1, . . . , fm ∈ Hσ(a), bi = fi(a), g ∈ Hσ(b1,...,bm) and h ∈ Hσ(a) is
defined by h(z) = g(f1(z), . . . , fm(z)), then h(a) = g(b).
2.2 Von Neumann’s inequality
We expect the reader to be familiar with positive, completely positive and
completely bounded maps as well as contractions, isometries and dilations
notions. For these and the above definitions and results, one can check the
book [29] by Vern Paulsen which said that the key idea behind a dilation is
to realize an operator or a mapping into a space of operators as "part" of
something simpler on a larger space.
Following [29], the simplest case is the unitary dilation of an isometry.
Let V be an isometry on a Hilbert space H, and let P = IH − V V ∗ be the
projection onto the orthocomplement of the range of V. If we define U on
H ⊕H = K via
U =
(
V P
0 V ∗
)
,
then it is easy checked that U∗U = UU∗ = IK , so that U is a unitary on K.
Moreover if we identify H with H ⊕ 0, then
V n = PHU
n|H for all n ≥ 0.
Thus any isometry V can be realized as a restriction of some unitary to one
of its subspaces in a manner that also respects the powers of both operators.
In a similar way one can construct an isometric dilation of a contraction.
Let T be an operator on H, ‖T‖ ≤ 1, and let DT = (I − T ∗T )1/2. Observe
that ‖Th‖2 + ‖DTh‖2 = 〈T ∗Th, h〉+ 〈D2Th, h〉 = ‖h‖2, for any h ∈ H.
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Set
`2 = {(h1, h2, . . . ) : hn ∈ H for all n,
∞∑
n=1
‖hn‖2 < +∞}.
This is a Hilbert space with ‖(h1, h2, . . . )‖2 =
∑∞
n=1 ‖hn‖2, and inner
product 〈(h1, h2, . . . ), (k1, k2, . . . )〉 =
∑∞
n=1〈hn, kn〉.
Define V : `2(H) → `2(H) by V ((h1, h2, . . . )) = (Th1, DTh1, h2, . . . ).
Since ‖V ((h1, h2, . . . ))‖2 = ‖Th1‖2+‖DTh1‖2+‖h2‖2+· · · = ‖(h1, h2, . . . )‖2,
V is an isometry on `2(H). If we identify H with H ⊕ 0⊕ . . . then it is clear
that T n = PHV n|H for all n ≥ 0.
Therefore we can combine these and get the unitary dilation of a contrac-
tion.
Theorem 2.2.1. (Sz.-Nagy’s dilation theorem). Let T be a contraction
operator on a Hilbert space H. Then there is a Hilbert space K containing H
as a subspace and a unitary operator U on K such that
T n = PHU
n|H .
The proof can be found in [29].
Definition 2.2.2. Whenever Y is an operator on a Hilbert space K, H is a
subspace of K, and X = PHY |H , we call X a compression of Y.
Theorem 2.2.1 was used by Sz.-Nagy to prove von Neumann’s inequality,
stated in the following theorem. Its proof can be checked in V. Paulsen’s
book [29].
Theorem 2.2.3. (von Neumann’s inequality). Let T be a contraction
on a Hilbert space. Then for any polynomial p,
‖p(T )‖ ≤ sup{|p(z) : |z| ≤ 1|}.
The following is a slightly refined version of Theorem 2.2.1.
Theorem 2.2.4. (Sz.-Nagy’s dilation theorem). Let T ∈ B(H) with
‖T‖ ≤ 1. Then there exists a Hilbert space K containing H as a subspace
and a unitary U on K with the property that K is the smallest closed reducing
subspace for U containing H such that
T n = PHU
n|H , for all nonnegative integers n.
Moreover, if (U ′, K ′) is another pair with the above property, then there is a
unitary V : K → K ′ such that V h = h for h ∈ H and V UV ∗ = U ′.
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The proof can be check in [29] and the techniques used to prove this
theorem can be used to prove a far more general result. Let X ⊆ C be a
compact set, and let R(X) be the algebra of all rational functions of X. An
operator T is said to be a normal ∂X−dilation if there is a Hilbert space K
containing H as a subspace and a normal operator N on K with σ(N) ⊆ ∂X
such that
r(T ) = PHr(N)|H
for all r ∈ R(X). We shall call N a minimal normal ∂X−dilation of T,
provided that K is the smallest reducing subspace for N that contains H.
Now we turn to families of commuting contractions on a Hilbert space H.
There is an analogue of Sz.-Nagy unitary dilation theorem due to Ando for
a pair of commuting contractions, and consequently there is a two-variable
analogue of von Neumann’s inequality, both being presented below after a
generalization for sets of commuting isometries, following [29].
Theorem 2.2.5. (Dilation theorem) Let {V1, V2, . . . , Vn} be a set of com-
muting isometries on a Hilbert space H. Then there is a Hilbert space K
containing H and a set of commuting unitaries {U1, U2, . . . , Un} on K such
that
V m11 · · ·V mnn = PHUm11 · · ·Umnn |H
for all sets {m1, . . . ,mn} of nonnegative integers.
Proof. Let U1 on K1 be the minimal unitary dilation of V1 given by Theorem
2.2.4. Recall that the span of {Un1 H : n ∈ Z} is dense in K1.
For i 6= 1 we claim that there is a well-defined isometry Wi : K1 → K1
given by the formula
Wi
(
+N∑
n=−N
Un1 hn
)
=
+N∑
n=−N
Un1 Vihn.
To see this note that
‖
+N∑
n=−N
Un1 Vihn‖2 =
∑
n≥m
〈Un−m1 Vihn, Vihm〉+
∑
n<m
〈Vi, hn, Um−n1 Vihm〉
=
∑
n≥m
〈V n−m1 Vihn, Vihm〉+
∑
n<m
〈Vihn, V m−n1 Vihm〉
=
∑
n≥m
〈ViV n−m1 hn, Vihm〉+
∑
n<m
〈Vihn, ViV m−n1 hm〉
=
∑
n≥m
〈V n−m1 hn, hm〉+
∑
n<m
〈hn, V m−n1 hm〉
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=
∑
n≥m
〈Un−m1 hn, hm〉+
∑
n<m
〈hn, Um−n1 hm〉
= ‖
+N∑
n=−N
Un1 hn‖2.
This equality of norms proves that Wi is well defined and an isometry.
Note that if Vi is unitary, then Wi is onto a dense subspace of K1 and hence
is also unitary.
It is easy to see that {U1,W2, . . . ,Wn} commute and that
V m11 · · ·V mnn = PHUm11 Wm22 · · ·Wmnn |H .
Now continue by next taking the unitary dilation ofW2 onK2 and extend-
ing U1,W3, . . . ,Wn to be isometries on K2. Since U1 is unitary, its extension
will also be a unitary on K2. Thus, after n such dilations and extensions we
shall obtain an n−tuple of unitaries on a space Kn with the desired proper-
ties.
Corollary 2.2.6. Let {V1, V2, . . . , Vn} be a set of commuting isometries on a
Hilbert space H and pi,j, i, j = 1, . . .m, be polynomials in n variables. Then
‖(pi,j(V1, . . . Vn))‖B(H(m)) ≤ sup{‖(pi,j(z1, . . . , zn))‖Mm : |zk| ≤ 1, 1 ≤ k ≤ n}.
Corollary 2.2.7. Let {V1, V2, . . . , Vn} be a set of commuting isometries on
a Hilbert space H. Then (V ∗j Vi) ≥ (ViV ∗j ) ≥ 0.
Definition 2.2.8. Let G be an abelian group. We call P ⊆ G a spanning
cone provided:
i) 0 ∈ P
ii) if g1, g2 ∈ P , then g1 + g2 ∈ P
iii) if g ∈ G, then there exists g1, g2 ∈ P such that g = g1 − g2.
Definition 2.2.9. We call ρ : P → B(H) a semigroup homomorphism if
ρ(0) = I and ρ(g1 + g2) = ρ(g1)ρ(g2).
Theorem 2.2.10. Let G be an abelian group with spanning cone P , and let
ρP → B(H) be a semigroup homomorphism such that ρ(g) is an isometry for
every g ∈ P . Then there exists a Hilbert space K containing H and a unitary
representation pi : G→ B(K) such that ρ(g) = PHpi(g)|H for every g ∈ P .
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Theorem 2.2.11. (Ando’s dilation theorem) Let T1 and T2 be commut-
ing contractions on a Hilbert space H. Then there exists a Hilbert space K
containing H as a subspace, and commuting unitaries U1, U2 on K, such that
T n1 T
m
2 = PHU
n
1 U
m
2 |H
for all nonnegative integers n,m.
Corollary 2.2.12. Let T1 and T2 be commuting contractions on a Hilbert
space H, and let pi,j, i, j = 1, . . .m, be polynomials in two variables. Then
‖(pi,j(T1, T2))‖B(H(m)) ≤ sup{‖(pi,j(z1, z2))‖Mm : |z1| ≤ 1, |z2| ≤ 1}.
We shall refer to the result above as the two-variable von Neumann’s in-
equality. Ando’s construction cannot be generalized to more than two com-
muting contractions, otherwise one could prove an n−variable von Neumann
inequality, but the analogue of von Neumann’s inequality fails for three or
more commuting contractions. There are several such counterexamples in
the literature. The following is perhaps the simplest.
Example 2.2.13. (Kaijser-Varopoulos). Consider the following opera-
tors on C5 :
A1 =

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 1/
√
3 −1/√3 −1/√3 0
 ,
A2 =

0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 −1/√3 1/√3 −1/√3 0
 ,
and
A3 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 −1/√3 −1/√3 1/√3 0
 .
It is easy to check that ‖Ai‖ ≤ 1 and that AiAj = AjAi, for 1 ≤ i, j ≤ 3.
If one considers the polynomial
p(z1, z2, z3) = z
2
1 + z
2
2 + z
2
3 − 2z1z2 − 2z1z3 − 2z2z3,
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then ‖p‖∞ = sup{|p(z1, z2, z3)| : |zi| ≤ 1} = 5, as the little calculus shows.
However,
p(A1, A2, A3) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
3
√
3 0 0 0 0
 ,
and since 3
√
3 ≥ 5, the analogue of von Neumann’s inequality fails.
Next we give some applications of Ando’s theorem, begining with some
re-formulations due to Sz.-Nagy and Foiaş in Harmonic Analysis of Operators
on Hilbert Space, published by the American Elsevier in 1970.
Theorem 2.2.14. (Commutant lifting theorem) Let T be a contraction
on a Hilbert space H and let (U,K) be the minimal unitary dilation of T. If
R commutes with T, then there exists on operator S commuting with U such
that ‖R‖ = ‖S‖ and RT n = PHSUn|H for n ≥ 0.
The following is an equivalent re-formulation of Ando’s theorem. Given
Ti ∈ B(Hi), i = 1, 2, and A ∈ B(H1, H2), we say that A intertwines T1 and
T2 provided that AT1 = T2A. Observe that this is equivalent to
(
0 0
A 0
)
commuting with
(
T1 0
0 T2
)
.
Theorem 2.2.15. (Intertwining dilation theorem) Let Ti, i = 1, 2, be
contraction operators on Hilbert spaces Hi with minimal unitary dilations
(Ui, Ki). If A intertwines T1 and T2, then there exists R intertwining U1 and
U2 such that ‖A‖ = ‖R‖ and
AT n1 = T
n
2 A = PH2RU
n
1 |H1 = PH2Un2 R|H1
for all n ≥ 0.
Definition 2.2.16. A set of operators {Ti} is said to doubly commute if
TiTj = TjTi and T ∗i Tj = TjT ∗i for i 6= j.
This is equivalent to requiring that the C∗−algebra generated by each
of these operators commutes with the C∗−algebra generated by any of the
other operator, but does not require that each of these C∗−algebras be com-
mutative.
The simplest example of tuples of doubly commuting operators is the
tuple of diagonal matrices and the simplest example of n−tuples of doubly
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commuting isometries is the tuple of multiplication operators (Mz1 , . . . ,Mzn)
by the coordinate functions on the Hardy space H2(Dn) over the polydisc Dn
(n ≥ 2).
Theorem 2.2.17. (Sz.-Nagy-Foiaş) Let {Ti}ni=1 be a doubly commuting
family of contractions on a Hilbert space H. Then there exists a Hilbert space
K containing H as a subspace, and a doubly commuting family of unitary
operators {Ui}ni=1 on K, such that
T1(k1) · · ·Tn(kn) = PhUk11 · · ·Uknn |H , where T (k) =
{
T k, k ≥ 0
T ∗−k, k < 0.
Moreover, if K is the smallest reducing subspace for the family {Ui}ni=1 con-
taining H, then {Ui}ni=1 is unique up to unitary equivalence. That is, if
{U ′i}ni=1 and K ′ are another such set and space, then there is a unitary
W : K → K ′ leaving H fixed such that WUiW ∗ = U ′i , i = 1, . . . , n.
2.2.1 Von Neumann’s inequality on Fock-spaces
In 1994, Gelu Popescu [30] has extended the von Neumann inequality in the
following way.
Let H2(D) be the Hardy space of analytic functions on the unit disk D,
i.e.,
H2(D) = {u(λ) =
∞∑
k=0
λkak : ak ∈ C, ‖u‖2H2(D) =
∞∑
k=0
|ak|2 <∞}.
J. von Neumann’s well-known inequality on Hilbert space operators as-
serts that if T is a contraction on a complex Hilbert space H (i.e., ‖T‖ ≤ 1)
and p is an analytic polynomial in H2(D), then the operator p(T ) satisfies
the inequality
‖p(T )‖ ≤ sup
|λ|≤1
|p(λ)| = sup
q∈(P+)1
‖pq‖H2(D), (2.2.1)
where (P+)1 stands for the unit ball of P+ ⊂ H2(D) and P+ denote the set
of all analytic polynomials in H2(D).
For a natural number n let B(H)n denote the set of n−tuples T =
(T1, . . . , Tn) of elements from B(H) (i.e. the algebra of all bounded oper-
ators on the Hilbert space H). We define a Banach space norm on B(H)n
asking that the injective map
pi : B(H)n →Mn(B(H))
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given by
pi(T)1j = Tj for 1 ≤ j ≤ n and pi(T)ij = 0 for i > 1,
be an isometry. The norm gives B(H)n the product topology, and for each
T = (T1, . . . , Tn) ∈ B(H)n we have
‖T‖ = ‖pi(T)‖ = ‖
n∑
i=1
TiT
∗
i ‖
1
2 .
Let (B(H)n)1 denote the unit ball of B(H)n, i.e.,
(B(H)n)1 = {(T1, . . . , Tn) ∈ B(H)n :
n∑
i=1
TiT
∗
i ≤ IH}.
Let’s consider the full Fock-space
F(Hn) = CI ⊕
⊕
m≥1
H⊗mn , (2.2.2)
where Hn is an n−dimensional complex Hilbert space with orthonormal basis
e1, e2, . . . , en. We shall denote by P the set of all p ∈ F(Hn) of the form
p = a0 +
∑
1 ≤ i1, . . . , ik ≤ n
1 ≤ k ≤ m
ai1...ikei1 ⊗ · · · ⊗ eik , m ∈ N, (2.2.3)
where a0, ai1...ik ∈ C and the sum contains only a finite number of summands.
The set P may be viewed as the algebra of the polynomials in n noncom-
muting indeterminates, with p⊗ q, p, q ∈ P as multiplication.
Let p(T1, . . . , Tn) stand for the operator acting on H, given by
p(T1, . . . , Tn) = a0IH +
∑
ai1...ikTi1 . . . Tik . (2.2.4)
The von Neumann inequality for (B(H)n)1 asserts that if (T1, . . . , Tn) ∈
(B(H)n)1 and p ∈ P , then
‖p(T1, . . . , Tn)‖ ≤ sup
q∈P1
‖p⊗ q‖F(Hn), (2.2.5)
where
P1 = {p ∈ P : ‖p‖F(Hn) ≤ 1}.
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2.2.2 Commuting, diagonalizable contractions
B.A Lotto in [18] extends von Neumann inequality for commuting, diago-
nalizable contractions satisfying some additional conditions, therefore this
section follows [18] and presents the main results.
We say that a subspace M of CN is a reducing subspace of the n−tuple
T = (T1, . . . , Tn) of operators on CN if both M and M⊥ are invariant under
every Tj.
Theorem 2.2.18. Suppose that T = (T1, . . . , Tn) is an n−tuple of com-
muting, diagonalizable contractions on CN that has no nontrivial reducing
subspace. If there exists a diagonalizable contraction X on CN that com-
mutes with every Tj such that I − X∗X has rank 1, then von Neumann’s
inequality holds for T.
The hypotheses that T has no nontrivial reducing subspace is not really
a restriction, as shown by the following proposition.
Proposition 2.2.19. Suppose that M is a reducing subspace for T. Then
von Neumann’s inequality holds for T if and only if holds for both T|M and
T|M⊥.
Fix an n−tuple T = (T1, . . . , Tn) of commuting, diagonalizable contrac-
tions on CN . Since any set of commuting, diagonalizable operators is simul-
taneously diagonalizable, there is a basis V = {v1, . . . , vN} of CN consisting
entirely of eigenvectors for every Tj. For w ∈ CN , let Dw denote the operator
defined by Dwvj = wjvj and on the rest on CN by linearity. Note that each
Tj is of the form Dw for an appropriate choice of w and that p(T) is also of
this form for any polynomial p in n variables.
To prove von Neumann’s inequality for T, it is enough (by scaling) to
show that if p is a polynomial with ‖p‖∞ ≤ 1, then p(T) is a contraction.
Lemma 2.2.20. Let w ∈ CN . Then Dw is a contraction if and only if the
matrix
((1− wjw¯k)〈vj, vk〉)Nj,k=1 (2.2.6)
is positive semidefinite.
Lemma 2.2.21. Let w ∈ CN and suppose that Dw is a contraction. Then
either Dw is a scalar multiple of the identity or |wj| < 1 for 1 ≤ j ≤ N.
It follows from Lemma 2.2.21 that if Dw is a contraction, not a scalar
multiple of the identity, then it is unitarily equivalent to its Sz.-Nagy-Foiaş
model, which is described below.
2.2. Von Neumann’s inequality 46
Let d denote the rank of the operator I −D∗wDw, and let H2d denote the
Hardy space of Cd−valued functions that are holomorphic in D and have
square-summable Taylor coefficients. Then Dw is unitarily equivalent to the
restriction of the backward shift operator S∗ to an invariant subspace K.
(The backward shift is the adjoint of the shift operator S of "multiplication
by z" on H2d .) Under this unitary equivalence, the basis V of eigenvectors is
mapped to a basis ofK consisting of eigenvectors for S∗. These are of the form
cjkw¯j , where 0 6= cj ∈ Cd and kw¯j(z) = (1−wjz)−1 is the reproducing kernel
function at w¯j for scalar-valued H2. We note that the model operator (and
hence Dw) possesses an H∞ functional calculus for which von Neumann’s
inequality is valid, that is, ‖f(S∗|K)‖ ≤ ‖f‖∞ for all f ∈ H∞.
Theorem 2.2.22. Suppose that there exists z ∈ CN such that Dz is a con-
traction and I −D∗zDz has rank 1. The following are then equivalent for any
w ∈ CN :
i) Dw is a contraction.
ii) The matrix ((1− wjw¯k)/(1− zj z¯k))Nj,k=1 is positive semidefinite.
iii) There is a function f ∈ H∞ with ‖f‖∞ ≤ 1 such that f(zj) = wj.
iv) There is a function f ∈ H∞ with ‖f‖∞ ≤ 1 such that f(Dz) = Dw.
Corollary 2.2.23. Suppose that there exists z ∈ CN such that Dz is a con-
traction and I −D∗zDz has rank 1. Then von Neumann’s inequality holds for
any n−tuple of contractions of the form (Dw1 , . . . , Dwn).
Theorem 2.2.24. If T is any n−tuple of commuting, diagonalizable oper-
ators on a two-dimensional space, then von Neumann’s inequality holds for
T.
Now suppose that T is an n−tuple of commuting, diagonalizable opera-
tors on a three-dimensional space. If T has a nontrivial reducing subspace,
the von Neumann’s inequality holds for T by Proposition 2.2.19 and the
preceding result for two dimensional. In the contrary case it is not always
possible to apply Theorem 2.2.18. For the next theorem, assume (without
loss of generality) that the eigenvectors v1, v2 and v3 have unit norm.
Theorem 2.2.25. The hypotheses of Theorem 2.2.18 can be satisfied if and
only if
|αβ|2 + |αγ|2 + |βγ|2 = |αβγ|2 + 2Re(αβ¯γ), (2.2.7)
where α = 〈v1, v2〉, β = 〈v1, v3〉 and γ = 〈v2, v3〉.
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So far no one has been able to determine whether von Neumann’s inequal-
ity holds for an arbitrary n−tuple of commuting, diagonalizable contractions
on a three-dimensional space. This question is important in light of the
following result.
Theorem 2.2.26. If von Neumann’s inequality holds for all n−tuples of
commuting, diagonalizable contractions on a three-dimensional space, then
it holds for all n−tuples of commuting contractions on a three-dimensional
space.
Theorem 2.2.26 follows from the following lemma, which implies that a
counterexample to von Neumann’s inequality could be perturbed to a coun-
terexample consisting of diagonalizables.
Lemma 2.2.27. Any n−tuple of commuting operators on C3 can be perturbed
to commuting diagonalizables.
Proof. Let T = (T1, . . . , Tn) be an n−tuple of commuting operators on C3.
If any Tj has two distinct eigenvalues, then the matrices of T1, . . . , Tn with
respect to a basis that realizes the Jordan form of Tj are all block diagonal.
One can then perturb each n−tuples of blocks to commuting diagonalizables
using, if necessary, the two-dimensional result mentioned above as Theorem
2.2.24. One thus obtain a perturbation of T consisting of commuting diago-
nalizables.
One may therefore assume that every Tj has a single eigenvalue. After
subtracting a constant multiple of the identity from Tj (which does not affect
the possibility of perturbation), one may assume that every Tj is nilpotent.
Now the only matrices that commute with0 1 00 0 1
0 0 0

are polynomials of this matrix. Hence, if any Tj has this as its Jordan
form, then Tk = pk(Tj) for some polynomial pk. If one now perturbs Tj to a
diagonalizable T ′j and then replaces Tk by pk(T ′j), the resulting n−tuple will
be the desired perturbation consisting of diagonalizables.
The other possibility is that T 2j = 0 for all j. Now the only nilpotent
matrices of order two that commute with0 1 00 0 0
0 0 0

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are the one of the form0 a b0 0 0
0 0 0
 or
0 a′ 00 0 0
0 b′ 0
 .
Since these matrices do not commute with each other if bb′ 6= 0, one must
have that every Tj is of the same form, either the one on the left or the one
on the right. In either case, every Tj is a polynomial in two fixed, commuting
matrices. As any two commuting matrices can be perturbed to commuting
diagonalizables, one can replace Tj by its polynomial in these perturbations
as above to get the desired perturbation of commuting diagonalizables. The
lemma is now proved.
In [18], B.A. Lotto showed that von Neumann’s inequality
‖p(T)‖ ≤ ‖p‖∞ (2.2.8)
holds for all polynomials p in n variables, where T is an n−tuple of com-
muting, diagonalizable contractions on CN that satisfies some additional hy-
potheses. Here ‖p(T)‖ denotes the operator norm of p(T) and ‖p‖∞ denotes
the supremum norm of p over the unit polydisc of CN . In [19] it is presented
an example to show that the extra hypotheses cannot be removed. The
example is based on an example due to Kaijser and Varopoulos (see, N.Th.
Varopoulos, On an inequality of von Neumann and an application of the met-
ric theory of tensor products to operator theory, J. Funct. Anal. 16 (1974),
83-100) that shows that (2.2.8) can fail with n = 3 and N = 5. Therefore the
following theorem can be found in [19].
Theorem 2.2.28. There are three commuting, diagonalizable contractions
T1, T2 and T3 on C5 and a polynomial p in three variables such that ‖p(T1, T2, T3)‖ >
‖p‖∞.
2.2.3 Analytic functions
Ambrozie, Engliš, V. Müller in 2007 in [1] have proved the following theorem
and extended the von Neumann’s inequality as presented below.
Theorem 2.2.29.
i) Let T be a Hilbert space contraction with spectrum contained in the
open unit disc. Then T is unitarily equivalent to a restriction of the
backward shift of infinite multiplicity to an invariant subspace.
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ii) More generally, a Hilbert space contraction T is unitarily equivalent to
a restriction of the backward shift of infinite multiplicity to an invariant
subspace if and only if T n → 0 in the strong operator topology.
Let D be a nonempty open domain in Cn. Set D∗ = {z¯ : z ∈ D}. For
f : D → C, set f˜(w) := f(w¯), w ∈ D∗.
Definition 2.2.30. Let D be a nonempty open domain in Cn. A Hilbert space
H of functions analytic on D is called a D−space if the following conditions
are satisfied:
i) H is invariant under the operators Zj, j = 1, . . . , n, of multiplication
by the coordinate functions,
(Zjf)(z) = zjf(z); f ∈ H, z = (z1, . . . , zn) ∈ D.
It follows from the next assumption and the closed graph theorem that the
operators Zj are, in fact, bounded.
ii) For each z ∈ D, the evaluation function f → f(z) is continuous on H.
By the Riesz representation theorem there is Cz ∈ H such that f(z) = 〈f, Cz〉
for all f ∈ H. Define the function C(z, w) := Cw¯(z), z ∈ D,w ∈ D∗. (The
function C(z, w¯) is known as the reproducing kernel of H.)
iii) C(z, w) 6= 0 for all z ∈ D and w ∈ D∗.
Lemma 2.2.31. Let H be a D−space and {ψk} an orthonormal basis in H.
Then
C(z, w) =
∞∑
l=1
ψk(z)ψ˜k(w)
where the series converges uniformly and absolutely on each compact subset
of D ×D∗.
Let H be a Hilbert space. Denote by H ⊗ H the completed Hilbertian
tensor product. Consider the multiplication operators Mzj on H⊗H defined
by
Mzj = Zj ⊗ IH , j = 1, . . . , n.
and write
Mz = (Mz1 , . . . ,Mzn) ∈ B(H⊗H)n.
The basic prototype of a D−space H is the Hardy space H2 on the unit
disc. In this case C(z, w) = (1 − zw)−1 and M∗z is a backward shift of
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infinite multiplicity. Theorem 2.2.29 can thus be restated as saying that if
an operator T on H satisfies 1
C
(T, T ∗) = I − TT ∗ ≥ 0 and (i) σ(T ) ⊂ D or
(ii) T ∗n → 0, then T ∗ is unitarily equivalent to the restriction of M∗z to an
invariant subspace.
Let H be a Hilbert space. Let T = (T1, . . . , Tn) be a commuting tuple of
operators. Denote by σ(T) the Taylor spectrum of T, and let
MT = (LT ∗1 , . . . , LT ∗n , RT1 , . . . , RTn).
Here LA(X) = AX and RA(X) = XA are the left and right multiplication
operators by A on B(H). Let f, g be analytic functions in a neighborhood
of σ(T) and h be analytic in a neighborhood of σ(T∗). Then we have the
equalities
Lf(T) = f(LT) (2.2.9)
Rh(T∗) = h(RT∗) (2.2.10)
g(T∗) = g˜(T∗). (2.2.11)
Let f be a function analytic on a neighborhood of σ(MT). Define f(T,T∗) ∈
B(H) by f(T,T∗) := F (MT)(I).
Lemma 2.2.32. Let T be a tuple on a Hilbert space. Let f = f(z), g =
g(z, w) and h = h(w) be analytic in neighborhoods of σ(T), σ(MT) and
σ(T∗), respectively. Set F (z, w) := f(z)g(w, z)h(w). Then
F (T,T∗) = f(T)g(T,T∗)h(T∗).
Let now D ∈ Cn be a domain and H a D−space. Let T be a n−tuple of
operators on a Hilbert space H such that σ(T) ⊂ D.
Define the linear map CT : H → H⊗H by
CTh :=
∫
∂∆
Cw¯ ⊗ kT∗(w)h (h ∈ H), (2.2.12)
where ∆ is a bounded open domain with smooth boundary such that σ(T∗) ⊂
∆ and ∆ ⊂ D∗. This definition is motivated by the formal identities
CT(z) = C(z,T
∗) =
∫
∂∆
C(z, w)kT∗(w) =
∫
∂∆
Cw¯(z)kT∗(w).
Lemma 2.2.33. We have
〈CTh, f ⊗ h′〉 = 〈h, f(T)h′〉
for all h, h′ ∈ H and f ∈ H. In particular, CT does not depend on the choice
of ∆. Moreover, CT : H → H⊗H is a bounded operator.
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Let H be a D−space. Let T be an n−tuple of operators on H such that
σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Set DT = 1C (T,T∗)1/2 and define the mapping
V : H → H⊗H by V := (IH ⊗DT)CT.
By Lemma 2.2.33, it is easy to see that V ∗ : H ⊗ H → H is defined by
the formula V ∗(f ⊗ h) = f(T)DTh (f ∈ H, h ∈ H).
Theorem 2.2.34. Let H be a D−space. Let T be an n−tuple of operators on
H such that σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Then the mapping V : H → H⊗H
defined by V := (IH ⊗DT)CT satisfies the equality
V T ∗j = M
∗
zj
V (j = 1, . . . , n).
Theorem 2.2.35. Let H be a D−space. Let T be an n−tuple of operators on
H such that σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Then the mapping V : H → H⊗H
defined by V := (IH ⊗DT)CT is an isometry.
Corollary 2.2.36. Let H be a D−space. Let T be an n−tuple of operators
on H such that σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Then T∗ is unitarily equivalent
to a restriction of M∗z to an invariant subspace.
Corollary 2.2.37. Let D ⊂ Cn be a bounded domain, let H be a D−space
and suppose that H is a subspace of L2(φ) where φ is a nonnegative finite
Borel measure with supp φ ⊂ D. Let T be an n−tuple of operators on H
such that σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Then T has a normal dilation N.
More precisely, there are a Hilbert space K ⊃ H and a commuting n−tuple
N of normal operators on K such that σ(N) ⊂ D and
p(T) = PHp(N)|H
for all polynomials p is n variables.
Corollary 2.2.38. (von Neumann inequality) Let H be a D−space sat-
isfying the conditions of the preceding corollary. Let T be an n−tuple of
operators on H such that σ(T) ⊂ D and 1
C
(T,T∗) ≥ 0. Then
‖p(T)‖ ≤ sup
z∈D
|p(z)|
for all polynomials p in n variables. Moreover, if D is polynomially convex,
then the above von Neumann inequality is true for all functions analytic on
D.
From now on are studied models for n−tuples of operators which need
not satisfy σ(T) ⊂ D. Stronger assumptions on H are therefore needed.
Let H be a D−space such that:
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i) H contains the constant functions (hence, also all polynomials) and the
polynomials are dense in H,
ii) 1
C
is a polynomial.
The monomials zα (α ∈ Zn+) are then a (non-orthogonal) basis forH. Arrang-
ing them in some order, by the Gram-Schmidt orthogonalization we can find
(and fix from now on) an orthonormal basis {ψk} consisting of polynomials
and such that, conversely, any polynomial is a finite linear combination of
ψk.
For m ≥ 0 set
fm(z, w) =
∞∑
k=0
ψk(z)
1
C
(z, w)ψ˜k(w).
By Lemma 2.2.31, the series converges and f0(z, w) = 1. Note that
fm(z, w) = 1−
m−1∑
k=1
ψk(z)
1
C
(z, w)ψ˜k(w)
is a polynomial for each m. In particular, fm(T,T∗) makes sense for any
operator tuple T.
Let T = (T1, . . . , Tn) be a commuting n−tuple of operators satisfying
1
C
(T,T∗) ≥ 0 and supm ‖fm(T,T∗)‖ <∞. Define V : H → H⊗H by
V h =
∑
ψk ⊗DTψk(T∗)h. (2.2.13)
Proposition 2.2.39. Let D,H,T be as above. Let h ∈ H. Then I =
f0(T,T
∗) ≥ f1(T,T∗) ≥ f2(T,T∗) ≥ . . . and we have ‖V h‖2 = ‖h‖2 −
limm〈fm(T,T∗)h, h〉.
Lemma 2.2.40. For all g ∈ H and any polynomial f ∈ H,
V ∗(f ⊗ g) = f(T)DTg.
Proposition 2.2.41. Let H be a D−space. Suppose that 1
C
is a polynomial
and the polynomials are (contained and) dense in H. Let T = (T1, . . . , Tn) be
a n−tuple of commuting operators satisfying 1
C
(T,T∗) ≥ 0 and
limm〈fm(T,T∗)h, h〉 = 0 for each h ∈ H. Then T∗ is unitarily equivalent to
the restriction of M∗z to an invariant subspace.
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Proposition 2.2.42. Assume that C−1 is a polynomial and that H contains
the constant functions. Then
1
C
(Z,Z∗) = ‖1‖2HP,
where P is the orthogonal projection onto the constant functions in H.
Lemma 2.2.43. Let H be a D−space such that 1
C
is a polynomial and the
polynomials are dense in H. Let fm be defined as above. Then fm(Z,Z∗) is
the orthogonal projection onto ∨{ψk, k ≥ m}. In particular, fm(Z,Z∗) ≥ 0
and limm→∞ fm(Z,Z∗)h = 0 for each h ∈ H.
Corollary 2.2.44. Let H be a D−space such that the polynomials are dense
in H and 1
C
is a polynomial. Let T be a commuting n−tuple of operators on
a Hilbert space H. The following statements are equivalent:
i) T∗ is unitarily equivalent to the restrictionM∗z to an invariant subspace;
ii) 1
C
(T,T∗) ≥ 0 and limm fm(T,T∗)h = 0 (h ∈ H).
Corollary 2.2.45. (dilation and a von Neumann inequality) Let H
be a D−space on a bounded domain D ⊂ Cn. Suppose that H is the closure
of the polynomials in L2(φ) where φ is a finite nonnegative Borel measure
with supp φ ⊂ D, and that 1
C
(z, w) is a polynomial. Let T be an n−tuple of
operators on a Hilbert space H such that 1
C
(T,T∗) ≥ 0 and fm(T,T∗) → 0
in the strong operator topology. Then the multiplications N = (N1, . . . , Nn)
by the coordinate functions on L2(φ)⊗H are a normal dilation of T, and for
any polynomial p
‖p(T)‖ ≤ sup
z∈D
|p(z)|.
Moreover, ifD is polynomially convex, then σ(T) ∈ D. To see this, denote
by σpi the approximate point spectrum. Clearly σpi(Mz) ⊂ σpi(N) = σ(N) ⊂←−
D, so σ(Mz) ⊂ D. Further σpi(T∗) ⊂ σ(M∗z ) ⊂ D∗ so σ(T∗) ⊂ D∗ and
σ(T) ⊂ D.
2.2.4 Contractions that commute according to a graph
David Opěla in [27] generalizes Andô’s theorem and Parrott’s example as
follows. He states that any n−tuple of contractions that commute according
to a graph without a cycle can be dilated to an n−tuple of unitaries that
commute according to that graph. Conversely, if the graph contains a cycle,
he constructed a counterexample.
Now we review some definitions and concepts that help understanding
Opěla’s work presented below.
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Definition 2.2.46. If H and K are two Hilbert spaces, T ∈ B(H), W ∈
B(K) operators, we say that W is an extension of T, if T is the restriction
of W to H, i.e., if Tx = Wx for all x ∈ H.
Definition 2.2.47. With the same notation, we say that W is a dilation of
T, or that T is a compression of W, if T n = PW n|H, for all n ≥ 0, where P
is the orthogonal projection from K onto H.
By a result of Sarason, we can say equivalently, that W has the following
structure
W =
 T 0 ∗∗ ∗ ∗
0 0 ∗
 . . . H. . . K˜ 	H,
. . . K 	 K˜
(2.2.14)
that is, H is the orthogonal difference of two invariant subspaces for W.
Definition 2.2.48. A ∈ B(H) is a co-isometry if A∗ is an isometry, that is
AA∗ = I.
The first result of the theory, due to Sz.-Nagy, asserts that every con-
traction T ∈ B(H) has a co-isometric extension. In fact, there is a minimal
co-isometric extension W0 ∈ B(K0) of T that is characterized by
K0 = span{(W ∗0 )nH; n ∈ N}.
Any two minimal co-isometric extensions W0 and W˜0 are unitarily equiv-
alent via a unitary that restricts to the identity on H - we denote this by
W0 ∼= W˜0. For every co-isometric extension W of T we have W ∼= W0 ⊕ W˜ ,
where W˜ is another co-isometry.
If T is already a co-isometry, then any of its co-isometric extensions is the
direct sum of T and another co-isometry. A minimal co-isometric extension
of an isometry is a unitary.
If T is a contraction, denote by V any of the co-isometric extensions of the
contraction T ∗. Let U be a minimal co-isometric extension of the isometry
V ∗, then one easily checks (by Sarason’s characterization) that U is a dilation
of T.
Then Sz.-Nagy dilation theorem follows - any contraction has a unitary
dilation. Given T ∈ B(H) there is a minimal unitary dilation U0, unique up
to a unitary that restricts to IH , such that any unitary dilation U of T has
the form U ∼= U0 ⊕ U1.
By the Wold decomposition, any co-isometry is the orthogonal sum of
(a finite or infinite number of) copies of the unilateral backward shift and a
unitary.
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Andô’s theorem states that given a pair of commuting contractions, we
can extend each of them to a co-isometry such that the two co-isometries
commute. As in the single operator case, if the contractions are isometries,
the co-isometries can be constructed to be unitaries. The dilation version
asserts that for any pair of commuting contractions A,B, we can find com-
muting unitaries U, V such that
PUmV n|H = AmBn, for all m,n ≥ 0.
Note that the equality above implies that U (resp. V ) is a dilation of
A (resp. B) by taking n = 0 (m = 0, respectively). However, not every
pair of dilations satisfies this property. This more restrictive relation is more
desirable, since it implies that the map U 7→ A, V 7→ B extends to an algebra
homomorphism between the operator algebras generated by U, V and A,B,
respectively.
The commutant lifting theorem of Foiaş and Sz.-Nagy asserts that given
a pair of commuting contractions and a co-isometric extension (or a unitary
dilation) of one of them, one can extend (or dilate) the other one to a contrac-
tion that commutes with the given co-isometric extension (unitary dilation,
respectively).
Andô’s theorem cannot be generalised to three (or more) commuting con-
tractions. The first counterexample was constructed by S. Parrott. There are
some sufficient conditions on when an n−tuple of commuting contractions
can be dilated to an n−tuple of commuting unitaries, e.g., if the operators
doubly commute, see the below theorem (Theorem 12.10 in V. Paulsen’s
book [29]).
Theorem 2.2.49. (Theorem 12.10 in [29]) Let {Tj}nj=1 be a doubly commut-
ing family of contractions on a Hilbert space H. Then there exists a Hilbert
space K containing H as a subspace, and a doubly commuting family of uni-
tary operators {Ui}ni=1 on K, such that
T1(k1) · · ·Tn(kn) = PHUk11 · · ·Uknn |H, where T (k) =
{
T k, k ≥ 0
T ∗−k, k < 0.
Moreover, if K is the smallest reducing subspace for the family {Ui}ni=1 con-
taining H, then {Ui}ni=1 is unique up to unitary equivalence. That is, if
{U ′i}ni=1 and K ′ are another such set and space, then there is a unitary
W : K → K ′ leaving H fixed such that WUiW ∗ = U ′i , i = 1, . . . , n.
There are generalizations of Andô’s result to an n−tuple of contractions,
for example, Gaşpar and Rácz in [16] assume only that the n−tuple is cyclic
commutative. Their work is briefly described below.
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Definition 2.2.50. We say that a family T = (T1, . . . , Tn) of linear bounded
operators in a Hilbert space H, is cyclic commutative if
T1T2 . . . Tn = TnT1T2 . . . Tn−1 = · · · = T2T3 . . . TnT1
Theorem 2.2.51. Let T = (T1, . . . , Tn) be a cyclic commutative family of
contractions in a Hilbert space H. There exists a cyclic commutative family
V = (V1, . . . Vn) of isometries in a Hilbert space K ⊃ H, with the property
that
PV m1i1 · · ·V mnin |H = Tm1i1 · · ·Tmnin , (mj ≥ 0, j = 1, 2, . . . , n)
where (i1, i2, . . . , in) is an arbitrary permutation of (1, 2, . . . , n), and P is the
orthogonal projection of K onto H.
Proposition 2.2.52. Every cyclic commutative family V = (V1, . . . Vn) of
isometries in a Hilbert space K can be extended to a cyclic commutative
family U = (U1, . . . , Un) of unitary operators in a Hilbert space K1 ⊃ K.
Theorem 2.2.53. For every cyclic commutative family T = (T1, . . . , Tn) of
contractions in a Hilbert space H, there exists a cyclic commutative family
U = (U1, . . . , Un) of unitary operators in a Hilbert space K ⊃ H, such that
PUm1i1 · · ·Umnin |H = Tm1i1 · · ·Tmnin , (mj ≥ 0, j = 1, 2, . . . , n)
for every permutation (i1, i2, . . . , in) of (1, 2, . . . , n).
These results were further generalized by G. Popescu. Instead of starting
with n−tuples of contractions, one can work with row contractions, that
is, with n−tuples satisfying ∑j TjT ∗j ≤ I. This case has been extensively
studied by T. Bhattacharyya in [8]. Main results from [8] are presented
below starting with reviewing definitions and results for single contractions
and then continue with tuples of commuting contractions.
All the Hilbert spaces in T. Bhattacharyya’s work are over the complex
field and are separable. Given two Hilbert spaces H and K, the notations
K ⊃ H and H ⊂ K will mean that H is a closed subspace of K or that H
is isometrically embedded into K, i.e., there is a linear isometry V mapping
H into K. In the latter case, one shall identify H with the closed subspace
V H of K. Any bounded operator T on H is then identified with the bounded
operator V TV ∗ on V H.
Definition 2.2.54. Let H ⊂ K be two Hilbert spaces. Suppose T and V are
bounded operators on H and K respectively. Then V is called a dilation of
T if
T nh = PHV
nh
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for all h ∈ H and all nonnegative integers n where PH is the projection of
K onto H. A dilation V of T is called minimal if span{V nh : h ∈ H,n =
0, 1, 2, . . . } = K. An isometric (respectively unitary) dilation of T is a dila-
tion V which is an isometry (respectively unitary).
Definition 2.2.55. An element T of B(H), algebra of all bounded operators
of H, is called a contraction is ‖T‖ ≤ 1.
Definition 2.2.56. Two dilations V1 and V2 on the Hilbert spaces K1 and
K2 respectively, of the same operator T on H are called unitarily equivalent
is there is a unitary U : K1 → K2 such that UV1U∗ = V2.
Theorem 2.2.57. For every contraction T on a Hilbert space H, there is a
minimal isometric dilation which is unique up to a unitary equivalence.
Definition 2.2.58. An isometry V on a Hilbert space K is called a unilateral
shift if there is a subspace L of K satisfying
i) V nL ⊥ L for all n = 1, 2, . . . and
ii) L⊕ V L⊕ V 2L · · · = K.
The subspace L is called the generating subspace for V and dimL is called
the multiplicity of V.
Definition 2.2.59. Let H ⊂ K be two Hilbert spaces. Suppose V and U are
bounded operators on H and K respectively, such that
Unh = V nh, for all h ∈ H.
Then U is called an extension of V. A unitary extension is an extension which
is also a unitary operator.
An extension U of a bounded operator V is also a dilation of V because
PHU
nh = PHV
nh = V nh, for all h ∈ H.
Remark 2.2.60. Let H be a Hilbert space and T ∈ B(H). Suppose V is a
dilation of T on a Hilbert space K1 ⊃ H and U is an extension of V on a
Hilbert space K2 ⊃ K1. Then U is a dilation of T. Indeed,
PHU
nh = PHV
nh because U is an extension of V and h ∈ H ⊂ K1
= T nh because V is a dilation of T.
Definition 2.2.61. A unitary operator U on a Hilbert space K is called a
bilateral shift is there is a subspace L of K satisfying
2.2. Von Neumann’s inequality 58
i) UnL ⊥ L for all n 6= 0 and
ii)
⊕∞
n=−∞ U
nL = K.
The subspace L is called a generating subspace for U and dimL is called the
multiplicity of U.
Lemma 2.2.62. A unilateral shift V on K always has an extension to a
bilateral shift. Moreover, the extension preserves multiplicity.
Corollary 2.2.63. An isometry V on H always has an extension to a uni-
tary.
Theorem 2.2.64. For every contraction T on a Hilbert space H, there is a
minimal unitary dilation which is unique up to unitary equivalence.
Theorem 2.2.65. (von Neumann’s inequality) For every polynomial
p(z) = a0 + a1z + · · ·+ amzm, let
‖p‖ = sup{|p(z)| : |z| ≤ 1}.
If T is a contraction and p is a polynomial, then
‖p(T )‖ ≤ ‖p‖.
After reviewing these notions of single contractions, T. Bhattacharyya [8]
continues with definitions and results on tuples of commuting operators, as
follows.
Definition 2.2.66. Let H ⊂ K be two Hilbert spaces. Suppose T = (T1, . . . , Tn)
and V = (V1, . . . , Vn) are tuples of bounded operators acting on H and K re-
spectively, i.e., Ti ∈ B(H) and Vi ∈ B(K). The operator tuple V is called a
dilation of the operator tuple T if
Ti1Ti2 . . . Tik = PHVi1Vi2 . . . Vik
for all h ∈ H, k ≥ 0, and all 1 ≤ i1, i2, . . . , ik ≤ n.
If Vi are isometries with orthogonal ranges, i.e., V ∗i Vj = δij for 1 ≤ i, j ≤
n, then V is called an isometric dilation. A dilation V of T is called minimal
if span{Vi1Vi2 . . . Vikh : h ∈ H, k ≥ 0 and 1 ≤ i1, i2, . . . , ik ≤ n} = K.
Theorem 2.2.67. For a pair T = (T1, T2) of commuting contractions on a
Hilbert space H, there is a commuting isometric dilation V = (V1, V2).
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Theorem 2.2.68. Let V1 and V2 be two commuting isometries on a Hilbert
space H. Then there is a Hilbert space K and two commuting unitaries U1
and U2 on K such that
U1h = V1h and U2h = V2h for all h ∈ H.
In other words, two commuting isometries can be extended to two commuting
unitaries.
Theorem 2.2.69. Given two commuting contractions T1 and T2 on a Hilbert
space H, there is a Hilbert space K ⊃ H and two commuting unitaries U1
and U2 on K such that
Tm1 T
n
2 h = PHU
m
1 U
n
2 h, for all h ∈ H and n,m ≥ 0. (2.2.15)
Corollary 2.2.70. (von Neumann’s inequality) Let T1 and T2 be two
commuting contractions acting on a Hilbert space H. Suppose p(z1, z2) is any
polynomial in two variables. Then
‖p(T1, T2)‖ ≤ sup{|p(z1, z2)| : |z1| ≤ 1, |z2| ≤ 1}. (2.2.16)
Definition 2.2.71. Let H be a Hilbert space and let T = (T1, . . . , Tn) be a
tuple of bounded operators acting on H. Then T is called a contractive tuple
if
∑n
i=1 TiT
∗
i ≤ 1H . The tuple is called commuting if TiTj = TjTi for all
i, j = 1, 2, . . . , n. The positive operator (1H −
∑n
i=1 TiT
∗
i )
1/2 and the closure
of its range are respectively called the Defect operator of T and the Defect
space of T and are denoted by DT and DT.
Contractivity of a tuple is equivalent to demanding that for all h1, . . . , hn ∈
H,
‖T1h1 + T2h2 + · · ·+ Tnhn‖2 ≤ ‖h1‖2 + ‖h2‖2 + · · ·+ ‖hn‖2.
A prototype of a commuting contractive tuple is the so-called n−shift
which we shall simply call the shift since n is fixed.
Suppose we have a single linear contraction T on a Hilbert space H. Con-
sider the usual Toeplitz algebra T , i.e., the unital C∗−algebra generated by
the unilateral shift S. Then there is a unique unital completely positive map ϕ
on T which maps S to T and moreover any ’sesqui-polynomial’∑ ak,lSk(S∗)l
to
∑
ak,lT
k(T ∗)l. Actually this is a way of looking at the Sz.-Nagy dilation
of contractions. Indeed if we consider the minimal Stinesring representation
pi of ϕ, we see that pi(S) is nothing but the minimal isometric dilation of T.
Given a Hilbert space L and k = 0, 1, 2, . . . , we write L⊗sk for the sym-
metric tensor product of k copies of L. The space L⊗s0 is defined as the one
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dimensional vector space C with its usual inner product. For k ≥ 2, L⊗sk
is the subspace of the full tensor product L⊗k consisting of all vectors fixed
under the natural representation of the permutation group σk,
L⊗sk = {ξ ∈ L⊗k : Upiξ = ξ, pi ∈ σk},
Upi denoting the isomorphism of L⊗k defined on elementary tensors by
Upi(x1 ⊗ x2 ⊗ · · · ⊗ xn) = xpi−1(1) ⊗ xpi−1(2) ⊗ · · · ⊗ xpi−1(n), xi ∈ L. (2.2.17)
Let {e1, e2, . . . , en} be the standard basis on Cn. Then an orthonormal
basis for the full tensor product space L⊗k is {ei1 , ei2 , . . . , eik : 1 ≤ i1, . . . , ik ≤
n}. The full Fock space over L and the symmetric Fock space over L are
respectively
Γ(L) = C⊕ L⊕ L⊗2 ⊕ · · · ⊕ L⊗k ⊕ · · ·
and
Γs(L) = C⊕ L⊕ L⊗s2 ⊕ · · · ⊕ L⊗sk ⊕ · · · .
In both the Fock space, the one dimensional subspace C⊕ {0} ⊕ {0} · · ·
is called the vacuum space. The unit norm element (1, 0, 1, . . . ) in this space
is called the vacuum vector and is denoted by ω. The projection on to the
vacuum space is denoted by E0. Define the creation operator tuple V =
(V1, Vn, . . . , Vn) on Γ(Cn) by
Viξ = ei ⊗ ξ for i = 1, 2, . . . , n and ξ ∈ Γ(Cn).
It is easy to see that Vi are isometries with orthogonal ranges. Denoting
by P+ the orthogonal projection onto the subspace Γs(L) of Γ(L), define the
tuple of bounded operators S = (S1, S2, . . . , Sn) on Γs(L) by
Siξ = P+(ei ⊗ ξ) for i = 1, 2, . . . , n and ξ ∈ Γ(Cn).
Since Vi are isometries, the Si are contractions. The projection P+ acts on
the full tensor product space L⊗k by the following action on the orthonormal
basis:
P+(ei1 ⊗ ei2 ⊗ · · · ⊗ eik) =
1
k!
∑
epi(i1) ⊗ epi(i2) ⊗ · · · ⊗ epi(ik)
where pi varies over the permutation group σk. Using this it is easy to see that
S forms a commuting tuple. The operator tuple S is called the commuting
n−shift. For contractivity of S, we start with the following lemma.
Lemma 2.2.72. 1Γ(Cn)−
∑
ViV
∗
i is the one-dimensional projection onto the
vacuum space.
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This lemma immediately gives the contractivity property for V and S :
Corollary 2.2.73. V and S are contractive tuples.
Before we proceed further, it will be helpful to list some properties of the
shift which we will need later.
Lemma 2.2.74.
∑n
i=1 S
∗
i Si is an invertible operator on Γs(Cn).
The C∗−subalgebra of B(Γs(Cn)) generated by S1, . . . , Sn will be denoted
by Tn and called the Toeplitz C∗−algebra. The Toeplitz C∗−algebra is unital.
We do not have to, a priori, include 1Γs(Cn) in the C∗−algebra Tn because
the operator
∑
S∗i Si is invertible in B(Γs(Cn)). Since C∗−algebras are inverse
closed, (
∑
S∗i Si)
−1 is in the C∗−algebra generated by S1, . . . , Sn and hence
Tn is unital. The subalgebra of Tn consisting of polynomials in S1, . . . , Sn and
1Γs(Cn) will be denoted byA. The following two lemmas give more information
about Tn.
Lemma 2.2.75. Tn = spanAA∗.
Lemma 2.2.76. All compact operators are in Tn.
Now we proceed towards developing the model and dilation for a given
commuting contractive tupleT on a Hilbert spaceH, as in [8]. By an operator
space we shall mean a vector subspace of B(L) where L is a Hilbert space.
Given an operator space E and an algebra A ⊆ E , a completely positive map
ϕ, from E to B(H) for some Hilbert space H, is called an A−morphism if
ϕ(AX) = ϕ(A)ϕ(X), for any A ∈ A and X,AX ∈ E .
Every unital A−morphism ϕ : Tn → B(H) for some Hilbert space H
gives rise to a commuting contractive tuple (T1, . . . , Tn) on H by way of
Ti = ϕ(Si), i = 1, 2, . . . , n. Indeed,
∑
TiT
∗
i = ϕ(
∑
SiS
∗
i ) ≤ ϕ(1Γs(Cn)) = 1H
and TiTj = ϕ(Si)ϕ(Sj) = ϕ(SiSj) = ϕ(SjSi) = ϕ(Sj)ϕ(Si) = TjTi for all
1 ≤ i, j ≤ n. Given any commuting contractive tuple T acting on H, the aim
is to produce an A−morphism from the C∗−algebra Tn to B(H). This will
be achieved by the help of the following theorem. The A−morphism is the
key element in finding dilation and proving von Neumann inequality. In fact,
it could be thought of as the model for T. We shall associate a completely
positive map PT with T which acts on B(H) by
PT(X) =
n∑
i=1
TiXT
∗
i .
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Since T is a contractive tuple, the completely positive map PT is con-
tractive and hence 1H ≥ PT(1H) ≥ P 2T(1H) ≥ · · · . This decreasing sequence
of positive contractions converges strongly and A∞ will denote the positive
contraction which is the strong limit:
A∞ = lim
m→∞
PmT (1H).
The commuting contractive tuple T will be called pure if A∞ = 0.
Theorem 2.2.77. Let T = (T1, . . . , Tn) be a commuting contractive tuple
of operators on a Hilbert space H. Then there is a unique bounded operator
R : Γs(Cn)⊗DT → H satisfying R(ω ⊗ ξ) = DTξ and
R(ek ⊗ ξ) = TkDTξ (2.2.18)
for every multi-index k with |k| = 1, 2, . . . . In general, ‖R‖ ≤ 1, and if
(T1, . . . , Tn) is a pure tuple, then R is a co-isometry: RR∗ = 1H .
Given a commuting contractive tuple, the following theorem constructs
an A−morphism from the Toeplitz C∗−algebra into the unital C∗−algebra
generated by T1, T2, . . . , Tn. Note that 2.2.18 implies that R(Sk ⊗ 1DT) =
TkR.
Theorem 2.2.78. For every commuting contractive tuple T = (T1, . . . , Tn)
acting on a Hilbert space H there is a unique unital A−morphism
ϕ : Tn → B(H)
such that ϕ(Si) = Ti, i = 1, . . . , n.
Corollary 2.2.79. (von Neumann’s inequality) Let T = (T1, . . . , Tn)
be any commuting contractive tuple acting on a Hilbert space H and S =
(S1, . . . , Sn) be the shift. Then for any polynomial p in n−variables,
‖p(T1, . . . , Tn)‖ ≤ ‖p(S1, . . . Sn)‖.
Let M be a Hilbert space of dimension m (which is a nonnegative integer
or ∞). We mean by m · S the operator tuple (S1 ⊗ 1M , . . . , Sn ⊗ 1M) acting
on Γs(Cn)⊗M.
Given a Hilbert space N, and a representation β of Tn on N, the operator
tuple
A
def
= m · S⊕ β(S)
is clearly a commuting contractive tuple on Hˆ def= (Γs(Cn)⊗M)⊕N.
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Let H be a subspace of Hˆ such that A∗iH ⊆ H for all i = 1, . . . , n. Recall
that such subspaces are called co-invariant with respect to the tuple A.
Consider the compression T of A to H as follows,
Ti
def
= PKAi|H.
This T is clearly a commuting contractive tuple on H and moreover
for any polynomial p(z1, . . . , zn), p(T) is the compression of p(A) due to
the co-invariance of H with respect to A. It is proved in [8] that every
commuting contractive tuple has such a representation with β sending all
compact operators to zero, see the following theorem.
Theorem 2.2.80. (Dilation) Let T be any commuting contractive tuple
acting on a Hilbert space H and rank DT = m (which is a nonnegative integer
or ∞). Then there is a separable Hilbert space M of dimension m, another
separable Hilbert space N with commuting tuple of operators Z = (Z1, . . . , Zn)
acting on it, satisfying Z1Z∗1 + · · ·+ ZnZ∗n = 1N such that:
i) H is contained in Hˆ def= (Γs(Cn) ⊗ M) ⊕ N as a subspace and it is
co-invariant under A def= m · S⊕ Z.
ii) T is the compression of A to H, that is Tk = PHAk|H for every multi-
index k.
iii) Hˆ = span{Akh : h ∈ H and k is any multi-index}.
Thus any commuting contractive tuple has a minimal commuting dilation.
Moreover, this dilation is unique up to unitary equivalence.
Coming back to David Opěla, he derives a different generalization of
Andô’s theorem, namely, he assumes that only some of the
(
n
2
)
pairs com-
mute. His results on the matter are presented below, following [27].
Definition 2.2.81. A graph G is a pair (V (G), E(G)), where V (G) is a set
(the elements of V (G) are called vertices of G) and E(G) is a set of unordered
pairs of distinct vertices - these are called edges.
A graph G′ is a subgraph of a graph G, if V (G′) ⊂ V (G) and E(G′) ⊂
E(G).
A cycle of length n is the graph G with V (G) = {v1, . . . vn} and E(G) =
{(vj, vj+1) : 1 ≤ j ≤ n− 1} ∪ {(v1, vn)}.
A graph G is connected, if for every two vertices v, w there exists a se-
quence of vertices {vk}mk=0 ⊂ V (G) with v0 = v, vm = w and such that
(vj, vj+1) ∈ E(G) for j = 0, . . . ,m− 1.
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A graph is a-cyclic, if it does not contain any cycle as a subgraph, and a
connected a-cyclic graph is called a tree. Every tree has a vertex that lies on
exactly one edge.
Definition 2.2.82. Let T1, T2, . . . , Tn ∈ B(H) be an n−tuple of operators,
and let G be a graph on the vertices {1, 2, . . . n}. We say that the operators
T1, T2, . . . , Tn commute according to G, if TiTj = TjTi whenever (i, j) is an
edge of G.
Lemma 2.2.83. Let A,B ∈ B(H) be commuting contractions and let X˜ ∈
B(K˜) be a co-isometric extension of A. Then there exists a Hilbert space K
containing K˜ and commuting co-isometries X, Y ∈ K such that X extends
X˜ and Y extends B. Moreover, if A,B are isometries and X˜ is a unitary,
we can construct X and Y to be unitary.
Lemma 2.2.84. Let G be a graph without a cycle on vertices {1, 2, . . . n} and
let T1, . . . Tn ∈ B(H) be an n−tuple of contractions that commute according
to G. Then there exist a Hilbert space K containing H and an n−tuple of
co-isometries V1, . . . Vn ∈ B(K) that commute according to G and such that
Vj extends Tj, for j = 1, 2, . . . n. Moreover, if the Tj’s are all isometries, the
Vj’s can be chosen to be unitaries.
The main result in [27] is thus the following theorem that is stated here
without proof.
Theorem 2.2.85. Let G be an a-cyclic graph on n vertices {1, 2, . . . , n}.
Then for any n−tuple of contractions T1 . . . , Tn on a Hilbert space H that
commute according to G, there exists an n−tuple of unitaries U1, . . . , Un on
a Hilbert space K that commute according to G and such that
PUj1 . . . Ujk |H = Tj1 . . . Tjk , (2.2.19)
for all k ∈ N, ji ∈ {1, 2, . . . , n}, 1 ≤ i ≤ k. Here P : K → H is the orthogonal
projection.
Conversely, if G contains a cycle, there exists an n−tuple of contractions
that commute according to G with no n−tuple of unitaries dilating them that
also commute according to G.
Remark 2.2.86. The above theorem holds for infinite graphs.
Chapter 3
Nonholomorphic calculus for
several variables
This chapter is based on [31] and provides a general scheme to extent Taylor’s
holomorphic functional calculus for several commuting operators (see chap-
ter 2) to classes of non-holomorphic functions. We start by recalling some
notions, definitions and results about commuting operators, as well as a brief
description of the holomorphic functional calculus and we end this chapter
by presenting the non-holomorphic functional calculus due to Sandberg [31].
3.1 Basic notions
Let X, Y be two Banach spaces and denote by L(X, Y ) the Banach space of
all continuous linear operators from X to Y and let L(X) = L(X,X). We
denote by I the identity operator of L(X). For a subset A ⊂ L(X), let A′′
be the commutant, i.e. the Banach algebra of all operators in L(X) which
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commute with every operator in {R ∈ L(X) : TR = RT for all T ∈ A}.
Let T ∈ L(X), and recall that the spectrum on T is the set
σ(T ) = {λ ∈ C : λI − T is not invertible}.
If f is a holomorphic function in a neighborhood of the spectrum σ(T )
then the operator f(T ) is defined by the integral
f(T ) =
1
2pii
∫
∂D
f(z)(z − T )−1dz, (3.1.1)
where D is an appropriate neighborhood of σ(T ). This expression defines a
continuous algebra homomorphism
f 7→ f(T ) : O(σ(T ))→ (T )′′,
such that 1(T ) = I and z(T ) = T, called the Riesz functional calculus. S.
Sandberg in [31] extends this algebra homomorphism to functions not nec-
essarily holomorphic in a neighborhood of the spectrum. Following Dynkin
[12] he defines f(T ) by
f(T ) = − 1
2pii
∫
∂¯f(z) ∧ (z − T )−1dz (3.1.2)
for all f ∈ ST , where
∂¯f =
∂f
∂z¯
dz¯
and ST is the set
ST = {f ∈ C1c (C) : ‖f‖T := ‖∂¯f(z) ∧ (z − T )−1dz‖∞ <∞}.
It is clear that f(T ) is a bounded linear operator on X which commutes
with every operator that commutes with T, i.e., f(T ) ∈ (T )′′. By Stokes
theorem the definition of f(T ) only depends on the behaviour of f near the
spectrum. Suppose that D is an open set such that it contains the spectrum,
σ(T ) ⊂ D, and that f ∈ O(D). Then if φ ∈ C1c (D) is equal to 1 in a
neighborhood of σ(T ), one has that φf ∈ ST and φf(T ) defined by (3.1.2)
agrees with f(T ) defined by (3.1.1).
The proof that f 7→ f(T ) is an algebra homomorphism and that the
spectral mapping theorem holds for functions in ST was done by Dynkin [12]
and one can check them there, but they can also be found in [31]. We will
just state the results as follows.
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Theorem 3.1.1. The mapping
f 7→ f(T ) : ST → (T )′′,
where T ∈ L(X), is a continuous algebra homomorphism that continuously
extends the holomorphic functional calculus. Moreover, if f ∈ ST then
σ(f(T )) = f(σ(T )).
Furthermore, one has a rule of composition for the functional calculus.
Theorem 3.1.2. (Rule of composition) If g ∈ ST and f is a holomorphic
function in a neighborhood of σ(T ), then φ(f ◦ g) ∈ ST and f(g(T )) =
φ(f ◦ g)(T ), if φ ∈ C1c (C) is equal to 1 in a neighborhood of σ(T ).
Further results regarding this functional calculus can be found in [12].
Now we review notions on tuples of commuting operators. Suppose T =
(T1, . . . , Tn) ∈ L(X)n is a commuting tuple of operators, that is TiTj = TjTi
for all i and j.
Let e = {e1, e2, . . . , en} be indeterminates and define Λn[e] to be the
exterior algebra on the generators e1, e2, . . . , en. This is a linear space over
the complex plane C endowed with an anticommutative exterior product
ei ∧ ej = −ej ∧ ei, for every 1 ≤ i, j ≤ n. For F = {i1, . . . , ip} ⊂ {1, . . . , n}
with i1 < · · · < ip, we write eF = ei1 ∧ · · · ∧ eip . The exterior algebra over C
is then given by
Λn[e] = {
∑
F
αF eF : eF = ei1 ∧ · · · ∧ eip and αF ∈ C}.
We let here e∅ to be the identity element for the exterior product. If we
denote Λkn[e] = {
∑
|F |=k αF eF : αF ∈ C}, where |F | is the cardinal of F,
then clearly dim Λkn[e] =
(
n
k
)
for every k ≤ n, Λkn[e] ∧ Λln[e] = Λk+ln [e] and
Λn[e] =
⊕n
k=0 Λ
k
n[e].
Definition 3.1.3. Given a Banach space X, the exterior algebra over X is
defined to be
Λn[e, X] = {
∑
F
xF eF : eF = ei1 ∧ · · · ∧ eip and xF ∈ X}.
The subspaces Λpn[e, X] = {
∑
|F |=p xF eF : xF ∈ X}, for p ≤ n are given in a
similar way. Naturally Λ0n[e, X], Λ1n[e, X] and Λnn[e, X] can be identified with
X, Xn and X, respectively.
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Since no confusion is possible Λkn[X] and Λn[X] can be written instead of
Λkn[e, X] and Λn[e, X], respectively.
If T ∈ L(X), one keeps the same symbol T to denote the operator defined
on Λn[X] by
T
(∑
F
xF eF
)
=
∑
F
TxF eF .
For i ∈ {1, 2, . . . , n}, let Ei : Λn[X] → Λn[X] be the left multiplication
operator by ei : Ei(eF ) = ei ∧ eF . It is usually called the creation opera-
tor. With any commuting n−tuple T = (T1, . . . , Tn) we associate the linear
mapping defined over Λn[X] by
δT =
n∑
i=1
Ti ⊗ Ei :
∑
F
xF eF →
∑
F
n∑
i=1
TixF ei ∧ eF .
Set δkT := δT|Λkn[X]. We construct a co-chain complex K(T), called the
Koszul complex associated with T on X as follows:
K(T) : 0
δ−1T−−→ Λ0n[X]
δ0T−→ Λ1n[X]
δ1T−→ · · · δ
n−1
T−−→ Λnn[X]
δnT−→ 0.
Definition 3.1.4. The operator T is said to be non-singular, or Taylor in-
vertible, if ker δkT = Im δ
k−1
T , for k = 1, . . . , n, equivalently ker δT = Im δT.
The associated Koszul complex is said to be exact in this case. The Taylor
spectrum of T on Xn is then the set
σT (T) = {λ ∈ Cn : K(λ−T) is not exact}.
We call cohomology of {Λkn[X], δkT} the set {Hk(X,T)}k, whereHk(X,T) =
ker δkT\Im δk−1T .Notice that the action ofT onX is non-singular ifHk(X,T) =
0 for every k.
One also defines the split spectrum
σS(T) = {λ ∈ Cn : K(λ−T) is not split},
where split means that for every integer k there are operators R and S such
that I = δk+1T R+Sδ
k
T. If X is a Hilbert space or n = 1 then σT (T) = σS(T).
In general one has σT (T) ⊂ σS(T).
Consider operators parametrized by a variable z ∈ Cn, such that z 7→
z − T. In this case the boundary map δkT depends on z and we henceforth
suppress the index k and write δkT as δz−T for every k. Also set ei = dzi.
Now suppose that T ∈ L(X, Y ) has closed range and let k(T ) be the
norm of the inverse of T considered as a map from X/ ker(T ) to Im T. The
next lemma implies that if T0 is a non-singular tuple then T is non-singular
if ‖T0 − T‖ is small enough.
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Lemma 3.1.5. Suppose that X, Y, Z are Banach spaces, T0 ∈ L(X, Y ), R0 ∈
L(Y, Z), Im R0 closed and kerR0 = Im T0, that is
X
T0−→ Y R0−→ Z
is exact. Let r be a number such that r > max{k(T0), k(R0)}. If T ∈ L(X, Y ),
R ∈ L(Y, Z), Im T ⊂ kerR and ‖T−T0‖, ‖R−R0‖ < 1/6r then Im T = kerR
and k(T ) ≤ 4r.
Hence σT (T) is closed. Furthermore, the spectrum has the projection
property.
Theorem 3.1.6. If T ∈ L(X)n and T′ = (T, Tn+1) ∈ L(X)n+1 are commut-
ing and pi : Cn+1 → Cn is defined by pi(z, zn+1) = z then pi(σT (T′)) = σT (T).
It follows that
σT (T) ⊂ σ(T1)× · · · × σ(Tn)
and hence σT (T) is bounded. Thus σT (T) is a compact subset of Cn. Con-
versely, any compact set K in Cn can arise as the spectrum of a commuting
tuple of operators. This one sees by letting the operators Ti to be multipli-
cation by zi on the Banach space C(K) of continuous functions on K ⊂ Cn.
3.2 Another holomorphic functional calculus
In this section is shortly presented Taylor’s holomorphic functional calculus
with the Cauchy-Franttapie-Leray formulas, which was introduced by An-
dersson in 1997 in [2]. For detailed proofs on the results in this section, one
can also check [31].
The purpose is to generalize Theorem 3.1.1 to the case of several commut-
ing operators. Suppose that E is a set such that there is a smooth function
s such that δz−Ts = e outside E. In that case one can use the integral rep-
resentation (3.2.9) to extend the holomorphic functional calculus.
The main difficulty is to show the multiplication property; for this, the
resolvent identity, that is
(w−z)(z−T )−1(w−T )−1 = (z−T )−1−(w−T )−1, where z, w ∈ C, (3.2.1)
will be generalized to several commuting operators.
Let X be a Banach space, T ∈ L(X)n be a tuple of commuting operators
on X and z ∈ Cn be a variable. If the complex K(z −T) is exact for every
z in an open set U then there is a smooth solution u in U to the equation
δz−Tu = f if f is a closed and smooth X−valued form in U.
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Sandberg in [31] constructs the resolvent on Cn \ σT (T). The following
discussion is based on [31]. Remark that
δz−T∂¯
∑
k
fkdzk = −2pii
∑
k,l
(zk − Tk)∂fk
∂z¯l
dz¯l = −∂¯δz−T
∑
k
fkdzk,
and therefore δz−T∂¯ = −∂¯δz−T for 1−forms and hence for all forms since
δz−T and ∂¯ are anti-derivations. Suppose that K(z−T) is exact and x ∈ X.
Then one can define a sequence ui in Cn \ σT (T) by
δz−Tu1 = x, δz−Tui+1 = ∂¯ui, (3.2.2)
since ∂¯ and δz−T anti-commute. If this sequence starts with x = 0 then
there is a form wn such that un = ∂¯wn, this follows from the fact that one
successively can find wi such that
w1 = 0, δz−Twi+1 = ∂¯wi − ui. (3.2.3)
Thus if one has two sequences ui and u′i as in (3.2.2) then the difference
un − u′n is exact. Hence un defines a Dolbeault cohomology class ωz−Tx of
bidegree (n, n− 1), which is called a resolvent cohomology class.
Suppose one has two cohomology classes ωz−Tx and ω′w−Rx, where z, w ∈
Cn, T,R ∈ L(X)n, corresponding to sequences ui and vi, respectively. Then
one defines the X−valued cohomology class ωz−T∧ωw−Rx as the class of c2n,
where ci solve
c1 = 0, δz−T,w−Rci+1 = ∂¯ci + vi − ui. (3.2.4)
To see that this is well defined cohomology class, let u′i, v′i and c′i be other
choices of sequences. Let wui and wvi be the sequences given by (3.2.3) for
the sequences ui − u′i and vi − v′i respectively. Then we obtain
c1 − c′1 + wv1 − wu1 = 0
and
δz−T,w−R(ci+1 − c′i+1 + wvi+1 − wui+1) = ∂¯(ci − c′i + wvi − wui ).
Hence, by (3.2.3) again, there exists a sequence wci such that c2n−c′2n = ∂¯wc2n.
Now suppose that one instead has operator valued forms, ui, such that
δz−Tu1 = I, δz−Tui+1 = ∂¯ui, (3.2.5)
so that un represents the operator valued cohomology class ωz−T. Then one
has that ωz−T ∧ ωw−Rx is the class of un ∧ vn, where vi is an X−valued
sequence defining ωw−Rx. This follows from the fact
δz −T(u1 ∧ vn) = vn, δz−T(ui+1 ∧ vn) = ∂¯(ui ∧ vn)
and the following proposition.
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Proposition 3.2.1. If vi is a sequence defining ωw−Rx and
δz−Tf1 = vn, δz−Tfi+1 = ∂¯fi,
then fn represents ωz−T ∧ ωw−Rx.
Complete proof of the above proposition can be seen in [31].
In one variable, there is only one possible representative for ωz−Tx, T ∈
L(X),
ωz−Tx =
1
2pii
(z − T )−1dzx,
and one has that ωz−T is operator valued. The key part in the proof of
the holomorphic functional calculus in one variable is the resolvent identity
(3.2.1), which Sandberg reformulates as
ωz−T ∧ ωw−T + ωw−T ∧ ωz−w + ωw−z ∧ ωz−T = 0.
He then generalizes this equality to several commuting operators as follows.
Let ∆ = {(z, w) ∈ C2n : z = w} be the diagonal.
Lemma 3.2.2. For every x ∈ X, we have the equality
ωz−T ∧ ωw−Tx+ ωw−T ∧ ωz−wx+ ωw−z ∧ ωz−Tx = 0, (3.2.6)
on ((Cn \ σT (T))× Cn ∩ Cn × (Cn \ σT (T))) \∆.
For the proof it is used the following sequence
mk =
1
(2pii)k
∂|z − w|2
|z − w|2 ∧
(
∂¯
∂|z − w|2
|z − w|2
)k−1
. (3.2.7)
For details check the proof of Lemma 2.2 in [31].
Sandberg continues by choosing representatives ω˜z−Tx, ω˜w−Tx and ω˜z−T∧
ω˜w−Tx for ωz−Tx, ωw−Tx and ωz−T ∧ ωz−Tx, respectively on (Cn \ σT (T))×
Cn ∩ Cn × (Cn \ σT (T)). Let ω˜z−T = mn. Then (3.2.6) says that the form
ω˜z−T ∧ ω˜w−Tx+ ω˜w−T ∧ ω˜z−wx+ ω˜w−z ∧ ω˜z−Tx, (3.2.8)
defined on ((Cn \ σT (T))× Cn ∩ Cn × (Cn \ σT (T))) \∆, is exact. Suppose
that (3.2.8) is exact on (Cn \ σT (T)) × Cn ∩ Cn × (Cn \ σT (T)). One has
[∆] = ∂¯ω˜z−w, where [∆] denotes the current of integration over ∆. If one
applies ∂¯ to (3.2.8), interpreted as a current, one gets
0 = −ω˜w−Tx ∧ [∆] + [∆] ∧ ω˜z−wx+ ω˜z−w ∧ ω˜z−Tx,
since (3.2.8) is supposed to be exact and therefore is closed. Hence i∗(ω˜z−Tx−
ω˜w−Tx) = 0, where i is a function defined by i(τ) = (τ, τ). The next theorem
gives the desired result in the case where we have i∗ω˜z−Tx = i∗ω˜w−Tx.
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Theorem 3.2.3. (Resolvent identity). Suppose that ω˜z−Tx, ω˜w−Tx and
ω˜z−T ∧ ω˜w−Tx aare representatives for ωz−Tx, ωw−Tx and ωz−T ∧ ωz−Tx,
respectively. Let ω˜z−T = mn, where mn is defined in (3.2.7). Then the
current
ω˜z−T ∧ ω˜w−Tx+ ω˜w−T ∧ ω˜z−wx+ ω˜w−z ∧ ω˜z−Tx,
defined on (Cn \ σT (T)) × Cn ∩ Cn × (Cn \ σT (T)) is exact if and only if
i∗ω˜z−Tx = i∗ω˜w−Tx, where inC → C2n is defined by i(τ) = (τ, τ).
Proof. The necessity of having i∗(ω˜z−Tx− ω˜w−Tx) = 0 was already discussed
above. The proof then uses Lemma 3.2.2. Details are in [31].
Now we give the definition of f(T). If f is a holomorphic function in a
neighborhood of σT (T) then we define f(T) by the formula
f(T)x = −
∫
f∂¯φ ∧ ωz−Tx for all x ∈ X, (3.2.9)
where φ ∈ C∞c is equal to 1 is a neighborhood of σT (T). This definition is
independent of the choice of φ. To see this, check [31].
Lemma 3.2.4. If f(T) is defined by the formula (3.2.9), then f(T) ∈ (T)′′.
Thus one can now prove Taylor’s theorem.
Theorem 3.2.5. (Taylor). The mapping
f 7→ f(T) : O(σT (T))→ (T)′′ (3.2.10)
is a continuous algebra homomorphism such that 1(T) = I and zk(T) = Tk.
In the proof of this theorem Sandberg in [31] uses the fact that f(T) is
bounded, together with Lemma 3.2.4 and the proof of Proposition 3.2.1.
Taylor also proved the spectral mapping theorem; if f ∈ O(σ(T )) then
f(σ(T )) = σ(f(T )). Suppose that T is a tuple of commuting of operators
and that D is an open set such that σT (T) ⊂ D. Then there exists a δ > 0
such that σT (R) ⊂ D if ‖T−R‖ < δ. This follows from Lemma 3.1.5.
Newburgh in The variation of spectra, Duke Math. J. (1951), proved that
the spectrum of one operator is continuous under commutative perturbations;
the next proposition says that the same is true for the Taylor spectrum. For
its proof see [31].
Proposition 3.2.6. If T and R are tuples of operators such that T,R is
commuting, then
sup
z∈σT (T)
inf
w∈σT (R)
|z−w|+ sup
w∈σT (R)
inf
z∈σT (T)
|z−w| ≤ 2 sup
z∈σT (T−R)
|z| ≤ 2‖T−R‖.
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The next theorem says what happens when one has a norm convergent
sequence in L(X)n. Notice that if σT (T) = σS(T) then the conclusion would
be that f(Tk)→ f(T0) is operator norm. The complete proof is in [31].
Theorem 3.2.7. Suppose that Tk ∈ L(X)n are commuting tuples (not nec-
essarily commuting with each other) for k ≥ 0 and that ‖Tk − T0‖ → 0
as k → ∞. If f is holomorphic in a neighborhood of ∪k≥0σT (Tk), then
f(Tk)x→ f(T0)x for every x ∈ X.
3.3 Non-holomorphic functional calculus
In this section we follow Sandberg [31] who extended the holomorphic cal-
culus from the previous section to functions such that |∂¯f(z)| tends to zero
when z approaches the spectrum. If f is a C1−function with compact sup-
port, he defines whenever possible
f(T) = −
∫
∂¯f ∧ uxn,
where uxn is a form that represents ωz−Tx.
The results from [31] are presented below. Suppose E ⊃ σT (T) is a
compact set such that there exists a sequence ui on Cn \E satisfying (3.2.5).
Then one has that un is operator valued and represents ωz−T in Cn \E. The
definition of f(T) in this case is
f(T) = −
∫
∂¯f ∧ un.
Define a sequence cl by
cl = 0, δz−T,w−Tcl+1 = c¯l + u2l − u1l , (3.3.1)
with u1l = pi∗1ul and u2l = pi∗2ul where pi1(z, w) = z and pi2(z, w) = w are
the projections. Thus c2n represents ωz−T ∧ ωw−T. Now one has all the tools
for proving the multiplicative property. Complete proof of the following
proposition can be checked in [31].
Proposition 3.3.1. Let ui be a sequence defined on Cn\E, where E ⊃ σT (T)
is a compact set, as in (3.2.5), and suppose cl, n ≤ l ≤ 2n, are forms that
satisfy the conditions
i∗cn = 0, δz−T,w−Tcl+1 = c¯l + u2l − u1l , c2n = u1n ∧ u2n, (3.3.2)
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where i(τ) = (τ, τ). Moreover suppose that f, g ∈ C2c such that∫
‖∂¯f ∧ un‖ <∞,
∫
‖∂¯g ∧ un‖ <∞
and ∫
z
∫
w
‖∂¯f(z) ∧ ∂¯g(w) ∧ cl‖
d(z, E)d(w,E)|z − w|2(2m−l)−1 <∞, (3.3.3)
for all l such that n ≤ l < 2n. Then f(T)g(T) = fg(T).
To separate the condition (3.3.3) Sandberg assumes that ui commute with
T. Then one can choose ci in the following way.
Proposition 3.3.2. Suppose that ui is a sequence as in (3.2.5) and that
Tui = uiT. Then
ci =
∑
k+l=i
u1k ∧ u2l
satisfies (3.3.2).
Proof. One has that cl = 0, and since T and ui commute,
δci+1 − ∂¯ci =
∑
k+l=i+1
(δu1k ∧ u2l − u1k ∧ δu2l )
−
∑
k+l=i
(δu1k+1 ∧ u2l − u1k ∧ δu2l+1) = u2i − u1i ,
where δ = δz−T,w−T. Thus ci satisfies (3.3.2).
Unfortunately, the sequence ci in Proposition 3.3.2 does not necessarily
satisfy i∗cn = 0. However, by the proof of Theorem 3.2.3 one infers that i∗cn
is exact. There is an explicit choice of sequence that satisfies (3.2.5). Suppose
that s satisfies the equalities δz−Ts = I and Ts = sT. Then
δz−Ts = I, δz∗T(s ∧ (∂¯s)i) = (∂¯s)i = ∂¯(s ∧ (∂¯s)i−1)
and hence ui = s ∧ (∂¯s)i−1 satisfies (3.2.5). The sequence ci of Proposition
3.3.2 is then
ci =
∑
k+l
s1 ∧ (∂¯s1)k−1 ∧ s2 ∧ (∂¯s2)l−1, (3.3.4)
where s1 = pi∗1s and s2 = pi∗2s. Note that if s ∧ s = 0 then s ∧ (∂¯s) = (∂¯s)∧ s
and hence i∗cn = 0.
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Let E ⊃ σT (T) be a compact set and let s be a given form such that s is
defined on Cn \ E, δz−Ts = I and Ts = sT. Define the class ST by
ST = {f ∈ C2c (Cn) : ‖f‖T <∞}, (3.3.5)
where
‖f‖T =
n∑
i=1
‖ ∂¯f ∧ s ∧ (∂¯s)
i−1
d(z, E)
‖∞ +
∑
k+l=n
‖ ∂¯f ∧ s ∧ (∂¯s)
k−1 ∧ s ∧ (∂¯s)l−1
d(z, E)
‖∞.
Note that the second sum vanishes if s∧ s = 0. This is always the case if
n = 2 since then δz−T(s∧s) = s−s = 0 and δz−T injective. If n = 1 then ST
defined by (3.3.5) is a slightly smaller class than ST defined at the beginning
of this chapter. If f ∈ ST then f(T ) is defined by
f(T ) = −
∫
∂¯f ∧ s ∧ (∂¯s)n−1.
Of course, one has that f(T ) ∈ L(X) if f ∈ ST . Note that ST is an
algebra. Next lemma uses Proposition 3.3.1 to prove that f(T)g(T) = fg(T),
if f, g ∈ ST.
Lemma 3.3.3. If f, g ∈ ST then f(T)g(T) = fg(T).
In order to prove that f(T ) ∈ (T )′′ Sandberg constructs the resolvent
ωz−T,w−R and uses the multiplicative property of the functional calculus of
the tuple (T,R), where R ∈ L(X) commutes with T.
Lemma 3.3.4. If f ∈ ST then f(T) ∈ (T)′′.
The complete proofs of these two lemmas can be seen in [31] and with
them, a generalization of the holomorphic functional calculus can be proved.
Theorem 3.3.5. (Non-holomorphic functional calculus). Suppose that
T is an n − tuple of commuting operators and that E ⊃ σT (T) is compact
such that it exists a smooth form s defined on Cn \ E with δz−Ts = I and
Ts = sT. Let ST be the class defined by (3.3.5) and let f(T), f ∈ ST, be the
operator defined by
f(T) = −
∫
∂¯f ∧ s ∧ (∂¯s)n−1.
Then the map f 7→ f(T) : ST → (T)′′ is a continuous algebra homomorphism
that continuously extends the map f 7→ f(T) : O(E)→ (T)′′.
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Proof. The following proof is given by Sandberg in [31].
By Lemma 3.3.4 the map f 7→ f(T) : ST → (T)′′ is well defined. The
map is continuous and linear. Lemma 3.3.3 shows that the map is multi-
plicative, and thus the map is an algebra homomorphism. To see that it
continuously extends the map f 7→ f(T) : O(E) → (T)′′, suppose that we
have a sequence fn ∈ O(U), where U is an open neighborhood of E, and that
fn → 0 uniformly on compacts. Then
‖fnφ‖T → 0,
where φ ∈ C∞c (U) is a function equal to 1 in a neighborhood of E.
Sandberg proved also the spectral mapping theorem for this functional
calculus.
Theorem 3.3.6. (Spectral mapping theorem). If f is tuple of functions
in ST, where ST is defined by (3.3.5), then σT (f(T)) = f(σT (T)).
The proof uses Theorem 3.1.6 and the next lemma which we will not
prove, but see [31] for details.
Lemma 3.3.7. Suppose that there is an operator valued form s outside
E such that δz−Ts = I and Ts = sT. Furthermore, suppose that c ∈
((T)′′)m, w ∈ σT (T) and k ∈ Λpn[w − T, c,X] (with respect to a basis
dw1, . . . , dwn, en+1, . . . , en+m of Cn+m) such that δw−T,ck = 0. If f ∈ ST,
then
(f(T)− f(w))k = δw−T,c
∫
z
∂¯f(z) ∧
n∑
l=1
m′′n+1−l ∧ s ∧ (∂¯s)l−1 ∧ k,
where m′′i is the component of mi (3.2.7) with one dw and no dw¯.
Further, denote by co(E) the convex hull of the set E. Then the last
result due to Sandberg in [31] is the following.
Theorem 3.3.8. Let h be a positive decreasing function on [0,∞). If there is
a differential form ux on Cn \ co(σT (T)) such that ‖ux(z)‖ ≤ ‖x‖h(d(z, E))
then we define the class Sh(T) by
Sh(T) = {f ∈ C1c (Cn) :‖ |∂¯f(z)|h(d(z, co(σT (T)))) ‖L∞<∞}.
Let the norm of functions in Sh(T) be given by
‖ f ‖Sh(T)=‖ |∂¯f(z)|h(d(z, co(σT (T)))) ‖L1 .
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Then the map
f 7→ f(T) : Sh(T)→ (T), where f(T)x = −
∫
∂¯f ∧ ux,
is a continuous algebra homomorphism. If f ∈ Sh(T) then σT (f(T)) =
f(σT (T)) and f(T) = 0 if f = 0 on co(σT (T)). Furthermore, if f ∈ Sh(T),
g ∈ Sh1(f(T)) (or, g ∈ O(σT (f(T)))), where h1 is a decreasing function
such that h(y/ sup |df |) ≥ Ch1(y), y ∈ [0,∞), and g(0) = 0 then g(f(T)) =
g ◦ f(T).
Chapter 4
Multicentric calculus for
holomorphic functions
In this chapter are first presented general results for multicentric calculus
for one variable operators and the Riesz spectral projection following O.
Nevanlinna’s papers on the topic [24], [23] and [25]. Then further estimates
are given for a pair of commuting operators and by the end we try to extend
the calculus to an n−tuple of commuting operators. For this some extra
conditions are introduced so that the von Neumann inequality holds true
when using a constant.
4.1 Multicentric calculus for single operators
In [24], O. Nevanlinna shows how multicentric representation of functions
gives a simple way to generalize the von Neumann result, i.e., the unit disc is
a spectral set for contractions in Hilbert spaces. The discussion in his paper
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regards multicentric representation of holomorphic functions and in short it
goes as follows.
If A denotes a bounded operator in a Hilbert space H, denote by Vp(A)
the set
Vp(A) = {z ∈ C : |p(z)| ≤ ‖p(A)‖} (4.1.1)
where p is a monic polynomial with distinct roots. It is shown in [24] that
these sets are K−spectral, whenever the lemniscate does not pass through
any critical point of p. Since any compact set can be the spectrum of an op-
erator, it is important that lemniscates have good approximation properties.
Furthermore, O. Nevanlinna has provided an algorithm (see [23]) which, for
any given A, provides a sequence of monic polynomials p with distinct roots
such that the sets Vp(A) squeeze around the polynomially convex hull of the
spectrum of A.
To be able to estimate a holomorphic function ϕ effectively at an operator
A, O. Nevanlinna uses in [24] the approach introduced in [25], that is, each
polynomial
p(z) =
d∏
j=1
(z − λj)
with simple roots λj induces a unique multicentric representation of ϕ,
ϕ(z) =
d∑
k=1
δk(z)fk(w) with w = p(z), (4.1.2)
where δk denote the polynomials of degree d− 1 taking the value 1 at λk and
vanishes at the other roots. In [25] is discussed the practical computation
of the Taylor series of fk. In fact, the coefficients may be computed in a
recursion way if the derivatives of the original function ϕ are available at the
local centers λk.
O. Nevanlinna in [24] states that the representation (4.1.2) allows an
obvious avenue for analysis, estimation and computation in complicated sets.
One just treats the functions fk in discs |w| ≤ ρ and combines the estimates
for ϕ in the sets satisfying |p(z)| ≤ ρ.
In [24] the author demonstrates this approach by generalizing a well-
known result of von Neumann on contractions in Hilbert spaces. In order to
do this he needs an estimate of the following form
sup
|w|≤ρ
|fk(w)| ≤ C(ρ) sup
|p(z)|≤ρ
|ϕ(z)|. (4.1.3)
This would then imply that the sets Vp(A) are K−spectral sets with some
K. Now, let γρ denote the lemniscate
γρ = {z ∈ C : |p(z)| = ρ}.
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For small ρ the lemniscate consists of d separate circular curves, for large ρ it
reduces to just one circular curve. In general the lemniscate is smooth except
if it contains a critical point, where the derivative of p vanishes. Thus there
are at most d − 1 such exceptional values ρ. Let s(ρ) denote the distance
from γρ to the set of critical points.
The key result in [24] is the following theorem, which will just be stated
here. For the proof one can check [24].
Theorem 4.1.1. If p is a monic polynomial of degree d with distinct roots,
then there exists a constant C such that if ϕ is holomorphic for |p(z)| ≤ ρ,
then the functions fk in (4.1.2) are holomorphic for |w| ≤ ρ and if γρ does
not contain any critical points of p the estimate (4.1.3) holds with some C(ρ)
satisfying
C(ρ) ≤ 1 + C
s(ρ)d−1
. (4.1.4)
Remark 4.1.2. If C(ρ) denotes the smallest constant such that (4.1.3) holds
for all ϕ then C(ρ) → 1 as ρ → 0 or ρ → ∞. Generically the critical points
are simple and then the constant is proportional to 1/s(ρ).
Some application to the spectral set theory are then given in [24], but first
recall some definitions and notations. Denote by B(H) the space of bounded
linear operators in a Hilbert space H.
Definition 4.1.3. A closed set Σ ⊂ C is a spectral set for A ∈ B(H), if for
all rational functions r with poles off Σ there holds
‖r(A)‖ ≤ sup
z∈Σ
|r(z)|. (4.1.5)
If the equation holds in the form
‖r(A)‖ ≤ K sup
z∈Σ
|r(z)|,
with fixed K, then Σ is called a K−spectral set.
Below we state a fundamental result by von Neumann for contractions in
Hilbert spaces.
Theorem 4.1.4. If A ∈ B(H), and ‖A‖ ≤ 1, then the closed unit disc is a
spectral set for A.
This can be reformulated as follows:
‖ϕ(A)‖ ≤ sup
|z|≤‖A‖
|ϕ(z)| (4.1.6)
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provided ϕ is holomorphic in |z| ≤ ‖A‖.
In [24] the results are formulated for holomorphic functions rather than
for polynomials or rational functions as the author considers sets which may
consist of several simply connected components. In particular, the results
apply as such for Riesz spectral projections. The main result of the paper
[24] is the following:
Theorem 4.1.5. Suppose we are given a monic polynomial p ∈ Pd with
distinct roots and a bounded operator A ∈ B(H) in a Hilbert space H. Let
ρ ≥ 0 satisfying ‖p(A)‖ ≤ ρ and be such that the lemniscate γρ contains no
critical points of p. Then for all ϕ which are holomorphic for |p(z)| ≤ ρ there
holds
‖ϕ(A)‖ ≤ K sup
|p(z)|≤ρ
|ϕ(z)|, (4.1.7)
where the constant K satisfies
K ≤ C(ρ)
d∑
k=1
‖δk(A)‖, (4.1.8)
with C(ρ) as in Theorem 4.1.1.
A simple but useful application of this theorem is obtained as follows.
Suppose γρ consists of several components and is free from critical points.
Then one can define ϕ to be identically 1 in some open neighborhood of
some of the components and to vanish in a neighborhood of all the others. If
A ∈ B(H) is such that ‖p(A)‖ ≤ ρ, then the resulting operator is simply the
Riesz spectral projection to the invariant subspace with respect to the part
of the spectrum where ϕ equals 1.
Another application is related to the power boundedness. One can apply
Theorem 4.1.5 with ρ = 0 but then A has to be an algebraic operator and
all eigenvalues are nondefective. Requiring p(A) = 0 for p with simple zeroes
says exactly that. Now let D denote the open unit disc. Suppose that
Vp(A) ⊂ D.
Corollary 4.1.6. Let p be monic with simple zeros and suppose ρ ≥ 0 is
such that γρ contains no critical points and γρ ⊂ D¯. If A ∈ B(H) is such that
‖p(A)‖ ≤ ρ, then A is power bounded and with the constant C(ρ) provided
by Theorem 4.1.1 we have for all n ≥ 1,
‖An‖ ≤ C(ρ)
d∑
k=1
‖δk(A)‖. (4.1.9)
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Remark 4.1.7. If A is algebraic then one can take p to be the minimal
polynomial. Recall that a polynomial is called minimal if it is monic, p(A) =
0 and the polynomial is of smallest possible degree. Then Corollary 4.1.6
and Remark 4.1.2 yield
‖An‖ ≤
d∑
k=1
‖δk(A)‖. (4.1.10)
Remark 4.1.8. In [3] one can find a follow up on the papers of O. Nevanlinna
[24], [23] and [25]. There we discuss about multicentric holomorphic calculus
in which one represents the function ϕ using a new variable w = p(z) in
such a way that when it is evaluated at the operator A, then p(A) is small
in norm. As before, p is assumed to have distinct roots.
The separation of a compact set, such as the spectrum, into different
components by a polynomial lemniscate is presented with few examples, as
well as applications of the Calculus to the computation and estimation of the
Riesz spectral projection. It may then be desirable the use of p(z)n as a new
variable and a small dimensional problem is then discussed in [3] to see how
the size of coupling can affect on the need of taking a high power of p(A).
4.2 Multicentric calculus for a pair of commut-
ing operators
We start this section by discussing the case when n = 2, that is, when we
have a pair of commuting operators and then we state some results for the
general n−tuples.
Let z = (z1, z2) ∈ C2 and let p = (p1(z1), p2(z2)), with p1, p2 polyno-
mials of degrees d1, d2, respectively, with distinct roots λ1,1, . . . , λd1,1 and
λ1,2, . . . , λd2,2, respectively. Let T = (T1, T2) be a pair of commuting opera-
tors on a Hilbert space H. Denote by Vp(T) the set
Vp(T) = {(z1, z2) ∈ C2 : |pj(zj)| ≤ ‖pj(Tj)‖ for j = 1, 2}.
and note that by the spectral mapping theorem we have the following.
Proposition 4.2.1. With the above notations we have
σT (T) ⊂ Vp(T).
Proof. Indeed, for p(z1, z2) = (p1(z1), p2(z2)) ((z1, z2) ∈ C2) one applies the
spectral mapping theorem twice
σT (p(T)) = p(σT (T))⇔
σT (p1(T1), p2(T2)) = (p1(σ(T1)), p2(σ(T2))) = (σ(p1(T1)), σ(p2(T2)))
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since the Taylor spectrum for single operators equals the usual spectrum, i.e.,
σT (T ) = σ(T ).
Following the same line of proof, one can state a more general result.
Proposition 4.2.2. Let z = (z1, . . . , zn) ∈ Cn and let p = (p1(z1), . . . , pn(zn)),
with p1, . . . , pn polynomials of degrees d1, . . . , dn, respectively, with distinct
roots λ1,1, . . . , λd1,1, . . . , λ1,n, . . . , λdn,n, respectively. Let T = (T1, . . . , Tn) be
an n−tuple of commuting operators acting on a Hilbert space H. Denote by
Vp(T) the set
Vp(T) = {(z1, . . . , zn) ∈ Cn : |pj(zj)| ≤ ‖pj(Tj)‖ for j = 1, . . . , n}.
Then σT (T) ⊂ Vp(T).
When applying the multicentric calculus described above we treat our
two variables separately. First we fix one variable, say we fix z2, then we fix
the first one, z1, and we apply the calculus as follows.
In multicentric calulus the polynomial is taken as a new variable w = p(z).
In this case the polynomials pj are taken as new variables w1 = p1(z1) and
w2 = p2(z2) and functions ϕ(z1, z2) are represented with the help of a vector-
valued function f, mapping (w1, w2) 7→ f(w1, w2) ∈ Cd1+d2 . Recall that f is
assumed holomorphic in a neighbourhood of Vp(A), for the single operator
case. For the pair T, we assume f(w1, w2) holomorphic in both variables in
a neighbourhood of Vp(T).
Note that, when applying ϕ to the operator T, then ϕ this will be well
defined as a polynomial with commuting T ′js and things hold when going to
limit for analytic functions.
Now, denote by δk,1 ∈ Pd1−1, δj,2 ∈ Pd2−1 the Lagrange interpolation basis
polynomials at λj,1 and λk,2, respectively, that is
δk,1(z1) =
1
p′1(λk,1)
∏
j 6=k
(z1 − λj,1)
δj,2(z2) =
1
p′2(λj,2)
∏
k 6=j
(z2 − λk,2).
Then the multicentric representation of ϕ takes the form, when fixing z2,
ϕ(z1, z2) =
d1∑
j=1
δj,1(z1)fj,1(p1(z1), z2) (4.2.1)
4.2. Multicentric calculus for a pair of commuting operators 84
which becomes the following when fixing z1
ϕ(z1, z2) =
d2∑
k=1
d1∑
j=1
δj,1(z1)δk,2(z2)fj,k(p1(z1), p2(z2)). (4.2.2)
Since we treat the two variables separately, let
Vp1(T1) = {z1 ∈ C : |p1(z1)| ≤ ‖p1(T1)‖} and
Vp2(T2) = {z2 ∈ C : |p2(z2)| ≤ ‖p2(T2)‖},
and let |p1(z1)| = ρ1, |p2(z2)| = ρ2, be lemniscates which are then mapped
onto discs |wj| ≤ ρj, for j = 1, 2. Note that ρ1 and ρ2 are so that the
lemniscate does not pass through any critical points of p1 or p2, respectively.
Inserting T1, T2 instead of z1, z2 in the equation (4.2.2), gives a simple
way of defining ϕ(T1, T2). This way ϕ(T1, T2) is well defined since T1 and T2
commute, thus we set
ϕ(T1, T2) =
d2∑
k=1
d1∑
j=1
δj,1(T1)δk,2(T2)fj,k(p1(T1), p2(T2)). (4.2.3)
In this formula δj,1(T1) and δk,2(T2) are polynomials and the key is to
estimate fj,k(p1(T1), p2(T2)).
Since the von Neumann’s inequality holds for a pair of commuting opera-
tors on a Hilbert space H, see Corollary 2.2.12, one can apply it to estimate
fj,k(p1(T1), p2(T2)) provided that p1(T1) and p2(T2) commute. Thus we have
for all j, k
‖fj,k(p1(T1), p2(T2))‖ ≤ sup
|w1|,|w2|≤1
|fj,k(w1, w2)|. (4.2.4)
Therefore we get the following
‖ϕ(T1, T2)‖ ≤
d2∑
k=1
d1∑
j=1
‖δj,1(T1)‖‖δk,2(T2)‖‖fj,k(p1(T1), p2(T2))‖
≤
d2∑
k=1
d1∑
j=1
‖δj,1(T1)‖‖δk,2(T2)‖ sup
|w1|,|w2|≤1
|fj,k(w1, w2)|.
(4.2.5)
Further we want to estimate sup|w1|,|w2|≤1 |fj,k(w1, w2)| from above by
sup |p1(z1)| ≤ ρ1
|p2(z2)| ≤ ρ2
|ϕ(z1, z2)|. For this we have the following lemma.
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Lemma 4.2.3. Let z = (z1, . . . , zn) ∈ Cn and let p = (p1, . . . , pn) be a poly-
nomial in n variables, with pj monic polynomials of degree dj, with distinct
roots, for every j = 1, . . . , n. Let ρj be the levels of pj, for every j = 1, . . . , n,
that is |pj| ≤ ρj. Denote pj(zj) = wj, ∀j = 1, . . . , n. In the multicentric
representation
ϕ(z) =
∑
ν
δν(z)fν(w1, . . . , wn),
where
∑
ν δν(z) =
∑d1
ν1=1
· · ·∑dnνn=1 δν1(z1) . . . δνn(zn), one has the following
estimate for j = 1, . . . , n
sup
|w1| ≤ 1
. . .
|wn| ≤ 1
|fν(w1, . . . , wn)| ≤ C(ρ1) . . . C(ρn) sup
|p1(z1)| ≤ ρ1
. . .
|pn(zn)| ≤ ρn
|ϕ(z1, . . . , zn)|.
(4.2.6)
Moreover, we have for every j = 1, . . . , n
C(ρj) ≤ 1 + Cj
s(ρj)dj−1
, (4.2.7)
where Cj is a constant and s(ρj) is the distance from the lemniscate of pj to
the set of critical points of pj.
Proof. We treat the variables separately and we apply the results from the
previous section. First we fix all the variables except z1 and we use the
estimate (4.1.3) to get
sup
|w1|≤1
|fν1(w1, z2, . . . , zn)| ≤ C(ρ1) sup
|p1(z1)|≤ρ1
|ϕ(z1, . . . , zn)|.
For this last estimate we fix all variables except for z2, then we apply (4.1.3)
and we get
sup
|w1| ≤ 1
|w2| ≤ 1
|fν1,ν2(w1, w2, z3 . . . , zn)| ≤ C(ρ1)C(ρ2) sup
|p1(z1)| ≤ ρ1
|p2(z2)| ≤ ρ2
|ϕ(z1, . . . , zn)|.
We continue in the same way until we fix all variables except for zn. Using
then once more the relation (4.1.3) we get the desired result
sup
|w1| ≤ 1
. . .
|wn| ≤ 1
|fν(w1, . . . , wn)| ≤ C(ρ1) . . . C(ρn) sup
|p1(z1)| ≤ ρ1
. . .
|pn(zn)| ≤ ρn
|ϕ(z1, . . . , zn)|.
The estimate (4.2.7) follows immediately from Theorem 4.1.1.
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Applying Lemma 4.2.3 with n = 2 to the inequality (4.2.5) one completes
the proof of the following theorem.
Theorem 4.2.4. With the above notations one has
‖ϕ(T1, T2)‖ ≤
d2∑
k=1
d1∑
j=1
‖δj,1(T1)‖‖δk,2(T2)‖C(ρ1)C(ρ2) sup
|p1(z1)| ≤ ρ1
|p2(z2)| ≤ ρ2
|ϕ(z1, z2)|,
(4.2.8)
where ρ1 and ρ2 are the levels of p1 and p2, respectively, such that they do
not pass through any critical points.
4.3 Multicentric calculus for n−tuples of com-
muting operators
In this section we try to extend the multicentric calculus for an n−tuple of
commuting contractions. The following is a different approach since we will
have a different setup. Some extra conditions must be satisfied and they are
presented below.
Let T = (T1, . . . , Tn) be an n−tuple of commuting contractions on a
Hilbert space H. It is known that the von Neumann’s inequality fails for
n ≥ 3, but it is still a question whether it holds for a constant Cn, that
depends on n.
Whenever the von Neumann’s inequality for n−tuples of contractions is
proven true, we can extend the multicentric calculus discussed in the previous
section and in [3], for the general case of n−tuples of commuting operators.
Now we review some known results on the multidimensional von Neumann
inequality.
Definition 4.3.1. We say that the multidimensional von Neumann inequality
holds for a fixed n−tuple of commuting operators T = (T1, . . . , Tn) if
‖P (T1, . . . , Tn)‖ ≤ ‖P‖D¯n
where D denotes the closure of the unit disc, for any polynomial P in n
(commutative) variable.
There are some known results when the above holds, but we will list just a
few. For more results see [5]. The multidimensional von Neumann inequality
holds in the following situations:
i) for a pair of commutative Hilbert space contractions (n = 2);
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ii) for a commutative family of isometries;
iii) for a family of double commuting (i.e., TiTj = TjTi for all i and j and
T ∗i Tj = TiT
∗
j whenever i 6= j) contractions;
iv) for a commutative family T such that
∑n
i=1 ‖Ti‖2 ≤ 1;
It is an open problem in operator theory to determine whether or not there
exists a constant Cn that adjust von Neumann’s inequality, more precisely,
it is unknown if for every n there exists a constant Cn such that
‖P (T1, . . . , Tn)‖ ≤ Cn sup{|P (z1, . . . , zn)| : |zi| ≤ 1}, (4.3.1)
for every polynomial P in n variables and every n−tuple (T1, . . . , Tn) of
commuting contractions in B(H) (the set of all bounded linear operators
acting on a Hilbert space H). According to [15], Dixon in [11] gave lower
estimates for the optimal Cn and showed that, if such constant verifying
(4.3.1) exists, then it must grow faster than any power of n. He did this by
considering the problem in the smaller class of k−homogeneous polynomials.
Definition 4.3.2. A k−homogeneous polynomial in n variables is a function
P : Cn → C of the form
P (z1, . . . , zn) =
∑
α∈Λ(k,n)
aαz
α,
where Λ(k, n) := {α ∈ Nn0 : |α| := α1 + · · · + αn = k}, zα = zα11 · · · zαnn and
aα ∈ C.
In [11](Theorem 1.2), the author showed that for fixed k and n growing
n
1
2 [
k−1
2 ]  Ck,∞(n) n k−22 , (4.3.2)
where [z] denotes the integer part of z.
Dixon studied the asymptotic behaviour (as n tends to infinity) of the
smallest constant Ck,∞(n) such that
‖P (T1, . . . , Tn)‖B(H) ≤ Ck,∞(n) sup{|P (z1, . . . , zn)| : |zi| ≤ 1}, (4.3.3)
for every k−homogeneous polynomial p in n variables and every n−tuple of
commuting contractions T.
Further, Montero and Tonge in [20], for 1 ≤ q <∞, they consider Ck,q(n),
the smallest constant such that
‖P (T1, . . . , Tn)‖B(H) ≤ Ck,q(n) sup{|P (z1, . . . , zn)| :
n∑
i=1
|zi|q ≤ 1}, (4.3.4)
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for every k−homogeneous polynomial p in n variables and every n−tuple
of commuting contractions T with
∑n
i=1 ‖Ti‖q ≤ 1. Their upper and lower
estimates for the growth of Ck,q(n) are the following
n
k−1
q′ − 12 [ k2 ]  Ck,q(n) n
k−2
q′ for 1 ≤ q ≤ 2, (4.3.5)
n
k
2
− 1
2([
k
2 ]+1)  Ck,q(n) n k−22 for 2 ≤ q <∞, (4.3.6)
where q′ denotes the conjugate of q, i.e., 1
q
+ 1
q′ = 1. In all the estimates k is
considered to be fixed.
Note that the upper bounds here hold for every n−tuple T satisfying∑n
i=1 ‖Ti‖q ≤ 1, not necessarily commuting. If one does not ask for the con-
tractions to commute, this bound is shown to be optimal in [20](Proposition
15).
Based on the combinatorial methods from [11], the authors in [15] change
the construction of the Hilbert space and the operators given there to find the
exact asymptotic growth of Ck,∞(n), answering a question posed by Dixon.
Their main result in [15] is the following theorem.
Theorem 4.3.3. For k ≥ 3, and 1 ≤ q < ∞, let Ck,q(n) be the smallest
constant such that
‖Q(T1, . . . , Tn)‖B(H) ≤ Ck,q(n) sup{|Q(z1, . . . , zn)| : ‖(zi)i‖q ≤ 1},
for every k−homogeneous polynomial Q in n variables and every n−tuple of
commuting contractions T with
∑n
i=1 ‖Ti‖q ≤ 1. Then
(i) Ck,∞ ∼ n k−22
(ii) for 2 ≤ q <∞ we have
log−3/q(n)n
k−2
2  Ck,q(n) n k−22 .
In particular, n
k−2
2
−ε  Ck,q(n) n k−22 for every ε > 0.
One can extend now the multicentric calculus for an n−tuple of com-
munting contractions T = (T1, . . . , Tn). We will do so by considering Dixon’s
estimate (4.3.3) and later we will comment on Theorem 4.3.3.
Recall the following, z = (z1, . . . , zn) ∈ Cn, p(z) = (p1(z1), . . . , pn(zn))
with pj polynomial of degree dj with distinct roots, for every j = 1, . . . n and
denote w = p(z) with w = (w1, . . . , wn).
Consider the decomposition
ϕ(z) =
∑
ν
δν(z)gν(p(z)) (4.3.7)
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where gν(z) =
m∑
k=0
∑
|α|=k
aαp(z)
α =
m∑
k=0
Qk,ν(p(z)), that is, gν is a sum of m
k−homogeneous polynomials in n variables, denoted by Qk,ν and by
∑
ν δν(z)
we mean
d1∑
ν1=1
· · ·
dn∑
νn=1
δν1(z1) · · · δνn(zn).
Then we can define
ϕk(z) =
∑
ν
δν(z)
∑
|α|=k
aαp(z)
α =
∑
ν
δν(z)Qk,ν(w). (4.3.8)
With the above notation it is obvious that (4.3.7) becomes
ϕ(z) =
m∑
k=0
ϕk(z). (4.3.9)
The goal is to estimate ‖ϕ(T)‖. Inserting T and then applying the norm
to (4.3.9) we see that
‖ϕ(T)‖ ≤
m∑
k=0
‖ϕk(T)‖, (4.3.10)
and using (4.3.8) we get
‖ϕ(T)‖ ≤
m∑
k=0
d1∑
ν1=1
· · ·
dn∑
νn=1
‖δν1(T1)‖ · · · ‖δνn(Tn)‖‖Qk,ν(p(T))‖. (4.3.11)
Since Qk,ν(p(T)) are k−homogeneous polynomials, from (4.3.3) it follows
that
‖Qk,ν(p(T))‖ ≤ Ck,∞(n) sup
‖pj(zj)‖q≤1
|Qk,ν(p(z))|. (4.3.12)
Note that the constant Ck,∞(n) does not depend on the degree of the polyno-
mial Qk,ν , thus, if for simplicity we denote
d1∑
ν1=1
· · ·
dn∑
νn=1
‖δν1(T1)‖ · · · ‖δνn(Tn)‖
by Ak, we have
‖ϕ(T)‖ ≤
m∑
k=0
AkCk,∞(n) sup
‖pj(zj)‖q≤1
|Qk,ν(p(z))|. (4.3.13)
Now we can use Lemma 4.2.3 to each decompositions ϕk(z) to get
sup
‖pj(zj)‖q≤1
|Qk,ν(p(z))| ≤ C(ρ1) . . . C(ρs) sup
|pj(zj)|≤ρj
|ϕk(z)|, (4.3.14)
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where s ≤ n and ρj ≤ 1 is the level of pj, such that it does not pass through
any critical points.
Again, for simplicity we denote C(ρ1) . . . C(ρs) by Bk, which is a constant
depending on the levels ρj and is finite whenever the lemniscate |pj(zj)| ≤ ρj
does not pass through any critical points. Hence we have
‖ϕ(T)‖ ≤
m∑
k=0
AkCk,∞(n)Bk sup
|pj(zj)|≤1
|ϕk(z)|. (4.3.15)
Further we need to be able to estimate sup|pj(zj)|≤1 |ϕk(z)| from above by
supz |ϕ(z)|, for all zj ∈ Vpj(Tj) = {z ∈ C : |pj(z)| ≤ ‖pj(Tj)‖}.
For this we define the norm |||ϕ||| = maxk supz |ϕk(z)|. This is indeed a
norm since |||ϕ||| ≥ 0 and if |||ϕ||| = 0 then ϕ = 0, hence for any a ∈ Cn we
have |||aϕ||| = |a||||ϕ|||. It is also easy to see that the following holds
|||ϕ+ ψ||| = max
k
sup
z
|ϕk(z) + ψk(z)|
≤ max
k
sup
z
|ϕk(z)|+ max
k
sup
z
|ψk(z)|
= |||ϕ|||+ |||ψ|||.
We denote the dimension of the space of polynomials where ϕ lies by
(d,m) where d is the vector containing the degrees of the polynomials pj.
Using the fact that all spaces are norm equivalent, then the space where ϕ
lies is finite dimensional and thus there exists a constant C such that
1
C
|||ϕ||| ≤ sup
z
|ϕ(z)| ≤ C|||ϕ|||. (4.3.16)
Since supz |ϕk(z)| ≤ maxk supz |ϕk(z)| = |||ϕ||| for every k, then using
the above estimate we get
sup
z
|ϕk(z)| ≤ C sup
z
|ϕ(z)|. (4.3.17)
Therefore from (4.3.17) and (4.3.15) we obtain an estimate of ‖ϕ(T)‖
from above by supz |ϕ(z)|, that is,
‖ϕ(T)‖ ≤ K sup
z
|ϕ(z)|, (4.3.18)
with K being a constant that depends on the levels ρj’s of the polynomials
pj’s, on δν at the operator T and on the degree of ϕ but not on ϕ itself.
Therefore we have proven the following theorem.
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Theorem 4.3.4. Let z ∈ Cn, p(z) = (p1, . . . , pn) be a polynomial in n vari-
able such that for j = 1, . . . , n, pj is a monic polynomial of degree dj with
distinct roots and let ρj ≥ 0 satisfying |pj(zj)| ≤ ρj be such that the lemnis-
cate contains no critical points of pj. Let k ≥ 3 and let T = (T1, . . . , Tn) be
an n−tuple of commuting contractions.
Then for all ϕ which are holomorphic for |pj(zj)| ≤ ρj, for j = 1, . . . , n,
there holds
‖ϕ(T)‖ ≤ K sup
z
|ϕ(z)|, (4.3.19)
with K being a constant that depends on the levels ρj’s of the polynomials
pj’s, on δν at the operator T and on the degree of ϕ but not on ϕ itself.
Remark 4.3.5. Note that the above estimates work for any q such that
1 ≤ q <∞ due to Theorem 4.3.3.
Chapter 5
Multicentric calculus for
non-holomorphic functions
This chapter presents the latest results due to O. Nevanlinna [26] regarding
the multicentric calculus without assuming the functions to be analytic. The
calculus is worked out for one variable, where the operator is a matrix, and
we present it in details (although proofs are skipped) so that later one can
extend it for more than one variable. When working with n−variables the
operator is then considered as an n−tuple of commuting matrices. Thus
basic notions on commuting matrices are covered.
If one wants to determine which matrices commute with a given set of
n × n matrices two tools appear to be useful, that is, a standard form for
a given matrix (Jordan canonical form) and restrictions on the form of the
commuting matrices. The latter is a canonical form called the H-form intro-
duced by K.C. O’Meara and C. Vinsonhaler in [28]. We will shortly discuss
both this tools.
An attempt on extending the calculus for n-tuple of commuting operators
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is worked out by the end of this chapter.
5.1 Multicentric calculus for a matrix
The discussion in this section follows [26]. Given any square matrix or a
bounded operator A in a Hilbert space such that p(A) is normal (or similar
to normal), the author of [26] constructs a Banach algebra, depending on
the polynomial p, for which a simple functional calculus holds. The algebra
deals with Cd−valued functions, when the polynomial p is of degree d. The
functions are defined on the spectrum σ(A). The calculus provides a natu-
ral approach to deal with nontrivial Jordan blocks and one does not need
differentiability at such eigenvalues.
As an application there are considered situations in which p(A) is di-
agonalizable or similar to normal. The aim thus is to remove the Jordan
blocks by moving from T to p(A). If D = diag{αj} is a diagonal matrix and
ϕ is a continuous function, the any reasonable functional calculus satisfies
ϕ(D) = diag{ϕ(αj)}, while if A is diagonalizable so that with a similarity T
one has A = TDT−1, then one sets
ϕ(A) = Tϕ(D)T−1. (5.1.1)
When A has an eigenvalue with nontrivial Jordan block, then the cus-
tomary approach is to assume that ϕ is smooth enough at the eigenvalues so
that the off-diagonal elements can be represented by derivatives of ϕ.
In [26] it is shown that there is a simple way to parametrize continu-
ous functions which slow down at those places where extra smoothness is
needed. This allows a functional calculus which agrees with the holomorphic
functional calculus if applied to holomorphic functions, but is defined for
functions that do not need to be differentiable at any point.
As in previous chapter, here also the starting point for the calculus is
taking w = p(z) as a new variable and replacing the scalar function ϕ : z 7→
ϕ(z) ∈ C with a vector valued function f : w 7→ f(w) ∈ Cd, where d is the
degree of the polynomial p. The multicentric representation of ϕ is then of
the form
ϕ(z) =
d∑
j=1
δj(z)fj(p(z)), (5.1.2)
where δj’s are the Lagrange interpolation polynomials such that δj(λj) = 1
while δj(λk) = 0 for k 6= j, see [25].
If p(A) is diagonalizable one can apply the known functional calculus to
represent fj(p(A)), but since δj’s are polynomials, δj(A) is well defined and
differentiability of ϕ is not needed.
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Now consider the Banach space of continuous functions fM → Cd and
associate with it a product, called in [26], "polyproduct" }, such that it
becomes a Banach algebra, denoted by CΛ(M). Here Λ denotes the set of
zeros of the polynomial p. Then the functions ϕ can be viewed as Gelfand
transforms fˆ of functions f ∈ CΛ(M).
Recall the following notations and assumptions. Assume we are given
a polynomial p(z) = (z − λ1) · · · (z − λd) with distinct zeros Λ = {λj}dj=1
mapping the z−plane onto w−plane: w = p(z). Denote by Λ1 = {z : p′(z) =
0} the set of all critical points. Recall that by the Gauss-Lucas theorem Λ1
is in the convex hull of Λ. The Lagrange interpolation polynomials δj(z) are
given by
δj(z) =
p(z)
p′(λj)(z − λj) =
∏
k 6=j
z − λk
λj − λk .
Assume then we are given a function f mapping a compact M ⊂ C into Cd,
which determines a unique function ϕ on K = p−1(M) if one sets
ϕ(z) =
d∑
j=1
δj(z)fj(p(z)) for z ∈ K.
We say that ϕ is given on K by a multicentric representation and denote it
in short
ϕ = Lf.
In the reverse direction, suppose it is given a scalar function ϕ on a set
K0. Then a necessary condition for f to be uniquely determined is that K0
is balanced with respect to Λ in the sense that K0 = p−1p(K0). Assume
throughout that K0 ⊂ K = p−1(M) is such that p(K0) = M.
Denote the roots of p(z) − w = 0 by zj = zj(w). Away from the crit-
ical values these are analytic and it is assumed a fixed numbering so that
zj(w)→ λj is z1(w)→ λ1 (when w → 0). Let δj(ζ;w) denote the interpola-
tion polynomials, with w fixed, which takes the value 1 at ζ = zj(w) while
vanished at other zk(w)′s:
δj(ζ;w) =
p(z)− w
p′(zj(w))(ζ − zj(w)) , (5.1.3)
so that in particular δj(ζ; 0) = δj(ζ).
Proposition 5.1.1. Suppose K is a balanced compact set with respect to
local centers Λ. Assume that ϕ is given pointwisely in K. Then f is uniquely
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defined for all noncritical values w ∈M \ p(Λ1) by
fk(w) =
d∑
j=1
δj(λk;w)ϕ(zj(w)). (5.1.4)
The functions fk inherit the smoothness of ϕ, and additionally, if λc ∈ Λ1 is
an interior point of K and ϕ is at that point analytic, then the singularities
of each fk at the critical value p(λc) are removable.
Proof. See the discussions in [24] and [25].
So, one can use the expression f = L−1ϕ at least when the components
of f are determined by (5.1.4) for noncritical values w provided ϕ is given
in a balanced set. This is natural when ϕ is analytic in a balanced domain,
however, the topic in [26] is in functions which are perhaps given only on
discrete sets, such as the set of eigenvalues of a matrix and then some extra
care is needed in considering the possible lack of injectivity of L. Therefore
it is built a Banach algebra and L is viewed as performing the Gelfand
transformation fˆ = Lf.
Further we consider continuous functions f mapping M into Cd and aim
to define a Banach algebra structure into C(M)d. We define the "polyprod-
uct" } as multiplication in C(M)d and we want that L takes the vector
functions into scalar functions in such a way that L becomes an algebra
homomorphism
L(f } g) = (Lf)(Lg)
where the multiplication of scalar functions Lf is pointwise. Next we define
the product }.
Definition 5.1.2. Let f and g be pointwise defined functions from M ⊂ C
into Cd. Then their "polyproduct" f } g is a function defined on M, taking
values in Cd such that
(f } g)(w) = (f ◦ g)(w)− w(L ◦f(w) ◦g(w))l,
where L is a matrix which has zero diagonal and Lij = 1/(λi− λj) for i 6= j,
l is a vector in Cd which has components lj = 1/p′(λj), ◦ is the Hadamard
(or Schur, elementwise) product and for a ∈ Cd we set
 : a 7→ a =

0 a1 − a2 . . . a1 − ad
a2 − a1 0 . . . a2 − ad
. . . . . . . . . . . .
ad − a1 . . . ad − ad−1 0

and call it boxing the vector a.
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The following short notation will be use for simplicity:
f } g = f ◦ g − w(L ◦f ◦g)l.
For the powers we write fn = f}fn−1 and the inverse as f−1 where it exists:
f } f−1 = 1, (1 = (1, . . . , 1)t ∈ Cd, is the unit in the algebra).
Next are presented results from [26] without proofs.
Proposition 5.1.3. The vector space of functions
f : M ⊂ C→ Cd
equipped with the product } becomes a complex commutative algebra with 1
as the unit.
Theorem 5.1.4. Let f and g be defined in M and K = p−1(M). Then if ϕ
and ψ are functions defined on K by ϕ = Lf and ψ = Lg, then ϕψ is given
by
ϕψ = L(f } g).
The key in proving the above theorem is a lemma in [26] stating that for
w = p(z) one has
δ2i (z) = δi(z)− w
∑
j 6=i
[σijδi(z) + σjiδj(z)]
while for i 6= j one has
δi(z)δj(z) = w[σijδi(z) + σjiδj(z)]
where σij is defined to be
σij =
1
p′(λj)
1
λi − λj .
For the algebra it is then defined a norm. The uniform norm |f |M =
maxw∈M |f(w)|∞ where |a|∞ = max1≤j≤d |aj|, is not an algebra norm in gen-
eral, so one needs to move into the "operator norm".
Definition 5.1.5. For f ∈ C(M)d we set
‖ f ‖= sup
|g|M≤1
|f } g|M .
This is clearly a norm in C(M)d and it is in fact equivalent with | · |M .
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Proposition 5.1.6. There is a constant C, depending on M and on Λ such
that
‖f } g‖ ≤ ‖f‖‖g‖ (5.1.5)
|f |M ≤ ‖f‖ ≤ C|f |M . (5.1.6)
A complete proof of the above proposition can be found in [26].
Since the polyproduct } is uniquely determined by Λ, the algebra is
denoted in short CΛ(M).
Theorem 5.1.7. The Banach space C(M)d equipped with the polyproduct },
and denoted by CΛ(M), is a commutative unital Banach algebra. The algebra
norm ‖ · ‖ is equivalent with | · |M and functions with components given by
polynomials p(w,w) are dense in CΛ(M).
To apply the Gelfand theory one needs to know all characters in the
algebra CΛ(M).
Definition 5.1.8. A nontrivial linear functional χ : CΛ(M)→ C is called a
character if it is additionally multiplicative:
χ(f } g) = χ(f)χ(g).
The set of all characters is the character space, denoted here by X . Thus X
is the set of all characters χz given by
χz : f 7→
d∑
j=1
δj(z)fj(p(z)), z ∈ p−1(M).
When ϕ is non-holomorphic hence with less smoothness it is easy to
preserve its role because f, the vector function that parametrize ϕ, can be
taken as any continuous vector function, while the behaviour of ϕ is in general
complicated near critical points.
One approach is to consider CΛ(M) as the defining algebra while the
functions ϕ appear as Gelfand transforms.
Now we recall some basic properties of Gelfand theory. Let A be a com-
mutative unital Banach algebra with unit e and denote by h a character such
that h(ab) = h(a)h(b) for all a, b ∈ A. Denote by ΣA the set of characters
of A. Then every h ∈ ΣA has norm 1 and ΣA is compact in the Gelfand
topology: one gives ΣA the relative weak∗−topology it has as a subset of the
dual of A.
The Gelfand transform of a ∈ A is
aˆ : ΣA → C where aˆ(h) = h(a).
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The function aˆ is then always continuous in the Gelfand topology and this
allows one to study the algebra A by studying continuous functions on ΣA.
Thus one treats aˆ ∈ C(ΣA) as a continuous norm with the sup-norm. Recall
that the spectrum σ(a) of an element a ∈ A consists of all those λ ∈ C for
which λe − a does not have an inverse in A. Denote by ρ(a) the spectral
radius of a given by ρ(a) = max{|λ| : λ ∈ σ(a)}.
In the following theorem are presented basic results on the Gelfand theory.
Theorem 5.1.9. (Gelfand representation theorem) Let A be a commu-
tative unital Banach algebra. Then for all a ∈ A
i) σ(a) = aˆ(ΣA) = {aˆ(h) : h ∈ ΣA};
ii) ρ(a) = ‖aˆ‖∞ = limn→∞ ‖an‖1/n ≤ ‖a‖;
iii) a ∈ A has an inverse if and only if aˆ(h) 6= 0 for all h ∈ ΣA;
iv) radA = {a ∈ A : aˆ(h) = 0 for all h ∈ ΣA}.
Now consider CΛ(M) and recall the following notations, fn = f } fn−1,
f−1 is the inverse of f and X the character space of CΛ(M)
X = {χz : z ∈ p−1(M)}
where
χz(f) =
d∑
j=1
δ(z)fj(p(z)).
This allows us to identify χz with z and consequently X with p−1(M), hence
one can view the Gelfand transform fˆ as a function of z ∈ p−1(M).
Definition 5.1.10. Given f ∈ CΛ(M) we set
fˆ : p−1(M)→ C, fˆ : z 7→ fˆ(z) =
d∑
j=1
δ(z)fj(p(z)).
Thus one can view the multicentric representation operator L as perform-
ing the Gelfand transformation L : f 7→ fˆ .
Denote this Gelfand transformation by L to remind that for constant
vectors a ∈ Cd this is just the Lagrange interpolation polynomial (restricted
into p−1(M)). Also denote |fˆ |K = supz∈K |fˆ(z)|. Thus the general Gelfand
representation theorem for the algebra CΛ(M) [26] is the following.
Theorem 5.1.11. (Multicentric representation as Gelfand transform)
For f ∈ CΛ(M) the following hold with K = p−1(M) :
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i) σ(f) = {fˆ(z) : z ∈ K};
ii) ρ(f) = |f |K = limn→∞ ‖fn‖1/n ≤ ‖f‖;
iii) f has an inverse if and only if fˆ(z) 6= 0 for all z ∈ K;
iv) radCΛ(M) = {f ∈ CΛ(M) : fˆ(z) = 0 for all z ∈ K}.
Recall, that an algebra A is semi-simple is radA = {0}.
Theorem 5.1.12. CΛ(M) is semi-simple if and only if M contains no iso-
lated critical values of p.
From Theorem 5.1.11 conclude that if ϕ is given by multicentric repre-
sentation ϕ = Lf where f is continuous and bounded, then 1/ϕ = Lg with
a bounded and continuous g if and only if ϕ(z) 6= 0 for z ∈ p−1(M). Thus
one has the following theorem that we state here without proof. For proof
one can check [26].
Theorem 5.1.13. There exists a constant C depending on M and Λ such
that the following holds. If f ∈ CΛ(M) is such that for all z ∈ p−1(M)
|Lf(z)| ≥ η > 0,
then there exists g ∈ CΛ(M) such that f } g = 1 and
‖g‖ ≤ C ‖f‖
d−1
ηd
. (5.1.7)
In order to describe the functional calculus in [26] we need to recall notions
of the quotient algebra CΛ(M)\IK0 .When one applies the functional calculus
described later on, the natural requirement for ϕ is that it is well defined at
the spectrum σ(A) of the operator A. This means that f representing ϕ must
be well defined on a set which includes p(σ(A)). However, p−1(p(σ(A))) is
likely to be properly larger than σ(A) which in practice shows up in lack of
uniqueness in representing ϕ.
Let K0 ⊂ C be compact, put p(K0) = M and denote as before K =
p−1(M). Assume here that the inclusion K0 ⊂ K is proper. Let IK0 be the
closed ideal in CΛ(M)
IK0 = {f ∈ CΛ(M) : fˆ(z) = 0 for z ∈ K0}.
Then the set of elements one is dealing with can be identified with the cosets
[f ] :
CΛ(M) \ IK0 = {[f ] : [f ] = f + IK0}.
This is a unital Banach algebra with norm given by
‖[f ]‖ = inf
g∈IK0
‖f + g‖.
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Definition 5.1.14. Given a closed ideal J ⊂ A the hull of the ideal is the
set of all characters which vanish at every element in the ideal.
Definition 5.1.15. Given a closed ideal J in a commutative Banach algebra
A, the character space of the quotient algebra A \ J is the hull of J.
Now one can identify the character space of the quotient algebra CΛ(M)\
IK0 .
Corollary 5.1.16. The quotient algebra CΛ(M) \ IK0 is a Banach alge-
bra with unit and the character space can be identified with K0, so that the
Gelfand transformation becomes [f ] 7→ fˆ|K0 .
We continue with presenting the functional calculus as in [26]. There it is
discussed the functional calculus related to CΛ(M) for matrices. Denote by
Mn complex n×n−matrices with the norm ‖A‖ = sup|x|2=1 |Ax|2 and denote
by σ(A) = {αk} the eigenvalues of A and by mA the minimal polynomial of
A, that is, the monic polynomial q of smallest degree such that q(A) = 0 :
mA(z) =
m∏
k=1
(z − αk)nk+1.
The usual way to formulate the class of functions ϕ for which ϕ(A) is well
defined, asks the following to be known at every eigenvalue αk
ϕ(αk), . . . , ϕ
(nk)(αk).
Based on this information one can then construct an Hermite interpolation
polynomial p and set ϕ(A) = p(A).
Definition 5.1.17. Given A ∈Mn we call all monic polynomials p such that
p(A) is similar to a diagonal matrix as simplifying polynomials for A.
If K denotes those indices k for which nk > 0 in the minimal polynomial,
then setting
sA(z) =
∫ z
0
∏
k∈K
(ζ − αk)nkdζ + c
one has a polynomial of minimal degree such that s(j)A (αk) = 0 for j =
1, . . . , nk and k ∈ K. Clearly then sA(A) is similar to the diagonal matrix
diag(sA(αk)). Since one can add an arbitrary constant to sA, one may assume
as well that sA has distinct roots.
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Now let p be a simplifying polynomial for A with distinct roots. Assume
that ϕ is given on σ(A) as
ϕ(z) =
d∑
j=1
δj(z)fj(p(z)).
If B = p(A) one can define for fj ∈ C(σ(B)) the matrix function fj(B)
either by Lagrange interpolation at p(αk) or by assuming the similarity
transformation to the diagonal form B = TDT−1 by given and setting
fj(B) = Tfj(D)T
−1, both yielding the same matrix fj(B) which commute
with A. Then the following matrix is well defined
ϕ(A) =
d∑
j=1
δj(A)fj(B).
In follows immediately that if one has two functions f, g ∈ CΛ(σ(B)), and
denote ϕ = Lf, ψ = Lg and ϕψ = L(f } g), then this definition yields
(ϕψ)(A) = ϕ(A)ψ(A).
However, O. Nevanlinna in [26] formulates the exact statement using a dif-
ferent notation to underline that knowing the values of ϕ at the spectrum of
A need not determine f uniquely, and hence not ϕ(A), either.
Definition 5.1.18. Assume p is a simplifying polynomial for A ∈ Mn with
distinct roots Λ. Then we denote by χA the mapping CΛ(p(σ(A))) → Mn
given by
f 7→ χA(f) =
d∑
j=1
δj(A)fj(B). (5.1.8)
Theorem 5.1.19. The mapping χA is a continuous homomorphism
CΛ(p(σ(A)))→Mn.
For the proof see [26].
Now it can be concluded that one can formulate a spectral mapping the-
orem. Let M = p(σ(A)) and σ(A) is a proper subset of p−1(M). Then it
follows from Corollary 5.1.16 that the spectrum of [f ] in CΛ(M) \ IK0 is
σ([f ]) = {fˆ(z) : z ∈ σ(A)}.
Theorem 5.1.20. (Theorem 3.4 in [26]) We have for [f ] ∈ CΛ(p(σ(A)))\IK0
and χA(f) ∈Mn
σ(χA(f)) = σ([f ]).
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Now consider bounded operators A in a Hilbert space H. Let ‖A‖ denote
the norm of A ∈ B(H).
Definition 5.1.21. We call A ∈ B(H) polynomially normal, if there exists a
nonconstant monic polynomial p such that p(A) is normal. The polynomial
p is then called a simplifying polynomial for A.
Theorem 5.1.22. Let H be separable and A ∈ B(H) such that p(A) is nor-
mal for some nonconstant polynomial p. Then there exist reducing subspaces
{Hn}∞n=0 for A, such that H = ⊕∞n=0Hn and A|H0 is algebraic while A|Hn are
for n ≥ 1 similar to normal.
Let N = p(A) be normal and assume that p has simple roots. Then the
first task is to define fj(N) in a consistent way. Recall the following results.
Lemma 5.1.23. Let M ⊂ C be compact. Then the closure of polynomials of
the form q(w,w) in the uniform norm over M equals C(M).
Since N commutes with N∗ the operator q(N,N∗) is well defined and the
following holds.
Lemma 5.1.24. If N ∈ B(H) is normal, then
‖q(N,N∗)‖ = max
w∈σ(N)
|q(w,w)|.
Given a normal operator N and a continuous function fj on σ(N) one
approximates fj by a sequence {qj,n} such that
|fj − qj,n|∞ = max
w∈σ(N)
|fj(w)− qj,n(w,w)| → 0
and sets
fj(N) = lim
n→∞
qj,n(N,N
∗) (5.1.9)
Then fj(N) ∈ B(H) is normal, with ‖fj(N)‖ = |fj|∞ ≤ ‖f‖.
One can apply Definition 5.1.18 for A ∈ B(H) and p a simplifying poly-
nomial for A with distinct roots, so that N = p(A) is normal. Thus one has
χA as the mapping CΛ(p(σ(A)))→ B(H) given by
f 7→ χA(f) =
d∑
j=1
δj(A)fj(N). (5.1.10)
Note that δj(A) and fj(N) commute. In fact, A commutes with N = p(A)
and since N commutes with N∗, the operator A commutes with N∗ as well,
by Fuglede’s theorem. Then O. Nevanlinna in [26] combines the construction
in the following theorem.
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Theorem 5.1.25. Let A ∈ B(H) and a simplifying polynomial p be given as
above. Then the mapping χA is a continuous homomorphism from CΛ(p(σ(A)))
to B(H). In particular,
χA(f } g) = χA(f)χA(g)
and
‖χA(f)‖ ≤ C‖f‖ with C =
d∑
j=1
‖δj(A)‖.
We therefore conclude this section, as in [26], by stating the spectral
mapping theorem for operators. Its complete proof can be found in [26]. If
A ∈ B(H) is such that p(A) is similar to normal, then one has χA(f) =
TχV (f)T
−1 and therefore χA(f) and χV (f) have the same spectrum. Hence
one may as well assume that A is polynomially normal.
Theorem 5.1.26. Suppose p has simple zeros and A ∈ B(H) is such that
p(A) is normal. Then for all [f ] ∈ CΛ(p(σ(A))) \ Iσ(A) we have
σ(χA(f)) = σ([f ]).
5.2 Commuting matrices
Before attempting to extend the above calculus we want to get familiar with
how to find a matrix that commutes with a given one or a given set of n× n
commuting matrices. For this, as mentioned before we have two different
tools, which are the Jordan canonical form and the H-form. We start from
the first one and continue with the second one by shortly describing them.
From the equation AX = XB, where A and B are two square matrices
of different orders one can find the unknown rectangular matrix X and then
replacing B by A one finds all the solutions of the equation AX = XA,
that is, all matrices X that commute with A. The computations and results
presented below follow [14] and [17] unless otherwise specified.
It is known that any square matrix A ∈ Mn can be expressed in the
Jordan canonical form
T−1AT = J = diag(J1, J2, . . . , Jt)
with
Jk = Jk(λk) =

λk 1
λk
. . .
. . . 1
λk
 ∈Mmk
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where T is non-singular, m1+m2+· · ·+mt = n and λ1, λ2, . . . , λu are distinct
eigenvalues of A.
We can write Jk also in the following form
Jk = JK(λk) = λkI
(mk) +N (mk),
with I(mk) the identity matrix of dimension mk and N (mk) the mk dimension
square matrix with superdiagonal of 1s and zero otherwise.
Following Chapter VIII in Gantmacher book [14] we will find the solution
for the equation AX = XB, where A and B are two square matrices of
different orders, say n and m, respectively. Then, by replacing B with A,
one gets all the matrices that commute with A.
To solve the equation
AX = XB (5.2.1)
we write A and B in the Jordan canonical form:
A = TJAT
−1, B = SJBS−1 (5.2.2)
where T and S are square non-singular matrices of orders n and m, respec-
tively, and JA and JB are the Jordan matrices
JA = diag(λ1I
(t1) +N (t1), λ2I
(t2) +N (t2), . . . , λuI
(tu) +N (tu))
JB = diag(µ1I
(t1) +N (s1), µ2I
(s2) +N (s2), . . . , µvI
(sv) +N (sv)).
Then equation (5.2.1) becomes TJAT−1X = XSJBS−1, and after multi-
plying on the left by T−1, on the right by S and denoting
XAB = T
−1XS ⇔ X = TXABS−1 (5.2.3)
we get
JAXAB = XABJB. (5.2.4)
Thus we have reduced equation (5.2.1) by the equation (5.2.4), of the
same form, in which the given matrices are in the Jordan canonical form,
thus they are quasi-diagonal.
We can then partitionXAB into blocks corresponding to the quasi-diagonal
matrices JA and JB, that is, XAB = {Xαβ}αβ, with α = 1, 2, . . . , u and
β = 1, 2, . . . , v where Xαβ is a rectangular matrix of dimension tα × sβ.
Therefore we see that equation (5.2.4) breaks up into uv matrix equations
(λαI
(tα) +N (tα))Xαβ = Xαβ(µβI
(sβ) +N (sβ))
for α = 1, 2, . . . , u, and β = 1, 2, . . . , v, so
(µβ − λα)Xαβ = N (tα)Xαβ −XαβN (sβ). (5.2.5)
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Two cases appear in solving equation (5.2.5), either λα 6= µβ or λα = µβ.
If λα 6= µβ then Xαβ = 0 (see [14]). If λα = µβ then Xαβ is a rectangular
upper triangular matrix. Further, it is determined in [14] the structure of
Xαβ ∈Mtα×sβ when λα = µβ and that is the following
• if tα < sβ then
Xαβ =
(
0 Ttα
)
, (5.2.6)
• if tα > sβ then
Xαβ =
(
Tsβ
0
)
, (5.2.7)
where Ttα ∈Mtα and Tsβ ∈Msβ are upper triangular Toeplitz matrices
(i.e. the diagonal and all superdiagonals are constants while all the
other elements are zero, for example
Ttα =

c1 c2 · · · ctα
0 c1 · ·
· · · · ·
· · · · ·
· · · c2
0 · · · 0 c1

with c1, c2, . . . , ctu arbitrary parameters).
Then if we set T = S, JA = JB and denoting XAB = XA in (5.2.4) we get
all solutions for AX = XA, i.e., all matrices that commute with A, in the
above form:
X = TXAT
−1, (5.2.8)
where XA = {Xαβ}αβ (α, β = 1, 2, . . . , u) and Xαβ is either the null matrix
or a regular upper triangular matrix given by (5.2.6) or (5.2.7), depending
on whether λα 6= λβ or λα = λβ.
Definition 5.2.1. A set of matrices A1, A2, . . . , An is said to commute if
they commute pairwise.
A property of commuting matrices is that they preserve each other’s
eigenspaces, so they map the same invariant subspaces. If both matrices
are diagonalizable, then they can be simultaneously diagonalized. Moreover,
if one of the matrices has the property that its minimal polynomial coincide
with its characteristic polynomial, i.e. the characteristic polynomial has only
simple roots, then the other matrix can be written as a polynomial in the
first matrix.
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Two Hermitian matrices (or self-adjoint matrices) commute if their eigen-
spaces coincide. In particular, two Hermitian matrices without multiple
eigenvalues commute if they share the same set of eigenvectors.
Example 5.2.2. (of commuting matrices) The unit matrix commute
with all matrices. Diagonal matrices commute. Jordan blocks commute with
upper triangular matrices that have the same values along the diagonal and
superdiagonals. If the product of two symmetric matrices is symmetric, then
they must commute.
Now, given a set of n × n matrices one can find matrices that commute
with the one in the set by using the H-form. This form was introduced by
K.C. O’Meara and C. Vinsonhaler in [28] as a tool for preserving the up-
per triangularity property in commuting matrices since the Jordan canonical
form fails to accommodate this. Upper triangular matrices are easier to work
with in determining commuting properties. It is well known that a set of com-
muting matrices can be simultaneously triangularized (see, for example, R.
A. Horn and C. R. Johnson Matrix Analysis, 1985). Hence the H-form for
an n×n matrix over an algebraically closed field will let one assume that all
commuting matrices are also upper triangular.
Following the description given in [28], a basic H-matrix is a blocked-
matrix generalization of a basic Jordan matrix, with associated eigenvalue
λ, where one replaces the eigenvalues by scalar matrices and the 1’s by full
column rank matrices in reduced raw echelon form. The H-form does not
allow multiple basic H-matrices for the same eigenvalue λ, as the Jordan
form does.
Definition 5.2.3. (Definition 4.1. in [28]) A basic H-matrix with eigenvalue
λ is an n× n matrix A of the following form: There is a partition n1 + n2 +
· · · + nr = n of n with n1 ≥ n2 ≥ · · · ≥ nr ≥ 1 such that when A is viewed
as a blocked matrix with diagonal blocks of size n1, n2, . . . , nr, the diagonal
blocks are the ni × ni scalar matrices λI and the first super-diagonal blocks
are full rank ni × ni+1 matrices in reduced echelon form (i.e. an identity
matrix followed by zero rows). All other blocks of A are zero. In this case,
we say that A has an H-block structure (n1, n2, . . . , nr).
Too see how H-matrices look like we will present a few simple examples
following [28]. The matrices
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
λ 0 1 0
λ 0 1
λ 0 1
λ 0
λ 1
λ 1
λ

and

λ 0 0 1 0 0
λ 0 0 1 0
λ 0 0 1
λ 0 0
λ 0
λ

are basic H-matrices with block structure (2, 2, 1, 1, 1) and (3, 3) respectively.
Next we check the commutativity. For this let A1 and A2 be H-matrices
given by
A1 =

λ1 0 1 0 0 0 0
0 λ1 0 1 0 0 0
0 0 λ1 0 1 0 0
0 0 0 λ1 0 0 0
0 0 0 0 λ1 1 0
0 0 0 0 0 λ1 1
0 0 0 0 0 0 λ1

and A2 =

λ2 0 0 1 0 0 0
0 λ2 0 0 1 0 0
0 0 λ2 0 0 1 0
0 0 0 λ2 0 0 0
0 0 0 0 λ2 0 0
0 0 0 0 0 λ2 0
0 0 0 0 0 0 λ2

,
then with a simple calculation we get
A1A2 =

λ1λ2 0 0 0 0 0 0
0 λ1λ2 0 0 0 0 0
0 0 λ1λ2 0 0 0 0
0 0 0 λ1λ2 0 0 0
0 0 0 0 λ1λ2 0 0
0 0 0 0 0 λ1λ2 0
0 0 0 0 0 0 λ1λ2

= A2A1
Hence they commute.
Definition 5.2.4. Let A be a square matrix over an algebraically closed field
F, and let λ1, λ2, . . . , λr be distinct eigenvalues of A. We say that A is in
H-form if A is a direct sum of basic H-matrices, one for each eigenvalue. In
other words, A has the form
H1
H2
·
·
·
Hr
 ,
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where Hi is a basic H-matrix with eigenvalue λi for i = 1, 2, . . . , r.
These forms has nice properties that we state below without any proofs,
but for details one can check [28].
Theorem 5.2.5. (Theorem 4.7. in [28]) Let A1, A2, . . . , Ak be commuting
n×n matrices over an algebraically closed field F. Then there is a similarity
transformation which puts A1 in H-form and simultaneously puts A2, . . . , Ak
in upper triangular form.
The following proposition establishes the uniqueness of the H-form, by
making use of the nullities of the powers of A− λI.
Proposition 5.2.6. If A is a basic H-matrix with eigenvalue λ and block
structure (n1, . . . , nr), then
r = nilpotent index of A− λI,
n1 = nullity (A− λI),
ni = nullity (A− λI)i − nullity (A− λI)i−1 for i = 2, . . . , r.
Consequently, each square matrix is similar to a unique matrix in H-form
(ignoring permutations of basic blocks).
Recall, that the nullity of a matrix A is the number of free variables in
the equation Ax = 0, in other words, is the dimension of the kernel of A.
Below we present the connection between the H-form and the Jordan
form as stated in [28].
Proposition 5.2.7. The H and Jordan structures of any nilpotent n × n
matrix A (more generally, a matrix with a single eigenvalue) are conjugate
("dual" or "transpose") partitions of n. Moreover, the H-form and Jordan
form of any square matrix are conjugate under a permutation transformation.
Proposition 5.2.8. Let J be a Jordan matrix with just two basic λ−blocks
and Jordan structure (r, s) with r ≥ s (i.e. the block sizes are r × r and
s× s). Let A be the (basic) H-form of J. Then
(1) If r = s, A has H-block structure (n1, . . . , nr) with n1 = n2 = · · · =
nr = 2. Thus, as a partitioned matrix,
A− λI =
[
0 It
0 0
]
,
where t = 2s− 2 is even. Here It denotes the t× t identity matrix, and
0 denotes a variable size zero matrix.
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(2) If r > s, A has H-block structure (n1, . . . , nr) with n1 = n2 = · · · =
ns = 2, and ni = 1 for i = s+ 1, . . . , r. Thus, as a partitioned matrix,
A− λI =

0 0 It 0
0 0 0 0
0 0 0 Iu
0 0 0 0
 ,
where t = 2s− 1 is odd and u = r − s− 1.
(3) Combined, the two statements say A has the form in (2) with
t = 2s− 1− δrs and u = r − s− 1 + δrs.
Example 5.2.9. The (5, 3) Jordan Matrix J has the H-form A, where
J =

λ 1
λ 1
λ 1
λ 1
λ 0
λ 1
λ 1
λ

and A =

λ 0 1
λ 0 1
λ 0 1
λ 0 1
λ 0 1
λ 0 0
λ 1
λ

.
Following Proposition 5.2.8, here we have t = 2s − 1 = 2 × 3 − 1 = 5 and
u = r − s− 1 = 5− 3− 1 = 1.
5.3 Multicentric calculus for n−tuples of com-
muting matrices
To extend the calculus presented at the beginning of this chapter we start by
looking at the case when n = 2, that is, we consider two variables (z1, z2) ∈ C2
and using results from Chapter 4 on multicentric calculus for n−tuples of
commuting operators we work out a formula similar to the one in Theorem
5.1.4 for one variable case. In a similar fashion, a formula for n = 3 is
provided but not one for a general n since for this the calculations are messy
and the formula seems to be too lengthy.
Let (w1, w2) = (p1(z1), p2(z2)) with p1, p2 monic polynomials of degree
d1, d2, respectively. Denote the roots of p1 by λj and the roots of p2 by
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µk, for j = 1, 2, . . . , d1 and k = 1, 2, . . . , d2. Let δj,1(z1) and δk,2(z2) be the
corresponding Lagrange interpolation polynomials,
δj,1(z1) =
w1
p′1(λj)(z1 − λj)
and δk,2(z2) =
w2
p′2(µk)(z2 − µk)
.
From the multicentric representations of two functions, ϕ(z1, z2) and
ψ(z1, z2), one works out the product (ϕψ)(z1, z2) as follows.
Let
ϕ(z1, z2) =
d2∑
k=1
d1∑
j=1
δk,2(z2)δj,1(z1)fj,k(w1, w2)
and
ψ(z1, z2) =
d2∑
m=1
d1∑
l=1
δm,2(z2)δl,1(z1)gl,m(w1, w2).
Then, in short,
ϕψ =
∑
j,k,l,m
δk,2δj,1fj,kδm,2δl,1gl,m
=
∑
j,l,k,m
δj,1δl,1δk,2δm,2fj,kgl,m, (5.3.1)
for j, l = 1, 2, . . . , d1 and k,m = 1, 2, . . . , d2.
From the one variable case we have
d2∑
k,m=1
δk,2δm,2fj,kgl,m =
d2∑
k=1
δk,2
fj,kgl,k − w2 ∑
m6=k
σ
(2)
k,m(fj,k − fj,m)(gl,k − gl,m)
 ,
(5.3.2)
where
σ
(2)
k,m =
1
p′2(µm)
1
µk − µm .
We insert (5.3.2) in equation (5.3.1) and we get
ϕψ =
d1∑
j,l=1
δj,1δl,1
d2∑
k=1
δk,2
fj,kgl,k − w2 ∑
m6=k
σ
(2)
k,m(fj,k − fj,m)(gl,k − gl,m)

=
∑
j,l,k
δj,1δl,1δk,2
fj,kgl,k − w2 ∑
m6=k
σ
(2)
k,m(fj,k − fj,m)(gl,k − gl,m)

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=
d2∑
k=1
δk,2
d1∑
j,l=1
δj,1δl,1fj,kgl,k
−
d2∑
k=1
δk,2w2
∑
m 6=k
σ
(2)
k,m
d1∑
j,l=1
δj,1δl,1(fj,k − fj,m)(gl,k − gl,m).
(5.3.3)
For simplicity we will work the two sums in (5.3.3) separately. Denote them by
S1 and S2.
For S1 we use
d1∑
j,l=1
δj,1δl,1fj,kgl,k =
d1∑
j=1
δj,1
fj,kgj,k − w1∑
l 6=j
σ
(1)
j,l (fj,k − fl,k)(gj,k − gl,k)
 ,
where
σ
(1)
j,l =
1
p′1(λl)
1
λj − λl ,
thus
S1 =
∑
j,k
δk,2δj,1
fj,kgj,k − w1∑
l 6=j
σ
(1)
j,l (fj,k − fl,k)(gj,k − gl,k)
 . (5.3.4)
For S2 we see that
d1∑
j,l=1
δj,1δl,1(fj,k − fj,m)(gl,k − gl,m) =
d1∑
j=1
δj,1 [(fj,k − fj,m)(gj,k − gj,m)−
−w1
∑
l 6=j
σ
(1)
j,l ((fj,k − fj,m)− (fl,k − fl,m)) ((gj,k − gj,m)− (gl,k − gl,m))
 ,
so we get
S2 =
∑
j,k
δk,2δj,1w2
∑
m 6=k
σ
(2)
k,m [(fj,k − fj,m)(gj,k − gj,m)
− w1
∑
l 6=j
σ
(1)
j,l ((fj,k − fj,m)− (fl,k − fl,m)) ((gj,k − gj,m)− (gl,k − gl,m))
 .
(5.3.5)
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After inserting (5.3.4) and (5.3.5) in equation (5.3.3) we get
ϕψ =
∑
j,k
δk,2δj,1
fj,kgj,k − w1∑
l 6=j
σ
(1)
j,l (fj,k − fl,k)(gj,k − gl,k)
− w2
∑
m6=k
σ
(2)
k,m(fj,k − fj,m)(gj,k − gj,m)
+ w1w2
∑
m6=k
∑
l 6=j
σ
(2)
k,mσ
(1)
j,l ((fj,k − fj,m)− (fl,k − fl,m))
((gj,k − gj,m)− (gl,k − gl,m))]. (5.3.6)
Hence ϕψ = L1L2(f } g) where f = (fj,k)jk ∈ Md1×d2 and g = (gl,m)lm ∈
Md1×d2 .
In a similar way one can work out the product ϕψ where ϕ and ψ have three
variables, that is, one gets the following
ϕψ =
∑
i,k,m
δm3δk2δi1
fikmgikm − w1∑
j 6=i
σ
(1)
ij (fikm − fjkm)(gikm − gjkm)
−w2
∑
l 6=k
σ
(2)
kl (fikm − film)(gikm − gilm)
−w3
∑
n6=m
σ(3)mn(fikm − fikn)(gikm − gikn)
+w1w2
∑
l 6=k
∑
j 6=i
σ
(2)
kl σ
(1)
ij ((fikm − film)− (fjkm − fjlm))
((gikm − gilm)− (gjkm − gjlm))
+w1w3
∑
n6=m
∑
j 6=i
σ(3)mnσ
(1)
ij ((fikm − fikn)− (fjkm − fjkn))
((gikm − gikn)− (gjkm − gjkn))
+w2w3
∑
n6=m
∑
l 6=k
σ(3)mnσ
(2)
kl ((fikm − fikn)− (film − filn))
((gikm − gikn)− (gilm − giln))
−w1w2w3
∑
n6=m
∑
l 6=k
σ(3)mnσ
(2)
kl σ
(1)
ij
(((fikm − fikn)− (film − filn))− ((fjkm − fjkn)− (fjlm − fjln)))
(((gikm − gikn)− (gilm − giln))− ((gjkm − gjkn)− (gjlm − gjln)))] .
(5.3.7)
Although the formulas are long and messy one can easily write a more general
formula for n variables. Extra care is needed in this case when handling the indices.
We continue with an example to see how formula (5.2.6) looks like.
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Example 5.3.1. Let p1(z1) be a monic polynomial of degree 2 with distinct roots
λ1 and λ2, and p2(z2) be a monic polynomial of degree 3 with distinct roots µ1,
µ2 and µ3. Denote w1 = p1(z1) and w2 = p2(z2). Then (f } g)(w1, w2) is a 2 × 3
matrix with the following elements
(f } g)11 = f1,1g1,1 − w1σ(1)1,2(f1,1 − f2,1)(g1,1 − g2,1)
− w2[σ(2)1,2(f1,1 − f1,2)(g1,1 − g1,2) + σ(2)1,3(f1,1 − f1,3)(g1,1 − g1,3)]
+ w1w2[σ
(2)
1,2σ
(1)
1,2((f1,1 − f1,2)− (f2,1 − f2,2))((g1,1 − g1,2)− (g2,1 − g2,2))
+σ
(2)
1,3σ
(1)
1,2((f1,1 − f1,3)− (f2,1 − f2,3))((g1,1 − g1,3)− (g2,1 − g2,3))]
(f } g)12 = f1,2g1,2 − w1σ(1)1,2(f1,2 − f2,2)(g1,2 − g2,2)
− w2[σ(2)2,1(f1,2 − f1,1)(g1,2 − g1,1) + σ(2)2,3(f1,2 − f1,3)(g1,2 − g1,3)]
+ w1w2[σ
(2)
2,1σ
(1)
1,2((f1,2 − f1,1)− (f2,2 − f2,1))((g1,2 − g1,1)− (g2,2 − g2,1))
+σ
(2)
2,3σ
(1)
1,2((f1,2 − f1,3)− (f2,2 − f2,3))((g1,2 − g1,3)− (g2,2 − g2,3))]
(f } g)13 = f1,3g1,3 − w1σ(1)1,2(f1,3 − f2,3)(g1,3 − g2,3)
− w2[σ(2)3,1(f1,3 − f1,1)(g1,3 − g1,1) + σ(2)3,2(f1,3 − f1,2)(g1,3 − g1,2)]
+ w1w2[σ
(2)
3,1σ
(1)
1,2((f1,3 − f1,1)− (f2,3 − f2,1))((g1,3 − g1,1)− (g2,3 − g2,1))
+σ
(2)
3,2σ
(1)
1,2((f1,3 − f1,2)− (f2,3 − f2,2))((g1,3 − g1,2)− (g2,3 − g2,2))]
(f } g)21 = f2,1g2,1 − w1σ(1)2,1(f2,1 − f1,1)(g2,1 − g1,1)
− w2[σ(2)1,2(f2,1 − f2,2)(g2,1 − g2,2) + σ(2)1,3(f2,1 − f2,3)(g2,1 − g2,3)]
+ w1w2[σ
(2)
1,2σ
(1)
2,1((f2,1 − f2,2)− (f1,1 − f1,2))((g2,1 − g2,2)− (g1,1 − g1,2))
+σ
(2)
1,3σ
(1)
2,1((f2,1 − f2,3)− (f1,1 − f1,3))((g2,1 − g2,3)− (g1,1 − g1,3))]
(f } g)22 = f2,2g2,2 − w1σ(1)2,1(f2,2 − f1,2)(g2,2 − g1,2)
− w2[σ(2)2,1(f2,2 − f2,1)(g2,2 − g2,1) + σ(2)2,3(f2,2 − f2,3)(g2,2 − g2,3)]
+ w1w2[σ
(2)
2,1σ
(1)
2,1((f2,2 − f2,1)− (f1,2 − f1,1))((g2,2 − g2,1)− (g1,2 − g1,1))
+σ
(2)
2,3σ
(1)
2,1((f2,2 − f2,3)− (f1,2 − f1,3))((g2,2 − g2,3)− (g1,2 − g1,3))]
5.3. Multicentric calculus for n−tuples of commuting matrices 114
(f } g)23 = f2,3g2,3 − w1σ(1)2,1(f2,3 − f1,3)(g2,3 − g1,3)
− w2[σ(2)3,1(f2,3 − f2,1)(g2,3 − g2,1) + σ(2)3,2(f2,3 − f2,2)(g2,3 − g2,2)]
+ w1w2[σ
(2)
3,1σ
(1)
2,1((f2,3 − f2,1)− (f1,3 − f1,1))((g2,3 − g2,1)− (g1,3 − g1,1))
+σ
(2)
3,2σ
(1)
2,1((f2,3 − f2,2)− (f1,3 − f1,2))((g2,3 − g2,2)− (g1,3 − g1,2))].
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