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1 Lähtökohdat 
1.1 Toimeksiantaja 
Opinnäytetyön toimeksiantajana toimi JYVSECTEC, Jyväskylän ammattikorkeakoulun 
IT-Dynamon kampuksella sijaitseva kyberturvallisuuden tutkimus, koulutus- ja kehi-
tyskeskus. Sen tavoitteena on tarjota asiakkailleen kyberturvallisuuteen liittyviä tes-
taus-, koulutus- ja asiantuntijapalveluita. Palvelujen toteutusympäristönä toimii ky-
berturvallisuuden kehitysympäristö RGCE (Realistic Global Cyber Environment), joka 
palvelee kyberturvallisuuden kehitys- ja koulutustoimintaa. JYVSECTEC vastaa itse 
RGCE-ympäristön ylläpito- ja kehitystehtävistä. JYVSECTEC pyrkii mahdollistamaan 
yhteistyökumppaneiden verkostoitumisen alalla toimivien tahojen kanssa. (JYVSEC-
TEC 2015.) 
JYVSECTEC käynnistyi syyskuussa 2011 kyberturvallisuuden kehitysprojektina, jonka 
osarahoittajina ovat toimineet Keski-Suomen Liitto ja Euroopan aluekehitysrahasto. 
Sen tavoitteena on olla yksi Suomen johtavista kyberturvallisuuden keskuksista, ja 
sen avulla pyritään parantamaan edellytyksiä kyberturvallisuuden tutkimus- ja kehi-
tystoiminnalle ICT-alan yrityksissä. Projektin on toteuttanut Jyväskylän ammattikor-
keakoulun IT-instituutti, ja sen kehittämistyö jatkuu vuoden 2017 loppuun asti. 
(JYVSECTEC 2015.) 
RGCE on JYVSECTEC:ssä käytössä oleva Internetin todellisia rakenteita mallintava ky-
berturvallisuuden tutkimus-, kehitys-, ja koulutusympäristö. Siinä pyritään mallinta-
maan mahdollisimman autenttisesti kaikki julkisen internetin keskeisimmät palvelut, 
kuten nimipalvelut (DNS, Domain Name System), PKI (Public Key Infrastructure) -var-
menne infrastruktuuri sekä operaattoritasoinen BGP-reititys (Border Gateway Proto-
col). Ympäristöön voidaan rakentaa operaattorin tai yrityksen tietoverkkoja ja toteut-
taa niihin liittyviä tietoturvauhkia sekä hyökkäyksiä. RGCE on täysin eristetty julki-
sesta internetistä, joten siellä voidaan turvallisesti mallintaa esimerkiksi erilaisia hait-
taliikenteen muotoja. Laiteratkaisuna on käytetty sekä fyysisiä laitteita että VMwa-
rella virtualisoituja sovelluksia. Ympäristöön saadaan generoitua erilaista liikennettä 
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aina yrityksen pikaviestintäliikenteestä DDOS-hyökkäyksiin (Distributed Denial of Ser-
vice). Ennen kaikkea tieto saadaan tallennettua keskitetysti analysointia, mahdollisia 
jatkotoimenpiteitä sekä niiden suunnittelua ja toteutusta varten. Liikenteestä ja ver-
kon tapahtumista voidaan muodostaa tilannekuvaa ja seurata sitä keskitetysti 
RGCE:hen liitetystä tilannehuoneesta. (RGCE 2015.) 
1.2 Opinnäytetyön tavoitteet 
Työn tavoitteena (tutkimustehtävä) oli käydä läpi kevään 2014 aikana hankitun Juni-
per STRM -järjestelmän keskeiset toiminnallisuudet, tuottaa järjestelmän käyttöoh-
jeistus sekä implementoida se RGCE-ympäristöön JYVSECTECin demo-organisaatiota 
varten. Olennaisimpana tutkimuskysymyksenä ja -ongelmana työssä olivat järjestel-
män käyttöönotossa esille tulevat haasteet sekä niiden ratkaiseminen. 
Järjestelmä oli hankittu koulutuskäyttöä varten ja sitä tullaan käyttämään pääasiassa 
tietoturvan tilannekuvan muodostamiseen kyberturvallisuuteen liittyvissä koulutus- 
ja harjoitustilanteissa. Järjestelmää ei ole tarkoitus implementoida varsinaiseen tuo-
tantokäyttöön. Tarkoituksena oli perehtyä järjestelmän tarjoamiin toiminnallisuuk-
siin, joita voitaisiin hyödyntää nimenomaan koulutuskäytössä.  
1.3 Aiheen rajaus ja tietoperusta 
Aihetta pyrittiin tarkastelemaan teknologisesta näkökulmasta. Kaupalliseen näkökul-
maan tai juuri kyseisen järjestelmän hankintaan johtaneisiin seikkoihin ei otettu kan-
taa. Järjestelmän käyttöönotossa keskityttiin niihin ominaisuuksiin, jotka olivat 
JYVSECTECin käyttötarkoituksen kannalta hyödyllisimpiä. Toiminnallisuuksia ja omi-
naisuuksia käsiteltiin mahdollisimman avoimesti, joten esimerkiksi mahdollisia regu-
laattorin määrittämiä vaatimuksia ei työssä otettu huomioon. 
Aiheen valinnasta johtuen työ toteutettiin kehitystyyppisenä tutkimustyönä, jossa 
keskeisessä osassa ovat teoriaosuus eli tietoperusta sekä käytännön toteutus. Teoria-
osuus pyrittiin rajaamaan niin, että siinä käsitellään vain käytännön toteutuksen kan-
nalta keskeisiä aihealueita, jotka liittyvät olennaisesti järjestelmän käyttöönottoon ja 
ylläpitoon. 
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Lähteinä käytettiin oman osaamisen lisäksi IT-alan tiedejulkaisuja, ajankohtaista kir-
jallisuutta, tietoturvaraportteja sekä keskeisiä RFC-dokumenttejä työssä käytettyihin 
teknologioihin liittyen. Lisäksi hyödynnettiin laitevalmistajien materiaalia muun mu-
assa STRM-järjestelmästä, kuitenkin rajaten kaupallinen materiaali ulkopuolelle puo-
lueettomuuden takaamiseksi. Vankan tietoperustan muodostamiseksi lähteet pyrit-
tiin valitsemaan ajankohtaisuuden, puolueettomuuden ja luotettavuuden mukaan. 
Raporttien luotettavuutta pyrittiin varmistamaan valitsemalla viranomaistahojen, ku-
ten viestintäviraston tuottamia raportteja. 
1.4 Ajankohtaisuus 
Päivittäin voidaan lukea uutisista jatkuvista tietomurroista, palvelunestohyökkäyk-
sistä (DOS) ja verkkopalveluiden salasanojen paljastumisista. Ikävä kyllä trendi näyt-
tää olevan kasvava ja tietoturvauhkia tuntuu esiintyvän päivä päivältä enemmän. 
Myös hyökkäyksien laajuus ja haittavaikutus kohteeseen tuntuu lisääntyvän. Yrityk-
set, yhteisöt tai yhteiskunta eivät voi enää sivuuttaa tietoturvaa päivittäisessä toimin-
nassaan - se koskettaa meitä kaikkia, halusimme tai emme. 
Suomessa Kyberturvallisuuskeskuksen vuosikatsauksen 2014 mukaan muiden hyök-
käysten tapaan myös palvelunestohyökkäykset ovat yleistyneet huomattavasti. Pie-
nempiä hyökkäyksiä tapahtuu verkossa päivittäin. Hyökkäyksissä käytettävä voima on 
lisääntynyt merkittävästi viime vuosina, ja globaalisti raportoidaan kuukausittain yli 
100 Gbit/s hyökkäyksistä. Jo yli 50 Gbit/s kokoiset hyökkäykset voivat aiheuttaa häiri-
öitä myös operaattoreiden runkoverkoissa. (Kyberturvallisuuskeskuksen vuosikatsaus 
2014, 5-8.) 
Uudenvuodenaattona 2014 alkoi useita päiviä kestäneet suomalaisiin pankkeihin 
kohdistuneet palvelunestohyökkäykset. Hyökkäyksien kohteina olivat ainakin OP-
ryhmä, Nordea sekä Danske Bank, eli Suomen suurimmat yksityisen sektorin rahoi-
tuslaitokset.  Tietoturva-asiantuntijoiden mukaan kyseessä oli liikenteen määrässä 
mitattuna suurin Suomessa havaittu verkkohyökkäys. OP-Pohjolan tapauksessa 
pankki joutui rajoittamaan ulkomailta tulevaa verkkoliikennettä hyökkäysten estä-
miseksi, estäen samalla tavallisten käyttäjien pankkiasioinnin Suomen ulkopuolelta. 
Hyökkäys vaikutti sekä verkkopankkiasiointiin että maksuliikenteeseen. Nordean ja 
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Danske Bankin tapauksissa hyökkäykset aiheuttivat katkoksia verkkopankkiasiointiin. 
Molemmissa tapauksissa käytettiin hajautettuja Botnet-verkkoja haittaliikenteen ge-
nerointiin sekä Suomesta että ulkomailta. Hyökkäyksien tutkimisessa olennaisessa 
osassa oli reaaliaikaisen kokonaistilannekuvan muodostaminen. Hyökkäysten yhtey-
dessä pankeille lähetettiin kiristysviestejä, joissa vaadittiin Bitcoin-valuuttaa kymme-
nien tuhansien eurojen arvosta, mutta kiristysviestien aitoudesta ei ollut julkisuu-
dessa varmuutta. Julkisesti uutisoituihin tapahtumiin on kuitenkin syytä suhtautua 
varauksella, sillä niitä saatetaan dramatisoida uutisten media-arvon parantamiseksi. 
(Palvelunestohyökkäys häiritsi OPn palveluja uudenvuoden aattona 2015; Yrityksiltä 
kiristetään rahaa palvelunestohyökkäyksillä 2015.) 
Globaalilla tasolla ENISAn (European Union Agency for Network and Information Se-
curity) vuosittaisen Threat Landscape 2014 -raportin mukaan vuotta 2014 voidaan pi-
tää tietomurtojen vuotena. Lähes kaikilla osa-alueilla hyökkäysten määrä on ollut 
kasvussa. Taulukossa 1 on esitetty yhteenveto vuonna 2014 esiintyneistä tietotur-
vauhkista ja niiden trendeistä. Tietomurrot ja tietoturvahyökkäykset ovat suuri 
haaste sekä yrityksille että viranomaisille. Hyökkäykset kehittyvät jatkuvasti entistä 
hienostuneimmiksi, jonka seurauksena myös niiden torjunta vaatii jatkuvaa kehitystä 
muun muassa tunnistamisen ja seurannan osa-alueilla. (Threat Landscape 2014, 3-4, 
81-81.) 
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Taulukko 1. Yhteenveto tietoturvauhkista ja -trendeistä vuonna 2014 (ENISA Threat 
Landscape 2014, 4.) 
 
Palvelunestohyökkäyksien osalta verkkohyökkäykset ovat kehittyneet usealla eri ta-
valla. Hyökkäyksien voima on vuodessa kasvanut arviolta keskimäärin 70 % ja kor-
keimmillaan jopa 240 %. Hyökkäyksiä on saatu tehostettua hyödyntämällä useita ver-
kon protokollia, kuten DNS, NTP (Network Time Protocol) ja SNMP (Simple Network 
Management Protocol), joiden avulla isojakin hyökkäyksiä voidaan toteuttaa ilman 
13 
 
laajoja Botnet-verkkoja. Käytetyt Botnet-verkot on nykyään usein toteutettu fyysis-
ten laitteiden sijaan pilvipalveluna, jolloin niiden tunnistaminen ennen varsinaista 
hyökkäystä on erittäin haastavaa. Palvelunestohyökkäyksiä kohdistetaan usealle eri 
OSI-mallin tasoille, joka on vaikeuttanut yksittäisten hyökkäysten tutkintaa. Suurin 
osa palvelunestohyökkäyksistä on tehty toisen, yleensä vielä vakavamman hyökkäyk-
sen yhteydessä. Näissä palvelunestohyökkäyksellä hämätään uhria kiinnittämään 
huomionsa pois varsinaisesta isommasta hyökkäyksestä. Varsinaisia hyökkäyksiä ovat 
olleet erilaiset virukset, datan varastaminen tai muun omaisuuden varastaminen. 
(Threat Landscape 2014, 20-21, 81-81.)  
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2 Tietoturvan tilannnekuva 
2.1 Yleistä 
Verkkorikoksien määrän kasvaessa verkkojen tietoturva on nykyään erittäin kriittinen 
tekijä yrityksien ja yhteisöjen (liike)toiminnalle. Usein liiketoiminta ja operatiivinen 
toiminta ovat täysin riippuvaisia ekosysteemistä ja siihen liitetyistä tietoliikenneyh-
teyksistä. Tietoturvauhat kehittyvät jatkuvasti ja niiltä suojautuminen edellyttää yri-
tyksiltä entistä enemmän tilannekuvaa verkon tietoturvallisuudesta. Haasteita ai-
heuttavat järjestelmien, henkilöstön osaamisen, prosessien sekä tietoturvapolitiikoi-
den pitäminen ajan tasalla. (Limnéll, Majewski & Salminen 2014, 13-17.) 
Aikaisemmin turvallisuus, myös tietoturvassa, on merkinnyt pysyvyyttä. Asiat tuntu-
vat turvallisilta, kun ne pysyvät ennallaan, ja muutos aiheuttaa usein epävarmuutta. 
IT-maailma ja teknologia kuitenkin kehittyvät nopeasti ympärillämme meistä riippu-
matta. Jatkossa myös tietoturvallisuudessa tulee olemaan kyse siitä, kuinka hyvin ym-
päristössämme tapahtuvaa jatkuvaa muutosta pystytään hallitsemaan. Muutokset 
ovat usein nopeita ja vaikeasti ennustettavia. Tästä johtuen tietoturvan tilannekuvan 
tulisi olla aina mahdollisimman ajantasainen ja ennakoiva. (Limnéll, Majewski & Sal-
minen 2014, 24, 43-44.) 
Tietoturvaa toteutettaessa keskeisessä roolissa on turvattava kohde: mitä vastaan 
suojaudutaan ja mitä tapahtuu, jos kyseiseen kohteeseen kohdistuva uhka realisoi-
tuu. On myös syytä arvioida uhkat, joita vastaan ollaan suojautumassa: kuinka toden-
näköisesti uhka realisoituu ja miten se vaikuttaa liiketoimintaan ja palveluympäris-
töön. Kolmantena tärkeänä asiana ovat suojautumiskeinot: millä toimenpiteillä ja 
prosesseilla uhkakuvilta suojautuminen tapahtuu käytännössä. (Limnéll, Majewski & 
Salminen 2014, 37-38.) 
Häiriötön operatiivinen ympäristö luo helposti illuusion turvallisuudesta. Kun ympä-
ristössä ei esiinny häiriöitä, sitä aletaan pitää turvallisena, vaikka näin ei todellisuu-
dessa olisikaan. Tilannekuva saadaan tuotettua tilannetiedon keräämisen, analysoin-
nin sekä raportoinnin avulla. Jatkuvasti kasvavasta tietomäärästä johtuen on usein 
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haastava arvioida, kuinka paljon lokienhallintaan on varattava resursseja. Manuaali-
nen lokienhallinta ei enää ole järkevää, koska yksittäisiä lokitietoja tallentuu järjestel-
miin miljoonia, jopa miljardeja. (Limnéll, Majewski & Salminen 2014, 34-35, 223-225.) 
SIEM-järjestelmällä saadaan automatisoidusti ja keskitetysti kerättyä ympäristöstä 
informaatiota. Tämä informaatio on faktaa - ei luottamuksen, opittujen mallien tai 
tuntemusten muodostamia mielikuvia. Informaatiota analysoimalla saadaan muo-
dostettua realistinen tilannekuva, jota voidaan hyödyntää esimerkiksi päätöksiä teh-
täessä tai turvallisuusuhkiin varautuessa sekä niiden hallinnassa. (Gordon 2010, 2-4.)  
2.2 Security Incident & Event Management (SIEM) 
2.2.1 SIEM yleisesti 
Herätteiden seurannassa olennaisessa osassa ovat vastuullisuus (Accountability), lä-
pinäkyvyys (Transparency) ja mitattavuus (Measurability). Vastuullisuuden avulla voi-
daan seurata, kuka on tehnyt mitä ja miksi. Läpinäkyvyydellä varmistetaan, että liike-
toimintasovellukset, yrityksen omaisuus (Asset) sekä muut seurannan kohteet saa-
daan keskitetyn seurannan eli käytännössä lokitietojen keräyksen piiriin. Mitattavuus 
varmistaa, että mittarit ja mittauksista tuotettava raportointi on kunnossa, jotta ris-
kejä pystyttäisiin kunnolla hallitsemaan. (Chuvakin, Schmidt & Phillips 2013.) 
Security Information and Event Management -järjestelmän avulla saadaan toteutet-
tua keskitetty, hallittu lokienhallinta tietoturvaan liittyen. Se koostuu kahdesta osa-
kokonaisuudesta. SIM (Security Information Management) on teknologia, jonka 
avulla voidaan tarkastella historiassa aikaisemmin tapahtuneita verkon tietotapahtu-
mia ja -herätteitä. Sitä käytetään usein lokienhallinnan ratkaisuna, koska se kerää ja 
indeksoi lokitietoja eri lähteistä. SIM:n avulla voidaan toteuttaa raportointi ja siihen 
perustuvia hälytyksiä, mutta se ei kykene tietojen reaaliaikaiseen seurantaan. SEM 
(Security Event Management) puolestaan vastaa automatisoidusta, reaaliaikaisesta 
tietoverkon monitoroinnista ja analysoinnista. Se tutkii usean tyyppistä liikennettä ja 
pyrkii tekemään korrelointeja näiden välillä. Tämä mahdollistaa tavallisesta poik-
keavien tai epäilyttävien tapahtumien tunnistamisen liikennevirrasta. Tavallisesta 
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poikkeava tapahtuma voi olla esimerkiksi usea epäonnistunut kirjautumisyritys. Näi-
den kahden teknologian yhdistävää järjestelmää kutsutaan SIEM-järjestelmäksi. 
(Chuvakin, Schmidt & Phillips 2013.) 
SIEM-järjestelmän avulla saadaan tuotettua organisaatiolle operatiivinen, reaaliaikai-
nen tilannekuva tietoturvasta. Se yhdistää suuria määriä erilaista tapahtumadataa ja 
herätteitä useista eri lähteistä. Järjestelmä kokoaa ne yhtenäiseksi tilannekuvaksi, 
jonka avulla voidaan suunnitella ja toteuttaa suojaavia toimenpiteitä. Tietolähteinä 
voidaan käyttää esimerkiksi käyttöjärjestelmiä, tietoturvaohjelmistoja, palvelimia tai 
muita verkossa olevia laitteita sekä kaikissa luetelluissa ajettavia prosesseja. Eri läh-
teiden lokitiedot ovat usein sisällöltään ja muodoltaan erilaisia tai niissä saattaa olla 
erilaiset aikaleimat. SIEMjärjestelmä muokkaa eri järjestelmistä tuodun datan käyttä-
jälle luettavaan muotoon. Se nostaa datamassan joukosta tärkeät tietoturvaherät-
teet esille, jolloin käyttäjän resurssit voidaan keskittää datan seulomisen ja tulkitse-
misen sijaan esille nostettujen herätteiden tarkempaan analysointiin sekä mahdolli-
siin jatkotoimenpiteisiin. (Gordon 2010, 2-4; Anastasov & Davcev 2014, 1.) 
2.2.2 SIEM-toteutukset 
Markkinoilla on useita eri ratkaisuja SIEM-toimintojen toteuttamiseen, esimerkiksi 
McAfee Global Threat Intelligence, LogPoint SIEM tai Trustwave Managed SIEM. Kuvi-
ossa 1 on havainnollistettu SIEM-toteutuksia vuodelta 2014 ja niiden kyvykkyyksiä 
Gartnerin tutkimuksen mukaan. Tässä tutkimuksessa keskitytään käyttöönotettavaan 
Juniper STRM -järjestelmään, joka on tässä tapauksessa virtualisoitu SIEM-ohjelmis-
tokokonaisuus. 
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Kuvio 1. SIEM-ratkaisuja ja niiden kyvykkyyksiä (Kavanagh, Nicolett & Rochford 2014.) 
Täytyy kuitenkin muistaa, että edes paras SIEM-ratkaisu ei itsessään takaa onnistu-
mista tai pysty välttämättä hoitamaan kaikkia valmistajien tuoteselosteissa ilmoitta-
mia toimenpiteitä. Igor Anastasov ja Danco Davcev (2014) ovat tutkineet SIEM-järjes-
telmän käyttöönottoon ja tehokkaaseen hyödyntämiseen liittyviä haasteita. Usein lo-
kienhallinnassa havaittu ongelma on rajattujen resurssien allokointi jatkuvasti kasva-
van datamassan analysointiin. Tästä johtuen järjestelmän käyttöönottoa tulisi lähes-
tyä käyttötapausten (Use Case) kautta. Käyttötapauksena voi olla esimerkiksi virheel-
linen kirjautuminen reitittimeen tai suoritettu konfiguraatiomuutos järjestelmässä. 
Pitäisi miettiä, mitkä ovat juuri tämän organisaation kannalta kriittisimmät ja tär-
keimmät asiat lokienhallintaan liittyen ja pyrkiä keräämään ainoastaan ne lokitiedot, 
jotka ovat heidän kannaltaan tarpeellisia. (Anastasov & Davcev 2014.) 
18 
 
3 Tietoverkon monitorointiprotokollat 
3.1 Tietoverkon monitorointi 
Tietoverkossa tapahtuvan liikenteen seurantaa, monitorointia ja tallentamista teh-
dään monitorointiin soveltuvien tietoliikenneprotokollien avulla. Tiedot pyritään tal-
lentamaan mahdollisimman tarkasti analysointia varten. Oleellisia attribuutteja tie-
don tallentamisessa ovat muun muassa tapahtuman ajankohta, kuka tietoa mahdolli-
sesti on käsitellyt ja mitä tarkoitusta varten. Tapahtuman ajankohdan avulla helpote-
taan esimerkiksi häiriönhallintaa ja muita operatiivisen toiminnan kannalta tärkeitä 
prosesseja. Tietoa tallennetaan esimerkiksi dataliikenteeseen, käyttöjärjestelmässä 
tapahtuviin toimintoihin ja käyttäjien tekemiin toimenpiteisiin liittyen.  
Tietoverkossa eri järjestelmät, sovellukset ja laitteet luovat herätteitä verkon tapah-
tumista. Herätteistä syntyy lokiviestejä, joista muodostuu lokitieto. Herätteen muoto 
vaihtelee sen alkuperästä riippuen. Lokitietona voivat olla esimerkiksi laitteiden vir-
heilmoitukset, käyttäjien kirjautumisyritykset tai protokollien tilan muutokset. Niillä 
voi olla eri kategorioita ja prioriteetteja. Korkean prioriteetin lokitieto voi olla esimer-
kiksi hälytys tai virhe, joka vaikuttaa negatiivisesti operatiivisen ympäristön toimin-
taan. Alhaisen prioriteetin lokitietoa voi olla informatiivinen vain tiedoksi tarkoitettu 
heräte, esimerkiksi ilmoitus käyttäjän kirjautumisesta järjestelmään. (Chuvakin, 
Schmidt & Phillips 2013.) 
SIEM-järjestelmän toiminnan edellytyksenä on, että siihen saadaan kerättyä ja tuo-
tua analysoitavaa dataa tietoverkosta. Näihin toimenpiteisiin käytetään luvuissa 3.2 - 
3.4 esiteltäviä protokollia. Kyseiset protokollat on valittu, koska ne palvelevat parhai-
ten tässä työssä tutkittavan STRM-järjestelmän tarkoitusta. 
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3.2 Syslog 
3.2.1 Yleistä 
Syslog on yleisimpiä tietoliikenteessä loki- tai tapahtumaviestien keräämiseen, väli-
tykseen ja hallintaan käytettäviä protokollia. Se tarjoaa yksinkertaisen viitekehyksen 
lokitietojen luontia, tallentamista ja siirtoa varten, jota voidaan hyödyntää useissa 
käyttöjärjestelmissä, tietoturvaohjelmistoissa ja muissa sovelluksissa. Protokolla pe-
rustuu Client/server malliin, jossa useat laitteet (Client) lähettävät syslog-viestejä 
keskitetylle palvelimelle tarkempaa analysointia varten, kuvion 2 mukaisesti. Fyysisiä 
syslog-protokollaa hyödyntäviä laitteita ovat esimerkiksi reitittimet, kytkimet, palo-
muurit ja muut tietoverkon aktiivilaitteet. Laitteet generoivat syslog-viestejä, joita 
voidaan lähettää keskitetylle palvelimelle. Palvelimella viestit tallennetaan ja analy-
soidaan tähän tarkoitukseen käytettävän sovelluksen avulla. Laitteissa voidaan mää-
rittää eri tasoja syslog-viesteille, jonka mukaan määräytyy generoituvien viestien 
määrä. Syslogin käyttötarkoituksia ovat muun muassa verkon suosituskyvyn monito-
rointi, järjestelmien auditointi ja verkon häiriötilanteiden sekä haittaliikenteen tutki-
minen. (Kent & Souppaya 2006, 3-1.) 
 
Kuvio 2. Syslogin toimintamalli (Collecting and processing Syslogs 2014.) 
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Protokolla on kehitetty alun perin Eric Allmanin toimesta 1980-luvulla BSD (Berkley 
Software Distribution) käyttöjärjestelmään liittyvää Sendmail-projektia varten. Jous-
tavuutensa vuoksi protokolla yleistyi laajaan käyttöön, mutta se sai ensimmäisen 
standardinsa, RFC 3164:n vasta vuonna 2001. Tästä johtuen protokollassa on esiinty-
nyt useita yhteensopivuusongelmia, joita on jälkeenpäin yritetty korjata. 2009 IETF 
on julkaissut RFC 5424:n, joka korvasi aikaisemman version. Huomattavin muutos uu-
dessa RFC 3164:n kuvaamassa versiossa on ilmenneiden tietoturvapuutteiden korjaa-
minen. Uusi RFC ei edelleenkään ota kantaa siihen, missä formaatissa verkosta kerä-
tyt lokitiedot tulisi tallentaa. (Navyn 2003, 3,6.) 
3.2.2 Syslog-arkkitehtuuri 
Protokollan perustana on kerroksittainen arkkitehtuuri, jonka tarkoituksena on ero-
tella viestien välitys itse viestien sisällöstä ja näin ollen parantaa sen skaalautuvuutta. 
Arkkitehtuurissa kuvataan kolme eri kerrosta kuvion 3 mukaisesti. Syslog-viestien vä-
litys tapahtuu arkkitehtuurin alimmalla kerroksella. Viestit välitetään siirtotielle ja 
vastaanottavassa päässä poimitaan siirtotieltä. Keskimmäisellä kerroksella kuvataan 
syslog-sovellus, joka vastaa viestien luomisesta, tulkitsemisesta sekä niiden tallenta-
misesta tietokantaan. Ylimmällä kerroksella kuvataan syslog-viestien sisältämä infor-
maatio. (Gerhards 2009, 7.) 
Kerroksilla on rooleja, jotka vastaavat eri toiminteiden toteuttamisesta. Viestin luoja 
(Originator) luo viestin sisällön, joka kuljetetaan syslog-viestissä. Kerääjä (Collector) 
koostaa syslog-viestien sisällön tarkempaa analysointia varten. Välittäjä (Relay) ni-
mensä mukaisesti välittää luojilta tai toisilta välittäjiltä saatuja viestejä eteenpäin tie-
toverkossa toisille välittäjille tai kerääjille. Viestin luojat, välittäjät ja kerääjät toimivat 
protokollan sovelluskerroksella. Tiedonsiirron lähettäjä (Transport Sender) välittää 
syslog-viestit tiettyyn tiedonsiirrossa käytettävään protokollaan. Tiedonsiirron vas-
taanottaja (Transport Receiver) vastaanottaa viestit välitysprotokollasta. Sekä lähet-
täjä että vastaanottaja toimivat protokollan siirtokerroksella. (Gerhards 2009, 4.) 
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Kuvio 3. Syslog-arkkitehtuuri (Gerhards 2009, 4.) 
3.2.3 Syslog-viestit 
Protokollassa käytettävät viestit koostuvat kolmesta eri osasta: prioriteetti (PRI), ot-
sikko (Header) sekä MSG eli itse viesti. Priority (PRI) on kenttä, jossa määritetään jo-
kaiselle viestille tärkeysaste. Tämä määritetään viestin tyypin (Facility) ja vakavuuden 
(Severity) mukaan. Viestien tyypit ja vakavuusluokkien tarkemmat kuvaukset on esi-
tetty taulukoissa 2 ja 3. Mitä pienempi severity-arvo on, sen kriittisemmästä viestistä 
on kyse. Prioriteettia käytetään määrittämään, missä järjestyksessä viestit tulee käsi-
tellä. Syslog voidaan konfiguroida käsittelemään viestit eri tavoin prioriteetin perus-
teella. Esimerkiksi kriittiseksi priorisoidut viestit voidaan välittää keskitetylle palveli-
melle tarkempaa analysointia varten ja informatiiviset viestit ainoastaan tallentaa 
paikallisesti. Syslog ei kuitenkaan kykene tekemään päätöksiä viestin alkuperän tai si-
sällön perusteella. (Gerhards 2009, 4; Kent & Souppaya 2006, 32.) 
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Taulukko 2. Syslog-viestien tyypit 
Facility-arvo Tunnus Kuvaus 
0 kern kernel messages 
1 user user-level messages 
2 mail mail system 
3 daemon system daemons 
4 auth security/authorization messages 
5 syslog messages generated internally by syslogd 
6 lpr line printer subsystem 
7 news network news subsystem 
8 uucp UUCP subsystem 
9  clock daemon 
10 authpriv security/authorization messages 
11 ftp FTP daemon 
12 - NTP subsystem 
13 - log audit 
14 - log alert 
15 cron clock daemon 
16 local0 local use 0 
17 local1 local use 1 
18 local2 local use 2 
19 local3 local use 3 
20 local4 local use 4 
21 local5 local use 5 
22 local6 local use 6 
23 local7 local use 7 
 
Taulukko 3. Syslog-viestien vakavuusluokat 
Priority-arvo Vakavuus Kuvaus 
0 Emergency emerg (panic) 
1 Alert alert 
2 Critical crit 
3 Error err (error) 
4 Warning warning (warn) 
5 Notice notice 
6 Informational info 
7 Debug debug 
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Otsikkokentän keskeiset osat ovat aikaleima, lähettävän laitteen nimi (Hostname) tai 
IP-osoite (Internet Protocol) sekä käytettävän syslog-protokollan versio. Aikaleima si-
sältää päiväyksen ja ajanhetken, jolloin viesti on tullut lähettävästä järjestelmästä. 
Muita otsikkokentässä esiintyviä tunnisteita ovat APP-name, PROCID ja MSGID. APP-
name tunnistaa viestin lähettäneen laitteen. PROCID:n avulla tunnistetaan usein käy-
tettävän prosessin ID. MSGID:tä käytetään erilaisten tapahtumien suodatuksessa. 
MSG-kentässä on viestin sisältö. (Gerhards 2009, 4; Kent & Souppaya 2006, 32). Kuvi-
ossa 4 on purettu syslog-viesti auki otsikkokentän attribuuttien mukaan. 
 
Kuvio 4. Syslog-viesti purettuna otsikon attribuutteihin (What is Syslog? 2014.) 
Koska MSG-kenttä on vapaamuotoinen, viestin ulkoasu vaihtelee järjestelmän mu-
kaan, josta viesti on generoitu. Kuviossa 5 on havainnollistettu esimerkki Ciscon IOS -
käyttöjärjestelmästä generoituneesta syslog-viestistä. Cisco käyttää syslog-viesteis-
sään mnemonic-arvoa, joka kuvaa viestin severity-arvoa sanallisesti. (NTP and Syslog 
Services 2010.) 
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Kuvio 5. Esimerkki syslog-viestin osista (NTP and Syslog Services 2010.) 
Syslog-viestien koot vaihtelevat siirtotavan mukaan. Maksimikokoa viestille ei 
yleensä ole, mutta RFC 5424 määrittää viestin minimikooksi 480 oktettia. Tätä viestin 
minimikokoa täytyy jokaisen viestivälitykseen osallistuvan laitteen pystyä tukemaan. 
Lisäksi viestien maksimikokoa tulee tukea ainakin 2048 oktettiin asti. Jos vastaanot-
tava laite ei tue viestin pituutta, se hylkää kyseisen viestin. (Gerhards 2009, 8.) 
3.2.4 Viestien välitys 
Syslogin avulla lokitietoja voidaan lähettää useasta eri lähteestä yhdelle keskitetylle 
palvelimelle. Syslog käyttää viestien välittämiseen oletuksena yhteydetöntä UDP-pro-
tokollaa (User Datagram Protocol), jolloin viestien perillemenoa päästä päähän ei 
varmisteta missään vaiheessa. Viestit lähetetään tietämättä siitä, onko vastaanottaja 
saatavilla, eikä lähettäjä saa missään vaiheessa kuittausta viestin perillemenosta tai 
mahdollisesta häiriötilanteesta tiedonsiirrossa. Oletuksena viestien välitykseen käyte-
tään UDP:n porttinumeroa 514. (Gerhards 2009, 25-26.) 
RFC3195 ehdottaa viestien välitykseen käytettäväksi yhteydellistä TCP-protokollaa 
(Transmission Control Protocol), jossa yhteys lähettäjän ja vastaanottajan välille 
muodostetaan ennen vartinaista viestien välitystä. TCP:n yhteydellisestä luonteesta 
johtuen, tämä kuitenkin aiheutti tiedonsiirron viiveitä, jolloin kriittisiin herätteisiin 
reagoiminen kesti joissain tapauksissa liian kauan. Mohammad Rajiullah, Reine Lun-
din, Anna Brunstrom ja Stefan Lindskog (2011) ovat tutkineet luotettavia ja osittain 
luotettavia (Partially Realiable) siirtotapoja syslog-viestien välitykseen. Näiden avulla 
pyritään korjaamaan TCP-protokollassa esiintyneitä puutteita. Tavoitteena oli tutkia 
protokollia, joilla voitaisiin taata sekä viestien oikea-aikaisuus että luotettavuus. Tut-
kittavia protokollia olivat luotettava protokolla SCTP (Stream Control Transmission 
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Protocol) ja osittain luotettava PR-SCTP (Partially Realiable Stream Control Transmis-
sion Protocol). Tutkimus osoitti, että molemmilla protokollilla päästään TCP:tä pa-
rempaan tulokseen ja tiedonsiirron viiveitä saatiin pienennettyä. SCTP-protokolla ha-
vaittiin tehokkaammaksi syslogin käyttöön. PR-SCTP-viestienvälitys muuttuu tehotto-
maksi, jos viestien koot ovat pieniä ja data on jakautunut normaalijakauman mukai-
sesti. (Syslog Performance: Data Modeling and Transport: Data Modeling 2011, 1-6.) 
3.3 Simple Network Management Protocol (SNMP) 
3.3.1 Yleistä 
SNMP on TCP/IP-verkkojen hallinnassa ja -valvonnassa käytetty protokolla, joka toi-
mii OSI-mallin sovelluskerroksella. Se on joukko verkkostandardeja, jotka määrittävät 
itse protokollan, sen hallintatietokannan eli MIB:n (Management information data-
base) sekä hallintatiedon rakenteen eli SMI:n (Structure of Management Informa-
tion). SNMP:n käyttötarkoituksia ovat muun muassa häiriöiden selvittäminen, verkon 
suorituskyvyn hallinta sekä mahdollisen tietoverkon kasvun suunnittelu. (Case 1990, 
1-2.) 
SNMP on kuvattu vuonna 1990 julkaistussa RFC:ssä 1157 ja sen liitännäisissä. Se on 
paranneltu versio aikaisemmasta verkonhallinnassa käytetystä SGMP-protokollasta 
(Simple Gateway Management Protocol). SNMP:n ja syslogin suurimmat erot ovat ra-
portoinnin määrässä ja tarkkuudessa. Esimerkiksi Ciscon kytkimissä voi olla yli 6000 
erilaista syslog-heräteviestiä ja SNMP:n MIB-tietokanta tukee vain noin 90 erilaista 
trap-viestiä. SNMP-trapit lähetetään yleensä keskitetylle palvelimelle analysoitavaksi, 
mutta syslog-viestejä tarkastellaan myös usein paikallisesti hallintakonsolista. Syslo-
gia käytetäänkin usein SNMP:n rinnalla täydentämään havaintotiedon saatavuutta. 
(Farrel 2009.) 
SNMP perustuu syslogin tapaan Client/Server malliin, jossa useat laitteet (Client) lä-
hettävät viestejä keskitetylle palvelimelle tarkempaa analysointia varten. Lähetettä-
viä viestit vaihtelevat käytettävästä sovelluksesta riippuen, esimerkiksi hälytyksistä 
generoituneita, agentilta hallinta-asemalle lähetettäviä viestejä kutsutaan nimellä 
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TRAP, kun taas hallinta-asema pyytää tietoa agentilta GET-viestin avulla. SNMP:n toi-
mintaperiaate on havainnollistettu kuviossa 6. Kuviossa SNMP Managerilla tarkoite-
taan hallinta-asemaa. (Farrel 2009.)   
 
Kuvio 6. SNMP:n toimintaperiaate (Introduction to SNMP 2015.) 
SNMP on laajasti tuettu lähes kaikkien laitevalmistajien kesken ja se on verkonval-
vonnassa ja -hallinnassa eniten käytetty protokolla. Sitä voidaan käyttää verkkolait-
teiden lisäksi esimerkiksi Windows- ja Linux-työasemissa sekä verkkotulostimissa. 
Protokolla perustuu nimensä mukaisesti yksinkertaiseen rakenteeseen, joka on ollut 
suurin syy sen laajalle levinneisyydelle ja suosiolle. Toisaalta yksinkertainen rakenne 
on aiheuttanut myös haasteita muun muassa tietoturvan osalta. SNMP:n heikkou-
tena on alusta asti ollut turvallisuus, jota on saatu merkittävästi parannettua vasta 
2004 julkaistussa uusimmassa versiossa 3 (SNMPv3). Keskeisiä ominaisuuksia van-
hempiin versioihin verrattuna on pääsynvalvonta, autentikointi tiedonvälityksen osa-
puolien tunnistamiseksi sekä tiedon salakirjoittaminen. Aikaisemmista versioista 
SNMP ja SNMPv2 nämä ominaisuudet puuttuivat kokonaan. SNMPv3 on taaksepäin 
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yhteensopiva edellisten versioiden kanssa ja tällä hetkellä tuotantoverkoissa käyte-
täänkin edelleen eniten SNMPv2:sta. (Farrel 2009; Harrington 2009, 4-6.) 
Lin Hong ja Hancheng Yang (2013) ovat tutkineet SNMPv3:n tietoturvaa ja SNMP++-
toteutukseen perustuvaa käyttöönottoa. SNMP++ on Hewlett-Packardin kehittämä 
C++-ohjelmointikieleen perustuva ohjelmointirajapinta SNMP-protokollaan, jolla 
SNMP-sovelluksien kehitystä saadaan yksinkertaistettua. Se tarjoaa tehokkaan ja tie-
toturvallisen työkalun verkonhallinnan sovelluksien kehitystä varten. Tutkimus 
osoitti, että SNMP++:n avulla saadaan merkittävästi vähennettyä SNMPv3-protokol-
lan kompleksisuutta viestinvälityksessä ja näin ollen tehostettua sitä huomattavasti. 
Protokollan kehitys tulee jatkossa tehostumaan SNMP++:n ansiosta huomattavasti 
toimivuuden, luottamuksellisuuden ja tietoturvan osalta. (Yang & Hong 2013, 109-
111.) 
3.3.2 Arkkitehtuuri 
SNMP:n yksinkertaisen arkkitehtuurin ydin koostuu kolmesta komponentista; hal-
linta-asemasta (Network Management Station tai NMS), agenteista (Agent) sekä 
agenttien hallinnoimasta hallintatietokannasta (MIB). (Farrel 2009.) 
Hallinta-asemilla ajetaan erilaisia verkonhallinnan sovelluksia, joilla käskytetään ja 
monitoroidaan hallittavia laitteita (Managed Device). Agentit ovat näillä laitteilla si-
jaitsevia sovelluksia. Hallinta-aseman antamat käskyt sisältävät SNMP-muuttujien 
tunnisteita. Näitä tunnisteita kutsutaan myös MIB-muuttujiksi. (Farrel 2009.) 
Agenttien tehtävänä on hallinta-asemien määräämien verkonhallintatoimintojen 
suorittaminen. Agentit keräävät ja tallentavat tietoa verkosta ja tuottavat sen hal-
linta-aseman saataville SNMP:n avulla. Yksityisten MIB-muuttujien avulla agentteja 
voidaan muokata käytettäväksi useissa erilaisissa tietoverkkojen laitteissa, esimer-
kiksi verkkosilloissa, reitittimissä ja kytkimissä. (Farrel 2009.) 
SNMP:ssä hallintatieto tallennetaan yleiskäyttöisiin objekteihin, joilla on yksilöivä 
tunniste (OID, Object Identifier). Näiden tunnisteiden avulla objektien sisältöä pysty-
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tään muokkaamaan. Objektien hierarkinen ja puumainen rakenne muodostaa koko-
naisuuden, jota kutsutaan SNMP:n hallintatietokannaksi (MIB). Kuviossa 7 on esitetty 
esimerkki MIB-tietokannasta ja sen sisältämistä objekteista. (Farrel 2009.) 
 
Kuvio 7. Esimerkki MIB-tietokannasta (Network Management Software 2014.) 
3.3.3 SNMP-viestit 
SNMP käyttää useita eri viestityyppejä tiedon hakemiseen ja lähettämiseen hallinta-
aseman ja agenttien välillä. Viestityyppejä kutsutaan PDU:iksi (Protocol Data Unit). 
Jokainen PDU sisältää SNMP:n versionumeron, yhteisötunnuksen sekä käytetyn vies-
tityypin, mutta sisältö vaihtelee käytetyn version mukaan. Myös erilaiset viestityypit 
ovat lisääntyneet uusien versioiden käyttöönottojen myötä. Taulukossa 4 on havain-
nollistettu eri SNMP-versioissa käyttöönotetut PDU:t sekä niiden käyttötarkoitukset. 
Viestien välityksessä käytetään syslogin tapaan yhteydetöntä UDP-protokollaa ja ole-
tuksena porttia 161. (Farrel 2009.) 
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Taulukko 4. SNMP:n käyttämät PDU:t versioittain 
PDU nimi SNMP versio Kuvaus 
GetRequest SNMPv1 Hallinta-asema pyytää agenttia hakemaan yhtä tai useamman muuttujan arvoa 
SetRequest SNMPv1 Hallinta-asema pyytää agenttia muuttamaan yhtä tai useamman muuttujan arvoa 
GetNextRequest SNMPv1 
Hallinta-asema pyytää agenttia etsimään seu-
raavan saatavilla olevan yhden tai useamman 
muuttujan ja niiden arvon 
Response SNMPv1 Agentin vastaus GetRequest tai GetNextRe-quest pyyntöön 
Trap SNMPv1 Agentti ilmoittaa hallinta-asemalle poikkea-vasta tapahtumasta 
GetBulkRequest SNMPv2 Hallinta-asema pyytää agentilla suurempaa tietomäärää 
InformRequest SNMPv2 Hallinta-asema ilmoittaa poikkeavasta tapah-tumasta toiselle hallinta-asemalle 
Report SNMPv3 Ilmoitetaan häiriöstä SNMP-viestinvälityksessä 
 
3.4 NetFlow 
3.4.1 Yleistä 
Tietoverkkojen liikenteen määrän jatkuvasta kasvusta johtuen, yrityksillä ja palvelun-
tarjoajilla on yhä suurempi tarve liikenteen tyypin ja alkuperän selvittämiseen. Liiken-
teen analysoinnin avulla voidaan tehdä verkon optimointia (Traffic Engineering) sen 
suorituskyvyn parantamiseksi, ymmärtää käyttäjien toimintaa tietoverkossa, tunnis-
taa mahdollista haittaliikennettä tai vaikkapa kohdistaa liiketoiminnan investointeja. 
Näiden mahdollisuuksien saavuttamiseksi valittava toteutus tulee olla hyvin skaa-
lautuva, hallittava sekä luotettava, jotta tarvittava tieto saadaan kerättyä verkosta. 
(Cisco IOS Netflow 2004.) 
RFC 3954 kuvaa Cisco Systemsin kehittämän tietoverkon liikenteen keräämiseen, ti-
lastoimiseen ja analysointiin tarkoitetun NetFlow-protokollan. NetFlown uusin viralli-
nen käytössä oleva versio on 9, jossa hyödynnetään mallipohjia (Template). Malli-
pohjien avulla saadaan parannettua laajennettavuutta sekä helpotettua mahdollisten 
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uusien ominaisuuksien ja toiminnallisuuksien lisäämistä. NetFlow 9:n seuraajana on 
tullut IETF IPFIX -työryhmän kehittämä, avoimeen standardiin perustuva IPFIX-proto-
kolla (Internet Protocol Flow Information Export). IPFIX perustuu NetFlow 9:n tapaan 
mallipohjiin, mutta NetFlow:sta poiketen, IPFIX käyttää pohjia flow record -kuvauk-
sessa. Tämän avulla saadaan laajennettua toteutusta. Toisena keskeisenä parannuk-
sena pidetään joustavuutta muun muassa datan tallentamiseen sekä tietovirtojen ku-
vaamiseen liittyen. IPFIX tukee myös flow-datan suojaamista SCTP- tai TLS-protokol-
lien avulla. (Claise 2008, 11; Trammell, Boschi & Zurich 2011, 1, 3-5.) 
Edellisessä kappaleessa kuvatun SNMP-protokollan avulla saadaan selville liikenteen 
määrät, mutta yksinkertaisuutensa vuoksi tiedon kategorisointi ja tarkempi analy-
sointi ei sen avulla onnistu. NetFlown avulla analysoitavasta datasta saadaan selville 
sen määrä ja alkuperä. Tiedot auttavat esimerkiksi ruuhkien tai haittaliikenteen ai-
heuttajan selvittämisessä. NetFlown avulla ei voida kuitenkaan selvittää tarkemmin 
liikenteen sisältöä. Vaikka teknologia on Ciscon kehittämä, sitä voidaan hyödyntää 
myös verkoissa, joissa käytetään muiden laitevalmistajien verkkolaitteita. Yleisimpiä 
käyttötarkoituksia ovat erilaisten liikennetrendien seuraaminen verkkoympäristössä, 
tulevaisuuden kapasiteettitarpeen arviointi, ruuhkien ja haittaliikenteen torjuminen 
sekä liikenneperusteinen laskutus. (Chuvakin, Schmidt & Phillips 2013.) 
Tietoturvan näkökulmasta katsottuna NetFlown avulla verkon laitteilta voidaan ke-
rätä dataa, jota analysoidaan riskienhallintaa, mahdollisten hyökkäyksien tunnista-
mista sekä tilannekuvan muodostamista varten. Esimerkiksi palvelunestohyökkäykset 
(DDoS) ja erilaiset porttiskannaukset voidaan tunnistaa NetFlown avulla. 
3.4.2 Arkkitehtuuri 
Tavallisesti NetFlown arkkitehtuuri koostuu kolmesta komponentista. Ensimmäinen 
komponentti on verkon aktiivilaitteissa sijaitsevat sensorit (Observation Point), jotka 
vastaavat datavirtojen (Data Flow) luomisesta läpimenevän verkkoliikenteen IP-pake-
teista. Kerättyjen datavirtojen sisältämä informaatio lähetetään datan kerääjälle. Toi-
nen teknologian keskeinen komponentti on datan kerääjä (NetFlow Collector), joka 
vastaanottaa datavirtoihin kerätyn informaation yhdeltä tai useammalta sensorilta. 
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Informaatio kootaan tarvittaessa yhteen ja tallennetaan sen jälkeen palvelimen tieto-
kantaan. Kolmas NetFlown komponentti on datan analysoinnissa käytettävä sovellus. 
Sitä käytetään kerätyn datan analysointiin esimerkiksi liikenteen kategorisoimiseksi 
tai ruuhkien estämiseksi. (Claise 2004, 3-5.) 
3.4.3 Toiminta 
Verkon aktiivilaitteissa olevat sensorit keräävät datan niiden rajapintojen läpimene-
västä IP-verkkoliikenteestä tietovirtoihin. Tietovirta valikoituu liikenteen tyypin, 
lähde- ja kohdeosoitteiden, L3-protokollan sekä paketeissa käytettävien porttinume-
roiden perusteella. Näiden attribuuttien perusteella voidaan selvittää liikenteen alku-
perä, kohde ja liikenteen luonne. Tietovirrat tallennetaan laitteen välimuistiin, jossa 
niitä kutsutaan Flow recordeiksi. Tietovirralle on määritelty tietty maksimiaika, jonka 
jälkeen kerätty data lähetetään kerääjälle. Tätä maksimiarvoa voidaan muuttaa tar-
vittaessa manuaalisesti. Tiedon tallentaminen dataliikenteestä tietovirraksi on ha-
vainnollistettu kuviossa 8. Tallennetut tiedot lähetetään kerääjälle paketteina (Export 
Packet). Kerääjä parsii sensoreilta vastaanotetut paketit ja tallentaa ne käyttäjän ha-
luamassa muodossa tietokantaan. Varsinaisessa tiedonsiirrossa käytetään UDP-pro-
tokollaa, joka kapseloi verkosta kerätyn datan (paketit) UDP-segmenteiksi. Koska 
UDP on yhteydetön protokolla ja NetFlown tiedonsiirto on luonteeltaan purskeista, 
suositellaan käytettävän ainoastaan NetFlown käyttöön varattua siirtotietä. Tällä saa-
daan ehkäistyä muun muassa ruuhkien syntymistä verkossa. (Claise, 2004, 3-5; Chu-
vakin, Schmidt & Phillips 2013.) 
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Kuvio 8. NetFlow-tiedon tallennus välimuistiin (Cisco IOS NetFlow 2012.) 
3.5 Monitorointiprotokollien hyödyntäminen työssä 
Syslog-protokollaa hyödynnettiin useassa eri käyttötarkoituksessa. Sen avulla voitiin 
havaita esimerkiksi palomuurien estämää mahdollista haittaliikennettä tai epäonnis-
tuneita kirjautumisia palvelimille. Yhteensopivuutensa vuoksi syslogia voitiin hyödyn-
tää todella tehokkaasti opinnäytetyön toteutusympäristössä useista eri laitevalmista-
jista ja käyttöjärjestelmistä riippumatta. 
NetFlow-protokollaa hyödynnettiin verkkoympäristöstä palomuureilta ja palvelimilta 
kerättyjen liikennelokien seurantaan. NetFlow-datan avulla voitiin muodostaa sel-
keää tilannekuvaa esimerkiksi siitä, minkä verkkoavaruuksien tai yksittäisten IP-osoit-
teiden välillä on eniten liikennettä. Datasta voitiin nähdä myös käytettävät TCP/UDP-
portit, johon liikenne kohdistui. Tämän avulla STRM-pystyi päättelemään verkkolii-
kenteessä käytettävän protokollan. 
Tässä työssä SNMP:tä käytettiin TRAP-toiminnoista generoituvien herätteiden lähet-
tämiseen verkon yli STRM:lle verkon muilta laitteilta. Näiden avulla voitiin muun mu-
assa havaita laitteiden toimintaan ja resursseihin liittyviä poikkeamia, kuten prosessi-
kuorman alentuminen tai korkea muistin käyttö. 
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4 Juniper Security Threat Response Manager 
4.1 Juniper virtual appliance 
Laitteiden ostaminen, asentaminen ja käyttöönotto on usein hidas prosessi, joka mo-
nimutkaistaa samalla myös verkonvalvontaa ja -hallintaa. Virtualisoinnin avulla saa-
daan nopeasti implementoitua parhaiten organisaation käyttöön sopiva ratkaisuko-
konaisuus sekä siihen liittyvät toiminnallisuudet. Samalla virtuaaliset sovellukset ovat 
hyvin skaalautuvia ja niitä voidaan jälkeenpäin lisätä aina tarpeiden mukaisesti. Juni-
per Virtual Appliance on täysin virtualisoitu SIEM-alusta, joka kerää tietoverkon ta-
pahtumat ja liikennevirrat analysointia sekä tietoturvauhkien havainnointia varten. 
Se sisältää kaikki samat tietoturvaan liittyvät toiminnallisuudet kuin fyysisissä saman 
tuoteperheen laitteissa. Järjestelmän avulla saadaan muodostettua graafisia esityksiä 
tietoverkon tilannekuvasta, ja voidaan tehdä proaktiivisia toimenpiteitä mahdollisien 
haittavaikutuksien estämiseksi, ennen kuin ne vaikuttavat operatiivisen verkon toi-
mintaan. (JSA Series Secure Analytics 2014, 1-2.) 
4.2 STRM yleisesti 
STRM käsittää Juniper Networksin valmistaman, tietoturvan hallintaan tarkoitetun, 
Secure Analytics -tuotealueeseen kuuluvan sovellusperheen. Tarjoamaan kuuluu tällä 
hetkellä kolme eri fyysistä ratkaisua. STRM 500 on pienille- ja keskisuurille yrityksille 
tarkoitettu ratkaisu, jossa ei odoteta suurta liikennemäärien kasvua. STRM 2500 ja 
STRM 5000 ovat puolestaan isoihin yritys- tai operaattoriverkkoihin suunniteltuja to-
teutuksia, joilla pyritään tarjoamaan seurantakapasiteettia myös mahdollista liiken-
nemäärien kasvua varten. Lisäksi sovellusperheeseen kuuluu virtualisoitu STRM-jär-
jestelmä (Juniper Virtual Appliance), johon tässä työssä keskitytään. Virtualisoitu jär-
jestelmä toimitetaan pelkkänä sovelluksena, eikä se sisällä fyysistä laitetta, vaan sitä 
ajetaan tässä tapauksessa VMware:n ESX -virtualisointialustan päällä. Järjestelmä tar-
joaa keskitetyn lokitietojen keräämisen hallinnan organisaatioissa. Sen avulla voidaan 
yhdistää, analysoida ja hallita toisistaan täysin erillistä ja muuten vaikeasti verratta-
vaa dataa, kuten erilaisia verkon herätteitä tai haavoittuvuusprofiileita. Itse käyttöliit-
tymä on graafinen, selaimella toimiva WEB-sovellus, jonka avulla saadaan helposti 
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tuotettua useita erilaisia näkymiä analysoitavasta datamassasta. Käyttöliittymän omi-
naisuuksia käsitellään tarkemmin myöhemmissä kappaleissa. Juniperin tavoitteena 
STRM-tuotteissa on ollut tarjota asiakkailleen kustannustehokas SIEM-tietoturvarat-
kaisu, joka on helposti ja nopeasti käyttöönotettavissa. (Juniper STRM datasheet 
2014, 1-2.) 
SIEM-järjestelmää valittaessa olennaisia suorituskyvyn mittareita ovat herätteiden 
sekä tietovirtojen analysointikyky minuuttia kohden. STRM Virtual Appliance pystyy 
käsittelemään 1000 herätettä ja 50000 tietovirtaa minuutissa.  STRM:n keskeisimmät 
toiminnallisuudet ovat lokienhallinta (Log Management), uhkienhallinta (Threat Ma-
nagement) sekä ohjeidenmukaisuudenhallinta (Compliance Management). Lokien-
hallinnan avulla saadaan tuotettua keskitetty näkymä tietoturvatiedosta. Tietoturva-
tietoa kerätään useasta eri lähteestä organisaation sisällä. Lähteinä voivat toimia esi-
merkiksi palomuurit, reitittimet tai käyttöjärjestelmä. Uhkienhallinta pyrkii tunnista-
maan tietoturvauhkia organisaatiossa yhdistämällä verkon operatiivisen toiminnan 
reaaliaikaiseen valvontaan. Ohjeidenmukaisuudenhallinnalla pyritään vastaamaan re-
gulaattorin ja asiakassopimusten velvoittamiin tietoturvavaatimuksiin. Se parantaa 
tietoverkon toiminnan läpinäkyvyyttä, raportointikyvykkyyttä sekä käytön seuratta-
vuutta. STRM-järjestelmän arkkitehtuuri sekä sen tärkeimmät osat on esitetty kuvi-
ossa 9. (Juniper STRM datasheet 2014,1-2.) 
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Kuvio 9. Juniper STRM:n arkkitehtuuri (Juniper STRM Datasheet 2014.) 
4.3 Käyttöliittymä 
4.3.1 Yleistä 
STRM toimii selainpohjaisella käyttöliittymällä, jonka avulla tapahtuvat sekä järjestel-
män operatiivinen käyttö että admin-toiminnot. Mitään perustoimintoja ei lähtökoh-
taisesti tarvitse tehdä komentoriviltä. Kirjautuminen tapahtuu palvelimen IP-osoit-
teeseen käyttäjätunnuksella ja salasanalla. Yhteys selaimesta palvelimelle on salattu 
HTTPS-protokollan (Hypertext Transfer Protocol Secure) avulla. Juniper suosittelee 
käytettäväksi selaimeksi joko Mozilla Firefoxia tai Internet Exploreria. Internet Explo-
rer selaimessa on käytettävä yhteensopivuustilaa, jotta kirjautuminen onnistuu. 
STRM:n käytössä ei tulisi käyttää selaimen eteen- ja taaksepäin painikkeita, vaan na-
vigoida järjestelmän omilla painikkeilla. Järjestelmän keskeisimmät toiminnot on ja-
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ettu loogisesti eri välilehdille. Yleiset ominaisuudet, kuten ohjeet, kirjautuneen käyt-
täjän asetukset, uloskirjautuminen sekä järjestelmäviestit näkyvät kuitenkin kaikilla 
välilehdillä. Välilehtien toiminnallisuudet ja nimeämiskäytännöt ovat muuttuneet jär-
jestelmän versiopäivitysten mukana. Seuraavissa kappaleissa esiteltävät järjestelmän 
toiminnallisuudet ovat tässä työssä käytetystä STRM-versiosta 2013.2.r2. (Juniper 
STRM Users Guide 2014, 17-19.) 
4.3.2 Dashboard 
Dashboard on oletusvälilehti kirjauduttaessa järjestelmään. Se näyttää halutun yh-
teenvedon kerätyistä tietoverkon lokitiedoista ja tapahtumista. Oletuksena järjes-
telmä tarjoaa viisi dashboard-näkymää erilaisten aktiviteettien seurantaan. Näkymä 
muodostuu useasta eri ruudusta (Item), joita voidaan lisätä, muokata, siirtää tai pois-
taa käyttötarkoituksen mukaan. Näkymät ovat käyttäjäkohtaisia ja muutokset vaikut-
tavat ainoastaan kirjautuneen käyttäjän näkymiin. Ruuduilla voidaan näyttää esimer-
kiksi lokilähteitä, datavirtojen liikennemääriä tai itse STRM:n käyttöön liittyvää diag-
nostiikkaa. Oletuksena Dashboard-näkymä muuttuu dynaamisesti verkkoympäris-
tössä tapahtuvien herätteiden mukaisesti, esimerkiksi suurten liikennemäärien sekä 
lähde- ja kohde-IP-osoitteiden mukaan. Näkymä dashboardista on esitetty kuviossa 
10. (Juniper STRM Users Guide 2014, 19-21.) 
 
Kuvio 10. Dashboard-välilehden näkymä 
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4.3.3 Offenses 
Offensella tarkoitetaan vastaanotettua tai luotua herätettä jonkin tietoturvapolitiik-
kaan (Policy) tai käytössä olevaan sääntöön liittyvän raja-arvon ylittymisestä. Ver-
kossa on siis havaittu jokin poikkeama (Anomaly). Tällä välilehdellä voidaan tarkas-
tella näihin liittyviä juurisyitä (Root Cause), esimerkiksi useista eri verkoista kohdistu-
vaa liikennettä yksittäiseen IP-osoitteeseen. Poikkeamia voidaan suodattaa kohde- ja 
lähde-IP-osoitteiden, kategorian, verkon tai ennalta määriteltyjen sääntöjen mukaan. 
Näkymä Offences-välilehdessä on esitetty kuviossa 11 (Juniper STRM Users Guide 
2014, 19, 43-44.) 
 
Kuvio 11. Offenses-välilehden näkymä 
4.3.4 Log Activity 
Log Activity -välilehdellä voidaan seurata verkon herätteitä (Events) reaaliajassa. Näy-
tettäviä herätteitä voidaan rajata erilaisten suodattimien avulla, esimerkiksi näyttää 
viimeisen viiden minuutin aikana esiintyneet herätteet. Rajaukseen voidaan käyttää 
joko järjestelmän valmiita suodattimia tai niitä voidaan tehdä tarvittaessa itse. Herät-
teet voidaan näyttää sekä normalisoituna että muokkaamattomana raakadatana. He-
rätteitä voidaan rajata myös hakutoimintojen avulla. STRM:ssä on käytettävissä val-
miita hakupohjia, joita voidaan myös tehdä itse. Kuten kuviosta 12 voidaan havaita, 
kerättäviä herätteitä ovat esimerkiksi palomuureista lähetettävät sääntöihin liittyvät 
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lokitiedot, kuten liikenteen salliminen tai estäminen. (Juniper STRM Users Guide 
2014, 19, 79-81.) 
 
Kuvio 12. Log Activity -välilehden näkymä  
4.3.5 Network Activity 
Reaaliaikainen verkon monitorointi ja tietovirtojen (Flows) seuranta voidaan tehdä 
Network Activity -välilehdeltä. Log Activity:n tavoin, dataan voidaan määritellä erilai-
sia suodattimia sekä suorittaa hakuja. Tietovirtoja avulla voidaan seurata esimerkiksi 
kahden verkon aktiivilaitteen välistä kommunikaatiota. Tämän lisäksi sisällön kaap-
paus-toiminnolla (Content Capture Option) voidaan tarkastella, mitä laitteiden väli-
nen kommunikaatio sisältää. Välilehdelle voidaan luoda ja muokata omia näkymiä 
käyttötarpeen mukaan. Kuviossa 13 on esitetty näkymä Network Activity -välileh-
deltä, muokkaamattomasta liikennenäkymästä. (Juniper STRM Users Guide 2014, 20-
21, 103-104.) 
39 
 
 
Kuvio 13. Network Activity -välilehden näkymä 
4.3.6 Assets 
Verkkoon liitettyjä palvelimia ja päätelaitteita kutsutaan STRM:ssä asseteiksi. STRM 
pyrkii tunnistamaan verkossa havaitut laitteet vastaanotetun lokidatan perusteella ja 
luo niille automaattisesti profiilit (Asset Profile). Profiilit sisältävät yksityiskohtaista 
tietoa asseteista, esimerkiksi niillä ajettavan käyttöjärjestelmän parametreja. Välileh-
deltä voidaan lisätä ja hakea laitteita sekä tarkastella niihin liittyvää tietoa. Se sisältää 
Server Discovery -toiminnon, jonka avulla erilaisia palvelimia voidaan hakea verkosta. 
Myös ulkopuolisten VA-skannerien (Vulnerability Assessment) hallinta tapahtuu tä-
män välilehden alta. Näkymä Assets-välilehdeltä on esitetty kuviossa 14. Kuviosta voi-
daan havaita myöhemmin työssä nimettyjä laitteita. (Juniper STRM Users Guide 
2014, 20, 191-192.) 
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Kuvio 14. Assets-välilehden näkymä 
4.3.7 Reports 
Reports-välilehdeltä hallitaan järjestelmän tuottamia raportteja. Raportit ajetaan 
joko valmiisiin tai itse luotuihin raporttipohjiin. Raporttipohjia voidaan branding-toi-
minnon avulla muokata vastaamaan yrityksen ulkoasua, joka mahdollistaa raporttien 
toimittamisen sellaisenaan esimerkiksi ulkoisille asiakkaille. Raportteja voidaan ajaa 
manuaalisesti tai ajastaa automaattisesti ajettavaksi halutuin aikavälein, esimerkiksi 
kuukausittain. Raportit jaotellaan raporttiryhmiin (Report Group), joka helpottaa nii-
den hakemista useiden raporttien joukosta. STRM tukee raporttien luonnissa PDF-, 
HTML-, RTF-, XML- ja XLS-tiedostoformaatteja. Raportit voidaan ajaa paikallisesti jär-
jestelmässä tai lähettää haluttuun sähköpostiosoitteeseen. Näkymä Reports-välileh-
deltä on esitetty kuviossa 15. (Juniper STRM Users Guide 2014, 21, 209-210.) 
41 
 
 
Kuvio 15. Reports-välilehden näkymä 
4.3.8 Admin 
Kaikki pääkäyttäjätoiminnot ovat sijoitettu Admin-välilehden alle. Välilehti on näky-
villä ainoastaan käyttäjärooleille, joille on annettu siihen erikseen oikeudet. Toimin-
not on jaettu kolmeen eli osa-alueeseen: Järjestelmän konfiguraatio (System Configu-
ration), tietolähteet (Data Sources) ja etäyhteydet & palveluiden konfiguraatio (Re-
mote Networks and Services Configuration), kuvion 16 mukaisesti. Admin-toiminto-
jen sisältö ja käyttötarkoitukset on kuvattu tarkemmin liitteessä 2. (Juniper STRM 
Users Guide 2014, 20-21.) 
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Kuvio 16. STRM:n admin-toiminnot 
4.3.9 Käyttäjähallinta 
Järjestelmän konfiguraatioon liittyvät toiminnot sisältävät lisäksi käyttäjähallinnan 
(User Management). Käyttäjähallinnan logiikka STRM:ssä toimii siten, että käyttäjälle 
asetetaan tietty rooli (User Role), jonka mukaan määräytyvät järjestelmän käyttöoi-
keudet (Privileges). Lisäksi käyttäjälle määritellään turvallisuusprofiili, joka määritte-
lee, mistä verkoista ja lähteistä lähetettävää lokidataa hän pääsee näkemään. Käyttä-
jätunnusten ja salasanojen validoimiseksi käyttäjät voidaan autentikoida paikallisen 
tietokannan lisäksi myös Radiuksen, Tacacsin, Active Directoryn tai LDAP:n avulla. Li-
säksi voidaan luoda valtuutettuja palveluita (Authorized Service), joiden avulla voi-
daan valtuuttaa kolmannen osapuolen, esimerkiksi toimittajan pääseminen järjestel-
mään. Palvelulle määritetään haluttu nimi, käyttäjärooli ja palvelun voimassaoloaika. 
Valtuuttaminen tehdään tokenin avulla, jonka STRM luo palvelun lisäämisen yhtey-
dessä automaattisesti. (Juniper STRM Admin Guide 2014, 21-28.) 
4.4 Datan kerääminen 
STRM pystyy vastaanottamaan dataa useissa eri formaateissa, useiden eri protokol-
lien avulla. Se tukee monien eri laitevalmistajien laitteita lokidatan lähteinä. Kerättä-
vää dataa voi olla esimerkiksi tietoturvaan liittyvät herätteet (Events), verkkoliikenne 
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tai ulkoisten verkkoskannereiden skannaustulokset. STRM luokittelee kerättävän da-
tan kolmeen eri kategoriaan: Herätteisiin, tietovirtoihin (Flows) ja ulkoisilta VA-skan-
nereilta tuotavaan dataan. (STRM Log Source User Guide 2014, 13.) 
Herätteet ovat lokitietoja, joita luovat esimerkiksi palomuurit, reitittimet, palvelimet 
sekä IDS/IPS-järjestelmät (Intrusion detection/prevention system). Suurin osa herät-
teistä lähetetään lokilähteeltä STRM:lle syslog-protokollan avulla. Muita STRM:n tu-
kemia protokollia herätteiden välittämiseen ovat SNMP, JDBC (Java Database Con-
nectivity) ja SDEE (Security Device Event Exchange). Oletuksena järjestelmä yrittää 
tunnistaa herätteitä lähettävät lokilähteet automaattisesti vastaanotettujen lokitieto-
jen perusteella. Kun lähdejärjestelmä on tunnistettu, STRM lisää lokilähteelle sopivan 
DSM:n (Device Support Module).  DSM:t ovat konfiguraatiotiedostoja, jotka parsivat 
useista eri lähteistä vastaanotetut herätteet STRM:n tunnistamaan muotoon. (STRM 
Log Source User Guide 2014, 13-16.) 
Tietovirtojen avulla voidaan analysoida verkkoliikenteeseen liittyvää informaatiota. 
STRM tukee useita eri formaatteja tietovirtojen vastaanottamiseen. Näitä ovat muun 
muassa NetFlow, J-Flow, sFlow, flowlog files ja Packeteer. Tietovirtoja voidaan vas-
taanottaa eri formaateissa samanaikaisesti, joka parantaa järjestelmän kykyä tunnis-
taa tietoverkon uhkia. STRM:ssä on sisäänrakennettu prosessori (Flow Processor), 
jonka avulla voidaan tunnistaa sovelluksia verkkoliikenteestä. Prosessori on oletuk-
sena päällä ja se aloittaa liikenteen tunnistamisen automaattisesti, kun tietovirran 
lähde on kytkettynä STRM:n rajapintaan. (STRM Admin Guide 2014, 157-161.) 
 
VA:lla tarkoitetaan kolmannen osapuolen verkkoskannereista tuotua informaatiota, 
jonka avulla voidaan tunnistaa avoimia portteja, aktiivisia laitteita tai mahdollisia 
haavoittuvuuksia verkossa. STRM käyttää skannaustietoja myös poikkeustietojen 
kriittisyyden (Magnitude) määrittämiseen. Toteutusympäristössä ei ollut käytössä ul-
koisia skannereita, joten niiden käyttöönotto jätettiin työn ulkopuolelle. (STRM Get-
ting Started Guide 2014, 19-20.) 
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5 Käytännön toteutus 
5.1 Toteutusympäristö 
5.1.1 Yleistä 
Opinnäytetyö toteutettiin JYVSECTECin virtualisoidussa verkossa, joka oli liitetty 
RGCE-kyberympäristöön. Verkkoympäristön virtualisointi oli toteutettu VMwaren 
vCloud-palvelun avulla. Ympäristöä ja STRM-järjestelmää tullaan myöhemmin käyttä-
mään ylemmän korkeakoulun koulutusohjelman kyberharjoituksissa. Verkkotopolo-
gia mallintaa pankin verkkoratkaisua, johon kuului kaksi toimipistettä. RGCE simuloi 
toimipisteiden välistä Internetiä. Toimipisteiden välille oli valmiiksi konfiguroitu IP-
sec-VPN-tunneli, jonka avulla verkkoliikenne saatiin salattua. Molemmissa toimipis-
teissä käytettiin palomuuria sisäverkon (LAN) ja ulkoverkon (WAN) rajalla. Verkon rei-
titys oli toteutettu palomuureilla, jotta sitä varten ei tarvitsisi ottaa käyttöön erillisiä 
reitittimiä. Palomuureina olivat päätoimipisteellä kaupallinen Paloalto VM-100 ja si-
vutoimipaikalla avoimeen lähdekoodiin perustuva pfSense, jotka yhdessä STRM:n 
kanssa muodostivat tilannekuvaa ympäristöstä. Molemmat palomuurit olivat myös 
virtualisoituja. Toteutusympäristön topologiakuva on esitetty liitteessä 1. 
5.1.2 Yrityksen palvelut 
Verkkoon oli toteutettu yleisimpiä yrityksissä käytettäviä verkkopalveluita, jotka oli 
sijoitettu kahdelle eri toimipisteelle. Päätoimipisteellä sijaitsivat yrityksen verk-
koinfran ydinpalvelut, tietokantapalvelin sekä verkon hallintasovellukset. Lisäksi pää-
toimipisteellä oli käytössä Helpdesk-toiminto sekä pankin liikentoimintaan liittyvät 
palvelut. Sivutoimipiste simuloi pankin haarakonttoria, jossa olivat käytössä info-tv-, 
valvontakamera- sekä maksuliikennejärjestelmät. Molemmille toimipisteille oli sijoi-
tettu omat DC-palvelimet (Domain Controller), joiden avulla hallittiin toimipisteiden 
Windows Active Directory -ympäristöjä. DC-palvelimille oli toteutettu DHCP-palvelin 
(Dynamic Host Control Protocol), jonka avulla jaettiin IP-osoitteet työasemille dynaa-
misesti. Lisäksi DC-palvelimille oli konfiguroitu DNS-palvelut työasemien nimipalvelu-
kyselyitä varten. 
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5.1.3 Verkon segmentointi 
Yrityksen verkko oli jaettu kahdeksaan eri segmenttiin. Suurin osa verkkosegmen-
teistä oli sijoitettuina sisäverkkoon. Poikkeuksena DMZ (Demilitarized Zone), jonne 
oli sallittu pääsy myös ulkoverkosta. DMZ on verkkosegmentti, jonne sijoitetaan ylei-
sesti ulkoverkkoon tai Internetiin tarjottaviin palveluihin liittyvät palvelimet. Tässä 
verkkoympäristössä niitä olivat Extranet, web-palvelin (pankin kotisivut), sähköposti-
palvelin sekä nimipalvelimet. Lisäksi web-palvelimelle oli käytössä oma F5:n sovellus-
palomuuri (Web Application Firewall). Verkon segmentointi on esitetty taulukossa 5. 
Taulukko 5. Verkon segmentointi 
Verkko- 
segmentti IP-verkko Kuvaus 
Bank Services 192.168.10.0/24 Pankin sivukonttorin palvelut 
Branch-Staff 192.168.20.0/24 Pankin sivukonttorin henkilöstön työasemat 
DMZ 10.10.10.0/24 Ulkoisesti tarjottavat palvelut 
Internal SRVs 10.0.100.0/24 Sisäiset palvelut 
Staff 10.10.0.0/24 Muun henkilöstön työasemat 
Bank Staff 10.20.0.0/24 Pankin henkilöstön työasemat 
MGMT 10.99.0.0/24 Hallintasovellukset ja -työasemat 
Banking Services 172.20.0.0/24 Varaston työasemat ja kirjanpitosovellukset 
5.2 Alkutoimenpiteet 
5.2.1 Järjestelmäviestien asetukset 
Käytännön toteutuksen lähtötilanteessa STRM oli valmiiksi asennettu ja siihen pääsi 
kirjautumaan MGMT-hallintaverkossa sijaitsevalta Windows7-työasemalta Admin-
käyttäjän avulla. Järjestelmän asennus virtualisointialustaan oli tehty aikaisemmin ja 
näin ollen asennusprosessi rajattiin tämän työn ulkopuolelle. Ensimmäisen kirjautu-
misen yhteydessä havaitsin järjestelmäviesteihin tulevan toistuvasti SAR-ilmoituksia 
(System Activity Reporter) STRM:n kuorman raja-arvojen ylityksistä ja niiden palautu-
misista taas sallittuihin arvoihin. Koska järjestelmässä ei ollut havaittavissa hitautta 
tai kuormaa käytännössä, raja-arvoja nostettiin Juniperin ohjeiden mukaisesti ja il-
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moitukset hävisivät. Raja-arvojen muokkaus tapahtui Admin-välilehdeltä Global Sys-
tem Notifications -asetuksista, jossa määritellään järjestelmän yleiset raja-arvot il-
moituksille. Toinen keino olisi ollut vähentää yhtä aikaa ajettavien prosessien mää-
rää, mutta tätä ei kokeiltu, koska prosesseja ei juurikaan ollut vielä käytössä. Jatkossa 
myös datan tuonnin, tietoturvaskannausten ja raporttien ajon porrastamisella voitai-
siin laskea järjestelmän kuormaa.  
5.2.2 Tietokantojen asetusten määrittäminen 
Tietokantoihin liittyvät asetukset voidaan määrittää Admin-välilehdeltä System Set-
tings -valikon kautta löytyvästä Database Settings sekä Ariel Database Settings -osi-
oista. Lisäksi Database Settings -osiosta löytyy käyttäjätietojen tallentamiseen liitty-
vän hakemistopolun asetus. Oletuksena STRM tallentaa datan joka minuutti, tunti ja 
päivä. Joka minuutilla tallennettava data säilytetään viikon ajan, joka tunti tallennet-
tava data 33 päivän ajan sekä päivittäin tallennettava data vuoden ajan. Koska työssä 
ei määritelty vaatimuksia tiedon tallentamiselle, asetukset jätettiin oletuksille. Tieto-
kantaan liittyvät asetukset on esitetty kuviossa 17. 
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Kuvio 17. Tietokantoihin liittyvät asetukset 
Kerättävä lokidata tallennetaan STRM-palvelimen /store/ariel-hakemistopolun alla 
oleviin tiedostoihin ja kansioihin. Käyttäjätiedot löytyvät oletuksena kansiosta 
/store/users/. Tietokantakansioiden rakenne on esitetty kuviossa 18. 
 
Kuvio 18. /store/ariel-kansiorakenne 
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5.2.3 Järjestelmäpäivitysten asetukset 
Käyttöönoton yhteydessä järjestelmään tuli toistuvasti viestejä automaattisten päivi-
tysten epäonnistumisista. Tuotantoympäristössä automaattiset päivitykset kannat-
taisi olla ehdottomasti käytössä tietoturvan ja järjestelmävirheiden korjauksien takia. 
Koska työ toteutettiin RGCE:ssä, joka ei ollut yhteydessä Internetiin, päivitykset eivät 
olleet saatavilla Juniperin palvelimelta. Tästä syystä automaattiset päivitykset pois-
tettiin kokonaan käytöstä. Tämä tapahtui Admin-välilehdeltä, Auto Update -asetuk-
sista, kuvion 19 mukaisesti.  
 
Kuvio 19. Automaattisten järjestelmäpäivitysten ottaminen pois käytöstä 
5.2.4 Verkkosegmenttien määrittäminen 
Seuraavaksi lisättiin ympäristön tunnetut verkkoalueet järjestelmään. Tämän avulla 
STRM pystyi monitoroimaan verkkojen välistä liikennettä nimien avulla IP-osoitteiden 
sijaan. Verkkojen lisäys tapahtui Admin-välilehdeltä, Network Hierarchy -valikosta. Jo-
kaiselle verkkosegmentille lisättiin oma ryhmä, jonne itse verkkoalueet lisättiin. Verk-
koalueelle määritettiin nimi, osoiteavaruus, tietokannassa säilytettävä aika sekä väri, 
jolla se näytetään raporteilla ja monitoroinnissa. Optioina voitiin myös laittaa verkko-
alueelle kuvaus ja muokata sen painoarvoa. Luodut verkkosegmentit toteutettiin vas-
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taamaan toteutusympäristöä kuvion 20 mukaisesti. Verkkosegmentteihin kuulumat-
tomat määritettiin kuuluvaksi ”Internet” -verkkosegmenttiin 0.0.0.0/0 IP-osoi-
teavaruuden avulla. 
 
Kuvio 20. Verkkoalueiden määritykset 
5.2.5 Varmuuskopiointi 
Jotta järjestelmän konfiguraatio saatiin tarvittaessa palautettua, piti määrittää 
STRM:n varmuuskopiointiin liittyvät asetukset. Varmuuskopioinnin asetukset löytyi-
vät Admin-välilehdeltä Backup and Recovery -ikkunasta valitsemalla configure. Var-
muuskopioinnille määritettiin kansio sekä kopion säilytysaika. Päädyin käyttämään 
oletuksena olevaa kahta vuorokautta. Asetuksista voitiin valita varmuuskopioitavaksi 
joko pelkkä järjestelmän konfiguraatio tai järjestelmän konfiguraatio sekä tallennettu 
data.  Päädyin käyttämään pelkän konfiguraation varmuuskopiointia, koska datan 
varmuuskopiointi ei vielä tässä vaiheessa ollut oleellista. Asetuksista määritettiin 
vielä aikarajat sekä prioriteetti varmuuskopioinnin suorittamiselle, jolla saatiin sää-
deltyä järjestelmän kuormaa. Asetukset tallennettiin ja lopuksi otettiin vielä manuaa-
linen varmuuskopio järjestelmästä On Demand Backup -toiminnon avulla. Luodut 
varmuuskopiot voidaan havaita kuviosta 21. Initialized By -sarakkeesta nähdään alim-
man varmuuskopion olevan luotu manuaalisesti ja ylemmät ajastetusti automaatti-
sesti järjestelmän toimesta. 
50 
 
 
Kuvio 21. Varmuuskopioinnin asetukset 
5.3 Muutoksien käyttöönotto 
STRM:ssä tehtävät muutokset, esimerkiksi käyttäjän lisääminen, eivät tule voimaan 
automaattisesti, vaan ne pitää erikseen ottaa käyttöön. Admin-välilehdellä näkyy 
vaaleansininen palkki, joka ilmoittaa käyttöönotettavista muutoksista (Kuvio 22). 
Muutokset voidaan hyväksyä suoraan Deploy Changes -painikkeella tai niitä voidaan 
tarkastella syvällisemmin editorin (Deployment Editor) avulla. 
 
Kuvio 22. Muutoksien käyttöönotto 
Deployment Editor on erillinen Java-pohjainen sovellus, jonka avulla hallinnoidaan 
yksittäisiä STRM:n komponentteja, esimerkiksi datavirtojen ja lokitiedostojen kerää-
jiä. Editor on jaettu kahteen eri näkymään: System view ja Event View. System Viewin 
avulla voidaan kiinnittää sovelluskomponentteja käytössä oleviin laitteisiin. Tämä nä-
kymä sisältää Host Context -toiminnallisuuden, joka monitoroi kaikkien järjestelmän 
komponenttien toimintaa. Toinen System View -näkymän toiminnallisuus on Accu-
mular, joka analysoi lokitietoja, raportointia sekä tietokantaan tallennettua dataa. 
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Event view -välilehteä käytetään järjestelmän komponentteihin liittyvien näkymien 
luomiseen. Vasemmassa laidassa sijaitsevalta valintanauhalta voidaan lisätä halutut 
komponentit näkymään. Näkymässä olevia komponentteja voidaan helposti muokata 
ja niihin liittyviä konfiguraatioita voidaan palauttaa tai vastaavasti ottaa muutoksia 
käyttöön. Deployment Editorin näkymä System View -välilehdellä on esitetty kuviossa 
23. 
 
Kuvio 23. Deployment Editor 
5.4 Lokilähteiden lisääminen 
Kun järjestelmän alkuvalmistelut oli tehty, siirryttiin lisäämään lokilähteitä järjestel-
mään. Oli tiedossa, että STRM:n pitäisi tunnistaa ainakin tietovirtalähteiden osalta lo-
kilähteet automaattisesti, kun tietty määrä lokidataa on vastaanotettu lähdelait-
teelta. Tämän vuoksi PaloAlto VM-100- ja pfSense-palomuurit konfiguroitiin aluksi lä-
hettämään sekä järjestelmälokeja että tietovirta-dataa. DC-palvelin konfiguroitiin lä-
hettämään Windows-ympäristöön liittyviä herätteitä STRM:lle.  
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Ennen lokilähteiden lisäämistä niille luotiin ryhmät, joihin tulevat lähteet voitiin kiin-
nittää. Tämä tapahtui Admin-välilehdeltä valitsemalla Log Source Groups. Uusi ryhmä 
saatiin luotua New Group -valitsimella. Uudelle ryhmälle määritettiin nimi ja kuvaus. 
Palomuurit oli tarkoitus sijoittaa ”Verkkolaitteet” -ryhmään ja kaikki palvelimet ”Pal-
velimet” -ryhmään. Näihin ryhmiin kuulumattomat lokilähteet, kuten STRM:n omat 
lokilähteet jätettiin ”Other” -ryhmään kuvion 24 mukaisesti. 
 
Kuvio 24. Lokilähteiden ryhmät 
5.4.1 PaloAlto VM-100 -lokilähteen konfigurointi 
Palomuurille luotiin profiilit NetFlow-, syslog- ja SNMP-datan lähettämiseen. Net-
Flow-profiiliin määritettiin nimi, aikaväli datan lähettämiselle ja lokipohjan päivittä-
miseen liittyvät asetukset. Lisäksi profiiliin lisättiin PaloAlton PanOS-käyttöjärjestel-
män käyttämät kentät, jotta lokitietoja voitaisiin lähettää STRM:lle sovellustasolla 
(OSI L7). Profiiliin lisättiin vielä STRM-palvelimen IP-osoite ja portti, johon NetFlow-
dataa lähetettäisiin. NetFlow-profiilin asetukset on havainnollistettu kuviossa 25.  
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Kuvio 25. PaloAlto VM-100 -> STRM NetFlow-profiili 
Syslog-profiiliin määritettiin käytettävä syslog-versio, STRM-palvelimen IP-osoite, tie-
donsiirrossa käytettävä protokolla, tiedon formaatti sekä portti, johon data lähetet-
täisiin.Muiden määrityksien osalta käytettiin oletusasetuksia, joten data lähetettiin 
BSD-formaatissa UDP-protokollan avulla porttiin 514 kuvion 26 mukaisesti. 
 
Kuvio 26. PaloAlton Syslog-profiili 
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SNMP-profiilissa tiedon välittämiseen valittiin SNMPv2, koska järjestelmien välinen 
liikenne tapahtui sisäverkossa, eikä sille ollut erityisiä tietoturvavaatimuksia. 
Profiilille lisättiin STRM-palvelimen nimi, IP-osoite sekä SNMP-Community. SNMP-
profiili lisättiin palomuurin kaikkiin liikenne-, uhka- ja WildFire-asetuksiin kuvion 27 
mukaisesti. 
 
Kuvio 27. PaloAlton SNMP-lokitietojen välityksen asetukset 
Palomuuri oli toteutettu niin kutsutulla alueellisella muurauksella (zone based 
filtering), jossa jokainen verkkosegmentti oli määritelty omaksi alueeksi. Kun profiilit 
eri protokollille oli luotu, NetFlow-profiili kiinnitettiin kaikkiin palomuurin 
rajapintoihin, jotta kaikki palomuurin läpi kulkeva liikenne saataisiin välitettyä 
STRM:lle. Lisäksi täytyi vielä määrittää lähderajapinta, josta lokitiedot välitettäisiin. 
Syslog-profiilit puolestaan kiinnitettiin kaikkiin palomuurisääntöihin, jotta jokaisesta 
sääntöön osuneesta paketista saataisiin lokitietoa välitettyä. Lokitieto määritettiin 
tallentumaan sekä yhteydenmuodostuksen (Session) alussa että lopussa, jotta data 
saataisiin mahdollisimman kokonaisvaltaisena STRM:lle. Syslog-lokitietojen 
välitykseen lisättiin vielä palomuurin IDS:n tunnistamat uhkat, jotka välitettiin 
lokitietoina STRM:lle. Tarkemmat palomuurisääntöihin tehdyt lokiasetukset on 
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havainnollistettu kuviossa 28.
 
Kuvio 28. PaloAlton palomuurisääntöjen lokiasetukset 
5.4.2 pfSense-lokilähteen konfigurointi 
pfSense-palomuurin konfigurointi aloitettiin ottamalla pfflowd-palvelu käyttöön. Tä-
män avulla OpenBSD-käyttöjärjestelmän käyttämät PF status -viestit muunnettiin 
NetFlow-datagrammeiksi, joita voitiin UDP-protokollalla välittää STRM:lle analysoita-
vaksi. Pfflowd:n asetukset määritettiin Service -> pfflowd -valikosta, jonne määritel-
tiin STRM:n IP-osoite, käytettävä portti, lähde-IP-osoite, NetFlow:n versio sekä mah-
dolliset rajoitukset, joita ei tässä tapauksessa käytetty. Lähde-IP-osoitteeksi valittiin 
sisäverkon rajapinnan osoite 192.168.20.1, jotta lokitiedot saatiin lähetettyä salat-
tuna IPsec-VPN-tunnelin läpi. Kohdeportiksi valittiin 2058, jotta lähde voitiin selkeästi 
erottaa STRM:n päässä. Pfflowdin asetukset on esitetty kuviossa 29. 
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Kuvio 29. pfSense pfflowd (NetFlow) -asetukset 
Syslog-viestien lähettäminen konfiguroitiin Status -> System Logs -> Settings -valikon 
alta. Remote Logging Options -osiossa otettiin lokiviestien lähetys käyttöön, määri-
tettiin kohdeosoitteeksi STRM-palvelimen IP-osoite sekä valittiin, mitä lokiviestejä 
haluttiin välittää kuvion 30 mukaisesti. 
 
Kuvio 30. pfSensen syslog-asetukset 
SNMP otettiin käyttöön Service -> SNMP -valikon kautta. Sekä Daemon että SNMP 
trap -viestit otettiin käyttöön ja niille määriteltiin asetukset kuvion 31 mukaisesti. 
Tuotantoympäristöissä on tietoturvan parantamiseksi syytä käyttää joko pidempää ja 
monimutkaisempaa SMNP-Community-string-arvoa tai SNMPv3:sta, jolla viestit saa-
daan salattua. 
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Kuvio 31. pfSensen SNMP-asetukset 
5.4.3 STRM-lokilähteen konfigurointi 
Kun palomuurit olivat konfiguroitu lähettämään lokitietoja, lisäsin kokeilun vuoksi 
molemmat lokilähteet myös manuaalisesti sekä lokilähteisiin että tietovirtalähteisiin. 
Tämä tapahtui Admin-välilehdeltä Log Sources ja Flow Sources -asetuksista. Syslog-
lokilähteeseen määritettiin nimi, kuvaus, käytettävä kerääjä, formaatti, käytettävä 
protokolla ja lokilähteen tyyppi. Se tunnistettiin IP-osoitteen 10.99.0.1 avulla. Lisäksi 
määritettiin STRM tallentamaan lokin hyötykuorma Store Event Payload -toiminnon 
avulla ja liitettiin lokilähde ”verkkolaitteet” -ryhmään. Coalescing Event -toiminnon 
avulla voitiin yhdistää tähän lokilähteisiin liittyviä lokeja, jotta ne kaikki eivät tulos-
tuisi eri riveille. Tämä valittiin, koska tulevien lokien määrä on erittäin suuri ja se sel-
keyttää tiedon käsittelyä. Lokilähteen asetukset PaloAlton palomuurin osalta on ha-
vainnollistettu tarkemmin kuviossa 32. 
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Kuvio 32. PaloAlton syslog-profiilin luonti 
Kun syslog-lokilähteet olivat lisätty oikeilla tunnisteilla, tässä tapauksessa IP-osoit-
teilla, ne näkyivät Log Sources -ikkunassa tilassa ”Success” kuvion 33 mukaisesti. Loki-
lähteiden oikea konfiguraatio voitiin todeta myös Log Activity -välilehdelle keräyty-
vistä lokimerkinnöistä. 
 
Kuvio 33. Lisätyt syslog-lokilähteet 
Tietovirtalähteisiin määriteltiin lähteen nimi, käytettävä kerääjä sekä lähdedatan 
tyyppi. Käytin oletuskerääjää qflow0 ja valitsin lähdedataksi palomuuriasetuksia vas-
taavan NetFlown. Enable Asymmetric Flows -toiminnon avulla voitiin yhdistää data-
virtoja verkoissa, joissa käytetään asymmetristä reititystä. Tämä tarkoittaa, että lii-
kenne kulkee eri reittiä ulos- ja sisäänpäin. NetFlow:lle määriteltiin monitoroitava ra-
japinta sekä portti. Enable Flow Forwarding -toiminnon avulla olisi voitu välittää tie-
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tovirtoja STRM:ltä eteenpäin, mutta koska sitä ei tässä työssä käytetty, jätettiin se va-
litsematta. Tietovirtalähteen asetukset PaloAlton palomuurin osalta on havainnollis-
tettu kuviossa 34. 
 
Kuvio 34. PaloAlton NetFlow-profiilin lisäys 
Kun lokilähteet olivat lähettäneet riittävästi dataa, järjestelmä tunnisti PaloAlton pa-
lomuurin NetFlow-lähteeksi automaattisesti. Tämä tapahtui noin 15 minuutin kulut-
tua siitä, kun liikennettä alettiin generoida verkkoon. Ilmoitus uudesta lokilähteestä 
tuli Admin-välilehden käyttöönottamattomien muutosten osioon (Kuvio 35) ja se piti 
hyväksyä manuaalisesti Deploy Changes -painikkeella, ennen varsinaista datan vas-
taanottamista.  
 
Kuvio 35. Ilmoitus automaattisesti tunnistetusta NetFlow-lähteestä 
Lokilähteen hyväksymisen jälkeen lähde löytyi Admin-välilehdeltä Flow Source Aliases 
-ikkunasta kuvion 36 mukaisesti. STRM tunnisti lokilähteen nimen automaattisesti. 
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Automaattisesti tunnistetut lokilähteet voidaan erottaa Autodiscovered-sarakkeen 
true-arvosta. 
 
Kuvio 36. Automaattisesti tunnistetut NetFlow-lokilähteet 
5.4.4 WinCollect-lokilähteen konfigurointi 
Viimeisinä lokilähteinä konfiguroitiin Microsoft Windows -palvelimilta tulevat lokitie-
dot. WinCollect on itsenäinen Windows-palvelimelle asennettava Agent-sovellus, 
jonka avulla voidaan välittää Windows-käyttöjärjestelmän herätteitä STRM:lle syslog-
protokollan avulla. Toimipisteiden loppukäyttäjät kirjautuivat työasemilleen toteu-
tusympäristön DC-palvelimia vasten. Sisäverkon työasemat käyttivät toiminimiky-
selyihin DC-palvelimen DNS-palvelua. DC-palvelimen DNS-palvelu ohjasi nimipalvelu-
kyselyt edelleen DMZ-alueella sijaitseville DNS-palvelimille. Lokitietojen vastaanotta-
mista varten jokaiselle palvelimelle piti määrittää oma Authentication Token. Tämä 
tapahtui Admin-välilehdeltä Authorized Services -ikkunasta. Uusi token valittiin valit-
semalla Add Authorized Service valintanauhalta. Palvelun asetuksiin määritettiin nimi, 
käyttäjärooli sekä tokenin voimassaoloaika. Tässä tapauksessa valitsin käyttäjäoikeu-
den Admin sekä määritin, ettei token vanhene ollenkaan valitsemalla permanent, 
jotta lokitiedot eivät lakkaisi tulemasta itsestään. Tämän jälkeen luodut palvelut ja 
niiden authentication tokenit näkyivät listassa kuvion 37 mukaisesti. 
 
Kuvio 37. Lisätyt Authorized Service -palvelut 
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Windows-palvelimiin liittyvät lokilähteet voidaan muiden lokilähteiden tapaan lisätä 
manuaalisesti Log Sources -toiminnallisuuden kautta, mutta STRM tunnistaa ne auto-
maattisesti, kun se on vastaanottanut riittävän määrän lokitietoja. DC-palvelimeen 
liittyvät lokilähteen asetukset on esitetty kuviossa 38. 
 
Kuvio 38. DC-palvelimen lokilähdeasetukset 
WinCollect-lokien vastaanottamista varten täytyi konfiguroida STRM:lle vielä käytet-
tävät etäagentit. Agentin lisääminen tapahtuu Admin-välilehdeltä WinCollect-toimin-
nallisuuden kautta. Valintanauhalta valitaan Add ja määritetään agenttiin liittyvät 
asetukset. Agenttiin liittyvä esimerkkikonfiguraatio on esitetty kuviossa 39. 
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Kuvio 39. Windows-etäagentin asetukset 
WinCollect-lokien lähettämistä varten Windows-palvelimelle täytyy erikseen asentaa 
Juniperin WinCollect Agent -sovellus. Sovelluksen asentaminen rajattiin kuitenkin tä-
män työn ulkopuolelle. Koska WinCollect-toiminnon käyttöönotto oli monimutkainen 
ja olisi vaatinut huomattavan määrän konfigurointia myös DC-palvelimelle, pää-
dyimme lopulta toimeksiantajan kanssa käyttämään WinCollect-toiminnon sijaan 
myös Windows-palvelimen lokien lähettämisessä syslog-protokollaa.  
5.5 Tunnettujen laitteiden määrittäminen 
Lokilähteiden lisäyksen jälkeen STRM tunnistaa automaattisesti verkossa liikennöiviä 
laitteita. Jokaiseen tunnistettuun laitteeseen lisätään yksilöivä ID ja ne lisätään järjes-
telmän toimesta Assets-välilehdelle. Laitteet voidaan tunnistaa IP-osoitteen perus-
teella ja niille voidaan määritellä haluttu nimi. Laitteiden asetuksia pääsee muokkaa-
maan valitsemalla halutun laitteen listasta aktiiviseksi ja valitsemalla valintanauhalta 
Edit Asset. Asetuksista voidaan määrittää laitteelle lukuisia eri asetuksia muun mu-
assa MAC-osoitteeseen (Media Access Control), käyttöjärjestelmään, omistajiin tai 
kriittisyyteen liittyen. Määritin jokaiselle tunnetulle laitteelle nimen ja toiminnan kan-
nalta tärkeimmille palveluille, kuten nimipalveluille ja verkkosivuille kriittisyydet. Lait-
teita, joita STRM ei tunnistanut automaattisesti, lisättiin manuaalisesti Add Asset -toi-
minnon avulla. Lista nimetyistä laitteista on esitetty kuviossa 40. 
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Kuvio 40. Tunnistetut verkon laitteet nimettyinä 
5.6 Lokitietonäkymien muokkaus 
5.6.1 Järjestelmäilmoitusten suodattaminen 
Lokitietojen muokkaus aloitettiin Log Activity -välilehdeltä. Järjestelmä luo automaat-
tisesti suuria määriä informatiivisia herätteitä lokilähteisiin liittyen, joten monito-
rointi täyttyi näistä. Koska halusin keskittyä tarkastelemaan järjestelmän ulkopuolelta 
tulevia lokitietoja, täytyi STRM:n omat informatiiviset lokitiedot suodattaa pois näky-
vistä. Tämä tapahtui valitsemalla Search -> Edit Search. Tämän jälkeen hakuparamet-
reihin tehtiin suodatin, jossa jätettiin System Notification-2 pois näytetyistä lokitie-
doista, kuvion 41 mukaisesti. 
 
Kuvio 41. Järjestelmäviestien suodatus lokitiedoista 
Tämän jälkeen valittiin oikealta Filter, jonka jälkeen voitiin havaita järjestelmäviestien 
poistuneen lokitiedoista ja monitoroinnissa näkyvän ainoastaan palomuureilta gene-
roituneita lokitietoja (Kuvio 42). Suodatus tallennettiin ja muutettiin oletukseksi Save 
Criteria -toiminnon avulla. Save Criteria -asetuksiin määriteltiin haun nimi ja haettava 
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ajanjakso. Ajanjaksoksi valittiin tässä tapauksessa reaaliaikainen seuranta, jotta voi-
tiin varmistua, että kaikki lokitiedot tulivat varmasti palomuureilta. Haku voitiin mää-
rittää kuuluvan tiettyyn ryhmään laitteen lähteen perusteella. Käytin tässä ”All Fire-
walls” -ryhmää, koska se kuvasi tässä vaiheessa suodatusta hyvin. Asetuksista voitiin 
lisätä haku myös pikahakujen (Quick Search) listoille. 
 
Kuvio 42. Lokitiedostot järjestelmäviestit suodatettuna pois 
Informatiivisten järjestelmäviestien korrelointi uhkiin (Offenses) voitiin tarvittaessa 
poistaa False Positive -toiminnon avulla. Tämä löytyi Log Activity -välilehden valinta-
nauhalta. Asetuksiin määritettiin, mihin kategoriaan tai ID:seen sääntö haluttiin. Li-
säksi voitiin määrittää, mihin suuntaan liikennöidessä sääntö oli voimassa. False Posi-
tive -toiminnolla tehdyt säännöt tulivat näkyviin Offenses-välilehden Rules-osioon. 
5.6.2 pfSensen lokitietonäkymien muokkaaminen 
Kun lokitietojen näkymä oli saatu suodatettua halutusti, havaitsin, että pfSensen lä-
hettämät syslog-viestit eivät olleet tarpeeksi informatiivisia. Niissä näkyi ainoastaan 
ajankohta ja pfSensen sisäverkon IP-osoite. Lokitiedon luonteesta tai siitä, mitä se 
koski ei ollut tietoa. Myöskään käytettävästä IP-osoitevälistä ei ollut tietoa (Kuvio 43). 
 
Kuvio 43. pfSensen lokitiedot 
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Tuplaklikkaamalla haluttua lokiriviä päästiin tutkimaan tarkemmin lokitiedon sisältöä. 
Lokitiedon hyötykuormasta voitiin nähdä, että se koski palomuurisäännön estämää 
(Firewall Deny) liikennettä (Kuvio 44). 
 
Kuvio 44. Lokitiedon hyötykuorma 
Lokitiedon hyötykuormatiedon nostaminen lokitietoihin tapahtui Extract Property -
toiminnon avulla. Asetuksiin määriteltiin Regular Expressioniin perustuva Property. 
Regular Expression on kieli, jota käytetään usein hakukaavojen muodostamiseen 
avoimista tekstikentistä. Uuden Propertyn nimeksi annettiin pfSense Firewall Policy. 
Sille annettiin kuvaus ja määritettiin asetus ”Optimize parsing for rules, reports and 
searches”, jonka avulla luotua propertyä ei tarvitse parsia raportointia, lokihakuja tai 
sääntötestausta varten kuin yhden kerran. Lokilähteeksi valittiin pfSensen käyttämä 
OpenBSD OS ja lähteeksi kaikki laitteet. Kategorioiksi valittiin Any, jotta kaikki pfSen-
sen lähettämät lokitiedostot saatiin tunnistettua. RegEx-määrityksiin laitettiin ”rule” 
sanasta eteenpäin oleva teksti. Tämän avulla saatiin esille pfSensen palomuurisään-
töihin osuneet paketit ja niihin liittyvät toimenpiteet (pass/block). RegEx-parametrien 
toimintaa voitiin testata Test-painikkeen avulla ja samalla Test Field -kentästä näkyi 
keltaisella, minkä osan tekstistä se valitsee. Lopuksi Property määritettiin otettavaksi 
käyttöön Enabled-valinnan ja tallentamisen avulla. Propertyn tarkemmat asetukset 
on havainnollistettu kuviossa 45. 
 
Kuvio 45. pfSense property 
66 
 
Vastaava toimenpide piti tehdä vielä lähde- ja kohde-IP-osoitteille. Lähde-IP-osoitteet 
haettiin RegEx-valinnalla (\b\d{1,3}\.\d{1,3}\.\d{1,3}\.\d{1,3}\b ja kohde-osoitteet va-
linnalla (\b\d{1,3}\.\d{1,3}\.\d{1,3}\.\d{1,3}\b. Tämän jälkeen propertyt löytyivät Ad-
min-välilehdeltä Custom Event Properties -listalta. PfSensen syslog-tiedostoille luotiin 
oma pikahaku, jonka avulla voitiin tarkastella edellä luotuja kenttiä. Nyt hausta voi-
tiin nähdä palomuurin toimenpiteet ja todelliset IP-osoitteet. Kuviosta 46 voidaan ha-
vaita osoitteesta 192.168.20.100 tulleen paketin päässeen hyväksytysti palomuurista 
läpi. Osoitteesta 91.208.45.115 tullut paketti on puolestaan estetty säännön 5 toi-
mesta. PfSensen syslog-lokeissa palomuurin toimenpide ja IP-osoitteet ovat eri loki-
tiedossa ja siksi ne tulostuvat peräkkäisille riveille. 
 
Kuvio 46. pfSensen muokattu syslog-näkymä 
Palomuurin toimenpiteet yritettiin vielä saada liitettyä Firewall Permit/Deny -katego-
riaan, jolloin STRM osaisi luokitella sen oikein monitorointiin ja raporteille. STRM ei 
kuitenkaan tukenut ainakaan toistaiseksi OpenBSD-käyttöjärjestelmän syslog-tietojen 
luokitteluja. Liittäminen olisi tapahtunut tuplaklikkaamalla haluttua lokitietoa ja valit-
semalla valintanauhalta Map Event. Täältä olisi voitu määrittää kategoriat (Low & 
High Level Category) sekä ID, joihin kyseinen lokitieto kuului. 
5.6.3 DNS-lokitietonäkymien muokkaaminen 
Nimipalvelukyselyissä havaittiin sama haaste, kuin pfSensen lokitiedoissa. Ne eivät 
näyttäneet oleellista lokien hyötykuormassa olevaa tietoa. Toteutusympäristön nimi-
palvelukyselyt oli ohjattu forwarders-toiminnon avulla DC-palvelimelta DMZ-alueella 
sijaitseville nimipalvelimille (IP-osoitteet 10.10.10.4 & 10.10.10.8). Tämän vuoksi ni-
mipalvelimilta STRM:lle tulevissa lokitiedoissa näkyi kuvion 47 mukaisesti ainoastaan 
DC-palvelimen sekä nimipalvelimen IP-osoitteet. Tarkoituksena oli selvittää, minkä 
tyyppinen kysely on tehty ja mistä toimialueesta. 
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Kuvio 47. Nimipalvelimelta vastaanotetut lokitiedot 
Näkymän muokkaus aloitettiin kuten edellä. Nimipalvelukyselyn rivi (Address Query) 
avattiin tuplaklikkaamalla haluttua riviä ja valitsemalla Extract Property. Tällä kertaa 
RegEx-määrityksiin asetettiin valittavaksi merkit query: -sanasta eteenpäin ja lopetet-
tavaksi ennen viimeistä sulkeissa olevaa IP-osoitetta parametreilla query: ([^\t]+). 
Tarkemmat uuden DNS-Query-propertyn asetukset on esitetty kuviossa 48. 
 
Kuvio 48. DNS-Query-propertyn asetukset 
Lopuksi DNS-kyselyille tehtiin oma pikahaku, johon asetettiin DNS-Query yhdeksi sa-
rakkeeksi. Tämän avulla voitiin tarkastella nimipalvelimille kohdistuvia kyselyitä. Sa-
masta sarakkeesta nähdään myös kyselyn tyyppi (esimerkiksi IN AAAA). Kuviossa 49 
on esitetty youtube.org-toimialueeseen kohdistuneet IP- ja IPv6-kyselyt sekä Reverse 
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DNS -kysely. Reverse DNS -kyselyitä käytetään toimialueen nimien selvittämiseen IP-
osoitteiden perusteella. 
 
Kuvio 49. youtube.org-toimialueeseen kohdistunut DNS-kysely 
Koska epäonnistuneissa nimipalvelukyselyissä kyselyn kohde näkyi lokitiedon hyöty-
kuormassa eri tavalla, tehtiin sille vielä oma property Ext DNS-Server Query ja lisättiin 
se omaksi sarakkeeksi pikahakuun. Kuviossa 50 on suodatettu virheellisiä kyselyitä, 
joissa kyselty toimialue näkyy Ext-DNS-Server Query -sarakkeessa. 
 
Kuvio 50. Virheelliset DNS-kyselyt 
5.6.4 Tietovirtojen näkymien muokkaus 
Kun lokitiedot oli saatu suodatettua, oli vuorossa tietovirtojen hienosäätäminen. 
Tämä toteutettiin Network Activity -välilehdeltä. Heti välilehden valitessa voitiin ha-
vaita, että monitoroinnissa näkyy runsaasti dataa, mutta se ei ollut kovinkaan infor-
matiivista. Tietovirroista voitiin seurata verkkoliikennettä ainoastaan kohde- ja lähde-
IP-osoitteiden perusteella. Jotta tietovirrat saataisiin muokattua informatiivisem-
maksi, tässä voitaisiin käyttää aiemmin määriteltyjä verkkoalueita (Network Hie-
rarchy) sekä verkon laitteille (Assets) määriteltyjä nimiä. Muokkaus aloitettiin syslog-
viestien tapaan valitsemalla Search ja Edit Search. Mitään lokitietoja ei suodatettu 
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tällä kertaa pois, vaan monitoroinnissa käytettäviä sarakkeita muokattiin. Tämä ta-
pahtui Column Definition -osiosta, jossa halutut sarakkeet lisättiin oikealla oleviin sa-
rakkeisiin haluttuun järjestykseen. Jotta vertailu olisi mahdollisimman selkeää, määri-
tettiin STRM:n monitorointiin osa vastaavia sarakkeita, joita käytettiin PaloAlton pa-
lomuurin monitoroinnissa. Asetukset otettiin käyttöön ja nyt voitiin havaita kuvion 
51 mukaisesti, että tietovirrat olivat huomattavasti informatiivisempia. Niistä voitiin 
nähdä lähde- ja kohde-IP-verkot sekä laitteiden nimet joiden välillä liikenne kulkee. 
Lisäksi sarakkeet oli järjestelty loogisemmin, joka helpotti seurantaa huomattavasti. 
Muokattu haku tallennettiin syslog-viestien tapaan Save Criteria -toiminnon avulla. 
Haun nimeksi laitettiin NetFlow, haku määritettiin reaaliaikaiseksi ja se asetettiin ole-
tukseksi. Haku liitettiin Network Monitoring and Management -ryhmään. Muut ase-
tukset jätettiin oletuksen mukaisiksi. 
 
Kuvio 51. Muokattu NetFlow-näkymä 
NetFlow-dataan luotiin tämän jälkeen pikahaku, jolla voitiin seurata vähiten liikennöi-
viä IP-osoitteita. Tämä tapahtui lähes samalla tavalla kuin edellä. Tässä tapauksessa 
pikahaun pohjana käytettiin ”Top Talkers” -hakua. Hakua muokattiin niin, että haku-
tulokset järjestettiin liikennemäärän mukaan nousevaan järjestykseen. Haku tallen-
nettiin pikahakuihin nimellä ”Bottom Talkers”. Hakuun liitettyjä kaavioita ei saanut 
vastaamaan vähiten liikennöityjä IP-osoitteita, vaan ne näyttivät vain eniten liiken-
nöidyt osoitteet. 
5.6.5 PaloAlto-palomuurin havainnoimien sovellusten tunnistus 
Koska PaloAlton palomuuri sisälsi IDS-toiminnot, voitiin sillä tunnistaa erilaista haitta-
liikennettä verkosta tavallisen liikenteen joukosta. Tarkoituksena oli selvittää, voisiko 
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palomuurin kategorisoimaa NetFlow-dataa tuoda STRM:lle sovellustasolla, jossa pa-
ketin käyttämä applikaatio olisi jo valmiiksi tunnistettu IDS:n avulla. STRM kykeni ole-
tuksena tunnistamaan lokitiedossa käytetyn sovelluksen ainoastaan käytettävän por-
tin ja IP-otsakkeen IP-Protocol ID -kentän perusteella. Tämä kuitenkin tunnistaa eri 
applikaatioita hyvin rajallisesti. Toinen tunnistuskeino STRM:lle oli poimia tuotu so-
vellustieto lokitiedon hyötykuormasta (Payload) manuaalisilla hakuehdoilla.  
Aikaisemmin luvussa 5.4.1 oli määritetty NetFlow-profiilin asetuksiin, että jokaiseen 
lokitietoon lisätään PanOS-käyttöjärjestelmän käyttämät kentät. Tämän asetuksen 
avulla palomuuri lisää jokaiseen lokitietoon kolme kenttää: App-ID:n (Field_56701), 
User-ID:n (Field_56702) sekä privateEnterpriseNumber (Field_346) -kentät, joiden 
avulla käytetty applikaatio oli tarkoitus tunnistaa. Yksittäinen NetFlow-lokitieto otet-
tiin tarkempaan tarkasteluun Network Activity -välilehdeltä tuplaklikkaamalla halut-
tua riviä. Lokitiedon hyötykuormasta voitiin havaita, että halutut kentät olivat näky-
villä, mutta App-ID- (Field_56701) ja User-ID (Field_56702) -kenttien arvot olivat tyh-
jät (Kuvio 52). Sama toistui kaikissa NetFlow-lokeissa. Selvittelyjen jälkeen kävi ilmi, 
ettei käytetty palomuuri kyennyt välittämään lokitietoja sovellustasolla ja näin ollen 
kentät olivat jääneet tyhjiksi. Näin ollen voitiin todeta, että palomuurin valmiiksi tun-
nistamaa sovellustietoa ei saada tuotua STRM:lle, vaan se pitää tunnistaa STRM:ssä 
erikseen paikallisesti. 
 
Kuvio 52. NetFlow-lokitieto, 57601- ja 56702-kenttien arvot tyhjät 
Toteutuksen aikana Juniperilla ei ollut saatavilla uudempaa DSM:ää, kuin mitä oli 
asennettuna, joten siitäkään ei ollut apua. Käytössä oleva DSM:n tarkistettiin kirjau-
tumalla STRM-palvelimelle SSH:n (Secure Shell) avulla ja etsimällä PaloAlton käyt-
tämä DSM muiden joukosta kuvion 53 mukaisesti. SSH-palvelu on STRM:llä oletuk-
sena päällä portissa 22. 
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Kuvio 53. SSH-kirjautuminen STRM:lle 
5.6.6 Dashboardin muokkaus 
Dashboardin tarkoitus oli näyttää mahdollisimman informatiivinen näkymä tilanne-
kuvasta verkossa. Sen taustalla käytetään Log Activity, Offenses ja Network Activity -
välilehdillä määriteltyjä pikahakuja (Quick Searches). Oletuksena on viisi erilaista 
dashboardia, joiden näkymiä voidaan vapaasti muokata. Muokkasin Threat and Secu-
rity Monitoring -dashboardia informatiivisemmaksi. Halutut näkymät saatiin lisättyä 
valintanauhalta löytyvän Add Item -valikon kautta. Lisättyjen näkymien asetuksia voi-
tiin muokata näkymän oikeassa ylänurkassa sijainneen ”rattaan” kautta. Asetuksista 
voitiin määrittään muun muassa, millaista kaaviota käytettiin, kuinka monta tulosta 
näytettiin ja miltä ajalta data näytettäisiin. Näkymät saatiin siirrettyä haluttuun jär-
jestykseen siirtämällä ne hiiren avulla ”drag and drop” -periaatteella. Näkymissä 
esiintyviä lokitietoja voitiin tutkia tarkemmin klikkaamalla näkymän alareunassa ole-
vaa View in Network/Log Activity -linkkiä. Muokattu Dashboard ja Top Systems At-
tacked (Event Count) -näkymään liittyvät asetukset on esitetty kuviossa 54.  
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Kuvio 54. Muokattu Threat and Security Monitoring -dashboard 
5.7 Manuaaliset säännöt 
5.7.1 Manuaalisten sääntöjen luonti 
Uhkien tunnistamista haluttiin kokeilla manuaalisten sääntöjen avulla. Sääntöjen 
luonti aloitettiin Offenses-välilehdeltä Rules-valikosta. Sääntöjä voidaan luoda johon-
kin tiettyyn herätteeseen, tietovirtaan tai uhkaan liittyen. Sääntöjen luonti alkaa va-
litsemalla valintanauhalta Actions -> New Event/Flow/Common/Offence Rule, joka 
käynnistää Rule Wizardin. Aluksi valitaan mihin lähteeseen sääntö halutaan kohdis-
taa. Tässä tapauksessa loin NetFlow-dataan liittyvää sääntöä, joten valinta oli Flows. 
Seuraavaksi aukeaa Rule Test Stack Editor, jossa määritellään mitä suodattimia sään-
nölle asetetaan (ylin ruutu). Sääntöihin voidaan myös asettaa erilaisia sääntöpinoja, 
joita kutsutaan STRM:ssä Building Block -nimellä. Niiden avulla voidaan esimerkiksi 
tunnistaa jokin ympäristön palvelin IP-osoitteen perusteella. Sekä sääntöjä että sään-
töpinoja on STRM:lle valmiiksi runsaasti. Lisätyt suodattimet ja sääntöpinot näkyvät 
keskimmäisessä ruudussa, jossa muokataan myös niille määritetyt parametrit sekä 
määritetään säännölle nimi. Kun parametrit on määritetty, valitaan seuraavasta ikku-
nasta ryhmä, johon uusi sääntö lisätään. Lopuksi voidaan kirjoittaa muistiinpanoja 
sääntöön liittyen editorin alimpaan ruutuun. Kuviossa 55 on havainnollistettu tähän 
esimerkkisääntöön liittyvät määritykset.  
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Kuvio 55. Manuaalisen säännön luonti 
Seuraavasta valintaikkunasta voidaan määrittää, mitä toimenpiteitä sääntö tekee, 
kun edelle määritetyt parametrit täyttyvät. Tässä esimerkissä valitsin ainoastaan ”En-
sure the detected flow is part of an offence”, jonka avulla sääntö luo uhkan Offenses-
välilehdelle, kun ehdot täyttyvät. Uhkat näkyvät myös Dashboardin Offenses-näky-
missä. Tuplaklikkaamalla haluttua uhkariviä, päästään tarkastelemaan tarkemmin, 
minkä IP-osoitteiden välinen liikenne uhkan on aiheuttanut. 
5.7.2 Vanhojen uhkien poistaminen 
Uusien sääntöjen luonnin jälkeen voitiin vanhat uhkat ja niihin liittyvät IP-osoitteet 
poistaa järjestelmästä. Tämä toteutettiin SIM-mallin tyhjentämisellä. SIM-mallin tyh-
jentäminen tapahtui Admin-välilehdeltä valitsemalla valintanauhalta Advanced -> 
Clean SIM Model. Mallin tyhjentämiseen oli kaksi vaihtoehtoa, Soft Clean ja Hard 
Clean. Soft Clean sulkee kaikki uhkat tietokannasta. Deactive all offenses -valinnalla 
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voidaan siirtää kaikki uhkat Deactive-tilaan, jolloin ne poistuvat sekä Dashboard- että 
Offenses-välilehdiltä. Deactive-tilan uhkat voidaan tarvittaessa nähdä Offenses-väli-
lehdeltä ottamalla Exclude Hidden Offenses -suodatin pois käytöstä. Hard Clean tyh-
jentää kaikki uhkat ja niihin liittyvän datan tietokannasta, eikä niitä saa enää palau-
tettua näkyviin. Valitsin kuviossa 56 esitetyssä tapauksessa Soft Clean -vaihtoehdon 
ja varmistin tyhjennyksen laittamalla täpän checkbox-ruutuun. Tyhjennys alkoi valit-
semalla Proceed. SIM-mallin tyhjentämisen yhteydessä STRM:n palvelin käynnistyi 
uudestaan, jolloin hallintayhteys katkesi hetkellisesti. Uudelleenkäynnistys kesti muu-
taman minuutin, jonka jälkeen järjestelmään pääsi taas kirjautumaan normaalisti. 
 
Kuvio 56. SIM-modelin tyhjennys 
5.8 Uhkien tunnistaminen 
5.8.1 Palvelunestohyökkäysten havainnointi 
Mahdollisten uhkien tunnistamista testattiin simuloimalla palvelunestohyökkäystä. 
Tämä tehtiin generoimalla TCP-SYN-yhteydenavauspyyntöjä Kali Linuxin hping3-työ-
kalun avulla. TCP-SYN-viestit pyytävät kohdetta avaamaan jokaisesta pyynnöstä TCP-
yhteyden, jotka kuormittavat sen prosessoria ja alentavat suorituskykyä. Liikenne lä-
hetettiin RGCE:n läpi toteutusympäristön verkkosivu-palvelimelle. Pakettikokoa muo-
kattiin -d -valitsimen avulla 10000 Kb:n kokoon kuvion 57 mukaisesti. -flood -option 
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avulla dataa saatiin tulvitettua, eli lähetettyä niin nopeasti kuin mahdollista odotta-
matta vastausta. Yhteydenavauspyynnöt tehtiin IP-osoitevälillä 192.58.41.122 -> 
91.208.45.20. 
 
Kuvio 57. TCP-SYN-yhteydenavauspyyntöjen generointi 
Ensimmäinen indikaatio hyökkäyksestä oli Network Activity -välilehdellä, joka tulvi lo-
kitietoja lähettäneen työaseman ja kohdepalvelimen väliltä (Kuvio 58). Tästä voitiin 
helposti yksilöidä hyökkäyksen tekijä sen sulkemista varten. STRM ei kuitenkaan ky-
ennyt tunnistamaan käytettävää sovellusta tai kohdeporttia, vaan ainoastaan proto-
kollaksi tunnistettiin TCP/IP. 
 
Kuvio 58. Network Activity -näkymä hyökkäyksen aikana 
Log Activity -välilehdeltä voitiin havaita PaloAlton palomuurin estäneen toistuvasti 
liikennettä edellä mainitulla IP-osoitevälillä (Kuvio 59). Herätteiden määrä oli näissä 
tapauksissa tuhansia, josta voitiin päätellä kyseessä olevan mahdollisesti hyökkäys. 
Lokitiedoista voidaan myös nähdä STRM:n sääntökoneen (Custom Rule Engine) luo-
neen lokitiedon toistuvista palomuuriestoista. Vakiona STRM käyttää tässä raja-ar-
vona 400 palomuuriestoa viiden minuutin sisällä, joissa lähde- ja kohdeosoite ovat 
samat. 
 
Kuvio 59. Log Activity -näkymä hyökkäyksen aikana 
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Dashboard-välilehdeltä voitiin havaita piikit Top Systems Attacked/Sourcing Attacks -
näkymissä. Piikit vastasivat IP-osoitteita, joiden välillä hyökkäys tapahtui. Lisäksi 
STRM:n sääntökone oli generoinut uuden uhkan (Excessive Firewall Denies) toistu-
vista palomuuriestoista Offenses-osioihin kuvion 60 mukaisesti. Dashboard-näkymät 
päivittyvät oletuksena minuutin välein, mutta havaitsin, että kaikki näkymät eivät 
aina lataudu automaattisesti. Tällöin näkymät sai ladattua uudestaan päivittämällä 
sivun selaimesta. 
 
Kuvio 60. Dashboard-näkymä hyökkäyksen aikana 
Tuplaklikkaamalla uhkaa, pääsi tarkastelemaan sitä tarkemmin. Analyysi näytti kym-
menen viimeisintä lokitietoa, jotka olivat liittyneet tähän hyökkäykseen. Samassa nä-
kymässä oli nähtävillä säännöt ja sääntöpinot, joihin kyseinen uhka liittyi. Valintanau-
halla olevasta Display-valikosta voitiin tarkastella uhkaa eri näkökulmista (Kuvio 61). 
Event -valinnan avulla voitiin tarkastella kaikkia uhkaan liittyviä syslog-lokitietoja ja 
Flows -valinnalla nähdään, mitkä tietovirrat ovat liittyneet uhkaan. Actions-valikosta 
uhkalle sai tehtyä erilaisia toimenpiteitä, kuten lisättyä muistiinpanoja ja lisättyä seu-
rattavien listalle. Yksi hyvä ominaisuus ryhmätyöskentelyä varten oli ”Assign”, jonka 
avulla uhka saatiin osoitettua tietylle käyttäjälle käyttäjätunnuksen perusteella. Tä-
män jälkeen uhka löytyi käyttäjän Dashboard välilehden My Offences -näkymästä. 
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Kuvio 61. Uhkaan liittyvät näkymät ja toiminnallisuudet 
Seuraavaksi muutettiin hyökkäyksen parametreja. Lähde-IP-osoite väärennettiin -a 
option avulla osoitteeksi 1.1.1.1. Kohdeportin numero määritettiin lisääntyväksi jo-
kaisella paketilla yhdellä luvusta 50 ylöspäin option -p ++50 avulla. Kuviosta 62 voi-
daan havaita, että keskeytyshetkellä muutaman minuutin jälkeen oli lähetetty jo yli 
600000 pakettia kohteeseen. 
 
Kuvio 62. TCP-SYN-liikenteen generointi kasvavalla porttinumerolla 
Nyt Log Activity -välilehdeltä voitiin havaita, että jokainen yksittäinen paketti oli luo-
nut kuvion 63 mukaisesti oman rivinsä, joka sisälsi ainoastaan yhden herätteen aikai-
semman tuhansien sijaan. Tästä voidaan nähdä, että syslog käsittelee jokaista eri 
kohde-porttinumeroa omana lokitietonaan, eikä pysty yhdistämään näitä. Tuloksien 
ensimmäisiltä riveiltä voidaan nähdä STRM:n tunnistaneen tämän hyökkäyksen port-
tiskannaukseksi. Raja-arvona käytetään oletuksena saman IP-osoitteen 400:n eri por-
tin skannausta kahden minuutin sisällä. Koska jokainen lähetetty paketti (~600000 
kpl) näkyi omana rivinään, ne tukkivat Log Activity -välilehden reaaliaikanäkymän 
muilta lokitiedoilta noin viidentoista minuutin ajaksi. Kyseiset lokit saatiin suodatet-
tua pois valitsemalla valintanauhalta Add Filter ja suodattamalla pois lokit esimerkiksi 
lähde-IP-osoitteen perusteella. 
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Kuvio 63. Log Activity -näkymä kasvavilla kohdeporttinumeroilla 
Offenses-välilehteä tarkastelemalla voidaan todeta edelliseen tapaan ilmestyneen 
”Excessive Firewall Denies” -uhkan. Tämän lisäksi uhkiin oli ilmestynyt verkkosivupal-
velimelta ulospäin, osoitteeseen 1.1.1.1 suuntautuva uhka ”IRC-Connection contai-
ning Chat”. Tarkempi lokitietojen analyysi osoittaa, että STRM on tunnistanut verkko-
sivupalvelimen yhteydenottovastaukset hyökkääjän väärentämään osoitteeseen 
1.1.1.1 IRC-palveluun liittyväksi uhaksi kuvion 64 mukaisesti. Tunnistus on tapahtu-
nut käytetyn 6667-portin perusteella. Tästä voidaan tehdä johtopäätös, että portti-
perusteiseen sovelluksen tunnistamiseen tai lähde-IP-osoitteeseen ei voida ikinä var-
muudella luottaa. Molemmat ovat helposti väärennettävissä ja hyökkääjä pyrkii täl-
laisilla keinoilla kiinnittämään kohteen huomion muualle. 
 
Kuvio 64. STRM:n IRC-palveluksi tunnistamaa haittaliikennettä 
5.8.2 Verkkoskannausten havainnointi 
Havainnointia testattiin seuraavaksi skannaamalla sitä nmap-sovelluksen graafisen 
käyttöliittymän, Zenmapin avulla. Nmap on tunnetuin työkalu tietoverkkojen skan-
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naamiseen. Zenmapin asetuksiin määritettiin intense scan, joka käy läpi kohteen tun-
netuimman TCP-portit ja yrittää selvittää, mitä käyttöjärjestelmää kohde käyttää 
sekä mitä palveluita kohteella mahdollisesti ajetaan. Target-kenttään määritetään 
skannauksen kohteena oleva IP-osoite kuvion 65 mukaisesti. 
 
Kuvio 65. Zenmap-skannaus 
Tulokset olivat lähes samanlaiset kuin hping3:n muuttuvalla portilla generoidulla lii-
kenteellä. Network Activity -välilehdeltä voitiin havaita kohdepalvelimen käyttävän 
NAT:ia (Network Address Translation). Kuviosta 66 nähdään, että ensin yhteys muo-
dostettiin palvelimen julkiseen osoitteeseen 91.208.45.20, jonka jälkeen NAT käänsi 
sen sisäverkon privaatiksi IP-osoitteeksi 10.10.10.20. 
 
Kuvio 66. Zenmap-skannauksen lokitiedot + NAT 
Skannauksesta ei muodostunut tällä kertaa uhkaa Offenses-välilehdelle. Tämä johtui 
siitä, että skannauksessa käytettävien pakettien määrä oli huomattavasti SYN-tulvi-
tusta pienempi, eivätkä STRM:n uhkissa käyttämät raja-arvot ylittyneet. Log Activity -
välilehdellä skannaus näkyi palomuuriestoina, mutta täälläkään ei näkynyt STRM:n 
luomia herätteitä. Voidaankin todeta, että STRM ei kykene tunnistamaan hyökkääjien 
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skannauksilla tekemiä urkintoja uhkiksi, mikäli skannaus tapahtuu alhaisella paketti-
määrällä ja määritetyt raja-arvot eivät ylity. 
5.9 Raportointi 
5.9.1 Yleistä 
Raportointiin liittyvät toiminnallisuudet oli keskitetty Reports-välilehden alle. STRM 
sisältää runsaasti valmiita raporttipohjia, joita voidaan tarvittaessa muokata vastaa-
maan paremmin käyttötarkoitusta. Raporttipohjia voidaan luoda myös itse manuaali-
sesti. Järjestelmä kategorisoi raportit aikavälin mukaan, jolloin raportit ajetaan, esi-
merkiksi päivittäisiin tai viikoittaisiin. 
STRM luo oletusasetuksilla päivittäin viisi eri raporttia liittyen käyttäjähallintaan sekä 
tietoturvaherätteisiin. Koska käyttäjäoikeuksiin liittyvään raporttiin ei tässä työssä ol-
lut tarvetta, se siirrettiin pois päivittäin ajettavien raporttien listalta. Tietoturvaherät-
teisiin liittyvät raportit olivat kuitenkin hyvin informatiivisia, joten ne jätettiin päivit-
täiseen ajoon. Raporttien ajoituksien muokkaus tapahtui Report-välilehdeltä. Kuvi-
ossa 67 on havainnollistettu raportit, jotka jätettiin päivittäiseen automaattiseen 
ajoon. Raporttien asetuksia voidaan muokata tuplaklikkaamalla muokattavaa raport-
tia. Ajetun raportin voi aukaista oikeasta reunasta ensin valitsemalla Generated Re-
ports -sarakkeessa olevasta alasvetovalikosta ajettavan raportin ajankohdan mukaan 
ja sen jälkeen painamalla Formats-sarakkeessa olevan tiedoston kuvaketta (alla PDF-
kuvake). 
 
Kuvio 67. Raporttien asetukset 
5.9.2 Valmiiden raporttipohjien käyttöönotto  
Valmiiden raporttipohjien käyttöönotto aloitettiin valitsemalla aikaväliksi päivä 
(Daily). Kaikki raporttipohjat saatiin näkyviin ottamalla ruksi pois valintanauhan Hide 
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Inactive Report -valinnasta. Tämän jälkeen valittiin valintanauhalta ryhmä, jonka ra-
porttipohjaa haluttiin käyttää. Tässä tapauksessa käytettiin All Firewalls / Routers 
Switches -ryhmää ja Denied Inbound Traffic by Port -raporttia. Halutun raporttipohjan 
rivi klikattiin aktiiviseksi ja valittiin valintanauhalta Actions -> Toggle Scheduling ku-
vion 68 mukaisesti.  
 
Kuvio 68. Raporttipohjien käyttöönotto 
Tämän jälkeen käyttöönotettu raporttipohja näkyi päivittäin ajettavien raporttien 
joukossa kuvion 69 mukaisesti. Käyttämättömät raportit saatiin tarvittaessa piilotet-
tua uudelleen Hide Inactive Reports -toiminnon avulla. 
 
Kuvio 69. Käyttöönotetut, päivittäin ajettavat raporttipohjat 
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5.9.3 Raporttipohjien luonti 
Omien raporttipohjien luonti tapahtui valitsemalla Report-välilehden valintanauhalta 
Actions -> Create, joka käynnistää Report Wizard -toiminnon. Aluksi määritettiin aika-
väli, jolla raporttia ajetaan. Oletuksena järjestelmä tarjosi ajettavan raporttia arkipäi-
visin kello 1.00 yöllä, joka tässä tapauksessa valittiin. Seuraavaksi valittiin Orienta-
tion-alasvetovalikosta raportin sivun suunta vaakatasoksi sekä ruuduista käytettävä 
ulkoasu. Ruutujaossa yksi ruutu vastaa käytännössä yhtä säiliötä (Container). Kuvion 
70 tapauksessa käytettiin raportilla kolmea säiliötä. 
 
Kuvio 70. Raportin säiliöasetteluvalinnat 
Tämän jälkeen määritettiin raportin nimi ja käytettävät kaaviot. Alasvetovalikosta va-
littiin tässä tapauksessa käytettäväksi Flows-valinta, josta päästiin siirtymään säiliön 
asetuksiin. Asetuksissa määritettiin siinä käytettävän kaavion nimi, tyyppi ja miltä vä-
liltä lokitiedot raportoitaisiin. Seuraavaksi voitiin valita aikaisemmin luotu haku, jonka 
perusteella kaavio luotiin. Haku ei voinut olla reaaliaikainen. Tässä tapauksessa valit-
tiin hakuasetukseksi kuvio 71 mukaisesti Top Talkers ja tallennettiin säiliön asetukset 
painamalla Save Container Details. 
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Kuvio 71. Raportin säiliön asetukset 
Samalla tavalla määritettiin myös kahden alemman säiliön asetukset. Alemmissa säili-
öissä käytettiin Events/Logs ja Top Offences -kaavioita ja raportin nimeksi annettiin 
Daily Security Report. Kuviosta 72 voidaan nähdä kaikkiin kolmeen säiliöön määritetyt 
kaaviot. 
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Kuvio 72. Raporttisäiliöt ja niihin asetetut kaaviot 
Tämän jälkeen voitiin tarkastella raportin ulkoasua ja palata sen perusteella teke-
mään tarvittavia muutoksia. Seuraavaksi määriteltiin tiedostomuoto, johon raportti 
haluttiin ajaa. Tässä tapauksessa käytettiin PDF-muotoa. Painamalla Next päästiin va-
litsemaan käyttäjät, joilla oli oikeus nähdä raportin sisältö sekä mahdolliset sähkö-
postiosoitteet, joihin raportti haluttiin toimittaa (Kuvio 73). Raportti määriteltiin 
tässä esimerkin vuoksi lähetettäväksi koulun sähköpostiosoitteeseen, mutta todelli-
suudessa sitä ei voitu todentaa, koska ympäristössä ei ollut tuolla hetkellä sähköpos-
tipalvelinta. 
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Kuvio 73. Raporttien käyttäjäasetukset ja toimittaminen sähköpostitse 
Lopuksi kirjoitettiin raportille kuvaus ja valittiin ryhmä, johon se kuului. Viimeiseltä 
yhteenveto-välilehdeltä painettiin Finish, jonka jälkeen luotu raportti ilmestyi päivit-
täisten raporttien näkymään.  
Raportin ulkoasu voitiin muokata vastaamaan JYVSECTEC-brändiä. Tämä tapahtui va-
litsemalla Reports-välilehdeltä vasemmasta reunasta Branding. Logoon valittava kuva 
haettiin Browse-valinnan kautta ja ladattiin STRM:ään Upload Image -painikkeella. 
Logo valittiin oletukseksi Set Default Report Logo -toiminnon avulla. Kuviossa 74 on 
lisätty JYVSECTEC-logo valittuna oletukseksi. 
 
Kuvio 74. JYVSECTEC-logon määrittäminen raporttipohjaan 
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Lopuksi ulkoasun vaihtuminen testattiin vaihtamalla edellä luodun Daily Security Re-
port -raportin logo-asetukseksi JYVSECTEC-logo ja ajamalla raportti manuaalisesti. 
Olemassa olevien raporttipohjien muokkaus tapahtui valitsemalla Reports-välilehden 
valintanauhalta Actions -> Edit. Raportointipohjien muokkauksessa käytetään samaa 
Wizard-toimintoa kuin pohjien luonnissa. Wizardin Specify Report Contents -ikku-
nasta, johon raportin säiliöt määritettiin aikaisemmin, vaihdettiin Logo-alasvetovali-
kosta valinnaksi jyvsectec_logo.png. Tämän jälkeen raportti ajettiin manuaalisesti 
klikkaamalla raportti aktiiviseksi ja valitsemalla valintanauhalta Actions -> Run Report. 
Kuviosta 75 voidaan havaita Daily Security Reportin tulostuneen oikein JYVSECTEC-
logolla. 
 
Kuvio 75. Luotu raportti JYVSECTEC-logolla 
  
87 
 
6 Tulokset  
Työn tuloksena STRM saatiin otettua käyttöön JYVSECTECin ympäristöön ja järjestel-
män asetukset muokattua vastaamaan tulevien kyberharjoituksien käyttötarpeita. 
Järjestelmän avulla harjoituksissa voidaan ylläpitää tietoverkon tilannekuvaa ja ha-
vainnoida sinne muodostuvia uhkia. STRM:n käyttötarkoituksen kannalta keskeisim-
mät toiminnallisuudet käytiin läpi ja raportoitiin toiveiden mukaisesti. Lisäksi kirjoi-
tettiin ohje, jonka avulla tietoverkot tunteva käyttäjä voi helposti aloittaa järjestel-
män käytön ja hyödyntää sen perustoimintoja. Ohjetta yksityiskohtaisemmat järjes-
telmän asetukset on kuvattu itse opinnäytetyön kappaleissa. 
Käyttöönottoon liittyvien testauksien tuloksena voitiin todeta, että STRM sopii hyvin 
verkon tietoturvan tilannekuvan muodostamiseen yleisellä tasolla. Järjestelmän toi-
minnallisuudet on jaettu loogisesti omille välilehdilleen ja peruskäytön oppiminen 
onnistuu nopeasti. STRM:n oletusasetukset on määritelty hyvin ja käyttöönotto on-
nistuu tarvittaessa vaivattomasti hyvin vähäisillä muutoksilla. Verkon segmentointi ja 
tunnistettujen laitteiden nimeäminen on yksinkertaista ja niiden avulla kerättävästä 
datasta saadaan huomattavasti informatiivisempaa. STRM generoi oletuksena run-
saasti erilaisia järjestelmäherätteitä, joista ainakin informatiiviset kannattaa suodat-
taa pois, jotta ne eivät peitä näkymää kerätyiltä, tärkeimmiltä lokitiedoilta tai vää-
ristä raportointia. 
Vastaanotettujen lokitietojen sisältö vaihtelee lokilähteiden mukaan. Joissakin ta-
pauksissa STRM kykenee tunnistamaan, minkä tyyppisestä herätteestä on kyse, kun 
taas toisinaan se tunnistaa ainoastaan milloin ja miltä laitteelta heräte on vastaan-
otettu. Tällöin informaatio täytyy poimia manuaalisesti herätteen hyötykuormasta 
RegEx-määritysten avulla. Näissä tapauksissa STRM ei kykene kategorisoimaan herät-
teitä automaattisesti tunnistettujen herätteiden tapaan, jolloin niitä ei voida hyödyn-
tää uhkien muodostamisessa oletussäännöillä. Lokitietonäkymien lisääminen ja 
muokkaus on tehty yksinkertaiseksi ja niissä voidaan hyödyntää aikaisemmin luotuja 
näkymiä. Kaikkia vastaanotettuja lokitietoja päästään helposti analysoimaan tarkem-
min tuplaklikkaamalla haluttua herätettä. 
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Koska toteutusympäristöä rakennettiin samaan aikaan opinnäytetyön teon aikana, 
aiheutti se joitakin haasteita lokilähteiden liittämisessä STRM-järjestelmään. STRM 
tunnistaa lokilähteet pääsääntöisesti automaattisesti ja kykenee ilmoittamaan käyt-
täjälle, jos jokin lokilähde lakkaa lähettämästä dataa. Lokilähteiden automaattinen 
tunnistaminen ja niiden lisääminen vaikuttaa hieman epäjohdonmukaiselta. NetFlow-
lokilähteet pitää käydä erikseen hyväksymässä käyttöön, kun taas syslog-lähteet il-
mestyvät automaattisesti lokilähteiden joukkoon. Windows-palvelimiin ja niistä vas-
taanotettavaan lokidataan liittyvät asetukset ovat taas huomattavasti muita palveli-
mia monimutkaisempia. Keskeinen osa lokilähteiden konfigurointia on toisilla lait-
teilla tehtävä konfiguraatio, joissa määritetään mitä lokitietoja STRM:lle välitetään, 
missä muodossa ja minkä protokollan avulla. Lisäksi lokitietojen välittämiseen käytet-
tävien protokollien liikennöiminen tulee sallia erikseen palomuurisäännöissä. 
STRM kykenee havainnoimaan selkeät poikkeamat verkkoliikennemassasta ja nosta-
maan ne esille käyttäjälle tarkempaa analyysiä varten. Parhaiten STRM havaitsee yk-
sittäisiin IP-osoitteisiin tai TCP/UDP-portteihin kohdistuneet hyökkäykset, kuten pal-
velunestohyökkäykset (DOS), joissa liikennemäärä on huomattavan suuri muuhun 
ympäristössä tapahtuvaan liikenteeseen nähden. Kehittyneimpiä hyökkäyksiä, joissa 
liikennemäärät ovat pieniä ja jotka kohdistuvat useisiin eri kohteisiin, on STRM:n 
avulla haastava havaita. Näissä tapauksissa voidaan tukeutua ulkoisen palomuurin 
IDS/IPS-järjestelmän lähettämään uhkadataan. 
STRM pystyy muokkaamaan dynaamisesti Dashboard-välilehden näkymää poik-
keamien mukaan. Tämä helpottaa käyttäjän havainnointia. Näkymät ovat suunniteltu 
loogisesti ja niiden tulkinta on selkeää. Lisäksi näkymistä päästään kätevästi tarkaste-
lemaan tarkemmin, mistä herätteistä on kyse. Dashboard-näkymät eivät kuitenkaan 
näytä laitteiden nimiä IP-osoitteiden sijaan, jonka vuoksi nimet joudutaan joko muis-
tamaan tai tarkistamaan erikseen tunnetuista laitteista Assets-välilehdeltä. Palomuu-
rin tunnistamaa sovellustietoa ei yhteensopivuusongelmista johtuen saatu tuotua 
STRM:lle, vaan sovelluksien tunnistaminen tapahtui STRM:ssä paikallisesti UDP/TCP-
porttien avulla. Tästä johtuen STRM saattaa luoda harhaanjohtavia uhkia, kuten 
työssä esitellyssä IRC-palveluun liittyvässä esimerkissä havaittiin. 
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Uhkien muodostaminen STRM:ssä on yksinkertaisten sääntöjen kuten tietyn portin 
tai IP-osoitteen perusteella helppoa, mutta monimutkaisempien sääntöjen määrittely 
building block -objektien avulla on haastavaa ja vaatii tarkempaa perehtymistä järjes-
telmän käyttöön. Oletusasetuksilla järjestelmän automaattisesti luomat uhkat eivät 
välttämättä ole relevantteja ja niitä oli usein tarpeen muokata. 
STRM:n raportointiominaisuudet ovat kattavat. Raporttipohjia on runsaasti saatavilla 
ja niitä voidaan helposti muokata käyttötarkoitukseen sopivaksi. Raporttien ulkoasu 
saadaan muokattua vastaamaan yrityksen tuotemerkkiä, joka mahdollistaa rapor-
tointitoiminnon sopivuuden tarvittaessa esimerkiksi ulkoiseen asiakasraportointiin. 
Järjestelmän heikkoutena voidaan pitää kykyä korreloida eri monitorointiprotokollilla 
vastaanotettuja herätteitä. Eri protokollien avulla kerätyn datan hallinta tuntui ole-
van ”siiloutunut”. Tämä näkyi erityyppisten lokitietojen yhdistämisen haasteina. Esi-
merkiksi tiettyä NetFlow-lokitietoja ei voida suoraan yhdistää järjestelmässä tiettyyn 
syslog-herätteeseen. Myöskään datamassan seasta manuaalisesti poimittuja herät-
teitä ei saada liitettyä aiemmin havaittuun uhkaan. 
Järjestelmän yhteensopivuus muiden valmistajien verkkolaitteiden kanssa vaihtelee 
tapauskohtaisesti. DSM-modulien avulla STRM pystyy vastaanottamaan lukuisien eri 
valmistajien laitteiden lähettämää lokidataa, mutta esimerkiksi olennaisen tiedon 
tunnistaminen, parsiminen ja kategorisointi onnistuvat vaihtelevasti. DSM:t päivitty-
vät järjestelmän automaattisten päivitysten myötä, joten ne on syytä pitää päällä 
tuotantoympäristöissä. Yleisesti voidaan todeta, että kaupallisten tuotteiden, kuten 
tässä työssä käytetyn PaloAlton kanssa yhteensopivuus on huomattavasti avoimeen 
lähdekoodiin perustuvia tuotteita, kuten pfSenseä, parempi. 
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7 Yhteenveto 
7.1 Pohdinta 
Projekti aloitettiin joulukuussa 2014 ennen talviloman alkua aiheeseen tutustumi-
sella. Vankan teoriapohjan luomiseksi aiheeseen liittyvää kirjallisuutta, artikkeleja ja 
ajankohtaisia uutisia tuli luettua huomattava määrä. Pyrin siihen, että kirjoitan sa-
malla olennaiset kohdat lukemistani teksteistä ylös. Lukemisesta oli merkittävä etu 
myöhemmin käytännön toteutuksen yhteydessä. Aloitin kirjoitusprosessin joululo-
man aikana, jolloin sain valmiiksi suurimman osan työn teoriaosuuksista. Kirjoittamis-
prosessi oli mielestäni suhteellisen helppo, koska sitä oli harjoiteltu aikaisemmissa 
harjoitustöissä. Ajankohtaisista tietoturvauutisista kirjoitettavat osuudet oli tarkoitus 
kirjoittaa lähempänä työn valmistumista, jotta uutiset olisivat mahdollisimman tuo-
reita.  
STRM-järjestelmään liittyvää materiaalia oli hyvin rajoitetusti saatavilla, eikä käytän-
nön toteutuksista juurikaan ollut esimerkkejä, joten aihetta voidaan pitää melko 
haastavana. Käytännössä kaikki järjestelmään liittyvä materiaali oli englanniksi. Kes-
keisimpinä materiaaleina järjestelmään tutustumisen apuna käytettiinkin Juniperin 
omia STRM:n käyttöohjeita.  
Toteutusympäristö saatiin käyttöön tammikuun 2015 lopulla, jolloin pääsin ensim-
mäistä kertaa tutustumaan järjestelmään käytännössä. Olin aikaisemmin tutustunut 
lukemalla järjestelmän ominaisuuksiin, joten käyttö onnistui melko nopeasti. Toimin-
not saatiin käytyä suunnitellusti läpi ja niiden toiminta testattua käytännössä. Keskei-
sessä osassa käytännön toteutusta oli myös ulkoisten lokilähteiden konfiguroiminen, 
jotta ne saatiin lähettämään lokitietoja STRM:lle. Työssä pääsi tutustumaan STRM:n 
lisäksi eri palomuuritoteutuksiin, joihin toteutettiin tarvittavia palomuurisääntöjä lo-
kiliikenteen sallimiseksi. Lisäksi perehdyttiin muun muassa Windows- ja DNS-palveli-
mien lokitietoihin liittyvään konfiguraatioon. 
Koulutusohjelman aikaisemmilta kursseilta sekä teoriaosuuksista hankittu tieto-
verkko-osaaminen oli lähes välttämätön järjestelmän käyttöönotossa. Työn kautta 
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pystyn myös arvioimaan omaa kehitystäni tietoverkkotekniikan koulutusohjelman ai-
kana. Toteutusympäristössä oli kattavasti aiheita usealta koulutusohjelman osa-alu-
eelta, kuten tietoturvasta, palvelimista, verkkotekniikoista sekä eri käyttöjärjestel-
mistä. Hankitun osaamisen avulla voisin tehdä vastaavan käyttöönoton mihin ta-
hansa tietoverkkoihin liittyvään järjestelmään. 
Opinnäytetyö saatiin valmiiksi ajallaan kevään 2015 aikana. Pidän työtä kokonaisuu-
tena onnistuneena ja uskon siitä olevan hyötyä jatkossa sekä toimeksiantajalle että 
järjestelmää käyttäville henkilöille. 
7.2 Jatkokehitys ja parannusehdotukset 
Järjestelmän käyttöönottoa voitaisiin laajentaa vielä huomattavasti lisäämällä erilai-
sia lokilähteitä ja tarkastelemalla niiden lähettämien lokitietojen keskinäisiä korre-
laatioita. WinCollect Agent -sovelluksen käyttöönoton avulla Windows-perusteiset 
lokitiedot voitaisiin tuoda syslog-protokollan sijaan STRM:lle Windowsin omina loki-
tietoina. Tämän avulla ne saataisiin tarkemmin kategorisoitua, joka parantaisi uhkien 
havainnointikykyä. 
Harjoituksissa kaikille käyttäjille kannattaisi luoda omat tunnukset STRM:lle, jolloin 
järjestelmää käyttävän ryhmän resursseja voitaisiin tehokkaasti hyödyntää esimer-
kiksi allokoimalla havaittuja uhkia käyttäjien kesken. Opinnäytetyön toteutuksessa 
käytettiin pääosin ainoastaan Admin-käyttäjää. 
STRM:n todellista suorituskykyä lokien käsittelyyn liittyen oli haastava testata muuta-
man työaseman ja palvelimen voimin. Tämä pitäisi päästä testaamaan oikeassa tuo-
tantoympäristössä, jossa laitteita on satoja tai tuhansia. 
Erilaisten uhkien havainnointiin voisi perehtyä jatkossa tarkemmin. Koska opinnäyte-
työ keskittyi käyttöönottoon, esimerkiksi järjestelmän kykyä kehittyneempien APT 
(Advanced Persistent Threat) tyyppisten hyökkäyksien havainnointiin, ei tässä työssä 
tarkemmin testattu. 
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Liite 2. Admin-toimintojen kuvaukset 
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Backup and Recovery Järjestelmän varmuuskopiointi ja pa-lauttaminen 
Varmuuskopiointien muokkaus (li-
säys, muokkaus, poisto), varmuus-
kopiointien ajastaminen 
Console Hallintakonsolin asetuksien määrittä-minen Hallintakonsolin asetukset 
Global System Notifi-
cations 
Yleisiin järjestelmäviestien asetuksien 
määrittäminen 
Järjestelmäviesteihin liittyvät raja-
arvot, parametrit ja viestit 
Index Management Tietokantojen indeksointi Indeksoitavat tietokannat ja niihin liittyvät attribuutit 
Aggregated Data Mana-
gement 
Datan yhdistämisen (Aggregation) hal-
linta suorituskyvyn parantamiseksi. 
Datan yhdistämistä käytetään esimer-
kiksi kaavioissa ja raporteissa 
Datan yhdistämiseen liittyvien nä-
kymien asetukset 
Network Hierarchy Verkkotopologian havainnollistaminen Verkkosegmenttien (järjestelmässä ryhmien) ja verkkojen konfigurointi 
System and License Ma-
nangement Järjestelmän lisenssienhallinta 
Lisenssien päivittäminen, lisenssien 
vienti ulkoiseen järjestelmään ja li-
sensseihin liittyvät attribuutit 
System Settings Järjestelmäasetuksien määrittäminen 
Järjestelmään, tietokantoihin ja 
monitorointiprotokolliin liittyvät 
asetukset 
Custom Offence Close 
Reasons 
Häiriöiden sulkemiseen liittyvien syi-
den määrittäminen 
Häiriöiden sulkemiseen liittyvien 
syiden muokkaus (lisäys, muok-
kaus, poisto) 
Store and Forward Tiedon tallentamisen ajastaminen Event Collectorilta Event -prosessorille 
Tiedon ajastamiseen liittyvät ase-
tukset 
Reference Set Manage-
ment 
Valtuudettoman pääsyn estäminen 
tunnettujen viitteiden (esim. IP-osoit-
teen) avulla. 
Viitelistojen hallintaan liittyvät ase-
tukset 
Forwarding Destinati-
ons 
Lokitietojen välittäminen toiselle lait-
teelle 
Lokitietojen välittämiseen liittyvät 
asetukset 
Routing rules Lokitukseen liittyvien reitityssääntöjen määrittäminen 
Sääntöjen luonti, muokkaus ja 
poisto 
User Management 
Users Käyttäjähallinta Käyttäjien muokkaus  
User Roles Käyttäjäroolien ja niihin liittyvien oi-keuksien määrittäminen 
Käyttäjäroolit ja niihin liittyvät oi-
keudet 
Security Profiles Turvaprofiilien määrittäminen Turvaprofiilit ja niihin liittyvät ase-tukset 
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Authentication Tunnistautumistavan määrittäminen Tunnistautuminen (Radius, Tacacs, AD, LDAP) 
Authorized Services Valtuutuspalveluiden määrittäminen kolmansille osapuolille 
Valtuuspalveluiden muokkaus ja 
niihin liittyvät attribuutit 
Data Sources 
Events 
WinCollect Lokilähteiden hallinta Windows-poh-jaisiin herätteisiin 
Agenttien asetukset, lokien keräyk-
sen aikataulutus 
Log Sources Lokilähteiden hallinta herätteisiin Lokilähteiden asetukset 
Log Source Extensions Virheellisten tai puutteellisten herät-teiden tunnistaminen 
Tunnistamiseen liittyvien paramet-
rien asetukset 
Log Source Groups Lokilähteiden ryhmittely Lokilähteiden ryhmittelyyn liittyvät asetukset 
Log Source Parsing Or-
dering 
Lokilähteiden lähettämän informaa-
tion parsimisjärjestyksen määrittämi-
nen 
Parsimisjärjestykseen liittyvät ase-
tukset 
Custom Event Proper-
ties 
Normalisoimattomien herätteiden tar-
kastelu 
Lokitietojen haku, selailu ja rapor-
tointi 
Event Retention Herätteiden säilyttämiseen liittyvien vaatimuksien määrittäminen 
Herätteiden säilytykseen liittyvät 
asetukset 
Flows 
Flow Sources Tietovirtoihin liittyvä lokilähteiden hal-linta 
Lokilähteiden hallintaan liittyvät 
asetukset 
Flow Sources Aliases Kutsumanimien (alias) määrittäminen tietovirtojen lokilähteille Kutsumanimien (alias) asetukset 
Custom Flow Properties Normalisoimattomien tietovirtojen tarkastelu 
Lokitietojen haku, selailu ja rapor-
tointi 
Flow Retention Tietovirtojen säilyttämiseen liittyvien vaatimuksien määrittäminen 
Tietovirtojen säilytykseen liittyvät 
asetukset 
Vulnerability 
VA Scanners Kolmannen osapuolen verkkoskanne-reiden määrittäminen 
Skannereiden määrittämiseen liit-
tyvät asetukset 
Schedule VA Scanners 
Kolmannen osapuolen verkkoskanne-
reiden etäskannauksien aikataulutta-
minen 
Aikatauluttamiseen liittyvät asetuk-
set 
Remote Networks and Services Configuration 
Remote Networks 
Tunnettujen verkkojen määrittäminen 
ja profiloiminen (esim. heräte -ja tie-
tovirtadatan yhdistämiseksi) 
Tunnettuihin verkkoihin liittyvät 
asetukset 
Remote Services 
Tunnettujen palveluiden määrittämi-
nen ja profiloiminen (esim. heräte -ja 
tietovirtadatan yhdistämiseksi) 
Tunnettuihin palveluihin liittyvät 
asetukset 
 
