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Abstract
For a given extended regular expression e we construct an equational representation of an
alternating nite automaton accepting the language denoted by e. For star-free extended regular
expressions the construction yields a loop-free alternating nite automaton. Also the inclusion in
the opposite direction holds and, thus, we obtain a new characterization for the class of star-free
languages. c© 2000 Elsevier Science B.V. All rights reserved
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1. Introduction
Alternating nite automata (AFA), or Boolean automata, are a natural generaliza-
tion of nondeterministic automata which provide a succinct representation for regular
languages. This model was rst considered in [4, 3], since then much work has been
done on alternating (nite) automata, see e.g., [5, 7{11, 16].
Systems of language equations can be used as a convenient and intuitively clear
representation for alternating nite automata [3, 6, 10, 11, 16]. In this paper we present
a recursive construction that, for a given extended regular expression e, produces an
equational representation Eqr(e) of an AFA that recognizes the language denoted by
e. Extended regular expressions allow the use of complementation and intersection in
addition to the operations employed by the standard regular expressions.
A regular language is said to be star-free [12, 16] if it can be denoted by an extended
regular expression without -operators. The star-free languages form the lowest level
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of the extended star-height hierarchy. It is known that there exist regular languages
that are not star-free but it remains an open problem whether there exist languages
having extended star-height greater than one [2, 16]. An interesting characterization of
star-freeness in terms of the noncounting property was given by Schutzenberger in
1965. A set S  is said to be noncounting if there exists an integer n>0 such that
for all x; y; z 2 , xynz 2 S if and only if xyn+1z 2 S. The characterization theorem
of Schutzenberger [14, 15] states that a regular language is star-free if and only if it
is noncounting. Meyer [13] showed that the family of group-free regular languages
consists of exactly the star-free languages.
In this paper, we obtain a new characterization for the family of star-free languages
in terms of loop-free alternating nite automata. Intuitively, an AFA A is said to be
loop-free if there is a total order 6 on the state set of A such that any state p does not
depend on any state q where q6p. We establish that if e is a star-free extended regular
expression then the corresponding system of equations Eqr(e) represents a loop-free
AFA. Also the converse inclusion holds and, thus, the loop-free AFA dene exactly
the family of star-free languages.
2. Preliminaries
Here we briey recall the denitions of extended regular expressions and alternating
nite automata. For a more detailed presentation and examples the reader is referred
to [16].
The set of nite words over an alphabet  is  and  stands for the empty word.
For L, L is the complement of L with respect to . The cardinality of a nite
set A is jAj. We denote the set of non-negative integers by N0.
The set of extended regular expressions E over an alphabet  is the smallest subset
of ( [ f; ;;+; ; ;:;\; (; )g) that satises the following conditions:
(i)  [ f; ;gE.
(ii) If e1; e2 2 E then also (e1 + e2); (e1 \ e2); (e1  e2); (:e1) and (e1 ) belong to E.
An expression e 2 E is star-free if e does not contain any occurrence of the operator
. The set of star-free extended regular expressions over  is denoted Estar-free . The
language denoted by an extended regular expression e 2 E, L(e), is dened inductively
as follows:
(i) L(;) = ;, L() = fg, and L(a) = fag for a 2 .
(ii) Let e1; e2 2 . Then L((e1 + e2)) = L(e1) [ L(e2), L((e1 \ e2)) = L(e1) \ L(e2),
L((e1  e2)) = L(e1)L(e2), L((e1 )) = L(e1), and L((:e1)) = L(e1).
We assume that the binary operators have precedence in the order +;\;  from lowest
to highest and the unary operators are applied before the binary operators. A pair of
parentheses may be omitted whenever the omission would not cause confusion. Also,
often we do not write the symbol  denoting catenation in regular expressions.
Note that the above denition of extended regular expressions is not minimal be-
cause the omission of, for instance, the empty set and the intersection operation would
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not change the family of languages dened by the (star-free) extended regular
expressions.
Alternating nite automata, AFA, are an extension of nondeterministic nite au-
tomata. Informally, the operation of an AFA can be described as follows. When the
automaton reads an input symbol a in a given state q, it will activate all states of
the automaton to work on the remaining part of the input in parallel. Once the states
have completed their tasks, q will compute its value by applying a Boolean function
to the results obtained and pass on the resulting value to the state by which it was
activated. A word w is accepted if the starting state computes the value of 1 and it is
rejected otherwise. Below we briey recall the denition of AFA and their equational
representation. For more details see [4, 7, 16].
We denote by the symbol B the two-element Boolean algebra B=(f0; 1g;_;^;:; 0; 1).
Let Q be a nite set. Then BQ is the set of all mappings of Q into B. Note that u 2 BQ
can be considered as a vector of jQj entries, indexed by elements of Q, with each entry
being from B. For u 2 BQ and q 2 Q, we write uq to denote the image of q under u.
An alternating nite automaton (AFA) is a quintuple A = (Q;; s; F; g) where Q is
the nite set of states,  is the input alphabet, s 2 Q is the starting state, F Q is
the set of nal states, and g is a function from Q into the set of all functions from
 BQ into B.
Note that for each state q 2 Q, g(q) is a function from   BQ into B, which we
will denote by gq in the sequel. For each state q 2 Q and a 2 , we dene gq(a) to
be the Boolean function BQ ! B such that
gq(a)(u) = gq(a; u); u 2 BQ:
Thus, for u 2 BQ, the value of gq(a)(u), also gq(a; u), is either 1 or 0.
We dene the function gQ :   BQ ! BQ by putting together the jQj functions
gq :   BQ ! B, q 2 Q, as follows. For a 2  and u; v 2 BQ, gQ(a; u) = v if and
only if gq(a; u) = vq for each q 2 Q. For convenience, we will write g(a; u) instead of
gQ(a; u) in the following.
The characteristic vector of F , f 2 BQ, is dened by the condition
fq = 1 () q 2 F:
We extend g to a function of Q into the set of all functions BQ ! B as follows:
gq(w; u) =

uq if w = ;
gq(a; g(w0; u)) if w = aw0 with a 2  and w0 2 ;
where w 2  and u 2 BQ.
A word w 2  is accepted by A if and only if gs(w;f) = 1, where s is the starting
state and f is the characteristic vector of F . The language accepted by A is the set
L(A) = fw 2  j gs(w;f) = 1g:
170 K. Salomaa, S. Yu / Theoretical Computer Science 234 (2000) 167{176
Example 2.1. We dene an AFA A = (Q;; s; F; g) where Q = fq0; q1; q2g,  = fa; bg,
s = q0, F = fq2g, and g is given by
State a b
q0 q1 ^ q2 0
q1 q2 q1 ^ q2
q2 :(q1) ^ q2 q1 _ :(q2)
Let w = aba. Then w is accepted by the AFA A as follows:
gq0 (aba; f) = gq1 (ba; f) ^ gq2 (ba; f)
= (gq1 (a; f) ^ gq2 (a; f)) ^ (gq1 (a; f) _ :gq2 (a; f))
= (gq2 (; f) ^ (:gq1 (; f) ^ gq2 (; f))) ^ (gq2 (; f)
_:(:gq1 (; f) ^ gq2 (; f)))
= (fq2 ^ (:fq1 ^ fq2 )) ^ (fq2 _ :(:fq1 ^ fq2 ))
= (1 ^ (:0 ^ 1)) ^ (1 _ :(:0 ^ 1)) = 1:
Each AFA A = (Q;; s; F; g) can be represented by a system of language equations




a  gq(a; X ) + q; q 2 Q; (1)
where X is a vector of jQj variables Xq indexed by the states q 2 Q, and
q =

 if q 2 F;
0 otherwise;
for each q 2 Q. Note that all terms of the form a 0; a 2 , can be omitted. The system
of equations (1) is called the equational representation of A, and the equation having
Xq (q 2 Q) as its left side is called the equation for Xq. The system of equations
below is the equational representation of the AFA A given in Example 2.1:
X0 = a  (X1 ^ X2) + b  0;
X1 = a  X2 + b  (X1 ^ X2);
X2 = a  (:(X1) ^ X2) + b  (X1 _ :(X2)) + :
Above a variable Xi corresponds to the state qi; 06i62; and  appearing in the third
equation species that q2 is a nal state.
The following results are known.
Theorem 2.1 (Brzozowski [3]). Any system of language equations of the form (1) has
a unique solution for each Xq; q 2 Q. Furthermore; the solution for each Xq is regular.
Theorem 2.2 (Fellah [6]). Let A be an AFA and E the equational representation of
A. Let s be the starting state of A. Then the solution for Xs in E is exactly the
language accepted by A.
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3. Loop-free alternating nite automata
Informally, an alternating nite automaton is said to be loop-free if any future value
of a given state does not depend on the current value of the state. We show that an
arbitrary loop-free AFA always accepts a star-free language, this is the easy part of
our characterization result.
Let A = (Q;; s; F; g) be an AFA and E its equational presentation as given in (1).
We say that a state q 2 Q (directly) depends on a state p if in the Eq. (1), for some
a 2 , the function gq(a; X ) depends on Xp. That is, for some values of the variables
the function gets dierent values when Xp gets the values 0 and 1. We denote by
!(Q  Q) the binary relation \q depends on p". The automaton A is said to be
loop-free if the transitive closure of ! is irreexive, i.e., if for all q 2 Q we have
(q; q) 62 !+.
Clearly, the AFA A is loop-free if and only if there is a total order 6 on the states
of Q such that any variable Xq does not depend on a variable Xp where p6q. This
observation will be used in the proof of the below result.
Theorem 3.1. For a given loop-free AFA A; we can construct a star-free extended
regular expression e such that L(e) = L(A).
Proof. Consider a loop-free AFA A = (Q;; s; F; g) and let E be its equational repre-
sentation (1). We denote the state set of A as f0; 1; : : : ; ng where 0 denotes the starting
state. Without loss of generality, we can assume that
a state i does not depend on any state j where j6i: (2)
The vector of variables used in the equations of E is X = (X0; : : : ; Xn). By (2), we can
assume that for any i 2 f0; : : : ; ng, the Boolean functions gi(a; X ); a 2 , (occurring
in the the equation for Xi) do not contain any variable Xj as an argument where
j6i. In particular, this implies that gn(a; X ) is a constant for each a 2  and from
the right side of the equation for Xn we directly obtain a star-free extended regular
expression en denoting the regular language that is the unique solution for Xn in E. Let
i 2 f0; : : : ; n− 1g and assume that for each j, i < j6n, we have a star-free extended
regular expression ej such that L(ej) is the solution for Xj in E. Consider the equation




a  gi(a; X ) + i: (3)
By (2), the functions gi(a; X ); a 2 , have only variables Xj; i < j6n, and constants
0 and 1 as arguments. From the right side of (3), by substituting ej for Xj; i < j6n;
; for the constant 0 and :(;) for 1 we obtain a star-free extended regular expression
denoting the solution for Xi. Thus the solution for X0 can be denoted by a star-free
expression and the claim follows by Theorem 2.2.
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4. Construction of the equational representation
Here we will prove the second part of our characterization result for star-free lan-
guages. For a given extended regular expression e, we construct an equational repre-
sentation Eqr(e) of an AFA accepting the language L(e). Furthermore, if e is star-free
then Eqr(e) represents a loop-free automaton. The interesting part of the construction
is how a loop-free alternating automaton can handle the catenation of arbitrary star-free
languages. To solve this diculty, we use a recursive construction where at each step
the AFA \cuts o" pieces of length one from the extended regular expression.
Let  be an alphabet. We dene, for each a 2 , a function Da : E ! 2∗ by
Da(e) = fx 2  j ax 2 L(e)g:
Here, Da(e) is a restricted version of Brzozowski’s derivatives of extended regular
expressions [1]. We also denote, for e 2 E,
^(e) =

 if  2 L(e);
; if  62 L(e):
Let e1; e2 2 E and a 2 . The following equalities are clear:
(i) Da(;) = ;;
(ii) Da() = ;;
(iii) Da(a  e1) = L(e1);
(iv) Da(b  e1) = ;, for b 2  and b 6= a;
(v) Da(e1 + e2) = Da(e1) [ Da(e2);
(vi) Da(e1 \ e2) = Da(e1) \ Da(e2);
(vii) Da(:e) = Da(e);
(viii) Da(e1  e2) = Da(e1)L(e2) [ ^(e1)Da(e2);
(ix) Da(e1 ) = Da(e1)L(e

1 ).
Above (iii) and (iv) are, in fact, special cases of (viii).
Following the above denition, we dene an operation a : E ! E such that
Da(e) = L(a(e)) for all e 2 E: (4)
For a; b 2 ; a 6= b, and e1; e2 2 E,
(i) a(;) = ;;
(ii) a() = ;;
(iii) a(a  e1) = e1;
(iv) a(b  e1) = ;;
(v) a(e1 + e2) = a(e1) + a(e2);
(vi) a(e1 \ e2) = a(e1) \ a(e2);
(vii) a(:e1) = :(a(e1));
(viii) a(e1  e2) = a(e1)e2 + ^(e1)a(e2);
(ix) a(e1 ) = a(e1)e

1 .
Note that, in the denitions for Da and a, the last cases are not needed when consid-
ering only star-free expressions.
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Below we construct, for a given star-free extended regular expression e, an equational
representation Eqr(e) of a loop-free AFA accepting the language L(e). In the equational
representation Eqr(e) the variable corresponding to the starting state of the automaton
is denoted as Xe. The system of equations Eqr(e) is dened recursively as follows:
(a) If e = ;, then Eqr(e) = fXe =
P
a2a  0g:
(b) If e = , then Eqr(e) = fXe =
P
a2a  0 + g:
(c) If e = a for some a 2 , then Eqr(e) = fXe = a  Xg [ Eqr():















































a(e1)  e2 if e1 6=; and e1 6=;




a(e2) if ^(e1) = ;
; otherwise.
We show that for each e 2 Estar-free , Eqr(e) is constructed in a nite number of steps, i.e.,
that the above recursive denition does not contain loops. Note that Eqr(e) is dened
specically on the regular expression e, and not on the corresponding language. Thus
in the above recursive denition one is not allowed, for instance, to replace e with
  e.
Consider a size measure #s : Estar-free −! N0 that counts the number of symbols of
 and the number of operators +;\; , and : in a star-free expression. A function #s
can be dened recursively as follows:
 #s(;) = #s() = 0 and #s(a) = 1 for each a 2 .
Let e1; e2 2 Estar-free and  2 f+; ;\g. Then
 #s(e1  e2) = #s(e1) + #s(e2) + 1, and
 #s(:e1) = #s(e1) + 1.
In each of the cases (d){(g) in the denition of Eqr(e), it is easy to verify that if
Eqr(e0) appears in the right side of the equation dening Eqr(e) then #s(e0) < #s(e).
It follows that Eqr(e) is always well-dened.
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From the recursive denition it is seen immediately that the system of equations
Eqr(e) represents a loop-free alternating automaton for all e 2 Estar-free . In cases
(a){(c), Eqr(e) has clearly the intended solution. By (4), it follows that if the systems
of equations Eqr(e0) appearing in the right side of the equation dening Eqr(e) in one
of the cases (d){(g) have the intended solution then the solution for Xe in Eqr(e) is
L(e). Thus by induction on the structure of a star-free extended regular expression we
can prove the following theorem.
Theorem 4.1. For each star-free extended regular expression e 2 Estar-free ; we can
construct a loop-free AFA A such that L(A) = L(e).
Combining Theorems 3.1 and 4.1 we have:
Corollary 4.1. The loop-free alternating nite automata accept exactly the star-free
languages.
It turns out that, using equation (ix) of the denition of the functions a, we can
extend the above construction to produce the equational representation Eqr(e) of an
AFA equivalent to a given arbitrary extended regular expression e 2 E (containing
also -operators). Naturally, in the general case, the corresponding AFA will not be
loop-free. The construction relies on the result below from [1], which is a variant of
the well-known Myhill-Nerode Theorem [16].
For e 2 E, we dene the set of derivatives of e as
Der(e) = fDa1 (   (Dak (e))   ) j k>0; a1; : : : ; ak 2 g:
Theorem 4.2 (Brzozowski [1, Theorem 4.3]). For each e 2 E;Der (e) consists of
only a nite number of distinct subsets of .
Actually [1] proves even the following stronger result. We say that extended regular
expressions e1; e2 2 E are similar if e1 can be transformed into e2 using the com-
mutative, associative and idempotent identities of the operator + (i.e., the identities
x + y = y + x, x + (y + z) = (x + y) + z, x + x = x). If e1 and e2 are not similar,
they are said to be dissimilar.
Theorem 4.3 (Brzozowski [1, Theorem 5.2]). Assume that e2E and e does not con-
tain the intersection operator. (Since f+;:g is a complete set of Boolean connectives;
an arbitrary expression can be easily transformed into an equivalent form that does
not contain the operator \:) Then the set
fa1 (   (ak (e))   ) j k>0; a1; : : : ; ak 2 g
contains only a nite number of expressions that are pairwise dissimilar.
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We can extend the denition of Eqr() for arbitrary extended regular expressions as
follows. In addition to the recursive denition given in (a){(g) above, we dene











Note that now the recursive denition is not compatible with the size measure since
#s(a(e) e)> #s(e), (where #s is extended to count also the operators ). However,
we can establish that the recursion terminates also in the general case as follows. Us-
ing the rule (g) iteratively, we see that Eqr(a(e)  e) depends only on the equational
representations of expressions of the form a1 (   (ak (e))   )e; k>0; a1; : : : ; ak 2 .
We can identify the equational representations for regular expressions that denote the
same language () and equivalence of expressions can be eectively decided. Al-
ternatively, we can determine only whether the expressions are similar. This is easier,
but a given expression may have much more dissimilar derivatives than derivatives
that denote distinct languages. Thus by Theorem 4.2 (or Theorem 4.3), the recursion
stops after a nite number of steps and we have the following result which gives a
canonical way to construct an AFA equivalent to a given extended regular expression.
Theorem 4.4. For any e 2 E; the equational representation Eqr(e) is well-dened;
i.e.; it consists of a nite set of equations. Furthermore; the AFA represented by the
equational system Eqr(e) accepts the language L(e).
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