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We are interested in the following function: 
Q(t) = infxERn [CX(AX - > b x - > 01 
where 
- 
Thus Q: R" + R = [ - m  +a] with N = (n + 1 ) (m + 1 ) - 1 . The two 
following closed-convex-polyhedron-valued multifunctions 
and 
play an important role in what follows; they correspond respec- 
tively to the set of primal and dual feasible solutions associated 
with  t h e  l i n e a r  program d e f i n i n g  Q. The func t ion  Q i s  f i n i t e  
when both K and D a r e  nonempty, i f  K ( t )  = pl but  D ( t )  $ pl then  
Q(t )  = and i f  D ( t )  = pl bu t  K ( t )  # pl then  Q(t )  = -a; i f  bo th  
K ( t )  = D ( t )  = pl then  l e t  us accep t  t h e  convent ion t h a t  Q ( t )  = a. 
Let  
denote  t h e  s e t  on which Q i s  f i n i t e .  
1 .  PROPOSITION. The m u Z t i f u n c t i o n s  K and D are  upper semi-  
c o n t i n u o u s ,  i . e . ,  i f  
V V t = l i m t  , x =  l i m x V  a n d x  E K ( ~ ' )  
v+=J V+O0 
t h e n  x  E K ( t)  , and i f  
V V V t = l i m t  , y = l i m y  a n d y   ED(^') 
v+* V'=' 
t h e n  y  E D ( t)  .
PROOF. I t  c l e a r l y  s u f f i c e s  t o  prove t h e  a s s e r t i o n  f o r  e i t h e r  
V K o r  D. Suppose t h a t  f o r  v = 1 , .  . . , K ( t  ) # pl and t = l i m V t v .  
Then xv E ~ ( t ' )  imp l i e s  t h a t  A"X' - > bV and xV - > 0. S ince  by 
hypothes i s  (A' - A )  . 0  , (bv  - b) +ll.li V 0  and x  - x  11  0  , 
it fo l lows  t h a t  A x  - > b and x  - > 0,  which y i e l d s  x  E K ( t )  # pl. 
d o t e  t h a t  t h e  above shows a l s o  t h a t  T i s  c losed .  In  g e n e r a l ,  
K and D a r e  n o t  c o n t i n u o u s ,  i . e . ,  they  a r e  no t  Zower semicon t inuous ,  
by which one means t h a t  i f  t = l i m  tV and i f  x  E K ( t )  , t h e r e  
V 
V 
e x i s t  xV E K ( t  ) such t h a t  x  = l imVxV,  and i f  y  E D ( t ) ,  t h e r e  
V 
e x i s t  y V  E ~ ( t ' )  such t h a t  y  = l imvy . For example, cons ide r  
tV = (c ,  = v , bV = V - I )  w i th  t = (c ,  A = 0,  b  = 0 ) .  Then 
K ( t )  = R+ bu t  f o r  a l l  v ,  ~ ( t ' )  = [ l , m ( ;  t h e  p o i n t  1 / 2  E K ( t )  can 
V 
n o t  be reached by any sequence (x  , v = 1 ,  . . . ) with  xv E [ 1 , m ( .  
La te r  we s h a l l  g i v e  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  lower semi- 
c o n t i n u i t y  of K and D l  t h a t  i n  view of  t h e  nex t  theorem a l s o  
y i e l d  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  c o n t i n u i t y  of Q .  
2 .  THEOREM. Suppose t h e  m u l t i f u n c t i o n s  K and D a r e  c o n t i n u o u s  
on  T C T. Then Q i s  c o n t i n u o u s  on T .  
PROOF. I f  ( c ,A,b)  = t E T C T ,  t h e n  bo th  R ( t )  and D ( t )  a r e  non- 
empty, and t h e r e  e x i s t  x  E K ( t)  and y  E D ( t )  such t h a t  
a s  f o l l ows  from t h e  d u a l i t y  theorem f o r  l i n e a r  programs. S ince  
K and D a r e  lower semicont inuous  a t  t ,  f o r  any sequence 
v i n  T wi th  t = l i m  t , t h e r e  e x i s t  {xV E K ( t V )  , v = 1 , .  . . )  and 
v V v {YV E D ( tV) , v = 1 , .  . . 1  such t h a t  x  = l i r n  x  and y  = l i r n  y  . 
V v 
Moreover, w e  have t h a t  f o r  a11  v ,  
From t h i s  it fo l l ows  t h a t  
V v 




Q (t)  = yb = l i m  yVbV - z l i m  i n £  Q ( tv)  
V'C" V'C" 
which t o g e t h e r  y i e l d  t h e  c o n t i n u i t y  of  Q a t  t. 
I n  t h e  remainder of t h i s  s h o r t  n o t e  w e  g i v e  some s u f f i c i e n t  
c o n d i t i o n s  f o r  t h e  lower s emicon t inu i t y  o f  t h e  convex-polyhedron- 
va lued  m u l t i f u n c t i o n s  K and D. 
3 .  PROPOSITIOI\I .  The m u l t i f u n c t i o n  t D ( t )  -is c o n t i n u o u s  on 
T C T i f  and o n l y  i f  t h e  convex -cone -va lued  m u l t i f u n c t i o n  
m+ 1 
= { ( u )  E R I U  5 I .ri 2 Cx I x - > 01 
is upper semicontinuous on T. 
Simi Zar Z y t K(t) is continuous on T C T if and only if the 
convex-cone-valued multifunction 
is upper continuous on T. 
PROOF. For reason of symmetry, it really suffices to prove the 
assertions involving D. We first note that 
is upper semicontinuous if and only if the polar multifunction 
is lower semicontinuous [I, Proposition 1 1 .  In turn this multi- 
function pol C is lower semicontinuous if and only if D is lower 
semicontinuous as follows from the identity 
( 4 )  pol C(t) = cl{h(y,l)ly E D(t) I E R+} 
where cl denotes closure. The inclusion 3 follows directly from 
the fact that pol C (t) is a closed cone that contains (D (t) 1) . 
For the converse, let (y, (3 )  E pol C(t) . If B > 0, then O-ly E D(t) 
and (y,O) = h((3-ly,l) with h = (3, If (3 = 0 then 
YA 2 0 and Y 1 0  
Take any  y E D ( t ) ;  r e c a l l  t h a t  D ( t )  # % s i n c e  t E T .  F o r  any 
v = 1 , 2 , . . . ,  w e  h a v e  
and  t h u s  ( y  + vy)  E  D ( t)  f o r  a l l  v  = 1 , .  . . , a n d  hence  t h e  s e q u e n c e  
o f  p o i n t s  
i s  i n  t h e  se t  { A ( y ' , l ) l y l E  D ( t )  , A E R+} which  i m p l i e s  t h a t  
(y ,O)  b e l o n g s  t o  i t s  c l o s u r e .  T h i s  c o m p l e t e s  t h e  p r o o f  o f  ( 4 ) .  
Now s u p p o s e  t h a t  D i s  l o w e r  s e m i c o n t i n u o u s  a t  t E T C T .  
'1'0 snow t h a t  p o l  C ( t )  i s  a l s o  lower  s e m i c o n t i n u o u s  a t  t ,  f o r  any 
(y  , B )  E p o l  C ( t)  and  I tv,  v  = 1 , . . . any  s e q u e n c e  i n  T w e  h a v e  t o  
e x h i b i t  a  s e q u e n c e  I ( y V ,  B V )  E p o l  C ( tv)  , v  = 1 , .  . . I  c o n v e r g i n g  
t o  ( y ,  B )  . F i r s t  assume t h a t  6 > 0. Then f3-ly E  D ( t )  and  by 
l o w e r  s e m i c o n t i n u i t y  o f  D a t  t t h e r e  e x i s t  {yV E D ( tV) , v  = 1 , .  . . I  
- 1 
c o n v e r g i n g  t o  B y .  The d e s i r e d  s e q u e n c e  i s  o b t a i n e d  by s e t t i n g  
yv = P? a n d  B V  = 6 f o r  a l l  v.  Next i f  B = 0 ,  t h e  p r e v i o u s  
a rgument  h a s  shown t h a t  t h e n  t h e r e  e x i s t  yk E D ( t )  s u c h  t h a t  
Again  by l o w e r  s e m i c o n t i n u i t y  o f  D a t  t ,  w e  know t h a t  
yk = l i m  y  kv w i t h  ykv E ~ ( t ' )  , v  = 1 ,  ... 
v+rn 
The d e s i r e d  s e q u e n c e  i s  now o b t a i n e d  by a s t a n d a r d  d i a g o n a l i z a -  
t i o n  s e l e c t i o n  p r o c e d u r e .  
I f  p o l  C i s  l o w e r  s e m i c o n t i n u o u s  a t  t E T C T I  l e t  y  E D ( t )  
a n d  { t V  , v  = 1 , .  . . I  b e  any s e q u e n c e  o f  p o i n t s  i n  T .  From ( 4 )  
w e  know t h a t  ( y ,  1 )  E p o l  C ( t )  a n d  t h u s  t h e r e  e x i s t  a s e q u e n c e  
{ ( y V ,  B V )  E p o l  C (tV) , v  = 1 , .  . . I  c o n v e r g i n g  t o  y  1 ) . F o r  v  
V v  v  
s u f f i c i e n t l y  l a r g e  B > 0 ,  i n  which  case ( ( l / ~ ~ ) ~  , I )  E p o l  C ( t  ) , 
- 1  v  
e .  , ) y  E ~ ( t ' )  and  y  = l i m  -1 v  V+rn ( B v )  Y .  
5 .  PROPOSITION. Suppose  T C T and f o r  a l l  t E T I  i n t  K ( t )  # a ,  
i . e .  K ( t )  h a s  nonempty  i n t e r i o r ,  and no row o f  (A,b)  i s  i d e n t i c a l -  
l y  0 .  Then  K i s  c o n t i n u o u s  on T.  S i m i l a r l y ,  i f  f o r  a l l  t E T I  
i n t  D ( t )  # and no co lumn o f  i s  i d e n t i c a l l y  0 ,  t h e n  D i s  
c o n t i n u o u s  on  T.  
A -I 0  PROOF. L e t  C (t) : = pos  ( a s  i n  t h e  proof  o f  P r o p o s i t i o n  3 .  
I f  i n t  D ( t )  # a t h e n  a s  f o l l o w s  from ( 4 ) ,  i n t  p o l  C ( t )  # a .  But 
t h i s  i n  t u r n  i m p l i e s  t h a t  C ( t )  i s  p o i n t e d ,  i . e . ,  t h a t  
C ( t )  ( - C ( t )  ) = {O}. Because suppose  o t h e r w i s e ,  t h e n  t h e r e  
e x i s t s  0  # v  E C ( t )  s u c h  t h a t  f o r  a l l  z  E p o l  C ( t )  
vz < 0 
- 
and -vz < 0  
- 
T h i s  means t h a t  p o l  C ( t )  i s  c o n t a i n e d  i n  t h e  subspace  
{ z l v z  = 0 )  and i n t  p o l  C ( t )  would be  empty. The assumpt ions  t h u s  
imply t h a t  f o r  a l l  t ,  C ( t )  i s  p o i n t e d  cone and t h a t  no column o f  (z) i s  i d e n t i c a l l y  0 .  C o r o l l a r y  1 o f  [ I ]  now y i e l d s  t h e  upper  
s e m i c o n t i n u i t y  o f  C o n  T which i n  view o f  P r o p o s i t i o n s  3 and 1 
y i e l d s  t h e  c o n t i n u i t y  of  D on T.  
N a t u r a l l y  t h e  same argument a l s o  a p p l i e s  t o  K.  
Theorem 2 of  [ I ]  g i v e s  a  weaker c o n d i t i o n  f o r  t h e  upper  
s e m i c o n t i n u i t y  o f  t h e  pos  map t h a n  t h a t  used  i n  t h e  proof  o f  
P r o p o s i t i o n  5.  I n  o u r  c o n t e x t ,  t h e s e  c o n d i t i o n s  can  be  used t o  
o b t a i n  t h e  f o l l o w i n g  s t r o n g e r  v e r s i o n  o f  P r o p o s i t i o n  5 .  
6 .  PROPOSITION. Suppose  T C T and f o r  a l l  t E T 
(ia) t h e  d i m e n s i o n  o f  K ( t )  i s  c o n s t a n t  on TI 
(ib) t h e r e  e x i s t s  a  n e i g h b o r h o o d  V o f  t s u c h  t h a t  whenever  
f o r  i n d s x  s u b s a 6 s  I and J o f  { i  = 1 ,  ..., m) and { j  = I , . . . , n }  
r e s p e c t i v e l y ,  t h e n  f o r  a l l  t E T V 
Then  K i s  c o n t i n u o u s  on T .  
S imiZarZy  i f  f o r  aZZ t E T c T 
(ii,) t h e  d i m e n s i o n  o f  D ( t )  i s  c o n s t a n t  o n  T 
(iib) t h e r e  e x i s t  a  ne ighborhood  W o f  t s u c h  t h a t  whenever  
f o r  J and I i n d e x  s u b s e t s  o f  (1 ,  ..., n )  and { I ,  ..., m), r e s p e c t i u e -  
Z y ,  t h e n  f o r  aZZ t '  E T W 
Then D i s  c o n t i n u o u s  on  T.  
A -I O I f  dim D i s  c o n s t a n t  on PROOF. Again l e t  C ( t )  : = pos (c  
T ,  then  t h e  dimension of  po l  C i s  a l s o  c o n s t a n t  on T which i n  
t u r n  i n p l i e s  t h a t  t h e  dimension of  t h e  l i n e a l i t y  space o f  C i s  
c o n s t a n t  on T.  This  i s  cond i t i on  ( a )  of Theorem 2 of  [ I ] .  
Condi t ion ( b )  o f  t h i s  Theorem 2 r e q u i r e s  t h a t  t h e r e  e x i s t  a  neigh- 
borhooa W of  t ,  such t h a t  whenever t h e  l i n e a r  systems 
f o r  some i n d i c e s  j E ( 1 , .  . . , n ) ,  and f o r  f i x e d  k E ( 1 , .  - ~ m )  
1 - < A k x ,  O < A . x  - f o r  i f k ,  O > c x , x > O  - - I 
1 
a r e  c o n s i s t e n t ,  t hen  they  remain c o n s i s t e n t  f o r  a l l  t '  E W n T .  
From t h e s e  r e l a t i o n s  we o b t a i n  cond i t i on  (iib) through a  s t r a i g h t -  
forward a p p l i c a t i o n  of  Farkas Lemma (Theorem of  t h e  A l t e r n a t i v e s  
f o r  L inear  I n e q u a l i t i e s )  us ing  t h e  f a c t  t h a t  D i s  nonempty on 
T C T.  The a s s e r t i o n s  i nvo lv ing  K a r e  proved s i m i l a r l y .  
Fu r the r  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  lower s emicon t inu i ty  
of D and K a r e  provided by t h e  nex t  r e s u l t .  
7 .  PROPOSITIOIi. Suppose  t h a t  f o r  aZZ t E T C T ,  
t h e n  D i s  c o n t i n u o u s  on T.  S i m i l a r l y  i f  f o r  a l l  t E T C T ,  
t h e n  K i s  c o n t i n u o u s  on T.  
PROOF. Again f o r  reasons  o f  symmetry it r e a l l y  s u f f i c e s  t o  prove 
t h e  f i r s t  p a r t  of  t h e  p ropos i t i on .  Again l e t  
We show t h a t  i f  R ( t )  = ( 0 )  on T ,  t hen  C (t) i s  po in t ed  and no 
A 
column of  ( C )  can be i d e n t i c a l l y  0 on T .  Suppose C ( t )  i s  n o t  
po in t ed ,  i . e . ,  t h e r e  e x i s t s  ( u , q )  # 0 such t h a t  
1 U < A X  t q > c x  1 I 
- - 




-U < AX -q > CX 
- - 
f o r  some x2 > O 
- 
This  imp l i e s  t h a t  f o r  (x l  + x 2 )  - > 0 ,  
2 0 - < A ( X '  + x  ) and 0 - > c ( x l  + x  ) 2 
But t hen  x1 + x2 = 0 = x1 = x2 i f  t = (c ,A,b)  E T  s i n c e  
R ( t )  = i 0 ) .    his i n  t u r n  y i e l d s  ( u , q )  = 0 ,  which c o n t r a d i c t s  
t h e  working assumption t h a t  C ( t )  i s  not  po in ted .  Also,  i f  some 
column ( A ~ )  i s  i d e n t i c a l l y  0 ,  t hen  R ( t )  # 0 s i n c e  then  any 
c i  
nonnegati$e m u l t i p l e  of  t h e  j - t h  u n i t  v e c t o r  u  (wi th  ul = 0 i f  
1 # j  and u  = 1 )  s a t i s f i e s  t h e  i n e q u a l i t i e s  j  
This  imp l i e s  t h e  upper s emicon t inu i ty  of  C on T [ I ,  Coro l l a ry  1 1  
which g i v e s  us t h e  c o n t i n u i t y  of  D v i a  P ropos i t i ons  3 and 1 .  Cl 
There a r e  a  number of  equ iva l en t  ways t o  express  t h e  condi-  
t i o n s  of  P ropos i t i on  7 .  For example: R ( t )  = (0 )  i f  and only i f  
(8 if 0 f 2 E {x - > 0 1 ~ x 1 0 )  then c2 > 0 , 
or still 
( 8 '  T c E int pos (A ,I) 
where int denotes interior. 
Similarly S(t) = (0) if and only if 
(9) if 0 f G E {y - > OlyA - < 0) then ^ yb < 0 , 
or still 
(9') b E int pos (A,-I) 
10. COROLLARY. Suppose  t h a t  f o r  a t 2  t E T c T I  K(t) i s  bounded ,  
t h e n  D i s  c o n t i n ~ o u s  on  T. S i r n i t a r t y  i f  a t t  t E T C T I  K(t) i s  
bounded t h e n  D i s  c o n t i n u o u s  on T. 
PROOF. The convex polyhedron K(t) is bounded if and only if 
{ X I A X  - > b , x - > 0) = (0). This implies that R(t) = (0) with R(t) 
as defined in Proposition 7. The lower semicontinuity of R now 
follows from Proposition 7. One argues similarly for K using 
this time the boundedness of K to conclude that S(t) = (0). 
1 1 .  COROLLARY. Suppose  t h a t  f o r  a22 t E T (I T, e i t h e r  a22 
coturnns A' o f  A a r e  n o n p o s i t i v e  and A' f 0 o r  c < 0. Then D i s  
c o n t i n u o u s  on  T. S i r n i t a r t y  i f  f o r  a t 2  t E TI e i t h e r  a t 2  rows Ai 
o f  A a r e  n o n n e g a t i v e  and Ai f 0 o r  b < 0, t h e n  K i s  c o n t i n u o u s  on  
T. Hence, i f  f o r  a t 2  t E TI A < 0 and b < 0 o r  A > 0 and b > 0, 
t h e n  Q i s  c o n t i n u o u s  on T. 
PROOF. If A' - < 0 and A' f 0 then {x - > O ~ A X  -> 0) = {O} and thus 
K(t) is bounded for all t E T. The lower semicontinuity of D 
then follows from Corollary 10. If c > O then for every 0 f x, 
cx > 0 and from (8) it follows that R(t) = (0) and in turn the 
lower semicontinuity of D follows from ~roposition 7. Again, the 
lower semicontinuity of K is obtained by arguing similarly using 
Ai 2 0 and b < 0. The assertions about Q now follow from the 
above using naturally Theorem 2. 
There i s  another  way t o  prove Coro l l a ry  1 1 ,  which a l s o  shows 
how t o  g e n e r a l i z e  it. The proof of P ropos i t i on  5 shows t h a t  
many of t h e  s u f f i c i e n t  cond i t i ons  f o r  t h e  lower semicont inu i ty  of  
D b o i l  down t o  checking i f  
-I 0  i s  poin ted .  The l a s t  m + 1 columns ( of t h e  ma t r ix  t h a t  
gene ra t e  C ( t )  determine an o r t h a n t  and t h i s  cone w i l l  c e r t a i n l y  
be po in ted  i f  t h e  remaining columns { (e l ) ,  j = 1 , .  . . .n} belong 
3 -I 0 
t o  t h i s  o r t h a n t  o r  a r e  such t h a t  when added t o  ( , ) they  keep 
t h e  cone pointed.  S u f f i c i e n t  c o n d i t i o n s  of t h i s  type  a r e  pro- 
vided by Coro l l a ry  1 1 ,  b u t  they  c l e a r l y  do no t  exhaus t  t h e  realm 
of  p o s s i b i l i t i e s .  For example, i f  t h e r e  e x i s t  a  vec to r  n E Rm 
wi th  ni > O f o r  a l l  i = 1 ,  ..., m such t h a t  nA < c  then  C ( t )  i s  
poin ted  s i n c e  then  a l l  t h e  columns of  ( A -I O )  have s t r i c t l y  
c  0 1  
p o s i t i v e  i n n e r  product  wi th  t h e  vec to r  - 1 ) E Rrn+'. Here we 
a r e  n a t u r a l l y  very c l o s e  t o  t h e  cond i t i ons  of P ropos i t i on  5 and 8. 
This  s h o r t  n o t e  was e s s e n t i a l l y  an a t tempt  a t  o rgan iz ing  
t h e  a v a i l a b l e  r e s u l t s  about t h e  c o n t i n u i t y  of Q ;  we conclude by 
g iv ing  t h e  p e r t i n e n t  r e f e r e n c e s .  Theorem 2 and P ropos i t i on  3  
* 
come from [ 2 ,  Theorem 21 . The c o n t i n u i t y  of Q with t h e  s p e c i a l  
c o n d i t i o n s  given by P ropos i t i on  7 ,  more e x a c t l y  w i th  r e l a t i o n s  (8 )  
and ( 9 ) ,  i s  proved by Bereanu [3 ,  Theorem 2 . 2 1 .  He a l s o  e x h i b i t s  
t h e  s u f f i c i e n t  c o n d i t i o n s  of  Coro l l a ry  1 1 .  Condi t ions  ( 8 ' )  and 
( 9 ' )  a r e  t hose  of Robinson [ 4 ]  when app l i ed  t o  l i n e a r  programs i n  
t h e  form cons idered  he re .  He a l s o  shows t h a t  t h e s e  c o n d i t i o n s  a r e  
equ iva l en t  t o  having t h e  s e t  o f  op t imal  s o l u t i o n s  of t h e  pr imal  
and t h e  dua l  bounded. P ropos i t i ons  5 and 6 can be t r a c e d  back t o  
[ I ]  and t o  Dantzig,  Folknan and Shapiro  [5]  and have been used by 
S a l i n e t t i  [ 6 ]  i n  t h e  s tudy  of  t h e  d i s t r i b u t i o n  of t h e  op t imal  
* 
This  paper was submit ted i n  1 9 7 4  f o r  p u b l i c a t i o n  i n  t h e  
Proceedings of t h e  1 9 7 4  Oxford Conference on S t o c h a s t i c  Program- 
ming. P u b l i c a t i o n  was delayed f o r  a  number of t e c h n i c a l  reasons .  
v a l u e  o f  random l i n e a r  programs. The g e n e r a l  c o n t i n u i t y  r e s u l t s  
f o r  t h e  o p t i m a l  v a l u e  f u n c t i o n  (of  an o p t i m i z a t i o n  problem depend- 
i n g  on paranie ters)  p r o v i d e  us w i t h  t h e  fo l l owing  r e s u l t s  [ 7 ]  : 
1 2 .  THEOREM. L e t  T C T. Suppose  t h a t  K i s  l o w e r  s e m i c o n t i n u o u s  
on  T; t h e n  Q i s  upper  s e m i c o n t i n u o u s .  I f  K i s  u n i f o r m l y  compact 
on  T, t h e n  Q i s  l o w e r  s e m i c o n t i n u o u s  on T. 
Tke f i r s t  h y p o t h e s i s  i s  one of  t h e  two used t o  prove Theorem 2. 
The uniform compactness i s  s t r o n g e r  t h a n  needed s i n c e  s imply  K 
bounded on T y i e l d s  t h e  lower s e m i c o n t i n u i t y  o f  D ,  c f .  C o r o l l a r y  
10,  and t h a t  i s  what w e  used t o  prove t h e  lower  s e m i c o n t i n u i t y  o f  
Q i n  Theorem 2. 
I f  t h e  c o e f f i c i e n t  o f  A a r e  n o t  v a r i a b l e ,  t h e n  Q i s  always 
con t inuous .  I n  p a r t i c u l a r  w e  g e t  
13. THEOREM. Suppose  t h a t  f o r  a l l  t E T c T t h e  m a t r i x  A i s  
c o n s t a n t .  Then Q i s  c o n t i n u o u s  on  T .  
PROOF. I n  t h i s  c a s e ,  t h e  m u l t i f u n c t i o n s  K and D a r e  n o t  on ly  
con t inuous  on T b u t  i n  f a c t  L i p s c h i t z  con t inuous  on T a s  f o l l ows  
from [ 8 ,  Theorem 1 1 .  The c o n t i n u i t y  of  Q r e s u l t i n g  a g a i n  from 
Theorem 2. 
I n  f a c t  i n  t h i s  c a s e  Q i s  a c t u a l l y  L i p s c h i t z  con t i nuous .  
Th i s  can  be demons t ra ted  u s ing  t h e  L i p s c h i t z  c o n t i n u i t y  o f  K 
and D ,  o r  a s  i s  more u s u a l  by u s ing  t h e  f a c t  t h a t  on T ( f o r  f i x e d  
A ) ,  t h e  v a l u e  o f  a  l i n e a r  program i s  a  p iecewise  l i n e a r  f u n c t i o n  
o f  ( c , b ) ,  convex i n  b  and concave i n  c [ 9 ,  B as i s  Decomposition 
Theorem]. I f  o n l y  b  v a r i e s ,  t h e n  c l e a r l y  Q i s  con t i nuous  b u t  i n  
* 
t h i s  c a s e  t h e r e  a l s o  e x i s t  a  con t inuous  f u n c t i o n  t w x  ( t )  :T + R~ 
* * 
such t h a t  f o r  a l l  t ,  x  ( t )  E K ( t )  and cx  ( t )  = Q ( t )  [ l a ,  Theorem], 
[ I l l .  I f  o n l y  c v a r i e s  a  s i m i l a r  s t a t emen t  c an  be  made, v i z . ,  
* * 
t h e r e  e x i s t s  y  ( ) : T  + R ~ ,  con t inuous  such t h a t  y  ( t)  € D ( t )  and 
jl 
~ i o t e :  Robinson [ 4 ]  f o r m u l a t e s  h i s  p a i r  o f  dua l  l i n e a r  programs 
t o  t a k e  i n t o  accoun t  problems i n v o l v i n g  bo th  e q u a l i t i e s  and con- 
s t r a i n t s .  For such c a s e s  t h e r e  a r e  a l s o  a p p r o p r i a t e  v e r s i o n s  o f  
Theorem 2  and P r o p o s i t i o n s  1 and 3 .  For example, i f  
then we should study the continuity of the maps 
Continuity results of a similar nature are then readily available. 
SUMMARY 
1. K = {x - > O ~ A X  -> b )  c o n t i n u o u s  
Q c o n t i n u o u s .  
D = {y - > 0lyA - < c )  c o n t i n u o u s  
2 .  D c o n t .  * C = pos  c o n t .  ( = u . s . c . )  
dim.D = c o n s t a n t  + 
li' } * Cim C TI(-C) = c o n s t a n t  
a c t i v e  c o n s t r a i n t s  cond. on columns 
cond. (Prop.  6 )  
* {x > O ~ A X  > 0 , c x  < 0 )  = {O) 
- - - 
T 
e q u i v .  c  E i n t  pos  ( A  ,I) 
3 .  K c o n t .  
* K bounded 
w p o s ( b T O  A  I ) c o n t .  ( = u . s . c . )  
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