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Abstract: In this paper, we use the Fokas method to analyze the complex Sharma-Tasso-Olver(cSTO) equation
uy + 12 (uxxx − 3i(uux)x − 3u2ux) = 0 on the half line 0 < x < ∞. Assuming that the solution u(x,y) of the
cSTO equation is exists, we show that it can be represented in terms of the solution of a matrix Riemann-
Hilbert problem(RHP) formulated in the complex λ−plane (the Fourier plane), which has a jump matrix with
explicit (x,y)−dependence involving four scalar functions of λ , called spectral functions. The spectral functions
{a(λ ),b(λ )} and {A(λ ),B(λ )} are obtained from the initial data u0(x) = u(x,0) and the boundary data g0(y) =
u(0,y),g1(y) = ux(0,y),g2(y) = uxx(0,y), respectively. The problem has the jump across {Imλ 6 = 0}. The
spectral functions are not independent, but related by a compatibility condition, the so-called global relation.
Given initial and boundary values u0(x),g0(y),g1(y) and g2(y) such that there exist spectral functions satisfying
the global relation, we show that the function u(x,y) defined by the above Riemann-Hilbert problem exists
globally and solves the cSTO equation with the prescribed initial and boundary values.
Key word: Riemann-Hilbert problem; the cSTO equation; initial-boundary value problem; jump matrix
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1 Introduction
A unified method for analyzing boundary value problems with decaying initial data, extending ideas of the
so-called inverse scattering transform(IST) method, was discovered in 1967[1]. This method can be thought of
as a nonlinear Fourier transform(FT) method. However, this nonlinear FT is not the same for every nonlinear
evolution equation, but it is constructed from the x part of the Lax pair. Furthermore, neither the direct nonlinear
FT of the initial data, nor the inverse nonlinear FT can be expressed in closed form: the former involves a linear
Volterra integral equation and the latter involves a matrix Riemann-Hilbert problem(RHP). The y part is used
only to determine the evolution of the direct nonlinear FT[2,3]. However, in many laboratory and field situations,
the wave motion is initiated by what corresponds to the imposition of boundary conditions rather than initial
conditions. This naturally leads to the formulation of an initial-boundary value (IBV) problem instead of a pure
initial value problem.
In 1997, a new unified approach based on the Riemann-Hilbert factorization problem to solve IVB problems
for linear and nonlinear integrable PDEs was presented by Fokas [4], we call that Fokas method. The Fokas
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Email addresses : zhangningsdust@126.com(N.Zhang); xiatc@shu.edu.cn(T.c.Xia); hu chzu@163.com(B.b.Hu)
1
ar
X
iv
:1
70
4.
03
45
6v
1 
 [m
ath
-p
h]
  1
1 A
pr
 20
17
method provides a generalization of the inverse scattering formalism from initial value to IVB problems, it is not
only able to identify the linearizable class of boundary conditions, but what is more important, it is able to solve
this class of boundary value problems as effectively as the usual class of initial value problems on the line. Over
the last almost two decades, it was further developed by Its[5,6], de Monvel[7,8], Lenells[9-11], Engui Fan and
JianXu[12-14] ect. After intense investigation it appears that there exists now an elegant, rigorous method for
solving the half line problem for integrable nonlinear PDEs. An effort has been made to present this new method
in a form that will be accessible to a wide audience. This is important, since it is hoped that researchers will
consider using this method to solve a large class of physically important boundary value problems which remain
open. Furthermore, it is interesting that this new method gives rise to a new numerical method for solving linear
elliptic boundary value problems (this method is based on the numerical solution of the global relation [15]).
The Sharma-Tasso-Olver(STO) equation
uy+
1
2
(uxxx−3(uxu)x−3u2ux) = 0 (1.1)
was first derived as an example of odd members of Burgers hierarchy by extending the ”linearization” achieved
through the Cole-Hopf ansatz to equations containing as highest derivatives odd space derivatives[16]. In recent
years, many physicists and mathematicians have paid much attention to the STO equation due to its impor-
tance in mathematical physics. The bi-Hamiltonian formulation and the generalized Poisson bracket are pre-
sented in [17], the exact traveling solutions and symmetries of the STO equation were extensively studied in the
literature[17-19]. Moreover, the multiple solitons, exact traveling solutions, kinks solutions, non-traveling wave
solutions of the STO equation were obtained with different approaches[18-22]. In this paper, we concerned with
the cSTO equation derived by Fan[23]
uy+
1
2
(uxxx−3i(uxu)x−3u2ux) = 0. (1.2)
If we let iλ → λ in the spectral problem (1.2), then we will get the real version of the STO equation (1.1). The
purpose of this paper is to analyze the IBV problem for the cSTO equation (1.2) on the half line using Fokas
method. That is, in the quarter (x,y)−plane
Ω= {(x,y)|0≤ x< ∞,0≤ y< L}, (1.3)
where L is a positive finite constant. The side {y= L,0 < x < ∞}, {x = 0,0 < y< L} and {y= 0,0 < x < ∞}
will be referred to as side (1), (2) and (3), respectively, see Fig.1.
Assuming that the solution u(x,y) of the cSTO equation exists, define
Initial value : u(x,0) = u0(x), 0≤ x< ∞, (1.4)
and
Boundary value : u(0,y) = g0(y),ux(0,y) = g1(y),uxx(0, t) = g2(y) 0≤ y< ∞. (1.5)
We show that it can be represented in terms of the solution of a matrix RHP formulated in the plane of the com-
plex spectral parameter λ . The jump matrix has explicit (x,y) dependence and is given in terms of the spectral
functions {a(λ ),b(λ )} and {A(λ ),B(λ )}, which are obtained from the initial data (1.4) and the boundary data
(1.5), respectively. The problem has the jump across {Imλ 6 = 0}. The spectral functions are not independent,
but related by a compatibility condition, the so-called global relation, which is an algebraic equation coupling
{a(λ ),b(λ )} and {A(λ ),B(λ )}. An important advantage of the methodology of ref.[4] is that it yields precise
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Figure 1: The (x,y)-domaint.
information about the long time asymptotic of the solution. The usefulness of the asymptotic information for
a physical problem can be understood by considering an example where the field is at rest at some initial time
y= 0. Assuming that we can create or measure the waves emanating from some fixed point, say x= 0. In space,
we arrive at an initial-boundary value problem for which the initial datum u0(x) vanishes identically, while the
boundary values g0(y), g1(y), g2(y) are at our disposal. An analysis of the asymptotic behavior of the solution
then provides information about the long time effect of the known boundary values. In Section 2, we give some
summary results and the basic RHP of the cSTO equation (1.2). In Section 3, we construct the inverse spectral
mappings for the initial and boundary values. In the following Section 4, the spectral functions a(λ ),b(λ ) and
A(λ ),B(λ ) are investigated and the principal RHP is presented.
2 The Basic RHP of CSTO Equation
Frist, we explain what the RHP is.
Definition 2.1. Let the contour Γ be the union of a finite number of smooth and oriented curves on the Riemann
sphere C, such that C\Γ has only a finite number of connected components. Let J(λ ) be a 2×2 matrix defined
on the contour Γ, the RHP (Γ,J) is the problem of finding a 2×2 matrix-valued function M(λ ) that satisfies
(i) M(λ ) is analytic for all λ ∈ C\Γ, and extends continuously to the contour Γ;
(ii) M+(λ ) =M−(λ )J(λ ),λ ∈ Γ;
(iii) M(λ )→ I, as λ → ∞.
2.1.Lax pair for the cSTO equation
The cSTO equation (1.2) admits the Lax pair[23]{
ψx(x,y;λ ) =U(x,y;λ )ψ(x,y;λ ),
ψy(x,y;λ ) =V (x,y;λ )ψ(x,y;λ ),
(2.1)
where
U(x,y;λ ) =
(
−iλ 2− 12 iu λu
2λ iλ 2+ 12 iu
)
,V (x,y;λ ) =
(
V11 V12
V21 −V11
)
, (2.2)
3
andV11 =−2iλ 6−2iλ 4u+λ 2(ux− iu2)+ i4uxx+ 34uux− i4u3,V12 = 2λ 5u+λ 3(iux+u2)+λ (− 12uxx+ 32 iuux+
1
2u
3), V21 = 4λ 5 +2λ 3u+λ (ux+u2). Indeed, one can check that the compatibility condition of the two equa-
tions in (2.1) yields the zero-curvature equation Uy−Vx+[U,V ] = 0, which is exactly the cSTO equation (1.2).
Here the square bracket is the usual matrix commutator defined as [U,V ] =UV −VU .
In what follows, rather than work with the original form of Lax pair(2.1), it turns out to be more convenient
by introducing
P=
(
0 u
2 0
)
,σ+ =
(
0 1
0 0
)
,σ− =
(
0 0
1 0
)
,σ3 =
(
1 0
0 −1
)
,
σ3 denotes the third Pauli’s matrix, we can rewrite the Lax pair (2.1) in a matrix form{
ψx+ iλ 2σ3ψ = (− 12 iuσ3+λP)ψ,
ψy+2iλ 6σ3ψ = (A+Bσ3)ψ,
(2.3)
where A= 2λ 5P+λ 3(iPx+uP)+λ (− 12Pxx+ 38 i(P3)x− 12 iPPxσ−+ 12u2P),B=−2iλ 4u+λ 2(ux− iu2)+ 14 iuxx+
3
4uux− 14 iu3. Extending the column vector ψ to a 2×2 matrix and letting
Ψ= ψei(λ
2x+2λ 6y)σ3 (2.4)
Using Equ.(2.4), the original form of Lax pair (2.1) can be rewritten in the form{
Ψx+ iλ 2[σ3,Ψ] = (− 12 iuσ3+λP)Ψ,
Ψt +2iλ 6[σ3,Ψ] = (A+Bσ3)Ψ,
(2.5)
which can be written in full derivative form
d(ei(λ
2x+2λ 6y)σˆ3Ψ(x,y;λ )) = ei(λ
2x+2λ 6y)σˆ3Q(x,y;λ )Ψ, (2.6)
where, σˆ3 denotes the matrix commutator with σ3, σˆ3M = [σ3,M], then eσˆ3 can be easily computed eσˆ3M =
eσ3Me−σ3 (M is a 2×2 matrix), Q(x,y;λ )=Q1(x,y;λ )dx+Q2(x,y;λ )dy, andQ1(x,y;λ )=− 12 iuσ3+λP,Q2(x,y;λ )=
A+Bσ3.
Statement of the problem. Let u(x,y)satisfy a nonlinear evolution equation with spatial derivatives of order n,
on the half line 0 < x< ∞, and for 0 < y< L, where L is a positive constant. Let u(x,y) satisfy decaying initial
conditions at y= 0, as well as appropriate boundary conditions at x= 0. Assume that this PDE admits a Lax pair
formulation of the type (2.5), i.e. assume that this PDE is equivalent to the compatibility condition of Eq.(2.2).
Then such an initial-boundary value problem can be analyzed using the Fokas and Lenells method[10,14,24,25].
2.2. Spectral Analysis and Asymptotic Analysis
Consider that a solution of Eq.(2.5) is of the form
Ψ(x,y;λ ) = D+
5
∑
j=1
Ψ j(x,y;λ )
λ j
+O(
1
λ 6
), λ → ∞, (2.7)
where D,Ψ j( j = 1,2, · · ·5.) are independent of λ . Substituting the above expansion into the first equation of
(2.5), and comparing the same order of frequency of λ , we have
o(λ 2) : i[σ3,D] = 0,
o(λ ) : i[σ3,Ψ1] = PD,
o(1) : Dx = i4P
2σ3D.
(2.8)
4
Let M(o) denotes the off-diagonal part of M, M(d) denotes the diagonal part of M, M is a 2× 2 matrix. From
(2.8) we have
D=
(
D11 0
0 D22
)
,Ψ(o)1 =
i
2
PDσ3 (2.9)
and
Dx =
i
2
uσ3D, (2.10)
where, D is a diagonal matrix.
On the other hand, substituting the above expansion into the second equation of (2.5), we have
o(λ 6) : 2i[σ3,D] = 0,
o(λ 5) : 2i[σ3,Ψ1] = 2PD,
o(λ 4) : 2i[σ3,Ψ2] =−2iuDσ3+2PΨ1,
o(λ 3) : 2i[σ3,Ψ3] = (iPx+uP)D−2iuσ3Ψ1+2Ψ2,
o(λ 2) : 2i[σ3,Ψ4] = (ux− iu2)σ3D+(iPx+uP)Ψ1−2iuσ3Ψ2+2PΨ3,
o(λ 1) : 2i[σ3,Ψ5] = (− 12Pxx+ 3i8 (P3)x− i2PPxσ−+ 12u2P)D+(ux− iu2)σ3Ψ1
+(iPx+uP)Ψ2−2iuσ3Ψ3+2PΨ4,
o(1) : Dy = ( i4uxx+
3
4uux− i4u3)σ3D+(− 12 pxx+ 3i8 (Px)3− i2PPxσ−+ 12u2P)Ψ1
+(ux− iu2)σ3Ψ2+(iPx+uP)Ψ3−2iuσ3Ψ4+2PΨ5.
(2.11)
From (2.11), we have
Ψ(o)2 =
1
2 iPΨ
(d)
1 ,
Ψ(o)3 =
i
4 (iPx+uP)Dσ3− 12uΨ
(o)
1 − 12 iPΨ
(d)
2 σ3,
Ψ(o)4 =
i
4 (ux− iu2)D− i4 (iPx+uP)Ψ
(d)
1 σ3− 12uΨ
(o)
2 − i2PΨ
(d)
3 σ3,
Ψ(o)5 =
i
4 (− 12Pxx+ 38 i(P3)x− i2PPxσ−+ 12u2P)Dσ3− i4 (ux− iu2)Ψ
(o)
1 − i4 (iPx+uP)Ψ
(d)
2 σ3
− 12PΨ
(o)
3 − i2PΨ
(d)
4 .
(2.12)
and
Dy = (−12uxx−
3
2
iuux+
1
2
u3)x. (2.13)
We note that the Eq.(1.2) admits the conservation law
uy = (−12uxx+
3
2
iuux+
1
2
u3)x. (2.14)
Then the two Eq.(2.10) and Eq.(2.13) for D are consistent and are both satisfied if we define
D(x,y) = exp(i
∫ (x,y)
(x0,y0)
∆σ3), (2.15)
where ∆ is the closed real-valued one-form, and
∆(x,y) = ∆1(x,y)dx+∆2(x,y)dy,
∆1(x,y) = 12u, ∆2(x,y) =− 14uxx+ 34 iuux+ 14u3, (x0,y0) ∈Ω.
(2.16)
simultaneity, for the convenience of calculation we denote (x0,y0) = (0,0).
2.3. Eigenfunctions and Their Relations
Noting that the integral in Eq.(2.15) is independent of the path of integration and the ∆(x,y) is independent
of λ , then we can introduce eigenfunction µ(x,y;λ ) as follows
Ψ(x,y;λ ) = ei
∫ (x,y)
(0,0) ∆σˆ3µ(x,y;λ )D(x,y), 0 < x< ∞, 0 < y< L, (2.17)
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where µ(x,y,λ ) is a 2×2 matrix-valued function. Through direct calculation, the Lax pair of Eq.(2.6) becomes
d(ei(λ
2x+2λ 6y)σˆ3µ(x,y;λ )) =W (x,y;λ ), λ ∈ C, (2.18)
where
W (x,y;λ ) = ei(λ
2x+2λ 6y)σˆ3N(x,y;λ )µ(x,y;λ ), (2.19)
N(x,y;λ ) = N1(x,y;λ )dx+N2(x,y;λ )dy (2.20)
N1(x,y;λ ) =
 −iu λue−2i∫ (x,y)(0,0) ∆
2λe2i
∫ (x,y)
(0,0) ∆ iu
 ,N2(x,y;λ ) =( N112 N122
N212 −N112
)
, (2.21)
and
N112 =−2iλ 4u+λ 2(ux− iu2)+ i2uxx+ 32uux− i2u3,
N122 = (2λ
5u+λ 3(iux+u2)+λ (− 12uxx+ 32 iuux+ 12u3)e
−2i∫ (x,y)
(0,0) ∆,
N212 = (4λ
5+2λ 3u+λ (iux+u2)e
2i
∫ (x,y)
(0,0) ∆.
(2.22)
Then Eq.(2.19) for µ(x,y;λ ) can be written as{
µx+ iλ 2[σ3,µ] = N1µ,
µy+2iλ 6[σ3,µ] = N2µ,
(2.23)
where (x,y) ∈Ω, λ ∈ C.
Assuming that u(x,y) exists and is sufficiently smooth in Ω, µ j(x,y,λ )( j = 1,2,3.) are the 2× 2 matrix
valued functions defined by
µ j(x,y;λ ) = I+
∫ (x,y)
(x j ,y j)
e−i(λ
2x+2λ 6y)σˆ3W (ξ ,η ,λ ), (x,y) ∈Ω, j = 1,2,3. (2.24)
The integral denotes a smooth curve from (x j,y j) to (x,y), and (x1,y1)= (∞,y),(x2,y2)= (0,L),(x3,y3)= (0,0).
The fundamental theorem of calculus implies that the functions µ j(x,y;λ )( j = 1,2,3.) satisfy Eq.(2.18).
Since the one-form W (x,y;λ ) is exact, then µ j(x,y;λ )( j = 1,2,3.) are independent of the path of integration.
We choose the particular contours shown in Fig.2. This choice implies the following inequalities on the contours
Figure 2: The three contours in the (x,y)-domaint.
(x1,y1)→ (x,y) : ξ − x≥ 0,
(x2,y2)→ (x,y) : ξ − x≤ 0,η− y≥ 0,
(x2,y2)→ (x,y) : ξ − x≤ 0,η− y≤ 0.
(2.25)
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The functions µ1, µ2 and µ3 are defined from λ in some domain of the complex λ -plane. Following the idea in
Ref.[15], we have
µ1(x,y;λ ) = I−
∫ ∞
x
e−iλ
2(x−ξ )σˆ3(N1µ1)(ξ ,y,λ )dξ , (2.26)
µ2(x,y;λ ) = I+
∫ x
0
e−iλ
2(x−ξ )σˆ3(N1µ2)(ξ ,y,λ )dξ − e−iλ 2xσˆ3
∫ L
y
e−2iλ
6(y−η)σˆ3(N2µ2)(0,η ,λ )dη , (2.27)
µ3(x,y;λ ) = I+
∫ x
0
e−iλ
2(x−ξ )σˆ3(N1µ3)(ξ ,y,λ )dξ + e−iλ
2xσˆ3
∫ y
0
e−2iλ
6(y−η)σˆ3(N2µ3)(0,η ,λ )dη . (2.28)
We find that the first column of the matrix Eq.(2.26) involves e2iλ
2(x−ξ ), the first column of the matrix Eq.(2.27)
and Eq.(2.28) involve e2iλ
2(x−ξ ) and e4iλ 6(y−η). Using the above inequalities (2.25) implies that the exponential
term of µ j(x,y;λ )( j = 1,2,3.) is bounded in the following regions of the complex λ -plane,
µ(1)1 (x,y;λ ) : {Imλ 2 ≤ 0},
µ(1)2 (x,y;λ ) : {Imλ 2 ≥ 0}
⋂{Imλ 6 ≤ 0},
µ(1)3 (x,y;λ ) : {Imλ 2 ≥ 0}
⋂{Imλ 6 ≥ 0}, (2.29)
where µ(1)j (x,y;λ )( j = 1,2,3.) denote the the first column of the matrix µ j(x,y;λ )( j = 1,2,3.). The second
column µ(2)j (x,y;λ )( j = 1,2,3.) of the matrix Eq.(2.26) involves the inverse of the above exponential, similar
considerations are valid for µ(2)j (x,y;λ )( j = 1,2,3.). We have
µ(2)1 (x,y;λ ) : {Imλ 2 ≥ 0},
µ(2)2 (x,y;λ ) : {Imλ 2 ≤ 0}
⋂{Imλ 6 ≥ 0},
µ(2)3 (x,y;λ ) : {Imλ 2 ≤ 0}
⋂{Imλ 6 ≤ 0}, (2.30)
We define the Di(i= 1,2, · · · ,6.) in the complex λ -plane by
Di = {λ ∈ C,kpi+ (i−1)pi6 < Argλ < kpi+
ipi
6
, i= 1,2, · · · ,6. k = 0,1,2, · · · .}, (2.31)
where Argλ denotes the argument of the λ , see Fig.3. Then, we obtain
µ1(x,y;λ ) = (µ
D4∪D5∪D6
1 (x,y;λ ),µ
D1∪D2∪D3
1 (x,y;λ )),
µ2(x,y;λ ) = (µD22 (x,y;λ ),µ
D5
2 (x,y;λ )),
µ3(x,y;λ ) = (µD1∪D33 (x,y;λ ),µ
D4∪D6
3 (x,y;λ ))
(2.32)
where µDij ( j = 1,2,3.i= 1,2, · · · ,6.) denotes µ j which is bounded and analytic for λ ∈ Di.
More specifically,
µ2(0,y;λ ) = (µ
D2∪D4∪D6
2 (0,y;λ ),µ
D1∪D3∪D5
2 (0,y;λ )),
µ2(x,L;λ ) = (µD1∪D2∪D32 (x,L;λ ),µ
D4∪D5∪D6
2 (x,L;λ )),
µ2(0,0;λ ) = (µ
D2∪D4∪D6
2 (0,0;λ ),µ
D1∪D3∪D5
2 (0,0;λ )),
µ3(0,y;λ ) = (µ
D1∪D3∪D5
3 (0,y;λ ),µ
D2∪D4∪D6
3 (0,y;λ )),
µ3(x,0;λ ) = (µD1∪D2∪D33 (x,0;λ ),µ
D4∪D5∪D6
3 (x,0; ;λ )),
µ3(0,L;λ ) = (µ
D1∪D3∪D5
3 (0,L;λ ),µ
D2∪D4∪D6
3 (0,L;λ )).
(2.33)
2.4. The Spectral Functions and Their Propositions
The crucial advantage of requiring that the functions µ j( j = 1,2,3.) solve equation (2.24) is that any two
such functions are related via a matrix that has explicit exponential (x,y)−dependence of the form exp[−i(λ 2x+
λ 6y)σ3]ρ(λ ), where the function ρ(λ ) can be computed by evaluating the relevant relation at any convenient
point in the domain Ω. In particular, using that µ3(0,0,λ ) = I. In order to deriving a RHP, we need to compute
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Figure 3: The sets D j, j = 1,2,3,4,5,6, which decompose the complex λ−plane
the jumps across the boundaries of the D j’s ( j = 1,2, · · · ,6.). It turns out that the relevant jump matrices can be
uniquely defined in terms of two 2×2 matrices valued spectral functions S1(λ ) and S2(λ ) defined as follows
µ1(x,y;λ ) = µ3(x,y;λ )e−i(λ
2x+2λ 6y)σˆ3S1(λ ),
µ2(x,y;λ ) = µ3(x,y;λ )e−i(λ
2x+2λ 6y)σˆ3S2(λ ).
(2.34)
Evaluating the first equation of (2.34) at (x,y) = (0,0) and the second equation of (2.34) at (x,y) = (0,L),
implies
S1(λ ) = µ1(0,0;λ ),S2(λ ) = (e2iλ
6Lσˆ3µ3(0,L;λ ))−1 (2.35)
From Eq.(2.34) and Eq.(2.35), we obtain
µ2(x,y;λ ) = µ1(x,y;λ )e−i(λ
2x+2λ 6y)σˆ3(S1(λ ))−1S2(λ ) (2.36)
which will lead to the global relation.
Hence, the function S1(λ ) can be obtained from the evaluations at x = 0 of the function µ1(x,0,λ ) and
S2(λ ) can be obtained from the evaluations at y = L of the function µ3(0,y,λ ). And these functions about
µ j(x,y;λ )( j = 1,2,3,) satisfy the linear integral equations as follows
µ1(x,0;λ ) = I−
∫ ∞
x
e−iλ
2(x−ξ )σˆ3(N1µ1)(ξ ,0,λ )dξ , (2.37)
µ3(x,0;λ ) = I+
∫ x
0
e−iλ
2(x−ξ )σˆ3(N1µ3)(ξ ,0,λ )dξ , (2.38)
µ2(0,y;λ ) = I−
∫ L
y
e−2iλ
6(y−η)σˆ3(N2µ2)(0,η ,λ )dη , (2.39)
µ3(0,y;λ ) = I+
∫ y
0
e−2iλ
6(y−η)σˆ3(N2µ3)(0,η ,λ )dη . (2.40)
Let u0(x) = u(x,0), g0(y) = u(0,y), g1(y) = ux(0,y) and g2(y) = uxx(0,y) be the initial and boundary values of
u(x,y), then
N1(x,0;λ ) =
(
−iu0(x) λu0(x)e−i
∫ x
0 u0(ξ )dξ
2λe−i
∫ x
0 u0(ξ )dξ iu0(x)
)
, (2.41)
8
N2(0,y;λ ) =
(
N112 (0,y;λ ) N
12
2 (0,y;λ )
N212 (0,y;λ ) −N112 (0,y;λ )
)
, (2.42)
where
N112 (0,y;λ ) =−2iλ 4g0(y)+λ 2(g1(y)− i(g0(y))2)+ i2g2(y)+ 32g0(y)g1(y)− i2 (g0(y))3,
N122 (0,y;λ ) = (2λ
5g0(y)+λ 3(ig1(y)+g20(y))+λ (− 12g2(y)+ 32 ig0(y)g1(y)+ 12 (g0(y))3)e−2i
∫ y
0 ∆2(0,η)dη ,
N212 (0,y;λ ) = (4λ
5+2λ 3g0(y)+λ (ig1(y)+g20(y))e
−2i∫ y0 ∆2(0,η)dη ,
∆2(0,y) =− 14g2(y)+ 34 ig0(y)g1(y)+ 14g30(y).
These expressions for N1(x,0,λ ),N2(0,y,λ ) contain only u0(x),g0(y),g1(y) and g2(y), respectively. Therefore,
the integral equation (2.37) determining S1(λ ) is defined in terms of the initial data u0(x), the integral equation
(2.40) determining S2(λ ) is defined in terms of the initial data g0(y),g1(y) and g2(y).
Following the Section 2.4. of the Ref.[9], let us show the function µ(x,y,λ ) satisfy the symmetry rela-
tions. The analytic properties of 2×2 matrices µ j(x,y;λ )( j = 1,2,3.) that come from Eq.(2.26), Eq.(2.27) and
Eq.(2.28) are collected in the following proposition. Setting
µ j(x,y;λ ) = (µ
(1)
j (x,y;λ ),µ
(2)
j (x,y;λ )) =
(
µ11j µ12j
µ21j µ22j
)
, j = 1,2,3.
Proposition 2.4.1. The matrices µ j(x,y;λ ) = (µ
(1)
j (x,y;λ ),µ
(2)
j (x,y;λ ))( j = 1,2,3.) have the following prop-
erties
(1) detµ1(x,y;λ ) = detµ2(x,y;λ ) = detµ3(x,y;λ ) = 1;
(2) µ(1)1 (x,y;λ ) is analytic, and limλ→∞
µ(1)1 (x,y;λ ) = (1,0)
T , λ ∈ {Imλ 2 < 0};
(3) µ(2)1 (x,y;λ ) is analytic, and limλ→∞
µ(2)1 (x,y;λ ) = (0,1)
T , λ ∈ {Imλ 2 > 0};
(4) µ(1)2 (x,y;λ ) is analytic, and limλ→∞
µ(1)2 (x,y;λ ) = (1,0)
T , λ ∈ {Imλ 2 > 0}⋂{Imλ 6 < 0};
(5) µ(2)2 (x,y;λ ) is analytic, and limλ→∞
µ(2)2 (x,y;λ ) = (0,1)
T , λ ∈ {Imλ 2 < 0}⋂{Imλ 6 > 0};
(6) µ(1)3 (x,y;λ ) is analytic, and limλ→∞
µ(1)3 (x,y;λ ) = (1,0)
T , λ ∈ {Imλ 2 > 0}⋂{Imλ 6 > 0};
(7) µ(2)3 (x,y;λ ) is analytic, and limλ→∞
µ(2)3 (x,y;λ ) = (0,1)
T , λ ∈ {Imλ 2 < 0}⋂{Imλ 6 < 0}.
Proposition 2.4.2.(Symmetries) The matrices µ j(x,y;λ ) =
(
µ11j (x,y;λ ) µ12j (x,y;λ )
µ21j (x,y;λ ) µ22j (x,y;λ )
)
( j = 1,2,3.) have
the following properties
(1) µ11j (x,y;λ ) = µ22j (x,y; λ¯ ), µ
12
j (x,y;λ ) = µ21j (x,y; λ¯ );
(2) µ11j (x,y;−λ ) = µ11j (x,y;λ ), µ12j (x,y;−λ ) =−µ12j (x,y;λ ),
µ21j (x,y;−λ ) =−µ21j (x,y;λ ), µ22j (x,y;−λ ) = µ22j (x,y;λ ).
Proposition 2.4.3. The spectral function S1(λ ) and S2(λ ) are defined in Eq.(2.34) and Eq.(2.35) imply that
S1(λ ) = I−
∫ ∞
0 e
−iλ 2(x−ξ )σˆ3(N1µ1)(ξ ,0;λ )dξ ,
S−12 (λ ) = I+
∫ L
0 e
2iλ 6ησˆ3(N2µ3)(0,η ;λ )dη .
(2.43)
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If ψ(x,y,λ ) satisfies Eq.(2.3), it follows that detψ is independent of x and y. Hence, since detD(x,y) = 1,
the determinant of the function µ(x,y,λ ) corresponding to ψ according to (2.17) is also independent of x and
y. In particular, for µ j, j = 1,2,3. evaluation of detµ j at (x,y) shows that µ j = I + o( 1λ )( j = 1,2,3.) and
detµ j = 1( j= 1,2,3.). According to Proposition 2.4.2, we can construct the following matrix spectral functions
S1(λ ) and S2(λ ),
S1(λ ) =
(
a(λ¯ ) b(λ )
b(λ¯ ) a(λ )
)
, S2(λ ) =
(
A(λ¯ ) B(λ )
B(λ¯ ) A(λ )
)
(2.44)
By use of Eq.(2.35), we can obtain the proposition about the matrix spectral functions (2.44).
Proposition 2.4.4.The spectral function S1(λ ) and S2(λ ) are constructed in Eq.(2.44) have the following prop-
erties
(1)
(
b(λ )
a(λ )
)
= µ(2)1 (0,0;λ ) =
(
µ121 (0,0;λ )
µ221 (0,0;λ )
)
.
(2)
(
−e−4iλ 6LB(λ )
A(λ¯ )
)
= µ(2)3 (0,L;λ ) =
(
µ123 (0,L;λ )
µ223 (0,L;λ )
)
.
(3) ∂xµ
(2)
1 (x,0;λ )−2iλ 2σ˜ µ(2)1 (x,0;λ ) = N1(x,0;λ )µ(2)1 (x,0;λ ), λ ∈ D1
⋃
D2
⋃
D3,0 < x< ∞,
∂yµ
(2)
3 (0,y;λ )+4iλ
6σ˜ µ(2)3 (0,y;λ ) = N2(0,y;λ )µ
(2)
3 (0,y;λ ), λ ∈ D2
⋃
D4
⋃
D6,0 < y< L,
whereσ˜ =
(
1 0
0 0
)
.
(4) a(λ ),b(λ ),A(λ ) and B(λ ) obey the symmetries a(−λ )= a(λ ), b(−λ )=−b(λ ),A(−λ )=A(λ ), B(−λ )=
−B(λ ).
(5) detS1(λ ) = detS2(λ ) = 1.
(6) a(λ ) = 1+∑mj=1
a j(λ )
λm +O(
1
λm+1 ), b(λ ) = ∑
m
j=1
b j(λ )
λm +O(
1
λm+1 ), uniformly as λ → ∞ with Imλ 2 > 0.
A(λ ) = 1+∑mj=1
A j(λ )
λm +O(
1
λm+1 ), B(λ ) = ∑
m
j=1
B j(λ )
λm +O(
1
λm+1 ), uniformly as λ → ∞ with Imλ 6 > 0.
2.5. The Global Relation
Let F(y,λ ) and G(y,λ ) denote the eigenfunction obtained from the evaluation of µ1(x,y,λ ) and µ3(x,y,λ )
at x= 0, respectively
F(y,λ ) = µ1(0,y,λ ), G(y,λ ) = µ3(0,y,λ ), λ ∈ C. (2.45)
The eigenfunctions F(y,λ ) and G(y,λ ) satisfy the differential Eq.(2.23) thus, they are simply related
G(y,λ )e−2iλ
6yσˆ3S1(λ ) = F(y,λ ), 0 < y< L,λ ∈ C. (2.46)
Evaluating this equation at y= L, we obtain the global relation
S−12 (λ )S1(λ ) = e
2iλ 6Lσˆ3F(L,λ ), λ ∈ C. (2.47)
Remark 2.5.1. For the NLS, there exists one unknown boundary value. Thus, one might expect that since the
global relation (2.24) provides one equation connecting this unknown function with the given initial and bound-
ary conditions, in this case, it is possible, by utilizing the global relation, to characterize the unknown boundary
value. However, for the mKdV, there exist two unknown boundary values. In this case, the solution of the
associated linear problem suggests that it is impossible to solve this problem, unless one uses the transformation
that leaves λ 6 invariant in order to obtain an additional equation from the global relation.
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Remark 2.5.2. It is important to note that the rigorous result mentioned earlier does not require the knowl-
edge of the explicit form of F(y,λ ), it only requires the existence of a function F(y,λ ) with specific analyticity
properties. This suggests that the most efficient approach of characterizing A(λ ),B(λ ) is to actually eliminate
F(y,λ ). This is precisely the philosophy used in the linear limit for the derivation of the generalized Dirichlet
to Neumann map and it is also the philosophy used in [5,8].
2.6. The Basic RHP
Following, according to the paper [16], we can get that the RHP of the cSTO equation. Equation (2.34)
relating the various analytic eigenfunctions, can be rewritten in a form that determines the jump conditions of a
2×2 RHP, with unitary jump matrices on the real and imaginary axis. This involves tedious but straight forward
algebraic manipulations. The final form is
M+(x,y,λ ) =M−(x,y,λ )J(x,y,λ ), λ 6 ∈ R (2.48)
where M+(x,y,λ ) and M−(x,y,λ ) have two forms of expression, respectivly
M(1)+ (x,y,λ ) = (
µD4∪D5∪D61 (x,y,λ )
α(λ ) ,µ
D5
2 (x,y,λ )), λ ∈ D5,
M(1)− (x,y,λ ) = (
µD4∪D5∪D61 (x,y,λ )
a(λ¯ )
,µD4∪D63 (x,y,λ )),λ ∈ D4∪D6,
M(2)+ (x,y,λ ) = (µ
D1∪D3
3 (x,y,λ ),
µD1∪D2∪D31 (x,y,λ )
a(λ ) ), λ ∈ D1∪D3,
M(2)− (x,y,λ ) = (µ
D2
2 (x,y,λ ),
µD1∪D2∪D31 (x,y,λ )
α(λ¯ )
), λ ∈ D2.
(2.49)
Equation (2.46) imply that
detM(x,y;λ ) = 1,
M(x,y;λ ) = I+O( 1λ ), λ → ∞.
Setting θ(λ ) = λ 2x+ 2λ 6y,α(λ ) = a(λ¯ )A(λ )− b(λ¯ )B(λ ),β (λ ) = a(λ )B(λ )− b(λ )A(λ ), we have the fol-
lowing theorem
Theorem2.6.1. Let u(x,y;λ ) is a smooth function, µ1(x,y,λ ),µ2(x,y,λ ),µ3(x,y,λ ) are defined by Eq.(2.26),
Eq.(2.27) and Eq.(2.28), M(x,y;λ ) be defined by Eq.(2.46), then M(x,y;λ ) satisfies the jump condition
M+(x,y,λ ) =M−(x,y,λ )J(x,y,λ ), λ 6 ∈ R, (2.50)
where
J(x,y,λ ) =

J1(x,y,λ ), Argλ = kpi or kpi+ pi2 ;
J2(x,y,λ ), Argλ = kpi+ pi6 or kpi+
pi
3 ;
J3(x,y,λ ), Argλ = kpi+ 2pi3 or kpi+
5pi
6 .
(2.51)
J1(x,y,λ ) =
 1 b(λ )a(λ¯ )e−2iθ(λ )
− b(λ¯ )a(λ )e2iθ(λ ) 1a(λ )a(λ¯ )
 ,
J2(x,y,λ ) =
 a(λ )α(λ¯ ) 0
−e2iθ(λ )B(λ¯ ) α(λ¯ )a(λ )
 ,
J3(x,y,λ ) =
 a(λ )α(λ ) B(λ )e−2iθ(λ )
0 α(λ )
a(λ¯ )
 .
The contour for this RHP is depicted in Fig.4.
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Figure 4: The contour for the RHP on the complex λ− plane.
Proof. Using the idea in ref.[17], in order to derive the jump condition Eq.(2.47) we write Eq.(2.34) and
Eq.(2.36) in the following form{
a(λ¯ )µD1∪D33 +b(λ¯ )e
2iθ(λ )µD4∪D63 = µ
D4∪D5∪D6
1
b(λ )e−2iθ(λ )µD1∪D33 +a(λ )µ
D4∪D6
3 = µ
D1∪D2∪D3
1 ,
(2.52)
{
A(λ¯ )µD1∪D33 +B(λ¯ )e
2iθ(λ )µD4∪D63 = µ
D2
2
B(λ )e−2iθ(λ )µD1∪D33 +A(λ )µ
D4∪D6
3 = µ
D5
2 ,
(2.53)
{
α(λ¯ )µD4∪D5∪D61 +β (λ¯ )e
2iθ(λ )µD1∪D2∪D31 = µ
D2
2
β (λ )e−2iθ(λ )µD4∪D5∪D61 +α(λ )µ
D1∪D2∪D3
1 = µ
D5
2 .
(2.54)
By direct calculation, we can derive that the jump matrices Ji(x,y;λ )(i = 1,2,3.) satisfy the jump condition
Eq.(2.47).
Further more, we can obtain the jump condition between M(1)+ and M
(2)
−
M(1)+ =M
(2)
− J4 (2.55)
where J4 = J2J−11 J3.
2.7. The Residue Conditions.
The matrix M(x,y;λ ) of this RHP is a sectionally meromorphic function of λ in C\{λ 6 ∈R}. The possible
poles of M(x,y;λ ) are generated by the zeros of a(λ ), α(λ ) and by the complex conjugates of these zeros.
Since a(λ ), α(λ ) are even functions, this means each zero λ j of a(λ ) is accompanied by another zero at −λ j.
Similarly, each zero λ j of α(λ ) is accompanied by a zero at −λ j. In particular, both a(λ ) and α(λ ) have even
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number of zeros.
Hypothesis 2.7.1. We assume that
• a(λ ) has 2∧ simple zeros(2∧ = 2∧1 +2∧2), such that ζ j( j = 1,2, · · · ,2∧1) lie in D1⋃D3, and ζ¯ j( j =
2∧1+1,2∧1+2, · · · ,2∧) lie in D4⋃D6.
• α(λ ) has 2∨ simple zeros(2∨ = 2∨1 +2∨2), such that ε j( j = 1,2, · · · ,2∨1), lie in D5, and ε¯ j, j = 2∨1
+1,2∨1+2, · · · ,2∨, lie in D2.
• None of the zeros of α(λ ) coincides with any of the zeros of a(λ ).
The residues of the functionM(x,y;λ ) at the corresponding poles can be computed using Eq.(2.34) and Eq.(2.36).
Using the notation [M(i)± (x,y;λ )]1(i= 1,2.) for the first column and [M
(i)
± (x,y;λ )]2(i= 1,2.) for the second col-
umn of the solution M(i)± (x,y;λ )(i = 1,2.) of the RHP, and we write α˙(λ ) = dαdλ , then we get the following
proposition.
Proposition 2.7.2.
(1) Res {[M(2)+ (x,y;λ )]2,ζ j}= b(ζ j)a˙(ζ j)e
−2iθ(ζ j)[M(2)+ (x,y;ζ j)]1, j = 1,2, · · · ,2∧1.
(2) Res {[M(1)− (x,y;λ )]1, ζ¯ j}= b(ζ j)a˙(ζ j)e
2iθ(ζ¯ j)[M(1)− (x,y; ζ¯ j)]2, , j = 2∧1+1,2∧1+2, · · · ,2∧.
(3) Res {[M(1)+ (x,y;λ )]1,ε j}=− β (ε¯ j)α˙(ε j)e
2iθ(ε j)[M(1)+ (x,y;ε j)]2, j = 1,2, · · · ,2∨1.
(4) Res {[M(2)− (x,y;λ )]2, ε¯ j}=− β (ε¯ j)α˙(ε j)e
−2iθ(ε¯ j)[M(2)− (x,y; ε¯ j)]1, j = 2∨1+1,2∨1+2, · · · ,2∨.
Proof.
According to the idea in ref.[17], we only need to prove (1), and another three relations also have similar
proof.
Consider M(2)+ (x,y;λ )] = (µ
D1∪D3
3 ,
µD1∪D2∪D31
a(λ ) ), the simple zeros ζ j ( j= 1,2, · · · ,2∧1) of a(λ ) are the simple
poles of µ
D1∪D2∪D3
1
a(λ ) . Then we have
Res{ µ
D1∪D2∪D3
1
a(λ ) ,ζ j}= limλ→ζ j(λ −ζ j)
µD1∪D2∪D31 (x,y;λ )
a(λ ) =
µD1∪D2∪D31 (x,y;ζ j)
a˙(ζ j)
, j = 1,2, · · · ,2∧1 . (2.56)
Taking λ = ζ j into the second equation of Eq.(2.52) we obtain
µD1∪D2∪D31 (x,y;ζ j) = [e
−2iθ(λ )b(λ )µD1∪D33 (x,y;λ )+a(λ )µ
D4∪D6
3 (x,y;λ )]λ=ζ j
= e−2iθ(ζ j)b(ζ j)µD1∪D33 (x,y;ζ j), j = 1,2, · · · ,2∧1 .
(2.57)
Furthermore,
Res{[M(2)+ (x,y;λ )]2,ζ j}= Res{ µ
D1∪D2∪D3
1
a(λ ) ,ζ j}=
e−2iθ(ζ j)b(ζ j)µ
D1∪D3
3 (x,y;ζ j)
a˙(ζ j)
=
b(ζ j)
a˙(ζ j)
e−2iθ(ζ j)[M(2)+ (x,y;ζ j)]1, j = 1,2, · · · ,2∧1 .
(2.58)
It is equivalent to Proposition 2.7.2(1).
13
3 Inverse Spectral Mappings
In this section we turn to the description of the inverse spectral mappings. They will be given in terms of the
solutions of the associated RHP, the jump matrices of which are constructed from the corresponding spectral
functions. The guideline for the choice of a particular configuration of these boundary RHP is that they must
be conveniently related to the bulk RHP, to be constructed for the solution of the CSTO equation in the whole
domain. Following this idea, we rewrite the jump condition Eq.(2.50)
M+(x,y;λ )−M−(x,y;λ ) =M−J˜(x,y;λ ), (3.1)
where J˜(x,y;λ ) = J(x,y;λ )− I. The asymptotic conditions of Eq.(2.26) Eq.(2.27) Eq.(2.28) and the Proposi-
tion 2.4.1 imply
M(x,y;λ ) = I+
M(x,y;λ )
λ
+O(
1
λ
), λ → ∞, λ ∈ C\Γ, (3.2)
where Γ = {Imλ 6 = 0}. Eq.(3.1) and the condition Eq.(3.2) yield the following integral representation for the
function M(x,y;λ )
M(x,y;λ ) = I+
1
2pii
∫
Γ
M+(x,y;λ ′)J˜(x,y;λ ′)
λ −λ ′ dλ
′, λ ∈ C\Γ, (3.3)
then
M(x,y;λ ) =− 1
2pii
∫
Γ
M+(x,y;λ ′)J˜(x,y;λ ′)dλ ′. (3.4)
Using Eq.(3.2) and the ODE of the Lax pair (2.5), we find
− [σ3,M(x,y;λ )] = (ux(x,y)− iuy(x,y))σ1, (3.5)
ux(x,y)− iuy(x,y) = 2(M(x,y;λ ))21 = 2 lim
λ→∞
(λM(x,y;λ ))21, (3.6)
where σ3 denote the usual Pauli matrix and σ1 =
(
0 1
1 0
)
.
The inverse problem involves reconstructing the potential u(x,y) from the spectral functions µ j, j = 1,2,3.
That means we will reconstruct the potential u(x,y). We show in Section 2.2 that
Ψ(o)1 =
(
0 − i2uD22
iD11 0
)
,
when
Ψ(x,y;λ ) = D+
5
∑
j=1
Ψ j(x,y;λ )
λ j
+O(
1
λ 6
), (λ → ∞, j = 1,2, · · · ,5.)
is a solution of Eq.(2.5). This implies that
u(x,y) = 2im(x,y)e2i
∫ x,y
(0,0)∆, (3.7)
where
µ(x,y;λ ) = I+
5
∑
j=1
m( j)(x,y;λ )
λ j
+O(
1
λ 6
), (λ → ∞, j = 1,2, · · · ,5.)
is the corresponding solution of Eq.(2.18) related to Ψ(x,y;λ ) via Eq.(2.18), and we write m(x,y) for m(1)12 (x,y).
From Eq.(3.7) and its complex conjugate u¯(x,y), we obtain
uu¯= 4|m|2,uxu¯−uu¯x = 4(mxm¯− m¯xm)+16i|m|4. (3.8)
Then we can solve the inverse problem as follows
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(1) Use any one of the three spectral functions µ j( j = 1,2,3.) to compute m(x,y) according to
m(x,y) = lim
λ→∞
(λµ j(x,y;λ ))12.
(2) Determine ∆(x,y) from Eq.(2.16).
(3) Finally, u(x,y) is given by Eq.(3.7).
4 The Spectral Functions and the principal RHP
4.1.The spectral functions {a(λ ),b(λ )}
The analysis of Section 2 motivates the following definitions for the spectral functions.
Definition 4.1.1. (The spectral functions a(λ ) and b(λ ) Given the smooth function u0(x) = u(x,0), we define
the map
S : {u0(x)}→ {a(λ ),b(λ )} (4.1)
by (
b(λ )
a(λ )
)
= µ(2)1 (0,λ ) =
(
µ121 (0,λ )
µ221 (0,λ )
)
, Imλ 2 ≥ 0. (4.2)
where µ1(0,λ ) is the unique solution of the Volterra linear integral equation
µ1(x,λ ) = I−
∫ ∞
x
e−iλ
2(x−ξ )σˆ3(N1µ1)(ξ ,0;λ )dξ
and N1(x,0;λ ) is given in terms of u0(x) by Eq.(2.41). The spectral functions a(λ ) and b(λ ) have the same
properties with Proposition 2.4.4.
Definition 4.1.2. We define Q is the inverse map of S,
Q : {a(λ ),b(λ )}→ {u0(x)} (4.3)
where u0(x) = 2im(x)e2i
∫ x
0 ∆1(ξ )dξ ,m(x) = limλ→∞(λM(x)(x,λ ))12.
Theorem 4.1.3
• M(x)(x,λ ) is the unique solution of the following RHP
M(x)(x,λ ) =
{
M(x)− (x,λ ), Imλ 2 < 0
M(x)+ (x,λ ), Imλ 2 > 0
is a sectionally meromorphic function, then M(x)(x,λ ) satisfied
the jump condition
M(x)+ (x,λ ) =M
(x)
− (x,λ )J
(x)(x,λ ), λ 2 ∈ R, (4.4)
where
J(x)(x,λ ) =
 1 b(λ )a(λ¯ )e−2iλ 2x
− b(λ¯ )a(λ )e2iλ
2x 1
a(λ )a(λ¯ )
 , λ 2 ∈ R. (4.5)
and M(x)(x,λ ) satisfy asymptotic properties M(x)(x,λ ) = I+O( 1λ ), λ → ∞.
• We assume that the spectral function a(λ ) has 2∧˜ simple zeros(2∧˜ = 2∧˜1 + 2∧˜2), such that, ζ˜ j( j =
1,2, · · · ,2∧˜1) lie in D1⋃D2⋃D3, ¯˜ζ j( j = 2∧˜1+1,2∧˜1+2, · · · ,2∧˜) lie in D4⋃D5⋃D6. The first column
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of M(x)− (x,λ ) has simple poles at λ =
¯˜ζ j, j = 1,2, · · · ,2∧˜2, the second column of M(x)+ (x,λ ) has simple
poles at λ = ζ˜ j, j = 1,2, · · · ,2∧˜1. The associated residues are given by
Res{[M(x)(x,λ )]2, ζ˜ j}= b(ζ˜ j)
a˙(ζ˜ j)
e−2iζ˜
2
j x[M(x)(x, ζ˜ j)]1, j = 1,2, · · · ,2∧˜1. (4.6)
Res{[M(x)(x,λ )]1, ¯˜ζ j}= b(ζ˜ j)
a˙(ζ˜ j)
e2i
¯˜ζ 2j x[M(x)(x, ¯˜ζ j)]2, j = 2∧˜1+1,2∧˜1+2, · · · ,2∧˜. (4.7)
Proof. We note that M(x)+ (x,λ ) and M
(x)
− (x,λ ) have the following forms,
M(x)+ (x,λ ) = (µ
D1∪D2∪D3
3 (x,λ ),
µD1∪D2∪D31 (x,λ )
a(λ ) )
M(x)− (x,λ ) = (
µD4∪D5∪D61 (x,λ )
a(λ¯ )
,µD4∪D5∪D63 (x,λ ))
(4.8)
According to Eq.(2.52), we only need to set t = 0,{
a(λ¯ )µD1∪D2∪D33 (x,λ )+b(λ¯ )e
2iλ 2xµD4∪D5∪D63 (x,λ ) = µ
D4∪D5∪D6
1 (x,λ )
b(λ )e−2iλ 2xµD1∪D2∪D33 (x,λ )+a(λ )µ
D4∪D5∪D6
3 (x,λ ) = µ
D1∪D2∪D3
1 (x,λ )
(4.9)
by direct calculation, we can derive that the jump matrices J(x)(x,λ )(Eq.(4.5)) satisfy the jump condition
Eq.(4.4).
Consider the second column of M(x)+ (x,λ ), the simple zeros ζ˜ j ( j = 1,2, · · · ,2∧˜1) of a(λ ) are the simple poles
of µ
D1∪D2∪D3
1 (x,λ )
a(λ ) . Then we have
Res{ µ
D1∪D2∪D3
1 (x,λ )
a(λ ) , ζ˜ j}= limλ→ζ˜ j(λ − ζ˜ j)
µD1∪D2∪D31 (x,λ )
a(λ ) =
µD1∪D2∪D31 (x,ζ˜ j)
a˙(ζ˜ j)
, j = 1,2, · · · ,2∧˜1. (4.10)
Taking λ = ζ˜ j into the second equation of Eq.(4.8) we obtain
µD1∪D2∪D31 (x, ζ˜ j) = [e
−2iλ 2xb(λ )µD1∪D2∪D33 (x,λ )+a(λ )µ
D4∪D5∪D6
3 (x,λ )]λ=ζ˜ j
= e−2iζ˜
2
j xb(ζ˜ j)µD1∪D2∪D33 (x, ζ˜ j), j = 1,2, · · · ,2∧˜1.
(4.11)
Furthermore,
Res{[M(x)+ (x,λ )]2, ζ˜ j}= Res{ µ
D1∪D2∪D3
1 (x,λ )
a(λ ) , ζ˜ j}=
e
−2iζ˜2j xb(ζ˜ j)µ
D1∪D2∪D3
3 (x,ζ˜ j)
a˙(ζ˜ j)
=
b(ζ˜ j)
a˙(ζ˜ j)
e−2iζ˜
2
j x[M(x)+ (x, ζ˜ j)]1, j = 1,2, · · · ,2∧˜1.
(4.12)
It is equivalent to Eq.(4.6) and using the same proof method we can derive out Eq.(4.7).
4.2.The spectral functions {A(λ ),B(λ )}
Definition 4.2.1. Let g0(y), g1(y) and g2(y) be smooth functions, we define the map
S˜ : {g0(y),g1(y),g2(y)}→ {A(λ ),B(λ )} (4.13)
by (
B(λ )
A(λ )
)
= µ(2)2 (0,y;λ ) =
(
µ122 (0,y;λ )
µ222 (0,y;λ )
)
, Imλ 6 > 0, (4.14)
where µ2(0,y;λ ) is the unique solution of the Volterra linear integral equation
µ2(0,y;λ ) = I+
∫ y
T
e2iλ
6(y−η)σˆ3(N2µ2)(0,η ,λ )dη
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and N2(0,y;λ ) is given by Eq.(2.42). The spectral functions A(λ ) and B(λ ) have the same properties with
Proposition 2.4.4.
Definition 4.2.2. We define Q˜ is the inverse map of S˜,
Q˜ : {A(λ ),B(λ )}→ {g0(y),g1(y),g2(y)} (4.15)
where
g0(y) = 2im
(1)
12 (y)e
2i
∫ y
0 ∆2(η)dη (4.16)
g1(y) = (4m
(3)
12 (y)−2g0(y)m(1)12 (y))e2i
∫ y
0 ∆2(η)dη − ig0(y)(2m(2)22 (y)+g0(y)) (4.17)
g2(y) = [8im
(5)
12 +4ig0(y)m
(3)
12 +2(g1(y)− ig20(y))m(1)12 ]e2i
∫ y
0 ∆2(η)dη −g0(y)(4m(4)22 (y)+3ig1(y)+g20(y)) (4.18)
where the functionsm( j)(y)( j= 1,2,3,4,5.) are determined by the asymptotic expansion Eq.(4.21), andM(y)(y,λ )
is the unique solution of the RHP in the following Theorem 4.2.3.
Theorem 4.2.3
• M(y)(y,λ ) is the unique solution of the following RHP,
M(y)(y,λ ) =
{
M(y)− (y,λ ), Imλ 6 < 0
M(y)+ (y,λ ), Imλ 6 > 0
is a sectionally meromorphic function, then M(y)(y,λ ) satisfied
the jump condition
M(y)+ (y,λ ) =M
(y)
− (y,λ )J
(y)(y,λ ), λ 6 ∈ R (4.19)
where,
J(y)(y,λ ) =
 1A(λ )A(λ¯ ) B(λ )A(λ¯ )e−4iλ 6y
−B(λ¯ )A(λ )e4iλ
6y 1
 , λ 6 ∈ R. (4.20)
and M(y)(y,λ ) satisfy asymptotic properties
M(y)(y,λ ) = I+
m(1)
λ
+
m(2)
λ 2
+
m(3)
λ 3
+
m(4)
λ 4
+
m(5)
λ 5
+O(
1
λ 6
), λ → ∞. (4.21)
• We assume that the spectral function A(λ ) has 2k simple zeros(2k= 2k1+2k2), such that, γ j( j= 1,2, · · · ,2k1)
lie in D1
⋃
D3
⋃
D5, γ¯ j( j = 2k1 + 1,2k1 + 2, · · · ,2k) lie in D2⋃D4⋃D6. The first column of M(y)+ (y,λ )
has simple poles at λ = γ j, j = 1,2, · · · ,2k1, the second column of M(y)− (y,λ ) has simple poles at λ = γ¯ j,
j = 1,2, · · · ,2k2. Then, the associated residues are given by
Res{[M(y)(y,λ )]1,γ j}= 1A˙(γ j)B(ζ j)
e4iγ
6
j y[M(y)(y,ζ j)]2, j = 1,2, · · · ,2k1. (4.22)
Res{[M(y)(y,λ )]2, γ¯ j}= 1
A˙(γ j)B(γ j)
e−4iζ¯ j
6
y[M(y)(y, γ¯ j)]2, j = 2k1+1,2k1+2, · · · ,2k. (4.23)
Proof. We set
M(y)+ (y,λ ) = (
µD1∪D3∪D53 (y,λ )
A(λ ) ,µ
D1∪D3∪D5
2 (y,λ )), λ ∈ D1∪D3∪D5
M(y)− (y,λ ) = (µ
D2∪D4∪D6
2 (y,λ ),
µD2∪D4∪D63 (y,λ )
A(λ¯ )
), λ ∈ D2∪D4∪D6.
(4.24)
In order to obtain the jump matrix J(y)(y,λ ), we set x= 0 according to Eq.(2.52),{
A(λ¯ )µD1∪D3∪D53 (y,λ )+B(λ¯ )e
4iλ 6yµD2∪D4∪D63 (y,λ ) = µ
D2∪D4∪D6
2 (y,λ )
B(λ )e−4iλ 6yµD1∪D3∪D53 (y,λ )+A(λ )µ
D2∪D4∪D6
3 (y,λ ) = µ
D1∪D3∪D5
2 (y,λ )
(4.25)
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by direct calculation, we can derive that the jump matrices J(y)(y,λ )(Eq.(4.20)) satisfy the jump condition.
Consider the first column of M(x)+ (x,λ ), the simple zeros γ j ( j = 1,2, · · · ,2k1) of A(λ ) are the simple poles of
µD1∪D3∪D53 (y,λ )
A(λ ) . Then we have
Res{ µ
D1∪D3∪D3
3 (y,λ )
A(λ ) ,γ j}= limλ→γ j(λ − γ j)
µD1∪D3∪D53 (y,λ )
A(λ ) =
µD1∪D2∪D33 (y,ζ j)
A˙(ζ j)
, j = 1,2, · · · ,2k1. (4.26)
Taking λ = γ j into the second equation of Eq.(4.25) we obtain
µD1∪D3∪D53 (y,γ j) =
e4iλ
6y
B(λ ) [µ
D1∪D3∪D3
2 (y,λ )−A(λ )µD2∪D4∪D63 (y,λ )]λ=γ j
= e
4iζ6j y
B(γ j)
µD1∪D3∪D52 (y,γ j), j = 1,2, · · · ,2k1.
(4.27)
Furthermore,
Res{[M(y)+ (y,λ )]1,γ j}= Res{ µ
D1∪D3∪D5
3 (y,λ )
A(λ ) ,γ j}=
e
4iγ6j yµD1∪D3∪D52 (y,γ j)
B(ζ j)A˙(ζ j)
= e
4iγ6j y
B(γ j)A˙(γ j)
[M(y)+ (y,γ j)]2, j = 1,2, · · · ,2k1.
(4.28)
It is equivalent to Eq.(4.22) and using the same proof method we can derive out Eq.(4.23).
4.3.The spectral functions {α(λ ),β (λ )}
Definition 4.3.1.Given the spectral functions
S3(λ ) = S−11 (λ )S2(λ ) =
(
α(λ¯ ) β (λ )
β (λ¯ ) α(λ )
)
, (4.29)
and the smooth functions hL(x) = u(x,L). We define the map
˜˜S : {hT (x)}→ {α(λ ),β (λ )} (4.30)
by
µ2(x,L,λ ) = µ1(x,L,λ )e−i(λ
2x+2λ 6L)σˆ3S3(λ ) (4.31)
where µ1(x,L;λ ),µ2(x,L,λ ) is the unique solution of the Volterra linear integral equation µ2(x,L;λ ) = I+∫ x
0 e
−iλ 2(x−ξ )σˆ3(N1µ2)(ξ ,L;λ )dξ and µ1(x,L;λ ) = I−
∫ ∞
x e
−iλ 2(x−ξ )σˆ3(N1µ1)(ξ ,L;λ )dξ , N1(x,L;λ ) is given
by
N1(x,L;λ ) =
(
−ihL(x) λhL(x)e−
∫ x
0 ihL(ξ ,L)dξ
2λe
∫ x
0 ihL(ξ ,L)dξ ihL(x)
)
.
Proposition 4.3.2. The spectral functions α(λ ) and β (λ ) have the following properties
(i) α(λ ) and β (λ ) are analytic for Imλ 2 < 0 and continuous and bounded for Imλ 2 ≤ 0;
(ii) α(λ ) = 1+∑mj=1
α j(λ )
λm +O(
1
λm+1 ), β (λ ) = ∑
m
j=1
β j(λ )
λm +O(
1
λm+1 ) as λ → ∞, Imλ 2 ≤ 0;
(iii) α(λ )α(λ¯ )−β (λ )β (λ¯ ) = 1, λ 2 ∈ R;
(iv) α(−λ ) = α(λ ),β (−λ ) =−β (λ ), Imλ 2 ≤ 0.
Definition 4.3.3. We define ˜˜Q is the inverse map of ˜˜S,
˜˜Q : {α(λ ),β (λ )}→ {hL(x)} (4.32)
where hL(x) = 2imL(x)e2i
∫ x
0 ∆1(ξ ,L)dξ ,mL(x) = limλ→∞(λM(L)(x,λ ))12.
Theorem 4.3.4
18
• M(L)(x,λ ) is the unique solution of the following RHP
M(L)(x,λ ) =
{
M(L)− (x,λ ), Imλ 2 < 0
M(L)+ (x,λ ), Imλ 2 > 0
is a sectionally meromorphic function, then M(L)(x,λ ) satisfied
the jump condition
M(L)+ (x,λ ) =M
(L)
− (x,λ )J
(L)(x,λ ), λ 2 ∈ R, (4.33)
where
J(L)(x,λ ) =
 1 − β (λ )α(λ¯ )e−2i(λ 2x+2λ 6L)
β (λ¯ )
α(λ )e
2i(λ 2x+2λ 6L) 1
α(λ )α(λ¯ )
 , λ 2 ∈ R. (4.34)
and M(L)(x,λ ) satisfy asymptotic properties M(L)(x,λ ) = I+O( 1λ ), λ → ∞.
• We assume that the spectral function α(λ ) has 2∨˜ simple zeros(2∨˜ = 2∨˜1 + 2∨˜2), such that, ε˜ j( j =
1,2, · · · ,2∨˜1) lie in D4⋃D4⋃D6, ¯˜ε j( j = 2∨˜1 + 1,2∨˜1 + 2, · · · ,2∨˜) lie in D1⋃D2⋃D3. The second
column of M(L)− (x,λ ) has simple poles at λ = ¯˜ε j, j = 1,2, · · · ,2∨˜2, the first column of M(L)+ (x,λ ) has
simple poles at λ = ε˜ j, j = 1,2, · · · ,2∨˜1. The associated residues are given by
Res{[M(L)(x,λ )]1, ε˜ j}= e
2i(ε˜2j x+2ε˜
6
j L)
α˙(ε˜ j)β (ε˜ j)
[M(L)(x, ε˜ j)]2, j = 1,2, · · · ,2∨˜1. (4.35)
Res{[M(L)(x,λ )]2, ¯˜ε j}= e
−2i( ¯˜ε2j x+2¯˜ε6j L)
β (ε˜ j)α˙(ε˜ j)
[M(L)(x, ¯˜ε j)]1, j = 2∨˜1+1,2∨˜1+2, · · · ,2∨˜. (4.36)
Proof. We note that M(L)+ (x,λ ) and M
(L)
− (x,λ ) have the following forms,
M(L)− (x,λ ) = (
µD4∪D5∪D61 (x,L;λ )
α(λ ) ,µ
D4∪D5∪D6
2 (x,L;λ ))
M(L)+ (x,λ ) = (µ
D1∪D2∪D3
2 (x,L;λ ),
µD1∪D2∪D31 (x,L;λ )
α(λ¯ )
,)
(4.37)
According to Eq.(2.54), we only need to set y= L,{
α(λ¯ )µD4∪D5∪D61 (x,L;λ )+β (λ¯ )e
2i(λ 2x+2λ 6L)µD1∪D2∪D31 (x,L;λ ) = µ
D1∪D2∪D3
2 (x,L;λ )
β (λ )e−2i(λ 2x+2λ 6L)µD4∪D5∪D61 (x,L;λ )+α(λ )µ
D1∪D2∪D3
1 (x,L;λ ) = µ
D4∪D5∪D6
2 (x,L;λ )
(4.38)
by direct calculation, we can derive that the jump matrices J(L)(x,λ )(Eq.(4.34)) satisfy the jump condition
Eq.(4.33).
Consider the frist column of M(L)− (x,λ ), the simple zeros ε˜ j ( j = 1,2, · · · ,2∨˜1) of α(λ ) are the simple poles of
µD4∪D5∪D61 (x,L;λ )
α(λ ) . Then we have
Res{ µ
D4∪D5∪D6
1 (x,L;λ )
α(λ ) , ε˜ j}= limλ→ε˜ j(λ − ε˜ j)
µD4∪D5∪D61 (x,L;λ )
α(λ ) =
µD4∪D5∪D61 (x,ε˜ j)
α˙(ε˜ j)
, j = 1,2, · · · ,2∨˜1. (4.39)
Taking λ = ε˜ j into the second equation of Eq.(4.38) we obtain
µD4∪D5∪D61 (x, ε˜ j) =
e
2i(ε˜2j x+2ε˜
6
j L)
β (ε˜ j)
[µD4∪D5∪D62 (x,λ )−α(λ )µD1∪D2∪D31 (x,λ )]λ=ε˜ j
= e
2i(ε˜2j x+2ε˜
6
j L)
β (ε˜ j)
µD4∪D5∪D62 (x, ε˜ j), j = 1,2, · · · ,2∨˜1.
(4.40)
Furthermore,
Res{[M(L)− (x,λ )]1, ε˜ j}= Res{ µ
D4∪D5∪D6
1 (x,λ )
α(λ ) , ε˜ j}= e
2i(ε˜2j x+2ε˜
6
j L)
α˙(ε˜ j)β (ε˜ j)
µD4∪D5∪D62 (x, ε˜ j)
= e
2i(ε˜2j x+2ε˜
6
j L)
α˙(ε˜ j)β (ε˜ j)
[M(L)− (x, ε˜ j)]2, j = 1,2, · · · ,2∨˜1.
(4.41)
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It is equivalent to Eq.(4.35) and using the same proof method we can derive out Eq.(4.36).
4.4. The principal RHP
Theorem 4.4.1. Let u0(x) ∈ S(R+) is a smooth function. Suppose that the function g0(y),g1(y),g2(y) are
compatible with the function u0(x) at x = y = 0. Define the spectral function a(λ ), b(λ ), A(λ ) and B(λ ), in
terms of u0(x), g0(y),g1(y), and g2(y) of Definition 4.1.2 and Definition 4.2.2. Suppose that a(λ ), b(λ ), A(λ )
and B(λ ) satisfy the global relation
a(λ )B(λ )−b(λ )A(λ ) = e4iλ 6Lc+(λ ), Imλ 6 ≥ 0,
where S1(λ ) = µ1(0,0;λ ),S2(λ ) = S2(L,λ ) = (e2iλ
6Lµ3(0,L;λ ))−1, if λ → ∞ the global relation is replaced
by a(λ )B(λ )−b(λ )A(λ ) = 0. Assume that the possible zeros of {ζ j}2∧j=1 are a(λ ) and {ε j}2∨j=1 of α(λ ), then
define the M(x,y,λ ) as the solution of the following RHP
• M(x,y;λ ) is sectionally meromorphic in C\{λ 6 ∈ R}.
• The first column of M(x,y;λ ) has simple poles at λ = ζ¯ j, j= 1,2, · · · ,2∧2, and λ = ε j, j= 1,2, · · · ,2∨1.
The second column ofM(x,y;λ ) has simple poles at λ = ζ j, j= 1,2, · · · ,2∧1, and λ = ε¯ j, j= 1,2, · · · ,2∨2.
• M(x,y;λ ) satisfies the jump condition
M+(x,y;λ ) =M−(x,y;λ )J(x,y;λ ), λ 6 ∈ R. (4.42)
• M(x,y;λ ) = I+O( 1λ ), λ → ∞.
• M(x,y;λ ) satisfies the residue conditions of Proposition2.7.2.
Then M(x,y;λ ) exists and is unique, we define u(x,y) in terms of M(x,y;λ ) by
u(x,y) = 2im(x,y)e2i
∫ (x,y)
(0,0) ∆,
m(x,y) = limλ→∞(λM(x,y;λ ))12.
(4.43)
Furthermore u(x,y) is the solution of the cSTO equation (1), and u(x,0)= u0(x), u(0, t)= g0(t), ux(0,y)= g1(y),
uxx(0,y) = g2(y).
Proof. In fact, if we assume that a(λ ) and α(λ ) have no zeroes, then the 2× 2 function M(x,y;λ ) satisfies a
non-sigular RHP. Using the fact that the jump matrix J(x,y;λ ) matches with the symmetry conditions, we can
show that this problem has a unique global solution [26]. The case that a(λ ) and α(λ ) have a finite number of
zeros can be mapped to the case of no zeros supplemented by an algebraic system of equations which is always
uniquely solvable.
Theorem 4.2.2. The RHP inTheorem 4.2.1 with the vanishing boundary condition M(x,y;λ )→ 0 (λ → ∞),
has only the zero solution.
Proof. Assume that M(x,y;λ ) is a solution of the RHP in Theorem 4.2.1 such that M±(x,y;λ )→ ∞ (λ → ∞).
A is a 2×2 matrix, A† denotes the complex conjugate transpose of A.
Define
χ+(λ ) =M+(λ )M†−(−λ¯ ), Imλ 6 ≥ 0,
χ−(λ ) =M−(λ )M†+(−λ¯ ), Imλ 6 ≤ 0,
(4.44)
where the x and y are dependence. χ+(λ ) and χ−(λ ) are analytic in {λ ∈C\Imλ 6 > 0} and {λ ∈C\Imλ 6 < 0}
respectively. By the symmetry relations a(−λ ) = a(λ ),b(−λ ) =−b(λ ), and A(−λ ) = A(λ ),B(−λ ) =−B(λ )
and Eq.(31), we infer that
J†1 (−λ¯ ) = J1(λ ), J†2 (−λ¯ ) = J2(λ ), J†3 (−λ¯ ) = J3(λ ). (4.45)
20
Then
χ+(λ ) =M−(λ )J(λ )M†−(−λ¯ ), Imλ 6 ∈ R,
χ−(λ ) =M−(λ )J†(−λ¯ )M†−(−λ¯ ), Imλ 6 ∈ R.
(4.46)
Eq.(4.45) and Eq.(4.46) mean that χ+(λ ) = χ−(λ ) for Imλ 6 ∈R. Therefore, χ+(λ ) and χ−(λ ) define an entire
function vanishing at infinity, so χ+(λ ) and χ−(λ ) are identically zero. Noting J1(iκ)(κ ∈ R), is a Hermitian
matrix with unit determinant and (2,2) entry 1 for any κ ∈ R. Therefore, J1(iκ)(κ ∈ R) is a positive definite
matrix. Since χ−(κ) vanishes identically for κ ∈ iR, i.e.
M+(iκ)J1(iκ)M†+(iκ) = 0, κ ∈ R. (4.47)
We can deduce that M+(iκ) = 0 as κ ∈ R. It follows that M+(λ ) and M−(λ ) vanish identically.
Proposition 4.2.3. Proof that u(x,y) satisfies the cSTO equation.
Using arguments of the dressing methods[19], it can be verified directly that if M(x,y;λ ) is defined as the
unique solution of the above RHP, and if u(x,y) is defined in terms of M(x,y;λ ) by Eq.(4.43), then u(x,y) and
M(x,y;λ ) satisfy two parts of the Lax pair, hence u(x,y) is solvable on cSTO equation.
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