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Abst ract - - In  this paper, we study the existence of positive solution for two classes of nonlinear 
second-order three-point boundary value problems using some monotone iteratlve schemes In both 
cases, such schemes start off with known constant functions and, therefore, are useful to computat ion 
purpose. (~) 2005 Elsevier Ltd All rights reserved 
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1. INTRODUCTION 
In this paper, we will consider the positive solutions to the following two classes of nonlinear 
second-order three-point boundary value problems, 
u" (t) + f (t, u (t), u' (t)) = 0, 0 < t < 1, (1.1) 
u" (t) + f (t, u (t)) = 0, 0 < t < 1, (1.2) 
(0) = 0, ~(7)  = ~(1) ,  (1.3) 
where both 7 and c~ are given constants atisfying 0 < 7 < 1, 0 < a < 1/7. Here, a positive 
solution of (1.1)-(1.3) or (1.2),(1.3) means a solution u* satisfying u*(t) > O, 0 < t < 1. 
The existence and multiplicity of positive solutions for the problem (1.2),(1.3) have been widely 
studied by many authors, see, for example, [1-8] But there are few papers which concern with the 
computational methods of the multipoint boundary problems. Among these papers, Yao [9] gave 
an iterative scheme for the problem (1.2),(1.3) by applying the properties of increasing operator. 
Jankowskii [10] constructed a monotone iteration based coupled lower and upper solution for a 
class of first-order multipoint boundary value problems. 
In this paper, we will investigate the iteration and existence of positive solution for the nonlinear 
second-order three-point boundary value problems (1.1)-(1.3) and (1.2),(1.3). We will not require 
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the existence of lower and upper solution. By making use of an equivalent integral equation, we 
will transform the problems (1.1)-(1.3) and (1.2),(1.3) to corresponding fixed-point equations in 
Banach space C [0, 1]. By considering the "heights" of nonlinear term f on some bounded sets 
and applying monotone iteratlve techniques on Banach space, we will construct wo successive 
iterative schemes. It is worth stating that our iterative schemes tart off with known constant 
functions. Therefore, the iterative schemes are significant and feasible. Finally, we will present 
the difference between two iterative schemes by two examples. The idea of this work comes from 
our papers [11-16]. 
2. MAIN  RESULTS 
Let [[u[[ = maxo<t<l [u(t)[ for u e C[0, 1]. Denote 
C_~[0,1 l={ueC l [0 ,1 ] :u ( t )>0,  0<t<l} ,  
C+ [0,1] = {u e C [0,1] : u (t) > 0, 0<t<l} .  
We recall that the function u is said to be concave on [0, 1], if 
u (rt2 + (1 - r)  t l )  >_ ru  (t2) + (1 - r) u (tl), tl, t2, r e [0, 1]. 
Let 
l - r /  
O<#<u_<l ,  " /= min r/' 1 - - -~  } ' 
} 
7/ ' O<#<u<r/ ,  
or= 7 min /z ( l~c~r] )~(_ l -a )u  kr/ l - r /  , 0<#<r]<v<l ,  
--'/[(1 - -  oLr/) - -  (1 - -  a )  u] r /_</.z  < u < 1, 
l - r /  ' 
8\ l _ar /2 ]  ' ~r/ (2 - r / )  <1,  
A= 
2 (1 - ~n) ~n (2 - r/) > 1, 
~ (1 - n)' 
3 - 2ar/+ c~r] 2
k= A, 
2 (I - c~r;) 
Let the function, 
where 
2 (1 - at/) 
(1 - r/) (u  2 - #2) '  
2 (1 - ar]) 
(1 - n)  (~2 _ ~2)  _ ( ,  _ V)~' 
2 (1 - at / )  
( .  - ~)  (2 - .  - ~) '  
O<#<u~r/,  
q~<u<l .  
1 O~ 
H(t , s ) -  1 -  - t r l  (1 -  s) - U (t, s) 1 "/a~-- V( t ,s ) ,  0_<t, s<__l, (2.1) 
t - s ,  s < t, f t ( r l -  s), s < rh 
U (t, s) = - V( t ,  s) = - 
O, t <_ s ], O, rl < s. 
In this paper, we will prove the following exmtence results and give corresponding iterative 
schemes. 
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THEOREM 2 1. Assume that there exists a > O, such that 
(C1) f .  [0, 1] x [0, a] x [-ka, ka] ~ [0, +ca) is continuous, 
(C2) max{f ( t ,a , ( -1 )~ka) :  0 < t < 1, z = 0,1} < aA, 
(C3) f ( t ,  u l ,v l )  <__ f(t ,  u2,v2) for anyO < t < 1, 0 <_ ul <_ u2 <_ a, Iv1[ _< Iv2[ _< ka, 
(C4) f ( t ,  O, O) ~ O, 0 < t < 1. 
Then, problem (1.1)-(1.3) has one concave positive solution u* • C 2 [0, 1], such that 0 <tlu* II -< 
a, 0 < H(u*)'[I _< ha and 
lim max l (TnO) ( t ) -u* ( t ) l=O,  lim max (T"O)' (t) - (u*)' (t)] = O, 
n---*c~ 0<t<i  n - - *~ 0<t<i  
where 
(Tu) (t) = H (t, s) f (s, u (s), u' (s)) ds, 0 < t < 1, u e C~_ [0, 1]. (2.2) 
The iterative scheme in Theorem 2.1 is Ul = TO, Un+I = Tun, n = 1, 2 , . . . .  It starts off with 
zero function. 
THEOREM 2.2. Assume that there exist 0 < b < a, such that 
(D1) f :  [0, 1] x [0, a] -+ [0, +oo) is continuous, 
(D2) max{f  (t, a ) :  0 < t < 1} _< aA, min{f(t,  crb) '#  _< t _< u} >_ bB, 
(D3) f ( t ,  Ul) < f ( t ,  u2) for any 0 < t < 1, 0 < ul <_ u2 <_ a. 
Then, problem (1.2),(1.3) has one concave positive solution u* E C2[0, 1], such that b <__ ll~*[I -< a 
and 
lim max ](T'~g) (t) - u* (t)[ = o, 
n--+oo O<t<l  
where  ~(t) - a, 0 < t < 1, and  
(Tu) (t) = H (t, s) f (s, u (s)) ds, 0 < t < 1, u • C+ [0, 1]. (2.3) 
The iterative scheme in Theorem 2.2 is ui = T~2, u~+l = Tu~, n = 1, 2 , . . . .  It starts off with 
constant function ~(t) - a, 0 < t < 1. 
3. PREL IMINARIES  
Denote 
Then, 
1 1 - a7 2 
p(t) = -~t  2 + t, 
x, 
0<t<l .  
p" (t) = - i ,  0 < t < l, and p (0) = 0, 
~v (1 - 7) 
; (1 )  - ~T~-~-~)  > o. 
Thus, p(t) is a nonnegative concave function on [0, 1]. After simple computations, we get ap(~) = 
p(1) and 
p = ~ (2 - v) < i ,  
max p(t) = ~,2(1 -a7) J  8 \ 1 -a  7 ] ' 
O<t<l ( t , ,  a7 (1 - ~/) 
; , , j  - ~[ / -~) ,  a7  (2 -  7) > i .  
By (2.1), it is easy to see that 
0 I ( l _s ) _  O_Ou(t,s) o~ ~tV( t , s )  ' NH (t,~) - i - ~-----~ at i --~ o_<t, s___l, t¢s ,  
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where 
0 {1 ,  s<t ,  0 s )={~-s ,  s<r / ,  
~u(t ,~)  = o, t < s; ~v( t ,  o, ~ < s 
In this section, we will study the properties of the kernel function H(t, s). In Lemma 3.1 (1), we 
will prove that H(t, s) is nonnegative. The nonnegativity ofkernel function H(t, s) and nonlinear 
term f (see (C1),(D1)) ensures the nonnegativity of the operator T, (2.2), or (2.3). 
LEMMA 3.1. 
(i) H:  [0, I] x [0, I] --+ [0, +oo) is continuous. 
(2) f l  H(t,s) ds =p(t), 0 < t < 1. 
(3) 
fo 1 ~H(~,s)  ds -  
PROOF. 
(1) The proof divides following six cases. 
(i) I fO<s<t<r / , then  
1 + aT/2 
2 (1 _ a~/) ÷t ,  0<t<l .  
H (t ,  s )  - - -  
1 OZ 
t (1 -s ) - ( t - s )  - (7/ -s)  
1 - a~/  1 - a~/t 
1 1 
- - - - s (1 - t -a~+at )> s (1 - t -a~?+a~t)  
1 -a t ]  - 1-a~ 
1 
-- 1 -a~ s' (1 -~r / ) (1 - t )>O.  
(ii) I f0<t<s<~/ , then  
1 a 1 
H(t , s )= l _a~/ t (1 -s )  l _a~t (~/ -s ) - -  l_a~it(1-s-a~l+~S) 
1 1 
> 1 - a t  ( I  - s - ~ + ~s)  = 1 - ~t  (1 - ~)  (1 - s) _> o. 
(iii) If 0 < s < v/___ t ___ I, then 
1 
H(t , s ) -  1-a~t_ (1 -s ) - ( t - s ) -  m-~/ t  (~/-s) 
1 
>- 1 -  aV s (I - a~/) (1 -  t) -> O" 
(iv) I f0<t<7/_<s_<l ,  then 
H(t,s)  = - -  
(v) I f~ /<s<t<l ,  then 
H(t,s)  = 
(vi) I f z /<t<s<l ,  then 
1 
: t~  ( I  - s) _> o. 
1 
1 
(1 - ~) - ( t -  ~) 1 - ~/ t  
1 
- -  [~ (1 - t )  + ~ ( t  - ~)] > 0. 
1 - a~/ 
1 
H( t , s ) -  1 -a  :tT1 ( I -s)___0.  
Thus, H : [0, 1] x [0, 1] ~ [0, +o0). The continuity of H(t, s) is evident. 
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(2) and (3) After direct computations, we get 
f01 t jr01 ~0 t oLt f0r/ H (t, s) ds - 1 - a-------~ (1 - s) ds - (t - s) ds 1 - a-------~ (rl - s) ds 
1 I t  2 ar] 2 
-- 2(1 - at/) t -  2 2 (1 -ar l i  t= - l t2  +wt  =p(t ) ,  
/o1  i/ol /o o// H(t , s )  ds -  1-aT  (1 s) ds+ ds+ 1 -aT  (~ s) ds 
1 + c~ 2 
+t.  
2 (1 - aT)  
LEMMA 3.2. 
(1) max H (t, s) ds = A -1. O<t<l 
(2) max/10  o<t<l Jo H (t, s) ds = 
3 - 2at /+ at/2 
2 (1 - a~/) 
f V (3) H (77, s) ds = B -1. 
PROOF. (1) and (2) derive from Lemma 3.1 (2) and (3), respectively. The proof of (3) is direct. | 
4. THE PROOF OF  THEOREM 2.1 
Without loss of generality, we assume that 
(C1)' f :  [0, 1] × [0, +ec) × ( -co,  +oc) ~ [0, +oc) is continuous. 
By the definition (2.2) of the operator T, we have, for 0 < t < 1 and u C C~_ [0, 1], 
(Tu) (t) = H (t, s) f (s, u (s), u' (s)) ds 
t fol fot - 1 - a~ (1 - s) f (s, u (s), u' (s)) ds - (t - s) f (s, u (s),  u' (s)) ds 
at fo ~ x-av  ds 
and 
£o o (Tu)'  (t) = -~H (t, s) f (s, u (s), u' (s)) ds 
i f  /o - -  i - a~ (1 - s) f (s, u (s),  u' (s)) ds - f (s, u (s) ,  u' (s)) ds 
a 
1 - a7  7 (r 1 - s) f (s, u (s), u' (s)) ds 
By Assumption (C1)' and Lemma 3.1 (1), T :  C~_[0, 1] -~ C~_[0, 1]. It is easy to check that 
(Tu)(O) = 0 and oe(Tu)(r]) = (Tu)(1) for any u e C~_[0, 1]. 
Consider the Banach space C 1 [0, 1] with norm, 
[[lu[ll = max {llul[, k -1 Nu'll }. (4.1) 
Applying Arzela-Ascoli Theorem, we can prove that T, (T(.))' : C~_[0, 1] ~ C+[0, 1] are com- 
pletely continuous. Therefore, T :  C1[0, 1] ~ C~_[0, 1] is completely continuous. 
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Let V~ = {u e C~_[0, 1]: II[ulll _< a}. If u E V~, then Ilull < a, Ilu']l < ka. So, 
O < u(t)  <_ a, -ka  <_ u' (t) < ka, O < t < l. 
By Assumptions (C2) and (C3), for 0 < t < 1, 
f ( t ,u ( t ) ,u '  (t)) <_max { f  ( t ,a , ( -1 )~ka)  :O < t < l, ~=0,1}<_aA.  
It follows that /01 IITull o~<_~ = max n (t, s) f (s, u (s) u' (s)) ds 
< aA max f l  _ n (t ,  s )  ds  = a. 
O_~t~l J0 
By Lemma 3.2 (2), 
[I(Tu)'II < max f l  ~--~H(t,s) f ( s ,u (s ) ,u ' ( s ) )ds  
- o<_t<<_l Jo 
jo _ max H (t, s) ds = ka. < aAo<t< 1 
Therefore, IIIT~III _< a by (4.1) and T :  V~ ~ V~. Since T :  C~_[0, 1] ~ C~_[0, 1] is completely 
continuous, T(V~) is a compact set in C1[0, 1]. 
Denote ul = TO, u2 = T20 = Tul .  Since 0 EVa and T : V~ -~ Va, then ul E T(Va) C V~ and 
u2 E T(Va) C Va. 
Since TO E V~, we have 
u l ( t )=(T0) ( t )  >_0, lu~(t) I=](T0) ' ( t ) l_>0, O<t<l .  
By Assumptions (C2), (C3), and expression (2.2) of T, for 0 < t < 1, 
u2 (t) = (Tul)  (t) >_ (TO) (t) = ul (t) , 
I~ (t)l = I (T~)  ' (t)l > I(TO) ' (t)] = I~i (t) l .  
= ~ T(V~) V~ and By the induction, define u,~+l Tun, n = 1, 2 , . . . .  We assert hat {Un}n= 1 C C 
the sequence {u~}n~_l satisfies the following properties, 
~t ~tn+l (t) ~__ ~tn (t),  I n+l (t)l >- I~" (t)l ,  0 < t < 1. (4.2) 
Since T(Va) is a compact subset in C 1 [0, 1], there exists a convergent subsequence {unk }~=1 C 
{u~}~__l and a u* e V,, such that u~ k --+ u* in norm (4.1). Since {'ttn}n~=l satisfies (4.2), we 
assert hat un -+ u* in norm (4.1). 
Since Un -~ U* and Tun = u,~+l, we see Tu* = u* by the continuity of operator T. Thus, 
u*(t)=(ru*)(t)= H(t,s)f(s,u*(s),(u*)'(s)) ds, 0<t<l ,  
and u*(0) = 0, u*(1) = au*(~). 
By computing the derivative, for 0 < t < 1, we get 
~0 1 0 U* (u*)' (t) = (Tu*)' (t) = -~H (t, s) f (s, (s), (u*)' (s)) ds 
1-c~7 (1 -s ) f ( s ,u* (s ) , (u* ) ' ( s ) )  ds- f ( s ,u* (s ) , (u* ) ' ( s ) )  ds 
/o 1-~ (T]-s)  f ( s ,u* (s ) , (u* ) ' ( s ) )  as. 
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So, 
(u* ) " ( t )=- f ( t ,u* ( t ) , (u* ) ' ( t ) ) ,  0<t<l. 
Therefore, u* is a solution of (1 1)-(1 3), u* C C2[0, 1] and TnO = un --~ u*. 
If f(t,O,O) ~ 0, 0 < t < 1, then the zero function is not the solution of (1.1)-(1.3). Thus, 
Ib-*" > 0. Since 
(u*)" (t) = - f  (t, u* (t), (u*)' (t)) _ 0, 0 < t < 1, 
we see that u* is a nonnegative concave function on [0, 1]. Thus, 
u* (t) > ]lu*llmin{t, 1 - t} > 0, 0 < t < 1. 
It follows u*(~) > 0. So, u*(1) = au*(~) > 0. Therefore, u* is a concave positive solution. The 
proof is completed. | 
5. THE PROOF OF THEOREM 2.2 
Without loss of generahty, we assume that 
(D1)' f .  [0, 1] x [0, +oo) --+ [0, +oo) is continuous. 
We consider Banach space C[0, 1] with norm Huh = max0<t<l [u(t)l. 
By definition (2 3), we have, for 0 < t < 1 and u C C+ [0, 1], 
(Tu)( t )  = H( t , s ) f ( s ,u (s ) )  ds 
/o - 1 - ~ (1 - ~) f (~, ~ (~)) d~ - (t - ~) f (~, ~ (~)) d~ 
at ~o ~ 1 - a T (7 - s) f (s, u (s)) ds. 
It is easy to see that, for any u e C+[0, 1], we have (Tu)(O) = O, a(Tu)(~) = (Tu)(1). Besides, 
by Assumption (D1)' and Lemma 3.1 (1), T : C+[0, 1] --* C+[0, 1]. 
Let 
q( t )=min{t  (1- aT/)- (I- a)t } ~' 1~-~ , 0<t<l .  
Then, q(0) = 0, q(~) = 1, q(1) = a > 0. By direct computations, we get a = 7mm~<t_<, q(t). 
Let Co[0, 1] be the set of all concave functions on [0, 1]. Denote 
K = {u e C+ [0, 1] • Cc [0, 1]: u (t) > 7q (t)Ilull}. (5.1) 
It is easy to see that K is a cone of nonnegative functions in C[0, 1]. 
If u e C+[0, 1]. Then, (Tu)"(t)  : - f ( t ,u ( t ) )  < 0, 0 < t < 1. So, Tu is a nonnegative concave 
function on [0, 1], that is, Tu e Co[0, 1] N C+[0, 1]. 
Consider the relationship between the graph of concave function Tu and the line segments 
graph L1 and graph L2, where 
graph Tu : {(t , (Tu)(t ) ) :  0 < t < 1}, 
graphLl =((t,(Tu~(rl)t) :O<t<m}, 
(( [ l-at+l-ar/l (Tu)(7/)):0<t<l}. graphL2= t, -1_~/  1 - r / J  
Since (0, 0), (r/, (Tu)(T1)) E graph Tu and (0, 0), (7/, (Tu)(~l)) E graph L1, 
t (Tu)(~l) (Tu) (t) <_ -~ r/<t<l. 
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Since (7, (Tu)(7)), (1, (Tu)(1)) • graph Tu and (rl, (Tu)(rl)), (1, (Tu)(1)) • graph L2, 
_ 1 - aT] (Tu) (t) < 1 - a t + (Tu) (~l) 
- 1-7 1-T J  ' 
0<t<r / .  
Thus, 
It follows that  
(Tu) (t) <_ max , 1-at+ 1-o~r/; 1-~ ~_ ~ J (Tu) (7), 0<t<l .  
(Tu) (~) >_ mm {rh ~ } llTul] =-YllTuII . 
If 0 < t < ~?, then 
t 
= - (Tu) (7) = q (t) (Tu) (77) >__ 7q (t)IITull • 7 
If 7-< t < 1, then 
) 1 - t t - ~ (Tu)(1) + ~ (Tu)(n) (Tu) (t) = (Tu) 1+ ~_  7 >- 1 -  7 
_ a (t - 7) (Tu)  (7) + 1 - t (Tu)  (V) = (1 - an)  - (1 - a )  t (Tu)  (7) 
1 -7  ~-~ 1 -7  
: q (t) (Tu) (7) >- 7q (t)IIT~II. 
Thus, (Tu)(t) > 7q(t)IITull, 0 < t < 1, and Tu e K by (5.1). 
Therefore, T : C+[0, 1] ~ K.  By Arzela-Ascoli Theorem, we can prove that  T : K ~ K is 
completely continuous. 
Denote K[b, a] = {u E K :  b <_ II ll < a}. If u c K[b, a], then 
max u( t )<a,  
0<t<l 
min u (t) > tlull ~ m in q (t) > ab. 
#<t<~ -- #<t<y -- 
By Assumptions (D2) and (D3), we have 
f ( t ,u ( t ) )<aA,  0<t<l ;  f ( t ,u ( t ) )>_bB,  /~<t<~, .  
It follows that 
fl f01 IITuil = max H (t, s) f (s, u (s)) ds < aA max H (t, s) ds = a; o<t<lJo -- O~t<l 
tlTutl _ max -/~ H (t, s) f (s, u (s)) ds 
O<t<l  J#  
// // >_ bB o<_t<_lmax H (t, s) ds _> bB H (~?, s) ds = b. 
Thus, we assert that T :  If[b, a] ~ K[b, a]. 
Since ~(t) - a, 0 < t < 1, we have ~2 c K[b,a]. Let ul = T~, then ul E K[b,a]. Denote 
Un+l = Tun, n : 1, 2, . . . .  
Since T(K[b,a]) C g[b,a], we have u~ E T(K[b,a]) C K[b,a], n = 1 ,2 , . . . .  Since T is 
completely continuous, {u,~}~=l has a convergent subsequence {u~k}~= 1 and there exists u* E 
K[b, a], such that u,~ k ~ u* in C[0, 1]. 
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Since ul E K[b, a], we have 
Ul ( t )< l lu l l ]<a:~( t ) ,  O<t<l .  
By Assumption (D3), 
j~0 
1 
u2 (t) --- (Tul)  (t) = H (t, s) f (s, ul (s)) ds 
<_ H( t , s )  f ( s ,~(s ) )  ds = (T~) (t) = ul (t). 
By the induction, then 
u~+l(t) <_u~(t), O<t< 1, n----l,2, ... 
Hence, Tn5 = u ,  --~ u* in C[0, 1]. Applying the continuity of T and u~+l = Tun, we get 
Tu* = u*. Since Ilu* II -> b > 0, we have 
u*(t) >_ 7q(t)I1~*11 ~ b'yq(t) > O, 0 < t _< 1. 
Copying the corresponding proof of Theorem 2. I, we  assert that u* is a concave positive solution 
of the problem (1.2),(1.3) and u* E C2[0, I]. 
The proof is completed. | 
6. EXAMPLES AND REMARKS 
EXAMPLE 6.1. Consider three-point boundary value problem (P1), 
2 
u" (t) -F ~u (t) -F ~ [u' (t)] 2 H- 1 = O, 
u (0) = o, 
O<t<l ,  
Thus, 
1 
71 = ~, c~ = 1, f (u ,v )  = ~u H- 2--v21089 H-1. 
It is easy to see that the nonlinear term f (u,  v) possesses the following properties, 
(a) f :  [0,-Fco) x (-co,  H-oo) --+ [1, H-co) and f(0, 0) = 1 > 0, 
(h) f (u l ,v l )  <_ f(u2, v2) for any 0 _< ul _< u2, Ivll _< Iv21. 
Let 
1 
~=~,  v=l .  
Then, 
Obviously, 
9 1 33 
A=~,  ~=~,  k=-  T .  
{s( ) } max 4, ( -1 ) '  4k :~ = 1, 2 = S (4, ±33) -- ~ = i .  
By Theorem 2.1, the problem (P1) has one concave positive solution u* C C2[0, 1], such that 
0 < Hu*]l _< 4, 0 < [[(u*)' H _< 33, and 
lim max lun(t) - u*(t)l = 0, lim max [(un)'(t) -- (u*)'(t)l ---- 0, 
n--*c~ 0<t<l  n--*oo O<t<~l 
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where uo(t) - 0, 0 < t < 1, and, for n = 0, 1 ,2 , . . ,  
f0 
1 / 
ttn+ 1 (t) = H (t, s) f (un (s), u n (s)) ds 
= 3t~1(1-s )  [~un (s )+ 1@89 (u~ (s))2+1] ds 
- ( t  - s )  3 -~Un (S) Jr- (~t n (8)) 2 -~ 1 ds 
3 f l /3 -~tjo (~-s )  [~un(s)+l~-~(u~n(s))2-t-1] ds" 
The first, second, and third term of this scheme as follows, 
ul(t) = ~t -  ~t 2, 
676589 314032t2 32350 t3 9705 t4 
u2(t) - ~ t  627264 627264 + 627264 ' 
14323142755829879 3377469264177631t2 300325468755410 t3 
u3(t) = 20245589132719104 t -  6748529710906368 - 6748529710906368 
104774611524135 t4 6278648230197 t~ _ 1263850403004 t6 
+ 6748529710906368 + 6748529710906368 6748529710906368 
5651221500 t7 _ 847683225 ts 
+ 6748529710906368 6748529710906368 ' 
Since the nonlinear term f(t, u(t)) in Theorem 2.2 is independent of first derivative u'(t), the 
iterative scheme cannot be derived from Theorem 2.2 
EXAMPLE 6.2. Consider three-point boundary value problem (P2), 
23 4 23u3 69 2 
u" (t) - 4---~-~u (t) + 128 (t) -- ~u  (t) + u (t) = O, 
(o) = o, 





r /=~,  a=l ,  
23 4 23 u3 69u2 23 23 
f (u) -- 4---~u + I-~ 3-2 + 4096 
- -~-u-- (u - 8)4+23. 
92 (u - 8) 3 > 0, 0 < u < 8, and  f (0 )  = 0, f'(u)-- 4096 
we see that f(u) is an increasing and nonnegative function on interval [0, 8]. 
Let 1 
#----~ u=l .  
Then, 
72 24 1 A=-~, B=y, ~=~. 
The following inequalities hold, 
f (8) = 23 < 23.04 = 8A, 10)_-i/0 /-79097>708=10B 
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By Theorem 2.2, the problem (P2) has one concave positive solution u* e C2[0, 1], such that 
1.6 _~ Ilu* II -~ 8 and 
lim max lun (t) - u* (t)l = o, 
n---~c~ O<t<l 
where uo(t) = 8, 0 < t < 1, and for n = 0, 1, 2, . . . ,  
~0 
1 
Un+l (t) = H (t, s) f (u~ (s)) ds 
F 23 4 
=3t /o i (1 -  s)[-4---6~u~(s) + ~--~8u~(s) - 69u~(s) +32 2---~ un(s)] ds 
t I" 23 u4 - fo (t--s)[--4---~--6 ~(s)+ 23 ua"(s)-128 ~92u2(s)+ 2~32un(s)] ds 
- + 
The first and second term of this scheme as follows, 
115 23t2 
ul(t)  = - -C t -  2 ' 
5536787823625 81904435200t3 171743362560t4 
u2(t) = 325066162176 t 2229534720 + 2229534720 
247003727040t5 + 246758610658t6 169079932200t7 
2229534720 2229534720 2229534720 
76048190955ts 2029270450~0 243293765410 
+ 2229534720 ~ ~  + ~ ~  " 
Since f(0) -- 0 and zero function is a trivial solution of (P2), we cannot obtain above-mentioned 
results by use of Theorem 2.1. 
EXAMPLE 6.3. Consider three-point boundary value problem (P3), 
u" ( t )+max {9X/~ (t), 180x/max {0, u ( t ) -  35.91}} = 0, 
(o) = o, 




r ]=5,  a=2,  
{ 9~/-~, 0 < u < 36, 
f (u) = 180v~u - 35.91, 36 < u < +co. 




1 #=3'  v=l .  
2 3 
o= - A= - 
3' 2' 
B=8.  
f • =f  =-~>3=-~B, f (36) = 54 = 36A. 
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By Theorem 2.2, problem (Pa) has one concave positive solution u~ E C2[0, 1], such that 
3 
_< Ilu*lt < 36. 
On the other hand, 
299.97 _ 299.97) = f(99 91) = 1440 > 1198.82 - -~ B, 
f (  ' 2 
f(22535.91) -- 27000 < 33803.875 = 22535.91A. 
By  Theorem 2.2, p rob lem (P3) has also one concave positive solution u~ C C2[0, I], such that 
299.97 
- -  < Ilu*l[ < 22535.91. 
It is clear that u~ ~ u~. 
The example illustrates that the positive solution is not unique under the assumptions of this 
paper. 
REMARK 6.1. It is easy to check that the kernel function H(t, s) is a fundamental solution of 
the equation u"(t) + 5(t - s) = 0. Its integration f~ H(t, s) ds satisfies boundary condition (1.3), 
that is, 
/0 /0 o i l  (0, = 0, H = H (1, 
But, for fixed 0 < s < 1, the kernel function H(t, s) does not satisfy the boundary condi- 
tion (1.3) in ~. Hence, H(t,  s) is not the Green function of u"(t) + ~(t - s) = 0 with boundary 
condition (1.3). 
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