Abstract-This paper discusses, for the first time, how the guard band (GB) designs for the screening-test should be unprecedentedly changed when the shifting amounts of voltage-margin of the post-screening becomes larger than that of pre-screening. Three different types of amplitude-ratios of RTN to RDF (RTN/RDF: 0.25, 1, 4) are assumed in this discussion. The screening yield-loss impacts, made by: 1) larger ratio of RTN/RDF and 2) approximation-error of longer tailed RTN distribution, are discussed. It has been shown that the yield-loss may become crucial issues if RTN could not be reduced because the loss can become 5-orders of magnitude times larger than that for 40nm when RTN/RDF=1. It has been found that the required accuracy-level of statistical model for approximating RTN tail-distributions significantly increases as RTN/RDF gets close to 1. Intolerable yield-loss can be increased by 6-orders of magnitude due to its errors of the GB designs. A fitting method to approximate a longer tailed RTN Gamma-distribution by simple Gaussian mixtures model (GMM) is proposed. It has been verified that the proposed method can reduce the error of the fail-bit predictions by 2-orders of magnitude while reducing the iterations for EM step convergence to 1/16 at the interest point of the fail probability of 10 -12 which corresponds to the design target point to realize a 99.9% yield of 1Gbit chips.
I. INTRODUCTION
The guard band (GB) design for Static Random Access Memory (SRAM) for the screening-test has become an unprecedentedly crucial challenge because the increased time-dependent (TD) margin variations-failure can't be screened by ordinary functional test any more resulting from: (1) significant increase in TD-margin variations after the screening, which will become much larger than non-TD variations before the screening (2) unprecedented rare-event (cdf of 10 -12 ) to mimic a situation that defective cells are shipped to the market after the screening [1] - [3] as the bit density in an LSI chip continuously increases, and (3) more complex convolution models caused by the increased number of TD and non-TD heterogeneous random variables to predict the total yield-loss.
For example in (3), Vth distributions of nano-scaled CMOS have clearly shown that we have to consider not only non-TD spatial random dopant fluctuation (RDF) but also TD temporal Vth variations due to Random Telegraph Noise (RTN) [4] - [5] . It has been well shown in the references [4] - [5] that distributions for Vth modulation (Vth) amplitude due to RDF and RTN are obeyed to Gaussian and Gamma distributions, respectively. In addition, the increasing paces of Vth amplitude are differently dependent on the MOSFET channel-size (LW) like the below expressions of (1) and (2) . 
where AVt(RDF) and AVt(RTN) are Pelgrom coefficients for RDF and RTN, respectively. Assuming the LW is scaled down to 0.5 every process generation, the Vth increasing paces of RTN is a 1.4x faster than that of RDF. This means that TD-Vth(RTN) will soon exceed non-TD-Vth(RDF) and becomes a dominant factor of whole margin variations. According to the references [4] - [5] , there will come the time soon around 15nm scaled CMOS era. This indicates that unprecedented GB designs are needed to avoid the out of spec after the screening. Because the required GB voltages will be no longer small fraction of the whole margins, the conventional GB design criteria with the screening test won't be effective any more. To make clear the issues we will discuss in this paper, the concepts of what will happen at that time are shown in Fig. 1 and Fig. 2 . The GB (TD) in Fig. 1 refers to the GB voltages corresponding to the shifting amount of the margin variations due to RTN. As the GB(TD) for RTN required for avoiding the out of spec becomes larger with ever increased RTN and 
RTN(2) RDF
exceeds the GB(non-TD) for RDF, the number of discarding chips after the screening will be no longer neglected, as shown in Fig. 1 . Fig. 2 . Increased chip discarding ratio of 15nm can be a 10 5 x larger than that of 40nm. Bit-yield criteria is defined as the required fail-probability, i.e., 1e-12 is for 99.9% yield of 1Gbit chip.
Until 15nm, the percentage of the number of discarding chip required to avoid the out of spec after the screening can be increased by 5 orders of magnitude compared to that of 40nm, as shown in Fig. 2 . It has been indicated that almost chips have to be discarded around 15nm process generation to avoid the out of spec in the market after shipped, when considering its margin shifts by increased RTN tails of case-(c) of Fig. 1 .
In order to discuss the impacts of rapidly increased TD-variations on the GB design for screening-test, 3 cases (0.25, 1, 4) of variations-amplitude ratios of RTN/RDF are assumed in this discussion, as shown in Figs. 3-4. Marked (1), (2), and (3) in Fig. 4 represent for the 3 cases of relationship between the RTN/RDF ratios of 0.25, 1, and 4, respectively. Here, we also assumed the 3 cases for RDF: RDF1, RDF2, and RDF3. Its different trends also make impacts on the trend of RTN/RDF ratios. Since the advanced CMOS device tends to change to much less-dopant body devices like FinFET, ultra-thin body SOI, and nano-wire FET, RDF trends can be slow-down like the pace for RDF2 or RDF3, as shown in Fig. 4 . The yield-loss impacts made by: 1) the ratio of RTN/RDF and 2) approximation-errors of non-Gaussian RTN distribution by various statistical models are discussed in the following sections.
Here is how the rest of this paper is organized. In Section II, we refer to some of the example as evidence indicating how the GB design for screening test will be changed when RTN becomes dominating over whole margin variations. In Section III, we will discuss and present our recursive algorithm for constructing approximating Gaussian mixtures model (GMM). In Section IV, we refer to some of the example as evidence indicating if the proposed models can approximate well the heavy long-tailed distributions. We give a precise fail-bit count prediction. We rigorously prove that it is possible to approximate many long-tailed distributions by mixtures of Gaussian distributions. Finally, we state our conclusion in Section V. The increasing pace of RTN is assumed as proportional to 1/LW. Three cases of increasing pace of RDF are assumed: RDF1, 2 and 3, making impact on RTN/RDF.
II. DISCUSSIONS ON SCREENINGS BASED ON EXAMPLES
The examples of the effects of tail distributions on the shifted screening points are given in Figs. 5-7 for different RTN amplitudes of RTN(1), RTN(2), and RTN(3), respectively. The tails of non-TD-margin distributions by RDF are truncated by screening and additional tails are added after screening by RTN effects, as shown in Figs. 5-7. The convolution of the two distributions of truncated RDF and RTN predicts the changes of whole margin distributions in 10-years by RTN after screening. As can be seen in the Fig. 5-Fig. 7 , the shallower-angled slope of RTN distribution makes the length of tail longer and heavier. It is shown that a longer tail makes the screening point more shifted, e.g., x=1, 7, and 10 are shifted by RTN(1), RTN(2), and RTN(3), as shown in Figs. 5-7, respectively. In these examples, the screening point are assumed as x=6, as can be seen by the truncated Gaussian distributions. It is worth mentioning that the impacts of truncated distributions on the convolution results depend on the RTN slope. If the slope is steeper than Gaussian like RTN (1), distribution of convolution has a folding point like Q shown in Fig. 5 . In contrast, the convolution with RTN(2) and (3) does look like no effects on any truncated points. This is because the tails of those RTN are longer than that of Gaussian. It is worth noting that the tail of convolution is the same as one of RTN. This means that the reducing the error of approximations to RTN long-tail Gamma distribution is crucial challenge in the GB design for screening test. The effects of yield-loss by excessive chip-discarding made by the error of RTN approximation are shown in Fig. 8 .
More rarely event-analysis like a smaller cdf <10 -12 requires a higher accuracy at a longer tail position (larger x) and its required error level depends on the interest cdf values. Thus, its errors in the three ranges of 10 -(12~10) , 10 -(10~8) , 10 -(8~6) are measured in this paper, as shown in Fig. 8 . It is worth mentioning that the accuracy of the RTN approximation by the statistical model becomes more important as the process is scaled down. It stems from the increased ratio of RTN/RDF, causing larger and heavier RTN tail distributions due to the process scaling, as shown in Fig. 4 . It has been found that the errors affecting the discarding chip counts at 15nm can be over 6-orders of magnitude larger than that at 40nm in the range of cdf=10 -(12~10) as can be seen in Fig.  8. (target of fail-bit criteria: 99.9% chip yield for 1Gbit~10Mbit chips)
As explained in this section, the accuracy of the approximation of RTN distributions is unprecedentedly crucial challenge for the screening test design to avoid an excessive under-estimation/over-estimation of the yield.
III. PROPOSED STATISTICAL APPROXIMATION MODEL FOR RTN GAMMA DISTRIBUTION
One of the challenges we should address is how to reduce the approximation error in the tails for the different types of distributions of Gaussian of RDF, Gamma of RTN and its tails of convolution results of those.
The main contribution in this section is to point out that it is possible to approximate the long tailed distributions by mixtures of convenient Gaussian probability distributions, so that available yield-prediction models can be effectively analyzed and so that the effect of the long tailed distributions upon the fail-bit count accuracy can be analytically determined. This is because the convolution result of linear combinations of Gaussians becomes also Gaussians and can be expressed by the analytical expressions, which allows using error-function for estimating the error counts. This makes it easier to predict the fail-bit counts before and after screening at the stages of both circuit design and screening test.
Expectation-maximization (EM) algorithm [6] , which is an iterative procedure that maximizes the likelihood of Gaussian mixtures models (GMM), is well known as easy and convenient means to approximate GMM to the non Gaussian distributions. However, this fitting algorithm tends to prioritize the non-tail region in which the sensitivity to increase the likelihood becomes much larger than that for the tail region as shown in Fig. 9 . Since the interest region for analyzing the fail-bit counts in the rare events is in the tail region (at probability of 10 -12 ), the EM algorithm for this application leads to a significant fail-bit count error of orders of 10 7 , as shown in Fig. 9 . Even if increasing the number of GMM from 3 to 9 and 24, the significant error of orders of 10 6 and 10 1 , respectively, are still remained, as shown in Fig. 9 . In almost all fail-bit analyses, the distribution of interest only matters in the tail-region of probability of orders of 10 -12 [1] - [3] . Thus, this is a crucial challenge we should address until the time comes for the rare-event SRAM yield predictions.
In order to solve these crucial issues, we develop a remarkably simple EM-based fitting algorithm, which is based on: 1) adaptive partitioning of the long tailed distributions such that the log-likelihood of GMM is maximized in each segmentation and 2) copy and paste fashion with an adequate weight into each partition for constructing the whole long-tail distributions. The concepts of the proposed EM-based approximation are shown in Fig. 10 and algorithm is described from step-(1) to step-(4). 1) 1 st -step is to do approximation by 3-GMM between X0 and X3. And find the point of X1, where likelihood of 3-GMM is maximized. 2) 2 nd -step is to do the same thing as (1) between X1 and X3. And find the point of X2, where likelihood of 3-GMM is maximized. 3) 3 rd -step is to do the same thing as (2) between X2 and X3. And find the point of Xn, where likelihood of 3-GMM is maximized between X2 and X3. This flow can be repeated until the likelihood of whole GMM can be maximized.
Suppose here that we try to approximate a given Gamma distribution of （a=1=） by using 3-GMM and 9-GMM. The examples of approximations of the segmentations of (x=0~0.38) by 3-GMM and (x=0~1.4) by 9-GMM, respectively, are shown in Fig. 11 .
It is worth mentioning that the approximation by 9-GMM looks much more prioritizing the non-interest area of (x=0~0.2) over (x=1~1.4). This causes a larger error in the tail region of (x=1~1.4) than that of (x=0~0.2). Since the width between X0 and X1 are roughly proportional to the number of GMM, the 9-GMM can lead a larger error than 3-GMM. This algorithm can allow approximating any heavy-long tailed distributions by convenient short-tail Gaussian probability distributions. This allows us to use only Gaussian distributions when doing convolution of Gaussian-RDF and Non-Gaussian-RTN distributions. The convolution results can be given by analytical simple and convenient expressions of just linear combination of Gaussian, which can give us the fail-bit count by just summing up the values of error-functions for each Gaussian of whole GMM. To illustrate the effects of the proposed scheme on the reduction of the approximation-error in the long tails, the following examples are assumed: (1) ratio of how fast does the tail decay of Gaussian-RDF and Gamma-RTN, i.e., its parameters are assumed as follows: s=1m= for Gaussian, a=1=for Gamma. The relationship between the two distributions and its convolution are shown in Figs. 5-7 and (2) comparisons of the following 6 approximation-models of Gamma distribution (a=1, =0.56): (a) the number of 3, 9, 24, and 128 of GMMs are used for fitting the whole distribution (no segmentation) and (b) the number of 3 and 9 of GMMs are used for approximating each segmentation comprising whole distribution. Fig. 12 shows the comparisons of the convolution results between the cases with and without segmentation schemes. It is found that 3-GMM segmentation scheme can reduce the errors by 7-orders and 4-orders of magnitude at the fail probability of 10 12 , as shown in Fig. 12 . It is worth mentioning that 3-GMM segmentation scheme provides a better approximation than the case of 24-GMM, as shown in Fig. 12 . In order to characterize the error of each convolution result, the "golden", which is given by the numerical calculation of convolution of Gaussian and Gamma distributions, is used as a reference. The numbers of fail-bit count errors for each approximation model are compared, as shown in Fig. 13 . The number of fail-bit count error is defined as the difference in the cdf value between the "golden" and that for each model.
It is worth mentioning that the relationship of "which is better" is dependent on the x-scale, as shown in Fig. 13 . For example, 128-GMM is the best in X= (-6~-12) in which the fail-probability is larger than 10 -8 (shown in Fig. 13 ). In contrast, the proposed one can reduce the error best in X= (-12~-16) in which the fail-probability is smaller than 10 -8 where there is the most interest point for the GB designs. When discussing the screening conditions for volume production, the expected yield-loss should be assumed. We assumed the target here that fail-probability is 10 -12 to realize 99.9% yield of 1Gbit memory chip, which is a quite realistic target. Thus, our most interest point of x is around x=-16, where fail-probability is around 10 -12 , as you can see by Fig.  12 . In that sense, we can say that our proposed 3-GMM segmentation method can provide the best approximation compared with others. As mentioned earlier, 9-GMM segmentation is worth than 3-GMM segmentation in the wide range of x=-6~-16 because the variation of probability becomes larger and the density of GMM in area of lower probability becomes much smaller as shown in Fig. 13 .
Regarding the cases without using segmentation, the number of errors is 1~4 orders of magnitude larger than that for the proposed 3-GMM segmentation scheme.
Since the reduction of the required iterations for EM step convergence is also crucial in practical application, the relationship between the number of GMM and the number of iterations are compared, as shown in Fig. 14 . It is worth noting that the proposed 3-GMM segmentation scheme can reduce not only the error but also the EM-step iterations. The 3-GMM segmentation scheme can reduce by to 1/30 and 1/20 of that for 16 and 128-GMM without segmentation scheme. Fig. 15 . Comparisons of GB designs to avoid any out of specs after screening: (left) pre-truncating less margin chips so that out of spec can't happen with margin-shift by RTN and (right) increasing margin by using the assist circuit [1] such that convolution results can be fitted within spec.
V. ASSISTED MARGIN SHIFTS
There are two potential means to avoid any out of spec after screening, as shown in Fig. 15: (1) pre-truncating the less-margin chips so that "out of spec" never happens with the RTN-caused margin shifts and (2) increasing the margin by using the assist circuits [1] - [3] so that the convolution results of RTN and RDF can be fit within the spec.
As can be seen in Fig. 5-Fig. 8 , the yield-loss will become prominent by truncated chips. To address this challenge, we will need to design the margin assist circuits for RTN-caused variations as shown in Fig. 15 , which are conventionally used for non-TD GB designs for RDF-caused variations [1] - [3] . In this symposium, more detailed discussions on the above concepts will be given.
VI. CONCLUSION
In this paper, we have discussed, for the first time, how the GB design should be changed when the shifting amounts of operating voltage margins after screening can be unprecedentedly larger than that of before screening. It has been found that yield-loss (chip-discarding) by screening test may become crucial issues if RTN could not be reduced or eliminated because it can be about 5-orders of magnitude times larger than 40nm when RTN/RDF=1. It has been pointed out that intolerable yield-loss by wrong GB design can be increased by 6-orders of magnitude and the required accuracy of statistical model for approximating the tails of RTN distributions will become unprecedentedly crucial as the process is scaled down and body doping becomes less than that for RDF in coming process generation like 15nm and beyond.
In this paper, we have also developed an effective simple algorithm for approximating the tails of RTN distributions by convenient and simple GMM even if its tail becomes heavier and longer. It is verified that the proposed method can reduce the error of the fail-bit predictions by 2-orders of magnitude while reducing the iterations for EM step convergence to 1/16 at the interest point of the fail probability of 10 -12 which corresponds to the design point to realize a 99.9% yield of 1Gbit chips.
We have pointed out that the proposed scheme is a candidate fitting algorithm for the distributions of the future SRAM operating margins, which will be crucial not only for the circuit design but also the GB design for screening test when RTN variables becomes larger than that of RDF. 
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