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Abstract
In this article we prove a formula for the volume of 4-dimensional polytopes, in
terms of their face bivectors, and the crossings within their boundary graph. This
proves that the volume is an invariant of bivector-coloured graphs in S3.
1 Introduction
Loop Quantum Gravity and Spin Foam Models aim at a quantization of General Rel-
ativity, using discrete structures. [1, 2, 3, 4]1 In particular Spin Foam Models rest on
the equivalence of GR with constrained BF theory [8, 9, 10]. While the quantization
of BF -theory is straightforward [11], the connection to GR is implied by enforcing a
version of the so-called simplicity constraints on the quantum theory.
The discrete variables are parallel transport holonomies g` ∈ Spin(4) associated to
1d curves `, and bivectors Bf ∈ R4 ∧ R4 associated to 2d surfaces f . These latter ones
act as derivative operators on the boundary Hilbert space, and the asymptotic limit of
the quantum amplitudes can describe transitions in Regge geometry of 4d polyhedra P
with given classical bivectors Bf associated to their 2d subfaces [12, 13, 14].
Also the (discrete, classical version of the) simplicity constraints can be formulated
in terms of the Bf , and they can be regarded as conditions to allow a reconstruction of P
for given bivectors Bf . In that case the dynamics of the theory is intricately connected
to the 4d geometry of space-time.
For the special case of a 4-simplex, this reconstruction is known, and the corre-
sponding simplicity constraints have been the foundation for modern spin foam models
[15, 16, 17, 18, 19]. While the formula can be extended to arbitrary polyhedra [20],
it still rests on the reconstruction of the 4-simplex, rather than that of the respective
1They share this feature with other, related approaches to quantum gravity [5, 6, 7]
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polyhedron (which in general is unknown). In particular, it could be shown that in the
case of certain transitions, the corresponding model is underconstrained, and contains
additional, non-geometric degrees of freedom. These can be directly traced to an insuffi-
cient implementation of the so-called quadratic volume simplicity constraint [21, 22, 23].
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An implementation of this constraint for the special case has been presented in [22],
and shown to reduce the system to the correct numbers of degrees of freedom. This
constraint rests on a formula for the 4-volume of P in terms of its bivectors Bf . In this
article, we will give a proof of this formula for the case of general P . It rests, beyond
the bivectors Bf , on the knotting class of the boundary graph Γ of P . In particular, for
Γ projected onto the plane with crossings C, the volume VP of a (convex) polytope P
can be expressed as
VP =
1
6
∑
C
σ(C) ∗ (B1 ∧B2), (1.1)
where σ(C) is the sign of the crossing, B1, B2 are the bivectors associated to the graph
links involved in the crossing (which correspond to 2d faces in a prospective P ), and ∗ is
the Hodge dual. This formula was also used in [27, 28] to add a cosmological-constant-
like deformation to the Spin Foam Model3. In the following, we will prove the formula
for general convex polytopes in 4d.
The strategy of the proof is as follows: First we define an invariant I(Γ), as the rhs
of (1.1), for arbitrary graphs Γ, hence for arbitrary convex polytopes. Then we show
that, when a polytope is cut into two smaller convex polytopes by a hyperplane, the
sum of the invariants of the new polytopes add up to the invariant of the old one. Then,
we show that in case of a 4-simplex, the value of the invariant coincides precisely with
its 4-volume, i.e. (1.1) is true for 4-simplices. Lastly, we show that every polyhedron
can be successively cut by hyperplanes, until only 4-simplices remain. This proves (1.1)
for arbitrary convex polytopes.
2 Bivector-coloured graphs
Definition 2.1. Let Γ be a directed graph embedded in S3. Denote the set of nodes and
(oriented) links of Γ by N(Γ) and L(Γ). We call a bivector-colouring of Γ a map
B : L(Γ) → R4 ∧ R4. (2.1)
2Although non-geometrc geometries manifest themselves in face-non-matching, they go beyond the
so-called “twisted geometries”, which are already present in the 4-simplex case [24, 25, 26].
3The 4-simplex-version of this operator was defined in [29] and used in [30] to define a relation to
Chern-Simons theory of a deformed amplitude. A different but related way to include a cosmological
constant in the amplitude is by replacing classical with quantum groups [31, 32], which can also be done
on the boundary Hilbert space level [33].
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If the link ` meets the node n, we write ` ⊃ n. For ` ⊃ n, we write [n, `] = 1, if the link
` is incoming but not outgoing, −1 if it is outgoing but not incoming, and 0 if it is both
or neither. We call a bivector-colouring of Γ simple, if the B`, for ` ∈ L(Γ), satisfy the
following conditions:
• For `, `′ both meeting at n, we have
B` ∧B`′ = 0. (2.2)
Note that this includes the case ` = `′.
• For every node in Γ we have that∑
`⊃n
[n, `]B` = 0. (2.3)
In the spin foam literature, conditions (2.2) are called “diagonal simplicity”for ` = `′
and “cross-simplicity” for ` 6= `′, while (2.3) is called the “closure condition”. In the
following, we denote, for simplicity, a simple bivector-coloured graph as Γ, rather than
(Γ, {B`}`∈L(Γ)).
We call a projection of Γ onto the plane a representation as graph Γ˜ on R2 with
crossings. A projection can be achieved by choosing a point p ∈ S3 which does not lie
on Γ, then making a stereographic projection φ : S3\{p} → R3 w.r.t. that point, to
obtain a graph φ(Γ) in a compact subset of R3. A projection is then achieved into some
direction such that no nodes lie on top of links, and links only cross one another finitely
many times. Any two projections of Γ can be obtained by the following moves on Γ˜
[34, 35, 36]:
1. Remove writhing: figure 1.
2. Link sliding over/under links: figure 2.
3. Link sliding over/under crossings: figure 3.
4. Links twisting at nodes: figure 4.
5. Link sliding over/under nodes: figure 5.
Definition 2.2. Let Γ be a simple bivector-coloured graph. For a projection Γ˜, there
are two types of crossings, depending on the relation of link orientations and over-
/undercrossings. These are depicted in figure 6. For a crossing C, define σ(C) = ±1
depending on which of the two cases are present. Then we define the number
I(Γ) :=
1
6
∑
C
σ(C) ∗ (B`1 ∧B`2) . (2.4)
3
Figure 1: Removing a writhing
(self-crossing of a link).
Figure 2: Sliding two links across one
another.
Figure 3: Sliding links under / over crossings.
Figure 4: Twisting links at nodes.
This changes the cyclic ordering of
links.
Figure 5: Sliding links under / over
nodes.
Here ∗ : ∧4R4 → R is the Hodge dual, and `1 and `2 are the two edges participating at the
crossing C. Since for bivectors B, B′, one has that B ∧B′ = B′∧B, it is not important
which of the `1, `2 is the upper or lower link. The sum ranges over all crossings of the
projection Γ˜.
The notation I(Γ) instead of I(Γ˜) can be explained with the following proposition.
Proposition 2.1. The number I(Γ) is invariant under the moves described above.
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Figure 6: The two possible knotting cases, which get assigned σ = −1 and σ = +1,
respectively. Note how in both cases there is a well-defined upper and lower link.
Proof: a) follows directly fromB`∧B` = 0, while b) follows from the fact that in any pair
of over- or undercrossings C1 and C2, the two generated crossings are of opposite type,
i.e. σ(C1) = −σ(C2), while the participating bivectors are the same in both crossings.
c) follows from (2.3), while d) follows from (2.2) for ` 6= `′.
Indeed, the number I(Γ) only depends on the graph embedded in S3 (up to ambient
isotopy) and its bivector colouring, not on any choice of projection onto the plane with
crossings.
Definition 2.3. Let Γ, Γ′ be two bivector-coloured graphs embedded in S3. Denote
Γ ∼ Γ′, if one arises from the other by a finite sequence of the following moves (or their
inverses):
1. A continuous ambient isotopy, i.e. a homeomorphism of S3 to itself,
2. A change of orientation of a link `, accompanied by a change of B` → −B`,
3. In case that there are two nodes v1 and v2, and a link ` ⊃ v1,2 between them, such
that all pairs of bivectors B`, B`′ for links touching either of the two nodes satisfy
B` ∧ B`′ = 0: A merging of the two nodes, i.e. remove both v1,2 and link `, and
replace it with another node v in their vicinity, with all other links connected to v
(see figure 7).
4. In case that there are two nodes v1, v2 and two similarly-oriented links `1,2 ⊃ v1,2,
such that there is an ambient isotopy which moves `1 to `2, but leaves all ` 6=
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`1,2 untouched: A merging of those two links, i.e. remove `2, and replace B`1 by
B`1 +B`2 (see figure 8).
Figure 7: The merging of two nodes v1, v2 to v is only allowed, if all links meeting at
either vi satisfy (2.2).
Figure 8: The merging of two links is always allowed.
Proposition 2.2. The moves prescribed in definition 2.3 transform simple bivector-
coloured graphs to simple bivector-coloured graphs.
Proof: It is straightforward to show that neither 1.), 2.) nor 4.) change (2.2) or (2.3). It
is also clear that after a merging of nodes the new node satisfies (2.3), since the removed
link was ingoing into one, and outgoing of the other original node. By the condition,
after the merging of nodes, the condition (2.2) holds for all new links at the new node,
so 3.) also generates a simple bivector-coloured graph.
Proposition 2.3. Let Γ ∼ Γ′ be two bivector-coloured graphs, then I(Γ) = I(Γ′).
Proof: By proposition 2.1, 1.) is clear. 3.) is also clear, since in any projection, we can
make moves (fig. 1 – fig. 5), until ` does not partake in any crossing. If the conditions
for 4.) are satisfied, one can find a projection such that neither `1 nor `2 partake in a
crossing, so 4.) is true as well. To show invariance under 2.), just note that for any
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crossing C between two different links, changing orientation of one of the links ` changes
the sign of σ(C). The accompanying sign change of B` compensates for it, so I(Γ) is
unchanged.
Figure 9: Two graphs Γ1 and Γ2 can be glued along two nodes, if the bivectors around
those nodes agree and the link orientations are opposite. Figure shows the 3d analogue
of the 4d procedure.
Definition 2.4. Consider two bivector-coloured graphs Γi, i = 1, 2. Assume that there
are two nodes vi ∈ N(Γi), i = 1, 2, which have the following property: Around both,
respectively exist open, simply-connected neighbourhoods Ui ⊂ S3 containing vi as the
only node, and homeomorphisms φi in S
3 which map Ui to the northern (for i = 1)
and southern (for i = 2) hemisphere of S3. Furthermore, let φi map ∂Ui to the equator
S2 ⊂ S3, and vi onto the north pole (i = 1) and south pole (i = 2), and the respective
link segments onto geodesic lines from the respective pole to the equator (see figure 9).
Finally assume there is a one-to-one correspondence between links ` ⊃ v1 and links
`′ ⊃ v2 such that
• To every link ` ⊃ v1 corresponds an `′ ⊃ v2 with [v1, `] = −[v2, `′].
• For every two such corresponding link pairs one has B` = B`′.
• For every such pair φ1(` ∩ ∂U1) = φ2(`′ ∩ ∂U2) is a point lying in S2.
If these conditions are satisfied, we say that Γ1 and γ2 can be glued together (at v1 and
v2). In that case, we can define a new bivector-coloured graph, denoted by Γ1#v1,v2Γ2,
which is such that
(Γ1#v1,v2Γ2) ∩N = φ1(Γ1) ∩N,
(Γ1#v1,v2Γ2) ∩ S = φ2(Γ2) ∩ S,
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where N , S, are the northern and southern hemisphere of S3, respectively.
Figure 9 shows a 3-dimensional analogue the construction. In essence, two bivector-
coloured graphs which have “opposite nodes”, i.e. which have two nodes with the same
incident links and bivectors on those links, but negative relative orientation, can be
“glued together” along those two nodes. If both Γi, i = 1, 2 are simple, then so is
Γ1#v1,v2Γ2, of course.
The concept is analogous to the well-known procedure of surgery from differential
geometry. However, the condition on the two nodes is quite severe, and it may well be
that two graphs cannot be glued together like this at all.
Proposition 2.4. For any two simple bivector-coloured graphs Γ1 and Γ2 which can be
glued along v1 and v2, one has
I (Γ1#v1,v2Γ2) = I(Γ1) + I(Γ2). (2.5)
Proof: One can find (by using ambient isotopies, or projecting from points close to the
north pole) projections such that φ1(Γ1 ∩ U1) is being projected to R2\D (where D is
the solid circle with radius 1), with no crossings inside D. Also, φ2(Γ2 ∩ U2) can be
mapped to D, where the only crossings outside of D are among bivectors B1, B2 with
B1 ∧B2 = 0, due to simplicity. The claim then follows due to the additivity of (2.4) as
sum over crossings.
3 Convex polytopes in d = 4.
Convex polytopes P in R4 can be represented via a set of half-spaces Hi = {x ∈ R4 :
〈x, ui〉 ≤ 1}, with ui ∈ R4, via
P =
n⋂
i=1
Hi. (3.1)
We assume that the presentation is irreducible, i.e. none of the Hi can be removed
without changing P . In this case, there is a one-to-one correspondence between half-
spaces Hi and 3-dimensional faces
τi = P ∩ ∂Hi. (3.2)
Each of the 3-faces τi itself is a convex 3-dimensional polytope lying in the 3-dimensional
affine subspace ∂Hi. Two neighbouring 3-faces can touch at a common 2-face f , in which
case
f = τi ∩ τj = P ∩ ∂Hi∂Hj (3.3)
is a convex 2-dimensional polygon.
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Definition 3.1. The (boundary) graph ΓP of a 4-polytope P is a graph embedded in S
3,
defined the following way: Without loss of generality, let the origin of R4 lie inside of
P . Consider the sphere S3 with radius 1, and project every point on ∂P = ∪iτi onto S3,
via
pi : ∂P → S3, pi(x) → x|x| . (3.4)
Choose a point vi in each pi(τi). These are the nodes of ΓP . For two neighbouring τi,
connect the corresponding vi with a geodesic arc in S
3, such that it passes through pi(f).
These are the links ` of ΓP .
The thus constructed graph is, of course, not unique. But different choices are equivalent
under homeomorphisms of S3. Note that each link ` in ΓP is in one-to-one correspon-
dence with 2-faces f in P . Also note that ΓP does not come with an orientation for its
links, but a choice of such is equivalent to an orientation of the corresponding f in the
following way: Each orientation of f ⊂ P is given by a non-vanishing 2-form ωf , which
can be pulled back to a 2-form defined on pi(f) ⊂ S3. Using the standard metric on S3,
we can convert this via musical isomorphism and Hodge duality to a non-vanishing nor-
mal vector field X on pi(f). Then orient ` such that X points from the source 3-polytope
of ` to its target 3-polytope (see figure 10).
Figure 10: An orientation of a face f in P determines the orientation of the link ` dual
to it in ΓP , and vice versa.
Definition 3.2. For a 2-face f ⊂ P , and a chosen orientation ωf on it, define the
(unique) bivector
Bf := N ∧M, (3.5)
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where N,M ∈ R4 are vectors that span f , such that ωf (Bf ) > 0 and |Bf | = |N ||M | sin θ,
where θ is the angle between N and M . For a given choice of orientation of all faces,
this defines an orientation of links of ΓP , and, due to the one-to-one correspondence of
faces f and links `, a bivector-colouring of ΓP . This is also called the bivector geometry
of P .
Proposition 3.1. For a convex 4-polytope, the bivector geometry is a simple bivector-
colouring of ΓP .
Proof: The simplicity condition (2.2) follows from the fact that, for two faces f1,2 ⊂ τ ,
the bivectors satisfy Bf1 ∼ N1∧M1, and Bf2 ∼ N2∧M2. But all four vectors N1,2,M1,2
lie in the 3d subspace parallel to the 3d polyhedron τ , hence they are linearly dependent.
Thus Bf1 ∧Bf2 ∼ N1 ∧M1 ∧N2 ∧M2 = 0.
To prove the closure condition (2.3), we consider w.l.o.g. the case that all links are
outgoing of n. Denote the area of f by af , and choose Nf and Mf as two orthogonal
normalized vectors lying in the plane parallel to the face f , such that Bf = af Nf ∧Mf
for all f ⊂ τ . Denote by T the normalized vector orthogonal to τ , and for each f let Of
be the normalized vector in the 3d space parallel to τ orthogonal to Nf and Mf , such
that (T,Nf ,Mf , Of ) is positively oriented. Minkowski’s theorem [37] states that∑
f⊂τ
af Of = 0. (3.6)
Since ∗(T ∧Of ) = Nf ∧Mf , the claim follows.
Proposition 3.2. Let P be a 4-polytope, and H ⊂ R4 a half-space such that P1 := H∩P ,
P2 := (−H) ∩ P are two 4-polytopes. Here (−H) := R4\H. If v1 is the node of
ΓP1 corresponding to the 3-face ∂H ∩ P1, and v2 the node corresponding to the 3-face
∂(−H) ∩ P2, then
ΓP1#v1,v2ΓP2 ∼ ΓP . (3.7)
Proof: First we characterise the boundary graphs Γ1,2. The polytope P has a repre-
sentation as intersection of half-spaces as
P = H1 ∩H2 ∩ · · · ∩Hn. (3.8)
Corresponding to these, we numerate the 3-faces of P as τi = ∂H1 ∩ P . Intersecting
this with H and (−H), respectively, one can w.l.o.g. find an irreducible representation
in terms of
P1 = H ∩H1 ∩ · · · ∩Hk ∩Hk+1 ∩ · · · ∩Hm,
P2 = (−H) ∩H1 ∩ · · · ∩Hk ∩Hm+1 ∩ · · · ∩Hn,
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with k ≤ m ≤ m. Note that it is possible that k = m, but not that m = n. The
boundary 3-faces τ1, . . . τk of P are therefore the ones which get separated into two 3-
faces by ∂H, and thus also appear in both P1 and P2. W.l.o.g. we assume that the
half-space H is H = {x ∈ R4 |x1 ≥ 0}, i.e. (−H) = {x ∈ R4 |x1 ≤ 0}. Furthermore, for
τi and τj sharing a common face f with with k < i ≤ m and m < j ≤ n, that face f has
a corresponding link ` which connects a node in the northern and southern hemisphere,
i.e. crosses the equator E ' S2 ⊂ S3. We furthermore assume w.l.o.g. that each node
corresponding to a 3-face τi, 1 ≤ i ≤ k, lies on E, as well as any link between two such
neighbouring nodes.
The 3-face τ = ∂H ∩ P1 in P1 has as 2-faces those which are on the boundary of τ ,
i.e. those which are either intersections of τi ∩ ∂H, with 1 ≤ i ≤ k, or those which are
faces between τi and τj , with k < i ≤ m, m < j ≤ n.
Now the construction of ΓP1 can be achieved as follows: Consider Γ ∩ H, which
gives a graph (with open ends) on the northern hemisphere of S3. Add to this another
node p at the south pole (corresponding to the 3-face τp = ∂H ∩ P1), and connect it to
those nodes which lie on the equator E. Also, extend every link which passed from the
northern to the southern hemisphere (and which now ends on the equator) to the south
pole. Then the new links (those from the equator to the south pole) are equipped with
an orientation, and the corresponding Bf . Denote the nodes of P1, which correspond to
H1, . . . Hk, by w1, . . . , wk, while the nodes vk+1, . . . vm are identical to those of P .
The construction of ΓP2 runs along the same lines, where the new node q, corre-
sponding to the new 3-face τq = ∂(−H) ∩ P2, is placed on the north pole, and all new
orientations of faces are chosen to be opposite to the corresponding ones in P1 (see figure
11). Denote the nodes of P2 which correspond to H1, . . . ,Hk by x1, . . . , xk, while those
corresponding to Hm+1, . . . ,Hn, which are identical to those of P , as vm+1, . . . , vn.
With these conventions, it is clear that ΓP1#p,qΓP2 can be constructed. However,
it is not the same as the original Γ. The reason is that in ΓP1#p,qΓP2 , every node
which corresponds to τi, 1 ≤ i ≤ k, appears twice, as does every link between two such
nodes. The reason is that, after glueing the pieces P1 and P2 back together, the resulting
polytope is not quite P , but P where every 3-face τ1, . . . τk has been trivially subdivided,
so that it counts as two distinct 3-faces.
In particular, the graph ΓP1#p,qΓP2 does not contain the nodes v1, . . . , vn, but rather
w1, . . . , wk, x1, . . . , xk, vk+1, . . . vn. Each wi is connected to xi for 1 ≤ i ≤ k. Since the
associated 3-faces are the result of cutting a 3-face (dual to vi in Γ) into two, the
bivectors of both wi and xi lie in the same affine 3d-subspace which contains τi. Hence,
the conditions for the move in figure 7 are satisfied, and we can merge the two nodes to
a vi. If there is a link ` between wi and wj , then there is of course also one `
′ between
xi and xj . Hence, after merging the nodes, we have two links from vi to vj . These can
be merged to one link, and since the bivectors B`and B`′ are the area bivectors of a face
f cut in two, we have B` + B`′ = Bf . Hence, after merging the nodes and links which
11
Figure 11: Subdivision of a polyhedron P into two P1 and P2, by cutting with a hy-
perplane. The corresponding boundary graphs get changed correspondingly. This is
a 3d representation of the 4d construction. All four faces of P are subdivided, so in
the boundary graph, all four nodes lie on the equator (and get doubled in the cutting
process). The new links connecting these four to v1 and v2, respectively, have opposite
orientation (not depicted).
were originally on E, we are back to the original graph Γ.
Corollary 3.1. Let P be a 4-dimensional convex polytope, embedded in R4. Let H be a
3d half-space which cuts P into two convex 4d polytopes P1 and P2. Then
I(ΓP ) = I(ΓP1) + I(ΓP2). (3.9)
Proof: This follows immediately from propositions 2.3, 2.4 and 3.2.
This means that I associates, to every convex 4d polytope, a number in such a way that
it is additive under glueing of two convex polytopes to one. The following proposition
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elucidates the meaning of this number.
Proposition 3.3. Let P be a 4-simplex. Then I(ΓP ) = VP , where VP is the 4-volume
of P .
Proof: This can be shown easily by realizing that there is a projection of ΓP onto the
plane with only one crossing (see figure 12).
Figure 12: The boundary graph of a 4-simplex.
Each boundary 3-face of P is a tetrahedron, which is the convex hull of all but one
vertex of P . We label the nodes in ΓP in figure 12 N1, . . . , N5 from left to right, and
decree that Ni is the tetrahedron spanned by all vertices but the i-th one.
The 2-faces of P are triangles, which are spanned by three vertices in P . From the
figure, one can easily see that the crossing takes place between the triangles f1 = (235)
and f2 = (134). Denoting 1-faces by (ij) if the corresponding 4-vectors e(ij) going form
i to j, we can see that (given an orientation of edges such that σ(C) = +1)
Bf1 =
1
2
e(35) ∧ e(32), Bf2 =
1
2
e(31) ∧ e(34). (3.10)
All of these vectors start at vertex 3, and they span P . In particular, from basic
geometry, the formula for the 4-volume of a 4-simplex is given by
V =
1
24
∗ (e(35) ∧ e(32) ∧ e(31) ∧ e(34)) . (3.11)
The claim follows.
In other words, the number I associates (up to a factor) the 4-volume to a 4-simplex.
So, whenever I associates the volume to two polytopes which can be glued together, I
also associates the volume to the result of the glueing. Of course, every 4-dimensional
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polytope can be built up from 4-simplices, but there is a subtle caveat we have to clar-
ify, before we can conclude that I indeed associates the 4-volume to every 4-polytope.
Namely, in the conditions of proposition 3.2, all three P1, P2, and P need to be convex.
However, by succesively building up a 4-polytope from 4-simplices, e.g. by a triangula-
tion, generically intermediate steps will be non-convex. So, we need to show that every
4-polytope can be successively built up from smaller convex pieces, starting with 4-
simplices, such that each intermediate step is also convex. This is what we will establish
in what follows.
Definition 3.3. Assume that, for some convex polytope P ⊂ Rd, there is a sequence of
collections of convex polytopes
{P (1)1 } → {P (2)1 , P (2)2 } → {P (3)1 , P (3)2 , P (3)3 } → . . . → {P (m)1 , . . . P (m)m }, (3.12)
such that for one 1 ≤ m ≤ k one has
P
(k)
l = P
(k+1)
l ∪ P (k+1)l+1 , (3.13)
while P
(k)
i = P
(k+1)
i for i < l, and P
(k)
i = P
(k+1)
i+1 for i > l. If all P
(m)
i , i = 1, . . .m are
d-simplices, then we call P convex-divisible.
Proposition 3.4. Every polytope in d = 2 is convex-divisible.
Figure 13: Subsequent subdivision of a 4d polytope, by the hyperplanes spanned by a
vertex v and all 2d boundary faces f . This is a 2d representation of the 4d construction,
where the boundary faces are 0-dimensional vertices.
Proof:
A polytope in d = 2 is a polygon with n vertices. Choose a cyclical numbering of
these as v1, v2, . . . vn. If n = 3, one is done. If n > 3, then for the first step, cut
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P = P
(1)
1 along the line connecting v1 and v3. Then P
(2)
1 is the triangle with vertices
v1,v2, v3, and P
(2)
2 is the remainder, which has one fewer vertex than P . Repeat this
process, which stops after n− 3 steps.
Proposition 3.5. Let P be a convex polytope in d dimensions. If every polytope in
dimension d− 1 is convex-divisible, then P is convex-divisible.
Proof: Choose a vertex v in P which is not on the boundary. Every d − 2-face f of
P is the intersection of two boundary d − 1-polytopes τ1 and τ2 in P . The vertices of
f lie completely in the d − 1-dimensional hyperplane spanned by e.g. τ1. Since v does
not lie in that plane, by construction, v and the vertices of f span a d− 1-dimensional
hyperplane which separates P into two, such that τ1 and τ2 lie on either side.
Let there be N d − 2-faces in P , then the N hyperplanes Hf spanned by f and v
successively split the polytope P into M ≤ 2N sub-polytopes P (m)i , i = 1, . . . ,m. Each
of these P
(m)
i contains v as a vertex. Every P
(m)
i also contains at least one inner point
of one of the d − 1-dimensional boundary faces τ . By construction, P (m)i then cannot
contain any inner point of a different d−1 face τ ′ 6= τ , since in P these two are separated
by at least one Hf .
Hence, each of the P
(m)
i is a sub-polytope of the pyramid with τ as base and v as
tip. In fact, it can be generated from that by intersecting this pyramid with half-spaces
having v on its boundary. As a result, each P
(m)
i is a pyramid which has v on its tip,
and a convex sub-polytope τˆ ⊂ τ as its base.
By our initial condition, τˆ is convex-divisible, since it is a convex d− 1-dimensional
polytope. The series of its subdivision determines a subdivision of each P
(m)
i , by taking
the pyramid with tip v (i.e. the suspension over v). The result is a series of d-dimensional
polytopes being pyramids with bases d−1-simplices, and tip v. Of course, each of those
is a d-simplex, so as soon as we have chosen an order of subsequent subdivision of the
P
(m)
i , we are done.
Corollary 3.2. Every convex polytope in any dimension d ≥ 2 is convex-divisible.
With this, we finally have everything we need to prove the central claim of this article.
Lemma 3.1. For any convex 4-polytope P , we have that
I(ΓP ) = VP , (3.14)
where VP is the 4-volume of P .
Proof: By corollary 3.2, we can choose a subsequent subdivision of P into convex sub-
polytopes, until we arrive a collection of 4-simplices. By using propositions 2.4 and 3.3,
the claim follows.
15
4 Summary
In this article we have delivered a proof for the formula (1.1), which relates the volume
VP of a 4d polytope P with its 2d bivectors Bf , and the crossings C in its boundary
graph. Besides its geometrical meaning, the quantization of this formula allows to
add a cosmological constant term to the Euclidean signature EPRL-FK Spin Foam
model, without resorting to quantum deforming the Hilbert spaces, which made the
renormalization of the asymptotical formula accessible in a truncated setting [38, 39, 28].
Also, it allows for a formulation of the quadratic volume simplicity constraint, which is
not properly imposed in the KKL extension of the EPRL-FK model [20, 23, 39]. Whether
this constraint is sufficient to allow for geometric reconstruction of a 4d geometry from
the boundary state is still open, and it appears that a linear version of the volume
simplicity constraint might be suitable to achieve this [23].
The proof relied on the convexity of the polytope P . However, geometrically it
seems feasible to assume that the formula is true even for non-convex polytopes, as
long as the boundary is homeomorphic to S3, i.e. the polytope is simply-connected. In
particular, formula (3.7), which prescribes the behaviour of the invariant under glueing,
is certainly true also for non-convex polyhedra. The main technical difficulty lies in the
exact definition of non-convex polytope, of which there are several inequivalent ones,
and a mathematical description which does not rely on the intersection of half-spaces,
which only works for the convex case.
This might be of interest, since non-convex polytopes also appear in the asymptotic
analysis of the EPRL-FK model, if 3d boundary data admits non-convex glueing in 4d.
The question remains whether these should be suppressed in the path integral or not. A
version of the volume simplicity constraint (in particular a linear one, which amounts to
4d-closure of 3d normals) might help in this regard. We aim at returning to this point
in another publication.
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