This paper develops column partition based distributed schemes for a class of large-scale convex sparse optimization problems, e.g., basis pursuit (BP), LASSO, basis pursuit denosing (BPDN), and their extensions, e.g., fused LASSO. We are particularly interested in the cases where the number of (scalar) decision variables is much larger than the number of (scalar) measurements, and each agent has limited memory or computing capacity such that it only knows a small number of columns of a measurement matrix. These problems in consideration are densely coupled and cannot be formulated as separable convex programs using column partition. To overcome this difficulty, we consider their dual problems which are separable or locally coupled. Once a dual solution is attained, it is shown that a primal solution can be found from the dual of corresponding regularized BP-like problems under suitable exact regularization conditions. A wide range of existing distributed schemes can be exploited to solve the obtained dual problems. This yields two-stage column partition based distributed schemes for LASSO-like and BPDN-like problems; the overall convergence of these schemes is established using sensitivity analysis techniques. Numerical results illustrate the effectiveness of the proposed schemes.
Motivation and Introduction
Sparse modeling and approximation finds broad applications in numerous fields of contemporary interest, including signal and image processing, compressed sensing, machine learning, and high dimensional statistics and data analytics. Various efficient schemes have been proposed for convex or nonconvex sparse signal recovery [8, 20] . To motivate the work of this paper, consider the well-studied LASSO problem: min x∈R N 1 2 Ax − b 2 2 + λ x 1 , where A ∈ R m×N is the measurement (or sensing) matrix, b ∈ R m is the measurement (or sensing) vector, λ > 0 is the penalty parameter, and x ∈ R N is the decision variable. In the setting of sparse recovery, N is much larger than m. Besides, the measurement matrix A usually satisfies certain uniform recovery conditions for recovery efficiency, e.g., the restricted isometry property [8] . As such, A is often a dense matrix, namely, (almost) all of its elements are nonzero. We aim to develop distributed algorithms to solve the LASSO and other relevant problems, where each agent only knows the vector b and a small subset of the columns of A. Specifically, let {I 1 , . . . , I p } be a disjoint union of {1, . . . , N } such that {A •I i } p i=1 forms a column partition of A. For each i, the ith agent only has the knowledge of b and A •I i . By running the proposed distributed scheme, it is expected that each agent i attains the subvector of an optimal solution of the LASSO corresponding to the index set I i , i.e., x * I i , at the end of the scheme, where x * denotes an optimal solution of the LASSO. The distributed optimization task described above is inspired by the following two scenarios arising from big data and network systems, respectively. In the context of big data, a practitioner may deal with a ultra-large data set, e.g., N is extremely large, so that it would be impossible to store a vector x ∈ R N in a single computing device, let alone the measurement matrix A. When m is relatively small compared with N , the proposed distributed schemes can be used where each device only needs to store the vector b and a small number of the columns of A. The second scenario arises from multi-agent network systems, where each agent is operated by a low cost computing device which has limited memory and computing capacities. Hence, even when N is moderately large, it would be impractical for the entire matrix A to be stored or computed on one of these devices. Therefore, the proposed distributed schemes can be exploited in this scenario. Besides, the proposed algorithms can be extended to other sub-matrix partitions (in both row and column) of A, even if m is large in the above scenarios.
Centralized algorithms for the LASSO and other related convex sparse optimization problems, e.g., BP and BPDN, have been extensively studied, and can be categorized into the first-order methods [1, 8, 12, 25, 27] , and the second-order methods [3, 13] . A number of effective distributed or decentralized schemes have also been developed, for example, [10, 14, 15, 17, 22, 28] , just to name a few. To the best of our knowledge, most of the current distributed or decentralized schemes for the LASSO and BPDN require the central knowledge of the entire A in at least one step of these schemes (which are referred to as partially distributed); exceptions include [15, 28] for distributed basis pursuit using the dual approach. In contrast, the distributed schemes developed in this paper do not require the knowledge of the entire A for any agent throughout the schemes and are fully distributed. A major difficulty of developing column partition based fully distributed schemes for the LASSO and BPDN problems is that they are densely coupled. Recently, distributed schemes are developed for locally coupled convex programs [10] . However, since A is a dense matrix, the loss function Ax − b 2 2 cannot be written in a locally coupled manner over a general network. Hence, the technique in [10] cannot be directly applied to the LASSO and BPDN.
The development of the proposed distributed algorithms relies on several key techniques in convex optimization, including dual problems, solution properties of the LASSO and BPDN, exact regularization, distributed computing of separable convex programs, and sensitivity analysis. First, motivated by the dual approach for distributed BP [15, 28] , we consider the Lagrangian dual problems of LASSO and BPDN, which are separable or locally coupled and thus can be solved via column partition based distributed schemes. By using the solution properties of the LASSO and BPDN, we show that a primal solution is a solution of a basis pursuit-like (BP-like) problem depending on a dual solution. Under exact regularization conditions, a primal solution can be obtained from the dual of a regularized BP-like problem which can be solved by another column partition based distributed scheme. This leads to two-stage, column partition based distributed schemes for the LASSO and BPDN, where many existing distributed schemes or methods (e.g., distributed consensus optimization and distributed averaging schemes) can be used at each stage. The overall convergence of the two-stage schemes is established via sensitivity analysis of the BP-like problem. The proposed schemes are applicable to a broad class of generalized BP, LASSO and BPDN under mild assumptions on communication networks; we only assume that a network is static, connected and bidirectional. Extensions to time-varying networks can be made.
The rest of the paper is organized as follows. In Section 2, we formulate the BP, LASSO, BPDN and their extensions, and discuss basic solution properties. Exact regularization of these problems is investigated in Section 3. Section 4 establishes their dual problems and studies properties in connection with the primal problems. Based on these results, column partition based fully distributed schemes are developed in Section 5, including two-stage distributed schemes for the LASSO-like and BPDN-like problems whose overall convergence is shown in Section 6 via sensitivity analysis tools. Finally, numerical results are given in Section 7, and conclusions are drawn in Section 8.
Notation. Let A be an m × N real matrix. For any index set S ⊆ {1, . . . , N }, let A •S be the matrix formed by the columns of A indexed by elements of S. Similarly, for an index set α ⊆ {1, . . . , m}, A α• is the matrix formed by the rows of A indexed by elements of α. Let {I i } p i=1 form a disjoint union of {1, . . . , N }, and {x I i } p i=1 form a partition of x ∈ R N . For a ∈ R n , let a + := max(a, 0) ≥ 0 and a − := max(−a, 0) ≥ 0. For a closed convex set C in R n , Π C denotes the Euclidean projection operator onto C. For u, v ∈ R n , u ⊥ v stands for the orthogonality of u and v, i.e., u T v = 0.
Problem Formulation and Solution Properties
We consider a class of convex sparse minimization problems and their generalizations or extensions whose formulations are given as follows.
• Basis Pursuit (BP) and Extensions. This problem intends to recover a sparse vector from noiseless measurement b given by the following linear equality constrained optimization problem BP : min
where we assume b ∈ R(A). Geometrically, this problem seeks to minimize the 1-norm distance from the origin to the affine set defined by Ax = b. A generalization of the BP (1) is min x∈R N Ex 1 subject to Ax = b, where E ∈ R r×N is a matrix.
• Least Absolute Shrinkage and Selection Operator (LASSO) and Extensions. The standard LASSO intends to minimize the loss function Ax − b 2 2 along with the ℓ 1 -norm penalty on x treated as a convex relaxation of the sparsity of x:
where λ > 0 is the penalty parameter. A generalized LASSO is given by min
where E ∈ R r×N is a given matrix. It includes several extensions and variations of the standard LASSO:
×N denotes the first order difference matrix. Letting E := λ 1 I N λ 2 D 1 , the fused LASSO can be converted to the generalized LASSO.
(ii) Generalized total variation denoising and ℓ 1 -trend filtering [11] . A generalized total variation denoising is a generalized LASSO with E = λD 1 for λ > 0, whereas the generalized ℓ 1 -trend filtering has E = λD 2 , where D 2 is the second order difference matrix.
Another related LASSO problem is the group LASSO, which is widely used in statistics for model selection [29] . For a vector partition
• Basis Pursuit Denoising (BPDN) and Extensions. Consider the following constrained optimization problem which incorporates noisy signals:
where σ > 0 characterizes the bound of noise or errors. Note that when σ = 0, it reduces to the basis pursuit. We assume that b 2 > σ since otherwise, x * = 0 is the trivial solution. Similar to the LASSO, the BPDN has several generalizations and extensions. For example, it can be extended to min x∈R N Ex
We summarize some fundamental solution properties of the aforementioned problems to be used in the subsequent development. For the convenience of generalizations and extensions, we treat the aforementioned problems in a more general setting. Let the constant q > 1, E ∈ R r×N be a matrix, · ⋆ be a norm on the Euclidean space, and C be a polyhedral set. Consider the following problems:
Note that all the BP, LASSO, and BPDN models introduced before can be formulated within the above framework. For example, in the group LASSO, x ⋆ := p i=1 λ i x I i 2 is a norm. Letting E := I N and q = 2, the group LASSO is a special case of (P 2 ). Proposition 2.1. Fix q > 1, and assume that the problems (P 1 )-(P 3 ) are feasible. The following hold:
(i) Each of the problems (P 1 ) − (P 3 ) attains a minimizer;
(ii) Let H 2 be the solution set of (P 2 ). Then Ax = Ax ′ and Ex ⋆ = Ex ′ ⋆ for all x, x ′ ∈ H 2 ;
(iii) Suppose in (P 3 ) that b q > σ, 0 ∈ C, and the optimal value of (P 3 ) is positive. Then each minimizer
x * of (P 3 ) satisfies Ax * − b q = σ and Ax is constant on the solution set. 
Since ·is strictly convex for q > 1 [19, Appendix] and Ax − bis constant (whose value is σ q ) on the solution set, we deduce that Ax is constant on the solution set.
A sufficient condition for the optimal value of (P 3 ) to be positive, along with the conditions that b q > σ and 0 ∈ C, is that E has full column rank. In fact, when b q > σ and 0 ∈ C, any minimizer x * must be nonzero. If E has full column rank, then Ex * = 0 so that Ex * ⋆ > 0.
To compute a solution of the LASSO in (11) using its dual solution, we need the following result similar to [30, Theorem 2.1] or [16, Proposition 3.2] . To be self-contained, we present its proof below.
Proposition 2.2. The following hold:
(i) Let x * be a minimizer of (P 2 ) given by (6) . Then z * is a minimizer of (P 2 ) if and only if z * is a minimizer of the BP-like problem given by (5) , i.e., (P 1 ) : min z∈R N Ez ⋆ subject to Az = Ax * and z ∈ C. Furthermore, the optimal value of (P 1 ) equals Ex * ⋆ .
(ii) Let x * be a minimizer of (P 3 ) given by (7) which satisfies: b q > σ, 0 ∈ C, and the optimal value of (P 3 ) is positive. Then z * is a minimizer of (P 3 ) if and only if z * is a minimizer of the BP-like problem (5) with b := Ax * , and the optimal value of this (P 1 ) equals Ex * ⋆ .
Proof. (i) Let H 2 be the solution set of (P 2 ) given by (6) . By Proposition 2.1, Ax = Ax * and Ex ⋆ = Ex * ⋆ for any x ∈ H 2 . Let J(x) := 1 2 Ax − y+ Ex ⋆ be the objective function. For the "if" part, let z * be a minimizer of (P 1 ). Then z * ∈ C, Az * = Ax * and Ez * ⋆ ≤ Ex * ⋆ . Hence, J(z * ) ≤ J(x * ). On the other hand, J(x * ) ≤ J(z * ) because x * is a minimizer of (P 2 ). Therefore, J(x * ) = J(z * ) so that z * is a minimizer of (P 2 ). It also implies that Ez * ⋆ = Ex * ⋆ or equivalently the optimal value of (P 1 ) equals Ex * ⋆ . To show the "only if" part, let z * be a minimizer of (P 2 ). Suppose z * is not a minimizer of (P 1 ). Then there exists u ∈ R N such that u ∈ C, Au = Ax * and Eu ⋆ < Ez * ⋆ . Since z * is a minimizer of (P 2 ), we have Az * = Ax * and Ez * ⋆ = Ex * ⋆ . Hence, J(u) < J(z * ), yielding a contradiction.
(ii) Suppose (P 3 ) satisfies the specified conditions, and let H 3 denote its solution set. By statement (iii) Proposition 2.1, we have H 3 = {x ∈ C | Ax = Ax * , Ex ⋆ = Ex * ⋆ } for a minimizer x * of (P 3 ). "If": suppose z * be a minimizer of (P 1 ) with b := Ax * . Then z * ∈ C, Az * = Ax * and Ez * ⋆ ≤ Ex * ⋆ . This shows that z * is a feasible point of (P 3 ) and hence a minimizer in view of Ez * ⋆ = Ex * ⋆ . "Only if": since any feasible point of (P 1 ) with b := Ax * is a feasible point of (P 3 ) and since x * is a feasible point of this (P 1 ), we see that the optimal value of this (P 1 ) equals Ex * ⋆ . Suppose z * is a minimizer of (P 3 ). Then z * ∈ H 3 such that z * ∈ C, Az * = Ax * , and Ez * ⋆ = Ex * ⋆ . Hence z * is a feasible point of this (P 1 ) and thus a minimizer of this (P 1 ).
Exact Regularization
A key step in the development of column partition based distributed algorithms is using dual problems. To establish a relation between solutions of a primal problem and its dual, we consider regularization of the primal problem, which is expected to give rise to a solution of the original primal problem. This pertains to the exact regularization of the original primal problem [7] .
We briefly review the exact regularization of general convex programs given in [7] . Consider the convex minimization problem (P ) and its regularized problem (P ε ) for some ε ≥ 0:
where f, h : R N → R are real-valued convex functions, and P is a closed convex set. It is assumed that (P ) has a solution, and h is coercive such that (P ε ) has a solution for each ε > 0. A weaker assumption can be made for h; see [7, Section 1.2] for details. We call the problem (P ) exactly regularized if there exists ε > 0 such that for any ε ∈ (0, ε], any solution of (P ε ) is a solution of (P ). To establish the exact regularization, consider the following convex program: letting f * be the optimal value of (P ),
Clearly, the constraint set of (P h ) is equivalent to {x | x ∈ P, f (x) = f * }, which is the solution set of (P Proof. "If": suppose a constant µ ≥ 0 exists such that a minimizer x * of (P h ) is that of min x∈P h(x) + µ(f (x) − f * ). Since x * is a feasible point of (P h ), we have x * ∈ P and f (x * ) ≤ f * or equivalently f (x * ) = f * . Hence, the optimal value of min x∈P h(x) + µ(f (x) − f * ) is given by h(x * ), which equals min x∈P, f (x)≤f * h(x). Hence, µ * := µ ≥ 0 is a Lagrange multiplier of (P h ). "Only If": Let µ * ≥ 0 be a Lagrange multiplier of (P h ), and x * be a minimizer of (P h ). Again, we have x * ∈ P and f (x * ) = f * . This shows that h(
We thus deduce that x * is a minimizer of min x∈P h(
Exact Regularization of Convex Piecewise Affine Function based Optimization
We consider the exact regularization of convex piecewise affine functions based convex minimization problems with its applications to ℓ 1 -minimization given by the BP, LASSO, and BPDN. A real-valued continuous function f : R N → R is piecewise affine (PA) if there exists a finite family of real-valued affine
A convex PA function f : R N → R has the max-formulation [18, Section 19] , i.e., there exists a finite family of (p i , γ i ) ∈ R N × R, i = 1, . . . , ℓ such that f (x) = max i=1,...,ℓ p T i x + γ i . Convex PA functions represent an important class of nonsmooth convex functions in many applications, e.g., the ℓ 1 -norm · 1 , f (x) := Ex 1 for a matrix E, a polyhedral gauge, and the ℓ ∞ -norm; see [16] for more discussions. We first present a technical lemma whose proof is omitted. Lemma 3.1. Let f : R N → R and h : R N → R be (not necessarily convex) functions and P be a set such that min x∈P f (x) attains a minimizer and its optimal value is denoted by f * . Let the set W := {(x, t) | x ∈ P, f (x) ≤ t}. Consider the following problems:
Then the following hold:
(i) Fix an arbitrary ε ≥ 0. Then (a) if x * is an optimal solution of (P ε ), then (x * , f (x * )) is an optimal solution of (P ′ ε ); (b) if (x * , t * ) is an optimal solution of (P ′ ε ), then t * = f (x * ) and x * is an optimal solution of (P ε ).
(ii) (a) If x * is an optimal solution of (P h ), then (x * , f * ) is an optimal solution of (P ′ h ); (b) if (x * , t * ) is an optimal solution of (P ′ h ), then t * = f * and x * is an optimal solution of (P h ). The following proposition shows exact regularization for convex PA objective functions on a polyhedral set. This result has been mentioned in [27] without a formal proof; we present a proof for completeness. Proposition 3.1. Let P be a polyhedral set, and f : R N → R be a convex PA function such that the problem (P ) : min x∈P f (x) has the nonempty solution set, and let h : R N → R be a convex regularization function which is coercive. Then there exists ε > 0 such that for any ε ∈ (0, ε], any optimal solution of the regularized problem (P ε ) is an optimal solution of (P ).
Proof. Let f * be the optimal value of the problem (P ). In view of Lemma 3.1, (P ) is equivalent to (P ′ 0 ) and (P ε ) is equivalent to (P ′ ε ) for any ε > 0 in the sense given by Lemma 3.1. Hence, to show the exact regularization of (P ) via (P ε ), it suffices to show the exact regularization of (P ′ 0 ) via (P ′ ε ). To show the latter, it follows from [7, Theorem 2.1] or [7, Corollary 2.2] that we only need to show that (P ′ h ) attains a Lagrange multiplier, namely, there exists a Lagrange multiplier µ * ≥ 0 such that min (x,t)∈W, t≤f * h(x) = min (x,t)∈W h(x) + µ * (t − f * ), where we recall that f * is the optimal value of (P ) and
. . , ℓ}, and W is thus a polyhedral set. Since W is polyhedral and t ≤ f * is a linear inequality constraint, it follows from [2, Proposition 5.2.1] that there exists µ * ≥ 0 such that min (x,t)∈W, t≤f * h(x) = min (x,t)∈W h(x) + µ * (t − f * ). By [7, Corollary 2.2], (P ′ ε ) is the exact regularization of (P ′ 0 ) for all small ε > 0.
The above proposition yields the exact regularization for the BP-like problem with the ℓ 1 -norm.
Corollary 3.2. Let C be a polyhedral set. Then the following problem attains the exact regularization of (P 1 ) for all sufficiently small α > 0:
Proof. Let f (x) := Ex 1 which is a convex PA function, h(x) := x 2 2 , and P := {x | Ax = b, x ∈ C}. Then P is a polyhedral set. Applying Proposition 3.1, we conclude that the exact regularization holds.
Failure of Exact Regularization of the LASSO and BPDN Problems
We investigate exact regularization of the LASSO and BPDN when the ℓ 1 -norm is used. For simplicity, we focus on the standard problems (i.e., C = R N ) although the results developed here can be extended. It follows from Proposition 2.1 that the solution sets of the standard LASSO and BPDN are polyhedral. Hence, the constraint sets of (P h ) associated with the LASSO and BPDN are polyhedral. However, unlike the BP-like problem, we show by examples that exact regularization fails in general. This motivates us to develop two-stage distributed algorithms in Section 5 rather than directly using the regularized LASSO and BPDN. Our first example shows that in general, the standard LASSO (2) is not exactly regularized by the regularization function h(x) = x 2 2 .
Example 3.1. Let A = [I 2 I 2 · · · I 2 ] ∈ R 2×N with N = 2r for some r ∈ N, and b ∈ R 2 ++ . Hence, we can partition a vector x ∈ R N as x = (x 1 , . . . , x r ) where each x i ∈ R 2 . When 0 < λ < 1, it follows from the KKT condition: 0 ∈ A T (Ax * − b) + λ∂ x * 1 and a straightforward computation that a particular optimal solution x * is given by x i * = 1−λ r b > 0 for all i = 1, . . . , r. Hence, the solution set
For each α > 0, it can be shown that its unique optimal solution x * ,α is given by x i * ,α = 1−λ r+α b for each i = 1, . . . , r. Hence, x * ,α / ∈ H for any α > 0.
In what follows, we show the failure of exact regularization of the standard BPDN (4). Consider the convex minimization problem for a constant µ ≥ 0,
where g := A T (Ax * − b), and I(x * ) := {i | p T i x * = x * 1 }.
Proof. It follows from a similar argument of [30, Lemma 4.2(3)] that a minimizer x * of (P µ ) satisfies Ax * − b 2 = σ. The rest of the proof resembles that of [16, Theorem 3.3] ; we present its proof for completeness. Since (P µ ) is a convex program, it is easy to see that x * is a minimizer of (P µ ) if and only if u * = 0 is a local minimizer of the following problem:
In what follows, we show that the latter holds if and only if the implication (8) holds. Let J(u) := x T * u + µ max i∈I(x * ) p T i u. "If": Let U be a neighborhood of u * = 0. For any u ∈ U satisfying g T u + 1 2 Au 2 2 ≤ 0, either Au = 0 or Au = 0. For the latter, we have g T u < 0. Hence, in both cases, we deduce from (8) that J(u) ≥ 0 = J(u * ). This shows that u * = 0 is a local minimizer of ( P µ ). "Only If": suppose u * = 0 is a local minimizer of ( P µ ). For any u with Au = 0, we have g T u = 0 such that v := βu satisfies g T v + 1 2 Av 2 2 = 0 for any β > 0. Hence, βu is a locally feasible point of ( P µ ) for all small β > 0 such that J(βu) ≥ J(u * ) = 0 for all small β > 0. Since J(βu) = βJ(u) for all β ≥ 0, we have J(u) ≥ 0. Next consider a vector u with g T u < 0. Clearly, g T (βu) + 1 2 Aβu 2 2 < 0 for all small β > 0 so that βu is a locally feasible point of ( P µ ). By a similar argument, we have J(u) ≥ 0. 
where 1 denotes the vector of ones, g := A T (Ax * − b), and I(x * ) := {i | p T i x * = x * 1 }. Furthermore, if A has full row rank, then (BP DN h ) has a Lagrange multiplier if and only if there exist a constant µ ≥ 0 and a minimizer x * of (BP DN h ) such that
Proof. It follows from Corollary 3.1 that (BP DN h ) has a Lagrange multiplier if and only if there exist a constant µ ≥ 0 and a minimizer x * of (BP DN h ) such that x * is a minimizer of (P µ ). Note that any minimizer x * of (BP DN h ) satisfies Ax * − b 2 = σ such that x * = 0 in light of b 2 > σ. By Lemma 3.2, we also deduce that x * is a minimizer of (P µ ) if and only if Ax * − b 2 = σ and the implication (8) holds. Notice that the implication holds if and only if both the following linear inequalities have no solution:
By the Theorem of Alternative, we see that the inconsistency of the inequality (I) is equivalent to the
, yielding a contradiction to x * = 0. Hence, by suitably scaling, we conclude that the inconsistency of the inequality (II) is equivalent to condition (ii). This completes the proof of the first part of the proposition.
Suppose A has full row rank. Then condition (i) holds trivially. Furthermore, since Ax * − b = 0 for a minimizer x * of (BP DN h ), g := A T (Ax * − b) is a nonzero vector. Hence, w ′ in condition (ii) must be nonzero as γg = 0. Setting w := w ′ /(1 T w ′ ) and γ := γ/(1 T w ′ ), we obtain condition (ii'), which is equivalent to condition (ii).
By leveraging Proposition 3.2, we construct the following example which shows that in general, the standard BPDN (4) with the ℓ 1 -norm penalty is not exactly regularized by
for a positive constant β. As before, we partition a vector x ∈ R N as x = (x 1 , . . . , x r ) where each x i ∈ R 2 . Further, let b = (b 1 , b 2 ) T ∈ R 2 and σ = 1. We assume that b ≥ 1, which is a necessary and sufficient
We first consider the convex minimization problem: min u∈R 2 u 1 subject to Du − b 2 ≤ 1, which has a unique minimizer u * as D is invertible for any β > 0. Further, we must have Du * − b 2 = 1 and u * > 0. In light of this, the necessary and sufficient optimality conditions for u * are: there exists λ ∈ R + such that ∂ u * 1 + λD T (Du * − b) = 0, and Du * − b 2 2 = 1. Since u * > 0, we have λ > 0 and the first equation
It can be shown that the solution set of the BPDN is given by
Therefore, it is easy to show that the regularized BPDN with h(x) = x 2 2 has the unique minimizer
with the single vector p = 1. Since A has full row rank, it follows from Proposition 3.2 that (BP DN h ) has a Lagrange multiplier if and only if there exist constants µ ≥ 0, γ > 0 such that x * + µp + γg = 0 for the unique minimizer x * , where p = 1 and
The set of such b's has zero measure in R 2 . For instance, when β = 1, (BP DN h ) has a Lagrange multiplier if and only if b = θ · 1 for all θ ≥ 1. Thus the BPDN is not exactly regularized by h(x) = x 2 2 in general.
Exact Regularization of Grouped BP Problem Arising From Group LASSO
Motivated by the group LASSO (3), we investigate exact regularization of the following BP-like problem:
We call this problem the grouped basis pursuit or grouped BP. Here we set λ i 's in the original group LASSO formulation (3) as one, without loss of generality. It is shown below that its exact regularization may fail. Example 3.3. Consider the grouped BP: min x,y∈R 2 x 2 + y 2 subject to
It is easy to show that if b 2 > b 1 √ β 2 −1 > 0, then the above reduced problem attains the unique minimizer
> 0, the unique solution of the grouped BP is given by
Similarly, we must have x * 1 = b 1 and y * 1 = 0 such that the reduced problem is given by
then the exact regularization fails for any α > 0.
We show this claim by contradiction. Suppose the exact regularization holds for some positive constant α. Hence,
is the solution to the reduced problem (R 2 ). Since ∇J(x * 2 ) = 0, we have
Hence, the exact regularization fails.
In spite of the failure of exact regularization in Example 3.3, it can be shown that the exact regularization holds for the following cases: (i) max(|γ|, |β|) < 1; (ii) min(|γ|, |β|) > 1; (iii) γ = 0, β > 1, b 1 = 0, and b 2 = 0; and (iv) γ = 0, β = 1, and b 1 = 0. Especially, the first two cases hint that the spectra of A •I i 's may determine exact regularization. Inspired by this example, we present certain sufficient conditions for which the exact regularization holds. 
Then the exact regularization holds.
, we may assume, without loss of generality, that A •I 1 is the identity matrix. Hence, A •I i is an orthogonal matrix for i = 2, . . . , s. We claim that x * = (
, 0, . . . , 0) is an optimal solution to the grouped BP-like problem. Clearly, it satisfies the equality constraint. Besides, it follows from the KKT conditions that there exists a Lagrange multiplier λ ∈ R m such that
Hence, x * is indeed a minimizer. Now consider the regularized grouped BP-like problem with the parameter α > 0. We claim that x * = (
is an optimal solution of the regularized problem for any sufficiently small α > 0. To see this, the KKT condition is given by
Hence, x * is a solution of the regularized problem for all small α > 0, and exact regularization holds.
If the exact knowledge of b = 0 is unknown, the condition that A T
. . , p can be replaced by the following condition:
Dual Problems: Formulations and Properties
We develop dual problems of the regularized BP as well as those of the LASSO and BPDN in this section. These dual problems and their properties form a foundation for the development of column partition based distributed algorithms. As before, {I i } p i=1 is a disjoint union of {1, . . . , N }. Consider the problems (P 1 )-(P 3 ) given by (5)-(7), where E ∈ R r×N and · ⋆ is a general norm on R r . Let · ⋄ be the dual norm of · ⋆ , i.e., z ⋄ :
As an example, the dual norm of the ℓ 1 -norm is the ℓ ∞ -norm. When x ⋆ := p i=1 x I i 2 arising from the group LASSO, its dual norm is z ⋄ = max i=1,...,p z I i 2 . Since the dual of the dual norm is the original norm, we have
denote the closed unit ball centered at the origin with respect to · ⋄ . Clearly, the subdifferential of · ⋆ at x = 0 is B ⋄ (0, 1).
Dual Problems: General Formulations
Strong duality will be exploited for the above mentioned problems and their corresponding dual problems. For this purpose, the following minimax result is needed. 
Proof. Let J * > −∞ be the finite infimum of (P ). Since P is polyhedral, it follows from [2, Proposition 5.2.1] that the strong duality holds, i.e.,
, and the dual problem of (P ) attains an optimal solution (y * , µ * ) with µ * ≥ 0 such that
where the third equation follows from Sion's minimax theorem [24, Corollary 3.3] and the fact that B ⋄ (0, 1) is a convex compact set, and the second inequality is due to the weak duality.
In what follows, let C := {x ∈ R N | Cx ≤ d} be a general polyhedral set unless otherwise stated, where C ∈ R ℓ×N and d ∈ R ℓ .
• Dual Problem of the Regularized BP-like Problem Consider the regularized BP-like problem for a fixed regularization parameter α > 0: 
This leads to the equivalent dual problem:
Let (y * , µ * , v * ) ∈ R m × R ℓ + × B ⋄ (0, 1) be an optimal solution of the dual problem; its existence is shown in the proof of Lemma 4.1. Consider the Lagrangian L(x, y, µ, v) :
Then by the strong duality given in Lemma 4.1, we see from ∇ x L(x * , y * , µ * , v * ) = 0 that the unique optimal solution x * = (x * I i ) p i=1 of (9) is given by
It follows from Lemma 4.1 with z = (x, u) and
This yields the equivalent dual problem
By Lemma 4.1, the dual problem attains an optimal solution (y * , µ * , v * ) ∈ R m × R ℓ + × B ⋄ (0, 1). Since the objective function of (12) is strictly convex in y and convex in (µ, v), y * is unique (but (µ * , v * ) may not).
The following lemma establishes a connection between a primal solution and a dual solution, which is critical to distributed algorithm development.
Lemma 4.2. Let (y * , µ * , v * ) be an optimal solution to the dual problem (12) . Then for any optimal solution x * of the primal problem (11) ,
Proof. Consider the equivalent primal problem for (11): min x∈C,Ax−b=u 1 2 u 2 2 + Ex ⋆ , and let (x * , u * ) be its optimal solution. Consider the Lagrangian
In view of the strong duality shown in Lemma 4.1, (x * , u * , y * , µ * , v * ) is a saddle point of L. Hence,
The former inequality implies that ∇ y L(x * , u * , y * , µ * , v * ) = 0 such that Ax * − b − u * = 0; the latter inequality shows that ∇ u L(x * , u * , y * , µ * , v * ) = 0, which yields u * −y * = 0. These results lead to Ax * −b = y * . Lastly, when d = 0, it follows from the strong duality that
• Dual Problem of the BPDN-like Problem Consider the BPDN-like problem with σ > 0:
where we assume that the problem is feasible and has a positive optimal value, b 2 > σ, and the polyhedral set C satisfies 0 ∈ C. Note that 0 ∈ C holds if and only if d ≥ 0.
To establish the strong duality, we also assume that there is an x in the relative interior of C (denoted by ri(C)) such that A x − b 2 < σ or equivalently, by [18, Theorem 6.6] , there exits u ∈ A(ri(C)) − b such that u 2 < σ. A sufficient condition for this assumption to hold is that b ∈ A(ri(C)). Under this assumption, it follows from [18, Theorem 28.2] that there exist y * ∈ R m , µ * ≥ 0, and λ * ≥ 0 such that 
Here the reason for letting λ > 0 in the 4th equation (marked with ) is as follows: suppose λ = 0, then
where we use the fact that 0 ∈ C. This shows that the positive optimal value cannot be achieved when λ = 0, and thus the constraint λ ≥ 0 in the 3rd equation can be replaced by λ > 0 without loss of generality. Besides, in the second-to-last equation (marked with ⊜), the constraint y can be replaced with y = 0 because otherwise, i.e., y = 0, then we have, in light of µ ≥ 0 and d ≥ 0,
which cannot achieve the positive optimal value. Hence, we only consider y = 0 whose correponding optimal λ * = y 2 2σ in the second-to-last equation is indeed positive and thus satifies the constraint λ > 0. This gives rise to the equivalent dual problem
By the similar argument for Lemma 4.1, the dual problem attains an optimal solution (y * , µ * , v * ) ∈ R m × R ℓ + × B ⋄ (0, 1) along with λ * ≥ 0. The following lemma establishes certain solution properties of the dual problem and a connection between a primal solution and a dual solution, which is crucial to distributed algorithm development. Particularly, it shows that the y-part of a dual solution is unique when C is a polyhedral cone. (13), where b 2 > σ, 0 ∈ C, and its optimal value is positive. Assume that the strong duality holds. The following hold:
(i) Let (y * , µ * , v * ) be a dual solution of (14) . Then y * = 0, and for any solution x * of (13), Ax * − b = σy * y * 2 . Further, if C is a polyhedral cone (i.e., d = 0), then Ex * ⋆ = −b T y * − σ y * 2 .
(ii) Suppose d = 0. Let (y * , µ * , v * ) and (y ′ * , µ ′ * , v ′ * ) be two arbitrary solutions of (14) . Then y * = y ′ * . Proof. (i) Consider the equivalent primal problem for (13): min x∈C, Ax=b=u, u 2 ≤σ Ex ⋆ , and let (x * , u * ) be its optimal solution. For a dual solution (y * , µ * , v * ), we deduce that y * = 0 since otherwise, we have −(b T y * + σ y * 2 + d T µ * ) ≤ 0, which contradicts its positive optimal value by the strong duality.
Consider the Lagrangian
The former inequality implies that ∇ y L(x * , u * , y * , µ * , v * , λ * ) = 0, yielding Ax * − b − u * = 0, and the latter shows that ∇ u L(x * , u * , y * , µ * , v * , λ * ) = 0, which gives rise to 2λ * u * = y * . Since y * = 0, we have λ * > 0 which implies u * 2 − σ = 0 by the complementarity relation. It thus follows from 2λ * u * = y * and u * 2 = σ that λ * = y * 2 2σ . This leads to u * = y * 2λ * = σy * y * 2 . Therefore, Ax * − b = u * = σy * y * 2 . Finally, when d = 0, we deduce via the strong duality that Ex * ⋆ = −b T y * − σ y * 2 .
(ii) Suppose d = 0. Let (y * , µ * , v * ) and (y ′ * , µ ′ * , v ′ * ) be two solutions of the dual problem (14), where y * = 0 and y ′ * = 0. Then b T y * +σ y * 2 = b T y ′ * +σ y ′ * 2 = − Ex * ⋆ < 0. Therefore, y * 2 b T y * y * 2 +σ = y ′ * 2 b T y ′ * y ′ * 2 + σ , and b T y * y * 2 + σ < 0. It follows from Proposition 2.1 that for any solution x * of the primal problem (13) , Ax * − b is constant. By the argument for Part (i), we have Ax * − b = u * and Ax ′ * − b = u ′ * such that u * = u ′ * , and u * = σy * y * 2 and u ′ * = σy ′ * y ′ * 2 . Hence, y * y * 2 = y ′ * y ′ * 2 such that b T y * y * 2 +σ = b T y ′ * y ′ * 2 +σ < 0. In light of y * 2 b T y * y * 2 +σ = y ′ * 2 b T y ′ * y ′ * 2 +σ , we have y * 2 = y ′ * 2 . Using y * y * 2 = y ′ * y ′ * 2 again, we obtain y * = y ′ * .
Remark 4.1. The above dual problem formulations for a general polyhedral set C are useful for distributed computation when ℓ ≪ N , even if C ∈ R ℓ×N is a dense matrix; see Section 5. When both N and ℓ are large, e.g., C = R N + , decoupling properties of C are preferred. In particular, consider the following polyhedral set of certain decoupling structure:
where
with µ I i ∈ R ℓ i + be the Lagrange multiplier for C. The dual problems in (10), (12) , and (14) can be easily extended to the above set C by replacing
For example, the dual problem of the regularized problem (9) is:
Moreover, letting (y * , µ * , v * ) be a dual solution, the unique primal solution x * = (x * I i ) p i=1 is given by
. . , p. Further, Lemmas 4.2 and 4.3 also hold for a primal solution x * and a dual solution y * .
• Reduced Dual Problems for Box Constraints Consider the box constraint set C := [l 1 , u 1 ] × · · · × [l N , u N ], where −∞ ≤ l i < u i ≤ +∞ for each i = 1, . . . , N . We assume 0 ∈ C or equivalently l i ≤ 0 ≤ u i for each i, which often holds for sparse signal recovery. We may write C = {x ∈ R N | l ≤ x ≤ u}, where l := (l 1 , . . . , l N ) T and u := (u 1 , . . . , u N ) T . The dual problems for such C can be reduced by removing the dual variable µ as shown below.
For any given l i ≤ 0 ≤ u i with l i < u i for i = 1, . . . , N , define the function θ i : R → R as
Hence, θ i is C 1 and convex [6, Theorem 1.5.5, Exercise 2.9.13], and θ i is increasing on R + and decreasing on R − , and its minimal value on R is zero.
and the extended real valued convex PA function
and g(y, v) := +∞ for each (y, v) ∈ K. Note that g(y, v) ≥ 0, ∀ (y, v) ∈ K. When the box constraint set C is a cone, then K = {(y, v) | A T y + E T v ∈ C * } (where C * is the dual cone of C), and the corresponding g(y, v) = 0 for all (y, v) ∈ K. Using these results, we obtain the following reduced dual problems:
(i) The dual of the regularized BP-like problem (9): The dual problems developed in this subsection can be further reduced or simplified for specific norms or polyhedral constraints. This will be shown in the subsequent subsections.
Applications to the ℓ 1 -norm based Problems
Let · ⋆ be the ℓ 1 -norm; its dual norm is the ℓ ∞ -norm. As before, C is a general polyhedral set defined by Cx ≤ d unless otherwise stated. When κ = 1, we write S κ (·) as S(·) for notational convenience. It is known that S 2 (·) is convex and
In view of min |t|≤1 (t − s) 2 = S 2 (s), ∀ s ∈ R whose optimal solution is given by t * = Π [−1,1] (s), the dual problem (10) reduces to (D) : min
Letting (y * , µ * ) be an optimal solution of the above reduced dual problem, it can be shown via the strong duality that for each
Thus the unique primal solution x * is given by
When C is a box constraint set, the equivalent dual problem further reduces to
Letting y * be a dual solution, the unique primal solution x * is given by
Such an E appears in the ℓ 1 penalty of the fused
Letting (y * , µ * , v * ) be an optimal solution of the above reduced dual problem, it can be shown via the similar argument for Case (a) that the unique primal solution x * is given by
Similarly, when C is a box constraint set, the equivalent dual problem further reduces to
and the primal solution x * is expressed in term of a dual solution (y * , v * ) as 
Particularly, when C = R N , it further reduces to min A T y ∞≤λ 
Particularly, when C = R N , it further reduces to min A T y+F T v ∞≤λ, v ∞≤1 
When C = R N , it further reduces to min A T y ∞ ≤1 b T y + σ y 2 ; when C = R N + , the dual problem (12) further reduces to min A T y≥−1 b T y + σ y 2 .
Particularly, when C = R N , it further reduces to min
Applications to Problems Associated with the Norm from Group LASSO
Consider the norm x ⋆ := p i=1 x I i 2 arising from the group LASSO, where its dual norm x ⋄ = max i=1,...,p x I i 2 .
• Reduced Dual Problem of the Regularized BP-like Problem We consider E = I N as follows.
Case (a): C is a general polyhedral set defined by Cx ≤ d. Given a vector w, we see that
Let S · 2 (z) := 1 − 1 z 2 + z, ∀z ∈ R n denote the soft thresholding operator with respect to the ℓ 2 -norm, and let B 2 (0, 1) := {z | z 2 ≤ 1}. It is known that given w, z * := Π B 2 (0,1) (w) = w − S · 2 (w) and
Applying these results to (10) , we obtain the reduced dual problem
Letting (y * , µ * ) be an optimal solution of the problem (D), the primal solution is given by
The above results can be easily extended to the decoupled polyhedral constraint set given by (15) .
Case (b):
C is a box constraint with 0 ∈ C. In this case, the dual variable µ can be removed. In fact, it follows from the results at the end of Section 4.1 that the reduced dual problem is
where the functions θ j 's are defined in (16) . Given a dual solution (y * , v * ), the primal solution x *
, u I i ) for i = 1, . . . , p. When the box constraint set C is a cone, the above problem can be further reduced by removing v. For example, when C = R N , the reduced dual problem becomes min y∈R m b T y + 1 2α p i=1 (A •I i ) T y 2 − 1 + 2 , and the primal solution x * is given in term of a dual solution y * by x *
Given a dual solution y * , the unique primal solution x * is given by:
• 
Note that for a given vector w ∈ R k , the inequality system v + w ≥ 0, v 2 ≤ 1 is feasible if and only if w ∈ B 2 (0, 1) + R k + . Hence, when C = R N + , the dual problem is given by min y b T y + 
Column Partition based Distributed Algorithms: A Dual Approach
To elaborate the development of distributed algorithms, recall that the index sets I 1 , . . . , I p form a disjoint union of {1, . . . , N } such that {A •I i } p i=1 forms a column partition of A ∈ R m×N . We assume that there are p agents in a network, and the ith agent possesses A •I i and b (with possibly additional information) but does not know the other A •I j 's with j = i. Further, we consider a general network topology modeled by an undirected graph G(V, E), where V = {1, . . . , p} is the set of agents, and E represents the set of bidirectional edges connecting two agents in V, i.e., if two agents are connected by an edge in E, then two agents can exchange information. We assume that G(V, E) is connected.
Motivated by the large-scale problems arising from various applications indicated in Section 1, we are especially interested in the cases where N is large whereas each agent has a limited or relatively small memory capacity. Hence, we consider certain classes of polyhedral sets C := {x ∈ R N | Cx ≤ d} with C ∈ R ℓ×N and d ∈ R ℓ , for example, those with ℓ ≪ N or those with decoupling structure given in Remark 4.1. Under these conditions, we will show that the dual problems obtained in Section 4 can be easily formulated as separable or locally decoupled convex problems to which a wide range of existing distributed schemes can be effectively applied using column partition. This is particularly important to the development of two-stage distributed schemes for the densely coupled LASSO-like and BPDN-like problems (cf. Section 5.2). For the purpose of illustration, we consider operator splitting method based synchronous distributed schemes including the Douglas-Rachford (D-R) algorithm and its variations [5, 10] . It should be pointed out that it is not a goal of this paper to improve the performance of the existing schemes or seek the most efficient existing scheme but rather to demonstrate their applicability to the obtained dual problems. In fact, many other synchronous or asynchronous distributed schemes can be exploited under even weaker assumptions, e.g., time-varying networks.
Column Partition based Distributed Schemes for Regularized BP-like Problems
Consider the regularized BP-like problem (9) with the regularization parameter α > 0. It follows from Section 4 that this problem can be solved from its dual, which can be further solved via column partition based distributed schemes. We discuss these schemes for specific norms · ⋆ as follows.
Regularized BP-like Problems with ℓ 1 -norm
When · ⋆ is the ℓ 1 -norm, Corollary 3.2 shows the exact regularization holds, i.e., the regularized problem attains a solution of the original BP-like problem for all sufficiently small α > 0.
Case (a): E = I N and ℓ is small (e.g., ℓ ≪ N ). To solve the problem (17), let
the consensus subspace A y := {y | y i = y j , ∀ (i, j) ∈ E}, where y := (y 1 , . . . , y p ) ∈ R mp , and the consensus cone
Hence, the dual problem (17) can be equivalently written as the following separable convex minimization problem:
A specific operator splitting based scheme for solving this problem is the Douglas-Rachford algorithm [10] : given suitable constants η ∈ (0, 1) and ρ > 0,
. . , p, and prox ρf (·) denotes the proximal operator for a convex function f . This scheme can be implemented distributively, where each agent i only knows A •I i , C •I i and other constant vectors or parameters, e.g., b, d, and α, and has the local variables w k i and z k i at step k. For any z = (z y , z µ ), we have Π Ay×Aµ (z) = z y , (z µ ) + , where z y := 1 ⊗ [ 1 p p i=1 (z y ) i ] denotes the averaging of z y , and the similar notation holds for z µ . Therefore, the first step given by (31a) can be implemented via distributed averaging algorithms [26] , and the second step given by (31b) can be also computed in a distributed manner due to the separable structure of J i 's.
The scheme given by (31) generates a sequence (z k ) that converges to z * . Further, (y * , µ * ) = Π Ay×Aµ (z * ), where y * = (y * , . . . , y * ) ∈ A y for some y * ∈ R m and µ * = (µ * , . . . , µ * ) ∈ A µ for some µ * ∈ R ℓ + in view of the connectivity of G. Once the dual solution (y * , µ * ) is found, it follows from (18) that the primal solution x * is given by x * I i = − 1 α S (A •I i ) T y * + (C •I i ) T µ * for each i = 1, . . . , p. Case (b): E = I N , ℓ is large, and C is given by (15) . It follows from Remark 4.1 and Section 4.2 that the equivalent dual problem is given by: recalling that µ :
.
It can be solved by the scheme (31) distributively by replacing A µ in (31a) with R N + . Case (c): E = I N , and C is a box constraint set with 0 ∈ C given right above (16) . To solve the reduced dual problem given by (19) with the variable y only, let
T y i j such that an equivalent form of the dual problem is: min y∈Ay p i=1 J i (y i ), which can also be solved via the scheme (31) by removing A µ from (31a).
×N is the first order difference matrix, and γ is a positive constant. This case arises from the fused LASSO with F = γD 1 and v = ( v 1 , . . . , v N −1 ) ∈ R N −1 (cf. Section 2). We first consider a general polyhedral set C with a small ℓ. Let n s := s i=1 |I i | for s = 1, . . . , p. Without loss of generality, let I 1 = {1, . . . , n 1 }, and I i+1 = {n i + 1, . . . , n i + |I i+1 |} for each i = 1, . . . , p − 1. We also assume that (i, i + 1) ∈ E for any i = 1, . . . , p − 1. We introduce more notation.
Further, let r 1 := |I 1 |, r i := |I i | + 1 for each i = 2, . . . , p − 1, and r p :
Due to the structure of D 1 and the network topology assumption (i.e., (i, i+1) ∈ E for any i = 1, . . . , p−1), J i (y i , µ i , v i )'s are locally coupled [10] . Hence, the dual problem (20) can be equivalently written as the following locally coupled convex minimization problem:
The following three-operator splitting scheme [5, Algorithm 1] can be used for distributed computation:
and η, λ are suitable positive constants depending on the Lipschitz constant of p i=1 ∇J i ; see [5, Thoerem 1] for details. For a distributed implementation of this scheme, each agent i has the local variable (z k i , w k i , w k i ), and it is easy to see that the projections in (32a) and (32b) can be computed distributively due to the separable structure of J i 's and B ∞ (0, 1) using the distributed averaging and other techniques. The scheme (32) yields a sequence that converges to ( w * , w * , z * ). A dual solution (y * , µ * , v * ) can be retrieved from w * in a similar way as shown in Case (a). Finally, the primal solution (x * I i ) p i=1 is obtained using (21) . Column partition based distributed schemes similar to (32) can be developed to the decoupled constraint set given by (15) and a box constraint set. Moreover, similar schemes can be developed for the generalized total variation denoising and ℓ 1 -trend filtering where E = λD 1 or E = λD 2 with λ > 0.
Regularized BP-like Problems with the Norm from Group LASSO
Let x ⋆ := p i=1 x I i 2 , and its dual norm x ⋄ = max i=1,...,p x I i 2 . We assume that exact regularization holds if needed; see Section 3.2. Consider E = I N and a general polyhedral set C. The dual problem (26) can be written as the separable convex program: min (y,µ)∈Ay×Aµ
and A y , A µ are defined in Case (a) in Section 5.1.1. Thus the distributed scheme (31) can be applied. When C is a box constraint set, consider the dual problem (28) . By introducing p copies of y's given by y i and imposing the consensus condition on y i 's, this problem can be converted to a convex program of the variable (y i , v I i ) p i=1 with a separable objective function and separable constraint sets which have nonempty interiors. Thus by Slater's condition, the D-R scheme or three-operator splitting based column distributed schemes similar to (32) can be developed. If, in addition, C is a cone, the dual problems can be further reduced to unconstrained problems of the variable y only, e.g., those for C = R N and C = R N + given in Case (b) of Section 4.3. These problems can be formulated as consensus convex programs and solved by column partition based distributed schemes. The primal solution x * I i can be computed distributively using a dual solution y * and the operator S · 2 (cf. Section 4.3). We omit these details here.
Two-stage, Column Partition based Distributed Algorithms for LASSO-like and BPDN-like Problems: A Dual Approach
The LASSO-like problem (11) and the BPDN-like problem (13) are not exactly regularized in general (cf. Section 3.1.1). Their objective functions or constraints are densely coupled without separable or locally coupled structure, making the development of column partition based distributed schemes particularly difficult. By leveraging their solution properties, we develop dual based two-stage distributed schemes. We first outline key ideas of the two-stage distributed schemes. It follows from Proposition 2.2 that if Ax * is known for a minimizer x * of the LASSO or BPDN, then an exact primal solution can be solved by a regularized BP-like problem shown in Section 5.1 using column partition of A, assuming that exact regularization holds. To find Ax * , we deduce from Lemmas 4.2 and 4.3 that Ax * = b + y * or Ax * = b + σy * y * 2 , where y * is a dual solution of the LASSO or BPDN. Since the dual problems of LASSO and BPDN can be solved distributively using column partition of A, this yields the two-stage distributed schemes; see Algorithm 1.
Algorithm 1 Two-stage Distributed Algorithm for LASSO-like (resp. BPDN-like) Problem 1: Initialization 2: Stage 1 Compute a dual solution y * of the LASSO-like problem (11) (resp. BPDN-like problem (13)) using a column partition based distributed scheme;
3: Stage 2 Solve the following regularized BP-like problem for a sufficiently small α > 0 using y * and a column partition based distributed scheme:
or BP BPDN : min
4: Output: obtain the subvectors x * I i for each i = 1, . . . , p
We discuss column partition based distributed schemes indicated in Stage 1 as follows; distributed schemes in Stage 2 have been discussed in Section 5.1. For each fused problem involving the matrix D 1 discussed below, we assume that its graph satisfies (i, i + 1) ∈ E, ∀ i = 1, . . . , p − 1.
Column Partition based Distributed Algorithms for the Dual of LASSO-like Problem
Let C be a general polyhedral set given by Cx ≤ d unless otherwise stated. Consider · ⋆ = · 1 first.
Case (a): E = λI N for a positive constant λ. Suppose ℓ is small. Recall that y = (y 1 , . . . , y p ) ∈ R mp , and µ = (µ 1 , . . . , µ p ) ∈ R ℓp . Define the set W :
Using A y and A µ introduced in Section 5.1.1, the dual problem (22) can be written as the following consensus convex program:
subject to (y, µ) ∈ W.
A three-operator splitting scheme [5, Algorithm 1] can be used for solving this problem:
where z k = (z k y , z k µ ) ∈ R mp × R ℓp , and η > 0 and λ > 0 are suitable constants. Due to the separable structure of W and J i 's, this scheme can be implemented distributively via similar techniques discussed in Section 5.1.1. It can be extended to the decoupled constraint set in (15) by replacing A µ with R N + . For some important special cases, e.g., C = R N or C = R N + , the variable µ or µ can be removed; see the discussions below (22) . Especially, the resulting consensus convex programs for C = R N and C = R N + have strongly convex objective functions. Hence, an accelerated operator splitting method [5, Algorithm 2] can be used to develop column partition based distributed schemes with the convergence rate O(1/k). Since W is separable and polyhedral, an alternative scheme for (35) is to drop the constraint W, replace J i by the sum of J i and the indicator function of the corresponding W i , and then use the D-R scheme.
Remark 5.1. When E = λI N and C is a polyhedral cone (i.e., d = 0), let y * be the unique dual solution of the problem (11) obtained from the first stage. We discuss a variation of the BP formulation in the second stage by exploiting solution properties of (11) . In view of Lemma 4.2 and E = λI N , we deduce that Ax * = b + y * and λ x * 1 = −y T * (b + y * ) for any minimizer x * of the problem (11) , noting that x * 1 is constant on the solution set by Proposition 2.1. Suppose x * = 0 or equivalently b + y * = 0. Then x * 1 = − 1 λ y T * (y * + b), and Ax * x * 1 = − λ(y * +b) y T * (y * +b) . Consider the scaled regularized BP for a small α > 0:
Scaled r-BP : min
Once the unique minimizer z * of the above regularized BP is obtained (satisfying z * 1 = 1), then the least 2-norm minimizer x * is given by x * = − 1 λ y T * (y * + b)z * . The advantages of using the scaled regularized BP (36) are two folds. First, since x * 1 may be small or near zero in some applications, a direct application of the BP LASSO using y * in Algorithm 1 may be sensitive to round-off errors. However, using the scaled BP (36) can avoid such a problem. Second, the suitable value of α achieving exact regularization is often unknown, despite the existential result in theory. A simple rule for choosing such an α is given in [12] : α ≤ 1 10 x ∞ , where x = 0 is a sparse vector to be recovered. Assuming that the solution set of the problem (11) contains x, an estimate of the upper bound of α is 1 10 x 1 in view of x 1 ≥ x ∞ . Again, when x * 1 is small, this upper bound may have a large numerical error. Instead, when the scaled BP (36) is used, we can simply choose α ≤ 1 10 .
for positive constants λ and γ, and ℓ is small. This case is an extension of the fused LASSO. To solve its dual problem in (23) with F = γD 1 , recall the notation v and A C introduced for Case (d) in Section 5.1.1. Define the set U :
. . , p. Hence, the dual problem (23) can be formulated as the locally coupled convex program:
Replacing the step (32b) by w k = Π U (z k ), the scheme (32) can be applied. Since U is a decoupled constraint set, the projection Π U can be computed distributively. This leads to a distributed scheme for the above convex program. These schemes can be extended to the generalized total variation denoising and generalized ℓ 1 -trend filtering with E = λD 1 or E = λD 2 .
We then consider the norm x ⋆ = p i=1 x I i 2 arising from group LASSO. Suppose E = λI N with λ > 0. In view of the dual formulation (29) , the distributed scheme (35) can be applied by replacing W with the set W :
. . , p}, which has nonempty interior.
Column Partition based Distributed Algorithms for the Dual of BPDN-like Problem
Suppose the assumptions given below (13) in Section 4.1 hold. Consider the dual problem (14) with a general polyhedral set C. As shown in Lemma 4.3, a dual solution y * = 0 under these assumptions. Hence, the function y 2 is always differentiable near y * . In what follows, consider · ⋆ = · 1 first.
Case (a): E = I N . Suppose ℓ is small first. In light of the dual formulation (14) , it is easy to verify that the distributed scheme (35) can be applied by setting λ in W as one and replacing the functions
This scheme can be extended to the decoupled constraint set in (15) by replacing A µ with R N + . When C = R N or C = R N + , the variable µ or µ can be removed and the proposed scheme can be easily adapted for these cases; see the discussions below (24) . Moreover, when E = I N and C is a polyhedral cone (i.e., d=0), it follows from Lemma 4.3 and the assumption that the optimal value of (13) is positive that −b T y * − σ y * 2 > 0. Hence, by a similar argument in Remark 5.1, we deduce that a primal solution x * can be solved from the following scaled regularized BP using the (unique) dual solution y * : Scaled r-BP : min
Once the unique minimizer z * of the above regularized BP is obtained (satisfying z * 1 = 1), then the least 2-norm minimizer x * of the BPDN is given by
for a positive constant γ, and ℓ is small. To solve its dual problem in (25) with F = γD 1 , define the set U :
. . , p. Thus U has nonempty interior. The dual problem (25) can be formulated as the locally coupled convex program: 
Overall Convergence of the Two-stage Distributed Algorithms
In this section, we analyze the overall convergence of the two-stage distributed algorithms proposed in Section 5, assuming that a distributed algorithm in each stage is convergent. To motivate the overall convergence analysis, it is noted that an algorithm of the first-stage generates an approximate solution y k to the solution y * of the dual problem, and this raises the question of whether using this approximate solution in the second stage leads to significant discrepancy when solving the second-stage problem (33) or (34). Inspired by this question and its implication to the overall convergence of the two-stage algorithms, we establishes the continuity of the solution of the regularized BP-like problem (9) in b, which is closely related to sensitivity analysis of the problem (9) . We first present some technical preliminaries. Lemma 6.1. Let · ⋆ be a norm on R n and · ⋄ be its dual norm. Then for any
This shows that v ⋄ ≤ 1. Another result we will use is concerned with the Lipschitz property of the linear complementarity problem (LCP) under certain singleton property. Specifically, consider the LCP (q, M ): 0 ≤ u ⊥ M u+q ≥ 0 for a given matrix M ∈ R n×n and a vector q ∈ R n . Let SOL(q, M ) denote its solution set. The following theorem is an extension of a well-known fact in the LCP and variational inequality theory, e.g., [6, Propositioin 4.2.2] , [9, Theorem 10] , and [21] . We apply the above results to the regularized BP-like problem subject to a generic polyhedral constraint, in addition to the linear equality constraint, i.e., min x∈C, Ax=b
where α is a positive constant, E ∈ R r×N , A ∈ R m×N , the polyhedral set C := {x ∈ R N | Cx ≤ d} for some C ∈ R ℓ×N and d ∈ R ℓ , and b ∈ R m with b ∈ AC := {Ax | x ∈ C}. We shall show that its unique optimal solution is continuous in b, where we assume that A = 0 without loss of generality. To achieve this goal, consider the necessary and sufficient optimality condition for the unique solution x * of (37), namely, there exist (possibly non-unique) multipliers λ ∈ R m and µ ∈ R ℓ + such that
When we need to emphasize the dependence of x * on b, we write it as x * (b) in the following development. For a given b ∈ AC and its corresponding unique minimizer x * of (37), define the set
This set contains all the sub-gradients w and the multipliers λ, µ satisfying the optimality condition at x * , and it is often unbounded due to possible unboundeness of λ and µ (noting that by Lemma 6.1, w's are bounded). To overcome this difficulty in continuity analysis, we present the following proposition.
where d I c µ − C I c µ • x ks * = G µ ks I c µ + g ks , and the matrices G, H and the vectors g ks , h ks are given by
Since µ ks We write v as v ks when (g, h) = (g ks , h ks ). Let z ks be the least 2-norm point of K(G, H, g ks , h ks ), i.e., z ks is the unique solution to min 1 2 z 2 2 subject to Dz + v ks ≥ 0. Since its underlying optimization problem has a (feasible) polyhedral constraint, its necessary and sufficient optimality condition is: z ks − D T ν = 0, 0 ≤ ν ⊥ D z ks + v ks ≥ 0 for some (possibly non-unique) multiplier ν. Let SOL(v ks , DD T ) be the solution set of the LCP: 0 ≤ ν ⊥ v ks + DD T ν ≥ 0. By the uniqueness of z ks , z ks = D T SOL(v ks , DD T ) such that D T SOL(v ks , DD T ) is singleton.
Since g ks and h ks are affine functions of (w ks , b ks ) and the sequences (w ks ) and (b ks ) are convergent, (v ks ) is convergent and we let v * be its limit. We show as follows that the polyhedral set {z | Dz + v * ≥ 0} is nonempty. Suppose not. Then it follows from a version of Farkas' lemma [4, Theorem 2.7.8] that there exists w ≥ 0 such that D T w = 0 and w T v * < 0. Since (v ks ) → v * , we see that w T v ks < 0 for all large k s . By [4, Theorem 2.7.8] again, we deduce that Dz + v ks ≥ 0 has no solution z for all large k s , yielding a contradiction. This shows that {z | Dz + v * ≥ 0} is nonempty. Thus SOL(v * , D T D) is nonempty and D T SOL(v * , DD T ) is singleton. Define the function R(v) := D T SOL(v, DD T ). By Theorem 6.1, R(·) is locally Lipschitz continuous at v * , i.e., there exist a constant L * > 0 and a neighborhood V of v * such that for any v ∈ V satisfying that
Therefore, A J • x ks = b ks J for each k s . Since the columns of (A J • ) T form a basis for R(A T ) and b ks ∈ AP, we have A x ks = b ks . Moreover, based on the constructions of λ ks and µ ks , it is easy to show that E T w ks + α x ks + A T λ ks + C T µ ks = 0, (C This implies that (w ks , λ ks , µ ks ) ∈ S( x ks ) for each k s . Since the optimization problem (37) has a unique solution for each b ks , we must have x ks = x ks * . This shows that (w ks , λ ks , µ ks ) ∈ S(x ks * ) for each k s .
Note that the first and second equations are equivalent to the first equation and αb + AA T λ + AC T µ + AW T ν = 0. Further, it is noticed that θ + = θ − = 0, and λ = λ + − λ − with 0 ≤ λ + ⊥ λ − ≥ 0. Hence, by adding two slack variables ϑ and ϕ, the above mixed linear complementarity problem is equivalent to
The latter seven complementarity conditions in the above formulation yield the following linear complementarity problem (LCP): 
It follows from the solution uniqueness of the underlying optimization problem (40) that for any b ∈ AC, ESOL(q, M ) is singleton. Define the function F (q) := ESOL(q, M ). Hence, F (·) is singleton on the closed convex set W := {q = (d, −Γ, 1, 1, 0, 0, αb, −αb) | b ∈ AC} and x * (b) = F (q). By Theorem 6.1, F is Lipscthiz on S, i.e., there exists L > 0 such that
For a general polyhedral set C, it follows from Lemmas 4.2 and 4.3 that y * + b ∈ AC (respectively σy * y * 2 + b ∈ AC), where y * is a solution to the dual problem (12) (respectively (14)). Practically, y * is approximated by a numerical sequence (y k ) generated in the first stage. For the LASSO-like problem (11) , one uses y k + b (with a large k) instead of y * + b in the BP LASSO (33) in the second stage. This raises the question of whether y k + b ∈ AC for all large k, which pertains to the feasibility of b ∈ AC subject to perturbations. The same question also arises for the BPDN-like problem (13) . We discuss a mild sufficient condition on A and C for the feasibility under perturbations for a given b. Suppose C has a nonempty interior and A has full row rank, which holds for almost all A ∈ R m×N with N ≥ m. In view of ri(AC) = Ari(C) = Aint(C) [18, Theorem 6.6], we see that AC has nonempty interior given by Ari(C) = Aint(C). Thus if b := y * + b is such that b = A x for some x ∈ int(C), then there exists a neighborhood N of b such that b ∈ AC for any b ∈ N . Additional sufficient conditions independent of b can also be established. For example, suppose C is unbounded, and consider its recession cone K := {x | Cx ≤ 0}. Let h i ∈ R N be generators of K, i.e., K = cone{h 1 , . . . , h s }. Define the matrix H := [h 1 , . . . , h s ]. A sufficient condition for AC to be open is AK = R m , which is equivalent to AHR s + = R m . By the Theorem of Alternative, the latter condition is further equivalent to (i) AH has full row rank; and (ii) there exists a nonnegative matrix Q such that AH(I + Q) = 0. Some simplified conditions can be derived from it for special cases. For instance, when C = R N , A need to have full row rank; when C = R N + , A need to have full row rank and A(I + Q) = 0 for a nonnegative matrix Q. Based on the previous results, we establish the overall convergence of the two-stage algorithms. Theorem 6.4. Consider the two-stage distributed algorithms for the LASSO-like problem (11) (resp. the BPDN-like problem (13)) with the norm · ⋆ . Let (y k ) be a sequence generated in the first stage such that (y k ) → y * as k → ∞ and b + y k ∈ AC (resp. b + σy k y k 2 ∈ AC) for all large k, where y * is a solution to the dual problem (12) (resp. (14)), and (x s ) be a convergent sequence in the second stage for solving (33) (resp. (34)). Then the following hold:
(i) (x s ) → x * as k, s → ∞, where x * is the unique solution to the regularized BP LASSO (33) (resp. BP BPDN (34)).
(ii) Let · ⋆ be the ℓ 1 -norm. Suppose (y k ) has the convergence rate O( 1 k q ) and (x s ) has the convergence rate O( 1 s r ). Then (x s ) converges to x * in the rate of O( 1 k q ) + O( 1 s r ). Proof. We consider the LASSO-like problem only; the similar argument holds for the BPDN-like problem.
(i) For each k, let b k := b + y k , where (y k ) is a sequence generated from the first stage that converges to y * . When b k is used in the BP LASSO (33) in the second stage, i.e., the constraint Ax = b + y * is replaced by
is the unique solution to the BP LASSO (33) corresponding to the constraint Ax = b k (and x ∈ C). Since x s ( b k ) converges to x * ( b k ) as s → ∞ (for a fixed k), x s ( b k ) − x * ( b k ) converges to zero. Further, note that x * = x * ( b * ) with b * := b + y * . Then it follows from the continuity property shown in Theorem 6.2 that x * ( b k ) − x * = x * ( b k ) − x * ( b * ) converges to zero as k → ∞ in view of the convergence of (y k ) to y * . This establishes the convergence of the two-stage algorithm.
(ii) When · ⋆ is the ℓ 1 -norm, we deduce via Theorem 6.3 that x * is Lipschitz continuous in b on AC, i.e., there exists a constant L > 0 such that
Numerical Results
We present numerical results to demonstrate the performance of the proposed two-stage column partition based distributed algorithms for LASSO, fused LASSO, BPDN, and their extensions. In each case, we consider a network of p = 40 agents with two topologies: the first is a cyclic graph, and the second is a random graph satisfying (i, i + 1) ∈ E, ∀ i = 1, . . . , p − 1 (which is needed for the fused problems) shown in Figure 1 , which are referred to as Scenario 1 and Scenario 2, respectively. The matrix A ∈ R 10×400 is a random normal matrix, and b ∈ R 10 is a random normal vector. We consider even column partitioning, i.e., each agent has 10 columns, and use the distributed averaging scheme with optimal constant edge weight [26, Section 4.1] for consensus computation.
To evaluate the accuracy of the proposed schemes, let J denote the objective function in each case, and x * dist denote the numerical solution obtained using the proposed distributed schemes. Let J * dist := J(x * dist ), J * true be the true optimal value obtained from a high-precision centralized scheme, and J RE := |J * dist −J * true | |J * true | be the relative error of the optimal value.
• LASSO The ℓ 1 -penalty parameter λ = 1.8, and the regularization parameter in the second stage α = 0.18. When C = R N (resp. C = R N + ), the termination tolerances for the first and second stage are 10 −7 (resp. 10 −6 ) and 10 −5 (resp. 10 −5 ) respectively. When C = R N , the behaviors of y k − y * 2 in Stage one and Stage two over two graphs are shown in Figure 2 . It is observed that the trajectories of y k − y * 2 over two graphs coincide in both the stages. The scaled regularized BP is also applied to the second stage scheme of the LASSO (cf. Remark 5.1), which yields the similar performance and accuracy. Its details are omitted.
• BPDN The parameter σ = 0.2, and the regularization parameter in the second stage α = 0.15. Further, b 2 = 2.9688 such that b 2 > σ. When C = R N (resp. C = R N + ), the termination tolerances for the first and second stage are 10 −7 (resp. 10 −5 ) and 8 × 10 −4 (resp. 2 × 10 −4 ) respectively. with λ = 0.6 and γ = 0.4, and the regularization parameter α = 0.18. Further, σ = 0.2 and b 2 = 2.9688. When C = R N (resp. C = R N + ), the termination tolerances for the first and second stages are 10 −5 (resp. 10 −4 ) and 10 −5 (resp. 10 −5 ) respectively. • Group LASSO Consider C = R N and a cyclic graph with the penalty parameter λ = 1.8, and the regularization parameter α = 0.18. The termination tolerances for the first and second stages are 10 −5 and 8 × 10 −6 , respectively. The numerical tests show that J * dist = 1.2208 and J RE = 9.8 × 10 −4 . The above results demonstrate the effectiveness of the proposed two-stage distributed algorithms.
Constraint

Conclusions
In this paper, column partition based distributed schemes are developed for a class of densely coupled convex sparse optimization problems, including BP, LASSO, BPDN and their extensions. By leveraging duality theory, exact regularization techniques, and solution properties of the aforementioned problems, we develop dual based fully distributed schemes via column partition. Sensitivity results are used to establish overall convergence of the two-stage distributed schemes for LASSO, BPDN, and their extensions. The proposed schemes and techniques shed light on the development of column partition based distributed schemes for a broader class of densely coupled problems, which will be future research topics.
