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Izvleček
Predmet te disertacije so neposredne numerične simulacije (DNS) v geometriji omejene
nazaj obrnjene stopnice s tokom dveh tekočin s Prandtlovima številoma 0,005 in 0,1.
Raztezno razmerje geometrije stopnice je enako 2,25, odtok pa ima obliko kvadrata.
Geometrija je obdana s stenami in nima periodičnih meja. V domeni sta simulirana
tudi trdna, toplotno prevodna stena stopnice in grelec. Ta sta termično povezana
med seboj in z domeno tekočine. Za doseganje popolnoma razvitega turbulentnega
dotoka smo uporabili robni pogoj z recikliranjem hitrostnega polja in tako uveljavili
robni pogoj s konstantnim masnim pretokom. Reynoldsovo število na podlagi trenja
na stenah v kanalu po toku pred stopnjo je okoli 207, Reynoldsovo število na podlagi
povprečne hitrosti pri dotoku in hidravličnega premera dotoka pa je okoli 7100.
Območje ponovne pritrditve je bilo najdeno približno 7,9 višine stopnice po toku za
stopnico.
Ker je stopnica omejena v smeri pravokotno na raztezanje in smeri toka, ima
povprečni tok močne tridimenzionalne značilnosti. Te značilnosti znatno povečajo
čas povprečenja, ki je potreben za dosego dovolj nizke statistične negotovosti. DNS
je bila izvedena z zmerno prostorsko ločljivostjo s približno 30 milijoni mrežnih
točk. Za dosego sprejemljive statistične negotovosti pa so bila časovno povprečena
polja izračunana iz približno 12 milijonov časovnih korakov. V disertaciji raziščemo
tridimenzionalne lastnosti s prvim in drugim redom statistik pretočnih in toplotnih
polj, ki so pomembna za validacijo pristopov modeliranja RANS.
V zadnjem delu diplomske naloge so raziskane statistične negotovosti posameznih
spremenljivk v vnaprej določenih točkah spremljanja. Za točke, ki so v bližini sten,
je bila statistična negotovost višja v območjih stagnacije.
Ključne besede: Direktna numerična simulacija, omejena stopnica, tok
tekočega natrija, Nek5000
PACS: 28.50.Ft, 44.10.+i, 44.27.+g, 47.27.-i, 47.27.ek

Abstract
The subject of the present thesis is the direct numerical simulation (DNS) of a
confined backward facing (BFS) step geometry with a flow of two fluids with Prandtl
numbers 0.005 and 0.1. The expansion ratio of the BFS geometry is equal to 2.25
and the outflow of the geometry has a square shape. The geometry is surrounded by
no-slip walls and has no periodic boundaries. Additionally, a step wall and a heater
downstream of the step are simulated. These are thermally coupled with each other
and to the fluid domain. A recycling boundary condition is used to achieve a fully
turbulent inflow boundary condition with a constant mass flow rate. The friction
Reynolds number of the flow in the channel upstream of the step is around 207 and
the Reynolds number based on the bulk velocity at the inflow and the hydraulic
diameter of the inflow is approximately 7100. The reattachment zone was found at
about 7.9 step heights downstream of the step.
Because the step is confined in the span-wise direction, the average flow exhibits
strong three-dimensional features. These features significantly increase the averaging
time needed to achieve sufficiently low statistical uncertainties of flow properties. The
DNS is performed with moderate spatial resolution on 30 million grid points, however,
it took very long averaging time and 12 million time steps to obtain acceptable
statistical uncertainties. In the thesis, the three-dimensional are explored and first
and second order statistics are given for flow and thermal fields, which are relevant
for the validation of Reynolds averaged Navier-Stokes modelling approaches.
In the last section of the thesis, statistical uncertainties of the simulated variables
in specific monitoring points are analysed. The statistical uncertainties were found
to be higher for points located near the stagnation zones.
Keywords: DNS, confined backward facing flow, sodium flow, Nek5000
PACS: 28.50.Ft, 44.10.+i, 44.27.+g, 47.27.-i, 47.27.ek
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Introduction
Backward Facing Step (BFS) geometry in fluid mechanics refers to an expansion of
the boundaries that constrain the flow field. The BFS geometry is a representative
geometry for sudden geometrical variations that influence the thermal-hydraulic1
behaviour of a flow field. Such variations are common in nature, as well as industrial
applications. The accompanying phenomenon of flow separation is well known and
was experimentally investigated in a BFS geometry as early as in 1962 by Abbott
and Kline [1]. A particular value that is ascribed to BFS geometries that are confined
with a wall opposite to the expansion is the so called “expansion ratio” which is the
ratio of outflow area to inflow area.
Figure 1.1: Sketch of BFS geometry. The flow is flowing from left to right.
A typical BFS geometry is shown in figure 1.1, where the flow is flowing from left
to right. After the flow with a developed boundary layer encounters the separation
point, which occurs at the point of expansion, a recirculation zone follows. It is filled
with one large and one or few smaller eddies. After some distance downstream of
the separation, a new boundary layer starts to develop.
Of particular interest in separated flows are regions on the surface, at which
the velocity changes its direction to the opposite of the bulk flow — “stagnation
region”. In such regions, the flow is separated and, depending on the conditions, it
can represent either a “detachment” or “reattachment” of the flow or neither. In the
BFS case, the detachment is a straight line at the expansion. In the recirculation
1Thermal-hydraulic is the study of flows in thermal fluids.
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zone, there are one or multiple stagnation regions. The reattachment region separates
the recirculation zone from the formation of a new boundary layer.
In a two-dimensional case, such regions or zones can be replaced with points.
In a three-dimensional case, however, the reattachment or detachment of the flow
does not occur at a point or straight line, but is rather a curve on the surface.
For example, Biswas et al. [2] numerically investigated the shape of this curve for
Reynolds numbers in a laminar regime.
In the past, there were various experimental investigations of separated flows
in the BFS geometry. Kim et al. [3] provided turbulent profiles and pressure drops
along the steps with expansion ratios 1.5 and 1.33. Armaly et al. [4] performed
measurements of the stagnation points for various Reynolds numbers (laminar and
turbulent) for BFS geometry with expansion ratio 1.94. Jovic and Driver [5] provided
experimental investigations of reattachment points and skin friction coefficient for
various Reynolds numbers and expansion ratios. Kasagi and Matsunaga [6] in
addition measured the turbulent kinetic energy budget terms, Reynold stresses and
triple products of velocity for a BFS geometry with expansion ratio of 1.504.
The majority of numerical investigations of the flow in BFS geometry follow the
experiments. In particular, this refers to the dimensionality of the flow. As mentioned
by Kim et al. [3], De Brederode and Bradshaw [7] recommend the ratio of the step
span length to the step height be at least 10 to assure the two-dimensionality of flow
in the central region. Numerically this can be achieved by simulating two-dimensional
equations or in the case of direct numerical simulation (DNS) by the use of periodic
boundary conditions in the step spanwise direction. Mansour et al. [8] in their
investigation of experiment by Kim et al. [3] used a modified k–ϵ model. The direct
numerical simulation of flow performed by Le et al. [9] showed agreement with the
experiments performed by Jovic and Driver [10]. Similarly, Avancha and Pletcher
[11] performed the Large-Eddy Simulation (LES) investigation of the experiment
by Kasagi and Matsunaga [6].
Vogel and Eaton [12] performed experiments with heated plate in BFS geometry
with expansion ratio of 1.25 and measured the average temperature profiles and
Stanton number at various Reynolds numbers. Abu-Mulaweh et al. [13, 14, 15,
16] and Abu-Mulaweh [17] in an effort spanning a decade, performed a range of
experiments of how buoyancy affects the flow in BFS geometry.
Keating et al. [18] performed a numerical investigation with a LES of the ex-
periment performed by Vogel and Eaton [12]. Recently, Niemann and Fröhlich [19]
performed a DNS of buoyant flow in a BFS geometry with expansion ratio 2. In the
follow-up paper [20] they provided the turbulent kinetic energy budgets, Reynold
stresses and dissipation rates. Schumm et al. [21] performed a simulation with the
Reynolds averaged Navier-Stokes equations in the same configuration.
The numerical analyses mentioned above do not account for solid walls and
temperature fields in solid walls. As shown by Kasagi et al. [22], who performed
numerical investigation of channel flow with taking into account the unsteady heat
conduction inside the walls, the near-wall behaviour is strongly influenced by the
thermal properties of the wall. Tiselj et al. [23] expanded on these results by
performing a first DNS with conjugate heat transfer between fluid and solid domains
in a channel flow.
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1.1 Motivation
The majority of investigations of flow patterns in BFS geometry deal with fluids
such as air or water, which have moderate Prandtl numbers. Prandtl number is the
ratio of momentum diffusivity and thermal diffusivity. Liquid metals like mercury,
lead or sodium, have a low Prandtl number. Because of the low Prandtl number,
liquid metals can transfer high heat fluxes compared to air or water and thus are an
interesting alternative for transport of thermal energy. Additionally, liquid metals
can withstand higher temperatures because their boiling temperatures are higher
and there is no need to pressurize the heat transfer system. In combination with
good moderation properties, liquid metals are prime candidates for applications in
fast nuclear reactors. At present, sodium, lead and an alloy of lead, lead-bismuth
eutectic, are considered as candidates for the coolants of new generation fast nuclear
reactors. Some typical Prandtl numbers to the first significant digit are given in
Table 1.1.
Table 1.1: Prandtl numbers for different materials at normal pressure and typical
temperature (if not otherwise specified), together with melting point temperature.
Liquid metal data are taken from the report by Sobolev [24].
Material Prandtl number Melting point (◦C)
Water (20 ◦C) 7 0
Water (300 ◦C, 150 bar) 0.9
Air (20 ◦C) 0.7 −215
Sodium (550K) 0.006 98
Lead (800K) 0.02 328
Lead-Bismuth (800K) 0.01 125
However, liquid metals have some drawbacks. For example, sodium ignites
spontaneously in contact with air and reacts explosively with water. In the process,
hydrogen gas is produced. Lead has a relatively high melting point, which can
be lowered by alloying it with bismuth. However, lead-bismuth eutectic is highly
corrosive to most metals used for structural materials. Most properties of liquid
metals considered for fast reactors can be found in the report by Sobolev [24].
As well as being a prime candidates for coolant in advanced nuclear reactors,
liquid metals are also candidates for usage in other types of energy production or
storage. Recently, a more particular interest comes from the solar energy production
industry. The interest is in both as a heat transfer fluid in a concentrating solar
power plant [25, 26] as well as a thermal energy storage option [27].
With the intention to develop and validate advanced numerical approaches for
the design and safety evaluation of advanced reactors, a European project called
SESAME was established [28]. Some of the goals of this thesis coincide with the
goals of the mentioned project. The project aids the development of four liquid
metal cooled reactors, specifically:
• ASTRID, which was supposed to be a sodium cooled demonstration reactor
with 600MW electrical power, but the plans were recently amended,
• MYRRHA is a combination of lead-bismuth eutectic cooled 50MW reactor,
together with a linear particle accelerator, which is being built in Belgium,
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• ALFRED is a lead cooled demonstration reactor design with 125MW electric
power and
• SEALER, which is a lead cooled modular nuclear reactor with between 3MW
and 10MW of electrical power.
Within the SESAME project, an experiment with a flow of liquid sodium through
a backward facing step was scheduled to take place at the Karlsruhe Institute of
Technology in Germany. The proposed experiment is fully three-dimensional with a
ratio of the step span length to step height equal to around 2. The expansion ratio of
the BFS is equal to 2.25. However, since the construction of this experiment turned
out to be legally challenging, it was delayed and a second, additional experiment was
proposed. This second experiment would be performed with a Gallium-Indium-Tin
eutectic, which is a non-toxic liquid at room temperature. The expansion ratio of
the BFS is slightly lower than 2, but has the same ratio of step span length to step
height.
Within the project, Direct Numerical Simulation (DNS) plays the role of the
middle ground between the experiment and other numerical approaches such as
Large Eddy Simulation (LES). Although experiments are understood to provide
the definitive data against which the accuracy of models is compared, usually
they are unable to provide all the necessary data for development of the models.
Sodium and Gallium-Indium-Tin are not transparent liquids, so measuring of flow
field in the experiments in Karlsruhe will be performed with a disruptive probe.
The probe prototypes had an outer diameter of 1.6mm. In the Gallium-Indium-
Tin experiment, 7 probes are planned to be used. This means a limited spatial
resolution of measurements location, with some positions, due to the nature of the
flow (stagnations), being basically unmeasurable.
The probes that were used in the past experiments with liquid metals were
able to measure mean velocities, mean temperatures and temperature fluctuations.
Experiments performed at Karlsruhe Institute of Technology are predicted to provide
also the measurements of velocity fluctuations. In the past, experiments with liquid
metals were also not able to provide measurements of turbulent heat fluxes.
The temperature profile of the surface of the heating plate will be measured
with thermocouples. However, to avoid leakages, the thermocouples cannot be
positioned to have direct contact with the liquid metal. Instead, they are positioned
about 0.2mm below the surface.
The DNS presented in this thesis can fill in the gaps that are left by the experiment.
The results presented are the subject of the D1.1 SESAME report [29], and can be
found in the article by Oder et al. [30].
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1.2 Turbulence and Direct Numerical Simulation
Direct Numerical Simulation (DNS) is a very accurate numerical simulation of
turbulent flow. For practical purposes, we can adopt a rather non-standard definition
of turbulence (see [31]): “numerical” turbulence that emerges as a solution of the
Navier-Stokes equations:
∇ · v = 0 , (1.1)
∂v
∂t
+∇ · (vv) = −∇p
ρ
+ ν∇2v (1.2)
is equivalent to the “measurable” properties of the corresponding fluid flow. The non-
linear system of equations (1.1) and (1.2) is written for the constant fluid properties
with v being the flow velocity, ν the kinematic viscosity, p the pressure and ρ the
density of the fluid. Equation (1.2) is usually rewritten in dimensionless form as
∂u
∂τ
+∇ · (uu) = −∇P + 1
Re
∇2u , (1.3)
where the Reynolds number Re is defined with characteristic dimension of the flow
geometry L (for example pipe diameter) and characteristic velocity U (mean velocity
in the pipe) as
Re =
UL
ν
. (1.4)
The equation for internal energy is usually expressed in the form of an equation
for temperature:
∂T
∂t
+ v ·∇T = α∇2T + Q
ρcp
, (1.5)
where cp is the specific thermal capacity of the fluid, α the thermal diffusivity and Q
the volumetric heat source.
It is rather well known and widely accepted [32] that unsteady solutions of these
equations, obtained at an appropriate Reynolds number and with suitable numerical
approaches, show excellent agreement with measurements in turbulent incompressible
Newtonian fluids. A simulation performed with this approach is denoted as Direct
Numerical Simulation or DNS. The feasibility of the DNS is a consequence of the
fact that the smallest scales of the turbulent flow are not infinitely small. They are
finite and their dimension represents the key information for DNSs of turbulent flows:
a DNS is a simulation with sufficient spatial and temporal resolution to capture the
smallest scales of the turbulent flow.
The “agreement” of DNS with an experiment does not mean that the temporal
developments of the dependent variables in a selected point of the computational
domain and in the equivalent point of the experimental device are the same. As
solutions of the non-linear equations (1.1) and (1.2) are chaotic (solutions vary
widely due to small changes in initial conditions), the “agreement” means that
the same statistical behaviour of the numerical solution and the measured signal
is observed. Like in any other non-linear system, any minor change in initial or
boundary conditions, numerical method, grid, time step, etc., can result in a different
instantaneous solution of the turbulent field after sufficiently long time. However, as
long as we do not compromise the accuracy of numerical simulations, their statistical
properties remain unchanged.
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1.2.1 Length and Time Scales of Turbulent Flow
The smallest length and time scales of turbulence, which can be roughly interpreted
as a dimension and an inverse of angular velocity of the smallest turbulent vortices in
the flow, were given by Kolmogorov (see the textbook of Pope [32] for background):
η =
(︃
ν3
ε
)︃1/4
, τη =
η2
ν
, (1.6)
where ε represents the average rate of dissipation of turbulence kinetic energy per
unit mass. Equation (1.6) is useful for a posteriori evaluations of the turbulence
scales, while the rough estimates that relate the smallest and the integral scales can
be used a priori
η = LRe
−3/4
T , τη = t0Re
−1/2
T . (1.7)
The integral scales L, u0 = L/t0 are often the quantities used to evaluate the Reynolds
number, while the turbulent Reynolds ReT number is not evaluated with the bulk
velocity, but with the square root of the turbulent kinetic energy (typically 10% to
20% of the bulk velocity). An important consequence of equation (1.7) for direct
numerical simulations is that the domain of length L must be discretized roughly
into n intervals of length ∆x = η, so the number of intervals n ∼ Re3/4T and in
three dimensions n3 ∼ Re9/4T . The computational requirements usually depend also
on time integration numerical schemes, which have stricter requirements than are
required by Kolmogorov temporal scales. The overall computational requirements
(number of operations, memory requirements, storage sizes, etc.) are approximately
proportional to Re3T .
Numerical experiments show that fully resolved DNS is obtained at ∆x ≈ 2η. To
simulate a flow in a single channel of a pressurized water reactor fuel element at ReT =
105 with DNS precision, approximately 1012 cells would be required. The largest
meshes in the fluid dynamics simulations running on the fastest supercomputers today
contain approximately 1010 to 1011 cells [33]. It is thus clear that computationally
extremely expensive DNS cannot be foreseen as a tool for industrial applications
in the near future and that there are strong incentives to develop cheaper methods
and models for simulations of turbulent flows. Although computationally expensive,
DNS results are useful as they help us to understand the fundamental physics of the
turbulence. They are useful also for improving and developing LES and Reynolds
Averaged Navier-Stokes (RANS) models of turbulence.
What happens when a DNS computer code is running on a mesh that is too
coarse to capture all the smallest scales? Turbulence books [32] are suggesting
that the smallest scales convert the kinetic energy of the turbulent fluctuations into
internal energy. If a minor part of these scales are missing in the simulation and
remain unresolved, the remaining resolved scales can take over their task. Such
simulations are denoted as quasi-DNS or under-resolved DNS. They are typically
using resolution that is approximately 2–5 times too coarse to capture the smallest
relevant scales and their results are still very close to the measured ones. According
to today’s standards [34], even some of the first DNS studies [35] can be categorized
as a quasi-DNS rather than a true DNS. When the quasi-DNS resolution is 2–3 times
coarser than in the DNS, the tiny differences are usually seen only in the non-physical
behaviour of the spectra in the range of the smallest turbulent fluctuations. If the
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quasi-DNS resolution is 4–5 times coarser, the differences are seen also in the profiles
of the velocity fluctuations (or fluctuations of other quantities). For further coarsening
of the mesh (∆x ≈ 20η), numerical results show larger and larger discrepancies from
the measurements. Depending on the type of the numerical scheme, the DNS code
used in quasi-DNS mode will typically “explode” due to insufficient dissipation of the
short wavelength fluctuations (numerical instability), when very coarse meshes are
used.
1.2.2 Large Eddy Simulation
In order to accurately simulate turbulent flows with resolutions that are roughly 10
times coarser than in DNS, additional semi-empirical models (subgrid-scale models)
are needed to dissipate the turbulent kinetic energy of the smallest turbulent scales
that are not explicitly captured in the simulation. Such models are known as Large
Eddy Simulations (LES)[32]. LES approach can be very accurate due to the isotropic
behaviour of the smallest eddies. This property allows rather simple subgrid-scale
models on up to 103 times coarser meshes in comparison with the DNS. However,
an accurate LES approach where the near-wall layers are accurately resolved (wall-
resolved LES) must use near-wall resolution that is only marginally coarser than in
DNS and the typical meshes in wall-resolved LES are in most cases between one
and two orders of magnitude coarser than in DNS. The LES approach is extremely
valuable for the investigation of certain high Reynolds number flows and for the
development and assessment of new RANS turbulence models.
The LES methods are also useful for the prediction of complex and unsteady
flows where performance of the other turbulence models is not adequate. DNS and
wall-resolved LES can be fully reproducible and will be more and more important
for “verification and validation” and “uncertainty quantification” in computational
fluid dynamics (CFD).
In LES, equations are solved for a “filtered” velocity field u(x, t). This velocity
is representative for large-scale turbulent motions. The equations used for LES
include an eddy viscosity correlation, which models the turbulence dissipation of the
neglected small scale motions.
1.2.3 RANS
With the approaches described above, equations are solved for a time-dependent
velocity field that represents the velocity field for one realization of the turbulent
flow. In many engineering applications, the exact instantaneous fields are usually not
sought, but instead averages and higher statistical moments are of more interest. In
terms of equations, they are solved for some mean quantities such as ⟨v⟩, Reynolds
stresses ⟨vivj⟩ and turbulence dissipation ε. This enormously reduces computational
costs for simulation and analysis.
Reynolds Averaged Navier-Stokes (RANS) equations are an example of a modelling
approach with which we determine the mean velocity field ⟨v⟩. The system of
equations (1.1) and (1.2) or the dimensionless counterpart is averaged in time. The
instantaneous variable v is decomposed into its time average ⟨v⟩ and instantaneous
fluctuation v′ about the mean, that is v = ⟨v⟩ + v′. The averaged conservation
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equations written with component notation then have the following form:
∂ ⟨vi⟩
∂xi
= 0 , (1.8)
∂(⟨vi⟩ ⟨vj⟩)
∂xj
= −1
ρ
∂ ⟨p⟩
∂xi
+
∂
∂xj
[︃
ν
(︃
∂ ⟨vi⟩
∂xj
+
∂ ⟨vj⟩
∂xi
− ρ ⟨︁v′iv′j⟩︁)︃]︃ . (1.9)
The resulting system of equations contains averaged quantities that are found in
equation (1.2) and in addition, a new tensor field −ρ ⟨︁v′iv′j⟩︁, which is put together
with the viscous stress. Because of this analogy with the viscous stress, the tensor
was interpreted as turbulent stress, or, more formally, the Reynolds stress. The tensor
is symmetric and has, in general, six independent components.
The components of the Reynolds stress tensor are the unknown elements in
the averaged equations and need to be obtained in some other way. Developing
satisfactory approximations for obtaining these values is the subject of many modelling
books. The results of such RANS models and simulations are validated against
LES, DNS or experimental data. However, in terms of computational costs, RANS
simulations are orders of magnitude less demanding than DNS or LES. In addition,
RANS simulations are sometimes performed in two dimensions whereas LES and
DNS have to be performed in three dimensions to capture the three-dimensional
effects of turbulence.
The equation for internal energy (1.5) is also averaged and with component
notation rewritten into
∂(⟨vj⟩ ⟨T ⟩)
∂xj
=
∂
∂xj
(︃
α
∂ ⟨T ⟩
∂xj
− ⟨︁T ′v′j⟩︁)︃+ ⟨Q⟩ρcp . (1.10)
Similarly to the averaged momentum equation, the additional convective flux of
the temperature due to the turbulent velocity fluctuations
⟨︁
T ′v′j
⟩︁
, is here put on
the right hand side with the diffusion term. It is interpreted as a supplementary
diffusion process. The term is called the turbulent heat flux or turbulent scalar flux.
Like the Reynolds stresses, this turbulent heat flux is an unknown and requires an
approximation in the form of a model.
1.3 Numerical approach
To perform the analysis of the flow, heat transfer and thermal fluctuations, this
DNS is performed with the use of the spectral element method (SEM). The metod is
used to solve the incompressible Navier-Stokes equations with added temperature
equation. As noted, material properties are constant with temperature.
The SEM is conveniently implemented in the open source code named Nek5000.
Nek5000 is developed by Argonne National Laboratory in the USA. In Section 2.3 we
give some basic introduction to the method. In Section 2.3.1 the mesh is presented,
while in Section 2.3.2 an overview of the second order temporal scheme is given. In
Section 3.4 we present a scalability analysis of Nek5000 applied to our case.
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1.4 Goals
The goal of this thesis was to perform a direct numerical simulation under the
conditions similar to that of the experiment performed in the SESAME project. The
geometry of the experiment uses an outflow in the shape of a square. The ratio
of the span-wise width of the BFS to the step height is around 2. The expansion
ratio in the experiment is equal to 2.25. The flow in this geometry is therefore
three-dimensional and does not have a central region where two-dimensionality of the
flow is assured. The flow still exhibits a symmetry across the central region, however
this symmetry cannot be utilised to speed up the numerical calculation. Namely,
symmetric boundary conditions suppress the velocities in the normal direction to
the symmetry plane. While the average velocity normal to such plane is expected to
be zero in a real flow, the instantaneous velocities are not. The symmetric boundary
condition thus suppresses the turbulent fluctuations in the boundary normal direction.
The boundary conditions are given in Subsection 2.2.3.
A goal was to analyse the structure of the flow and produce statistical data of
the flow for the velocity field, as well as the thermal field. To produce useful results
for other researchers and the scientific community, the intention was to calculate
the budged for the terms that are present in the Reynolds averaged Navier-Stokes
equations 1.9 and 1.10. Of special interest are the Reynolds stress tensor and the
turbulent heat flux vector. In Section 4.1 we present this structure that due to the
three-dimensionality of the flow, differs significantly from studies in unconfined BFS
geometries.
Variations of fluid and solid properties with temperature were neglected in this
study. In the temperature ranges for fluid with Pr = 0.005 observed in this simulation
(differences of up to 100K or 20%), the density, specific heat capacity and thermal
conductivity all change by a few percent. The thermal diffusivity in the observed
temperature ranges is almost constant. However, the dynamic viscosity undergoes
large changes of up to 25%. The initial plan was to include temperature variations in
later simulations, however, the addition of zero-slip walls and solid conductive walls
already increased the computational costs of the simulation to the limits. As seen
from the simulation performed by Niemann and Fröhlich [20] there are significant
discrepancies between flows with constant and flows with temperature dependent
properties. Most notable is the change in viscosity, however, in our simulation we also
neglected changes in density. With density changes due to temperature, buoyancy
between different parts of fluid arises. A type of flow which arises solely due to the
presence of such buoyancy forces is called natural convection.
A commonly used simplification named after Joseph Valentin Boussinesq is to
include density changes only as a source term in the momentum equation. This
couples the momentum equation with the temperature equation and increases the cost
of computational resources significantly. In addition, it prevents simulating multiple
temperature fields with the same velocity field. Thus, the inclusion of buoyancy and
with it the ability to simulate flows with natural convection was postponed. The
details of the physical model are given in Chapter 2.
As noted above, a special region of interest in BFS geometry is the reattachment
zone and its shape. The goal was to obtain and analyse the shape of this zone. This
parameter is a common parameter reported in such geometries. In addition, any
additional stagnation zones could be identified. It is especially useful for analyses,
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which include heat transfer since it provides information about where temperature
changes are to be expected. These structures are, in unconfined BFS geometries,
quite often reduced to a point, which in a confined BFS geometry is no longer a
possibility. The shape of the reattachment region is presented in Section 4.1.
The goal was to produce a database of the temperature and thermal flux distri-
bution over the heater. Usually, LES and RANS simulations are not produced using
solid walls, but prescribe a boundary condition with either constant temperature, or
more commonly, with constant heat flux over the surface where a heater is present.
However, such a boundary condition does not accurately capture the distribution
and gradients of the temperature. The quantitative flow description is presented in
Section 4.2.
As a process of producing the statistical data, an analysis of the statistical
uncertainties is performed. This conveys information about the quality of the
produced data. As an interesting and unintentional side product, we produced some
useful information about required time scales for accurate convergence of statistical
properties. In the simulation, quite long time of averaging was needed to reduce
the statistical uncertainty to a few percent for some observed variables. This is a
significant prediction with consequences for experimental campaigns. The analysis
of statistical uncertainties is given in Chapter 5.
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2.1 Backward facing step geometry
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Figure 2.1: A representation of the BFS domain and solid walls that are included in
the DNS simulation. The cyan colour marks the solid step wall, while the red colour
marks the heater.
A sketch of the considered BFS geometry is presented in figure 2.1. The cyan
colour marks the solid step wall, while the red colour marks the heater. Except
for the inflow and outflow, the flow in the geometry is surrounded by walls. The
inflow is at the left side of the geometry, while the outflow is at the right side. The
x-axis is in the streamwise direction and the y-axis is oriented in the direction of the
shorter dimension of the channel upstream of the step. The size of the channel of
the fluid domain upstream of the step is 12× 1.6× 3.6 dimensionless units (given in
∆x×∆y ×∆z) and the size of the channel of fluid domain downstream of the step
is 22× 3.6× 3.6 dimensionless units. The dimensionless units correspond roughly
to the dimensions in the proposed experiment, if a length unit of h = 25mm is
chosen. With this value, the inflow has dimensions of 40mm×90mm and the outflow
90mm× 90mm.
The expansion ratio of this particular BFS geometry, which is the ratio of the
outflow area to the inflow area, is equal to 2.25. This expansion ratio was considered
to be used in the experiment. The size of the non-heated step wall is 0.25×2.25×3.6
dimensionless units, while the size of the heated wall is 22× 0.25× 3.6.
37
Chapter 2. Physical and numerical model
2.2 Dimensionless equations
To predict the flow and the turbulent fluctuations, standard Navier-Stokes system of
equations is solved:
∇ · v = 0 , (2.1)
ρ
∂v
∂t
+ ρv · (∇v) = −∇p+ µ∇2v . (2.2)
Here v is dimensional velocity, ρ is the density of fluid and µ is the dynamic viscosity.
The physical properties of the fluid in our simulation are constant.
An equation for internal energy in the fluid domain has the form:
∂Tf
∂t
+∇ · (vTf ) = α∇2Tf , (2.3)
and in the solid domain the equation has the form
∂Tw
∂t
= αw∇2Tw (2.4)
or
∂Tw
∂t
= αw∇2Tw + Qw
ρwcpw
(2.5)
in the heater. Tf is the temperature of the fluid, while Tw is the temperature of
the solid, α and αw are the thermal diffusivities of fluid and solid respectively, ρw is
the density of the wall and cpw is the specific heat capacity of the solid, Qw is the
internal volumetric heat source of the heater.
The fluid and solid domain have to be properly connected. The appropriate
boundary condition at the boundary between the two domains are:
Tf = Tw (2.6)
and
λf nˆ ·∇Tf = λwnˆ ·∇Tw , (2.7)
where nˆ is the unit normal vector of the boundary and λf and λw are the thermal
conductivity coefficients of fluid and solid, respectively.
The bulk velocity at the inflow is defined as
vb =
1
LyLz
∫︂
inflow
v · dS . (2.8)
The mass flux rate at the inflow is then equal to
Φm =
∫︂
inflow
ρv · dS = ρvbLyLz . (2.9)
To arrive at dimensionless equations the following units are selected:
r = hξ ,
v = vbu ,
Tf = T0 + T1θf ,
t =
h
vb
τ ,
p = p0 + ρv
2
bP ,
Tw = T0 + T1θw .
(2.10)
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Here, h is an arbitrary length unit. By defining the velocity unit as vb, we fix the
average dimensionless velocity at the inflow to one. Since equation (2.6) holds at
the fluid-solid boundary, one can choose the same coefficient and variable for the
dimensionless temperature in fluid and solid. The temperature T1 is equal to
T1 =
h
vb
Qw
ρwcpw
. (2.11)
By marking the inverse viscosity as
Reb =
ρhvb
µ
, (2.12)
the Prandtl number as
Pr =
µ
ρα
, (2.13)
the ratio of thermal diffusivities between fluid and solid as
G =
α
αw
, (2.14)
and the ratio of thermal conductivities as
H =
λf
λw
, (2.15)
we can rewrite the system (2.1) to (2.7). The continuity and momentum equations
can be rewritten in dimensionless form as
∇ · u = 0 , (2.16)
∂u
∂τ
+ u · (∇u) =∇P + 1
Reb
∇2u . (2.17)
The dimensionless equation for internal energy in the fluid domain as
∂θf
∂τ
+∇ · (uθf ) = 1
PrReb
∇2θf (2.18)
and dimensionless equations for internal energy in the solid domain and heater as
∂θw
∂τ
=
1
GPrReb
∇2θw , (2.19)
∂θw
∂τ
=
1
GPrReb
∇2θw + 1 , (2.20)
respectively. At the interface between solid and fluid domain we have the following
relation:
θf = θw (2.21)
and
Hnˆ ·∇θf = nˆ ·∇θw . (2.22)
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2.2.1 Reynolds number
Since we designated the Reb as inverse viscosity, we here give what we consider the
Reynolds number of our DNS. There are a few Reynolds numbers definitions usually
associated with channel and BFS geometries. By far the most common Reynolds
number is defined with bulk velocity at inflow and step height Ls as
Res =
ρLsvb
µ
. (2.23)
It is connected to the inverse viscosity Reb as
Res =
Ls
h
Reb = 2Reb . (2.24)
Another Reynolds number is defined with bulk velocity at the inflow and hydraulic
diameter of the inflow as
Re =
2ρLyLzvb
(Ly + Lz)µ
. (2.25)
It is connected to the inverse viscosity Reb as
Re =
2LyLz
h(Ly + Lz)
Reb =
144
65
Reb . (2.26)
Usually associated with channel flows is the friction Reynolds number. This
number is defined with the help of shear stress on the wall. This number is defined
as
Reτ =
ρhuτ
µ
, (2.27)
where the friction velocity is
uτ =
√︃
τw
ρ
(2.28)
and τw is the shear stress at the wall.
In the present study, the shear stress at the wall was estimated by calculating
the average drag force in the streamwise direction at the walls upstream of the step
(Box 1 and Box 2 in Figure 2.3) and dividing it by the surface area of the walls
upstream of the step. The shear stress is then averaged in time and Reτ is estimated
with expression (2.27).
In the simulation, the inverse viscosity equal to Reb = 3200 is used, which
corresponds to Reynolds number Re = 7089 and Reynolds number based on the bulk
velocity at the inflow and step height Res = 6400. The friction Reynolds number
was estimated a posteriori at Reτ = 207.
2.2.2 Dimensional quantities and parameters
The physical properties of the geometry were given above. Since the DNS and the
experiment were developed side by side, the final dimensions of the geometry were
unknown at the time of design of the DNS. The changes in the physical dimensions of
inflow and outflow in the experiment determined the final dimensionless units of the
used domain in the DNS. The length unit h = 25mm was chosen to accommodate
40
2.2. Dimensionless equations
the experimental dimensions and dimensions of mesh that were used for performing
preliminary analyses of mesh convergence.
Since the experiment is not yet fully developed, the values for physical properties
of involved materials were taken from the literature, specifically the report by Sobolev
[24]. The values for liquid sodium were taken at 550K. The dimensionless values for
H, G and Pr were calculated with properties specified in Table 2.1. However, since
the exact values of the experiment are absent, the calculated values were rounded to
nearby values. The sodium Prandtl number was set Pr = 0.005, the ratio of thermal
conductivities H = 3, and the ratio of thermal diffusivities G = 10. These values
roughly correspond to values given in Table 2.1.
Table 2.1: Thermal and physical properties of liquid sodium at 550K and steel.
Property of sodium Value
Density ρ 885 kgm−3
Specific heat capacity cp 1317 J kg−1K−1
Thermal conductivity λ 78.2 Wm−1K−1
Viscosity η 3.63×10−4 Pa s
Property of steel Value
Density ρw 7550 kgm−3
Specific heat capacity cpw 600 J kg−1K−1
Thermal conductivity λw 25 Wm−1K−1
Because of the way the dimensionless parameters were chosen, it is useful to express
the units introduced in 2.10 with dimensionless parameters and fluid properties. The
bulk velocity is simply connected with inverse viscosity as
vb =
µ
ρh
Reb . (2.29)
The temperature T1 is expressed as
T1 =
H
G
hQw
vbρcp
. (2.30)
The heater installed in the experiment is supposed to produce 50 kW of thermal
power. The Table 2.2 gives values for some units introduced in 2.10.
Table 2.2: Values for dimensionless units introduced in 2.10.
Unit Value
h Length 25 mm
vb Velocity 5.25 cm/s
h/vb Time 0.48 s
ρv2b Pressure 2.44 Pa
T1 Temperature 19.8 K
During the simulation, a second Prandtl number was chosen. However, this
number was not based on physical properties of any fluid, but was chosen after
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consulting the members of SESAME community. Pr = 0.1 was chosen as it is lower
than unity for which the RANS modeller are aiming and high enough for LES to
produce meaningful results.
2.2.3 Boundary conditions
The boundary condition at the edges of the fluid domain is a no-slip boundary
condition. However, at the outflow, the stress is set to zero. A correction that
disallows any backflow into the domain is also implemented. While this boundary
condition is not physical, the influence was tested in a channel flow configuration
by comparing results from domains of various lengths. The correction influences
statistical variables up to about 4 units into the domain and is vanishingly small.
Additionally, the preliminary results from the experiment reassured us that the
outflow does not influence the recirculation region and the position of reattachment
significantly (see Chapter 7).
The implemented inflow boundary condition is a constant mass flux boundary
condition. A velocity field is taken from a plane parallel to the inflow plane 6
dimensionless units downstream (see Figure 2.1). The streamwise velocity component
is renormalized so that the average streamwise velocity component over the inflow
⟨u⟩inflow is equal to 1. The resulting velocity field is then imposed as the inflow
boundary condition. The DNS community describes this boundary condition as a
recycling boundary condition, but it is also known as a mapped boundary condition.
More details can be found in [36].
The normalization of streamwise component of inflow velocity, together with the
condition that the fluid is incompressible (eq. (2.16)), means that the streamwise
component of velocity is 1 in every plane upstream of the step. Downstream of the
step, this velocity drops to around 0.44. From this, we estimate the flow-through
time to be around 60 dimensionless time units.
The temperature at the inlet is set to zero. The outer walls are thermally adiabatic
(including the outflow).
2.3 Spectral element method
The SEM was introduced by Patera [37] in the year 1984 in a similar, but two-
dimensional geometry of BFS. In a simplified way, this method can be thought of as
a hybrid method between the finite element method and the spectral method. Similar
to the finite element method, the computational domain is divided into elements, but
within each element, the solution is calculated with the use of a collocation spectral
method. The method is described in detail in the book of Karniadakis and Sherwin
[38]. An overview of computational requirements, comparisons to regular spectral
method and descriptions of numerical methods involved is also given by Urankar
[39].
The SEM retains the quick convergence rate of the spectral method, but unlike the
spectral method, it can be applied to irregular geometries. Even more importantly,
the SEM gains a unit that can be used as the basis for parallel calculations. In
theory, the solution can be sought for on as many processors as there are elements in
the domain.
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Within each element, the special kind of spectral method called collocation
spectral method is used. This is a simplification of the general spectral method.
With a general spectral method, one searches for the values of the coefficients in
a function series. However, this process can be simplified by a choice of special
points in the domain, where a value of the function in these collocation points
is then calculated. These points are not equidistant within the element, but are
rather clustered at the sides of an element. In the case of Nek5000 these points are
the Gauss-Lobatto-Legendre points, which are the N + 1 roots of the polynomial
(1 − x2)P ′N(x) where P ′N(x) is the first derivative of the Legendre polynomial of
degree N [40]. Figure 2.2 shows the distribution of Gauss-Lobatto-Legendre points
within the element.
Figure 2.2: Distribution of Gauss-Lobatto-Legendre points within one element.
Seven collocation points are shown in each direction.
2.3.1 Numerical mesh
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Figure 2.3: Two-dimensional cross-section the mesh. The elements get smaller
towards horizontal walls and walls in z direction.
The domain contains the fluid subdomain and the solid subdomain, which are
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thermally coupled. The fluid subdomain is divided into four regions. Two consecutive
boxes upstream of the step (following the flow) are followed by two parallel boxes
downstream of the step. The solid subdomain is divided into two boxes. The boxes
are then divided into spectral elements. The two-dimensional mesh projection is
shown in figure 2.3. The elements are not the same and are smaller next to walls
in the y and z directions. All the elements have the same length in the x direction.
The mesh has approximately 153 thousand elements and of these approximately 143
thousand are in the fluid domain.
The present simulation used 7 collocation points in each direction within each
element. This puts the total number of points at approximately 49 million. However,
the points at the sides and the edges of the elements are replicated throughout the
different elements. There are approximately 31 million unique points at which the
solution is calculated.
2.3.2 Temporal discretization
The Nek5000 implements the implicit backward differentiation scheme for temporal
discretization. The non-linear terms are evaluated explicitly with extrapolation of
appropriate order. The code allows for choosing the order of the scheme and for this
study, the second order scheme was chosen. The ordinary differential equation
du
dt
= g(u, t) + f(u, t) , (2.31)
where g is the non-linear convection term and f contains the linear diffusion and
source terms, gives rise to the following semi-implicit second order accurate scheme:
un − 2∆t
3
f(un, tn) =
1
3
(︁
4un−1 − un−2)︁+ 2∆t
3
(︁
2g(un−1, tn−1)− g(un−2, tn−2))︁ .
(2.32)
The Courant number C relates the length scale in the domain, with the time
step and velocity in the simulation. In one dimension the relation is expressed as
C =
u∆t
∆x
, (2.33)
where u is the velocity, ∆t the time step and ∆x the length scale between two
computational points. The Courant number is calculated at each point from the
local properties and its maximum value is observed.
The Courant-Friedrichs-Lewy (CFL) condition limits the maximum value of the
Courant number. The CFL condition is a necessary condition for convergence for
numerically solving partial differential equations. For explicit schemes in temporal
domain, it typically limits the Courant number to be below 1. For implicit schemes,
the Courant number can be higher. However, the Courant number also describes the
quality of the time integration. Thus, our DNS runs were performed with C ∼ 0.1 in
order to minimize numerical errors of the integration.
2.4 Processing of DNS results
As noted in Chapter 1, the instantaneous fields of velocity and temperature are
useless for any comparisons with other methods, different implementations of the
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same method, or even different runs of the same code with the same inputs [41].
The results of the simulation therefore need to be averaged in time and the averages
and higher moments of particular fields are then compared. These procedures are
described in Section 3.3.
In order to meaningfully present the averages and higher moments of the fields,
the statistical properties of the flow have to be in a state, where they do not
significantly vary with time. When this condition is reached, the simulation has
reached a statistical steady state [32]. Similarly, a field is statistically homogeneous
if all statistics are invariant under a shift in position.
2.5 Implementations in the code
Besides the construction of the mesh, some algorithms for calculation and parts
of post processing were implemented in the user functions that are linked into the
final execution binary of Nek5000 for this particular case. The custom code sets-up
the state and then uses the provided communication facilities within Nek5000 to
properly implement the recycling boundary conditions. It further implements the
calculation and output of average fields and other variables. The custom code for
calculation is written in Fortran and takes around 1500 lines of code.
The post processing itself is performed after the calculation and is implemented in
various programming languages: python, awk and bash. The whole post processing
is handled through a Makefile. Of around 8000 lines of code that are used by all the
post processing code around 5000 lines are written in python. These number of lines
do not include the code and binary files for outputting plots.
45
Chapter 2. Physical and numerical model
46
Chapter 3
Simulation requirements
In this chapter, we provide the background for the spatial and temporal resolution
used in our DNS, as well as describe the main parameters of the temporal averaging
of the results. The first requirements for the spatial resolution were determined from
DNS in a channel flow. These results are presented in Section 3.1. In Section 3.2,
the spatial resolution was also estimated after the DNS was performed from the
estimates of the Kolmogorov scale. The conditions to recognise the achievement of
statistical steady state are presented in Section 3.3. In Section 3.4 of this chapter,
the computational requirements of the simulation are presented.
3.1 Estimates from channel flow
To determine the requirements for sufficient resolution to perform a DNS in BFS
geometry, we used the infinite channel case. A well-known DNS of the turbulent
channel flow was performed by Kim et al. in 1987 [35]. Since then many simulations
of the channel flow were performed exploring different aspects of the case.
The low Prandtl number means that the thermal diffusivity is large compared
to the kinematic viscosity. The thermal structures dissipate quicker than kinematic
structures. In turn, this means that the velocity field has finer structures than the
temperature field or that the Kolmogorov scale of the velocity field is smaller than
the smallest scale of the thermal field. For this reasons only the velocity field was
simulated in the channel flow simulations to estimate the needed spatial resolutions.
If the resolution is adequate for the velocity field, it should be adequate also for the
temperature field.
The computational domain for the simulation of the infinite channel is shown in
Figure 3.1. The dimensions of the domain are 4π × 2× 4π
3
. The front and the back
side (z direction) of the domain are coupled with periodic boundary conditions, as
are the left and right sides (x direction) of the domain. The origin is located in the
centre of the domain (hexahedron).
The Navier-Stokes equations for incompressible flow described in Chapter 2 are
solved. A forcing term, which represents a constant pressure gradient in the stream-
wise direction, is added into the momentum equation. The following dimensionless
47
Chapter 3. Simulation requirements
1 Direction of flow 3
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Figure 3.1: Sketch of the computational domain for the simulation of the infinite
channel with dimensions. The front and back are coupled with periodic boundary
conditions, as are the left (surface 1) and right (surface 3) side of the domain.
variables can be introduced:
ξ =
r
h
, (3.1)
u =
v
uτ
, (3.2)
τ =
uτ
h
t , (3.3)
and
p =
P
ρu2τ
− ξ , (3.4)
where h is the halfwidth of the channel and ξ is the x component of dimensionless
position. uτ is the friction velocity, which is proportional to the square root of the
wall shear stress τw:
uτ =
√︃
τw
ρ
. (3.5)
In case of channel flow, the relation between wall shear stress and pressure drop per
unit length can be written explicitly (see for example [32]). The friction velocity in
an infinite channel is therefore expressed with the average pressure drop ∆P over
length L as
uτ =
√︄
|∆P |
ρ
h
L
. (3.6)
With these units, the following dimensionless equations can be written:
∇ · u = 0 , (3.7)
∂u
∂τ
+
(︁
u ·∇)︁u = −∇p+ 1
Reτ
∇2u+ ıˆ , (3.8)
where ıˆ is the constant forcing term in the x direction and Reτ is the friction Reynolds
number
Reτ =
uτh
ν
. (3.9)
The friction Reynolds number Reτ for this simulation was equal to 180. Since
this simulation imposes a constant pressure drop, the mass flow rate, or the bulk
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velocity of the flow, follows from the simulation. The calculated dimensionless bulk
velocity ub obtained in our DNS runs was equal to 15.66. The hydraulic diameter of
the channel is equal to 4h (note the lack of side walls). The Reynolds number based
on hydraulic diameter for this case can be written as
Re = 4Reτ ub . (3.10)
With this information, the Reynolds number is calculated to be equal to 11 200. The
physical bulk velocity for sodium in an infinite channel with h = 25mm, would
be equal to 4.6 cm/s. Thus, this simulation is both comparable to results found in
literature and to the BFS case.
The final resolution of the mesh, which resulted in expected DNS results, was found
and the same resolution was later used for the BFS case described in Section 2.3.1.
This resolution used 48 elements in the x direction, 22 in the y direction and 28 in the
z direction. The distribution of sizes of the elements is analogous to the distribution
of the elements in the channel upstream of the step in the BFS geometry (Figure 2.3,
Box 1 and Box 2). In this example, 7 collocation points were used in each direction
within each element.
The infinite channel flow is isotropic along the x and z axes. In addition to those
two homogeneous directions, the channel also has the symmetry over the plane at
halfwidth of the channel (y direction). These properties are usually used to speed
up the simulation by averaging results over these directions. This reduces the need
to average over long periods of time and reduces the overall computational costs.
The results shown here were produced with about 800 dimensionless time units of
averaging. This corresponds to approximately 50 flow-through times. The results of
infinite channel flow are thus presented over a line which spans from the wall until
the middle of the channel in the wall normal direction. If a variable S ′(τ, x, y, z)
represents the solution for some variable S ′ at time τ at position (x, y, z), then the
presented result can be written as
⟨S⟩ (y) = 1
8LxLzT
∫︂ T
0
∫︂ Lx
−Lx
∫︂ Lz
−Lz
[︂
S ′(τ0 + τ, x, y, z) + S ′(τ0 + τ, x,−y, z)
]︂
dz dx dτ .
(3.11)
The time τ0 is here to mark that integration was performed after statistical steady
state was reached at about 40 dimensionless time units. To determine when a
statistical steady state was reached, the temporal development of the bulk velocity
was observed (see discussion in Section 3.3.1 on statistical steady state).
Root-Mean-Square (RMS) values of fluctuations are calculated similarly as
SRMS(y) =
√︂
⟨S2⟩ (y)− ⟨S⟩2(y) (3.12)
In addition to this transformation, results in the literature are presented in terms
of wall units, which are marked with a superscript +. With these units, velocity is
normalized with the friction velocity uτ as above. However, the lengths are, instead
of the halfwidth of the channel, normalized with the viscous length ν/uτ in addition
to being mirrored and translated. Put together with dimensionless length introduced
with equation (3.1), the position in terms of wall length unit is simply written as
r+ = Reτ (ȷ− ξ) . (3.13)
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The wall units allow for comparisons of flows with different Reynolds numbers.
As shown by Coles [42], many flows measured in laboratories exhibit similarities in
the region near the wall. The similarity is so prevalent that the most widely used
form of it is more commonly known as the law of the wall. This law is expressed in
terms of wall units as ⟨u+⟩ = f(y+). The details of this and similar expressions, as
well as the conditions under which they are valid, can be found in [43] or [32]. A
demonstration of the usefulness of the wall units is also shown by Bergant [44].
In the next, figures the results of the infinite channel flow simulation are presented.
Marked with MKM are the results of the DNS performed by Moser et al. in 1999 [45].
In comparison, the results of the spectral method by Tiselj [46] are also shown since
they contain higher statistical moments like dissipation of turbulence kinetic energy.
These simulations are used to benchmark our Nek5000 simulation.
The results of Moser et al. were obtained with friction Reynolds number of 180
with a spectral method with 128× 129× 128 modes. The Chebyshev-tau formulation
is used in the wall-normal direction (y) and Fourier representation in the other two
directions. Third order Runge-Kutta time discretization was used for the nonlinear
terms.
The results with spectral method by Tiselj were obtained with friction Reynolds
number 180. Similar to the results of Moser et al., 128× 129× 128 modes were used
in respective directions. In the wall normal direction, the Chebyshev collocation
spectral method was used and in the wall tangent directions, the Fourier collocation
spectral method was used. The Adams-Bashforth scheme was used for discretization
of convective terms and source terms, while the Crank-Nicolson scheme was used for
diffusive terms.
The distance between two neighbouring collocation points was around 5η, where
η is the calculated Kolmogorov scale. As shown by Vreman and Kuerten [34], to
accurately predict higher order statistics like Kolmogorov scale itself, a resolution of
about 2η is needed. However, for accurate prediction of statistics of first and second
order, a resolution of approximately 5η is sufficient.
Figure 3.2 shows the comparison of average streamwise velocity in the channel
between simulations found in the literature. The agreement between all three results
is excellent. The results produced with the Nek5000 seem to show that the resolution
near the wall is satisfactory, even though only one calculation point is present in the
region y+ < 1.
Figure 3.3 shows the comparisons between different DNS in fluctuations of all
velocity components and pressure. Again, we observe excellent agreement between
the three approaches for all four variables.
In Figure 3.4, the profile of the turbulence kinetic energy is shown. Turbulence
kinetic energy is calculated as
k =
⟨u′2⟩+ ⟨v′2⟩+ ⟨w′2⟩
2
, (3.14)
where u, v and w are the three components of the velocity. It is also equal to half of
trace of the Reynolds stress tensor.
Dissipation of streamwise velocity fluctuations is defined as εu = ⟨|∇u′|⟩2. Simi-
larly defined are the dissipations for other two velocity components εv and εw. The
dissipation of turbulence kinetic energy is defined as the sum of all three components
ε = εu + εv + εw. Figure 3.5 shows the three components of the dissipation, as well
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Figure 3.2: Comparison of average streamwise velocity in an infinite channel.
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Figure 3.3: Comparison of fluctuations of velocity and pressure fluctuations in an
infinite channel.
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Figure 3.4: Profile of turbulence kinetic energy.
as their sum. There is a slight discrepancy of εu at y+ ∼ 0. In the figure for εv, we
can observe significant relative discrepancy from the solution obtained by Tiselj [46].
This comparison leads us to conclusion that the resolution of this mesh is sufficiently
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Figure 3.5: Rate of turbulence dissipation for different components of velocity
turbulent fluctuations.
accurate for the calculation of statistics for averages ⟨u⟩ and Reynolds stresses ⟨u′u′⟩.
However, with it we cannot expect to produce highly accurate results for higher
statistical moments such as the dissipation of turbulence kinetic energy.
The statistical uncertainty of these results is not connected to the resolution
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of the used mesh, but with the duration of time averaging. For channel flow the
statistical uncertainties of the variables above are presented in our paper [31].
3.2 Spatial resolution requirements as derived from
Kolmogorov scale
The BFS case was developed through different stages and slightly different configura-
tions. In addition to the description given in Section 3.1, the mesh resolution in a
channel upstream of the step was also studied in comparison with the results for heat
transfer in an infinite channel flow obtained from a purely spectral code [47]. We also
performed comparisons with a BFS geometry experimented on by Kasagi et al. [6].
On the slightly different BFS geometry with the expansion ratio of 2 and at roughly
two times higher Reynolds number, we compared results on different meshes [48].
The insights gained were used in the construction of the current mesh and resulted
also in reduction of the Reynolds number in the present study.
To estimate the quality of the mesh, we calculated (a-posteriori) the local values
of the Kolmogorov scale:
η =
(︃
ν3
ε
)︃1/4
, (3.15)
which is estimated through the evaluation of the isotropic dissipation rate
ε =
ν3
h4
Re2b
⟨︄(︃
∂u′i
∂xi
)︃2⟩︄
. (3.16)
x
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Figure 3.6: Reference mesh scale divided by the local Kolmogorov length scale
(∆/η). Field is shown in midplane z = 0.
Figure 3.6 shows the ratio of the distance between the collocation mesh points and
the Kolmogorov length scale ∆/η in the symmetry plane at z = 0 (midplane). The
distance ∆ is computed as a volumetric average length of the body diagonal of cuboid
that spans over the neighbouring collocation points within the spectral element.
Distances between the collocation points in the whole computational domain in x
(streamwise), y and z directions are ∆x ∈ [0.0212, 0.0586], ∆y ∈ [0.0037, 0.0269] and
∆z ∈ [0.0040, 0.0493] respectively.
As seen in Figure 3.6, the ratio of the mesh scale and the Kolmogorov length
scale ∆/η lies between 3 and up to 11 in the region downstream of the step where
flow separation occurs. This resolution is similar to the resolutions of typical DNS
studies performed at similar Reynolds numbers. For example, the pioneering channel
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flow DNS study of Moser et al. [45] has been performed with the resolution ∆/η = 12
near the walls and with the resolution ∆/η = 5 in the centre of the channel. As
shown in the resolution studies performed by Vreman and Kuerten [34], the DNS
computations that aim to obtain accurate spectra and 3rd and 4th order statistics,
should use resolutions, which are 2–3 times finer than the one employed in this thesis.
Nevertheless, the implemented resolution is recognized as sufficient for predictions of
1st and 2nd order statistics with DNS accuracy.
3.3 Temporal integration
The temporal integration is divided into two parts. The first part of the simulation
was used to reach the statistical steady state. Once it was recognised that the
simulation has reached the statistical steady state, time integration was performed
with averaging the various fields through time.
The time step set in the simulation was equal to 4× 10−4. While the scheme is
stable for Courant numbers up to C = 1, the Courant number in our channel and
BFS simulations remained around 0.1 in order to maintain high spatial and temporal
accuracy.
3.3.1 Statistical steady state
After a statistical steady state was reached, time averaging of results was performed.
To determine when the simulation reached statistical steady state, a few parameters
were calculated.
Figure 3.7 shows the streamwise component of dimensionless velocity, spatially
averaged over the volume in “Box 4” (volume downstream of the step as seen in
Figure 1.1). It also shows the dimensionless temperature averaged over the whole
volume of the domain. This figure was used to estimate the time at which we began
to calculate the average quantities. The green shaded area in Figure 3.7 marks
the time interval that was used for averaging. The averaging was performed in the
code, for approximately one-week runs. The weekly averages were then summed
together in the post processing. As observed in the Figure 3.7, about last 500 time
units are missing the values of ⟨ux⟩ and ⟨θ⟩ /∆θ. This is because the calculation
and the output of these variables was stopped in order to gain about 10% speed-up
in calculation. Nevertheless, these time steps were used in averaged profiles shown
below.
Figure 3.8 shows the calculated friction Reynolds number Reτ in the part of the
domain upstream the step. The friction Reynolds number was calculated from the
streamwise component of the average drag force ⟨F1⟩1&2 on the walls in regions Box 1
and Box 2. The same as for Figure 3.7 applies here in that the calculation and the
output of the variable was stopped after dimensionless time ∼ 9500.
Steady state for the second passive scalar
Since the second passive scalar with Pr = 0.1 was added later in the simulation, the
statistical steady state was reached at a different simulation time. Figure 3.9 shows
the temporal development of the average temperature for Pr = 0.1. As statistical
steady state in this case, the time 7200 was chosen.
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Figure 3.7: Spatially averaged streamwise velocity component in “Box 4” of Figure 1.1
and spatially averaged temperature for Pr = 0.005 through the whole domain. The
shaded area shows the time interval that was used to obtain time-averaged results.
Figure 3.8: Friction Reynolds number in the channel upstream of the step. The
shaded area shows the times that were used for averaging and to calculate the average
friction number.
55
Chapter 3. Simulation requirements
Figure 3.9: Spatially average temperature for Pr = 0.1 through the whole domain.
The shaded area shows the time interval that was used to obtain time-averaged
results.
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3.3.2 Temporal averaging of results
Time averaging was performed over ∼ 4900 dimensionless time units. This is equal
to about 80 flow-through times of the domain and took approximately 12 million
time steps. Computations took around 3 million CPU hours and were running on
two different clusters using between 256 and 1024 cores.
Averaging of strain and dissipation terms was performed over slightly shorter time
interval and the statistics for the second scalar with Pr = 0.1 was only gathered over
approximately over 2800 dimensionless time units or approximately 7 million time
steps. Computed statistical quantities are first and second order statistics and the
corresponding averaging times are collected in Table 3.1. Some of them are shown
and commented in the next subsections.
Table 3.1: Collected statistical quantities. Database ( 20 GB) is available on request.
variable averaging time
⟨u⟩, ⟨v⟩, ⟨w⟩, ⟨p⟩, ⟨θ⟩ for Pr = 0.005 4900⟨︁
u′iu
′
j
⟩︁
for i, j = 1, 2, 3, ⟨p′2⟩ 4900
ε 3600
⟨θ′2⟩ for Pr = 0.005 4900
⟨u′iθ′⟩ for i = 1, 2, 3 and Pr = 0.005 4800
⟨θ⟩, ⟨θ′2⟩, ⟨u′iθ′⟩ for i = 1, 2, 3 and Pr = 0.1 2800
Several different approaches were used to estimate the quality of the gathered
statistics. This is of particular importance due to the three-dimensional nature of
the average flow profile in the duct. The vast majority of the contemporary DNS
studies was performed in geometries with at least one homogeneous dimension, while
the channel-flow (presented in Section 3.1), as one of the most popular geometries
for theoretical DNS studies of the near-wall turbulence, contains two homogeneous
directions. Spatial averaging over the homogeneous direction significantly reduces
the requirements for long temporal averaging. In the comparable study in a BFS
geometry with two-dimensional average flow pattern [49], the averaging times are
below 10 flow-through times, which was declared as sufficient since the spatial
averaging complements the temporal one. In the present work, we cannot rely on
spatial averaging and the only way to improve the quality of the computed statistics is
to calculate more time steps. As shown by Oliver et al. [50], the individual statistical
quantities converge at a rate of 1/
√
N , where N represents the number of time steps
or length of the time-averaging interval.
A simple way to give a rough estimate of the statistical uncertainties is to compare
the time averaged statistics with the statistics obtained over half of the whole time
interval. An example of profiles computed over the complete and over the half of the
time interval is shown in Figure 3.10(a), where the y component of the velocity is
shown at several vertical lines at different x-positions downstream of the step in the
midplane z = 0. Solid and dashed lines represent profiles obtained by averaging over
the whole and over the half of the time interval, respectively. Two different lines for
the same quantity are given also on all other figures in Section 3 to give a rough
estimate of the statistical uncertainties.
In the particular case with the flow configuration that exhibits spatial symmetry
over the midplane z = 0, we can estimate the statistical uncertainties also by
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Figure 3.10: (a) Profile of y component of velocity at variable x positions in plane
z ≈ −1.4. Solid lines: time-averaging over the whole time interval, dashed lines:
time averaging over half of the time interval. (b) comparison of y component of
velocity at variable x position in plane z ≈ −1.4 (solid line) and in its mirror plane
z ≈ 1.4 (dashed line). Both profiles are averaged over the whole time interval.
comparing the differences between the time-averaged solutions on each side of the
symmetry midplane. Figure 3.10(b) shows the profiles of the y velocity component
profile at symmetric positions across the midplane. The solid lines are identical as in
the left Figure 3.10(a), however, the dashed and solid lines show solutions averaged
over the complete time interval. It is interesting to note that the uncertainties
(differences) are of similar magnitude as the uncertainties in the Figure 3.10(a) that
are emerging from different time-averaging intervals.
The third approach in evaluation of the statistical uncertainties is analysis of the
local values in 49 monitoring points, where a complete time history was saved for
the velocity and temperature fields. Of course, these points were selected in advance
and are not positioned to the places, where the statistical uncertainties might be
the highest. Nevertheless, statistical analyses of the time series in these points can
provide quantitative estimates for the statistical uncertainties. Maximal statistical
uncertainties in the monitoring points are given as 95% confidence intervals in
Table 3.2. The uncertainties are normalized with the bulk velocity in the inlet section
uB, which is fixed to value 1 as an inlet boundary condition in the present work, and
with the temperature difference ∆θ.
∆θ is the average temperature increase of the fluid from inflow to outflow due
to the power released by the heater. The theoretical estimate is derived from the
energy balance
∆θ =
G
H
HyHx
hLy
= 11.46 . (3.17)
where Hx and Hy are appropriate dimensions of the heater in the x (22h) and y
direction (0.25h), respectively and Ly is the y dimension of the inflow and is equal
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to 1.6h.
In order to obtain an impression about the uncertainties, the third column of
the Table 3.2 gives the spatial maximum value of the time averaged quantities.
Uncertainties for root-mean-squares (marked with index RMS) of variables are given
alongside fluctuations of variables.
In typical statistical analyses, the uncertainties are usually given as relative
values. However, average values of several computed statistics in various monitoring
points are around zero. Computing the relative uncertainties does not make sense
for such quantities in these monitoring points. Rough surrogates for the relative
uncertainties can be computed as ratios of the uncertainties in the second column
over the maximum values in the domain for the particular statistical quantity in the
third column of Table 3.2. We can recognize the expected trend: first order statistics
(mean values) are computed with lower statistical uncertainties than second order
statistics (fluctuations, Reynolds stresses and turbulent heat fluxes). The relative
uncertainty of average velocities, velocity fluctuations and Reynolds stress are around
few percent. The statistical uncertainty for average temperatures for both scalars is
about few percent, the thermal fluctuations (⟨θ′2⟩) and turbulence thermal fluxes
have an uncertainty of around 20%, and the root-mean-squares of temperatures
have statistical uncertainty around 25% when computed relatively to the maximum
values in the domain.
As noted above, the uncertainties are falling with square root of number of
steps. To improve the statistical uncertainty of the variables by a factor of two, the
simulation would have to be run four times longer and to reduce the uncertainties
below 10%, an order of magnitude longer simulation time would be required. Further,
more detailed discussion of statistical uncertainty is given in Chapter 5.
Table 3.2: Width of the 95% confidence interval estimated from 49 monitoring
points for different variables and their maximum absolute value in the domain.
maximum absolute value of
Variable 2 σ uncertainty the variable in the domain
⟨ui⟩ /uB for i = 1, 2, 3 0.0154 1.26
⟨u′2i ⟩ /u2B for i = 1, 2, 3 0.0031 0.069⟨︁
u′iu
′
j
⟩︁
/u2B for i, j = 1, 2, 3 0.0016 0.027
ui,RMS/uB 0.0073 0.26
⟨θ⟩ /∆θ for Pr = 0.005 0.0523 3.82
⟨θ′2⟩ /∆θ2 for Pr = 0.005 0.0057 0.034⟨︁
u′jθ
′⟩︁ /(uB∆θ) for Pr = 0.005 0.0021 0.016
θRMS/∆θ for Pr = 0.005 0.038 0.185
⟨θ⟩ /∆θ for Pr = 0.1 0.955 27.01
⟨θ′2⟩ /∆θ2 for Pr = 0.1 1.02 7.96⟨︁
u′jθ
′⟩︁ /(uB∆θ) for Pr = 0.1 0.023 0.235
θRMS/∆θ for Pr = 0.1 0.751 2.82
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3.4 Computational requirements
In the scope of a preparatory PRACE access to EU super-computer infrastructure,
we tested the strong scalability of the Nek5000 code specifically for the presented
case in BFS geometry. The tests were performed on the SuperMUC Phase 1 thin
system. About 100 000 CPU-hours were used for this particular testing. The strong
scalability was tested, while the weak scalability in the case of Nek5000 is harder to
test for. Here, strong scalability refers to the variation of the time needed to solve
a system while varying the number of processors, but with a fixed total problem
size. Weak scalability refers to the variation of time needed to solve a system while
varying the number of processors, however, with fixed problem size per processor.
The Nek5000 code is known to have good strong scalability properties. In 1999,
the authors of the Nek5000 code received a Gordon Bell prize for outstanding
scalability on high-performance computers. In 2010, leading edge scalability has
been demonstrated on up to 262 144 processors [51]. In 2016, an extensive study of
performance of Nek5000 on petascale systems was performed by Offermans et al.
[52].
The case used to test the scalability was identical to the case presented in this
study. The difference in the code from the code that was tested is limited to
computation of additional statistical variables which were not calculated when the
preparatory work for PRACE proposal was performed. However, two cases were
tested. The case with N = 7 collocation points per direction in each element and a
larger case, with N = 9 collocation points per direction in each element. In the first
case there are approximately 31 million unique points in the domain, while in the
latter case, there are approximately 74 million points.
Figure 3.11 presents the two scaling curves. The Nek5000 code is, in cases where
conjugate heat transfer is used, limited to run only on number of processes that are a
power of number 2. Approximately 100 000 steps were used in test cases with N = 7
and for 1024 CPUs and more, while approximately 50 000 steps were used in test
cases with N = 9. Test cases with 256 and 512 CPUs used less time steps since there
were limitations on how long testing runs are allowed to run.
Figure 3.12 shows the computational efficiency curve for the case N = 9. The
slight super-linear speedup was not investigated, however, as mentioned before, the
timings for the runs on smaller number of cores had to be adjusted due to limitations
of the test queue on the target system.
The simulation presented in this work was performed on the clusters krn and
razor of Reactor Engineering Division at Jožef Stefan Institute in Slovenia (ap-
proximately 1.5 million CPU hours), as well as on a foreign cluster provided by our
colleagues from the Nuclear Research and Consultancy Group in the Netherlands
(approximately 1.5 million CPU hours). The simulation was running in approximately
weekly intervals. The computational cost of the whole simulation is estimated at
around 3 million CPU hours, where approximately 2.5 million CPU hours were used
for producing the average results.
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Figure 3.11: Average wall time used for a time step on different number of processors
for case with N = 7 and N = 9 points per element per spatial direction. The
measurements of this wall clock time come from the internal Nek5000 timer, which
does not include output time.
Figure 3.12: Computational efficiency curve normalized to 256 cores for the case
N = 9.
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Chapter 4
Results of DNS
Results of the DNS in backward facing step geometry are presented in this chapter.
The first section is focused on the qualitative description of the average three-
dimensional flow and temperature fields. More detailed results with profiles of
various quantities in different lines spanning in different direction are given in
Section 4.2. Uncertainty analyses based on complete time histories in the selected 49
monitoring points are described in Chapter 5.
4.1 Qualitative flow description
Upstream of the step, the average flow is similar to the flow in an infinite channel.
Downstream of the step there are big differences between the velocity in the mid-
plane z = 0 and parallel planes towards the side walls. In Figure 4.1 the streamwise
velocity component in midplane z = 0 and plane z = −1.1 is shown. The curve
where the streamwise velocity component changes the sign is clearly different. Also,
the reattachment of the flow at the heater, or rather the change in the streamwise
velocity component clearly occurs at different lengths downstream of the step.
x
y
y
Figure 4.1: Average streamwise velocity component in the midplane z = 0 (top)
and in the plane z = −1.1 (bottom).
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Figure 4.2 shows the y components of velocity through the z = 0 and through the
plane z = −1.1. The differences are even more apparent here. Note that the flow in
the region around x = 15, where the reattachment is located in the Figure 4.1 flows
upward in the middle of the domain, while it flows towards the heater at x = 6.
x
y
y
Figure 4.2: Average y velocity component in the midplane z = 0 (top) and in the
plane z = −1.1 (bottom).
Figure 4.3 shows the vector field at the lower heated wall (first computational
point above the wall). The contour in the figure also shows regions, where the
streamwise velocity changes the sign. Three stagnation curves can be seen. At
the left side of the figure at x = 0 is the step and at the right side is the outflow.
Immediately downstream of the step wall, a small vortex at the bottom wall (at
x < 0.5) has the direction of streamwise velocity away from the outflow. Downstream
of the stagnation, from x = 0.5 to about x = 3, the velocity has the direction towards
the outflow. Downstream of another stagnation region the main vortex from around
x = 5 up to around x = 15 is located. The Figure 4.3 also shows that the flow near
the bottom of the heater is directed from the side walls at z = −1.8 and z = 1.8
towards the midplane z = 0.
x
z
Figure 4.3: Averaged velocity vector field at the lower wall (plane y = −2). The
red line marks the change in sign of the streamwise velocity component.
In Figure 4.4 we explore the three dimensional structure of the flow more thor-
oughly with four planes at x = 2, x = 5, x = 10 and x = 15. In these graphs,
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z z
y
y
Figure 4.4: Secondary motion in average flow. Top left x = 2; top right x = 5;
bottom left x = 10 and bottom right x = 15.
the channel upstream of the step would be located above y = 0. The forming of
two secondary motion vortices can be observed in this figure. One can observe that
the flow at the stagnation region around x = 2 is away from the heater. Weak
vortices can be observed at this distance from the step. At x = 5 the two vortices
are already well visible. Here it is now visible, how the flow is pushed towards
midplane z = 0 next to the heater. Nevertheless, the two vortices are slightly pushed
together towards the outflow. A similar secondary motion to the one downstream of
the step can also be observed upstream of the step, however, there it is much less
intense.
With Figure 4.5 we try to put together all the previous information about
the structure of the flow downstream of the step. There are six carefully chosen
streamlines of the average velocity shown. The large vortex downstream of the step
is easily identified. As supported by Figure 4.4, the flow that enters the domain in
the middle (z ∼ 0) of the inflow or upper parts of the inflow (y ≳ 0.8), does not
enter any vortices, but is for the most part just redistributed towards the outflow.
These streamlines are not shown in Figure 4.5. The flow that enters the domain at
the corners of the inflow (z ≲ −1 and y ≲ 0.8) flows over the step is pushed towards
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Figure 4.5: Streamlines of the averaged flow showing the structures downstream of
the step.
the heater, but is then pushed towards the middle of the domain (y ∼ 1.8). The
six streamlines that follow this path are shown in Figure 4.5. The blue streamlines
miss the reattachment region and flow above it. When they reach the heater, they
are nevertheless pushed towards the midplane of the domain. The green streamlines
enter the reattachment region, are pushed towards the midplane, then away from
the heater and when they reach the change of streamwise velocity they flow towards
the outflow. The red streamlines reach the heater upstream of the reattachment
region. When they reach the heater, they turn away from the outflow, are then
pushed towards the middle and almost to the step where they join with the rest
of cold flow. Many of the streamlines make multiple loops in two different vortices
downstream of the step, before they flow to the outflow.
A consequence of this vortex structure is that the flow in the midplane z = 0 is
pushed upwards, while in the planes z ≈ −1.4 and z ≈ 1.4 it is pushed downwards.
This is different than in similar studies, such as the one by Niemann and Fröhlich [20],
where the flow around the reattachment region is directed downwards.
The structure of the average flow is supported by Figures 4.6 and 4.7. Figure 4.6
shows the temperature in the midplane z = 0, while Figure 4.7 shows the temperature
at the heater. The maximum temperature for both scalars is reached inside the
heater at y < −2 at around x = 2 where the stagnation region in the flow is located.
It is obvious, that the cold fluid from the sides and in the opposite direction of the
general flow in the region between 5 and 15 is cooling the heater.
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x
y
y
Figure 4.6: Temperature ⟨θ⟩ /∆θ in midplane z = 0 for Pr = 0.005 (top) and for
Pr = 0.1 (bottom).
x
z
z
Figure 4.7: Temperature ⟨θ⟩ /∆θ at bottom wall y = −2 for Pr = 0.005 (top) and
for Pr = 0.1 (bottom).
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4.2 Quantitative flow description
The qualitative description of the flow in the previous section is completed with more
detailed and quantitative results in this section. Such results are required for detailed
comparisons with experiments or other computations. The first set of results that are
useful for comparisons are maximum or minimum values of certain variables inside
the computational domain collected in Table 4.1 together with the position of these
points. One can see that most of these points lie in the midplane z = 0 (within the
statistical uncertainty), which is an expected result. Thus, various profiles presented
in this Section are given in the midplane z = 0, despite strong three-dimensional
nature of the average field. Of course, the available database allows extraction of
profiles at any other location in the computational domain for all the quantities
specified in Table 3.1.
Table 4.1 shows the maximal and minimal values of various flow and thermal
variables. Together with the values, locations of the extrema are also given. Most of
the identified maximal and minimal values lie near the midplane z = 0, however, there
are some of them, which lie outside this plane. The values of ⟨w⟩ show symmetric
maximal and minimal value and the position should be symmetric to the midplane
⟨w(x0, y0, z0)⟩max = −⟨w(x0, y0,−z0)⟩min. Nevertheless, asymmetry in positions of
the extrema in the x direction can be seen in Table 4.1 and also in Figure 4.8. We
note that for this variable, the two extrema lie within two narrow fingers aligned
with the x axis that are stretching from around 7 to about 10 dimensionless units
downstream of the step. To give an estimate of uncertainty, an additional column in
the table lists the ratio of the volume of the domain where the parameter’s value
exceeds 95% of the value of the extrema normalized by the total volume of the liquid
domain of approximately 354.
The left part of Figure 4.8 shows the shape of the estimated uncertainty bounds
of the fluctuations of the streamwise velocity component. The uncertainty area
are contours of the 95% of the value of the extrema. The maximum in streamwise
velocity fluctuations is clearly found in two regions. The peak is missed in Figure 4.8,
however, the second peak is wide, spanning from x = 6 up to x = 11.
The right part of Figure 4.8 shows the position of the minimal and maximal
values of the z velocity components and the 95% contour of the extreme value. The
asymmetry described above is clearly visible as is the large span of the minimum
and the maximum uncertainty bound. The volumes of these regions were estimated
in the last column in Table 4.1.
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Figure 4.8: Contours of the 95% of the value of the extrema. Left figure for
fluctuations of the streamwise velocity component and right figure for average z
velocity component minimum and maximum values.
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Figure 4.9: (a) Average profile of x-component of velocity and (b) average profile of
y-component of velocity through the middle of the domain (midplane z = 0).
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Figure 4.9 shows the average profiles of velocity components in the two directions
in the midplane z = 0. The z component of velocity is left out since it is equal to
zero in this plane, and the resulting profile is noise, which is only useful for additional
analysis of the statistical uncertainty. Like in all other profiles given in this Section,
the dashed-line profile that was integrated only for half of the averaging time is
marked as “Half”, while the profile integrated over whole integration time is marked
as “Full”. One can see that the two average profiles correspond well for most of the
figures, which supports the conclusion that the average values are converged through
time to a satisfactory level. This makes them applicable for comparison with other
experiments or simulations.
Figure 4.9(a) shows the streamwise velocity component. The step at x = 0 can
be easily recognized from lack of velocity profile below y = 0. Downstream the
step, the streamwise velocity component maximum value drops. Upstream of the
step, the maximum value of velocity is achieved in the middle of the domain and is
equal to 1.26 dimensionless velocity units. At around x = 15 the velocity changes
the direction in the direction of general flow. From the y component of velocity in
Figure 4.9(b) we see that the flow is directed slightly downwards downstream and
even upstream of the step, but goes upward in the region downstream of the step at
the heater.
Figure 4.10 presents the fluctuations in all three components of velocity through
the midplane z = 0. In Figure 4.10(a), upstream of the step, we can observe
distribution of fluctuations of streamwise velocity component that is similar to the
channel flow profiles. The step disrupts this distribution and the fluctuations start
to grow downstream of the separation point. As can also be seen from Table 4.1,
the maximum values of fluctuations are in the midplane z = 0, downstream of and
a bit below the separation point. The maximum of the turbulent kinetic energy is
around x = 2, which roughly coincides with the minimum of ⟨u′v′⟩ Reynolds stress.
Towards the outlet of the expanded channel section, the fluctuations start to grow at
the walls. However, the domain is not long enough to allow for the development of
new distribution of fluctuations that are found in channel flows.
The Reynolds stress component ⟨u′v′⟩ of the channel flow is seen in the channel
upstream of the step in Figure 4.10(d). The stress has a strong peak downstream of
the step, however in the upper part of the domain (y ≳ 1.2) it is almost undisturbed.
The relaxation of the stress towards the new channel distribution is seen along the
channel downstream of the step.
The components of velocities and Reynolds stresses that are not shown are, in
the midplane z = 0, equal to 0. The profile of turbulence dissipation rate ε is shown
in Appendix C.
Figure 4.6 shows the results for the average temperature field for both passive
scalars in the midplane z = 0. One can see that the maximum temperature is
reached in the solid plate under the recirculation zone. Figure 4.11 shows the average
temperature profiles for fluids with Pr = 0.005 and Pr = 0.1, respectively. In both
figures, we can observe the discontinuity in the slope of the temperature across
the fluid-solid contact. This is expected since the ratio of thermal conductivities
represented by the parameter H = 3. Smooth profiles would be obtained only at
H = G = 1. In addition, we can observe a steeper temperature gradient in the
solid heater itself in the case with higher Prandtl number. The width of the thermal
boundary region in the fluid is of course wider in the case of lower Prandtl number.
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Figure 4.10: (a) fluctuations of streamwise velocity component, (b) fluctuations of
y-component of velocity, (c) fluctuations of z-component of velocity and (d) ⟨u′v′⟩
component of Reynolds stress through the middle of domain (midplane z = 0).
However, in case of Pr = 0.005 it is so wide that it is practically not recognisable.
Figure 4.12 shows the profiles of temperature fluctuations in the midplane z = 0
for both passive scalars. Alongside with the qualitative results, we also include
quantitative figures for thermal fluctuations, since they give a more general idea of
the structure. As can be seen from the figure, thermal fluctuations peak locally just
downstream and below the step. Bottom profiles in Figure 4.12 show the detailed
profiles of thermal fluctuations in the midplane z = 0 for Pr = 0.005 and Pr = 0.1,
respectively. All the plots show the penetration of thermal fluctuations into the wall.
Note that slightly different locations were chosen for the temperature with Pr = 0.1
in Figure 4.12(b), since we wanted to capture a more interesting region near the
peak for this scalar.
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Figure 4.11: (a) Average profile of temperature at Pr = 0.005 and (b) average
profile of temperature at Pr = 0.1. All plots are given in the middle of domain
(midplane z = 0).
Figures 4.13(a) and 4.13(b) show the two components of turbulent heat flux
through the midplane z = 0 for thermal field with Pr = 0.005. The z component of
the turbulent flux through the midplane z = 0 is zero. As one can see, the fluxes
are small and especially at the lowest Prandtl number, they show larger statistical
uncertainties as calculated in other statistics. Large statistical uncertainty is a
consequence of very low turbulent heat fluxes at Pr = 0.005, which are actually one
or two orders of magnitude lower than the diffusive heat fluxes. Thus, resolving a
small stochastic quantity from the strong background of conductive heat flux results
in relatively larger uncertainties. These uncertainties were actually a motivation to
introduce a temperature field with higher Prandtl number of Pr = 0.1 later during
the simulation.
Figures 4.13(c) and 4.13(d) show the two components of turbulent heat flux
through the midplane z = 0 for thermal field with Pr = 0.1. The shapes of the
profiles are similar to the turbulent heat flux for thermal field Pr = 0.005, nevertheless,
the statistical uncertainties are lower, despite the fact that the averaging time is
shorter. The positions of local peaks and the peak values are changed considerably
and are not that small comparing to the diffusive heat fluxes anymore.
Similar profiles and plots as shown in Section 4.1 can be plotted for any other plane
or line within the computational domain from the available database. The profiles in
the planes z = ±0.5 are shown in Appendix A. Symmetries and anti-symmetries can
be observed in these figures where appropriate. Nevertheless, additional figures do
not change the main conclusions of this Subsection.
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Figure 4.12: Fields of temperature fluctuations for Pr = 0.005 (top) and Pr = 0.1
(middle) and temperature fluctuation profiles (a) at Pr = 0.005 and (b) Pr = 0.1.
All plots are shown in the middle of domain (midplane z = 0).
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Figure 4.13: (a) x and (b) y component of the average turbulent heat flux for
thermal field with Pr = 0.005 and (c) x and (d) y component of the average turbulent
heat flux with Pr = 0.1. All plots are in the midplane z = 0.
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Statistical uncertainties
5.1 Quantification of statistical uncertainty
DNS is widely used to produce reference data. However, as pointed out by Oliver
et al. [50], statistics obtained from DNS contain nontrivial errors. Errors arise mainly
from the discretization of the equations and from the finite statistical sampling. The
discretization errors are discussed in the Section 3.2. In this Chapter, we present a
separate analysis of the statistical uncertainties, which should probably become a
standard analysis of all flows exhibiting three-dimensional averaged flow fields. As
already discussed in Section 3.3, the uncertainties of our DNS results are significant
despite an extremely long averaging time interval.
Figure 5.1: Distribution of points as seen from positive z axis.
Uncertainty analysis was performed in selected 49 points. The precise locations
of these points are given in Figure 5.1, while their detailed coordinates are given in
Table B.1 in the Appendix B. Points from #01 to #18 are organised into triplets
which have the same coordinates x and y, but have symmetric coordinates z against
77
Chapter 5. Statistical uncertainties
the midplane z = 0, that is, z = ±0.9, z = ±1.2 and z = ±1.6. They are located
close to the heater or the vertical wall. Points #20 to #31 are organised into
similar triplets. Points #32 to #38 and #39 to #44 are located on the line in the
midplane z = 0 through the centre of the channel upstream of the step and similarly,
points #45 to #49 are distributed on a line in the midplane z = 0 through the centre
of the channel downstream of the step. The points #32 to #38 have increasing x
coordinate, as do the points #39 to #44 (they have the same x and y), but there is
a negative jump from point #38 to #39. Instantaneous values of physical quantities
in these points were stored at every time step.
The statistical analysis in the points #1 to #32 were performed over the complete
time interval of 12.7 million time steps, while points #33 to #49 were added into
the computation later and were analysed over the last 83% of the complete time
interval (10.4 million time steps), which is sufficient for estimation of the statistical
uncertainties of the predicted quantities. The data for second scalar with Pr = 0.1
was added later in the simulation and its data are analysed for about 7 million time
steps.
As noted by Oliver et al. [50], to avoid the complication of correlated samples,
authors usually downsample instantaneous measurements until the sample is arguably
uncorrelated and then use an estimate based on the classical central limit theorem.
However, the downsampling of the autocorrelated samples has to be performed
optimally as to not discard useful data. The independent data in the case of DNS
can only be produced by increasing the duration of computation, so this can be
computationally expensive. Therefore, the motivation in developing the estimator
was the extraction of all possible information from the computed data.
In the present thesis, the procedure of Oliver was followed and a brief description
is given here. The averages are estimated in the usual way where each sample is
weighted by inverse of the number of samples. However, as shown by Trenberth
[53], for cases where the observations are not independent, the variance has to be
estimated with accounting for the correlation between the samples. A decorrelation
time T0, between effectively independent observations can be defined. With this, the
effective number of independent observations Neff is
Neff = N
∆τ
T0
, (5.1)
where ∆τ is the time step and can, for purposes of derivation, be set to 1.
Analogous to the case where samples are independent, the expected variance of
the estimated mean around expected value is
E
[︁
(⟨x⟩ − E[x])2]︁ = σ2
Neff
=
σ2T0
N
. (5.2)
The unbiased variance σ2 can then be calculated from the biased estimate of variance
s2 as
σ2 =
N
N − T0 s
2 =
1
N − T0
N∑︂
i=1
(xi − ⟨x⟩)2 . (5.3)
The decorrelation time is estimated as
T0 = 1 + 2
N−1∑︂
k=1
(︃
1− k
N
)︃
ρˆ(k) , (5.4)
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where ρˆ is an estimate of the unknown true autocorrelation function ρ. To estimate
it, an autoregressive model is fitted to the data computed by the DNS. The
autocorrelation function is then constructed from the parameters of the autoregressive
model. The order of the autoregressive model, and with it the number of parameters,
is estimated with the Broersen’s combined information criterion. The details of this
procedure as well as the relevant algorithm can be found in [50].
The analysis of the sampling error was performed with the open-source library ar
(https://github.com/RhysU/ar, see Oliver et al. [50]). The program arsel, which
ships with the library, is used for each statistical quantity of interest: the time series
of instantaneous values in each of the 49 points are used to fit autoregressive models
with arsel tool. The output of arsel is then processed to extract the average
profile and the sampling error. In the figures below the sampling error is given as 2
standard deviations (2σ). The probability that the real average and its estimation
differ for less than 2 standard deviations is ∼ 95%. As this method can be applied
for any statistical quantity, we are able to estimate the sampling error for the mean
quantities, the fluctuations of these quantities and for the cross products of these
fluctuations (Reynolds stresses and turbulent heat fluxes).
The points in Figures 5.2–5.5 show the averages with ±2σ uncertainty bars of
the mean velocities, their fluctuations and mean temperatures with their fluctuations
in each of the 49 points. The ±2σ uncertainties of pressure, Reynolds stresses and
turbulent heat fluxes are shown in Appendix B. The left y axis in these figures
specifies the value of particular quantity at certain point. The green points specify
the 2σ uncertainty itself on the right axis. At some points and for some variables
the uncertainty was too small to make a meaningful plot, so at these points the
uncertainty was not plotted (for example average temperatures and its fluctuations
at points #32 and #33). The quantities analysed are first order moments (mean
values) and the second order moments (RMS fluctuations). As known from the
literature [50, 54] statistical uncertainties are higher for high order moments.
The uncertainties for fluctuations (RMS index) were estimated from uncertainties
of the squared variables. For example, the uncertainty σu′2 of a variable ⟨u′2⟩ was
calculated with the help of estimates for weakly correlated data. The RMS value is
calculated as URMS =
√︁⟨u′2⟩. Then the uncertainty for RMS value was estimated
with the help of series of square root for small values as
σuRMS ≈
√︁
⟨u′2⟩
(︄
1
2
σu′2
⟨u′2⟩ −
1
8
(︃
σu′2
⟨u′2⟩
)︃2
− 5
128
(︃
σu′2
⟨u′2⟩
)︃3)︄
, (5.5)
which is accurate to about 1% for values of σu′2/ ⟨u′2⟩ up to 0.8 and to about 4%
for values down to −0.8.
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Figure 5.2 shows statistical uncertainty for mean velocity components. The
streamwise velocity component is well converged. The drop in average streamwise
velocity in the middle of the channel upstream of the step (points #32 to #38
and #39 to #44), as well as the rise of velocity through the middle of the channel
downstream of the step, is apparent. This is consistent with Figure 4.9(a). The
streamwise velocity component in most monitoring points is positive. However, note
the triplet #29 to #31 near which the stagnation zone is located. The middle point
of the triplet has negative velocity, while the extreme points of the triplet have
positive velocity. This is consistent with the velocity field near the heater presented
in Figure 4.3.
The triplets #01 to #03, #10 to #12, #13 to #15, #20 to #22 and #26 to #28
are located very close to the heater (within 0.01 units). However, the uncertainties
of the average streamwise velocities in these triplets are mostly of the same order of
magnitude as at some points in the centre of the channel. In general, the points can
be divided into two groups: points with uncertainties around 10−2 and those close
to heater with uncertainties around 10−3. Only the average streamwise velocity at
point #02 falls within the uncertainty range of 0.
The middle graph shows the values and uncertainties for the average y velocity
component. Of particular interest here are the points #04–#06 which are located
just downstream of the step in the lower corner x = 0.1 and y = −1.5. Although
the uncertainty is high, there is no doubt the flow here is flowing towards the heater.
Worth mentioning is also a relatively high uncertainty at point #8 which is located in
the stagnation region x = 0.5. In general, the monitoring points can be divided into
two groups based on the uncertainties: those with uncertainty below around 10−4 and
those with uncertainty above 10−3. All the points with uncertainty below around 10−4
belong to the triplets located close to the heater.
There are 12 monitoring points at which the y velocity component is within 2σ
uncertainty range of 0. These points are #01, #03, the triplet #07 to #09, points
#13, #15, #16, #21, #28, #32 and #33. Interestingly, the asymmetries at points
#16, #18 and #26, #28 lead to a conclusion that the average y velocity cannot be
zero at these points.
There are three points where the y velocity component is notably positive: #17,
#30 and #45. All the three points are located in the midplane z = 0. The first point
is located in the stagnation zone, the second is located near the flow reattachment
and the third is located downstream of the step.
The relative uncertainties in the y component velocities are rather high. The
uncertainties for points that have significant y velocity components are in the range
of 10%.
In the symmetric points in respect to the z axis, the values of average x and y
velocity components are the same to within the 2σ uncertainty bounds.
The bottom graph in Figure 5.2 shows the average z velocity component. We can
observe the anti-symmetry in z velocity component through the points in triplets
positioned at the opposite side of z axis. The flow at selected triplets is directed
towards the middle of the domain. All the triplets exhibit anti-symmetry within the
bounds of 2σ statistical uncertainty.
For infinitely long averaging time, the points in the midplane z = 0 would have the
average z velocity component equal to zero. Most of the points in the midplane z = 0
satisfy this expectation within the bounds of statistical uncertainty. The exception
80
5.1. Quantification of statistical uncertainty
is the point #11 at the step wall just upstream of the step, where average w velocity
is slightly more than 2σ away from zero, but is within 3σ from zero. At the extreme
points (with regards to the coordinate z), the average z velocity component is outside
the 2σ uncertainty range of zero. At these points the z component of average velocity
is also anti-symmetric to within the 2σ uncertainty range.
Similar to the average y velocity component, the relative uncertainties in average
z velocity component are high with only a few points reaching relative uncertainties
of 10%.
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Figure 5.2: x-axis: number of the point according to Figure 5.1. Top: Mean
x-direction velocity. Middle: Mean y-direction velocity. Bottom: Mean z-direction
velocity. Red dots represent average values with ±2σ range (left scale), green dots
represent (2σ) uncertainty (right scale).
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Figure 5.3 shows the values and statistical uncertainties for fluctuations of the
three velocity components. The peaks in fluctuations are found in points around x =
10. Although in the case of average velocity the scale of the figures differed between
the components, in case of fluctuations, the values are comparable between the figures.
However, the values of fluctuations of velocity components y and z are comparable
to the average values of the same velocity components. This is the reason why the
relative uncertainties of the two average velocity components are high. Also, note
that because of different values of fluctuations at same monitoring points between
the components, a slight anisotropy of the turbulence can be observed. For example
at triplet #16 to #18, where fluctuations of x and z components are around 0.1,
while the y component values are around 0.05.
The uncertainties of the fluctuations follow a similar pattern than for the average
velocity components. However, the uncertainties, at least for the y and z velocity
fluctuations are lower. Fluctuations at all monitoring points are outside the range
of 0 by more than 2σ.
The fluctuations of all three velocity components were found to be symmetric to
within the 2σ uncertainty bound for the extreme points in the triplets (in regards to
z axis).
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Figure 5.3: x-axis: number of the point according to Figure 5.1. Top: Fluctuations
of x-direction velocity. Middle: Fluctuations of y-direction velocity. Bottom: Fluc-
tuations of z-direction velocity. Red dots represent average values with ±2σ range
(left scale), green dots represent (2σ) uncertainty (right scale).
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Figure 5.4 shows the averages and fluctuations for the temperature field with
the Prandtl number Pr = 0.005. The temperatures are high near the heater and
around 0 away from the heater. The drop in temperature with rising x coordinate in
points #45 to #49 follows Figure 4.6. The uncertainties in the average temperature
in all monitoring points are rather low and the relative uncertainties are below 10%.
The temperature fluctuations are an order of magnitude lower than the average
temperature for all points. They follow the trends of average temperature. The
fluctuations are large close to the heater and small away from the heater. The
exception would be the triplets #16 to #18 and #29 to #31 where the fluctuations
are lower than in points with comparable average temperatures.
The main result of Figure 5.4, however, are the uncertainties of the temperature
fluctuations. Close to the step wall, these uncertainties are very high. These are the
points #01 to #09. A rather unusual is also the result for point #29, where the
uncertainty is quite large compared to point #31 of the same triplet. Nevertheless,
the uncertainties in temperature and temperature fluctuations are comparable and
due to lower values of temperature fluctuations, the relative uncertainties of the
fluctuations are larger.
The average temperature, as well as the temperature fluctuations in the symmetric
points of the triplets show symmetry within the 2σ uncertainty bounds.
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Figure 5.4: x-axis: number of the point according to Figure 5.1. Top: Mean
temperature for Pr = 0.005. Bottom: θRMS for Pr = 0.005. Red dots represent
average values with ±2σ range (left scale), green dots represent (2σ) uncertainty
(right scale).
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Figure 5.5 shows the temperature field and the temperature fluctuations, together
with their uncertainties for the fluid with Pr = 0.1. Although with higher values,
the average temperature distribution through points follows the distribution in
temperature for Pr = 0.005. The rise in temperature through points #32 to #44 is
not as much pronounced as in temperature with Pr = 0.005, however, the temperature
drop through points #45 to #49 is more pronounced. Notable difference is also the
temperature distribution in triplet #13 to #15, where the temperature is not the
highest in the middle of the domain. This can be observed also in Figure 4.7. The
trend can also be seen in triplet #1 to #3, however, the uncertainty there is higher
and the result uncertain.
Similarly to the fluctuations of temperature with Pr = 0.005, the fluctuations of
temperature are an order of magnitude smaller. The difference in trends can be seen
in drops through points #34 to #49.
Since this scalar field is integrated for shorter time, it is expected for relative
statistical uncertainties to be around 30% higher, compared to Pr = 0.005. However,
the uncertainties in some points exceed this limit. The uncertainties of fluctuations
are comparable to the uncertainties in the case of Pr = 0.005.
A disagreement beyond statistical uncertainty 2σ is found between the symmetric
points #23 and #25, however, the temperature, as well as its fluctuations there are
practically zero. Other triplet monitoring points exhibit symmetric behaviour within
2σ uncertainty.
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Figure 5.5: x-axis: number of the point according to Figure 5.1. Top: Mean
temperature for Pr = 0.1. Bottom: θRMS for Pr = 0.1. Red dots represent average
values with ±2σ range (left scale), green dots represent (2σ) uncertainty (right scale).
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Statistical uncertainties of the pressure, Reynolds stress components and turbulent
heat fluxes are shown in Appendix B.
The conclusion that can be drawn from observing the statistical uncertainties of
the DNS in the monitoring points is that the points near the solid walls have higher
uncertainties, especially the temperature and turbulent heat fluxes. The triplet
#23 to #25 near the wall opposite to the heater shows relatively small statistical
uncertainty compared to other monitoring triplets. This can also be claimed for the
triplet #10 to #12, which is located just above the step wall. Monitoring points
located close to the heater also have comparable statistical uncertainties to the above
two triplets for velocities and velocity fluctuations. However, due to small values of
variables in triplets near the heater, the relative uncertainties are large and mostly
meaningless. Among the points located near the heater, only the triplet #26 to
#28 does not suffer from large relative uncertainties, since it is located away from
stagnation regions.
5.2 Convergence of uncertainty with time
In this section the convergence of statistical uncertainty with time is presented. As
shown by Oliver et al. [50], the individual statistical quantities in a DNS are converge
at a rate of τ−1/20 , where τ0 is the time of averaging.
The data at monitoring points #08, #11 and #47 were chosen to present the
results. The results were obtained with the help of the ar program in a similar way
as the results for statistical uncertainties in the previous section. However, since the
dataset is quite large, every tenth point was taken for analysis. Since the analysis
showed that decorrelation times are much higher than the time step, we have verified
that we did not lose any amount of information. The resulting reduced timespan
was analysed so as to take steps from beginning up to the time T = (i/20)Ta for
i = 1, 2, . . . , 20, where Ta is the total averaging time. Note that the T0 at point #47
is shorter, as is the T0 for second scalar Pr = 0.1 for all three points.
Figure 5.6 shows the convergence of statistical uncertainty of average properties
calculated up to time Ti. Where the absolute values are varying around zero (like
for mean velocity ⟨w⟩), we chose to show the absolute 2σ uncertainty, while for most
of the variables, we chose to show the relative uncertainty, which is divided by the
absolute value. All the statistical uncertainties show the convergence rate predicted
by Oliver et al. [50] of 1/
√
T . The values of statistical uncertainties tend to 0 with T .
The rest of the figures that support the conclusions specified are given in Ap-
pendix B in Section B.2.
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Figure 5.6: Temporal convergence of statistical uncertainty for average quantities
in points #08, #11 and #47.
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Quest for large scale structures
Presenting averaged results of a DNS has drawbacks. Information on large scale
structures, especially in time, is lost through averaging procedures. The present
chapter describes our attempts to capture the possible large scale structures. Our
analysis is based on complete time histories in the 49 points presented in the previous
Chapter and depicted in Figure 5.1. One of the consequences of the large scale
structures could explain, why some of the statistical uncertainties in certain points
remain high.
6.1 Distributions of values in monitoring points
To understand why the statistical uncertainties for some points remain high, we
analysed the distributions of values with histograms. Figure 6.2 show distribution
of streamwise velocities in points #08 and #11. These points are located in the
midplane z = 0 and can be seen in Figure 6.1. Point #08 is located in the lower
corner, where the flow is expected to have the lowest velocities. Point #11 is located
just above the step wall, upstream of the step. Since the point is located near the
wall, velocities are not expected to be high.
Figure 6.1: Approximate locations of points #08 and #11. These points are located
at the midplane z = 0.
In Figure 6.2 distribution of values in streamwise velocity in points #08 and #11
are shown. Although the y scales of both histograms are the same, the distribution
of values for point #11 appears smooth, while the distribution for point #08 appears
discontinuous. We ascribe this to poorer convergence of the velocity at point #08.
Although the distribution of streamwise velocity in point #08 appears bimodal,
analysis has shown that this is not statistically significant. Bimodal distributions
could indicate periodic behaviour. For example, it can be easily shown that a sine
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wave with a constant sampling rate has bimodal distribution of values. This bimodal
distribution was also observed at smaller time-frames taken from the whole averaging
frame. That is, if the total averaging time was split into ten intervals and a histogram
was produced for each of them, bi-modal distributions were observed. Since this
point is very close to the walls in a region where the flow could become laminar,
such a distribution could be a consequence of re-laminarization. However, analysis
with standard statistical tools does not provide a clear answer. Nevertheless, from
these distributions of values it is clear why fluctuations do not seem to reduce with
simulation time. This analysis was repeated through other monitoring points where
similar behaviour was found and the same conclusions were reached, however, we do
not give all the graphs and figures here.
Figure 6.2: Histogram of values of streamwise velocity component at points #08
(left) and #11 (right).
Figure 6.3 shows the distribution of y velocity component at points #08 and
#11. Both distributions seem converged and the velocity at point #08 seems to
be distributed more widely. The distribution of y velocity component at point #11
seems to be distributed symmetrically around 0, with a slight preference for negative
values. This would seem to be consistent with the position of the point just upstream
of the step.
Figure 6.3: Histogram of values of y velocity component at points #08 (left) and
#11 (right).
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Figure 6.4 shows the distribution of z velocity component. Similarly as with
streamwise velocity component, we notice that because of discontinuities, the distri-
bution at point #08 does not seem as converged as at point #11. The distribution
seems slightly wider at point #08.
Figure 6.4: Histogram of values of z velocity component at points #08 (left) and
#11 (right).
Figure 6.5 shows the distributions of pressure at points #08 and #11. Both
distributions seem well converged with the distribution of pressure at #11 being a
bit wider (and lower).
Figure 6.5: Histogram of values of pressure at points #08 (left) and #11 (right).
In Figure 6.6 the distribution of temperature for Pr = 0.005 is shown. While the
distribution at point #11 is converged well enough, the distribution at #08 does
not seem to be converged at all. The poor convergence of the distributions seems to
explain why the statistical uncertainties remain high. This would indicate a signal
that has a periodic structure or a structure similar to periodic.
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Figure 6.6: Histogram of values of temperature for Pr = 0.005 at points #08 (left)
and #11 (right).
Figure 6.7: Histogram of values of temperature for Pr = 0.1 at points #08 (left)
and #11 (right).
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Similar considerations also hold for distributions of temperature for Pr = 0.1
shown in Figure 6.7. Nevertheless, the distribution of temperature with Pr = 0.1 at
point #08 seems better converged than with Pr = 0.005.
Prandtl number is defined as the ratio of momentum diffusivity to thermal
diffusivity. At high Prandtl numbers (Pr≫ 1), the temperature is “carried around”
with the fluid. The turbulent diffusion of the temperature field is mainly due to the
turbulence in the velocity field. At low Prandtl numbers (Pr≪ 1), the temperature
is diffused with conduction. This is easily confirmed by observing the relevant terms
in equation 2.18. From a point of view of a monitoring point, this means that in
case of higher Prandtl numbers, the influence on the temperature at that particular
location is limited to the temperature of the fluid that passes that point. However, in
case of low Prandtl number, the temperature field at a particular point is influenced
by a larger volume of fluid that does not necessarily flow through that point. This
would be a reasonable explanation of why the temperature fluctuations are higher in
the case of lower Prandtl number.
In Figure 6.8 we show a comparison of a small section of time history of streamwise
velocity component. We can see that the behaviour of the oscillations is different
between the points #08 and #11. It is clear that the oscillations at point #11 have a
higher characteristic frequencies than at the point #08. The turbulence at point #11
seems more intense than at point #08. However, this contradicts the calculations
of turbulence kinetic energy by (U2RMS + V 2RMS +W 2RMS)/2 from Figures 5.3. The
turbulence kinetic energies at both points are actually comparable.
Figure 6.8: Temporal development of streamwise (left) and y (right) velocity
component in monitoring points #08 and #11.
Similar observations can be made about temperature in points #08 and #11. A
sample of both temperatures, for Pr = 0.005 and Pr = 0.1 is shown in Figure 6.9.
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Figure 6.9: Temporal development of temperature with Pr = 0.005 (left) and
Pr = 0.1 (right) in monitoring points #08 and #11.
6.2 Spectral analysis
In the expectation that maybe the flow in the region around monitoring point #08
becomes laminar, we also performed a spectral analysis of the signal. Figure 6.10
shows the power spectra for velocity and pressure at points #08 and #11. The
pressure power spectra at point #11 has a local peak at 1, which seems to propagate
to velocities, however, the peak there is found at lower frequencies. The pressure
power spectra also has a peak at about 10, however this peak does not seem to
propagate to velocities.
In Figure 6.11 the power spectra for temperature field in points #08 and #11
are shown. Similarly to the velocity and pressure spectra, there is no strong peaks.
Since all the oscillations of temperatures are produced by velocity oscillations, this
result is expected to be similar to the power spectra of the velocity.
The conclusion was reached that there is a very low probability of existence of large
scale periodic structures in the flow. However, it was found that the decorrelation
time T0 in point #08 is an order of magnitude higher than in point #11 for all
variables. The decorrelation time for temperatures was found to be of the order of
100 at point #08 and of the order of 10 at point #11. The decorrelation time for
pressure was found to be of the order of 10 at point #08 and of the order of 1 at
point #11.
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Figure 6.10: Power spectra in points #08 and #11 for streamwise velocity ⟨u⟩ (top
left), ⟨v⟩ (top right), ⟨w⟩ (bottom left) and ⟨p⟩ (bottom right).
Figure 6.11: Power spectra in points #08 and #11 for average temperature ⟨θ⟩ /∆θ
for Pr = 0.005 (left) and Pr = 0.1 (right).
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Chapter 7
Future plans
Currently our attention is devoted to the development of the adiabatic experiment
with water as the working fluid. The experiment is performed with an experimental
technique called Particle Image Velocimetry (PIV) with which particles are added
to the fluid and a laser sheet through the test section is used to illuminate the
particles. Consecutive pictures of the positions of the particles are used to determine
the velocity field.
Initial results support our observations gained from the DNS [55], however, the
results of the experiment are still preliminary, since the experiment is still under
development. Further improvements are expected by reducing the thickness of
the laser sheet, increasing the spatial resolution of particle recognition, as well as
experimenting with different algorithms for processing of images.
Figure 7.1 shows a comparison of the DNS results with experimental results,
which were obtained on a time interval that is roughly 10 times shorter than in
the DNS. Comparison of average streamwise and y velocity components through
the midplane z = 0 show agreement within the experimental uncertainties. The
comparison also points out to some problems of the PIV experimental technique in
the near-wall regions. The preliminary measurements were performed with a goal to
reduce the measurement uncertainties for the new measurement campaign, which is
planned at the end of 2019.
During the initial tests and set-ups, the recirculation region was found to be of
similar shape as in the experiment and reattachment was found in similar positions.
Figure 7.2 shows the shape of the recirculation region in two planes: z = 0 and
z = −0.72. This reaffirms our belief that the analysis of the stability of the simulation,
specifically about the resolution and proper boundary conditions, is adequate. More
detailed comparison is presented in [55].
Our plans in regards to the simulation are to increase the spatial resolution of
the DNS and add temperature dependent material properties. The latter addition
would greatly widen the range of experiments which the simulation could support.
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Figure 7.1: Comparison of average streamwise and y velocity components of DNS
with preliminary experimental results published in [55]. Magenta line with dots show
experimental results, while coloured lines show DNS data at positions z = 0 and
x = 0, x = 4, x = 8 and x = 12.
Figure 7.2: Comparison of average streamwise velocity component of DNS with
preliminary experimental results published in [55]. Top pair: measurements in z = 0
and z = −0.72, bottom pair: DNS at the same positions. Black contour marks
⟨u⟩ = 0.
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Conclusions
This thesis presents the results of a DNS performed in a fully constrained backward
facing step (BFS) geometry with expansion ratio of 2.25. The geometry contains
solid, conductive wall and a heater that are thermally coupled with the fluid domain
through the conjugate heat transfer model. The simulation was performed with
Reynolds number based on bulk velocity and hydraulic diameter of the inflow of
Re = 7089. The Reynolds number based on bulk velocity and step height was
equal to Reh = 6400. The friction Reynolds number in the inlet channel was equal
to Reτ = 207. Two passive scalar or passive temperature fields were simulated. One
with Pr = 0.005, which corresponds to the Prandtl number of liquid sodium, and
the second one with Pr = 0.1.
The spatial resolution of the DNS is shown to be comparable to spatial resolutions
of typical DNS studies. That is sufficient for prediction of first and second order
statistics, however, for highly resolved prediction of the higher order statistics the
resolution of the simulation should be improved by 2–3 times in each direction.
Since the BFS geometry is fully constrained with walls in the spanwise direction,
the flow lacks a homogeneous direction and has strong three dimensional features
throughout the whole domain downstream of the step. As a consequence, spatial
averaging cannot be applied to speed up the rate of statistical averaging and the re-
sulting demands on the computational resources increase by two orders of magnitude,
compared to the similar channel flow DNS studies. The averaging in our simulation
was performed for about 80 flow through times which is an order of magnitude longer
than in comparable DNS studies that rely on spatial averaging. Even with such a
long averaging time, which took around 2.5 million hours of CPU time, the statistical
uncertainties remain significant.
Average velocity field is believed to be predicted with the statistical uncertainty
of up to 1% to 2% relative to the average bulk velocity upstream of the step.
Uncertainties of average temperatures are in the range of 1% for Pr = 0.005 and
up to 5% for Pr = 0.1. Fluctuations of velocity and temperatures, are predicted
with higher statistical uncertainties of 10%, 20% and 30% for u, Pr = 0.005 and
Pr = 0.1, respectively. Uncertainties of other components of the Reynolds stress
tensor and turbulent heat fluxes are similar to the uncertainties in velocity and
temperature fluctuations.
Because of the three dimensional nature of the flow, the reattachment zone
has a wavy shape that extends along the spanwise walls. The reattachment was
found with the help of skin friction coefficient along the heater and was found to
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be approximately 15.7 dimensionless units or 7.9 wall step heights downstream of
the step. We found two secondary motion vortices that extend throughout the
domain downstream of the step. These vortices significantly influence the sign of
the y velocity component near the reattachment zone in the midplane of the domain
(z = 0).
The maximum temperatures were found in the heater close to the step wall at
approximate location of the stagnation zone between the two vortices downstream
of the step. Further downstream the heater is cooled off by the flow entering from
above and close to the spanwise walls. The thermal fluctuations have a local peak
immediately downstream of the step. The fluctuations penetrate in both walls for
both fluids.
With analysis of the data in 49 monitoring points we also tried to find any large
or long lived structures that might be present in the flow. From the analysis of
histograms and power spectra, we failed to confirm the existence of any periodic
structures.
As a result of the simulation a database with results of first and second order
statistics is available upon a request to the author or author’s institution. The
available variables are listed in Table 3.1.
The relative statistical uncertainties due to sampling remain high in the regions
that have low velocities. These regions are close to stagnation points.
The purpose of the DNS is to provide reference data for development of new
models. During the creation of this thesis, some models were already tested. The
first LES performed in the geometry of out DNS domain within the SESAME project,
used a dynamic subgrid scale model for the velocity field [56] with resolved boundary
region. A shorter domain with about 3 million computational points was used. The
simulation showed good agreement with DNS data, however, the results are not
published yet.
RANS models tested in the geometry of our DNS case used the linear k–ε.
The domain used was identical, with solid walls and heater included. The model
showed some discrepancies in the y velocity component, which is crucial for the
three dimensional shape of the flow. As a consequence, the prediction of turbulence
kinetic energy is also shows some discrepancies. The results are available within the
SESAME Workshop [57]. During the evaluation of the results, a cubic model was
suggested as a more prominent predictor of three-dimensionality of the flow.
The main contributions of the thesis are:
• The analysis of the average flow structure in the confined BFS geometry, which
was found to differ significantly from experiments and simulations performed
in unconfined BFS geometries. Specifically, the two-dimensionality of the flow
is broken in presented geometry.
• Conjugate heat transfer was used to simulate the thermal fields, which allows
for thermal fluctuations to penetrate into the solid walls.
• New reference data (average velocity field, velocity fluctuations, average temper-
ature fields, temperature fluctuations, as well as Reynolds stresses and turbulent
heat fluxes) for a confined BFS geometry was produced and is expected to be
used by developers of RANS models.
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• A significant discovery of the thesis is the long averaging time needed for
reducing statistical uncertainties below few percent in some regions of the
domain. The calculated physical time of averaging is about 40min to reduce
statistical uncertainties of average variables to a few percent. It is expected
that in experiments, similar observation times will be needed to accurately
predict the averages.
• Different behaviour of turbulence in different regions of the domain. As
is demonstrated, the turbulent kinetic energy at some locations is similar.
However, the temporal fluctuating of variables in these locations can differ
significantly. To the best of author’s knowledge, this observation of turbulence
behaviour is not explicitly expressed in the literature.
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Appendix A
Additional profiles
In this section we provide additional profiles of physical quantities through planes
z = ±0.5. In the next profiles, the solid lines present the profile at z = −0.5, while
the dashed lines present the profile at z = 0.5.
Figure A.1 shows the average velocity components.
Figure A.2 shows the fluctuations of velocity components.
Figure A.3 shows average temperature and temperature fluctuations for fluids
with both Prandtl numbers, Pr = 0.005 and Pr = 0.1.
Figure A.4 shows the non-diagonal Reynolds stress components.
Figures A.5 and A.6 show turbulent heat flux components for fluids with both
Prandtl numbers, Pr = 0.005 and Pr = 0.1.
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Figure A.1: (a) Average profile of x-component of velocity, (b) average profile of
y-component of velocity and (c) average profile of z-component of velocity. Solid
lines: z = −0.5; dashed lines: z = 0.5.
114
−2.25
−1.5
−1
−0.5
0
0.8
1.6
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
y
⟨︁
u′2
⟩︁
/u2B
(a)
−2.25
−1.5
−1
−0.5
0
0.8
1.6
0 0.01 0.02 0.03 0.04
y
⟨︁
v′2
⟩︁
/u2B
(b)
−2.25
−1.5
−1
−0.5
0
0.8
1.6
0 0.01 0.02 0.03 0.04 0.05
y
⟨︁
w′2
⟩︁
/u2B
(c)
x = 0 x = 4 x = 8 x = 12 x = 16 x = 20
Figure A.2: (a) Fluctuations of x-component of velocity, (b) fluctuations of y-
component of velocity and (c) fluctuations of z-component of velocity. Solid lines:
z = −0.5; dashed lines: z = 0.5.
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Figure A.3: (a) Average profile of temperature for Pr = 0.005, (b) average profile
of temperature for Pr = 0.1, (c) fluctuations of temperature with Pr = 0.005 and
(d) fluctuations of temperature with Pr = 0.1. Solid lines: z = −0.5; dashed lines:
z = 0.5.
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Figure A.4: Reynolds stress components (a) ⟨u′v′⟩, (b) ⟨v′w′⟩ and (c) ⟨u′w′⟩. Solid
lines: z = −0.5; dashed lines: z = 0.5.
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Figure A.5: (a) x-component turbulent flux for Pr = 0.005, (b) y-component
turbulent flux for Pr = 0.005, (c) z-component turbulent flux for Pr = 0.005. Solid
lines: z = −0.5; dashed lines: z = 0.5.
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Figure A.6: (a) x-component turbulent flux for Pr = 0.1, (b) y-component turbulent
flux for Pr = 0.1, (c) z-component turbulent flux for Pr = 0.1. Solid lines: z = −0.5;
dashed lines: z = 0.5.
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Appendix B
Statistical uncertainties
In this chapter, the uncertainties of pressure, non-diagonal Reynolds stress com-
ponents and turbulent heat fluxes are shown. These figures go together with the
conclusions of Section 5.1. The point positions are shown in Figure 5.1. The detailed
positions are given in the Table B.1.
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Table B.1: Number designation and coordinates of monitoring points
# x y z
01 0.1 −1.99 −1.6
02 0.1 −1.99 0
03 0.1 −1.99 1.6
04 0.1 −1.5 −1.6
05 0.1 −1.5 0
06 0.1 −1.5 1.6
07 0.5 −1.9 −1.2
08 0.5 −1.9 0
09 0.5 −1.9 1.2
10 −0.125 0.01 −1.2
11 −0.125 0.01 0
12 −0.125 0.01 1.2
13 2.2 −1.99 −1.2
14 2.2 −1.99 0
15 2.2 −1.99 1.2
16 17 −1.9 −0.9
17 17 −1.9 0
18 17 −1.9 0.9
19 14 1.5 0
20 15.5 −1.99 −1.6
21 15.5 −1.99 0
22 15.5 −1.99 1.6
23 6.4 1.5 −1.2
24 6.4 1.5 0
25 6.4 1.5 1.2
# x y z
26 8.1 −1.99 −1.2
27 8.1 −1.99 0
28 8.1 −1.99 1.2
29 1.4 −1.9 −1.6
30 1.4 −1.9 0
31 1.4 −1.9 1.6
32 −6 0.8 0
33 −3 0.8 0
34 0 0.8 0
35 2 0.8 0
36 6 0.8 0
37 12 0.8 0
38 18 0.8 0
39 2.125 0.8 0
40 3.875 0.8 0
41 4 0.8 0
42 6.125 0.8 0
43 10 0.8 0
44 14 0.8 0
45 2 −0.2 0
46 6 −0.2 0
47 10 −0.2 0
48 14 −0.2 0
49 18 −0.2 0
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B.1 Statistical uncertainties
Figure B.1 shows the mean values of pressure and fluctuations of pressure. Note
that the relative pressure is negative at all monitoring points. The extreme points in
z directions of all points have symmetric values of pressure within the uncertainty
bounds.
The relative uncertainties in pressure values and fluctuations are rather low
compared to other variables. The uncertainty of average pressure in all monitoring
points is below about 10%. This is also true for pressure fluctuations.
Figure B.1: x-axis: number of the point according to Figure 5.1. Left: Mean
pressure. Right: pRMS. Red dots represent average values with ±2σ range (left scale),
green dots represent (2σ) uncertainty (right scale).
In Figure B.2 the Reynolds stresses are shown. A significant shear stress ⟨u′v′⟩
is only observed in points in the middle of the channel downstream of the step, at
points #45 to #49. Note the change in sign from triple #20–#22 to #16 to #18,
which would indicate a formation of a new shear layer. The ⟨u′v′⟩ component of
Reynolds stress was found to be symmetric at triplet points.
The other two outer-diagonal components of the Reynolds stress are an order of
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magnitude smaller. However, the uncertainties are of approximately the same order.
Consequently, the relative uncertainties are a lot higher.
The ⟨v′w′⟩ is anti-symmetric in triplet points. The points through the middle
of the domain are within 2σ uncertainty of zero, except at point #17, where it is
within 3σ.
The ⟨u′w′⟩ component of Reynolds stress is anti-symmetric in triplets as well.
Points located in the midplane have the Reynolds stress component within 2σ
uncertainty of zero, except for the points #19, #33 and #38 where it is within 3σ.
In Figure B.3 the turbulent heat fluxes for Pr = 0.005 are shown. To within
the statistical uncertainty, the turbulent heat flux in the x and y direction are
symmetric in the triple points. The z component of turbulent heat flux was found to
be anti-symmetric within the bounds of 2σ uncertainty at monitoring triplets and
found to be within this uncertainty of zero at points in the midplane z = 0. The
exception is the point #43, where the zero is within 3σ.
The turbulent heat fluxes have comparable magnitudes in x and y directions, but
are an order of magnitude smaller in the z direction.
Figure B.4 shows the turbulent heat fluxes for Pr = 0.1. The distribution of
fluxes is similar as in case for Pr = 0.005, however, the scale is larger. The notable
exception is the triplet #29 to #31, located near the maximal temperature (see
Table 4.1), which shows large statistical uncertainty (compared to other points), as
well as a change in sign in the middle point of the triplet. The highest turbulent heat
flux in absolute terms is reached in the y direction at point #45, which is the first
monitoring point in the middle of the channel downstream of the step. The x and
y components of the turbulent flux for Pr = 0.1 are symmetrical in triplet points
to within statistical uncertainty. The z component is anti-symmetrical to within
the statistical uncertainty. The values of this component of turbulent heat flux are
within 2σ from zero in points in the midplane, except for point #02 and #43, where
it is within 3σ.
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Figure B.2: Top to bottom: Reynolds stress ⟨u′v′⟩, ⟨u′w′⟩, ⟨v′w′⟩. Red dots represent
average values with ±2σ range (left scale), green dots represent (2σ) uncertainty
(right scale).
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Figure B.3: Top to bottom: Turbulent heat fluxes for Pr = 0.005: ⟨u′θ′⟩, ⟨v′θ′⟩,
⟨w′θ′⟩. Red dots represent average values with ±2σ range (left scale), green dots
represent (2σ) uncertainty (right scale).
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Figure B.4: Turbulent heat fluxes for Pr = 0.1: Top left ⟨u′θ′⟩, top right ⟨v′θ′⟩,
bottom ⟨w′θ′⟩. Red dots represent average values with ±2σ range (left scale), green
dots represent (2σ) uncertainty (right scale).
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B.2 Convergence of uncertainty with time
In Section 5.2 we show the convergence of statistical uncertainties of average variables
with time. In this Appendix we give the convergence rates for the rest of analysed
variables. The main conclusions support conclusions reached in Section 5.2
Figure B.5 shows the convergence rate of relative statistical uncertainty for
fluctuations for all variables. These convergence rate is in accordance with the
prediction of Oliver et al. [50].
Figure B.6 shows convergence rate of statistical uncertainty for non-diagonal
Reynolds stresses as well as for turbulent heat fluxes. While the convergence rate
of statistical uncertainties for ⟨u′v′⟩, ⟨u′θ′⟩ and ⟨v′θ′⟩ seem to converge with T−1/2,
uncertainties for ⟨v′w′⟩, ⟨u′w′⟩ and ⟨w′θ′⟩ do not seem to converge. The exception
may be the point #08 for ⟨u′w′⟩. Similar to observations with average velocity w, at
these points we expect these variables to be equal to zero and therefore the relative
statistical uncertainty seems inappropriate.
In Figure B.7 we show relative statistical uncertainty calculated for different
time spans for turbulent heat fluxes for the second scalar with Pr = 0.1. While the
turbulent heat fluxes in the x and y direction seem to converge as expected, the flux
in the z direction does not seem to converge. Again, this is ascribed to the location
and the expectation for this component of turbulent heat flux at these points to be
equal to zero.
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Figure B.5: Temporal convergence of statistical uncertainty for fluctuations of
quantities in points #08, #11 and #47.
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Figure B.6: Temporal convergence of statistical uncertainty for Reynolds stresses
and turbulent heat fluxes for Pr = 0.005 in points #08, #11 and #47.
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Figure B.7: Temporal convergence of statistical uncertainty for turbulent heat fluxes
for Pr = 0.1 in points #08, #11 and #47.
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Appendix C
Filtering of slightly under-resolved
spectral element DNS data
A known deficiency of the SEM is the discontinuity of the derivative over the element
surface boundary. In the construction of the method, it is required that the function
we are solving for is in the class C0. In order to present smooth fields of turbulent
dissipation, we implemented a filter, which removes discrepancies at boundaries and
within the element. Similar methods are used at each time step in Nek5000 code.
The difference here is that these methods were used in post-processing on fields that
were already averaged, as well as the places where and how they are used. Since a
description of these filters is hard to find, one is given here.
We used two parts for filtering. The first is to make the fields smooth over the
element boundaries and the second part to filter out any artefacts in the field. This
filtering was used in production of Figure 3.6.
The example of filtering is shown in Figure C.1 where filtering was applied to all
the variables needed to calculate the εs variable. εs is calculated from ε as
εs =
h4
ν3Re2b
ε , (C.1)
where ε is calculated according to equation 3.16. Filtering is applied to each
calculation of a derivative.
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data
x
y
y
Figure C.1: Unfiltered εs (top) and filtered εs (bottom) through the midplane z = 0.
C.1 Volumetric integration
The general description of the spectral element method can be found in a book
by Karniadakis and Sherwin [38], while a good introduction to spectral methods
in general is provided by Canuto et al. [58]. The Nek5000 code is developed with
the so called nodal approach, where the field is described by specifying values at
specific points1, which are distributed throughout the element, faces of the element,
its edges and vertices. To ensure the field is continuous over an element face, the
values at corresponding nodes (points) between the two elements have to be equal2.
To transform a non-continuous field into a continuous field, the most straight forward
path is to volume average the values at corresponding points. Note that on a planar
intersection, there are two corresponding nodes, however, the edge can have four and
a vertex up to eight corresponding nodes.
Without loss of generality, we can define the element as having coordinates in
the interval [−1, 1]× [−1, 1]× [−1, 1]. In Nek5000, the polynomials used as a basis
of expansion within an element in each dimension are the Legendre polynomials
PN+1(x) and the points in the domain are the Gauss-Lobatto-Legendre points xi
for i = 1, 2, . . . , N + 1, which are the roots of the polynomial (1− x2)P ′N(x). The
integration in one dimension within an element is then performed with the Gauss-
Lobatto rule: ∫︂ 1
−1
h(x) dx ≈
N+1∑︂
i=1
wih(xi) , (C.2)
where wi are the corresponding weights
wi =
2
N(N + 1)[PN(xi)]
2 for i = 1, 2, . . . , N + 1 . (C.3)
1The alternative, modal approach, would be to provide basis functions and the values of
coefficients of the function series.
2For a field to be continuous in the modal expansion, the corresponding modes that are non-zero
at each face, edge and vertex of the element have to be equal. However, identifying corresponding
modes can be burdensome.
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In three dimensions, the integration within an element can be written as
∫︂ 1
−1
∫︂ 1
−1
∫︂ 1
−1
h(x, y, z) dx dy dz ≈
N+1∑︂
i=1
N+1∑︂
j=1
N+1∑︂
k=1
h(xi, yj, zk)wiwjwk . (C.4)
To perform integration over the whole domain composed of elements, we have
to know how the coordinates local to the element x, y, z, transform into global
coordinates of the domain X, Y, Z. The integration over an element volume Ωe in
global coordinates is simply∫︂
Ωe
f(X, Y, Z) dX dY dZ =
∫︂ 1
−1
∫︂ 1
−1
∫︂ 1
−1
fe(x, y, z)|Je| dx dy dz , (C.5)
where |Je| is the Jacobian of element e due to the coordinate transformation:
Je =
⃓⃓⃓⃓
⃓⃓
∂X
∂x
∂X
∂y
∂X
∂z
∂Y
∂x
∂Y
∂y
∂Y
∂z
∂Z
∂x
∂Z
∂y
∂Z
∂z
⃓⃓⃓⃓
⃓⃓ . (C.6)
To integrate over the whole domain Ω, the integration is divided into integration
over individual element Ωe:∫︂
Ω
f(X, Y, Z) dX dY dZ =
∑︂
e
∫︂
Ωe
f(X, Y, Z) dX dY dZ . (C.7)
When we put all of the above together, the integration can be performed by
∫︂
Ω
f(X, Y, Z) dX dY dZ ≈
M∑︂
e=1
N+1∑︂
i,j,k=1
fe(xi, xj, xk)Veijk , (C.8)
where M is the number of elements and Veijk is a mass matrix and is equal to
Veijk = |Je(xi, yj, zk)|wiwjwk . (C.9)
To ease further description, this matrix can be rewritten into form with single index
by an appropriate transformation so that
Vl = Veijk , (C.10)
where l is for example
l = l(e, i, j, k) = (e− 1)(N + 1)3 + (k − 1)(N + 1)2 + (j − 1)(N + 1) + i . (C.11)
This re-indexing can also be performed for the values of the field, so that
fl = fe(xi, yj, zk) . (C.12)
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C.2 Averaging fields on element boundaries
To average the values between the corresponding nodes on the boundaries between
the elements, information about which points, local to one element, correspond to
local points in another element, is required. In general, this information can be stored
in a very sparse rectangular matrix A of dimensions Nl × Ng, which maps global
points to local nodes. Nl =M(N + 1)
3 is the number of all the nodes through all the
elements and Ng is the number of different points in the domain (which correspond
to multiple nodes and Ng ≤ Nl). Line i of this matrix is filled with zeroes except at
columns, where the node i corresponds to some global point. At this column the
zero is replaced with 1 (see [38, section 4.2] for clearer explanation).
The appropriate operation, which produces the sum of field v over all the boundary
nodes can then be written as
˜︁fl = Ng∑︂
m=1
Nl∑︂
n=1
AlmAnmfn , (C.13)
or written in a vector form, which in this case may be more informative:˜︁f = ATAf . (C.14)
For example, a field which is equal to 1, produces the multiplicity of the local
nodes (i.e. how many corresponding nodes there are in all of the domain) with the
following operation: ˜︂m = ATA1 . (C.15)
With this, the volumetric average of boundary points can simply be produced
with operation
f l = ˜︃flVl/˜︁Vl (C.16)
For interior points f l = fl, however for points on the boundaries, the appropriate
volumetric average is obtained.
It is important to note that while the above description is informative to describe
the operation mathematically, it does not correspond to how it is actually performed
in the corresponding codes. Neither Nek5000, nor our implementation uses the matrix
A and matrix multiplication to perform the many to one mapping. In the Nek5000
code this mapping is hidden in the MPI parallel gather/scatter communication
operations. For the post processing of the BFS case, this mapping was performed by
reshaping the appropriate field matrices and identifying the appropriate data slices
summing them together and storing the result in appropriate positions. This was
first performed within the boxes shown in Figure 2.3 and then between the boxes.
Note that this operation differs if we perform it on just the fluid domain, or if it is
performed on the thermal domain.
C.3 Spectral dampening
The second part of the filtering is performed with dampening the higher spectral
modes. The idea is simple to express in one dimension. The value of the function f
can be expressed as a finite function series as
f(x) =
N+1∑︂
j=1
fˆ jϕj(x) , (C.17)
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where ϕj are the orthogonal basis functions and fˆ j are the appropriate coefficients.
At point xi, equation (C.17) can be written in form of matrix multiplication as
fi = f(xi) =
N+1∑︂
j=1
fˆ jϕj(xi) = ϕij fˆ j , (C.18)
where Einstein summation rule was used in the last expression. The inverse transfor-
mation can be simply written as
fˆk = ϕ
−1
ki fi . (C.19)
The idea is then to dampen the higher order spectral moments. The higher
modes, which have higher oscillations, also correspond to higher oscillations in the
spatial Fourier transform of the turbulent scales. So we replace the modes fˆ j with
Fjlfˆ l. The filtering process can be written as
f ′i = ϕ
−1
ij Fjlfˆ l . (C.20)
The filtered value of the function in point xm is then
f ′i = ϕ
−1
ij Fjlϕlkfk . (C.21)
In three dimensions, this operation is analogous and can be performed on the
level of the element. If the elements have different dimensions, this dampening on
the level of elements dampens different spectral modes in the turbulent spectra in
the whole domain. However, since this operation was just used to produce smoother
Figure 3.6, this form of dampening was not investigated further.
In the Nek5000 code, this dampening is used at each step to reduce the highest
mode within the element by one percent. In the Nek5000 mailing list, it is explained
that this ensures the stability of the solution in some edge cases.
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9.1 Uvod
Geometrija obrnjene stopnice v mehaniki tekočin ponazarja razteg stene, ki omejuje
tokovno polje. Pravzaprav je obrnjena stopnica reprezentativna za nenadne geome-
trijske spremembe, ki vplivajo na termohidravlične lastnosti toka. Takšne geometrije
so v naravi pogoste, najdemo pa jih tudi v industriji. Posledica, ki spremlja nenadno
geometrijsko ekspanzijo, je dobro poznan pojav ločitve toka. Ta je bil predmet
raziskovanja že leta 1962, ko sta ga eksperimentalno raziskovala Abbott in Kline [1].
Pomemben parameter za opis stopničastih geometrij je “raztezno razmerje”, ki je
razmerje odtočne in dotočne površine.
Slika 9.1: Skica geometrije obrnjene stopnice. Tok teče od leve proti desni.
Geometrija obrnjene stopnice je prikazana na Sliki 9.1, kjer tok teče od leve proti
desni. Točki ločitve toka, ki se nahaja na mestu, kjer turbulentni tok z razvito mejno
plastjo naleti na ekspanzijo stene, sledi območje recirkulacije. To območje vsebuje
dva ali več manjših vrtincev. Po toku naprej sledi točka pripojitve, kjer se območje
recirkulacije zaključi in se začne razvoj nove mejne plasti.
V večini raziskav prenosa toplote v geometriji obrnjene stopnice sta delovni
tekočina voda ali zrak, ki imata zmerno Prandtlovo število. Prandtlovo število je
razmerje difuzivnosti gibalne tekočine (kinematične viskoznosti) in termične difuziv-
nosti. Tekoče kovine, kot so živo srebro, svinec ali natrij, imajo majhno Prandtlovo
število. Zaradi nizkega Prandtlovega števila tekoče kovine prenesejo večje toplotne
tokove v primerjavi z zrakom ali vodo in so zato zanimiva alternativa za prenos
toplotne energije. Temperature vrelišč tekočih kovin so višje, zato sistemov za prenos
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toplote ni treba zadrževati pod visokimi tlaki. V kombinaciji z dobrimi lastnostmi
moderacije so tekoče kovine zelo primerne za uporabo v hitrih jedrskih reaktorjih.
Natrij, svinec ter zlitina svinca in bizmuta so v tem trenutku predvideni kot hladila
v zasnovah hitrih jedrskih reaktorjev nove generacije. Tipične vrednosti Prandtlovih
števil, zaokrožene na eno mesto, so podane v Tabeli 9.1.
Tabela 9.1: Prandtlova števila za različne snovi pri normalnih tlakih in značil-
nih temperaturah (razen kjer je navedeno drugače) skupaj s temperaturami tališč.
Podatke za tekoče kovine je zbral Sobolev [24].
Snov Prandtlovo število Temperatura tališča (◦C)
Voda (20 ◦C) 7 0
Voda (300 ◦C, 150 bar) 0,9
Zrak (20 ◦C) 0,7 −215
Natrij (550K) 0,006 98
Svinec (800K) 0,02 328
Svinec-bizmut (800K) 0,01 125
Tekoče kovine imajo vendarle tudi nekaj slabih lastnosti. Natrij se na primer pri
stiku z zrakom spontano vžge, z vodo pa reagira eksplozivno. Pri slednjem procesu
se izloča tudi vodikov plin. Svinec ima relativno visoko temperaturo tališča, ki
jo je mogoče znižati z legiranjem z bizmutom. Evtektik svinca in bizmuta pa je
močno koroziven za večino kovin, uporabljenih za konstrukcije. Večino lastnosti
tekočih kovin, ki so pomembne za hitre reaktorje, je mogoče najti v poročilu, ki ga
je sestavil Sobolev [24].
Z namenom razviti in potrditi napredne numerične pristope za načrtovanje in
oceno varnostnih tveganj naprednih jedrskih reaktorjev je bil zastavljen evropski
projekt z imenom SESAME [28]. Nekateri cilji te disertacije sovpadajo s cilji
omenjenega projekta. V okviru projekta SESAME je bil na Tehnološkem institutu
v Karlsruheu (KIT) v Nemčiji predlagan, zasnovan in je v gradnji poskus s tokom
tekočega natrija čez nazaj obrnjeno stopnico. Zasnovani eksperiment ima razmerje
dolžine in višine stopnice, ki je enako 2. Zaradi primerljivosti teh razdalj je v toku
po sredini geometrije znaten vpliv stranskih sten (spredaj in zadaj na Sliki 9.1). Tok
nima homogene smeri in je popolnoma tridimenzionalen. Raztezno razmerje stopnice
v omenjenem eksperimentu je enako 2,25.
Izgradnja omenjenega poskusa pa se je izkazala za izredno zahtevno, zato se je
izvedba zavlekla in je bil predlagan dodaten poskus. Ta bi bil izveden z evtektikom
galija, indija in kositra. Evtektik je nestrupena tekočina pri sobni temperaturi.
Raztezno razmerje stopnice, izvedene z evtektikom, je nekoliko manjše, okoli 2,
razmerje dolžine stopnice proti njeni višini pa je podobno kot v poskusu z natrijem,
okoli 2.
Direktna numerična simulacija (DNS) je zelo natančna numerična simulacija
turbulentnega toka. V takšni simulaciji rešujemo Navier-Stokesove enačbe direktno,
brez poenostavitev ali modeliranja. Znotraj projekta ima DNS vlogo vmesnega člena
med poskusom in drugimi numeričnimi pristopi, kot so simulacija velikih vrtincev
in simulacije z Reynoldsovo povprečenimi transportnimi enačbami (angl. Reynolds
Averaged Navier-Stokes Equations ali krajše RANS). Rezultati v tej disertaciji so
predmet poročila D1.1 projekta SESAME [29], mogoče pa jih je najti tudi v [30].
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Cilj te disertacije je bil izvesti DNS, in sicer s podobnimi parametri, kot so
predvideni za poskus s tekočim natrijem v projektu SESAME. Podobno, kot v
poskusu, ima geometrija odvod v obliki kvadrata. Raztezno razmerje je enako 2,25,
kot v poskusu. Cilja sta bila analiza toka in struktur ter zagotovitev statističnih
podatkov o hitrostnem in temperaturnem polju. V ta namen je bil cilj izračunati
velikosti vsakega člena v enačbah RANS. Slednje je uporabno za raziskovalce, ki
poskušajo sestaviti nove turbulentne modele.
Predpostavka v simulaciji je, da so materialne lastnosti, npr. viskoznost, gostota,
toplotna prevodnost in specifična toplota, konstantne. Od teh največje razpone
v simuliranih temperaturnih režimih zabeleži viskoznost. Konstantna gostota po-
meni tudi odsotnost vzgona. Hkrati to pomeni, da lahko istočasno simuliramo
tekočine z različnimi toplotnimi lastnostmi. V primeru disertacije sta tako izračunani
temperaturni polji za dve Prandtlovi števili, Pr = 0,005 ter Pr = 0,1.
V disertaciji tako predstavimo tridimenzionalno obliko povprečnega turbulentnega
toka, ki je zaradi vpliva sten drugačna od oblik tokov, ki jih lahko najdemo v
literaturi. Predstavimo tudi polja drugih količin. Veliko prostora je namenjenega
analizi statistične nedoločenosti, ki je bila izvedena v 49 točkah, razpršenih po
domeni. Pri tem pokažemo, da velike nedoločenosti nekaterih količin ne morejo
biti posledica periodičnih oscilacij. Pomembna ugotovitev disertacije je, da so
za doseganje statističnih nedoločenosti nekaj odstotkov, znotraj katerih so prava
povprečja z verjetnostjo 95 odstotkov, potrebni zelo dolgi časi računanja. Podobne
čase pričakujemo tudi pri meritvah.
9.2 Direktna numerična simulacija
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0,25
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6 6 22
Smer toka
Kopiranje robnega pogoja
1,6
Izhodišče
Slika 9.2: Domena obrnjene stopnice, ki je uporabljena za simulacijo. Domena
vključuje razsežno trdno steno in grelec.
Skica obravnavane geometrije stopnice je prikazana na Sliki 9.2. Razen dotoka
in odtoka so vse mejne površine trdne stene. Dotok oziroma priliv je na levi
strani domene, medtem ko je odtok na desni strani. Velikost simuliranega kanala
po toku pred stopnico je 12 × 1,6 × 3,6 brezdimenzijske enote. Velikost novega,
raztegnjenega kanala pa je 22×3,6×3,6 brezdimenzijske enote. Širina stene in grelca
je 0,25 brezdimenzijske enote. Dimenzije poskusa dobimo, če za dolžinsko enoto
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izberemo dolžino h = 25mm. S to enoto so mere dotoka 40mm × 90mm, odtoka
pa 90mm× 90mm.
V simulaciji rešujemo sistem brezdimenzijskih nestisljivih Navier-Stokesovih
enačb:
∇ · u = 0 , (2.16)
∂u
∂τ
+ u · (∇u) =∇P + 1
Reb
∇2u , (2.17)
kjer je u vektor hitrosti, P brezdimenzijski tlak, Reb pa obratna viskoznost, ki je
enaka
Reb =
ρhvb
µ
. (2.12)
Tukaj je ρ gostota, vb enota hitrosti, µ pa viskoznost.
Poleg gibalnih enačb rešujemo tudi enačbo za temperaturo v tekočini
∂θf
∂τ
+∇ · (uθf ) = 1
PrReb
∇2θf , (2.18)
kjer je θf brezdimenzijska temperatura v tekočini ter enačbi za temperaturo v steni
in v grelcu:
∂θw
∂τ
=
1
GPrReb
∇2θw , (2.19)
∂θw
∂τ
=
1
GPrReb
∇2θw + 1 , (2.20)
kjer je θw brezdimenzijska temperatura v steni ali grelcu, G pa je razmerje toplo-
tnih difuzij tekočine in trdne stene. Dodatno potrebujemo še enačbe, ki sklopijo
temperaturni polji v tekočini in trdnini:
θf = θw (2.21)
Hnˆ ·∇θf = nˆ ·∇θw . (2.22)
H je razmerje toplotnih prevodnosti tekočine in trdnine.
Robni pogoji za hitrostno domeno so stene, na katerih je hitrost enaka 0. Na
odtoku je robni pogoj brezdimenzijski tlak, ki je enak 0, z nekaterimi popravki, ki
ne dovoljujejo hitrostnih polj v domeno. Robni pogoj na dotoku je izveden nekoliko
bolj zapleteno. V vsakem časovnem koraku vzamemo ravnino hitrostnega polja šest
brezdimenzijskih enot navzdol po toku od dotoka. Komponento hitrosti, pravokotno
na ravnino (in v smeri toka), pomnožimo s konstanto tako, da je pretok čez ravnino
enak 1. Takšno hitrostno polje uveljavimo kot robni pogoj na dotoku. S tem
dosežemo, da se na začetku simulacije hitro vzpostavi polno razvit turbulentni tok
na dotoku. Hkrati uveljavljanje takšnega robnega pogoja pomeni tudi, da je skozi
domeno vzpostavljen konstantni masni pretok. Za temperaturno polje je na dotoku
brezdimenzijska temperatura 0, vse druge stene pa so toplotno izolirane.
Za reševanje enačb je v disertaciji uporabljena metoda spektralnih elementov. V
poenostavljeni razlagi je metoda kombinacija metode končnih elementov in spektralne
metode. Domeno podobno, kot z metodo končnih elementov, razdelimo v končne
elemente. Znotraj vsakega elementa pa iščemo rešitve enačb s spektralno metodo.
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Metodo je podrobno opisal [51], uporabo pa je demonstriral tudi [39]. Metoda je
izvedena v odprti kodi z imenom Nek5000, ki jo razvijajo v Nacionalnem laboratoriju
v Argonnu v ZDA.
Domena je bila razdeljena na približno 150 tisoč elementov, od katerih je pribli-
žno 10 tisoč elementov v steni in grelcu. V vsakem elementu je v vsako smer bilo
uporabljenih sedem kolokacijskih točk. Celotna domena tako vsebuje 31 milijonov
enoličnih točk (točke na robovih elementov se ponavljajo skozi elemente).
9.3 Oblika toka
V tem poglavju so predstavljeni glavni rezultati simulacije. Predstavljeni rezultati so
bili povprečeni približno 5000 časovnih enot oziroma 12 milijonov časovnih korakov,
za izračun pa je bilo potrebnih približno 2,5 milijona procesorskih ur. Rezultati so
predstavljeni v izsekanih ravninah, čeprav so povprečena celotna tridimenzionalna
polja.
Po toku pred stopnico je pretok podoben pretoku v neskončnem kanalu. Po toku
za stopnico pa nastanejo večja odstopanja med tokom v srednji ravnini z = 0 in
vzporednimi ravninami, ki so bližje stenam. Na Sliki 9.3 je prikazana komponenta x
hitrosti v ravnini z = 0 in ravnini z = −1,1. Krivulja, kjer komponenta spremeni
predznak, je očitno drugačna. Opazna je tudi razlika na mestu, kjer se tok ponovno
prilepi na grelec.
x
y
y
Slika 9.3: Povprečna x komponenta hitrosti v ravnini z = 0 (zgoraj) in v ravnini z =
−1,1 (spodaj).
Slika 9.4 prikazuje y komponento hitrosti skozi srednjo ravnino in skozi ravnino z =
−1,1. Razlike pri tej komponenti hitrosti so še očitnejše kot za komponento x. Vredno
je opozoriti na dejstvo, da je v regiji okoli x = 15, kjer se tok prilepi na grelec na
Sliki 9.3, y komponenta hitrosti pozitivna in kaže stran od grelca v sredini domene,
medtem ko v ravnini z = −1,1 kaže proti grelcu že pri x = 6.
Slika 9.5 prikazuje vektorsko polje na grelcu (prva računska točka nad steno).
Rdeča črta na sliki prikazuje tudi regije, kjer x komponenta hitrosti spremeni predznak.
Opazimo lahko tri regije zastoja. Na levi strani slike pri x = 0 je stopnica, na desni
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Slika 9.4: Povprečna y komponenta hitrosti v ravnini z = 0 (zgoraj) in v ravnini z =
−1,1 (spodaj).
strani pa je odtok. Takoj za stopnico je majhen vrtinec x < 0,5, ki v tej ravnini teče
stran od odtoka. Od približno x = 0,5 do okoli x = 3 hitrost kaže v smeri odtoka.
Pri x = 3 se smer spet obrne in kaže stran od odtoka do približno x = 15, kjer
se tok prilepi na steno. S slike je očitno, da tok ob grelcu teče od stranskih sten
pri z = −1,8 in z = 1,8 proti središču domene pri z = 0.
x
z
Slika 9.5: Povprečna smer hitrosti v ravnini pri grelcu (ravnina y = −2). Rdeča
črta označuje spremembo znaka x komponente hitrosti.
Na Sliki 9.6 temeljiteje raziščemo tridimenzionalno strukturo toka s štirimi
ravninami pri x = 2, x = 5, x = 10 in x = 15. Na teh slikah je kanal pred stopnico
nad črto y = 0. Opazimo lahko izoblikovanje dveh sekundarnih vrtinčnih gibanj.
Približno v okolici stagnacijske regije pri x = 2 opazimo, da je sekundarni tok stran
od grelca. V ravnini x = 5 je že moč opaziti dva vrtinca. Tukaj je že vidno, kako
tok s strani priteka v ravnino skozi sredino domene z = 0 pri grelcu. Proti odtoku
postaneta vrtinca močnejša in se očesi vrtincev približata.
Takšna struktura toka je opazno različna v primerjavi s tokovi za stopnico, ki jih
je moč najti v literaturi, npr. stopnico, ki sta jo simulirala Niemann in Fröhlich [20].
Tam je tok dvodimenzionalen in zato je tok v regiji pripojitve obrnjen proti grelcu.
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Slika 9.6: Sekundarna vrtinčna gibanja povprečnega toka. Zgoraj levo x = 2; zgoraj
desno x = 5; spodaj levo x = 10 in spodaj desno x = 15.
9.4 Temperaturna polja
Obliko povprečnega toka podpirata Sliki 9.7 in 9.8. Slika 9.7 prikazuje temperaturo
v srednji ravnini z = 0, medtem ko Slika 9.8 prikazuje temperaturo grelnika. Obe
prikazujeta temperaturni profil za obe simulirani tekočini. Hladna tekočina doteka s
strani, medtem ko se topla tekočina dviguje v točkah zaustavitve. Najvišja tempera-
tura za oba skalarja je tako dosežena v grelniku pri y < −2 in x ∼ 2, kjer je območje
zaustavitve.
Na Sliki 9.9 je prikazan standardni odklon temperature od povprečne temperature
oziroma temperaturne fluktuacije v ravnini z = 0 za obe tekočini. Prikazana so polja
in tudi vrednosti na grafih. Na slednjih so s črtkanimi črtami prikazane tudi vrednosti
standardnega odklona pri polovičnem času povprečenja. Slednje nam povedo kakovost
povprečenja, saj velika odstopanja teh dveh izračunov nakazujejo na prekratke čase
povprečenja in s tem simuliranja. Za prikaz odklonov v primeru Pr = 0,1 so izbrane
nekoliko drugačne pozicije, saj te bolje ujamejo vrh temperaturnih fluktuacij. Kot je
razvidno, temperaturne flukutacije prodirajo v grelec in v steno stopnice.
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Slika 9.7: Temperatura ⟨θ⟩ /∆θ v ravnini z = 0 za Prandtlovi števili Pr = 0,005
(zgoraj) in Pr = 0,1 (spodaj).
x
z
z
Slika 9.8: Temperatura ⟨θ⟩ /∆θ na površini grelca v ravnini y = −2 za Prandtlovi
števili Pr = 0,005 (zgoraj) in Pr = 0,1 (spodaj).
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Slika 9.9: Polji temperaturnih fluktuacij za tekočini s Pr = 0,005 (zgoraj) in Pr = 0,1
(sredina) ter profila temperaturnih fluktutacij (a) pri Pr = 0,005 in (b) pri Pr = 0,1.
Vsi grafi prikazujejo polja po sredini domene (ravnina z = 0).
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9.5 Zaključek
Ta disertacija predstavlja rezultate DNS, opravljenih v popolnoma omejeni geometriji
obrnjene stopnice z razteznim razmerjem 2,25. Geometrija vsebuje trdno, prevodno
steno in grelec, ki sta toplotno sklopljena z domeno tekočine skozi konjugirani model
prenosa toplote. Simulacija je bila izvedena z Reynoldsovim številom, izračunanim
na podlagi povprečne hitrosti na dotoku in hidravličnega premera dotoka Re = 7089.
Simulirani sta bili temperaturni polji za dve tekočini z različnimi toplotnimi lastnostmi.
Ena s Pr = 0,005, kar ustreza Prandtlovemu številu tekočega natrija, in druga
s Pr = 0,1.
V disertaciji pokažemo, da je prostorska ločljivost DNS primerljiva s prostorsko
ločljivostjo značilnih študij DNS. To zadostuje za napovedovanje statistik prvega
in drugega reda (povprečnih vrednosti in fluktuacij), za podrobno napovedovanje
statistike z boljšim redom ločljivosti pa bi bilo treba prostorsko resolucijo simulacije
izboljšati za dva- do trikrat v vsako smer.
Ker je geometrija stopnice popolnoma omejena s stenami, pretok nima homogene
smeri in ima močne tridimenzionalne značilnosti v celotni domeni v smeri toka navzdol
od stopnice. Zato pri povprečenju ni mogoče uporabiti bližnjice s prostorskimi
povprečenji, ki olajšajo zahteve po računskih virih za približno dva velikostna reda v
primerjavi s podobnimi simulacijami v kanalih in stopnicah, ki jih je mogoče najti
v literaturi. Povprečje v naši simulaciji je bilo izvedeno za približno 80 značilnih
časov, to je časa, ki ga v povprečju potrebuje tekočina za pretok skozi celotno
domeno, kar je za velikostni red več kot v primerljivih študijah. Tudi s tako dolgim
časom povprečenja, ki je zahteval približno 2,5 milijona procesorskih ur, statistične
negotovosti ostajajo znatne. Pomembna ugotovitev disertacije je, da je za doseganje
negotovosti povprečij ključnih statističnih količin turbulentnega toka okoli nekaj
odstotkov z 95-odstotno gotovostjo, potreben čas povprečenja, ki v našem laboratoriju
ustreza okoli 40min.
Zaradi tridimenzionalne narave toka ima območje ponovne pritrditve valovito
obliko, ki se razteza v smeri toka. Na podlagi koeficienta trenja je bilo ocenjeno, da
se tok ponovno prilepi približno 15,7 brezdimenzijse enote ali 7,9 višine stopnice po
toku navzdol od stopnice. Identificirali smo dva sekundarna vrtinca, ki se raztezata
po celotni domeni po toku navzdol od stopnice. Ta vrtinca pomembno vplivata na
znak y komponente hitrosti v bližini območja, kjer se tok ponovno prilepi.
Z analizo podatkov v 49 točkah spremljanja smo poskušali najti tudi velike ali
dolgo žive strukture, ki so lahko prisotne v toku. Z analizo histogramov in močnostnih
spektrov nam ni uspelo potrditi obstoja kakršnih koli periodičnih struktur.
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