Progressive censoring scheme has received considerable attention in recent years. In this paper we introduce a new type-II progressive censoring scheme for two samples. It is observed that the proposed censoring scheme is analytically more tractable than the existing joint progressive type-II censoring scheme proposed by Rasouli and Balakrishnan [12]. It has some other advantages also. We study the statistical inference of the unknown parameters based on the assumptions that the lifetime distribution of the experimental units for the two samples follow exponential distribution with different scale parameters. The maximum likelihood estimators of the unknown parameters are obtained and their exact distributions are derived. Based on the exact distributions of the maximum likelihood estimators exact confidence intervals are also constructed. For comparison purposes we have used bootstrap confidence intervals also. It is observed that the bootstrap confidence intervals work very well and they are very easy to implement in practice. Some simulation experiments are performed to compare the performances of the proposed method with the existing one, and the performances of the proposed method are quite satisfactory. One data analysis has been performed for illustrative purposes. Finally we propose some open problems.
Introduction
Different censoring schemes are extensively used in practice to make a life testing experiment to be more time and cost effective. In a type-I censoring scheme, the experiment is terminated at a prefixed time point. But it may happen that, no failure is observed during that time and it will lead to a very poor statistical analysis of the associated model parameters. To ensure a certain number of failures, type-II censoring scheme has been introduced in the literature.
But in none of these censoring schemes any experimental unit can be removed during the experiment. The progressive censoring scheme allows to withdraw some experimental units during the experiment also. Different progressive censoring schemes have been introduced in the literature. The most popular one is known as the progressive type-II censoring scheme and it can be briefly described as follows. Suppose n identical units are put on a life testing experiment. The integer k < n is prefixed, and R 1 ,. . . ,R k are k prefixed non-negative integers such that k i=1 R i + k = n. At the time of the first failure, R 1 units are chosen randomly from the remaining n − 1 units and they are removed from the experiment. Similarly at the time of the second failure, R 2 units are chosen randomly from the remaining n − R 1 − 2 units and they are removed, and so on. Finally at the time of k-th failure remaining R k units are removed, and the experiment stops. Extensive work has been done during the last ten years on various aspects of different progressive censoring schemes. Interested readers may refer to the recent book by Balakrishnan and Cramer [3] for a detailed account on different progressive censoring schemes and the related issues. See also Balakrishnan [2] , Pradhan and Kundu [10] and Kundu [7] , in this respect.
Although extensive work has been done on different aspects of the progressive censoring schemes for one sample, not much work has been done related to two sample problems.
Recently, Rasouli and Balakrishnan [12] introduced the joint progressive type-II censoring for two samples. The joint progressive censoring scheme is quite useful to compare the lifetime distribution of products from different units which are being manufactured by two different lines in the same facility. The joint progressive censoring (JPC) scheme introduced by Rasouli and Balakrishnan [12] can be briefly stated as follows. It is assumed that two samples of products of sizes m and n, respectively, are selected from these two lines of operation (say Line 1 and Line 2), and they are placed on a life testing experiment simultaneously. A type-II progressive censoring scheme is implemented on the combined sample of size N = m + n as follows. Let k < N , and R 1 , . . . , R k are pre-fixed non-negative integers such that
At the time of the first failure, it may be from Line 1 or Line 2, R 1 units are chosen at random from the remaining combined N − 1 units which consists of S 1 units from Line 1 and T 1 units from Line 2, and they are removed from the experiment. Similarly at the the time of the second failure from the combined N − 2 − R 1 remaining units R 2 items are chosen at random, which consists of S 2 and T 2 units from Line 1 and Line 2, respectively, are removed, and so on. Finally at the k-th failure remaining R k = S k + T k units are removed from the experiment, and the experiment stops. Note that in a JPC, although R j 's are pre-fixed, S j 's and T j 's are random quantities, and that makes the analysis more difficult.
Rasouli and Balakrishnan [12] provided the exact likelihood inference for two exponential populations under the proposed JPC scheme. See also Parsi and Bairamov [9] , Ashour and Abo-Kasem [1] , Balakrishnan and Su [6] for some problems related to the JPC scheme.
In this paper we introduce a new joint progressive type-II censoring (NJPC) scheme.
It is observed that the proposed NJPC scheme is easier to handle analytically, therefore the properties of the proposed estimators can be derived quite conveniently. It has some other advantages also. In this paper we provide the exact inference for two exponential populations under the NJPC scheme, although the results can be extended for other lifetime distributions also. We obtain the maximum likelihood estimators (MLEs) of the unknown parameters when it exist, and provide the exact distributions of the MLEs. The generation of samples from the NJPC are quite simple, hence the simulation experiments can be performed quite conveniently. It is observed that the MLEs obtained from the NJPC scheme satisfy the stochastic monotonicity properties stated by Balakrishnan and Iliopoulos [4] , hence the exact distribution of the MLEs can be used to construct the confidence intervals of the unknown parameters. For comparison purposes we proposed to use bootstrap confidence intervals also.
Some simulation experiments are performed to compare the performances of the estimators based on JPC and NJPC. It is observed that the estimators based on NJPC behave better than the corresponding estimators based on JPC for certain censoring schemes. One data analysis has been performed for illustrative purposes.
The rest of the paper is organized as follows. In Section 2 we introduce the model and provide the necessary assumptions. The MLEs are obtained and their exact distributions are provided in Section 3. In Section 4 we provide a simple algorithm to simulate data from a NJPC scheme and obtain the expected time of the experiment. The construction of confidence intervals are provided in Section 5. Simulation results and the analysis of one data set are provided in Section 6. Finally in Section 7 we propose some open problems and conclude the paper.
Model Description and Model Assumption
Suppose we have products from two different populations. We draw a random sample of size m from population one (Pop-1) and a random sample of size n from population two (Pop-2). We place two independent samples simultaneously on a life testing experiment.
The proposed NJPC can be described as follows. Let k < min{m, n} be the total number of failures to be observed and R 1 , . . . , R k−1 are such that We further define a new set of random variables Z 1 , . . . , Z k , where Z j = 1 if the j-th failure takes place from Pop-1 and Z j = 0, otherwise. Hence for a NJPC scheme, the data will be of the form (W, Z), where
Schematically, NJPC can be described as follows.
Case-I: k-th failure comes from Pop-1
Case-II: k-th failure comes from Pop-2 3 Maximum likelihood estimators And Their Exact Distributions
Maximum Likelihood Estimators
For a given sampling scheme m, n, k and R 1 , . . . , R k−1 based on the observation (W, Z) the likelihood function can be written as
where the normalizing constant
is the joint complete sufficient statistics of the unknown parameters (θ 1 , θ 1 ). It is immediate that the MLEs of both θ 1 and θ 2 exist when 1 ≤ m k ≤ k − 1, and they are as follows:
Joint and Marginal Distributions
In this section we provide the joint and marginal distribution function of θ 1 and θ 2 based on the joint and marginal moment generating function (MGF) approach. Lemma 1 is needed for further development.
Lemma 1:
Proof: See in the Appendix.
Note that when m = n, then
Now we provide the joint moment generating function (MGF) of ( θ 1 , θ 2 ) conditioning on
where
Using Theorem 1, we immediately get the following corollary.
and
respectively.
Hence we have the PDFs of θ 1 and θ 2 as follows.
Theorem 2: Conditioning on 1 ≤ m k ≤ k − 1, the PDF of θ 1 is given by
Here
U sr , where U sr ∼ Exp(α sr ) and they are independently distributed. Also, g Xr (t) is the PDF of X r , and when m = n,
; t > 0, and 0, otherwise. When m = n,
and 0, otherwise. Here
The PDF of θ 2 is given by
V sr , where V sr ∼ Exp(β sr ) and they are independently distributed. Also, g Yr (t) is the PDF of Y r , and when m = n,
.
Proof: It immediately follows from Corollary 1.
Remark: The distribution of the MLE is a mixture of k − 1 components, where each component is a sum of k independent exponentially distributed random variables. When m = n, it is a weighted mixture of gamma distributions.
We can easily obtain the moments of θ 1 and θ 2 . When m = n, the first two moments are
and E( θ
Here α r and β r are same as defined before, and P (m k = r) is given by (2).
Now to get an idea about the shape of the PDFs of θ 1 and θ 2 , for different censoring schemes, we have plotted in Figures 1 to 4 the PDFs of θ 1 and θ 2 along with the histograms of θ 1 and θ 2 based on 10,000 replications. 
Generation of the Data and the Expected Experimental Time
It is observed that for the proposed NJPC scheme, it is quite simple to generate samples for a given censoring scheme, hence simulation experiments can be performed quite efficiently.
In this section we provide an algorithm to generate sample from a given NJPC scheme. This algorithm is based on the following lemma. 
where V s 's are independent random variables such that
Now we can use the following algorithm to generate (W, Z) for a given n, m, k, R 1 , . . . , R k−1 .
Algorithm:
• Step 1: Compute E s , for s = 1, . . . , k.
• Step 2: Generate V s ∼ Exp 1 E s , s = 1, . . . , k.
• Step 3:
V s , i = 1, . . . , k.
• Step 4: Generate Z i ∼ Bin(1, p i ), i = 1, . . . , k, where
Using Lemma 2, we can easily obtain the expected experimental time as
5 Construction of Confidence Interval
Exact Confidence Interval
Based on the assumptions that P θ 1 ( θ 1 > t) is a strictly increasing function of θ 1 for any point t > 0 when θ 2 is fixed, a 100(1 − α)% exact confidence interval of θ 1 can be constructed.
Similarly, based on the assumption that P θ 2 ( θ 2 > t) is a strictly increasing function of θ 2 for any point t when θ 1 is fixed, a 100(1 − α)% exact confidence interval of θ 2 can be constructed as follows, see for example Lehmann and Romano [8] .
Conditioning on 1 ≤ m k ≤ k − 1, a 100(1 − α)% exact confidence interval for θ 1 as (θ 1L , θ 1U ) can be obtained by solving the following two nonlinear equations keeping θ 2 fixed.
Similarly, conditioning on 1 ≤ m k ≤ k − 1, a 100(1 − α)% exact confidence interval for θ 2 as (θ 2L , θ 2U ) can be obtained by solving the following nonlinear equations keeping θ 1 fixed.
In practice to compute (θ 1L , θ 1U ), we replace θ 2 by its MLE θ 2 , similarly, to compute (θ 2L , θ 2U ), we replace θ 1 by its MLE θ 1 . One can use the standard bisection method or Newton-Raphson method to solve these two (6) and (7) non-linear equations.
The following result provides the necessary monotonicity properties of P θ 1 ( θ 1 > t) and P θ 2 ( θ 2 > t). It also justifies using (6) and (7) to construct the exact confidence intervals of θ 1 and θ 2 , respectively.
Lemma 3:
is a strictly increasing function of θ 1 for any point t when θ 2 is kept fixed.
is a strictly increasing function of θ 2 for any point t when θ 1 is kept fixed.
Proof: See in appendix.
Bootstrap Confidence Interval
Since the exact confidence intervals can be obtained by solving two non-linear equations we propose to use parametric bootstrap confidence intervals also as an alternative. The following steps can be followed to construct parametric bootstrap confidence intervals.
Step 1: Given the original data, compute θ 1 , θ 2 .
Step 2: Generate a bootstrap sample {(W 1 * , Z 1 * ) . . . , (W k * , Z k * )} using the algorithm provided in Section 4 for a given m, n, k,
Step 3: Compute θ * 1 , θ * 2 based on the bootstrap sample.
Step Step 5: Construct a 100(1 − α)% confidence interval for θ 1 as θ * 1([
)B]) and a 100(1 − α)% confidence interval for θ 2 as θ * 2([
Here [x] denotes the largest integer less than or equal to x.
Simulation Results And Data Analysis

Simulation Results
We perform some simulation experiments to compare the performances of the estimators based on NJPC and JPC schemes. We have taken different m, n, k, different (θ 1 , θ 2 ) and different R 1 , . . . , R k−1 values. For a given set of parameters and the sample sizes, we generate sample based on the algorithm provided in Section 4. In each case we compute the MLEs based on the observed sample, and report their average estimates (AE) and mean squared errors (MSEs) based on 10,000 replications. In each case for the NJPC scheme we construct the exact confidence intervals of θ 1 and θ 2 , and we report the average lengths (AL) and the coverage percentages (CP) based on 1000 replications. For each sample we compute the bootstrap confidence intervals based on 1000 replications and we report the average lengths and the coverage percentages based on 1000 replications. All the results are reported in Tables 1 -4 . We use the following notation to denote a particular progressive censoring scheme. For example when m = 15, n = 12, k = 6 and R = (4, 0 (4) ) means R 1 = 4, Some of the points are quite clear from the above Tables. It is clear that for both the censoring schemes the estimators are quite satisfactory. In most of the cases considered here it is observed that the MSEs of both the estimators are smaller in case of NJPC than the JPC. Regarding the confidence intervals it is observed that the confidence intervals obtained using the exact distribution and also using the bootstrap method provide satisfactory results.
In all the cases the coverage percentages are very close to the nominal level. Regarding the length of the confidence intervals, the bootstrap confidence intervals perform slightly better than the exact confidence intervals. Moreover, the implementation of the bootstrap method is also quite simple in this case.
Now we would like to discuss some of the computational issues we have encountered during the simulation experiments mainly to calculate the exact confidence intervals of θ 1 and θ 2 . It is observed that for m = n, and when k is large the computation of P (X r > t)
and P (Y r > t) become quite difficult for large value of t. For small value of k, if θ 1 and θ 2 are quite different, then solving the two non-linear equations (6) and (7) become quite difficult.
In this case Considering all these points we propose to use bootstrap method for constructing the confidence intervals in this case.
Data Analysis
In this section we provide the analysis of a data set mainly for illustrative purposes. These data sets were used by Rasouli and Balakrishnan [12] also and they were originally taken from Proschan [11] . The data represent the intervals between failures (in hours) of the air conditioning system of a fleet of 13 Boeing 720 jet airplanes. It is observed by Proschan [11] that the failure time distribution of the air conditioning system for each of the planes can be well approximated by exponential distributions. We have considered the planes "7913"
and "7914" for our illustrative purposes. The data are presented below: In this case m = 24 and n = 27. We have considered two different NJPC with k = 8, and different R i values.
Censoring Scheme 1: k = 8 and R = (0 (7) ) Based on the above censoring scheme we generate W and Z, and they are as follows. Table 5 . For the Censoring Scheme 2, the generated W and Z are w = (1, 3, 4, 5, 5, 14, 15, 16) and z = (0, 1, 0, 1, 1, 1, 1, 0). In this case the MLEs and the associate confidence intervals are reported in Table 6 
Conclusion
In this paper we introduce a new joint progressive censoring scheme for two samples. Based on the assumptions that the lifetime distributions of the two populations follow exponential distributions we obtain the MLE's of the unknown parameters, and derive their exact distributions. It is observed that analytically the proposed model is easier to handle than the existing joint progressive censoring scheme of Rasouli and Balakrishnan [12] . We perform some simulation experiments and it is observed that in certain cases the MLEs of the unknown parameters based on the proposed model behave better than the existing model.
Moreover, performing the simulation experiments based on the proposed model is easier compared to the existing model. Therefore, the proposed model can be used for two sample problem quite conveniently in practice.
In this paper we have assumed that the lifetimes of the items follow exponential distribution. In practice it may not be the case always because exponential distribution has a constant hazard rate. It is well known that because of the flexibility, the Weibull distribution or the generalized exponential distribution are more useful in practice. Therefore, it is important to develop the proper inferential procedures for other lifetime distributions for a two sample problem. More work is needed along these directions.
Appendix
Proof of Lemma 1: Note that
Proof of Theorem 1:
Proof of Lemma 2: Proof of Lemma 3: To prove Lemma 3, we mainly use the "Three Monotonicity Lemmas" of Balakrishnan and Iliopoulos [4] . We briefly state the "Three Monotonicity Lemmas" for convenience, and we will show that both θ 1 and θ 2 satisfy the "Three Monotonicity Lemmas".
Suppose θ is an estimate of θ, and the survival function of θ can be written in the following form:
where D is a finite set.
Lemma (Three Monotonicity Lemmas:) Assume that the following hold true: (M3) D is stochastically decreasing in θ.
Then P θ ( θ > x) is increasing in θ for any fixed x. Now to prove (i), first observe that
Hence, (i) can be proved if we can show that (M1) P θ 1 ( θ 1 > t|m k = r) is increasing in θ 1 , ∀t, r ∈ {1, . . . k − 1};
(M2) P θ 1 ( θ 1 > t|m k = r) is decreasing in r, ∀t, θ 1 > 0;
(M3) The conditional distribution of m k is stochastically decreasing in θ 1 .
From the moment generating function of E(e t θ 1 |m k = r) it is easily observe that conditioning on m k = r, θ 1 d = k s=1 X sr , where X sr ∼ Exp(α sr ) and they are independently distributed. Here α sr 's are same as defined in Theorem 1. Since α sr is increasing with θ 1 , the distribution of X sr is stochastically increasing with θ 1 . Since X sr 's are independently distributed, (M1) is satisfied. Hence for all t and for θ 1 > 0, P θ 1 ( θ 1 > t|m k = r) > P θ 1 ( θ 1 > t|m k = r + 1). This proves (M2).
To prove (M3) it is enough to show m k has monotone likelihood ratio property with respect to θ 1 . For θ 1 < θ 1
