We consider the problem of counting the number of contingency tables with given row and column sums. This problem is known to be #P -complete, even when there are only two rows [7] . In this paper we present the first fully-polynomial randomized approximation scheme for counting contingency tables when the number of rows is constant. A novel feature of our algorithm is that it is a hybrid of an exact counting technique with an approximation algorithm, giving two distinct phases. In the first, the columns are partitioned into "small" and "large". We show that the number of contingency tables can be expressed as the weighted sum of a polynomial number of new instances of the problem, where each instance consists of some new row sums and the original large column sums. In the second phase, we show how to approximately count contingency tables when all the column sums are large. In this case, we show that the solution lies in approximating the volume of a single convex body, a problem which is known to be solvable in polynomial time [5] .
INTRODUCTION
We consider the problem of approximately counting the set of all contingency tables with specified row and column sums. We present the first fully polynomial randomized approximation scheme (fpras) [12] for counting such tables when the number of rows is constant. Our algorithm also implies a polynomial time procedure for the closely related problem of generating such a table almost uniformly at random, though we will not discuss the details of that here.
The counting problem is of considerable interest, both from the theoretical and practical viewpoints. The thesis of Mount provides much useful information on this problem and its relatives [14] . Dyer, Kannan and Mount [7] have shown that the problem of counting contingency tables is #P -complete even if there are only two rows. The existence of an fpras for counting contingency tables has been an open question for several years. The 1997 survey by Jerrum and Sinclair [11] , listed it as one of the most important open problems in the complexity of approximate counting.
Practically, contingency tables play an important role in statistics, where they are used to tabulate the results of surveys. The analysis of such tables provides strong motivation for the problem of efficiently generating contingency tables with given row and column sums almost uniformly at random. See Diaconis and Efron [2] for details.
Before presenting our algorithm, let us summarize previous work on the problem of counting contingency tables. Earlier papers on the subject mostly addressed the sampling problem. The paper of Diaconis and Gangolli [3] seems to be the first to describe a Markov chain on the space of contingency tables which converges to the uniform distribution. The convergence rate of this chain was subsequently analyzed by Diaconis and Saloff-Coste [4] for the case when the number of rows and columns is fixed and by Hernek [8] for the case when there are two rows. The analyses for both cases showed that the chain mixed in pseudopolynomial time (the running time is polynomial in the table sum). Chung et al. [1] gave a Markov chain for contingency tables that con-verges in pseudopolynomial time for any row and column sums which are sufficiently large.
The very first polynomial-time algorithm for approximately counting contingency tables was the algorithm of Dyer, Kannan and Mount [7] . They (i) gave a sampling algorithm that converges in polynomial time for any input with row sums of size Ω(n 2 m) and column sums of size Ω(nm 2 ); (ii) showed how to use the sampling algorithm to approximately count the number of contingency tables for inputs satisfying the same constraints. This result was later refined by Morris [13] , who showed that the result also holds when the row sums are Ω(n 3/2 m log m) and the column sums are Ω(m 3/2 n log n). Dyer and Greenhill [6] gave a polynomialtime algorithm for counting contingency tables when the table has two rows. They first defined a Markov chain for sampling from the set of contingency tables with given row and column sums, and showed that this chain converges in polynomial-time when the input has two rows. Then they showed how to use their sampling algorithm to obtain an fpras for the corresponding counting problem. The result we prove here is a generalization of Dyer and Greenhill's (from two rows to m rows), but we use an entirely different approach.
A novel feature of our algorithm, which is described in Section 2, is that it is a hybrid of an exact counting algorithm and an approximation algorithm. It can be viewed as having two phases. The input is a list containing a constant number of row sums, a list of column sums, and an error parameter > 0. In the first phase of the algorithm (Step 1 below) we partition the columns of the table into "small columns" and "large columns". Every contingency table for the given row and column sums can be split into two smaller tables -a table on the small columns (with some list of partial row sums), and a table on the large columns (whose list of row sums is the original list of row sums less the list of partial row sums). We show that the number of different lists of partial row sums that may occur on the table of small columns is polynomial in the number of columns and −1 . By dynamic programming, we can count the number of contingency tables on the small columns for any given list of partial row sums in polynomial time. We then write the number of contingency tables for the original input as the weighted sum (each weight is the count computed for some list of partial row sums) of a polynomial number of terms, where each term is the number of contingency tables for some list of row sums and the large columns.
In the second phase of the algorithm (Step 3), we approximately count contingency tables for each of the new instances of the problem generated in the first phase. Consider any specific instance. We know the number of rows is constant and all the columns are large. We partition the rows using a different method to that used for the columns. We define a "gap factor" which is sufficiently large. Then we partition the rows into small rows and substantially larger rows -each of the large rows must be larger than the product of any small row and the gap factor. Note that the number of contingency tables for our given row and column sums can be written as the sum, over all possible partial column sums for the small rows, of the number of contingency tables for the given row and column sums which have these partial column sums. Our partitioning of the rows ensures that any partial column sums will be small in comparison to the large column sums. In Sections 3 and 4 we show that in this case the number of contingency tables with given partial column sums does not depend much on the specific partial column sums that are considered. Therefore we can estimate the number of contingency tables by choosing a fixed list of partial column sums, and calculating the product of the total number of tables for the small rows (with any partial column sums) and the number of contingency tables for our instance which have the fixed partial column sums. The total number of tables for the small rows can be calculated using binomial coefficients. The second quantity we need to compute is a single instance of the problem of counting contingency tables, where all the columns are large and all the rows are large. In Section 3 we show that, in this case, the number of contingency tables is very close to the volume of a convex polytope. We use the polynomial-time algorithm of Kannan, Lovász and Simonovits [9] , for approximating the volume of convex bodies, to estimate the volume of this polytope.
THE ALGORITHM
Before presenting the algorithm, we introduce some notation. First, for any lists r = (r1, . . . , rm) and c = (c1, . . . , cn) of non-negative integers, we say that a m × n integer matrix X is a contingency table with row sums r and column sums c iff
We let Σr,c denote the set of all contingency tables with row sums r and column sums c. The cardinality of this set, denoted |Σr,c|, is the number of contingency tables with the given row and column sums. We always assume that m i=1 ri is equal to n j=1 cj (otherwise Σr,c is empty) and denote this total (also called the table sum) by N .
Throughout this paper we will assume that m ≥ 2 is a constant. We assume without loss of generality that n ≥ m.
Our algorithm takes a list r = (r1, . . . , rm) of row sums and a list c = (c1, . . . , cn) of column sums, an error parameter satisfying 0 < < 1 and a confidence parameter η satisfying 0 < η < 1. The algorithm runs in time polynomial in n, log N , −1 and log η −1 and returns an estimate Sr,c. In Sections 3 and 4, we will prove that |Sr,c − |Σr,c|| ≤ |Σr,c| with probability at least 1 − η.
The following quantities will be useful in describing the algorithm:
Note that q is equal to p + 2.
We will apply the following Observation (cf. page 63 of Mount [14] 
The following observation will also be useful 
Our algorithm is based on Equation (1) of Observation 1. In
Step 1 of the algorithm, we choose an appropriate value for k and calculate |Σ s,(c 1 ,...,c k ) | exactly for all s ∈ S.
In Step 2 we approximate |Σ r−s,(c k+1 ,...,cn) | within (1 ± ) of its true value, for every s ∈ S.
In Step 3 we use (1) to estimate Σr,c within (1 ± ).
Step 1
Assume that (c1, . . . , cn) is sorted in non-decreasing order. Let k be the index such that cj ≤ n p for all j ≤ k and
Columns c1, . . . , ck are the "small columns" of the table.
Columns ck+1, . . . , cn are the "large columns". Note that it only takes O(n(log n)(log N )) time to sort the columns and identify k. Now consider Equation (1) from Observation 1 for this k. In this step of our algorithm, we will use dynamic programming to calculate |Σ s,(c 1 ,...,c k ) | for every partition s ∈ S.
Then by Observation 2, the number of ordered partitions of We compute the table Tk by dynamic programming. First, for every partition s = (s1, . . . , sm) ∈ S1, we set
The table T1 is computed in two steps: (i) First we generate all of the ordered partitions s of c1 into m parts. We generate these partitions in non-decreasing lexicographic order of s1, . . . , sm−1. Each new partition is generated by updating the components (each component is at most n p ) of the previous partition, and therefore gener-
(ii) We test each of the partitions generated in (i). If si ≤ ri for all i then s ∈ S1 and we set T1[s1, . . . , sm] = 1, otherwise we delete s1, . . . , sm from our list. Testing one partition will take O(m(log n p )) time.
By Observation 2 and by m ≤ n and p ≥ 1, there are at most (2n p ) m ordered partitions of c1 into m parts. Therefore
Next, we show how to compute Th+1 for every 2 ≤ h+1 ≤ k using the table Th. For every s ∈ Sh+1, using Observation 1 (with n = h + 1, k = h, and r = s), we have
. , qm](4)
The 
Note that the upper bound on the running time of step (iii) given by (6) also dominates the running time of step (i) and (ii). Therefore, for any h + 1 ≤ k, the running time to construct Th+1 is given by (6) . The algorithm first takes O(n(log n)(log N )) time to sort the columns of the table. Then it constructs at most n different Th+1 tables to obtain Tk. Therefore the running time taken to construct Tk is
By definition,
Now we convert our running time to the O * notation, where we ignore logarithmic factors as well as constant factors. Remember that m is constant. In this setting the running time of Step 1 (previously bounded in (7)) is
The entry T k [s1, . . . , sm] is equal to |Σ (s 1 ,...,sm),(c 1 ,. ..,c k ) | for every s ∈ S. We also know |S| ≤ (2n p+1 ) m , and therefore
Step 2
In this step we show how to approximate the value of |Σ r−s,(c k+1 ,...,cn) | within a multiplicative factor of (1 ± ) of its true value in polynomial time, with high probability, for any given s ∈ S.
First let η = η
First sort the rows of r − s into non-decreasing order and rename this vector by r . We can sort these rows using O(m(log m)) arithmetic operations.
Let n denote n − k, and rename the (ck+1, . . . , cn) vector by (c 1 , . . . , c n ) .
Let N = n j=1 c j be the table sum. Now classify the rows of r as "small rows" or "large rows" as follows: If r 1 ≥ n q , then we classify all the rows as large rows. Otherwise r 1 < n q . Then let be the smallest index such that r +1 > n q r (if such an exists). The rows 1 to are the "small rows" and the rows greater than are the "large rows". The classification of the rows into small and large rows can be performed using O(m) arithmetic operations.
We consider three cases.
Case 1:
All the rows are large rows (r 1 ≥ n q ). In this case, the row sums r and the column sums c satisfy the conditions of Theorem 3 (see Section 3). Therefore, by Theorem 3, the value of |Σ r ,c | is within (1± /15) of the volume of the convex polytope P (r , c ) defined in Section 3. We use the polynomial-time algorithm of Kannan, Lovász and Simonovits [9] for approximating the volume of a convex body, to approximate vol(P (r , c )) within a factor of (1 ± /5), with probability at least 1−η . Thus we approximate |Σ r ,c | within (1 ± ) with probability at least 1 − η .
Case 2:
All the rows are small rows. We show this case cannot occur. Suppose this is a possibility. Since all the rows are small rows, the table sum N is equal to R. This 
Now we show how to approximate |Σ r ,c | for this case. By (2) of Observation 1, we write
where the sum is taken over all partitions t of the value R into a list of n non-negative integers.
From here on we denote the large row sums (r +1 , . . . , r m ) by (u1, . . . , u m ), and any list of modified large column sums c −t by (v1, . . . , v n ). By construction, every r i is at least n q .
Remember that by construction cj ≥ n p for every 1 ≤ j ≤ n . We also have tj ≤ R for every 1 ≤ j ≤ n . Therefore every vj value is at least as big as n p − R, and by (11) , this is at least n p /2.
In Section 3, we will define a convex polytope P (u, v) in (m − 1)(n − 1)-dimensional space for any large row sums u and modified large column sums v. We will prove the following theorems: Theorem 3 For any list u of large row sums and any list v of modified large column sums, |Σu,v| lies within (1 ± /15) of vol(P (u, v) ), the volume of the convex polytope P (u, v) (See Section 3).
Theorem 4 Let u be a list of large row sums and let v and v be two lists of modified large column sums. Then vol(P (u, v)) ≤ (1 + /15)vol(P (u, v)) (See Section 4).
Now we show that Theorems 3 and 4 allow us to approximate all of the different |Σu,v| values (there could be exponentially many of these) in a single step. Define some fixed list of modified column sums v by choosing an arbitrary partition t of R, and defining v as c − t. Let v be any other list of modified column sums. By Theorem 3 we have
|Σu,v| ≤ (1 + /15)vol(P (u, v))
where the second line follows by Theorem 4. Also by Theorems 3 and 4 we have
By (12), the product of vol(P (u, v)) and t |Σ (r 1 ,...,r ),t | approximates |Σ r ,c | within (1 ± /5).
Note that we can choose an arbitrary partition t of R, and calculate v = c − t using O(m) arithmetic operations.
We calculate t |Σ (r 1 ,...,r ),t | directly as follows: Since we are summing over all possible column sums t, we are simply counting the number of n × tables with the row sums (r 1 , . . . , r ) (and any column sums). This is equal to the product of the terms
over all i such that 1 ≤ i ≤ (the term for i counts the number of ways of partitioning ri into an ordered list of n non-negative integers).
We can compute each of the
terms using O(n) arithmetic operations. Therefore we obtain t |Σ (r 1 ,...,r ),t | using O(mn) arithmetic operations.
We use the algorithm of Kannan, Lovász and Simonvits [9] to approximate vol(P (u, v)) within a factor of (1 ± /5) with probability at least 1 − η . Taking the product of this value and t |Σ (r 1 ,...,r ),t |, we will approximate |Σ r ,c | within a factor of (1 ± ).
The algorithm of Kannan, Lovász and Simonvits [9] approximates the volume of a convex body P in d dimensions to within (1 ± ) of its true value by generating
random d-dimensional points and for each of these points, performing an oracle call to test whether the point lies in the convex body. The total number of random bits used to generate all the points that are tested is
The convex polytopes that we construct (either in Case 1 or Case 3) have dimension less than or equal to nm. Also, for the convex polytopes P (u, v) that we consider (defined in Section 3), we can test a point for membership of P (u, v) using O(mn) arithmetic operations. Therefore we can use the algorithm of Kannan, Lovász and Simonvits [9] to approximate vol(P (u, v)) (or vol (P (r , c ) 
Step 3
Finally, in
Step 3, we use (1) of Observation 1 to construct an estimate Sr,c of |Σr,c|, using the exact values of  |Σ s,(c 1 ,. ..,c k ) | for s ∈ S (constructed in Step 1), and the estimates of |Σ r−s,(c k+1 ,. ..,cn) | for s ∈ S (constructed in Step 2) .
By definition of η , we know that with probability at least (1 − η) , all of the estimates constructed in Step 2 lie within (1 ± ) of their true values. Therefore ||Σr,c| − Sr,c| ≤ |Σr,c| with probability at least (1 − η).
Combining the running times of Step 1 and Step 2, the running time of our entire algorithm is
APPROXIMATING |ΣU,V | BY THE VOL-UME OF A CONVEX BODY
In this section we prove the claim that the number of contingency tables with given row and column sums can be closely approximated by the volume of a convex polytope, if the row and column sums are large enough. We begin by introducing some notation. Let u = (u1, . . . , u m ) be a list of row sums and v = (v1, . . . , v n ) be a list of column sums. Let N be the table sum. Then Σu,v is equivalent to the set of non-negative integer solutions for the following system of inequalities:
In this setting we assume:
In this section and the next one, we work in the (m − 1)(n − 1)-dimensional space and assume that i ranges over 1 ≤ i ≤ m − 1 and j ranges over 1 ≤ j ≤ n − 1.
We define P (u, v) as the convex polytope consisting of the set of non-negative real solutions for (13) , (14) and (15).
For any convex body P and any α > 0, we define the dilation of P by α to be the set αP = {αX : X ∈ P }. It is well-known that for any d-dimensional convex body P , vol(αP ) = α d vol(P ) (see Corollary 15, page 101 of Kelley and Srinivasan [10] ). , v) ).
Proof. We assume without loss of generality that u m is the largest row sum among the ui, and that v n is the largest column sum among the vj. Therefore u m ≥ N /m and v n ≥ N /n .
The following interpretation of |Σu,v| will be useful: for each Z ∈ Σu,v, we define a hypercube
is associated with at most one integer point Z ∈ Σu,v. Also, for every Z ∈ Σu,v, the volume of the hypercube associated with Z, denoted vol(H(Z)), is exactly 1 (though some of the hypercube H(Z) may lie outside P (u, v)).
In part (i) of this proof we will define two extra convex polytopes called P − (u, v) and P + (u, v). We will show that
As vol(∪Z∈Σ u,v H(Z)) = |Σu,v|, this shows
In Part (ii) we will show that
Putting this together with (16), we will have
as required.
(i): Let P − (u, v) be the set of all real (m − 1)(n − 1)-dimensional points X with non-negative entries that satisfy the following three sets of inequalities:
, and let Z be the unique point with integer entries such that X ∈ H(Z). We show Z ∈ P (u, v). Then since Z is an integer point by definition, we have Z ∈ Σu,v. By definition of H(Z) and the fact that the Xi,j values are non-negative, we know Zi,j ≥ 0 for all (17) and (18) imply that Z satisfies (13) and (14) for P (u, v) .
Finally,
and combining this with (19), we have
Define P + (u, v) to be the set of all real (m − 1)(n − 1)-dimensional points X with non-negative entries that satisfy the following inequalities:
Now let Z ∈ Σu,v. Then Z is also in P (u, v) and satisfies (13), (14), and (15). We will show that H(Z) ⊆ P + (u, v).
Therefore all of the entries of X are non-negative.
By (15) and by Xi,j ≥ Zi,j, we have
By definition of H(Z),
Zi,j) + (n − 1), and combining this with (13), we obtain (20). By a similar argument, X satisfies (21).
Therefore we have shown that
and therefore we have proved (16), as required.
(ii): We define δ = /20m n . Note that n −p = /20mn, which is at most δ. Thus n p ≥ 1/δ.
For this section of the proof, it will be useful to move the origin to a point lying inside P (u, v). Let p be the real (m − 1)(n − 1)-dimensional point defined by p i,j =def uivj/N . We move the origin of P (u, v) to p as follows: substituting Y + p for X in (13), (14) and (15), we find that the point X lies in P (u, v) iff the point Y = X − p satisfies Yi,j ≥ −uivj/N for all 1 ≤ i ≤ m − 1 , 1 ≤ j ≤ n − 1 and also satisfies the following system of inequalities: We now move the origin for the polytopes P − (u, v) and P + (u, v), using the same point p . We define two more transformed convex polytopes Q − (u, v) and Q + (u, v), where
We
We show that Y satisfies the lower bounds for Q − (u, v) and Inequalities (26)-(28).
Lower bounds: The lower bounds for
Inequality (26): By (23), 
. Therefore by definition of p and by
where the second last step follows by m ≥ 2 and n p ≥ 1/δ, and the last step follows by m − 1 ≥ 1 and n ≥ m ≥ 2. Then
We show that Y /(1+δ) satisfies the lower bounds for P (u, v) and Inequalities (23) 
Define δ = (m − 1)N /u m vj, and write
Applying N /u m ≤ m and vj ≥ n p /2, and using our as-
By definition of p and by n −p ≤ δ, we have δ ≤ δ, and
, and this gives
, and by the definition of δ, this is at least (1 − /20). Therefore
and since < 1, this is at most (1 + /15). Therefore
and by vol(P (u, v)) = vol(P (u, v)) and vol(Q
Combining (33) and (32) with (16), we have our result.
APPROXIMATING THE VOLUME OF A CONVEX BODY BY ANOTHER CONVEX BODY
In this section we prove the second claim made in Case 3 of Step 2 of our algorithm. We will use notation from Sections 2 and 3 and some of the ideas from Section 3. Let (u1, . . . , u m ) and (v1, . . . , v n ) , v) ).
Proof. Again, let δ = /20m n . Assume without loss of generality that v n is the largest column sum among the vj.
Let p be the real (m −1)(n −1)-dimensional point defined by p i,j =def uivj/N . We will use the same trick that we used in part (ii) of Theorem 3, and consider the convex polytope P (u, v) centred at this point.
Remember that vol(P (u, v)) = vol(P (u, v)). We now construct P (u, v) by taking the identical point p that we used for P (u, v) and letting Y ∈ P (u, v) iff Yi,j ≥ −uivj/N for all i, j and Y + p ∈ P (u, v). Then we consider 
(for 1 ≤ j ≤ n − 1)
We will show P (u, v) ⊆ (1 + δ)P (u, v) . Within this proof we will show that the quantity , v) ).
