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NOMENCLATURE 
a = Acceleration; a~ is lateral acceleration 
D = Aerodynamic drag, function of h, V, n 
E = Specific energy, E,= V2/(2g) + h 
g = Gravitational acceleration (constant) 
h = Altitude 
n = Load factor 
q = Dynamic pressure, q, fp  V2/2 
R = Line-of-sight vector between the target and 
the attacking vehicle (missile or launching 
aircraft) 
R,. = No-escape range 
t = Time 
tL = Launch time 
tf ffi Final time 
T = Thrust force 
a = Control vector, u,=(n, It, ¢)z 
V = Velocity vector 
W = Weight 
x -- x-coordinate 
y = y-coordinate 
z = State vector, z,=(x, y, h, V, ~, X) T 
//= Angle between Rh and V h (see Fig. 1) 
), = Flight path angle 
It = Bank angle 
= Power setting 
p = Air density, function of h 
X ffi Azimuth angle 
bold = Denotes a vector; if in italic the symbol 
denotes the Euclidean orm of a vector, 
~g. R--IlRI[. v 7 ,vii. 
ime oenvatwe ot a variable ( ' )=  
Subscripts 
P,(T, M) = 
h= 
0ffi 
Variable of the pursuer (target, missile) 
Horizontal projection of a vector 
Initial value 
VM, h~ ~rth / 
MissiLe R h Torget 
Fig. I. Definition of ~M and ~T, 
INTRODUCTION 
A main problem in the guidance of  fighter aircraft is the position and instant of  missile launch 
against an aggressive target. A suitable mathematical model for the analysis of  the problem is a 
differential game (DG) which includes both the pre-launch phase of  the aircraft and the 
missile/target duels (see Fig. 2). The first investigation of  this type of  scenario is given by 
J/irmark [1]. Both aircraft and missile controls are determined by the optimality conditions of  the 
DG.  Open loop controls are computed for all vehicles involved. Unlike [1], Moritz et al. [2] analyse 
the above scenario with fixed guidance laws for the missiles. The DG-concept only concerns the 
aircraft controls. The emphasis is put on realistic models for the vehicles and their performance 
limits. Optimal aircraft trajectories are computed subject to load factor-, dynamic pressure- and 
radar tracking (gimbal limit) constraints. Numerical results presented in both papers indicate that 
aircraft maneuvers prior to launch are important. 
A subscenario f  the game is the missile/aircraft pursuit-evasion problem. For this subscenario 
Shinar and Gazit [3] have proposed a suboptimal feedback guidance law for the evading aircraft 
based on a pursuit-evasion analysis. This control logic is actually used in the present paper to 
resemble the optimal avoidance of  the aircraft. In addition, Shinar and Gazit have introduced the 
notion of  the "no-escape firing envelope", which is the boundary between capture and escape zone 
of  the missile/target PE problem and can be viewed as a surface in the joint state space. The subject 
o f  the present paper is to find local optima on the no-escape nvelope---launch points which 
maximize the distance between pursuer and evader along certain subsets of  the surface. The 
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Fig. 2 
problem formulation isobtained as simplified version of a more general DG-concept. The solutions 
can serve as reference points for the immediate pre-launch guidance. By definition they guarantee 
a hit of the target and the optimality criterion of maximum firing range partly covers the safety 
aspect. 
The first section introduces the models of the vehicles. Great care is taken of a realistic design. 
The second part derives the problem formulation starting with a more general DG-concept. The 
third part deals with the target strategy. The algorithm of Shinar and Gazit is modified to include 
elements of the "natural" behaviour of an aggressive target, which in particular does not detect 
the missile prior to its autonomous phase. The fourth section addresses the numerical solution 
procedure. Finally a set of numerical examples is discussed, which leads to some general 
conclusions about the pre-launch strategy. 
MODELS FOR A IRCRAFT AND MISSILES 
The motion of a vehicle (missile or aircraft) is described by the following ODE-system: 
.~ = V cos y cos Z, (1) 
p = V cos 7 sin X, (2) 
/~ = V sin y, (3) 
(1" = g(( T - D ) /W - sin y), (4) 
~/= g(n cos # - cos y)/V, (5) 
= gn sin g/ (V  cos y). (6) 
For an aircraft thrust is composed as T = ~Tmax(h, V). In the numerical examples T~x and D 
are analytic functions which are carefully fitted to table data of a particular fighter aircraft. The 
aircraft weight is regarded as a constant; the weight reduction caused by fuel consumption is
neglected. Because of the short duration of the investigated flight paths (~ 40 s) this is not a rough 
simplification. For a missile T and W are given functions of the elapsed flight time. 
The load factor commands for the missile and the target are bounded by structural limits (the 
stall limit is not reached in the numerical examples): 
n M ~< riM.rex (= 35), (7) 
nr ~< nx.m~ (= 9). (8) 
The aircraft thrust can vary between 0 and T~,~: 
0~<~ ~< 1. (9) 
The relevant state constraint for the target aircraft is the dynamic pressure limit: 
qx <~ qT,raax ( = 105 kN/m2). (10) 
For both aircraft and missile the controls are determined by feedback strategies: 
U.r = U,r(Z-r, ZM); UM = UM(Zr, ZM). 
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Ur is described in a special section. UM is determined by a command for the lateral acceleration 
aM,, which is composed of two elements: 
0 J (11) aMn = aMn "JI- aMn. 
a° .  is the well known pure proportional navigation command: 
a° . ,=-RN(R  x 1~) x VM/(R2VM), (12) 
with N = 3. For the interpretation of a[~. consider a special (but generally valid) decomposition 
of the acceleration vector: 
a= I?T + T~V~ +TxVcosTz  (13) 
with the orthogonal vectors 
T:=(cos ), cos ~(, cos ), sin X, sin 7) x, 
T~:=0T/d~, Tz.'=0T/O x / cos ~. (14) 
Evidently I;'T is the longitudinal acceleration vector; the components along T~ and T~ represent 
the lateral acceleration vector. The ulterior motive on defining a~. is to elevate the flight path of 
the missile to exploit the smaller drag at higher altitude ("trajectory shaping"). Accordingly, a 
vector parallel to T7 is added to a°.  to get larger values of ~. The particular form of a~. is 
a~.,=bias(t, hM)g cos 7 T~. (15) 
Obviously, bias(t, hM) may be thought of as the number of g's which are added in T~-direction. 
The shape of the bias-function for hM = 6 km is depicted in Fig. 3. It fades out at the end of the 
march phase of the missile (t = 15 s). 
PROBLEM STATEMENT 
The following scenario is considered: a pursuer P starting at t = 0 with the state zp0 launches 
a missile M at t = tL ~> 0 directed towards a target T with initial state ZT(0 ) = Zr0. The missile 
[state vector at launch time: ZM(tL) = Zp(tL)] is guided by a fixed strategy (see previous ection). The 
control elements of this game are 
(i) the control history of P for 0 ~< t ~< tL (up(t), t I> tL, does not affect the game); 
(ii) the launch time t L/> 0 
and 
(iii) the control history of T for 0 ~< t ~< tf. 
The final time tf > t L is determined by a prescribed value Rf for the distance R between missile 
and target: 
R(tf) = Rr. (16) 
There is a "barrier" which envelops the domain where (16) can be enforced at all by the pursuer. 
In this paper we are only interested in the interior of this domain. 
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Fig. 3. The bias function multiplying the additional acceleration term. 
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Complete information is assumed to be available to P, T and M about the state and model 
parameters of each vehicle. The guidance law of M is supposed to bc known to both aircraft. 
The payoff index of the game is defined as the final range rate. So we have the rain-max problem 
min max/~(tf). (17) 
lip,t L II T 
The above problem is difficult to solve with today's numerical methods (as it was done in [2]). 
For simplification the solution for Up, tL is replaced by searching a favourable launch position, that 
is we set tL = 0 and optimize some Up c {~M, [IM, hM} (state values at launch time). The modified 
formulation is
min max/~(tr). (18) 
Up lIt 
Since in this formulation the pre-launch phase shrinks to zero time and the missile is guided 
autonomously, there is no pursuer control for t > 0. For given Up the target control is determined 
by a one-sided optimal control problem, the missile avoidance problem: 
max R(tf) subject o R(tf)= Rf. (19) 
~r 
The joint state at launch is described by the vector 
(EM, hu, YM, [IM, ET, hT, YT, fiT, R). 
Let J ( EM, hM, YM, [IM, Er , hr, 7T , [Ix, R) be the value function of (19). The min-max problem (18) 
can be rewritten as 
min J(EM, hM, 7M, [IM, ET, hi, TT, fiT, R), (20) up 
where Up consists of some of the arguments of J. 
Missile launch is assumed to be effective if the final range rate is smaller than some fixed value 
/~f, i.e. J </~r. The surface 
J(EM, hM, 7M, [IM, ET, hr, 7T, fiT, R) =/~r (21) 
separates the initial conditions, which terminate in a miss, from those which lead to a hit. It is called 
the "no-escape envelope" (Shinar and Gazit [3]), since optimal target evasion in the sense of (19) 
is assumed. One evident property of J is 
dJ/dR > 0. (22) 
Thus (21) can be solved for R: 
R = P~e(EM, hM, 7M, [IM, Er, hT, "~T, fiT)" (23) 
R~ is called "no-escape range". It is the largest range from where the target can be hit (for given 
EM, hM, etc.) in spite of its optimal avoidance strategy. We are interested in launch positions on 
the no-escape envelope, i.e. we are looking for R, Up such that (20) and (21) are satisfied. Because 
of (22) an equivalent problem is 
max Rne(EM, hM, 7M, [IM, ET, hT, 7T,  [IT)" (24) 
Up 
The particular selections of Up are 
(PI) 
(P2) 
max Rne w.r.t. ~M, ~M ; 
max Rn¢ w.r.t. ~M, ZM, hM" 
Note that in (P2) the variation w.r.t, hM is such that EM remains constant. 
To interpret he background of (Pl) and (P2), the notion of a "time scale separation" is 
introduced. For (Pl) one has to imagine tht ~, and [i (i.e. the direction of V) are "fast variables" 
in the sense that they can quickly be adjusted to certain reference values without significant change 
of V and h. With this notion in mind a conclusion can be drawn about the immediate pre-launeh 
phase of P. 
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Assume that ?* and r*  are the optimal solutions of (PI) for certain values of EM, hM, 
etc. The pre-launch control of a pursuer, who has reached the values Eu and hM for energy 
and altitude and faces a target with the state Er, hr etc., will mainly consist of steering V and p 
towards ?* and fl*. This is the statement about up, which can be inferred from the solution 
of (P1). 
(P2) is an extension of (P1) in the sense that altitude is now also regarded as a "pseudo-control" 
compared to specific energy, a notion borrowed from the "energy state model". The motivation 
for (P2) is analogous to that of (P1). The results of both (P1) and (P2) are clues towards the 
pre-launch control of P. 
THE TARGET STRATEGY IN THE PRACTICAL SOLUTION 
In the practical solution of (P1) and (P2) the target strategy is modified for two reasons: 
(i) 
(ii) 
The solution of (P1) and (P2) based on the true value function of (19) is not feasible with 
today's numerical methods. 
With present day technology the target cannot detect he missile until the "autonomous 
phase" of the missile is discovered by T's radar system. (This is in contradiction to the 
complete information structure of the game assumed above.) The avoidance phase is 
deferred to this moment, which occurs at R ~ 10 km. Up to this point the target behaves 
aggressively rather than playing the role of an evader. 
To account for (i) the optimal avoidance strategy u* = U*(zu, ZT) is replaced by a sub- 
optimal control ogic tTT(ZM, Zr), which has been designed by Shinar and Gazit [3] to resemble the 
optimal evasive strategy. A comparison of U~ and 1DT for a series of initial conditions is given 
by Grimm [4]. 
The aggressive target behavior prior to missile detection is expressed by an upper bound on the 
angular difference between R0 and VT. XT is controlled such that 
(Ro.h, VT,h) -'} 120 °. (25) 
Equation (25) is to model the control of T in a typical post-launch maneuver. The fictitious 
situation providing the background for the target strategy is outlined in Fig. 4. Since T (aircraft 
A2 in Fig. 4) is supposed to be an aggressive target, it is assumed to fire a missile (M2 in Fig. 4), 
too. M2 has to be supplied with information about aircraft A1, whose missile firing (M1 in 
Fig. 4) is to be optimized in the present paper. A1 must be kept in the radar visibility domain of 
A2, which is modelled as a cone with an opening angle of 60 °. Equation (25) is such that A1 is 
kept on the edge of this cone---a maneuver which is called "gimbal imit maneuver" by air combat 
experts. A1 and M2 do not appear in the computations; they are only parts of a hypothetical 
background. 
_.----- f / - - -a Po,. 
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Fig. 4. Fictitious cenario to explain the target strategy. 
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Fig. 5. Switching strategy ofthe target. 
Altogether the target strategy consists of two phases: (i) "gimbal limit maneuver" up to 
R = 10 km; (ii) suboptimal escape strategy QT up to R = Rr = 100 m. 
A feedback strategy is constructed assembling (i) and (ii). It is supplemented such that the state 
and control constraints (8)-(10) for T are not violated. The no-escape range R,e is now defined 
relative to this strategy. 
In the DG (17) the target has the choice to evade either to the right or to the left side of 
the line-of-sight. The surface where both alternatives yield the same game value is a dispersal 
surface in the game solution. In the suboptimal feedback strategy this surface is substituted by a 
decision logic for the reference direction of the "gimbal limit maneuver". Possible reference 
directions for fT are 120 and 240 ° (see Fig. 5). The decision where to go is made at the beginning 
of the duel. The reference direction of the "gimbal limit maneuver" is 120 ° for tim ~< n --fit 
and 240 ° for tim > rr --fit (see Fig. 5). A missile direction like V~.h leads to reaction (1) on the 
target side; similarly V~!h and target action (2) belong together. The outcome of the duel is 
discontinuous along the surface tiM = n -  fix, which is called "switching surface of the target 
strategy" in the sequel. (P1) and (P2) are divided in two subproblems each: at first the local 
solutions in regions (1) and (2) must be sought. The global optimum is characterized by the larger 
Rne value. 
NUMERICAL  SOLUTION 
The basic element of the numerical solution concept is the procedure to simulate the missile/ 
target duel. The crucial output of this routine is the final range rate R(tr): 
Input: E M, hM, 7M, fM, ET, hT, ~/r, fiT, R 
simulation of the missile/target duel up to Rf= 100m; 
Output: /~(tf). 
For (P1) EM, hM and the target variables are fixed. R(tr) can be viewed as a function r(R, ~M, tiM) 
of the varying parameters which is evaluated by the procedure above. (PI) is equivalent to the 
nonlinear program 
(NPI) max R w.r.t. R, 7M, fM subject o r(R, ~M, fM) = Rf" 
Because of the switching strategy of the target (NP1) has to be solved twice: once for fM <~ n -- f r ,  
the second time for fM >I n -  fr" Similarly (P2) is set up as a nonlinear program (NP2). The 
optimization procedure, a sequential quadratic programming algorithm, requires a sequence of 
r-values and the corresponding partials Or/OR, Or/OflM, Or/O~M, Or~OhM, which are approximated 
by numerical differentiation. To this end the above simulation procedure must be called many times 
leading to a considerable computational expense. To guarantee sufficient accuracy for the finite 
differences, the integration must be performed highly accurately. In particular the state dependent 
discontinuities in the target strategy must be treated carefully (change of the control mode at 
R = 10 km or on encountering the qma~ limit etc.). To this end the special integration routine of 
Horn [5] is used. 
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Table 1 
Scenario I II III 
EM0 (m) 22,362 16,743 13,85 I 
hM0 (m) 1 1,000 7,000 5,000 
ETO (m) 9,727 16,743 19,699 
hTo (m) 5,000 7,000 11,000 
~'r0 (°) 20 0 0 
Table 2 
Scenario I II Ill 
jOTO ('~) 165 135 180 
hMo (m) 13,930 I 1,930 8,400 
)'M0 (°) -- 10 0 20 
7M0 (')) 15 30 0 
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NUMERICAL  EXAMPLES 
Numerical solutions are presented for three sets of initial conditions, referred to as "scenarios" 
in Tables 1 and 2. The three cases are representative for: (I) an energy advantage; (II) equal 
energy; and (III) an energy disadvantage of the launcher. The value of hM0 is only relevant for (P1); 
in (P2) hm is optimized subject to EM0 being constant. The (P2) solutions for specific /1T0 values 
are given in Table 2. 
Figure 6 is the horizontal projection of the missile-target simulation belonging to scenario I. 
It is typical for any duel of this kind, so the corresponding pictures for the other two cases are 
omitted. The two phases of the target strategy can clearly be recognized. The "gimbal limit 
maneuver" directed 60 ° from R0. h is followed by a pure avoidance phase, which terminates in a 
"tail chase". In any case the reference direction for the "gimbal limit maneuver" is//T ~ 120° (see 
also Fig. 6), the "upper limit direction" in Fig. 5. Obviously this is the reference direction which 
is closer to the initial value//TO (the "lower limit direction" in Fig. 5 is//T ~ 240°). This observation 
holds for all examples examined in the study and can be summarized in a rule for the pilot: drive 
the target to the limit direction which is nearer to its current direction. 
Figures 7a and 7b are vertical projections of the flight paths belonging to the (P2) solutions II 
and III (the analogous picture of case I is similar to that of case II and is therefore omitted). 
The optimization of hm leads to a shoot-down situation in case II, whereas hM0 < hT0 in case III. 
The avoidance phase of the target consists of the typical dive in case III; in case II the qmax limit 
(10) prevents further loss of altitude. Case III shows the elevation effect of the missile guidance 
law (11)-(15). The additional term ah. [see (15)] causes a climb beyond target altitude. Missile 
performance is enhanced because of small drag at high altitude. 
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Fig. 6. Missile/target duel for scenario I in Tables 1 and 2. Horizontal projection. 
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Fig. 7. (a) Missile/target duel for scenario II in Tables 1 and 2. Vertical projection. (b) Missile/target 
duel for scenario III in Tables 1 and 2. Vertical projection. 
To assess the practical value of the optimization results, one has to estimate the loss for a 
deviation from the optimum. This is done in a "sensitivity analysis", which means to compute R,, 
in the neighbourhood of the optimal launch point. Figures 8a-c and 9a-c present he results 
for Tables l and 2. In mathematical terms they show a section of the "no-escape envelope" in the 
functional representation (23) along the 0'M0, tiM0) subspace (Fig. 8a-c) and the bin-axis (Fig. 9a-c), 
respectively. Of course, the maxima in both figures (marked by an asterisk) occur at the abscissas 
in Table 2. In cases I and III the "switching surface" of the target (see Fig. 5) crosses the considered 
set of (tim, Vm) pairs. In Fig. 8a R,~ is discontinuous along tiM0 = 15° (the slope occurring along 
this line is not quite perpendicular because of limitations in the available plotting software). On 
the optimal side of the switching surface, i.e. tiM0 ~< 15 °, the dependence of R,e on VM0 and tiM0 is 
rather weak. Passing over to the domain tiM0 > 15 ° causes a significant loss of R,e(flM0, )'M0), which 
is now a strongly inclined surface. 
Because of the target strategy R,,(fl m, Vm) is symmetric to tiM0 = 0 for fiT0 = 180°" R~ is 
continuous but not differentiable along this line as shown in Fig. 8c. The loss of R~, is significant 
on deviating from the optimal pair (tim, ?u0). 
The discontinuity of R~ in Fig. 8a is a consequence of the suboptimal target strategy. In the 
terminology of differential games the switching surface of the optimal strategy would be a dispersal 
surface without any jump in R,,. The magnitude of the jumps may be regarded as a measure for 
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the deviation from the optimal target strategy. It indicates the necessity of improvement of the 
presently used control law. 
Figures 10-13 show the (P2) solutions of I, II and III with fiT0 varying between 120 and 180 °. 
Figures 10a-c depict the optimal no-escape range as a function of 7r - fiT0. The dashed line is the 
analogous curve for the (P1) solutions. It is always below the solid line, since hM0 is fixed at its 
nominal value in problem (P1). Cases I and III exhibit he intuitively expected behaviour. Generally 
a pure head-on target is the easiest victim for a missile. Thus Rne should take its largest value at 
fiT0 = 180° and decrease monotonically for decreasing fiT0. In case II, however, the head-on 
situation is the worst case for the missile launcher. The explanation probably is the nature of the 
target strategy. If the reference direction for the "gimbal limit maneuver" was fixed, say at 
fly = 120 °, the missile launcher could do much better with some collision course type launch 
direction. Due to the switching strategy, however, tiM0 = 0 is the optimal aunch direction, which 
yields--at least in case II--the smallest R,e value along the tiM0 axis. 
Figures I la-c are the optimal altitude histories for I, II and III with varying flMo. In any case 
the optimal hM0 is distinctly larger than the nominal value in spite of loss of speed (the variation 
of hu0 is such that EM0 is constant!). It seems that an altitude advantage is more important for 
the missile launch than high speed. The physical explanation may be that drag becomes maller 
at higher altitude but the thrust of the missile is independent ofair density (in contrast to an aircraft 
engine!). 
Figures 12a--c show the optimal tiM0 histories, which are qualitatively similar. If zr - fiT0 is small, 
tiM0 is just on the switching surface tiM0 = zc - fiT0 (dashed line). For increasing 7r - fiT0 tiM0 leaves 
the borderline and is no longer proportional to zc -fiT0" 
Figures 13a--c show the ?M0 histories of the (P2) solutions. It is compared to the vertical 
line-of-sight direction at launch time ("aspect angle"), which is added as dashed line. Two generally 
valid observations can be made: (I) the optimal value of ~:M0 is nearly independent of fiT0; (2))'M0 
is significantly larger than the initial aspect angle, which would be the natural aunch direction of 
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Fig. 8(a). 
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Fig. 8. No-escape range as a function of//M0, ~M0 in the neighbourhood of the (P2) solutions I(a), lI(b) 
and llI(c) in Tables 1 and 2. The solution point (the maximum on the surface) is marked by an asterisk. 
CHIM0 -- ~M0, GAMM0 = ~'M0, R0 = R,~. 
a "naive" pilot. Again this confirms the assumption that gaining altitude is more important for 
the missile than a speed advantage. 
CONCLUSIONS 
Optimal launch conditions on the no-escape nvelope is an example how to solve a simplified 
version of a DG-conccpt with realistic models. For the evader (or target) the simplification consists 
in replacing the game solution by some suboptimal feedback strategy. Since the target has the 
choice to evade either to the right or to the left side of the line-of-sight, the true saddle point 
solution would contain a dispersal surface, which is approximated by a heuristic "switching 
surface" in the target strategy. The control of the pursuer (= missile launcher) is represented by 
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Fig. 9. No-escape range as a function of hM0 of the (P2) solutions I(a), II(b) and III(c) in Tables 1 
and 2. Each point on the curve is a (Pl) solution for the respective h m value. The maximum is reached 
for the (P2) solution (asterisk). 
some parameters of  the launch position (direction, altitude). The notion is to use them as reference 
values in a rather short pre-launch phase. Since on target side everything is in feedback form the 
original game formulation is reduced to a finite dimensional optimization problem adjusting some 
launch parameters of  the pursuer. The computations are confined to launch positions on the 
separating surface between hit and miss, the so called "no-escape envelope". 
The nonlinear program resulting after concept reduction is solved for a series of  initial 
conditions. The analysis of  the results leads to some conclusions towards the immediate pre-launch 
guidance of  the pursuer. For example, it is observed that an altitude advantage is more important 
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Figs 10-13. Optimal launch conditions (in the sense of problem P2) as a function of n -/~T0. Parts (a), 
(b), (c) belong to scenarios I, II, III in Table l, respectively. 
for missile launch than a speed advantage. The optimal missile launch takes place at high altitude 
with a flight path angle distinctly above line-of-sight direction. 
Concerning the sensitivity of the optima the following statements can be made (valid for the 
present model and the particular scenarios analysed): missing the optimal aunch direction about 
15 ° in azimuth and flight path angle leads to a loss of no-escape range up to 5-10 kin. Converted 
into flight time this means a further approach to the target of 5-12 s duration. The optima are less 
sensitive with respect to altitude. 1 km loss of no-escape range needs a deviation of more than 2 km 
from the optimal altitude. 
The present work only examines one aspect of the pre-launch guidance, namely the way to come 
to a guaranteed hit. Although the requirement to maximize the no-escape range partly covers the 
safety aspect, capture by an aggressive target is not really accounted for. A next step could be 
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to consider an actual missile exchange and to look for launch positions ubject o the aspect of 
survival. 
The ultimate objective is to find a real-time guidance algorithm for the pre-launch phase, 
which tries to achieve an effective launch from a safe position. The present study is a qualitative 
investigation, which predicts some features of the pre-launch guidance. The construction of 
an algorithm circumventing excessive computational expense remains a challenge for future 
research. 
REFERENCES 
1. B. J/imark, A missile duel between two aircraft. J. Guid. Control 8, No. 4 (1985). 
2. K. Moritz, R. Polis and K. H. Well, Pursuit--evasion i  medium-range air combat scenarios. Comput. Math. Applic. 13, 
167-180 (1987). 
3. J. Shinar and R. Gazit, Optimal "no-escape" firing envelopes of guided missiles. AIAA Paper 85-1960 (1985). 
4. W. Grimm, Validation of a feedback control aw for missile avoidance. 2nd Int. Syrup. Differential Game Applications, 
Williamsburg, Va., 21-22 August (1986). 
5. M. K. Horn, RKF45T--A Runge--Kutta 4/5 software package with user-supplied stops involving the dependent 
variables and first derivatives. DFVLR IB No. 515-83/3, DFVLR, Oberpfaffenhofen, F.R.G. (1983). 
