Parallel machines scheduling problem is a branch of production scheduling, which is among the most difficult combinatorial optimization problems. This paper develops a meta-heuristic algorithm based on the concept of the vibration damping in mechanical vibration, called vibration damping optimization (VDO) algorithm for optimizing the identical parallel machine scheduling problem with sequence-independent family setup times. The objective function of this problem is to minimize the total weighted completion time. Furthermore, the Taguchi experimental design method is applied to set and estimate the appropriate values of the parameters required in our proposed VDO. We computationally compare the results obtained by the proposed VDO with the results of the genetic algorithm (GA) and branch-and-bound method. Consequently, the computational results validate the quality of the proposed algorithm.
Introduction
The main elements of machine scheduling problems are machine configuration, job characteristics, and the objective function. The machine configuration can be classified into single and multi-machine problems in a broad sense. A parallel machines scheduling problem can be referred as a class of scheduling problems that origins from the multi-machine scheduling problems [1] . Machines may be identical, uniform, or completely unrelated and have different speeds. Each job can be performed on any of the machines. The aim of this problem is to sequence a set of n jobs on m parallel machines in order to minimize the performance indicator. In parallel machines scheduling problems, jobs can be partitioned into F families (F P 1) according to their similarity. In this condition and when setup time constraint is considered, the problem has family setup time, in which a machine should be set up when switching from one family to others and there is no setup time between two jobs from the same family. The family setup time can be sequence-dependent or sequence-independent. It is a sequence-dependent family setup time if its duration depends on the families of both the current and the immediately preceding batches (i.e., set of jobs of the same family). It is a sequence-independent family setup time if its duration depends solely on the family of the current batch to be processed [2] .
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Many researchers have studied parallel machines scheduling problems with family or non-family setup times over the last two decades. Allahverdi et al. [2] conducted a comprehensive review on these problems. To solve these problems, various approaches are presented in the literature. Some exact methods can be studied in Schutten and Leussink [3] , Cheng and Kovalyov [4] , Webster and Azizoglu [5] , Blazewicz and Kovalyov [6] , Azizoglu and Webster [7] , Chen and Powell [8] , Lin and Jeng [9] , Dunstall and Wirth [10] , Nessah et al. [11] and Shim and Kim [12] .
Additionally, many studies have applied heuristic and meta-heuristic algorithms to solve parallel machines scheduling problems with family or non-family setup times. Park et al. [13] applied a neural network approach for a parallel machines scheduling problem with sequence-dependent setup times to minimize the sum of the weighted tardiness. Weng et al. [14] propounded seven heuristic algorithms for a problem of scheduling a set of independent jobs on unrelated parallel machines with job sequence-dependent setup times in such a way that the total weighted completion time is minimized. Yi and Wang [15] proposed a tabu search (TS) algorithm for minimizing the total flow time in a parallel machines scheduling problem with sequence-independent family setup times. Mendes et al. [16] addressed the parallel machine scheduling problem with sequence-dependent setup times, in which the minimization of the completion time was considered as objective function. They proposed two meta-heuristic algorithms for solving this problem. The first algorithm was a TS-based method and the second one was a memetic algorithm, which combined a population-based method with local search procedures. Eom et al. [17] presented a three-phase heuristic for parallel machines scheduling problem with sequence-dependent family setup times to minimize the total weighted tardiness. TS algorithm is used in the final phase of the algorithm. Kim et al. [18] proposed a simulated annealing (SA) algorithm for unrelated parallel machines scheduling problem with sequence-dependent setup times to minimize the total tardiness. Monch et al. [19] attempted to minimize the total weighted tardiness on parallel batch machines with incompatible job families and unequal ready times of jobs. They proposed two different decomposition approaches and applied genetic algorithm (GA) in both approaches. Abdekhodaee et al. [20] proposed greedy heuristics and a GA for solving a parallel machines scheduling problem with sequence-independent setup times where the minimization of the completion time was considered as objective function. Armentano and Filho [21] applied GRASP versions that incorporate adaptive memory principles for the problem of scheduling jobs on uniform parallel machines with sequence-dependent setup times to minimize the total tardiness related to job due dates. Logendran et al. [22] propounded six different search algorithms based on TS for minimizing the weighted tardiness of jobs in the unrelated parallel machines scheduling problem with sequence-dependent setups.
Tavakkoli-Moghaddam and Mehdizadeh [23] presented an integer linear programming (ILP) model for an identical parallel machines scheduling problem with sequence-independent family setup times that minimizes the total weighted flow time. A meta-heuristic algorithm based on GA is applied to the given problem. Tavakkoli-Moghaddam et al. [24] proposed a GA for solving bi-objective (i.e., the number of tardy jobs and the total completion time of all the jobs) unrelated parallel machines scheduling problem with sequence-dependent setup times and precedence constraints. Behnamian et al. [25] presented a hybrid meta-heuristic algorithm to minimize the completion time in scheduling problems with parallel machines and sequence-dependent setup times and comprised three components, namely an initial population generation method based on an ant colony optimization (ACO), SA for solution evolution, and a variable neighborhood search (VNS) involving three local search procedures to improve the population. Driessel and Monsh [26] presented VNS approaches for scheduling jobs on parallel machines with sequence-dependent setup times, precedence constraints and ready times to minimize the total weighted tardiness. Chang and Chen [27] addressed the parallel machines scheduling problem with machine-dependent and sequence-dependent setup times where the minimization of the completion time was considered as objective function. They propounded a set of dominance properties including inter-machine (i.e., adjacent and non-adjacent interchange) and intra-machine switching properties as necessary conditions of job sequencing orders in an optimal schedule. In addition, a new meta-heuristic algorithm was introduced by integrating the dominance properties with GA to further improve the solution quality for larger problems. Vallada and Ruiz [28] presented a genetic algorithm for the unrelated parallel machine scheduling problem in which machine and job sequence dependent setup times are considered. The proposed genetic algorithm includes a fast local search and a local search enhanced crossover operator. Sarıcicek and Celik [29] proposed tabu search (TS) and simulated annealing (SA) meta-heuristics for identical parallel machine scheduling problem with the aim of minimizing the total tardiness of the jobs considering a job splitting property. Li et al. [30] presented a simulated annealing algorithm, named LPDT-SA for solving uniform parallel machine scheduling problem which is to minimize the maximum lateness. A heuristic algorithm LPDT is built to generate initial solutions. Lin et al. [31] considered an ant colony optimization (ACO) algorithm incorporating a number of new ideas (heuristic initial solution, machine reselection step, and local search procedure) to solve the problem of scheduling unrelated parallel machines to minimize total weighted tardiness. Ruiz-Torres et al. [32] propounded a set of list scheduling algorithms and simulated annealing meta-heuristics to solve a new unrelated parallel machine scheduling problem with deteriorating effect and the objective of makespan minimization. Wang et al. [33] investigated into the parallel machine scheduling problem with splitting jobs and objective of makespan minimization. Differential evolution was employed as a solution approach due to its distinctive feature, and a new crossover method and a new mutation method was brought forward in the global search procedure, according to the job splitting constraint. A specific local search method was further designed to gain a better performance, based on the analytical result from the single product problem.
In this paper, we study the identical parallel machines scheduling problem with sequence-independent family setup times. The objective function of this problem is to minimize the total weighted completion time. This problem is noted by three fields as P=ST si;b = P W i C i where these fields describe the shop environment (i.e., P = parallel machines), setup time information (i.e., ST si;b = sequence-independent batch or family setup times) and objective to be minimized (i.e., P W i C i = total weighted completion time), respectively. Blazewicz and Kovalyov [6] proved the strong NP-hardness of the P=ST si;b = P C i problem, where P C i is the total completion time of jobs. Based on this proof, it can be said in strong sense that the P=ST si;b = P W i C i problem is NP-hard. The high level of the complexity of the mentioned problem demonstrates a cogent reason for using heuristic or meta-heuristic algorithms. In this paper, we develop a vibration damping optimization (VDO) algorithm for solving the studied problem. Furthermore, we attempt to prove the efficiency and effectiveness of our proposed VDO by comparing its performance with the branch-and-bound method and GA.
Vibration damping optimization (VDO) algorithm is a new meta-heuristic algorithm and stochastic search method is inspired by the SA algorithm and created based on the concept of the vibration damping in mechanical vibration introduced by Mehdizadeh and Tavakkoli-Moghaddam [34] . They briefly reviewed the central constructs in combinatorial optimization and vibration damping and then developed the similarities between the two fields. Mehdizadeh et al. [35] presented a hybrid algorithm based on two meta-heuristic algorithms, VDO and GA for solving the stochastic capacitated locationallocation problem. For solving the model more efficiently, the simplex algorithm, stochastic simulation and the proposed hybrid algorithm are integrated in order to design a powerful hybrid intelligent algorithm. Mehdizadeh et al. [36] proposed a new mathematical model for the capacitated multi-facility location-allocation problem with probabilistic customer's locations and fuzzy customer's demands under the Hurwicz criterion. Their proposed model is formulated as the a-cost minimization model according to different criteria. A new hybrid intelligent algorithm was presented to solve the stochastic-fuzzy model. The proposed algorithm was based on the VDO, which is combined with the simplex algorithm and fuzzy simulation (SFVDO).
Mousavi et al. [37] applied the VDO algorithm to solve a new mathematical model for the capacitated multi-facility location-allocation problem with probabilistic customers' locations and demands into the frameworks of the expected value model (EVM) and the chance-constrained programming (CCP) based on two different distance measures. In order to solve the model, two hybrid intelligent algorithms were proposed, where the simplex algorithm and stochastic simulation are the bases for both algorithms. However, in the first algorithm, named SSGA, a special type of GA is combined and in the second one, SSVDO is united. Aliabadi et al. [38] developed a mixed-integer non-linear programming (MINLP) model for a flow shop production planning problem with a basic period policy and sequence-dependent setup times. Three meta-heuristics including hybrid particle swarm optimization (PSO), hybrid VDO algorithm and hybrid GA are used to determine the sequence and economic lot sizes of each item. Vibration damping optimization (VDO) was proposed by Mehdizadeh and Nezhad-Dadgar [39] to solve Resource constrained project scheduling problem with weighted earliness-tardiness penalties which is an interval due dates for activities. Finally, the proposed VDO algorithm is computationally compared with simulated annealing (SA) algorithm.
In this paper, an identical parallel machines scheduling problem with sequence-independent family setup times is presented and a vibration damping optimization (VDO) algorithm is proposed for solving the model. The proposed VDO has used a simple neighborhood structure for creating a neighboring solution. To improve the performances of the VDO parameters [40] , the Taguchi [41] experimental design method as a useful and new approach [42] has been employed [43, 44] . Furthermore, the result of proposed VDO is compared with those of branch-and-bound method and GA on generated test problems.
The rest of this paper is organized as follows. Section 2 presents the problem definition and the integer programming model for the given problem. Section 3 explains vibration damping natural phenomenon. In Section 4, a vibration damping optimization (VDO) algorithm for solving the studied problem is described. In Section 5, the Taguchi experimental design method is applied for tuning the parameters of the proposed VDO. Section 6 reports the computational results. Finally, the conclusion and some further research suggestions are presented in Section 7.
Mathematical model

Problem definition
This ILP model is based on the ILP model that was presented by Tavakkoli-Moghaddam and Mehdizadeh [23] . The problem considered in this paper can be stated as follows: There are a set of identical machines M ¼ fM 1 ; M 2 ; . . . ; M m g in parallel, and a set of jobs J ¼ fJ 1 ; J 2 ; . . . ; J n g. All jobs are available at time zero with known integer-processing times, setup times and weights. Jobs are partitioned into F families (F P 1) according to their similarity, and each job is related to a family. For each family f, there are n f jobs to be scheduled so that P F f ¼1 n f ¼ n: A setup is required between two jobs from different families, and the family setup time is independent of the preceding family. A setup is also required prior to the processing of the first job on a machine. This is a typical environment during scheduling at the beginning of a new shift after machine downtime. The given problem is to schedule the identical parallel machines with sequence-independent family setup times in order to minimize the total weighted completion time. For a given schedule, the weighted completion time of a particular job is the product of its weight and job completion time, and the total weighted completion time of a schedule is the sum of the weighted completion time of all the jobs.
Integer programming model
In this section, we present the integer linear programming (ILP) model for the identical parallel machines scheduling problem with sequence-independent family setup times. Minimizing the total weighted completion time is considered as objective function of this model. Following parameters and decision variables are used in the presented model.
TWCT
Total weighted completion time i, j
Job indices, where job 0 is a dummy job that is always at the first position on a machine (i,
Family indices n Number of jobs m Number of identical parallel machines o Number of families, (o 6 n) n f
Number of jobs of family f M Large positive number
Processing time of job i from family
Weight of job i from family f c i;f ;j;g 1 if f -g; and 0, otherwise
Completion time of job i from family f Y i,f,k 1, if job i from family f is assigned to machine k; and 0, otherwise
1 if job j from family g immediately follows job i from family f on machine k; and 0, otherwise X 0,i,f,k 1 if job i from family f on machine k is the first in the queue; and 0, otherwise
The proposed mathematical model is as follows:
Y i;f ;k ; X i;f ;j;g;k ; X 0;i;f ;k in f0; 1g; C i P 0; 8i; j; f ; g; k ð9Þ
Eq. (1) represents the objective function minimizing the total weighted completion time. Eq. (2) states that each job from each family should be assigned to exactly one machine. Eq. (3) ensures that the completion time of a job from a family should be later or equal to its processing time and setup time. Eq. (4) guarantees that the completion time of a job should be later or equal to the completion time of its direct predecessor job in the sequence, and its processing and setup time (if setup is necessary). This constraint becomes redundant if jobs i and j are assigned to different machines. Eq. (5) ensures that a job should be processed at one and only one position on a machine. Eq. (6) states that job j should immediately follow other job on machine k if it is placed on this machine. Eq. (7) states that if job i, i -0, is processed on machine k, it will be immediately followed by at most one another job on this machine. Eq. (8) ensures that only at most one job immediately follows the dummy job 0 on each machine. Eq. (9) states the properties of the decision variables.
Vibration damping
Vibration can be considered to be the oscillation or repetitive motion of an object around an equilibrium position [45] . The equilibrium position is the object that position will attain when the force acting on it is zero. The vibration of an object is always caused by an excitation force. This force may be externally applied to the object, or it may originate inside the object. Vibration that takes place under the excitation of external forces is called forced vibration. When the excitation is oscillatory, the system is forced to vibrate at the excitation frequency. If the frequency of excitation coincides with one of the natural frequencies of the system, a condition of resonance is encountered. Free vibration takes place when a system oscillates under the action of forces inherent in the system itself, and when external forces are absent. Vibrating systems are all subject to damping to some degree because energy is dissipated by friction and other resistances [46] . The reduction process of amplitude, which is tending to zero with elapsed time, is known as vibration damping process. The calculation of the natural frequencies is of major importance in the study of vibrations. If the damping is small, it has very little influence on the natural frequencies of the system, and hence the calculation of the natural frequencies is nearly made on the basis of no damping. On the other hand, damping is of great importance in limiting the amplitude of oscillation at resonance.
All bodies possessing mass and elasticity are capable of vibration. When the motion is repeated in equal intervals of time s, it is called period motion. The simplest form of the periodic motion is the harmonic motion, which is often represented as the projection on a straight line of a point moving on a circle at constant speed. The displacement x can be written by:
where A is the amplitude of oscillation and the quantity x is referred to as the angular frequency. From the free-body diagram, the Newton's equation of motion is seen to be:
With the homogeneous equation, we have following equations:
is the damping coefficient and x 0 ¼ ffiffiffiffiffiffiffiffiffi ffi k=m p is referred to as the natural angular frequency of oscillatory system. Upon the solution of the above equation, we obtain the following equation:
where x is the amplitude of oscillation and U is the phase of the displacement with respect to the exciting force. Fig. 1 shows a damped single degree of the freedom system.
The loss of energy from the oscillatory system results in the decay of amplitude of free vibration. The lost energy per cycle due to a damping force F d is computed from the general equation: In this section, we consider the simplest case of energy dissipation. The damping force in this case is 
The total energy of an oscillation system can be computed by the following summation:
where E p and E k are the potential and kinetic energy of the system, respectively. Thus, we can obtain the total energy of an oscillation system with damping as follows:
A random vibration is one whose absolute value is not predictable at any point in time. As opposed to sinusoidal vibration, there is not a well-defined point at any time. The lack of periodicity is apparent. The instantaneous amplitude of a random vibration cannot be expressed mathematically as an exact function of time; it is possible to determine the probability of occurrence of particular amplitude on a statistical basis. Certain distributions that frequently occur in nature are the Gaussian (or Normal) distribution and the Rayleigh distribution [40] , both of which can be expressed mathematically. Random variables restricted to positive value, such as the absolute value A of the amplitude, often tend to follow the Rayleigh distribution, which is defined by:
The probability density pðAÞ for A < 0 is zero.
Vibration damping optimization
Vibration damping optimization (VDO) was initially proposed by Mehdizadeh and Tavakkoli-Moghaddam [34] which is based on the vibration damping process. A briefly review on similarities between the combinatorial optimization and vibration damping presented in [39] . Table 1 indicates analogy between the optimization problem and the vibration damping process.
In order to implement the VDO algorithm for solving a problem, there are several principal choices that must be made. In this section, we describe our proposed VDO algorithm that is developed for optimizing the identical parallel machines with sequence-independent family setup times in order to minimize the total weighted completion time. Section 4 is subdivided into the following three subdivisions. Section 4.1 provides a solution representation method, and the neighborhood structure employed in the proposed VDO is explained in Section 4.2. In Section 4.3, a comprehensive description of the proposed VDO is given.
Solution representation
To be dealt with all types of multiple machine scheduling problems, there are two essential issues, namely partition of jobs to machines and sequence jobs for each machine.
In this paper, an extended solution representation method is suggested to encode the partition of jobs to machines and sequence jobs for each machine into a solution with n (i.e., number of jobs) columns and two rows. The first row represents all the possible permutations of jobs (or sequence of jobs). In each cell of this row, the first number signifies the number of Fig. 2 . A solution representation of this schedule is also shown in Fig. 3 .
Neighborhood structure
The main purpose of applying a neighborhood structure is to produce a neighboring solution from the current solution by making some changes in it. A variety of neighborhood structures have been applied to scheduling problems. These neighborhood structures should work so that they prevent any infeasible solution. In this paper, we use a simple neighborhood structure for creating a neighboring solution. This operator selects one job among the existing jobs and then produces the random number in range (0, 1). If the produced random number is less than 0.5, the operator changes the position of the selected job on the assigned machine (i.e., changing in the sequence of jobs. Two random positions are selected and then changed the position of the selected job on the assigned machine. In this case, the operator alters the job order for the machine as shown in Fig. 4(a).) . Otherwise, the operator changes the assigned machine of the selected job (i.e., changing in the partition of jobs to machines. In this case, the operator alters both job order and job partition to machines for the solution representation as shown in Fig. 4(b) .).
Proposed VDO algorithm
The VDO algorithm consists of a sequence of iterations. Each iteration consists a randomly changing the current solution to create a new solution in the neighborhood of the current solution. The neighborhood is defined by the choice of the generation mechanism. Once a new solution is created the corresponding change in the cost function is computed to decide whether the newly produced solution can be accepted as the current solution. If the change in the cost function is negative, the newly produced solution is directly taken as the current solution. Otherwise, it is accepted according to Raleigh's probability (pðAÞ). If the difference between the cost function value of the current and the newly produced solutions is equal to or larger than zero, a random number r in (0, 1) is generated from a uniform distribution and if r 6 pðAÞ, then the newly produced solution is accepted as the current solution. If not, the current solution is unchanged. The general process of our proposed VDO algorithm is presented in Fig. 5 .
M2
(J1 , f1) M1 (J3 , f2) ( J 2 , f1) (1 5) (3 4) (2 1) (3 6) (2 2) (1 7 (b) Fig. 4. (a) The operator changes the position of the selected job on the assigned machine; (b) the operator changes the assigned machine of the selected job.
There are many rules for the stopping condition in meta-heuristic algorithms that depends on the problem at hand. Some of them for the VDO algorithm can be as follows:
-Maximum number of iterations. -Reaching to the point that the iteration will not improve the quality solution afterwards. -Reaching to minimum amplitude A min .
In this paper, the VDO algorithm continues until pre-specified minimum amplitude A min is achieved. The minimum amplitude is set to be 10 À6 .
Parameter tuning
The effectiveness of meta-heuristic algorithms greatly depends on the correct choice of parameters. In this section, we are going to study the behavior of the different parameters of the proposed VDO algorithm. To calibrate the algorithms, there are several methods to statistically design experimental investigation. The full factorial design is one of the present methods that are widely used in the most researches [47] . This method tests all possible combinations of factors. However, when the number of factors significantly increases, this method is not economical. Because, number of required experiments for tuning is increasing to a lot of number; time and cost are going up as well.
In this condition, several experimental designs have been suggested to reduce the number of experiments [48, 49] . Among several experimental design techniques, the Taguchi experimental design method has been successfully applied for optimization problems [50, 51] . In this method, the orthogonal arrays are used to study a large number of decision variables with a small number of experiments. The Taguchi method separates the factors into two main groups: controllable and noise factors. Controllable factors will be placed in the inner orthogonal array and noise factors in the outer orthogonal array [42] . Due to unpractical and often impossible omission of the noise factors, the Taguchi method tends to both minimize the impact of noise and also find the best level of the influential controllable factors on the basis of robustness [52, 53] .
A transformation of the repetition data to another value which is the measure of variation is developed by Taguchi. The transformation is the signal-to-noise (S/N) ratio, which explains why this type of parameter design is called a robust design [41, 43, 44, 50, 51, 53] . Here, the term ''signal'' denotes the desirable value (i.e., mean response variable) and ''noise'' denotes the undesirable value (i.e., standard deviation). So the S/N ratio indicates the amount of variation present in the response variable. The aim is to maximize the signal-to-noise ratio. In the Taguchi method, the S/N ratio of the minimization objectives is given below [40, 42] :
In this paper, we apply the Taguchi method in parameter setting to achieve better robustness of the VDO algorithm whose control factors are as follows: Initial amplitude ðA 0 Þ, sigma of Rayleigh distribution ðrÞ, number of neighborhood searches in the search loop for each amplitude ðLÞ and damping coefficient ðcÞ: Levels of these factors are illustrated in Table 2 .
Step 1: Generating a feasible initial solution.
Step 2: Initializing the algorithm parameters, which consist of: initial amplitude (A 0 ), maximum iteration at each amplitude (L), damping coefficient (γ), and standard deviation (σ). Finally, parameter t is set in one (t=1) Step 3: Calculating the objective value U 0 for the initial solution.
Step 4: Initializing the internal loop. In this step, the internal loop is carried out for l =1 and repeat while l < L.
Step 5: Neighborhood generation. In this paper, we use mutation.
Step 6 If l > L, then t +1 → t and go to Step 7; otherwise l +1 → l and go back to Step 5.
Step 7: Adjusting the amplitude. In this step, Step 8: Stopping criteria. In this step, the proposed algorithm will be stopped after pre-specified minimum amplitude min A is achieved. At the end, the best solution is obtained. On the other hand, to select the appropriate orthogonal array, it is necessary to calculate the total degree of freedom. The proper array should contain a degree of freedom for the total mean and three degrees of freedom for each factor with four levels (4 Â 3 = 12). Thus, the sum of the required degrees of freedom is 1 + 4 Â 3 = 13. Therefore, the appropriate array should have at least 13 rows. From the standard table of orthogonal arrays, L 16 is selected as the fittest orthogonal array design that fulfills our all minimum requirements. But this orthogonal array still entails some modifications to adapt itself to our experimental design. The modified orthogonal array L 16 is presented in Table 3 , in which control factors are assigned to the columns of the orthogonal array and the corresponding integers in these columns indicate the actual levels of these factors. The experiments on the parameters of the VDO algorithm are based on the L 16 orthogonal array, therefore 16 different combinations of control factors (trials) are considered.
For parameter tuning, 15 test problems with different sizes and specifications are generated. To yield more reliable information and because of having a stochastic nature of the VDO algorithm, we tackle each test problem three times. Therefore, we have 45 results for each trial to set parameters. To conduct the experiment, we implement the proposed algorithm in the Visual Basic language, and run on a PC with 2.0 GHz and 1 GB of RAM memory. After obtaining the results of the test problems in different trials, the results of each trial are transformed into the S/N ratio. The S/N ratios of trials are averaged in each level, and its value is plotted against each control factor in Fig. 6 . As indicated in Fig. 5 , better robustness of the algorithm is achieved when the parameters are set as follows:
For understanding about adjustment factors, another measure, namely the average of relative percentage deviations (RPD), is used. The RPD value is defined by: Table 3 The modified orthogonal array L16.
Trial Levels of control factors
where Alg sol is the objective function value obtained for each replication of trial in a given problem and min sol is the best solutions obtained for the same problem. After converting the objective values to RPDs, the average RPD is calculated for each parameter level. The results for each level are shown in Fig. 7 . As depicted in this figure, the RPD plot illustrates the best parameters of factors A, B, C and D as A(1), B(3), C(1) and D(4), respectively. This analysis strongly supports our decision on the optimal level of factors A, B, C, D.
Computational results
This section describes the computational tests used to evaluate the effectiveness and efficiency of the proposed VDO in finding good quality schedules. We implement the algorithm in the Visual Basic language and run on a PC with 2.0 GHz and 1 GB of RAM memory. Based on the previous section, the parameters of VDO algorithm are set as follows: Initial amplitude = 6; sigma of Rayleigh distribution = 1.5; number of neighborhood searches in the search loop for each amplitude = 40 and damping coefficient = 0.2. The stopping condition of the algorithm equaling to the minimum amplitude is set to be 10 À6 . The non-deterministic nature of the proposed algorithm made it necessary to carry out multiple runs on the same problem in order to obtain meaningful results. Therefore, the best solution is selected for each problem after ten runs of the VDO algorithm. In this section, we test the VDO algorithm versus the branch-and-bound method and GA. To measure the quality of solutions, the total weighted completion time is considered as objective function value. In the first subsection, the results of the VDO algorithm are compared with the results of the branch-and-bound method; and in the next subsection, the results of the VDO algorithm are compared with the results of the GA.
The proposed VDO algorithm versus the branch and bound method
To compare the VDO algorithm versus the branch-and-bound method, we first generate 14 test problems in different sizes with the processing times, setup times and weights uniformly distributed on (1, 100), (1, 100) and (1, 10) , respectively. Then, these test problems are formulated by the integer liner programming (ILP) model described in Section 2 and attained mathematical models are coded by the Lingo software. This software solves the model by the branch-and-bound method that is a traditional optimization technique. Also, we apply the VDO for solving these test problems. Table 4 compares the results of the proposed VDO with the results of the branch-and-bound method. The first column signifies the number of test problems. The second to fourth columns represent the number of jobs, number of machines and number of families for each test problem, respectively. The number of model variables and the number of constraints related to the mathematical model are shown in the fifth and sixth columns, respectively. The seventh to ninth columns signify the ILP bound (i.e., a bound on the best possible value of the objective can be attained), the best solution found by Lingo (i.e., the objective value of the best integer solution found by the branch-and-bound method), and the CPU time of the Lingo software, respectively. The tenth column represents the best value of objective obtained from ten runs of the VDO, and the eleventh column reports the average of the obtained results of ten runs. The twelfth column presents the average CPU times for ten runs of the proposed algorithm in terms of seconds.
A review of the results in Table 4 shows that the VDO algorithm and branch-and-bound method are capable to attain the optimal solutions for test problems 1-5. But in other nine test problems, the proposed algorithm works better than the branch-and-bound method. In addition, the CPU times of the proposed VDO are significantly smaller than the CPU times of branch-and-bound method for all 14 test problems. As shown in Table 4 , the CPU times of the proposed algorithm for all test problems are smaller than one second. It should be said that program of the VDO and the Lingo software are run on the same PC.
The proposed VDO algorithm versus the GA
To compare the VDO algorithm versus the genetic algorithm (GA) presented by Tavakkoli-Moghaddam and Mehdizadeh [23] , at first, 27 test problems are generated as follows: the set of test problems comprises 27 combinations of number of jobs (n), number of machines (m), number of families (F) being n = {10, 30, 50}, m = {3, 5, 8} and F = {3, 6, 9} with the processing times, setup times and weights uniformly distributed on (1, 100), (1, 50) and (1, 10) , respectively. The parameters of the GA are tuned by the Taguchi method and are set as follows: population size = 100, crossover probability or rate = 75%, mutation probability = 10% and reproduction probability = 15%. The stopping condition of the GA equaling to the maximum number of generations is set to be 150. We implement the VDO and GA in the Visual Basic language and run on a PC with above-mentioned characterizes. All of the test problems should be solved ten times by these two algorithms. The results are shown in Table 5 . Test problems specifications are represented in the first to fourth columns. The fifth column signifies the best result obtained from ten runs of the VDO, and the sixth column reports the average of the obtained results of ten runs. The seventh column represents the average CPU times for ten runs of the proposed algorithm in terms of seconds. The eighth column shows the best result obtained from ten runs of the GA, and the ninth column reports the average of the obtained results of ten runs. The tenth column represents the average CPU times for ten runs of the GA in terms of seconds. The results reveal that our proposed algorithm outperforms the GA in all 27 test problems. Also, the average CPU times of the proposed VDO are considerably smaller than the average CPU times of the GA for all 27 test problems.
We use the RPD measure to compare the performances of GA and VDO. Table 6 shows the average RPD of these algorithms for each problem size, 10 data per average. The best performance is obtained by the VDO with the RPD of 1.751. To verify the statistical validity of the results, we perform an analysis of variance (ANOVA) method to accurately analyze the results. The results demonstrate that there is a clear statistically significant difference between performances of the algorithms, with respect to the RPD measure. The means plot and LSD intervals (at the 95% confidence level) for two algorithms are shown in Fig. 8 . It can be inferred from Fig. 8 that the proposed VDO statistically works better than the GA. 
With this measure, an index between 0 and 100 is obtained for each method. The more the RDI is closer to zero, the more the algorithm is preferable. Note that if the worst and the best solutions take the same value, all the methods provide the best (same) solution, and hence, the index value will be 0 (i.e., best index value) for all methods. Table 7 shows the average RDI of the VDO and GA for each problem size, 10 data per average. The best performance is obtained by the VDO with the RDI of 9.424. For further accurate studying, ANOVA test is applied again. The results demonstrate that there is a clear statistically significant difference between performances of the algorithms, with respect to the RDI measure. The means plot and LSD intervals (at the 95% confidence level) for two algorithms are shown in Fig. 9 . As depicted in this figure, the performance of the presented VDO statistically supersedes the GA. Regarding the obtained results from the computational study, it seems that the proposed VDO algorithm can be an effective approach for an identical parallel machines scheduling problem with sequence-dependent family setup times when the objective function is the minimization of the total weighted completion time.
Conclusions and future research
In this paper, a vibration damping optimization (VDO) algorithm was investigated for solving the identical parallel machines scheduling problem with sequence-independent family setup times. The objective function of the problem was considered as minimization of the total weighted completion time. We have used an extended solution representation method to encode the partition of jobs to machines and sequence jobs for each machine into a solution with n (i.e., number of jobs) columns and two rows. The proposed VDO has used a simple neighborhood structure for creating a neighboring solution. The amplitude in the proposed algorithm had a control parameter role. This factor has controlled the possibility of the acceptance of the worse solution in various steps of the algorithm. The algorithm escapement from local optimum has been reduced in low amplitude, and the more accessibility to global optimization has been increased in higher amplitude. To adjust the parameters of the proposed VDO, the Taguchi parameter design method has been employed. The robustness of the algorithm might be improved by fine-tuning the VDO parameters, related to the initial amplitude ðA 0 Þ, sigma of Rayleigh distribution ðrÞ, number of neighborhood searches in the search loop for each amplitude ðLÞ, damping coefficient ðcÞ: Furthermore, we have compared the result of our proposed VDO with those of branch-and-bound method and GA on generated test problems. The computational results have revealed the competent performance of the proposed algorithm to optimize the give problems. The following suggestions are offered for future work:
Implementing effective parallelization strategies in the VDO algorithm to improve the solution quality in parallel machine scheduling problems. Developing hybrid algorithms, such as VDO-GA and VDO-PSO for parallel machines scheduling problems. Considering other constraints, such as job due dates and penalties for completing both early and tardy jobs.
