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CHAPTER I. INTRODUCTION 
Much of economic theory was first developed based upon the 
assumption that the outcome of any decision is known at the time 
the decision is made. While this has led to many worthwhile inferences 
about economic behavior, a certain degree of artificiality is present 
in such analyses. In most instances, decision makers cannot forsee 
the consequences of their actions with perfect accuracy. 
In the past twenty years, increased emphasis has been placed 
upon reevaluating theory with the explicit introduction of uncertain 
consequences and, in many cases, those analyses have revealed that 
theory needs to be modified. For example, one concept of the theory 
of the firm is that fixed costs do not matter when determining produc­
tion.^ Sandmo has shown, however, that if selling price is not known, 
then a risk-, averse firm reduces production whenever fixed costs 
increase (93, pp. 68-69). Since theoretical models which exclude risk 
may give somewhat unrealistic results, an applied model which assumes 
a world of certainty is also of questionable validty. 
Risk and Uncertainty 
At this point, the meanings of the words risk and uncertainty 
should be explained due to their frequent useage in the subsequent 
text. Frank Knight made the following distinction between the two 
2 terms: 
^This is true only so long as selling prices cover variable costs. 
2 This distinction was obtained from Friedman (39, p. 282). 
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1. Risk refers to a situation in which several events 
or outcomes are possible. The probability of each 
event occurring is known and can be expressed as an 
objective value. 
2. Uncertainty refers to a similar situation except that 
the numerical probabilities of the different outcomes 
cannot be specified. 
In statistical terms, risk implies that a probability function is 
available; uncertainty suggests that such a function is not known. 
While this distinction has been adhered to fairly consist­
ently in the past, this is no longer true at the present. Rothschild 
and Stiglitz (89, p. 225) use the terms interchangeably, while Friedman 
(39, p. 282) believes that the distinction between risk and uncertainty 
is not valid. Friedman bases this contention upon his belief in 
personal probabilities (39, pp. 82-84), an approach which assumes 
that an individual acts as if he knows the probabilities of different 
events. It is immaterial whether or not his probabilities agree with 
those of other individuals. Following this argument, no distinction is 
made between risk and uncertainty and both terms are used synonymously, 
with a common meaning being the previous definition of risk. 
Measures of risk have received considerable discussion and debate 
and while this topic is important, its development is not essential 
to this study. Persons interested in this area will find Rothschild 
and Stiglitz (89, pp. 225-243) and McCall (75, pp. 410-412) to be 
excellent references. 
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Problem Statement 
It is widely accepted that agriculture is one of the riskier 
industries as the wide fluctuations experienced in grain and livestock 
1 prices are well-known (80, pp. 131-132). Consequently, there would 
appear to be a need for some allowance for risk whenever the farm firm 
is analyzed. 
A much used tool for extending the theory of the firm to agriculture 
has been linear programming. Although this technique has provided 
much useful information about resource allocation, criticisms have 
surfaced. For example, Lin, Dean, and Moore (68, p. 497) claim that 
•jost linear programming studies which have used profit maximization 
as a goal, have led to results which do not conform to existing patterns. 
Chen (23, p. 1) suggests that linear programming solutions to farm 
problems are frequently rejected because they imply a more aggressive 
production plan than farmers are willing to accept. This problem is 
particularly apparent in growth studies. 
Both of the above mentioned sources indicate that omission of 
risk from the model may be a cause of the difficulty. In the linear 
programming formulation, data which are entered in the objective 
function are treated as if they are occurring with perfect certainty; 
however, in an actual situation, this is obviously not true. 
In addition. Walker and Nelson (115, pp. 1-2) state that product 
price variability has increased greatly in the 1970's compared to 
earlier years. 
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Purpose of the Study 
The need for treating risk in studies of farm firms has not gone 
unnoticed and a number of studies have touched upon different aspects 
of the topic.^ The most common type of risk analysis applied to 
agriculture has been that of selecting an enterprise combination for 
a fixed resource base (38, 46, and 103). Less frequently, longer 
range decision models have been studied (23). 
Nelson, Lee, and Murray (80, pp. 169-184) indicate that risk 
management is an important part of a successful farm operation. One 
possible way to manage risk is through the choice of an appropriate 
asset configuration. As farm size is increased, the need for outside 
funds to finance land and machinery purchases as well as operating 
expenses becomes larger. Greater use of credit results in larger fixed 
repayment commitments and a drop in income creates the possibility 
that obligations may not be met (.80, p. 97). In that case, past savings 
of the firm would need to be used and, if credit has been aggressively 
used, the accumulated wealth of the firm could be seriously or totally 
depleted. Consequently, a cautious or risk averse farmer would be 
expected to rely more on internally generated funds rather than credit 
to finance asset expansions and production expenses. This more 
conservative use of borrowed funds implies that the firm employs less 
assets than if it were more highly leveraged. 
A comprehensive review and bibliography of studies analyzing risk 
in agriculture has been prepared by Walker and Nelson (115). 
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Diversification of activities is a well-known means of coping with 
risk (91, p. 1). This allows a below-average outcome in one enterprise 
to be partially or completely offset by an above-average outcome in 
another. Flexibility in production, e.g., through the planting of 
different crops or through the staggering of livestock placements, is 
a widely accepted means of diversification. 
Marketing strategies can also be used to cope with a risky 
situation. While commonly this is thought of as using hedging techniques, 
other marketing strategies can be used. Just as a farmer diversifies 
production to smooth price fluctuations, an individual can also achieve 
an averaging effect by diversifying marketing activities. This can 
mean the sale of output at several stages during the year as well as 
proportioning sales between cash and hedged sales. Research in this 
area has been promising (65, pp. 22-24). 
The overall objective of this study is to explore the feasibility 
of adding cattle feeding operations to a cash grain farm. The addition 
of a cattle feeding program would hopefully allow a farmer to use his 
own corn and labor to increase profits. However, cattle feeding, 
particularly in recent years, has been notoriously volatile in 
profitability (85, p. 1). An analysis of cattle feeding which ignores 
the risk problem would not be of much value. 
The setting that has been chosen for the study is that of a cash 
grain farm in Northwest Iowa—an area of the state in which cattle 
feeding is most common (Table 1). The model developed is designed to 
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Table 1. Number of Grain Fed Cattle Marketed by Crop Reporting 
District^ 
District 1975 1976 
Northwest 692,600 752,000 
North Central 189,500 201,000 
Northeast 162,400 183,300 
West Central 495,100 561,000 
Central 263,300 295,000 
East Central 328,500 361,000 
Southwest 287,400 318,000 
South Central 81,100 81,000 
Southeast 145,100 153,000 
STATE 2,645,000 2,905,000 
^C55, pp. 60-61). 
allow flexibility in coping with risk in three main ways: 
1. One is to allow variation in farm size. This is done 
by providing investment opportunities in land, 
machinery, and feedlot and by allowing initial firm 
size to vary. 
2. The second method is through diversifying the produc­
tion plan. The farmer is allowed to produce corn and 
soybeans as well as introduce several different cattle 
feeding programs. 
3. Finally, the firm is given a number of different 
marketing activities through which it can sell its 
output. If desired, a farmer could market each 
commodity several different ways and thereby achieve 
an additional diversification effect through marketing. 
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The model essentially integrates decisions regarding investments, 
financial needs, production, and marketing into a common framework. 
All decisions are made with consideration to the operator's attitude 
towards risk. Because of the inclusion of time and risk in the 
analysis, the model is multiperiod and stochastic. While trying to 
include key decision.gagg |^fc|^2iven extra emphasis to 
marketing thesis is whether or 
(e.g., 
by 
about the 
U 
armer 
operation 
Items 
the sequence in subsequent text. 
1. A discussion of possible techniques for incorporating risk 
into decision making processes is given, A comparison of 
possible alternatives is then made in order to determine 
the procedure which is most appropriate for the problem. 
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The model essentially integrates decisions regarding investments, 
financial needs, production, and marketing into a common framework. 
All decisions are made with consideration to the operator's attitude 
towards risk. Because of the inclusion of time and risk in the 
analysis, the model is multiperiod and stochastic. While trying to 
include key decision variables, we have given extra emphasis to 
marketing activities. In doing this, a key hypothesis is whether or 
not a farmer can assume greater risk in other areas (e.g., production) 
by spreading risk in marketing. 
The model developed is used to answer several questions about the 
farm firm: 
1. What areas of the farm operation must bear the greatest 
adjustment as assumed risk preferences change? Is it 
the scale of operation or the production plan? 
2. Are marketing strategies a plausible means of coping 
with risk? 
3. Does the inclusion of marketing options allow a farmer 
to take a more aggressive stance in the area of operation 
size or production? 
Outline of the Study 
The following outline is used in the study. Items are listed in 
the sequence in which they are covered in the subsequent text. 
1. A discussion of possible techniques for incorporating risk 
into decision making processes is given, A comparison of 
possible alternatives is then made in order to determine 
the procedure which is most appropriate for the problem. 
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After selection of a theoretical procedure, the next step 
is to determine how this can be utilized in an empirical 
application. 
Then the theoretical basis for the planning model is discussed 
with specific emphasis on the choice of a planning horizon, 
objective goal, and covariance matrix. 
The empirical model is then reviewed. This covers resource 
limitations, available activities, development of technical 
coefficients, and specification of the sources of risk. 
Empirical solutions are presented and analyzed. Conclusions 
on the manner in which cattle feeders might react to risk 
are then given. 
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CHAPTER II. INCORPORATING RISK 
INTO THE DECISION-MAKING PROCESS 
As indicated in. the first chapter, risk can be ignored in economic 
models only with a loss of realism. The desirability of incorporating 
risk into the decision-making process is widely accepted; however, 
the best procedure for doing this is still subject to debate. This 
topic has received considerable attention in the literature and a 
number of techniques have been developed. 
The purpose of this chapter is to review some of the procedures 
for analyzing decision making under uncertainty, with the goal of 
selecting one which is best suited for the problem being studied. 
After a brief discussion of game theory models, the practice of basing 
decisions on expected values (which is the idea behind linear 
programming) is analyzed in detail. As has long been recognized, 
there are severe deficiencies in such an approach. 
Maximization of expected utility has become a widely used goal 
in studies of risk; consequently, this approach is developed in 
depth. Included are a discussion of the underlying axioms as well as 
a review of both theoretical and empirical applications of this 
technique. 
The use of expected utility is not universally accepted and a 
number of alternate hypotheses have been advanced. One is to assume 
that an individual associates risk with the variance of return, which 
leads to a mean-variance analysis. Another is to assume that a 
person's basic goal is to avoid some undesirable outcome. Such an 
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objective, of which there are several variants, has become known as 
a "safety-first criterion." Both the mean-variance analysis and 
"safety-first criteria" are discussed and compared with the expected 
utility goal. 
Game Theory Models 
Risk is introduced into a model by assuming that some parameter 
or parameters are random variables. Following Friedman, it is 
assumed that the decision maker has knowledge of the probability 
functions for the stochastic elements or that he acts as if he has 
this knowledge. 
Game theory models have been used to analyze situations in which 
the outcome cannot be determined in advance. One possibility is that 
of a conflict where the outcome a player experiences is affected by 
actions of other participants. A duopoly market is an example of such 
a conflict situation. In the model to be developed, it is assumed 
that the farm firm is not affected by the actions of any other firms 
consequently, a conflict situation is not part of the analysis. 
Game theory has also been proposed as a research tool whenever 
probability functions for random variables are not known. A composite 
"nature" player is created, and a farmer versus nature game is then 
Even though agriculture is considered to be a fairly good example 
of a perfectly competitive industry, conflict situations can still arise 
among individual firms. Perhaps the best example might be that of land 
purchases. Such problems, however, are not included in this study. 
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applicable. Chen (23, p. 23) has argued against use of such a model 
since there is some doubt as to the validity of assuming an active 
conflict between nature and the farmer. In doing this, she has 
referenced an argument by Farrar (33, p. 15) that "uncertainty models 
should incorporate subjective probability beliefs whenever the decision 
does not fall within the concept of the conflict-of-interest situation 
which is properly reserved for game theory." 
Since this model explicitly assumes that all elements of risk 
are governed by a known probability function (or at least some parameters 
of the function are known), game theory models are not used. All 
procedures which are subsequently discussed assume distributional 
knowledge of the random variables or, in Chen's terminology (23, p. 5), 
they are probabilistic models. 
Using the Expected Value 
Even though the probability function is known, decision making 
has become more complicated as the result of the inclusion of risk. 
As an example, consider the problem that a perfectly competitive 
firm faces in determining its production level. The firm knows 
that in order to maximize profit it must produce at a level such 
that its marginal cost equals marginal revenue. In a world of 
certainty, this is just an exercise in mathematics. As long as the 
firm is competent in solving mathematical problems, it cannot make 
an incorrect decision. 
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The introduction of risk through the assumption of a random 
price changes this secure situation. The condition for maximizing 
profit is still the same, but the firm faces the problem of what 
price to use in setting output. It is highly unlikely that the 
output level selected will be one such that the price actually 
received is equal to the marginal cost of production. With risk, 
the firm is apt to make a less than optimal decision and decision making 
has become a more meaningful process since there can exist considerable 
doubt as to the choice of the most profitable strategy. 
If the probability function is known, then it is possible to 
determine the first moment or expected value of the random variable. 
An obvious policy to follow in a risky environment is to base decisions 
on the expected value of the random variable. Referring to the previous 
example, the firm could determine a production level by equating 
\ 
expected price with marginal cost. In essence, decision making has 
changed little from the world of certainty; one has merely substituted 
expected price for price. 
Borch (16, p. 14) has indicated that this procedure is valid only 
if the sample or decision can be repeated a number of times. By 
doing this, an averaging process is taking place and risk is essentially 
being eliminated. However, in most realistic decision situations, 
repeated trials are not possible which suggests that one may need to 
consider more than the expected value. 
An example, again using the model of the competitive firm, may 
illustrate the shortcomings of expected Values. If price is governed 
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by a Bernoulli cistribution, then either or P^ will occur (Figure 1). 
The firm would select production level if it based decisions on 
expected price, E(P); however, this decision surely gives less than 
optimal results since expected price cannot occur. If P^ were to occur, 
the firm's profits would be the area. A'CD less the area BDE. By 
selecting too high a production level, it has suffered a reduction in 
profits. On the other hand, if P^ were to occur, profits would be 
A"A'BF. Potential profits of BFG would be foregone by producing too 
little. Using the expected value as a criterion for making decisions 
would be optimal only if the firm were indifferent as to the adverse 
consequences of the two possible outcomes. If the firm were more 
concerned about the possibility of having profits reduced by BDE if 
P^ occurred than it were about foregoing profits of BFG if P^ occurred, 
then the decision resulting from the use of expected value could not 
) 
be considered optimal. 
Problems with the expected value approach have long been recognized. 
In 1732, Daniel Bernoulli C8, pp. 23-36) used a fictitious game, the 
St. Petersburg Paradox, to illustrate that maximization of expected 
gain could not be representative of rational human behavior. In this 
game, a person continues to throw a coin until a head appears. If 
this occurs on the nth throw, the person receives 2^ dollars (or ducats 
if Bernoulli's terminology is used). Expected gain is 
09 
EG = Z (|)^ 2* = » . (2-1) 
n=l 
14 
rice MC 
E(P) 
Quantity 
Figure 1. Selection of output for a competitive firm when prices 
are random 
15 
Theoretically, there is a potential for unlimited gain; however, if 
most persons were offered a choice between playing the St. Petersburg 
Paradox and receiving a large finite sum of money, say one million 
dollars, they would opt for the latter. Clearly expected value could 
not be the basis for such decision. 
Bernoulli (8, p. 24) argues that expected gain is a function of 
price which is the same for all persons, but the value of an item to 
a person is the utility that it yields. Bernoulli proposes that risky 
prospects be evaluated on the basis of mean utility (moral expectation) 
rather than expected gain. He then hypothesizes that utility is a 
function of existing wealth, i.e., a one hundred dollar gain yields 
more utility to a poor man than it does to a rich man. Another tenet 
proposed is that increases in wealth increase utility but at a decreasing 
rate. With these two assumptions, he derived a logarithmic utility 
function which gives a numerical value for the worth that a person 
assigns to different levels of wealth. Using this function, he was 
able to calculate utility values that a person would assign to the 
St. Petersburg Paradox: a poor man would prefer any certainty gain 
in excess of $2 to a chance at playing the St. Petersburg Paradox and 
only an extremely wealthy man would play the game in preference to an 
assured $20 (8, pp. 33-34). 
Bernoulli's hypothesis had a good deal of appeal, but it did not 
gain immediate acceptance. One problem was that the theoretical 
underpinnings were not sufficiently rigorous (16, p. 30). While it 
may seem logical that increases in wealth would increase utility at 
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a diminishing rate, this was still only conjecture. Although it might 
be valid for a single good, it would not necessarily be true for money 
which has command over all goods. Another problem was that if. implied 
that utility was somehow measurable—an idea that was objectionable 
to the ordinalist economists of the twentieth century. 
Expected Utility 
Theoretical justification for using an approach similar to that 
of Bernoulli was presented by Von Neumann and Morgenstern.in 1947. 
Their proof is based on six axioms of behavior.^ 
The first axiom refers to a transitivity of preferences. For any 
possible outcomes from a risky event, a person is able to determine a 
clear and consistent preference ordering. Using the symbol to denote 
2 that one outcome is at least as preferred as another, then ^ ^ X^. 
The second axiom deals with a reduction of compound lotteries. This 
means that a compound lottery can be restated as a simple lottery which 
is at least as preferred as the original lottery. As a further 
clarification assume that an individual faces the occurrence of events 
Y^, Yg each occurring with probability p^. This defines a compound 
lottery or prospect Z where 
Z = (p^Y^, PgYg, P3Y3). C2-2) 
^This section draws upon material from Horowitz (51, pp. 340-350) and 
Luce and Raiffa (70, pp. 23-38). A listing of sources providing more 
formal proofs is given by Borch (16, p. 33), 
2 
The numbering system is arbitrary in the sense that X^ denotes the 
most preferred alternative. 
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However Y^, Yg and Y^ are also stochastic in that they each offer 
X^, X2 and with differing probabilities. As an example, Y^ can be 
described as 
Yi = ^12 ^ 2' ^ 13X3) (2-3) 
where r^^^ is the probability that event Y^ will have outcome i = 1, 
2, 3. Through use of statistical rules, one can then restate Z in 
terms of the basic outcomes X^, X2 and X^ 
Z = tPi'^12^2' ^13*3)' ^22^2' ^ 23^3)' 
P3^^31^1' ^ 32^2' ^ 33^3)] 
or 
Z ^2^21 ^3^31^^1' (^1^12 ^2^22 ^  P3^32^^2' 
(Pl^is + P2^23 ^  93^33)^3] 
or 
Z - [tj^X^, t2X2, tgXgJ 
where t. = + p^r^. + p^r^^. 
The third axiom is that of continuity. This states that any 
outcome can be restated as a function of the most preferred and least 
preferred outcomes. Outcome X2 has the same value to an individual 
as an outcome ^ 2 which offers X^ with probability q and X^ with 
probability (1-q). 
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The fourth axiom deals with substitution. If an individual is 
indifferent between two outcomes, then one can be substituted for 
another without affecting the preference ordering. Assuming that an 
individual is indifferent between outcomes = [qX^, (l-q^X^jand Xg, 
then he is also indifferent between prospects [r^X^, rgXg, r^X^] and 
[r^X^, ^ 2^2' ^ 3^3^' 
The fifth axiom deals with the substitution of outcomes in a 
lottery. Denoting indifference by the symbol then (r^X^, r^ X^, r^X^) 
1, (r^W,, r^W^, r^Wg) if X^ i/ Xg ~ #2' ^3 ^3' the third 
axiom, X^o-W^, and by the fourth axiom, it is possible to make the 
substitution. 
The sixth axiom states that if two events offer the same two 
payoffs, X^ and X^, then the preferred event is the one offering the 
greatest chance of obtaining the most desirable payoff, X^. Prospect 
[rX^, (1 - r)Xg]2 [rX^, (1 - r^Xg] if and only if r _> r. 
Individually, the preceding six axioms do not appear completely 
unreasonable. Combined, they lead to rather powerful results (51, 
p. 345). The second axiom states that any risky situation can be 
reduced to a prospect offering certain basic payoffs (these are under­
stood to be monetary payoffs). Using the first axiom, it is possible 
to specify a preference ordering among all basic outcomes. Then through 
application of axioms 3 through 5, one can further reduce the original 
prospect into one offering only the most preferred and least preferred 
outcomes. Those axioms further imply that an individual is totally 
indifferent between the original prospect and the reduced one. 
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Axiom 6 provides the criteria for comparing the desirability of any 
strategies. The implications of this reduction are indeed quite 
powerful: any risky events having monetary payoffs can ultimately 
be compared using axiom 6. 
While such reductions can be made whenever comparisons among 
alternatives are needed, it is not necessary to do so. A transformation 
can be made such that utility numbers can be assigned to the basic 
outcomes. According to axiom 3, it is possible to determine a q such 
that 
Xg ~ (l-qjXg]. (2-5) 
A set of utility members such that 
UCX^) = qU(X^) + a-q)U(X3) (2-6) 
Ï 
gives the same preference ordering as (2-5). 
If there are n possible outcomes, X^, . ., X^, then an equation 
such as (2-6) can be used to determine utility numbers for X^, ..., 
X^ ^  if utility values are assigned to and X^—the most preferred 
and least preferred outcomes. Expected utility for some prospect 
Y which offers outcomes X^^ ..., X^ with probabilities r^, ..., r^, 
respectively, can be calculated as 
EU(Y) = r^ U(Xt) + r. U(X.) + ... + r U(X ). (2-7) J. ± z z n n 
This is essentially the same conclusion that Bernoulli reached, but the 
theoretical basis is much stronger. 
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Theoretical applications of expected utility 
As long as the previously mentioned sir. axioms hold, it is always 
possible to determine a set of utility numbers for a person (70, 
p. 29). A frequent assumption is that this set can be represented 
by a mathematical function. If the function is continuous and 
differentiable, then it becomes possible to apply calculus to problems 
involving risk. This has proven extremely fruitful in theoretical 
applications. 
Given that utility can be specified by a function, decision 
making merely involves the selection of the strategy or prospect 
offering the highest expected utility. If outcomes are discrete, 
solution of an equation such as (2-7) provides the desired results. 
If working with continuous functions, expected utility is the integral^ 
b 
EU(Y) = /U(y) fCy) dy, a < y < b, (2-8) 
a 
where 
U(y) is the utility function 
f(y) is the probability density function. 
For empirical applications, a detailed specification of the utility 
function would, of course, seem necessary. For theoretical research, 
meaningful results are often attainable simply by stating some basic 
characteristics of the decision maker's attitude toward risk. These 
The notational system is changed to conform with statistical 
conventions. A capital letter is used to denote random variables and a 
lower case letter is used to denote continuous outcomes of the random 
variable. 
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characteristics, in turn, imply certain limitations upon the utility 
function. 
Three types of behavior in the face of risk are defined; risk 
averse, risk neutral, and risk loving. For all three types, it is 
generally assumed that utility is nonnegative for any outcome. Also 
utility of the monetary outcomes (or income) is assumed to increase 
as income increases. This implies that a utility function must have 
a positive slope, no matter the type of behavior. 
Risk aversion means that a person prefers a known situation to a 
risky situation if both have the same expected outcome. Consequently 
utility is concave in income, and the second derivative of utility 
with respect to income is negative. In Figure 2, a situation which 
provides outcome Yq with certainty has utility of U(Yq). Expected 
utility for a prospect with outcomes and Y^ is given by the linear 
segment between U(Y^) and UCYg). If this second alternative also has 
an expected value of Yq, then expected utility is U(Y). Since the 
risky alternative has a lower expected utility than the certainty 
one, even though expected values are the same, the utility function 
(which is concave) is representative of risk averse behavior. 
A risk neutral individual is indifferent to risk and ranks prospects 
upon the basis of their expected values. The utility function for 
such an individual is linear and the second derivative is zero. 
A risk lover chooses a variable outcome over a certainty situation 
if both alternatives have the same expected value. The opportunity 
to achieve windfall gains is more important than the possibility 
that a less desirable outcome will be sustained. For such a person. 
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Utility 
U ( Y )  
U ( Y )  
U(Yo) 
U{Yo) 
U ( Y )  
Y {1 ncome) 
Yr 
Figure 2. Utility function for a risk averter 
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the utility function must be convex and the second derivative would 
be positive. 
Most studies of the firm under uncertainty assume that the firm 
displays risk averse behavior.^ For such a firm, it is possible to 
specify additional characteristics of behavior. One is that a firm 
shows decreasing absolute risk aversion. This means that a firm 
becomes more willing to accept a given risk the higher is his 
income. Mathematically, absolute risk aversion is defined as 
''aW = - §# <2-9) 
where U'(Y) and U*'(Y) denote the first and second derivatives of 
utility with respect to income, respectively. For a risk averter, 
absolute risk aversion is positive. Decreasing absolute risk aversion 
also implies that the third derivative of utility with respect to 
income is positive (84, p. 122). 
Another measure of risk aversion is relative risk aversion: 
Rr(Y) = - ' Y = Y ' R^(Y) . (2-10) 
This expresses the willingness of an individual to accept risk when the 
size of the risk and income are increased proportionately. Arrow 
(1, p. Ill) argues that relative risk aversion should increase as 
^Friedman and Savage (40, pp. 293-297) present convincing arguments to 
show that a utility function must have both concave and convex sections in order 
to represent the totality of human behavior. This suggests that the utility 
function for a sole proprietorship must display the same characteristics; 
however, it is typical to consider only the concave portion of a utility 
function when analyzing behavior. 
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income increases; however, this idea is not universally accepted 
(75, p. 410). 
The previously discussed characteristics are sufficient to develop a 
fairly extensive theory of a firm in a world of uucertairity. As Samuelson has 
suggested (92, p. 537) , much of the important aspects of risk theory can be 
derived from the general assumptions previously given. Sandmo (93, pp. 65-73) 
provides an excellent discussion of techniques as well as some comparative 
statics results for a competitive firm, assuming a risky environment. 
Horowitz (51, pp. 363-415) also presents a fairly detailed discussion of a 
number of models in which risk has been included. 
Empirical applications of expected utility 
Theoretical utility functions are useful in deriving general principles 
and comparative statics changes; however, for a farm firm this is not enough 
information. A meaningful analysis must contain results that suggest which 
activities should be used and at what levels. To apply an expected utility 
analysis, it must be possible to actually construct a utility function that 
problems can arise which cast doubt on the axioms underlying the expected 
utility approach. If an axiom is discredited, then the whole approach col­
lapses; furthermore, a technique which is not empirically valid is also 
questionable as a theoretical device. 
The basic criticism of expected utility is that, in reality, 
persons do not act in accordance with the six axioms. Specifically, 
axiom 1 or the consistency axiom is felt to be frequently violated in 
practice. Allais developed an example which shows this inconsistency 
(Borch, 16, pp. 62-63, and Markowitz, 73, pp. 220-21). In 1952, this 
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example was given to several well-known economists to discover their 
preference among the given options. 
Briefly, the example consists of two situations: 
1. Situation 1. The individual must choose between alternatives 
A and B. 
A gives a gain of $1 million with perfect certainty 
B consists of a chance of obtaining $5 million with 
probability .1, $1 million with probability .89, and 
nothing with probability .01. 
2. Situation 2. Situation 2 offers alternatives C and D. 
C involves a gain of $1 million with probability .11 
and nothing with probability .89 
D consists of a possible $5 million gain with probability 
.10 and the possibility of nothing with probability .9. 
Rather consistently, respondents indicated a preference for A over 
B and for D over C. Arbitrarily denoting the utilities of nothing, 
$1 million and $5 million by U(0), UCD, and U(5), respectively, then 
a preference for A over B implies 
U(l) > .1 U(5) + .89 U(l) + .01 UCO). (2-11) 
Likewise, choosing D over C requires that 
.1 U(5) + .9 U(0) > .11 U(l) + .89 U(0). (2-12) 
Adding (2-11) and (2-12) one obtains the inequality 
S^avage, who was one of the leading proponents of expected utility, 
admitted that he made inconsistent choices. 
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U(l) + .1 U(5) + .9 U(0) > U(l) + .1 U(5) + .9 U(0). (2-13) 
Clearly (2-13) is a contradiction. Allais used the results of this 
example plus those of several others to conclude that humans are 
inconsistent in ranking prospeccs; therefore, the expected utility 
approach is not reasonable. 
Proponents of expected utility have argued, however, that such 
inconsistencies are a result of misunderstandings. When inconsistencies 
are pointed out to individuals, they claim that most persons will want 
to correct their errors. The problem in developing utility functions 
is not that humans are basically inconsistent, but rather that they 
do not understand all of the implications of a given choice. 
Markowitz (73, pp. 221-223) has recast Allais's example in another 
format which clarifies the choices. His schematic design is repeated 
as Figure 3. Markowitz describes the problem as a two stage game 
in which a wheel with the numbers 1 to 100 on the face is first spun. 
If one of the numbers 1 to 89 appears, the game is over and one 
obtains the prize listed, i.e., $1 million in situation 1 and nothing 
in situation 2. However, if a number between 90 to 100 appears, the 
individual can then choose either option (a) or option (b). According 
to Markowitz, option (a) or the receipt of one million dollars with 
certainty was preferred in both situations.^  
An individual who chooses option (a) in situation 1 is assured 
It would be an obvious contradiction if one chose (a) in situation 
1 and (b) in situation 2 or (b) in situation 1 and (a) in situation 2 
since both are the same choices. 
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Situation 1 
.89 probability $1 million with certainty 
Choice 
(a) $1 million 
1 (b) ^lOm^bility, 
nothing 
Situation 2 
.89 probability 
nothing 
Choice 
(a) $1 million with certainty 
(b) 10/11 probability $5 million 
nothing 
Figure 3. A schematic representation of a version of Allais's problem 
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$1 million, no matter what- number the wheel shows. In situation 2, 
there is .89 probability of nothing (if the wheel shows 1 to 89), but 
there is .11 probability of $1 million if (a) is chosen. In situation 
1, the choice of (a) means that a gain of $1 million with certainty 
is preferred to .1 probability of $5 million and .9 probability of 
nothing. This is the same choice pattern that was displayed by 
individuals confronted with Allais's situation 1. In Markowitz's 
situation 2, (a) or .89 probability of nothing and .11 probability 
of $1 million is preferred to (b) or .9 probability of nothing and 
.1 probability of $5 million. This choice is the same as a preference 
for C over D in Allais's original problem. Hence, by specifying the 
choices in different formats, Markowitz was able to obtain consistent 
orderings. 
Furor over the expected utility axioms reached its maximum in the 
: 
early 1950's and has since subsided. Most economists today seem willing 
to accept the axioms, while recognizing that problems exist. In 
actual practice, persons may behave inconsistently, often by accident 
and sometimes by choice. Still the assumption of rational behavior 
is about the best one that can be made. As Borch advances the point 
(16, p. 75): 
When we are building an economic theory, it is simplest 
to assume that people behave rationally, i.e., that they know 
their own interests and that the actions we observe are 
precisely the actions which will advance their interests 
in the best possible manner. 
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This may not be a very realistic assumption, but it is 
not easy to replace it by a better one. To say that people 
do not always act rationally in business is not a very useful 
statement. If the statement is to be useful, it must specify 
when and how, in what circumstances, and how often the 
rules of rationality are broken. 
Through careful design, it should be possible to eliminate incon­
sistencies, but this still does not remove all obstacles in the develop­
ment of a utility function. Luce and Raiffa, writing in 1957, were 
somewhat pessimistic about the possibility of actually producing such 
functions (70, pp. 34-35); nevertheless, several studies have attempted 
to derive functions, often with plausible results. Davidson, Suppes 
and Siegel completed one of the original studies in this area,^  while 
Officer and Halter (81) and Lin, Dean and Moore (68) have estimated 
functions for individual farmers. 
Expected utility functions for farmers 
Officer and Halter (81) and Lin, Dean, and Moore (68) both used 
interview techniques to generate the necessary data from which empirical 
2 
utility functions were estimated. In their study Office and Halter 
determined that the Ramsey model was theoretically superior to both the 
von Neumann-Morgenstern and the modified von Neumann-Morganstern 
approaches. Briefly the von Neumann-Morgenstern method is based on 
the continuity axiom which states that there is a probability p^  
succinct summary of their study is available in Borch (16, 
pp. 68-71). 
2 The review of interview techniques is based upon Officer and 
Halter, (81, pp. 259-262) and Lin, Dean and Moore (68, pp. 500-502). 
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such that an individual is indifferent between receiving (i = 2, 
n-1) and the combination (l-Pj^ )X^ ]. again represents 
the most desirable outcome and X is the least desired outcome.) If 
n 
the X's are different income levels, one can determine utility values 
for these incomes by first specifying utilities for X^  and X^  and then 
solving equations of the form 
p^ U(X^ ) + (l-p^ )U(X^ ) = UCXj^ ) (2-14) 
Solution of (2-14) for different income levels results in a number of 
income-expected utility combinations. 
This approach has two critical faults: it involves a choice 
between a gamble and a certain outcome and it involves the use of two 
different probabilities. If an individual has a preference for (or 
dislike of) gambling or has probability preferences,^  biases can result. 
The modified von Neumann-Morgenstern technique uses equal probabil­
ities to eliminate the probability preference problem. The subject 
selects an income X. such that he is indifferent between receiving 
that amount and equal chances of obtaining either X^  or X^ . With 
utilities of X- and X fixed, one can determine utilities of the I n '  
X^ 's from the equation 
U(X ) = 0.5 U(X^ ) + 0.5 U(X^ ), i = 2, ..., n-1. (2-15) 
By a probability preference, it is meant that an individual 
subconsciously favors certain probabilities, e.g., he may find something 
intrinsically appealing about equal probabilities for all outcomes. 
31 
Again solutions of these equations produce a number of income-utility 
combinations. Although an improvement, this model is still subject 
to bias arising from the subject's attitude towards gambling. 
The Ramsey model can be used to overcome both objections to the 
von Neumann-Morgenstern techniques. Essentially this approach 
involves a game against nature; a schematic representation is given 
in Figure 4. In playing the game, the subject is confronted with two 
actions, both of which have two possible outcomes. Outcomes are 
assumed to be equally likely.^  
Initially the individual is asked to determine an amount y such 
that he is indifferent between the two actions. By fixing utility 
values for outcomes a and b, one can obtain a utility difference of 
since: 
U(a) +'U(y) = U(b)+U(x) (2-16) 
and 
U(a) - TJ(b) = U(x)-U(y) = K^ . 
In the next stage, payoffs are rearranged as shotm in Figure 4. 
Outcome a is replaced by b and y is determined from the previous game. 
The variable outcome is c, which replaces b in the previous game. 
Indifference between the two actions implies 
This discussion of the Ramsey model is based on Lin, Dean and 
Moore (68, pp. 500-502). Their method is a modification of the approach 
used by Officer and Halter (81, 260-262). 
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Action Action 
1 2 
State 
1 
Fixed 
Outcome 
a 
Fixed 
Outcome 
b 
State 
2 
Variable Fixed 
Outcome 
y 
Outcome 
X 
Action Action 
1 2 
State 
1 
Outcome 
b (from step 1) 
Variable 
Outcome 
c 
State 
2 
Outcome 
y 
(from step 1) 
Outcome 
X (from step 1) 
Figure 4. Design of the Ramsey Model 
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U(b) + U(y) = U(c) + U(x) (2-17) 
and 
U(b) - U(c) = U(x) - U(y) = K^ . 
By repetition of the game, Lin, Dean, and Moore (68, p. 502) 
obtained a simultaneous system of equations of the form; 
U(a) - U(b) = 
U(b) - U(c) = 
U(i) - U(j) = K^ . (2-18) 
This system of eleven outcomes in nine equations had a solution 
: 
since utility values for a and b were assigned initially. 
Once utility values had been obtained for various income levels, 
linear regressions were used to estimate utility as a function of 
income raised to various powers. By using regression, any inconsist­
encies in choices would be subsumed in the error term. Both studies, 
however, were able to obtain excellent fits, with most equations 
explaining 98 per cent or more of the error (68, p. 504; and 81, 
p. 268). Functions for most farmers were fitted without having to use 
income terms of a power higher than the quadratic. 
Through careful design of the experiment. Officer and Halter and 
Lin, Dean, and Moore apparently overcame the problem of subjects 
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not fully understanding the choices. Binswanger (10, pp. 36-45), 
however, has concluded that interview techniques are unreliable in 
ascertaining attitudes towards risk. Basically this stems from three 
characteristics of the interview technique; insufficient time is 
allowed for decision making, interviewer presence can introduce bias, 
and gains and losses analyzed are only hypothetical. Binswanger 
studied risk preferences among Indian farmers by allowing them to 
participate in coin-tossing games in which actual payoffs were made. 
In some of the games, payoffs were of the magnitude of monthly 
salaries being paid in the area; consequently, the individuals 
made their choices only after serious reflection. Briefly Binswanger 
found that interview techniques indicated that persons were either 
more risk averse or risk loving than his game situations suggested. 
His conclusion was that an actual payoff situation provides the more 
meaningful information. 
In estimating utility functions for American farmers, it is 
highly unlikely that a project could secure sufficient funds to 
duplicate Binswanger's approach. An interview technique may be the 
second best alternative. Officer and Halter (81, pp. 262-263) 
addressed the problem of realism by couching the choices in terms of 
a problem which was of current concern to the participant. In this 
way, they hoped to interest the subject in making thoughtful 
responses. 
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The studies by Lin, Dean and Moore and Officer and Halter 
are both favorable to the use of expected utility in an empirical 
analysis of agriculture. Reasonable functions were estimated and 
such functions were fairly accurate in explaining actual beh.ivior. 
Consequently, there is some justification for concluding that the 
expected utility approach is empirically valid. 
Mean-Variance Approach 
Although sufficient experience has been obtained to suggest that 
estimating a utility function is feasible, it is still not a simple 
matter to do so. Choice situations must be carefully constructed and 
considerable time must be spent in insuring that participants fully 
understand the choices. For empirical work, an even more serious 
problem is that such utility functions are quite specific. Results 
obtained from one farmer may not generalize into recommendations suitable 
for a larger group; consequently, there has been some effort to develop 
criteria which are less subjective and which have wider applicability. 
One idea is to evaluate prospects in terms of their mean and 
variance. This can take one of two forms which, although alike in 
application, have different theoretical backgrounds. The first approach 
assumes that a person possesses a NM utility function,^  but that 
correct rankings can be obtained from a consideration of only the mean 
and variance. In doing this, one typically expands the NM utility 
T^o eliminate confusion with the use of the term utility, utility 
functions based on the von Neumann-Morgenstern axioms are henceforth 
referred to as NM utility functions for the rest of this chapter. 
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function in a Taylor's series expansion. Then, if convergence is suf­
ficiently rapid, one may be justified in considering terms involving 
only the mean and variance- Terms involving higher moments are ignored. 
A fuller discussion of this method is delayed until the next chapter. 
The other form assumes that the individual's utility function has 
the mean and variance as direct arguments. The subject explicitly 
considers only the mean and variance when he chooses among risky 
prospects. Normally, he shows a preference for a larger mean and a 
dislike for an increase in variance. A larger variance will be 
accepted only if expected return is also increased. Specifically 
the utility function is of the form 
U = f(u,<7^) (2-19) 
where 
u is the mean of the random event 
2 
a is the variance of the event (in many cases, 
a, the standard deviation, is used) 
and 
•^  > 0 
-^ < 0. 
In Farrar's words (33, p. 11), expected return is being discounted 
by a measure of risk—the variance. 
This approach lends itself nicely to empirical applications 
since a number of mathematical programs are available to minimize 
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variance for fixed levels of expected return- This reduces the set 
of all possible choices to a subset of efficient ones and the optimal 
point can then be determined by inspection or possibly by application 
of a specific function, if one is available. Such an analysis is not 
specific since a number of efficient mean-variance combinations are 
determined. A specific optimum for an individual is determined only 
after reference to his mean-variance trade off. 
A plausible utility function to rank prospects if this approach 
is followed is: 
U = u — a 0 (2—20) 
where U is utility and a is a constant. Borch (16, p. 39) shows that 
such a rule cannot be represented by a NM utility function, but if 
one explicitly rejects NM utility and is offering the mean-variance 
analysis as. an alternate hypothesis, then Borch's disclaimer is of 
no consequence. A more important problem is whether or not a utility 
function such as (2-19) or (.2-20) rests upon a valid basis. It is 
not at all obvious that an .individual would make a decision based only 
upon the means and variances of different alternatives; however, it 
is difficult to discredit this assumption on theoretical grounds alone. 
An empirical attack is also difficult to mount since many studies 
of risk have involved the use of means and variances- While NM utility 
adherents would claim that these mean-variance analyses involve special 
cases of NM utility, one could also argue that these empirical studies 
show that decision-makers, either explicitly or subconsciously, 
evaluate risky prospects solely in terms of the means and variances. 
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Lexicographic or Safety First Criteria 
Another possibility is to assume that a person's basic strategy 
with respect to risk is to avoid an outcome which he would consider 
a personal disaster. This idea has a number of variants which have 
been given the collective name of "safety-first criteria." The 
rationale behind this argument is that a person's overriding concern 
is to ensure his financial security. This approach may also imply 
a lexicographic utility function if it is assumed that a person 
simultaneously attempts to maximize some gain while at the same 
time avoid a disaster. 
Roy (90, pp. 432-33) has criticized NM utility on the grounds 
that it is extremely doubtful that a person could formulate expecta­
tions so detailed that all possible outcomes and their respective 
chances of occurrence are included. Roy's belief is that expectations 
are much more vague, but that a person does have a rather definite 
notion of what would constitute a personal disaster. Normally, one 
could express this as a level of income or wealth falling below some 
predetermined level, say d. A person who acted in accordance with 
Roy's hypothesis would then select an activity or combinations of 
activities which would minimize the probability that the actual outcome 
would fall below the disaster level. 
To implement this hypothesis, often referred to as the "minimum ot" 
criterion, it is necessary to assume that the decision maker knows, 
or can formulate expectations of, the mean and variance of all possible 
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alternatives. (This requirement is still less than that of the von 
Neumann-Morgenstem approach since knowledge of the mean and variance 
does not imply that one must know the parent probability density 
function.) Then, by using a variant of Chebyshev's inequality 
(69, p. 132) 
P(|Y- u| 2L e) (2-21) 
e 
where 
Y is a random event (income) 
u is the mean or expected value of Y 
2 
a is the variance of Y 
e is the error term, 
the "minimum o" criterion can be converted into an expression from 
which numerical results can be obtained. Essentially, (2-21) says 
that the probability that a random outcome will deviate from its 
expected value by an amount more than some error term, e, is less 
than the variance of the random variable divided by the error term 
squared. Hence it provides an upper bound on the probability which 
is valid for all distributions. 
Roy assumes that a person wants to minimize the probability that 
the random income variable, or Y, would fall below a disaster level d. 
Hence, he (90, p. 435) substituted into (2-21) to obtain 
2 
P(|Y - ul > u - d) < -2-^  . (2-22) 
- (u-d)2 
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By removing absolute value signs and then rearranging terms, he 
obtained 
2 
P(u - y > u - d) = P(Y < d) < ° _ (2-23) 
- - (u-d)2 
One could then minimize the probability of a disaster income by 
minimizing or by maximizing . With a knowledge of means and 
variances plus a person's specification of a disaster income, a problem 
allowing mathematical solutions is obtained. Generality can be 
obtained by treating d as a parameter. 
Roy's hypothesis has been criticized on a number of points. One 
is that not all persons may be so conservative that prevention of 
a disaster is their only goal. Furthermore, in empirical work, this 
approach may lead to problems since solutions may provide local maximums 
(14, p. 17). Finally, Telser (102, p. 2) indicates that the "minimum a" 
criterion could lead to selection of an activity for which the 
expected gain would be negative. 
Telser (102, pp. 1-3) has revised Roy's criterion so that decision 
making is less conservative. He assumes that a person attempts to 
maximize gain subject to the provision that the probability of sustaining 
a disaster be below some predetermined probability. On this basis, 
activities are divided into two classes; one in which the probabilities 
of sustaining a disaster income are greater than some probability a. 
and the other in which all actions have a probability of sustaining 
a disaster income less than a. Only the latter class contains feasible 
alternatives. 
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Again, using Chebyshev's inequality, Telser (102, p. 2) shows 
that all activities in the class of feasible alternatives must 
satisfy the restriction. 
2 
(2-24) 
(u-d) 
Accordingly, of all possible choices satisfying (2-24), one would 
then select the one with highest expected value or u. 
Knowledge requirements of this method are somewhat more demanding, 
since one must be able to determine a person's idea of a disaster income 
as well as his probabilistic desire to avoid such an outcome. Still 
the problem can be expressed in such a manner that numerical solutions 
are possible. Boisvert's criticisms (14, p. 18) center on the fact 
that two parameters must be specified, but there is no information 
on the type, of dependence between them. Furthermore, it is possible 
that certain combinations of these parameters could yield problems 
for which there is no empirical solution. 
Katoaka (63, pp. 182-184) has proposed a third variant in which 
the decision maker again seeks to have the probability that income will 
fall below some level d be equal to some value a.^  In this case 
however, the individual wishes to find the highest possible d. 
Mathematically the problem is: 
C^atoaka actually considered a problem in which, using linear 
programming terminology, the price vector, the technical coefficients, 
and the resource vector are all composed of stochastic elements. Since, 
in this study, only the price vector is to have random variables, 
attention is focused only upon his objective function formulation. 
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maximize d 
subject to 
Prob (Y ^  d) = a (2-25) 
or 
Prob (Y ^  d) = 1 - a. 
Katoaka shows that, if X is normally distributed, then (2-25) can be 
expressed as 
max u + qa 
where 
and 
q = F"^  (a) < 0 (2-26) 
F C—) = a. 
c 
Pyle and Turnovsky (86, p. 76) show that (2-26) is valid for any two 
parameter standardized variable-
The three variants of the "safety-first criteria" are the most 
widely known, although a number of other methods are available. For 
example, Boussard and Petit (.18) have applied a "focus of loss" 
procedure, which is a form of a"safety-first" approach, to agriculture. 
Borch (16, pp. 41-42) has criticized the "safety-first" concept on 
the basis that it focuses attention on the leftmost tail of a 
distribution and ignores the right tail. As an example, in Figure 5, 
distribution I represents a prospect for which the chance of receiving 
an income less than A is equal to a. If a person were guided by 
Roy's hypothesis, then he would choose the prospect governed by 
distribution II if A were his concept of a disaster income. Likewise, 
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f(y) 
Y (income) 
Figure 5. Comparison of distribution functions based upon "safety-
first criteria" 
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if one acted in accordance with Telser's belief, then distribution II 
would also be preferred if one did not want the probability of a disaster 
income to be greater than or equal to a. In both cases, distribution II 
would be preferred even though there is no possibility of a positive 
gain. Distribution I, while exposing one to a greater loss, offers 
the opportunity for much larger gain. While most choice situations 
may not be so pathological, the example does show that a risk averse 
individual may well want to evaluate the possibilities of both 
favorable and unfavorable outcomes, rather than giving emphasis to 
only the latter. 
Choice of procedure 
The previously discussed approaches constitute those which are 
most appropriate in evaluating risky situations when some knowledge of 
possible outcomes is available. No attempt has been made to survey 
all of the different methods which have been proposed. For the 
interested reader, Chen (23, pp. 9-26) and Boisvert (14, pp. 3-38) review 
some additional techniques. 
In deciding upon a basic methodology, it is quite easy to eliminate 
using the expected value as the shortcomings of this method have 
long been recognized. The mean-variance approach discussed is also 
suspect, primarily due to its theoretical origins. In further narrowing 
the choices, the decision becomes harder since one can advance compelling 
arguments for using either "safety-first criteria" or NM utility. 
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The idea that people strive to ayoid some predetermined outcome 
is appealing; moreover, the specification of recognizable objectives 
when using "safety-first criteria" may seem a welcome contrast to the 
vagueness of NM utility. However, these objectives may be too confining 
and such criteria may not be capable of describing the full range 
of behavior in the face of risk. Vagueness may not be necessarily bad. 
One can draw parallels between NÏI utility and the theory of the 
consumer. In the latter, one does not need to know nor specify what 
a consumer considers when stating his preferences; one merely assumes 
that a consumer is capable of stating them in a consistent manner. 
This is also the basis for NM utility. Theoretically, this method 
has some validity and it has gained fairly wide acceptance, particularly 
in theoretical work. 
Empirically, the derivation of a NM utility function is a complex 
1 
process; however, it has been done. This study assumes that a decision 
maker's (specifically a farmer's) attitude towards risk is represented 
by such a utility function. No specific functions are actually 
derived, rather their existence is assumed. Since such functions could 
be derived if required, this is a valid procedure. The rationale for 
doing this, as well as the process through which a theoretical concept 
is translated into an empirical procedure, are the main themes of the 
next chapter. 
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CHAPTER III. ESTIMATING EXPECTED UTILITY 
Given a person's utility function and his concept of a probability 
function, it is then possible to determine his expected utility for 
a risky prospect. Equation (2-7) gives the procedure to use when 
outcomes are discrete while equation (2-8) applies to the continuous 
case. A decision among several alternatives can be made by first 
calculating expected utility values and then selecting the one having 
the highest value. 
In applying this approach to agriculture, the problem is much 
more complicated. First of all, one must not only choose among a 
number of risky activities, but one must decide upon an output level 
for each enterprise as well. Secondly, one must consider limitations 
imposed by resource availability. The problem is much like linear 
programming except that expected utility, rather than expected profit, 
is being maximized. The complication is that the objective function 
is no longer a linear expression. Mathematicaly the problem to be 
solved can be stated as 
maximize f f... /{U(p x^^  ^+ pgXg + ... p x^^  ^• 
P1P2 Pn 
f(pj. Pn^  dp^ dp2 ... dp^ } (3-1) 
subject to a.-x^  + a._x_ -f ... + a. x <b., i = 1, ..., m, il 1 i2 2 in n — 1 ' 
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where 
Xj is an activity, j = 1, n 
Pj is activity j's random contribution to income 
fCpj, P2> p^ ) is a joint density function 
is the initial amount of resource i available 
a., is a technical coefficient representing usage of resource i 
by activity j. 
For discrete outcomes, integrals would be replaced by summations. 
For some models, such a formulation may prove more tractable. Still, 
continuous distributions undoubtedly provide close approximations and, 
in many cases, there is an advantage in working with continuous functions. 
When using agricultural prices and income, it is common to assume that 
probability functions are continuous. 
Direct, solution of the utility problem (3-1) is not easy. In order 
to use expected utility in an empirical setting, it is necessary to 
find a means of solving or approximating a solution to the problem. 
It is the main purpose of this chapter to show that a mean-variance 
analysis, similar to an approach introduced in the last chapter, is 
a feasible procedure to apply. 
This chapter first considers the rationale for using a mean-variance 
analysis developed by Tobin (105). Since this approach has been 
extensively criticized, attention is then focused on estimating 
expected utility with a Taylor's series expansion. This again leads 
to a mean-variance analysis, but such an approach recognizes the 
existence of estimation error. When error is identified, it is then 
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reasonable to discuss whether or not results are distorted if error 
is ignored. 
The use of a Taylor's series expansion is discussed in detail. 
This includes specifying the circumstances under which an expansion 
is valid and the significance of the error. Then conditions under which 
an expansion can yield an exact solution are outlined, with some 
discussion of the restrictiveness of these conditions. This suggests 
that a mean-variance analysis is a reasonably accurate (as well as 
solvable) solution to the expected utility problem. 
Once the theoretical basis for a mean-variance procedure has been 
developed, the next step is to show that, by further restricting 
assumptions, the need for specific utility functions is eliminated. 
The real gain from doing this is that an empirical problem, with 
rather general implications, can be developed. 
Tobin's Conditions for Using a Mean-Variance Analysis 
Tobin (105, pp. 187-189) identifies two circumstances under which 
an expected utility analysis can be transformed into a mean-variance 
analysis. One is when the distribution function belongs to a two 
parameter family: a family such that knowledge of the mean and variance 
completely describes the distribution function. The second case is 
when the utility function is quadratic or 
U(y) = (1 + b)y + by^  (3-2) 
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where 
y is a random monetary outcome 
and -1 < b < 0 for a risk-averter. 
Tobin hypothesizes that whenever one of these two conditions 
exist, then indifference curves in mean-standard deviation^  space 
can be constructed. For a risk averter, these indifference curves 
(actually •^ ) would be positively sloped and convex- The optimal 
solution can then be found at the point where an indifference curve 
is tangent to the line showing the trade-off between the means and 
standard deviations of possible decisions. 
Tobin's work has been criticized on two counts. First, Tobin's 
proof that a two parameter density function leads to convex indifference 
curves depends upon being able to standardize the random variable 
(105, pp. 188-189). Feldstein (34, pp. 6-8) argues that not all two 
parameter functions can be standardized. Tobin later revised his 
proof to indicate that it is valid for only the normal distribution 
(104, p. 13). 
The second criticism of Tobin's work is that a quadratic utility 
function is not very realistic. The main fault of the quadratic 
is that it possesses increasing absolute risk aversion. As an 
individual's wealth increases., he becomes less willing to accept a 
risk of a fixed amount. This is the direct opposite of the manner in 
1 
"Although the computational procedures use the variance, the 
analysis is often given in terms of the standard deviation. 
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which most economists would cî:pect a person to behave (1, pp. 96-97; 
and 34, p. 6). 
The criticisms of Tobin's study would seem to leave only one 
reasonable condition under which the mean and variance can be used 
to approximate expected utility—rthe random variable must be normally 
distributed. Tsiang (107, p. 355) has suggested that this assumption 
may be highly restrictive since returns on investments are more apt 
to be lognormally distributed. Also institutional practices such as 
progressive taxation and hedging may cause skewness in returns. 
Taylor's Series Approximations 
Farrar (33, pp. 20-22) approaches the problem of determining 
utility rankings by assuming that the expected utility function can 
_e expanded in a Taylor's series. By ignoring terms beyond the quadratic, 
% 
he is able to obtain an estimating function for expected utility 
which is an expression in terms of the mean and variance. Through the 
introduction of some approximating error, he is able to reformulate 
the original problem as a mean-variance analysis. 
Farrar's procedure will be reviewed and, in some cases expanded, 
in order to determine the feasibility of applying it to the agricultural 
problem being studied. The first step is to outline the conditions 
under which a utility function can be expanded as a Taylor's series. 
Initially we are concerned with a univariate function which may be 
thought of as a strategy or prospect. 
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Expanding a utility function in a Taylor's series 
Given a general utility function, U(Y), this section shows the 
conditions under which it is possible to expand an expected utility 
function in a Taylor's series. The expected utility function is the 
product of the utility function and the density function integrated 
over the domain of the density function or 
Y is a prospect or event having continuous outcomes 
which are denoted as y 
U is the utility function 
f(y) is the density function. 
Kaplan^  (62, p. 426) states that if a function is analytic (has 
derivatives of all orders), then it can be represented by a Taylor's 
expansion. Any analytic function represented by a Taylor's series 
has a radius of convergence. Within this radius of convergence, the 
series converges uniformly to the function it approximates. 
Uniform convergence is important since it allows one to integrate 
a function by summing the integrals of the individual elements in a 
series. If an expected utility function, such as (3-3), exists and 
can be represented by a Taylor series, then under certain conditions 
it is possible to replace the integral with a term by term integration 
E{U(Y)} = /U(y)f(y)dy 
y 
(3-3) 
where 
b b b 
/ U(y)f(y)dy = / g^ (y) f (y)dy+, ..+/ g^ (y) f (y) dyT-. . . (3-4) 
a a a 
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where 
CO 
Z g.(y) = u(y) and 0 <_ f(y) < c. 
i=l ^  
The restriction imposed is that the density function f(y) attain finite 
positive values within the region of integration. 
Proof (62, p. 415): 
Define S^ (y) as the nth partial sum of the sequence so that 
b b b 
/ Sn(y)f(y)dy = / g^ (y)f(y)dy + ... + / g^ (y)f(y)dy. (3-5) 
a a a 
b 
To complete the proof, it is necessary to show that / S (y)f(y)dy 
b a  ^
converges to /U(y)f(y)dy. The sequence converges to the value it 
a 
estimates if the error remains below some arbitrary amount as the 
number of terms is increased. That is, for any n terms, n ^  N, 
one must have 
b b 
|/U(y)f(y)dy - / S^ (y)f (y)dy j < e. (3-6) 
a a 
If the series were to diverge, the error would become greater than e 
as n were increased. 
Uniform convergence means that the difference between a function 
and an approximating sequence remains below some specified amount for 
n 
all values in the domain. Since Z g.(y) converges uniformly to 
i=l  ^
U(y), one can select an N so large that 
1 U(y) - S^ (y) I < c(b_a) , n > N, a < y < b. (3-7) 
Since 0 ^  f(y) < c, multiplication of the difference between the 
function and its approximating sequence by f(y) yields the following 
inequality 
I [U(y) - S^ (y)] f(y) |<  ^ a y £ b. C3-8) 
Since the difference between two definite integrals is the definite 
integral of the difference, (3-6) can be rewritten as 
b 
/ [U(y) - S^ (y)]f(y)dy. (3-9) 
a 
Kaplan (62, p. 242) states that if the absolute value of a function 
h(y) is less than a constant, M, in some range a to b, then the absolute 
value of the integral of this function over the range is less than 
M(b - a). Since the function 
I [U(y) - S^ (y)]f(y) |  ^^  Y <. b, (3-10) 
then the integral of this function over the range from a to b must 
be less than £. Consequently the estimating sequence (3-9) converges 
to the original function (3-3) and the use of a Taylor's series is 
valid. By selecting a sufficient number of terms, the difference 
between the two integrals can be made as small as desired. Consequently 
one would be justified in integrating the terms in the Taylor's series 
and then summing those quantities, rather than integrating the original 
function. 
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If the limits of integration are not finite, then one would not 
be justified in using a Taylor's expansion based on the preceding 
proof. This would seem to exclude the use of distributions such as 
the normal. By another technique, however, it can be shown that one 
can approximate a convergent improper integral using a Taylor's 
series with as much accuracy as desired C60). 
Given an error of approximation or e (e > 0) one can find a t 
such that 
I UCy)f(y)dy - ^  U(y)f(y)dy { < ^  . (3-11) 
— t 
One can then use a Taylor series to approximate /^ U^(y)f(y)dy. By 
selecting an N such that 
1 - S^ (y)l 1 n >_ N, a < y b, (3-12) 
one can estimate the improper integral with an error of less than 
The combined sum of the two errors must be less than e which 
indicates that the desired accuracy can be attained. 
Transforming the origin 
As long as the radius of convergence for a utility function includes 
the entire domain of the distribution function, expected utility can 
be approximated with a Taylor's expansion. Rather than expand 
S^ince the range of integration is 2t, the integral 
b 
/ [U(y) - S^ (y)]f(y)dy is less than 7-^ * 2ct or . 
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(3-3), one can expand the function 
E {U(Y)} = E {U(Y)} + u - U(u) (3-13) 
where u is the mean expected value of Y and hence is constant. 
Expected utility rankings provided by (3-13) are the same as those 
provided by (3-3) since expected utility functions are unique up 
to linear transformations (48, p. 47). The advantage of the transformed 
function is that it allows additional simplification. 
The expected utility function can be expanded about its mean, u, 
to obtain 
E{U(Y)} + u - U(u) = u - U(u) 
+ U(u)f(y)dy + (y-u) U*(u)f(y)dy 
+ / (y-u)^  ^  2^  ^ f(y)dy + I / (y-u)^  ^  f(y)dy. 
y n=3 " 
By the definition of a probability function, /yf(y)dy equals one, 
and the central moments of a distribution function are given by, 
(y-u)'^ •f (y) dy. Therefore (3-14) can be simplified to obtain 
E{ÏÏ(Y)} = u + + Z  ^ u 
2 n=3 * 
where 
2 
a is the variance or second central moment 
u is the nth central moment.^  
n 
h^e first central moment is always zero. 
(3-14) 
(3-15) 
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Equation (3-15) shows that expected utility can be stated as a function 
of the mean and central moments. 
The expansion has been given for a univariate function. As 
previously mentioned, agricultural problems are generally multivariate, 
involving linear combinations of random income terms. An expansion 
for such a function, given in Appendix A, produces the same result; 
an expression in terms of the mean and central moments can be substituted 
for the original integral. 
Truncation of the expansion 
By using a sufficiently large number of terms in the Taylor 
series, the original function can be estimated with as much accuracy 
as desired. Farrar (33, p. 21) drops all terms beyond the quadratic, 
leaving 
E{ÏÏ(Y)} = u + a^ . (3-16) 
For a risk averse person, the second derivative of utility is negative. 
Therefore, ^  can be replaced by a constant, -A, to obtain 
E{U(Y)} = u - A a^ , A > 0. (3-17) 
Once again, the original problem has been restated as a mean-variance 
problem. An objective function, such as (3-17), along with linear 
restrictions, could be formulated as a quadratic program. 
Truncation of the series necessarily causes some error. The 
crucial question is whether or not the failure to consider this 
error seriously distorts a ranking of various alternatives. If it 
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does not, then the use of this simplification is feasible. Tsiang 
(107, pp. 356-362) has argued that in most realistic situations, this 
error will be rather insignificant. 
The key point in Tsiang's argument is that terms beyond the 
quadratic can normally be expected to be numerically small relative 
to the terms involving the mean and variance. Tsiang converts the 
terms in (3-15) into scale-free measures so that 
E{U(Y)} = u +  ^  ^ m^  + U  ^ m^ +... (3-18) 
where 
m_ = 
"j 
3 (,2)3/2 
m, = "4 
If U^ (u)(o^ )^ ^^  is a power of U"(u)a^  and the latter term is much less 
than one, then terms beyond the quadratic in (3-18) could be expected 
to be quite small numerically. 
Tsiang assumes that the initial wealth of a person is far below 
ultimate bliss. Using specific utility functions, he shows that in 
2 
order for U"(u)a to be less than one then the variance of activities 
selected by an individual must be small relative to initial wealth. 
Since most individuals are not apt to take risks such that bankruptcy 
is likely, it is reasonable to assume that the variance of activities 
2 
selected would be relatively small and that U"(u)a would be less 
than one. Consequently, although a mean-variance analysis does not 
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give precise results, the solutions are sufficiently accurate for 
decision-making purposes. 
So long as one is willing to accept some inaccuracy, a mean-
variance analysis can be used in place of the original expected utility 
problem. In an empirical agricultural problem, there are likely to be 
some errors in specification of the utility function (if one is used) 
and technical coefficients. Due to the possibility of other error, it 
seems somewhat unreasonable to insist that utility rankings be determined 
with perfect accuracy.^  
Obtaining Precise Solutions with a Mean-Variance Analysis 
1 
Description of the procedure 
A mean-variance analysis in an empirical application is commonly 
a two phase problem. In the first part, a quadratic program or QP 
is solved to obtain a loci of efficient mean-variance points. 
Efficiency means that to obtain a higher mean a higher variance must 
be accepted. Likewise, to reduce variance, the mean must also be 
reduced. In the second phase, indifference curves are constructed 
and a tangency between the indifference curve and the efficiency frontier 
is obtained. If the efficiency frontier is concave or linear, 
while the indifference curves are convex, this tangency yields a 
maximal solution (Figure 6). 
(73, p. 280) also argues that it is somewhat unrealistic 
to require exact solutions. 
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T indifference 
curve 
A (maximal solution) 
EF (efficiency 
frontier) 
Figure 6. Solution of the quadratic programming problem 
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In Figure 6, the efficiency frontier in mean-standard deviation 
space is drawn as a strictly concave function. This may require a 
digression to provide some justification. With two random variables, 
and X2, both at the unit level, the mean is u^  + U2, the variance 
2 2 is + O2 + ^ 1^2 (^ 22 is the covariance between X^  and X2), and 
/ 2 2 
the standard deviation is + /a^  + O2 + ^ 1^2' both are activated 
at a level A (A greater than one), then the mean is A(u^  + ^ 2^ > the 
2 2 2 
variance is A (o^  <^ 2  ^^ 1^2^  ' the standard deviation is 
/ 2 2 
A/ + O2 + 2^ 22. The variance increases in a manner so that it 
would form a strictly concave function, but both the mean and standard 
deviation increase linearily. The problem is that this applies only 
to linear additions of the same variables. In a quadratic programming 
problem, this practice is limited. As an example, once all of the 
farmland is devoted to growing oats (normally a less profitable, less 
variable crop than soybeans), increases in income can be obtained only 
by introducing soybeans. Thus variance can be expected to increase 
at a rate more rapid than linear increases in income would suggest. 
Likewise, the mean-standard deviation trade-off would no longer be 
linear; rather it would be strictly concave as drawn in Figure 6. 
The use of such a procedure as previously outlined suggests two 
sources of approximation error. One is that the loci of efficient 
mean-variance points may not correspond to a loci of efficient expected 
utility points. For a given mean, the combination of activities with 
highest expected utility may not necessarily have the lowest variance. 
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Since one considers only combinations on the frontier, some error 
in selection of enterprise combinations could occur. 
The second source of error may occur in the indifference curves. 
If one uses only the mean and variance to construct curves of constant 
utility, it is possible that such curves may not actually represent 
points of constant utility everywhere. Thus even if the QP frontier 
is efficient in an expected utility sense, an incorrect optimal solution 
could still be selected if the indifference curves are not accurate. 
Conditions necessary for an exact solution: a theorem 
Under certain conditions, the efficiency frontier generated by 
a quadratic program also represents the locus of points of maximum 
expected utility. The following conditions are sufficient to guarantee 
this result; 
1. The utility function is analytic, with derivatives 
alternating in sign, i.e., U'(Y)>0, U"(Y)<0, U"'(Y)>0, etc. 
2. Density functions must be of the same parametric family, 
e.g., all normal," and they must be symmetrically 
distributed so that all odd central moments are zero. 
3. Even central moments must all be a function of the 
second central moment or variance. That is, if u^  
2 r/2 denotes the rth central moment then u^  = k^ (o ) , 
where is a constant. 
With these assumptions it can be shown that maximization of the 
first two terms of the Taylor's series expansion, u + ^  
62 
maximizes expected utility for that level of u. The amount of error 
in approximating expected utility is not critical. When working with 
an applied problem, this means that one can use quadratic programming 
to find the activity combination that maximizes expected utility for 
each mean value. 
In maximizing, u + ^  » one is really minimizing variance for 
that mean value. The error in approximating expected utility with 
the truncated series is given by R^ CY) 
R2«)- Af- ^ 
(3-19) 
Since the distribution is symmetric, the error consists of terms in 
even powers only. The error is also negative since U^ (^u) is assumed 
less than zero for all values of n. 
If one is comparing two strategies, say and Y2 having the 
same mean, then the one with the smaller variance also has smaller 
central moments for all even powers. By condition 3, 
for all n. (3-20) 
This means that |R2(Y^ )| < but since all error terms are 
negative is then apparent that 
U"(up 2 U"(U2) 2 
+ 2— o > u^  + —2 o 
implies 
U"(ui) U"(u,) , 
— ay +R^ (Y^ ) > U2+ — + R2^ V (3-21) 
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or 
E{U(Y^ )} > E{U(Y2)}. 
As long as one is working with strategies having the same mean, 
using more than the first two terms adds nothing to one's knowledge 
of the preference ordering. So long as the previous outlined assump­
tions are met, solution of the quadratic problem is sufficient to 
guarantee correct expected utility rankings. 
Indifference curves 
In constructing indifference curves, it is necessary that the 
Taylor's series expansion have a common origin rather than being 
translated separately for different mean values. An acceptable 
expansion would be 
This function is an expression in terms of the mean and variance only. 
As much of the series can be used as desired, and indifference curves 
E{U(Y)} = U(u) + k,cf + ... (3-23) 
can be constructed with as much accuracy as desired.^  If all terms 
are used, then 
du 
da 4 k^ a + ... 
, 5 . 
k^ a + ... 
> 0 (3-24) 
This assumes that indifference curves are convex. This is more 
fully discussed at a later point. 
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If a quadratic approximation is adequate then indifference curves 
are given by 
denominator. In some cases, this may give more accurate results 
than (3-25). 
One can always use a mean-variance procedure to estimate expected 
utility; in most cases, errors are not likely to be too great. 
The preceding section suggests that, in some cases, the two phase 
procedure can give exact results, or at least as accurate as desired. 
Initially a QP can be solved to determine an efficiency frontier. 
If the preceding assumptions hold, then the optimal solution must lie 
on this frontier. Then indifference curves can be constructed. With 
sufficient effort, these can be made as close to the actual functions 
as desired. The tangency thus obtained would represent the same 
activity choice as direct solution of the original problem (3-1). 
For empirical work, such effort need not be actually made. A QP 
algorithm gives only a finite number of solutions; it would not be 
feasible to obtain all efficient mean-variance combinations since 
their number would be infinite. Rather than construct indifference 
curves, one could use some portion of the Taylor series expansion 
(3-22) to calculate expected utility values for all or some QP 
solutions. The solution giving the highest value would be the 
optimal. 
For convenie 
du 
da 
is often dropped from the 
(3-25) 
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Restrictiveness of the conditions 
The conditions specified to obtain exact utility rankings from 
a mean-variance analysis are fairly detailed and it might seem that 
they would be so confining so as to preclude most utility and density 
functions. To determine this requires a discussion of specific 
functions. 
Condition 1 requires that a utility function be analytic (have 
derivatives of all orders), with derivatives alternating in sign, 
beginning with U'(Y) > 0. Reference to Chapter II indicates that 
risk aversion implies that U'(Y) > 0 and U"(Y) < 0. The assumption 
of either decreasing absolute risk aversion or increasing relative 
risk aversion causes the third derivative to be positive. Any general 
function, commonly believed to be representative of risk averse 
behavior, fits the assumption for at least the first three derivatives. 
Going beyond this necessitates a discussion of specific functions. 
Commonly used functions are the negative exponential, U(Y) = A(l-e , 
and the logarithmic, U(Y) = log y.^  As indicated in Table 2, the 
derivatives of these functions satisfy the assumptions for a utility 
function. Appendix B shows that both functions can be expanded in 
a Taylor's series. 
Conditions 2 and 3 relate to the density function. Three 
families of functions can be shown to satisfy these requirements: 
As previously indicated, the quadratic utility function always 
implies a mean-variance analysis. Hence it is not discussed in this 
section. 
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Table 2. Derivatives of Specific Utility Functions 
Negative Exponential Logarithmic 
U(y) A(1 - e"®^ ) log y 
U'(Y) aAe y ^  
U"(y) -a^ Ae -y ^  
U"'(Y) a\e""y 2y"^  
U*(Y) -a^ Ae"*? -6y~^  
U^ (y) (_l)°+^ )ci"Ae-''y 
the normal, the double exponential, and the triangular. It is not 
claimed that these are the only possible ones. 
S 
The normal distribution 
The density function for the normal distribution is 
(y-u)^ 
e 
/2iTa 
f(Y) = —— 2a^  < y < ", a > 0. . (3-26) 
Mood, Graybill, and Boes (79, pp. 540-541) show that all odd central 
moments of this density are zero and even central moments are given by 
, r 
u = ° . , r even. (3-27) 
(r/2)! l' 
Higher central moments are all functions of the variance, with, for 
4 
example, u^  = 3a . 
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Tobin (105, pp. 74-76) has already proven that the normal distribution 
implies convex indifference curves. Hence the normal distribution 
lends itself to exact utility analysis through the procedure just 
outlined. A logarithmic utility function cannot be used with a normal 
distribution since such a utility function is not defined for negative 
values. However, utility can be represented by the negative exponential 
2 2 function so long as the product a a is finite (Appendix B). 
Double exponential distribution 
The density function for the double exponential is 
_ |y-"l _ /2|y-u| 
f (y) = e  ^ or —^  e  ^ -oo<y<co,a>0. (3-28) 
* /2o 
Odd central moments are all zero and even central moments are (79, 
pp. 540-541) 
2^ r/2 
u^  = rl 6 or rl (-y) . (3-29) 
Higher central moments can again be expressed as a function of the 
4 
variance. The fourth central moment is 6 o , which is greater than 
that for the normal (if variances are the same). The double exponen­
tial has a greater concentration of probability in the tails and near 
the mean than does the normal. 
Appendix D shows that the mean and variance are location-scale 
parameters for this distribution and the function can thus be 
standardized. Tobin*s proof that through standardization a two 
parameter family of distribution functions would yield convex 
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indifference curves applies to the double exponential distribution. 
Consequently this function meets all of the requirements necessary for 
an exact utility analysis. 
Like the normal, the double exponential and a logarithmic 
utility function cannot be combined. As demonstrated in Appendix B, 
the negative exponential utility function can be used so long as 
1 -Jt. 
a < — or a < — . (3-30) 
p o 
Triangular distribution 
A third possible distribution is the triangular with density 
function 
f (y) = ^  - , u-a _< y u + a. (3-31) 
a 
This function is symmetric about the point u so that all odd central 
moments are zero (Figure 7). Even central moments are all a function 
of the variance (Appendix C), i.e., 
,,p2.r 
"2r ~ (2r+l)(r+1) , 2r = 4, 6, 8, ... . (3-32) 
4 
The fourth central moment is 2.4 a which is less than that of the 
normal. The triangular distribution, for the same mean and variance, 
has less probability concentrated in the tails and near the mean than 
does the normal distribution. 
Appendix D, it is shown that the mean and variance are location-
scale parameters for the triangular distribution. Consequently, use 
of this function leads to convex indifference curves. This density 
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f(y) 
Y 
Figure 7. Triangular distribution 
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function can be used with either logarithmic or negative exponential 
utility functions, so long as the mild restrictions outlined in 
Appendix B are met. 
Usefulness of the distribution 
While any of the three distributions lead to an accurate utility 
analysis, one might question how useful these distributions would 
be in an empirical application. The use of the normal (often by 
assumption) is common; however, the double exponential and the 
triangular distributions are not well-known. It may be highly unlikely 
that all of the random variables being analyzed would be distributed 
as triangular or double exponenetial variables. 
For applied problems, there are additional complications. Normally 
one is working with linear combinations of stochastic elements; it 
is the distribution of this combination of variables, not the distri­
butions of individual variables, that is of interest. Frequently 
this combined distribution is difficult to determine since even 
knowledge of individual probability functions may not be helpful. 
If individual variables are normally distributed, then it is 
well known that any linear combination of these variables is also 
normally distributed. It may also be possible to infer that a sum 
of variables is normally distributed if one of the central limit 
theorems can be shown to apply. If a sequence of independent random 
variables all have finite third central moments, then the sum of 
these variables is asymptotically normal (37, pp. 213-214). Lindgren 
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(69, p. 159) has suggested that, in applied research, as few as 25 
or 30 independent variables may be sufficient for a good approximation. 
In most risk analysis problems, random variables are not 
independent. If, however, these variables all have finite third 
moments and the sequence of variables can be split into two independent 
parts, then again the sum is asymptotically normal (37, pp. 215-221). 
Consequently, in a problem with a large number of variables, it may 
be feasible to assume normality. 
If individual random variables are not all normally distributed, 
then distributions of linear combinations of these variables may not 
satisfy the conditions previously outlined. As an example consider 
two independent variables and Y2 distributed as double exponentials 
with zero means and dispersion parameters and B^ . The central 
moment generating function (79, p. 541) of (Y^  + Y^ ) is given as 
The second partial derivative of (3-33) with respect to t, evaluated 
at t equals zero, gives the variance. This can be shown to be 
[l-(Bit)2][l_(B2t)2] 
1 (3-33) 
2 2 2(B^  + Bg ). Similarly the third central moment is zero. However, 
the fourth central moment is 
24 [B/ + Bg^  + B^  ^B^ ]^ (3-34) 
or 
2  2 2  2  2  
24 [B^  + B^  ] - 24 B^  ^B^  
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The fourth central moment is not a function of the variance unless 
2 
equals When B^  equals B^ , the variance is 4B^  and the fourth 
central moment is 72B^ .^ Higher central moments are functions of the 
variance. 
Validity of Using a Mean-Variance Analysis—A Restatement 
The preceding sections have shown that one can use a Taylor's 
series expansion to justify a mean-variance analysis. A general 
procedure was outlined which leads to correct utility rankings. 
Specific cases were then developed which are somewhat broader than 
those currently in the literature. 
For empirical work, it is almost essential that distributions 
be normal if precise utility rankings are desired. It is doubtful 
that triangular and double exponential random variables are that 
widespread.' Table 3 presents data on price series for several 
agricultural commodities. These prices were adjusted for linear 
trend, and then tests of skewness and kurtosis were run. Many of 
these adjusted price series do not deviate too badly from a normal 
distribution. If a farmer forms personal probabilities based on 
some function of past prices, the assumption that these personal 
probability functions belong to the normal family may not be unrealistic. 
Also if enough different price series are included, central limit 
theorems apply, and the assumption of normality is even more plausible. 
Consequently, it is assumed that a mean-variance analysis, and 
hence the use of quadratic programming, is a proper empirical tool. 
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Table 3. Data on Agricultural Price Series ^  
Commodity Coefficient 
of skewness 
Skewness ^  
of Normal 
Coefficient 
of kurtosis 
Kurtosis^  
of Normal 
Corn .087 Yes 2.460 Yes 
Alfalfa .303 Yes 2.095 Yes 
Oats .158 Yes 1.988 No 
Soybeans 1.794 No 7.885 No 
Soybean oil meal 2.317 No 9.400 No 
Choice slaughter steers 
C900-1100 lbs.) 
.365 Yes 3.813 Yes 
Choice slaughter heifers 
(900-1100 lbs.) 
.392 Yes 3.857 Yes 
Choice feeder steers 
(600-700 lbs.) 
.713 No 3.354 Yes 
Choice feeder heifers 
(500-600 lbs.) 
.675 No 3.773 Yes 
Choice feeder steer 
calves (400-500 lbs.) .656 No 2.821 Yes 
S^laughter cattle prices are Sioux City quotations and feeder 
prices are Omaha quotations (112). Alfalfa and soybean oil meal prices 
are prices received and prices paid, respectively, by Iowa farmers 
(109). Corn, oats, and soybeans are prices received by Iowa farmers 
as reported by the Iowa Crop and Livestock Reporting Service (55). 
Data for 84 months were adjusted using a linear time trend. 
C^oefficients of skewness and kurtosis were tested against 
critical values obtained from Snedecor and Cochran (96, p. 552). 
The two-tailed critical value for skewness, at the 2 per cent level, 
is + .621 (80 observations). The 2 per cent interval for kurtosis 
(75 observations) is 2.08 to 4.59. 
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A number of previously discussed points can be enumerated which 
substantiate this point: 
1) If random variables are distributed as normal, triangular, 
or double exponential variables, a truncated Taylor series 
can provide as much accuracy as desired. 
2) The assumption that personal probability functions for 
agricultural prices are normally distributed does not 
appear totally unrealistic. 
3) Central limit theorems suggest that a composite expected 
income or wealth variable is even more apt to be 
normally distributed. In most applications, it is the 
utility of this composite term that is being maximized. 
4) Tsiang's paper provides additional justification for 
using an approximation. In realistic decision situations, 
\ 
any error which results when an exact analysis is not 
obtainable is not likely to be of great significance. 
5) Empirical derivations of utility functions have often 
resulted in quadratic functions. While such functions 
are criticized for theoretical reasons, they may be 
valid for the ranges of income or wealth that are 
relevant in particular decision situations. 
Developing a More General Analysis 
The quadratic procedure as it has so far been developed includes 
a specific utility function. While such an analysis is fine for 
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a particular fanner, it is of limited value when a region, encompassing 
a number of farmers, is being analyzed. A wide variety of attitudes 
towards risk would be expected to occur. For research purposes, one 
would like to be able to determine enterprise plans which would be 
suitable for farmers who are very averse to risk as well as for those 
who are less averse to risk. 
One possibility would be to determine utility functions for a 
number of different individuals. One could then assume that this 
sample of functions is representative of the group. Another possibility 
would be to assume that utility functions within an area are all 
members of some particular class, e.g., all quadratic. Then if some 
characteristic of this class is used as a measure of risk aversion, 
one can vary this characteristic to determine a number of possible 
solutions. 
Parametric utility functions 
For example, a number of studies (e.g., 23, and 46) have assumed 
that risk preference can be approximated in terms of the mean and 
variance. A more risk averse individual desires a lower variance 
than does one who is more indifferent towards risk. This dovetails 
nicely with the quadratic programming (or a linear alternative) 
approach since a number of different solutions are obtained. A 
researcher can then suggest that those strategies with smaller 
variances would be more compatible with the goals of a highly risk 
averse individual than would higher variance strategies. 
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In working with a quadratic utility function, an increase in 
risk aversion causes an individual to change his optimal enterprise 
organization so that both the mean and variance are reduced. When 
working with other expected utility functions, one would be interested 
in knowing if the same general statement coula be made. For example, 
suppose that an individual has a risk preference such that a tangency 
between an indifference curve and the efficiency frontier occurs at 
A (Figure 8). If an increase in risk aversion causes the slope of 
the indifference curve at A to increase, then clearly the optimum 
must shift to some point to the left of A, say B, where both mean 
and variance are lower. 
A widely used utility function which has a parameter for risk 
aversion is the negative exponential. With this function, risk aversion 
(absolute risk aversion or - ) is denoted by a- An increase 
in a is synonymous with an increase in risk aversion. For certain 
density functions, it can be shown that indifference curves resulting 
from this utility function become more steeply sloped as risk aversion 
1 increases. 
If, for example, the random variable is normally distributed, 
'p 2n ^ 2n 
one can substitute k„ a , equals — into (3-24) to obtain the 
n: 2* 
following expression for the indifference curve 
e were unable to obtain results for a general parametric function. 
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Efficiency 
Frontier 
Figure 8. Changes in risk aversion 
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-  . 4 3  , 6 5  g  2 n  2 n - l  2 -cai 4a c -au, 6a a —au. , 2na o -au , 
a e 0-1 r— e + %— e + .,. + e + ... 
 ^^ 2!22 31 2^  ni 2" 
do 3 2 5 4 -au 2n-l 2n-2 
-^au + »J,_ g-ou + « O e + + a 2 e-«"+ ... 
 ^ 2: 2% (n-1): 2*-i 
(3-35) 
Since 
2n 2n 
n: 2" n(n-l): 2-2^ "^  (n-1): 2° ^  
(3-36) 
(3-35) can be further simplified by eliminating e from numerator 
and denominator and by factoring oa from the numerator (107, p. 365) 
3 2 5 4 n-1 2n-2 
aa (a + + ... + — + ... ) 
1 \ * <jn—J. 
 ^ 2^ " (3-37) 
do 3 2 5^ 4 n-1 2n-2 ~ 
Clearly an increase in ct causes the slope of the indifference curve 
to increase. With a normal distribution and utility functions of the 
negative exponential family, movements to the left on the efficiency 
frontier represent increases in risk aversion.^  
As another example, consider the double exponential distribution. 
With this distribution, it is easier to show that indifference curves 
in u - g space become steeper as a result of increases in risk 
aversion. However, if increased risk aversion causes an individual to 
accept an enterprise combination with a lower g, this combination 
A^n alternate approach is given by Freund (38) 
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also has a lower variance since there is a one-t^ -one correspondence 
between g and variance. 
Indifference curves in u - g space are given by 
^  ^  2 a +  4 a ^ g ^ e " ° "  +  6 a ^ S ^ e " ° "  +  . . .  +  2 n a ^  g ^  e " ° "  +  . . .  
ae-*« + aSgZe-*" +o5g4e-*" + ... + + ... 
(3-38) 
—Ot^  
Eliminating e from numerator and denominator and factoring og 
from the numerator gives 
3 2 5 4 2^ ""^  ?n^ l 
du _ (2 + 4a g + 6a g 4- — 4- 2na g -4- ... ) 
dg ; 2 2 5 4 2^ "^  2^ "^  ( a + a g  +  a g + . . . + a  g  + . . . )  
Repeated division results in 
f - «6 (2 + 2.^ : + 20.%'' + ... + + 
3 2 2^  ^  2^ "^  
a+ a g + ... + 0: g 
(3-40) 
Since must be less than one, the remainder R can be ignored since 
it contains terms in powers of and higher. As n approaches 
infinity, these terms all approach zero. 
Differentiation of (3-40) with respect to ct results in a positive 
quantity. As risk aversion increases, the slope of an indifference 
curve becomes steeper and a movement to a strategy having a lower 
g (and hence variance) is made. 
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In this study, specific utility functions are not employed. 
Rather, it is assumed that indifference curves in mean-standard 
deviation space become steeper as risk aversion becomes greater. This 
can be justified using one of three assumptions: 
1. Utility functions for Northwest Iowa farmers are all 
quadratic. 
2. A truncated Taylor's series is sufficient to estimate 
utility. 
3. Utility functions belong to the negative exponential 
family and random variables are normally distributed. 
The decision to not use specific functions does further restrict 
the situations in which a QP analysis can be employed; nevertheless, 
it is felt that there is still a reasonable basis for developing an 
empirical problem. 
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CHAPTER IV. THEORETICAL DEVELOPMENT OF 
THE EMPIRICAL MODEL 
In the previous two chapters, an expected utility analysis has 
been determined to be the proper procedure to use in analyzing decision 
making in a risky environment. Under certain conditions a mean-
variance analysis can then be used as an approximator of expected 
utility, which leads to the use of quadratic programming as a compu­
tational technique. The first part of this chapter is concerned with 
a discussion of algorithms designed to obtain or approximate QP 
solutions. 
The QP algorithm most commonly used entails a mathematical 
structure which is very similar to linear programming. As with 
linear programming, the basic structure of equations and the nature of 
the objective function must be specified. This chapter discusses 
these concepts and develops the framework for the empirical model. QP 
differs from linear programming in that a covariance matrix is included 
with the former. In this study, an individual farmer is assumed to 
possess knowledge of the distribution functions of all random 
variables. By using a truncated Taylor's series to estimate utility, 
required knowledge is limited to that of means and variances; 
therefore, the covariance matrix plus price expectations represent 
all distributional information needed to solve the problem. Some 
discussion of the manner in which expectations are formed is an 
essential part of the study. 
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Quadratic Programming 
The quadratic programming (QP) problem is that of maximizing 
a quadratic objective function subject to linear constraints. In 
matrix notation, the problem (36, p. 96) is 
maximize f(x) = p' x - x' V x 
subject tc A X ^  b 
X > 0 (4-1) 
where 
X is an n X 1 vector of activities 
p is an n X 1 vector of expected prices or profit margins 
A is an m X n matrix of technical coefficients 
b is an m X 1 vector of resource limitations 
V is an n X n positive semidefinite matrix. 
Mathematically, the problem differs from linear programming in that 
a quadratic term in x is included in the objective function. 
In general terms, a problem such as (4-1) can be solved by finding 
the maximum of the Lagrangian function 
L(x) = f(x) + y(b - Ax) (4-2) 
where y is a 1 x m vector of Lagrangian multipliers. To maximize 
(.4-2), Sposito (.97, p. 170) states that a vector (x°, y°) must be 
determined such that 
(1) • x° = [f'(x°) - y° A] x° = 0 
9X 
(2) = f (x°) - y° A _< 0 
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(3) x° > 0 
(4) "1^  • y° = (b - Ax°) y° = 0 
(5) "1^  = b - Ax° > 0 
3y -
(6) y° > 0. (4_3) 
The system of equations denoted by (4-3), particularly items (1) and 
(4), are known as the Kuhn-Tucker conditions. 
Since V in (4-1) is a positive semidefinite matrix, the objective 
function f(x) is a concave function (97, p. 177). Likewise, the 
constraints are linear and if they are feasible they form a closed convex 
set. Chiang (24, p. 649) presents a global theorem which states that 
if the objective function is continuous and concave over a closed 
convex region, then any maximum is a global maximum. If the function 
is strictly concave, i.e., if V is positive definite, then a unique 
global maximum occurs. The quadratic problem (4-1) is one in which 
the Kuhn-Tucker conditions are necessary and sufficient conditions for 
a solution (24, p. 722; and 97, pp. 175-176). 
Frank-Wolfe algorithm 
Frank and Wolfe (36) have developed an algorithm in which the 
Kuhn-Tucker conditions are incorporated in such a fashion that a 
modified linear programming procedure can be used to obtain solutions; 
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hence, there has been some success in adapting their method for 
computer processing.^  
Following Sposito (97, pp. 191-195), the vectors of partial 
derivatives are first formed. Substituting in the general form (4-3), 
3T 
— = p - 2Vx - A'y = -X 
3x s 
9L , . 
^= b - to = (4-4) 
Satisfaction of (4-3) requires in addition to (4-4) that 
3L n 
—  • x  =  U  =  x » x  
9x s 
3L 
3y 
y = 0 = y • y 
y. fs - ° (4-5) 
Equations (4-4) and (4-5) can be combined into the following 
partitioned matrix system: 
A S = b 
where 
A = A 0 I 
-2V-A' 0 
3 = b = b 
-P 
(4-6) 
The BS QPF4/360 program developed by Rand utilizes the Frank-
Wolfe algorithm. This program has been used fairly extensively in 
applied agricultural studies. Zorilla, developed by Sposito and 
associates at Iowa State University, also incorporates this algorithm. 
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Equation (4-6) describes a system of linear inequalities. By assigning 
prices of zero to each of the variables, an objective function can be 
formed. Nonnegativity is part of a linear programming problem, so the 
only difference between the Frank-Wolfe problem and a LP are the 
conditions: 
X . x^ = 0 =y ' y^  . 
The added conditions imply a certain relationship among the 
variables; the only way in which a vector x « x^  can equal zero 
is if, for each element in the vector product, either x equals zero, 
x^  equals zero, or both equal zero. This suggests that one of the 
X variables cannot enter the solution unless the corresponding x^  
variable is in the solution at the zero level. A corresponding statement 
can be made about the y and y^  variables. 
Perhaps this relationship among variables can be clarified through 
the use of Figure 9. This figure shows the coefficient matrix and 
the right hand side vector of (.4-6) with added emphasis on the composi­
tion of rows and columns. In the A matrix, detail is given for activity 
X. and row R.. The activity y . is the slack variable for row R,. In 
1 J SJ J 
the -A transpose matrix, row is the negative transpose of that 
portion of activity x^  in the A matrix. Activity y^  -is the negative 
transpose of that portion of row R^  contained in the A matrix and 
activity x . is the slack variable for row Q.. 
SI 
If X. is nonzero, then x . must be zero. This means that row 
1 31 
must be satisfied as an equality. If row cannot be met as 
an equality, then x^  ^must be positive and x^  cannot enter the 
X] Vj Vsj Xsi RHS 
h i  0 0 0 bi 
Rj aji ... aj,...ajn 0 • . 0 • • • 0 0 • . . 1. . 0 0 . . • Ô . •0 bj 
A amj 0 0 Ô bm 
-2vii "3jl 0 0 
-Pi 
Qi -2V^ 2* ""2Vij. -2Vin "9li' "-aji—amj 0 . . . 0 . . 0 0 . . . 1. . .0 -Pi 
"2Vnj -A '  "9jn 0 Ô -Pn 
Figure 9. Schematic diagram of Wolfe's Coefficient Matrix 
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solution. Likewise, if row is satisfied as an equality (resource 
use equals resource availability), then y^  ^is zero and y^  can enter 
the solution. A linear programming algorithm, modified so that 
an activity and its corresponding slack vector are never both 
simultaneously positive, would provide the QP solution. 
Frank and Wolfe (36, pp. 101-104) describe a two phase iterative 
process which always yields an optimal solution.^  Their first step 
is to find a feasible solution to (4-6) which is denoted by 
'V 1( 1» li 1. 
Z = IXg yg y x]. (4-7) 
lyj 
If the product Z Z is zero, then the problem is solved since Z Z can 
equal zero only if the Kuhn-Tucker conditions are satisfied, i.e., 
X X = 0 = y « y . 
s •' •'•X. 
If the product is not zero, then the second phase is to solve 
the linear program. 
max — 1/2 Z Z 
subject to A Z = b 
Z 2 0. (4-8) 
That is, an objective function is formed from solution values of the 
different activities. Feasible solutions to (4-8) with improved 
optimums are obtained until one of two conditions is met: 
Sposito (97, p. 193) indicates that this is true if V is positive 
definite. If V is positive semidefinite, the solution could be un­
bounded. His suggestion is to augment diagonal elements of 2V with 
some e, e > 0, if this becomes a problem in an application. 
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a. 'V/ 
1) 2, 2,(2, is une solution for the hth iteration) equals 
n h n 
zero in which case the problem is finished or 
«X, % '\j 
2) - Z, 2, > -1/2 2- 2_ for the first time. In this case, 
In — X ± 
a new objective function is determined (26, p. 321) 
and (4-8) is resolved. 
'b 
The iterative process is repeated until a 2 is obtained such that 
2 2 equals zero. 
Frank and Wolfe's iterative process has not been extensively 
applied; however, their paper does contain two key results which 
would suggest that quadratic programming is empirically feasible. One 
is that if (4-6) has a feasible solution, then an optimal one also 
exists. Secondly, this optimal solution can be obtained in a finite 
number of steps. 
The RAND QP procedure 
The RAND corporation has developed a computer program which 
solves the Frank-Wolfe problem in a more direct manner (28). Initially, 
the program finds a feasible solution to the primal problem, i.e., the 
system of linear inequalities given in (4-1). Next dual variables 
(y and x^ ) are entered in such a manner that (.4-5) is satisfied. 
After this is done, an initial solution to the full problem is obtained. 
The program then seeks an optimal solution by introducing variables 
into the solution while keeping the corresponding slack variables 
zero, Optimality is attained when all variables are greater than 
or equal to zero. 
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Through the use of such a procedure, it is possible to incorporate 
a parametric option into the program. This involves modifying (4-1) 
so that the problem is 
maximize Ap'x - x^ Vx (4-9) 
subject to Ax _< b 
X ^  0 
1 _< X <+ <». 
The parametric option allows the user to increase expected income 
while at the same time minimize variance for that income level. 
Consequently, it is a means of generating an efficiency frontier 
in essentially one computer step. Using an iterative process such 
as Frank and Wolfe outlined would require solving a number of separate 
QP problems fixing income at the desired different levels; hence it 
would be much less efficient than using a program such as the one 
developed by RAND. 
The main advantages of the RAND program are that it is quite 
efficient and is often able to obtain solutions when other algorithms 
have problems. The main disadvantage of the program is that it must 
reside entirely in computer memory to execute. That places an upper 
limit on the size of a problem, either from computer core limitations 
or the cost of utilizing large segments of core in bigger installations. 
A lesser problem is that the program does not have some of the features 
that are available with LP algorithms. Diagnostic messages are rather 
limited and there is not much capability for listing, storing, or 
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revising the input. Still for small problems, the RAND program is 
generally quite adequate.^  
The QP algorithm developed by Frank and Wolfe is the most widely 
used method; however, alternative procedures have been proposed. 
Hildreth has developed an asymptotic method which converges to the 
exact solution (Sposito, 97, 195-199) and Markowitz (73, pp. 154-187) 
has proposed a "critical line method" which he has applied to portfolio 
problems. However, neither of these methods has received much 
empirical exposure. 
Linear Approximators 
In agricultural research, considerable effort has gone into 
developing linear techniques to approximate the solution obtained with 
a QP algorithm. The reason is quite simple: linear programming codes 
are more refined than QP codes and solutions are easier to obtain. Also, 
the solution of large models may be nearly impossible with some QP 
codes due to computer memory limitations. Prior to deciding upon a 
particular computational procedure, a rather extensive testing of 
several linear alternatives was undertaken. 
Marginal risk constrained programming 
One linear approximator evaluated was marginal risk constrained 
(MRC) linear programming which was developed by Chen (23, pp. 42-53). 
T^he RAND program is not covered by a copyright so there are no 
limitations on its use. The program can be obtained from either RAND 
corporation for a nominal fee of from another university which has the 
code. RAND no longer provides any technical support to the program (29). 
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While the solutions appeared reasonably accurate, two problems were 
discovered: 
1) The MRC constraint requires that Vx £ ^ p where a is a 
risk aversion parameter and the other symbols are as 
defined in (4-1). In the model developed, buying 
activities are used which have negative objective values. 
Since x is greater than or equal to zero and V is 
positive semidefinite, the constraint often cannot be 
satisfied if p is less than zero. 
2) The second problem is that the procedure entails obtaining 
solutions, deleting variables, and then resolving the 
linear program. If many solutions are desired or a number 
of different resource bases are being tested, the compu­
tational step can become fairly time consuming. 
MOTAD 
Another approximating technique, which has been used more 
extensively than MRC programming, is MOTAD (minimization of total 
absolute deviations) which was developed by Hazell (46). Problems 
that might arise in using this procedure include the following: 
1) MOTAD is at best expected to be only about 88 per cent 
efficient in estimating the population standard deviation 
C46, pp. 58). Tests by Chen (23, p. 57) indicate that 
MOTAD is less efficient than MRC programming. 
2) MOTAD does not use a covariance matrix, rather data 
observations are incorporated directly into the equations. 
If many observations are included, the matrix may become 
quite large. 
MOTAD would appear to be an attractive option for two reasons. 
The model does not appear difficult to formulate and computational 
experiences obtained in other studies appear favorable.^  
A^s an example, Bello (7, p. 38) was able to obtain MOTAD solu­
tions at about one sixth of the cost of RAND QP solutions. 
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Separable prograTitming 
Thomas, et al., (103) have used the separable programming feature 
of the IBM mathematical programming system to obtain QP solutions. 
Using a rather small model (35 rows for a QP problem), they were able 
to estimate variances within 3 per cent of actual figures (103, p. 265), 
which compares favorably with that of either MOTAD or MRC programming. 
No tests were actually made to determine the feasibility of using 
separable programming. 
MOLP model 
Some work was also done on developing a linear alternative which 
utilizes a multiple objective linear programming (MOLP) model (67). 
The MOLP model is designed to allow the simultaneous optimization of 
several linear objectives. The idea behind this alternative is to 
then minimize all derivatives, i.e., Vx, while parametrically 
increasing the objective function. The minimization of Vx is used 
as a substitute for the minimization of x'Vx. 
This procedure was actually used to solve a problem and the 
computational experience was favorable. However, as with all 
approximating techniques, there is a loss of accuracy which appears 
to get larger as model size is increased. In testing small models, 
the MOLP procedure gave solutions with variances 3 to 5 per cent 
higher than QP solutions for the same income levels; with larger 
models, the error at some income levels was in excess of 10 per cent. 
Efforts to improve the accuracy of the initial solution did not 
appear to be computationally feasible. 
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Use of the RAND solution procedure 
Initial tests with the RAND quadratic programming code suggested 
that solutions could be obtained at costs which were often less than 
those experienced when using a linear alternative. Moreover, a QP 
algorithm offers exact variance solutions; in the end, this became 
the critical factor. A key argument for using a mean-variance analysis 
is that it is a reasonable means of approximating expected utility. 
To then use a linear approximation instead of an actual mean-variance 
analysis is to further weaken the argument that one can usefully 
estimate expected utility. 
Model Structure 
As indicated in the previous section, a quadratic program is 
much like a linear program. In fact, as far as the structure of the 
model is concerned, a QP differs from a LP only in the addition of a 
covariance matrix. In developing coefficients, prices, and resource 
limitations, one proceeds essentially as if a LP model were being 
developed. A number of different types of LP structural models 
have been identified; it is essential that a type be used that 
is consistent with the goals of the study. 
The need for flexibility in farm size 
One of the hypotheses of this study is that risk preferences 
are reflected in the size of the farm operated, i.e., a very risk 
averse individual is more likely to farm fewer acres and feed a 
smaller number of cattle than a farmer who is more indifferent to 
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risk. To adequately prove or disprove this hypothesis, it is 
essential that the model be so structured that firm size can vary 
as risk preferences change. 
In most LP studies, it is common to assume some fixed resource 
base and then allow the model to activate investment or disinvestment 
activities in order to alter the asset structure. However, in a QP 
study, this approach may not be adequate since any one initial resource 
base could not possibly be compatible with all possible attitudes 
towards risk. To overcome this problem, the QP model was structured 
so that the initial firm size could be variable; this involved 
including activities for the amount of land and machinery owned 
at the start of the planning horizon. The QP could then determine the 
optimal firm size by choosing activity levels for these items somewhere 
between zero (i.e., do not operate a farm) and some predetermined 
maximum. As in LP studies, investment activities in land, machinery, 
and feedlot were provided if risk preferences indicated that further 
expansions in the farm size were desired. The combination of a 
variable firm size at the start of the planning horizon and investment 
activities during the horizon provided the quadratic program considerable 
latitude in determining the optimal scale of operation for different 
levels of risk aversion. 
The necessity for providing such flexibility in firm size can 
be demonstrated by looking at the variance for a linear sum of two 
activities. 
95 
Var = a a 2 2 . + b^ a ^  + 2aba y xy 
(4-10) 
where 
a = amount of variable x 
b = amount of variable y 
2 
o = variance of variable x 
X 
2 
= variance of variable y 
a = covariance between variables x and y. 
xy  ^
Variance tends to increase as activity levels increase although a 
negative covariance would offset some of this change. In a farm 
problem, the selection of activities with negative covariances would 
also act to reduce income variance. However, in order to obtain 
significant reductions in variance, activity levels would also have 
to decrease. If a fixed asset base is assumed with no chance of 
disinvestment, then some resources might be idled. In reality, a 
farmer would not have such a large resource base that his risk 
preferences would cause him to hold unused land or machinery. Likewise, 
as lower levels of risk aversion are studied, a farmer with fixed 
assets and no disposal may be forced to concentrate upon the more 
profitable, but variable activities. However, if investment and dis­
investment are allowed, the farmer might wish to increase the output 
of less variable enterprises before shifting into riskier activities. 
Most assets provide a flow of benefits which extend over 
several years. A model which incorporates asset changes must adequately 
account for this feature. In linear programming applications such 
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problems, often termed growth models, have been extensively 
studied.^  
Multiperiod linear programming 
The most widely used dynamic model is a multiperiod linear 
program. In this system, data for all years are combined into one 
model. In many ways, such an approach is like a single period model 
since the time dimension can be accounted for by entering an activity 
separately for each year. That is, if growing corn is an option, 
then separate corn growing activities must be entered for each year. 
Coefficients, of course, would be changed to reflect expected improvement 
in yields and increases in costs. The key difference between a multi-
period LP and a single period LP is that the former requires transfer 
equations to handle interactions, such as cash flows, among periods. 
The main advantage of the multiperiod model is that it includes 
all expectations about the future in one model. The solution obtained 
outlines the best possible choice of activities given all the knowledge 
that an individual possesses at the beginning of a planning horizon. 
While such a model gives the best possible initial strategy, it does 
not follow that the entire plan will remain optimal as time passes. 
For one thing, expectations change with improved knowledge and 
T^hese dynamic problems have come to be knovm as growth models 
since their application to agriculture generally results in solutions 
which call for continued increases in the sizes of farms. In the text, 
no effort is made to present a thorough review of these models. This 
has been done elsewhere by Irwin (58) and Chien (25, pp. 24-33). The 
subsequent discussion is based upon their reviews. 
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coefficients which were initially entered for a given time period 
may no longer be valid as time lapses. Another problem is that the 
solution is dependent upon all previous activities being realized 
as specified in the solution. If this cannot be done, then the plan 
for subsequent periods may no longer be valid. For example, if an 
investment were planned in a given year, the failure to purchase the 
item as specified would invalidate all subsequent plans. As a 
result, the multiperiod model is somewhat inflexible to changing 
conditions which suggests that solutions would need to be periodically 
updated to reflect what has really transpired. 
Recursive linear programming 
Recursive linear programming has been used to provide greater 
flexibility in dynamic problems. Basically this approach consists 
of solving a series of one period linear programs. Starting with an 
initial endowment, the solution for the first year is obtained. 
The asset component is modified to reflect investment or disinvestment 
during the year and the updated resource base is then entered 
into the second year model and another solution is obtained. This 
process of obtaining solutions, updating the asset base, and then 
solving a model for the next year can be repeated for a number of 
years, thereby tracing a dynamic path. 
Such a model has some desirable features. One is that it may 
be more representative of actual decision making processes since 
solutions are obtained sequentially. Also the annual interruptions 
in the solution process permit exogenous interface with the model. 
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If desired, one could allow actual results to be different from those 
expected (e.g., a failure to complete an investment) and see how 
this would affect the time path. 
A major shortcoming of a recursive model is that it has only a one 
year planning horizon. It is not unrealistic to assume that a farmer 
may consider possible results for more than one year when making 
investment decisions; consequently, there is a chance that such a 
model may not always give the best possible strategy. 
A recursive multiperiod model 
In looking at the problem of long run planning. Chien (25, 
pp. 24-30) has noted some faults with both approaches. Consequently, 
he developed a procedure which incorporates the desirable features 
of both approaches combined with simulation techniques. Essentially, 
Chien based his strategy upon arguments presented by Modigliani 
and Cohen which state that the real decision problem is selecting 
the best initial move (25, pp. 20-23), That is, it is not necessary 
that an optimal strategy be determined for the entire planning period, 
but only one that is best for the first period. Such an approach 
does not imply a recursive model; only that major emphasis be given 
to the first period. Expectations and effects of investments do 
extend beyond a single period and it would be desirable to include 
these in the planning model. 
The first phase of Chien's procedure (25, pp. 34-61) consists 
of solving a multiperiod linear program with a time span equivalent 
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to what a farmer might use for a planning period. The solution 
thus obtained gives an optimal first year plan since all known 
expectations about the future have been included. In the second 
phase, a simulation model is employed to allow for the fact that first 
year plans may not be realized. This may occur because prices differ 
from those entered in the LP. As a result, profits may be less than 
planned and not all investments can be made so that the asset base at 
the end of the first year will differ from that given in the programming 
solution. The third phase consists of resolving the multiperiod 
LP with the modified resource structure and the planning horizon 
advanced one year, i.e., one is solving for years two through six. 
In many ways. Chien's model is like the recursive model. The 
main difference is that it allows a slightly longer planning horizon 
which suggests that a more desirable farm plan may be obtained. The 
use of simulation techniques also injects more realism into dynamic 
studies since events do not usually materialize as planned. By 
employing simulation, a Monte Carlo approach can also be used and a 
number of separate time paths can be generated; this would give an 
idea of the different types of results that could be expected. 
Choice of model 
For doing a growth study, an approach similar to the one used 
by Chien would be most realistic, however, the model being developed 
C^hien used a five year horizon (25, p. 67), which is generally 
shorter than that used in other multiperiod models. 
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here is not specifically designed to analyze growth problems. Rather 
it is being used to answer questions about how a farmer can structure 
his business in order to cope with risk, and the main concern is 
with results for the first year. Dynamic concepts are included only 
because it is felt that changes in asset configuration are as important 
a consideration as cropping and livestock plans in dealing with risk. 
As indicated in Chapter m, specific expected utility functions 
are not used. Rather, the assumption is that increases in risk 
aversion are reflected in the selection of farm plans with lower means 
and variances. For this reason, it would not be valid to obtain 
sequential solutions and then add objective values together. This 
would preclude the use of recursive programming or a technique similar 
to Chien's; however, the key idea behind Chien's techniques is still 
pertinent to the study. That is, the model should allow the farmer 
to make the best initial move. A multiperiod approach appears to 
be the best way of obtaining this result; therefore, this procedure 
is used in this study to determine the proper asset structure and 
production plan for the initial period. 
The Objective Function 
Luce and Raiffa have suggested that often the most important 
part of a study of decision making under certainty is the choice 
of an objective function (70, p. 15). The introduction of risk does 
not really diminish this problem and the addition of a time dimension 
further complicates the situation. 
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The net present value rule 
A theoretical approach for handling decision making over time has 
been refined by Hirshleifer (49). The main assumption underlying 
this approach is that an individual (a farm-household would also fall 
in this category) seeks to maximize some weighted pattern of consumption 
over time. In other words, an individual maximizes a multivariate 
utility of consumption function: 
V = V(C^ , Cg, Cj (4-11) 
where 
V is utility of consumption 
is consumption in period i, i = 1, ... , n. 
In this model, investment and borrowing is undertaken only in order 
to rearrange consumption so that the utility of consumption function 
can be maximized. 
The basic concepts can be illustrated with a two period model 
for which a graphical solution is given in Figure 10. The initial 
endowment is given as y^ ; the curved line I^ I^  represents the rate at 
which this endowment can be invested to provide consumption in the 
second period, t^ . The line BB gives the opportunity for lending 
stocks in t^  with repayment in t^ . As the opportunity lines are 
specified in Figure 8, investment is the more attractive option. If 
borrowing is allowed, the optimal strategy would be to first invest 
the amount y^  - p^ ; at this level of investment, the borrowing line 
B'B' is tangent to I^ I^  at A. As utility indifference curves are 
drawn, W intersects A; therefore, A cannot represent an optimal 
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Figure 10. The two period consumption model 
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solution. The individual could increase utility by borrowing - c^  
(along line B'B') and moving to A'. At this point, a utility 
indifference curve, V'V', is tangent to the borrowing line and no 
further improvement in utility is possible. 
The point at which B^ B^  intersects the t^  axis, y^ ,^ gives the 
present value of the flow of goods from the individual's investments, 
i.e., y^  - p^ . As drawn, y^  ^is the highest possible value that can 
be attained. 
In the example given, maximization of the present value of the 
return on investments gives the same result as utility maximization 
so long as the borrowing needed to reach the optimal is attained. 
Hirschleifer presents a case in which the present value approach does 
not give the correct result C49, pp. 333-336); however, he concludes 
that, in the absence of knowledge of the utility function, the present 
value rule is the most desirable one to use (49, p. 351). 
Use of present value in linear programs 
The present value rule has been used in objective functions of 
numerous multiperiod linear programming studies (58, pp. 84-91). 
This involves discounting all future profits to their present value 
and then maximizing this sum. Such an approach leads to several 
problems: 
1) The choice of an appropriate discount rate may be quite 
arbitrary. 
2) Depending upon the length of the time horizon, some 
investment activities will be penalized relative to 
others. For example, in a ten year model, purchase of 
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land which has essentially an infinite life may be at 
a disadvantage to purchase of machinery with a life 
span of perhaps eight years. While a longer horizon 
may eliminate this problem, computing costs may become 
quite large. 
3) A third problem is that emphasis on the value of produc­
tive services neglects the fact that asset worth may also 
be changing. Plaxico and Kletke (83) argue that unrealized 
capital gains have current value in that they increase the 
borrowing capacity of the firm. This can allow the firm 
to purchase additional assets, and thereby further 
increase its wealth. "When unrealized capital gains are 
large (as has occurred in recent years with land), 
recognition of current gains may provide more realistic 
results. However, this does not necessarily mean that 
one could not use a present value objective function 
since the model could be structured so that unrealized 
capital gains could be treated as an income item. One 
could then maximize the sum of actual earnings from 
farming operations and unrealized income from capital 
gains. 
Maximizing terminal net worth 
Lutz and Lutz (71, p. 17) have suggested that an entrepreneur 
will want to maximize the rate of return on his owned capital since 
this will provide the owner with the maximum capital sum at the end 
of the period. A method of implementing this objective is to 
maximize ending wealth or net worth. Boussard (19, pp. 468-471) 
also contends that a net worth objective function is superior since 
it requires a shorter planning horizon than does the present value 
rule. Boussard's arguments are reviewed in the subsequent text. 
Reference to (4-11) indicates that the true objective of the 
firm is to maximize some weighted pattern of consumption. If 
utility from consumption is independent among time periods, then a 
person seeks to maximize a function of the form 
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V = Z a C (4-12) 
t=l  ^ t 
where 
t is a time period 
a is a weight attached to consumption in that year. 
Empirically there is some evidence to suggest a relationship between 
consumption and income in any given period. For the short run,^  a mathe-
2 
matical relationship (20, p. 172) between these quantities can be expressed: 
= a + b (4-13) 
where 
= consumption in period t 
Y^  - income in period t 
a and b are positive constants with 0 b 1. 
Using (4^ 13), the utility maximization problem (4-12) can be 
redefined so that it is equivalent to maximizing 
V = a_(a + bYi) + o_(a + bY_) + ... + a (a + bY ). (4-14) 
± X z .c n n 
Next savings and consumption must together sum to income so that 
Sj. = Yj. ^  Cj. = Yj. - a - bY^  (4-15) 
and a + S 
?t = --ï:b-- • 
In the long run, a model of the form = d Yj., 0 < d <1, gives a 
better description of this relationship, Boussard uses this function in 
his development. 
2 
For ease of exposition, the derivation is given for a specific 
function, similar to one used in the model. By specifying a budget 
constraint and a functional relationship between consumption and income, 
a more general result could be obtained. 
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The expression for can be substituted in (4-14) to obtain a 
utility function which is dependent upon savings 
S,+a S^ +a S +a 
V = a^ (a + OgCa + br-^ )+ ... + o^ (a + ) (4_i6) 
- "i^ i^^ i=F $b^  °'2^ ë^b^ "^ i=l"^ ï=b)"^  ••• + 
1-b + "2 ^   ^°n^  1-b ("l^ l ^  *2^ 2 +•••"'" ' 
The expression (a^  + + ... + a^ ) is constant, hence, it can 
be subtracted from the utility function without altering utility 
rankings (48, p. 22). By denoting a new symbol B. = ot.-7^ - , the 
X 11—D 
revised utility function becomes 
V = B^ S^  + BgSg + ... + B^ S^ . (4-17) 
Instead of seeking weights to evaluate consumption, an alternative 
method is to determine weights for savings. 
For any one period, the total amount of savings is used for 
investment (treating cash on hand as an investment as well) or 
(4-18) 
where 
y^  ^is the price of a capital good i, i = 1, kin time period t 
is the amount of investment in good i during the time period. 
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The expression for can be substituted in (4-14) to obtain a 
utility function which is dependent upon savings 
S^ +a S.+a S^ 4-a 
V = a^ Ca + b-^ )^+ 03(3 + M^ b ) (4-16) 
* • °nfn) 
itility 
(4-17) 
Ins an 
method is to 
For any one period, une cotai amount of savings is used for 
investment (treating cash on hand as an investment as well) or 
1=1 
(4-18) 
where 
y^  ^is the price of a capital good i, i = 1, ....kin time period t 
is the amount of investment in good i during the time period. 
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Total physical investment in any one capital good throughout 
the horizon is given by^  
T . 
K. = Z K (4-19) 
 ^ t=0 
A weighted average price for this capital good can be calculated by 
T 
dividing the value of all purchases of this good over time, Z  y.K. 
t=0 
by total physical investment K^ . This price can then be adjusted for 
time preferences by multiplying values in each year by the utility 
weight (e.g., B^ , —) for that year, or 
T 
P. = 
1 
jo  y±t  \  (4-20) 
where is the weighted price adjusted for time preferences. Then 
 ^k k n 
maximizing Z P.K. is the same as maximizing Z Z y. B K. which 
i=l  ^^  i=l t=0  ^  ^
by (4-18) is the same as maximizing (4-17). As long as a linear 
relationship between consumption and income exists, the problem 
of maximizing a weighted pattern of consumption can be changed into 
one of maximizing ending asset items at some particular price. 
Boussard (19, pp. 469-471) then argues that use of the "turnpike 
theorem" allows considerable flexibility in the assigning of terminal 
prices for asset items. With a sufficiently long horizon, the 
expansion path of the firm is determined largely by the technical 
T^he initial endowment of the asset, i.e., has been added in 
since it is a constant and does not affect utility rankings. 
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coefficients of the model and the model will converge to this path 
or "turnpike", no matter the initial endowment. Changing prices of 
different activities (within realistic price ranges) will not deter 
the system from moving to the expansion path and so models which diffe r 
only with respect to the price vector should show highly similar solu­
tions for initial periods. Hence one would be justified in maximizing 
ending net worth values of asset items to solve the original utility 
of consumption problem (4-12). 
Choice of objective function 
In this study, maximization of the expected utility of ending 
net worth is used for the objective goal. One feature that is added 
is that assets are valued at current prices. The reason for doing 
this is to recognize that unrealized capital gains have current value 
to the firm. 
The Covariance Matrix 
One of the assumptions of this study is that a decision-maker is 
able to formulate personal probabilities.^  According to Markowitz 
(73, p. 257), if cn individual's behavior is consistent with a 
2 
certain set of axioms then he acts as if he assigns probabilities 
A^nother term which is sometimes used to designate this concept is 
subjective probabilities (94, p. 30); however, Friedman (39, p. 84) 
implies there is a difference between these two terms. 
2 
The four axioms of behavior, which parallel those given for 
expected utility, and the proof of the existence of personal probabili­
ties are stated in Markowitz (73, pp. 257-273). A more detailed exposi­
tion of this topic is given by Savage (94, pp. 27-68). 
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to uncertain events. These personal probabilities are used by the 
individual to maximize expected utility. Use of this theory in the 
problem being analyzed implies that a farmer, at least subconsciously, 
is able to form an opinion about the distribution functions of random 
variables, e.g., corn prices or profit margins on feeding steers. 
These probability functions, along with his utility function, can be 
used to determine a preferred strategy. 
An autoregressive vector model 
Since a mean-variance analysis is substituted for the original 
problem, the model requires estimates of means and a covariance 
matrix. Historical data was to be used to estimate the desired 
statistics and an econometric technique that would provide a high 
degree of explanation was to be employed. 
The first procedure used to obtain the variance-covariance 
matrix was a first order autoregressive vector model outlined by 
Fuller (41). This process consists of first regressing the random 
variables on the set of all lagged variables for the previous year or 
t^ = ^  ?t-l + ^ t (4-21) 
where 
is an m X n matrix of observation, m is the number of variates 
and n is the number of observations for each variate 
A is an m X m matrix of regression coefficients 
is an m X n matrix of lagged observations 
is an m X n matrix of residuals. 
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Using (4-21), predictions can be obtained for future periods. For 
two periods, the predictors are 
- A + S+1 (4-22) 
t^+2 ° * ^t+1 't+2 °  ^®t+l * ®t+2 • 
Variances of these predictors are found by taking expected values of 
the predictors. Since each variable is regressed on all other lagged 
variables, errors are serially uncorrelated, or E ^ t^+j^ t+l^  ~ 
i ^  j. Variances of the two predictors are 
Var = E{(Y^ ^^ -AYp(Y^ ^^ -AY^ )'} = E = $, (4-23) 
Var CY,:+2) = E{CYc+2 - &?;+!) CYf+z " A?c+l)'} 
= E (Ae^ ^^  + et+2^ ^^ t^+l t^+2^  = A $ A' + $. 
The covariance between Y^ ^^  and Y^ 2^ 
E{(Yt^ l - AY^ )(Y^ 2^ - '> = E{G^  (^ t^^ t^+1^  '} = $ A'. (4-24) 
Variances and covariances for additional periods can be obtained by 
expanding the equations given in (4-22) and (4-23). A schematic 
outline of a four period matrix is shown in Figure 11. 
In implementing this design, stepwise regression was used to 
select five lagged variables, out of eighteen, which provided the 
best explanation. Coefficients for the remaining lagged variables 
were set to zero in the A matrix. A limited subset had to be run 
Ill 
Year 1 Year 2 Year 3 Year 4 
Year 1 i  A' i  w f  
Year 2 4 A^A- + 1  A^(A'f+|A' A^(A')+$(A'f 
Year 3 A|+ A^jA' 
A^^(A')^ + 
A^ A' + ^ 
A^^(A')^ + 
A^IA'f+^A' 
Year 4 A^I + A'^A' 
A^^(A')^ + 
A^^A' + A^ 
A'^(A')^ + 
A^^(A')^ + 
A i A' + ^  
Figure 11. Four year covarianc2 matrix 
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since only thirteen observations were available. Included among the 
variables were an intercept term and a time trend variable. 
This procedure was used in deriving a coyariance matrix for a two 
year test model. In doing this y two problems were detected; 
1) Although the regressions explained much of the historical 
error (all regressions explained 95 per cent or more of 
the error), predictions obtained were quite volatile. 
Also, predictions for some variables were so large that 
we felt their credibility would be questioned. For 
example, predictions for corn prices were $3 per bushel 
for the first year and $4.34 for the second year. The 
last observation used on corn prices was $1.63 and the 
highest historical price was $3.51. 
2) The second problem was that variances increased quite 
rapidly from period to period. For example, the variance 
of the prediction of the cost of growing corn increased 
from $27.65 in the first year to $433.08 in the second 
one. Admittedly, this was one of the more variable 
series, but large increases in variance would tend to 
cause unnatural shifts in the farm plan from year to 
year. Also, a farmer would probably not expect the 
distributions of random variables to change so rapidly 
over time. 
An autoregressive - time trend model 
A review of the aforementioned results suggested that some 
modifications would be needed in order to provide more credible 
estimates. One possibility would be to use a higher order autoregressive 
model; however, this would cause problems with degrees of freedom. 
Furthermore, one can question whether a farmer would form personal 
Annual data prior to 1965 could not be used since live steer 
futures markets were not in existence. Several activities in the full 
model used those prices. 
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probabilities consistent with rather sophisticated econometric 
techniques. 
Limited experience suggests that attempts to actually determine 
subjective probabilities may not provide very satisfactory results 
(94, p. 29; and 68, p. 500). Consequently, the approach taken in 
this study was to first hypothesize some concepts that a farmer might 
follow in formulating personal probabilities. Statistical tools could 
then be used to translate these ideas into a covariance matrix. 
Specifically, the following assumptions were made: 
1) Prices of some variables, e.g., asset items, have 
increased steadily throughout the past ten years due 
to inflation. For these items, a farmer might think 
in terms of a certain percentage increase, e.g., 
machinery prices are expected to increase 10 per cent 
per year. Consequently an autoregressive model would 
be appropriate. Prices of grain and livestock have 
experienced both upward and downward fluctuations over 
time. For such items, a farmer might think of some 
average value over time with adjustment for inflation. 
A linear time trend is an appropriate tool in this 
situation. 
2) A farmer does not recognize covariances among variables 
of different time periods. In their work, Lin, Dean 
and Moore (68, p. 500) were unable to elicit subjective 
covariances from farmers. It is assumed that this would 
also prove true over time. This implies that residuals 
from the regression equations are treated as if they 
are serially uncorrelated,! and that the covariance 
matrix is block diagonal. The computational phase is 
simplified since the large number of zeros present in 
the covariance matrix reduce computer storage 
requirements. 
3) A farmer does not consider that probability functions 
change during the planning horizon. Therefore, the 
Statistically, this is not necessarily true. 
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diagonal covariance matrices are the same for each year. 
In essence, the farmer ignores estimation error. 
The revised procedure just outlined is not as sophisticated as 
the method first tested. The simpler process does not have all the 
desirable statistical properties of the earlier procedure; however, 
this second method did give results which appeared more realistic. 
Although different reasoning was used, other studies have derived 
covariance matrices in much the same way (5, pp. 143-149; and 23, 
pp. 59-61). 
1 
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CHAPTER V. THE EMPIRICAL MODEL 
This chapter describes the process of deriving technical coef­
ficients for the model. Essentially, it gives the procedures used to 
translate the theoretical concepts of the last three chapters into an 
empirical model from which prescriptive results can be obtained. 
The Representative Farm 
The farm studied does not actually exist, rather a firm is 
created using a variety of secondary sources. However, this farm 
should have enough similarities with existing firms so that some 
general conclusions can be established. Briefly the model is designed 
to simulate the risky environment in which a farmer-cattle feeder 
operates. A farmer-feeder was chosen as the base for analysis since 
cattle feeding represents a potential opportunity for a cash-grain 
farmer to increase profits while at the same time utilize slack labor 
and home grown corn. Also it is fairly typical for Iowa farmers to 
feed cattle. Cattle feeding is notoriously cylical in profitability 
C85, p. 1), so it is imperative to consider the risk dimension before 
making any statements about the desirability of adding a cattle feeding 
program to a cash-grain farm. 
The firm created is located in Northwest Iowa, the region of the 
state in which cattle feeding is most concentrated (Chapter I, Table 1). 
The firm is so structured that its size prior to the start of the 
planning period can vary depending upon the operator's assumed risk 
preferences. Activities of the firm initially consist of corn and 
116 
soybeans, but feedlot investments can be made so that cattle feeding 
could be added during the first year of the planning period. 
To explain the design of the model, a simplified representation 
of the matrix is first presented (Table 4). After discussion of the 
overall structure, the initial resource base of the firm is outlined 
in more detail. Then, all of the activities which the firm can choose 
among are classified into the following groups—investment, financial, 
production, marketing, input purchasing, and accounting—for explanation. 
A listing of the constraints and activities is presented in Appendix F. 
The Model Structure 
Prior to the start of the first operating year, a production and 
investment plan for the planning horizon is formulated. A four year 
horizon is used to reflect the fact that asset activities have effects 
which extend beyond one year. Four years are used since tests using 
linear programming solutions suggested that this is sufficient to 
stabilize the first period results. 
The operating year is assumed to begin on February 1. It is also 
assumed that all planning is completed by that date and that all 
investments chosen are in place. This suggests that work needed to 
complete some projects, e.g., build a feedlot, must really be done 
prior to the start of the year. However, costs associated with 
constructing a feedlot are included in the model at the start of 
the year. 
Table 4 shows the design of the matrix organized by key sectors. 
Activities are included for only the first year, since subsequent 
Table 4. The Quadratic Programming Matrix 
Initial Asset Invest-
Size Disposai mont 
BorrowlnRS 
Sliort I.ong Crow 
Crops 
Objective ij Ij -'ij -'ij -'ij 
Period 1 
Casli 
Debt limits 
Labor 
Maximum firm 
size 
Asset services 
Crop and feed 
inventor les 
Dorrowing 
Covar iance 
Period 2 
IJ 
'iJ 
ij 
-a , 
ij 
(j 
IJ 
IJ 
IJ 
'ij 
-a, , a 
IJ iJ ij 
"(J "ij 
IJ 
'IJ 
'I J 
ij 
Cash 
Debt I.imlts 
Labor 
Asset services 
Crop and feed 
i nventor i es 
borrowing 
Covarianoe 
-b 
ij 
ij 
-b ij 
-b 
IJ 
Ij 
-b IJ 
''ij 'iJ 
''ij 
IJ 
Sell Feed 
Crops Cattle 
""ij 1^.1 
-"ij 
"ij 
"iJ 
°IJ 
i^j I^j 
••'ij -''ij 
Hire Buy Cash Limits 
l.abor Feed Transfer 
""iJ "'"iJ 
"iJ "iJ 
iJ 
IJ 
i^j i^J 
'IJ 
<R 
< 0  
<R 
<0 
=R 
< 0  
iJ 
ij 
*ij 
IJ 
Ij < 0  
< 0  
<K 
< 0  
IJ 
=0 
<0  
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years are alike except for the omission of the initial firm size and 
asset disposal activities. Constraints for two years are shown in 
order to provide an indication of the interaction among years. The 
subsequent discussion is organized around the constraint sectors. 
The objective function 
The objective function of the firm is to maximize terminal net 
worth. As indicated in Table 4, net worth values are entered directly 
into the objective row for each activity (this is true for all years), 
rather than being accumulated within the structural equations and then 
being transferred to the objective row as is common in most multiperiod 
1 2 
models. The transfer approach was not used for two reasons: 
1) The structural system necessary to use the accumulation 
and transfer approach initially caused a great deal of 
computational difficulties with the quadratic program. 
2) Net worth changes arising from capital gains are not 
taxed, but changes resulting from sale of output are 
subjected to taxes. Since the application of a tax 
would reduce variances, the covariance matrix should 
reflect after-tax revenues when applicable. The 
easiest way to incorporate these different effects 
appeared to be by entering net worth figures directly 
for each activity. 
Terminal net worth consists of the amount of cash on hand at the 
end of the period plus the ending value of all assets less 
S^ee, for example, Boehlje's description of a net worth objective 
function (12, p. 85). 
2 
The reason that capital gains taxes are not included is discussed 
later. 
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liabilities.^  As cash balances are not transferred into the objective 
function, it was necessary to account for changes in cash balances 
in the objective function values of individual activities. For 
annual activities, e.g., production and marketing, this was done by 
computing net cash revenues and then subtracting the appropriate tax. 
For asset items, the strategy was to first subtract terminal liabilities 
from ending market values. The cash costs associated with holding 
these assets were then subtracted. (This involved subtracting all 
cash payments for principal and downpayments as well as after-tax 
charges for taxable items such as interest and repairs.) In calculating 
taxes, depreciation of owned assets reduces tax payments and thus 
retains cash in the business. This effect of depreciation was added 
to the net worth of the asset item. Cash payments and tax effects of 
depreciation were included in the objective figures for individual 
asset items from the time of purchase until the end of the planning 
horizon. 
Reid, Musser and Martin (87, pp. 29-31) suggest that the failure 
to include tax liabilities arising from liquidation introduces a bias 
in favor of holding assets whenever the net worth concept is used. 
They argue that theoretically it would be desirable to include a 
discounted present value of a future tax liability (arising from 
future liquidation) for a firm that will still be ongoing after the 
After the model with current asset values in the objective func­
tion was solved, the model was altered so that capital gains were 
excluded from net worth. This change is described in Chapter VI. 
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end of the planning period. As a practical matter, they recognize 
that implementing such a liability would involve some quite arbitrary 
assumptions; consequently, they suggest ignoring this tax problem 
whenever the life span of the firm is expected to continue for some 
time. This is the approach taken in this study. 
The structural equations 
The cash constraint sector (Table 4) accounts for cash flow 
requirements within the year and the payment of taxes at the end 
of the year. Specifically, this sector consists of three equations: 
one to handle cash payments iti the first six months of the year, the 
second to accommodate cash flows in the last six months, and the third 
equation properly accounts for tax payments. Transfer activities are 
provided to allow unused cash balances in one period to be available 
in the following period. 
Cash payments or receipts for each activity are entered in the 
appropriate cash flow equation and the excess of receipts over 
disbursements for a year is transferred to the tax payment row. In 
making this transfer, the cash surplus is reduced by the amount of 
taxes. This, however, does not completely reflect tax liabilities 
since not all cash receipts or disbursements are taxable. As an 
example, assume that taxable receipts are $1,000, taxable expenses 
are $600, and repayments on loan prinicpal amount to $200. With 
a 50 per cent tax rate, taxes would be $200; however, by using 
net cash flows to calculate taxes, the tax liability would be only 
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$100. The tax bill has been understated $100 through the inclusion 
of the principal payment in the calculation. The tax row equation 
was added to the model so that adjustments could be entered to compen­
sate for the inclusion of nontaxable items in the initial tax compu­
tation. In most multiperiod models, cash flows and taxes are accounted 
for in separate equation systems. This was the initial approach 
attempted, but feasible solutions could not be obtained until after 
the two functions had been combined. 
The cash rows have a balance of $40,000 at the beginning of the 
first year and are augmented by sales of crops and livestock in later 
periods. Short-term borrowing activities are also available to increase 
cash availability in different periods. 
A debt limit equation is entered for each year to determine 
maximum borrowing capacity with the limits for this row determined 
by the value of assets owned at the start of the year. Initial firm 
assets affect debt limits in all four years; however, new investments 
add to borrowing ability only in the years after they are purchased. 
Short-term borrowings affect the debt limit for the year in which 
the loan is made while long-term borrowings affect debt limits in 
all years in which principal is outstanding. 
A labor sector is entered for each year to insure that sufficient 
manpower is available for growing crops and feeding livestock. 
Initial labor resources consist of the owner's available time; however 
labor services can be hired. 
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One of the features of the model is that the asset structure 
at the start of the period is variable, i.e., initial farm acres 
and machinery capital can vary within a specified range. The 
maximum firm size sector of the model specifies upper limits for 
machinery and land; initial size activities determine the amount of 
those limits that will actually be included in the solutions. The 
residuals are disposed of by asset disposal activities. Equations 
and activities associated with the function of determining initial 
size are entered for only the first year. 
Asset service sectors are also entered for each year, with resource 
availability transferred from initial size and investment activities. 
As shown in Table 4, these activities provide services (cropland, 
machinery services and feedlot space) in all years. Asset services 
are used to. grow crops and feed livestock. 
Crop and feed inventories sectors largely consist of the 
transfer equations needed to make either feed available for cattle or 
grain available for sale. In the first year, crop inventories from 
previous production are present and they can be increased through 
feed purchasing activities. Crops grown in a given year increase 
inventories for the next year, but no provisions are provided for 
transferring inventories from year to year. 
Borrowing sectors provide the equations necessary to finance 
asset purchases with long-term and intermediate-term borrowing. 
Separate equations for land, machinery, and feedlot investments are 
provided for each year. 
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The covariance matrix 
A covariance matrix is entered for each period of the model. 
As mentioned in Chapter IV, farmers are assumed to ignore variance 
relationships among time periods so the matrix is block diagonal. 
Table 4 indicates that variances and covariances have been calculated 
for all activities which directly affect net worth except financial 
activities. Interest rate expectations are assumed to be held with 
perfect certainty. 
To calculate expected net worth values (which are used in the 
objective function) and the covariance matrix, time series indicative 
of net worth values were first constructed for the years 1966 through 
1977^  for each variable item. For example, time series of asset values 
(Appendix E, Table E-1) were used for investment activities. Regres­
sions were then run in order to calculate predicted values for the 
years 1966 through 1981 for each price series. The predicted values 
for 1978 through 1981 were used as the base for calculating expected 
net worth coefficients, and the differences between predicted values 
and actual values for the years 1966 through 1978 were used to calculate 
the covariance matrix. This matrix is used as the diagonal covariance 
matrix for each year in the model. 
Initial Resources 
Iowa Farm Business Association records for individual farms 
(57), Iowa Cooperative Extension Service publications (77 and 100), and 
D^ata were actually collected for 1965 through 1977 but the first 
year was deleted as a result of lagging operations. 
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Census of Agriculture data (113) were reviewed in order to gain some 
insight into resource structures of Iowa farms, particularily those in 
the northwest corner of the state. Based on this data, production 
coefficients and an asset base for a representative farm were 
derived. 
Land 
Crop budgets prepared for Northwest Iowa are for farms of 320 
to 440 acres (77, p. 1), a size range considered representative of 
that area. Records for individual farms in Northwest Iowa (57) 
suggest that at least 10 acres of every 160 acres are not available 
for cropping. So that farm size could be a multiple of 160 acres, 
coefficients for the representative farm are based upon a unit of 
480 acres, with 450 acres suitable for crops. 
While à 480 acre farm was used as a basis for developing technical 
coefficients, flexibility is provided through initial sizing activities 
so that farm size can vary depending upon the operator's attitude 
towards risk. Costs of holding owned land (320 acres) are stated on 
a per acre basis, and the quadratic program determines the optimal 
number of acres to include. This can range from 0 to 320 acres. The 
rented land component can also vary from 0 to 320 crop acres. 
Land is assumed to be of high quality, so historical land values 
were obtained from a time series of high grade land values for 
Northwest Iowa (31). Although land prices have increased almost 
continuously since 1965, the rate of change has been quite volatile 
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(ranging from a slight decrease in 1970 to a 41 per cent increase in 
1973). To smooth these fluctuations, a second order autoregressive 
equation with three period moving averages was used to determine 
expected values. Estimates obtained are given in Appendix E, Table E-1. 
Fixed costs of holding land consist of depreciation, insurance 
and repairs, and taxes; in addition, installments on outstanding 
debt on owned land must be paid. Charges for depreciation and 
insurance and repairs were taken from a summary of individual farm 
records (100, p. 6), using figures for farms of 360-499 acres. 
Depreciation is held constant throughout the horizon, but insurance 
and repairs are increased 7.5 per cent per year. The 7.5 per cent 
figure is based upon a weighted average rate of change in the production 
and building and fencing cost indices for the United States (Appendix 
E, Table E-2). Property taxes are computed at the rate of $.8 per 
$100 of land value, using the land value for the previous year as 
the tax base.^  
One hundred and sixty acres of the owned land is assumed to have 
been purchased in 1967 using a 20 year loan at 6 per cent interest 
(Appendix E, Table E-3). The purchase price was $551 per acre and 
a 20 per cent downpayment was made leaving a balance of $70,528 
to finance with a long-term mortgage. Loan terms consisted of twenty 
equal payments on principal of $3,526.40.with interest payments 
T^he property tax rate was a 1975 figure (110) and land values are 
based on a November 1 survey. 
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on the outstanding balance. Costs of holding land for each year in 
the planning period are given in Table 5. 
In the model, the completely owned and the financed land are 
combined into one activity and all coefficients are then stated on 
a per acre basis. By using a per acre basis, some very large coef­
ficients which might cause computational problems are eliminated. 
Machinery 
A truly sophisticated approach to machinery items would be to treat 
each implement as a separate resource and then allow the model to 
specifically determine which items need to be purchased. However, 
this would greatly increase the size of the program. Since this 
study is not designed to schedule machinery operations, the approach 
taken was to combine all machinery items together and determine a 
machinery capital resource. 
This resource was developed by first determining a machinery 
complement needed for the representative farm. The machinery listed 
in Appendix E, Table E-4 were taken primarily from crop budgets 
prepared for Northwest Iowa (77) and are considered sufficient to 
plant 450 crop acres. Machinery specific to any crop being considered 
is included in the list, even if the crop is not currently in the 
farm plan. This eliminates the need to specify separate investment 
activities for each machinery item. 
The physical machinery items could be combined into a common 
resource if each machine were first valued using comparable prices 
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for all items. The total value of the complement would then represent 
the physical amount of machinery resource needed to farm 450 acres, 
regardless of crop. Since machinery is not Chat specialized by crop 
in the Midwest, this procedure seems reasonable. 
The machinery resource, although stated in dollar figures, 
would be linked to a physical quantity of machinery. For net worth 
and borrowing purposes, it would be necessary to determine the value 
of this stock of machinery capital for different years. The basic 
procedure used was to first estimate when the equipment was purchased 
and the price paid. Published data were then used to determine 
residual values and an adjustment for inflation in order to obtain 
current values. 
Machinery purchase prices (52) for 1978 (the first year of 
the model)were used to price the complement, resulting in a figure 
of $116,250. Then it was assumed that machinery has a ten year 
life^  and that equipment had been replaced in a periodic basis—that 
is, each year one tenth of the machinery stock was replaced. Thus 
$11, 625 of machinery resource had been purchased each year for the 
past ten years. To determine the actual purchase prices paid, the 
amount of stock purchased annually ($11,625) was deflated to a price 
for a particular year using the machinery price index (Appendix E, 
Table E-2). For example, the cost of machinery purchased in 1968 
The complement listed in Appendix E, Table E-4 actually has a 
weighted life of slightly more than nine years. A figure of ten years 
was used to simplify calculations. 
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Table 5. Costs of Holding Land (350 Acres)^  
Model 
Period Depreciation 
Repairs and 
Insurance^  Taxes^  
Payments on 
Principal 
Interest 
Payments^  
1977 $4283 $4021 — — 
Year 1 4283 4323 $5286 $3526.40 $1904 
Year 2 4283 4647 6093 3526.40 1693 
Year 3 4283 4995 6812 3526.40 1481 
Year 4 4283 5370 7767 3526.40 1269 
(^100, p. 6). 
Costs increase 7.5 per cent per year. 
T^axes are computed at the rate of $.8 per $100 of November 1 
value of the previous year (Appendix E, Table E-1 gives land values). 
D^ebt at the start of year 1 is $31,738. The interest rate is 6 
per cent (Appendix E, Table E-3). 
\ 
was found by dividing the price index for 1968 by the index for the 
first year of the model and then multiplying the quotient by $11,625. 
The costs of annual purchases are given in Appendix E, Table E-6. 
Current values of the machinery assets were obtained by multi­
plying purchase costs for each year by estimates of on-farm remaining 
value. The remaining value figures (Appendix E, Table E-5) were 
obtained by weighing residual values prepared by Ayres and Boehlje 
(2, p.2) by type of machinery and then adjusting for the amount of 
inflation experienced since the date of purchase (Appendix E, Table E-6). 
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The current value figures are used to determine borrowing capacity 
and net worth in the model. 
At the end of each year, that machinery which is ten years old 
is replaced. For example, the February 1, 1968 purchases are assumed 
to have been replaced prior to the start of the first period in the 
model. Replacement and salvage generates cash for the firm in the 
amount of the current value of the machine. 
Depreciation is computed on a ter.-year double declining basis 
with a 20 per cent salvage value. No charges for repairs are entered 
in the asset activity since these are included in the crop budgets. 
Also, insurance is assumed to be incorporated with insurance charges 
for the land asset^  and property taxes are excluded since Iowa is 
currently in the process of eliminating these taxes (2, p. 3). 
All machinery is assumed to have been purchased with a 25 per cent downpay-
; 
ment and a four year loan on the residual. Principal and interest payments are 
due at the end of the year. In the first year of the planning period, debt is 
still outstanding on purchases made in 1975, 1976 and 1977. 
As with land, the existing machinery activity is structured so that the 
initial machinery capital for a farm could range from 0 to a maximum of 
2 $116,250. Assumed risk preferences again determine the level. A summary of 
the key machinery data incorporated in the model is given in Table 6. 
F^ixed costs of insurance for Northwest Iowa farms (100) were not 
separated by machinery and building; consequently, machinery insurance 
costs were not disassociated from those for land. 
2 
This figure is the amount after salvage. 
130 
Table 6. Data on the Initial Machinery Inventory^  
Period 
Beginning 
Debtb 
Interest 
Payments 
Principal 
Payments 
Amount 
Salvaged 
Depreciation 
Charges^  
Value at 
End of 
Period*^  
Year 1 $11,171 $1,010 $5,394 $2,736 $5,120 $36,715 
Year 2 5,777 526 3,794 3,016 3,873 33,296 
Year 3 1,983 182 1,983 3,325 2,861 29,610 
Year 4 0 0 0 3,661 2,016 25,605 
e^bt outstanding on previous machinery purchases is as follows: 
1975 purchases - 1,600 dollars at 8.8 per cent interest, one 
remaining principal payment. 
1976 purchases - 3,622 dollars at 8.9 per cent interest, two 
remaining principal payments of $1,811 each. 
1977 purchases - 5,949 dollars at 9.2 per cent interest, three 
remaining principal payments of $1,983 each. 
A^t the end of ten years, machinery is sold. That is, February 1, 
1968 purchases are sold at the end of the 1977 year. 
C^alculated at the rate of 20 per cent of undepreciated value. 
 ^ * 
Calculated using a method described in Appendix E, Table E-6. 
Financial resources 
The remaining two financial resources are cash balances and 
crop inventories. The firm is assumed to enter the planning period 
with forty thousand dollars in liquid funds. In the year prior to 
the beginning of the planning horizon it is assumed that the firm 
planted one half of its acreage to soybeans and the other half 
to corn. The soybeans are assumed to have been sold prior to the 
start of the planning period, but the corn remains in inventory 
to allow the possibility of starting a cattle feeding activity during 
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the first year. Since cattle feeding requires the availability of 
silage and corn, the model is so structured that the previous corn 
crop could have been cut as silage or as grain; the decision depends 
upon which is most profitable in the model. The farmer is assumed to 
have planted 150 acres of corn on the owned land, which could provide 
a maximum of 18,135 bushel of corn (120.9 bushels per acre) or 2,910 
tons of silage (19.4 tons per acre). (Appendix E, Table E-11 provides 
historical yield data). For smaller firms, the corn inventory is 
calculated at the rate of approximately 57 bushels for each acre 
held (18,135 bushels divided by 320 acres). 
Labor 
The operator's labor is available to the firm at no direct charge. 
Hours provided by the operator per month are shown in Table 7. Initially, 
labor was entered on a quarterly basis; however, this did not adequately 
reflect time restrictions on spring planting. Hence a separate labor 
restriction was entered for May, the month in which seedbed preparation 
and planting are accomplished. 
Balance sheet 
The beginning balance sheet for the maximum size firm is given 
in Table 8. Initially the firm has a very high net worth (roughly 
92 per cent of assets) and is in a financial position from which a 
fairly sizeable expansion could occur, should the operator be so 
inclined. Initial net worth of smaller firms would be $40,000 from 
cash, $.82 for each bushel of corn in inventory, $1,966 for each 
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a 
Table 7. Labor Availability 
Quarter Month Hours Available Total for Quarter 
February 192 
1 March 208 660 
April 260 
May 270 
2 June 250 736 
July 216 
August 208 
3 September 260 738 
October 270 
November 250 
4 December 208 666 
January 
(^64, p. 285). 
Table 8. Balance Sheet of the Firm 
Assets Liabilities and Net Worth 
Cash 
Com (18,135 bu. at $1.63) 
Machinery 
Land (320 A. at $2065) 
Owner's Net Worth $712,454 
$ 40,000 Tax Liability on Corn $ 14,780 
29,560 Mortgage on Machinery 11,316 
39,928 Mortgage on Land 31,738 
660,800 Total Liabilities 57,834 
Total Assets $770,288 Total Liabilities and 
Net Worth $770,288 
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acre of land held and $.25 for each dollar of machinery capital 
held (maximum amount of machinery capital is $116,250). 
Investment Activities 
Investments consist of those activities which allow the firm to 
alter its asset structure. These include purchasing land, buying 
machinery, and building a feedlot. 
Land 
Land purchases can be made at the start of each year with a 
20 per cent downpayment and the balance financed by a twenty year land 
mortgage. Land can be purchased for $2065 per acre in the first 
year; subsequently, increases in land prices vary between 12 and 15 
per cent per year. Charges for taxes, insurance, repairs and 
depreciation are assumed to be the same as for the owned land. A 
summary of the data used in developing coefficients for land purchases 
is provided in Table 9. 
Machinery 
Machinery can be purchased at the start of each period in the 
model with a 25 per cent downpayment and the remainder financed with 
a four year loan. The cost of obtaining machinery is expected to 
increase approximately 10 per cent per year (Appendix E, Table E-1). 
Again the only ownership charge associated with machinery investment 
is depreciation, calculated using a ten year double declining balance 
method with a 20 per cent salvage value. Detailed data are presented 
in Table 10. 
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Table 9. Investments in Land (Per Acre)^  
Time of Purchase 
Year 1 Year 2 Year 3 Year 4 
Terms: 
Purchase price (dollars) 
Downpayment (dollars) 
Mortgage (dollars) 
Interest rate (per cent) 
Depreciation (dollars): 
Amount in Year 1 
Amount in Year 2 
Amount in Year 3 
Amount in Year 4 
2,065 
413 
1,652 
8.57 
13.38 
13.38 
13.38 
13.38 
2,380 
476 
1,904 
8.79 
13.38 
13.38 
13.38 
2,661 
532 
2,129 
9.02 
13.38 
13.38 
3,034 
607 
2,427 
9.26 
13.38 
Insurance, taxes, and 
repairs (dollars): 
Amount in Year 1 
Amount in Year 2 
Amount in Year 3 
Amount in Year 4 
30.03 
33.56 
36.90 
41.05 
33.56 
36.90 
41.05 
36.90 
41.05 41.05 
Year end values (dollars) 
Year 1 
Year 2 
Year 3 
Year 4 
2,380 
2,661 
3,034 
3,431 
2,661 
3,034 
3,431 
3,034 
3,431 3,431 
a^ta are obtained as follows: 
(1) Purchase price is from Appendix E, Table E-1. 
(2) A 20 per cent downpayment is assumed. 
(3) Interest rates are for real-estate debt (Appendix E, Table E-3). 
(4) Depreciation is the figure for owned land (Table 5) divided by 
320. 
(5) Insurance, taxes and repairs are the figures for owned land 
(Table 5) divided by 320. 
(6) Year end values are from Appendix E, Table E-1. 
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Table 10. Investments in Machinery (Per One Dollar of Machinery 
Capital)a 
Time of Purchase 
Year 1 Year 2 Year 3 Year 4 
Terms: 
Purchase price (dollars) 1.0 1.1 1.21 1.34 
Downpayment (dollars) .25 .275 .3025 .335 
Amount financed (dollars) .75 .825 .9075 1.005 
Interest rate (per cent) 9.4 9.6 9.8 10.0 
Depreciation (dollars): 
Amount in Year 1 .2 
Amount in Year 2 ,16 .22 
Amount in Year 3 .128 .176 .242 
Amount in Year 4 .1024 .1408 .1936 .268 
Year end values (dollars): 
Year 1 
Year 2 
Year 3 
Year 4 
.6257 
.6181 
.6103 
.6027 
.6888 
.6803 
.6711 
.7575 
.7475 .8381 
a^ta are obtained as follows: 
(1) Purchase price is from Appendix E, Table E-1. 
(2) A 25 per cent downpayment is assumed. 
(3) Interest rates are for non-real estate debt (Table E-3). 
(4) Depreciation is 20 per cent of the undepreciated values. 
(5) Year end values are obtained by multiplying purchase price by 
remaining value factors (Appendix E, Table E-6) and then 
adjusting for inflation with the farm machinery index (Appendix 
E, Table E-2). A sample calculation is for the value of Year 1 
purchases after 4 years. Value of .6027 equals 392 (ending 
machinery price index) divided by 266 (beginning price index) 
multiplied by .409 (value remaining after 4 years). 
136 
Feedlot 
Investments in the feedlot can be made in each period, with the 
lot available for cattle placements at the start of the year (February 1). 
This suggests that actual construction would have started somewhat 
earlier. 
Feedlot investment requirements are based upon a 300 head capacity 
open lot with shelter facility which is estimated to cost $109,230 in 
1979 (78, p. 12). This figure is used as the appropriate value for 
the second year in the model and estimates for the first year and the 
third and fourth years were obtained by deflating or inflating the 
1979 figure with the cost index for buildings and fencing (Appendix E, 
Tables E-1 and E-2). 
Acquiring a feedlot requires a 25 per cent cash payment with the 
remainder financed by a seven year loan. Interest rates are the same 
as those used for machinery. 
Annual costs of owning a feedlot consist of depreciation and 
repairs, taxes and insurance. McGrann et al. (78, p. 21) provide rates 
for these charges which are based upon the original purchase price. 
Weighted averages of those individual rates were used to derive 
composite percentage figures (Appendix E, Table E-5). The depreciation 
figure was doubled to obtain a rate for double declining depreciation 
and there was no need to consider a salvage value since the planning 
horizon encompasses only four years. Repairs, taxes and insurance 
cost 3.8 per cent of the original purchase price. Charges for these 
items in subsequent years are assumed to be 3.8 per cent of the 
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cost of new investment; that is, they rise at the same rate that building 
costs rise. 
Computation of current values for the feedlot presented more of 
a problem than for machinery since published data on remaining values 
are not available (114). To compute current values, it was assumed 
that remaining values decline 7 per cent per year. This factor was 
then adjusted for inflation r-rith the building and fencing cost index. 
Detailed data on the feedlot investment activities are given in 
Table 11. 
Off-farm Investments 
Rather than use liquid funds to purchase physical assets, the 
farmer can invest money in a secure off-farm investment. This investment 
carries an assured return of 8 per cent. 
% 
Financial Activities 
Investment activities, as well as production activities, may 
require the use of more funds than the firm can generate internally. 
Financial activities are included in the model so that outside funds 
can be used to augment internal cash flows. 
Borrowing capacity 
Borrowing capacity is determined by the current value of assets 
held at the first of the year. Assets against which funds can be 
secured are land, machinery, and feedlot, but no provisions are made 
for borrowing against cash holdings, crop and feed inventories, or 
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Table 11. Investments in Feedlot (300 head capacity)^  
Year 1 Year 2 Year 3 Year 4 
Terms: 
Purchase price (dollars) 101,398 109,230 117,666 127,366 
Downpayment (dollars) 25,350 27,308 29,416 31,842 
Amount financed (dollars) 76,048 81,922 88,250 95,524 
Interest rate (per cent) 9.4 9.6 9.8 10.0 
Depreciation (dollars): 
Amount in Year 1 14,196 
Amount in Year 2 12,208 15,292 — — 
Amount in Year 3 10,499 13,151 16,473 
Amount in Year 4 9,029 11,310 14,167 17,831 
Repairs, taxes, and insurance 
(dollars): 
Amount in Year 1 3,853 — « =  
Amount in Year 2 4,151 4,151 — — — " ^ 
Amount in Year 3 4,471 4,471 4,471 ——— 
Amount in Year 4 4,840 4,840 4,840 4,840 
Year end values (dollars): 
Year 1 101,483 
Year 2 101,959 109,634 — — ' 1 • •• 
Year 3 102,453 110,159 118,230 " 1 •• 1 • 
Year 4 102,991 110,742 118,849 128,034 
a^ta are obtained as follows: 
(1) Purchase price is from Appendix E, Table E-1. 
(2) A 25 per cent downpayment is assumed. 
(3) Interest rates are for nonreal estate debt (Appendix E 
Table E-3). 
(4) Deprer.iprion is 14 per cent of the undepreciated value. 
(5) Repairs, taxes and insurance are 3.8 per cent of the purchase 
price of a new lot. 
(6) Year end values are calculated by multiplying the original 
cost of the lot by a remaining value figure (Appendix E, 
Table E-5). This product is then adjusted for inflation with 
the building and materials cost index (Appendix E, Table E-2). 
The $102,991 terminal value for a first year investment is 
found by multiplying $101,398 (purchase cost) by .7481 
(remaining value after four years). This number is then 
multiplied by 334 (cost index at the end of four years) and 
divided by 246 (initial cost index). 
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cattle in the lot.^  Loans can be obtained up to a maximum of 50 
per cent of fixed asset value. Initially, the maximum size firm has 
land and machinery assets of $700,728 (Table 8). This would permit 
a total debt of $350,364 in the first year, meaning that the firm 
could borrow an additional $307,310. 
No restrictions are placed upon the structure of the debt; debt 
structure is largely determined by the types of investment undertaken 
and the ability of the firm to generate cash needed to make loan repay­
ments. Land purchases require long-term debt while machinery purchases 
and feedlot investment require intermediate term debt. An effort was 
made to be flexible in credit terms so that the model could represent 
the behavior of both aggressive and conservative borrowers. 
Short-term credit 
Short-term borrowings for six month periods are available to 
augment cash flows. Interest rates are those specified for nonreal 
estate debt (Appendix E, Table E-3). Interest and principal payments 
on a loan obtained at the start of a period are due at the beginning 
of the succeeding period; however, principal payments can be refinanced. 
The model is so constructed that short-term credit can be used to 
formally a firm would be allowed to borrow against these assets; 
however, incorporating these assets into the borrowing capacity of the 
firm would complicate the model structure. As these items are in inven­
tory for only part of the year and their value is small compared with 
that of fixed assets, their omission was not expected to seriously 
understate borrowing ability. 
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finance all or part of the required downpayment on asset purchases. 
It is possible that an asset could be financed completely with debt. 
Intermediate-terp credit 
Intermediate-term credit is used to finance 75 per cent of both 
the purchase of farm machinery and the building of feedlot capacity. 
Interest rates on both types of loans are those for non-real estate 
debt. The only difference between the two loans is in the repayment 
requirements: machinery loans require repayment in four equal install­
ments and building loans are repaid in seven years. For each dollar 
borrowed to finance a feedlot $.15 must be repaid each year for six 
years and the last payment is then $.1. Interest and principal 
payments are made at the end of the year. 
Long-term credit 
A long-term loan is used to finance 80 per cent of the cost of 
land purchases. The interest rate for real estate debt is given in 
Appendix E, Table E-3. The loan must be repaid in twenty equal 
installments with interest charged on the unpaid balance. Principal 
and interest are due at the end of the year and no provisions are made 
for prepaying or delaying principal payments. 
Production Activities 
Production activities use the firm's assets to generate profits 
and cash flow. For the firm studied, possible production activities 
consist of crops and cattle feeding. 
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Crops 
Crops that the firm can grow consist of com, corn silage and 
soybeans. All three crops may be grown on the owned land; however, 
only soybeans and com may be grown on the rented land. A maximum 
of one half of the total acreage may be planted to soybeans. 
Technical coefficients for crops were obtained from planning 
budgets prepared for Northwest Iowa (77) and are considered representa­
tive of production experiences in the area. Budgets used were prepared 
for 1978 and hence they are considered appropriate for the first year 
of the model. A summary of variable production costs, labor requirements 
and expected yields for the first year is given in Table 12. More 
detail is presented in Appendix E, Tables E-8 through E-10. 
Crop yields are expected to increase each year in the model as 
shown in Appendix E, Table E-11, Historical data are based on yields 
I 
experienced in Clay county and then adjusted linearily to coincide 
with yield estimates given in the budgets. Labor requirements are 
held constant throughout the planning period. 
Crop yields are sufficiently variable that recognition of this 
source of risk had to be included in the model. Crop growing activities 
transfer a fixed output into crop or feed equations and then cattle 
feeding or grain marketing activities draw upon these equations. The 
procedure followed to incorporate yield variability was to add a cost 
of meeting a production deficit (if actual yields were below expected) 
to variable production expenses. If a surplus were produced, then 
revenues from the assumed sale of extra output were subtracted from 
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Table 12. Summary of Crop Budgets^  
Corn Grain Corn Silage Soyb eans 
Owned Rented Owned Owned Rented 
Variable costs 
(dollars) 84.88 49.86 92.73 47.47 30.18 
Labor requirements 
(hours) 2.079 2.079 3.303 1.513 1.513 
Production 110 bu. 55 bu. 16 ton 40 bu. 20 bu. 
S^ummary of Appendix E, Tables E-8 through Er-10. 
Land is rented on a crop share basis; hence production is one half 
that on owned land. 
production expenses. Deficits or surpluses were determined by sub­
tracting actual yields from predicted yields for each crop for the 
years 1965 through 1977 (Appendix E, Table E-11). Residuals for each 
year were then priced using prices shown in Appendix E, Table E-12 and 
this value was then added to historical variable costs. Variable 
costs for the years 1965 through 1977 were obtained by deflating 
costs in Table 12 with the production index (Appendix E, Table E-2). 
The time series showing production costs adjusted for yield variability 
are presented in Appendix E, Table E-13, These times series were 
then used to estimate objective function values and variances so 
that yield variability is included as part of cost variability. 
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Cattle feeding activities 
Cattle feeding activities consist of the following programs: 
1) Steer feeding - yearling feeder steers are purchased at 
650 pounds and fed 150 days to 1150 pounds. Net selling 
weight is 1100 pounds. Steers can be placed during 
February with sale during July and again during August 
with sale during the following January. 
2) Heifer feeding - Feeder heifers are purchased at 550 
pounds and fed approximately 150 days to 950 pounds. 
Net selling weight is 910 pounds. Like the steer 
feeding program, heifers can be placed in February 
and August. 
3) Steer calf feeding - Feeder calves are purchased at 
450 pounds and fed approximately nine months to 1150 
pounds. Net market weight is 1100 pounds. Calves are 
placed during October with sale during the following 
July. 
Rations for all feeding programs consist of shelled corn, 
corn silage, and soybean oil meal (Appendix E, Table E-14). Rations 
are assumed to remain the same over time and no effort was made to 
X 
incorporate variability in feed conversion efficiency into the 
activities. 
Cattle feeding activities were entered on a gross margin basis, 
with Omaha choice prices (108) used to determine cash purchasing and 
selling prices.^  Selling prices of finished animals were discounted 
$1 per hundredweight to account for commission charges and location 
differences; however, no adjustments were made to feeder cattle 
prices (95). In calculating purchase prices, figures for yearling 
Monthly averages of weekly average prices were used to calculate 
buying and selling prices. 
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steers and heifers were adjusted upward 1 per cent to account for 
death loss and those for steer calves were incremented 2 per cent 
(78, p. 8). Returns on steers were computed as selling revenue less 
nonfeed costs and the cost of feeder purchases. Nonfeed costs in 
1979 prices are $8 for yearling steers and heifers ($4 for medical 
and $4 for other expenses) and $12.5 for steer calves ($6.5 medical 
and $6 for other expenses)(78, p. 8). The production index (Appendix 
E, Table E-2) was used to adjust the 1979 nonfeed costs to obtain 
cost estimates for the other three years. No direct dollar charges 
were made for feed inputs; these are entered through feed buying 
activities or as an opportunity cost of not selling cash grain. Cash 
margins are listed in Appendix E, Tables E-17 through E-21. 
Labor requirements are 2.4 hours per head for the yearling steer 
and heifer programs and 4.0 hours per head for the steer calf program 
(78, p. 12). This labor requirement is divided evenly over time. 
Marketing Activities 
The basic model includes only cash purchases at the time an 
input is acquired with cash sale at the date output is sold. To 
determine the importance of marketing strategies in coping with risk, 
additional marketing activities were entered for corn, soybeans 
and cattle feeding. 
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Grain marketing activities 
Grain market activities essentially involve holding grain for 
later sale. Strategies consist of cash market transactions or a 
combination of cash and futures market transactions.^  For both corn 
and soybeans, the following marketing activities are included; 
1) Cash sales. Grain is harvested in October and then 
sold for cash. The cash sale may take place at harvest 
or the grain may be stored and held for sale during 
one of the months of December, February, June or 
August. 
2) June-March hedge. A March futures contract is sold in 
June, after the crop has been planted. After harvest, 
the grain is stored until March at which time the 
grain is sold on the cash market and an offsetting 
March futures contract is purchased. 
3) August-June hedge. During August, a July futures 
contract specifying delivery during the following year 
is sold. After harvest, the grain is stored until 
June at which time it is sold on the cash market and 
an offsetting July futures contract is purchased. 
4) Storage hedge. During October when the grain is being 
harvested, a July futures contract is sold. The 
harvested grain is held until June when it is sold and 
an offsetting July futures contract is purchased. 
5) Harvest sale-futures purchase. Grain sold for cash 
after harvest and a July futures contract is purchased. 
In June, an offsetting futures transaction is made. 
All cash transactions are based on the monthly cash price for the 
month in which the sale is made. To construct price series for Northwest 
Iowa for the time span of 1965 through 1977, regression equations 
Strategies were largely suggested by Wisner (116) as ones which 
a farmer might use or might find profitable to use. 
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were used to estimate prices based on reported quotations for Central 
Iowa (21).^  The estimating equation was derived by regressing monthly 
Northwest Iowa prices (54).for the years 1974-77 on comparable prices 
for Central Iowa. The equation for corn prices is 
= -.17 + 1.07 . P (5-1) 
(.045) (0.19) 
where 
is the estimated corn price in Northwest Iowa and 
P^  is the monthly average bid price by country elevators in 
the -Des Moines area for No. 2 yellow corn, 
and the equation for soybean prices is 
"m ° + 1-01 • «C (5-2) 
(.064) (.010) 
where 
••Qj^  is the estimated soybean price in Northwest Iowa and 
is the monthly average bid price by country elevators in 
the Des Moines area for No. 2 yellow soybeans. 
Both regression equations have F-tests that are significant at the 
1 per cent level. 
Net prices for strategies involving futures transactions were 
calculated by adding the profits or losses obtained in the futures 
market to the cash price at which the grain would have been sold. 
For that portion of the grain sold using one of those options, this 
N^orthwest Iowa prices were available for only the years 1974 
through 1977. Central Iowa prices could be obtained for the complete period. 
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assumes that futures contracts can be sold in an amount exactly 
equal to the physical quantity of grain sold.^  Prices for futures 
contracts are Chicago Board of Trade quotations (43). Monthly 
average prices were used for calculating transaction results; this 
figure was obtained by averaging all Thursday closing prices for the 
2 
month. Costs of futures transactions were held constant at one 
cent per bushel for corn and two cents per bushel for soybeans (116). 
When grain is stored for later sale, storage rates, typical of 
those quoted by Iowa elevators, are charged. These rates are held 
constant for all years. Wisner (116) suggested the following rates: 
1) Corn - A fixed charge of ten cents per bushel plus a 
charge of two cents per bushel for each month grain 
is stored beyond a three month period. 
2) Soybeans - A fixed charge of twelve cents per bushel 
plus a charge of two cents per bushel for each month 
r^ain is stored beyond a three month period. 
Appendix E, Tables E-15 through E-16 list the various selling prices 
for grain used in the model. Based on expected values, the storage 
hedge is the most profitable way to market corn and the harvest sale-
futures purchase is most profitable for soybeans. The June-March 
hedge is least profitable for corn and the storage hedge is least 
profitable for soybeans. (Variances are in Appendix E, Table E-23.) 
S^ince grain contracts are generally specified for a 5,000 bushel 
amount, this assumption is unrealistic. However, problems with indivis­
ible items are inherent in linear programming and quadratic programming 
problems. 
2 
This was done to simplify data collection requirements. Wisner 
(116) suggested using either the Thursday or Friday close as a repre­
sentative price for the week. 
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Cattle marketing activities 
The use of futures markets as an alternate means of selling cattle 
has been analyzed fairly extensively. Two studies have emphasized 
comparisons among initial prices and costs as a means of selectively 
hedging (59 and 65), while another author has demonstrated that placement 
and lifting of hedges^  based upon a relationship between two moving 
average series could enhance feeder profits (85). Implementation 
of such techniques would require a fairly extensive data collection 
and analysis process; hence, strategies requiring less input were 
considered. Strategies suggested by Skadberg (95) which would allow 
a feeder to capitalize on favorable seasonal and basis price movements 
were used. 
For the yearling steer and heifer programs, the following strategies 
are available in addition to the cash market plan previously discussed: 
; 
1) February-July hedge. During February when feeder 
animals are placed, an August futures contract is 
sold. An offsetting futures contract is purchased 
in July, near the date when slaughter animals are 
sold. 
2) February-June hedge. This is the same as (1) except 
that the offsetting futures purchase is made in June, 
A complete cattle hedge would consist of selling a futures contract 
calling for delivery of liveweight cattle equal to the weight of finished 
cattle that the feeder expected to produce. The futures contract would 
be sold the date that feeder cattle are purchased using a contract whose 
delivery period corresponds to or closely follows the date when slaughter 
cattle are to be sold. To complete the hedge, a futures contract (for 
the same month as the contract initially sold) is purchased thereby 
offsetting the initial futures contract sale. The finished cattle are 
then sold on a cash market. Placement of a hedge refers to the initial 
sales of a contract while lifting a hedge refers to the offsetting 
purchase. 
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a month before finished cattle are sold. Basis rela­
tionships may be more favorable at this time; i.e., the 
futures price may be considerably below the cash price 
compared to the delivery month when the two prices tend 
to be equal. 
3) April-July hedge. This is the same as (1) except that 
the August futures contract is not sold until April. 
The cattle are unhedged the first two months of the 
feeding plan. 
4) April-June hedge. Feeders placed in February are 
hedged in April and the hedge is then lifted in June. 
4) August-January hedge. Feeder animals are placed in 
August and a February futures contract is sold. The 
hedge is maintained until the following January when 
slaughter animals are sold. 
6) August-December hedge. This is the same as (5) except 
that the hedge is lifted in December, one month prior 
to the cattle being finished. 
7) October-January hedge. This is the same as (5) except 
that the February contract is not sold until October. 
8) October-December hedge. August placements are not 
«hedged until October and the hedge is lifted in 
December, 
Similar strategies are available for the steer calf program. 
These consist of the following: 
1) October-July hedge. A hedge, using the August futures 
contract, is placed during October when feeder calves 
are placed. This hedge is maintained until July, 
when the cattle are sold. 
2) October-June hedge. This is the same as (1) except 
that an offsetting purchase of the August futures 
contract is made in June. 
3) February-July hedge. This is the same as (1) except 
that the hedge is not placed until December. 
4) February-June hedge. The August futures contract is 
sold in December and an offsetting purchase is made 
in June. 
150 
Cattle feeding programs were entered as gross margin activities; 
for each marketing strategy added, an activity similar to the appropriate 
cash cattle feeding program was entered with cash returns augmented 
with the results of futures market transactions. Monthly average 
futures prices were used for all hedging transactions, with average 
prices obtained by using Wednesday closing prices-^  The futures 
contract is the Chicago Mercantile Exchange's live beef cattle contract. 
Each slaughter animal sold using an activity involving futures 
markets is assumed to be fully hedged. For example, steers are sold 
at eleven hundredweights; hence the futures market transactions 
also involve eleven hundredweights. Skadberg (95) suggested using 
$.25 per hundredweight as a hedging transaction cost; for simplicity, 
a charge of $3 per head for steers and $2 per head for heifers was 
used. This cost was kept constant for all years. 
Appendix E, Tables E-17 through E-21 list expected margins for 
the cattle feeding programs. For February placement of yearling 
steers and heifers, the April-June hedge is most profitable while for 
August placements, the August-January hedge is most profitable. 
The cash plan is the most profitable for steer calves. The results 
for yearling steers and heifers are somewhat surprising since other 
studies have shown that hedging is normally less profitable (57, p.4, 
and 65, p. 18). Part of the reason for this difference is that 
"Rather than using all closing prices for the month, Skadberg (95) 
suggested using the Wednesday price as a representative figure for the 
week. 
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the profitability of hedging improved relative to that of the cash 
plan in latter years. Use of a linear trend regression caused the 
hedged returns to continue to increase relative to cash returns during 
the planning horizon. When simple averages over time are compared 
for February yearling steer placements, the gross margins for the 
cash plan average $151 per head compared to $148 per head for the 
April-June hedge. For August yearling steer placements, margins 
for the cash plan average $121 per head - the same as the August-January 
hedge. For August placements of yearling steers, the highest average 
margin - $125 per head - is for the August-December hedge. 
Input Purchasing Activities 
Input purchasing activities secure inputs which are consumed in 
the production process. These include labor services and feed 
supplies. "• 
Labor services 
Labor services can be purchased in the form of a full time hired 
man, who provides labor services in the same quantity as the operator 
(.Table 7). Wage cost is based on a monthly rate of $750 in 1977 
(99) and adjusted for different years using the wage rate index 
(Appendix E, Table E-2). 
Feed supplies 
Purchased feed supplies consist of corn grain and soybean oil 
meal. Both input prices are yearly average prices. The corn price 
is a Northwest Iowa price while the soybean oil meal price is the 
152 
average price paid by Iowa farmers (109). Historical and forecasted 
price series are given in Appendix E, Table E-22. 
Accounting Activities 
Accounting activities account for family consumption and the 
payment of taxes. These activities determine the amount of profits 
that the firm has available for investment. 
Consumption 
As mentioned in Chapter IV, there is evidence that consumption 
is related to income. To estimate this relationship, a regression 
equation using family expenditure data collected by the Iowa State 
University Cooperative Extension Service (53) was used. The equation 
obtained is 
C = -37,416 + 619 Y + ,04 I (5-3) 
(6691.906)(91.321) (.009) 
where 
C is the amount of consumption expenditures 
Y is the last two digits of the year and 
I is income. 
In the model, a constant consumption figure is determined for each 
of the years. The figure is calculated from the intercept and 
the amount arising from the variable for the year. Fixed consumption 
is $10,864 in the first year; $11,484, the second year; $12,104, the 
T^he data were obtained from family living expenditure records kept 
by farm families throughout Iowa. Data for the years 1970, 1972, and 
1974 were used to derive the regression equation. 
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third year; and $12,724 in the third year. Increases in consumption 
in response to income are combined with the tax rate. 
Taxes and income related comsumption 
It is assumed that taxes plus the marginal propensity to consume 
from income [which was identified in (5-3)] account for 50 per cent 
of income.^  The 50 per cent figure is somewhat arbitrary, but it is 
consistent with rates used in other studies (13, p. 80; and 23, p. 86). 
Income is calculated as cash receipts less cash expenses and 
depreciation. 
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CHAPTER VI. EMPIRICAL RESULTS 
This chapter reports on the results that were obtained when a 
quadratic program was used to solve the model discussed in Chapter V. 
These solutions suggest ways in which a farmer might organize his 
operation depending upon risk preference. As indicated in the first 
chapter, emphasis will be centered on answering several questions: 
1. As assumed risk preferences change, what changes 
predominate in optimal farm plans? 
2. Is it feasible to introduce cattle feeding into a 
cash grain operation when the risk dimension is 
considered? If so, at what level? 
3. Does the use of marketing strategies significantly 
change optimal farm plans? 
To answer the above questions, two different quadratic programming 
models were solved. The first was the basic model which includes 
only cash marketing activities; the second model includes additional 
marketing options for grains and livestock- By using the different 
models, it is possible to gain some insight into the impact that 
marketing strategies can have on farm organization. 
The efficiency frontier for the basic model is presented first 
and then ten points along the frontier are discussed in greater 
detail. This discussion emphasizes the investment plan and first 
year production plans for different levels of risk aversion. After 
that, a comparable discussion is given for the marketing model. 
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Then the two frontiers are compared in order to' determine key differences 
between investment plans and first year production plans. The chapter 
is concluded with a discussion of the results that were obtained when 
the marketing model was resolved with capital gains on assets excluded 
from net worth. 
The Basic Model 
The efficiency frontier for the basic model^  is shown in Figure 12. 
This frontier and the subsequent discussion of the selected solutions 
indicate options that are available to a farmer who is only willing 
to consider cash marketings. Initially, this frontier displays 
a linear segment until point (2) is reached; after that the curve 
becomes much more concave. Along the linear segment, solutions differ 
primarily in the amount of machinery and land held by the firm 
(the initial size) at the start of the planning period. 
As indicated in Chapter III, one of the assumptions of this study 
is that risk aversion increases as one moves left along a frontier; 
therefore, solution (1) in Figure 12 represents the highest degree 
The primal matrix contains 133 rows, 124 columns, and 1062 nonzero 
elements. The block diagonal covariance matrix is 74 by 74 and contains 
1372 nonzero elements. Considerable difficulty was encountered in 
solving this problem and a solution was not obtained until program 
tolerances were adjusted (Appendix G). After making these changes, the 
program code worked quite efficiently. The basic model was solved using 
57 seconds of central processing unit time at a cost of $60. Optimality 
was attained in 356 iterations and 221 parametric solutions were output. 
Since the parametric option generates so many solutions, output was 
written on tape and a FORTRAN program was then used to retrieve and 
summarize selected solutions. 
(10) 
1,500,000 
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Standard Deviation (dollars) 
Figure 12, Efficiency frontier for the basic model 
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of risk aversion analyzed and solution (10) represents a point of risk 
indifference. The numbers along the curve represent points for which 
solutions are discussed in greater detail. Legends along the frontier 
indicate points at which key changes occur in activities for the first 
year. It is interesting to note that cattle are not included in the 
solution for the first year until midway on the frontier [solution (4)]. 
The four year investment plan 
Table 13 presents detailed solution data for the ten points 
enumerated on Figure 12. These solutions indicate investment plans 
that would be most efficient (in terms of means and variances) for a 
farmer, given his present knowledge of the future. In reality, 
investments for the second through fourth years may not actually be 
made since results for the first year would likely not occur exactly 
as expected. At the end of the first year, a farmer would revise his 
investment plan based on actual performance and new information. 
Results for the four years are provided to show the initial estimate 
of a possible dynamic growth path. 
Solutions for higher levels of risk aversion, i.e., solutions (1) 
through (5), indicate that a willingness to accept more risk can result 
in significantly higher expected wealth. Terminal net worth increases 
$875,407.80 or 174.1 per cent between solution (1) and solution (5); 
at the same time, the standard deviation of net worth increases by 
193.9 per cent. Solutions with more risk than solution (5) show 
little improvement in net worth; however, standard deviations increase 
Table 13. Four Year Investment Plan for the Basic Model 
Solutions 
(1) (2) (3) (4) 
Terminal net worth 
(dollars) 502,683.9 1,244,741.1 1,278,718.1 1,332,641.4 
Initial net worth 
(dollars) 310,782.3 707,683.8 712,452.3 712,452.3 
Change in net worth 
(dollars) 191,901.6 537,057.3 566,265.7 620,189.1 
Net worth change due 
to inflation 
(dollars) 172,950.8 426,455.0 442,553.9 497,350.2 
Per cent change due 
to inflation 
(per cent) 90.1 79.4 78.2 80.2 
Standard deviation of 
terminal net worth 
(dollars) 9,959.9 24,558.8 25,370.0 27,182.9 
Land (acres): 
Initially oimed land 129.8 320.0 320.0 320.0 
Farm acreage in year 1 129.8 320.0 320.0 320-0 
Farm acreage in year 2 129.8 320.0 384.0 320.0 
Farm acreage in year 3 129.8 320.0 381.7 445.2 
Farm acreage in year 4 129.8 320.0 333.7 397.2 
Change in farm acreage 0.0 0.0 13.7 77.2 
Land rented in year 1 0.0 0.0 0.0 0.0 
Land rented in year 2 0.0 0.0 55.7 14.7 
Land rented in year 3 0.0 0.0 48.0 48.0 
Land rented in year 4 0.0 0.0 0.0 0.0 
Land purchased in year 1 0.0 0.0 0.0 0.0 
Land purchased in year 2 0.0 0.0 8.3 54.4 
Land purchased in year 3 0.0 0.0 5.4 22.8 
Land purchased in year 4 0.0 0.0 0.0 0.0 
Total land purchased 0.0 0.0 13.7 77.2 
Machinery (dollars of 
machinery capital): 
Initially owned 
machinery capital 35,358.8 87,186.4 104,625.0 104,625.0 
Machinery capital 
in year 1 35,358.8 87,186.4 104,625.0 104,625.0 
Machinery capital 
in year 2 31,430.1 77,499.0 93,000.0 94,249.4 
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(5) (6) (7) (8) (9) (10) 
1,378,091.7 1,419,467.0 1,463,679.3 1,481,846.2 1,499,177.5 1,502,516.7 
,452.3 712,452.3 712,452.3 712,452.3 712,452.3 712,452.3 
,639.4 707,014.7 751,227.0 769,393.9 786,725.2 790,064.4 
,295.3 544,649.0 578,835.8 557,306.1 536,193.9 591,673.9 
79.1 77.0 77.1 72.4 68.2 65.8 
,261.4 32,196.4 36,623.5 39,155.1 43,634.3 46,725.3 
320.0 320.0 320.0 320.0 320.0 320.0 
320.0 556.4 589.5 722.1 729.7 729.7 
525.1 539.5 541.5 674.1 772.4 754.2 
477.1 491.5 493.5 626.1 724.4 706.2 
429.1 443.5 445.5 578.1 676.4 658.2 
109;1 -113.0 -144.0 -144.0 -53.3 
-71.5 
0.0 222.5 184.3 326.0 341.3 341.3 
126.6 129.3 96.0 234.5 341.3 341.3 
48.0 48.0 48.0 186.5 293.3 293.3 
0.0 0.0 0.0 138.5 245.3 245.3 
0.0 13.9 85.3 76.2 68.3 68.4 
78.5 76.2 40.3 43.5 42.7 24.5 
30.6 33.3 0.0 0.0 0.1 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
109.1 123.5 125.5 119.7 111.1 92.9 
104,625.0 
104.625.0 
127.167.1 
104,625.0 
134,763.2 
130,658.2 
104,625.0 
142,774.5 
131,149.5 
104,625.0 
174,890.2 
163,265.2 
104,625.0 
176,215.7 
187,063.7 
104,625.0 
176,724.2 
182,664.8 
Table 13. (Continued) 
Solutions 
(1) (2) (3) (4) 
Machinery capital in 
year 3 35,358.8 87,186.4 92,452.8 107,821.4 
Machinery capital in 
year 4 31,430.1 77,499.0 80,827.8 96,196.4 
Change in machinery 
capital -3,928.8 -9,687.4 -23,797.2 -8,428.6 
Machinery purchased 
in year 1 0.0 0.0 0.0 0.0 
Machinery purchased 
in year 2 0.0 0.0 0.0 1,249.4 
Machinery purchased 
in year 3 7,857.5 19,374.8 11,077.8 25,197.1 
Machinery purchased 
in year 4 0.0 0.0 0.0 0.0 
Total machinery 
purchased 7,857.5 19,374.8 11,077.8 26,446.4 
Feedlot Capacity 
(head): 
Capacity added 
in year 1 0.0 0.0 0.0 0.0 
Capacity added 
in year 2 113.1 278.9 269.9 279.6 
Capacity added 
in year 3 0.0 0.0 0.0 0.0 
Capacity added 
in year 4 0.0 0.0 0.0 0.0 
Total capacity added 113.1 278.9 269.9 279.6 
Financial (dollars): 
Unused borrowing 
capacity in 
year 1 106,590.2 278,749.8 280,062.1 280,068.7 
Unused borrowing 
capacity in 
year 2 103,638.8 206,660.7 200,497.6 73,433.1 
Unused borrowing 
capacity in 
year 3 117,266.2 308,065.1 344,504.7 193,816.8 
Unused borrowing 
capacity in 
year 4 166,228.3 414,995.0 418,421.0 329,110.7 
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(5) 
115,542.1 
103,917.1 
-707.9 
0 .0  
34,167.1 
0 . 0  
0 .0  
34,167.1 
(6) 
119,033.2 
107,408.2 
-27,355.0 
30,138.2 
7,520.0 
0.0  
0 .0  
37,658.2 
(7) 
119,524.5 
107,899.5 
-34,875.0 
38,149.5 
0 . 0  
0 .0  
0 .0  
38,149.5 
(8) 
151,640.2 
140,015.2 
-34,875.0 
70,265.2 
0 . 0  
0 .0  
0 . 0  
70,265.2 
(9) 
175,438.8 
163,813.8 
-12,902.0 
72.090.7 
21,973.0 
0 . 0  
0 . 0  
94.063.8 
(10) 
171,039.8 
159,414.8 
-17,309.3 
72,099.2 
17.565.7 
0 . 0  
0 .0  
89.664.8 
48.3 89.4 
224.3 232.1 
28.9 0.0 
0 .0  0 .0  
301.5 321.6 
145.4 139.3 
207.3 202.9 
0.0 76.5 
0 .0  0 .0  
352.7 418.7 
167.5 167.2 
173.1 266.7 
200.1 206.5 
0.0 107.4 
540.7 747.8 
273,218.5 219,464.9 13,369.9 
0 . 0  0 . 0  0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
134,205.1 134,205.9 205,713.8 154,326.2 41,544.4 0 . 0  
290,266.2 290,409.9 312,707.3 271,626.3 178,414.0 0 . 0  
Table 13. (Continued) 
Solutions 
(1) (2) (3) (4) 
New borrowings 
in year 1 17,541.0 27,327.8 27,487.1 27,480.5 
New borrowings 
in year 2 43,634.8 156,480.4 164,743.9 291,808.4 
New Borrowings 
in year 3 44,782.8 91,508.8 53,966.2 181,790.1 
New borrowings 
in year 4 23,856.4 53,708.0 50,952.7 117,997.9 
Funds invested 
in year 1 44,212.0 50,385.9 50,349.9 50,327.5 
Funds invested 
in year 2 0.0 0.0 0.0 0.0 
Funds invested 
in year 3 26,626.9 34,344.7 0.0 0.0 
Funds invested 
in year 4 0.0 0.0 0.0 0.0 
Labor (full-time man): 
Labor hired in 
year 1 0.0 0.0 0.0 0.0 
Labor hired in 
year 2 0.0 0.0 0.0 0.0 
Labor hired in 
year 3 0.0 0.0 0.0 0.0 
Labor hired in 
year 4 0.0 0.0 0.0 0.0 
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(5) (6) (7) (8) (9) (10) 
34,934.6 89,636.7 296,703.8 310,055.9 310,563.7 310,559.7 
363,009.9 348,308.0 316,656.7 312,385.2 313,594.2 313,589.1 
223,210.4 226,760.2 163,650.9 213,044.7 322,536.2 369,367.9 
153,799.0 162,502.3 175,601.7 214,577.0 300,204.7 481,511.8 
34.788.2 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 
0.2 0.3 
0 .0  0 .0  
0 .0  0 .0  
0.1 0.3 
0.3 0.5 
0 .0  0 .0  
0 .0  0 .0  
0.4 0.4 
0 .6  0 .6  
0.3 0.3 
0.2 0.5 
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quite rapidly. From solution (5) to solution (10), net worth increases 
only 9.0 per cent while the standard deviation increases 59.7 per cent. 
All solutions indicate that net worth is expected to increase 
significantly over the four year planning horizon. The rate of 
improvement for the most risk averse solution is 61.7 per cent; 
solutions with more risk show ever increasing rates of improvement 
with a 110.7 per cent increase in net worth over time for solution (10). 
At higher levels of risk aversion, this gain is more a result of 
inflation rather than accumulated earnings. For example, in solution 
(1), 90.1 per cent of expected net worth gain is attributed to 
inflation. At lower levels of risk aversion, accumulated savings 
become a more important factor in increasing net worth; in solution 
(9), for example, only 68.2 per cent of the gain results from inflation. 
Although data on expected land value increases are not shown for each 
I 
solution, this is the main source of capital gain additions to net 
worth. As an example, in solution (5) land values are expected to 
appreciate $543,185.50, and, in solution (10), appreciation in land 
values is expected to amount to $556,303.90. In both cases, the 
amount of increase in land values is greater than total capital 
gains; the reason is that machinery values decline with time, thereby 
partially offsetting increases in land values. 
Land 
The land base consists of acreage owned at the beginning of 
the planning period, rented land (a maximum of 320 crop acres or 
341.3 actual farm acres), and land purchases during the planning 
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horizon. The only limitation on planned purchases is the farmer's 
borrowing capacity. Farm acreage in any one year is the sum of the 
land rented in that year plus accumulated land purchases plus initial 
land owned. 
Solution (1) indicates that a farmer who is highly averse to risk 
would operate a very small farm. Total acreage is only 129.8 acres 
and neither additional land purchases are made nor is land rented 
during the planning horizon. As risk aversion decreases, farm acreage 
increases with ending farm acreage expanding steadily to a maximum of 
676.A acres in solution (9). Ending acreage declines to 658.2 acres 
in solution (10), which appears^ to be a result of increased emphasis 
on cattle feeding, i.e., feedlot capacity built throughout the horizon 
increases about 207 head between solution (9) and solution (10). 
In solutions (1) and (2), no plans are made to increase the size of 
I 
the cropping operation, beyond that initially owned. Beginning in 
solution (.3), however, the farm is expanded over time using both 
purchasing and rental options. As a result, farm acreage shows an 
overall increase throughout the horizon. Generally, peak acreages 
occur in the second or third years for solutions (3) through (5). 
Acreage declines in the later years for these solutions because purchased 
land is being substituted for rented land. Purchased land requires 
more capital and injects more variability into net worth than does 
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rented land;^  hence fewer acres are farmed. In solutions (6) through 
(10), acreage farmed shows an overall decline throughout the horizon. 
This is caused by the addition of rented land during the first year 
and the substitution of purchased land for rented land in later years. 
Again purchased land is used on a smaller scale than is rented land. 
Machinery capital 
The stock of machinery capital owned each year is determined 
by txio factors: (1) the amount of land farmed, and (2) the amount 
of machinery removed from the original inventory each year as a result 
of obsolescence. Thus in the first two solutions, excess inventories 
are kept in the first year so that after removal of aged equipment, 
sufficient capacity is available to farm the same acreage in the 
second year. Then, in the third year, additional capacity is purchased 
to cover the withdrawal of obsolete equipment from inventory later 
in the year. For these two solutions, machinery capital follows a 
recurring cycle which results solely from removal of deteriorated 
stock. 
In solutions (3) through (5), machinery inventories still show 
an overall decline over the planning horizon (ranging from about 
$24,000 down to $700) even though farm acreage is increasing. The 
reason is that an excess stock of machinery is held at the start 
P^urchased land directly affects net worth; in addition crop 
receipts and expenses are higher for an acre of owned land than they are 
for an acre of rented land. Consequently, additions to variances re­
sulting from crop production would be higher on owned land. 
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of the period. For these levels of risk aversion, it is more efficient 
for a farmer to acquire machinery in advance of actual needs and maximum 
initial stocks of $104,625 are held. Purchases occur in the second 
or third periods as needed to cover fluctuations in rental acreage and 
the exhaustion of initial stocks. 
In solutions (6) through (10), machine stocks decline, paralleling 
the decline in farm acreage. Machinery purchases are made in the 
first and second years when farm acreage is greatest. 
Feedlot capacity 
At high levels of risk aversion, i.e., solutions (1) through (4), 
no feedlot capacity is built during the first year. Feedlot capacity 
is added in the second year, increasing from 113.1 head in solution 
(1) to 279.6 head in solution (4); however, no further capacity 
expansions are planned in either the third or fourth year. 
In solution (5), a 48.3 head capacity feedlot is built in the 
first year, a 244.3 head lot addition is planned for the second year, 
and a 28.9 head lot is planned for the third year. In moving from 
solution (4) to (5), second period building is reduced 55 head, 
but total capacity at the end of the horizon is approximately 22 
head larger for solution (.5) . 
In solutions (6) through (10), cattle feeding becomes a more 
significant part of the farm operation as total capacity additions 
during the four years more than doubles—from 321.6 head for solution 
(6) to 747.8 head for solution (10). In moving from solution (9) to 
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(10), a significant increase—207.1 head—occurs in total feedlot 
capacity built. As mentioned earlier, this expansion is competitive 
with the cropping enterprises. 
Financial 
Unused borrowing capacity in Table 13 indicates the additional 
amount of money that a farmer could borrow, e.g., in solution (1), 
an additional $106,590.20 could be borrowed in the first year. In 
general, risk aversion is reflected in aversion to debt; in solutions 
(1) through (7), additional borrowings (ranging from $73,000 to $420,000) 
would be possible in all years, with the exception of the second 
year in solutions (5) through (7). Still, throughout this part of 
the frontier, use of borrowed money becomes increasingly more extensive 
as the scale of farming operations gets larger. Total new borrowings 
throughout the horizon amount to $297,149^ 90 in solution (3) and 
$952,613.10 in solution (7).^  In solutions (8) through (10), unused 
borrowing capacity is steadily reduced until capital becomes a limiting 
factor throughout the horizon in solution (10). Off-farm investments 
are made in the first year of solutions (1) through (5) ranging in 
amount from $35,000 to $50,000. In solutions (.1) and (2) off-farm 
investments of $25,000 to $35,000 are also made in the third year. 
These figures are the sum of all planned new borrowings during the 
four year horizon. 
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Labor^  
At high levels of risk aversion, little or no outside labor is 
required. In solutions (7) and (8), one tenth to one half of a 
laborer's time is required in the first two years, but none is required 
2 in the last two years. In these two solutions, spring planting time 
restrictions create the need for outside assistance. In solutions 
(9) and (10), labor is hired in all years. Again, spring planting 
time requirements create the need for hired help. 
The first year production plan 
Table 14 presents detailed information on the cropping and 
livestock production plan for the first year of the basic model. 
Since the model would need to be rerun after each year (using either 
an actual or simulated year) to trace a dynamic path, data on produc­
tion plans are presented for only the first year- Information is 
provided for the same solutions presented in Table 13. 
After-tax profits show the returns after taxes are paid and 
consumption requirements are met. Profits are computed on an actual 
basis, except that profits for the first year do not include any 
returns on corn or silage that is held for feed. Profits resulting 
A^lthough not an asset item; labor hirings have been included 
since they augment resources available to the firm. 
2 The labor equations were incorrectly specified in the third and 
fourth years. This, however, caused only minor violations of the labor 
constraints (.1 man) so the model was not rerun. 
Table 14. The First Year Production Plan for the Basic Model 
Solutions 
(1) (2) (3) (4) 
Terminal net worth 
(dollars) 502,683.9 1,244,741.1 1,278.718.1 1,332,641.4 
After-tax profits 
(dollars) -2,679.9 -8,576.7 -9,090.0 -9,199.8 
Total crop acres 121.7 300.0 300.0 300.0 
Total cattle fed 0.0 0.0 0.0 0.0 
Crop plantings on 
owned land (acres): 
Corn grain 68.1 167.9 168.2 168.6 
Corn silage 16.8 41.5 42.2 42.5 
Soybeans 36.8 90.6 89.6 88.8 
Total acres 121.7 300.0 300.0 300.0 
Crop plantings on 
rented land (acres): 
Corn grain 0.0 0.0 0.0 0.0 
Soybeans 0.0 0.0 0.0 0.0 
Total acres 0.0 0.0 0.0 0.0 
Disposition of grain 
(bushels): 
Corn fed to cattle 7,489.1 18,466.3 18,504.9 18,550.1 
Corn sold . 0.0 0.0 0.0 0.0 
Total corn 7,489.1 18,466.3 18,504.9 18,550.1 
Soybeans sold 1,470.2 3,625.2 3,582.6 3,553.4 
Cattle program (head); 
February yearling 
steers 0.0 0.0 0.0 0.0 
August yearling 
steers 0.0 0.0 0.0 0.0 
February yearling 
heifers 0.0 0.0 0.0 0.0 
October steer 
calves 0.0 0.0 0.0 0.0 
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(5) (6) (7) (8) (9) ( 1 0 )  
1,378,091.7 1,419,467.0 
-6,305.8 -2,868.0 
300.0 521.7 
77.1 178.8 
,463,679.3 1,481,846.2 
-9,103.3 -2,973.6 
552.7 677.0 
290.8 278.5 
,499,177.5 1,502,516.7 
3,713.7 -145.9 
684.1 684.1 
334.9 334.5 
166.0 106.0 
42.0 50.6 
92.0 156.5 
300.0 313.1 
146.3 135.7 
54.7 50.0 
178.9 185.7 
379.9 371.4 
136.8 131.6 
45.3 50.5 
182.0 182.1 
364.1 364.1 
0.0 192.2 
0.0 16.4 
O.'O 208.6 
172.7 152.8 
0.0 152.8 
172.7 305.6 
160.0 161.8 
160.0 158.2 
320.0 320.0 
18,257.4 
0 . 0  
18,257.4 
22,225.0 
0 . 0  
22,225.0 
25,595.7 
0 . 0  
25,595.7 
23,330.5 
0.0  
23,330.5 
20,971.9 
2,871.2 
23,843.1 
23,370.0 
0 . 0  
23,370.0 
3,681.7 6,589.8 7,157.3 10,484.0 10,481.4 10,445.9 
0 . 0  0 . 0  
0 . 0  0 . 0  
28.7 89.4 
48.3 89.4 
0.0 139.3 
0 , 0  0 . 0  
145.4 0.0 
145.4 139.3 
167.5 167.2 
0 . 0  0 . 0  
0 . 0  0 . 0  
167.5 167.2 
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from home grown feeds are included in cattle profits for the second 
year. This explains why after-tax profits are negative throughout 
most of the frontier since, with the exception of solution (9), all 
corn raised is fed to cattle. Using solution (7) as an example, 
if all corn were sold at harvest, profits would be $23,915 instead of 
-$9,103.3. 
As risk aversion decreases, acres farmed in the first year increase 
from 121.7 acres in solution (1) to 684.1 acres in solution (10). 
Between solutions (8) and (10), crop acreage is fairly constant. 
No cattle appear in any solutions before (5) where 77.1 head are 
fed during the year. Further decreases in risk aversion lead to 
more cattle feeding until a plateau of approximately 335 head is 
reached in solution (.9). 
Risk aversion is also reflected in the growing of less soybeans 
i 
than the maximum allowed. Heavy emphasis on soybeans is avoided 
at high levels of risk aversion due to the greater variability of 
soybean prices (compared to corn). Soybeans do not account for 
50 percent of crop acreage on owned land until solution (6) and, on 
rented land, maximum soybean acreage is not planted until solution 
(8). The only flexibility allowed in marketing is that corn grain 
may be sold or marketed through cattle. With the exception of a small 
amount of corn sold in solution (9), (2,871.2 bushels), all corn 
produced is fed to cattle in the following year. 
The cattle feeding program shows some major changes as risk 
aversion decreases. In solutions (1) through (4), no cattle are fed; 
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then in solutions (5) through (7), yearling heifers are placed in 
the first half of the year and steer calves are placed in the last 
half of the year. In solutions (8) through (10), yearling steers 
instead of heifers are fed in the first part of the year; steer 
calves are still fed in the last half of the year. 
Implications of the basic model 
An important implication of the results of Table 13 is that a 
high level of risk aversion requires one to farm on a smaller scale. 
As one moves leftward on the efficiency frontier, terminal net worth 
begins to drop rapidly beyond solution (5). This drop in net worth 
is reflected in fewer acres farmed, less machinery owned, smaller 
sized feedlots and less use of borrowed money. At very high levels 
of risk aversion, this adjustment is substantial, e.g., in moving 
from solution (5) to (1), ending farm acreage declines 300 acres. 
At lower levels of risk aversion, i.e., solutions (5) through 
(10), modest improvements in wealth are possible if one is willing to 
expand both acreage and cattle feeding operations. However, these 
increases in net worth are costly in terms of variability—in 
comparing solutions (8) and (10), net worth increases only 1.4 per cent 
while the standard deviation increase 19.3 per cent. 
Another interesting obervation is that the maximum possible 
increase in net worth [solution (10)] requires a substantial increase 
in cattle feeding at the expense of cash grain crops. Between solutions 
(9) and (10), net worth increases only about $3,300 as a result of 
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adding 207 head more feedlot capacity throughout the horizon and 
reducing ending farm acreage 18 acres. 
The production plan for the first year shows few adjustments in 
response to risk, since there is little opportunity for diversification. 
One fact that is apparent, however, is that, for the more risk 
averse plans, corn production is preferred to soybean production. 
No cattle are fed in the first four solutions (those with the lowest 
risk) which suggests that not feeding cattle is one way to avoid 
risk. T-Jhen cattle are fed, heifers are indicated to be less risky 
than yearling steers in the February program. 
The Marketing Model 
After the basic model had been solved, an effort was made to 
solve the marketing model. The inverse of the complete model was 
too large:to fit into the version of the RAND program used to solve 
1 the basic model; therefore, a larger program was compiled (Appendix G). 
2 
Even this program was too small so all marketing activities except 
the cash strategies used in the basic model were eliminated from the 
second through fourth years. This sufficiently reduced the size of 
The program used to solve the basic model provides 50,000 storage 
locations for the matrix and inverse. The program was then recompiled to 
provide 70,000 storage locations. The primal matrix of the complete 
marketing model contains 133 rows, 268 columns, and 2,153 nonzero 
elements. The block diagonal covariance matrix is 218 by 218 and 
contains 11,884 nonzero elements. 
2 
The computational stage went for 147 iterations before terminating 
without a solution. As this incomplete run cost $87, it was estimated 
that an entire parametric run would cost $500 to $600. 
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the model so that a complete parametric run could be made. Since 
the covariance matrix is independent among years, those marketing 
activities which appeared in the first year would also be most likely 
to be used in subsequent years. 
An analysis of the first year marketing results showed that only 
one or two marketing strategies were used for each crop or livestock 
product for most of the solutions generated; therefore only those 
marketing activities which were used with any frequency throughout 
the frontier were retained in the first year of the model. Marketing 
activities in the second through fourth years were then changed so 
that they would be the same as those used in the first year. In the 
final run of the marketing model, the following market activities 
were used in each of the four years: 
1. Corn June - March hedge 
i August - June hedge 
2. Soybeans June - March hedge 
Cash sale in June 
3. February yearling 
steers April - June hedge 
April - July hedge 
4. August yearling 
steers October - December hedge 
5. February heifers April - July hedge 
6. October calves Cash sale 
October - June hedge 
The August heifer feeding program was completely eliminated from the 
analysis since it was never used in any of the solutions generated. 
The most profitable marketing activities for corn, soybeans, August 
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yearling steers, and February heifers were also excluded since they 
either never entered solutions or did so only at the LP solution. 
As these options were so seldom used, it did not appear practical 
to include them. For these four production activities, the second 
most profitable marketing strategies were entered. Differences in 
profitability between the most profitable and second most profitable 
means of marketing were quite small, i.e., 2 cents per bushel for 
corn, 14 cents per bushel for soybeans, $6.72 in gross margins per 
head for August yearling steers, and $5.20 in gross margins per head 
for February heifers.^  Table 15 summarizes the expected before-tax 
margins of the marketing activities which were included in 
the model. 
Figure 13 shows the efficiency frontier that was generated with 
2 
the marketing model. The points enumerated along the frontier 
I 
represent solutions which are analyzed in greater detail. The subse­
quent discussion of these solutions indicate strategies which can be 
used by a farmer who is willing to use more sophisticated marketing 
tools. As with the basic model, solution (1) represents the highest 
level of risk aversion and solution (10) represents risk indifference. 
o^r the cattle programs, the second most profitable activities 
are about 3 per cent less profitable than the most profitable activities. 
2 
The primal matrix contains 133 rows, 140 columns, and 1187 
elements. The block diagonal covariance matrix is 90 by 90 and contains 
2028 nonzero entries. The matrix was solved, using 472K of computer 
memory and 107 seconds of central processing unit time, at a cost of 
$104. Optimality was attained in 441 iterations and 236 parametric 
solutions were obtained. 
Table 15. Expected Margins for the Marketing Activities Used in the Marketing Model 
Corn (bu.) 
June- August-
March June 
Hedge Hedge 
August 
Yearling February 
February Yearling Steers Heifers 
Soybeans (bu.) Steers (Head) (Head) (Head) 
June- April-
March June June 
Hedge Sale Hedge 
April-
July 
Hedge 
October- April-
December July 
Hedge Hedge 
October Steer 
Calves (Head) 
October-
Cash June 
Sale Hedge 
Year 1 $2. 22 ro
 
70 $6.16 $7.66 $238.86 $233.40 $203.86 $195.12 $335.55 $311.52 
Year 2 2. 36 2. 88 6.54 8.14 252.82 247.16 216.72 206.22 353.61 328.56 
Year 3 2. 48 3. 06 6.92 8.64 266.78 260.92 229.60 217.34 370.66 345,60 
Year A 2. 62 3. 24 7.30 9.14 280.74 274.68 242.42 228.46 387.72 362.64 
(10) ( 7 )  ( 8 )  
1,500,000 
Maximum Cattle 
r* Rent 320 Acres 
Buy Land 
1 Rent Land 
Initially Own 320 Acres 
Maximum 
Acres 
Farmed 
1,000,000 
500,000 
Add Cattle 
0 
50,000 40,000 20,000 0 10,000 30,000 
Standard Deviation (dollars) 
Figure 13. Efficiency frontier for the marketing model 
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This efficieny frontier is also linear until solution (2) is reached; 
in this range, solutions differ primarily in the amount of land and 
machinery owned at the start of the planning horizon. Legends along 
the frontier indicate points at which key changes occur in the farm 
plan for the first year. In this model, cattle are fed during the 
first year throughout the entire frontier which is quite different 
from results for the basic model. 
The four year investment plan 
Table 16 presents detailed data for the 10 solution levels 
enumerated on Figure 13. These data summarize invesment strategies 
and the manner in which the resource base is altered as risk aversion 
changes. 
In moving from solution (1) to solution (5), terminal net worth 
increases"113.5 per cent while the standard deviation of net worth 
increases 149.2 per cent. By accepting slightly more rapid increases 
in variability, an individual is apt to significantly increase his 
wealth in this section of the frontier. In contrast, in moving from 
solution (5) to (10), terminal net worth increases only 6.3 per cent 
while the standard deviation increases 76 per cent. Increases in 
wealth can be achieved in this part of the frontier only if one is 
willing to accept rather large increases in net worth variability. 
All solutions show significant increases in net worth over the 
four year period. Even the most risk averse strategy provides a 76.7 
per cent improvement in net worth; the largest increase occurs in 
Table 16. Four Year Investment Plan for the Marketing Model 
Solutions 
(1) (2) (3) (4) 
Terminal net worth 
(dollars) 691,646.0 1,312,659.2 1,355,522.5 1,435,789.8 
Initial net worth 
(dollars) 391,367.5 705,034.9 712,452.3 712,452.3 
Change in net worth 
(dollars) 300,278.5 607,624.3 643,070.2 723,337.5 
Net worth change due 
to inflation 
(dollars) 256,793.3 489,023.5 512,981.1 541,064.5 
Per cent change due 
to inflation 
(per cent) 85.5 80.5 79.8 74.8 
Standard deviation of 
terminal net worth 
(dollars) 11,144.0 ~ 21,102.9 21,906.3 24,951.2 
Land (acres) 
Initially owned land 169.1 320.0 320.0 320.0 
Farm acreage in 
year 1 169.1 320.0 432.0 455.4 
Farm acreage in 
year 2 244.3 408.3 510.4 534.4 
Farm acreage in 
year 3 225.5 429.7 462.4 486.4 
Farm acreage in 
year 4 206.7 394.1 414.4 438.4 
Change in farm 
acreage 37.6 74.1 -17.6 -16.9 
Land rented in year 1 0.0 0.0 112.0 135.4 
Land rented in year 2 49.1 33.4 124.6 108.5 
Land rented in year 3 18.8 35.6 48.0 48.0 
Land rented in year 4 0.0 0.0 0.0 . 0.0 
Land purchased in 
year 1 0.0 0.0 0.0 0.0 
Land purchased in 
year 2 26.1 54.9 65.8 105.9 
Land purchased in 
year 3 11.5 19.2 28.6 12.5 
Land purchased in 
year 4 0.0 0.0 0.0 0.0 
Total land purchased 37.6 74.1 94.4 118.4 
(5) (6) (7) (8) (9) (10) 
1,476,325.4 1,502,351.1 1,538 ,442.9 1,553,656.5 1,563,320.4 1,569,438.4 
712,452.3 712,452.3 172 ,452.3 712,452.3 712,452.3 712,452.3 
763,873.1 789,898.7 825 ,990.6 841,204.2 850,868.1 856,986.1 
543,323.7 558,322.2 563 ,685.2 574,485.8 572,024.2 562,185.3 
71.1 70.7 68.2 68.3 67.2 65.6 
27,770.3 30,410.1 35 ,344.1 38,762.4 42,803.7 48,865.4 
320.0 320.0 320.0 320.0 320.0 320.0 
671.9 704.7 723.5 722.1 720.7 731.2 
623.9 656.7 775.9 776.1 784.3 799.2 
575.9 608.7 727.9 728.1 736.3 751.2 
527.9 560.7 679.9 680.1 688.3 703.2 
-144.0 -144.0 -43.5 -42.0 -32.4 -28.0 
341.3 
196.0 
129.9 
81.9 
341.3 
218.5 
156.2 
108.2 
341.3 
341.3 
258.8 
210.8 
341.3 
341.3 
244.2 
196.2 
341.3 
341.3 
257.3 
209.3 
341.3 
341.3 
293.3 
245.3 
10.6 43.4 62.2 60.8 59.4 69.9 
97.3 74.8 52.5 54.0 63.6 68.0 
18.1 14.3 34.5 49.1 36.1 0.0 
0.0 
126.0 
0.0 
132.5 
0.0 
149.1 
0.0 
163.9 
0.0 
159.1 
0.0 
137.9 
Table 16. (Continued) 
Solutions 
(1) (2) (3) (4) 
Machinery (dollars of 
machinery capital): 
Initially owned 
machinery capital 40,946.2 77,499.0 104,625.0 104,625.0 
Machinery capital in 
year 1 40,946.2 77,499.0 104,625.0 110,284.5 
Machinery capital in 
year 2 59,156.4 93,883.8 123,606.1 129,431.8 
Machinery capital in 
year 3 54,606.8 104,055.6 111,981.1 117,806.8 
Machinery capital in 
year 4 50,057.3 95,444.6 100,356.1 106,181.8 
Change in machinery 
capital 9,111.1 17,945.6 
-4,268.9 -4,102.6 
Machinery purchased 
in year 1 0.0 0.0 0.0 5,659.5 
Machinery purchased 
in year 2 22,759.8 29,995.8 30,606.1 30,772.4 
Machinery purchased 
in year 3 0.0 13,782.8 0.0 0.0 
Machinery purchased 
in year 4 0.0 0.0 0.0 0.0 
Total machinery 
purchased 22,759.8 43,778.6 30,606.1 36,431.8 
:dlot Capacity (head): 
Capacity added in 
year 1 132.3 251.2 248.8 319.9 
Capacity added in 
year 2 0.0 0.0 0.0 0.0 
Capacity added in 
year 3 14.6 24.5 49.2 118.1 
Capacity added in 
year 4 0.0 0.0 0.0 0.0 
Total capacity added 146.9 275.7 307.9 438.0 
(5) (6) (7) (8) (9) (10) 
104,625.0 
162,732.5 
151,107.5 
139,482.5 
127,857.5 
-34,875.0 
58,107.5 
0 . 0  
o!o 
0 .0  
58,107.5 
104.625.0 
170.667.1 
159,042.1 
147,417.1 
135,792.1 
-34,875.0 
66,042.1 
0.0  
0 .0  
0 .0  
66,042.1 
104,625.0 
175,216.5 
187,921:9 
176,296.9 
164,671.9 
-10,544.6 
70,591.5 
24,330.4 
0 . 0  
0 . 0  
94,921.9 
104,625.0 
174.878.4 
187.958.5 
176,333.5 
164,708.5 
-10,169.9 
70.253.4 
24,705.1 
0 . 0  
0 . 0  
94.958.5 
104.625.0 
174,545.3 
189.954.1 
178,329.1 
166,704.1 
-7,841.3 
69,920.3 
27,033.7 
0.0  
0.0 
96,954.1 
104,625.0 
177,093.3 
193,557.5 
181,932.5 
170,307.5 
-6,785.7 
72,468.3 
28,089.3 
0.0  
0 .0  
100,557.5 
328.0 219.1 
0.0 97.5 
150.0 169.4 
0 .0  0 .0  
478.0 486.0 
178.3 183.2 
121.6 119.5 
152.7 113.4 
0 .0  0 .0  
452.6 416.2 
188.3 163.1 
91.1 53.4 
187.5 308.5 
31.7 159.5 
498.7 684.5 
Table 16. (Continued) 
Solutions 
a) (2) (3) (4) 
Financial (dollars): 
Unused borrowing 
capacity in 
year 1 
Unused borrowing 
capacity in 
year 2 
Unused borrowing 
capacity in 
year 3 
Unused borrowing 
capacity in 
year 4 
107,346.5 
82,652.6 
129,477.4 
161,421.9 
167,138.6 163,902.1 
130,542.1 118,858.9 
216,480.8 182,279.2 
291,408.5 269,580.5 
Labor (full-time man): 
Labor hired in year 1 0.0 
Labor hired in year 2 0.0 
Labor hired in year 3 0.0 
Labor hired in year 4 0.0 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 2  
0 . 0  
0 . 0  
111,491.1 
0.0  
79,782.9 
213,547.9 
New borrowings 
in year 1 56,209. 0 142 ,415. 0 148,160. 0 202,387.2 
New borrowings 
in year 2 102,486. 9 219 ,836. 3 234,896. 2 349,059.4 
New borrowings 
in year 3 68,462. 6 159 ,135. 6 191,760. 9 274,117.1 
New borrowings 
in year 4 80,469. 7 163 ,615. 5 184,616. 7 240,638.8 
Funds invested in 
year 1 0. 0 0. 0 0. 0 0.0 
Funds invested in 
year 2 0. 0 0. 0 0. 0 0.0 
Funds invested in 
year 3 0. 0 0. 0 0. 0 0.0 
Funds invested in 
year 4 0. 0 0. 0 0. 0 0.0 
0 . 2  
0.3 
0 . 0  
0 . 0  
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(5) (6) (7) (8) (9) (10) 
0.0 
0 .0  
56,834.6 
192.793.6 
315,072.9 
331.577.7 
304,441.1 
268,430.6 
0.0  
0.0 
0 . 0  
0 .0  
0.5 
0.5 
0.1 
0.1 
0.0 
0 .0  
52,626.5 
198,127.8 
313.087.5 
322,196.1 
309,794.3 
268.881.6 
0 .0  
0 .0  
0 .0  
0.0  
0.4 
0.5 
0.1 
0.1 
0 . 0  
0 . 0  
17,200.1 
230.742.7 
311,584.1 
315,816.4 
345,106.3 
230.752.8 
0 .0  
0 . 0  
0 . 0  
0 . 0  
0.4 
0 . 6  
0 . 2  
0 . 1  
0 . 0  
0 . 0  
4,127.3 
232,956.5 
311,592.9 
316,202.4 
357,645.3 
222,879.9 
0 . 0  
0.0 
0 . 0  
0 . 0  
0.4 
0 . 6  
0 . 2  
0 . 1  
0 .0  
0 . 0  
0 . 0  
174,166.4 
311,601.6 
316,572.1 
358,136.3 
282,473.0 
0 .0  
0 .0  
0 . 0  
0 . 0  
0,4 
0 . 6  
0 . 2  
0.1 
0.0 
0.0  
0.0 
0.0 
310,484.1 
313,112.4 
355,998.9 
468,491.9 
0.0  
0.0  
0.0  
0 . 0  
0.4 
0.5 
0.3 
0.4 
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solution (10) where terminal net worth increases by almost 120 per 
cent over initial net worth. For all solutions, net worth improvement 
is largely a result of inflation in the value of owned assets. In 
solution (1), 85.5 per cent of the net worth change is due to inflation; 
in contrast, in solution (8) 68.3 per cent of the increase in net 
worth is attributable to inflation. 
Land 
As in the basic model, risk aversion is clearly reflected in 
the size of farm operated. At the highest level of risk aversion 
[solution (1)], initial farm acreage is only 169.1 acres. In moving 
to a midpoint on the frontier—solution (5)—initial acreage increases 
by 502.8 acres to 671.9 acres and ending farm acreage increases 
321.2 acres. From solutions (5) through (10), initial farm acreage 
never expands by more than 60 acres; however, ending farm acreage 
increases 175.3 acres. This strongly suggests that increases in risk 
aversion require a reduction in farm acreage and that the needed 
adjustment gets larger as" risk aversion increases. 
In all solutions acreage is added to the farm during the planning 
horizon. In solutions (1) and (2), land expansion consists of rather 
small amounts of rented land (19 to 50 acres) in the second and third 
years as well as land purchases of 38 to 75 acres in the same years. 
Beginning with solution (3), land rental is undertaken in the first 
year and in that and all subsequent solutions, land rental is greatest 
in the first two years and declines rather sharply in remaining years. 
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For example, in solution (5), 341.3 acres (the maximum allowed) 
are rented in the first year and only 81.9 acres in the fourth year. 
This pattern of land rental causes overall acreage farmed to decline 
over the four year period for solutions (3) through (10). In some 
cases, the decline shown is rather large, e.g., in solution (5), 
the reduction amounts to 144 acres or 21.4 per cent of initial farm 
acreage. 
The decline in acreage farmed again appears to be the result 
of purchased land being substituted for rented land. Since buying 
land requires more capital and adds more to net worth variability 
than does rented land, the firm—cannot maintain the same size acreage 
that it can when more reliance is placed on rented land. 
Land purchases total 37.6 acres in solution (1), increase to 
a maximum.of 163.9 acres in solution (8), then fall to 137.9 acres in 
solution ClO). This decline in land purchases in the last two 
solutions appears to be a result of increased emphasis on cattle 
feeding as feedlot capactiy increases from 416.2 head in solution (8) 
to 684.5 head in solution (.10). To compensate for the decline in 
land purchases, land rental is increased in solutions (9) and (10) 
during the last two years. 
Machinery 
The amount of machinery stock owned in each year closely parallels 
the amount of acreage farmed—overall increases are indicated in 
solutions (1) and (2) and declines are shown in all other solutions. 
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Beginning in solution (3), the maximum initial stock of $104,625 is 
held and, in all solutions except (2), machinery is purchased only 
in the first two years. These are generally the years in which the 
largest amount of acreage is farmed. [In solution (2), peak acreage 
occurs in the third year). 
Purchases are not required in the last two years since rental 
acreage is declining. This decrease in acreage is of sufficient 
magnitude to preclude the need to buy any machinery to replace that 
stock which is removed due to age. 
Feedlot investment 
Cattle feeding is feasible beginning the first year throughout 
the entire horizon. Even for the highest level of risk aversion 
studied [solution (1)], feedlot space for 132.3 head is built in the 
first year. As risk aversion decreases, feedlot investment during 
the first year increases rapidly, reaching a peak of 328 head in 
solution (5). In solutions (1) through (5), additional investments 
are made in the third year. Generally, these investments are much 
smaller than those made in the first year; in solution (1), capacity 
is increased only 14.6 head or 11 per cent and in solution (5), 
150 head of capacity is added which is a 45 per cent increase. 
Beginning with solution (6), feedlot expansions in the second 
and third years are substituted for large investments in the first 
year. This is a result of a 32.8 acre increase in land purchases in 
the first year and reduced purchases during the second and third 
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years of 22.5 acres and 3.8 acres, respectively, when compared to 
solution (5). Still ending feedlot capacity is increased to 486 head 
in solution (6). From solutions (jS) to (8), ending capacity declines 
70 head. At the same time, land purchases are increasing about 30 
acres. In this part of the frontier, land and feedlot investments 
appear to be competitive. Then, in moving from solutions (8) to (10), 
total feedlot investment increases 185 head while total land purchases 
decline approximately 26 acres. 
Financial 
The data on borrowing activities indicate that risk aversion is 
associated with the conservative use of credit. In solutions (1) 
through (3), rather large sums of additional money can be borrowed 
in each year; this amount ranges from $100,000 to $300,000. In 
these solutions, borrowings appear to average only about one half of 
the maximum allowed. Beginning with solution (4), unused borrowing 
capacity is reduced or completely utilized during the first two 
years. This is caused by large investments in land and feedlots. 
In solutions (4) through (10), unused borrowing capacity is fairly 
steadily reduced as the total of new borrowings throughout the horizon 
increases from $1,066,202.50 in solution (4) to $1,448,087.30 in 
solution (10). Capital does not become restrictive throughout the 
horizon until solution (10). Off-farm investments are not made in 
any solutions. 
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Labor 
At high levels of risk aversion, no outside labor is hired. 
Solution (3) is the first solution in which additional labor is 
required; the need for .2 hired man appears to be the result of spring 
planting labor needs. Beginning in solution (5), labor is hired in 
all four years, with a maximum of a .6 hired man in the second year 
of solutions (7) through (9). In solutions (5) through (10), labor 
demands during spring planting create the need for hired labor in 
the first two years.^  
The first year production and marketing plan 
Table 17 shows detailed information on the cropping and livestock 
plan for the first year of the model. The solutions summarized 
are for the same net worth levels as those listed in Table 16. 
After-tax profits generally increase as risk aversion decreases; 
nevertheless, significant exceptions occur at solutions (2) and (5). 
In solution (2), the decline appears to be caused by the large increase 
in the amount of corn fed from first year production. As mentioned 
earlier, no profits are calculated for corn that is fed until the 
second year. In comparing solutions (4) and (5), the decline in 
profit appears to be largely a result of increased depreciation. In 
solution (5), 10 more acres of land are purchased and $52,448 more 
L^abor equations were incorrectly specified in the third and fourth 
years; however, the model was not rerun since a corrected LP solution 
showed that results for solution (10) would not be significantly different 
from the results shown in Tables 16 and 17. 
Table 17. The First Year Production and Marketing Plan for the 
Marketing Model 
Terminal net worth 
(dollars) 
After-tax profits 
(dollars) 
Total crop acres 
Total cattle fed 
Crop plantings on 
owned land (acres): 
Corn grain 
. Com silage 
. Soybeans 
Total acres 
Crop plantings on 
rented land (acres): 
Corn grain 
Soybeans: 
Total acres 
Disposition of corn 
(bushels): 
Fed to cattle 
Sold June-March 
hedge 
Sold August-
June hedge 
Total corn 
Disposition of soybeans 
*bushels): 
Sold June-March 
hedge 
Sold in June 
Total soybeans 
Solutions 
(1) (2) (3) (4) 
691,646.0 1,312,659.2 
1,443.9 432.1 
158.5 300.0 
186.5 352.4 
,355,522.5 1,435,789.8 
1,612.6 6,800.5 
405.0 426.9 
369.6 516.9 
141.2 267.4 
17.3 32.6 
0 . 0  0 . 0  
158.5 300.0 
267.7 116.8 
32.3 42.7 
0.0 140.4 
300.0 300.0 
0.0 • 0.0 
0 .0  0 .0  
0 . 0  0 . 0  
105.0 126.9 
0.0  0 .0  
105.0 126.9 
3,828.6 
11,708.4 
0 .0  
15,537.0 
7,746.4 
21,667.3 
0 . 0  
29,413.8 
9,448.6 
25,769.4 
0 . 0  
35,218.0 
19,832.0 
0 . 0  
0 . 0  
19,832.0 
0 . 0  0 . 0  
0 . 0  0 . 0  
0 . 0  0 . 0  
0.0 5,617.7 
0 . 0  0 . 0  
0.0 5,617.7 
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(5) (6) (7) (8) (9) (10) 
1,476,325.4 1,502,351.1 1,538,442.9 1,553,656.5 1,563,320.4 1,569,438.4 
3,665.2 
629.9 
605.1 
7,485.4 
660.7 
438.2 
11,125.7 
678.3 
326.7 
12,997.1 
677.0 
351.8 
22,387.9 
675.7 
376.7 
24,455.4 
685.5 
326.1 
106.2 
48.8 
155.0 
309.9 
122.9 
47.4 
170.3 
340.7 
130.2 
49.0 
179.1 
358.3 
129.5 
49.0 
178.5 
357.0 
140.1 
37.8 
177.8 
355.7 
154.9 
27.9 
182.8 
365.5 
204.9 160.0 
115 .-l 160.0 
320.0 320.0 
160.0 160.0 
160.0 160.0 
320.0 320.0 
160.0 160.0 
160.0 160.0 
320.0 320.0 
22,951.2 
0.0  
0 .0  
22,951.2 
22,320.3 
0 . 0  
0.0  
22,320.3 
23,118.7 
0 . 0  
0.0 
23,118.7 
23,048.1 
0.0 
0 .0  
23,048.1 
17,565.4 
0 .0  
6,641.4 
24,206.8 
12,820.7 
0.0  
13,015.0 
25,835.7 
8,500.9 
0 .0  
8,500.9 
8,423.7 
1,589.4 
10,013.1 
1.893.6 
8.471.7 
10,365.3 
0 .0  
10,339.1 
10,339.1 
0.0  
10,313.4 
10,313.4 
0 .0  
10,510.6 
10,510.6 
Table 17. (Continued) 
Solutions 
(1) (2) (3) (4) 
February yearling 
steers (head): 
Sold April-
June hedge 0.0 0.0 0.0 0.0 
Sold April-
July hedge 0.0 0.0 0.0 0.0 
Total sold 0.0 0.0 0.0 0.0 
August yearling 
steers (head): 
Sold October-
December hedge 54.2 101.2 120.9 197.0 
February yearlings 
heifers (head): 
Sold April-
June hedge 132.3 251.2 248.8 319.9 
October steer 
calves (head): 
Sold cash 0.0 0.0 0.0 0.0 
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(5) (6) (7) (8) (9) (10) 
0.0 0.0 0.0 0.0 0.0 163.1 
134.0 219.1 178.3 183.2 188.3 0.0 
134.0 219.1 178.3 183.2 188.3 163.1 
277.1 219.1 135.4 113.2 91.0 0.0 
194.0 0-0 0.0 0.0 0.0 0.0 
I 
0.0 0.0 12.9 55.3 97.4 163.1 
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machinery are acquired during the first year than in solution (4). 
Depreciation on the additional machinery alone amounts to $10,490. 
An interesting observation is that while net worth increases only 
2 per cent between solutions (7) and (10), first year after-tax 
profits more than double. This suggests that using an after-tax 
profit goal and/or excluding inflation from net worth changes might 
lead to significantly different farm plans. 
Cropping activities 
As risk aversion decreases, total crop acreage planted increases 
rapidly until solution (5); after that first year plantings fluctuate 
between 660 and 686 acres. Risk aversion also affects crops planted 
and the choice of marketing activities. Solutions (1) through (3) 
do not include any soybean acreage, and soybean production does 
not account for one half of crop acres (the maximum allowed) until 
solution (6). Clearly, a farmer who wants to avoid risk would not 
want to emphasize soybean production. 
Peak corn production of 35,218 bushels occurs in solution (3), 
with the crop plan consisting of only corn grain and corn silage. 
In solution (4), 140.4 acres of soybeans are planted and corn acreage 
drops by 129 acres. In subsequent solutions, soybean production is 
steadily increased until a plateau of about 10,300 bushels of production 
is attained in solutions (6) through (10). In solutions (5) through 
(10), corn production gradually increases from 22,951.2 bushels to 
25,835.7 bushels. This increase results from the fact that total 
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crop acreage is increasing and silage acreage is constant (between 
solutions (5) and (8) or declining [after solution (8)]. Silage 
production declines after solution (8) since feedlot capacity is 
declining and fewer cattle are being fed in the second year (Table 16). 
In solutions (4) through (8), all corn raised is fed to cattle. 
In solutions (1) through (3), approximately 75 per cent of com produc­
tion is marketed using the June-March hedge and the rest is fed to 
cattle. In solutions (9) and (10), corn is again sold; however, the 
August-June hedge is used. In solution (10), over one half of the 
corn grain or 13,015 bushels is sold using the August-June hedge. 
Soybean marketing activities also change as risk preferences change. 
In solutions (4) and (5), all soybeans are sold using the June-March 
hedge. Then in solutions (6) and (7), the riskier activity of 
selling soybeans for cash in June begins to replace the hedging option. 
1 
In solutions (8) through (10), June cash sales are totally dominant. 
Cattle activities 
For high levels of risk aversion, the feedlot is filled with 
yearling heifers during the first part of the year and partially 
filled with yearling steers during the last half of the year. In 
solution (1), the lot is only one third filled in the last half of 
the year whereas in solution (4) it is over 60 per cent utilized 
during this time. In solution (5), yearling steers begin to replace 
heifers in the February-July period (134 steers and 194 heifers) 
and, in solution (6), the cattle feeding program involves complete 
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specialization in yearling steers — 219.1 head are on feed throughout 
the year. In solution (7), another shift occurs in the cattle program 
as October steer calf placements are substituted for August yearling 
steers. This continues until solution (10) at which point August 
yearling steers are no longer fed. The only change noted in cattle 
marketing plans is that in solution (10), February yearling steers are 
sold using the more profitable April-June hedge. In all other 
solutions, the April-July hedge is used. 
Implications of the marketing model 
In reviewing the previous discussion of the marketing model, several 
general observations can be made. First, as indicated by the basic 
model, if a farmer really wants to avoid risk, then he must operate 
a smaller scale farm. He must farm significantly fewer acres, feed 
\ 
fewer cattle, and hence borrow less money. Referring to Table 17, 
a movement from solution (5) to (3) requires reducing first year crop 
acreage 225 acres and reducing cattle placements 235 head. 
While scale of operation appears to be the major means of 
effecting substantial reduction in risk, short fun production and 
marketing strategies also play a role. A highly risk averse farmer 
would plant only corn and market that grain which is not fed with a 
June-March hedge. A farmer who is more concerned with increasing 
wealth rather than avoiding risk would want to plant the maximum 
soybean acreage allowed and sell production on the cash market in 
June. Any corn not fed would be sold using an August-June hedge. 
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In the cattle program, a high degree of risk aversion could be 
accommodated by feeding heifers in the first part of the year and 
yearling steers in the last half of the year. Attaining maximum 
additions to net worth requires one to feed yearling steers in the 
first half of the year and then placing steer calves in October. 
Comparison of the Two Models 
In the previous sections, solutions obtained from two different 
models have been analyzed in detail. As indicated earlier, these 
models differ only in the types of marketing options allowed. Both 
models suggested the same general response to risk, i.e., a farmer 
who is desirous of avoiding risk must operate a smaller scale farm; 
however, some differences, primarily with respect to the cattle 
program, were noted. The purpose of this section is to more specifically 
determine the impact that the use of more sophisticated marketing 
tools can have on optimal farm plans. 
Figure 14, which shows the efficiency frontiers for both models, 
indicates that the frontier for the marketing model is rotated outward 
from the frontier of the basic model in a nonparallel fashion. 
Robinson and Barry (88, p. 312) state that such a movement can be 
caused by changes in the expected returns and variances of risky 
assets. In the marketing model, the replacement of cash marketings 
with other marketing strategies has changed the distribution of returns 
on grain and livestock production and thus caused the shift in the 
frontier. The frontier for the marketing model appears to offer 
dp) 
1,500,000 
(7) (8) 
o 1,000,000 T3 
+J 
+J 
500,000 
f-
10,000 20,000 0 30,000 40,000 50,000 
Standard Deviat ion (dol lars)  
Figure 14. Efficiency frontier for the basic model (EF^) and the marketing model (EF^p 
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significantly more favorable options to a farmer; however, the gains 
differ throughout the frontier. For example, a farmer initially at 
point (4) on the frontier for the basic model (EFg) could move to 
a point on the marketing model frontier (E?^ ) such that (1) expected 
net worth is increased 10.2 per cent with no change in the standard 
deviation, or (2) the same ending net worth could be attained with 
a 21.1 per cent reduction in the standard deviation. In contrast, 
at point (8) on EF^ , a movement to EF^  such that the standard deviation 
is unchanged increases ending wealth only 4.9 per cent; however, at 
the same net worth level, the standard deviation can be reduced 27.5 
per cent by moving to EF^ . __ 
The numbers along the two frontiers represent the ten solutions 
that were previously discussed. With the exception of the first 
solutions,^  the solutions discussed were so chosen that the same 
numbered solutions would represent the strategies that would be chosen 
by the same person, e.g., a person who would select solution (5) on EF^  
would also choose solution (5) on EF^ . Without using an actual 
utility function, the choice of comparable points is not exact; 
however, they should be sufficiently accurate so that key differences 
between the two models can be detected. The criterion used in matching 
solutions is that the efficiency frontiers should have about the 
same slopes. 
The QP program did not output any solutions for the basic 
model between solutions (1) and (2). 
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Differences in net worth 
Table 18 lists data for solutions (2), (4), (o), (8), and ClO) 
which are taken from Tables 13 and 16. The marketing options generally 
allow the farmer to both increase expected wealth and reduce variability. 
Maximum improvement in expected wealth occurs between solutions (4)— 
a 7.7 per cent increase—while at solutions (8), terminal net worths 
differ by only 4.8 per cent or $71,810.30. Reductions in net worth 
variability are most pronounced at high levels of risk aversion 
[a 14.1 per cent decrease in standard deviations occurs between 
solutions (2)] but there is only a 1 per cent difference between 
standard deviations for solutions (8). 
With the marketing model, inflation is generally less important 
as a source of net worth growth, particularly in the middle of the 
frontier. Comparing solutions (6), the basic model achieves 77 per cent 
of its increase in wealth from inflation, while the comparable 
figure for the marketing model is only 70.7 per cent. Both models 
show about two thirds of net worth growth coming from inflation at 
solutions (10). 
Differences in four year investment plans 
Additional marketing activities clearly allow the farmer to 
operate a larger size farm. For all solutions listed in Table 18, 
more land is operated with the marketing model for almost all years. 
Never is farm acreage smaller in the marketing model solutions. 
Differences in relative farm acreages are greatest in the more risk 
Table 18. Comparisons of Investment Plans for the Basic and Marketing 
Models 
Solutions (2) Solutions (4) 
Basic Marketing Basic Marketing 
Terminal net worth 
(dollars) 
Initial net worth 
(dollars) 
Change in net worth 
(dollars) 
Net worth change due 
to inflation 
(dollars) 
Per cent change due 
to inflation 
(per cent) 
Standard deviation of 
terminal net worth 
(dollars) 
Land (acres): 
Initially owned 
land 
Farm acreage in year 1 
Farm acreage in year 2 
Farm acreage in year 3 
Farm acreage in year 4 
Change in farm acreage 
Land rented in year 1 
Land rented in year 2 
Land rented in year 3 
Land rented in year 4 
1,244,741.1 
707,683.8 
537,057.3 
79.4 
24,558.8 
320.0 
320.0 
320.0 
320.0 
320.0 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
1,312,659.2 1,332,641.4 1,435,789.8 
705,034.9 712,452.3 712,452.3 
607,624.3 620,189.1 723,337.5 
426,455.0 489,023.5 497,350.2 541,064.5 
80.5 
320.0 
320.0 
408.3 
429.7 
394.1 
74.1 
0 . 0  
33.4 
35.6 
0 , 0  
80.2 
320.0 
320.0 
389.2 
445.2 
397.2 
77.2 
0 . 0  
14.7 
48.0 
0 . 0  
74.8 
21,102.9 27,182.9 24,951.2 
320.0 
455.5 
534.4 
486.4 
438.4 
-16.9 
135.4 
108.5 
48.0 
0 . 0  
Land purchased in 
year 1 
Land purchased in 
year 2 
Land purchased in 
year 3 
Land purchased in 
year 4 
Total land purchased 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
54.9 
19.2 
0 . 0  
74.1 
0.0  
54.4 
22.8 
0 . 0  
77.2 
0 . 0  
105.9 
12.5 
0 . 0  
118.4 
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Solutions (6) Solutions (8) Solutions (10) 
Basic Marketing Basic Marketing Basic Marketing 
1,419,467.0 1,502,351.1 
712,452.3 712,452,3 
707,014.7 789,898.7 
544,649.0 
77.0 
32,196.4 
558,322.2 
70.7 
30,410.1 
1,481,846.2 
712,452.3 
769,393.9 
557,306.1 
72.4 
39,155.1 
1,553,656.6 
712,452.3 
841,204.2 
574,485.8 
68.3 
38,762.4 
1,502,516.7 
712.452.3 
790.064.4 
519,673.9 
65.8 
46,725-3 
1,569,438.4 
712,452.3 
846,986.1 
562,185.3 
65.6 
48,865.4 
320.0 
556.4 
539.5 
491.5 
443.5 
-123.0 
222.5 
129.3 
48.0 
0 . 0  
320.0 
704.7 
656.7 
608.7 
560.7 
-144.0 
341.3 
218.5 
156.2 
108.2 
320.0 
722.1 
674.1 
626.1 
578,1 
-144.0 
326.0 
234.5 
186.5 
138.5 
320.0 
722.1 
776.1 
728.1 
680.1 
-42.0 
341.3 
341.3 
244.2 
196.2 
320.0 
729.7 
754.2 
706.2 
658.2 
-71.5 
341.3 
341.3 
293.3 
245.3 
320.0 
731.2 
799.2 
751.2 
703.2 
-28.0 
341.3 
341.3 
293.3 
245.3 
13.9 
76.2 
33.3 
0 . 0  
123.5 
43.4 
74.8 
• 14.3 
0 . 0  
132.5 
76.2 
43.5 
0 . 0  
0 . 0  
119.7 
60.8 
54.0 
.49.1 
0 . 0  
163.9 
68.4 
24.5 
0 . 0  
0 . 0  
92.9 
69.9 
68 .0  
0 . 0  
0 . 0  
137.9 
Table 18. (Continued) 
Machinery (dollars of 
machinery capital): 
Initially owned 
machinery 
capital 
Machinery capital 
in year 1 
Machinery capital 
in year 2 
Machinery capital 
in year 3 
Machinery capital 
in year 4 
Change in machinery 
capital 
Machinery purchased 
in year 1 
Machinery purchased 
in year 2 
Machinery purchased 
in year 3 
Machinery purchased 
in year 4 
Total machinery 
purchased 
Feedlot Capacity (head): 
Capacity added in 
year 1 
Capacity added in 
year 2 
Capacity added in 
year 3 
Capacity added in 
year 4 
Total capacity 
added 
Solutions (2) Solutions C4) 
Basic Marketing Basic Marketing 
87,186.4 77,499.0 104,625.0 104,625.0 
87,186.4 77,499.0 104,625.0 110,284.5 
77,499.0 98,883.8 94,249.4 129,431.8 
87,186.4 104,055.6 107,821.4 117,806.8 
77,499.0 95,444.6 96,196.4 106,181.8 
-9,687.4 17,945.6 -8,428.6 -4,102.6 
0.0 0.0 0.0 5,659.5 
0.0 29,995.8 1,249.4 30,772.4 
19,374.8 13,782.8 25,197.1 0.0 
0.0 0.0 0.0 0.0 
19,374.8 43,778.6 26,446.4 36,431.8 
0.0 251.2 0.0 319.9 
278.9 0.0 279.6 0.0 
0.0 24.5 0.0 118.1 
0.0 0.0 0.0 0.0 
278.9 275.7 279.6 438.0 
Solutions (10) Solutions (6) Solutions (.8) 
Basic Marketing Basic Marketing Basic Marketing 
104,625.0 
134,763.2 
130,658.2 
119,033.2 
107,408.2 
-27,355.0 
30,138.2 
7,520.0 
0.0 
0.0  
37,658.2 
89.4 
232.1 
0 . 0  
0 . 0  
321.6 
104.625.0 
170.667.1 
159,042.1 
147,417.1 
135,792.1 
-34,875.0 
66,042.1 
0 . 0  
0 .0  
0 . 0  
66,042.1 
219.1 
97.5 
169.4 
0 . 0  
486.0 
104,625.0 
174,890.2 
163,265.2 
151,640.2 
140,015^ 2 
-34,875.0 
70,265.2 
0 . 0  
0 .0  
0 . 0  
70,265.2 
139.3 
202.9 
76.5 
0 . 0  
418.7 
104,625.0 
174.878.4 
187.958.5 
176,333.5 
164,708.5 
-10,169.9 
70.253.4 
24,705.1 
0 . 0  
0 . 0  
94.958.5 
183.2 
119.5 
113.4 
0 . 0  
416.2 
104,625.0 
176,724.2 
182,664.8 
171,039.8 
159,414.8 
-17,309.3 
72,099.2 
17.565.7 
0.0  
0 .0  
89.664.8 
167.2 
266.7 
206.5 
107.4 
747.8 
104,625.0 
177,093.3 
193,557.5 
181,932.5 
170,307.5 
-6,785.7 
72,468.3 
28,089.3 
0 . 0  
0 . 0  
100,557.5 
163.1 
53.4 
308.5 
159.5 
684.5 
Table 18. (Continued) 
Financial (dollars): 
Unused borrowing 
capacity in 
year 1 
Unused borrowing 
capacity in 
year 2 
Unused borrowing 
capacity in 
year 3 
Unused borrowing 
capacity in 
year 4 
New borrowings in 
year 1 
New borrowings in 
year 2 
New borrowings in 
year 3 
New borrowings in 
year 4 
Funds invested in 
year 1 
Funds invested in 
year 2 
Funds invested in 
year 3 
Funds invested in 
year 4 
Labor (full-time man): 
Labor hired in year 
Labor hired in year 
Labor hired in year 
Labor hired in year 
Solutions (2) Solutions (4) 
Basic 
278,749.8 
160,012.3 
380,065.1 
414,995.0 
27.327.8 
203,128.8 
91,508.0 
53,708.0 
50.385.9 
0 . 0  
34,344.7 
0 . 0  
1 0-0 
2  0 . 0  
3 0.0 
4 0.0 
Marketing 
167,138.6 
130,542.1 
216,480.8 
291.408.5 
142,415.0 
219,836.3 
159.135.6 
163,615.5 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
Basic 
280.068.7 
73,433.1 
193.816.8 
329,110.7 
27,480.5 
291,808.4 
181,790.1 
117.997.9 
50,327.5 
0 . 0  
0 .0  
0 . 0  
0 - 0  
0 . 0  
0 . 0  
0 . 0  
Marketing 
111.491.1 
0 . 0  
79,782.9 
213.547.0 
202.387.2 
349,059.4 
274.117.1 
240,638.8 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 2  
0.3 
0 . 0  
0 . 0  
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Solutions (6) Solutions (8) Solutions (10) 
Basic Marketing Basic Marketing Basic Marketing 
219,464.9 
0.0 
134,205.9 
290,409.9 
89,636.7 
348.308.0 
226,760;2 
151.742.1 
0 . 0  
0 .0  
0 .0  
0 .0  
0 . 0  
0.3 
0 . 0  
0 .0  
.0 .0  
0 .0  
52,626.5 
198,127.8 
313.087.5 
322,196.1 
309,794.3 
268.881.6 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0.4 
0.5 
0.1 
0.1 
0.0 
0 .0  
154.326.2 
271.626.3 
310,055.9 
312,385.2 
213,044.7 
214,577.0 
0 . 0  
0 .0  
0 . 0  
0 . 0  
0.3 
0.5 
0 . 0  
0 . 0  
0.0  
0 . 0  
4,127.3 
232,956.5 
311,592.9 
316,202.4 
357,645.3 
222,879.9 
0.0  
0 .0  
0 .0  
0 . 0  
0.4 
0 . 6  
0 . 2  
0.1 
0.0 
0.0 
0 .0  
0 . 0  
310.559.7 
313,589.1 
369,367.9 
481.511.8 
0 .0  
0 .0  
0 . 0  
0.0 
0.4 
0 .6  
0.3 
0.5 
0.0 
0 .0  
0 .0  
0 . 0  
310,484.1 
313,112.4 
355,998.9 
468,491.9 
0.0  
0 .0  
0 .0  
0 .0  
0.4 
0.5 
0.3 
0.4 
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averse solutions—solutions (2) and (4)—as the marketing model 
includes as much as 30 to 40 per cent more acres in some years. For 
solutions (6), acreages tend to be about 25 per cent greater with 
the marketing model and at solutions (10), only about 6 per cent 
more acreage is included in the marketing solution. 
Farm acreage is larger in the marketing model because both more 
rented and purchased land is farmed. From 3 to 45 more acres are 
purchased throughout the horizon, with the larger differences occurring 
in the less risk averse solutions. 
Since the marketing model includes more acres, it also requires 
the use of a larger machinery stock. This requires purchases of as 
much as $30,000 more equipment in the four year horizon [comparing 
solutions (6)]. 
Differences in feedlot investments tend to be less pronounced 
> 
than for land, although with the marketing model, more investment 
tends to be made in the first year. The exception occurs at solutions 
(10) where a farmer who uses only cash marketings would build a 
slightly larger (4 head) feedlot in the first year. For the four 
year period, about 50 per cent more feedlot capacity is added in 
the marketing model for solutions (4) and (6). In solutions (2) 
and (8), feedlot investment is 2 or 3 head larger in the basic model 
and in solutions (10), the basic model includes 63.3 more head 
capacity at the end of the planning horizon. 
The data on borrowings show that the spreading of risk through 
marketing allows a farmer to assume a larger risk in the financial 
209 
area. Borrowing capacity is always more heavily used in the marketing 
solutions and this translates into the use of more borrowed money in 
all solutions except (10). Total new borrowings are 15.1 per cent 
($158,257.70) greater in the marketing model at solutions (8). 
In comparing borrowings at solution (4), there is a difference of 
$447,125.60 which translates into a 72 per cent greater use of credit 
with the marketing model. Off-farm investments are only included 
in the more risk averse basic model solutions, primarily during the 
first year (about $50,000). 
More labor tends to be hired in the marketing model since more 
land is farmed. As noted previously, time requirements needed for 
spring planting create the need for outside assistance in both 
models. 
Differences in first year production plans 
Table 19 compares detail for the first year cropping and livestock 
programs for the same solutions shown in Table 18. The marketing 
model provides substantially higher profits, but much of this 
difference may be due to the timing of operations from year to year. 
In the basic model, negative profits occur because all corn produced 
in the first year is fed in the following year so profits do not 
accrue until the second year. In the marketing model, more cattle 
tend to be fed in the first year and soybean sales tend to be higher; 
this makes first year profits higher. 
At both the highest and lowest levels of risk aversion, both 
models include about the samo. amount of cropland; however, the marketing 
Table 19. Comparison of First Year Production Plans for the Basic and 
Marketing Models. 
Solutions (2) Solutions (4) 
Basic Marketing Basic Marketing 
Terminal net worth 
(dollars) 1,244,741.1 
After-tax profits 
(dollars) -8,576.7 
Total crop acres 300.0 
Total cattle fed 0.0 
,312,659.2 1,332,641.4 1,435,789.8 
432.1 -9,199.8 6,800.5 
300.0 300.0 426.9 
352.4 0.0 516.9 
Crop plantings on 
owned land (acres): 
Corn grain 167.9 
Corn silage 41.5 
Soybeans 90.6 
Total acres 300,0 
Crop plantings on 
rented land (acres): 
Corn grain 0.0 
Soybeans 0.0 
Total acres 0.0 
Disposition of grain 
(bushels): 
Corn fed to cattle 18,466.3 
Com sold 0.0 
Total Corn 18,466.3 
Soybeans sold 3,625.2 
Cattle program (head): 
267.4 168.6 116.8 
32.6 42.5 42.7 
0.0 88.8 140.4 
300.0 300.0 300.0 
0.0 0.0 126.9 
0 .0  0 .0  0 .0  
0.0 0.0 126.9 
7,746.4 18,550.1 19,832.0 
21,667.3 0.0 0.0 
29,413.8 18,550.1 19,832.0 
0.0 3,553,4 5,617.7 
February yearling 
steers 
August yearling 
steers 
February yearling 
heifers 
October steer calves 
0 . 0  0 . 0  
0 . 0  1 0 1 . 2  
0.0 251.2 
0 . 0  0 . 0  
0 . 0  0 . 0  
0.0 197.0 
0.0 319.9 
0 . 0  0 . 0  
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Solutions (6) Solutions (8) Solutions (10) 
Basic Marketing Basic Marketing Basic Marketing 
1,419,467.0 1,502,351.1 1,481,846.2 1,553,565.5 1,502,516.7 1,569,438.4 
-2,868.0 
521.7 
178.8 
7,485.4 
660.7 
438.2 
-2,973.6 
677.0 
278.5 
12,997.1 
677.0 
351.8 
-145.9 
684.1 
334.5 
24,455.5 
685.5 
326.1 
106.0 
50.6 
156.5 
313.1 
122.9 
47.4 
170.3 
340.7 
135.7 
50.0 
185.7 
371.4 
129.5 
49.0 
178.5 
357.0 
131.6 
50.5 
182.1 
364.1 
154.9 
27.9 
182.8 
365.5 
192.2 160.0 
16.-4 160.0 
208.6 320.0 
152.8 160.0 
152.8 160.0 
305.6 320.0 
161.8 160.0 
158.2 160.0 
320.0 320.0 
22,225.0 
0 . 0  
22,225.0 
6,589.8 
22,320.3 
0 . 0  
22,320.3 
10,013.1 
23,330.5 
0 . 0  
23,330.5 
10,484.0 
23,048.1 
0 . 0  
23,048.1 
10,339.1 
23,370.0 
0 . 0  
23,370.0 
10,445.9 
12,820.7 
13,015.0 
25,835.7 
10,510.6 
0.0 219.1 
0.0 219.1 
89.4 0.0 
89.4 0.0 
139.3 183.2 
0.0 113.2 
0 . 0  0 . 0  
139.3 55.3 
167.2 163.1 
0 .0  0 .0  
0 .0  0 .0  
167.2 163.1 
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model includes 126.9 more acres in solution (4) and 139 more acres in 
solution (6) than does the basic model. In the middle of the frontier, 
the marketing model allows a much larger crop program. In the basic 
model, cropland is used more extensively to support livestock production 
in the second year. Indications of this are that all basic model solu­
tions [with the exception of (4)] include more silage acreage.^  In 
addition, the marketing model appears to generate more revenue from 
cash grain sales. Comparing solutions (2), the marketing model includes 
the sale of 21,667.3 bushels of corn compared to 3,625.2 bushels of 
2 
soybeans in the basic model. In solutions (4) and (6) no corn is 
sold in either model, but the m^ keting model indicates the sale of 
over 50 per cent more soybeans. At solutions (10), soybean sales 
are about the same; however, 13,015 bushels of corn are sold in the 
marketing model compared with none in the basic model. Even at 
solutions (8), the marketing model is able to generate $12,100 more 
gross receipts from soybean sales (even though physical volume is 
282.4 bushels less) by using a more profitable selling strategy. 
Cattle placements during the first year are much higher in the 
marketing model except at solutions (10). Comparing feeding programs 
at solutions (6), the marketing model shows specialization in yearling 
steers and the basic model has heifers placed in February followed by 
S^ilage like corn that is fed does not add to profits in the first 
year; hence this is another reason why profits in the basic model are 
lower. 
2 
Receipts from corn sales would amount to $48,101 while soybean 
sales would gross only $23,201. 
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steer calves in October. In solutions (8), the programs became more 
similar as both models place only yearling steers in February; however, 
the marketing model feeds both yearling steers and steer calves in the 
last half of the year. At solutions (10), both models feed February 
yearling steers and October steer calves. 
Implications of marketing strategies 
The addition of marketing strategies provides a farmer with the 
option of choosing strategies with both higher expected net worth 
and lower variability than if just cash marketings are used. The 
most noticeable changes are that more aggressive land use and financial 
plans can be followed. In some cases, the addition of marketing 
activities allows farm acreage to be increased 30 to 40 per cent. Also, 
in comparing total new borrowings, credit use is as much as 70 per 
cent greater in the marketing model. 
Differences in the cattle program do not appear as pronounced, 
although, in the marketing model* cattle feeding tends to be larger 
in the first year. Although the basic model often allows more cattle 
feeding in the later years of the program, the addition of more 
capacity in the first years of the horizon permits the feeding of more 
cattle over the entire horizon in the marketing model. In addition, 
cash grain sales appear to be a more important source of net worth 
growth in the marketing model than in the basic model. 
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Excluding Capital Gains from Net Worth 
In Chapter IV, arguments by Plaxico and Kletke (83) were referenced 
as the reason that appreciation on owned assets was included in both 
the basic and marketing models. Solutions for both those models 
indicate that capital gains account for 65 to 90 per cent of expected 
increases in net worth over the four year horizon. Since land values 
show the fastest rate of appreciation and have the least depreciation 
of any assets included in the models, one would expect that a bias 
in favor of land investments would exist. 
Capital gains do have a value to a firm, but not all farmers 
may consider net worth changes prising from inflation to be of the same 
quality as those arising from current savings. After all, it is still 
possible for an unrealized gain to quickly disappear if asset values 
begin to decline. Such a possibility cannot be completely discounted. 
Since capital gains appear to have a substantial impact upon 
previously obtained solutions, a decision was made to rerun the marketing 
model with increases in asset appreciation eliminated. This section 
reports on the changes that were made in the marketing model as well as 
a discussion of the solution results. This discussion follows the 
same format that was used in the previous sections; however, direct 
comparisons between solutions from this model and those just presented 
are not possible since the objective goal has been changed. Neverthe­
less, some differences appear with sufficient regularity throughout 
the frontier so that some general comments can be made about the impact 
of including capital gains. 
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Change in the model 
The marketing model was revised so that the effects of asset 
inflation were not allowed to affect borrowing ability or net worth.^  
For borrowing or net worth contributions, assets were valued at initial 
purchase price less accumulated depreciation. Assets owned at the 
start of the horizon were valued at current market values and subsequent 
depreciation was used to reduce their values. 
A comparison of terminal net worth values used in the two versions 
of the marketing model is shown in Table 20. The replacement of current 
net worth values by depreciated values leads to substantial reductions 
in net worth figures, e.g., for—first year land purchases, this amounts 
to almost a 48 per cent decline. Only machinery purchases in the 
last two years show higher net worth figures when capital gains are 
excluded; this occurs because these items are no more than two years 
old at the end of the horizon. The revised marketing model uses 
double-declining depreciation to determine net worth values, and, 
in the first two years that a machine is held, this method results 
in a smaller loss in value than that indicated by current value estimates 
used in the marketing model. 
The reduction of asset values would greatly reduce borrowing 
capacity; therefore, an effort was made to allow borrowing against 
crop inventories and cattle on feed at the beginning of a year. Due 
to the structure of the model (only one debt limitation equation per 
, the marketing model without capital gains shall be 
referred to as the revised marketing model. 
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Table 20. Differences in Terminal Net Worth Values^  
Revised 
Marketing Marketing 
Model Model Difference 
Land (per acre): 
Initially owned land $3,282.40 $1,862.79 $1,419.61 
Land purchased in year 1 2,974.00 1,554.48 1,419.52 
Land purchased in year 2 2,919.00 1,828.18 1,090.82 
Land purchased in year 3 2,873.00 2,076.45 796.55 
Land purchased in year 4 2,810.00 2,399.99 410.01 
Machinery (per one dollar of 
machinery capital): 
Initially owned machinery .27 .24 .03 
Machinery purchased in year 1 .65 .45 .20 
Machinery purchased in year 2 . 65 .56 .10 
Machinery purchased in year 3 . 66 .69 -.03 
Machinery purchased in year 4- .64 .87 -.23 
Feedlot (per head capacity); 
Capacity built in year 1 306.50 148.08 158.42 
Capacity built in year 2 321.94 184.38 137.56 
Capacity built in year 3 333.66 227.58 106.08 
Capacity built in year 4 324.29 280.63 61.66 
The figures entered for an activity do not completely reflect net 
worth contributions since terminal debt for investments made during 
a year are subtracted from figures shown through borrowing activities. 
Likewise cash expenses arè incorporated in the figures. The differences 
between the two columns, however, do show difference in terminal net 
worth values. 
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year), it was not possible to exactly reflect borrowing ability 
throughout the year; however, the addition of inventory assets did 
not appear to result in unrealistic borrowing limits. Grains and 
silage in inventory at the start of a year are valued at harvest 
prices,^  and October steer calves on feed February 1 are valued at 
purchase price. No borrowing capacity figures were entered for either 
August yearling steers or August heifers since those placements would 
be sold prior to the start of a year. 
The covariance matrix was also changed by eliminating variances 
for asset items. Assets owned at the start of the first year or 
purchased at that time do not have a variable ending net worth since 
depreciation is known at the start of the horizon. (Depreciation 
is the only change to asset values after initial purchase.) Investments 
in the second through fourth years would actually have random purchase 
prices, however, in the model, it was necessary to incorporate a fixed 
downpayment and debt structure so that ending liabilities are not 
random. Consequently, a decision was made to treat all asset values as 
nonrandom variables. 
The efficiency frontier 
Figure 15 shows the efficiency frontier that was obtained when 
the revised marketing model just discussed was solved using a 
quadratic program. Beyond (A), there appears to be very little gain in 
The value of an acre's worth of silage production was assumed the 
same as the value of an acre of corn production. 
1 ,000,000 
(10) (6)(7) (8) 
750,000 ^Rent 320 Acres 
(2)/\^Buy Machinery 
/\ Rent Land 
'7 Initially Own 320 Acres 500,000 
250,000 
Add Cattle 
10,000 40,000 45,000 20,000 0 30,000 
Standard Deviation (dollars) 
Figure 15, The efficiency frontier for the revised marketing model 
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net worth, between points (4) and (10) variability of net worth is 
increasing with little increase in expected terminal wealth. This 
would be expected, however, since the major additions to net worth 
that were identified in the other models have been deleted. 
Legends along the frontier indicate points at which major changes 
occur in the farm plan for the first year. The removal of capital gains 
from the model has not changed the fact that it is still feasible to 
add cattle during the first year throughout the entire frontier. One 
major difference is that in the revised marketing model no land is 
purchased in any solution along the frontier. 
The numbers shown along the frontier correspond to solutions which 
are summarized in greater detail. Solution (1) represents the most 
risk averse solution and solution (10) represents a strategy that would 
be chosen by one who is indifferent to risk. 
% 
The four year investment plan 
Table 21 presents detailed information on the initial investment plan 
for the four years in the planning horizon. These data verify that 
throughout much of the frontier, changes in strategy have very little 
impact on increasing expected ending wealth. For example, in moving 
from solution (4) to solution (10), the standard deviation increases 
more than four times but net worth increases only 5.1 per cent or 
$42,155.90. Between solutions (6) and (10), farm acreage remains the 
same; expansion of the cattle program through this part of the frontier 
more than doubles the standard deviation while terminal wealth is 
increasing only 1.0 per cent or $8,566.30. Naturally, solutions for 
Table 21. Four Year Investment Plan for the Revised Marketing Model 
Solutions 
(1) (2) (3) (4) 
Terminal net worth 
(dollars) 572,404.5 750,642.5 784-665-3 829,438.1 
Initial net worth 
(dollars) 553,603.1 712,452.3 712,452.3 712,452.3 
Standard deviation of 
terminal net worth 
(dollars) 2,932.5 3,893.2 5,194.3 9,793.5 
Land (acres): 
Initially owned land 241.0 320.0 320.0 320.0 
Farm acreage in year 1 241.0 320.0 464.0 661.3 
Farm acreage in year 2 241.0 320.0 416.0 613.3 
Farm acreage in year 3 241.0 320.0 368-0 565.3 
Farm acreage in year 4 241.0 320.0 320.0 517.3 
Change in farm acreage 0.0 0.0 -144.0 -144.0 
Land rented in year 1 0.0 0.0 144.0 341.3 
Land rented in year 2 0.0 0.0 96.0 293.3 
Land rented in year 3 0.0 0.0 48.0 245.3 
Land rented in year 4 0.0 0.0 0.0 197.3 
Land purchased in year 1 0.0 0.0 0.0 0.0 
Land purchased in year 2 0.0 0.0 0.0 0.0 
Land purchased in year 3 0.0 0.0 0.0 0.0 
Land purchased in year 4 0.0 0.0 0.0 0.0 
Total land purchased 0.0 0.0 0.0 0.0 
Machinery (dollars of 
machinery capital): 
Initially owned 
machinery capital 104,625.0 104,625.0 104,625.0 104,625.0 
Machinery capital 
in year 1 104,625.0 104,625.0 112,374.0 160,164.6 
Machinery capital 
in year 2 93,000.0 93,000.0 100,749.0 148,539.6 
Machinery capital 
in year 3 81,375.0 81,375.0 89,124.0 136,914.6 
Machinery capital 
in year 4 69,750.0 77,499.0 77,499.0 125,289.6 
Change in machinery 
capital 34,875.0 -27,126.0 -34,875.0 -34,875.0 
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C5) (6) C7) (8) ( 9 )  (10) 
,784.5 863,027.7 864,874.0 867,234.1 869,889.3 871,594.0 
,452.3 712,452.3 712,452.3 712,452.3 712,452.3 712,452.3 
,108.6 20,247.9 22,207.3 25,773.3 31,152.5 45,527.4 
320.0 320.0 320.0 320.0 320.0 320.0 
661.3 661.3 661.3 661.3 661.3 661.3 
661.3 661.3 661.3 661.3 661.3 661.3 
661.3 661.3 661.3 661.3 661.3 661.3 
613.3 661.3 661.3 661.3 661.3 661.3 
—48.0 0.0 0.0 0.0 0.0 0.0 
341.3 341.3 341.3 341.3 341.3 341.3 
341.3 341.3 341.3 341.3 341.3 341.3 
341.3 341.3 341.3 341.3 341.3 341.3 
293.3 341.3 341.3 341.3 341.3 341.3 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
104,625.0 
160,164.6 
160,164.6 
160,164.6 
148,539.6 
-11,625.0 
104,625.0 
160,164.6 
160,164.6 
160,164.6 
160,164.6 
0 . 0  
104,625.0 
160,164.6 
160,164.6 
160,164.6 
160,164.6 
0 . 0  
104,625.0 
160,164.6 
160,164.6 
160,164.6 
160,164.6 
0 .0  
104,625.0 
160,164.6 
160,164.6 
160,164.6 
160,164.6 
0 .0  
104,625.0 
160,164.6 
160,164.6 
160,164.6 
160,164.6 
0.0 
Table 21. (Continued) 
Machinery purchased 
in year 1 
Machinery purchased 
in year 2 
Machinery purchased 
in year 3 
Machinery purchased 
in year 4 
Total machinery 
purchased 
Feedlot capacity (head): 
Capacity added in 
year 1 
Capacity added in 
year 2 
Capacity added in 
year 3 
Capacity added in 
year 4 
Total capacity added 
Financial (dollars): 
Unused borrowing 
capacity in 
year 1 
Unused borrowing 
capacity in 
year 2 
Unused borrowing 
capacity in 
year 3 
Unused borrowing 
capacity in 
year 4 
Solutions 
1 (2) (3) (4) 
0.0 0.0 7,749.0 55,539.6 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 7,749.0 0.0 0.0 
0.0 7,749.0 7,749.0 55,539.6 
67.6 89.6 
26.5 35.3 
0 . 0  0 . 0  
7.3 9.8 
101.5 134.7 
118.1 198.2 
51.3 5.1 
0 . 0  0 . 0  
0.0 41.0 . 
169.5 244.4 
200,745.9 263,789.6 
252.857.1 336,120.0 
265.013.2 351,242.8 
277,428.4 358,087.4 
260,494.3 144,965.2 
344,777.0 329,629.9 
366,196.5 341,219.9 
359,980.0 371,372.2 
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(5) 
55,539.6 
11,625.0 
11,625.0 
0 . 0  
78,789.6 
200.2 
5.7 
0 .0  
52.2 
258.0 
142.501.5 
316.631.6 
327,591.0 
372,397.2 
(6)  
55,539.6 
11,625.0 
11,625.0 
11,625.0 
90,414.6 
214.4 
0 .0  
0.1 
63.7 
278.1 
134,400.7 
325,192.5 
331,316.1 
353,082.3 
(7) 
55,539.6 
11,625.0 
11,625.0 
11,625.0 
90,414.6 
226.6 
0 . 0  
0 . 0  
119.3 
345.9 
126,451.9 
334,014.9 
245,350.0 
280,777.4 
(8) 
55,539.6 
11,625.0 
11,625.0 
11,625.0 
90,414.6 
279.6 
0 . 0  
0 . 0  
179.7 
459.4 
79,693.3 
322,661.8 
363,102.3 
176,956.1 
(9) 
55,539.6 
11,625.0 
11,625.0 
11,625.0 
90.414.6 
335.5 
0 . 0  
0 .0  
183.9 
619.3 
30,444.3 
310.573.1 
351.850.2 
19.514.7 
(10) 
55,539.6 
11,625.0 
11,625.0 
11,625.0 
90,414.6 
269.3 
318.4 
0 . 0  
113.5 
801.2 
0 . 0  
0 . 0  
185,531.3 
0 . 0  
Table 21. CContinued) 
Solutions 
(1) (2) (3) (4) 
New borrowings 
in year 1 33,573.6 44,385.4 54,754.1 177,356.5 
New borrowings 
35,306.5 in year 2 18,999.9 21,111.4 20,180.5 
New borrowings 
in year 3 11,107.5 11,216.8 1,205.6 36,400.8 
New borrowings 
in year 4 4,450.2 12,011.2 10,928.5 16,517.8 
Funds invested in 
year 1 22,899.7 17,238.5 0.0 0.0 
Funds invested in 
year 2 18,141.6 13,886.0 11,791.3 0.0 
Funds invested in 
year 3 22,088.0 22,683.8 27,713.0 23,378.9 
Funds invested in 
year 4 12,756.1 10,870.6 22,795.2 0.0 
bor (full-time man); 
Labor hired in 
year 1 0.0 0.0 0.0 0.3 
Labor hired in 
year 2 0.0 0.0 0.0 0.2 
Labor hired in 
year 3 0.0 0.0 0.0 0.1 
Labor hired in 
year 4 0.0 0.0 0.0 0.1 
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(5) (6) (7) (8) (9) (10) 
179,820.3 187,921.0 195,869.8 242,628.9 291,878.4 322,323.0 
49,610.0 44,677.5 39,571.5 53,092.2 67,464.0 379,421.5 
54,488.0 51,984.3 44,396.5 30,070.1 44,773.2 225,514.4 
24,863.0 50,262.4 126,964.7 235,323.5 397,544.2 439,383.9 
0.0 0.0 0.0 0.0 0.0 0.0 
3,596.8 3,176.5 0.0 0.0 0.0 0.0 
28,433.1 34,841.7 27,609.6 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
o.y 0.3 0.4 0.5 0.5 0.6 
0.3 0.2 0.2 0.3 0.3 0.8 
0.3 0.3 0.2 0.3 0.3 0.6 
0.3 0.3 0.4 0.5 0.7 0.8 
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this model show much smaller increases in expected net worth. In 
solution (10), net worth increases $159,141.70 or 22 per cent over the 
four year horizon. Solution (10) for the marketing model by way of 
contrast, provides a $856,986.10 increase in net worth which is more 
than double the initial value. If liquidation were being considered 
at the end of the planning horizon, then the revised marketing model 
would appear to substantially understate the true wealth of the firms. 
The land base again shows that extreme risk aversion requires a 
reduction in the scale of farm operation. In solution (1), the firm 
enters the planning horizon with 241 acres and remains at that size 
throughout the next four years.^  Beginning in solution (3), the initial 
320 acres is augmented with the rental of 144 acres in the first 
year. Rental of land declines until none is rented in the fourth 
year. The decline in land rental, which appears in solutions (3) 
through (5), occurs at the same rate at which aged equipment is removed 
from the initial inventory. In solutions (6) through (10), acreage 
is constant throughout the horizon as the maximum amount of land is 
rented in all four years. 
In none of the solutions is any land purchased; this contrasts 
sharply with the models discussed earlier in which land purchases are 
fairly large, e.g., one solution in the marketing model shows expected 
purchases of almost 164 acres over the entire horizon. This strongly 
suggests that, at expected purchase prices given in the revised 
marketing model, annual returns from crops are not sufficient to 
justify further investment in land beyond that owned at the beginning 
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of the horizon. Land rental is shown to be preferred to land purchase. 
Only if a farmer is buying land for possible appreciation in value as 
well as for the service of land in raising crops could land purchases 
be justified. 
In solutions (1) and (2), maximum initial amounts of machinery 
are held with no purchases made except in the fourth year of solution 
(2). The firm holds an excess amount of machinery in the first three 
years,^  but, as aged stock is removed, capacity declines to an amount 
commensurate with acreage farmed. In solutions (3) through (5), 
initial inventories are inadequate to farm first year acreage so 
additional purchases are made. ^ Acreage farmed declines in both 
solutions (3) and (4) throughout the rest of the horizon at a rate 
such that no additional purchases are needed; however in solution 
(5), purchases of $11,625 in machinery capital must be made in the 
second and third years. In solutions (6) through (10), farm acreage is 
contant at the maximum possible size allowed unless land purchases 
are made. Initial machinery inventories are also the maximum allowed 
and in the first year $55,539.60 of machinery capital is purchased to 
increase this asset to a size needed to farm 661.3 acres. In each 
year $11,625 of capital is removed due to depreciation and in the 
second through fourth years this amount must then be purchased to keep 
the machinery capital stock constant. 
n^ solution (1), an excess amount ($11,372) of machinery stock is 
held even in the fourth year. This is apparently done in order to benefit 
from cash flows from salvage and tax breaks from depreciation. Excess 
machinery is initially held in these solutions since it is available to 
the firm at lower cost than subsequent purchases. 
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Feedlot investment shows an almost steady increase throughout 
the entire horizon. A lot with capacity of 67.6 head is built in 
the first year of solution (1) and first year capacity is 
in solution (10). Total planned investment shows the same kind of 
changes—capacity increases from 101.5 head in solution (1) to 
head in solution (10). In the revised marketing model, growth of the 
farm appears to be more concentrated in the cattle feeding program 
than in the cropping program in the latter part of the frontier. 
Borrowing capacity appears to be more underutilized in the 
revised marketing model than in the marketing model. Borrowing capacity 
is never completely used throughout the entire horizon for any solutions, 
while in the marketing model maximum borrowing is made in the first 
two years throughout the latter half of the frontier. In the revised 
marketing model, capital availability is not even binding in all years 
at solution (10). In the third year, available cash is limiting; however, 
the cost of borrowing short-term funds is so high relative to returns 
that borrowings are not used to augment cash flows. 
The fact that less attractive uses are available for the firm's 
funds is attested to by the amount of money invested outside the firm. 
In solutions (1) through (3), from $10,000 to $23,000 is invested in 
almost every year in an off-farm investment paying 8 per cent interest. 
In solutions (4) through (7), $23,000 to $35,000 are invested in the 
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third year. None of the solutions presented earlier for the marketing 
model include any off-farm investments. 
Solution (10) for the revised marketing model shows $1,366,642.8 in 
new borrowings throughout the horizon. The comparable solution for 
the marketing model includes $1,448,087.30 in new borrowings or 6.0 per 
cent more. The exclusion of capital gains from net worth and borrowing 
ability reduces the amount of borrowing done. 
In solutions (1) through (3), no outside labor is hired; however, 
beginning in solution (4), .3 to .8 hired man is utilized in the 
first two periods. Labor needs are somewhat greater during the last 
two years in solutions (4) through (10) due to the higher level of cattle 
feeding. In all four years of the planning horizon [in solutions C4) 
through (10)], labor is restrictive during the spring planting season. 
1 
The first year production and marketing plan 
Table 22 shows detailed data on production and marketing plans 
for the first year of the ten solutions listed in Table 21. After tax 
profits increase from $6,765.20 in solution (1) to a maximum of $24, 
$24,134.2 in solution (7), after which profits decline to $19,336.10 
in solution (10). This decline in profits between solutions (7) and 
(10) is a result of reductions in sales of corn and increases in 
silage production. As mentioned earlier, profits do not accrue 
from silage being fed until the second year. 
The cropping plans in solutions (1) and (2) are heavily devoted 
to corn grain production—about 89 per cent of crop acreage in each 
Table 22. First Year Production and Marketing Plans for the Revised 
Marketing Model 
Terminal net worth 
(dollars) 
After-tax profits 
(dollars) 
Total crop acres 
Total cattle fed 
Crop plantings on 
owned land (acres): 
Corn grain 
Corn silage 
Soybeans 
Total acres 
Crop plantings on 
rented land (acres): 
Corn grain 
Soybeans 
Total acres 
Disposition of corn 
(bushels): 
Fed to cattle 
Sold June-March 
hedge 
Sold August-
June hedge 
Total corn 
Disposition of soybeans 
(bushels): 
Sold in June-
March hedge 
Sold in June 
Total soybeans 
Solutions 
(1) (2) (3) (4) 
572,404.5 
6,765.2 
226.0 
97.6 
750,642.5 
9,155.2 
300.0 
129.6 
784,665.3 
23,813.0 
435.0 
211.3 
829,428.1 
27,955.2 
620.0 
371.3 
200.3 265.8 
11.1 14.7 
14.7 19.5 
226.0 300.0 
134.6 118.4 
19.4 31.6 
146.0 150.0 
300.0 300.0 
0 . 0  0 . 0  
0 .0  0 .0  
0 . 0  0 . 0  
135.0 160.0 
0.0 160.0 
135.0 320.0 
2,350.8 
19,678.3 
0 . 0  
22,029.1 
3,125.1 
26,112.6 
0 . 0  
29,237.7 
8,959.5 
13,270.7 
0 . 0  
22,230.2 
14,723.5 
0 . 0  
7,101.7 
21,825.2 
0 . 0  0 . 0  
586.5 781.3 
586.5 781.3 
4,969.6 7,055.8 
869.8 2,144.2 
5,839.3 9,200.0 
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(5) 
853,784'. 5 
30,495.1 
620.0 
400.3 
(6) 
863,027.7 
32,536.0 
620.0 
418.6 
(7) 
864,874.0 
34,134.2 
620.0 
453.2 
(8) 
867,234.1 
28,253.1 
620.0 
559.2 
(9) 
869,889.3 
21,995.3 
620.0 
670.9 
(10) 
871,594.0 
19,336.1 
620.0 
738.6 
119.4 
30.6 
150.0 
300.0 
119.8 
30.2 
150.0 
300.0 
121.6 
28.4 
150.0 
300.0 
115.0 
35.0 
150.0 
300.0 
108.1 
41.9 
150.0 
300.0 
59.1 
90.9 
150.0 
300.0 
262.5 160.0 
57,5 160.0 
320."o 320.0 
160.0 160.0 
160.0 160.0 
320.0 320.0 
160.0 160.0 
160.0 160.0 
320.0 320.0 
14,209.1 
0 . 0  
13.364.3 
27.573.4 
13,914.3 
0 .0  
8,067.7 
21,982.0 
12,953.8 
0.0  
9,222.1 
22,175.8 
15,938.7 
0.0  
5,516.5 
21,455.2 
19,121.0 
0 .0  
1,566.4 
20,687.5 
15,297.1 
0.0 
15,297.1 
0 . 0  
7,150.2 
7,150.2 
0 . 0  
9,200.0 
9,200.0 
0 . 0  
9,200.0 
9,200.0 
0 . 0  
9,200.0 
9,200.0 
0 . 0  
9,200.0 
9,200.0 
0 . 0  
9,200.0 
9,200.0 
Table 22. (Continued) 
February yearling 
steers (head): 
Sold April-
June hedge 
Sold April-
July hedge 
Total sold 
August yearling 
steers (head): 
Sold October-
December hedge 
February hearling 
heifers (head): 
Sold April-
June hedge 
October steer 
calves (head): 
Sold cash 
Solutions 
(1) (2) (3) (4) 
18.8 25.2 35.3 44.3 
11.2 14.7 82.8 153.9 
30.0 40.0 118.1 198.2 
0.0 0.0 0.0 67.5 
0.0  0 .0  0 .0  0 .0  
67.6 89.6 93.2 105.6 
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(5) (6) (7) (8) (9) (10) 
106.4 214,0 226.6 279.6 335.5 369.3 
93.7 0.0 0.0 0.0 0.0 0.0 
200.2 214.0 226.6 279.6 335.5 369.3 
62.8 29.0 0.0 0.0 0.0 0.0 
0 .0  0 .0  0 .0  0 .0  0 .0  0 .0  
137.3 185.4 226.6 279.6 335.5 369.3 
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year. In solution (3) rental land is added and planted entirely to 
com; however, soybean acreage increases 126.5 acres on owned land. From 
solutions (4) through (10), one half of all owned cropland is planted 
to soybeans and, with the exceptions of solution (5), maximum soybean 
acreage is planted on rented land. In solution (5), the decline in 
soybean acreage occurs because of the sharp increase in corn sold using 
the more profitable August-June hedge [a 6,262.6 bushel increase 
between solutions (4) and (5)]. 
Corn is fed throughout the entire frontier with the amount ranging 
from approximately 15,000 to 20,000 bushels in solutions (4) through 
(10). In solutions (1) through T3), the bulk of the com produced^  
is sold using the June-March hedge. Then, in solution (4), the more 
profitable August-June hedge begins to replace the June-March strategy. 
The August-June hedge is used exclusively to sell corn in solutions 
(5) through (10); however, the amount sold declines from 13,364.3 
bushels to nothing in solution (10). 
Surprisingly, soybeans are marketed using the more profitable 
June cash sale in solutions (1) and (2); however, the amounts sold are 
quite small, 586.5 and 781.3 bushels, respectively. In solutions 
(3) and (4), more than 75 per cent of the soybeans are marketed using 
the less risky June-March hedge. Cash sales of soybeans in June is 
the only marketing strategy used in solutions (5) through (10). 
In solutions (1) and (2), 90 per cent of the corn is sold and, 
in solution (3), 60 per cent is sold. 
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Cattle placements increase steadily from 97.6 head in solution 
(1) to 738.6 head in solution (10). Between solutions (4) and (10), 
crop acreage is constant but cattle placements increase 367.3 head. 
This again underscores the model's reliance on cattle feeding as a 
source of net worth growth in the latter part of the frontier. The 
cattle program involves February yearling steers and October steer 
calves throughout the frontier. In addition, in solutions (4) through 
(6) August yearling steers are fed along with October steer calves; 
however, yearling steers never account for more than 35 per cent of 
the number of cattle on feed during the last half of the year. In 
no solutions are any heifers fed;^ this differs from the results obtained 
with the other models as heifers are fed at high levels of risk aversion. 
At low levels of risk aversion, [solutions (6) through (10)] 
February yearling steers are marketed using only the more profitable 
April-June hedge. A diversified marketing program is used for February 
yearlings in the other solutions since both hedging strategies are 
used. At the highest level, of risk aversion [solutions (1) and (2)], the 
riskier strategy (April-June hedge) is used more extensively; however, 
in solutions (3) through (.4), approximately 78 per cent of the yearling 
steers are sold with the April-July hedge. 
Implications of excluding capital gains 
The most obvious effect of excluding capital gains is that land 
purchasing is no longer a viable investment alternative. The returns 
that accrue from growing crops are not sufficient to justify buying 
land. When one considers the magnitude of past increases in land prices. 
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it would appear that one cannot ignore capital gains in computing 
actual wealth. Likewise, the failure to include expected capital 
gains on asset items may preclude the selection of some investments 
which could have very favorable impacts upon a farmer's net worth. 
Another implication of excluding capital gains is that off-farm 
investments may become more attractive. In addition, the firm may 
use less borrowed money since available investments may not offer a 
large enough return to justify paying interest rates of 9 per cent 
or more. In comparing terminal solutions for the two marketing models, 
the one with capital gains excluded uses 6.0 per cent less borrowed 
funds throughout the horizon. 
When capital gains are excluded, the desirability of feedlot 
investment improves relative to land purchases. Throughout much of 
the frontier for the revised marketing model [solutions (.4) through 
(10)], cattle feeding appears to be the major source of net worth growth 
as risk aversion declines. In this part of the frontier, total feedlct 
investment over the entire.horizon increases from 244.4 head to 801.2 
head. Maximum feedlot investment in the marketing model is 684.5 head 
at the solution representing risk indifference [solution (10)]. 
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CHAPTER VII. SUMMARY, FINDINGS, AND REFLECTIONS 
In the past twenty years, increased emphasis has been placed upon 
including risk in decision making situations. Such a practice has 
led to improved theoretical and empirical models. 
Agriculture is generally conceded to be an extremely risky industry 
and the omission of risk from farm planning models leads to results 
which are of questionable value. Increasingly, the literature dealing 
with farm management problems is becoming more concerned with the 
need for including risk management when developing farm plans. 
Summary of the Model 
This study was undertaken in order to determine ways in which a 
farmer-cattle feeder could cope with risk. A cattle feeder was 
analyzed for two reasons; (1) cattle feeding is an important enterprise 
in Iowa, particularly in the northwest part of the state, and (2) cattle 
feeding is recognized as one of the riskier agricultural activities. 
One of the major sources of risk in agriculture is price variability 
and in recent years this has become even more critical. This model 
focuses on risk arising from variation in crop yields as well as 
fluctuations in crop and cattle prices, and a farmer is allowed to 
manage risk through choice of investment, financial, production, and 
marketing strategies. This provides a farmer considerable latitude 
in managing risk, e.g., an extremely cautious investment plan could 
be followed in order that a riskier production plan be adopted. The 
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most flexibility allowed was in marketing activities in order to 
determine if this world allow riskier production or investment plans, 
A review of the literature on decision making under uncertainty 
suggested that maximization of expected utility would be the best 
method to use in analyzing decision making under uncertainty. Consider­
able effort was expended in showing that a mean-variance analysis could 
be used to approximate utility rankings. This part of the study also 
suggested that if there were approximation error it would not likely 
be of great significance. 
The possibility of transforming an expected utility problem into 
a mean-variance analysis had important empirical implications. Specifi­
cally, it allowed the use of quadratic programming to solve a problem 
which could be structured much like a linear program. A multiperiod 
model was then constructed in order to provide a more accurate evaluation 
of the value of future flows of services from investments. Likewise 
a net worth objective function, incorporating terminal asset values, 
was used to reflect increases in the values of assets arising from 
inflation. 
The actual model was developed for a representative farmer in 
Northwestern Iowa. Options that a farmer could choose among included 
(1) investments in land, machinery, and feedlots, (2) production of corn, 
soybeans, and slaughter cattle, and (3) a number of cash and futures 
marketing activities for produced commodities. While secondary sources 
were used to derive technical coefficients, the model sufficiently 
reflects reality so that prescriptive, meaningful results could be 
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obtained. The solutions which were generated suggest ways in which 
a farmer might structure his operation, depending upon his attitude 
towards risk. 
Findings 
This study was designed to answer primarily empirical questions; 
however, some methodological results appear to be of interest as well. 
The key contributions of this study are summarized below. 
Use of a mean-variance analysis 
Studies of decision making under uncertainty typically use maxi­
mization of expected utility as an objective function. For empirical 
work, a common assumption is that a mean-variance analysis can be used 
to determine utility rankings. 
This was the approach used in this study, but the rationale for 
transforming the expected utility problem into a mean-variance analysis 
was made more explicit than is usual. First the conditions under which 
a Taylor's series expansion can be used to approximate expected utility 
were outlined. Then, by truncating this series, a function in terms 
of the mean and variance was obtained. Use of this function always 
leads to error in calculating expected utility; however, in some cases, 
this error does not affect utility rankings at all and, in other cases, 
it would not be expected to distort rankings significantly. 
The next step was to show the conditions under which the use of 
quadratic programming could provide correct utility rankings. A general 
proof of sufficiency was presented and then specific cases were 
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developed. These showed that if the random variable is normal, 
triangular, or double exponential, then a quadratic programming 
efficiency frontier and indifference curves in mean-standard deviation 
space can be used to determine optimal solutions with as much accuracy 
as desired. This finding is somewhat more general than that currently 
recognized in the literature. 
Inclusion of the effects of inflation 
Inflation has exerted a significant influence on the economy in 
the last ten years and farmers have not remained unscathed. Consequently, 
the model was designed to incorporate some of the effects of inflation. 
Costs of purchasing assets as well as production costs and revenues 
were adjusted for expected inflation; in addition, capital gains on 
owned assets were allowed to influence net worth and borrowing ability. 
Inflation, with the resultant capital gains on owned assets, is 
shown to have a significant effect upon a farm operation. One of 
the most obvious results of inflation is that at least two thirds 
of expected increases in wealth come from capital gains. While inclusion 
of a capital gains tax would diminish this importance, inflation would still 
not be overshadowed by retained earnings as a source of net worth 
growth. As outlined more fully below, this suggests that benefits 
from some investments may be as much from capital gains as from services 
provided. Another effect is that inflation greatly enhances borrowing 
ability if a farmer is allowed to borrow against the current values 
of assets, particularly land. This allows a more aggressive use of credit. 
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Empirical suggestions 
Three different models were solved with a quadratic program. Two 
models included capital gains in net worth—the basic model which 
included only cash marketings and the marketing model which included 
additional marketing strategies. The third model, or revised marketing 
model, included the marketing strategies but excluded capital gains 
from net worth and borrowing. Key results from these models are 
enumerated below; 
1. The inclusion of capital gains in the net worth makes it 
desirable for a farmer to purchase land. When the decision on whether 
or not to buy land is based solely upon returns from farming, land 
investment cannot be justified. From 1965 through 1977, the value of 
land increased more than 4 1/2 times, based on data used in this 
study. This experience is not atypical of results occurring throughout 
Iowa. Such rapid increases in prices greatly increase the liquidation 
values of individual farms and the failure to recognize the possibility 
of future gains of similar magnitudes may cause a farmer to shun some 
potentially rewarding investments. One of the findings of this study 
is that farmers may find it worthwhile to incorporate capital gains 
in their objective goals. 
2. When capital gains are ignored, on-farm investments are 
indicated to be less attractive. This is shown in the revised marketing 
model by the lack of land purchases in any solutions as well as a 
maintenance of fairly large off-farm investments (from about $10,000 to 
$28,000 per year) at high levels of risk aversion. 
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3. When capital gains are excluded from the model, increasing 
cattle production is the major means of increasing farm size, volume 
of business, and net worth throughout a good part of the frontier. In 
solutions (6) through (10) of the revised marketing model, farm acreage 
is constant at 661.3 acres (and remains at that level throughout the 
horizon for each solution), but ending feedlot capacity increases from 
271.8 head in solution (6) to 801.2 head in solution (10). 
4. Even when capital gains are included in the objective function, 
land investments do not totally dominate investments in cattle feeding 
activities. In both models in which capital gains effects are included, 
feedlots are built throughout the frontier. Thus, cattle feeding is a 
desirable addition to cash grain farms. 
5. In all models, increases in risk aversion require decreases in 
farm scale. This reduction in scale is evidenced by a decline in acreage 
farmed, fewer cattle being fed, and less money being borrowed. Scale 
adjustments appear fairly slight at low levels of risk aversion, 
but become quite large at high levels of risk aversion. Using the 
marketing model as an example, moving from solution (10)—the least 
risk averse solution—to a point midway on the frontier—solution (4)— 
ending net worth declines 8.5 per cent, ending farm acreage declines 37.7 
per cent, planned feedlot investment declines 36.0 per cent, and total 
new borrowings decline 26.4 per cent. In moving from solution (4) 
to the most risk averse solution [solution (1)], ending net worth 
declines 51.8 per cent, ending farm acreage declines 52.9 per cent. 
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planned feedlct investment declines 66.5 per cent, and total new 
borrowings decline 71.1 per cent. 
6. In all three models, risk aversion is also reflected in aversion 
to debt. At high levels of risk aversion, considerable amounts of 
additional funds could have been borrowed (e.g., in the basic model, 
this is as much as $300,000 in some years). As risk aversion decreases 
from the highest levels analyzed, the asset base of the firm gets larger 
which, in turn, increases borrowing ability. However, while borrowing 
ability is increasing in absolute amounts, the amount of unused 
borrowing ability declines. Using the marketing model as an example, 
total credit obtained throughout the horizon amounts to $307,628.20 
in solution (1), $1,066,202.50 in solution (4), and $1,448,087.30 in 
solution (10). 
7. When capital gains on assets are included in net worth, land 
is purchased and credit demands are much greater. In the basic and 
marketing models, borrowing ability is often a limiting resource at 
some of the higher risk solutions. In contrast, in the revised marketing 
model credit very seldom limits growth. In this model, cash is more 
limiting; however, returns on available activities are not sufficient 
to justify the total conversion of borrowing ability into available 
cash. 
8. The introduction of more sophisticated marketing activities 
has several effects upon farm organization. The most obvious is that 
it allows more aggressive investment and production strategies. At 
comparable solutions, from 3 to 45 more acres are purchased throughout 
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the horizon so that farm acreage is never smaller in the marketing 
model (when compared to the basic model). At high levels of risk 
aversion, the added marketing activities allow 30 to 40 per cent more 
acres to be farmed. The higher acreages farmed allow a farmer to produce 
more cash grain crops. 
9. Total feedlot investment is often higher in the basic model; 
however, the marketing model does add feedlot capacity earlier so that 
more cattle can be fed throughout the entire horizon. Due to the larger 
investments in land as well as greater crop and livestock production, 
more risk is assumed in credit use. At higher levels of risk aversion, 
as much as 72 per cent more money is borrowed (over four years) in 
the marketing model than in the basic model. 
10. The additional marketing strategies provide more latitude in 
managing risk for highly risk averse farmers than they do for those 
more indifferent to risk. At the highest level of risk aversion 
compared—solutions (2)—the marketing model solution includes 23.2 
per cent more acres at the end of the horizon, feeds 26.5 per cent more 
cattle over four years, and obtains over twice as much credit as does 
the basic model solution. In contrast, at higher risk solutions— 
solutions (8)—the marketing model solution includes 17.6 per cent more 
acres at the end of the horizon, feeds 18.2 per cent more cattle over 
four years, and obtains only 15.1 per cent more credit than does the 
basic model solution. In relative terms, the added marketing activities 
allow a much larger expansion of the farm operation at high levels 
of risk aversion than they do at low levels of risk aversion. 
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11. Both the basic and marketing models indicate that maximum 
net worth growth requires a high level of cattle feeding when compared 
to solutions offering slightly lower terminal net worths. In the basic 
model, movement from solution C9) to solution (10), the highest 
risk solution, requires a 207.1 head larger feedlot investment (over 
four years) and the purchase of 18.2 fewer acres of land. Expected 
net worth is increased only $3,339.2 (0.2 per cent), but the standard 
deviation of net worth is increased 7.1 per cent. In the marketing 
model, movement from solution (9) to (10) requires a 185.8 head 
larger feedlot investment (over four years) and the purchase of 21.2 
fewer acres. Ending net worth increases only $6,118 (0.4 per cent), 
but the standard deviation of net worth increases 14.2 per cent. At 
low levels of risk aversion, the cropping and livestock programs are 
quite competitive for available funds; however, rather major shifts in 
the farming operation (substituting cattle feeding for cropping 
activities) increase terminal net worth only marginally. These slight 
increases in net worth do require that a farmer be willing to accept 
a substantial increase in variability. 
12. Risk aversion in the cropping programming requires emphasis 
on corn production. When additional marketing strategies are available, 
highly risk averse farmers would prefer using the June-March hedge to 
sell corn. For those more indifferent to risk, the August-June hedge 
is indicated to be a more desirable marketing tool. 
13. At high levels of risk aversion, no more than 30 per cent 
of crop acreage is planted to soybeans when only cash marketings 
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are possible. When additional marketing strategies are used, corn 
production is substituted for soybeans and no soybean acreage is planted 
at high levels of risk aversion. Once soybeans are added in a marketing 
model solution, the June-March hedge is shown to be a less risky 
selling option. Maximum soybean acreage (50 per cent of cropland) 
is planted and sold for cash in June when risk is not a major concern 
to a farmer. 
14. Leuthold (65, pp. 22-24) has shown that risk aversion leads 
to a diversified marketing program for cattle feeders, i.e., it is 
desirable to market a given lot of cattle using several different 
selling strategies. In this study, little diversification in marketing 
of cattle (or grain) is suggested since farmers appear to substitute 
scale adjustments (i.e., varying the level of planned investments 
and the amount of credit used) for diversification in managing risk. 
The most attractive cattle marketing strategies, as determined by the 
quadratic program, are (1) an April-July hedge for February yearling 
steers except at high risk solutions when the April-June hedge is 
used, (2) an October-December hedge for August yearling steers, (3) an 
April-July hedge for February heifers, and (4) cash sales for 
October steer calves. 
15. As to cattle production, risk averse farmers should place 
heifers in February and yearling steers in August. For one less averse 
to risk, the February yearling steer and October steer calf programs 
are more desirable. 
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Reflections 
No economic model can accurately portray all aspects of a real 
world situation; considerable simplification is required in order 
to develop a manageable problem. In doing this, however, interesting 
questions may often arise which could lead to meaningful additional 
research. 
This section discusses some areas in which further research 
effort might prove fruitful. Time and budget constraints did not 
permit these items to be included in the present study. 
The covariance matrix 
Two different procedures were used to estimate expected values 
and the covariance matrix. It was readily apparent that radically 
I 
different results would be obtained, depending upon the procedure used. 
The route taken was to use a method consistent with the manner 
in which it was hypothesized that farmers would formulate personal 
probabilities. This raises the question as to whether or not different 
probabilities would need to be used for different levels of risk 
aversion. An extremely risk averse farmer might be quite pessimistic 
about the price outlook; expected prices and variances obtained from 
his beliefs would likely be different fron those of a more optimistic 
farmer. It would probably be too complicated to attempt to associate 
specific covariance matrices with different levels of risk aversion; 
however, the solution of a QP with several different covariance matrices 
might yield interesting comparisons. 
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Resource variability 
In the model, only price and yield variability are included. 
All resources are assumed to be available with certainty. For land 
and machinery, this assumption may hot be too unrealistic; however, 
for borrowing limits and cash flows this is not true. Borrowing 
ability is related to the current value of assets, but asset values 
are really random variables. Likewise, cash flows will be smaller 
or larger than expected depending upon whether income is smaller 
or larger than expected. Since borrowing ability and/or cash are 
limiting resources throughout much of the frontier, the failure to 
incorporate random fluctuations in these items may have suggested a 
more rapid expansion than would really occur. Thus the solutions 
obtained for subsequent years must be viewed as conditional, depending 
upon the amount of cash generated in a year as well as asset values. 
I 
Nevertheless, the solutions do provide qualitative information about 
the types of investments that would be made. 
To arrive at a true dynamic path, one would probably need to 
specify specific utility functions and then solve a series of sequential 
quadratic programs. Computationally, such a procedure would be quite 
expensive. 
The RAND quadratic programming code 
Initial experiences with a quadratic program were quite frustrating; 
however, through the application of time and money, solutions were 
finally obtained. Overall, the RAND program appeared to be a fairly 
impressive code. 
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Still there are some problems with using the program. The most 
severe one is that there is no technical support when difficulties 
arise; one has little more to draw upon than his own resources. The 
second problem is that the program must execute entirely in computer 
memory. As computer charges are assessed at Iowa State University, 
the matrix that was developed was quite costly to solve. Finally, 
there is computational error in doing parametric solutions to large 
models. 
These problems suggest that quadratic programming is not yet 
perfected to a stage such that applications are as routine as with 
linear programming. Because of the above problems, it would appear that 
there might be merit in developing and using linear approximators. 
However, if an institution contemplates extensive use of the BAND 
program, then it would be desirable to hire an analyst to become familiar 
with the code. Such a person could then provide technical assistance. 
Secondly, if very large matrices must be solved, then it may be almost 
essential that the program be modified so that it can use scratch 
disk for work areas. 
Additional marketing strategies 
The model results indicate that marketing options are likely 
to be beneficial to the objectives of a farmer. In developing those 
strategies, effort was centered on capturing favorable seasonal and 
basis price movements. Studies by Purcell (85) and Leuthold (65) 
show that other criteria may prove even more favorable. 
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An obvious extension to this study would be to analyze marketing 
strategies in depth and then perhaps use a single period model to 
select dominant strategies. These marketing activities could then be 
entered into the multiperiod model in order to generate a different 
efficiency frontier. This might show that a farmer could assume even 
more risk in other areas, merely by using a more sophisticated marketing 
plan. 
Planning horizon 
A planning horizon of four years was used and it is possible that 
a longer horizon might lead to slightly different results. Lengthening 
the horizon would seem to be a logical extension of this study; however, 
this would surely cause considerable problems in fitting the model into 
the dimensions of the RAND quadratic program. Deleting constraints 
% 
and activities offers little chance for reducing present model size 
since a fairly simplified structure was initially used. 
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APPENDIX A. TAYLOR'S SERIES EXPANSION 
FOR A LINEAR MULTIVARIATE FUNCTION 
Without loss of generality, the expansion will be given for a 
linear profit function defined as 
TT = p^ X^  + PgXg + ... + P^ x^  (A-1) 
where 
p^  is activity x_'s random contribution to profit, i = 1, ..., m 
x^  is an activity, i = 1, ..., m. 
Denoting the means of p^ , p^ , ...» p^  by p^ , p^ , . ., p^ , one can define 
the mean profit as 
TT = i^X^ + P2X2 + (^-2) 
% 
The expected utility function for profit can then be expanded in 
a Taylor series about the vector (p^ , p^ , ...» p^ ) as follows (62, 
pp. 440-441; and 3, pp. 242-243): 
E[U(n)] = U(ïï) + U'(n)'E[(p^ -p^ )x^  + (P2-P2)*2 + + ^ m^'^ m^ m^^  
U" Clr) — — — 2 
+ -^ T— • E[(p^ -p^ )x^  = (P2-P2)=2 + ••• + (Pm-V^ 'm^  
TT^  C TT*^  Y) 
+ ... + • E[(p^ -p^ )x^  + (P2-P2)X2 + ... + (Pm'Pm^ m^^  
+ ... . (A-3) 
Since 
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E[(p^ -p^ )x^  + (Pg-Pg):? + ••• + = E[Pl=l + + 
Pm*m-Pl=l-P2=2- = E[ir - d (A-4) 
the Taylor series can be rewritten as 
E[U(-)] = U(ir) + U* (tt)'ECtt—ir) + ^  E(n-?)^+ ... 
• E(„-li)"+ ... = UQ +ï^ i+ ... u + ... 
XI •  ^• n • 7m 
(A-5) 
Since expected utility functions are unaffected by linear trans­
formations, the quantity, ir - U(tt), can be added to (A-5) to yield 
a new function 
E U(Tr) = ¥ + 2 + ... + ^  u + ... (A-6) 
 ^• XI * TTXl 
} 
This shows that expected utility for aMinear multivariate function can 
be expressed as a function of the mean and central moments of the 
composite term. 
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APPENDIX B. CONVERGENCE OF TAYLOR'S SERIES EXPANSIONS 
Definition of a Radius of Convergence 
Kaplan (62, p. 419) states that every power series 
C^ :- C^  (y-a) + ... + C^ (y-a)^  + ... (B-1) 
has a "radius of convergence: r* such that the series convergence 
absolutely when j y-a| > r*. The number r* can be 0 (in which case 
the series converges only for y = a), a positive number, or (in 
which case the series converges for all y). If r* is not zero and r^  
is such that 0 < r^  < r*, then the series converges uniformly for 
|y-a| r^ . The number r* can be evaluated as follows: 
r* =  ^ , if the limit exists 
X 
r* = , if the limit exists. (5-2) 
ny |C^ | 
f ^(a) 
Note that if C^  = —p— , then the power series is a Taylor's expansion. 
Radius of Convergence for a Negative Exponential Function 
If the utility function A(l-e "^ ) is expanded about the point 
u, the series is 
A(l-e + oA (y-u) - c? 2' + • •. 
= A(l-e"*") + Ï (-1)''"^  ^  Ae"*"(y-u)*. (B-3) 
n=o 
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To determine the radius of convergence, one computes the limit 
r* = 
n 
lim fr Ae-^ " 
(n+l) 
lim ^  (n+l) 
nr> ttl n+l 
a 
lim n+l 
n-x» a 
(B-4) 
Since r* approaches infinity (so long as a is a finite number), 
A(l-e can be represented by a Taylor's expansion for any y. 
Radius of Convergence for a Logarithmic Utility Function 
Using the utility function c In y, y > 0, the Taylor series about 
the point u is 
-2 -3 
•1 , -1/ \ cu / \2 , 2cu , \2 , 
c In u + cu (y-u) —^ Cy-u) 4 jj— (y-u) + ... 
= c In u + E (-1)^"^^ (y_u)". (B-5) 
n=l nl(u)^ 
To determine the radius of convergence, one computes the limit 
r* = _A_ 
n-x» n /  ^
 ^^ n 
lim 1 
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_ lim .n /ni u° 
" n H-o 1 / (n-1) I 
lim in r-~T\ _ li^ i 
n -X» 
• r^ \ = Vn u . 
V nu I n -X» 
Since the limit ^ /n approaches 1, the radius of convergence is 
u. This says that the expansion is valid for positive numbers only. 
Convergence of Expected Utility When the 
Distribution Function is Normal 
The normal distribution and the negative exponential utility 
function can be combined so long as the approximating Taylor series 
converges. Using the ratio test (62, p. 385), it is necessary that 
2n+2 
lim (2n+2)! 2^n+2"' . 
..... 
With the normal distribution, k» equals — so that convergence 
n:2" 
occurs if 2^ , 2nf2 
a Ae a 
lim (n+1).! 2*"^  
2&»oo 2n, -au 2n g Ae g 
ni 2^  
< 1 (B-8) 
or 
T 2 2 Ixm a a 
2nrx» 2 (n+1) 
2 2 
The above ratio is less than one so long as a a has a finite value. 
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Convergence of Expected Utility When the 
Distribution Function is a Double Exponential 
The double exponential distribution can be used in conjunction 
with a negative exponential utility function if the approximating 
Taylor series converges. Conditions necessary for convergence can be 
demonstrated using the ratio test. The series converges if 
U^ (^u) 2n+2 
lim I (2n+2)I 2nH-2^  I - i r? 0^  
2n: 2n<^  
Substituting equals 2nJ0^  ^and U^ (^u) equals (-1) 
one obtains the expression 
lim • Ae"°" (2n+2) IB 2n^  , (B-10) 
2b^  I, (2n+2): *2* Ae-**2nlg2n 
or 
2^ I I < 
The series converges so long as a . 
p 
Convergence of Expected Utility When the 
Distribution is Triangular 
With a logarithmic utility function, it is necessary that 
lim I • (2n+l) : , (2n-! 1) (2n-l-2U2n) lu^ " j  ^^  (B-11) 
(2n+3)(2n+4)(2n+2):u2"+2 2a2"(2n-l) 
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or 
lim I (2n+l) (2n+2) (2n) j  ^^  
(2n+3) (2n+4) (2n+4) 
Repeated application of &' Hôpital's rule would show that so long as 
a is less than u, the series converges. This is just another way of 
saying that y must take on only positive values since u-a is the lowest 
value that y can attain. 
With a negative exponential utility function, the Taylor's series 
converges if 
or 
lim 12a^ "^  ^ a^ "^'"^ Ae"°"^  (2n+l)(2n+2)2n: 
2n-x» ' (2n+3) (2n+4) (2n+2) I 2a^  ^g2n^ -^au 
lim I a^ g^  (2n+l) (2n+2) i . ^ 
2n-^  '•(2n+3) (2n+4) (2n+2) (2n+l) ' 
< 1 (B-12) 
Taking the limit of the above expression, it can be shown that the 
2 2 
series converges for all finite values of a ct . 
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APPENDIX C. CENTRAL MOMENTS 
OF A TRIANGULAR DISTRIBUTION 
Rather than find the central moments for the trangular distribution 
specified in (3-31), the origin is transformed so that the distribution 
is centered about zero. This does not affect the value of the central 
moments, but it does make performing the needed integrations easier 
since the raw moments and the central moments are then identical. 
After making the transformation, x = y - u, the density function is 
f(x) = , -a ^  X ^  a. (C-1) 
a 
To show that odd central moments are zero, it suffices to show 
that Eis zero since this includes all possible odd central 
moments. Splitting the integral 
« ,0 2n+l 2n+2 a 2n+l 2n+2 
d^x + S (~ - S-) d:: (C-2) 
-a * a^  0  ^  ^
2n+2 2n+3 0 2n+2 2n+3 a 
= rzE L 2E 1 J. r25 25 i 
l(2n+2)a -a " (2*+3)a  ^  ^
2n+2 2n+3 2n+2 2n+3 
" ° ° " (2n+2)a (2n+3)a^  (2n+2)a ~ (2n+3)a "0 + 0 
= 0. 
For the even central moments, it is necessary to calculate 
« 0 2n 2n+l a 2n 2n+l 
E(x2») . / (2_ + i-j-) dx+ s (2-.Z—) dx 
-a * 0  ^  ^
2n+l 2n+2 0 2n+l 2n+2 a 
270. 
2n+l 2n+2 2n+l 2n+2 
 ^2(2n+2)a^ ° - 2(2n+l)a^ ° 
(2n+l) C2iri-2) 
_ (An+A-4a-2)a^  ^
(2iH-l) (2n+2) 
2a2* = 
(2n+l)(2n+2) C2n+1)(n+1) * 
The variance of this distribution is found by substituting n equals 
2a2 2 
1 to obtain or a /6. Hence all higher central moments are a func­
tion of the variance. 
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APPENDIX D. LOCATION-SCALE PARAMETERS 
A two-dimensional parameter (u,a') is a location-scale parameter 
if standardization creates a random variable belonging to the same 
parametric family as the original variable (35, pp. 165-166). For 
example, standardization of a normal variable, N(u,a ) results in a 
N(0, 1) variable. Proof that a random variable can be standardized 
involves showing that a density function, f(x), obtained by making 
the transformation x = , belongs to the same family of denstiy 
a 
functions as does f(y), the original function (44). Lindgren (69, 
p. 454) states that f(x) can be obtained from the equation 
f(x) = f[g ^ (x)] I (D-1) 
where 
g (x) is the inverse function of x 
[-^ 1 is the absolute value of the Jacobian of the transformation. 
Standardizing the Double Exponential Distribution 
The density function for the double exponential distribution 
(3-28) is 
or 
^ ^ ' V (o-z) 
Using the transformation, x = , the inverse function of x is 
xa = y - u 
y = xa + u (D-3) 
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and the Jacobian is 
lg |=  e. 
Substituting in (D-2), f(x) is found to be 
fW = a ! ] (D-5) 
•Za o 
1 -/2|x| 
= e , -oo < X < oo . 
/2 
Equation (D-5) is a density function for a double exponential 
distribution with mean zero and a variance of one. This shows that 
the mean and variance are location-scale parameters. 
Standardizing the Triangular Distribution 
The density function for the triangular distribution is repeated 
from (3-31) 
f(y) = - I ^ 2^  I (D-6) 
a 
2 2 
In Appendix C, it was shown that o = a /6, so that (D-6) may be 
restated as 
f(y) = — (D-7) 
/6a 6 
Making the transformation, x = , (D-3) and (D-4) can be 
a 
substituted into (D-7) to obtain 
i2i? + " - "I (D-S) 
/6a 6o 
= —1-^ , — /6 < X < /6. 
/6 ® - -
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Equation (D-8) is a density function for a triangular distribution 
with mean zero and a variance of one. This shows that the mean and 
variance are location-scale parameters. 
« 
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APPENDIX E. TECHNICAL DATA 
1  
274 b 
Table E-1. Asset Values (Historical and Forecasted)^ 
Value of Cost of Cost of 
an Acre of One Dollar of a 300 Head  ^
Land^  Machinery Capacity^  Capacity Feedlot 
1965 $ 448 $ .35 $ 39,981 
1966 516 .36 40,821 
1967 551 .38 41,220 
1968 563 .39 43,692 
1969 561 .41 45,678 
1970 556 .44 45,678 
1971 562 .46 49,875 
1972 642 .49 53,997 
1973 904 .52 60,591 
1974 1190 .60 74,607 
1975 1585 .74 84,912 
1976 1969 .83 88,620 
1977 2065 .91 94,392 
Year 1 2380 1.0 101,398 
Year 2 2661 1.1 109,230 
Year 3 3034 1.21 117,666 
Year 4 3431 1.34 127,366 
Year 5 — 1.47 137,700 
*(78, p. 12, and 31). 
T^his is a year-end value. Estimates are based on a second order 
autoregressive equation using three period moving averages of land values, 
Machinery prices are expected to increase about 10 per cent a year. 
A second order autoregressive process was used to obtain estimates. 
C^osts increase about 8 per cent per year. A second order auto­
regressive process was used to obtain estimates. 
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Table E-2. Cost Indices (Historical and Forecasted)®'^  
Beginning Production Building Farm  ^ Wage 
of Period Items and Fencing Machinery Rates 
(1967 = 100) 
1965 96 97 92 86 
1966 100 99 96 93 
1967 100 100 100 100 
1968 100 106 104 108 
1969 104 113 110 119 
1970 108 113 116 128 
1971 113 121 122 134 
1972 121 131 129 142 
1973 146 147 138 155 
1974 166 181 160 178 
1975 182 206 196 192 
1976 193 215 221 213 
1977 200 229 242 226 
Year 1 214 246 266 245 
Year 2 229 265 293 266 
Year 3 245 286 323 289 
Year 4 262 309 356 314 
Year 5 ' — —  —  334 392 
*(109). 
E^xpected values for the production index were obtained from a first 
order autoregressive equation. All other estimates were derived from 
second order autoregressive systems. 
This is an average of reported indices for tractors and self-
propelled machinery and other machinery. 
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Table E-3. Interest Rates (Historical and Forecasted)^  
Nonreal , Real  ^
Estate Debt" Estate Debt 
1965 6.7% 5.52% 
1966 6.8 5.78 
1967 7.0 6.02 
1968 7.3 6.74 
1969 7.8 7.72 
1970 8.1 8.68 
1971 7.9 7.86 
1972 7.8 7.43 
1973 8.4 7.48 
1974 9.2 8.14 
1975 8.8 8.70 
1976 8.9 8.64 
1977 9.2 8.35 
Year 1 9.4 8.57 
Year 2 9.6 9.02 
Year 3 9.8 9.02 
Year 4 10.0 9.26 
(^110, p. 42, and 11, p. 37). 
Interest rates are for bank loans. 
A^verage of four quarters. The interest rate is an average of 
rates charged on new Federal Land Bank farm real estate loans. 
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Table E-4. Machinery Complement 
Purchase Price Years 
during the of 
Item First Year Life 
Tractor, 105 H.P. $21,510 10 
Tractor, 65 H.P. 12,145 10 
Plow, 5-16" 3,373 7 
Chisel plow 11 1/4" 1,227 7 
Tandem disk 17' 4,973 7 
Field cultivator 27' 4,727 7 
Peg tooth harrow 21' 564 7 
Planter 6-30" 4,500 7 
Cultivator 6 Row 1,782 7 
Combine 13' 23,218 10 
Corn-head 3-30" 4,973 10 
Grain-head 13' 3,300 10 
Grain wagon 20OB 1,236 10 
Cont. flow dryer 200 Bu. 12,600 10 
Forage Wagon 14' 3,745 10 
Forage Harvester. 2R 7,472 7 
1/2 ton pickup 4,910 7 
$116,255 7 
*(52, and 77, pp. 308). 
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Table E-5. Remaining Values (Fraction of Original Price)^  
At the End Farm  ^
of Year Machinery Feedlot^  
1 .568 .93 
2 .509 .8649 
3 .456 .8044 
4 .409 .7481 
5 .366 
6 .329 
7 .296 
8 .265 
9 .239 
10 .214 
*(2, p. 2). 
C^alculated as a weighted average of remaining value figures. 
Weights are .289 for tractors, .271 for combines, and .44 for all others. 
R^emaining values are assumed to decrease 7 per cent per year. 
279 
Table E-6. Machinery Prices^ 
Purchase date 
(Feb. 1) 
Dollar amount 
of Machinery 
Purchases^  
Residual 
Value at 
Start of 
Period^  
Value at the 
Start of the 
First Period^  
Terminal 
Value 
(Fraction) 
1968 $4538 e — — 
1969 4800 .578 $2774 
1970 5062 .608 3076 — 
1971 5324 .645 3436 
1972 5630 .678 3819 
1973 6023 .705 4249 $4089 
1974 6991 .680 4754 4539 
1975 8565 .619 5300 5070 
1976 1 9658 .613 5917 5636 
1977 10576 .624 6603 6270 
A^ctual numbers used in performing calculations carried more signifi­
cant digits than numbers in the Appendix tables. 
Figures were obtained by deflating constant dollar purchases of 
$11,625 with the farm machinery index (Table E-2). The index for year 1 
is the base. 
The residual values were obtained by adjusting remaining value 
figures (Table E-5) for inflation using the farm machinery index 
(Table E-2). Example: The 1977 figure of .624 is calculated by dividing 
266 (1978 index) by 242 (1977 index) and multiplying the quotient by 
.568 (value remaining after one year). 
T^he value is calculated by multiplying purchase price by the residual 
value. 
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Table E-7. Costs of Owning Feedlot Facilities (Per cent of Original 
Investment)^  
Item Cost 
Rate of 
Depreciation 
Repairs, Taxes 
and Insurance 
Lot and shelter $49,626 6.67% 4.33% 
Feed and manure handling 26,940 10.0 5.0 
Storage 32,664 5.0 2.0 
TOTAL $109,230 7.0% 3.8% 
(^.78, pp. 21-24). 
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Table E-8. Cost of Growing an Acre of Corn^ 
Owned Rented 
Land Landi> 
Variable costs (dollars): 
Seed, fertilizer and chemicals $55.7 $27.85 
Fertilizer application 4.25 4.25 
Crop insurance 4.90 2.45 
Machinery preharvest costs 4.63 4.63 
Machinery harvest costs^  15.4 .10.68 
TOTAL $84.88 $49.86 
Labor requirements (hours): 
May - July .662 .662 
August - October 1.054 1.054 
November - January .363 .363 
Grain produced for the firm (bushels): 110 55 
*(77, pp. 3-4). 
L^andlord pays 1/2 of expense for seed, fertilizer, chemicals, 
and insurance and keeps 1/2 of the crop. 
I^ncludes fuel and repairs. 
'^ Excludes the cost of drying the landlord's share of the crop. 
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Table E-9. Cost of Growing an Acre of Corn Silage (per acre)^ 
Owned 
Land 
Variable costs (dollars): 
Seed, fertilizer and chemicals $69.10 
Fertilizer application 4.25 
Crop insurance 4.90 
Machinery preharvest costs^  4.63 
Machinery harvest costs 9.85 
TOTAL $92.73 
Labor requirements (hours): 
May - July .662 
August - October 2.278 
% 
November - January .363 
Tons of silage produced: 16 
*(77, p. 7-8). 
I^ncludes fuel and repairs. 
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Table E-10. Cost of Growing an Acre of Soybeans^ 
Owned 
Land 
Rented 
Landb 
Variable costs (dollars); 
Seed, fertilizer and chemicals $31.08 $15.54 
Fertilizer application and walking 
beans 
5.50 5.50 
Crop insurance 3.50 1.75 
Machinery preharvest costs^  4.63 4.63 
Machinery harvest costs 2.76 2.76 
TOTAL $47.47 $30.18 
Labor requirements (hours): 
May - June .662 .662 
August - October 
; 
.488 .488 
November - January .363 .363 
Grain produced (bushels): 40 20 
*(77, pp. 5-6). 
Landlord pays 1/2 of the cost for seed, fertilizer, chemicals, and 
insurance. The landlord takes 1/2 of the crop for rent. 
I^ncludes fuel and repairs. 
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Table E-11. Crop Yields Per Acre 
Year 
Corn (bushels) Silage (tons) Soybeans (bushels) 
Actual Predicted Actual Predicted Actual Predicted 
1965 73.5 86.8 15.3^  14.7 25.9 29.4 
1966 91.6 88.6 15.3^  14.8 33.8 30.3 
1967 80.2 90.4 13.6 14.9 25.9 31.1 
1968 98.2 92.2 15.3 15.0 30.6 31.9 
1969 11.9 94.0 16.1 15.1 38.2 32.7 
1970 86.7 95.8 13.8 15.2 32.3 33.5 
1971 105.0 97.6 15.8 15.3 36.4 34.3 
1972 118.0 99.4 16.8 15.4 41.4 35.1 
1973 113.3 101.2 16.8 15.5 39.4 36.0 
1974 76.0 103.0 12.6 15.6 30.4 36.8 
1975 100.9 104.8 14.6 15.7 38.2 37.6 
1976 90.6 106.6 13.8 15.8 33.2 38.4 
1977 120.9 108.4 19.4 15.9 41.3 39.2 
Year 1 — — — — 110.0 I I ' "  "  —  16.0 40.0 
Year 2 — 111.8 — 16.1 40.8 
Year 3 — 113.6 16.2 41.6 
Year 4 115.4 16.3 42.4 
*(55 and 56). 
Actual crop yields are based on historical averages for Clay 
county and are adjusted upward so that the predicted values for the first 
year would correspond to those in the budgets (Tables E-8 through E-10). 
A time trend was used to obtain predicted values. 
Estimated as missing values. 
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Table E-12. Crop Prices^ '^  
Corn Silage Soybeans 
Year (bushel) (ton)G (bushel) 
1965 $ .93 $ 4.47 $2.22 
1966 1.13 6.77 2.69 
1967 VO
 
o
 
5.31 2.43 
1968 .82 5.26 2.24 
1969 .93 6.48 2.10 
1970 1.16 7.29 2.62 
1971 .82 5.46 2.87 
1972 1.02 7.18 3.03 
1973 2.08 14.01 5.40 
1974 3.51 21.15 8.05 
1975 ' 2.51 17.35 4.75 
1976 2.21 14.51 5.88 
1977 1.63 10.16 4.78 
(21 and 54). 
Corn and soybean prices were estimated from Central Iowa prices. 
Northwest Iowa prices for 1974 through 1977 were regressed on Central 
Iowa prices for that period to obtain the estimating equation. 
c 
Price was estimated by multiplying the price of corn by the corn 
yield per acre (Table E-11) and then dividing by the silage yield per 
acre. Due to rounding, the figures in this table may not exactly 
agree with such a calculation. 
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Table E-13. Costs of Production Per Acre' 
Period 
Owned 
Land 
Corn 
Rented 
Land 
Silage 
Owned 
Land 
Soybeans 
Owned 
Land 
Rented 
Land 
1965 $50.16 $28.40 $39.20 $29.14 $17.43 
1966 36.20 21.56 40.26 12.62 9.63 
1967 48.78 27.86 50,40 34.74 20.38 
1968 34.62 20.80 41.92 25.04 15.52 
1969 24.56 15.88 38.76 11.52 8.90 
1970 55.38 30.42 57.26 27.12 16.82 
1971 37.90 22.86 46.32 19.12 12.98 
1972 28.94 18.66 42.44 7.88 7.58 
1973 32.68 21.96 45.04 19.20 13.40 
1974 160.46 86.42 135.46 85.78 47.90 
1975 81.82 47.22 98.18 37.46 24.22 
1976 111.82 
\ 
62.60 112.74 73.46 42.54 
1977 58.90 36.38 51.00 34.44 23.24 
Year 1 99.08 52.26 97.76 55.36 33.70 
Year 2 105.22 55.48 103.06 58.90 35.78 
Year 3 111.36 58.70 108.28 62.44 37.86 
Year 4 117.50 61.90 113.68 65.98 39.92 
D^ata were obtained by adjusting variable cost figures from Table 
E-8 through E-10 with the production index (Table E-2) . These cost 
figures were then incremented (or reduced) by the dollar amount which 
actual value of production fell short of predicted (or exceeded pre­
dicted). Actual and predicted yields are shown in Table E-11; price 
figures for determining dollar adjustments are in Table E-12. Cost 
figures for year 1 are slighly higher than those shown in Tables E-8 
through E-10. This is due to the adjustment for yield variability. 
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Table E-14. Cattle Feeding Rations 
Ration item 
Silage (ton) 
Shelled corn (bu.) 
Soybean oil mean (lb.) 
Steer 
1.58 
47.0 
147.0 
Feeding Program 
Heifer 
1.5 
38.0 
144.0 
Steer calf 
2 .0  
57.0 
265.0 
(^77, p. 10, and 76). 
F^eed requirements are adjusted downward 7 per cent to allow for 
greater feed conversion efficiency in an open lot with shelter as opposed 
to an open lot with windbreak fence (77, p. 9). Unadjusted data are 
from Cooperative Extension data (76) for a ration supplying two per cent 
of body weight in shelled corn. 
Table E-15. Net Selling Prices for Corn Marketing Activities^  
Cash Sales by Month of Sale Cash-Futures Sales 
October December February June August June^ -March August-June Storage Harvest Sale-
Hedge Hedge Hedge Futures Purchase 
1966 $1.13 $1.08 $1.03 $ .93 $ .73 $ .94 $1.09 $1.02 $1.02 
1967 .90 .79 .82 .74 .61 .90 .84 .84 .78 
1968 .82 .83 .84 1.85 .80 .90 .87 .72 .94 
1969 .93 .83 .87 1.88 .92 .90 .77 .84 .96 
1970 1.16 1.14 1.18 1.09 .77 .94 1.00 1.10 1.12 
1971 .82 .85 .82 .77 .75 1.16 .80 .78 .78 
1972 1.02 1.12 1.05 1.63 .94 .76 .71 .82 1.82 
1973 2.08 2.26 2.61 2.39 3.16 - 1.62 2.69 2.60 1.86 
1974 3.51 3.10 2.54 2.47 2.74 2.24 3.22 3.64 2.32 
1975 2.51 2.20 2.29 2.48 2.36 2.08 2.70 2.54 2.44 
1976 2.21 2.11 2.16 1.80 1.29 2.40 2.30 2.24 1.74 
1977 1.63 1.79 1.80 2.04 1.58 1.62 1.60 1.64 1.94 
Year 1 2.58 2.52 2.50 2.54 2.46 2.22 2.70 2.72 2.38 
Year 2 2.74 2.68 2.64 2.70 2.62 2.36 2.88 2.90 2.50 
Year 3 2.90 2.82 2.80 2.88 2.78 2.48 3.06 3.08 2.64 
Year 4 3.06 2.98 2.94 3.04 2.96 2.62 3.24 3.26 2.78 
(^21, 43, and 54). 
Table E-16. Net Selling Prices for Soybean Marketing Activities^  
Cash Sales by Month of Sale Cash--Futures Sales 
October December February June August June-March 
Hedge 
August-June Storage 
Hedge Hedge 
Harvest Sale-
Futures Purchase 
1966 $2.69 $2.64 $2.48 $2.38 $2.24 $2.50 $2.80 $2.44 $2.50 
1967 2.43 2.30 2.35 2.19 2.20 2.40 2.25 2.24 2.34 
1968 2.24 2.24 2.24 2.19 2.13 2.28 2.10 2.14 2.26 
1969 2.10 2.04 2.14 2.30 2.24 2.00 1.95 2.10 2.30 
1970 2.62 2.50 2.63 2.67 2.71 2.36 1.43 2.58 2.70 
1971 2.87 2.76 2.80 3.00 3.01 2.82 2.78 2.82 3.02 
1972 3.03 3.64 5.30 9.26 8.11 3.60 2.15 2.22 10.04 
1973 5.40 5.44 5.66 4.86 7.16 . 5.26 3.95 2.44 7.80 
1974 8.05 6.81 5.27 4.61 5.34 5.08 7.50 8.62 4.00 
1975 4.75 4.12 4.22 5.55 5.80 4.38 5.60 4.90 5.32 
1976 5.88 6.36 6.28 7.71 5.17 6.24 6.00 5.90 7.66 
1977 4.78 5.50 5.20 6.40 5.82 5.60 4.90 4.92 5.98 
Year 1 6.40 6.48 6.46 7.66 7.18 6.16 6.30 6.14 7.80 
Year 2 6.78 6.88 6.84 8.14 7.62 6.54 6.70 6.52 8.30 
Year 3 7.16 7.28 7.24 8.64 8.06 6.92 7.10 6.98 8.78 
Year 4 7.56 7.68 7.62 9.14 8.50 7.30 7.50 7.30 9.26 
*(21, 43 and 54). 
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Table E-17. Margins for the February Yearling Steer Feeding Program » 
Cash 
February-June 
Hedge 
February-July 
Hedge 
April-June 
Hedge 
April-July 
Hedge 
1966 $ 77.86 $107.52 $107.70 $ 86.96 $ 86.86 
1967 98.56 87.66 91.18 85.56 86.88 
1968 146.50 136.90 127.10 141.50 136.46 
1969 108.48 60.62 79.42 80-96 99.78 
1970 110.02 114.38 106.80 106.80 122.12 
1971 119.46 114.50 102.18 119.34 107.02 
1972 149.62 103.18 100.76 109.88 107.46 
1973 188.52 143.30 97.32 138.12 92.14 
1974 133.80 296.24 197.58 253.34 154.68 
1975 362.86 234.70 258.68 278.70 302.68 
1976 142.94 127.66 174.84 166.04 213.24 
1977 177.66 187.42 195.34 210.62 218.54 
Year 1 228.72 215.04 209.28 238.86 233.40 
Year 2 240.62 226.16 220.46 252.82 247.16 
Year 3 252.52 237.26 231.66 266.78 260.92 
Year 4 264.42 248.38 242.84 280.74 274.68 
*(32 and 108). 
Margins are calculated by subtracting the purchase price of feeders 
and nonfeed costs from selling revenue. Omaha choice prices are used 
in pricing cattle. Selling weight is 1100 pounds (net of shrink) and 
purchase weight is 656 pounds (a 1 per cent addition is made for death 
loss). 
Forecasted margins are linear trend estimates. After tax margins 
were used in calculating variances. 
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Table E-18. Margins for the August Yearling Steer Feeding Program 
Cash 
August-. 
December 
Hedge 
August-
January 
Hedge 
October-
December 
Hedge 
October-
January 
Hedge 
1966 $ 72.30 $ 91.52 $100.98 $ 75.34 $ 84.80 
1967 76.26 95.80 89.64 75.12 68.96 
1968 56.26 32.38 20.16 27.22 14.10 
1969 100.04 76.62 75.20 92.02 90.60 
1970 78.26 84.40 47.10 90.34 53.04 
1971 147.08 120.76 92.60 126.92 98.76 
1972 147.80 88.70 43.82 120.70 75.82 
1973 111.14 233.88 196.58 134.22 96.92 
1974 145.68 183.38 230.02 171.60 218.24 
1975 198.52 184.30 244.36 170.88 230.94 
1976 135.64 171.80 194.80 142.54 165.54 
1977 183.20 135.78 122.12 215.74 137.52 
Year 1 190.95 197.30 210.58 203.86 195.88 
Year 2 201.70 208.46 224.30 216.72 208.66 
Year 3 212.46 219.58 238.02 229.60 221.64 
Year 4 223.22 230.72 251.72 242.42 234.64 
(^32 and 108). 
Margins are calculated by subtracting the purchase price of 
feeders and nonfeed costs from selling revenue. Omaha choics prices 
are used in pricing cattle. Selling weight is 1100 pounds (net or 
shrink) and purchase weight is 656 pounds (a 1 per cent addition is 
made for death loss). Forecasted margins are linear trend estimates. 
After tax margins were used in calculating variances. 
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Table E-19. Margins for the February Heifer Feeding Program^ »^  
February- February- April- April-
June July June July 
Cash Hedge Hedge Hedge Hedge 
1966 $ 85.86 $110.90 $110.58 $ 93.88 $ 93.56 
1967 86.50 77.94 31.36 76.22 79.64 
1968 128.70 121.40 112.90 124.06 116.82 
1969 91.48 52.36 69.34 69.18 86.18 
1970 95.96 100.00 89.72 93.72 83.44 
1971 105.04 101.40 90.04 105.40 94.04 
1972 118.56 80.62 78.42 86.16 83.96 
1973 164.16 127.22 84.64 122.94 80.34 
1974 107.70 242.08 152.88 206.58 117,38 
1975 305.06 199.50 221.20 235.90 257.60 
1976 135.04 122.84 166.40 154.60 198,16 
1977 148.44 157.00 164.30 176.20 183.50 
Year 1 191.48 180.52 175.42 200,32 195.12 
Year 2 200.77 189.14 184.18 211.32 206.22 
Year 3 210.06 197.78 192.94 222.34 217.34 
Year 4 219.36 206.40 201.70 233.34 228.46 
(^32 and 108). 
Margins are calculated by subtracting the purchase price of 
feeders and nonfeed costs from selling revenue. Omaha choice prices 
are used in pricing cattle. Selling weight is 910 pounds (net of 
shrink) and purchase weight is 555 pounds (a 1 per cent addition is 
made for death loss). 
Forecasted margins are linear trend estimates. After-tax margins 
were used in calculating variances. 
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Table E-20. Margins for the August Heifer Feeding Program 
August- August- October^  October-
December January December January 
Cash Hedge Hedge Hedge Hedge 
1966 $ 62.84 $ 79.22 $ 87.04 $ 65.84 $ 73.66 
1967 72.46 89.04 83 94 71.92 66.84 
1968 69.24 49.94 39.84 52.30 42.20 
1969 94.06 71.04 69.86 83.78 82.60 
1970 63.64 69.22 38.36 74.12 43.28 
1971 131.44 110.16 86.86 115.26 91.96 
1972 123.58 75.18 38.06 101.66 64.54 
1973 86.62 188.62 157.78 106.18 75.32 
1974 126.50 158.16 196.74 148.42 187.00 
1975 179.38 168.10 217.80 157.00 206.70 
1976 121.06 151.44 170.46 127.24 146.26 
1977 143.12 102.54 92.08 115.28 104.82 
Year 1 158.76 164.02 175.28 151.14 162.40 
Year 2 166.86 172.44 185.86 158.76 172.18 
Year 3 174.96 180.84 196-44 166.38 381.98 
Year 4 183.05 189.24 207.00 174.00 191.76 
*(32 and 108). 
Margins are calculated by subtracting the purchase price of 
feeders and nonfeed costs from selling revenue. Omaha choice prices 
are used in pricing cattle. Selling weight is 910 pounds (net of shrink) 
and purchase weight is 556 pounds (a 1 per cent addition is made for 
death loss) . 
Forecasted margins are linear trend estimates. After-tax margins 
are used in calculating variances. 
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Table E-21. Margins for the October Steer Calf Feeding Program * 
Cash 
October-
June 
Hedge 
October-
July 
Hedge 
February-
June 
Hedge 
February-
July 
Hedge 
1966 $130.86 $133.82 $123.58 $119.96 $137.44 
1967 191.86 176.88 173.04 178.76 171.16 
1968 121.52 51.42 92.68 73.66 70.46 
1969 189.68 170.96 186.46 194.06 163.36 
1970 169.04 157.48 151.76 164.08 145.16 
1971 227.20 158.10 178.34 180.76 155.68 
1972 276.02 164.66 184.80 230.66 118.68 
1973 171.56 290.66 235.34 234.00 192.10 
1974 391.12 349.52 286.92 262.94 373.50 
1975 226.56 190.22 258.42 211.24 237.42 
1976 247.20 275.02 264.90 258.98 282.94 
1977 365.54 290.18 283.78 307.58 211.42 
Year 1 335.55 311.52 304.14 314.90 282.44 
Year 2 353.61 328.56 319.90 331.12 296.92 
Year 3 370.66 345.60 335.66 347.30 311.42 
Year 4 387.72 362.64 351.44 363.52 325.90 
*(32 and 108). 
Margins are calculated by subtracting the purchase price of 
feeders and nonfeed costs from selling revenue. Omaha choice prices 
are used in pricing cattle. Selling weight is 1100 pounds (net of 
shrink) and purchase weight is 459 pounds (a 2 per cent addition is made 
for death loss). 
Forecasted margins are linear trend estimates. After-tax margins 
were used in calculating variances. 
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Table E-22. Cost of Purchased Inputs ^ 
Bushel of 
Com 
One Hundred 
Pounds of Soybean 
Oil Meal 
Annual Salary 
Hired Man 
1966 $1.11 $ 5.41 $ 3,708 
1967 1.04 5.21 3,984 
1968 .91 5.21 4,296 
1969 .98 5.15 4,740 
1970 1.09 5.51 5,100 
1971 1.08 5.46 5,340 
1972 1.01 6.67 5,652 
1973 1.75 13.86 6,168 
1974 2.92 9.65 7,092 
1975 2.65 8.42 7,644 
1976 2.42 10.24 8,484 
1977 1.96 12.31 9,000 
Year 1 2.62 12.14 9,766 
Year 2 2.78 12.80 10,606 
Year 3 2.94 13.46 11,571 
Year 4 3.10 14.14 12,505 
*(99 and 109). 
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Table E-23. Variances of Marketing Activities^  
Activity 
Corn: 
Sell cash at harvest 
Sell cash in December 
Sell cash in February 
Sell cash in June 
June-March hedge 
August-June hedge 
Storage hedge 
Harvest sale-futures purchase 
Soybeans: 
Sell cash at harvest 
Sell cash in December 
Sell cash in February 
Sell cash in June 
Sell cash in August 
June-March hedge 
August-June hedge 
Storage hedge 
Harvest sale-futures purchase 
February yearling steer placements: 
Sell cash 
February-June hedge 
February-July hedge 
April-June hedge 
April-July hedge 
August yearling steer placements: 
Sell cash 
August-December hedge 
August-January hedge 
October-December hedge 
October-January hedge 
February heifer placements: 
Sell cash 
February-June hedge 
February-July hedge 
April-June hedge 
April-July hedge 
August heifer placements: 
Sell cash 
August-December hedge 
August-January hedge 
October-December hedge 
October-January hedge 
Variance 
$ ,110 
.073 
.046 
.130 
.036 
.131 
.144 
.034 
.421 
.254 
.218 
.705 
.581 
.125 
.398 
.621 
1.121 
992.178 
770.388 
420.057 
520.117 
574.862 
161.760 
480.844 
931.053 
144.448 
566.343 
688.521 
521.475 
335.760 
357.140 
492.209 
141.247 
323.195 
696.550 
91.621 
449.509 
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Table E-23. (Continued) 
Activity Variance 
October steer calf placements: 
Sell cash 
October-June hedge 
October-July hedge 
February-June hedge 
February-July hedge 
$ 918.556 
888.614 
229.295 
591.657 
1034.250 
C^aculated based on deviations from a linear time trend regression. 
Variances are after-tax figures. 
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APPENDIX F. ACTIVITIES AND CONSTRAINTS 
The activities and constraints included in the multiperiod 
quadratic program are identified by a four or five character code. 
The second character is indicative of the period, i.e., activities 
for the first period have a one^  in this position. Codes for the 
next year have second characters which are one greater. The listing 
is given for the first period; those activities which are unique 
to that period are so identified. 
Grain marketing activities and October steer calf feeding 
programs have a two in this position. 
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Table F-1. Constraints in the Model 
Code 
First Period 
Only& Description of Constraint Units 
ROOOl * Fixed consumption needs Unit level 
RlOOl First half of year cash flow Dollar 
R1002 Second half of year cash flow Dollar 
R1003 After-tax cash Dollar 
R1004 Debt limit Dollar 
RIOIO First quarter labor Hours 
RlOll Second quarter labor Hours 
R1012 Third quarter labor Hours 
R1013 Fourth quarter labor Hours 
MAY 1 May labor Hours 
R1020 * Maximum initial land owned Acres 
R1021 Available owned cropland Acres 
R1022 Available rented cropland Acres 
R1026 Maximum soybeans on owned land Acres 
R1027 Maximum soybeans on rented land Acres 
R1030 * Maximum initial machinery 
capital 
Dollar of 
Machinery Capital 
R1031 Available machinery capital Dollar of 
Machinery Capital 
R1042 * Silage available for feeding 
cattle Ton 
R1044 Soybean oil meal available for 
feeding cattle Hundredweight 
R1046 * Corn grain inventory Bushel 
R1047 Corn grain available for feeding 
cattle Bushel 
R1051 Feedlot space in the first half 
of the year Head 
R1052 Feedlot space in the second 
half of the year Head 
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Table F-1. (Continued) 
Code 
R1060 
R1061 
R1062 
R1073 
R2042 
R2045 
R2046 
First Period 
OnlyB Description ot Constraint Units 
Machinery financing required Dollar 
Feedlot financing required Dollar 
Land financing required Dollar 
First half of the year short-
term debt that is refinanced Dollar 
Corn silage produced Ton 
Soybeans produced Bushel 
Com grain produced Bushel 
T^he symbol * indicates that a constraint is entered for only the 
first year. 
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Table F-2. Activities in the Model 
Code 
POOOl 
PlOOl 
P1002 
P1003 
PlOlO 
P1021 
P1022 
P1024 
P1031 
P1032 
P1033 
P1040 
P1042 
P1047 
P1051 
P1056 
P1050 
P1061 
P1062 
P1063 
P1064 
First Period 
Onlya 
* 
* 
* 
* 
Description of Activity 
Fixed consumption needs 
Transfer cash to second period 
of first year 
Pay taxes 
Transfer cash to second year 
Hire full time hired man 
Dispose of initial owned land 
Purchase land 
Initial farm acreage 
Dispose of initial owned 
machinery 
Purchase machinery 
Initial machinery complement 
Buy corn 
Buy soybean oil meal 
Transfer com for use in 
feeding cattle 
Sell initial corn inventory 
Initial silage inventory 
Grow corn for grain on owned 
land 
Grow corn for grain on rented 
land 
Grow corn for silage on owned 
land 
Grow soybeans on owned land 
Grow soybeans on rented land 
Units 
Unit level 
Dollar 
Dollar 
Dollar 
Man 
Acre 
Acre 
Acre 
Dollar of 
machinery capital 
Dollar of 
machinery capital 
Dollar of 
machinery capital 
Bushel 
Hundredweight 
Bushel 
Bushel 
Tons 
Acre 
Acre 
Acre 
Acre 
Acre 
300 
Table F-2. (Continued) 
Code 
First Period 
OnlyS Description of Activity Units 
P1073 
P1074 
P1071 
P1075 
P1076 
P1077 
P1080 
P1090 
P10901 
P1C902 
P10903 
P10904 
P1091 
P10911 
P1G912 
P10913 
P10914 
P1093 
P10931 
P10932 
P10933 
P10934 
P1094 
P10941 
P10942 
Borrow short-term funds in 
first six months of the year Dollar 
Refinance short-term funds 
borrowed in the first half of 
the year for another six months Dollar 
Borrow short-term funds during 
the last six months of the year Dollar 
Borrow money to purchase 
machinery Dollar 
Borrow money to build feedlot Dollar 
Borrow money to purchase land Dollar 
Build feedlot Head 
February Steer Placements 
Sell Cash Head 
February-June hedge Head 
February-July hedge Head 
April-June hedge Head 
April-July hedge Head 
August Steer Placements 
Sell cash Head 
August-December hedge Head 
August-January hedge Head 
October-December hedge Head 
October-January hedge Head 
February Heifer Placements 
Sell cash Head 
February-June hedge Head 
February-July hedge Head 
April-June hedge Head 
April-July hedge Head 
August Heifer Placements 
Sell cash Head 
August-December hedge Head 
August-January hedge Head 
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Table F-2. (Continued) 
Code 
P10943 
P109AA 
Q2092 
Q20921 
Q20922 
Q20923 
Q2092A 
P2047 
Q2051 
Q20511 
Q20512 
Q20513 
Q20514 
520515 
520516 
520517 
520518 
Q2054 
Q20541 
Q20542 
Q20543 
Q20544 
520545 
520546 
520547 
520548 
First Period 
Only& Description of Activity Units 
October-December hedge Head 
October-January hedge Head 
October Steer Calf Placement 
Sell cash Head 
October-June hedge Head 
October-July hedge Head 
February-June hedge Head 
February-July hedge Head 
Disposition of Current Corn 
Crop 
Feed to cattle Bushel 
Sell cash at harvest Bushel 
Harvest sale-futures purchase Bushel 
June-March hedge Bushel 
Storage hedge Bushel 
August-June hedge Bushel 
Sell cash in December Bushel 
Sell cash in February Bushel 
Sell cash in June Bushel 
Sell cash in August Bushel 
Disposition of Current 
Soybean Crop 
Sell cash at harvest Bushel 
Harvest sale-futures purchase Bushel 
June-March hedge Bushel 
Storage hedge Bushel 
August-June hedge Bushel 
Sell cash in December Bushel 
Sell cash in February Bushel 
Sell cash in June Bushel 
Sell cash in August Bushel 
h^e symbol * indicates that a constraint is entered for only the 
first year. 
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APPENDIX G. USING THE RAND QUADRATIC PROGRAM 
Solution Problems 
The decision to use the RAND program caused a great deal of 
misgivings during the computational stage and problems became suf­
ficiently severe that serious consideration was given to switching 
to MOTAD. Since others may wish to use the RAND QP, our experiences 
will be reported so that others can learn from them. 
Facilities for model debugging with the RAND program are not 
extensive; therefore, the quadratic program was first tested as a 
linear program. This was done to insure that the system of equations 
was feasible. Alsoj it provided a check on whether or not the 
solution was somewhat compatible with what a farmer might actually 
do; hence it was a means of locating obvious design error. 
Reference to (4-6) indicates that if the covariance matrix, 
2V, is eliminated, the QP problem is essentially the simultaneous 
solution of the primal and the dual. Linear programming theory states 
that if the primal is optimal then the dual is also optimal (24, 
p. 672). Therefore, if an optimal LP solution can be obtained then 
the QP problem, less the covariance matrix, should also have a 
solution. Unfortunately, this did not always prove true. 
Since optimal primal LP solutions could be obtained, an effort 
was then made to solve the dual problem. This led to further problems 
as the DUAL algorithm of IBM's MPSX linear programming solution would 
provide feasible, but nonoptimal solutions. Tolerances were changed 
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and activities were scaled, but the problem still persisted. Eventually 
a QP solution was obtained, so efforts to solve the dual were terminated 
without ever solving the complete four year model. A dual solution 
was obtained for a two year model. 
QP solutions were obtained with consistency only after the 
program tolerances were changed. Since considerable time and money 
were spent in isolating this problem, the tolerance settings that 
were used are given in Table G-1. 
PIVOT and REJECT are tolerances for selecting pivot elements. 
Any element in the inverse which is smaller than either of these two 
tolerances is not used as a pivot. In solving the full QP problem 
and completing the parametric run, default values for these two 
tolerances resulted in infeasibilities; hence, much smaller tolerances 
were used. COST is used to determine a value below which a reduced 
cost is negative. Increasing this tolerance, e.g., using a value of 
-1.0 E-03, caused problems in obtaining a feasible solution to the 
primal. RESET is the tolerance for setting activity levels equal to 
zero. Any activity with an absolute value less than this tolerance 
is set equal to zero in the solution. If this tolerance is set lower 
than default, the number of iterations required to reach optimality 
is increased and, in some cases, it may not be possible to obtain an 
optimal solution. Nonoptimality (or infeasibility) is caused by 
the inability of the program to remove very small negative values of 
some variables from the program, i.e., not all variables can be made 
positive or exactly equal to zero. Maintaining this tolerance at 
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Table G-1. Tolerance Settings for the RAND QP Program^  
Tolerance Settings 
Variable Default 
PIVOT l.OE-05 
REJECT l.OE-03 
COST -l.GE-05 
RESET l.OE-05 
ENTRY l.OE-07 
TMULT l.OE-10 
Used 
l.OE-10 
l.OE-10 
•l.OE-10 
l.OE-05 
l.OE-35 
l.OE-35 
(^28, p. 20). 
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default or actually increasing it makes it easier for the program to 
make variables nonnegative (or treat them as such); however; increasing 
this value too much above default causes inaccurate solutions. The 
last two tolerances, ENTRY and TMULT, deal with minimum size of the 
elements transformed in the inverse. Very small tolerances were used, 
but it did not appear that this had much effect upon obtaining feasi­
bility. 
Increasing the Dimensions of the RAND QP 
The BAND Fortran code as listed in the manual (28) is capable 
of processing only a very small matrix. To obtain solutions for the 
model that was developed, the program had to be recompiled. Specifi­
cally, the dimension of the array that holds the matrix entries, row 
and column identifications, and the inverse had to be increased. 
The size of the program can be increased by changing the dimension 
of the array A in both the main program (card MAIN0120) and subroutine 
SEGIN (card BGN 0050).^  No changes need to be made in any other 
subroutines. 
Another card which may have to be changed is a DATA card, 
MAIN0350. This card specifies limits for the number of matrix entries 
(MINDMl), the number of columns (MINDM2), and the number of rows 
In the code that we initially received, a number of other arrays 
were included that were not listed in the RAND manual (28). Specifi­
cally, these arrays were lA, KL, KN, KN2, NR, NR2, B, KLT, and KNR. In 
recompiling the program, these arrays were omitted. 
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(MINDM3). In all programs that were compiled and successfully 
executed, MINDMl was set at one half of the dimension of A. 
We used two versions of the program. One allowed 50,000 elements 
in the A array and required 472K of computer memory. A slightly 
larger version with 70,000 elements in the A array, required 623K 
of computer memory. One run was made on a program with an A array 
of 100,000 elements, but an abnormal termination resulted. The 
only thing we did differently in changing the program was that we 
had not set MINDMl equal to 50,000 (one half of the A dimension). 
Since runs with a program of such a large size were extremely costly, 
we did not attempt to determine if that was the problem. 
The Fortran code as listed in the RAND manual contains an error.^  
In subroutine CAP, the range of the DO loop in statement CAP 1680 
is 5, 15, 2. This should be changed to 5, 13, 2. Unless this change 
is made, a larger size program will not execute properly. 
We learned of this error indirectly. We understand the staff 
at Pennsylvania State University located the problem. 
