Driven by a wide range of contemporary applications, statistical inference for covariance structures has been an active area of current research in high-dimensional statistics. This paper provides a selective survey of some recent developments in hypothesis testing for high-dimensional covariance structures, including global testing for the overall pattern of the covariance structures and simultaneous testing of a large collection of hypotheses on the local covariance structures with false discovery proportion (FDP) and false discovery rate (FDR) control. Both onesample and two-sample settings are considered. The specific testing problems discussed include global testing for the covariance, correlation, and precision matrices, and multiple testing for the correlations, Gaussian graphical models, and differential networks. 
Introduction
Analysis of high dimensional data, whose dimension p can be much larger than the sample size n, has emerged as one of the most important and active areas of current research in statistics. It has a wide range of applications in many fields, including genomics, medical imaging, signal processing, social science, and financial economics. Covariance structure plays a central role in many of these analyses. In addition to being of significant interest in its own right for many important applications, knowledge of the covariance structures is critical for a large collection of fundamental statistical methods, including the principal component analysis, discriminant analysis, clustering analysis, and regression analysis.
There have been significant recent advances on statistical inference for high-dimensional covariance structures. These include estimation of and testing for large covariance matrices, volatility matrices, correlation matrices, precision matrices, Gaussian graphical models, differential correlations, and differential networks. The difficulties of these high-dimensional statistical problems can be traced back to the fact that the usual sample covariance matrix, which performs well in the classical low-dimensional cases, fails to produce good results in the high-dimensional settings. For example, when p > n, the sample covariance matrix is not invertible, and consequently does not lead directly to an estimate of the precision matrix (the inverse of the covariance matrix) which is required in many applications. It is also well known that the empirical principal components of the sample covariance matrix can be nearly orthogonal to the corresponding principal components of the population covariance matrix in the high-dimensional settings. See, e.g., Johnstone (2001) , Paul (2007) , and Johnstone and Lu (2009) .
Structural assumptions are needed for accurate estimation of high-dimensional covariance and precision matrices. A collection of smoothing and regularization methods have been developed for estimation of covariance, correlation, and precision matrices under the various structural assumptions. These include the banding methods in Wu and Pourahmadi (2009) and Bickel and Levina (2008a) , tapering in Furrer and Bengtsson (2007) and Cai et al. (2010) , thresholding rules in Bickel and Levina (2008b) , El Karoui (2008), Rothman et al. (2009) , , and Fan et al. (2011) , penalized log-likelihood estimation in Huang et al. (2006) , Yuan and Lin (2007) , d 'Aspremont et al. (2008) , Banerjee et al. (2008) , Rothman et al. (2008) , Lam and Fan (2009) , Ravikumar et al. (2011), and Chandrasekaran et al. (2012) , regularizing principal components in Johnstone and Lu (2009) , Zou et al. (2006) , , Fan et al. (2013) , and Vu and Lei (2013) , and penalized regression for precision matrix estimation, Gaussian graphical models, and differential networks in Meinshausen and Bühlmann (2006) , Yuan (2010) , , Sun and Zhang (2013) , Zhao et al. (2014) , and Ren et al. (2015) .
Optimal rates of convergence and adaptive estimation for high-dimensional covariance and precision matrices have been studied. See, for example, Cai et al. (2010) ; Cai and Yuan (2012) for bandable covariance matrices, Cai and Zhou (2012) ; for sparse covariance matrices, Cai, Ren, and Zhou (2013) for Toeplitz covariance matrices, for sparse spiked covariance matrices, and for sparse precision matrices. It should be noted that many of these matrix estimation problems exhibit new features that are significantly different from those that occur in the conventional nonparametric function estimation problems and require the development of new technical tools which can be useful for other estimation and inference problems as well. See Cai et al. (2016) for a survey of the recent results on optimal and adaptive estimation, and for a discussion of some key technical tools used in the theoretical analyses.
Parallel to estimation, there have been significant recent developments on the methods and theory for hypothesis testing on high-dimensional covariance structures. There are a wide array of applications, including brain connectivity analysis (Shaw et al. 2006) , gene co-expression network analysis (Carter et al. 2004; Lee et al. 2004; Zhang et al. 2008; Dubois et al. 2010; Fuller et al. 2007) , differential gene expression analysis (Shedden and Taylor (2005) ; de la Fuente (2010); Ideker and Krogan (2012) ; Fukushima (2013) ), and correlation analysis of factors that interact to shape children's language development and reading ability (Dubois et al. 2010; Hirai et al. 2007; Raizada et al. 2008; Zhu et al. 2005) .
High dimensionality and dependency impose significant methodological and technical challenges. This is particularly true for testing on the structure of precision matrices and differential networks as there is no "sample precision matrix" as the natural starting point. The problems of hypothesis testing for high-dimensional covariance structures can be divided into two types: global testing for the overall pattern of the covariance structures and simultaneous testing of a large collection of hypotheses for the local covariance structures such as pairwise correlations or changes on conditional dependence. These two types of testing problems are related but also very different in nature. We discuss them separately in the present paper.
In the classical setting of low-dimension and large sample size, several methods have been developed for testing specific global patterns of covariance matrices. In the highdimensional settings, these methods either do not perform well or are no longer applicable. A collection of new global testing procedures have been developed in the last few years both in the one-sample and two-sample cases. In addition to global testing, large-scale multiple testing for high-dimensional covariance structures, where one tests simultaneously thousands or millions of hypotheses on the local covariance structures or the changes of the local covariance structures, is an important and challenging problem. For a range of applications, a common feature in the covariance structures is sparsity under the alternatives. We will discuss a few recently proposed methods for both global testing and large-scale multiple testing for high-dimensional covariance structures that leverage the sparsity information. We will conclude with a discussion on some future issues and open problems.
Throughout the paper, Σ = (σi,j), R = (ri,j), Ω = (ωi,j), and I denote the covariance, correlation, precision, and identity matrices, respectively. in the one-sample case, we assume that we observe a random sample {X1, . . . , Xn} which consists of n independent copies of a p-dimensional random vector X = (X1, . . . , Xp) following some distribution with mean µ = (µ1, ..., µp) and covariance matrix Σ = (σi,j)p×p. The sample mean isX = 1 n n k=1 X k and sample covariance matrixΣ = (σi,j)p×p is defined aŝ
In the two-sample case, we observe two independent random samples, {X1, . . . , Xn 1 } are i.i.d. from a p-variate distribution with µ 1 = (µ1,1, ..., µp,1) and covariance matrix Σ1 = (σi,j,1)p×p and {Y1, . . . , Yn 2 } are i.i.d. from a distribution with µ 2 = (µ1,2, ..., µp,2) and covariance matrix Σ2 = (σi,j,2)p×p. Given the two independent random samples, define the sample means byX =
k=1 Y k and the sample covariance matricesΣ1 = (σi,j,1)p×p andΣ2 = (σi,j,2)p×p bŷ
Global Testing for High-Dimensional Covariance Structures
Global testing has been relatively well studied in the one-sample case. Several interesting two-sample global testing problems have also been investigated recently. We give a brief discussion here and consider these problems in detail in Section 2.
1.1.0.1. Testing the Simple Global Null Hypothesis H0 : Σ = I. Testing a simple global null hypothesis H0 : Σ = I occupies a special position in the methods and theory for testing high-dimensional covariance structures. Much of the random matrix theory has been developed in the null case Σ = I and testing for H0 : Σ = I is often used as an immediate application for the results from the random matrix theory. A collection of testing methods has been proposed in the literature, including tests based on the spectral norm (largest eigenvalue), tests based on the Frobenius norm, and tests using the maximum entrywise deviation. A concise summary of the methods for testing the global null H0 : Σ = I is given in Section 2.1.
1.1.0.2. Testing a Composite Global Null Hypothesis in the One-Sample Case.
In addition to testing the simple null H0 : Σ = I, it is also of interest to test a range of composite global null hypotheses, including testing for sphericity with H0 : Σ = σ 2 I, testing for H0 : Σ is diagonal, which is equivalent to H0 : R = I, and testing for shortrange dependence H0 : ri,j = 0 for all |i − j| ≥ k. For testing against a composite null, the standard random theory results are often not directly applicable. Methods for testing these one-sample composite global nulls will be discussed in Section 2.2.
1.1.0.3. Testing for Equality of Two Covariance Matrices H0 : Σ1 = Σ2. Testing the equality of two covariance matrices Σ1 and Σ2 is an important problem. Many statistical procedures including the classical Fisher's linear discriminant analysis rely on the fundamental assumption of equal covariance matrices. The likelihood ratio test (LRT) is commonly used in the conventional low-dimensional case and enjoys certain optimality properties. In the high-dimensional setting where p > n, the LRT is not applicable. There are two types of tests in this setting: one is based on the maximum entrywise deviation and another is based on the Frobenius norm of Σ1 − Σ2. The former is particularly powerful when Σ1 −Σ2 is "sparse" under the alternative and the latter performs well when Σ1 −Σ2 is "dense". Section 2.3 discusses a recent proposal in that is powerful against sparse alternatives and robust with respect to the population distributions. A summary of a few Frobenius norm based methods is also given.
1.1.0.4. Global Testing for Differential Correlations H0 : R1 − R2 = 0. Differential gene expression analysis is widely used in genomics for identifying disease-associated genes for complex diseases (Shedden and Taylor (2005) ; Bandyopadhyay et al. (2010) ; de la Fuente (2010); Ideker and Krogan (2012); Fukushima (2013) ). For example, de la Fuente (2010) demonstrated that the gene expression networks can vary in different disease states and the differential correlations in gene expression are useful in disease studies. Global testing for the differential correlations H0 : R1 − R2 = 0 based on two independent random samples is complicated as the entries of the sample differential correlation matrix are correlated under the null H0. Section 2.4 considers a test recently introduced in Cai and Zhang (2016) that is based on the maximum entrywise deviation. The test is powerful when the differential correlation matrix is sparse under the alternative.
1.1.0.5. Global Testing for Differential Network H0 : Ω1−Ω2 = 0. Gaussian graphical models provide a powerful tool for modeling the conditional dependence relationships among a large number of random variables in a complex system. Applications include portfolio optimization, speech recognition, and genomics. It is well known that the structure of an undirected Gaussian graph is characterized by the precision matrix of the corresponding distribution (Lauritzen 1996) . In addition to inference for a given Gaussian graph, it is of significant interest in many applications to understand whether and how the network changes between disease states (de la Fuente 2010; Ideker and Krogan 2012; Hudson et al. 2009; Li et al. 2007; Danaher et al. 2014; Zhao et al. 2014; Xia et al. 2015) . The problem of detecting whether the network changes between disease states under the Gaussian graphical model framework can be formulated as testing
where ∆ = (δi,j) = Ω1 − Ω2 is called the differential network. Equality of two precision matrices is mathematically equivalent to equality of two covariance matrices. However, it is often the case in many applications Ω1 and Ω2 are sparse and it is important to test the precision matrices directly in order to incorporate the sparsity information in the testing procedure. Section 2.5 discusses a testing method recently proposed in Xia et al. (2015) that is based on a penalized regression approach.
Multiple Testing for Local Covariance Structures
Simultaneously testing a large number of hypotheses on local covariance structures arises in many important applications including genome-wide association studies (GWAS), phenomewide association studies (PheWAS), and brain imaging. A common goal in multiple testing is often to control the false discovery proportion (FDP), which is defined to be the proportion of false positives among all rejections, and its expectation, the false discovery rate (FDR). Simultaneous testing for the covariance structures with FDP and FDR control is technically challenging, both in constructing a suitable test statistic for testing a given hypothesis and establishing its null distribution and in developing a multiple testing procedure to account for the multiplicity and dependency so that the overall FDP and FDR are controlled.
Multiple testing has been well studied in the literature, especially in the case where the test statistics are independent. See, for example, Benjamini and Hochberg (1995) ; Storey (2002) ; Efron (2004) ; Genovese and Wasserman (2004) ; Sun and Cai (2007) . Standard FDR control procedures, such as the Benjamini-Hochberg (B-H) procedure (Benjamini and Hochberg 1995) , typically built under the independence assumption, would fail to provide desired error controls in the presence of strong correlation, particularly when the signals are sparse. The effects of dependency on multiple testing procedures have been considered, for example, in Benjamini and Yekutieli (2001) Sun et al. (2015) . In particular, Qiu et al. (2005) demonstrated that the dependency effects can significantly deteriorate the performance of many multiple testing procedures. Farcomeni (2007) and Wu (2008) showed that the FDR is controlled at the nominal level by the B-H procedure under some stringent dependency assumptions. The procedure in Benjamini and Yekutieli (2001) allows the general dependency by paying a logarithmic term loss on the FDR which makes the method very conservative.
A natural starting point for large-scale multiple testing for local covariance structures is the sample covariance or correlation matrix, whose entries are intrinsically heteroscedastic and dependent even if the original observations are independent. The sample covariances/correlations may have a wide range of variability and their dependence structure is rather complicated. The analysis of these large-scale multiple testing problems poses many statistical challenges not present in smaller scale studies.
1.2.0.1. Multiple Testing for Correlations. The problem of correlation detection arises in both one-sample and two-sample settings. In the one-sample case, one wishes to simultaneously test (p 2 − p)/2 hypotheses H0,i,j : ri,j = 0 versus H1,i,j : ri,j = 0, for 1 ≤ i < j ≤ p.
In the two-sample case, one is interested in the simultaneous testing of correlation changes,
Section 3.2 discusses multiple testing procedures for correlations recently introduced in Cai and Liu (2015) in both the one-sample and two-sample settings.
1.2.0.2. Multiple Testing for Gaussian Graphical Models. As mentioned earlier, Gaussian graphical models have a wide range of applications and the conditional dependence structure is completely characterized by the corresponding precision matrix Ω = (ωi,j)p×p of the distributions. Given an i.i.d. random sample, the problem of multiple testing for a Gaussian graphical model can thus be formulated as simultaneously testing (
hypotheses on the off-diagonal entries of the precision matrix Ω,
Section 3.3 discusses a multiple testing procedure for Gaussian graphical models proposed in Liu (2013) , which was shown to control both the FDP and FDR asymptotically.
1.2.0.3. Multiple Testing for Differential Networks. Differential network analysis has many important applications in genomics and other fields. If the global null hypothesis H0 : ∆ ≡ Ω1 − Ω2 = 0 is rejected, it is often of significant interest to investigate the local structures of the differential network ∆. A natural approach is to carry out simultaneous testing for the (p 2 − p)/2 hypotheses on the off-diagonal entries of ∆ = (δi,j),
This problem was recently studied in Xia et al. (2015) . A procedure for simultaneously testing the hypotheses in (3) was developed and shown to control the FDP and FDR asymptotically. Section 3.4 will discuss this procedure in detail.
Notation and Definitions
We introduce here notation and definitions that will be used in the rest of the paper. Vectors and matrices are denoted by boldfaced letters. For a vector a = (a1, . . . , ap) ∈ R p , define the q norm by a q = (
has at most k nonzero entries. We say a matrix A is k-sparse if each row/column has at most k nonzero entries. For any vector a ∈ R p , let a−i denote the vector in R p−1 by removing the i th entry from a. For a matrix A ∈ R p×q , Ai,−j denotes the i th row of A with its j th entry removed and A−i,j denotes the j th column of A with its i th entry removed. The matrix A−i,−j denotes a (p − 1) × (q − 1) matrix obtained by removing the i th row and j th column of A. For 1 ≤ w ≤ ∞ and a matrix A = (ai,j)p×p, the matrix w norm of a matrix A is defined as A w = max x w =1 Ax w .
The spectral norm is the 2 norm. The Frobenius norm of A is A F = i,j a 2 i,j , and the trace of A is tr(A) = i ai,i.
For a set H, denote by |H| the cardinality of H. For two sequences of positive real numbers {an} and {bn}, write an = O(bn) if there exists a constant C such that |an| ≤ C|bn| holds for all n, write an = o(bn) if limn→∞ an/bn = 0, an bn means an ≤ Cbn for all n, and an bn if an bn and bn an. We use I{·} to denote the indicator function, use φ and Φ to denote respectively the density and cumulative distribution function of the standard normal distribution, and use G(t) = 2 − 2Φ(t) for the tail probability of the standard normal distribution.
Global Testing for Covariance Structures
We discuss in this section several problems on global testing for the overall patterns of the covariance structures. As mentioned in the introduction, in many applications, a common feature in the covariance structures is sparsity under the alternatives. A natural strategy to leverage the sparsity information is to use the maximum of entrywise deviations from the null as the test statistic. The null distribution of such a statistic is often the type I extreme value distribution. In this paper, we say a test statistic Mn,p has asymptotically the extreme value distribution of type I if for any given t ∈ R,
The 1 − α quantile, denoted by qα, of the type I extreme value distribution is given by
We begin with a brief summary of the methods for testing for a simple null H0 : Σ = I. This problem has been well studied in the literature due to its close connection to the random matrix theory.
Testing a Simple Global Null Hypothesis H 0 : Σ = I
In the classical setting where the dimension p is fixed and the distribution is Gaussian, the most commonly used test for testing the simple null H0 : Σ = I is the likelihood ratio test, whose test statistic is given by LR = tr(Σ) − log det(Σ) − p. It is known that the asymptotic null distribution of the test statistic LR is χ 2 p(p+1)/2 . See Anderson (2003); Muirhead (1982) . When the dimension p grows with the sample size n, the standard LRT is no longer applicable. Bai et al. (2009) proposed a corrected LRT for which the test statistic has a Gaussian limiting null distribution when p/n → c ∈ (0, 1). The result is further extended in Jiang et al. (2012); Zheng et al. (2015) .
In the high-dimensional setting, a natural approach to testing the simple null H0 : Σ = I is to use test statistics that are based on some distance Σ − I where · is a matrix norm such as the spectral norm or the Frobenius norm. When the dimension p and the sample size n are comparable, i.e., p/n → γ ∈ (0, ∞), testing of the hypotheses H0 : Σ = I against H1 : Σ = I has been considered by Johnstone (2001) in the Gaussian case, Soshnikov (2002) in the sub-Gaussian case, and by Peche (2009) in a more general setting with moment conditions and where the ratio p/n can converge to either a positive number γ, 0 or ∞. Johnstone (2001) showed that in the Gaussian case, when p/n → c ∈ (0, ∞), the limiting null distribution of the largest eigenvalue of the sample covariance matrix is the TracyWidom distribution. The result immediately yields a test for H0 : Σ = I in the Gaussian case. See Johnstone (2001) In addition to the spectral norm (largest eigenvalue) based tests, several testing procedures based on the squared Frobenius norm Σ − I 2 F have been proposed. Tests using the Frobenius norm was first introduced in John (1971) and Nagao (1973) in the low-dimensional setting by simply plugging in the sample covariance matrixΣ and using p −1 Σ − I 2 F as the test statistic. Ledoit and Wolf (2002) showed that using p −1 Σ − I 2 F leads to an inconsistent test in the high-dimensional setting and introduced a correction term − 1 np
. It is shown that the new test statistic has a Gaussian limiting null distribution. The results have been extended by Birke and Dette (2005) ; Srivastava (2005) . Chen et al. (2010) proposed new test statistic by using U -statistics to estimate the traces (tr(Σ), tr(Σ 2 )) and studied the asymptotic power of the test. A few optimality results on testing H0 : Σ = I have been established. characterized the optimal testing boundary that separates the testable region from the non-testable region by the Frobenius norm in the setting where p/n is bounded. A U -statistics based test that is similar to the one proposed in Chen et al. (2010) is shown to be rate optimal over this asymptotic regime. Moreover, the power of this test uniformly dominates that of the corrected LRT over the entire asymptotic regime under which the corrected LRT is applicable (i.e. p < n and p/n → c ∈ [0, 1]). See also Baik et al. (2005) ; El Karoui (2007); Onatski et al. (2013) for other optimality results.
Testing a Composite Global Null Hypothesis in the One-Sample Case
In addition to testing the simple null hypothesis H0 : Σ = I, there are several interesting global testing problems in the one-sample case with composite null hypotheses. Tests based on the largest eigenvalue of the sample covariance matrix cannot be easily modified for testing composite nulls. In particular, testing for sphericity with H0 : Σ = σ 2 I has been studied. LRT is the standard choice in the low-dimensional setting. John (1971) introduced an invariant test based on the test statistic
and proved that the test is locally most powerful invariant test for sphericity where the dimension p is fixed. Ledoit and Wolf (2002) showed this test is consistent even when p grows with n.
A more general null hypothesis is that Σ is diagonal. In the Gaussian case, this is equivalent to the independence of the components. The null is equivalent to H0 : R = I, where R is the correlation matrix. A natural test is then to use the maximum of the absolute offdiagonal entries of the sample correlation matrixR = (ri,j). Let Ln,p = max 1≤i<j≤p |ri,j|. Ln,p is called the coherence of the data matrix (X1, ..., Xn) Jiang 2011). Jiang (2004) showed that nL 2 n,p has asymptotically the extreme value distribution of type I as in (4), under the conditions E |Xi| 30+ε < ∞ and p/n → γ ∈ (0, ∞). Jiang (2011, 2012) ; Shao and Zhou (2014) extended the results on the limiting null distribution to the ultra-high-dimensional settings. The asymptotic null distribution results lead immediately to a test for the hypothesis H0 : R = I by using nL 2 n,p as the test statistic. Testing H0 : R = I can be viewed as a special case of testing for short-range dependence. More precisely, for a given bandwidth k = k(n, p) ≥ 1, one wishes to test H0: σi,j = 0 for all |i − j| ≥ k. Such a problem arises, for example, in econometrics and in time series analysis. See, for example, Andrews (1991) ; Ligeralde and Brown (1995) . Cai and Jiang (2011) proposed the following test statistic, called k-coherence, L n,p,k = max |i−j|≥k |ρi,j| and showed that nL 2 n,p,k has the same limiting extreme value distribution as in (4) provided that most correlations are bounded away from 1 and k = o(p ) for some small . The results have since been extended by Shao and Zhou (2014) ; Xiao and Wu (2011) . Qiu and Chen (2012) proposed a test based on a U -statistic which is an unbiased estimator of |i−j|≥k σ 2 i,j for testing bandedness of Σ. Compared with the test proposed in Cai and Jiang (2011) , which is powerful for sparse alternatives, the test introduced in Qiu and Chen (2012) is powerful for dense alternatives.
Testing for Equality of Two Covariance Matrices
In the classical low-dimensional setting, the problem of testing for the equality of two covariance matrices has been well studied. The likelihood ratio test (LRT) is most commonly used and it has certain optimality properties. See, for example, Sugiura and Nagao (1968) ; Gupta and Giri (1973); Perlman (1980) ; Gupta and Tang (1984) ; Anderson (2003) .
In the high dimensional setting, where the dimension p can be much larger than the sample sizes, the LRT is not well defined. In such a setting, several new tests for testing H0 : Σ1 = Σ2 have been proposed. These are either based on the squared Frobenius norm Σ1 − Σ2 2 F or the entrywise deviations. In many applications such as gene selection in genomics, the covariance matrices of the two populations can be either equal or quite similar in the sense that they only possibly differ in a small number of entries. In such a setting, under the alternative the differential covariance matrix ∆ ≡ Σ1 − Σ2 is sparse.
In a recent paper, introduced a test that is powerful against sparse alternatives and robust with respect to the population distributions. The null hypothesis H0 : Σ1 − Σ2 = 0 is equivalent to H0 : max 1≤i≤j≤p |σi,j,1 − σi,j,2| = 0. Let the sample covariance matricesΣ1 = (σi,j,1) andΣ2 = (σi,j,2) be given in (2). A natural approach is to compareσi,j,1 andσi,j,2 and to base the test on the maximum differences. However, due to the heteroscedasticity of the sample covariancesσi,j,1's andσi,j,2's, it is necessary to first standardizeσi,j,1 −σi,j,2 before making a comparison among different entries.
To be more specific, define the variances θi,j,1 = Var((Xi − µi,1)(Xj − µj,1)) and θi,j,2 = Var((Yi − µi,2)(Yj − µj,2)). Note that θi,j,1 and θi,j,2 can be respectively estimated bŷ θi,j,1 = 1 n1 used such a variance estimator for adaptive estimation of a sparse covariance matrix. Given the variance estimatorsθi,j,1 andθi,j,2, one can standardize the squared difference of the sample covariances (σi,j,1 −σi,j,2) 2 as proposed to use the maximum of the Ti,j as the test statistic
for testing the null H0 : Σ1 = Σ2. It is shown that, under H0 and regularity conditions, Mn,p has asymptotically the extreme value distribution of type I as in (4). The technical difficulty in establishing the asymptotic null distribution lies in dealing with the dependence among the Ti,j. The limiting null distribution of Mn,p leads naturally to the test Φα = I{Mn,p ≥ qα + 4 log p − log log p}
for a given significance level 0 < α < 1, where qα is the 1 − α quantile of the type I extreme value distribution given in (5). The hypothesis H0 : Σ1 = Σ2 is rejected whenever Φα = 1. The test Φα is particularly well suited for testing against sparse alternatives. The theoretical analysis shows that the proposed test enjoys certain optimality against a large class of sparse alternatives in terms of the power. It only requires one of the entries of Σ1 − Σ2 having a magnitude more than C log p/n in order for the test to correctly reject the null H0. It is also shown that this lower bound C log p/n is rate-optimal.
In addition to the test based on the maximum entrywise deviations proposed in , there are several testing procedures based on the Frobenius norm of Σ1 − Σ2. (2012) proposed a test using a combination of U -statistics which was also motivated by an unbiased estimator of the squared Frobenius norm of Σ1 − Σ2. These Frobenius norm-based testing procedures perform well when Σ1 − Σ2 is "dense", but they are not powerful against sparse alternatives.
Global Testing for Differential Correlations
In many applications, the correlation matrices are of more direct interest than the covariance matrices. In this case, it is naturally to test for the equality of two correlation matrices,
This testing problem was considered in Cai and Zhang (2016) . Let the sample covariance matricesΣ1 = (σi,j,1)p×p andΣ2 = (σi,j,2)p×p be given as in (2). The sample correlation matrices areR d = (r i,j,d )p×p witĥ
Similar to testing for the equality of two covariance matrices, a natural test for testing the hypotheses in (9) is to use the maximum entrywise differences of the two sample correlation matrices. And for the same reason, it is also necessary to standardizeri,j,1 −ri,j,2 before making the comparisons. Define
and define ηi,j,2 similarly. Then, for d = 1 and 2, asymptotically as n, p → ∞,
The asymptotic variances are unknown but can be estimated bŷ ηi,j,1 = 1 n1
withηi,j,2 defined similarly. Given the variance estimatesηi,j,1 andηi,j,2, we standardize the squared difference of the sample correlations (ri,j,1 −ri,j,2) 2 as
and define the test statistic for testing H0 : R1 − R2 = 0 by
Ti,j.
Under regularity conditions, Mn,p can be shown to have asymptotically the extreme value distribution of type I as in (4). The result yields immediately a test for testing the hypothesis H0 : R1 − R2 = 0 at a given significance level 0 < α < 1, Ψα = I(Mn,p ≥ 4 log p − log log p + qα)
where qα is given in (5). The null hypothesis H0 : R1 −R2 = 0 is rejected whenever Ψα = 1. The test Ψα shares similar properties as the test proposed in for testing the equality of two covariance matrices. In particular, it is also particularly well suited for testing against sparse alternatives.
Global Testing for Differential Network
Precision matrix plays a fundamental role in many high-dimensional inference problems. In the Gaussian graphical model framework, the difference of two precision matrices Ω1 − Ω2 characterizes the differential network, which measures the amount of changes in the network between two states. The first problem to consider is the global detection problem: Is there any change in the two networks? This can be formulated as a global testing problem. The equality of two precision matrices is mathematically equivalent to the equality of two covariance matrices, which, as discussed earlier, has been well studied. However, in many applications it is often reasonable to assume that ∆ is sparse under the alternative, while Σ1 − Σ2 is not. Furthermore, it is of significant interest to identify the locations where Ω1 and Ω2 differ from each other. So it is essential to work on the precision matrices directly, not the covariance matrices.
Suppose we observe two independent random samples X1, . . . , Xn 1
with the precision matrix Ω1 = (ωi,j,1)p×p = Σ ∼ Np(µ 2 , Σ2) with Ω2 = (ωi,j,2)p×p = Σ −1 2 . Let ∆ = (δi,j) = Ω1 − Ω2 be the differential network. We wish to test H0 : ∆ = 0 versus H1 : ∆ = 0.
A testing procedure that is based on a penalized regression approach was recently proposed in Xia et al. (2015) and is shown to be powerful against sparse alternatives. Note that the null hypothesis H0 : ∆ = 0 is equivalent to the hypothesis H0 : max 1≤i≤j≤p |ωi,j,1 − ωi,j,2| = 0, an intuitive approach to test H0 is to first construct estimators of ω i,j,d , d = 1 and 2, and then use the maximum standardized differences as the test statistic.
Compared to testing the equality of covariance matrices or correlation matrices, testing H0 : Ω1 = Ω2 in the high-dimensional setting is technically much more challenging as there is no sample precision matrix that one can use as the starting point. Xia et al. (2015) takes the approach of relating the entries of a precision matrix to the coefficients of a set of regression models, and then constructs test statistics based on the covariances between the residuals of the fitted regression models.
In the Gaussian setting, the precision matrix can be described through linear regression models (Anderson 2003) . Let X = (X1, . . . , Xn 1 ) and Y = (Y1, . . . , Yn 2 ) denote the data matrices. Then one can write
where
. To construct the test statistics, it is important to understand the covariances among the error terms k,i,d ,
.
In order to construct the test statistic for testing H0 : Ω1 = Ω2, one first construct estimators of τ i,j,d , and then obtain estimators of ω i,j,d , and finally uses the maximum standardized differences as the test statistic.
Step 1: Construction of the estimators of τ i,j,d .
Estimatorsβ i,d that satisfy (13) and (14) can be obtained easily using, for example, the Lasso, scale Lasso, or Dantzig selector. Define the residuals bŷ
A natural estimator of τ i,j,d is the sample covariance between the residuals,
However, when i = j,τ i,j,d tends to be biased due to the correlation induced by the estimated parameters and it is desirable to construct a bias-corrected estimator. For 1 Xia et al. (2015) introduced a bias-corrected estimator of τ i,j,d aŝ
The bias ofτ i,j,d is of order
is a nearly unbiased estimator of τ i,i,d . A natural estimator of ω i,j,d can then be defined by
Step 2: Standardization. It is natural to test H0 : ∆ = 0 based on Fi,j,1 − Fi,j,2, 1 ≤ i ≤ j ≤ p. However, the estimators Fi,j,1 − Fi,j,2 are heteroscedastic and possibly have a wide range of variability. Standardization is thus needed in order to compare Fi,j,1 − Fi,j,2 for different entries. This requires an estimate of the variance of Fi,j,1 − Fi,j,2. Xia et al. (2015) showed that, uniformly in 1 ≤ i < j ≤ p,
Define the standardized statistics
Step 3: The test statistics. Xia et al. (2015) proposed the following test statistic for testing the global null H0, Xia et al. (2015) showed that, under regularity conditions, Mn,p has asymptotically the extreme value distribution of type I as in (4) which leads to the following test Ψα = I(Mn,p ≥ qα + 4 log p − log log p)
where qα is given in (5). The hypothesis H0 is rejected whenever Ψα = 1. Compared with global testing for covariance or correlation matrices, the technical analysis for testing the equality of two precision matrices is more involved. See Xia et al. (2015) for detailed proofs.
Large-Scale Multiple Testing for Local Covariance Structures
Multiple testing for local covariance structures has not been as well studied as global testing problems. In this section, we discuss recently proposed methods for simultaneous testing for correlations (Cai and Liu 2015) , Gaussian graphical models (Liu 2013) , and differential networks (Xia et al. 2015) . In each of these problems, the goal is to simultaneously test a large number of hypotheses on local covariance structures, H0,i,j, 1 ≤ i < j ≤ p, while controlling the FDP and FDR. The nulls can be, for example, H0,i,j : ri,j = 0 where ri,j is the correlation between variables i and j, or H0,i,j : ωi,j,1 − ωi,j,2 = 0 where ωi,j,1 and ωi,j,2 are the (i, j)-th entry of two precision matrices corresponding to Gaussian graphical models. These multiple testing procedures share some important features and it is helpful to discuss the main ideas and common features before introducing the specific procedures.
The Main Ideas and Common Features
Each multiple testing procedure is developed in two stages. The first step is to construct a test statistic Ti,j for testing an individual hypothesis H0,i,j and establish its null distribution, and the second step is to develop a multiple testing procedure to account for the multiplicity in testing a large number of hypotheses and the dependency among the Ti,j's so that the overall FDP and FDR are controlled. For the three simultaneous testing problems under consideration, the major difference lies in the first step. The second step is common to all three problems. An important component in the second step is the estimation of the proportion of the nulls falsely rejected among all the true nulls at any given threshold level.
Step 1: Construction of Test Statistics For each of these multiple testing problems, a test statistic Ti,j is constructed for testing an individual null hypothesis H0,i,j. The construction of the test statistics Ti,j can be involved and varies significantly from problem to problem. The specific constructions will be discussed in detail separately later. Under the null H0,i,j and regularity conditions, Ti,j is shown to have asymptotically standard normal distribution, Ti,j → N (0, 1).
The null hypotheses H0,i,j are rejected whenever |Ti,j| ≥ t for some threshold level t > 0. The choice of t is important.
Step 2: Construction of a Multiple Testing Procedure Once the test statistics Ti,j are constructed and the null distribution of Ti,j is obtained, the next step is to develop a multiple testing procedure that accounts for the multiplicity and dependency among the Ti,j's. This step is common to all three multiple testing problems under consideration. Let t be the threshold level such that the null hypotheses H0,i,j are rejected when |Ti,j| ≥ t. For any given t, the total number of rejections is
and the total number of false rejections is
where H0 = {(i, j) : 1 ≤ i < j ≤ p, H0,i,j is true} is the set of true null hypotheses. The false discovery proportion (FDP) and false discovery rate (FDR) are defined as
The fact that the asymptotic null distribution of Ti,j is standard normal implies that
An ideal choice of t is thus t * = inf 0 ≤ t ≤ 2 log p :
With this choice of the threshold, the multiple testing procedure would reject as many true positives as possible while controlling the FDR at the given level α. However, the total number of false positives, R0(t), is unknown as the set H0 is unknown. Thus this ideal choice of t is not available and a data-driven choice of the threshold needs to be developed. An important step in constructing the multiple testing procedure is estimating the proportion of the nulls falsely rejected by the procedure among all the true nulls at the threshold level t,
It can be shown that, under regularity conditions,
in probability as (n, p) → ∞, where G(t) = 2 − 2Φ(t) is the tail probability of the standard normal distribution, bp = 4 log p − ap and ap = 2 log(log p). The upper bound bp is nearoptimal for (26) to hold in the sense that ap cannot be replaced by any constant. Equation (26) shows that G0(t) is well approximated by G(t) and one can estimate the total number of false rejections R0(t) by G(t)(p 2 − p)/2.
This analysis leads to the following multiple testing procedure for covariance structures.
Algorithm 1 Large-scale multiple testing for local covariance structures 1: Calculate the test statistics Ti,j for 1 ≤ i < j ≤ p. 2: For given 0 ≤ α ≤ 1, calculatê
If (27) does not exist, then sett = 2 √ log p. 3: Reject H0,i,j whenever |Ti,j| ≥t.
It is helpful to explain the algorithm in more detail.
1. The above multiple testing procedure uses (p 2 − p)/2 as the estimate for the number of the true nulls. In many applications, the number of the true significant alternatives is relatively small. In such a sparse setting, one has |H0|/((p 2 − p)/2) ≈ 1 and the FDP and FDR levels of the testing procedure would be close to the nominal level α.
2. Note that G(t) is used to estimate G0(t) in the above procedure only in the range 0 ≤ t ≤ bp. This is done for an important reason. For t ≥ 4 log p − log(log p) + O(1), G(t) is not a consistent estimator of G0(t) since p 2 G(t) is bounded. Thus, whent in (27) does not exist, the test statistic |Ti,j| is thresholded at 2 √ log p directly to control the FDP. 3. It is also interesting to compare the proposed procedure with the well-known Benjamini-Hochberg (B-H) procedure. The B-H procedure with p-values G(|Ti,j|) is equivalent to rejecting H0,i,j if |Ti,j| ≥tBH, wheretBH is defined aŝ
Note that the difference between (27) and (28) lies in the range for t. It is important to restrict the range of t to [0, bp] in (27). The B-H procedure uses G(t) to estimate G0(t) for all t ≥ 0. As a result, when the number of true alternatives |H c 0 | is fixed as p → ∞, with some positive probability, the B-H method is unable to control the FDP, even in the independent case. See more discussions in Cai and Liu (2015) and Liu and Shao (2014) .
Multiple Testing for Correlations
Correlation detection is an important problem and has a number of applications. Cai and Liu (2015) considered multiple testing for correlations in both the one-sample and twosample settings. We discuss below these two settings separately.
3.2.1. One-Sample Testing. Let us begin with the relatively simple case of one-sample testing, where the goal is to detect significant correlations among the variables by simultaneously testing the hypotheses H0,i,j : ri,j = 0 versus H1,i,j : ri,j = 0 for 1 ≤ i < j ≤ p. Note that this is equivalent to multiple testing for the covariances, H0,i,j : σi,j = 0 versus H1,i,j : σi,j = 0, for 1 ≤ i < j ≤ p.
The first step in developing the multiple testing procedure is to construct a test statistic for testing each hypothesis H0,i,j. A natural starting point for testing the hypotheses in (29) is the sample covariance matrixΣ = (σi,j) defined in (1). As mentioned in Section 2, the sample covariancesσi,j are heteroscedastic and may have a wide range of variability, it is necessary to standardizeσi,j before comparing them. Let θi,j = Var((Xi − µi)(Xj − µj)). As noted in , a consistent estimate of θi,j is given bŷ
It is thus natural to normalize the sample covariances as
and use them as the test statistics for simultaneous testing of H0,i,j. The null distribution of Ti,j is relatively easy to establish. It follows from the central limit theorem and the law of large numbers that under H0,i,j and the moment condition
Once the test statistics Ti,j are constructed and their null distributions are established, one can apply Step 2 discussed in Section 3.1 to construct a multiple testing procedure that accounts for the multiplicity and dependency among the Ti,j's. The large-scale simultaneous testing procedure for correlations is given as in Algorithm 1 with Ti,j computed from (30).
Remark 1. The normal approximation is suitable when the sample size is large. In the case of small sample size, a bootstrap procedure can be used to improve the accuracy of the approximation to G0(t). See Cai and Liu (2015) for more details.
Under mild regularity conditions, the multiple testing procedure given in Algorithm 1 with Ti,j computed from (30) → 1 in probability as (n, p) → ∞. See Cai and Liu (2015) for a detailed proof.
3.2.2. Two-Sample Testing. We now turn to the two-sample case where one wishes to simultaneously test the entries of the differential correlation matrix R1−R2 = (ri,j,1−ri,j,2),
This multiple testing problem is technically more involved than the one-sample case as each null H0,i,j is a composite hypothesis and it cannot be translated into a simple hypothesis on the covariances. As in the one-sample case, the first step in developing the multiple testing procedure is the construction of a suitable test statistic for the individual hypothesis and establish its null distribution. We begin by constructing a test statistic for testing the equality of each individual pair of correlations, H0,i,j : ri,j,1 = ri,j,2. A natural starting point is the sample correlationŝ
. Similar to the sample covariances,ri,j,1 andri,j,2 are heteroscedastic and are thus not directly comparable. Cai and Liu (2015) assumes a moment condition on the distribution, which is satisfied by the class of the elliptically contoured distributions. This is clearly a much larger class than the class of multivariate normal distributions. Under regularity conditions, ri,j,1 −ri,j,2
with κ1 ≡ 1 3
Note that κ1 = κ2 = 1 for multivariate normal distributions.
In general, the parameters ri,j,1, ri,j,2, κ1 and κ2 in the denominator of (33) are unknown and need to be estimated. κ1 and κ2 can be estimated respectively bŷ
Taking into account of possible sparsity of the correlation matrices, a thresholded version of the sample correlation coefficients can be used to estimate ri,j,1 and ri,j,2, Cai and Liu (2015) proposed the following test statistic by replacing r 2 i,j,1 and r 2 i,j,2 in the denominator of (33) withr
for testing the hypothesis H0,i,j : ri,j,1 = ri,j,2. Note that under H0,i,j,r 2 i,j is a consistent estimator of ri,j,1 and ri,j,2. On the other hand, under the alternative H1,i,j,
The test statistic Ti,j has standard normal distribution asymptotically under the null hypothesis H0,i,j and it is robust against a class of non-normal population distributions of X and Y. More precisely, under H0,i,j and some regularity conditions,
uniformly in 1 ≤ i < j ≤ p and p ≤ n k for any b > 0 and k > 0.
After the test statistics Ti,j for testing the individual hypothesis H0,i,j : ri,j,1 = ri,j,2 are constructed and their null distributions are obtained, one can again apply Step 2 discussed in Section 3.1. The multiple testing procedure for differential correlations is then given by Algorithm 1 with Ti,j computed from (34). The properties of the proposed procedure are studied both theoretically and numerically in Cai and Liu (2015) . It is shown that, under regularity conditions, the multiple testing procedure controls the overall FDP and FDR at the pre-specified level asymptotically. The proposed procedure works well even when the components of the random vectors are strongly dependent and hence provides theoretical guarantees for a large class of correlation matrices.
Remark 2. The multiple testing procedure for the one-sample case given in Section 3.2.1 was developed by first transforming the problem of testing the simple null hypotheses H0,i,j : ri,j = 0 to testing equivalent hypotheses on the covariances H0,i,j : σi,j = 0, 1 ≤ i < j ≤ p. A different multiple testing procedure can be constructed by using the same argument as in the two-sample case and treating the correlations directly. Under similar regularity conditions, the following test statistic can be used for testing each H0,i,j : ri,j = 0, 
It can be shown that the asymptotic null distribution ofTi,j is standard normal. This combined with the same second step leads to a multiple testing procedure that controls the FDP and FDR.
Remark 3. As in the one-sample case, the normal approximation is suitable in the twosample setting when the sample sizes are large. A similar bootstrap procedure can be used to improve the accuracy of the approximation when the sample sizes are small. See Cai and Liu (2015) for more details.
Multiple Testing for A Gaussian Graphical Model
Motivated by a range of applications for Gaussian graphical models, Liu (2013) considers multiple testing for the partial correlations under a Gaussian graphical model framework and introduced a testing procedure with the FDP and FDR control. Suppose we observe a random sample X1, . . . , Xn
∼ Np(µ, Σ) with the precision matrix Ω = Σ −1 = (ωi,j) and wish to simultaneously test the hypotheses
while controlling the FDP and FDR asymptotically at a pre-specified level 0 < α < 1. As mentioned in Section 2.5, the precision matrix Ω can be described through linear regression models. Let X = (X1, . . . , Xn) denote the data matrix. Then one can write
where 
The test statistic Ti,j for testing the hypothesis H0,i,j : ωi,j = 0 is obtained by first constructing an estimate of τi,j, and then an estimate of ωi,j. We begin by constructing the estimators for τi,j. Letβ i = (β1,i, . . . ,βp−1,i) be estimators of β i satisfying max
and min λ 1 2 max(Σ) max
Estimatorsβ i that satisfy (37) and (38) can be obtained easily using, for example, the Lasso, scale Lasso, or Dantzig selector. Define the residuals bŷ
A natural estimator of τi,j is the sample covariance between the residuals,τi,j = 1 n n k=1ˆ k,iˆ k,j . However, when i = j,τi,j tends to be biased due to the correlation induced by the estimated parameters. For 1 ≤ i < j ≤ p, βi,j = −ωi,j/ωj,j and βj−1,i = −ωi,j/ωi,i. Liu (2013) introduced a debiased estimator of τi,j aŝ τi,j =τi,j +τi,iβi,j +τj,jβj−1,i, 1
and for i = j, defineτi,i =τi,i. Let bi,j = ωi,iσi,i, + ωj,jσj,j, − 1, where (σi,j, ) is the sample covariance matrix of the residual vectors k = ( k,1 , ..., k,p ) for k = 1, ..., n. It is shown in Liu (2013) that n τi,iτj,j (τi,j + bi,jτi,j) → N (0, 1 + ωi,jτi,j).
In particular, since ωi,j = 0 implies τi,j = 0, under the null H0,i,j,
It is then natural to use
as the test statistics for simultaneously testing the hypotheses in (35). The multiple testing procedure for a Gaussian graphical model is then given by Algorithm 1 with Ti,j computed from (40). It is shown in Liu (2013) that the procedure controls both the FDP and FDR.
Multiple Testing for Differential Networks
Section 2.5 considered the problem of testing the global null hypothesis H0 : ∆ ≡ Ω1 −Ω2 = 0. If the global null H0 : ∆ = 0 is rejected, it is often of significant interest to investigate further the local structures of the differential network ∆ = (δi,j) with δi,j = ωi,j,1 − ωi,j,2. A natural approach is to carry out multiple testing on the entries of ∆ with FDP and FDR control. Motivated by the problem of identifying gene-by-gene interactions associated with a binary trait, Xia et al. (2015) considered simultaneous testing of (p 2 − p)/2 hypotheses H0,i,j : δi,j = 0 versus H1,i,j : δi,j = 0, 1 ≤ i < j ≤ p.
We will follow the same notation and use the results developed in Section 2.5. The test statistic for a given null hypothesis H0,i,j has in fact already been constructed in Section 2.5 where the goal was testing the global hypothesis H0 : ∆ = 0 for a differential network. Let the test statistics Ti,j be defined as in (18). The null distribution of Ti,j is more complicated than in the case of testing correlations in Section 3.2 or a single Gaussian graphical model in Section 3.3. Under the null H0,i,j, ωi,j,1 = ωi,j,2, the distribution of Ti,j depends on the common value ωi,j,1and ωi,j,2. When the common value is large, the distribution of Ti,j can be far away from the standard normal distribution. Xia et al. (2015) introduced a sparsity condition on the individual precision matrices Ω1 and Ω2 to ensure that, for "most" of the entries δi,j, the asymptotic null distribution of the test statistic Ti,j under H0,i,j is standard normal, Ti,j → N (0, 1).
Due to this complication, the technical analysis is more challenging than multiple testing problems discussed in the earlier sections. The multiple testing procedure for a differential network is then given by Algorithm 1 with Ti,j computed from (18). It can be shown that, under regularity conditions, this multiple testing procedure controls the FDP and FDR at the pre-specified level α asymptotically. See Xia et al. (2015) for the detailed technical analysis.
Discussion and Future Issues
In this expository paper, we discussed a collection of recently developed methods for both global testing and large-scale multiple testing for high-dimensional covariance structures. These testing problems are technically challenging due to the intrinsic heteroscedasticity and dependency as well as multiplicity. This is only a selective survey of recent results on the topic. For reasons of space, we have to exclude the discussion on a number of related testing problems. In this section, we discuss first a related detection problem and then a few interesting open problems.
Berthet and Rigollet (2013) studied a rank-one detection problem which can be stated as testing H0 : Σ = I, versus H1 :
where U p k denotes the set of k-sparse unit vectors in R p . This problem of detecting low-rank structure in the covariance matrix is related to the global testing problems considered in Section 2.1. Berthet and Rigollet (2013) obtained a detection boundary and showed that it is optimal when k √ p. considered more general rank r detection and the results resolved a gap between the lower and upper bounds in Berthet and Rigollet (2013) in the rank-one case when k √ p. A particularly interesting result established in Berthet and Rigollet (2013) is that there is a fundamental gap between what is statistically possible and what is computational feasible. More precisely, it was shown that there is a region for the signal strength λ over which it is statistically possible to detect the signal with high probability but that there is no computationally efficient algorithm (randomized polynomial-time algorithm) to do so, assuming the commonly-believed Planted Clique Hypothesis. This phenomenon has since been observed with rigorous justifications in a number of other high-dimensional statistical inference problems that have combinatorial structures. It would be interesting to consider the interplay between statistical accuracy and computational efficiency for some of the testing problems discussed in this paper, under certain sparsity constraints. Although much recent progress has been made on testing for high-dimensional covariance structures, there are still many open problems. We conclude the paper with a brief discussion on testing for submatrices of a large covariance or precision matrix and hypothesis testing with incomplete data. These are interesting problems for future research.
A common feature of the three large-scale multiple testing problems discussed in Section 3 is that the objects of direct interest are the individual entries of the corresponding matrices. In some important applications in genomics and other fields, the objects of direct interest are submatrices of a large covariance/correlation/precision matrix. Such is the case in studying the between pathway interactions in genomics where each pathway consists of a group of genes. Another example is studying the relationships between a large number of disease phenotypes and some candidate genomic markers in PheWAS. Making simultaneous inference for a large number of submatrices of a high-dimensional covariance/correlation/precision matrix is technically difficult due to the complex dependence structures. It is challenging to construct test statistics for individual hypotheses and establish their null distribution as well as develop a multiple testing procedure that provides accurate FDR or FDP control.
Missing data is a common problem in many applications and statistical inference with incomplete data has been well studied in classical statistics. The problem of missing data also occurs frequently in high-dimensional settings, e.g., in GWAS and PheWAS. Discarding samples with any missingness is clearly inefficient and possibly induces bias due to nonrandom missingness. It is of significant interest to develop global and multiple testing methods for high-dimensional covariance structures in the presence of missing data.
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