In all recent near-optimal sorting algorithms for meshes, the packets are sorted with respect to some snake-like indexing. In this paper we present deterministic algorithms for sorting with respect to the more natural row-major indexing. For 1-1 sorting on an n n mesh, we give an algorithm that runs in 2 n+o(n) steps, matching the distance bound, with maximal queue size ve. It is considerably simpler than earlier algorithms. Another algorithm performs kk sorting in k n=2 +o(k n) steps, matching the bisection bound. Furthermore, we present uni-axial algorithms for row-major sorting. Uni-axial algorithms have clear practical and theoretical advantages over bi-axial algorithms. We show that 1-1 sorting can be performed in 2 1 = 2 n + o(n) steps. Alternatively, this problem is solved with maximal queue size ve in 4 1 = 3 n steps, without any additional terms. For practically important values of n, this algorithm is much faster than any algorithm with good asymptotical performance. A hot-potato sorting algorithm runs in 5 1 = 2 n steps.
to routing, one of the most considered communication problems. Several variants of the problem have been studied. In the 1-1 sorting problem, each PU initially holds a single packet, where each packet contains a key drawn from a totally ordered set. The packets have to be rearranged such that the packet with the key of rank i is moved to the PU with index i, for all i. In the k-k sorting problem, each PU is the source and destination of k packets. Scattering is the problem of rearranging packets holding keys from a totally ordered set such that as little as possible packets with the same key stand in the same column. It is important in deterministic routing algorithms.
Models and Indexings. We assume the MIMD mesh model in which a PU can send in every step one packet to each of its neighbors and receive one packet from each of them. Algorithms that fully use these routing possibilities are called biaxial. In a uni-axial algorithm all PUs communicate only along either the horizontal or the vertical connections. Uni-axial algorithms are important because two of these algorithms can be applied in parallel and because they can be used in more restricted routing models.
Several recent sorting algorithms 1, 5, 3] were designed for snake-like row-major indexings. In many cases it is desirable to have the packets in the more natural row-or column-major order. Furthermore, sorting in snake-like order is unsuited for scattering. In the`one-packet' model considered by Schnorr and Shamir 7] , the best known upper bound for row-major sorting is higher than for sorting in snake-like rowmajor order. In our model a PU may hold a constant number of packets and packets may be copied. From the results of this paper it follows that in this model, sorting in row-major order is not substantially harder than sorting in snake-like row-major order.
Results. This paper gives numerous improvements for row-major sorting:
Uni-Axial
Bi-Axial Theoretically the result for large n (those with lower-order terms) are the most appealing. So far, the fastest bi-axial row-major sorting algorithm has T = 2 1 = 4 n + o(n) and Q = O(1). It was recently designed by Krizanc and Narayanan 4] . However, it only works for the subproblem that all the keys are 0 or 1. The rst near-optimal sorting algorithm, T = 2 n + o(n), was presented by Kaklamanis and Krizanc 1] . The algorithm is randomized and sorts the packets in blocked snake-like row-major order. In 3] a deterministic version is presented. These algorithms are considerably more involved then the algorithm of this paper, and have queue sizes around 20. The best uni-axial row-major sorting algorithm so far appears to be a modi cation of the algorithm of Schnorr and Shamir 7] . It takes 4 n + o(n) steps. The rst near-optimal algorithm for k-k sorting was discovered by Kaufmann and Sibeyn 2] . Then in 5] by Kunde and in 3], deterministic versions of this randomized algorithm were described. All use blocked snake-like row-major indexings. We present the rst near-optimal algorithm for k-k sorting in row-major order.
Most current communication algorithms strive for T = n + o(n), with as small as possible. This completely neglects the fact that actual meshes tend to be of fairly moderate sizes, for which the o(n) term dominates. Typically this term gives the number of steps for several sorting and rearrangement operations in submeshes of size n 2=3 n 2=3 or n 3=4 n 3=4 . Even when it is just 10 n 2=3 , then still it exceeds n for all n < 1000. This clearly expresses the utmost importance of algorithms with a routing time not involving any hidden terms. Our uni-axial row-major sorting algorithm with T = 4 1 = 3 n and Q = 5 is therefore of great practical importance. A sorting time which can be expressed as T n, for all n, is even relevant in a theoretical setting: in recursive or divide-and-conquer algorithms, the submeshes on which they are applied are small. Minimizing Q at moderate expense, we obtain a 1-1 sorting algorithm with Q = 1 and T = 5 1 = 2 n + log n. One of the algorithms is turned into the rst practical`hot-potato' sorting algorithm: T = 5 1 = 2 n.
In Section 3 we give the algorithms for uni-axial row-major sorting for all n. Then we introduce in Section 4 the`desnaki cation' for k-k sorting and for near-optimal 1-1 and 2-2 sorting. For the many missing details and proofs, and for a complete list of references, we refer to the 8].
Preliminaries
Basics of Routing and Sorting. When several packets residing in a PU have to be routed over the same connection, then the packet that has to go farthest gets priority. For one-dimensional sorting we apply a suitable variant of odd-even transposition sort. For a given distribution of packets over the PUs, let h right (i; j) = #fpackets passing from left to right through both P i and P j g, where P i denotes the PU with index i. De ne h left (j; i) analogously. For the analysis of the routing on one-dimensional meshes we use Lemma 1 Routing a distribution of packets on a linear array with n PUs, using the farthest-rst strategy, takes max i<j fmaxfh right (i; j); h left (j; i)g + j ? i ? 1g steps.
This bound is sharp. When the packets are evenly distributed, then the same bound can be achieved for sorting.
Because of the distance a packet may have to go, 2 n ? 2 steps is a lower bound for any routing or sorting problem on the two-dimensional mesh: the distance bound. Because of the number of packets that may have to pass from one half of the mesh into the other half over only n connections, k n=2 steps is a lower bound for k-k routing or sorting: the bisection bound.
A 0-1 distribution, is a distribution of packets that all have key zero or one. A row is called dirty, if it contains both zeros and ones. In our analyses we frequently use the`0-1 lemma', which states that under in our case satis ed conditions a sorting algorithm is correct i it sorts any 0-1 distribution.
Indexings and Subdivisions. The PUs are indicated by giving their coordinates within the mesh, the PU at position (i; j), 0 i; j < n and (0; 0) in the upper-left corner, is denoted P i;j . In the common row-major indexing P i;j has index i n+j. In the column-major indexing P i;j has index i+j n, in the reversed row-major indexing i n + (n ? j). For a given indexing we denote the PU with index i, 0 i < n 2 , by P i . For k-k sorting our default is a non-layered indexing, in which location r in P i , 0 r < k, 0 i < n 2 , has index k i + r. A non-layered row-major indexing is the indexing as if we have an n k n mesh in row-major order. For row-major sorting we also use a semi-layered indexing, under which location P i;j , has index (i + r) n + j, as if we have a k n n mesh in row-major order, see Figure 1 . De nition 1 An indexing is called piecewise-continuous with parameter s if for every i, 0 i < n 2 , there is an interval I i 0; n 2 ? 1], with i 2 I i and #I i s, such that for all j 2 I i P j is adjacent to P j?1 and P j+1 , whenever j ? 1; j + 1 2 I i .
The row-major indexing is piecewise-continuous with parameter n. One of the achievements of this paper is to show that for e cient sorting it is su cient to have piecewise-continuous indexings. A row i is said to be sorted rightwards if the packets stand in increasing order from P i;0 to P i;n?1 . Analogously, rows can be sorted leftwards and columns downwards and upwards.
De nition 2 An m-way merge is a procedure that turns a mesh that is divided in m 2 sorted s s submeshes into a sorted n n mesh. Proof: Perform gossiping (all-to-all routing) along rows and then along columns. This takes three steps. A PU that nally should hold the packet with rank 0 or 1, needs to conserve only the two smallest packets, the other PUs only the two largest packets.
2
Algorithm. For n = 2 l , l > 1, we use an optimized merge-sort algorithm. Initially we have four sorted n=2 n=2 submeshes: those in the left half in row-major order; those in the right half in reversed row-major order. Algorithm merge 1. In the left half, shift the packets n=4 steps to the right. In the right half, shift the packets n=4 steps to the left.
2. In the central n=2 columns, sort the packets downwards.
3. Copy the smallest packet in every P i;j , 0 < i n ? 1, n=4 j 3=4 n ? 1, to P i?1;j . Copy the largest packet in every P i;j , 0 i < n ? 1, n=4 j 3=4 n ? 1, to P i+1;j .
4. In every row, sort the section of the row that lies in the central n=2 columns.
If this submesh is going to be the right half of a larger mesh in the next merge, then the sorting is leftwards, otherwise rightwards.
5. Throw away the packets in P i;j with j 2 n=4; 3=8 n ? 1] 5=8 n; 3=4 n ? 1].
For any P i;j , with 3=8 n j 5=8 n?1, send the packet with rank r, 0 r 3, to P i;4 (j?3=8 n)+r .
Step 1 takes n=4 steps, Step 2 can be performed in n steps, and Step 3 takes a single step but can easily be made to coincide with the last step of the sorting.
Lemma 3 After
Step 2 all packets that actually should be in a row can be found either in the row itself, or among the smallest packets of the row below, or among the largest packets of the row above.
Proof: First we consider a modi ed problem. Suppose that initially four n=2 n=2 submeshes stand above each other in an 2 n n=2 mesh. Two of these submeshes are sorted in row-major order, the other two in reversed row-major order. Consider a 0-1 distribution. It is easy to check that after sorting the columns of this mesh, there are at most two dirty rows. These dirty rows can be resolved as follows: copy every row to the row above and the row below; sort the rows; spread the packets from the central n=3 columns. In the real problem every two rows of the high and narrow mesh are compressed in one row in which every PU in the center holds two packets.
2 Lemma 4 Step 4 can be performed in 3=4 n steps. Proof: The worst possible 0-1 distributions after Step 3 are like
According to Lemma 1, sorting this row takes 3=4 n steps. 2
Finally, Step 5 takes 3=8 n steps.
Overlapping. In merge Step 4 and 5 involve routing along the same axis. So, we might overlap these steps, without impairing the uni-axiality of the algorithm. The central observation is that the packets to throw away, are known well before the end of Step 4. After throwing them away, we can proceed with a combination of odd-even transposition sort and routing packets outwards: in the same step that we are sure which packets to throw away, we also know the largest surviving packet. One step later we know the second largest, and so on. Without further comparison these packets can be routed to their destinations, reducing the maximal distance the packets may have to travel after the end of the sorting.
Lemma 5 In
Step 4 all packets that will be thrown away have reached their destination region after 5=8 n steps. Now it is easy to see that we can use the following modi ed steps:
4 0 . For all i, 0 i < n, until step 5=8 n, sort the packets in the central n=2 PUs of row i. Throw away the packets that stand outside the central n=4 columns. A PU that holds more than one packet continues to sort. A PU in the left (right) half that holds only one packet sends it leftwards (rightwards).
5 0 . Route the packets in row i to their destinations.
Step 4 0 takes as long as before: the sorting is in uenced in no way by the action going on in the periphery. On the other hand, during
Step 4 0 the packets that have to go farthest already covered 3=4 n ? 5=8 n = n=8 of the distance they had to cover in
Step 5, and therefore Step 5 0 only takes n=4 steps.
Lemma 6 merge takes at most 2 1 = 4 n steps. The queue size is four. Sorting. Starting with sorted 2 2 meshes, merge can be used repeatedly for sorting on an n n mesh. Call this algorithm sort.
Theorem 1 For all n = 2 l , sort performs row-major sorting on an n n mesh in 4 1 = 2 n steps. sort is uni-axial, and the queue size is four.
Proof: 3 + 2 1 = 4 (4 + 8 + + n) < 2 1 = 4 n P i=0 2 ?i . 2
3.2 Powers of Two, Three, . . .
We derived an e cient 1-1 sorting algorithm for n = 2 l . However, in practice, processor networks may not have such beautiful side lengths. Furthermore, some algorithms in which sorting is used as a subroutine, e.g., the algorithms of 9] speci cally require that n = m l , with m 6 = 2. In principle we could use sort by rounding n up to the nearest power of 2. But, this might give sorting times that are almost twice as large as necessary. In this section we present m-way merge algorithms, which perform well for m 5. By combining them, we can e ciently sort n n meshes for arbitrary n. 3. Let q = dm=2e ? 1. In the central column-bundle, for all i, 0 i < n, i 6 = 0; n=m; : : :; (m ? 1)=m n, copy the smallest q packets in P i;j , to P i?1;j ; for all i 6 = n=m ? 1; 2=m n ? 1; : : :; n ? 1, copy the largest q packets in P i;j , to P i+1;j . 4. In the central column-bundle, for all i, 0 i < n, sort the section of row i. If i < dm=2e=m n, then sort rightwards, else sort leftwards. 5. In every row, throw away the q n=m packets with the smallest and with the largest keys. The remaining n packets stand in the central dn=(m + 2 q)e PUs.
Spread these packets over the row. Overlap with Step 4.
6. In every column, sort the packets downwards. 7. In every column, for all 0 < i n ? 1, copy the smallest q packets in P i;j , to P i?1;j ; for all 0 i < n ? 1, copy the largest q packets in P i;j , to P i+1;j . 8. Sort all rows rightwards. 9. In every row i, 0 i < n, throw away the q n=2 packets with the smallest and with the largest keys. The remaining n packets stand in the central dn=(1 + 2 q)e PUs. Send the packet with rank j to P i;j . Overlap with Step 8.
Step 3 and 7 are overlapped with the last steps of Step 2 and 6, respectively. There are two pairs of consecutive steps that involve routing along the same axis: Step 4 and 5, and Step 8 and 9. As in merge these steps are partially overlapped. This overlapping is essential for the performance of merge 0 . In 8] we give an algorithm in which the packets are spread only over the central n=2 columns in Step 5. It performs better for m > 3.
The correctness of merge-m is obvious: after Step 2 and Step 6, there are q + 1 dirty rows in a 0-1 distribution. These are resolved by the steps that follow. We give the time consumptions of the steps for m = 2 and, taking the overlapping into account, for m = 3 (omitting factors n): Step 2 it is important that the submeshes are already sorted, and in Step 6 that the row-bundles are sorted, this puts bounds on the distance packets may have to travel and the number of packets that may have to pass over a connection.
Step 4 and 8 can be analized as in Lemma 4. By the end of Step 8 all packets have just reached their destinations.
Sorting. Let sort 0 be the sorting algorithm based on merge 0 . Theorem 2 For all n = 2 l , sort 0 performs row-major sorting on an n n mesh in 5 1 = 2 n steps with queue size two. For all n = 3 l , sort 0 requires 4 1 = 3 n steps with queue size ve.
Further Results
Mixed Powers. Suitably combining several merge algorithms we get Theorem 3 Uni-axial row-major sorting on n n meshes can be performed in less than 4:75 n steps, for all n. The queue size is at most nine.
k-k Sorting. The merging is almost the same as merge of Section 3.1. Initially the four n=2 n=2 submeshes are sorted in semi-layered row-major order on the left, and semi-layered reversed row-major order on the right. By the semi layered indexing, the merging corresponds to a 1-1 merge on a k n n mesh.
Step 1 is modi ed such that the packets from the submeshes are interleaved:
1. P i;j , 0 i; j < n, sends its packet with rank r, 0 r < k, to P i;(j+n=2) mod n if odd(k i + r + j).
Theorem 4 For all k 2, uni-axial k-k sorting in row-major order on n n meshes can be performed in (7 k 2 + 26 k + 8 ? minfk 2 ; 2 k + 8g)=(4 k + 8) n steps, with queue size k + 2.
Minimizing the Queue Sizes. The queue sizes of our merge algorithms depend on the degree of concentration in the central columns and the number of dirty rows. By not cleaning away all dirt in a single operation, the queue sizes can be minimized. An additional advantage is that packets do not have to be copied anymore. Applying this technique in the k-k merging algorithm, Theorem 5 For all k 4, uni-axial k-k sorting in row-major order on n n meshes can be performed in 2 k n + 5=2 n ? 3 n=(2 k) + 2 logn steps, with queue size k. For k = 2; 3 it takes k n + 6 n ? 3 n=(2 k) steps. For k = 1, 5 1 = 2 n + logn steps are required.
Hot-Potato Sorting. In hot-potato routing the PUs have no queues at all: after the packets have been released, they continue to move until they have reach their destinations. Hot-potato routing is inspired by practice, and of particular importance in ne-grained parallel computers and in optical networks (see 6] for references). Though one has to be precise, it should in principle be possible to turn any uni-axial communication algorithm with queue size two or less into a corresponding bi-axial hot-potato algorithm: the at most two packets stored in a PU can`vibrate' 6] over the connections orthogonal to the current routing direction. merge 0 of Section 3.2 can be transformed into a hot-potato algorithm which takes 2 1 = 2 n + dn=4e steps. Theorem 6 For n = 2 l hot-potato sorting can be performed in 5 1 = 2 n steps. 4 Sorting for Large n 4.1 k-k Sorting Earlier k-k sorting algorithms 2, 5, 3] work according to the following scheme:
1. Route all packets to`random' destinations. 2. Estimate the ranks of the packets by local comparisons. 3 . Route all packets to their preliminary destinations. 4 . Rearrange the packets locally to bring them to their nal destinations.
These algorithms require a continuous indexing for sorting together pairs of submeshes with consecutive indices in Step 4. This is necessary and su cient because the estimate of the rank in Step 2 is accurate up to one submesh. So, it may happen that after Step 3, a packet is not present in its destination submesh B i , but resides in the preceding or succeeding submesh B i?1 or B i+1 . We introduce a novel technique, desnaki cation, to overcome this: send for all packets p, of which the destination submesh is not uniquely determined, a copy to both submeshes in which its destination may lie. Now it is su cient to sort within the submeshes. If for B i the numbers cl, of packets that actually belong in B i?1 , and ch, of packets that belong in B i+1 , are exactly known, then the smallest cl and largest ch packets in B i are thrown away, and the remaining packets are redistributed within B i . All this is very similar to the way dirty rows are resolved in the algorithms of Section 3.
The desnaki cation of the k-k sorting algorithm from 3] is particularly easy. In order to bound the number of copies, the s s submeshes in which the local sorting is performed, should be taken large enough: s = n 5=6 =k 1=6 . The indexing must be piecewise-continuous with parameter at least s. In this case every submesh B i receives in Step 3 from every section exactly the same number of packets that belong in B i?1 and B i+1 . Theorem 7 Let s = n 5=6 =k 1=6 . Bi-axial k-k sorting with respect to a piecewisecontinuous indexing with parameter s can be performed in maxf4 n; k n=2g+O(k s) steps. The queue size is k + 2. Uni-axial k-k sorting takes maxf4 n; k ng + O(k s) steps, with queue size k + 1.
1-1 Sorting
We start with a uni-axial algorithm for 1-1 sorting in row-major order. This algorithm is obtained by combining our new insight in merge sorting and the desnaki cation technique, with old knowledge about sorting with splitters. Without loss of generality, we assume that all packets have di erent keys.
Uni-Axial Sorting. The mesh is divided in s s submeshes, s = n 5=6 , and m = n=s = n 1=6 . We distinguish packets and splitters. The splitters are copies of a small subset of the packets. They are broadcast and the packets estimate their ranks by comparison with the splitters. The splitters allow a rapid spread of the necessary information, while the packets are involved in more useful operations. They are selected as follows, and then broadcast:
In every submesh, sort the packets. For the packets we perform a kind of m-way merge algorithm:
Algorithm 11sort
1. In every submesh, sort the packets in row-major order.
2. In every submesh B i;j , 0 i; j < m, shift the packets in row l, 0 l < s to row l of B i;(j+l) mod (m=2) , and copies to row l of B i;(j+l) mod (m=2)+m=2 .
3. In all columns, sort the packets downwards. 5. In every submesh, sort the packets in column-major order on their preliminary destination column-bundles.
6. In every row, route the packets to the rst PUs in their preliminary destination column-bundles that hold less than two packets.
7. In each submesh, sort the packets in row-major order on their preliminary destination section.
8. In every column, route the packets to the sections of their preliminary destinations.
9. In every section, sort the packets. 10. In every section S l , 0 < l m n ? 1, throw away the m 4 packets with the smallest keys, and in each S l , 0 l < m n ? 1, throw away the m 4 packets with the largest keys. Redistribute the remaining k s packets within S l . As the algorithm is given, it is not entirely correct. It is not true that, as in the algorithm for k-k sorting, exactly m 4 packets must be thrown away on both sides of every section: 11sort orders the packets, but the sections do not necessarily hold exactly s packets. Fortunately, the numbers of packets that must be thrown away in a section on the low and high side, respectively, can be determined in an elegant way. We give a detailed description. Consider some section S and the sections from which it may receive packets after Step 3: Step 8, these s packets all reside in S, but also some packets that do not belong in S. How can we gure out which packets to keep, and which packets to throw away? Suppose that S is the l-th section, (m 2 ?1) n=s l < m 2 n=s, in the involved (whole) rows. Then nally S should hold the packets with ranks r, l s r < (l+1) s from among the (2 m 2 ?1) n packets. Analogously to the merge algorithms of Section 3, we could copy all packets to S, sort them, and throw away the smallest l s packets and the largest (2 m 2 ?1) n?(l+1) s packets. This gives a correct but very ine cient algorithm. However, it is not necessary to copy all packets to S. It is su cient if for each contributing section i the counters, the numbers under S;i and over S;i of packets that are not sent to S because they are de nitely too small or de nitely too large, respectively, are known in S. The counters can easily be determined in Step 4. They can be transferred to S during the subsequent steps, in parallel with the packets. As every section sends and receives only O(m 3 ) counters in total, they can be routed without causing substantial delay. Under S = P i under S;i and Over S = P i over S;i can be computed in Step 9. In Step 10, the smallest l s ? Under S packets and the largest (2 m 2 ? 1) n ? (l + 1) s ? Over S packets in S are thrown away, leaving exactly the s packets belonging in S.
Theorem 8 Uni-axial 1-1 sorting in row-major order can be performed in 2 1 = 2 n + O(n 5=6 ) steps. The queue size is ve. Proof: For the time consumption and correctness, it remains to show that Step 6 can be performed as speci ed in n=2 + O(s) steps. The central observation is that the estimate of the rank of a packet is accurate up to m 4 . Hence, for some section S l , only packets with destination in some PU P k with k 2 l s?2 m 4 ; (l+1) s+2 m 4 ], may get preliminary destination in S l . For the queue size, we notice that a PU may hold up to four (copies of) packets during Step 4 and Step 5.
Step 4 can be organized such that a PU holds at most one splitter or counter. 2
Bi-Axial Sorting. Essentially 11sort consists of three main routing phases:
horizontal, vertical and horizontal (Step 2, Step 3 and Step 6). These phases take n, n and n=2 steps, respectively. The connections between the left and right half are not used anymore after step n=2. Thus it may happen that a packet p 1 that stands in column 0 after Phase 1 is routed to a preliminary destination in column n=2 ? 1 in Phase 3. This is unnecessary: a copy of p 1 stands in column n=2. In a uni-axial algorithm this observation does not lead to a faster algorithm: there may be a packet p 2 , after Phase 1 in column n=2 ? 1 and with preliminary destination in column 0, which has to travel n=2 steps in Phase 3. On the other hand, in a bi-axial algorithm, it is possible to coalesce the phases. Then p 2 can start Phase 3 after 3=2 n + O(s) steps, and will reach its preliminary destination after 2 n + O(s) steps. Only Step 4
is changed:
4 0 . In all columns j, 0 j < n=2, discard the (copies of) packets that have preliminary destination in some column j 0 , with j 0 2 j. For n=2 j < n, discard the packets with j 0 < 2 j ? n.
By this rule again exactly one of the copies of a packet reaches every possible destination section. The steps are coalesced:
Step 3 begins in column j after n=2+jn=2?jj steps, and Step 6 after 3=2 n + jn=2 ? jj steps. Notice that the obtained algorithm is still locally uni-axial: every PU uses only horizontal or vertical connections.
Theorem 9 Bi-axial 1-1 sorting in row-major order can be performed in 2 n + O(n 5=6 ) steps. The queue size is ve.
2-2 Sorting. For uni-axial 2-2 sorting, we modify the uni-axial version of 11sort.
For bi-axial 2-2 sorting, we apply two orthogonal versions of 11sort:
Theorem 10 Uni-axial 2-2 sorting in row-major order can be performed in 3 n + O(n 5=6 ) steps. The queue size is ve. Bi-axially this takes 2 1 = 2 n + O(n 5=6 ) steps with queue size nine.
