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RÉSUMÉ 
Dans ce mémoire nous abordons de prime abord la reconstruction d'arbres et de réseaux 
phylogénétiques, à travers deux méthodes d ' inférence. Les arbres et les réseaux sont deux 
supports pour la représentation de l'évo lution d' un groupe d'espèces étudiées. 
Les modèles d'évolution d'espèces qui seront traités sont les suivants : 
• Le modèle arborescent Classique qui a longtemps été le seul support formel pour la 
représentation des relations génétiques entre les espèces. 
• Le modèle en réseau qui permet de représenter des mécanismes phylogénétiques 
importants pouvant jouer un rôle clé dans l'évo lution et pouvant s'expliquer par le 
phénomène de l'évolution réticulée. Nous nous sommes particulièrement intéressé 
aux algorithmes d'inférence de réseaux de transferts horizontaux de gènes. Un 
transfert horizontal de gènes permet à deux espèces de s'échanger, pa1tiellement ou 
totalement, différents gènes au cours de l'évolution. 
Le travail effectué sur la reconstruction d'arbres et de réseaux phylogénétiques a mené à la 
publication de trois articles. 
Ensuite, nous abordons le problème de réduction du temps d'exécution de différents 
programmes bioinformatiques. Ce problème a pris de l' ampleur à cause de la croissance du 
volume de données biologiques et du blocage de la puissance des ordinateurs autour de 
3,4GHZ depuis environ deux ans. 
Nous décrivons un procédé d'accélération des calcu ls effectués par différents algor ithmes 
d'inférence et de représentation de l'évolution des espèces, en utilisant Je parallélisme. Le 
parallélisme mis en place a été réalisé à travers une librairie standard de passage de messages 
(Message Passing Interface). 
Nous montrons les différentes formes de parallélisme, les architectures de systèmes 
parallèles, quelques environnements qui permettent de supporter l'exécution des app lications 
de façon à exprimer le parallélisme, ainsi que les approches utilisées pour paralléliser 
différents modèles d'évolution. Les versions parallèles des algorithmes d 'évolution ont été 
développées et installées sur une « grappe» (i.e. cluster) Linux ayant 16 lames possédant 
chacune deux processeurs et sa propre mémoire. 
Mots clés: algorithmes d'évolution, arbre phylogénétique, réseau phylogénétique, transferts 
horizontaux de gènes, programmation parallèle, Message Passing Interface (MPT). 
INTRODUCTION 
La bioinformatique est un domaine multidisciplinaire qui associe la biologie, l' informatique 
et les mathématiques. Le développement récent et rapide de la génomique et de la 
protéomique suscite une collaboration de plus en plus étroite entre les spécialistes des 
sciences de la vie et de l' informatique, afin de développer de nouvelles approches et de 
nouvelles méthodes analytiques permettant d'examiner la quantité massive de données 
biologiques disponibles. 
La croissance du volume de données biologiques et le plafonnement de la puissance des 
ordinateurs (autour de 3,4GHZ depuis environ deux ans) nécess itent le développement de 
méthodes informatiques efficaces pour réduire le temps d'exécution de différentes 
applications bioinformatiques. 
La réduction du temps d'exécution d'un programme peut être réalisée de deux manières: 
• La réécriture du programme en optimisant les opérations. 
• La parallélisation du programme à l' aide des outils disponibles. 
Lors de nos travaux, nous nous sommes intéressés à la deuxième approche, à savOir, 
paralléliser les programmes afin de diminuer le temps d ' exécution. 
Actuellement, il n 'existe aucun outil de parallélisation autonome. Il existe par contre des 
environnements qui permettent de supporter l'exécution des applications de façon à réaliser le 
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parallélisme. Ces environnements ont été développés pour les applications de calcul 
numérique intensif. Il s'agit de PVM (Parallel Virtual Machine) qui existe depuis de 
nombreuses années et d' un récent standard, MPI (Message Passing Interface), que nous avons 
utilisé dans le cadre de ce travail. 
Dans ce mémoire, nous présentons principalement les différentes formes de parallélisme 
utilisées pour réduire le temps d'exécution de divers algorithmes bioinformatiques . 
Pour mieux comprendre les différentes méthodes d' inférence d'arbres phylogénétiques et de 
réseaux réticulés, que nous avons parallélisées, nous les présenterons sommairement au 
chapitre I. 
Dans le chapitre II, nous présenterons les différentes formes de parallélisme, les architectures 
de systèmes parallèles, ainsi que les environnements qui permettent de supporter l' exécution 
des applications de façon à réaliser le parallélisme. 
Au chapitre III, nous présenterons les trois articles écrits dans le cadre de notre projet de 
maîtrise. Le premier traite le problème d ' inférence d'arbres phylogénétiques à partir des 
séquences de nucléotides (i .e. séquences d'ADN ou d' ARN) contenant des entrées 
manquantes. Un algorithme permettant d'estimer des données nucléotidiques partielles a été 
développé en vue de la reconstruction phylogénétique. Le deuxième article décrit une 
nouvelle méthode pour prédire et visualiser les possibles transferts horizontaux de gènes dans 
le cadre des modèles complet et partiel. Dans le troisième article nous détaillons notre 
recherche sur des modèles de transferts horizontaux. Une procédure de validation statistique 
des transferts inférés a été conçue et présentée à l' aide d'un exemple de données réelles. Cette 
procédure peut être appliquée pour estimer la robustesse d' un transfert horizontal pa11iculier 
ou d' un scenario de transferts au complet. 
Au chapitre IV, nous présenterons les algorithmes d' inférence phylogénétique basés sur 
l'approche de distances. Les statistiques concernant le gain obtenu grâce à l' utilisation des 
versions parallèles de ces algorithmes seront mises en év idence. 
Au chapitre V, nous présenterons les méthodes d' inférence phylogénétique basées sur 
l'approche du maximum de vraisemblance et les statistiques caractérisant les versions 
parallèles de ces algorithmes. 
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Au chapitre VI, nous présenterons les méthodes d' inférence phylogénétique utilisant le 
principe du maximum de parcimonie. Les statistiques concernant le gain obtenu grâce à 
l' utilisation des versions parallèles de ces algorithmes seront exposées. 
Au chapitre VII, nous présenterons l'algorithme de détection de transferts horizontaux de 
gènes et la méthode d' ajout de réticulations que nous avons parallélisés. Les statistiques 
caractérisant la version parallèle de cet algorithme seront présentées. 
En conclusion, nous effectuerons une synthèse du travail accompli tout en mettant en 
évidence les amél iorations possibles de la version parallèle des différentes méthodes 
présentées. 
Ce mémoire est clôturé par deux annexes. La première annexe fournit des captures d'images 
de l' interface Web du logiciel T-Rex qui contient tous les programmes parallélisés. La 
seconde annexe contient le code source de tous les programmes parallélisés. 
CHAPITRE! 
RECONSTRUCTION DE PHYLOGÉNIES 
1.1 Introduction 
En 1859, Charles Darwin (Darwin, 1859) a introduit la notion d'arbre phylogénétique à 
travers sa théorie d'évolution par sélection. Ses travaux ont contribué grandement à 
l' utilisation d'arbres comme support formel de la représentation des relations entre les 
espèces. Ce support est devenu un élément incontournable dans leur classification. Sept ans 
plus tard, en 1866, Ernst Haeckel présenta le premier arbre universel du vivant (figure I-1), 
représentant toutes les espèces et tous les groupes connus à l'époque. Étonnamment, cet arbre 
fut remarquablement correct parce qu'il ressemble en plusieurs points à ce que l'on connaît 
actuellement de l'évolution des organismes, sauf en ce qui concerne les microorganismes et, 
en particulier, les procaryotes. Au cours des décennies suivantes, les seuls moyens de 
classification des espèces étaient les comparaisons entre leur morphologie, leur 
comportement et leur répartition géographique. 
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Figure 1-1 Arbre d 'évolution de Haeckel (1866). 
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Il a fallu attendre l'arrivée des données moléculaires, vers la fin des années 1970 et au début 
des années 1980, pour assister à la découverte d ' importants mécanises d'évolution, tels que la 
découverte de l'échange de matériel génétique entre des individus appartenant à différentes 
espèces (Doolittle, 1999). Actuellement, des arbres phylogénétiques peuvent être inférés à 
pa1tir d' un ensemble varié de données telles que les caractères discrets, les séquences 
moléculaires, les fréquences des gènes, les sites de restriction, l' ordre des gènes, les 
microsatellites, etc. 
Cependant, dans de tels arbres classiques, chaque espèce ne peut être reliée qu 'avec son 
ancêtre le plus proche. Plusieurs importants mécanismes phylogénétiques, pouvant jouer un 
rôle clé dans l'évolution et pouvant s'expliquer par le phénomène de l'évolution réticulée 
(e.g., transfert horizontal de gènes, homoplasie, hybridation), ne sont pas représentables par 
un modèle arborescent traditionnel. Ceci a conduit à la mise au point de différents modèles 
réticulés ou modèles en réseau. Au cours des dernières années, les modèles de réseaux sont 
devenus de plus en plus utilisés. 
Dans ce mémoire, nous présentons uniquement les phylogénies inférées à partir de données 
moléculaires (phylogénies moléculaires). Dans ce chapitre, nous présentons sommairement la 
notion de phylogénie, quelques définitions de base pour se familiariser avec l' analyse 
phylogénétique ainsi que les principales méthodes d' inférence d' arbres phylogénétiques et de 
réseaux réticulés. 
1.2 Définitions de base 
1.2.1 ADN 
L 'acide désoxyribonucléique (souvent abrégé en ADN) est une macromolécule de poids 
moléculaire élevé, formée de polymères de nucléotides dont le sucre et deux désoxyriboses. 
L'ADN se présente sous la forme d'une double chaîne hélicoïdale dont les deux brins sont 
complémentaires . Il est composé d'un assemblage linéaire de nucléotides renfermant chacun 
dans sa structure une base azotée qui l' identifie. Il existe quatre types de nucléotides au 
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niveau de l'ADN : l'adénine (A), la guanine (G), la cytosine (C) et la thymine (T). Ces quatre 
nucléotides se subdivisent en deux groupes : les purines composées de l'adénine et de la 
guanine; les pyrimidines composées de la cytosine et de la thymine. L'ADN est présent dans 
le noyau des cellules eucaryotes, dans le cytoplasme des cellules procaryotes, dans la matrice 
des mitochondries ainsi que dans les chloroplastes. Certains virus possèdent également de 
l'ADN encapsu lé dans leur capside, coque constituée de protéines qui entoure et protège 
l'acide nucléique d'un virus. On dit que l'ADN est le support de l'hérédité. Il se transmet en en 
partie ou en totalité lors des processus de reproduction. Tl est à la base de la synthèse des 
protéines. 
1.2.2 Alignement 
L'alignement est une opération qui permet de comparer des séquences de nucléotides pour 
repérer les éléments correspondants. Cette opération est nécessaire pour toutes les 
comparaisons de séquences. 
1.2.3 ARN 
L 'acide ribonucléique (souvent abrégé ARN) est une macromolécule formée par la 
polymérisation de nombreux nucléotides dont le sucre et le ribose. Tout comme l'ADN, 
l' ARN est composé d'un assemblage linéaire de nucléotides renfermant chacun dans sa 
structure une base azotée qui l ' identifie. Il existe quatre types de nucléotides au niveau de 
l' ARN : l' adénine (A), la guanine (G), la cytosine (C) et l'uracile (U). Ces quatre nucléotides 
se subdivisent en deux groupes : les purines composées de l'adénine et de la guanine; les 
pyrimidines composées de la cytosine et de l'uracile. L ' ARN est présent dans le cytoplasme, 
les mitochondries ainsi que dans le noyau cellulaire. Il sert d'intermédiaire dans la synthèse 
des protéines. 
1.2.4 Bootstrap 
Le « boostrap » est une méthode statistique utilisée pour évaluer la robustesse d'un arbre 
phylogénétique. Elle part de l' hypothèse que les sites évoluent de manière indépendante. 
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1.2.5 . Branch and Round 
Le « Branch and bound » est une méthode informatique utilisée pour résoudre des problèmes 
complexes. Pour trouver la solution à un problème, le « Branch and bound » effectue des 
parcours en profondeur de l'espace de solutions. Il ignore tous les sous ensembles de l' espace 
de solution qui ne remplissent pas un critère fixé au départ. 
1.2.6 Gène 
Un gène est une _séquence ordonnée de nucléotides qui occupe une position précise sur un 
chromosome déterminé. Il constitue une information génétique dont la transmission est 
héréditaire, c'est-à-dire transmise par un individu à sa descendance par reproduction sexuée 
ou asexuée. Le gène le plus simple consiste en un segment d'acide désoxyribonucléique 
(ADN) codant un seul acide ribonucléique (ARN), à l'origine d'une seule protéine (en dehors 
de l'épissage alternatif) . L'ensemble des gènes d'un individu constitue une partie de son 
génome. 
1.2.7 Lignée 
Une lignée est le regroupement de toutes les espèces issues du même ancêtre. 
1.2.8 Matrice de dissimilarités ou matrice de distances 
Une matrice de dissimilarités est un tableau à double entrée comprenant horizontalement 
comme verticalement la même série d'espèces . Chacune des cases de la matrice contient la 
distance de dissimilarité qui sépare les deux espèces concernées. La valeur de dissimilarité est 
égale à zéro pour deux espèces identiques. 
1.2.9 Maximum de parcimonie 
L 'approche de maximum de parcimonie, souvent dénommée parcimonie, est une approche 
statistique non-paramétrique très utilisée, notamment pour l'inférence phylogénétique. Sous 
-------1 
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l'hypothèse du maximum de parcimonie, l'arbre phylogénétique inféré est celui qui requiert le 
plus petit nombre de changements évolutifs. 
1.2.10 Maximum de vraisemblance 
L'estimation du maximum de vraisemb lance est une approche statistique courante utilisée 
pour inférer les paramètres de la distribution de probabilité d'un échanti llon donné. E lle est 
très employée dans le domaine de la bioinformatique. 
1.2.11 Phylogénie 
La phylogénie ou phylogenèse se définit, en général, dans l' encyclopédie comme « l 'histoire 
de la formation et de l 'évolution d 'une espèce». Le terme phylogenèse provient du grec 
phûlon « tribu » et genesis « origine » et il a été présenté par Haeckel dès 1860 (Haeckel, 
1860), qui l'a définie comme « l'histoire du développement paléontologique des organismes 
par analogie avec l'ontogénie ou histoire du développement individuel ». La phylogénie 
constitue un procédé pour construire des c lassifications d' espèces. La phylogénie 
moléculaire, dont certaines méthodes de reconstruction seront présentées par la suite, étudie 
l' histoire évolutive des espèces en se basant sur une portion de leur séquence moléculaire. 
1.2.12 Transition 
La transition est une mutation au cours de laquelle une base purique est remplacée par une 
autre base pûrique ou par une base pyrimidique. 
1.2.13 Transversion 
La transversion est une mutation au cours de laquelle une base purique est remplacée par une 
base pyrimidique ou vice-versa. 
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1.3 Arbres phylogénétiques 
1.3.1 Définition 
Un arbre est dit phylogénétique (figure 1-2) si le concept de descendance des espèces avec 
modification des sites des séquences des espèces a été utilisé lors de l' inférence de l' arbre. 
L'arbre phylogénétique présente les relations de parenté entre les organismes vivants. 11 
montre le rapprochement entre les différentes espèces et pas forcément leur descendance. 
L'arbre est une forme de classification des espèces. 
Un arbre est composé de quatre éléments principaux : 
• la racine qui indique l'ancêtre commun des espèces représentées dans l'arbre. On 
considère les arbres phylogénétiques enracinés ou non-enracinés. 
• les nœuds externes ou feuilles qui représentent les espèces contemporaines pour 
lesquelles les informations ont été utilisées lors de la construction de l'arbre; 
• les nœuds internes qui représentent des ancêtres hypothétiques; 
• les branches qui montrent les relations de descendance entre les nœuds de l' arbre. 
Racine 
Figure 1-2 Un arbre phylogénétique. 
Noeuds 
Noeuds externes 
ou feuilles 
Branches 
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1.3.2 Caractéristiques 
Le degré d' un nœud de l'arbre est défini comme le nombre de branches adjacentes à ce nœud. 
Tout nœud de degré supérieur à trois est appelé « non résolu » sinon le nœud est « résolu »., 
Un arbre phylogénétique binaire non-enraciné ayant n espèces (feuilles) dont tous les nœuds 
internes sont résolus est composé de : 
• 2n-2 nœuds (n-2 nœuds internes et n feuilles) ; 
• 2n-3 branches. 
Lorsque l'ancêtre commun de toutes les espèces de l' arbre est identifié, l' arbre est enraciné. Il 
est orienté dans le sens du temps d'évolution des espèces . L'arbre enraciné permet de définir 
une relation de descendance entre deux nœuds successifs. Généralement, il est imposs ible 
d ' identifier l'or igine de diversification des espèces. Au niveau d' un arbre non enraciné, on 
perd la notion de temps d 'évolution et la relation d 'ancêtres. L'arbre non enraciné est 
habituellement utilisé pour la classification d 'un groupe d'espèces sans considérer le sens 
d 'évolution. La figure 1-3 représente deux arbres enracinés et un arbre non enraciné ayant 
chacun quatre espèces a, ~'y, 8. La figure I-3(c) représente l'arbre non enraciné tandis que 
les figures I-3(a) et I-3(b) représentent des arbres enracinés et montrent la différence dans 
l'évolution entraînée par un changement de la position de la racine. Sur la figure I-3(a) le 
regroupement \ji est composé des espèces a et p tandis que sur la figure I-3(b ), le 
regroupement \ji est composé des espèces p, y et 8. Remarquons aussi dans ces deux derniers 
cas que le sous arbre enraciné par ro regroupe exactement les mêmes espèces, à savoir y et 8. 
a 
Racine 
~ y 
(a) 
a 
- --- ----- --- -----~-
Racine 
y 
(b) (c) 
Figure 1-3 Deux arbres enracinés (a et b) et un arbre non enraciné (c). 
1.3.3 Les représentations des arbres 
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Il existe un bon nombre de représentations pour les arbres phylogénétiques dans la littérature 
scientifique. Barthélémy et Guénoche (1991) ont présenté les types de tracé les plus 
populaires et connus à savoir : le tracé hiérarchique, le tracé axial et le tracé radial. 
Les espèces contemporaines sont les feuilles de l'arbre et les ancêtres sont représentés par les 
nœuds internes. Le tracé hiérarchique représente la hiérarchie des espèces étudiées. Dans le 
tracé radial, les espèces sont disposées à l'intérieur d 'un cercle imaginaire. Dans le tracé axial 
les espèces sont disposées le long du chemin le plus long de l' arbre. 
r--- ------ 15'-------, 
H uma r'l 
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MCMJ$e Rat 
\1 
~~ 1 
Soal---- 11--------
1~ Humon 
c/ ,/ 
\ 
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Chlcken \ 11--Loo eh 
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Rat M o u se 
~1/ 
r----Loach 
r---- 17 
18 L___Carp 11Cc~Fr~ r----Cow 1 1 1ç--- L___Seal r--- L__V\lll\lle 15---14 
L L_ r----Mouso 13 L___Ra t H um an 
Tracé hié rarchique horizontal 
Chicken 
Cow 1 1 Ca rp -........____ 11-- 12-- 14--- 1 5--- 1 6--- 1 6-- 17~ 
S~ 1 1 1 -........____Loach 
'.1\'.h ale Humo n F rog 
Tracé a x i a l 
Figure 1-4 Quatre représentations d'un arbre phylogénétique (obtenues à l'aide du 
logiciel T-Rex (Makarenkov, 2001)). 
1.4 Réseaux réticulés 
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Il a longtemps été supposé que l'évolution des espèces est un processus de branchement ne 
pouvant être représenté que par une topologie d'arbre. Dans cette dernière, une espèce est liée 
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à son ancêtre le plus proche et toutes les autres relations entre les espèces ne peuvent être 
prises en compte. L'évolution réticulée reflète la partie de l'évolution des espèces qui ne peut 
être représentée par le modèle arborescent classique. 
Pour construire un réticulogramme, ou réseau réticulé, la première étape consiste à 
reconstruire l'arbre original représentant l'évolution des espèces puis la seconde à ajouter les 
réticulations (ou branches supplémentaires) nécessaires (figure 1-5). La réticulation est 
représentée par le trait ajouté entre les branches 1 et 2 de 1 'arbre original. La méthode d'ajout 
de réticulations sera présentée au chapitre VII. 
Les modèles d'évolution réticulée ont été retrouvés dans des contextes d ' évolution très 
variés, ce qui a donné lieu à une augmentation des cas étudiés . Dans l' évolution des bactéries 
par exemple, le transfert horizontal de gènes est un mécanisme qui permet aux bactéries 
d'échanger des gènes (Sonea et Panisset, 1976 et 1981 ; Doolittle, 1999; Sonea et Mathieu, 
2000; Sneath, 2000). Les réticulations apparaissent comme résultat de l' allopolyploïdie chez 
les plantes, ce qui peut mener à l' apparition instantanée d'une nouvelle espèce possédant le 
complément chromosomique des deux espèces parentes. L 'évolution réticulée est aussi 
présente dans la microévolution à l' intérieur des espèces chez les eucaryotes à reproduction 
sexuée (Smouse, 2000), après différentiation génétique des populations allopatriques suivie 
d' échanges de gènes lors des migrations. Elle se retrouve aussi au niveau de l' homoplasie qui 
est la portion de la similarité phylogénétique provenant de la convergence évolutive. 
2 
- - - - • Réticulation 
y 
Figure 1-5 Un réseau réticulé. 
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1.5 Méthodes de reconstruction d'arbres phylogénétiques 
La manière classique d ' illustrer les relations phylogénétiques entres les espèces est de les 
modéliser en utilisant un arbre phylogénétique. La manière moderne consiste en la 
modélisation d' un réseau phylogénétique comprenant les réticulations nécessaires. A ce 
mveau nous présenterons seulement quelques méthodes d' inférences d'arbres 
phylogénétiques. Les méthodes d' inférence phylogénétique présentées sont exposées en 
détails dans Swofford et al. (1996), Li (1 997) et Felsenstein (2004). 
La reconstruction d' un arbre phylogénétique débute par ce que l' on appelle « l' alignement » 
qui consiste à mettre en correspondance les s ites des séquences des espèces de manière à 
pouvoir les comparer les unes aux autres . Les séquences ut ilisées pour la reconstruction 
peuvent être de l'ADN ou de l'ARN. 
Il existe deux approches principales pour l' inférence de phylogénies. La première, appelée 
approche phénétique, ne tient pas compte des relations historiques entre les espèces. Ell e 
fonctionne en calculant les distances entre les espèces (matrice de diss imilarités) à partir des 
séquences alignées, puis en reconstruisant l'arbre phylogénétique en ut ilisant une procédure 
de regroupement hiérarchique. La deuxième approche, appelée approche cladistique, 
considère plusieurs pistes de l'évolution, en inférant un dispositif d 'ancêtres au niveau de 
chaque nœud et en chois issant un arbre opt imal selon le modèle d' évolution. L'approche 
phénétique est basée sur la similarité tandis que l' approche cladistique est basée sur la 
généalogie. Nous présenterons quatre méthodes principales pour la construction de 
phylogénies : la méthode basée sur les distances (approche phénét ique), la méthode basée sur 
le maximum de parcimonie (approche cladistique), la méthode basée sur le maximum de 
vraisemblance (approche cladistique) et la méthode bayés ienne (approche c ladistique). 
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1.5.1 Approche phénétique 
1.5.1.1 Méthode basée sur les distances 
Cette méthode d' inférence d'arbres phylogénétiques est basée sur les matrices de 
dissimilarités qui ont été introduites par Cavalli-Sforza et Edwards (1967) et Fitch et 
Margoliash (1967). Cette méthode calcule les distances de dissimilarité entre chaque paire 
d'espèces avant d ' inférer l'arbre phylogénétique dont les longueurs des branches se 
rapprochent le mieux aux distances calculées. La somme des longueurs des branches entre 
deux espèces i etj, de l' arbre phylogénétique est appelée distance évolutive entre les espèces 
i et j. La distance évolutive correspond au nombre d 'évènements mutationnels réels 
contrairement à la distance de dissimilarité qui est juste une estimation obtenue par 
comparaison des séquences alignées . La distance évolutive est également appelée distance 
additive et respecte les propriétés d 'une distance arborée voir Barthélémy et Guénoche 
(1991). 
Si les distances estimées sont assez proches du nombre d' évènements évolutifs entre les 
espèces, la méthode reconstruit un arbre correct (Kim et Warnow, 1999). Cette supposition 
est vraie pour plusieurs modèles d' évolution de séquences biomoléculaires, dans lesquels les 
méthodes basées sur les distances donnent des résultats suffisamment précis (Li, 1997). 
L'avantage principal des méthodes basées sur les distances est que leur temps d'exécution est 
assez rapide, ce qui leur permet d'analyser de larges ensembles de données. 
Le taux d' évolution étant constant au niveau de tout l'arbre, la prise en compte de l' hypothèse 
de l' « horloge moléculaire » entraîne des corrections mineures à la matrice de dissimilarités 
au cours de l' inférence de l' arbre phylogénétique. Cependant, cette hypothèse est 
habituellement inappropriée pour les espèces séparées par de grandes distances. Par 
conséquent, la reconstruction d'un arbre phylogénétique correct devient très problématique 
sous l'hypothèse de l' « horloge moléculaire ». Si cette dernière n' est pas prise en compte, les 
différences observées (entre les espèces) ne reflètent pas de manière exacte les distances 
évolutives. Par conséquent plus ieurs substitutions au niveau d'un même site bia isent les 
vraies distances et font en sorte que les séquences semblent plus proches les unes des autres 
Matrice de 
dissimilarité 
17 
qu 'elles ne le sont rée llement. Dans ce cas, une correction des distances évolutives entre les 
paires d'espèces est nécessaire. Il existe plusieurs modèles de Markov pour modéliser 
l'évolution des séquences et chacune de ces modélisations implique une manière spécifique 
d' estimer et de corriger les distances évolutives . Ces corrections occas ionnent des variations 
substantielles si les distances sont trop élevées . Parmi les plus popu laires modèles de 
transformation des séquences en distances, nous avons la distance de Hamming (1950), de 
Jukes et Cantor (Jukes et Cantor, 1969), Ki mura 2-paramètres (Kimura, 1981 ). L' inférence 
d'arbre phylogénétique à partir de séquences très différentes produit une problématique quant 
à la fiabilité des valeurs de la matrice de distances. 
Cow ATGGCATATCCCATACAACT 
Séquences Chic ken ATGGCCAACCACTCCCAACT 
Hwnan ATGGCACATGCAGCGCAAGT 
d 'ADN Mou se ATGGCCTACCCATTCCAACT 
Rat ATGGCTTACCCATTTCAACT 
Transformation de Jukes et Cantor 
, 
Cow 0.000000 0.471456 0.471456 0.304099 0.304099 
Chic ken 0.471456 0.000000 0.687218 0.232616 0.383119 
Hwnan 0.471456 o. 687218 0.000000 0.571605 0.571605 
Mou se 0.304099 0.232616 0.571605 0.000000 0.107326 
Rat 0.304099 0.383119 0.571605 0.107326 0.000000 
Méthode de Neighbor Joining 
Cow 
6 
Hu man 
Arbre 
phylogénétique 8 
Mou se 
7 
Chicken 
Rat 
Figure 1-6 Processus d ' inférence d ' arbres phylogénétiques par la méthode de distances 
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Les distances de la matrice de dissimiliratés sont calculées en appliquant un modèle 
d'évolution aux séquences alignées (ou à d'autres types d' informations sur les séquences). 
Toutefois la distance obtenue par une simple application de certains modèles d'évolution est 
considérée comme « non corrigée » et elle comprend deux biais majeurs : ( 1) la probabilité 
d'avoir plus d'une mutation à un site donné augmente avec le temps de divergence entre deux 
séquences. Ainsi des mutations multiples peuvent survenir sans être observables ; (2) la 
probabilité d ' un changement dans un site peut être différente selon les types de données. Ces 
biais peuvent être corrigés pour mieux estimer la distance évolutive des séquences. La 
correction des ces biais peut être effectuée par des méthodes de PHYLIP (Felsenstein, 1993) : 
DNADIST pour les séquences d'ADN et PROTDIST pour les séquences de protéines. Les 
corrections obtenues selon les modèles d'évolution sont le plus souvent utilisées pour inférer 
les phylogénies, à la place des distances observées « non corrigées ». 
a. Reconstitution de la distance évolutive à partir de la distance 
observée 
Les méthodes de distances utilisent la matrice de dissimilarités pour reconstituer la matrice de 
distances évolutives (distance d'arbres) qui peut être représentée sous forme d'un arbre 
unique. Pour reconstruire l'arbre phylogénétique de la matrice de distances évolutives, les 
méthodes de distances se servent de différentes techniques dont les plus citées sont les 
suivantes: 
• Les méthodes d'ajustement 
Les méthodes d'ajustement reposent sur le choix de îa distance arborée la plus proche de la 
matrice de dissimilarité, en utilisant un critère dont la forme générale est la suivante : 
n n 2 Q- "" "' w ·· (a· · - d ··) L_.~ lJ lJ lJ (1.1) 
i=lj=l 
où W représente souvent la matrice de poids accordés à la comparaison des parres de 
séquences; 
n représente Je nombre d' espèces; 
au représente la distance évolutive entre les espèces i etj; 
du} représente la dissimilarité entre les espèces i etj. 
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Le critère des moindres carrés non pondérés (Cavalli-Sforza et Edwards, 1967) correspond à 
l'initialisation de toutes les valeurs de la matrice de poids W à 1. Fitch et Margoliash (1967) 
1 
utilisent le même critère où wij = 2 , tandis que Beyer et al. (1974) ont proposé de 
di} 
'd' 1 ' 1 cons1 erer e cas ou wu =-. 
du 
• Les méthodes d'évolution minimum 
Les méthodes d' évolution minimum se basent sur la longueur totale des branches de l' arbre 
reconstruit. Une première méthode de ce type a été proposée par Kidd et Sgaramella-Zonta 
(1971) et puis raffinée par Saitou et Nei (1987) et Rzhetsky et Nei (1992). Ces méthodes 
utilisent la somme des longueurs de branches de l'arbre et exploitent deux critères. L' arbre 
est ajusté aux données et la longueur des branches est déterminée en utilisant la méthode des 
moindres carrés non pondérés. Les méthodes d'évolution minimum requièrent un temps de 
calcul similaire à celui des méthodes d'ajustement. Ce temps peut être amélioré par les 
méthodes de Bryant et Waddell (1998) et Makarenkov et Leclerc (1999) qui réduisent le 
temps de calcul des moindres carrés. Le temps de recherche des topologies d'arbres peut 
également être diminué en utilisant une recherche gloutonne comme proposée par Desper et 
Gascuel (2002). 
a) Les méthodes de regroupement (clustering) 
Ces méthodes n'utilisent pas un critère explicite pour trouver l'arbre qui correspond à la 
matrice de dissimilarités. Elles utilisent un algorithme particulier sur la matrice de 
dissimilarités pour inférer directement un arbre. Elles peuvent être très rapides, mais elles ne 
garantissent pas l' utilisation de toutes les distances (Felsenstein, 2004). Parmi les algorithmes 
de reconstruction d'arbres phylogénétiques basés sur les distances, la méthode UPGMA 
(Unweighted Pair-Group Method using Arithmetic Averages) fut l'une des premières à avoir 
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été proposée (Sokal et Sneath, 1973) et la méthode Neighbor-Joining (NJ) de Saitou et Nei 
(1987) est la plus populaire. 
1.5.2 Approche cladistique 
L'approche cladistique inclut des méthodes qui infèrent les arbres directement à partir des 
données des séquences sans passer par le calcul de matrices de dissimilaraités. Elles sont 
généralement plus robustes statistiquement que les méthodes de distances. Mais elles sont en 
contrepartie très lentes. Cette approche regroupe les méthodes de parcimonie, de maximum 
de vraisemblance et nouvellement les méthodes bayésiennes. 
1.5.2.1 Le maximum de parcimonie 
L' idée générale de maximum de parcimonie a été donnée quand la première méthode de ce 
type a été introduite dans la littérature scientifique par Edwards et Cavai! i-S lforza (1963 ). Les 
méthodes de maximum de parcimonie infèrent des arbres phylogénétiques en évaluant les 
mutations possibles entres les séquences. En terme général, le but de ces méthodes est de 
trouver l'arbre phylogénétique de longueur totale minimale, c'est-à-dire l' arbre qui a le plus 
petit nombre d' évènements mutationnels. Ceci implique deux problématiques : (1) La 
capacité d'effectuer la reconstruction impliquant le moins d' évènements possibles; (2) La 
capacité de chercher parmi toutes les phylogénies celle ou celles qui minimisent le nombre 
d'évènements. 
Il existe plusieurs variations de la parcimonie et les plus utilisées sont les parcimonies de 
Wagner (Farris, 1970) et de Fitch (Fitch, 1971). Habituellement, on peut trouver plus d'un 
arbre qui minimise le nombre d' évènements mutationnels en appliquant la méthode de 
maximum de parcimonie. Afin de garantir de retrouver le meilleur arbre, une évaluation 
exhaustive de toutes les topologies possibles doit être effectuée. L'approche de maximum de 
parcimonie reconstruit correctement un arbre phylogénétique si le rapport entre le nombre 
d'évènements mutationnels par la position de la séquence est petit. Dans le cas d'un nombre 
d'évènements mutationnels élevé, la proportion de changement homoplastique augmente et 
peut entrainer des erreurs au cours de la reconstruction de l'arbre, spécifiquement au cours de 
~-~---
' 
1 
1 
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l'analyse des longues lignées non ramifiées ou si l'arbre contient un mélange de longues et de 
courtes branches. La méthode reconstruit efficacement les arbres phylogénétiques dans 
lesquels de multiples changements au niveau du même site se produisent rarement (Hillis, 
1996; Kim, 1996). Les méthodes de parcimonie sont d 'habitude plus lentes que celles basées 
sur les distances. Ces méthodes s'appuient sur deux hypothèses principales (Darlu et Tassy, 
1993): 
• Tous les sites évoluent indépendamment les uns des autres ; 
• La vitesse d 'évolution est lente et constante à travers les lignées évolutives. 
Plusieurs approches peuvent être utilisées pour rechercher l'arbre le plus parcimonieux, c'est­
à-dire l'arbre de longueur totale minimale. Lorsque le nombre de taxons est inférieur à dix, il 
est poss ible d'effectuer une recherche exhaustive. Dans le cas contraire, pour avoir un résultat 
dans un temps raisonnable, il faut se contenter des constructions heuristiques d 'un arbre 
parcimonieux ou utiliser une approche de type« branch-and-bound ». 
a) Recherche exhaustive 
La recherche exhaustive examine toutes les topo logies possibles par une approche basée sur 
des algorithmes voraces. La première étape consiste à former un arbre en regroupant trois 
espèces choisies aléatoirement ou selon des critères heuristiques (figure [-7). À la deuxième 
étape, une quatrième espèce est ajoutée sur chacune des trois branches de cet arbre, ce qui 
nous donne trois arbres possibles. Lors de la troisième étape, une cinquième espèce est 
ajoutée sur chacune des cinq branches possibles des trois arbres produits au cours de l'étape 
précédente, ce qui nous donne quinze arbres possibles. On procède de la sorte, par la suite, 
pour placer toutes les espèces étudiées sur les différentes branches. Ce qui nous conduit 
finalement à l'ajout de la/me espèce à chacune des (2j- 5) branches possibles (nombre de 
branches d 'un arbre possédant j-1 feu i Iles) de tous les arbres produits à 1 'étape j-1. Le nombre 
total de topologies (non enracinées) de j feuilles explorées par cette approche est 
(2}-3)! 
2 (} - Z) (j- 2) . 
1 ere étape : 3 taxons. 
2eme étape : ajout 
du 4eme taxon. 
3eme étape : ajout 
du Seme taxon. 
5 arbres possibles 5 arbres possibles 5 arbres possibles 
Figure 1-7 Recouvrement de toutes les topologies par recherche exhaustive. 
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Cette approche calcule le nombre d' évènements mutationnels pour tous les arbres explorés . 
Le nombre d' évènements mutationne ls détermine la longueur totale de l'arbre. Parmi tous les 
arbres reconstruits, on retient celui ou ceux de longueur minimale. 
Par exemple, considérons un ensemble E = {a, b, c, d} et la séquence nucléotidique suivante 
pour chacun de ces taxons : a- ATTA, b- TAAC, c- AAAT, d- TTTT. La figure I-8 montre 
trois arbres formés à travers la recherche exhaustive. L 'arbre qui sera retenu selon le critère 
de longueur minimale est le premier en partant de la gauche, car sa longueur est la plus petite 
(6 mutations). 
a 
ATTA 
d 
TTTT 
AAAT 
c 
Longueu r d'arbre = 6 
a 
ATTA 
b 
TAAC 
AAAT 
c 
Longueur d'arbre = 8 
a 
ATTA 
d b 
TAAC 
AAAT 
c 
Longueur d'arbre = 7 
Figure 1-8 Longueur d'arbre pour trois topologies (Harry, 2001). 
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b) Construction heuristique d'un arbre parcimonieux 
Ne pouvant pas trouver le meilleur arbre en examinant tous les arbres poss ibles, on peut faire 
une recherche dans un espace plus restreint d' arbres. La technique de recherche heuristique 
consiste à trouver le(s) meilleur(s) arbre(s) sans examiner tous les arbres possibles . Cette 
méthode ne garantit pas de trouver le(s) meilleur(s) arbre(s). Dans les constructions 
heuristiques d 'un arbre parcimonieux, des algorithmes itératifs s'ajoutent à la construction 
vorace de la recherche exhaustive. Ces algorithmes sont utilisés en généra l lorsque le nombre 
de taxons est supérieur à dix. La technique fondamentale des constructions heuristiques est de 
partir d' un arbre initial et d 'effectuer des réarrangements sur les branches afin de trouver 
d'autres arbres « voisins ». Si un des « voisins » est plus parcimonieux que l' arbre initial, ce 
voisin est retenu et d'autres réarrangements sont examinés. Finalement, nous atteindrons un 
arbre, appelé optimum local dans l'espace des arbres, que des réarrangements n'amélioreront 
pas . Cependant, nous n'avons aucune garantie qu ' il corresponde à l'optimum global. L'arbre 
initial est souvent inféré par des méthodes qui présentent une solution acceptable en un temps 
très court. Toutefois ces approches heuristiques n' exp lorent généra lement que les topologies 
similaires à la topologie initiale. Par ailleurs, il existe plusieurs stratégies de réarrangements 
et les plus connues sont les suivantes (Swofford et al. , 1996): 
• le réarrangement local (Nearest-Neighbor Interchanges "NNI"); 
• le réarrangement global (Subtree Pruning and Regrafting "SPR"); 
• la bissection et reconnexion d'arbres (Tree Bisection and Reconnection "TBR"); 
• les fusions d'arbres (tree-fusing); 
• les algorithmes génétiques (Genetic algorithms). 
1.5.2.2 Le maximum de vraisemblance 
L'approche de maximum de vraisemblance a été introduite par Edwards et Cavalli-Sforza 
(1964) dans le cadre de l'étude des données sur la fréquence des gènes. La première 
application d 'une méthode de maximum de vraisemblance aux séquences moléculaires a été 
effectuée par le statisticien Jerzy Neyman (1971 ), imposant des contraintes sur le taux 
d' évolution. L'approche de maximum de vraisemblance introduite par Felsenstein (1981 ) 
n' imposait, quant à elle, aucune contrainte par rapport à la constance du taux d' évolution 
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entre les lignées. Elle assigne des probabilités aux évènements mutationnels, plutôt que de les 
compter. Cette méthode compare les arbres phylogénétiques possibles sur la base de leur 
habileté à prédire les données observées. L 'arbre qui a la plus grande probabilité de produire 
les séquences observées est choisi. La vraisemblance (ou le score de vraisemblance) est 
exprimée sous forme d'un logarithme naturel. Pour trouver l' arbre le plus vraisemblable, les 
bases de toutes les séquences à chaque site sont considérées séparément et le logarithme de la 
vraisemblance est calculé pour une topologie donnée, en utilisant un modèle d'évolution 
particulier. Ce logarithme de la vraisemblance est cumulé sur tous les sites et sa somme est 
maximisée pour estimer la longueur des branches de l'arbre. Cette procédure est répétée pour 
toutes les topologies possibles et la topologie ayant la plus grande vraisemblance est choisie. 
Il faut noter que le logarithme naturel de la vraisemblance est négatif car la probabilité 
calculée est inférieure à 1. 
De façon similaire au maximum de parcimonie, la méthode de maximum de vraisemb lance 
reconstruit un dispositif d'ancêtres au niveau de tous les nœuds de l' arbre considéré, mais elle 
assigne aussi aux branches une longueur basée sur les probabilités de mutation. Pour chaque 
topologie d' arbre possible, les taux de substitution supposés sont variés dans le but de trouver 
les paramètres qui produiront la plus grande vraisemblance par rapport aux séquences 
observées. 
Sous plusieurs points de vue, le maxtmum de vraisemblance semble être une manière 
attrayante pour construire des phylogénies (Whelan et a l. , 2001). Toutes les mutations 
possibles et compatibles avec les données sont considérées. Les fonctions de vraisemblance 
sont connues pour avoir des bases solides et conformes pour l' inférence statistique (Edwards, 
1972). Ces méthodes représentent bien les relations d'évolution entres les espèces. Elles 
prennent en considération plusieurs paramètres du processus d' évolution tels que les 
probabilités relatives des transitions par rapport aux transversions ou le degré avec lequel le 
taux d'évolution change entre les sites . Tous ces paramètres sont estimés au cours du 
processus d'évaluation. 
Le principal obstacle dans l' utilisation des méthodes de maximum de vraisemblance est le 
· temps de calcul. Les algorithmes qui trouvent le score de vraisemblance font des recherches 
dans un espace multidimensionnel de paramètres, ceci fait en sorte que la solution des 
~----- - -
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problèmes à grande échelle (> 100 séquences) est extrêmement longue à trouver. Une 
méthode d 'estimation de maximum · de vraisemblance peut être l'objet d'erreurs 
systématiques quand le modèle d 'évolution utilisé pour évaluer la vraisemblance d 'un arbre 
donné ne reflète pas Je processus actuel d'évolution. 
L'approche de maximum de vraisemblance est plus fiable que les méthodes de distances et de 
maximum de parcimonie. Théoriquement, c'est l'approche qui conduit au résultat le plus 
proche de l'arbre évolutif réel. Comparée au maximum de parcimonie, elle est aussi beaucoup 
plus robuste. Cette approche permet également d'appliquer les différents modèles d'évolution 
et d'estimer la longueur des branches en fonction des changements évolutifs. 
Felsenstein (1981) a développé un des premiers programmes de maximum de vraisemblance, 
DNAML (DNA maximum likelihood program). Ce programme est présentement d' une 
grande utilité dans les analyses phylogénétiques. Des simulations effectuées ont montré que 
ce programme est extrêmement efficace dans l'estimation de vraies phylogénies dans des 
situations variées impliquant une violation de la constance du taux d'évolution dans une 
lignée. Il existe plusieurs autres programmes de maximum de vraisemblance, par exemple : 
ProtML (Adachi et Hasegawa, 1992), PUZZLE (Strimmer et Von Haeseler, 1996) et 
PHYML (Guindon et Gascuel, 2003). La méthode PHYML permet de traiter un très grand 
nombre d'espèces en un temps raisonnable. 
1.5.2.3 Méthodes bayésiennes 
Les méthodes bayésiennes sont étroitement liées aux méthodes de maximum de 
vraisemblance. À la différence de ces dernières, les méthodes bayésiennes utilisent une 
distribution a priori sur la quantité inférée. L'utilisation d'une distribution a priori permet 
d' interpréter Je résultat comme une distribution de la quantité de données. Les méthodes 
bayésiennes datent des années 1970 et l'utilisation récente des méthodes de Chaîne de 
Markov de Monte Carlo (Markov chain Monte Carlo) leur a donné une nouvelle impulsion 
(Rannala et Yang, 1996; Rannala, 1997; Larget et Simon, 1999; Li et al2000; Huelsenbeck et 
Ronquist. 200 1). L'hypothèse optimale est celle qui maximise la probabilité a posteriori. La 
probabilité a posteriori de l'hypothèse est proportionnelle à la vraisemblance multipliée par 
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la probabilité a priori de cette hypothèse. Les probabilités a priori des différentes hypothèses 
dépendent des suppositions des scientifiques concernant les relations phylogénétiques 
possibles au niveau des données. Dans plusieurs cas, les chercheurs n' ont aucune information 
à propos des distributions de la probabilité a priori. La manière la plus simple de résoudre ce 
problème est de spécifier une probabilité a priori uniforme c' est-à-dire avec laquelle toutes 
les valeurs possibles d 'un paramètre ont la même probabilité a priori. 
Dans l'analyse bayésienne, le résultat final ne dépend pas d' une valeur spécifique mais de la 
considération de toutes les valeurs possibles des paramètres. Même s' il y 'a assez de données 
pour estimer plusieurs paramètres, les algorithmes d' escalade « hill climbing », utilisés pour 
trouver le score de maximum de vraisemblance, peuvent être très lents et de moins en moins 
fiables au fur et à mesure que le nombre de paramètres augmente. Contrairement à cela, les 
méthodes bayésiennes reposent sur un algorithme qui ne cherche pas forcément à trouver le 
point le plus haut dans l'espace des valeurs des paramètres (optimum global). Par rapport au 
maximum de vraisemblance, les méthodes bayésiennes ont l' avantage d 'avoir une vitesse de 
calcul élevée et la possibilité d' incorporer des modèles d' évolution complexes. 
Les deux logiciels les plus connus réalisant les méthodes bayésiennes sont : MrBA YES 
developpé par Huelsenbeck (Huelsenbeck et Ronquist, 2001) et BAMBE (Larget et Simon, 
1999). 
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CHAPITRE II 
PARALLÉLISATION DES PROGRAMMES 
INFORMATIQUES 
2.1 Parallélisme 
2.1.1 Introduction 
Dans ce chapitre nous ferons une introduction générale du parallélisme. Nous présenterons 
les différentes formes de parallélisme, les architectures de systèmes parallèles, ainsi que les 
environnements qui permettent de supporter l'exécution des applications de façon à réaliser le 
parallélisme. Ce chapitre devrait permettre de comprendre le choix des formes de 
parallélismes que nous avons effectués, le choix de l'architecture de la machine pour laquelle 
les programmes parallèles ont été implémentés, ainsi que la librairie utilisée (MPI) pour 
effectuer la parallélisation. 
Dans la perpétuelle recherche de performances élevées, et sachant que les besoins de 
certaines app lications en terme de performance dépassent la capacité des microprocesseurs 
standard, les concepteurs de systèmes informatiques se sont tournés, depuis la fin des années 
1960, vers des structures multiprocesseurs qui mettent en œuvre plusieurs processeurs au sein 
d'un même système. Ces concepteurs se sont intéressés au parallélisme en fondant leurs 
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systèmes sur des processeurs standard au lieu de créer et de maintenir leurs propres 
microprocesseurs . 
En 1966, Philip Bernstein a défini les conditions exprimant la possibilité d' exécution des 
programmes en parallèle : 
Soit P1 et P2 deux programmes; on suppose que chacun des programmes utilise 
des variables en entrée (E1 et E2) et produit des valeurs en sortie (S1 et S2). Les 
programmes P1 et P2 sont exécutables en parallèle (noté P1 1 1 P2) si et 
seulement si les conditions suivantes sont respectées : El n s2 = 0, E2 n SI = 0 
etS1 n S2=0. 
De façon plus générale, un ensemble de programmes P1, P2, .. , Pn, est 
exécutable en parallèle si et seulement si les conditions de Bernstein sont 
satisfaites. 
(Chevance, 2000, page 56). 
Néanmoins, dans la pratique, le respect de ces conditions est peu probable. De plus, dans le 
domaine du parallélisme, on parle de la notion de « grain» de parallélisme qui fait référence 
à la taille des sections du code susceptibles d'être exécutées en parallèle. On parle de « grain 
fin » lorsque la taille de la section ne représente que quelques instructions et de « gros grain » 
lorsque les séquences représentent un nombre important d' instructions. 
La source du parallélisme se trouve au niveau de la formulation des problèmes. Il existe trois 
formes de parallélisme : 
• Parallélisme de données : « La même opération est effectuée par des processeurs 
différents sur des ensembles disjoints de données » (Chevance, 2000, page 56); 
• Parallélisme de contrôle : « Différentes opérations sont réalisées simultanément. Ce 
parallélisme est utilisé lorsque le programme est composé de parties indépendantes 
ou bien lorsque certaines structures de contrôle (telles que les boucles) sont 
susceptibles d'être exécutées en parallèle » (Chevance, 2000, page 56); 
• Parallélisme de flux : « Les opérations sur un même flux de données peuvent être 
enchaînées avec un certain niveau de recouvrement, c'est-à-dire que 1' opération 
suivante peut être amorcée avant que la précédente ne soit terminée. C ' est le mode de 
travail à la chaille ou de pipeline » (Chevance, 2000, page 56). 
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La difficulté maJeure dans les systèmes parallèles réside dans la programmation des 
applications car cette dernière implique des opérations de synchronisation pour les accès aux 
données partagées et de rendez-vous entre les différentes parties du programme. 
Les environnements qui permettent de supporter l'exécution des applications de façon à 
exprimer le parallélisme qui seront présenté dans ce chapitre sont : 
• PYM (présenté de façon sommaire). 
• MPI (présenté plus en détails). 
La programmation parallèle consiste à la conception, à l'exécution et à l'agencement des 
programmes sur les machines parallèles afin de tirer profit des systèmes de calcul parallèles. 
Elle consiste également à l'application des méthodes de programmation parallèle aux 
programmes séquentiels existants. Le principe général de la programmation parallèle est de 
diviser le problème global en charges de travail, d' assigner ces charges aux processeurs et de 
synchroniser les travaux des processeurs afin d'obtenir des résultats valides. La 
programmation parallèle peut seulement être appliquée aux problèmes qui sont 
parallélisables, la plupart du temps sans dépendance de données (Grama et al. 2003). 
Il y a deux approches principales à la programmation parallèle : 
• Le parallélisme implicite: le système (le compilateur ou un autre programme) divise 
le problème et assigne les charges aux processeurs automatiquement. 
• Le parallélisme explicite: le programmeur doit annoter son programme pour montrer 
comment il doit être divisé. Plusieurs facteurs et techniques de parallélisation influent 
grandement sur la programmation parallèle. 
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2.1.2 Architectures des systèmes parallèles 
Donner une classification des architectures parallèles est un exercice auquel se sont essayés 
de nombreux experts depuis fort longtemps. Il existe entre autres : 
• La classification de Flynn en 1972 (Flynn, 1972); 
• La classification de Hockney en 1987 (Hockney, 1987); 
• La classification de Treleaven en 1988 (Treleaven, 1988); 
• La classification de Skillicorn en 1988 (Skillicorn, 1988); 
• La classification de Krishnamurthy en 1989 (Krishnamurthy, 1989); 
• La classification de Duncan en 1990 (Duncan, 1990); 
• La classification de Germain-Renaud en 1991 (Germain-Renaud et Sansonnet, 1991); 
• La classification d'Ibert en 1992 (Ibert, 1992); 
• La classification d'Esclangon en 1992 (Escalangon, 1992 ). 
Je présenterai ici seulement la classification de Flynn (Flynn, 1972) puisqu 'elle est la plus 
connue. Cette classification permet de comprendre le système utilisé pour réaliser la 
parallélisation. Par la suite, je présenterai les différentes manières existant pour associer la 
mémoire (ou le disque) à un système multiprocesseur. 
2.1.2.1 Classification de Flynn 
La classification de Flynn se décompose en quatre catégories . 
a. SISD (Single Instruction Single Data Stream, ou flot unique 
d'instructions et flot unique de données) 
Dans cette architecture, un seul flot d ' instructions opère une transformation sur un même flot 
de données. 
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Control Processor [}at a Memory 
Figure Il-l Architecture SISD. 
b. SIMD (Single Instruction Multiple Data Stream, ou flot unique 
d ' instructions et flots multiples de données) : 
Dans cette architecture, le même flot d ' instructions est appliqué à des ensembles disjoints de 
données. 
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Figure 11-2 Architecture SIMD. 
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c. MISD (Multiple Instruction Single Data Stream, ou flots d'instructions et 
flot unique de données) : 
Dans cette architecture, plusieurs flots d ' instructions sont appl iqués à un même flot de 
données. 
Processor1 Control1 
Memory 
ProcessorN ControiN 
Figure 11-3 Architecture MISD. 
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d. MIMD (Multiple Instruction Multiple Data Stream, ou flot multiple 
d'instructions et flots multiples de données) : 
Dans cette architecture, des flots d'instructions indépendants sont appliqués à des ensembles 
de données indépendants. 
Control1 Instru ction 1 Processor 1 
~ 
:; 
3: 
t 
z 
... 
0 
·.:::: 
<,) 
4.> 
= ... 
Control2 ln stru ctio n 2 Processor2 0 <,) 
... 
4.> 
~ 
:; 
>. 
0 
... 
... 
~ 
~ 
~ 
... 
!.': 
~ 
(/) 
ControiN Instruction N ProcessorN 
Figure 11-4 Architecture MIMD. 
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2.1.2.2 Architecture standard d'un système parallèle 
En matière de liaison avec les disques, on distingue trois grandes classes d 'architectures 
(Chevanche,2000): 
a. Architecture « share everything » ou « tout partagé » : 
Dans cette architecture, l'ensemble des processeurs du système fonctionne sous le contrôle 
d'un seul système d'exploitation. Une opération d 'entrée-sortie peut être initialisée par 
n'importe quel processeur. 
Les avantages de cette architecture sont : 
• Simplicité du parallélisme; 
• Bonne utilisation des ressources; 
• Équilibrage de charge naturelle; 
• Communication inter-processeurs efficace (car fondée sur une mémoire partagée 
cohérente); 
• Solution en cours de banalisation (baisse des prix). 
Les inconvénients de cette architecture sont : 
• Disponibilité du système difficile à assurer; 
• Scalabilité limitée (quelques dizaines de processeurs). 
Bus 
Figure 11-5 Architecture « share everything ». 
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b. Architecture « share nothing » ou « sans partage » : 
Dans cette architecture, chacun des nœuds qui composent le système fonctionne sous le 
contrôle de sa propre copie du système d'exploitation et a un accès exclusif aux disques qui 
lui sont rattachés. 
Les avantages de cette architecture sont : 
• Bonne disponibilité; 
• Bonne scalabilité (1 00 processeurs et au-delà); 
• Faible coût grâce à la réutilisation des composants standard; 
• Bon équilibrage de charge (les données à fort taux de partage peuvent être 
répliquées). 
Les inconvénients de cette architecture sont : 
• Interaction entre les nœuds pour la synchronisation des mises à jour des données; 
• Saturation du réseau d' interconnexion due aux transferts entre nœuds et disques; 
• Coût du maintien de la cohérence des copies multiples, en particulier si les mises à 
jour sont fréquentes . 
Figure II-6 Architecture« share nothing ». 
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La machine que nous avons utilisée pour effectuer la parallélisation est un cluster composé de 
16 lames . Un cluster se caractérise par: 
• L'utilisation d'une technologie de réseau d' interconnexion standard (Fibre Channel, 
Réseau local rapide). 
• Un nombre maximal de nœuds limité, dans la pratique, à une dizaine de nœuds. 
Cette machine repose sur une architecture « share nothing ». Chaque lame est composée de 
deux processeurs de 3.2 GHZ chacun, et possède sa propre mémoire sur laquelle elle a un 
accès exclusif. 
c. Architecture « shared disks » ou « disque partagé » : 
Dans cette architecture, chacun des nœuds qui composent le système fonctionne sous le 
contrôle de sa propre copie du système d' exploitation et peut accéder directement aux autres 
disques (mémoire) qui sont partagés entre les différents nœuds. Cette architecture n' exclut 
pas qu ' un nœud ait ses propres disques, ce qui est d'ailleurs souvent le cas, avec au moins un 
disque, dit système, par nœud. Un disque système contient le système d' exploitation, les 
zones réservées à la pagination, à la demande ainsi que, souvent, les programmes 
d'applications les plus fréquemment utilisés. 
Les avantages de cette architecture sont : 
• Bonne disponibilité; 
• Excellente scalabilité (plusieurs centaines de processeurs); 
• Faible coût, grâce à la réutilisation de composants standards. 
Les inconvénients de cette architecture sont : 
• Équilibrage en charge difficile; 
• Difficile à administrer et à optimiser du fait du partitionnement des données; 
• Forte dépendance des performances vis-à-vis des caractéristiques du réseau 
d' interconnex ion; 
• Coût de la parallélisation, même pour les requêtes simples; 
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• Coût de ma intien de la cohérence des copies multiples, en particulier si les mises à 
j our sont fréquentes. 
• •• 
Réseau d'interconnexion 
Oisqtte ••• 
Figure II-7 Architecture « shared disks ». 
2.2 Machine virtuelle parallèle (Parallel Virual Machine) 
Pour comprendre le modèle de programmation « Parallel Virtua l Machine » (PYM, 2006), il 
faut tout d 'abord comprendre le concept de « machine virtuelle ». Une « machine virtuelle» 
est composée d' une ou de plusieurs machines hôtes qui communiquent les unes avec les 
autres à travers le protocole standard TCP/IP. Les machines hôtes peuvent être une collection 
de postes de travai l hétérogènes, des superordinateurs, des PCs (Persona! Computer), etc. Du 
point de vue du programmeur, la machine virtuelle est un ordinateur unique avec une grande 
mémoire distribuée. Dans le modèle PVM, la « machine virtuelle » peut être constituée d' un 
nombre illimité d ' hôtes et ces dern iers peuvent être ajoutés ou supprimés de façon 
dynamique. Les processus qu i s ' exécutent sur les machines parallèles sont appelés tâches et 
le modèle PVM suppose l' exécution de plusieurs tâches au niveau d' un seul hôte et leur 
communication les unes avec les autres. Ces tâches peuvent être gérées de manière 
dynamique aussi. 
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Le système PVM est issu d'un projet interne de l'Oak Ridge National Laboratory (ORNL) aux 
Etats-Unis en 1989. La première version a servi de base, en 1991 , à un projet plus vaste 
commun à trois universités des États-Unis et a été soutenue par plusieurs programmes, tant 
gouvernementaux qu'industriels. 
Les techniques de calcul parallèle du modèle de programmation PVM sont maintenant 
utilisées dans plusieurs disciplines scientifiques. La mise à disposition des codes sources de 
PVM dans le « domaine public » ainsi que le fort développement des réseaux de 
télécommunications, en particulier la couverture mondiale réalisée par les protocoles IP et 
leur présence sur toutes sortes de plates-formes, ont été des éléments déterminants de son 
succès. 
2.3 Interface de Passage de Messages (Message Passing Interface) 
2.3.1 Introduction 
« Message Passing Interface » (MPI, 2006) est une librairie standard de passage de messages. 
Le passage de messages est une méthode par laquelle les données de la mémoire d ' un 
processeur donné sont copiées dans la mémoire d ' un autre processeur. La librairie standard 
de passage de messages est constituée d' une collection de routines servant à faciliter la 
communication entre les processeurs d' une machine parallèle. MPI n'est pas un standard en 
tant que tel parce qu ' il n'a pas été publié par des organisations telles que ISO ou AINSI. 
C'est un standard parce qu ' il a été conçu dans un forum ouvert qui incluait des fournisseurs 
de matériels informatiques, des chercheurs, des universitaires, des représentants de plus de 40 
organisations, etc. 
Le but principal de MPI était de concevoir une librairie assez complète permettant : 
• La communication : Une communication de haut niveau et de bas niveau; 
• La portabilité : Elle est très importante avec les changements rapides dans les 
environnements des machines à haute performance et dans domaine de la 
technologie; 
• La modularité (dans le développement des différentes librairies); 
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• Hétérogénéité; 
• Gestion des groupes de processus; 
• Gestion des processus. 
Cette librairie reste efficace sur un maximum de machines parallèles. Elle a de bonnes 
chances de devenir la librairie standard qui remplacera toutes les autres existantes dans Je 
domaine de la programmation parallèle au cours des prochaines années. Il existe des 
implémentations de MPI pour les systèmes Unix et Windows. Ces implémentations 
supportent les programmes écrits en C, C++, Java et Fortran. 
2.3.2 Historique de MPI 
MPI résulte des efforts de nombreux groupes d'individus entre les années 1992 et 1994. Déjà, 
dans les années 1980 et au début des années 1990, la mémoire distribuée et la programmation 
parallèle ont conduit au développement de plusieurs logiciels qui étaient pour la plupart 
incompatibles et dédiés à l' écriture de tels programmes. Habituellement, les incompatibilités 
se trouvaient au niveau de la portabilité, de la performance, de la portabilité et du prix. Toutes 
ces incompatibilités ont entraîné le besoin d'un standard. 
En avril 1992, un atelier sur les standards de passage de messages pour les machines à 
mémoire distribuée fut commendité par le centre de recherche sur la programmation parallèle 
(Willamsburg, Virginie). Cet atelier a permis de discuter des dispositifs basiques qui sont 
essentiels à une interface standard de passage de messages et une équipe de développement a 
été mise en place pour continuer la standardisation. En novembre 1992, l' équipe de 
développement se rencontra à Minneapolis, la version MPI-1 fut présentée et le forum MPI 
fut créé. En novembre 1993 (Supercomputing 93 conference), MPI standard a été dévoilé et 
une version finale a été rendue disponible en mai 1994. MPI-2 est la continuation de MPI-1. 
Il traite des sujets qui vont au delà de ceux de la première spécification de MPI. 
Aujourd ' hui, les différentes implémentations de MPI sont une combinaison de MPI-1 et MPI-
2 et peu d ' implémentations incluent la totalité des fonct ionnalités de MPI-1 et de MPI-2. 
- -------- - ---------------, 
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2.3.3 Raisons principales d'utilisation de la librairie MPI 
Les principales raisons sont les suivantes : 
• La standardisation: MPI est la seule librairie de passage de messages qui peut être 
considérée standard. Cette librairie remplace progressivement toutes les anciennes 
librair ies de passage de messages; 
• La portabilité: Pas besoin de faire une modification sur le code à la suite d'un 
changement de plateforme qui supporte le standard MPI; 
• La performance: Il y a la possibi lité d'utiliser le «Native Hardware Features »pour 
optimiser la performance; 
• La fonctionnalité : Plus de 115 routines ont été définies seulement pour MPI-1; 
• La disponibilité: Plusieurs implémentations de MPI sont disponibles (dans le 
domaine industriel et public; 
• L'existence de programmes bioinformatiques parallélisés à travers la librairie MPI : 
mpi-Biast (Lin et al., 2005) et clustal-mpi (Li, 2003). 
2.3.4 Modèle de programmation 
MPI est pratiquement utilisé sur la plupart des modèles de programmation parallèle à 
mémoire distribuée (figure II-8). Les plateformes matérielles sont : 
• Mémoire distribuée: À l'origine, MPI visait juste les machines à mémoires 
distribuées. 
• Mémoire partagée : Comme les machines à mémoire partagée sont devenues très 
populaires (architectures SMP 1 NUMA), des implémentations MPI apparurent pour 
ces genre de systèmes. 
• Hybride : MPI est maintenant utilisé pour tout système à architecture parallèle 
comme les machines massivement parallèles, les clusters SMP, les clusters de postes 
de travail et les réseaux hétérogènes. 
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Au niveau de MPI, tout le parallélisme est explicite, c'est-à-dire que le programmeur est 
responsable de l'indentification correcte du parallélisme et de l' implémentation de 
l' algorithme parallèle en utilisant MPI. 
Le nombre de tâches dédiées à s ' exécuter en parallèle est statique. Cependant, 
l' engendrement de nouvelles tâches durant l' exécution est impossible. 
Processeur Processeur Processeur 
Réseau 
Figure II-8 Système à mémoire distribuée. 
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2.3.5 Structure générale d'un programme MPI 
Figure 11-9 Structure d'un programme MPI. 
2.3.6 Communicateurs, groupes et rang 
MPI utilise des objets appelés « communicateurs » ou « groupes » pour définir le groupe de 
processus (i.e., ensemble de processeurs qui exécutent les processus du programme) qui 
peuvent communiquer avec tous les autres. La plupart des routines MPI exige la spécification 
du communicateur en argument. Par défaut, la constante MPI_COMM_ WORLD qui 
comprend tous les processus actifs, est le communicateur qui inclut tous les processus MPI. 
Dans un communicateur, chaque processeur est identifié de façon unique par un entier qui lui 
est assigné par le système lors de l'initialisation des processus. Le rang est aussi appelé 
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parfois identifiant du processeur. Les rangs sont contigus et commencent à zéro. Les rangs 
sont généralement utilisés pour spécifier la source et la destination des messages. lis peuvent 
aussi être utilisés pour le contrôle de l'exécution du programme juste par certains processeurs 
(par exemple, si rang= 0 alors exécuter la suite d' instructions suivante). 
Processeurs 
2.3.7 
Figure 11-10 Communicateur ou groupe MPI. 
Routines MPI 
Communicateur 
ou groupe 
Les routines MPI peuvent être divisées en trois grandes catégories selon leur fonction : 
2.3. 7.1 Routines de gestion de l'environnement d'exécution 
Les routines de gestion de l' environnement d ' exécution sont utilisées afin d'atteindre des buts 
spécifiques tels que l' initialisation et la terminaison de l'environnement MPI, le 
questionnement de l'environnement tel que son identité, etc. Les routines de gestion 
d' environnement les plus couramment utilisées sont: 
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a- MPI init 
Cette routine permet de procéder à l' initialisation de l'environnement d' exécution de MPI. 
Elle doit être appelée une seule fois dans tous les programmes MPI et avant toutes les autres 
routines. Pour les programmes en C, cette routine peut être utilisée pour passer les arguments 
de la ligne de commande à tous les processeurs, cependant les implémentations peuvent 
van er. 
Exemple: 
MPI_Init (&argc, &argv) 
Les arguments argc et argv sont requis seulement quand la base du programme est écrite en 
Cou C++. 
b- MPI Comm size 
Cette routine détermine le nombre de processus associés à un communicateur. Elle est 
généralement utilisée avec le communicateur par défaut MPI_COMM_ WORLD pour 
déterminer le nombre de processus qui sont utilisés dans l' application. 
Exemple: 
MPI_Comm_size (comm, &size), 
où comm : le communicateur et size : nombre de processus du communicateur. 
c- MPI Comm rank 
Cette routine permet de déterminer le rang des processeurs. Initialement, un entier unique 
entre 0 et le nombre de processeurs-! est assigné à chaque processeur au niveau du 
communicateur par défaut. Si un processeur est associé à d'autres communicateurs, il aura un 
rang unique avec chacun de ces communicateurs. 
Exemple: 
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MPI_Comm_rank (comm, &rank), 
où comm: communicateur et rank: le rang communicateur. 
d- MPI Abort 
Cette routine termine tous les processus associés au communicateur. Cependant dans la 
plupart des implémentations de MPI, cette routine termine tous les processus sans tenir 
compte du communicateur. 
Exemple: 
MPI Abort (comm, errorcode), 
où comm :communicateur et errorcode: code d' erreur retourné à l' environnement. 
e- MPI_Get_processor_name 
Cette routine, comme son nom l' indique, retourne le nom du processeur ainsi que sa 
longueur. Le nom d'un processeur peut avoir une longueur maximale qui correspond à la 
constante MPI_MAX_PROCESSOR_NAME égale à 256. 
Exemple: 
MPT _ Get_processor _na me (&na me, &resultlenght), 
où name : est le nom du processeur et resultlenght : longueur du nom du processeur. 
f- MPI Initialized 
Cette routine indique si la fonction MPI_init a été appelée et retourne la valeur vraie (1) ou 
fausse (0). 
Exemple: 
MPI_ initia lized (&flag), 
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oùjlag est vrai si MPI_init a été déjà appelé et faux sinon. 
g- MPI_ Wtime 
Cette routine retourne le temps écoulé en seconde sur Je processeur appelant. C 'est cette 
routine qui a été utilisée pour calculer le gain en temps engendré par l'exécution des 
programmes parallélisés. 
Exemple: 
MPI_Wtime() 
h- MPI Wtick 
Cette routine retourne la résolution en seconde de la routine MPI Wtime. 
Exemple: 
MPI_Wtick() 
i- MPI Finalize 
Cette routine permet de terminer l'environnement d'exécution de MPI. Elle doit être en 
principe la dernière routine appelée dans tout programme MPI. Aucune autre routine MPI ne 
peut être appelée après le MPI_Finalize. 
Exemple: 
MPI_Finalize () 
2.3. 7.2 Routines de communication point à point 
Les opérations MPI point à point impliquent le passage de messages entres deux différentes 
tâches de MPI. La première tâche exécute l'opération d'envoi du message et la seconde 
exécute 1' opération de réception du message correspondant (figure II-11). 
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Figure 11-11 Envoi et réception de messages. 
La plupart des routines de communication point à point peuvent être uti lisées en mode bloqué 
ou débloqué. 
a- Routines de communication point à point en mode bloqué 
Les routines de communication point à point utilisent les paramètres suivants : buf représente 
l' adresse du tampon d'envoi, count le nombre d' éléments à envoyer, datatype le type de 
données à envoyer, dest le rang du processeur de destination, tag le message d'étiquette, 
comm le communicateur, status le statut de l' objet et request la requête du communicateur. 
Les routines les plus communes sont les suivantes : 
• MPI Send 
C'est la routine de base d'envoi de messages en mode bloqué. La routine se termine après 
que le tampon de la tache d'envoi soit libre pour une réuti lisation. Cette routine peut être 
implémentée de différentes manières en fonction des systèmes. 
Exemple: 
MPI_Send (&buf, count, datatype, dest, tag, comm) 
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• MPI Recv 
Cette routine permet de recevoir un message et d' effectuer un blocage jusqu'à ce que la 
donnée demandée soit disponible dans le tampon de la tâche réceptrice. 
Exemple: 
MPI_Recv (&buf, count, datatype, source, tag, comm, &status) 
b- Routines de communication point à point en mode non bloqué 
Les routines de communication point à point en mode non bloqué les plus communes sont les 
suivantes : 
• MPI Isend 
Cette routine commence par identifier un espace dans la mémoire qui servira comme tampon 
d'envoi. Le traitement continue immédiatement sans attendre que le message ne soit copié 
hors du tampon d'application (figure II-12). Un descripteur de la demande de communication 
est retourné pour gérer le statut du message en suspend. 
Exemple: 
MPI_Isend (&buf, count, datatype, dest, tag, comm, &request) 
• MPI Irecv 
Cette routine commence aussi par identifier un espace dans la mémoire qui servira comme 
tampon d'envoi. Le traitement continue immédiatement sans attendre que le message ne soit 
reçu et copié dans du tampon d'application (figure II-12). Un descripteur de la demande de 
communication est retourné pour gérer le statut du message en suspens. 
Exemple: 
MPI_Irecv (&buf, count, datatype, source, tag, comm, &request) 
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Figure 11-12 Envoi de messages avec un tampon de mémoire. 
2.3. 7.3 Routines de communication collectives 
La communication collective doit impliquer tous les processeurs d' un communicateur donné. 
Par défaut, ce sont tous les processeurs qui appartiennent au communicateur 
MPI_COMM_ WORLD. C'est la responsabilité du programmeur de s 'assurer que tous les 
processeurs sans communicateur, participent aux opérations collectives . Les communications 
collectives peuvent être de trois types : 
a- Synchronisation : 
Les processus attendent que tous les membrès du groupe aient atteint le point de 
synchronisation. 
-------------
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b- Mouvement de données : 
Ce sont les opérations du genre broadcast, scatter/gather (distribution et regroupement des 
données), etc. 
c- Calcul collectif: 
Un membre du groupe collecte les données provenant de tous les autres processeurs du 
groupe et effectue une opération (minimum, maximum, addition, etc.) sur les données 
collectées. 
Toutes les opérations collectives sont bloquantes. Les routines des opérations collectives ne 
passent pas en paramètre d'argument « tag » et peuvent être utilisées juste avec les types 
prédéfinis de MPI. 
Les routines de communication collectives utilisent quelques paramètres supplémentaires par 
rapport aux routines vues précédemment qui sont : root qui représente le rang du processus 
d'envoi et op qui représente l' opération de réduction utilisée. 
Les routines de communication collectives les plus communes sont les suivantes : 
• MPI Barrier 
Cette routine crée une barrière de synchronisation dans un groupe (communicateur). Quand 
une tâche atteint l' appel de cette routine, elle entre en attente jusqu 'à ce que les autres tâches 
du groupe atteignent l' appel de la même routine. 
Exemple: 
MPI_Barrier (comm) 
• b- MPI Bcast 
Cette routine émet un message du processeur racine « root » à tous les autres processeurs du 
même groupe. 
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Exemple: 
MPI_Bcast (&buffer, count, datatype, root, comm) 
• c- MPI Scatter 
Cette routine distribue des messages distincts d'une source unique à tous les processeurs du 
groupe. 
Exemple: 
MPI Scatter (&sendbuf, sendcnt, sendtype, &recvbuf, recvcnt, recvtype, 
root, ... comm) 
• d- MPI Gather 
Cette routine regroupe les messages distincts de chaque processeur du groupe dans un seu 1 
processeur de destination. Cette routine est l'inverse de la routine MPI_Scatter. 
Exemple: 
MPI_ Gather (&sendbuf, sendcnt, sendtype, &recvbuf, recvcnt, recvtype, 
root, ... co mm) 
• e- MPI Reduce 
Cette routine applique une opération de réduction sur tous les processeurs du groupe et 
convertit le résultat (correspondant à la réduction) au niveau d ' une seule tâche (la tâche root). 
L'utilisateur peut définir ses propres opérations de réduction ou utiliser celles prédéfinies par 
MPI telles que MPI_MAX, MPI_MIN, etc. 
Exemple: 
MPI_Reduce (&sendbuf, &recvbuf, count, datatype, op, root, comm) 
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2.3.8 Types de données et ensemble des routines de MPI pour 
1' environnement C. 
2.3.8.1 Type de données 
MPI CHAR signed char 
MPI SHORT signed short int 
MPI INT signed int 
MPI LONG signed long int 
MPI UNSIGNED CHAR 
- -
unsigned char 
1 MPI_UNSIGNED_SHORT unsigned short int 
MPI UNSIGNED unsigned int 
MPI UNSIGNED LONG 
- -
unsigned long int 
MPI FLOAT float 
MPI DOUBLE 
1 doubl_e_ 
------------~ 
MPI LONG DOUBLE. 
- -
long double j 
l-M- P-I _B_Y_T_E-----------+-~-8-b-in-ary digits --_j--
MPI PACKED 
data packed or unpacked with MPI_Pack() 1 
1 MPI_Unpack J 
Tableau 11-1 Type de données de MPI. 
1 
1 
1 
1 
1 
~- ------~-----
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Pour des raisons de portabilité, MPI a défini ses types de données élémentaires et permet de 
définir des types dérivés avec MPI_PACKED (tableau II-1 ). 
2.3.8.2 Ensemble des routines de MPI 
Mis à part les routines citées précédemment, MPI fourn it aussi le nécessaire afin de défin ir 
ses propres structures de données en se basant sur les types primaire de MPI. Ces structures 
sont appelées types de données dérivées. Les types de données prima ires MPI sont continus, 
les types de données dérivées permettent de définir des types de données non continus. 
MPI fournit plusieurs méthodes de construction de types de données dérivées (Contiguous, 
Vector, Indexed, Struct). 
Le tableau II-2 contient la totalité des routines de MPI pour l' environnement de programme 
C. 
MPI_Errhandler_get MPI Errhand ler set MPI Error class 
- - - -
MPI _Err or_ string MPI Finalize MPI_ Get_processor _ name 
MPI Init MPI Initialized MPI Wtick 
MPI Wtime 1 MPl Start MPI Test 
1 
~ MPI_Bsend~ MPI Bsend init MPI Buffer attach 
- - - -
1 
MPI Buffer detach 
1 
MPI Cancel MPI Get count 
- -
1 
MPI Get elements 
1 
MPI Tbsend MPI_Iprobe 
1 
MPI Irecv 
1 
MPI Irsend MPI lsend 
1 
MPI Issend 
1 
MPI Probe MPI Recv 
~ MPI_Recv_ init l MPI_ Request_free MPI Rsend 
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1 
MPI Rsend init MPI Send MPI Send init 
- - - -
1 
MPI Sendrecv MPI_ Sendrecv _replace MPI Ssend 
1 
MPI Ssend init 
1 
MPI Reduce MPI Startall 
- -
MPI Scatterv 1 MPJ Testall __j 
-, 
MPI Test cancelled 
1 
MPI_Testany 
1 
MPI Testsome MPI Wait 
1 
MPI Waitall 
1 
MPI_ Waitany 1 MPl Waitsome 
1 
MPI_Allgather 
1 
MPI_Allgatherv 
1 
MPI Allreduce 
1 
MPI Alltoall 
1 
MPI Alltoallv MPI Barrier 
1 
MPI Bcast 
1 
MPI Gather MPI Gatherv 
1 
MPI _Op_ crea te 
1 
MPI_Op_free 
1 
MPI Scatter 
MPI Reduce scatter 
- -
1 MPI_ Group_trans late_ranks 1 
1 MPI_Group_excl 1 
-~: __j 
MPI Scan 
MPI_ Group_ union MPI_ Group_difference 
1 
MPI_ Group_ compare 
1 
MPI_ Group_union MPI_Group_rank 
1 
MPI_Group_free 
1 
MPI_Group_incl MPI_ Group_ intersection 
1 
MPI _Group _range_ ex cl 
1 
MPI_ Group_range_incl MPI_Group_size 
1 
· MPI_Comm_split 
1 
MPI Comm test inter 
1 
MPI Intercomm create 
- - - - -
1 
MPI _Co mm_ compare 
1 
MPI Comm create MPI_ Co mm_ dup 
- -
--
1 
MPI Comm free 
1 
MPI_Comm_group 
1 
MPI Comm rank 
- - - -
1 MPI_Comm_remote_group 1 MPI Comm remote s ize MPI Comm size 
- - - - -
1 
MPI _Type_ commit 
1 
MPI_Type_extent MPI_ Type_ contiguous 
--
1 
MPI _ Intercomm _mer ge 
1 
MPI_Type_free ~ MPI_Type_hindexed 
1 
MPI_Type_count 
1 
MPI _Type_ vector MPI_Type_ub 
1 
. MPI_Type_hvector 
1 
MPI_Type_indexed MPI_Type_lb 
---------------~- ·-- ---------
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1 
MPI_Type_size MPI _Type_ struct MPI Cart shift 
1 
MPI Cart coords MPI Cart create MPI _Cart _get 
1 
MPI_Cart_map 
1 
MPI Cart rank MPI Pack 
1 
MPI Cart sub 
1 
MPI_Cartdim_get 
1 
MPI Dims create 
- -
1 
MPI _ Graph _crea te 
1 
MPI_Graph_get MPI_ Graph _ map 
1 
MPI _ Graph _ neighbors 1 MPI_ Graph _ neighbors _cou nt 1 MPI _ Graphd ims _get 
1 
MPI_Topo_test MPI Pack size MPI_Unpack 
- -
1 
MPI Address 
1 
MPI Attr delete MPI_ Attr _get 
1 
MPI_ Attr _put 
1 
MPI DUP FN MPI _ Keyval_ crea te 
- -
1 
MPI_Keyval_free 
1 
MPI NULL COPY FN MPI NULL DELETE FN 
- - - - - -
1 
MPI Pcontrol 
Tableau 11-2 Routines de MPI. 
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CHAPITRE III 
ARTICLES 
« Une nouvelle méthode pour l'estimation de nucléotides manquants en vue de l'inférence 
phylogénétique ». 
Cet article traite du problème d'inférence d'arbres phylogénétiques à partir des séquences de 
nucléotides (i.e. séquences d'ADN ou d ' ARN) contenant des entrées manquantes. Un 
algorithme permettant d'estimer des données nucléotidiques partielles a été développé en vue 
de la reconstruction phylogénétique. 
« New efficient algorithm for modeling partial and complete gene transfer scenarios» 
Cet article décrit une nouvelle méthode pour prédire et visualiser les possibles transferts 
horizontaux de gènes dans le cadre des modèles complet et partiel. 
« Algorithms for detecting complete and partial horizontal gene transfers: theory and 
practice» 
Le dernier article détaille notre recherche sur des modèles de transferts horizontaux. Une 
procédure de validation statistique des transferts inférés a été conçue et présentée à l'aide 
d'un exemple de données réelles. 
-- -- - -----------------.~ 
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Par rapport à ces trois articles, j'ai participé au développement des algorithmes, à leur 
implémentation, ainsi qu'à la réalisation des simulations nécessaires pour effectuer la 
validation des résultats. 
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3.1 Une nouvelle méthode pour l'estimation de nucléotides 
manquants en vue de l'inférence phylogénétique 
Cet article traite le problème de la reconstruction d'arbres phylogénétiques à partir de 
séquences contenant des nucléotides manquants ou indéterminés. Nous proposons une 
méthode permettant d' estimer ces nucléotides manquants dans les séquences d'ADN ou 
d' ARN en se basant sur des modèles d ' évolution de Jukes-Cantor [JUK 69] et de Kimura 2-
paramètres [KIM 80). Cette méthode permet d' améliorer la qualité de l' inférence 
phylogénétique comparativement aux méthodes "Ignore Missing Sites" (IMS) et 
"Proportional Distribution of Missing and Ambiguous Bases" (PDMAB) incluses dans le 
logiciel PAUP [SWO 01). Par ailleurs, dans la partie application, nous montrons l' utilité de la 
nouvelle méthode en considérant un arbre phylogénétique pour un groupe de 10 eucaryotes. 
Diallo, Ab. B. , Diallo, Al. B. et Makarenkov, V. (2005), Une nouvelle méthode pour 
l'estimation de nucléotides manquants en vue de l'inférence phylogénétique, Actes de 
la 12-ième Conférence de la Société Francophone de Classification, Montréal, 121-
125. 
----------------------------------------...... 
Une nouvelle méthode pour l'estimation de nucléotides 
manquants en vue de l'inférence phylogénétique 
Abdoulaye Baniré Diallo, Alpha Boubacar Diallo et Vladimir 
Makarenkov 
Département d'informatique, 
Un iversité du Québec à Montréal, 
Case postale 8888, succursale Centre-ville 
Montréal (Québec) Canada, H3C 3P8 
RÉSUMÉ. Cet article adresse le problème de la reconstntction d'arbres phylogénétiques à partir de séquences 
contenant des nucléotides manquants ou indéterminés. Nous proposons une méthode petmetlant d'estimer ces 
nucléotides manquants dans les séquences d'ADN ou d'ARN en se basant des modèles d'évolution de Jukes-Cantor 
[JUK 69} et de Kimura 2-paramètres [Kllvf 80}. Cette méthode pem1et d'améliorer la qualité de l'inférence 
phylogénétique comparativement aux méthodes "Ignore Missing Sites" (IMS) et "Proportional Distribution of 
Missing and Ambiguous Bases" (PDMAB) incluses dans le logiciel PAUP [SWO 01}. Par ailleurs, dans la partie 
application, nous montrons l 'utilité de la nouvelle méthode en considérant un arbre phylogénétique pour un groupe 
de 10 eucwyotes. 
MOTS-CLÉS: arbre phylogénétiqu e, donnée manquante, modèle d'évolution 
1 Introduction 
La présence des nucléotides indéterminés dans les séquences d'ADN peut être due à la difficulté de 
séquencer certaines régions du génome d 'un spécimen donné ou a une mauvaise conservation des 
spécimens . Ce problème peut représenter un grand obstacle pour la classification phylogénétique. 
Huelsenbeck [HUE 91] et Makarenkov et Lapointe [MAK. 04] ont indiqué que les taxons qui contienn nt 
de nombreux caractères inconnus diminuent considérablement la qualité de l' inférence phylogénétiqt:e. 
Dans cette étude nous proposons une nouvelle méthode, appelée PEMV (Probabilistic estimation of 
missing values) , utilisant une approche probabiliste et visant à estimer les nucléotides manquants avant le 
calcul des distances d 'évolution. Ici nous présentons ce~te méthode dans le cadre des modèles d 'évolution 
de Jukes-Cantor [JUK 69] et de Kimura 2-paramètres [KIM 80], mais elle peut être généralisée à toute 
autre transformation séquences-distances. Dans la section suivante nous introduirons la nouvelle méthode 
et présenterons ses performances en inférant une phylogénie d'eucaryotes à partir de leur ADN 
mitochondriaux auxquels nous ajoutons des données manquantes. Nous comparons les performances de la 
nouvelle méthode à celles des méthodes !MS (« Ignoring missing sites») et PDMAB (« Proportional 
distribution of missing and ambiguous bases»), qui sont incluses dans le populaire logiciel PAUP de 
Swofford [SWO 01]. La qualité d'inférence phylogénétique est estimée à l'aide de la distance topologique 
de Robinson et Foulds [ROB 80]. La méthode Neighbor Joining (NJ) de Saitou et Nei [SAI 87] a été 
utilisée dans les simulations pour reconstruire les arbres phylogénétiques. 
2 La nouvelle méthode d'estimation des nucléotides manquants PEMV 
La méthode PEMV est présentée ici dans le cadre des modèles d 'évolution de Jukes-Cantor [JUK 69] et 
Kimura 2-paramètres [KIM 80]. Pour calculer les dista.J).ces entre les paires de séquences, selon le modèle 
de Jukes-Cantor, la formule de correction suivante a été titilis'ù: D = -3/4 ln(l - 4/3d), où d représente la 
distance observée. Selon le modèle de Kimura, la formule de correction est la suivante: D = - 1/2 ln((1 -
2P- Q) J0-2Q) ), où P représente le taux de transition et Q le taux de transversion entre les séquences. 
Considérons un ensemble de séquences d 'ADN (composées des nucléotides A, C, G et T). 
Admettons que le site k (i.e. colonne k) de la séquence i est inconnu (i.e. manquant) . Pour calculer la 
distance entre la séquence i et toutes les autres séquences considérées, PElv!V estime, à l'aide de 
l'équation 1, les probabilités Pik(A), P;k(C), P;k(G) et P;k(T) d 'avoir respectivement le nucléotide A, C, G 
ou T au site k de la séquence i. La probabilité qu'une base manquante corresponde à un nucléotide 
spécifique dépend du nombre de séquences ayant le même nucléotide au site k, de même que de la 
distance entre i et toutes les autres séquences ayant des nucléotides connus au site k. On évalue en premier 
lieu le score de parité (i.e. la similarité) o entre toutes les séquences (en ignorant les données manquantes) . 
Ce score représente le rapport entre le nombre de paires de nucléotides distinctes et le nombre de sites 
comparables dans une paire de séquences. La probabilité P;k se calcule comme suit : 
1 1 
Pik(V) =-( L: 8ij + - L: (1- 8ij)) 
Nk j,telsque 3 j , telsque (1) 
c 1k~v 
où le caractère V remplace l' un des quatre nucléotides A, C, G ou T; Nk - est le nombre de vale·us 
existantes dans la colonne k; OiJ- est le score de parité entre les séquences i et}; C -est la matrice des 
séquences des nucléotides, 
~ . . ' 
Le théorème suivant caractérisant les probabilités P;1/A), P;k(C) , P;k(G) et P;k(T) pour une séquence i et un 
site donné k peut être formulé (sa preuve n'est pas présentée ici): 
Théorème. Pour toute séquence i, tout site k de la matrice C, tels que C;k est un nucléotide manquant, 
nous avons : P;k(A) + P;k{C) + P;k{G) + P;k{T) = 1. 
Une fois les différentes probabilités P;k trouvées, nous calculons la matrice de distances D entre 
toutes les séquences en appliquant l'équation 2. Dans le modèle de Jukes-Cantor, la distance PEMV non 
corrigée entre les séquences i etj se calcule comme suit: 
N-Nij-
NC. - N rn + L: (1- pk.) 
IJ IJ k=l lj d iJ = _____ N_.:..:..._~---
(2) 
où dy·- est la distance observée entre les séquences ·i etj; N- est le nombre de sites considérés; N/I -est 
le nombre de paires de nucléotides identiques dans i et j , Nij - est le nombre de paires de nucléotides 
comparables (i.e. quand les deux nucléotides sont présents dans les sites correspondants) dans i etj ; Pi7 -
la probabilité, calculée en utilisant l'équation 1, d 'avoir une paire de nucléotides identiques au site k dans i 
etj. La distance de Jukes-Cantor s'obtient à partir de d par l'application de la formule logarithmique. 
Dans le cadre du modèle d'évolution de Kimura 2-paramètres nous calculons les taux de transition 
P(i,j) et de transversion Q(i.j) en utilisant l'équation 3 av~nt d 'appliquer la fonnule logaritlunique 
correspondante: · · ·~ 
N-Nij 
P'(i , j) + L,P'(i , j ,k) 
P(i , j) = ;=1 . 
N-Nij 
Q'(i , j) + L,Q'(i , j , k) 
Q(i, J)= k=1 
N 
(3) 
où P '(i,j)- est le nombre de transitions entre les séquences i etj calculé en ignorant les sites incomplets; 
P '(i,j,k)- est la probabilité de transition entre i etj au site k quand le nucléotide au site k est manquant soit 
dans i soit dans j ; Q '(i ,j) - représente le nombre de transversions entre i etj calculé en ignorant les sites 
incomplets; Q '(i,j,k) - est la probabilité d' obtenir une transversion entre i et j au site k lorsque ce 
nucléotide est manquant soit dans i soit dans}. 
3 Application à des données réelles 
La méthode introduite dans cet article a été utilisée pour reconstruire des arbres phylogénétiques inférés à 
partir des séquences de 10 espèces d 'eucaryotes. Ces séquences de longueur 705 nucléotides chacune, ne 
contiennent pas de données manquantes et proviennent de l'ADN mitochondrial des espèces choisies. 
Elles sont disponibles sur la page web du Workshop on Molecular Biology à l'adresse URL suivante: 
<http://workshop.molecularevolution. org/resources/filefonnats/fasta _ dna _al. php>. La figure 1 présente 
deux arbres phylogénétiques possibles pour représenter l'évolution de ce groupe d'espèces et le 
pourcentage de bootstrap pour leurs branches internes. Le pourcentage de bootstrap pennet d 'estimer la 
robustesse de chacune des branches internes d'un arbre phylogénétique. 
Chi~.:ken Chi~.:ken 
Hu man Hu man 
Wh ait: Se al 
91% Cow Cow 91% 
Se al Whale 
89% 89% 
Mo use Mo use 
100% Rat Rat 100% 
Frog Frog 
(a) 
Carp Carp 
(b) 
Loach Loach 
Figure 1. Deux arbres phylogénétiques inférés par la méthode NJ. Les séquences utilisées pour inférer ces 
arbres ne contiennent pas de données manquantes. Le modèle d'évolution de Ki mura 2-paramètres a été 
utilisé pour calculer la matrice de distances entre les espèces. 
Ces arbres sont légèrement différents au niveau du cluster regroupant les espèces Whale, Cow et 
Seal. Le premier arbre (figure la) soutient le groupe {Çow, Seal} avec le pourcentage de bootstrap de 
47%, alors que le deuxième contient le cluster {Whale, Cow} dont le pourcentage de bootstrap est 44%. 
Les deux topologies sont donc presque équiprobables. Donc, dans nos simulations nous les considérons 
comme les arbres initiaux corrects. Ces deux arbres ont été comparés aux phylogénies obtenues par les 
méthodes !MS, PDMAB et PEMV appliquées aux séquences d ' ADN d'origine perturbées par l'ajout des 
données manquantes. Pour évaluer les performances des trois méthodes, de 0 à 80% de nucléotides ont été 
retirés des séquences initiales. Les nucléotides manquants ont été simulés par blocs pour mieux refléter la 
réalité génomique . Les séquences incomplètes obtenues, ont été soumises aux trois méthodes de calcul des 
matrices de distances d'évolution (!MS, PDMAB et PEJvfV) mentionnées ci-dessus. Pour chaque matrice 
de distance ainsi obtenue, nous avons reconstruit une phylogénie T'en utilisant la méthode NJ [SAI 87]. 
L 'arbre phylogénique T'a été ensuite comparé à l' aide de la distance de Robinson et Foulds [ROB 81] 
aux deux arbres initiaux T présentés sur la figure 1 et la plus petite valeur (des deux valeurs possibles) de 
la distance de Robinson et Foulds a été retenue. Sur la figure 2, nous présentons les résultats moyens 
obtenus après 500 itérations (i .e. ensembles de séquences partielles différents) . La figure 2a présente le 
pourcentage de la distance de Robinson et Foulds entre T' est le plus proche des deux arbres T. Deux 
arbres sont identiques si ce pourcentage est égal à 0 et leur différence s'accentue lorsqu' il augmente. 
Les simulations fournissent des résultats similaires pour !MS et PDMA B. Pour tous les pourcentages 
de nucléotides manquants, PEMV assure une meilleure inférence phylogénétique comparativement aux 
méthodes de PAUP (figure 2a). Le nombre d 'arbres identiques aux arbres initiaux était toujours plus élevé 
pour PEMV que pour !MS et PDMAB (figure 2b). Les performances de la nouvelle méthode sont les plus 
marquées pour 20, 30, 40 et 50% de valeurs manquantes. 
80 
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Figure 2. Les résultats moyens obtenus pour 500 itérations. Le pourcentage des données manquantes varie de 
0 à 80% (axe des abscisses). Les courbes traduisent (a) les variations de la distance de Robinson et Foulds et 
(b) le nombre de fois que l'une des deux phylogénies initiales a été recouvrée. Les méthodes testées sont !MS 
(~), PDMAB (o) et PEMV (o). 
4 Conclusion 
Dans cet article nous avons décrit la méthode PEMV pennettant d 'estimer les probabilités des nucléotides 
manquants dans des séquences d ' ADN et d ' ARN en vue d ' inférence d'un arbre phylogénétique. Dans nos 
simulations, le nombre de topologies identiqlies aux topologies initiales retrouvées par PEMV était 
supérieur à ceux des méthodes connues PDMAB et IMS de plus de 15, 30 et 25% pour, respectivement, 
20, 30 et 40% de nucléotides manquants (figure 2b). Dans ces situations, l'élimination de sites manquants, 
conune le préconise la méthode !MS, ou leur estimation par la méthode PDMAB supprime des spécificités 
importantes des données traitées. La méthode PEMV a été incluse dans le logiciel T-Rex [MAK 01] 
disponible à l'URL suiyant : <http://www.info.uqam.ca/-makarenv/trex.htrnl>. Cette méthode a été 
présentée ici dans le cadre des modèles de Jukes-Cantor [JUK 69] et de Kimura 2-parameter [KIM 80]. Il 
serait intéressant de continuer le développement de cette approche en la généralisant pour d'autres 
modèles d 'évolution connus tels que : Tajima - Nei [TAJ 84], LogDet [STE 94] et d ' autres. Il serait 
également nécessaire de comparer les performances de la stratégie PEMV à celles de maximum de 
vraisemblance et de maximum de parcimonie. 
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3.2 New efficient algorithm for modeling partial and complete 
gene transfer scenarios 
Dans cet article, publié aux actes du congrès biannuel de la Société Internationale de 
Classification (IFCS 2006, Ljubljan~, Slovénie), nous décrivons une nouvelle méthode pour 
prédire et visualiser les possibles transferts horizontaux de gènes. La méthode peut utiliser 
soit une optimisation métrique soit une optimisation topologique pour estimer une possibilité 
d'avoir un transfert horizontal de gènes dans une phylogénie d' espèces. La classification 
d'espèces est examinée dans le contexte des modèles de transferts complet et partiel. 
Makarenkov, V., Boe, A., Delwiche, C. F, Diallo, Al. B. and Philippe, H. (2006), 
New efficient algorithm for modeling partial and complete gene transfer scenarios, 
Data Science and Classification, V. Batagelj , H.-H. Bock, A. Ferligoj, and A. Ziberna 
(Eds.), IFCS 2006, Series: Studies in Classification, Data Analysis, and Knowledge 
Organization, Springer Verlag, 341- 349. 
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Abstract. In this article we describe a new method allowing one to predict and 
visuali ze possible horizontal gene transfer events. It relies either on a metric or 
topological optimization to estimate the probability of a horizontal genè transfer 
between any pair of edges in a species phylogeny. Species classification will be 
examined in the framework of the complete and partial gene transfer models. 
1 Introduction 
Species evolution has long been modeled using only phylogenetic trees, where 
each species ha..c; a unique most recent ancestor and other interspecies rela­
tionships, such a..c; those caused by horizontal gene transfers (HGT) or hy­
bridization , cannat be represented (Legendre and Makarenkov (2002)) . HGT 
is a direct transfer of genetic material from one lineage to another. Bacte­
ria and Archaea have sophisticated mechanisms for the acquisition of new 
genes through HGT, which may have been favored by natural selection as 
a more rapid mechanism of adaptation than the alteration of gene func­
tions through numerous mutations (Doolittle (1999)). Severa! attempts to 
use network-based models to depict horizontal gene transfers can be found 
(see for example: Page (1994) or Charleston (1998)). Mirkin et al (1995) put 
f01·ward a tree reconciliation method that combines different gene trees into 
a unique species phylogeny. Page and Charleston (1998) described a set of 
evolutionary rules that should be taken into account in HGT models. Tsirigos 
and Rigoutsos (2005) introduced a novel rnethod for identifying horizontal 
transfers that relies on a gene's nucleotide composition and obviates the need 
for knowledge of codon boundaries. Lake and Rivera (2004) showed that the 
dynamic deletions and insertions of genes that occur during genome evolu­
tion, including those introduced by HGT, may be modeled using techniques 
similar to th ose used to mode! nucleotide substitutions ( e.g. general Markov 
modele;). Moret et al (2004) presented an overview of the network modeling 
in phylogenetics. In this paper we contimie the work started in Makarenkov 
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et al (2004), where we described an HGT detection algorithm ba..c;ed on the 
lea..c;t-squares optimization. To design a detection algorithm which is math­
ematically and biologically sound we will consider two possible approaches 
allowing for complete and partial gene transfer scenarios. 
2 Two different ways of transferring genes 
Two HGT models are considered in this study. The first model, assumes par­
tial gene transfer. In such a model, the original species phylogeny is trans­
formed into a connected and directed network where a pair of species can 
be linked by several paths (Figure la). The second model assumes complete 
transfer ; the species phylogenetic tree is gradually transformed into the gene 
tree by adding to it an HGT in each step. During this transformation, only 
tree structures are considered and modified (Figure lb). 
Root 
A B C D E F 
Partial Transfer Complete Transfer 
(a) (b) 
Root Root 
A B C D E F A B C D E F 
Fig. 1. Two evolut ionary models, assuming that either a partial (a) or complete (b) 
HGT has taken place. In the first case, on ly a part of the gene is incorporated into 
the recipient genome and the tree is transformed into a directed network, whereas 
in the second, the entire donor gene is acquired by the host genome and the species 
tree is transformed into a different tree. 
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3 Complete gene transfer madel 
In this section we discuss the main features of the HGT detection algorithm 
in the framework of the complete gene transfer model. This model assumes 
that the en tire transferred gene is acquired by the host (F igures lb). If the 
homologous gene was present in the host genome, the transferred gene can 
supplant it. Two optimization criteria will be considered. The first of them 
is the ]east-squares (LS) function Q: 
Q = L :L)d(i, j ) - o(i,j)) 2 , (1) 
j 
where d( i,j) is the pairwise distance between the leaves i and j in the species 
phylogenetic tree T and o( i,j) the pairwise distance between i and j in the 
gene tree T1 . The second criterion that can be nseful to assess the incongru­
erree between the species and gene phylogenies is the Robinson and Foulds 
(RF) topological distance (1981). When the RF distance is considered, we 
can use it as an optirnization criterion as follows: All possible transforma­
tions (Figure l b) of the species tree, consisting of transferring one of its sub­
trees from one edge to another, are evaluated in a way th at the RF distance 
between the transforrned species tree T' and the gene tree T1 is cornputed. 
The subtree transfer providing the minimum of the RF distance between T' 
and T1 is retained as a solution. Note that the problern asking to find the 
minimum number of subtree transfer operations necessary to transforrn one 
tree into another has been shown to be NP-hard but approximable to within 
a factor of 3 (Hein et al ( 1996)). 
Fig . 2. Timing constraint: the transfer between the edges (z,w) and (x,y) of the 
species tree T can be allowed if and only if the cluster regrouping both affected 
subtrees is present in the gene tree T1. 
Severa] biological rules have to be considered in order to synchronize the 
way of evolution within a species phylogehy (Page and Charleston (1998)). 
For instance, transfers between the species of the same lineage must be pro­
hibited. In addition, our algorithm relies on the following timing constraint: 
The cluster combining the subtrees rooted by the vertices y and w must be 
present in the gene tree '11 in order to allow an HGT between the edges 
(z,w) and (x,y) of the species tree '1' (Figure 2). Su ch a constraint enables us , 
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first, to arrange the topological confiicts between T and T1 that are due to 
the transfers between single species or their close ancestors and, second, to 
identify the transfers that have occurred deeper in the phylogeny. The main 
steps of the HGT detection algorithm are the following: 
Step O. This step consists of inferring the species and gene phylogenies de­
noted respectively T and T1 and labeled according to the same set X of n 
taxa (e.g. species). Both species and gene trees should be explicitly rooted . 
If the topologies of T and T1 are identica1, we conclude that HGTs are not 
required to explain the data. If not, either the RF difference between them 
can be used as a phylogeny transformation index, or the gene tree T1 can be 
mapped into the species tree T fit ting by ]east-squares the edge lengths of T 
to the pairwise distances in T1 (see Makarenkov and Leclerc (1999)). 
Step 1. The goal of this step is to ob tain an ordered list Lof all possible gene 
transfer connections between pairs of edges in T. This list will comprise all 
different directed connections (i.e. HGTs) between pairs of edges in T except 
the connections between adjacent edges and those violating the evolutionary 
constraints. Each entry of L is a..<ssociated with the value of the gain in fit , 
computed using either LS function or RF distance, found after the addition 
of the corresponding HGT connection. The computation of the ordered list 
L requires O(n4 ) operations for a phylogenetic tree with n leaves. The first 
entry of L is then ·added to the species tree T. 
Steps 2 ... k. In the step k, a new tree topology is examined to determine 
the next transfer by computing the ordered list L of all possible HGTs. The 
procedure stops when the RF distance equals 0 or the LS coeffi cient stops de­
creasing (ideally droppingto 0). Such a procedure requires O(kn4 ) operations 
to add k HGT edges to a phylogenetic tree with n leaves. 
4 Partial gen e transfe r madel 
The partial gene transfer model is more general, but also more cornplex and 
challenging. It presumes that only a part of the transferred gene has been 
acquired by the host genome through the process of homologous recombi­
nation. Mathematically, this rneans that the traditional species phylogenetic 
tree is transformed into a directed evolu tionary network (Figure l a) . Figure 
3 illustrates the case where the evolutionary distance between the taxai and 
j may change after the addition of the edge (b,a) representing a partial gene 
transfer from b to a. 
From a biological point of view, it is relevant to consider that the HGT 
from b to a can affect the distance between the taxa i and j if and only if a 
is located on the path between i and the root of the tree; the position of j 
is a..<ssurned to be fixed. Thus, in the network T (Figure 3) the evolutionary 
distance dist(i,j) between the taxai and j can be cornputed as follows: 
dist(i , j) = (1- p,)d(i,j) + p,(d(i, a)+ d(j , b)) , (2) 
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where /1- indicates the fraction (unlmown in advance) of the gene being trans­
ferred and d is the distance between the ver ti ces in T bef ore the ad di ti on of the 
HGT edge (b ,a) . A number of biological rules, not discussed here due to the 
space limitation, have to be incorporated into this mode! (see Makarenkov 
et al (2004) for more details). Here we describe the main features of the 
network-building algorithm: 
Root 
j 
Fig . 3. Evolutionary distance between the taxa i and j can be affected by the 
addition of the edge (b,a) representing a par tial HGT between t he edges (z,w) and 
(x,y) . Evolu tionary distance between the taxa i1 and j cannot be affected by the 
addition of (b,a). 
Step O. This step corresponds to Step 0 defined for the complete gene trans­
fer mode!. It consists of inferring the species and gene phylogenies denoted 
respectively T and T1 . Because the cla..c;sical RF distance is defined only for 
tree topologies, we use the LS optimization when modeling partial HGT. 
Ste p 1. Assume that a partial HGT between the edges (z,w) and (x,y) 
(Figure 3) of the species tree T ha..c; taken place. The lengths of ali edges 
in T should be reassessed after the addition of (b,a), whereas the length of 
(b,a) is assumed to be O. To reassess the edge lengths of T, we have first to 
make an assumption about the value of the parameter /1- (Equation 2) indi­
cating the gene fracLion being transferred. This parameter can be estirnated 
either by comparing sequence data corresponding to the subtrees rooted by 
the vertices y and w or by testing different values of f.1- in the optirnization 
problem. Fixing this parame ter, we redu ce to a linear system the system 
of equations establishing the correspondence between the experimental gene 
distances and the path-length distances in the HGT network. This system 
having generally more variables (i.e. edge lengths of '1 ') than equations (i .e. 
pairwise distances in '1 '; number of equations is always n(n-1 )/2 for n taxa) 
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can be solved by approximation in the least-squares sense. Ali pairs of edges 
in T can be processed in this way. The HGT connection providing the small­
est value of the LS coefficient and satisfyh1g thil évolutionary constraints will 
be selected for the addition to the tree '1' transforming it into a phylogenetic 
network 
Steps 2 ... k. In the same way, the best second , third and other HGT edges 
can be added toT , improving in each step the LS fit of the gene distance. The 
whole procedure requires O(kn5 ) operations to build a reticulated network 
with k HGT edges starting from a species phylogenetic tree with n leaves. 
5 D etecting horizontal transfers of PheRS synthetase 
In this section , we examine the evolution of the PheRS protein sequences for 
32 species including 24 Bacteria, 6 Archaea, and 2 Ellkarya (see Woese et al 
(2000)). The PheRS phylogenetic tree inferred with PHYML (Guindon and 
Gascuel (2003)) using G-law correction is shown in Figure 4. 
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D. radiodurans 
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Fig. 4. Phylogenetic tree of PheRS sequences (i. e. gene tree) . Protein sequences 
with 171 bases were considered. Bootstrap scores above 60% are indicated. 
This tree is slightly different from the phylogeny obtained by Woese et 
al (2000, Fig. 2); the biggest difference involves the presence of a new elus-
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ter formed by two Eukarya (H. sapiens and S. cer-evisiae) and two Archaea 
(A. j11.lgid11.s and M. thermoa11.totr-ophicum). This 4-species cluster with a low 
bootstrap support is probably due to the reconstruction artifacts. Otherwise , 
this tree shows the canonical pattern, the only exception being the spirochete 
PheRSs (i.e. B. b11.gdorjer·i and T. pallid11.rn). They are of the archaeal, not 
the bacterial genre, but seem to be specifically related to P. horokoshii within 
that grouping (Figure 4). The species tree corresponding to the NCBI taxo­
nomie cla.ssification was also inferred (Figure 5, undirected lines). The com­
putation of HGTs wa.s done in the framework 'of the complete gene transfer 
model. The five transfers with the biggest bootstrap scores are represented. 
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F ig. 5. Species phylogeny corresponding to the NCBI taxonomy for the 32 species in 
Figure 4. HGTs with bootstrap scores above 60% are depicted by arrows. Numbers 
on the HGT edges indicate their order of appearance in the transfer scenario. 
The bootstrap scores for HGT edges were fonnd fi:xjng the topology of the 
species tree and resampling the PheRS sequences used to obtain the gene tree. 
The transfer number 1, having the biggest bootstrap support , 88%, links P. 
hor-okoshii to the clade of spirochetes. This bootstrap score is the biggest one 
that could be obtained for this HGT, taking into account the identical 88% 
score of the corresponding 3-species cluster in the PheRS phylogeny (Figure 
4). In total , 14 HGTs, inclnding 5 trivial connections, were found; trivial 
transfers occur between the adjacent edges. Trivial HGTs are necessary to 
transforma non-binary tree into a binary one. The non-trivial HGTs with low 
bootstrap score are most probably due to the tree reconstruction artifacts. 
For instance, two HGT connections (not shown in Figure 5) linking the cluster 
of Eukarya to the Archaea (A. j11.lgid11.s and M. thermoantotmphicmn) have 
a low bootstrap support (16% and 32%, respectively). In this example, the 
solution found with the RF distance was represented. The usage of the LS 
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function leads to the identical scenario differing from that shown in Figure 5 
only by the bootstrap scores found for the HGT edges 3 to 5. 
6 Conclusion 
We described a new distance-based algorithm for the detection and visual­
ization of HGT events. It exploits the discrepancies between the species and 
gene phylogenies either to map the gene tree into the species tree by !east­
squares or to compute a topological distance between them and th n estimate 
the probabili ty of HGT between each pair of edges of the species phylogeny. 
In this study we considered the complete and partial gene transfer models , 
implying at each step either the transformation of a species phylogeny into 
another tree or its transformation into a network structure. The examples of 
the evolution of the PheRS synthetase considered in the application section 
showed that the new algorithm can be useful for predicting HGT in real data. 
In the future, it would be interesting to extend and test this procedure in 
the fr amework of the maximum likelihood and maximum parsimony models. 
The program implementing the new algorithm was included to the T-Rex 
package (Makarenkov (2001), http: / jwww.trex.uqam. ca). 
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3.3 Algorithms for detecting complete and partial horizontal gene 
transfers: theory and practice 
L'évolution réticulée est un processus complexe, incluant les mécanismes de transfert 
horizontal de gènes (i.e., transfert latéral de gènes), de recombinaison homologue et 
d'hybridation. Dans cet article, soumis au Centre de Recherche en Mathématiques de 
Montréal (CRM) pour le livre édité à la suite du colloque international "Data Mining and 
Mathematical Programming", nous présentons une nouvelle méthode permettant de détecter 
des transferts horizontaux de gènes d'un groupe d'espèces dmmées . Nous faisons une 
présentation détaillée des modèles de transferts horizontaux complet et partiel. Un algorithme 
glouton est proposé pour inférer des transferts horizontaux. Une procédure de bootstrap (i .e., 
validation statistique des transferts inférés) a été conçue et présentée à l'aide d'un exemple de 
données réelles (évolution du gène rpll2e dans une phylogénie des archéobactéries). Cette 
procédure peut être appliquée pour estimer la robustesse d'un transfert horizontal particulier 
ou d'un scenario de transferts au complet. Les simulations Monte Carlo présentent les 
résultats de l'algorithme dans le cadre .du transfert horizontal complet en considérant trois 
différents modèles d' évolution. 
Makarenkov, V. , Boe, A., Diallo, AI. B., Diallo, Ab. B. (2006). Algorithms for 
detecting complete and partial horizontal gene transfers: theory and practice 
À paraitre dans les Actes de Workshop : Exploration de données et programmation 
mathématique. Centre de recherche en mathématiques de Montréal. Octobre 2006. 
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Abstract. We describe two methods for detecting horizontal gene transfers in the 
framework of the complete and partial gene transfer mode! s. In case of a complete gene 
transfer mode! a new fast backward selection algorithm for predicting horizontal gene 
transfer events is presented. The latter algorithm can rely either on the metric or on the 
topological optimization to identify horizontal gene transfers between branches of a 
given species phylogeny. In case of the topological optimization, we use the well­
known Robison and Foulds (RF) topological distance, whereas in case of the metric 
optimization, the !east-squares (LS) criterion is considered. We also forrnulate and 
prove the NP-hardness of the partial gene transfer problem. Second, an efficient algo ­
rithm for predicting partial transfers, using the Gauss and Seide! optimization, is dis­
cussed. We also show how to assess the reliability of a specifie gene transfer or a whole 
gene transfer scenario. In the application section, we apply the new algorithm to detect 
possible gene transfers occurred during the evolution of the gene rpll2e . 
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. 1: 
INTRODUCTION 
Horizontal gene transfer (HGT) is a direct transfer of genetic material from one lineage 
to another. The understanding that horizontal gene transfer rriight have played a key role 
in biological evolution is one of the most fundamental changes in our perception of gen­
eral aspects ofmolecular biology in recent years (Doolittle 1999, Legendre 2000, Leg­
endre and Makarenkov 2002). Bacteria and Archaea have sophisticated mechanisms for 
the acquisition of new genes through HGT which may have been favored by natural 
selection as a more rapid mechanism of adaptation than the alteration of gene functions 
through numerous point mutations. If the donor DNA and the recipient chromosome 
display sorne homologous sequences, the donor sequences can be stably incorporated 
into the recipient chromosome by homologous recombination. The three main mecha­
nisms of HGT are the following: transformation, consisting of uptake of naked DNA 
from the environment; conjugation, which is mediated by conjugal plasmids or conjugal 
transposons; and transduction, consisting of DNA transfer by phage. These transferring 
mechanisms can introduce sequences of DNA that display little similarity with the re­
maining DN A of the recipient ce li (Doolittle 1999). 
There arc a few ways to identify the genes that .have been transferred horizontally. 
First, sequence analysis of the host genome may reveal areas with GC content or codon 
usage patterns atypical to it (Lawrence and Ochman 1997). Second, if a sequence is 
found in only one organism and is absent from ali other closely related organisms, it is 
more likely that it has been introduced horizontally into this organism rather than de­
leted from ali the others. Third, the comparison of a morphology-based species tree or a 
molecular tree based on a molecule that is assumed to be refractory to horizontal gene 
transfer (e.g. 16S rRNA or 23S rRNA) against a phylogeny of an observed gene may 
reveal topological conflicts which can be explained by horizontal transfers. 
Severa! attempts to use network-based models to depict horizontal gene transfers can 
be found (see for example: von Haeseler and Churchill 1993, Page 1994, Charleston 
1998, Hallett and Lagergren 2001, or Hallett et al. 2004). A mode! of horizontal gene 
transfer that maps gene phylogenies into a species tree has been introduced by Hallett 
and Lagergren 2001. Mirkin et ~1. (2003) an~ ~allet;t et al. (2004) have developed algo­
rithms allowing for simultaneous identification of gene duplications, gene !osses, and 
horizontal gene transfers. The papers by Moret et al. (2004) and Nakhleh et al. (2005) 
give an overview of the network modeling in phylogenetics. In a recent paperpublished 
in the SFC2004 proceedings, Mirkin (2004) considered sorne approaches for biologi ­
cally meaningful mapping of data of individual gene families into an evolutionary spe ­
cies tree. One approach first produces a gene tree, theo maps it into the species tree, 
whereas the other approach first takes the gene phyletic profile, maps it into the species 
tree and theo tunes it into a directed scenario based on the similarity data. 
In this article we continue the work started in Boe and Makarenkov (2003), where we 
described a HGT mode! based on !east-squares, and in Makarenkov et al. (2006), where 
we showed the difference between complete and partial gene transfer models. First, we 
describe a polynomial-tirne HGT algorithm for the detection of complete transfers and 
test it with respect to the t"vo optimization criteria: Least-squares (LS), and Robinson 
and Foulds (RF) topological distance. We also suggest how to assess the reliability of 
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horizontal gene transfers identified by our algorithm. In the application section, we 
show how the new algorithm predicts transfers of the gene rpll2e for the group of 14 
Archaea organisms which were originally examined in Matte-Taillez et al. (2002). 
ALGORITHMS FOR PREDICTING HORIZONTAL GENE TRANSFERS 
2.1 Basic definitions 
We start this section with sorne basic definitions about phylogenetic trees and tree met­
ries, generally following the terminology of Barthélemy and Guénoche (1988, 1991). 
The distance ~x y) between two vertices x and y in a .phylogenetic (i.e. additive) tree T 
is defined as the sum of the edge lengths in the unique pa th linking x and y in T. Su ch a 
path is denoted (x,y) . A leafis a vertex of degree one. 
Definition 1 
Let X be a fini te set of n taxa. A dissimilarity don X is a non-negative function on (XxX) 
such th at for any x, y from X: 
(1) d(x,y) = d(y,x) , and 
(2) d(x,y) = d(y,x) ~ d(x,x) =O. 
Definition 2 
A dissimilarity don X satisfies the jour-point condition if for any x, y , z, and w from X: 
d(x,y) + d(z,w) :S Max { d(x,z) + d(y,w); d(x,w) + d(y,z)} . 
Definition 3 
For a finite set X, a phylogenetic tree (i .e. an additive tree or an X-tree) is an ordered 
pair (T, rp) consisting of a tree T, with vertex set V, and a map rp: X--+V with the property 
that, for ali x E X with degree at most two, x E rp(X) . A phylogenetic tree is binary if rp 
is a bijection from X into the leaf set of T and every interior vertex has degree three. 
The main theorem relating the four-point cond,ition and dissimilarity representability by 
a phylogenetic tree (i.e. , phy1ogeny) is as follo:.Vs : . . 
Theorem 1 (Zarestskii, Buneman, Patrinos & Hakimi, Dobson) 
Any dissirnilarity satisfying the four-point condition can be represented by a phyloge­
netic tree such that for any x, y from x; d(x,y) is equal to the length of the path linking 
the leaves x; and y in T. This dissimilarity is called a tree me tric. Furthermore, this tree is 
uruque. 
Here is an example of an example of a tree metric on the set X of 5 taxa and the associ­
ated phylogenetic tree. 
x2 x3 x4 x5 x1 x2 
x1 6 6 4 2 ~ 2 2 1( x2 2 4 6 x3 4 6 1 
x5 x3 
x4 4 x4 3 
- - -- -~- - ---- - - --- -----
2.2 Optimization criteria 
Here we present a fast greedy algorithm for predicting complete horizontal gene trans­
fers . The algorithm for identifying HGTs proceeds by a progressive reconciliation of the 
given species and gene phylogenetic trees, denoted T and T' respectively. Usualiy, the 
species tree T is inferred from the genes that are refractory to horizontal gene transfer 
and genetic recombination (e.g., 16sRNA sequences). This tree represents the direct or 
tree-like evolution. The gene tree T ' represents the evolution of a given gene which is 
supposed to undergo horizontal transfers. 
At each step of the algorithm, ali pairs .of branchés in T are tested against the hy­
pothesis that a horizontal gene transfer has occurred between them. The considered 
HGT mode! assumes that the transferred gene supplants the entire homologous gene of 
the host or that the homologous gene is simply absent at the host genome. In such a 
mode!, the original species phylogenetic tree T is gradually transformed into the gene 
phylogenetic tree T' through a series of subtree maves (i .e. , gene transfers or HGTs). 
The topology of the gene tree T' is kept fixed. The goal is to fi nd the minimum possible 
sequence of trees T, T1, T2, . . . , T' that transforms Tinto T'. Obviously, a number of 
necessary biological rules should be taken into account. For instance, the transfers 
within the same lineage as weil as sorne double-crossing transfers should be prohibited 
(for more detail, see Maddison 1997, Page and Charleston 1998, or Hallett and Lager­
gren 2001). 
We consider two optimization criteria which can be used at each algorithmic step to 
select the best HGT. The first optimization criterion that we consider is the !east­
squares (LS) Junction Q. It is computed as follows: 
Q=L,L,(d(i ,j)-J(i, j))2 ' (1) 
i j 
where d(iJ) is the pairwise distance between the leaves i andj in the species tree T (or 
in the tree T1 obtained from T after the first subtree move) and b(iJ) the pairwise dis­
tance between i and j in the gene tree T'. The second cri te rion th at can be useful for 
assessing discrepancy between the species and gene .. phylogenies is the Robinson and 
Foulds (RF) topological distance. The RF metric (Robinson and Foulds 1981) is an 
important and frequently used tool to compare the topologies of phylogenetic trees. This 
distance is equal to the minimum number of elementary operations, consisting of merg­
ing and splitting nades, necessary to transfom1 one tree into the other. This distance is 
also the number of bipartitions or Buneman's splits belonging to exactly one of the two 
trees. When the RF distance is considered, we can use it as an optirnization criterion as 
foliows: ali possible transformations of the species tree, consisting of transferring one of 
its subtrees from one branch to another, are evaluated in a way that the RF distance be­
tween the transformed species tree T1 and the gene tree T' is computed. The subtree 
transfer providing the minimum of the RF distance between T1 and T' is retained. Note 
that the problem asking to fmd the minimum number of subtree transfer operations nec­
essary to transform one tree into another (i .e. also known as Subtree Transjèr Problem) 
has been shawn to be NP-hard (Hein et al. 1996). 
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2.3 Greedy backward algorithm for predicting complete horizontal gene transfers 
~-
In this section we discuss the main features of our algorithm based on the backward 
selection of horizontal gene transfers. Consider a gene transfer in the species tree T go­
ing from b to a and transforming it into the tree T1 (Figure 1). The following timing 
constraint is considered (see also Makarenkov et al. 2006): to allow the transfer be­
tween the branches (z,w) and (x,y) of the species tree T, the cluster combining the sub­
trees rooted by the vertices y and w must be present in the gene tree T'. Such a con­
straint enables us, first, to arrange the topological conflicts between T and T ' that are 
due to the transfers between single species or their close ancestors and, second, to iden­
tify the transfers that have occurred deeper in the phylogeny (i .e. , closer to the tree 
root) . The usage of this constraint allows the method to follow the order th at is opposite 
to the order of evolution and infer first the most recent HGTs which are easier to detect. 
Proposition 1. If all bipartitions corresponding to the branches of the path (x,z) in the 
transformed species tree T1 (Figure 1) can be found in the bipartition table of the gene 
tree T', then the trans fo r from b to a, transforming the species tree Tinto T1, is a part of 
any minimum cast HGT scenario transforming Tinto T'. 
This Proposition can be easily proved by induction on the number of branches of the 
path (x,z). 
T 
Figure 1. Subtree const.raint: the t.ransfer between the branches (z,w) and (x,y) of the species tree 
T can be allowed if and only if the cluster regrouping both affected subtrees is present in the gene 
t.ree; here, a single branch is depicted by a plane line and a path is depicted by a wavy line. 
The main steps of the HGT detection algorithm are the following : 
Preliminary Step 
Infer species and gene phylogenies, denoted respectively T and T ', whose leaves are la­
beled by the same set of n species. Both species and gene trees must be rooted. If there 
exist identical subtrees with two or more leaves belonging to both T and T ', reduce the 
size of the problem by replacing these subtrees with the same auxiliary taxa in both T and 
T'. 
Steps 1 ... k 
Test ail possible HGTs between pairs of branches in h1 (Tk-1 = T at Step 1) except the 
transfers between adjacent branches and those violating the evolutionary and subtree con­
straints. If no such a transfer exists, relax the subtree constraint. In our simulations de­
scribed in the section Simulation study, this relaxation was necessary on average in 1.2% 
of cases. Search for the transfers satisfying the conditions of Proposition 1. If no such 
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transfers exist, choose the best HGT with respect to the selected optimization criterion 
that can be in our case: the !east-squares (LS) or the Robinson and Foulds (RF) metric. 
Reduce the size of the problem by contracting the newly-formed subtree in the trans­
formed species tree Tk and the gene tree T'. In the list of the obtained HGTs, search for 
and eliminate the idle transfers using a backward procedure. An idle transfer is the trans­
ferwhose removal does not change the topology of the tree Tk. 
Stopping condition and time complexity 
The procedure stops when the LS or RF coefficient drops to zero. Such a computation 
requires O(kn4) time to generate k transfers in a phylogenetic tree with n leaves. However, 
because of the progressive size reduction of the species and gene trees, the practical time 
complexity of this algorithm is rather O(kn\ 
Proposition 2. If the subtree constraint is not relaxed, the HGT detection algorithm re­
quires at most n- 3 steps to transform a binary species tree with n leaves into a binary 
gene tree with the same set ofn leaves. 
The proof of this Proposition is based on the fact that the maximum value of the RF dis­
tance between two binary trees with n leaves is 2n- 6 and that each subtree transfer satis­
fying the subtree constraint decreases the value of the RF distance by at !east 2. 
2.4. Partial gene transfer mode! 
The partial gene transfer mode! is more general , but also more complex and chal­
lenging. It presumes that only a part of the transferred gene has been acquired by the 
host species through the process of homologous recombination (Makarenkov et al. 
2006). This means that the traditional species phylogenetic tree is transformed into a 
directed phylogenetic network (i.e. a directed connected graph) . For example, Denamur 
et ai. (2000) proposed a method to identify gene segments being transferred horizon­
tally. This method was applied to detect partial HGTs of the mutU and mutS genes 
within E. coli evolutionary trees. Because many analyses are now directed at under­
standing the evolution of complete genomes, the partial gene transfer mode! could be 
also useful if one wanted to mode! the transfer of a portion of a genome. 
In a phylogenetic tree, there is al ways a unique path connec ting a pair of nodes. Add­
ing to it an HGT branch creates an extra path between certain nodes. Figure 2 illustrates 
the case where the evolutionary distance between the taxa i and j can be affected by the 
addition of the HGT branch (b,a) representing partial gene transfer from b to a. It is 
relevant to assume that the HGT from b to a can affect the evolutionary distance be­
tween the taxa i and j if and on! y if the destination point a is located on the pa th be­
tween i and the root of the tree; the position ofj is fixed. Thus, in the reticulate phylog­
eny Tin Figure 2 the evolutionary distance d1(ij) between the taxai andj can be com­
puted as follows: 
d1(i,j) = (1- a) d(i,j) + a(d~i, a) + d(J,b)), (2) 
where a indicates the fraction, unknown in advance, of the transferred gene and dis the 
intemode distance in the species tree before the addition of the HGT branch (b ,a). 
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Root 
Figure 2. Evolutionary distance between the taxa i andj can be allowed to change after the ad­
dition of the branch (b ,a) represenling a pmiial HGT bctween the branches (z,w) and (x,y). Evo­
lutionary distance between the taxa i 1 andj must not be affected by the addition of (b,a). 
On the contrary, the distance between the taxa i 1 andj (Figure 2) must not be affected 
by the addition of (b ,a). Figure 3 illustrates the other cases where the addition of a HGT 
branch must not affect the length of the evolutionary path between i andj. 
The !east-squares loss function Q to be minimized with the unknown vector of edge 
lengths linT and the unknown fraction of the transferred gene ais as follows : 
Q(L,a) = I((l - a) L: l~ + a( L:li~ + L: lj6 )- ~(ij) )2 
ijeS kepath(y) ke path(ia) kepath(jb) 
+ L ( L: l j - ~(i,j) )2 ---7 min , 
ijeS kepath(ij) 
(3) 
where 8,J/) is the given gene dissimilarity between i and j ; tj is the length of the 
branch k of the path (ij) in T; ais the fraction of the transferred gene (0 ::::; a::::; 1); and S 
is the set of pairs of taxa { ij} su ch th at the transfer (ba) can affecl lhe evolutionary dis­
tance between them. 
To show the NP-hardness of the !east-squares optimization in the context of the par­
tial gene transfer the following problem can be stated: 
Given: Species phylogenetic tree T (with the associated tree metric don the set of taxa 
X) , gene dissimi la ri ty o on X, and a fixed non-negative value E 
Problem: Find the minimum number of partial gene transfers k such that: 
Q = L: L:(dk(i,J)- o(i ,J))2 -::, s , (4) 
i j 
where dk(i,j) is the network distance between i and j, computed using Formulae 2 and 3, 
in the phylogenetic network Tk obtained from T after the addition of k partial gene 
transfers. · 
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Theorem 2. The minimum number of partial gene transf er problem (MNPGT problem) 
is NP-hard. 1 , . 
The proof of this Theorem is based on a polynomial-time reduction from the Subtree 
Transfer Problem (STR problem) that consists of finding the minimum number of com­
plete gene transfers to transfom1 a given species tree Tinto a given gene tree T '. The 
STR problem is identical to the problem of adding to T the minimum number of com-
plete gene transfers such that Q = L, L, (dk (i ,j) - 5(i, j ))2 ~ 0 (i.e., the case of ê = 0 is 
i j 
considered), where dk(ij) is the pairwise distance between i and j in the phylogenetic 
tree (i .e., a particular case of a phylogenetic network) . Here, the tree Tk is obtained from 
T after the addition of k complete gene transfers (i .e., a particular case of a partial trans­
fer) and 8.J,j) is the given tree metric associated with T'. 
Root Root Root 
(a) (b) (c) 
Figure 3 (a-c). Three situations when the evolutionary di stance between the taxa i and j must 
not be affected by the addition of the new branch (b,a) representing a parti al HGT betvveen the 
branches (z,w) and (x,y) . Path between the taxa i and j cannot togo through the branch (b,a). 
Severa! important timing constraints have to be incorporated into this mode!, in addi ­
tion to those taken into account in the complete .HTS mode!, to identify the interactions 
between HGTs that are not intelligible from an evolutionary point of view. Sorne of 
these constraints, but not ali of them, were initially pointed out by Page and Charleston 
(1998a and b). For instance, double-crossing transfers between two lineages (Figures 4a 
and b) must be forbidden . In this case, the HGT events affect the ancestor of the species 
from the previous transfer. Making the source and destination lineages contemporane­
ous for one HGT makes the other transfer impossible (Figure 4) . 
Note that the rule illustrated in Figure 4a is automatically taken into account in the 
complete gene transfer mode!, where its violation would be equivalent to the violation 
of the same lineage constraint (see Page and Charleston 1998). For instance (Figure 4a), 
the HGT from (z,w) to (x,y) cannet be followed by the transfer from (z1,w1) to (x1,y1) 
because after the first HGT the branches (z1 , w1) and (x1,y1) will be located on the same 
lineage (Lineage 2). We al so identify two cases, where the evolutionary distance be­
tween the taxai and j can be affected by multiple transfers (Figures 5a and b); and, two 
cases, where this distance must not be affected by them (Figures 5c and d). Failure to 
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take these constraints into account can result in postulating transfers that are mutually 
incompatible. 
Root Root 
z 
\V 
Lineage 1 Lineage 2 Lineage 1 Lineage 2 
(a) (b) 
Figure 4. Transfers between two lineages crossing in such ways must be prohibited. 
(a) (b) 
(c) (d) 
Figure 5. Cases (a and b): evolutionary path between the taxai andj can go through both HGT 
branches (b,a) and (b 1,a 1). Cases (c) and (d): evolutionary path between the taxai andj cannot 
go through both HGT branches (b,a) and (b~>a 1 ). 
Assume that a partial gene transfer between the branches (z,w) and (x,y) (i .e., from b 
to a in Figure 2) of the species tree T has taken place. The lengths of all branches in T 
are reassessed in the least-squares after the addition of (b,a), whereas the length of (b,a) 
is assumed to be O. To reassess the branch lengths of T, we have first to make an as­
sumption about the value of the parameter a (Equation 2), indicating the gene fraction 
being transferred. This parameter can be estimated either by comparing sequence data 
corresponding to the subtrees rooted by the vertices y and w, or different values of a can 
be tested in the optimization problem. 
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Fixing the parameter a, we reduce to a linear system the system of equations estab ­
lishing the correspondence between the experimental gene distances and the path-length 
distances in the HGT network. This system having generally more variables (i.e. branch 
lengths of 1) than equations (i.e. pairwise distances in T; the number of equations is 
always n(n-1)/2 for n taxa) can be solved by approximation in the !east-squares sense. 
Let us now show how the approximation problem can be stated and efficiently solved. 
Let A a be the ma tri x of dimension n(n-1 )/2 x. m, eaeh row of which is associated with 
one pair of taxa of X, where n is the number of taxa and m is a number of edges in T. 
The value a iJ,e of this matrix corresponding to the pair of taxa ij and the edge e is equal 
either to 1, orto a, orto 1-a if the edge e is in the pa th (ij) in T, and is equal to 0 if not. 
Let e be the vector of edge lengths of m elements and d be given vector of gene dis­
tances of n(n-1 )/2 elements. 
Fixing the value of a (e.g. , values 0, 0.1, 0.2, ... , and 1.0 can be tested in turn), we 
obtain a linear system of n(n-1)12 equations with m unknowns: A ax .e = d. 
When n ::=: 4, this system has more equations than unknowns. It can be solved by ap­
proximation in the !east-squares sense: 
(A a x .e - d)2 ----> min. ( 4) 
After taking the gradient we have: 
A~x(Aax l-ô)=O (5) 
Following algebraic manipulations, we obtain : 
A~x Aax l=A~xô (6) 
Thus, we have : B x .e = c, where B is an (m x m) matrix, and c is a vector with m com­
ponents. 
Following Barthélemy and Guénoche (1988) and Makarenkov and Leclerc (1999), we 
apply a slightly modified Gauss-Seide! method to solve the above system. The method 
consists of decomposing B into its diagonal (~) , its strictly upper triangular component 
(-F), and its strictly lower triangular component (-E) : ,· 
( -F') 
B = l-E ~ j = ~- E - F. (7) 
Then, we apply the iterative procedure : 
~x /k+ 1) =Ex ik+ 1) + F x /k) + c, (8) 
which allows us to compute successively the components of the vector f.(j)(k+l), corre­
sponding to the edge lengths at the k+ 1-th iteration, from those of f.(jl. If the computed 
value of f. (j)(k+ 1) is negative, it is replaced with the value O. This operation is equiva­
lent to the projection on the cone L 2': 0, which ensures an appropriate solution. 
The exact equation used in this method is the following for allj = 1, 2, ... , m: 
f. (j)(k+ 1) = (- CI;+ 1:Si:Sm bijR.(J/k))- Œ1::;i~,i-1 bi]l_(J/k+ 1)) + Cj) 1 bjf 
Thus, the main steps of the partial gene transfer algorithm can be stated as follows: 
: . .'·. 
(9) 
10 
Preliminary Step 
This step corresponds to the preliminary step discussed in the context of the complete 
gene transfer mode!. It consists of inferring the species and gene phylogenies denoted 
respectively T and T' wh ose leaves are labeled by the same set X of n taxa. Bec au se the 
classical Robinson and Foulds distance is defined only for tree topologies, we use the 
!east-squares as a unique optimization criterion when modeling partial HGTs. 
Step 1. Test ali connections between pairs of branches in the species tree T For each 
HGT connexion satisfying evolutionary constraints, carry out the fo llowing optimiza­
tion: 
a) Fix the value of the fraction ofthe gene being transferred a(e.g., one can try in 
turn the values of 0, 0.1, 0.2, ... , and 1.0). Compute using the Gauss-Seide! 
method the optimallengths l of the edges in the species tree (or network, start­
ing from Step 2) T. 
b) Go back to the original equation system: A ax l = d. Fix the values of the vector 
l found using the Gauss-Seide! method and solve this problem by !east-squares 
considering as unknown the parameter a. 
c) Then, fix the optimal value of a found and repeat the computation until both 
unknown parameters land a converge to a certain solution. 
Ali eligible pairs of branches in T can be processed in this way . The HGT connection 
providing the smallest value of the LS coefficient Q and satisfying the defined evolu­
tionary constraints should be selected for the addition to the species tree T, transfom1ing 
it into a phylogenetic network. 
Steps 2 .. . k. Run the algorithm until a fixed number k of partial gene transfers is found 
and added toT or the value of the LS criterion Q is lower than a pre-established thresh­
old E. 
Time complexity of this algorithm is O(kn5) to add k partial horizontal gene transfers to 
the species tree with n leaves. 
2.5 Bootstrap validation of horizontal gene transfers 
Bootstrap analysis can be used to place confidence intervals on internai branches of 
evolutionary trees (Felsenstein 1985). We designed a bootstrap validation procedure for 
computing the bootstrap scores either for a specifie gene transfer or a whole gene trans­
fer scenario. The foliowing strategy was adopted to assess the reliability of obtained 
HGTs. Because we are mostly interested in the evolution of a given gene or a group of 
genes, the sequences used to build the species tree are not resampled. The species tree is 
taken as an a priori assumption of the method and held constant. The sequence data 
used to build the gene tree are drawn with replacement in order to create a series of 
pseudo-replicates. The HGT detection algorithm is then carried out on the bootstrapped 
pseudo-replicates. Thus, for ali HGT branches appearing in the original scenario, we 
verify if they appear in the obtained transfer scenarios, using as input the original spe­
cies tree and the gene tree inferred from:the' s61:S ofpsêudo-replicates. It is worth noting 
that among resampled datasets only those that give rise to a gene phylogenetic tree such 
that it contains the root branch separating this tree into exactly the same bipartition sets 
as the root branch of the original gene tree does, are eligible for the HGT bootstrap 
analysis. 
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SIMULATION STUDY 
A Monte Carlo study was conducted to test the ability of the new method to recover 
correct gene transfers. In the framework of the complete HGT madel on/y we examined 
how the detection procedure performed depending on the mode! of sequence evolution, 
number of observed species, and sequence length. The results illustrated in Figures 6 
and 7, and reported in Tables 1 and 2 (see Appendix) were obtained from simulations 
carried out with random binary phylogenetic trees with 8, 16, 24, 32, 48, and 64 leaves, 
whereas the sequence length varied from 125 to 1000 sites. The simulation procedure 
consisted of the five basic steps described below: 
1. A true tree topology, denoted T, was obtained using the random tree generation 
procedure proposed by Kuhner and Felsenstein (1994). The branch lengths of T were 
computed using an exponential distribution. Following the approach of Guindon and 
. Gascuel (2002), we added sorne noise to the branches of the true phy logenies to crea te a 
deviation from the molecular clock hypothesis. All the branch lengths of T were multi­
plied by 1 +ax, where the variable x was obtained from a standard exponential distribu­
tion (P(x>k) = exp( -k)) , where the constant a was a tuning factor for the deviation in­
tensity. Following Guindon and Gascuel (2002), a was fixed to 0.8. The random trees 
generated by this procedure are chosen to have the depth of O(log (n)) , where n is the 
number of species (i .e. number of leaves in a binary phy logenetic tree ). 
2. Each random phylogeny was then submitted to:the SeqGen program (Rambaut and 
Grassly 1996) to simulate sequence evolution along its branches according to the Jukes 
and Cantor (1969), Kimura 2-parameter ( 1980), and Jin-Nei Gamma (1990) models. 
3. To assess the quality ofHGT detection by the new method, we developed a simula­
tion program using the results of SeqGen. For each considered rooted tree, viewed as an 
organismal phylogeny, our program created one random horizontal gene transfer that 
respected the evolutionary constraints discussed in the algorithmic section. During this 
operation, the program regenerated the DNA sequences for each tree node located in the 
subtree affected by the HGT. As the simulations were carried out for the complete gene 
transfer mode!, the HGT destination sequence was set identical to the source sequence 
and the new sequences were regenerated from it according to the selected evolutionary 
model. 
4. The sequence to distance transformation corresponding to the considered mode! of 
evolution was then applied to the DNA sequences associated with the leaves of the phy­
logeny affected by the gene transfer. The NJ method (Saitou and Nei 1987) was used to 
infer the gene trees from the obtained distance matrix. The topology of the organismal 
phylogeny (i.e. true tree T) was supposed to be known. 
5. The HGT detection method was then carried out to infer the transfer. The experi­
ments were conducted using the procedures based on the RF and LS optirnization. The 
simulations were carried out for 500 random rooted phylogenies with 8 and 16 leaves 
and 100 random rooted phylogenies with 24 to 64leaves. 
Figures 6 and 7 present the average simu~é~;~~qn restl]ts obtained for random phylogen­
ies with 8 to 64 leaves, using as optimization criteria the RF topological distance and LS 
function, respectively. These figures illustrate how the detection rate changes as the 
number of sites varies from 125 to 1000. As expected, the detection rate grows as the 
number of sites increases and the number of species decreases. Note that for the phylog­
enies with 8 to 32 leaves the best results were obtained under the Kumura and Jukes-
12 
Cantor models. For the phylogenies with 48 to 64 species the best performances were 
regularly obtained under the Kimura mode!, whereas the results found under the Jukes­
Cantor mode! were the worst of the three evolutionary mode! s. 
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Figure 6. HGT detection rates obtained for random phylogenies with 8 to 64 leaves (8-a, 16-b, 
24-b, 32-d, 48-e, 64-f) using the RF topological distance for optimization. Jukes and Cantor (0), 
Kimura 2-parameter (o), and Jin-Nei Gamma (il) models were used for the tree generation. 
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Figure 7. HGT detection rates obtained for random phylogenies with 8 to 64 leaves (8-a, 16-b, 
24-b, 32-d, 48-e, 64-f) using the LS function for optimization. Jukes and Cantor (0), Kimura 2-
parameter (o), and Jin-Nei Gamma (6) models were used for the tree generation. 
This trend can be observed in the case of both optimization criteria. Obviously, with 
the short sequences we have a bigger phylogenetic error that can either appear like an 
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HGT, when it does not occur, or disgtiise a real HGT. Tables 1 and 2 (see Appendix) 
report the false positive and false negative (indicated in parentheses) detection rates 
obtained using as optimization criteria the RF distance and LS function , respectively. A 
false positive HGT is an incorrect transfer found by the algorithm and a false negative 
HGT is the right transfer that has not been detected. A false positive HGT will always 
occur if the gene tree inferred by NJ (see Step 4 above) is different from the true gene 
tree (see Step 3 above), but it can also take place when both trees are identical but a 
transfer going to the direction opposite to the correct HGT disguises it, leading to the 
same gene tree (see Maddison 1997). 
False negative HGTs are mostly due to the error of inferring the gene tree, but can 
also happen when a transfer going to the opposite direction disguises the correct HGT. 
As defined, the false positive detection rate is always bigger or equal to the negative 
one. The analysis of Tables 1 and 2 shows that the false negative rate is almost as big as 
the fa! se positive rate when the tests were conducted with large phylogenies ( 48 and 64 
species) and short sequences (125 and 250 sites). The false negative rate was noticeably 
lower than the false positive one in the case of the large phylogenies and long se­
quences. Furthermore, we have measured the recovery rates for the HGT source, desti­
nation, and source and destination combined (i .e. the latter parameter corresponds to the 
detection rate depicted in Figures 6 and 7). These tests were carried out under the Jukes 
and Cantor mode! of sequence evolution and using the RF distance for the algorithmic 
optimization. Note that the transfer destinations were generally better detectable than 
their sources. The difference in the source-destination detection was more important for 
the short sequence. For example, for the sequences with 125 sites it varied, on average, 
from 6% (for 8 species) to 1% (for 64 species). However, for the longer sequences the 
source and destination rates were very similar. 
Generally, the procedure based on the RF distance provided better results than th at 
based on the LS function. Nevertheless, sorne noticeable exceptions (e.g. under the Ki­
mura mode! for the phylogenies with 8 leaves or under the Jin-Nei mode! in the case of 
the short sequences) can be pointed out. The simulation study suggested that the accu­
racy of the transfer detection is highly dependable on the mode! of sequence evolution, 
number of considered species, and length of observed sequences. 
RESULTS and DISCUSSION 
Detecting horizontal transfers of the gene rpl12e 
We first tested our algorithm on the phylogeny of 14 species of Archaea originally 
considered by Matte-Tailliez et al. (2002). The latter au thors discuss problems encoun­
tered when reconstructing sorne parts of the archaeal phylogeny, painting out the evi­
dence of HGT events perturbing the evolution of a number of considered genes . Matte­
Tailliez et al. inferred the maximum likelihood tree (Figure 9, undirected !ines) based 
on the concatenated 53 ribosomal proteins· (7, 175 positions) and compared it to the 
maximum likelihood phylogeny of the gene rpll 2e (Figure 8) built for the same 14 or­
ganisms. The calculations of the best ML tree and its branch lengths for the 53 concate­
nated proteins were conducted using the PUZZLE program with r-Iaw correction. 
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Pyrobacu/um aerophilum 
Sulfolobus so/fataricus 
Pyrococcus abyssi 
Pyrococcus horikoshii 
Pyrococcus furiosus 
Methanococcus jannaschii 
Archaeog/obus fulgidus 
Methanosarcina barkeri 
Methanobacterium thermoautotrophicum 
Ha/oarcula marismortui 
100 Halobacterium sp. 
Figure 8. Maximum likelihood phylogenetic tree for the protein rpll2e (89 positions). Numbers 
close to branches are ML bootstrap scores obtained from the sampled protein sequences using 
the SeqBoot and Proml (JTT mode!) programs from the PHYLIP package (Felsenstein, 1989). 
Its topology is identical to the tree found by Matte-Taillez et al. (2002, Figure 3). 
Given the topological in congruence of the obtained phylogenies, the au thors hypothe­
sized a few cases of lateral transfers of the gene rpll 2e. More precisely, the case of the 
transfer between the clades of Thermoplasmatales (Ferroplasma acidarmanus and 
Thermoplasma acidophilum) and Crenarchaeota (Aeropyrum pernix, Pyrobaculum 
aerophilum and Sulfolobus solfataricus) was indicated as the most evident one. 
In order to apply our method, we first reconstructed from the original sequences the 
topologies of the gene (Figure 8) and species trees (Figure 9, undirected !ines). The 
computations were conducted in the framework of the complete gene transfer mode!, 
using the RF optimization and subtree constraint options (Figure 1). Five directed 
branches needed to reconcile the species and gene topologies have been found (Figure 
9). The connection representing the transfer between the cluster of Halobacterium sp. 
and Haloarcula marismortui and the species /'vfethanobacterium thermoautotrophicum 
was found in the first iteration. This transfer provided the biggest drop of the RF dis­
tance between the species and gene phylogenies; its bootstrap score is 55%. 
In the second and third iterations, we found the reconciliation branches between the 
species Pyrococcus horikoshii and Pyrococcus furiosus and between Su/fa/obus solfa­
taricus and Pyrobaculum aerophilum. Bath of these reconciliation branches link closely 
related species. Such kind of c01mections may be due to HGT as weil as to local topo­
logical rearrangements necessary because of the tree reconstruction artifacts (e.g. attrac­
tion of long branches, unequal evolutionary rates, etc). The transfer branches 4 and 5 
linking the cluster of Crenarchaeota to the species Thermoplasma acidophilum and Fer­
roplasma acidarmanus can be interpreted as HGT events that might have taken place 
between Thermoplasmatales and Crenarchaeota. 
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Aeropyrum pernix 
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Pyrococcus horikoshii 
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Figure 9. Species tree (Matte-Taillez et al. 2002, Figure 1 a) with five reconciliation branches 
(denoted by anows). Numbers close to branches are Mt bootstrap scores computed by the 
RELL method upon 2,000 top-ranking trees usiilg the MOLPHY program without conection for 
among-site variation. Numbers on HGT anows indicate theil· arder of appearance in the unique 
gene transfer scenario found by the HGT detection method. Bootstrap scores for transfers are 
indicated by numbers close to anow circles. Anows 4 and 5 depict the HGTs between the 
clades of Thermoplasmatales and Crenarchaeota also predicted by Matte-Taillez et al. (2002). 
In the second and third iterations, we found the reconciliation branches between the 
species Pyrococcus horikoshii and Pyrococcus furiosus and between Sulfolobus solfa­
taricus and Pyrobaculum aerophilum . Both of these reconciliation branches link closely 
related species. Such kind of connections may be due to HGT as weil as to local topo­
logical rearrangements necessary be cause of the tree reconstruction artifacts ( e.g. attrac­
tion of long branches, unequal evolutionary rates, etc). The lransfer branches 4 and 5 
linking the cluster of Crenarchaeota to the species Thermoplasma acidophilum and Fer­
roplasma acidarmanus can be interpreted as HGT events that might have taken place 
between Thermoplasmatales and Crenarchaeota. 
Note, that HGT between these two groups was also predicted by Matte-Taillez et al. 
(2002). In fact, the transfers 4 and 5 could consist of a unique transfer between the 
clades of Thermoplasmatales and Crenarchaeota that was separated into two transfers 
by our method due to the application of the subtree constraint (Figure 1) and the pres­
ence of the tree reconstruction artifacts. Figure 10 illustrates the evolution of the newly 
formed Thermoplasmatales-Crenarchaeota clade involving the HGTs 4 and 5. The us­
age of the LS criterion instead of Rf leads to .the solution consisting of 6 HGTs includ­
ing ali transfers from Figure 9 except the HGT number 2 that goes in the opposite direc­
tion. Note that a new reconciliation branch found with LS brings the species Methano­
coccus jannaschii to the cluster of 4 species including Archaeoglobus fu lgidus. This 
reconciliation branch turns out to be useless and have a low bootstrap score of 14%. 
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Figure 10. Changes in the Crenarchaeota-Thermoplasmatales cluster occurring after the addi­
tion of HGT branches 4 and 5_ (a) This cluster after the transfer 3; the species Thermoplasma 
acidophilum joins the Crenarchaeota cluster. (b) This cluster after the transfer 4; the species 
Ferroplasma acidarmanus is added to the clade comprising three Crenarchaeota and Thermo­
plasma acidophilum. (c) This cluster after the transfer 5. 
CONCLUSION 
We presented two polynomial-time algorithms for detecting horizontal gene transfer 
events. We considered the complete and partial gene transfer models, implying at each 
step, either the transformation of a species phylogeny into another tree or its transforma­
tion into a network structure. The algorithm for inferring complete gene transfers ex­
ploits the discrepancies between the species and gene phylogenies either to map the 
gene tree into the species tree by !east-squares or to compute a topological distance be­
tween them and then estimate the possibility of a HGT event between each pair of 
branches of the species phylogeny. The models based on the optimization of the !east­
squares function and the Robinson and Foulds topological distance were introduced. 
Inferred HGTs should be carefully analyzed using ali available information about the 
data in hand in order to select the transfers that will be represented as a final solution. 
Each gene transfer branch added to the species phylogeny aids to resolve a conflict be­
tween it and the gene tree (i.e. helps to reconcile the species and gene phylogenies). A 
bootstrap validation procedure allowing one to assess the reliability of a specifie gene 
transfer or whole gene transfer scenario was proposed. A comprehensive Monte Carlo 
study was ca.rried out to test the ability of the new method to recover correct HGTs. It 
provided very encouraging results especially when the Robinson and Foulds distance 
was used as an optimization cri teri on. The example of the evolution of the gene rpll2e 
was considered in the application section. More simuÎation work is required to investi­
gate the properties of the algorithm intended to infer partial gene trans fers. 
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As any method of phylogenetic inferring, the new HGT detection method is subject 
to a number of artifacts which generally affect phylogenetic analysis; the main of them 
being: Attraction of long branches, unequal evolutionary rates, and situations when the 
occurrence of sorne HGT events almost coïncides with speciation events located close! y 
to the recipient species. lt is important to investigate in greater details the impact of 
these artifacts on the HGT detection technique introduced in this article. It would be 
also interesting to extend the presented mode! to the case, where the gene and species 
trees have different numbers of taxa; this situation can take place when sorne species 
have more th an one copy of the gene un der consideration. 
The software implementing the ·new algorithn1s for detecting complete and partial 
horizontal gene transfers is freely available at the following URL address: < 
http://www. info2.uqam.ca/-boca05/software/> (this is a consol version running on the 
Unix and Windows platforms; it is distributed along with its C++ source code). A 
graphie al version of this progran1 has been also implemented and included in the T-Rex 
web server (Makarenkov 2001) at the following URL: < http ://www. trex.uqam.ca >. 
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APPENDIX 
This Appendix in eludes the results of the tests described in the section Simulation Study. The 
results reported in Tables 1 and 2 correspond to the graphies represented in Figures 6 (optimi ­
zation using the RF distance) and 7 (optimization using the LS function) . They were obtained 
from simulations carried out for random binary phylogenies with 8, 16, 24, 32, 48, and 64 
leaves, whereas the sequence length varied from 125 to 1000 sites. Note that the sum of the 
H GT detection rate shown in Figures 6 and 7 and of the false negative detection rate reported 
in Tables 1 and 2 is always 100%. 
Table 1. False positive and false negative (in parentheses) detection ra tes obtained for random phy ­
logenies with 8 to 64 leaves using the RF distance as an optimization criterion. A false positive HGT is 
an incorrect transfer found by the algorithm and a false negative HGT is the right transfer thal has not 
been found. For each sequence 1ength, the simulations were carried out for 500 random phylogenies 
with 8 and 16 leaves and 100 random phylogenies with 24 to 64 leaves. 
RF rates (in %) Sequence length 
125 250 500 750 1000 
Jukes-Cantor 14.9 (7 .8) 5.9(3.5) 1. 1 (0.7) 0.3 (0.3) 0.0 (0 .0) 
8 Ki mura 12.9 (8.7) 3.3 (2 .;2) 0.2 (0.1) 0.1 (0.1) 0.0 (0.0) 
Jin-Nei 20.1 (15.0) 3.9 (2 .5) 1.6 (1.3) 1. 1 (1.1 ) 0.5 (0.5) 
Jukes-Cantor 25.7 (1 4.0) 7. 1 (4 .5) 1.2 (0.7) 0.4 (0.3) 0.0 (0.0) 
16 Kimura 35.1 (22 .5) 11.9(7.9) 3.2 (2.3) 0.6 (0.6) 0.1 (0. 1) 
... Jin-Nei 43.0 (30.0) 22.5 (16.5) 7.6 (6.6) 5. 3 (4.9) 23 (2.3) 
ClJ Jukes-Cantor 36 (18) 15 ( 10) 4 (3) 1 (1 ) 1 (1 ) .c 
E 24 Kimura 43 (24) 24 (1 3) 4 (2) 2 (0) 0 (0) ::::J 
c:: Jin-Nei 55 (35) 33 (18) 19 (10) 9 (6) 5 (4) Cl) 
ClJ Jukes-Cantor 37 (20) 29 (11 ) 4 (2) 1 (1) 1 (0) 
'ü 
ClJ 32 Kimura 60 (35) 31 (14) 8 (3) 3 (1) 2 (0) Q. 
Cl) Jin-Nei 70 (38) 47 (25) 16 (9) 8 (3) 8 (3) 
Jukes-Cantor 65 (48) 49 (29) 28 (1 5) 27 (9) 25 (8) 
48 Kimura 55 (38) 46 (1 8) 9 (3) 3 (1 ) 1 (1) 
Jin-Nei 70 (40) 58 (24) 19 (8) 9 (2) 4 (1) 
Jukes-Cantor 70 (60) 45 (35) 27 (17) 23 (1 3) 20 (10) 
64 Kimura 65 (55) 35 (25) 14 (4) 12 (2) 10 (0) 
Jin-Nei 60 (50) 44 (34) 22 (12) 18 (8) 14 (4) 
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Table 2. False positive and false negative (in parentheses) detection rates obtained for random phy ­
logenies with 8 to 64 leaves using the LS function as an optimization criterion. A false positive HGT 
is an incorrect transfer found by the algorithm and a false negative HGT is the right transfer that has 
not been found. For each sequence length, the simulations were carried out for 500 random phylog­
enies with 8 and 16 leaves and 100 random phylogenies with 24 to 64leaves. 
LS rates (in%) Sequence length 125 250 500 750 1000 
Jukes-Cantor 17.2(10. 1) 5.0 (2.5) 0.8(0.7) 0.8 (0.5) 0.3 (0.3) 
8 Kimura 10.8 (7.0) 2.8 (1.9) 0.3 (0.3) 0.2 (0.2) 0. 1 (0. 1) 
Jin-Nei 18.6 (13.8) 7.8 (6.5) 1. 7 (1.5) 0.9(0.8) 0.5 (0.3) 
Jukes-Cantor 25.5 (1 3.0) 7.6 (5.3) 2.2(14) 0.8 (0.5) 0. 1 (0. 1) 
16 Kim ur a 37.6 (23.8) 11.9 (84) 2.3 (2.0) 0.6 (0.6) 0.0 (0.0) 
... Jin-Nei 40.9 (28.8) 20.9(148) 8. 1 (6.7) 3.8 (3 6) 3.3 (3.3) 
Cil Jukes-Cantor 43 (22) 13 (11 ) 5 (5) 3 (3) 1 (1) .Q 
E 24 Kimura 59 (30) 26 (9) 7 (4) 4 (3) 1 (0) :::l 
c: Jin-Nei 67 (33) 26 (18) 12 (6) 6 (2) 3 (1) (/) 
.!!! 
u 
Jukes-Cantor 47 (26) 21 (14) 5 (2) 0 (0) 0 (0) 
Cil 32 Kim ur a 56 (33) 31 (17) 9 (4) 0 (0) 0 (0) c. 
en Jin-Nei 50 (33) 31 ( 15) 12 (8) 11 (3) 4 (0) 
Jukes-Cantor 53 (43) 38 (3 1) 33 (17) 22 (12) 19 ( I l ) 
48 Kimura 60 (50) 34(14) 16 (5) 5 (! ) 2 (0) 
Jin-Nei 65 (55) 50 (29) 25 (8) 12 (4) 10 (2) 
Jukes-Cantor 63 (53) 52 (42) 41 (21) 27 (17) 25 (15) 
64 Kimura 70 (60) 45 (35) 22 (12) 15 (2) 10 (0; 
Jin-Nei 75 (65) 40 (20) 20 (1 0) 16 (6) 12 (2) 
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CHAPITRE IV 
PARALLÉLISATION DES PROGRAMMES D'INFÉRENCE 
D'ARBRES PHYLOGÉNÉTIQUES UTILISANT DES 
MÉTHODES DE DISTANCES 
4.1 Introduction 
Les programmes utilisant des méthodes de distances qui ont été parallélisés sont 
principalement ceux inclus dans T-Rex (Tree and Reticulogram reconstruction). Il s'agit de : 
Neighbor-Joining (Saitou et Nei, 1987), Unweighted Neighbor-Joining (Gascuel, 1997), 
Addtree (Sattath et Tversky, 1977), Reconstruction par ordre circulaire (Makarenkov et 
Leclerc, 1997), Weighted Least-Squares (Makarenkov et Leclerc, 1999) et BioNJ (Gascuel, 
1997). De plus, le populaire programme FITCH (Fitch, 1971) a également été parallélisé. 
Dans ce chapitre nous expliquerons de façon sommaire les fonctionnalités importantes de ces 
programmes ainsi que la forme de parallélisme qui a été mise au point. 
La figure IV-1 montre l'interface du serveur web de T-Rex pour les SIX programmes 
parallélisés. 
----- - ~---------------------------, 
Distance methods 
Neighbor- Joining 
ADDTREE 
[doc ] 
[doc ] 
Um11eighted Neighbor Joining [doc ] 
Circular order reconstruction [doc ] 
Weighted !east- squares (MW) [do c] 
BIONJ [doc ] 
FITCH (PHYLIP) (doc ] 
Figure IV-1 Interface de T-Rex pour les programmes d'inférence d'arbres 
phylogénétiques utilisant la méthode de distances. 
4.2 Forme de parallélisme employée 
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Étant donné que les programmes présentés dans la figure IV-1 sont basés sur des algorithmes 
composés de parties indépendantes et que différents opérateurs de ces algorithmes (tels que 
les boucles) peuvent être exécutés simultanément, nous avons utilisé le parallélisme de 
contrôle (voir chapitre II, formes de parallélisme). 
Le point commun des algorithmes implémentés dans ces sept programmes réside au niveau 
du choix successif des paires d'espèces à regrouper pour former un arbre. Le choix d'une 
paire d'espèces est basé sur des critères à maximiser ou à minimiser. Par conséquent, le 
critère est calculé pour chacune des paires d'espèces, puis la paire avec la meilleure valeur du 
critère est sélectionnée. Les calculs de critères au niveau de chaque paire d'espèces sont 
effectués à travers une série de boucles imbriquées et sont indépendants les uns des autres. 
La parallélisation a consisté à diviser équitablement le calcul des critères au niveau des lames 
utilisées par le cluster (lors d' une exécution en parallèle). Cette division équitable a été 
réalisée à travers l'instruction de contrôle suivante: if (indice % nombredelames = myid); où 
indice représente l'indice des espèces (allant souvent de zéro au nombre d' espèces moins un), 
%représente l' opération « modulo », nombredelames représente le nombre de lames utilisées 
r----------------- - ---- ----- - ---- ---- - - ---- --------
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pour exécuter le programme en parallèle et myid représente l' identificateur de la lame du 
cluster (voir chapitre Il, Message Passing Interface). 
Ensuite, une synchronisation a été effectuée entre toutes les lames utilisées afin de trouver la 
lame qui contient la paire avec la valeur optimale globale du critère (car chaque lame contient 
une paire avec une valeur optimale locale du critère). Au niveau de la synchronisation, une 
uniformisation des variables du programme a été effectuée (étant donné que les lames ont 
effectué des calculs sur des données différentes) afin de conserver la conformité des résultats 
obtenus au niveau de toutes les lames utilisées par le cluster lors de l'exécution de 
l'algorithme parallèle. 
La forme générale du pseudo-code des programmes parallélisés est la suivante : 
• Traitement séquentiel (Cas d'une seule lame utilisée): 
if (nombredelames = 1) { 
for (indice = 1; indice <= max indice; indice++) { . 00} 
} 
• Traitement parallèle : 
else { 
for (indice = 1; indice <= max indice; indice++) { 
if (indice % nombredelames == my id) { 00.} 
} 
} 
• Synchronisation : 
if (myid > 0) { 
Envoi de toutes les informations nécessaires à la première lame (myid=O.) 
Réception des nouvelles valeurs envoyées par la lame précédente. 
if(myid < nombredelames-1) { 
Envoi des nouvelles valeurs à la lame suivante. 
} 
} 
else { 
} 
Réception des informations nécessaires envoyées par les autres lames. 
Recherche de la paire ayant la meilleure valeur critère. 
Envoi des nouvelles informations à la lame suivante. 
4.3 Neighbor-Joining 
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Neighbor-Joining (NJ; Saitou et Nei, 1987) est une méthode de reconstruction d'arbres 
phylogénétiques qui repose sur l' application du regroupement combiné à une approximation 
efficace du principe d ' évolution minimum. Cette méthode permet un taux d'évolution 
différent entre les lignées étudiées. Le principe de cette méthode est de trouver les paires 
d'unités taxonomiques opérationnelles (OTUs) qui minimisent la longueur totale de l'arbre 
(i .e., la somme des longueurs des branches) à chaque étape du regroupement des unités 
taxonomiques, avec un arbre en étoile au départ. 
NJ garantit de recouvrer lavraie phylogénie si la matrice de distance est une réflexion exacte 
de la phylogénie (Felsenstein, 2004). Il a une complexité algorithmique de O(n\ 
Pour reconstruire une phylogénie T à partir d'une matrice de dissimilarités d, cette dernière . 
est transformée afin d ' obtenir un arbre en étoile T (figure IV-2(a)). Puis la paire de taxons qui 
minimise la longueur totale de l' arbre est choisie et remplacée par un nœud interne X 
(figure IV-2(b)). La dernière partie de la méthode est exécutée n-3 fois. 
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a b c a b c 
g f e g 
(a) (b) 
Figure IV-2 Arbre en étoile (a) et son développement (b) (Saitou et Nei, 1987). 
L'algorithme détaillé de Neighbor-Joining est le suivant (Saitou et Nei, 1987): 
1. Pour chaque feuille, calculer : ~ c5ij U; = L_.-- ; 
Jfi'-i n- 2 
où c5 représente la matrice de 
distance; 
2. Choisir i etj pour lesquels la distance c5iJ -u;- u 1 est la plus petite; 
3. Fusionner i et j et calculer les longueurs des branches menant au nœud (vi) et au 
nœud (vj) de la manière suivante: 
4. Calculer toutes les distances entre le nouveau nœud (ij) et les feuilles restantes en 
5 k +O k 
utilisant la formule suivante : 5 (iJ)k = ' 1 
2 
5. Supprimer les feuilles i etj de la matrice de distances et les remplacer par le nouveau 
nœud (ij) qui sera considéré comme une feuille; 
6. Revenir à l'étape 1 si le nombre de nœuds restant est supérieur à 2. Sinon, connecter 
les deux nœuds restants par une branche. 
- ---- ------ ---------- -- - - -----
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Pour la méthode NJ, le parallélisme de contrôle a été effectué au niveau de la deuxième étape 
de l'algorithme présenté ci-dessus(« Choisir i etj pour lesquels la distance oij - U ; - u j est 
la plus petite »). A cette étape, les données sont divisées en fonction du nombre de lames qui 
exécutent le programme. À partir du flot de données qui lui est dédié, chaque lame cherche i 
etj qui minimisent la distance oif -u; -u1 . Finalement, une synchronisation est effectuée 
afin de choisir i etj qui minimisent cette distance au niveau de toutes les lames et pour mettre 
à jour les variables (critiques) au niveau de chaque lame. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme NJ ont donné les résultats suivants (le temps moyen sur 100 jeux de données a 
été mesuré dans chaque cas) : 
~'""i"""'--;7"" ~~~~~~~~N--:;ç---~;;r'T~-T;tx~·- ... .>:- - ••••• -&~~7yF.>:~~~:--.,~,-.·~~ 
~ 4: ' ' ~ 1 ' •, 1; ,,.- 4 '', '- 1 '~'/ ·~;<.~_,'(/~~~tf~ ~J~ ... ,,~.~~ ."" >~~~H')~'-'i)v1"'-<'~·~~A-:~'~~ 
t ~. • . · ......... ·• • .... • , , • "'. , ...... '· : :. ~~---. ~ ·"' "~"'!t",} , , . ·:~ .. ~r .. ! .. ~ 
oi•l"', ' ·,·,,•J r '. ·' >.. '''o;•·o~~·-,.;1',·-.-•"-><., ~-"'"-l~•.i<• '-'i 
' • • , 1 , "' \" • • r • ,. < ., " .., , ' .:t-~. t. ejl: '• / • • •f. r--. t'.t. t >·~··',1-, , :.'f•: .. ,,i« •-·~ i" , ·~.-·, ., ~ '!,r<·,."f'J.'•i~•,.i. 'W~~ ~'\"' ;( , '-4;1";>- -"•~,.;~~-· K k' <· i. ,\ '- ·~:; '>.? •4- .~ ·~:' t If • f. .(.· c~~- ' ~ • ,.. ~ :,-.", ~~ ',. ,\~,,~ ;• - ''- :t .l'f ;1. ".\ ~~ 1 f:..' 'Jfl,J-''t 
' •• ,, '~ •.• J.l.h;,.,.~;. •. ; · ••. ~v .. >X:'l•é ~··""'"""'>.;.· · •, ... 't-'·'~·'li.·':C'''"'~',Ms;.:'ti: P-dli.'>~~ti.:d~.~'-.!~ 
1 8 0.000020 
1 16 0.000060 
1 32 0.000250 
1 64 0.001350 
1 128 0.008600 
2 8 0.002550 
2 16 0.005000 
2 32 0.008900 
2 64 0.020000 
2 128 0.107150 
4 8 0.009200 
4 16 0.015000 
4 32 0.032500 
4 64 0.055500 
4 128 0.155000 
8 8 0.017500 
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8 16 0.030000 
8 32 0.069000 
8 64 0.135000 
8 128 0.287000 
16 8 0.026800 
16 16 0.058000 
16 32 0.160000 
16 64 0.322500 
16 128 0.600000 
Tableau IV-1 A-lgorithme NJ: Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
0,65 -,-----------------------, 
0,6 
0,55 
'Ü) 
Q) 0,5 
"t:l 
c 8 0,45 
Q) 
..!!!.. 0,4 
c 
0 0,35 
:;::; 
~ 0,3 
•Q) 
~ 0,25 
ÏJ 
~ 0,2 
~ 0,15 
1-
8 16 32 64 128 
Nombre d'espèces 
--o--1 Lame 
-D--2 Lames 
---&- 4 Lames 
-X-8 Lames 
-::.1::- 16 Lames 
Figure IV-3 Algorithme NJ: Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
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Nous remarquons, en observant le tableau IV-1 , que l'algorithme séquentiel est plus rapide 
que l'algorithme parallèle pour le même nombre d'espèces considérées. Ceci est dû à la 
supériorité du temps de passage des informations entre les différentes lames au temps gagné 
par l'exécution parallèle de la boucle de sélection des paires. Cependant, à partir de 400 
espèces, l'algorithme parallèle sur deux lames devient plus rapide que l'algorithme séquentiel 
(tableau IV-2). Plus le nombre d'espèces est élevé, plus la version parallèle est performante 
car le temps de passage des informations entre les différentes lames devient inférieur au 
temps gagné par l'exécution parallèle de la boucle de sélection des paires 
: :~;~- i:~:.'~, ,~···~)· .•. · ·: :~: r•· ~· ,. J·; ·:~;~;,:~,~,r~~;:::it~~~:~tzi~ 
1 400 0.300000 
1 800 2.800000 
2 400 0.260000 
2 800 1. 700000 
4 400 0.450000 
4 800 1.250000 
8 400 0.640000 
8 800 1.560000 
16 400 1.220000 
16 800 1.900000 
Tableau IV-2 Algorithme NJ : Temps écoulé en secondes en fonction du nombre de 
lames du cluster pour 400 et 800 espèces. 
Étant donné que l'algorithme séquentiel de NJ fournit des résultats satisfaisants, la version 
parallèle sera juste utilisée pour un grand nombre d'espèces(> 450 espèces). 
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4.4 Unweighted Neighbor-Joining 
Unweighted Neighbor Joining (UNJ; Gascuel, 1997) est une adaptation de l'algorithme 
Neighbor-Joining. Tout comme NJ, le principe de UNJ consiste à trouver les paires d'unités 
taxonomiques opérationnelles (OTUs) qui minimisent la longueur totale de l' arbre (la somme 
des longueurs des branches) à chaque étape du regroupement des unités taxonomiques. La 
méthode a une complexité algorithmique de O(n\ 
UNJ est défini par les trois formules suivantes : 
• La formule du critère de correction : 
Dans cette formule r représente le nombre d 'espèces contenus dans la matrice. 
/' 
Qxy =Rx+ Ry +(r-2)Àxy ' où Rz =LÀz;; 
i= l 
• La formule du critère d'estimation: 
• La formule de réduction : 
L ' algorithme UNJ est le suivant (Gascuel 1997) : 
1. Initialiser la matrice d'exécution: A= (Àif ) f-- (Ou); 
2. Initialiser le nombre de nœuds restants : r f-- n ; 
3. Initialiser le nombre d' objets par nœud: n; f--l , i E {l, ... n}; 
4. Tant que le nombre de nœuds est supérieur à 3 : Calculer les sommes R;, i E {1, ... r}; 
5. Trouver la paire {x, y} à regrouper pour maximiser la valeur Qxy ; 
112 
6. Créer un nœud u tel que: n" ~ nx + ny; 
7. Estimer la longueur des branches (x,u) (y,u)en utilisant la formule d' estimation; 
8. Réduire la matrice A en utilisant la formule de réduction; 
9. Réduire le nombre de nœuds: r ~ r -1 ; 
1 O. Créer un nœud central et calculer les dernières longueurs de branches de l' arbre en 
utilisant la formule d'estimation. 
Pour la méthode UNJ, le parallélisme de contrôle a été effectué au niveau de la cinquième 
étape de l'algorithme qui consiste à « Trouver la paire {x, y} à regrouper pour maximiser la 
valeur du critère le critère Qxy ». À cette étape, tout comme pour l' algorithme NJ, les 
données sont divisées en fonction du nombre de lames qui exécutent le programme. À partir 
du flot des données qui lui est dédié, chaque lame cherche x et y qui minimisent la valeur du 
critère Qxy . Finalement, une synchronisation est effectuée afin de choisir x et y qui 
minimisent la valeur du critère Qxy au niveau de toutes les lames et pour mettre à jour les 
variables au niveau de chaque lame. 
Les résultats de la parallélisation en termes de gain de temps sont identiques à la méthode de 
Neighbor-Joining. A partir de 450 espèces la version parallèle sur 2 lames devient plus rapide 
que la version séquentielle. Cela s 'explique par le fait que UNJ est une adaptation de 
l'algorithme Neighbor-Joining ayant la même complexité algorithmique O(n3). 
4.5 ADDTREE 
Rappelons tout d 'abord que les données de la même origine peuvent être représentées par des 
arbres additifs (i .e. , arbre phylogénétique). Dans ce modèle, les objets sont représentés par les 
nœuds externes de l' arbre et la dissimilarité entre les objets est la longueur du chemin qui les 
sépare. Les arbres additifs sont moins restrictifs que les arbres ultramétriques (appelés aussi 
regroupements hiérarchiques). 
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Un arbre additif constitué de quatre objets x, y, u et v apparaît forcément dans l' une des 
configurations de la figure IV-4. Les modèles de distances qui correspondent aux 
configurations de la figure IV-4 sont les suivants : 
(a) d(x, y)+ d(u, v)< d(x, u) + d(y, v)= d(x, v)+ d(y, u) 
(b) d(x, v)+ d(y,u) < d(x,u) + d(y, v)= d(x,y) + d(u, v) 
(c) d(x, u) + d(y, v) < d(x, y)+ d(u , v)= d(x, v)+ d(y, u) 
u x u x 
v v y u 
Figure IV-4 Configurations possibles d'arbres additifs binaires avec quatre feuilles. 
Le but de la méthode ADDTREE (Sattath et Tversky, 1977) est de sélectionner la 
configuration la plus appropriée sur la base d ' une mesure de dissimilarité (ou distance) 
observée6. 
Considérons la mesure de dissimilarité (pour quatre objets) telle que: 
6(x,y) + 6(u , v) s; 6(x,u) + 6(y, v) s; 6(x, v)+ 6(y,u). 
Il est évident, dans ce cas, que la configuration IV-4(a) soit plus représentative de cette 
dissimilarité que les configurations IV -4(b) et IV -4( c ). Par conséquent, la loi (formule) pour 
choisir la meilleure configuration pour n ' importe quel ensemble de quatre objets est la 
suivante: «Marquer ou noter les obj ets de manière à satisfaire l' inéquation ci-dessus et 
sélectionner la configuration IV-4(a) ». 
v 
y 
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Les objets x, y tout comme les objets u et v sont appelés « voisins ». La construction de 
l'arbre repose sur le regroupement des objets sur une base de relations de voisinage. Les 
étapes majeures de la construction sont esquissées plus bas. 
Pour toutes les paires x, y , ADDTREE examine tous les objets u, v et compte le nombre de 
quadruplets dans lesquels x et y sont voisins. La paire x, y avec le plus haut score est 
sélectionnée et ses membres sont combinés pour former un objet z qui replacera x et y dans 
l'analyse subséquente. 
La dissimilarité entrez et n'importe quel autre objet usera égale à(b'(u, x) + b'(u ,y)) / 2. 
Par la suite, la paire avec le deuxième plus haut score est sélectionnée. Si ces éléments 
n'avaient pas été encore sélectionnés, ils sont combinés comme ci-dessus et le balayage des 
paires continue jusqu'à la sélection de tous les éléments. 
Ce processus de regroupement est d' abord appliqué à un ensemble d' objets qui comprend les 
éléments récemment formés ainsi que les éléments originaux qui n' ont pas été combinés dans 
ce processus. Le processus de regroupement est par la suite appliqué à plusieurs reprises à 
l' ensemble jusqu'à ce qu'il ne reste que 3 éléments. Finalement ces trois derniers éléments 
sont combinés pour former le dernier élément. 
La procédure de construction utilise des sommes de dissimilarités pour définir les voisins et 
pour calculer les distances des nouveaux éléments construits. Cette procédure est appliquée à 
des données cardinales (données mesurées sur des échelles d' intervalles ou de rapports). Pour 
les données ordinaires, il existe une version modifiée de la procédure. La méthode 
ADDTREE a une complexité algorithmique de O(n'). 
Le parallélisme de contrôle a été appliqué au niveau de choix de la paire x et y avec le plus 
haut score. A cette étape, les données sont divisées en fonction du nombre de lames qui 
exécutent le programme. À partir des données qui lui sont affectées, chaque lame cherche x et 
y qui maximisent le score de ADDTREE. Finalement, une synchronisation est effectuée afin 
de choisir x et y qui maximisent le score au niveau de toutes les lames et pour mettre à jour 
les variables au niveau de chaque lame. 
--------
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Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme ADDTREE ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
~~~~.~. ~~~-~=.,~---':T'~ ........ ~~~~.,. .. ?C'f"--!'V;--:-~...,.,-~ 
: . . . . . . . > . . . . . .. ' .·... ' ·; ·;' ·:;t ':; .!' : ~. ~ ~; \ J 
t , - •• t. ~· .. ~ . . , ....... J)l '(S~··~ .. ... {-.~ .. ·!·"~· ... ~ ·.· ~ -~ 
1 8 0.000060 
1 16 0.001800 
1 32 0.060000 
1 64 1.830000 
2 8 0.002100 
2 16 0.005500 
2 32 0.039000 
2 64 0.960000 
4 8 0.009500 
4 16 0.013000 
4 32 0.048000 
4 64 0.550000 
8 8 0.01 7500 
8 16 0.029000 
8 32 0.076000 
8 64 0.375000 
16 8 0.027500 
16 16 0.060000 
16 32 0.165000 
16 64 0.400000 
Tableau IV-3 Algorithme ADDTREE : Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
---- - - - - - ---- ------------------, 
2 .------------------------. 
1,8 
8 16 32 64 
Nombre d'espèces 
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--o--- 1 Lame 
-o-2 Lames 
~4Lames 
-X- 8 Lames 
-::K-16 Lames 
Figure IV-5 Algorithme ADDTREE: Temps écoulé en secondes en fonction de la taille 
des données d'entrée. 
Nous remarquons que l' algorithme séquentiel devient plus lent que l' algorithme parallèle à 
partir de 30 espèces, quel que soit le nombre de lames utilisées . Ces résultats sont explicables 
par le fait que la méthode a une complexité de O(n5) . 
4.6 Reconstruction par ordre circulaire 
Soit X un ensemble den éléments, la dissimilarité sur X est une fonction d de réels supérieurs 
ou égaux à zéro qui satisfait les deux conditions suivantes : 
• Pour tous x , y E X ,d(x,y) = d(y,x) ; 
• Pour tous x ,yE X ,d(x, y);::: d(x,x) =O. 
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La dissimilarité d est une métrique si elle satisfait l'inégalité triangulaire: 
Vx,y,z E X ,d(x , z)::; d(x , y) + d(y , z). 
La reconstruction par ordre circulaire est un algorithme basé sur l'ordre circulaire associé aux 
représentations planaires des X-arbres. Ces représentations planaires sont souvent utilisées 
pour le codage des X-arbres valués par 2n-3 longueurs de chemins d' une feuille à une autre 
(n étant le nombre d'éléments de X) . 
La reconstruction par ordre circulaire est basée sur le théorème suivant : « Soit 
un ensemble fini d' éléments. Pour toute séquence 
arbre valué unique ~ tel que du = Ll(e) et x l' x 2 , ••• ,xn est un ordre circulaire de T» 
leT(x;,x1) 
(Makarenkov et Leclerc, 1997). 
L 'algorithme de construction d'un X-arbre à partir d'une dissimilarité d est le suivant 
(Makarenkov et Leclerc, 1997) : 
Entrées: Un ensemble fini X contenant n éléments, une dissimilarité d sur X. 
Sorties : Un X-arbre valué. 
Initialisation: Calculer l' ordre de Yushmanov (x l'x2 , ••• , xJsur X ; 
Répéter: 
k f- k + 1; s f- 0; i f- 0; 
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Le problème est d'ajouter la feuille xk+l à l' arbre valué courant ~k avec les feuilles 
Résoudre le problème ~.1 (a, y) pour le chemin ~k (x1xk) : 
Tant que S <a faire : i f- i + 1; S f- S + l(i, T(x1 xk )); 
SiS= a alors 
v(r) f- v(r) u {xk+l }, E(T) f- E(T) u {uxk+l },!(uxk+l) f- y; 
Sinon 
V(T) f- V(T)u {ak+~> xk +JE(T) f- (E(T)- {uv })u 
{uak+l 'vak+l 'ak+l xk+l}, 
Jusqu'à (k=n) 
Cette méthode a une complexité algorithmique de O(n4). 
Ici, le parallélisme de contrôle a été effectué au niveau de la résolution du problème d'ajout 
d'une nouvelle feuille. A cette étape, les données sont encore divisées en fonction du nombre 
de lames qui exécutent le programme et, finalement, une synchronisation est effectuée afin de 
choisir la feuille à ajouter et pour mettre à jour les variables au niveau de chaque lame. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme de Reconstruction par ordre circulaire ont donné les résultats suivants (le temps 
moyen sur 100 jeux de données a été mesuré dans chaque cas) : 
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•:.. .... ~tJot. 1'~ ....... '-'~~'-'1 ·~·t·, . ~4J, ....... ,.,' ..... : '·~ •~l~:~~lo~~ ... t.-\•"'-,,(;t.,!Jo\t ·,·.-"·"4~:: .. ~ 
1 8 0.0051 
1 16 0.0720 
1 32 1.0000 
1 64 14.8000 
2 8 0.0041 
2 16 0.0410 
2 32 0.5300 
2 64 7.5000 
4 8 0.0029 
4 16 0.0230 
4 32 0.2900 
4 64 3.9000 
8 8 0.0027 
8 16 0.0150 
8 32 0.1600 
8 64 2.1000 
16 8 0.0026 
16 16 0.0110 
16 32 0.0980 
16 64 1.3000 
Tableau IV-4 Algorithme de reconstruction par ordre circuclaire: Temps écoulé en 
secondes en fonction de la taille des données d'entrée et du nombre de lames du cluster. 
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Figure IV-6 Algorithme de reconstruction par ordre circulaire: Temps écoulé en 
secondes en fonction de la taille des données d'entrée. 
Nous remarquons qu ' en général, l' algorithme parallèle devient plus rapide que l' algorithme 
séquentiel à partir de 8 espèces, quel que soit le nombre de lames utilisées. 
4. 7 Moindres carrés pondérés 
Le principe de la méthode des moindres carrés pondérés (MW) est de trouver un arbre 
phylogénétique qui minimise le critère des moindres carrés. 
Étant donné que : 
• du est la dissimilarité donnée sur un ensemble fini d 'éléments X; 
• Treprésente l'arbre valué ayant X comme ensemble de feui lles 
• 5u représente les longueurs des chemins connectant les feui lles de l'arbre T. 
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Le critère des moindres carrées se présente comme suit : 
Q= L:wu(dù -5u)2 ~MIN 
lSiS)Sn 
où wu est le poids appliqué pour la séparation des éléments i et j. 
Le critère des moindres carrés pondérés doit être minimisé pour l' ensemble des arbres valués . 
Ce critère peut être appliqué à plusieurs situations pratiques. Selon Swofford et Olsen (1990), 
il y'a principalement quatre arrangements de poids qui sont fréquemment utilisés dans le 
domaine: 
où (} u est la variance escomptée de la dissimi larité du . 
Étant donné Dune matrice symétrique de dimension (n x n) sur un ensemble den éléments 
Y = {y,, y2 , ••• ,y J, W sera une matrice symétrique de poids. 
L 'algorithme des moindres carrés pondérés peut être divisé en deux étapes (Makarenkov et 
Leclerc, 1999) : 
La première étape de l'algorithme consiste à considérer deux éléments y i et y 1 de 
l' ensemble Y, de telle sorte que d(yiy1) soit la plus petite valeur positive dans la matrice D. 
Soit x, =yi ; soit x2 = y 1 ; soit X ={x, , xJ ; L'arbre T 2 se résume à une branche unique 
x1x2 de longueurd(x1x 2 ). 
A l' étape k, T k est l' arbre courant qui résulte des constructions précédentes. Cet arbre 
contient k feuilles qui correspondent à l' ensemble X qui est un sous-ensemble de Y. À cette 
étape, il faut sélectionner, à partir des n-k éléments de Y\ X (ensemble Y privé de X), 
l'élément le plus approprié selon le critère des moindres carrés. Pour y arriver, nous ajoutons 
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une nouvelle feuille x k+l à l'arbre T k en considérant toutes les connections possibles de tous 
les éléments de l'ensemble Y \ X sur toutes les branches de T k. 
La méthode MW a une complexité algorithmique de O(n5). 
Pour MW, le parallélisme de contrôle a été réalisé au niveau de la sélection des éléments qui 
minimisent le critère des moindres carrés. A cette étape, les données sont subdivisées en 
fonction du nombre de lames qui exécutent le programme. En fonction de son flot de 
données, chaque lame cherche l'élément qui maximise le critère des moindres carrés. Puis, 
une synchronisation est effectuée afin de choisir l' élément qui maximise le critère choisi au 
niveau de toutes les lames et pour mettre à jour les variables au niveau de chaque lame. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l ' algorithme des moindres carrés pondérés (MW) ont donné les résultats suivants (le temps 
moyen sur 100 jeux de données a été mesuré dans chaque cas) : 
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1 8 0.007000 
1 16 0.190000 
1 32 5.900000 
2 8 0.006000 
2 16 0.115000 
2 32 3.240000 
4 8 0.004700 
4 16 0.076000 
4 32 1.920000 
8 8 0.004400 
8 16 0.058000 
8 32 1.240000 
16 8 0 .004400 
16 16 0.049000 
16 32 0.9 10000 
Tableau IV-5 MW: Temps écoulé en secondes en fonction de la taille des données 
d 'entrée et du nombre de lames du cluster. 
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Figure IV-7 Algorithme MW: Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Pour l'algorithme MW, la verston parallèle a toujours été plus rapide que la versiOn 
séquentielle quel que soit le nombre de lames utilisées. Pour un nombre d' espèces inférieur à 
16, on peut utiliser un nombre de lames égal au nombre d'espèces, alors que pour un nombre 
d' espèces supérieur à 16, on peut utiliser les 16 lames au complet pour minimiser le temps 
d ' exécution. 
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4.8 BioNJ 
BioNJ (Gascue1, 1997) est un algorithme de reconstruction phylogénétique basé sur les 
distances. Cet algorithme est une version améliorée de la méthode de Neighbor-Joining 
(Saitou et Nei, 1987). Cet algorithme modifie Neighbor-Joining en considérant les variances 
et les covariances entre les distances dans un modèle d' évolution simple. Ces variances et 
covariances sont proportionnelles aux longueurs des branches. BioNJ est bien adapté pour les 
distances estimées à partir de séquences d'ADN ou de protéines. 
BioNJ, suit le même arrangement agglomératif que NJ, qui consiste à sélectionner 
itérativement une paire de taxons, créer un nouveau nœud qui représente le regroupement de 
ces taxons et réduire la matrice de distances en remplaçant les deux taxons par un nouveau 
nœud. Le modèle de BioNJ est bien adapté quand les évaluations sont obtenues à partir des 
ordres alignés. À chaque étape, il permet le choix, à partir de la classe des réductions 
possibles, de la réduction qui minimise le désaccord de la nouvelle matrice de distances. De 
cette façon, nous obtenons de meilleures évaluations pour choisir la paire de taxons à 
agglomérer pendant étapes suivantes. 
BioNJ infère des topologies plus précises que NJ dans toutes les conditions d'évolution, 
surtout quand les taux de substitutions sont élevés et changent entre les lignées. La méthode 
BioNJ une complexité de algorithmique de O(n\ 
Tout comme pour NJ, le parallélisme de contrôle a été effectué au niveau de l'étape de la 
sélection de la paire d'éléments qui minimise la distance. A cette étape, les données sont 
divisées en fonction du nombre de lames qui exécutent le programme. En fonction du flot de 
données qui lui est dédié, chaque lame cherche la paire (i et j) qui minimise la distance. 
Finalement, une synchronisation est effectuée afin de choisir la paire qui minimise la distance 
au niveau de toutes les lames et pour mettre à jour les variables au niveau de chaque lame. 
Les résultats de la parallélisation en termes de gain de temps sont identiques à la méthode 
Neighbor-Joining et à partir de 450 espèces la version parallèle sur 2 lames est plus rapide 
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que la version séquentielle. Cela s'explique par le fait que BioNJ est une adaptation de 
l'algorithme Neighbor-Joining ayant la même complexité O(n3). 
4.9 FITCH 
L'algorithme Fitch (1971) a été conçu pour compter le nombre de changements dans un arbre 
binaire avec des séquences de nucléotides, dans lequel chacune des quatre bases (A, C, G, T) 
peut être transformée en toute autre. Il fonctionne pour tout nombre d' états, sachant que tout 
état peut changer en un autre. L'algorithme Fitch fonctionne bien pour un changement 
d' étatO ~ 1. 
L'algorithme Fitch considère les sites (ou caractères) un par un. À chaque bout de l' arbre, il 
crée un ensemble qui contient les nucléotides qui ont été observés ou qui sont compatibles 
avec l'observation. Ainsi, si on observe un A par exemple, on crée l' ensemble {A} et on 
descend au niveau de l'arbre. 
En terme algorithmique, Fitch effectue un parcours postordonné de l'arbre. À chaque nœud 
interne, il crée un ensemble qui est 1 ' intersection des ensembles de deux nœuds descendants 
(Figure IV-8). Si cet ensemble est vide, alors l'algorithme crée un ensemble qui est l' union 
des ensembles des deux nœuds descendants. Chaque fois que l'ensemble créé est une union, 
il compte un changement d' état (i.e. , l' algorithme incrémente le nombre de changements 
d'états). 
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{C} {A} {C} {A} {G} 
{CA}* {AG}* 
{CAG}* 
{AC}* 
Figure IV-8 Reconstruction par la méthode Fitch. 
La figure IV-8, montre un arbre à cinq espèces. Mettons qu'au niveau d'un site particulier, 
nous ayons observé les bases C, A, C, A et G chez les cinq espèces. Ces bases sont ordonnées 
en fonction de 1 'ordre dans lequel les espèces apparaissent au niveau de 1 'arbre (de gauche à 
droite). 
Tout d'abord, nous considérons les deux premières espèces de gauche au niveau du nœud qui 
est leur ancêtre commun immédiat. Étant donné que l' intersection des deux ensembles est 
vide ( {C }n {A}= 0 ), nous considérons plutôt leur union ( {C }u {A}= {AC}) et comptons 
un changement d'état. Pour les deux espèces à droite ({A} et {G}) pour les. mêmes raisons 
que précédemment, leur ancêtre commun immédiat sera ({A }n {G} ={AG}) et nous 
comptons un autre changement d'état. En procédant de la même manière, nous comptons 
trois changements d'états et nous aurons un ancêtre commun qui est l'ensemble ({AC}). 
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L'algorithme Fitch peut être réalisé en un nombre d'opérations qut est proportionnel au 
nombre d 'espèces de l' arbre. 
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Figure IV-9 Interface de T-Rex avec la méthode Fitch. 
Au niveau de la parallélisation de l' algorithme Fitch, un parallélisme de données a été réalisé 
en fonction du nombre d'ensembles de données reçues en entrée et en fonction du nombre 
d'arbres à inférer. 
Prenant en compte le nombre d'arbres à inférer, ils sont divisés de manière équitable en 
fonction du nombre de lames du cluster qui exécutent le programme. Les arbres produits 
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seront localement contenus sur chaque lame. Le passage des données de ces arbres entre les 
différentes lames étant vraiment coûteux en termes de temps, un script de regroupement et de 
synchronisation des résultats a été implémenté. Le principe de ce script est simple. Il consiste 
à chercher la lame qui a trouvé le meilleur arbre et de copier les résultats de cette lame sur la 
lame principale (myid = 0). 
Le . même principe de parallélisme est appliqué en fonction du nombre d' ensembles de 
données. Le script regroupement et de synchronisation consiste cette fois à copier tous les 
résultats des lames au niveau de la lame principale (myid = 0). Finalement, ces résultats sont 
concaténés en tenant compte de l' ordre des ensembles de données. 
Des simulations effectuées pour calculer le gain de temps obtenu, (en fonction d ' ensembles 
de données) suite à la parallélisation de l' algorithme Fitch ont donné les résultats suivants (le 
temps moyen sur 1 00 jeux de données a été mesuré dans chaque cas) : 
~·;,~~ . :T·7·:~· •. · ~~"···::-·~,~ . ,c:~·7;.;:{Di~1;1{~~~:};ùt~~ 
~' ·ol~~e,.,I-~./L~:..,(.,r_,~Jt ~·~ _,.•.·"'·1· ~.: .t·~. '~,"';(~~";,.~1 ~;..,,,J:'..'1: ,(.~IJf4 ~.·'";~!!il~-t~;r.J'.::'!Itf.!t .. tet~~l~~~-~~\·1':.' .. ~ 
1 1 0.012000 
1 8 0.100000 
1 16 0.195000 
1 32 0.390000 
2 1 0.012000 
2 8 0.045000 
2 16 0.087500 
2 32 0.180000 
4 1 0.012000 
4 8 0.026000 
4 16 0.052000 
4 32 0.100000 
8 1 0.012000 
8 8 0.014000 
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8 16 0.027200 
8 32 0.052200 
16 1 0.012000 
16 8 0.140000 
16 16 0.140000 
16 32 0.027000 
Tableau IV-6 Algorithme Fitch: Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
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Figure IV-10 Algorithme Fitch : Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d' arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d' ensembles de données. Cela s ' explique par le fait que les lames infèrent les arbres 
~-----------
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sensiblement à la même vitesse. Par conséquent, le temps d'exécution reste presque 
invariable en doublant simultanément le nombre d'arbres à inférer et le nombre de lames 
utilisées. 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l'exception d' une lame). Pour un nombre d'ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames. Autrement, on peut utiliser les 16 lames au complet pour minimiser le temps 
d' exécution. 
131 
4.10 Références 
Felsenstein, J. (1993). PHYLIP (PHYLogeny Inference Package) version 3.6a2, Distributed 
by the author, Department ofGenetics, University of Washington, Seattle, WA . 
Fitch, W. M. (1971). Towards defming the course of evolution: Minimum change for a 
specifie tree topology. Systematic Zoology 20: 406-416. 
Gascuel, O. (1997). The NJ algorithm and its unwei ghted version UNJ, In Mathematical 
hierarchies and Biology (B. Mirkin et al., eds.), DIMACS Series in Discrete 
Mathematics and Theoretical Computer Science 37, Amer. Math. Soc., Providence, RI: 
149170. 
Gascuel, O. (1997). BIONJ: an improved version of the NJ algorithm based on a simple 
mode! of sequence data. Molecular Biology and Evolution 14 : 685-695 . 
Makarenkov, V. et Leclerc, B. (1997). Circular orders of tree metrics, and the ir uses for the 
reconstruction and fitting of phylogenetic trees, Mathematical Hierarchies and Biology 
(B. Mirkin, F.R. McMorris, F. Roberts, A. Rzhetsky, eds.), DIMACS Series in Discrete 
Mathematics and Theoretical Computer Science, Amer. Math. Soc., Providence, RI, 
183-208. 
Makarenkov, V. et Leclerc, B. (1999). An algorithm for the fitting of a phylogenetic tree 
according to a weighted !east-squares criterion, Journal of Classification 16 (1): 3-26. 
Makarenkov, V. (2001). T-REX: reconstructing and visualizing phylogenetic trees and 
reticulation networks, Bioinformatics 17 (7): 664-668. 
Saitou, N. et Nei, M. (1987). The neighbor-joining method: a new method for reconstructing 
phylogenetic trees, Molecular Biology and Evolution 4 (4): 406-25. 
Sattath, S. et Tversky, A. (1977). Additive similarity trees, Psychometrika 42 (3): 319-345. 
Swofford, D.L. et Olsen, G.J. (1990). Phylogeny construction. In Molecular Systematics, 
Hillis, D.M and Moritz, C., eds: 411 -501, Sinauer Associates. 
CHAPITRE V 
PARALLÉLISATION DES PROGRAMMES D'INFÉRENCE 
D'ARBRES PHYLOGÉNÉTIQUES UTILISANT LA 
MÉTHODE DE MAXIMUM DE VRAISEMBLANCE 
5.1 Introduction 
Les programmes utilisant la méthode de maximum de vraisemblance qui ont été parallélisés 
sont principalement ceux inclus dans le package PHYLIP (Felsenstein, 1993). JI s'agit de : 
DNAML, DNAMLK, PROML et PROMLK. De plus, le populaire programme PHYML 
(Guindon, 2003) a également été parallélisé. 
La figure V- 1 montre l' interface du serveur web de T-Rex pour les cinq algorithmes 
(parallélisés) utilisant la méthode de maximum de vraisemblance. 
Maximum Likelihood 
PHVML [doc] 
DNAML (PHVLIP) [doc ] 
DNAMLK (PHYLIP) [doc ] 
PROML (PHYLIP) [doc ] 
PROMLK (PHYLIP) [doc ] 
Figure V-1 Interface de T-Rex pour les programmes d'inférence d'arbres 
phylogénétiques utilisant la méthode de maximum de vraisemblance. 
5.2 Forme de parallélisme employée 
133 
Le point commun des tous ces cmq algorithmes réside dans l'application des mêmes 
opérations sur des ensembles disjoints de données. Par conséquent, nous avons utilisé le 
parallélisme de données (voir chapitre II, formes de parallélisme). 
Le parallélisme de données a été réalisé en fonction du nombre d'ensembles de données 
reçues en entrée et en fonction du nombre d'arbres à inférer. 
Prenant en compte le nombre d'arbres à inférer, ils sont divisés de manière équitable en 
fonction du nombre de lames du cluster qui exécutent le programme. Les arbres produits 
seront localement contenus sur chaque lame. Le passage des données de ces arbres entre les 
différentes lames étant vraiment coûteux en termes de temps, un script de regroupement et de 
synchronisation des résultats a été implémenté. Le principe de ce script est simple. Il consiste 
à chercher la lame qui a trouvé le meilleur arbre et de copier les résultats de cette lame sur la 
lame principale (myid = 0). 
Le même principe de parallélisme est appliqué en fonction du nombre d'ensembles de 
données. Le script de regroupement et de synchronisation consiste cette fois à copier tous les 
résultats des lames au niveau de la lame principale (myid = 0). Finalement, ces résultats sont 
concaténés en tenant compte de l' ordre des ensembles de données. 
-~- - - - ~~~~~~~~~--, 
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5.3 PHYML 
PHYML (Guindon, 2003) est un logiciel qui implémente une nouvelle méthode de 
reconstruction de phylogénie à partir de séquences en utilisant le principe de maximum de 
vraisemblance. Cette méthode démarre avec un arbre initial fourni par l' utilisateur ou 
construit à partir d'un algorithme rapide basé sur les distances, puis elle améliore cet arbre à 
travers des réarrangements topologiques. La méthode peut être décomposée en six étapes : 
1. Une matrice de distance est calculée en fonction des séquences reçues en entrée avec 
un algorithme analogue à DNADIST (Felsenstein 1993). Cette étape nécessite une 
comparaison de toutes les paires de séquences et nécessite un temps d'exécution 
O(n2) , où n représente le nombre de taxons. 
2 . Un arbre initial est construit à partir de la matrice de distance de l'étape 1 en utilisant 
la méthode BioNJ (Gascuel 1997). Cette étape nécessite un temps d' exécution de 
O(n\ 
3. La vraisemblance est calculée au niveau de tous les sites et de tous les sous-arbres 
pour obtenir la vraisemblance de l'ensemble de l'arbre. 
4. Les valeurs des paramètres libres du modèle de substitution (taux de transition, taux 
de transversion, etc.) sont ajustées de manière à améliorer la vraisemblance de l' arbre 
de départ. 
5. L'arbre courant est raffiné itérativement jusqu'à la convergence. 
6. Le raffinement s'arrête quand il n'y a plus de permutations possibles et quand les 
longueurs de branches deviennent stables. L'arbre courant est retourné par la 
méthode. 
~· -'ir -~ 
~1ain Menu 
Newick Vie\IJer 
Tree inference 
Tree inference from 
incomplete matrices 
Reticulogram 
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HGT - Detection 
ClustaiW 
SeqToOistance 
Robinson and Foulds 
T - ReM References 
Windows and Mac 
versions 
' Dat~bases 
Gene Base 
PhyML 
Paste your sequences in the Phylip format into the window : 
10 705 
Cow ATGGCATATCCCATACAACTAGGATTCCAAGATGCAACATCACCAATCATAGAAGAACTA 
I
Carp ATGGCACACCCAACGCAACTAGGTTTCAAGGACGCGGCCAT ACCCGTT A TAGAGGAACTT 
Chicken ATGGCCAACCACTCCCAACTAGGCTTTCAAGACGCCTCATCCCCCATCATAGAAGAGCTC 
Human ATGGCACATGCAGCGCAAGTAGGTCTACAAGACGCTACTTC CCCTATCATAGAAGAGCTT 
'Leach ATGGCACATCCCACACAATTAGGATTCCAAGACGCGGCCTCACCCGTAATAGAAGAACTT 
iHo use ATGGCCTACCCATTCCAACTTGGTCTACAAGACGCCACATC CCCTATTATAGAAGAGCTA 
Rat ATGGC TTACCCATTTCAACTTGGCTTACAAGACGCTACATCACCTATCATAGAAGAACTT 
[Seal ATGGCATACCCCCTACAAATAGGCCTACAAGATGCAACCTCTCCCATTATAGAGGAGTTA 
~hale ATGGCATATCCATTCCAACTAGGTTTCCAAGATGCAGCATCACCCATCATAGAAGAGCTC 
LIF_r_og~ ____ ATGGCACACCCATCACAATTAGGTTTTCAAGACGCAGCCTCTCCAATTATAGAAGAATT~ 
1 Compute 1 1 Reset 1 1 Clear 1 
Jsequences 
Joata Type 
Sequence file 
Number of data sets 
Number of bootstrap sets 
1 Subtitution madel 
Transition f transversion ratio 
(DNA models) 
Proportion of invariable sites 
Number of substitution 
rate categories 
Gamma distribution parameter 
l File 0 0 Pasted 
DNA 0 0 Amino-Acids 
interleaved 0 0 sequentia l 
--' D Perform bootstrap 
D Print bootstrap info 
fixed 0 0 estimated 
0.0 fixed 0 0 estimated 
fixed 0 0 estimated 
Figure V-2 Interface de T-Rex avec la méthode PHYML. 
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Au mveau de la parallélisation du programme PHYML, un parallé lisme de données a été 
réalisé en fonction du nombre d ' ensembles de données reçues en entrée et en fonction du 
nombre d' arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme PHYML ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
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1.350000 
8 7.500000 
16 27.00000 
32 55 .80000 
2 1.350000 
2 8 10.650000 
2 16 20 .80000 
2 32 42 .00000 
4 1.350000 
4 8 7.400000 
4 16 15.50000 
4 32 30.50000 
8 1.350000 
8 "8 5.750000 
8 16 11.20000 
8 32 23.40000 
16 1.3 50000 
16 8 5.750000 
16 16 5.80000 
16 32 12.00000 
Tableau V-1 Algorithme PHYML : Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
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--o---1 Lame 
--D---2 Lames 
-ts- 4 Lames 
-X-8 Lames 
-~-16 Lames 
Figure V-3 Algorithme PHYML: Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d ' ensembles de données. 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l' exception d 'une lame). Pour un nombre d ' ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames. Autrement, on peut utiliser les 16 lames au complet pour minimiser le temps 
d ' exécution. 
5.4 DNAML 
DNAML (Felsenstein, 1993) est un programme d' inférence d 'arbres phylogénétiques, pour 
les séquences d' ADN basé sur le maximum de vraisemblance. Le modèle de subst itution des 
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bases permet d'avoir des fréquences différentes au niveau des quatre bases, des transversions 
et des transitions. Ce modèle possède différentes manières pour permettre des taux 
d' évolution différents au niveau de sites différents. 
Les suppositions faites pour ce modèle sont les suivantes : 
• Chaque site d 'une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• Chaque site subit une substitution à un taux qui est choisi parmi une série de taux 
spécifiés; 
• Tous les sites appropriés sont inclus dans la séquence, pas seulement ceux qui 
subissent des changements ou ceux qui ont une information phylogénétique; 
• Une substitution comprend les deux événements suivants : 
o Le premier événement consiste à remplacer la base par une du lot des bases 
de purine ou une du lot des bases de pyrimidine pour aboutir soit à une 
transition, soit à aucun changement; 
o Le second évènement consiste à remplacer la base par une base aléatoire 
d 'un lot des bases à fréquences connues, indépendamment de l' identité de la 
base qui a été remplacée, pour aboutir soit à une transversion, soit à une 
transition, soit à aucun changement. 
Ce programme utilise un modèle de Markov caché pour inférer différents taux d'évolution 
pour différents sites. Ceci permet de spécifier au programme : la possibilité de plusieurs taux 
d'évolution, la probabilité a priori de chacun, la longueur moyenne du chemin des sites ayant 
·tous le même taux. Les taux peuvent aussi être choisis par le programme pour approximer 
une distribution Gamma des taux ou une distribution Gamma avec une classe de sites 
invariants. 
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10 705 
Cow 
Carp 
Chic ken 
Hun1an 
Leach 
I
Mouse 
Rat 
Se al 
1Jhal e 
Fr ag 
1 Sequences 
Paste your dna sequences in the Phylip format into the window : 
ATGGCATATCCCATACAACTAGGATTCCAAGATGCAACATCACCAATCATAGAAGAACTA 
ATGGCACACCCAACGCAACTAGGTTTCAAGGACGCGGCCATACCCGTTATAGAGGAACTT 
ATGGCCAACCACTCCCAACTAGGCTTTCAAGACGCCTCATCCCCCATCATAGAAGAGCTC 
ATGGCACATGCAGCGCAAGTAGGTCTACAAGACGCTACTTCCCCTATCATAGAAGAGCTT 
ATGGCACATCCCACACAATTAGGATTCCAAGACGCGGCCTCACCCGTAATAGAAGAACTT 
ATGGCCTACCCATTCC AACTTGGTCTACAAGACGCCACATCCCCTATTATAGAAGAGCTA 
ATGGCTTACCCATTTCAACTTGGCTTACAAGACGCTACATCACCTATCATAGAAGAACTT 
ATGGCATACCCCCTACAAATAGGCCTACAAGATGCAACCTCTCCCATTATAGAGGAGTTA 
ATGGCATATCCATTCCAACTAGGTTTCCAAGATGCAGCATCACCCATCATAGAAGAGCTC 
ATGGCACACCCATCACAATTAGGTTTTCAAGACGCAGCCTCTCCAATTATAGAAGAATTA~ 
Compute 1 [ Reset 1 [ Clear 1 
File 0 0 Pasted 
llrnput sequences interleaved Y es 
User input Tree options " 
!se arch for best tree y;; v 
!use lengths from user trees ~ 
=~===== 
Tree file 
Compute options " 
!speedier but rou gher anal y sis 1[ Y es ~ 
Ir-:-:--=-
Figure V-4 Interface de T-Rex avec la méthode DNAML. 
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Au mveau de la parallélisation du programme DNAML, un parallélisme de données a été 
réalisé en fonction du nombre d'ensembles de données reçues en entrée et en fonction du 
nombre d 'arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme DNAML ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
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8 12.30000 
16 26.50000 
32 56.50000 
2 1.550000 
2 8 6.100000 
2 16 18.20000 
2 32 24.90000 
4 1.550000 
4 8 3.150000 
4 16 8.250000 
4 32 12 .70000 
8 1.550000 
8 8 1.650000 
8 16 3.200000 
8 32 6.400000 
16 1.550000 
16 8 1.650000 
16 16 1.700000 
16 32 3.300000 
Tableau V-2 Algorithme DNAML : Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
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Figure V-5 Algorithme DNAML: Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensib lement les mêmes résultats que les simulations effectuées en fonction du 
nombre d'ensembles de données. 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l' exception d' une lame). Pour un nombre d ' ensembles de 
données ou un nombre d' arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames . Autrement on peut utiliser les 16 lames pour minimiser le temps d ' exécution. 
5.5 DnaMLK 
DNAMLK (Felsenstein, 1993) est un programme d' inférence d'arbres phy logénétique~, pour 
les séquences d'ADN, basé sur le maximum de vraisemblance avec la contrainte que les 
arbres inférés soient en conformité avec l'horloge moléculaire. L' horloge molécu laire stipule 
r--------- --
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que toutes les feuilles de l' arbre sont équidistantes par rapport à la racine (au mveau de la 
longueur des branches). C ' est un programme connexe à DnaML. Les mêmes suppos itions au 
niveau du modèle sont valides (plus l' hypothèse de l' horloge moléculaire). Le programme 
utilise également un modèle de Markov caché pour inférer différents taux d'évolution pour 
des sites différents . 
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Paste your dna sequences in the Phylip format into the window : 
10 705 A 
Cew ATGGCATATCCCATACAAC TAGGATTCCAAGATGCAACATCACCAATCATAGAAGAACTA -.j 
Carp ATGGCACACCCAACGCAAC TAGGTTTCAAGGACGCGGCCATACCCGTTATAGAGGAACTT 
Chicken ATGGCCAACCACTCCCAACTAGGCTTTCAAGACGCCTCATCCCCCATCATAGAAGAGCTC 
Human ATGGCACATGCAGCGCAAGTAGGTCTACAAGACGC TACTTCCCC TATCATAGAAGAGCTT 
Leach ATGGCACATCCCACACAATTAGGATTCCAAGACGCGGCCTCACCCGTAATAGAAGAACTT 
Meus e ATGGCCTACCCATTCCAACTTGGTCTACAAGACGCCACATCCCC TATTATAGAAGAGCTA 
Rat ATGGC TTACCCATTTCAACTTGGCTTACAAGACGCTACATCACCTATCATAGAAGAACTT 
Seal ATGGCATACCCCCTACAAATAGGCCTACAAGATGCAACCTCTCCCATTATAGAGGAGTTA 
hlhale ATGGCATATCCATTCCAACTAGGTTTCCAAGATGCAGCATCACCCATCATAGAAGAGCTC 
Freg ATGGCACACCCATCACAATTAGGTTTTCAAGACGCAGCCTCTCCAATTATAGAAGAATTA v 
1 Compute 1 1 Reset 1 1 Clear 1 
1 Sequences File 0 0 Pasted 
1 Input sequences interleaved Y es v ~ 
User input Tree options " 
1search for best tree Yes v l 
Use lengths from user trees r--
Tree file 
Compute options " 
lspeedier but rougher analysis Y es VI 
Figure V-6 Interface de T-Rex avec la méthode DNAMLK. 
--------------- ------
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Au niveau de la parallélisation du programme DNAMLK, un parallélisme de données a été 
réalisé en fonction du nombre de d' ensembles de données reçues en entrée et en fonction du 
nombre d'arbres à inférer. 
Des simu lations effectuées pour calcu ler le gain de temps obtenu suite à la parallélisation de 
l' algorithme DNAMLK ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
4.000000 
8 31.20000 
16 62.50000 
32 125 .6000 
4.000000 
2 8 15.50000 
2 16 31.25000 
2 32 76 .00000 
4 4.000000 
4 8 7.900000 
4 16 16.00000 
4 32 33 .20000 
8 4.000000 
8 8 4.200000 
8 16 7.950000 
8 32 16.50000 
16 4.000000 
16 8 4.200000 
16 16 4.200000 
16 32 8.000000 
Tableau V-3 Algorithme DNAMLK: Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
-- --· ----------------------------------------------------------------------------
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Figure V-7 Algorithme DNAMLK: Temps écoulé en secondes en fonction de la taille 
des données d'entrée. 
Les simu lations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d 'ensembles de données . 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l' exception d'une lame). Pour un nombre d ' ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames. Autrement on peut utiliser les 16 lames pour minimiser le temps d ' exécution. 
5.6 ProML 
ProML (Felsenstein, 1993) est un programme d' inférence d ' arbres phylogénétiques, pour les 
séquences de protéines (acides aminés), basé sur le maximum de vraisemblance. Ce 
programme utilise le modèle probabiliste de Jones-Taylor-Thornton (1992) de même que 
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celui de Dayhoof (Dayhoff et al., 1979) pour effectuer les substitutions entre les acides 
aminés. 
Les suppositions nécessaires pour ce modèle sont les suivantes : 
• Chaque site d 'une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• Chaque site subit une substitution à un taux qui est choisi parmi une série de taux 
spécifiés; 
• Tous les sites appropriés sont inclus dans la séquence, pas seu lement ceux qu1 
subissent des changements ou ceux qui ont une information phylogénétique; 
• La probabilité de changement entre les acides aminés est donnée par le modèle de 
Jones, Taylor et Thornton ( 1992) ou par le modèle P AM de Day hoff (Day hoff et al. , 
1979). 
Tout comme les programmes DnaML et DnaMLK, ce programme utilise un modèle de 
Markov caché pour inférer différents taux d'évolution pour des sites différents. 
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Pa ste your prote in sequences in the Phylip format into the window : 
HAYPHQLGFQDATSP IHEE LLHFHD HTL HIVFLI SSLVLYIISL HLTTKL 
HAHPTQLGFKDAAHPVHEELLHFHDHAL MIVLLISTLVLY I ITAMVSTKL 
HANHSQLGFQDASSP IHEELVEFHDHAL HVALAI CSLVLYLLTLHLHEKL 
HAHAAQVGLQDATSPIHEEL ITFHDHALHIIFLICFLVLYAL FLTLTTKL 
HAHP TQL GF QDAASPVHEELLHFHDHALHIVFLISALVLYVIITTVSTKL 
HAYPFQLGLQDATSP I HEELHNFHDHTLHIVFLISSLVL YIISLHLTTKL 
HAYPFQLGLQDATSP I HEELTNFHDHTLHIVFLISSLVL YIISLHLTTKL 
HAYPLQHGLQDATSP IHE ELLHFHDHTLHIVFLISS LVLYIISLHLTTKL 
MAYPFQLGFQDAASPI MEELLHFHDHTLMIVFLISSLVLYIITL HLTTKL 
HAHP SQLGFQDAAS PIHEELLHF HD HTLHAVF LISTLVLYIITIHHTTKL 
1 Compute 1 1 Reset 1 1 Clear 1 
!\sequences rr File 0 0 Pasted 
llrnput sequences interleaved Yes 
User input Tree options " 
Se arch for best tree Yes v 
Use lengths from user trees 
fTree fi le 
r- ­
L.-
-·--.---
Compute options " 
\speedier but rougher ana lysis ji Y es iJ 
Figure V-8 Interface de T-Rex avec la méthode PROML. 
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Au mveau de la parallélisation du programme PROML, un para llélisme de données a été 
réalisé en fonct ion du nombre d'ensembles de données reçues en entrée et en fonction du 
nombre d 'arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l' algorithme PRO ML ont donné les résu ltats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
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1 1 30.00000 
1 8 230.0000 
1 16 517.5000 
1 32 827.0000 
2 1 30.00000 
2 8 107.5000 
2 16 298 .0000 
2 32 585 .5000 
4 1 30.00000 
4 8 65.75000 
4 16 101.5000 
4 32 278.0000 
8 1 30.00000 
8 8 31.00000 
8 16 65.00000 
8 32 140.00000 
16 1 30.00000 
16 8 31.00000 
16 16 31.00000 
16 32 64.00000 
Tableau V-4 Algorithme PROML :Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
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-<>-- 1 Lame 
-D-2 Lames 
-fr- 4 Lames 
-X-8 Lames 
-~-16 Lames 
V-9 Algorithme PROML: Temps écoulé en secondes en fonction de la taille des données 
d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d' arbres à inférer, 
donnent sensiblement les mêmes résultats que les simu lations effectuées en fonction du 
nombre d 'ensembles de données. 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l'exception d' une lame). Pour un nombre d' ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames. Autrement on peut utiliser les 16 lames pour minimiser le temps d ' exécution. 
5.7 ProMLK 
ProMLK (Felsenstein, 1993) est un programme d'inférence d 'arbres phylogénétiques pour les 
séquences de protéines (acides aminés), basé sur le maximum de vraisemblance avec la 
contrainte que les arbres inférés soient en conformité avec l'hypothèse de l'horloge 
--l 
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moléculaire. C 'est un programme connexe à ProML. Les mêmes suppositions au mveau du 
modèle sont valides (plus l' hypothèse de l' horloge molécula ire). Ce programme utilise 
également un modèle de Markov caché pour inférer différents taux d'évolut ion pour des sites 
différents. 
Newick Yiewer 
Tree inference 
Tree inference from 
incomplete matrices 
Reticulogram 
inference 
HGT - Detection 
ClustaiW 
SeqToDistance 
Robinson and foulds 
Fitch 
Pars 
Dnapars 
Protpars 
Dollop 
Dnaml 
Dnamlk 
Proml 
Promlk 
T - ReM References 
Windows and Mac 
versions 
·~-~---_...-.~,,..,_, 
Databases 
Promlk (PHYLIP) 
10 234 
Ce T.T 
Carp 
Paste your protein sequences in the Phylip format into the window : 
HAYPHQLGFQD ATSPIHEELLHFHDHTLHIVFLISSLVLYIIS LMLTTKL 
MAHPTQLGFKDAAHPVMEE LLHFHDHAL MIVLLISTLVLY I ITAMVSTKL 
Chi cken MANHSQLGFQDASSPI MEELVEFHDHAL MVALAICSLVLYLLTLMLME KL 
Hurnan MAHAAQVGLQDATSPIMEELITFHDHAL MIIFL ICFLVLYALFLTLTTKL 
Leach MAHPTQL GFQDAASPVMEELLHFHDHALMIVFL ISALVLYVIITTVSTKL 
Meuse MAYPFQLGLQDATSPIMEELMNFHDHTL MIVFLISSLVL YI ISLMLTTKL 
Ra t MAYPFQLGLQDATSPI MEELTNFHDHTLMIVFLISS LVLYIISLMLTTKL 
ISeal MAYPLQMGLQDATSPIMEELLHFHDHTLMI VFLISSLVL YI IS LMLTTKL 
~hale MAYPFQLGFQDAASPI MEELLHFHDHTLMIVFLISSLVLYIITLMLTTKL 
MAHPSQLGFQDAASPI MEELLHFHDHTLMAVFL ISTLVLYIITI MMTTKL 
1 Compute 1 [ Reset 1 ~ 
1 
~ 
1 Sequences File 0 0 Pasted 
1 Input sequences interleaved 
User input Tree options " 
[search for best tree 
[use lengt hs from user trees 
Tree file 
Compute options " 
Yes vTI 
r---
--~-~--
1 Speedier but rougher analysis Yes ~ 
Figure V-10 Interface de T-Rex avec la méthode PROMLK. 
Au mveau de la parallélisation du programme PROMLK, un parallélisme de données a été 
réalisé en fonction du nombre d ' ensembles de données reçues en entrée et en fonction du 
nombre d 'arbres à inférer. 
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Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l'algorithme PROMLK ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
60 .000000 
8 490.00000 
16 1118.0000 
32 2005.0000 
2 60.000000 
2 8 210.00000 
2 16 390.50000 
2 32 1095.0000 
4 60.000000 
4 8 140.00000 
4 16 280.50000 
4 32 490.00000 
8 60.000000 
8 8 71.500000 
8 16 139.50000 
8 32 210.00000 
16 60.000000 
16 8 62 .000000 
16 16 62 .000000 
16 32 112.00000 
Tableau V-5 Algorithme PROMLK: Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
1 . 
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Figure V-11 Algorithme PROMLK : Temps écoulé en secondes en fonction de la taille 
des données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d'ensembles de données. 
La version parallèle a toujours été p lus rapide que la vers ion séquent ielle quel que soit le 
nombre de lames ut ilisées (à l' exception d'une lame). Pour un nombre d ' ensembles de 
données ou un nombre d'arbres à inférer infér ieur à 16, on peut ut iliser le même nombre de 
lames. Autrement, on peut utiliser les 16 lames pour minimiser le temps d 'exécution. 
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CHAPITRE VI 
PARALLÉLISATION DES PROGRAMMES D'INFÉRENCE 
D'ARBRES PHYLOGÉNÉTIQUES UTILISANT LA 
MÉTHODE DE MAXIMUM DE PARCIMONIE 
6.1 Introduction 
Les programmes utilisant la méthode de maximum de parcimonie qui ont été parallélisés sont 
ceux inclus dans le package PHYLIP (Felsenstein, 1993). Il s 'agit de: DNAPARS, PARS et 
DOLLOP. 
La figure VI-I montre l' interface du serveur web de T-Rex pour les trois algorithmes 
(parallélisés) utilisant la méthode de maximum de parcimonie. 
Parsimony 
DNAPARS (PHYLIP) [ doc ] 
PROTPARS (PHYLIP) [ doc ] 
PARS (PHYLIP) [ doc ] 
DOLLOP (PHYLIP) [ doc ] 
Figure VI-l Interface de T-Rex pour les programmes d'inférence d'arbres 
phylogénétiques utilisant la méthode de maximum de parcimonie. 
6.2 DNAPARS 
154 
Ce programme infère un arbre parcimonieux non enraciné. La méthode de Fitch (1 971) est 
utilisée pour compter des changements de bases nécessaires pour un arbre donné. 
Les suppos itions fa ites avec ce modèle sont les suivantes : 
• Chaque site d ' une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• La probabilité de substitut ion d'une base au niveau d 'un site donné est petite par 
rapport à la durée associée à la longueur d'une branche de l'arbre phylogénétique; 
• Les quantités escomptées de changement au niveau des différentes branches de la 
phylogénie ne varient pas beaucoup (deux changements sur une branche à haut taux 
sont plus probables qu'un changement sur une branche à bas taux); 
• Les quantités escomptées de changement au niveau des différents sites de la 
phylogénie ne varient pas beaucoup (deux changements au niveau d ' un site sont plus 
probab les qu ' un changement au niveau d'un autre site). 
DNAP ARS traite aussi bien les arbres bifurqués (i.e, binaires) que les arbres mu ltifurqués. 
Dans sa recherche de l' arbre le plus parcimonieux, la méthode ajoute les espèces non 
seulement en créant de nouvelles bifurcations au mi lieu des branches existantes mais aussi 
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elle essaye de placer ces espèces à la fin des nouvelles branches qui ont été ajoutées aux 
bifurcations existantes. Ainsi la méthode cherche au niveau des arbres binaires et des arbres 
multifurqués. Si une branche de l'arbre n'a aucun caractère qui pourrait changer au niveau de 
l'arbre le plus parcimonieux, il ne le sauvegarde pas. Ainsi dans chaque arbre résultant, une 
branche existe seulement si certains caractères ont une reconstruction plus parcimonieuse qui 
pourrait entraîner des changements au niveau de la branche. 
La méthode sauvegarde également le nombre d'arbres les plus parcimonieux obtenus. Quand 
elle réarrange les arbres, elle essaye de réarranger tous les arbres sauvegardés. Ceci rend cet 
algorithme plus lent que celui des versions précédentes. Cependant sa complexité 
algorithmique reste O(n2). 
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Paste your dna sequences in the Phylip format into the window : 
ATGGCATATCCCATACAACTAGGATTCCAAGATGCAACATCACCAATCATAGAAGAACTA =:1 
ATGGC ACACCCAACGCAACTAGGTTTCAAGGACGCGGCCATACCCGTTATAGAGGAACTT 
ATGGCCAACCACTCCCAACTAGGCTTTCAAGACGCCTCATCCCCCATCATAGAAGAGCTC 
ATGGCACATGCAGCGCAAGTAGGTCTACAAGACGCTACTTCCCCTATCATAGAAGAGCTT 
ATGGCACATCCCACACAATTAGGATTCCAAGACGCGGCCTCACCCGTAATAGAAGAACTT 
ATGGCCTACCCATTCCAACTTGGTCTACAAGACGCCACATCCCCTATTATAGAAGAGCTA 
ATGGCTTACCCATTTCAACTTGGCTTACAAGACGCTACATCACCTATCATAGAAGAACTT 
ATGGCATACCCCCTACAAATAGGCCTACAAGATGCAACCTCTCCCATTATAGAGGAGTTA 
ATGGCATATCCATTCCAACTAGGTTTCCAAGATGCAGCATCACCCATCATAGAAGAGCTC 
Frog ATGGCACACCCATCACAATTAGGTTTTCAAGACGCAGCCTCTCCAATTATAGAAGAATTA v 
-- --- -----'-'.J 
Compute J 1 Reset 1 J Clear 1 
![sequences r;;jïe 0 0 Pasted 
i[rnput sequences interleaved [Y es 
User input Tree options " 
[se arch for best tree 
Tree file 
Compute options " 
[search option ~ more Thorough Search 
IINumber of trees ta save 1Jl 000 
Figure VI-2 Interface de T-Rex avec la méthode DNAPARS. 
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Au mveau de la parallélisation du programme DNAP ARS, un parallélisme de données (voir 
chapitre 4) a été réalisé en fonction du nombre d ' ensembles de données reçues en entrée et en 
fonction du nombre d'arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l' algorithme DNAPARS ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
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1 1 0.385000 
1 8 4.50000 
1 16 11 .000000 
1 32 24.00000 
2 1 0.400000 
2 8 1.630000 
2 16 4.500000 
2 32 11 .50000 
4 1 0.400000 
4 8 1.000000 
4 16 2.300000 
4 32 6.000000 
8 1 0.400000 
8 8 0.450000 
8 16 1.200000 
8 32 2.800000 
16 1 0.400000 
16 8 0.450000 
16 16 0.500000 
16 32 1.250000 
Tableau VI-l Algorithme DNAPARS: Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
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VI-3 Algorithme DNAPARS :Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Les simulations effectuées pour calculer Je gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les s imulations effectuées en fonction du 
nombre d'ensembles de données . 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit Je 
nombre de lames utilisées (à l' exception d'une lame). Pour un nombre d ' ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser Je même nombre de 
lames. Autrement on peut utiliser les 16 James pour minimiser Je temps d ' exécution. 
6.3 PARS 
PARS est un programme général de parcimonie qui est basé sur la méthode de parcimonie de 
Wagner. La parcimonie de Wagner permet des changements parmi tous les états. Le but est 
159 
de trouver l'arbre qui présente le nombre minimum de changements. La méthode de Wagner a 
été présentée par Eck et Day hoff (1966) et par Kluge et Farris (1969). 
Les suppositions faites pour ce modèle sont les suivantes : 
• Les états ancestraux sont inconnus; 
• Chaque site d'une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• Les changements d'un état à un autre ont la même probabilité; 
• Ces changements sont a priori improbables au cours des périodes d' évolution 
impliquées dans la différentiation du groupe en question; 
• Les autres événements d' évolution tels que par exemple la conservation du 
polymorphisme sont moins probables que les changements d'états; 
• Les taux d'évolution entre les différentes lignées sont suffisamment bas pour que 
deux changements sur un long segment de l'arbre soient moins probables qu'un 
changement sur un segment court de l' arbre. 
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ATGGCATATCCCATACAAC TAGGATTCCAAGATGCAAC ATCACC AATCATAGAAGAACTA 
ATGGCAC AC CCAACGCAACTAGGTTTCAAGGACGCGGCCATACCCGTTATAGAGGAACTT 
ATGGCCAACC ACTCCCAAC TAGGC TTTC AAGACGCCTCATCCCCCATCATAGAAGAGC TC 
ATGGCACATGCAGCGCAAGTAGGTCTAC AAGACGCTACTTCCCCTATCATAGAAGAGCTT 
ATGGCACATCCCACACAATTAGGATTCCAAGACGCGGCCTCACCCGTAATAGAAGAACTT 
ATGGCC TACCC ATTCCAACTTGGTCTACAAGAC GCCACATCC CCTATTATAGAAGAGCTA 
ATGGC TTACCCATTTCAACTTGGCTTACAAGACGCTACATCACCTATCATAGAAGAACTT 
ATGGCATACCCCC TACAAATAGGCCTACAAGATGCAACCTCTCCC ATTATAGAGGAGTTA 
ATGGCATATCCATTCCAACTAGGTTTCCAAGATGC AGCATCACCC ATCATAGAAGAGCTC 
ATGGCAC ACCCATCACAÀTTAGGTTTTCAAGACGCAGCC TCTCC! ATTATAGAAGAATTA v 1 
Compute 1 1 Reset 1 1 Cleer 1 
File 0 0 Pasted 
Figure VI-4 Interface de T-Rex avec la méthode PARS. 
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Au mveau de la parallélisation du programme PARS, un parallélisme de données (voir 
chapitre 4) a été réalisé en fonction du nombre d' ensembles de données reçues en entrée et en 
fonction du nombre d' arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l' algorithme PARS ont donné les résultats suivants (le temps moyen sur 100 jeux de données 
a été mesuré dans chaque cas) : 
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1 1 0.400000 
1 8 5.000000 
1 16 11 .80000 
1 32 25.00000 
2 1 0.400000 
2 8 1.750000 
2 16 5.000000 
2 32 12.50000 
4 1 0.400000 
4 8 0.930000 
4 16 1.900000 
4 32 4.000000 
8 1 0.400000 
8 8 0.500000 
8 16 1.100000 
8 32 2.200000 
16 1 0.400000 
16 8 0.500000 
16 16 0.550000 
16 32 1.200000 
Tableau VI-2 Algorithme PARS :Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
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Figure VI-5 Algorithme PARS : Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d' ensembles de données. 
La version parallèle a toujours été plus rapide que la version séquentielle quel que soit le 
nombre de lames utilisées (à l'exception d'une lame). Pour un nombre d' ensembles de 
données ou un nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames. Autrement on peut utiliser les 16 lames pour minimiser le temps d' exécution. 
6.4 DOLLOP 
Ce programme est basé sur les méthodes de parcimonie de Dollo et sur celles du 
polymorphisme. La méthode de parcimonie de Dollo a été suggérée la première fo is sous 
forme verbale par Le Quesne (1974). Cette méthode a été par la suite spécifiée formellement 
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par Fa!Tis (1977). La méthode a été baptisée du nom de Louis Dollo puisqu'il fût l'un des 
premiers à affirmer que dans l'évolution il est plus difficile de gagner un dispositif complexe 
que de le perdre. L'algorithme explique la présence de l'état 1 en permettant jusqu'à un 
changement vers l'avant (0 -71 ) et autant de retours (1-70) nécessaires pour expliquer le 
modèle des états. Le programme a pour but de minimiser le nombre de changements retours 
(1-70) nécessaires. 
Les suppositions faites pour ce modèle sont les suivantes : 
• L'état ancêtre est connu (état 0); 
• Chaque site d'une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• La probabilité d'un changement vers l' avant (0-71) est petite; 
• La probabilité d'un retour (1-70) est également petite, mais plus grande que la 
probabilité d'un changement vers l'avant, de sorte qu'il soit plus facile envisager des 
changements retour que de réaliser un changement vers l'avant supplémentaire; 
• La conservation du polymorphisme pour les deux états (0 et 1) est fortement 
improbable; 
• Les longueurs des segments du vrai arbre sont presque égales de telle sorte que deux 
changements sur un long segment de l' arbre soient aussi probables qu ' un 
changement sur un segment court. 
Les suppositions faites pour le modèle de parcimonie de polymorphisme sont les suivantes : 
• L'état ancêtre (état 0) est connu au niveau de chaque caractère; 
• Chaque site d' une séquence peut évoluer indépendamment des autres sites; 
• Les différentes lignées évoluent indépendamment les unes des autres; 
• Le changement vers l'avant (0 -7 1) est fortement improbable au cours du temps 
d'évolution du groupe; 
• La conservation du polymorphisme est également improbable, mais plus probable 
qu 'un changement vers l'avant, de telle sorte qu ' il est plus facile d'envisager 
plusieurs polymorphismes qu'un changement vers l'avant additionnel; 
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• Une fo is que l'état 1 est atteint, le retour à l'état 0 est très improbable, beaucoup 
moins probable que des conservations multiples de polymorphisme; 
• Les longueurs des segments du vra i arbre sont presque égales de telle sorte qu ' il est 
plus fac ile d'envisager que des événements de conservation de polymorphisme se 
produisent dans deux longs segments qu'une conservation dans un court segment. 
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Figure VI-6 Interface de T -Rex avec la méthode DOLLOP. 
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Au niveau de la parallélisation du programme DOLLOP, un parallélisme de données (voir 
chapitre 4) a été réalisé en fonction du nombre d'ensembles de données reçues en entrée et en 
fonction du nombre d' arbres à inférer. 
Des simulations effectuées pour calculer le gain de temps obtenu suite à la parallélisation de 
l' algorithme DOLLOP ont donné les résultats suivants (le temps moyen sur 100 jeux de 
données a été mesuré dans chaque cas) : 
1 1 0.095000 
1 8 0.620000 
1 16 1.300000 
1 32 3.300000 
2 1 0.095000 
2 8 0.285000 
2 16 0.650000 
2 32 1.420000 
4 1 0.095000 
4 8 0.185000 
4 16 0.320000 
4 32 0.700000 
8 1 0.095000 
8 8 0.110000 
8 16 0.210000 
8 32 0.400000 
16 1 0.095000 
16 8 0.115000 
16 16 0.125000 
16 32 0.220000 
Tableau VI-3 Algorithme DOLLOP : Temps écoulé en secondes en fonction de la taille 
des données d'entrée et du nombre de lames du cluster. 
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Figure VI-7 Algorithme DOLLOP : Temps écoulé en secondes en fonction de la taille 
des données d'entrée. 
Les simulations effectuées pour calculer le gain de temps, en fonction d'arbres à inférer, 
donnent sensiblement les mêmes résultats que les simulations effectuées en fonction du 
nombre d'ensembles de données. 
La version parallèle a toujours été plus rapide ·que la version séquentielle quel que soit le 
nombre de lames utilisées (à l'exception d'une lame). Pour un nombre d'ensembles de 
données où le nombre d'arbres à inférer inférieur à 16, on peut utiliser le même nombre de 
lames . Autrement, on peut utiliser les 16 lames pour minimiser le temps d 'exécution . 
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CHAPITRE VII 
PARALLÉLISATION DES ALGORITHMES DE DÉTECTION 
DE TRANSFERTS HORIZONTAUX DE GÈNES ET DE 
RECONSTRUCTION DE RÉTICULOGRAMMES 
7.1 Transferts horizontaux de gènes 
7.1.1 Introduction 
Le transfert horizontal de gènes ou transfert latéral de gènes (HGT) se définit comme le passage 
d'une information génétique d'une espèce à une autre par des processus biologiques et l'insertion 
de cette information au sein du génome de l'hôte. Ces transferts sont très fréquents chez les 
bactéries. De ce fait, ces dernières deviennent de plus en plus résistantes aux antibiotiques en 
acquérant des gènes de résistance à partir d'autres espèces. Cependant, l'importance quantitative, 
au niveau du génome, de ces transferts horizontaux, par opposition aux transferts verticaux d'une 
cellule mère à une cellule fille, n'a pas pu être étudiée avant ces dernières années. Ce problème ne 
peut être abordé qu'avec la connaissance des génomes complets de plusieurs organismes. 
Plusieurs études ont suggéré que les transferts horizontaux étaient extrêmement fréquents chez les 
bactéries (Nelson et al. 1999). Certaines sont même allées jusqu'à rejeter le concept de phylogénie 
pour représenter l'évolution des Procaryotes, considérant que seul un réseau pourrait donner une 
représentation adéquate. 
../! 
1 
/ 
1 
Figure VII-1 Transfert horizontal de gènes (3 mécanismes). 
Il existe trois mécanismes pour le transfert latéral de gènes : 
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• La transformation est la mécanique la plus simple. Dans le milieu extérieur d'un 
organisme, se trouve de l'ADN libre qui résulte en général de la mort d'un organisme. Cet 
ADN libre peut être intégré à l'intérieur d'une cellule particulière, puis être intégré au 
génome de cet organisme. Il y a donc un transfert horizontal entre deux espèces qui 
peuvent être tout à fait différentes. 
\ F Celt le eceveuse 
... 
A "' -D 
1 
~ 
,. 
c ., .... 
,. 
~ 
c _.. 
..,.. 
l$ 
de c . ..ll lus 
L. nnc: ses 
[) oo n.égré 
, 
B 
11 A 
1r 
) (: r 
,: c-llut . r cA · u. bso e 
l'A t c l ceUulc uo n 
Il a recombinaison on ro 1'/ Dt' 
de 1 cellule euse "'i oelu1 
de L ellule ece' .. se. 
C Il Je rans o m _e sur le pl n gé è iq e 
Figure VII-2 Mécanisme de transformation. 
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• Le second mécanisme est celui de la conjugaison où les organismes ont mis au point un 
système leur permettant de s'échanger du matériel génétique, en particulier des plasmides. 
Le processus est le suivant : deux cellules entrent en contact et s'échangent toute une 
partie de leur matériel génétique. Ce mécanisme est particulièrement important à 
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l'intérieur d'une même espèce, mais le phénomène de conjugaison peut également avoir 
lieu entre des organismes qui ne font pas partie de la même espèce. 
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Figure VII-3 Mécanisme de conjugaison. 
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• Le dernier mécanisme est le mécanisme de transduction, où l'ADN est transféré d'une 
espèce à une autre via des virus ou des phages. Certains types de virus sont des 
orgamsmes capables d'intégrer leurs matériels génétiques dans l'hôte et s'inspirent du 
génome de l'hôte pour donner naissance à de nouvelles pa~ticules virales. Ils peuvent 
amener par erreur une partie du matériel génétique de l'hôte et comme ces organismes 
n'ont pas une spécificité d'hôte très importante, ils sont capables de passer d'une espèce à 
une autre et donc de transférer du matériel génétique par erreur d'une espèce à une autre. 
Le virus ne peut pas, dans ce cas, infecter l'hôte, car il n'a plus tout son matériel 
génétique. Ce transfert horizontal est bénéfique pour l'hôte, car il n'est pas victime du 
bactériophage. 
CD- C ») 
1 Aecom n<~•son] 
ADN bactenen 
-
E) Il arr qve. curan rassem!>lage es 
phages des ua mons d 'AD ~léttcn 
sooen en ermé-s dans la ca $tele raie 
1 
;,o du phage 
0 Un age onr te ra cellule 
baC é tcnn.:l COMCuse 
0 Un phage ranspo. tant der 
bac! tt'n tnfocto une llQUVCI!c 
cel le hO . SOft la bacténe 
reC-C\!etJS.Q 
-
e LAD du pha e es .répl ué o 1~ 
ptotOtr.os Cu phage seron • ocu tes 
le c omosome cté<•en est l ragl'nel"\t~ 
1\0 do la ADN cc la 
bac é11e donneuse bilcter•e roc e~.~se 
0 A roccasoon. 4 a r omo. tSO<l ce 
qut cr~ uno bactértc recom n avec 
un g po d réten d<J c 1 os bac 
donneos ct recevcose 
Figure VII-4 Mécanisme de transduction. 
7.1.2 Algorithme 
La méthode pour détecter des transferts horizontaux de gènes peut être divisée en deux parties 
principales : 
• La première partie décrit la procédure de reconstruction des deux arbres phylogénétiques 
représentant l'évolution du gène considéré et de l' arbre d' espèces. 
• La seconde partie de la méthode décrit le processus de réconciliation de ces deux arbres . 
Partie 1 :Tel que présenté dans l' article (Boe et al. , 2004) 
Soit Tune phylogénie d ' espèces dont les feuilles sont étiquetées selon l' ensemble X 
de n taxa. T peut être inféré à partir de données de séquences ou de distances à 
l'aide d'une méthode de reconstruction appropriée. Sans perte de généralité, nous 
supposons que Test un arbre binaire, dont les nœuds internes sont tous de degré 3 
et qui possède 2n-3 branches . Cet arbre doit être explicitement enraciné car la 
position de la racine est importante dans notre modèle. 
Soit T1 un arbre de gène dont les feuilles sont étiquetées selon le même ensemble X 
den taxa utilisé pour étiqueter l' arbre d 'espèces. Comme la phylogénie d' espèces 
T, la phylogénie de gène T1 peut être inférée à partir de données de séquences ou de 
distances caractérisant ce gène particulier. Si les topologies de T et T1 sont 
identiques, aucun transfert horizontal du gène donné ne devrait être indiqué dans 
!'.arbre d' espèces. Par contre, si les deux phylogénies sont topologiquement 
différentes, i.e. la distance de Robinson et Foulds entre les arbres T et T1 est 
supérieure à zéro (voir Figure 5, par exemple), cela pourrait être dû aux transferts 
horizontaux de gène. 
(Boe et al. , 2004, pages 5-6). 
F B -...,. 
. (a) (b) 
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Figure VII-5 Phylogénie d'espèces (a) différente de celle de gène (b) (tiré de Boe et al., 2004 
page 6). 
Partie 2. Tel que présenté dans l'article (Boe et al. , 2004). Notons que THGs signifie transfert 
horizontaux de gènes. 
Le but de cette étape est de déterminer un scénario de transferts horizontaux 
nécessaires pour transformer T en T1. Tous les THGs possibles entre les paires de 
branches de l' arbre T qui sont en accord avec notre modèle d ' évolution sont 
évalués. À la première itération, le transfert diminuant le plus la distance de 
Robinson et Foulds entre les deux arbres est considéré comme le plus probable. Il 
est par la suite ajouté à l' arbre T. Comme dans ce modèle nous considérons le 
transfert du gène au complet, la branche reliant l' espèce affectée par ce transfert et 
son ancêtre direct est supprimé de T. 
(Boe et a. !., 2004, pages 6-7). 
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Figure VII-6 Arbre d'espèces (a) transformé en arbre de gène (d) en trois étapes (tiré de 
Boe et al., 2004 page 7). 
Ensuite, à la deuxième itération, cet arbre T modifié est considéré pour déterminer le 
prochain THG à ajouter. La procédure algorithmique s 'arrête lorsqu'un nombre prédéfini 
de THGs est ajouté dans Tou lorsque la distance de Robinson et Fou ids entre les arbres T 
modifié et T1 atteint zéro. La liste des THGs produite par cette procédure représente un 
scénario possible de propagation du gène étudié. La Figure 6 ci-dessus illustre comment 
notre algorithme transforme l'arbre d'espèces (a) et l'arbre de gène (d). Chaque transfert 
trouvé tient compte des transferts ajoutés précédemment. Remarquons que le calcul de la 
distance topologique de Robinson et Foulds (pour le calcul optimal de cette distance, vo ir 
Makarenkov et Leclerc, 2000) entre l'arbre de gène T1 et l'arbre d'espèces T modifié 
devient possible, car l'ajout d'une branche de transfert dans l' arbre d' espèces est toujours 
suivi par la suppression d'une branche, ce qui veut dire que T reste connexe est sans 
cycles et est donc toujours un arbre. La méthode décrite dans cette section nécessite 
O(kn4) opérations pour ajouter k transferts horizontaux dans l'arbre phylogénétique de n 
espèces. 
(Boe et a l. , 2004, pages 7). 
Étant donné que cet algorithme est composé de parties indépendantes et que différentes 
opérations (telles que les boucles) peuvent être réalisées simultanément, nous avons utilisé le 
parallélisme de contrôle (voir chapitre 2). 
Au niveau de l'algorithme, le choix de la paire d' espèces ayant un transfert horizontal de gènes 
est basé sur un critère à minimiser. Par conséquent, le critère est calculé pour chacune des paires 
d'espèces, puis la paire avec la meilleure valeur du critère est sélectionnée. Les calcu ls de critère 
au niveau de chaque paire d'espèces sont effectués à travers une série de boucles imbriquées et 
sont indépendants les uns des autres. 
La parallélisation a consisté à diviser équitablement le calcul des critères au niveau des lames 
utilisées par le cluster (lors d'une exécut ion en parallèle). Cette div is ion équitable a été réalisée à 
travers l'instruction de contrôle suivante : if (indice % nombredelames = myid); indice représente 
l' indice des espèces (allant souvent de zéro au nombre d' espèces moins un), % représente 
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l'opération « modulo », nombredelames représente le nombre de lames utilisées pour exécuter le 
programme en parallèle et myid représente l'identificateur de la lame du cluster (voir chapitre 2). 
Ensuite, une synchronisation est effectuée entre toutes les lames utilisées afin de trouver la lame 
qui contient la paire avec la meilleure valeur du critère (chaque lame contient une paire optimale 
juste locale). Au niveau de la synchronisation, une uniformisation des variables du programme est 
effectuée (étant donné que les variables sont différentes entre les lames qui ont effectué des 
calculs sur des données différentes) afin d' avoir les mêmes arbres construits au niveau de toutes 
les lames. 
Des simulations effectuées pour calculer le gain de temps produit à la suite de la parallélisation de 
l'algorithme HGT ont donné les résultats suivants (le temps moyen sur l 00 jeux de données ayant 
chacun 14 espèces a été mesuré dans chaque cas) : 
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1 1 780 
1 8 6200 
1 64 49500 
2 1 450 
2 8 3900 
2 64 28500 
4 l 230 
4 8 1850 
4 64 14720 
8 1 114 
8 8 910 
8 64 7300 
16 1 58 
16 8 450 
16 64 3700 
Table;m VII-1 Algorithme HGT : Temps écoulé en secondes en fonction de la taille des 
données d'entrée et du nombre de lames du cluster. 
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Figure VII-7 Algorithme HGT: Temps écoulé en secondes en fonction de la taille des 
données d'entrée. 
176 
La version parallèle a toujours été plus rapide que la version séquentielle quel que so it le nombre 
de lames utilisées (à l'exception d'une lame). On peut t ouj ours utiliser les 16 lames pour 
minimiser le temps d' exécut ion. 
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7.2 Reconstruction de réticulogrammes 
7.2.1 Introduction 
Un reticulogramme ou réseau réticulé (Makarenkov et al,. 2002, 2004, 2006) peut être défini 
comme un diagramme représentant la structure d'évolution des espèces, dans lequel ces dernières 
peuvent être reliées par plus d'un chemin à leurs ancêtres communs. 
Un reticulogramme Rest un triplet (N, B, l) tel que: 
• N représente l'ensemble des nœuds. 
• B représente l'ensemble de branches. 
• l est la fonction de longueur de branche qui associe à un nombre non négatif à chaque 
branche. 
La méthode débute par l'inférence d'un arbre phylogénétique à partir d'une matrice de distance 
par n'importe quelle méthode appropriée. Puis les branches de réticulations sont ajoutées. 
L'algorithme de recherche de branches réticulées est le suivant (Makarenkov et al. , 2002) : 
1. Trouver la première branche xy à ajouter à l' arbre. 
2. Essayer toutes les branches possibles : 
Recalculer les distances entres toutes les espèces X avec la présence de la 
nouvelle branche xy. 
Calculer le critère Q =II x(du -rif )2 
i j 
3. Ajouter la branche xy, de longueur !(x, y) qui minimise Q. 
4. Répéter pour les nouvelles branches jusqu 'à ce que le critère d'arrêt soit atteint. 
Étant donné que cet algorithme est composé de parties indépendantes et que différentes 
opérations (telles que les boucles) peuvent être réalisées simultanément, nous avons utilisé le 
parallélisme de contrôle (voir chapitre 2). 
i 
1 
1 
-- - ------ -----------
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Au niveau de l' algorithme, le calcu l de toutes les distances en présence de la nouvelle branche xy 
et le calcul du critère sont effectués à travers une série de bouc les imbriquées et sont indépendants 
les uns des autres. 
La parallélisation a consisté à diviser équitablement le calcul des distances et du critère au niveau 
des lames utilisées par le cluster (lors d' une exécution en parallèle). Cette division équitab le a été 
réalisée à travers l' instruction de contrôle suivante: if (indice % nombredelames = myid); indice 
représente l' indice des espèces (allant souvent de zéro au nombre d 'espèces moins un), % 
représente l'opération « modu lo», nombredelames représente le nombre de lames uti lisées pour 
exécuter le programme en paralléle et myid représente l' identificateur de la lame du c luster (voir 
chapitre 2). 
Ensuite, une synchronisation est effectuée entre toutes les lames utilisées afin de trouver la lame 
qu i contient la branche avec la meilleure valeur du critère (car chaque lame contient une branche 
optimale juste locale). Au niveau de la synchronisation, une uniformisation des variables du 
programme est effectuée (étant donné que les variables sont différentes entre les lames qui ont 
effectué des calculs sur des données différentes) afin d 'avo ir les mêmes arbres construits au 
niveau de toutes les lames . 
Des simulations effectuées pour calculer le gain de temps produit à la suite de la parallélisation de 
l'algorithme d'ajout de réticulations ont donné les résultats suivants (le temps moyen sur l 00 jeux 
de données a été mesuré dans chaque cas) : 
1 16 0.230000 
32 9.230000 
2 8 0.006200 
2 16 0.130000 
2 32 5.200000 
4 8 0.006300 
4 16 0.089000 
4 32 2.900000 
~-~-----------------
,-------- - - -
1 
1 . 
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8 8 0.006000 
8 16 0.070000 
8 32 1.750000 
16 8 0.006000 
16 16 0.070000 
16 32 1.000000 
Tableau VII-2 Algorithme de reconstruction de reticulogrammes : Temps écoulé en 
secondes en fonction de la taille des données d'entrée et du nombre de lames du cluster. 
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Figure VII-8 Algorithme de reconstruction de reticulogrammes : Temps écoulé en secondes 
en fonction de la taille des données d'entrée. 
La vers ion parallèle a toujours été plus rapide que la vers ion séquentielle quel que soit le nombre 
de lames utilisées (à l'exception d' une lame). On peut toujours utiliser les 16 lames pour 
minimiser le temps d' exécution. 
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CONCLUSION ET PERSPECTIVES 
Dans ce mémoire, nous avons premièrement présenté trois nouvelles méthodes pour la 
reconstruction d'arbres phylogénétiques et de réseaux de transferts horizontaux de gènes. Ces 
méthodes ont été décrites dans les trois publications incluses dans le présent mémoire. Le premier 
traite du problème de la reconstruction d'arbres phylogénétiques à partir de séquences contenant 
des nucléotides manquants ou indéterminés. Le deuxième article décrit une nouvelle méthode 
pour prédire et visualiser les possibles transferts horizontaux de gènes dans le cadre des modèles 
complet et partiel. Dans le troisième article nous détaillons notre recherche sur des modèles de 
transferts horizontaux. Une procédure de validation statistique des transferts inférés a été conçue 
et présentée à l'aide d' un exemple de données réelles. Cette procédure peut être appliquée pour 
estimer la robustesse d'un transfert horizontal particulier ou d'un scenario de transferts au 
complet. 
Deuxièmement, nous avons présenté un procédé d'accélération des calculs, effectués par 
différents algorithmes de reconstruction phylogénétique, en utilisant le parallélisme. Ce procédé a 
été mis au point à la suite de la croissance du volume de données génétiques disponibles et du 
plafonnement de la puissance des ordinateurs (autour de 3,4GHZ depuis environ deux ans) . 
Le parallélisme mis en place a été réalisé à travers une librairie standard de passage de messages 
(Message Passing Interface). Nous avons utilisé deux formes de parallélisme, à savoir: 
• Parallélisme de données : « La même opération est effectuée par des processeurs 
différents sur des ensembles disjoints de données » ; 
• Parallélisme de contrôle : « Différentes opérations sont réalisées simultanément. Ce 
parallélisme est utilisé lorsque le programme est composé de parties indépendantes ou 
lorsque certaines structures de contrôle (telles que les boucles) sont susceptibles d'être 
exécutées en parallèle ». 
Le parallélisme a été réalisé sur une machine Linux de type« grappe» (i.e., cluster), composé de 
16 lames (i.e. , blades) possédant chacune deux processeurs et sa propre mémoire (architecture 
« share nothing »ou «sans partage »). 
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Les résultats obtenus pour les différents jeux de données ont permis de montrer que notre procédé 
améliore de façon considérable le temps d'exécution des différents algorithmes bioinformatiques. 
Cependant, nous avons remarqué que le temps nécessaire pour passer des informations sur des 
grosses structures de données entre les différentes lames est un facteur important qui peut ralentir 
les calculs en parallèle et doit être absolument pris en compte. 
À l'avenir, il serait intéressant de développer un procédé similaire, en utilisant une machine dont 
l'architecture est de type « Shared Disks » ou de type « Share Everything ». Dans ces 
architectures, chacune des lames qui compose le système fonctionne sous le contrôle de sa propre 
copie du système d 'exploitation mais peut accéder directement aux autres disques (mémoire) qui 
sont partagés. Avec ces deux types d'architecture, aucun passage de messages entre les 
différentes lames du cluster ne sera nécessaire, ce qui pourrait se traduire en un gain de temps 
assez important. Toutefois, des opérations de gestion de 1 'accès à la mémoire devront être mises 
en place. Une autre possibilité d'améliorer la performance des versions parallèles de nos 
algorithmes pourrait être l'utilisation des «Native Hardware Features » qui font partie de la 
librairie de passage de messages (MPI). 
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Figure ANNEXE A-4 Inférence d'un réticulogramme avec la méthode ADDTREE. 
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Figure ANNEXE A-6 Détection de transferts horizontaux de gènes. 
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Figure ANNEXE A-8 Troisième transfert horizontal détecté. 
190 
Js 
22 
1elhonobac: 
eth anosa r 
17 
16 
eropyrurn _ 
hermoplos 
erroplo!.m 
10COCCU 1 
19 
10COCCU0 
ethonoeoc 
H:1lotxlder 
aloorculôl 
ui!Oiobus 
roboculu 
0 Hlerarchical Vertical 
@ Hterarchical Honzontal 
0 Axial 
0 Radial 
D Proportional edoe lenoths 
~ Label internai verttces 
0 Use leaf names 
0 Root with leaf/node 
l0 Graph SIZB W: 810 H: 650 
HGT Transfers 
Re sults hie 
Tr~nsfe r #1 ~ 
Transfe r #2 ~ 
Transfer # 3 ~ 
Transfer #4 ~ 
Transfer #5 ~ 
Figure ANNEXE A-9 Cinquième transfert horizontal détecté. 
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Figure ANNEXE A-10 Inférence d'un arbre phylogénétique avec la méthode PHYML. 
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ANNEXEB 
CODE SOURCE 
A cause du volume du code, nous présenterons seulement quelques parties essentielles du 
travail. Le code source complet est disponible sur demande. 
Nous présenterons dans la section suivante le code parallélisé du programme T-Rex (NJ, 
UNJ, ADDTREE, Circular Order Reconstruction, MW, BioNJ). Ensuite, nous présenterons 
le code parallélisé du package PHYLIP (FITCH, DNAML, DNAMLK, PROML, PROMLK, 
DNAPARS, PROTPARS, PARS et DOLLOP). Finalement, nous présenterons le code 
parallélisé de PHYML. 
PROGRAMME T-REX 
Le code source du programme T -Rex a été développé par Vladimir Makarenko v et par certains 
membres de notre laboratoire. Ma participation porte principalement sur la parallélisation des 
méthodes suivantes: NJ, UNJ, ADDTREE, Circular Order Reconstruction, MW, BioNJ ainsi que 
la méthode permettant de réaliser un bootstrap. 
Ici, nous présenterons seulement des parties du fichier trexParallele.c qui contient toutes les 
méthodes parallélisées. 
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in
t e
c
rir
cR
cs
ul
ta
ts
,
 
in
t u
n
pr
oc
){
 
do
ub
le
 P
ui
ss
an
ce
; 
in
t l
,
ij,
lt
em
um
,
R
et
ic
ul
a
tio
ns
N
um
be
r-
0,
 O
pt
io
nf
un
ct
io
n:
O
,
 
o
pt
io
nM
is
s=
O
,m
et
ho
d=
O
,op
tio
n
TR
=
O;
 
do
ub
le
 *
LO
N
G
U
EV
R
.p
ow
cr
; 
lo
ng
 in
t •
 A
R
ÉT
É;
 
do
ub
le 
*
*
O
I,*
*
O
A
,*
*D
A
I,*
*W
,*
R
, *
RA
J;
 
in
t O
pt
io
n
,O
pt
io
n
l;
 
do
ub
le 
*
CR
IT
ER
IO
N
 1,
 
*
C
R
IT
ER
IO
N
2; 
do
ub
le 
R
ES
U
LT
A
TS
[4
]; 
c
ha
r 
m
w
Fi
le
{5
0]
; 
FI
LE
•
m
o
d;
 
FL
LE
 *
da
ta
; 
FL
LE
 •
n
e
w
ie
kf
ilc
; 
c
ha
r 
sy
m
bo
l, 
Pr
in
tT
rc
cM
et
ric
:=
'Y
'; 
c
ha
r 
*
*
N
am
es
; 
do
ub
le
 c;
 
in
t k
; 
c
h a
r 
c
a
r;
 
c
h a
r 
•
st
rin
gN
ew
ic
k 
=
 (c
ha
r*
)m
all
oc
( 1
 00
0)
; 
c
ha
r 
c
hC
ar
ac
tc
re
; 
if
((d
ata
•
fo
pc
n(
inp
utf
ile
,.
'r
"
))=
O)
 { 
pr
in
tf(
"F
ile
 %
s 
w
as
 n
o
t 
fo
un
d 
\n
", 
p_
in
pu
t);
 c
x
it(
8)
;}
 
1•
 
R
ea
di
ng
 th
e 
di
ss
im
îla
rit
y 
da
ta
 fi
le
*
/ 
fs
c
a
n
f(d
ata
,
"
%
d"
,
&
n)
; 
if
 ((
n>
 1
 OO
OO
)II(
n<
l ))
 {
 pr
in
tf{
"*
ln
c
o
rr
œ
t 
Ph
yl
ip
 f
or
m
at
 o
r 
to
o 
m
a
n
y 
ta
xa
 in
 t
he
 d
is
ta
nc
e 
m
at
rix
 n
 "
"
 
%
d\
n\
n"
,
 
n
); 
e
x
it(
5)
;) 
if(
n
<
n
u
m
pr
o
cs
) 
m
ax
pr
oc
s::
:n
; 
ci
se
 
m
a
x
pr
oc
s =
 n
u
m
pr
oc
s; 
/*
M
er
or
y 
a
llo
ca
tio
n
•
/ 
D
l"'
( d
ou
bl
e 
•
•
) m
a
llo
c
((n
+
l)*
siz
eo
f(d
ou
blc
*
));
 
D
A
-
{ d
ou
bl
e*
*)
 m
aU
oc
((n
+
l)*
siz
co
f{
do
ub
lc•
));
 
D
A
 !-
{d
ou
ble
 *
*
) m
a
llo
c
((n
+
 1 )
*
si
ze
of
(d
ou
ble
*
));
 
W
=
(d
ou
bl
c 
•
•
) m
al
lo
c((
n+
l)*
si
zc
of
(d
ou
ble
*)
); 
R
•
(d
ou
ble
 •
) m
a
llo
c(4
•si
ze
of
(d
ou
ble
));
 
RA
J -
(d
ou
bl
e 
•
) m
al
lo
c(4
*s
ize
of
(d
ou
ble
));
 
A
R
ÉT
É •
•{I
on
g 
in
t 
*
) m
a
llo
c((
4*
n-
l)*
siz
co
f{
lon
g 
in
t))
; 
LO
N
G
U
EU
R=
( d
ou
bl
e 
•
)m
all
oc
((2
 •n
-I
 )•
siz
co
f{ 
do
ub
le
));
 
N
am
 es
""
'( c
ha
r •
 *
)m
all
oc
((n
+
 1 )
•
si
ze
of
( c
ha
r*
));
 
fo
r (
i=
O;
i<
=
n
;i+
+
) 
{ 
D
I[i
}==
( do
u
bl
c•
)m
all
o
c
((n
+
 1 )
* s
iz
eo
f{ 
do
u
bl
e))
; 
D
A
(il
-
{d
ou
b1
c
•)
m
al
lo
c{{
n+
 1
 )*
siz
co
f{ d
ou
bl
e
));
 
D
A
 1 (
 i]-
( d
ou
bJ
c
•)m
all
oc
((n
+
 1
 )•
siz
co
f{ d
ou
bl
e)
); 
W
( i]
-
(d
ou
bJ
c•
)m
all
o
c
((n
+ 1
 )*
siz
co
f{ 
do
ub
le
));
 
N
am
cs
[i]
=
(c
ha
r *
)m
a
llo
c((
50
)•s
izc
of
{c
ha
r))
; 
if(
{D
I[
i]-
NU
L
L)
Ii(D
A[
ij~
N
UL
L)I
I(
DA
I
[ij
~
NU
LL
)I
I(W
[i]
~
NU
LL
)I
I(
Na
mc
s[
i]~
N
U
LL
))
 
{ 
pr
in
tf(
"
•
O
at
a 
m
at
rix
 is
 to
o
 la
rg
c\
n
 "
); 
c
x
it(
5)
; 
t•
 R
ea
di
ng
 th
e 
di
ss
im
ila
rit
y 
da
ta
 fi
le 
•
t 
fo
r (
i-
1;
 i<
s:
n
; i
+
+
) 
{ 
w
h i
le
 (
((
sy
mb
ol
~g
ct
c(
da
ta
))
~'
 ')
ll(s
ym
bo
l-
'\n
')[
l(s
ym
bo
l-
'\1
'));
 
fs
cc
k(
da
ta
,
-
1,
1 );
 
io=
O·
 
w
hi
lc
 (((
sym
bol
~g~
tc(
dat
a))
!~' 
')&
&(s
ymb
ol!~
'\!')
) 
{ ) 
if
(k
<3
0)
 N
am
cs
[i-
1 ]
[k
] ~
 sy
m
bo
l; 
k+
+
; 
N
am
cs
[i-
l][
k ]
-
'10
'; 
fo
r 
a~
 1 ;
 j<
z
n
; j+
+
) 
1S
ca
nf
(da
ta
,"
%
1f
',&
D
l(i
] U
JJ
; 
l DI
[O
][O
]=
O;
 
fc
lo
se
 (d
ata
); 
o
l't
io
nT
R
=p
_
o
pt
io
nT
R
; 
/*
Re
c
o
n
st
ru
ct
io
n 
m
c
th
od
: 
1.
 
ln
 fe
r a
n
 a
dd
iti
ve
 (p
hy
log
en
e
tic
) t
rc
e 
fr
om
 D
 o
r 
ln
 fe
r a
n
 a
dd
iti
v
e 
tr
e
c
 fr
om
 s
e
qu
e
n
c
e
s 
2.
 l
n
 fe
r 
a 
re
tic
ul
o
gr
am
 (r
c
tic
u
la
tc
d 
n
e
tw
or
k) 
fro
m
 0
 
3.
 
ln
fc
r a
n
 a
dd
iti
v
e
 t
re
c 
fro
m
 a
n
 in
co
m
pl
êt
é 
m
a
tix
 o
•
t 
t•
T r
c
c
 r
e
c
o
n
st
ru
ct
io
n
 fr
om
 in
co
m
pl
êt
ê 
m
a
tr
ic
es
•
/ 
o
pt
io
nM
 is
s=
p _
 
m
c
th
od
; 
if
(o
pt
io
nT
R~
J)
{ 
o
pt
io
n
M
iss
==
p _
 
m
c
th
od
; 
t•
 
R
ec
on
st
ru
ct
io
n
 m
e
th
o
d 
fo
r 
a
n
 in
c
o
m
pl
ét
é 
di
ss
im
ila
rit
y 
m
at
rix
 0
\n
(m
iss
in
g 
e
n
tr
ic
s 
in
 0
 s
ho
u
ld
 
be
 in
di
ca
tc
d 
by
 -9
9)
 
1.
 
Tr
i~n
gl
cs
 m
ct
ho
d 
·
 
G
u
c
n
o
c
hc
, 
Le
cl
e
rc
 (2
00
 1 "
); 
2.
 U
ltr
a
m
e
tri
c 
pr
o
c
e
du
re
+
 M
W
-
D
e 
So
ét
é 
(1
98
4)
); 
3.
 A
dd
iti
ve
 p
ro
c
ed
ur
e
+
 M
W
-
La
n
dr
y 
c
t a
l. 
( 1
99
6)
); 
4.
 
M
W
-
m
o
di
fic
d-
M
ak
a
re
n
ko
v
 (2
00
1);
 
5.
 M
W
*
 -
M
ak
ar
e
n
ko
v
, 
La
po
in
tc
 (2
00
4)
•
/ 
G
L_
M
ni
n
(D
I, 
n
,
o
pt
io
n
M
is
s,
 D
A
, R
ES
U
LT
A
TS
,
 
A
R
ÉT
É, 
LO
N
G
U
EU
R
, W
); 
l t• 
T
re
c
 r
e
c
o
n
st
ru
ct
io
n 
fro
m
 c
o
m
lê
té
 m
a
tr
ic
es
 a
n
d 
re
tic
u
lo
gr
am
 re
c
o
ns
tr
uc
tio
n*
/ 
e~
e 
{ 
m
e
th
od
=-
p _
 
m
c
th
od
; 
t•
 T
re
c 
re
c
o
n
st
ru
ct
io
n
 m
e
n
u
 (5
 m
c
th
od
s 
a
v
a
ila
bl
e) 
: 
1.
 
A
D
D
T
R
E
E
 -
Sa
na
th
 an
d 
T
v
e
rs
ky
 ( 1
97
7)
 
2.
 N
ci
gh
bo
r 
Jo
in
in
g 
-
Sa
 ito
u
 a
n
d 
N
ci
 ( 1
98
7)
 
3.
 U
nw
ei
gh
te
d 
N
ci
gh
bo
r 
Jo
in
in
g-
G
as
cu
e
l (
19
97
) 
4.
 
Ci
rc
u
la
r 
o
rd
er
 r
e
c
o
n
st
ru
c
tio
n
 -
M
a
ka
rc
n
ko
v
, 
Le
cl
er
c 
( 1
99
7)
 
.
 
5.
 W
c
ig
ht
cd
 !e
a
st
-
sq
ua
re
s 
m
ct
ho
d 
M
W
-
M
a
ka
rc
n
ko
v
,
 
Le
cl
er
c 
{1
99
9)
*
/ 
i f
(m
c
th
o
d=
5)
 /*
o
pt
io
n
s 
fo
r 
th
e 
M
W
 m
c
lh
o
d*
/ 
( 
if
(n
>
3)
 
{ 
O
pt
io
n
=
 
p_
op
tio
n
; 
/*
T
he
 M
W
 o
pt
im
iz
at
io
n
 o
pt
io
n
s 
: 
l cis
e 
l. 
G
lo
ba
l M
W
 o
pt
im
iz
at
io
n
 
2.
 L
oc
a
l M
W
 o
pt
im
iz
a
tio
n
•
/ 
D
I[O
][O
]~
Op
ti
on
; 
O
pt
io
n
'"
'
l; 
O
pt
io
n
 1 
=
 
p _
o
pt
io
n
 1;
 
t•
C
ho
ic
c 
o
f t
he
 w
e
îg
ht
 m
a
tr
ix 
W
: 
1. 
O
f t
he
 f
o
n
n
 W
=
II
D
"p
 
2.
 In
 a
 fi
le
*
/ 
if
(O
pt
io
nl
~
l) 
{ 
Pu
is
sa
n
c
e
=
 p
_p
; 
fo
r 
ü=
= 1
 J<
=n
;j+
+
) 
{ 
fo
r 
(i=
j+
1 ;
i<
=
n
;i+
+
) 
{ 
i f
(D
IU
J[i
]>
O)
 
W
f j]
[if
:p
ow
( 1
/D
IU
][ i
],P
uis
sa
n
c
c
 ); 
c
ise
 if
(D
IU
J[i
] <
zO
) 
W
U]
[i]
z
Q.Q
QQ
QQ
]; 
W
[i]
[j]
=
W
UJ
(i]
; 
l W
UJ
UJ
=
I;
 
c
i se
 if
 (O
pt
io
n 
1 =
2
) t
•
 
re
ad
in
g 
W
 f
ro
m
 a
 fi
Je
•
t 
{ 
FL
LE
 •
w
e
ig
ht
s;
 
if
((w
cig
ht
s=
fo
pe
n
(m
wf
ilc
,"
r"
))"
"
"
"
O)
 {
 pr
in
(f(
"
•
Fi
le 
%
s 
w
a
s 
n
o
t 
fo
u
n
d 
"
, 
m
w
fi
lc
); 
e
x
it (
8)
;}
 
fo
r 
0=
2;
 j<
=n
; j+
+
) 
( 
fo
r
(i=
l;
 i<
-j-
1;
 i+
+
) 
( 
l 
fs
ca
n
f(w
e
ig
ht
s,
"
%
\f
',
&
c
); 
W[
i]
UJ
~c
; 
W
UJ
(i]
~c
; 
l WU
JU
J:
O;
 
fc
lo
sc
 (w
cig
ht
s);
 
if
(m
ct
ho
d!
=5
) t
•
 S
et
tin
g 
u
p 
W
 m
at
rix
 if
 M
W
 is
 n
o
t s
e
lc
c
tc
d•
/ 
{ 
fo
r (
i=
t;
i<
=
n
;i+
+
){ 
fo
r 
U=
i+
 1
 J<
=
n
j+
+
) 
( 
W[
i]U
J~
I; 
W[
j]
[i
]~
W[
i]
UJ
; 
} W[i
][
;j
~
J; 
} W[
O]
[O
]~
J; 
if
(n
=
2
) /
*
th
e 
tr
iv
ia
l c
a
se
-
o
ft
w
o 
a
bje
cts
*
/ 
{ } cis
e 
( 
D
A
[ 1
][
2]
~D
J[ 
11
[2]
; 
D
A
[2
][ 
J]
~D
J[ 
11
[2]
; 
D
A
[l
][J
]:
O.
O;
 
D
A
[2
][2
]:
0.
0;
 
if
(n
<~
JO
) 
1~
30
; 
ci
se
 1=
3*
n;
 
lte
m
um
=
IO
; 
if
(o
pt
io
n
T
R=
I) 
Sc
al
in
g(
D
l, &
po
w
er
); 
/ *
B
lo
c
a
ge
 p
ou
r a
tt
en
dr
e 
le
s 
a
u
tr
es
 p
ro
ce
ss
eu
rs
*/
 
if{
 un
pr
o
c
=
O)
 
M
P!
_
Ba
rr
ie
r(M
PJ
_
C
O
M
M
_
 
W
O
R
LD
); 
if 
(m
cth
o
d=
 
1) 
/*
m
e
th
o
d 
A
D
D
TR
EE
*
/ 
A
D
D
TR
E
E (
Dl
,D
A
,
u
n
pr
oc
); 
c
is
e 
if
 (m
ct
ho
d=
2)
 /*
m
c
th
o
d 
N
J*
/ 
N
J(D
I,D
A
,u
n
pr
o
c
); 
c
is
e 
if
(m
e
th
od
=
4)
 /
*
m
e
th
od
 C
irc
ul
ar
 O
rd
er
s*
/ 
pa
rc
ou
r 1
 (D
[, W
 ,D
A,
&l
te
mu
m,
AR
ÉT
É,
LO
NG
UE
UR
,u
~p
ro
e )
; 
e
ls
e 
if
 (m
e
th
od
=
3)
 /
*
m
e
th
od
 U
N
J*
/ 
U
N
J(D
l,D
A,
un
pr
o
c
); 
c
is
e 
if
(m
eth
od
=
5)
 /*
m
e
th
o
d 
M
W
*/
 
{ 
if
(O
pt
io
n=
t) 
D!
[O
][
O]
~
J; 
c
ise
 
.
.
.
.
.
 
-
·
 
01
[0
][
0]
~2
; 
pa
rc
o
u
r2
(D
l,W
,D
A
,
&
It
cm
u
m
,
A
R
ÉT
É,
LO
N
G
U
EU
R,
u
n
pr
o
c
); 
) cis
e 
if(
me
tho
d=
6)
/*
m
e
th
od
 b
io
N
J*
/ 
B
io
N
J_
m
a
in
 (D
I,D
A
); 
if
(m
e
th
o
d<
4 
Il m
e
th
o
d=
6)
 /*
ed
ge
 le
n
gt
hs
 p
ol
is
hi
ng
 fo
r 
A
D
D
TR
E
E,
 N
J,
 
a
n
d 
V
N
J*
/ 
a
pp
ro
x
_
a
rb
2 
(D
l,D
A
 1 ,
D
A
, W
,&
I,A
R
ÉT
É,
LO
NG
UE
UR
); 
!*
 R
ct
ic
u
lo
gr
a
m
 r
e
c
o
n
st
ru
ct
io
n 
o
pt
io
n
 *
/ 
if
(o
pt
io
nT
R
=
2)
 
{ 
in
t I
tc
m
um
be
r=
(2
*n
-
2)
*(
2•
n-
2-
1 )1
2·
2*
n+
 3;
 
/*
Se
le
ct
io
n 
o
f t
he
 s
to
pp
în
g 
ru
le
*/
 
} cis
e
{ 
O
pt
io
n
Fu
n
c
tio
n
 =
 p
_o
pt
io
n
fu
n
c
tio
n
; 
l' 
St
op
pi
n
g 
ru
le 
fo
r 
a
dd
iti
on
 o
f n
e
w
 e
dg
es
 to
 t
he
 r
e
tie
u
lo
gr
am
: 
1.
 
W
he
n
 t
he
 c
rit
c
rio
n 
Q 1
 is
 m
in
im
iz
ed
. 
2
.
 
W
hc
n
 t
he
 c
ri
tc
ri
ou
 Q
2 
is 
m
in
im
iz
cd
.
 
3.
 
A
dd
 a
 f
tx
ed
 n
u
m
be
r 
o
f e
dg
cs
 K
 to
 t
he
 re
tic
ul
o
gr
am
. *
/ 
C
R
IT
E
RI
O
N
2 
=
 
(d
o
u
bl
e
*
)m
all
oc
((2
*n
-3
 +
 lt
e
m
u
m
bc
r+
l)•
siz
eo
f{d
ou
blc
));
 
C
R
IT
ER
IO
N
l =
 (d
ou
bl
c
*
)m
all
o
c
((2
*
n
-3
 +
 l
te
;m
um
bc
r+
l)
*
si
zc
of
{d
ou
bl
e))
; 
fre
e(A
R
ÉT
É)
; f
re
c(
LO
N
G
U
EU
R
); 
A
R
ÉT
É=
(Io
n
g 
in
t 
*
) m
a
llo
c
(((
2*
n
-
2)
*(
2*
n
-
3)
+
1)*
si
z
e
o
f{l
o
n
g 
in
t))
; 
LO
NG
UE
UR
~(
 do
u
bl
e 
'
)m
a
llo
c((
 (2
 'n
-2
)'(
2'
n
-
3 )
/2
+
 1
 )'s
iz
c
o
[( d
o
u
bl
e
));
 
RE
T
IC
U
LA
TI
O
N
S 
(n
,
 
D
I, 
D
A
,
 
A
R
ÉT
É, 
LO
N
G
U
EU
R
, 
O
pt
io
n
Fu
n
c
tio
n
,
 
W
, 
lle
m
u
m
be
r,
 
&
R
e
tîc
u
la
tio
n
sN
u
m
bc
r,
 
C
RI
T
E
R
IO
N
 1,
 
C
R
IT
E
RJ
O
N
2,
 
u
n
pr
o
c
); 
C
RJ
T
E
RI
O
N
2 
"
"
(d
o
u
bl
c*
)m
a
llo
c
(si
ze
of
(d
o
u
bl
e))
; 
C
RJ
T
E R
JO
N
I =
 
(d
ou
bl
e*
)m
a
llo
c(
siz
c
o
f{d
ou
bl
c))
; 
!*
Ec
rit
ur
e 
de
s 
re
su
lta
ts
 p
ou
r 
le
 p
re
m
ie
r 
pr
oc
es
se
u
r 
se
u
le
m
e
n
t*
/ 
i f{
e
c
rir
e
R
es
u
ha
ts
 &
&
 m
yi
d=
O)
{ 
pr
in
tf{
''\n
 %
s"
, s
tr
în
gN
cw
ic
k);
 
SA
 V
EA
SN
ew
ic
k(
str
ing
Ne
wi
c
k,
LO
N
G
U
EU
R
, A
R
ÉT
É,
 
N
am
c
s,
n
) ;
 
n
ew
ic
kf
ile
 =
 
fo
pe
n
(p
_
n
e
w
ic
k,
"
w
+
")
; 
fp
ri
nt
f(n
e
w
ic
kf
il
e,
 "
%
s"
 ,s
tr
in
gN
cw
ie
k);
 
fc
lo
se
(n
e
w
ic
kf
ile
); 
T
re
e
fi
le
 =
 
fo
pe
n
(tr
e
e
Fi
le
,"
w
+
")
; 
if
(T
rc
cF
ilc
=
N
U
L
L)
 {
pr
in
tf(
"
\n
fi
c
hi
e
r 
%
s 
in
ex
is
ta
n
t 
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
"
,
tr
e
c
Fi
le
); 
ex
it(
8)
;} 
m
o
d 
=
 
fo
pe
n
(p
_
 
m
o
de
le
, "
r"
); 
if
(m
od
=
N
U
LL
) {
pri
n
tf{
''
\n
fi
ch
ic
r %
s 
in
e
x
is
ta
n
t"
,
p_
m
od
el
e
); 
cx
it(
8)
;} 
c
a
r
=
 
fg
et
c(
m
o
d)
; 
do
( 
fp
u
tc
( c
a
r,
 T
re
c f
il
e)
; 
c
a
r
=
 
fg
et
c(m
od
); 
}w
hi
le
 (c
ar
!=
EO
F)
; 
fc
lo
se
(m
o
d)
; 
fp
rin
t f(
Tr
cc
fil
e
,"
dr
aw
R
et
ic
 =
 1\
n"
); 
fp
rin
tf(
Tr
e
c
fi
le
,"
n
 =
 
%
d\
n"
,
n
); 
O
u
tp
ut
 1 =
f o
pe
n(
sta
tfi
le
,"
w
+
");
 
i[(
Ou
tp
u
tl 
~
 N
U
LL
) c
x
it(
9)
; 
if
((
me
th
od
~S
)&
&(
Op
tio
ni
~
J))
 
fp
rin
tf{
Ou
tpu
tl
,
"
W
ei
gh
t 
m
a
tix
 is
 o
f t
he
 f
o
rm
 W
=
l/D
,.,
%
f\
n"
,
Pu
iss
a
n
e
c
); 
i f(
op
tio
n
TR
!=
3)
 
{ 
if
(m
et
ho
d=
l) 
fp
rin
tf{
Ou
tp
ut
l,"
\n
Tr
ee
 re
c
o
n
st
ru
ct
io
n
 m
c
th
o
d-
A
D
D
TR
EE
\n
"
); 
ci
se
 if
(m
et
ho
d=
2
) f
pr
in
tf
(O
u
tp
ut
l ,
''
\n
T
re
e
 r
e
c
o
n
st
ru
ct
io
n
 m
e
th
od
-
N
ci
gh
bo
r 
Jo
in
in
g\
n"
); 
c
i se
 if
(m
et
ho
d=
3
) f
pr
in
tf{
Ou
tpu
tl
,
''
\n
T
re
c
 r
e
c
o
n
st
ru
ct
io
n 
m
c
th
od
-
U
n
w
e
ig
ht
ed
 
N
ei
gh
bo
r J
o
in
in
g\
n"
); 
c
ise
 
el
sc
 i
f(m
ct
ho
d=
4)
 tp
rim
f{O
utp
ut
l ,'
'\n
Tr
cc
 r
e
c
o
n
st
ru
ct
io
n 
m
c
th
od
-C
irc
ul
ar
 a
rd
er
 
re
co
n
st
ru
ct
io
n \
n"
); 
ci
se
 if
(m
cth
od
=
S) 
{fP
rin
tf{
Ou
tpu
tl,
"
\n
Tr
ee
 r
ec
o
n
st
ru
ct
io
n 
m
c
th
od
-
W
ei
gh
te
d 
le
a
st
.s
qu
ar
cs
 m
et
ho
d 
M
W
"
); 
if
(O
pt
io
n
=
l) 
fp
rin
tf(
Ou
tpu
tl
,"
 
(g
lo
ba
l o
pt
im
iz
at
io
n)
\n"
); 
ci
se
 fp
rin
tf(
Ou
tpu
tl,
"
 
(lo
c
a
l o
pt
im
i7
..a
tio
n)\
n"
); 
} cis
e 
if
(m
eth
od
=
6)
 fp
rin
tf{
Ou
tpu
tl
,
''
\n
Tr
cc
 re
co
n
st
ru
ct
io
n 
m
ct
ho
d
-
B
io
N
J\n
");
 
tp
rin
tf{
Ou
tpu
tl,
"
\n
Tr
ee
 re
c
o
n
st
ru
c
tio
n 
fro
m
 in
c
o
m
pl
ét
é 
di
ss
im
ila
rit
y 
m
at
rix
 D
\n
\n
");
 
if(
op
tio
nM
iss
=
l) 
tp
rîn
tf\
O
ut
pu
tl
,
''
\n
Tr
ec
 re
co
n
st
ru
ct
io
n
 m
c
th
od
-T
ria
n
gl
es
 
m
et
ho
d\
n"
); 
ci
se
 i
f(o
pt
ion
M
iss
=
2) 
fp
rin
tf{
Ou
tpu
tl,
"
\n
T
re
e
 r
ec
o
n
st
ru
ct
io
n 
m
c
th
od
-
U
ltr
am
ct
ric
 
pr
oc
ed
ur
e
+
 M
W
\n
");
 
ci
se
 if
(o
pt
ion
M
iss
=
3) 
fp
rin
tf{
Ou
tpu
tl
,
''
\n
Tr
ee
 re
co
n
st
ru
ct
io
n 
m
e
th
od
-
A
dd
iti
ve
 
pr
oc
ed
ur
e
+
 M
W
\n
");
 
e
lse
 if
(o
pti
on
M
iss
=
4
) f
pr
in
tf(
Ou
tpu
tl 
,
''
\n
Tr
cc
 r
ec
o
n
st
ru
ct
io
n 
m
e
th
od
-M
W
­
m
o
di
fie
d\
n"
); 
c
ise
 i
f(o
pti
on
M
i s
s
=
S) 
tp
rin
tf(
Ou
tp
ut
l,
''
\n
Tr
ce
 r
ec
o
n
st
ru
ct
io
n 
m
c
th
od
-
M
W
*\
n"
); 
if
(p
ow
er
•~
O.
O)
 W
[0
][
0]
~2
; 
cis
e
 if
(P
rin
tT
re
eM
et
ric
=
'Y
') 
W
[O
][O
l=
O
.I;
 
cis
e 
W[
O]
[O
]~
O;
 
if
(o
pt
io
nT
R~
J
) 
( R
AJ
[I
]~
RE
SU
LT
AT
S[
O]
; R
N(
2]
~R
ES
li
LT
AT
S[
I];
 
RA
J[
J]
~R
ES
li
LT
AT
S[
2]
; 
RA
J[
O]
~R
ES
UL
TA
TS
[J
];
} 
co
m
pu
te
_
cr
ite
re
s(D
I,D
A
,
R
A
J,W
,o
pt
io
nT
R
,N
am
es
); 
if 
((
po
we
r!
~O
.O
)&
&(
 n>
2))
 
( 
if(
op
tio
nT
R=
I) 
Se
al
in
gi
(D
I,D
A,
RA
J,
LO
N
G
liE
liR
,
&
po
w
er
); 
if
(P
rin
tT
rc
e
M
ct
ric
=
'
Y
') 
W
[O
l[O
]=
O.
I;
 
c
ise
 W
[O
][
O]
~O
; 
co
m
pu
te
_
 
e
rit
cr
es
(D
I,D
A
, R
A
J, 
W
 ,o
pt
io
n
TR
,N
am
es
); 
if(
n~
2) 
( A
RÉ
TÉ
[O]
~I
;A
RÉ
TÉ
[I]
~2
;LO
NG
l!
El
iR
[O
]~
DA
[l]
[2]
;} 
if 
(o
pt
io
n
 TR
!=
2) 
R
et
ic
ul
a
tio
ns
N
um
be
r=
2 •
n
-
3;
 
Pr
in
tE
dg
es
(A
RÉ
TÉ
,
LO
N
G
U
EU
R,
Rc
tic
ul
at
io
n
sN
um
bc
r ,o
pt
io
n
TR
,C
RI
TE
RJ
O
N
 I,
CR
IT
ER
lO
N
2,
 
O
pt
io
nf
un
ct
io
n)
; 
fe
lo
sc
 (O
utp
ut!
); 
fcl
o
sc
 (T
re
cf
ile
); 
pr
in
tf{
"\n
\n
"
); 
('A
RÉ
TÉ
_)
 ~ 
A
RÉ
TÉ
; 
('L
ON
Gl
!E
liR
_
) ~
 L
O
N
G
lJE
lJR
; 
} /
*
 E
N
D
 tr
ex
 *
/ 
M
ét
ho
de
 N
ei
gh
bo
r-
Jo
in
in
g:
 
!'
-
·
~
~
~
~
~
-
-
-
-
~
~~
~
-
-
-
-
~
~
~
~
~
~
~
~
~
~
 
•
 
C
et
te
 m
e
th
o
de
 i
nf
er
e
 u
n
 a
rb
re
 p
hy
lo
ge
ne
ti
qu
e 
a 
pa
rt
ir
 d
e 
la
 m
a
tr
ic
e 
*
 d
e 
di
st
an
ce
s 
re
çu
e 
en
 e
n
tr
ee
,
 e
n
 u
til
is
an
t l
a 
m
et
ho
de
 N
ci
gh
bo
r-
Jo
in
in
g 
*
 (S
a it
o
u
 e
t N
ei
 1
98
7).
 
.
 
*
 p
ar
am
: 0
1 
: 
M
at
ric
e 
de
 d
is
ta
n
ce
s 
D
A
 
: 
A
rb
re
 p
hy
lo
ge
ne
tiq
ue
 in
fe
re
 
u
n
pr
o
c
 
1 (
vr
ai)
 si
 Je
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
r u
til
is
e 
es
t 
1, 
si
no
n 
0 
(fa
u
x
) 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
~
~
~
~
~
~
~
~
~
~
-
-
·
~
~
~
~
~
~
~
·!
 
v
o
id
 N
J(d
o
u
bl
e 
*
*
D
I,
do
ub
lc
 *
*
D
A
, i
nt
 u
n
pr
oc
) 
( 
do
ub
le
 •
•
o
,
 *
T 
1, 
•
s,
 *L
P ,
So
m
 ,S
m
in
,S
ij,L
,
Li
i,L
jj,
II 
,
12
,1
3;
 
in
t *
T,
ij,
iiJ
j,n
l;
 
do
ub
le
 *
Ts
m
in
; 
în
t *
Ti
i, 
*
Tjj
; 
/*
 T
ab
le
au
 d
es
 S
m
 in
 n
ec
es
sa
ire
 a
 la
 p
ar
al
lé
lis
at
io
n 
*
/ 
J•
 
Ta
bl
ea
u 
de
s 
ii 
et
 ii 
n
ec
es
sa
ire
 a
 la
 p
ar
al
lé
lis
at
io
n 
*
/ 
/*
 A
llo
c
a
tio
n 
de
 la
 m
em
o
ire
 *
/ 
D
=
(d
o u
bl
e 
*
*
) m
al
lo
e((
n
+
l)*
siz
e
o
f\d
ou
bl
c*
));
 
T
l =
(d
ou
bl
e*
) m
a
llo
e((
n+
l)*
siz
eo
f(d
ou
blc
));
 
S=
(d
ou
ble
 *
) m
a
llo
c((
n
+
l)*
siz
eo
f{d
ou
blc
));
 
LP
=
(d
ou
bl
e 
*
) m
al
lo
c((
n
+
l)*
siz
eo
f{d
ou
blc
));
 
T
=
(in
t *
) m
a
llo
c((
n+
 1 )
*s
ize
o
f{i
nt)
); 
/*
A
llo
ca
tio
n 
jus
te
 d
an
s 
Je
 c
a
s 
d'
un
e 
ex
ec
u
tio
n 
en
 p
ar
al
le
lc
*/
 
if{
nu
mp
roc
s>
 1 I
l u
n
pr
oc
=
l){
 
Ti
i=
(in
t 
*
) m
a
llo
c((
n
u
m
pr
o
c
s+
l)*
siz
co
f{i
nt)
); 
Tj
j=
(in
t *
) m
a
llo
c((
n
u
m
pr
oc
s+
l)*
siz
co
f{i
n
t))
; 
Ts
m
in
=
(d
ou
blc
 *
) m
a
Uo
c
((n
um
pr
oc
s +
l)*
siz
eo
f{d
ou
blc
));
 
} Sm
in
~(
do
ub
le
)L
ON
G_
MA
X;
 
/*
 A
llo
ca
tio
n 
de
 la
 m
em
o
ir
e 
*
/ 
fo
r 
(i=
O;
i<
=
n
;i+
+
){ 
} 
D
[ i]
=
( do
ub
le
*
)m
all
o
c((
n+
 1 )
*s
ize
of
{ d
ou
bl
e
));
 
if
(D
(i]
=
N
U
LL
){ 
pr
in
tft
"p
ro
bl
em
e 
de
 m
em
o
ire
");
 
ex
it(
5)
; 
L=
O;
So
m
=O
; 
/*
In
iti
al
isa
tio
n 
de
s 
v
a
leu
rs
*
/ 
fo
r 
(i=
l ;i
<
=
n
;i+
+)
{ 
S[
i]~
O;
 L
P[
i]
~O
; 
fo
r 
U:
 1
 J<
""
'lj+
+
 ){ 
D[
i]
UJ
~D
 1 [
il~
]; 
S[
i]
~S
(i]
+D
[i
JU
]; 
} So
m
=
So
m
+
S[
i]n
; 
T(
i]~
i; 
Tl
(i]
:Q
; 
/*
 B
ou
cl
e 
pr
in
ci
pa
le
 *
/ 
fo
r 
(n
l=
n
;n
l>
3;
nl
--
){
 
/*
R
ec
he
rc
he
 d
e 
la
 m
e
ill
eu
re
 p
ai
re
 (i
j) 
po
u
r 
le 
re
gr
o
u
pe
m
en
t*
/ 
Sm
in
=
2*
So
m
; 
t• 
Ca
s d
'un
e 
la
m
e*
/ 
if{n
W
llp
ro
cs
=
l 
Il u
n
pr
oc
=
-
1){
 
fo
r 
(i=
l ;i
<
=
n
l-
l;
i+
+
){
 
fo
r U
=
i+
 1 
j<
=n
 1 j
+
+
){ 
Si
j=
2*
So
m-
S[
i]
-S
UJ
~O
[i
][j
]*(
n 1
-
2);
 
if
(S
ij<
Sm
in
){ 
Sm
in
=S
ij;i
i=
i;jj
=
j; 
/*
C
as
 d
e 
pl
us
ie
ur
s 
pr
oc
es
se
ur
s 
*
/ 
c
ise
{ 
fo
r (
i=
l;i
<
=
n
l-
1 ;
i+
+
){
 
if(
i%
nu
mp
ro
cs
=
m
yi
d) 
{ 
} 
fo
r 
U=
i+
J ;j
<
=
n
lJ
+
+
){
 
Si
j=
2 *
So
m
-
S[
 i]-
S[
j]+
O[
 i][
j]*
( n
 1-
2);
 
if
 (S
ij<
Sm
in
){ 
Sm
in
 = 
Si
j;i
i=
i;j
j=
j;T
sm
in
[m
yid
] =
 
Si
j; 
Ti
i[m
yid
]=
i; 
T~
[m
yi
d]
=j
; 
/*
 S
yn
cr
ho
ni
sa
tio
n 
de
s 
r
es
u
lta
ts
*/
 
if(
my
id>
O)
{ 
c
ise
{ 
M
PJ
_
Se
nd
( &
Sm
in
, 
1, 
M
PI
_
O
O
U
BL
E,
O,
 0
,
 
M
PI
_
C
O
M
M
_W
O
R
LO
 );
 
M
PI
_
Se
nd
( &
ii,
 1
,
 
M
PI
_
!N
T,
O, 
0,
 M
PJ
_
C
O
M
M
_W
O
R
LO
 );
 
M
PI
_
Se
nd
( &
~,
 1
,
 
M
PI
_!
N
T,
O,
 
0,
 M
PI
_
C
O
M
M
_
W
O
RL
O
 );
 
M
PI
_
R
ec
v(
 &
ii,
 1
,
 
M
PI
_
!N
T,
 m
yi
d-
1,
 
0,
 M
PI
_C
O
M
M
_W
O
R
LO
, &
st
at
us
 );
 
M
P
I_
R
ec
v(
 &
jj, 
1,
 
M
PI
_
IN
T
, 
m
yi
d-
1,
 0
, 
M
PI
_
C
O
M
M
_
W
O
R
LD
, &
st
at
us
 );
 
if{
my
id<
nu
mp
ro
cs-
1) 
{ 
M
PI
_S
en
d(
 &
ii,
 1
,
 
M
PI
_
!N
T,
m
yi
d+
l, 
0,
 M
PI
_C
O
M
M
_W
O
R
LO
 );
 
M
PI
_S
en
d(
 &~
. 
1, 
M
PI
_
!N
T,
m
yi
d+
l, 
0,
 
M
PI
_C
O
M
M
_W
O
R
LO
 );
 
for
(i=
=l
; 
i<
n
u
m
pr
oc
s;
i+
+
){ 
} 
M
PI
_
R
ec
v(
 &
Ts
m
in
[i]
, 1
,
 
M
PI
_
O
O
U
B
L
E,
 i,
 
0,
 
M
PI
_
C
O
M
M
 _ 
W
O
R
LD
, &
st
at
us
 );
 
M
PI
_
R
ec
v(
 &
T
ii[
i], 
1,
 
M
PI
_
IN
T,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LO
,
 
&
st
at
us
 );
 
M
PI
_
Re
c
v
( &
Tjj
[i]
,
 
1,
 
M
PI
_
IN
T
,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LO
,
 
&
st
ar
us
); 
fo
r(i
=l
; i
<
n
u
m
pr
oc
s;
i+
+
){ 
} 
if{ 
T
sm
in
[i)
=
Sm
in
 &
&
 ( i
i>
Ti
i[i
] Il
 (i
i=
Ti
i[i
]&
&
jj>
Tj
j[i
l) 
)) 
{ 
ii
"
"
 
Ti
i[i
);j
j =
 
Tj
j[i
];S
m
in
 =
 
T
sm
in
fil
; 
} if{
Ts
mi
n[i
J<
Sm
in
){ 
ii
=
 
Ti
i[i
);j
j =
 T
jj[
i];
Sm
in
 =
 
T
sm
in
(i]
; 
M
PI
 S
en
d(
 &
ii,
 
1, 
M
PI
 !
N
T,
m
yi
d+
l, 
0,
 M
PI
 C
O
M
M
 W
O
R
LO
 );
 
M
P(
Se
nd
( &
jj, 
1, 
M
P
(!
N
T,
m
yi
d+
l, 
0,
 
M
P(
CO
M
M
=W
OR
LO
 );
 
1•
 
N
ou
ve
au
 r
eg
ro
up
em
en
t*
/ 
Li
i=
(O
[ii
][j
j]+
(S
[ii
]-S
[jj
])/
(n 
1-
2)
)12
-L
P[
 ii]
; 
L~
=(
O[
 ii]
[jj]
+
(S
[jj
]-S
[ ii
])/
( n
 1-
2))
12
-L
P[
jj]
; 
/*
M
is
e 
a
jo
u
r 
de
 D
 *
/ 
if (
Lii
<O
.OO
OO
 1) 
Li
i=
O.
OO
OO
S;
 
if
(L
~<
O.
OO
OO
I)
 
L~
=0
.0
00
05
; 
L=
L+
Li
i+
L.
ij; 
.
 
LP
[ii
]=
O
.S
*O
[ii
][j
j];
 
So
m
=
So
m
-(S
[ii
]+
S[
jj]}
/2;
 
fo
r 
(i=
l ;
i<
=
n
l ;
i+
+
){ 
if(
(i!
=
ii)&
&(
i!=
@
{ 
S[
i]=
S[
i]-
0.5
*(
0[
i][
ii]
+O
[i]
[jj
]);
 
O
[i]
[ii
]=
(O
[i]
[ii
]+
O
[i]
[jj
])/
2;
 
O
[ii
][i
]=
O
[i]
[ii
]; 
} O[
ii]
[ii
)=
O;
 
S[
ii]
=0
.5*
(S
[ii
]+
S[
jj]}
-O
[ii]
[jj]
; 
if(
jj!
=n
l){
 
) 
fo
r 
(i=
J ;
i<
=
n
l-
1 
;i+
+
){ 
O
[i]
[jj]
=
O
[i]
[n
l];
 
O
[jj]
[i]
=
O
[n
i][
i];
 
} O[
jj][
jj]
=
O;
 
S[
jj]
=S
[n
l];
 
LP
[jj]
=
LP
[n
l];
 
/*
M
is
e 
a
jo
ur
 de
 D
A
*/
 
fo
r 
(i=
=
l;
i<
=
n
;i
+
+
){
 
} 
if
(T
[i
]~
ii)
 
T
l [i
]=
T
l [
i]+
Li
i; 
if(
T[
i]~
~)
 
Tl
[i
]=
Tl
[i
]+
L~
; 
fo
r U
= 
1 j
<
=
n
j+
+
 ){
 
if
(T
[j
]~
~)
{ fo
r 
(i=
=
l ;
i<
=
n
;i+
+
)( 
if
(T
[i
]~
ii)
{ 
O
A
[i]
[j]
=
T
J[i
]+
Tl
[j]
; 
O
A
[j]
[i]
=
O
A
[i]
[j]
; 
fo
r 
(j=
l J
<
=
n
J+
+
) 
if
(T
[j
]~
~)
 T
[j]
=
ii;
 
if
(jj
!=
-n
l){
 for
 (j
=
 1
 ;j<
=
n
;j+
+
) 
if
 (T
[j
]~
n 1
) T
[j]
=
jj;
 
/*
R
eg
ro
up
em
en
t d
es
 3
 o
bj
et
s 
re
st
an
ts
 •
t 
Il 
=
(0
[ 1
 ][2
]+
0[
 1 ]
[3
]-0
[2
][3
])1
2-
LP
[ 1
]; 
12
=(
0[
 1 ]
[2
]+
0[
2]
[3
]-0
[ 1
][3
])1
2-
LP
[2
]; 
1 3
=(
0[
 1 ]
[3
]+
0[
2]
[ 3
]-0
[ 1
 ][2
])1
2-L
P[
 3]
; 
if
(II
<
O.
OO
OO
I) 
Il 
-
0.
00
00
5;
 
if
(l2
<
0.
00
00
1)
 
12
..0
.0
00
05
; 
if(
IJ<
O.O
OO
Q 1
) 
13
-
0.
00
00
5;
 
L
-L
+
Il
+
l2
+1
3; 
fo
r (
j-
1 J
<
-n
J+
+
 )(
 
fr
cc
(T
); 
fr
ee
(T
I);
 
fr
cc
(S
); 
fr
cc
(L
P)
; f
or
 (i
=
l;
i<
=
n
;i+
+
){ 
if 
((T
[j]
-
1 )&
&
(T
[i]
-
2
))
 { 
D
A
[i]
[j]
-
T
I [i
]+
TI
 [j]
+
ll
·
>1
2;
 
D
A
U
][i
]•
D
A
[i]
[j]
; 
} if(
(T
[j]
-
I)&
&(
T[
i]-
3)
){
 
D
A
[i]
[j]
•
T
I {
i]+
T
I [j
]+
ll
+
l3
; 
D
A
U
][i
]•
D
A{
i][
j];
 
) if(
(T
[j]
-
2)
&
&
(T
[i]
-3
)){
 
D
A
[i]
[j]
•T
I [i
]+
 T
l [j
]+
l2
+
13
; 
D
A
[j]
[i]
•
D
A
[i]
[j]
; 
) DA
[jJ
U]
:O
; 
fo
r 
(i=
O;
i<
-
n
;i+
+
){
 
fr
ec
(D
fi]
); 
} fre
e(
D
); 
} t
•
 
E
N
D
 N
J 
*
/ 
M
ét
ho
de
 U
n
w
ei
gh
te
d 
N
e
ig
hb
o
r-
Jo
in
in
g 
: 
/''
-
-
-
-
-
-
-
-
-
-
-
-
~
-
-
-
-
_
.
.
.
.
,
.
 _
_
_
 _
_
_
 
•
 
C
et
te
 m
e
th
od
e 
in
fe
re
 u
n
 a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 a
 p
ar
tir
 d
e 
la
 m
a
tr
ic
e 
•
 
de
 d
is
ta
nc
es
 r
e
çu
e 
e
n
 e
n
tr
ee
, e
n
 u
til
is
an
t 
la 
m
e
th
o
de
 U
n
w
c
ig
ht
c
d 
•
 
N
ci
gh
bo
r·
Jo
in
in
g 
(G
as
cu
cl 
19
97
). 
.
 
•
 
pa
ra
m
: 
' 
D
l 
: 
M
a
tr
ic
e
 d
e 
di
st
an
ce
s 
D
A
 
: 
A
rb
re
 p
hy
lo
ge
n
et
iq
ue
 in
fe
re
 
un
pr
o
c 
1 (
vr
ai)
 s
i J
e 
n
o
m
br
e 
de
 p
ro
ce
ss
eu
r 
u
til
ise
 e
s
t 
1,
 
s
in
o
n
 0
 (f
au
x
) 
.
 
'
1 
v
o
id
 U
N
J(d
ou
bl
c 
.
.
 D
l,
do
ub
lc
 .
.
 D
A
,
 
in
t 
u
n
pr
oc
) 
{ 
do
ub
le 
•
•
o
,
 *
T
l,
 *
S,
 *L
P,
So
m
,
Sm
in
,
Si
j,L
,
Li
i,L
.
ü,
ll
,
I2
,13
,S
l, 
•N
U
M
B
E
~
 
int
 •
T
,
ij,
ii.ü
,
n
l; 
do
ub
le 
*
Ts
m
in
; /
*
Ta
bl
e
a
u
 d
es
 S
m
in
 n
e
c
e
ss
a
ir
e 
a 
la
 p
ar
al
lé
lis
at
io
n 
•
t 
in
t 
•
T
ii, 
•
T.
ü;
 t•
 T
ab
le
au
 d
es
 ii
 e
t.
ü 
n
e
c
e
ss
a
ire
 a
 la
 p
ar
al
lé
lis
at
io
n
*
/ 
D
=(
do
ub
lc 
*
*
) m
a
llo
c
((n
+
l)*
si
zc
of
{d
ou
blc
*
));
 
T
l~
do
ub
lc 
*
) m
a
llo
c(
(n
+
l)*
siz
eo
f{
do
u
bl
e
));
 
S•
(d
ou
blc
 *
) m
all
o
c((
n
+
l)*
siz
eo
f{d
ou
bl
e))
; 
LP
=
=
(do
u
bl
c 
*
) m
a
llo
c((
n
+
l)*
siz
eo
f{
do
ub
le
));
 
T
-
(in
t *
) m
a
llo
c
((
n+
l)
*
s
iz
co
f{
in
t))
; 
N
U
M
B
E
R
•
(d
ou
bl
e 
*
) m
a
llo
c
((n
+
l)*
siz
eo
f(d
ou
ble
));
 
/ *
A
llo
c
a
tio
n
 ju
st
e 
da
n
s 
le 
c
as
 d
'u
n
e 
e
x
e
c
u
tio
n
 e
n
 p
ar
al
le
lc
*
/ 
i f{
n
u
m
pr
oc
s>
l 
Il u
n
p
ro
c=
l){
 
Tj
j=
(in
t *
) m
a
llo
c
((n
u
m
pr
o
c
s+
l)*
siz
co
f(i
nt
));
 
T
ii:
c(i
n
t 
*
) m
a
llo
c
((n
u
m
pr
o
c
s+
l)*
siz
co
f{i
n
t))
; 
Ts
m
in
"
"
(d
o
ub
le
 *
) m
a
llo
c((
n
u
m
pr
oc
s+
l)*
siz
co
f{d
ou
bl
c))
; 
l Sm
in
•(d
ou
bl
e
)L
ON
G_
M
A
X
; 
fo
r 
(i
=O
;i
<~
;i
++
){
 
} Lc
O;
 
So
m
=O
; 
D
[i]
=(
 do
u
bl
c
*
)m
a
llo
c
((n
+
 1
 )*
siz
co
f{ 
do
ub
le
));
 
if
(D
[i]
-
N
U
L
L)
( 
pr
in
tf(
"p
ro
blc
m
c
 d
e 
m
e
m
o
ire
");
 
e
x
it(
5)
; 
fo
r 
(i::
oJ
 ;i<
,..
.n
;it
+
){
 
S[
i]=
O;
 L
P[
i]:
O
; N
U
M
B
ER
(i]
•
I.
O;
 
fo
r 
{j3
l J
<
:n
J+
+
){
 
D
[iJ
U]
·
D
I[
iJU
]; 
Sf
i]=
S{
i]+
D
[i]
[j]
; 
} T(
i]=
i; 
T
l[
i]=
O;
 
/*
 B
ou
cl
e 
Pr
in
cip
al
e
*/ 
fo
r (
n
i"
'Tl
;n
l>
3;
n
l-
-
){ 
/*
 
R
e
c
he
rc
he
 d
e 
la 
pa
ire
 d
'o
bje
ts
 (i
j) 
a 
re
gr
ou
pe
r 
*
/ 
Sm
in
=
-
S{
 I]
-
S[
2]
+
D
[ 1
 ][2
]'
(n
 1-
2)
; 
/*
 C
as
 d
'u
n
 s
e
u
l p
ro
c
e
ss
e
u
r 
*
/ 
if(
n
u
m
pr
oc
s=
l Il
 un
pr
oc
=
t){
 
fo
r 
(i=
=
l ;
i<
=
n
l·
l;
i+
+)
{ 
fo
r 
(j•
i+ 
1 j
<:
n 1
 J+
+
) {
 
Si
j•-
S{
i]-
S[
j]+
D{
iJU
]'
(n
 1-
2)
; 
if 
(S
ij <
-S
m
in
) {
 
Sm
in
•
Si
j;ii
:
ijj
=
j; 
/*
 C
as
 d
e 
pl
us
ie
u
rs
 p
ro
c
e
ss
e
u
rs
 *
/ 
el
se
{ 
fo
r (
i=
l ;
i <
=
n
l-
1 ;
i+
-r
){
 
if{
i%
nu
m
pr
oc
s~
m
yi
d)
 { 
fo
r 
G•
i+
 1 J
<
-
n
 1 J
+
+
) {
 
Si
j~
S[
i]-
SU
J+
D[
i]
U]
'(
nl
-2
);
 
if
(S
ij<
=
Sm
in
){ 
Sm
 in
-
Si
j;ii
•
i; 
.
ü=
j;T
sm
in
[m
yi
d]
"
"
 
Si
j; 
Ti
i[m
yi
d]
=
i; 
Tj
jfm
yi
d]
•j;
 
} Sl
-
0;
 
t•
 S
yn
ch
ro
nis
ati
on
 •
If 
if{
my
id
>
O
){ 
c
is
e{ 
M
PI
_
Se
nd
( &
Sm
 in
, 
1, 
M
PI
_
O
O
U
BL
E,
O
, 0
, M
PI
_
C
O
M
M
_ W
O
RL
O
 );
 
M
PI
_
Sc
nd
( &
ii,
 1
,
 
M
PI
_
IN
T,
O
, 0
,
 
M
PI
_
CO
M
M
_
 
W
O
RL
O
 );
 
M
PI
_
Se
nd
( &
jj, 
1,
 
M
PI
_
IN
T,
O,
 
0,
 M
PI
_
CO
M
M
_
 
W
O
RL
O
 ); 
M
PI
_
R
ec
v( 
&
ii,
 1
, M
P
I_
IN
T,
 
m
yi
d-
1,
 
0,
 M
PI
_
CO
M
M
_
 
W
O
RL
O
, &
st
at
us
 );
 
M
PI
_
R
cc
v( 
&
jj, 
1, 
M
PI
_
IN
T,
 
m
yi
d-
1,
 
0,
 M
PI
_
CO
M
M
_
 
W
O
RL
O
, &
st
at
us
 );
 
if(
m
yîd
<n
ur
np
ro
cs
-1
) {
 
M
PI
_
Se
nd
( &
ii,
 
1, 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 M
PI
_
CO
M
M
_
W
O
RL
O
 );
 
M
PI
_
Se
n
d( 
&
jj, 
1, 
M
PI
_I
N
T
,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_ W
O
RL
O
 );
 
for
(i=
l; 
i<
n
u
m
pr
oc
s;i
+
+
){ 
) 
M
PI
 
R
cc
v( 
&
Ts
m
in
[i]
, 
1, 
M
PI
 
D
O
U
BL
E,
 i,
 0
, 
-
M
P
I_
C
O
M
M
_
W
O
fu
.D
, 
&
sta
tu
s
); 
M
PI
_R
ec
v(
 &
Ti
i[i
], 
1, 
M
PI
_
IN
T,
 
i, 
0,
 
M
PI
_
C
O
M
M
_W
O
R
LO
,
 
&
st
at
us
); 
M
PI
_
R
cc
v( 
&
Tjj
[i]
, 1
, M
P
I_
IN
T,
 i,
 0
, M
PI
_
CO
M
M
_
W
O
RL
O
, 
&
st
a
tu
s);
 
fo
r(i
=
l;
 i<
n
u
m
pr
oc
s;
i+
+
){ 
if{
Ts
mi
n[ 
i]<
=
Sm
in
){ 
} 
ii
=
 
T
ii[
i)j
j""
 
Tj
j[i
];S
m
in
 =
 
Ts
m
in
[i]
; 
} if( 
Ts
mi
n[
i)~
Sm
in
 &
&
 ( 
ii<
Ti
i[i
]ll
 (i
i-
T
ii[
i]&
&j
j<
Tj
j[i
]) 
))(
 
ii=
 T
ii[
i];
jj 
"
"
Tjj
[i]
;S
m
in
 =
 
Ts
m
in
[i)
; 
M
PI
_
Se
nd
( &
ii,
 
1, 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_W
O
R
LO
 );
 
M
PI
_
Se
nd
( &
jj, 
1,
 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_
W
O
RL
O
 );
 
t•
 M
ise
 a
jo
ur
 de
 D
*/
 
for
 (i
-
l ;
i<
=
n
l ;
i+
+
){ 
if(
(i!
-
ii)
&&
(i'-
jj)
) 
S 
1-
S 1
 +N
U
M
B
ER
[i)
'(O
[ii
][i
)-O
W
][i
]);
 
) Lii
-
SI
/(2
.0'
(n
-N
UM
BE
R[
ii]
-N
UM
BE
RW
]))
+0
.
5'
0[
ii]
W
J; 
Lj
j~
SI
/(2
.0'
(n
-N
UM
BE
R[
ii
)-
NU
MB
ER
W]
))
+0
.5
'0
[i
iJ
W]
; 
if
(L
ii<
O.
OO
OO
I) 
Li
i-
0.
00
00
5;
 
if(
Lj
j<
O.
OO
OO
I) 
Ljj
-
0.
00
00
5;
 
L=
L+
Li
i+
Ljj
; 
S[
ii]
-
0;
 
fo
r (
i=-
1 ;
i<
=
n
l ;
i+
+
){
 
if 
((i
!-
ii)&
&(
i!-
jj)
) ( 
SI
-
O[
i][
ii]
; 
O
[i]
[ii
]-(
NU
M
BE
R[
ii]
'(O
[i]
[ii
]-L
ii)
+
N
U
M
B
ER
W
]'(
O[
i]W
J-
Lj
j)Y
(N
UM
BE
R[
ii]
+
N
U
M
BE
RW
]);
 
S[
i]-
S[
i]+
O
[i]
[ii
]-(
O[
i]l
li]
+
SI
); 
O
[ii
][i
]-
D
[i]
[ii
]; 
S[
ii]-
S[
ii]
+
O
[i]
[ii
]; 
SI
-
S[
i;j;
 
O[
ii
][
ii
]~
; 
N
U
M
B
ER
[ii
]-N
UM
BE
R[
ii]
+
N
U
M
B
ER
[jj
]; 
ir
Œ
!-
n
l)
( fo
r (
i-
l;
i<
-n
l-
l;
i+
+
)(
 
O[
ilW
J-
O
[i]
[n 
1];
 
O
W
][i
]-O
[n
l][
i]; 
) OW
JW
J-
0;
 
SW
J-
S[
n
l];
 
N
U
M
B
ER
W
J-
N
U
M
B
ER
[n
l];
 
t•
 M
ise
 a
jo
ur
 de
 D
A
*/
 
fo
r 
(i=
l ;
i<
=
n;
i+
+
){
 
if
(T
[i
]~
ii
) T
l[i
]-T
I[i
]+
Li
i; 
if
(T
[i]
-
-
.
ü) 
T
l [i
]-
TI
 [i]
+
Ljj
; 
fo
r U
-
1 j
<
-
n
j+
+
 )(
 
if(
T[
j]-
jj)
{ for
 (i
=l
 ;i<
=
n
;i+
+
){ 
if(
T[
i]
~
ii)
( 
fo
r 
{j=
lj
<
=
n
j+
+
) 
if
(T
[j]-
jj)
 T
[j]
-ii
; 
if(
ij!'
"T
ll){
 
O
A
[i]
[j]
-
TI
 [i]
+
TI
 [j]
; 
O
A
[j]
[i]
-
O
A
[i]
[j]
; 
fo
r 
(j=
 1
 j<
=
n
;j+
+
) 
if
(T
[j]
--n
l) 
T[
j]-
jj;
 
/*
R
eg
ro
u
pe
m
en
t d
es
 tr
o
is
 d
er
n
ie
rs
 o
bj
ets
 •t
 
1 1
-
(0
[ 1
 ][2
)+
0[
 1]
[3
]-0
[2
][3
])1
2; 
12
•
(D
[ 1
 ][2
]+
0[
2]
[3
]-0
[ 1
 ][3
])1
2; 
13
•
(0
[ 1
 ][3
]+
0[
2]
[3
]-0
[ 1
 ][2
])1
2;
 
if
(II
<O
.
OO
OO
I) 
11
-0
.
00
00
5;
 
if
(l2
<
0.
00
00
1) 
12
-
0.
00
00
5;
 
if
(l3
<
0.
00
00
1) 
13
-
0.
00
00
5;
 
L-
L+
II
+
I2
+
13;
 
fo
r
ùs
lj
<
-
n
j+
+)
( 
fo
r 
(i-
l ;
i<
=
n
;i+
+
){
 
if 
((T
[j]
-
I)&
&(
T[
i]-
2)
) (
 
O
A
[i]
[j]
=
T
I[i
]+
T
I[j
]+
ll
+
l2
; 
O
A
[j]
[i]
=
O
A
[i]
[j]
; 
} if(
(T
[j
]~
I)
&&
(T
[i
]-
3
))
( 
O
A
[i]
[j]
-
TI
 (i]
+
 TI
U
J+
I 1
 +1
3;
 
O
A
[j]
[i]
=
O
A
[i]
[j]
; 
) if(
(T
[j]
-
2)
&
&
(T
[i]
-
3)
)( 
O
A
[i]
[j]
=
TI
 [i]
+
 T
I [
j]+
l2
+
13
; 
l fre
c(T
); 
[,e
e(
TI
); 
fr
ee
(S
); 
l DA
U]
U]
~O
; 
fr
ec
(L
P)
; 
fc
cc
(N
U
M
B
ER
); 
fo
r 
(i =
O
;i<
=
n
;i+
+)
 { 
frc
c(D
[il)
; 
DA
[j
l[
i]
~D
A[
i]
U]
; 
} fre
e(
D)
; 
} /
*
 E
N
D
 U
N
J 
*/ 
M
ét
ho
de
 A
O
O
TR
EE
 : 
!·~
-
-
~
~
-
-
~
~
-
-
~
-
-
~
~
-
-
~
~
-
-
~
--
~ 
•
 
C
et
te
 m
e
th
o
de
 in
fe
re
 u
n
 a
rb
re
 p
hy
lo
ge
n
e
tiq
ue
 a
 p
ar
tir
 d
e 
la 
m
a
tr
ic
e
 
•
 
de
 d
ist
an
ce
s 
re
çu
e 
e
n
 e
n
tr
ee
, e
n
 u
til
is
an
t 
la 
m
e
th
o
de
 A
D
D
T
R
E
E 
•
 
(S
att
ath
 et
 T
vc
rs
ky
 1
97
7)
. 
.
 
•
 
pa
ra
m
: 
*
 
D
l 
: 
M
a
tr
ic
e
 d
e 
di
st
a
n
c
e
s 
D
A
 
: 
A
rb
re
 p
hy
lo
ge
ne
tiq
ue
 in
fe
re
 
u
n
pr
o
c 
1 
(v
ra
i) 
si
 Je
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
r u
til
is
e 
e
st
 1
,
 s
in
o
n
 0
 (f
au
x
) 
v
o
id
 A
D
D
TR
EE
(d
ou
ble
 .
.
 D
I,
do
ub
le
 *
*
D
A
, i
nt
 u
n
pr
o
c
) 
( 
do
ub
le
 S
om
,
Sm
in
,S
ij,
L,
Li
i,L
jj,
l 1
 ,12
,13
; 
in
t *
T,
ij,
iij
j,n
l,
il
JI
; 
do
ub
le
 .
.
 o
.•
LP
,
 •
s
,•
TJ
; 
do
ub
le
 *
Ts
m
in
; t
•
 T
a
bl
e
a
u
 d
es
 S
m
in
 n
e
c
e
ss
a
ir
e 
a 
la
 p
ar
al
lé
lis
at
io
n
 •
t 
in
t •
T
ii,
 
*
Tjj
; t•
 T
ab
le
au
 d
es
 ii
 e
ti
j n
e
c
e
ss
a
ir
e 
a 
la 
pa
ra
llé
lis
at
io
n
 •
t 
D
=
(d
ou
ble
 .
.
 ) m
a
llo
c
((n
+
l)*
siz
e
o
f(d
ou
bl
e
*
));
 
T
l=
(d
ou
bl
e *
) m
a
llo
c(
(n
+
l)*
siz
co
f(d
o
u
bl
e
));
 
S=
(d
ou
bl
e *
) m
a
llo
c
((n
+
l)*
siz
co
f(d
ou
bl
e)
); 
LP
=
(d
ou
bl
c 
*
) m
aU
oc
((n
+
l}
*s
izc
of
(d
ou
blc
));
 
T=
{in
t *
) m
a
llo
c
((n
+
l)*
siz
eo
f(i
nt
));
 
t•
 
A
llo
c
a
tio
n 
ju
ste
 da
ns
 le
 c
a
s 
d'
un
e 
e
x
e
c
u
tio
n
 e
n
 p
a r
a
lle
 le
*
/ 
if
(n
um
pr
o
c
s>
l 
Il u
n
pr
oc
=
l)
{ 
T
ii=
(in
t 
*
) m
a
llo
c(
(n
wn
pr
oc
s+
l)*
siz
co
f(i
n
t))
; 
Ti
j=
(in
t •
) m
a
llo
c(
(n
um
pr
oc
s+
l)•
siz
co
f{ï
n
t))
; 
T
sm
in
=
(d
ou
bl
c 
*
) m
a
llo
c((
n
u
m
pr
o
c
s+
 1
 )*
siz
eo
f(d
ou
ble
));
 
) Sm
in
~(
do
ub
le
)L
ON
G_
MA
X;
 
fo
r (
i=
O;
i<
=n
;i+
+
) 
( 
D
[i]
=
( d
ou
bl
c
*
)m
all
o
c
((n
+
 1 )
*s
izc
of
( d
ou
bl
e
));
 
if
(D
[i
]~
NU
LL
)(
 
pr
in
tf(
"p
ro
bl
cm
e 
de
 m
e
m
o
ir
e"
); 
ex
il(
5);
 
.
,
 
Lc
O·
So
m
=
O·
 
for
Ô=I
;i<~
;i-
t+){
 
S[
i]
~O
; 
LP
[i
]~
O;
 
fo
r 
U=
l j
<
=
n
j+
+
) {
 
D
[i]
[j]
-
D
l [
;jU
J, 
S[
i]~
S[
i]+
D[
i][
j]; 
l So
m
=S
om
+
S[
i]/
2.
0;
 
T[
ih
 
T
l[
i]~
O;
 
/*
B
ou
c
le 
pr
in
c
ip
al
e
*
/ 
fo
r (
n
l=
n
;n
l>
3;
nl
--
){ 
/*
R
ec
he
rc
he
 d
e 
la 
pa
ire
 (i
j) 
po
u
r 
le 
re
gr
o
u
pe
m
en
t*
/ 
Sm
in
=O
.O
; 
/*
 C
as
 d
'u
n
e 
la
m
e*
/ 
if{
nu
m
pr
oc
s=
IJ
I u
n
pr
oc
=
l){
 
fo
r 
(i=
 1
 ;i<
=
n
 1-
1 ;
i+
+
) {
 
fo
r 
U"
"
i+
 1 ;
j<
=n
 1 ;
j+
+)
 { 
Si
j~
O.
O;
 
fo
r (
il
=
l ;
il
<=
nl
-l
;il
+
+
){ 
if 
((i
 1 !~
i)
&&
(i
 1 !
~j
))
( 
} 
) if (
Si
j>
Sm
in
) {
 
fo
' 
U
J~
il 
+
IJ
I <
=
n
l;j
l+
+
)(
 
if
<U
 1
 !~
i)
&&
U 1
 b
j))
( 
if
((D
[i]
[i 1
 ]+
D
[j]
[j 1
 ]-D
[i]
[j]
­
D
[il
][j
l]>
=o
O)
&&
 
(D
[i]
[jl
]+
D
[j]
[il
]­
D
[i]
[j]
-
D
[i 1
 JU 
1 ]>
~O
)) 
Si
j=
Si
j+ 
1.
0;
 
Sm
 in
 =
 
Si
j;ii
=
i; 
ij=
j; 
/*
 C
as
 d
e 
pl
u
si
eu
rs
 p
ro
c
e
ss
e
u
rs
 •
t 
c
is
e{
 
fo
r 
(i=
l ;
i<
=
n
l-
l;
i+
+
){
 
if{
i%
nu
m
pr
oc
s=
m
yi
d)
 { 
fo
r 
U=
i+
 1
 j<
=n
 1 j
+
+
) {
 
Si
j~
O.
O;
 
fo
r 
{il
=
l;
il
 <
=
n
l-
1 ;
il
+
+
){ 
if
((
il
'~
i)
&&
(i
l!
~j
))
( 
) if (
Si
j>
Sm
in
) {
 
fo
, u
r~
il
+
l ;j
i <
=
n
i j
i+
+
)(
 
if
(U
I!
~i
)&
&U
l !~
j)
)(
 
if
((
D
[i]
[ii
)+
D
U]
[jl
)­
D[
i][
j)-
D
[i
l]
[ji
)>
~O
) 
&
&
(D
[i]
[ji
]+
D
[j)
[ii
]­
D
[i]
[j)
-
D
[i
l m
r 
J>
~o
n 
Si
j=>
Si
j+
l.
O;
 
} 
} 
Sm
in
 ..
.
 
Si
j;i
i==
i;j
j=
j;T
sm
in
[m
yi
d]
 ==
 
Si
j; 
Ti
i(m
yid
)=
i; 
Tm
m
yi
d]
=j
; 
t•
 S
yn
ch
ro
n
isa
tio
n
 d
es
 r
cs
u
lta
lS
 •
1 
if(
my
id>
O)
{ 
} cis
e{
 
M
PI
_
Sc
nd
( &
Sm
 in
; 
1, 
M
PI
_
O
O
U
B
LE
,
O,
 
0,
 M
PI
_
C
O
M
M
_
 
W
O
R
LO
 );
 
M
PI
_
Sc
n
d(
 &
ii,
 
1, 
M
PI
_
IN
T
,
O,
 0
,
 
M
PI
_
C
O
M
M
_
W
O
RL
O
 );
 
M
PI
_
Sc
n
d(
 &
.ü
,
 
1, 
M
PI
_
IN
T
,
O,
 0
, M
PI
_
C
O
M
M
_
 
W
O
RL
O 
); 
M
PI
_
R
ec
v( 
&
ii,
 1
, 
M
PI
_
lN
T
, 
m
yi
d-
1,
 0
, 
M
PI
_
C
O
M
M
_ W
O
R
LD
, 
&
sta
tu
s 
); 
M
PI
_
R
c
c
v
( &
jj,
 
1, 
M
PI
_
lN
T
, 
m
yi
d-
1, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
, &
st
at
us
 );
 
if(
my
id
<
n
u
m
pr
o
c
s-
1) 
{ 
M
PI
_
Sc
nd
( &
ii,
 
1, 
M
PI
_
IN
T,
m
yi
d+
I, 
0,
 M
PI
_
C
O
M
M
_
 
W
O
R
LO
 );
 
M
PI
_
Sc
n
d( 
&
jj, 
1, 
M
PI
_I
N
T
,
m
yi
d+
I, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LO
 );
 
for
(i=
=l
; i
<
n
u
m
pr
oc
s;
i+
+
){
 
} 
M
PI
_
R
cc
v(
 &
Ts
m
in
[i]
, 1
,
 
M
PI
_
O
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
CO
M
M
_
 
W
O
R
LO
, &
s ta
tu
s 
); 
M
PI
_
R
cc
v( 
&
Ti
i[i
], 
1, 
M
PI
_
IN
T
,
 
i, 
0,
 M
PI
_C
O
M
M
_W
O
R
LO
, 
&
st
at
us
); 
·
 
M
PI
_
R
cc
v
( &
Tjj
[i]
, 1
,
 
M
PI
_
IN
T,
 i,
 0
,
 
M
PI
_
C
O
M
M
_
W
O
R
LO
,
 
&
st
at
us
 );
 
fo
r(i
=
l;
 i<
n
u
m
pr
o
cs
;i
+
+
){ 
} 
if( 
Ts
m
in
(i]
-
Sm
in 
&
&
 ( i
i>
Ti
i[i
] [
[ (i
i=
Ti
i[i
]&
&.
ü>
Tj
j[i
]) 
)){
 
ii
-
Ti
i[i
]jj
 =
 T
.ii[
il;
Sm
in 
""
'
T
sm
in
[il
; 
} if( 
T
sm
in
[il
>
 S
m
 in
){ 
ii
=
 
T
ii[
i]j
j =
 
Tj
j[i
];S
m
in
 =
 
T
sm
in
[iJ
; 
M
PI
_S
en
d(
 &
ii,
 
1, 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LO
 );
 
M
PI
_
Sc
n
d(
 &
.ü
,
 
1, 
M
PI
_
IN
T,
m
yi
d+
I, 
0,
 
M
PI
_C
O
M
M
_
 
W
O
R
LO
 );
 
t•
 N
ew
 c
lu
st
er
in
g 
•
t 
Li
i=
(O
[ii
)(j
j]+
(S
(ii
]-S
(jj
])/
(n 
1-
2.
0))
12
-L
P[
 ii]
; 
L
jj-
(O
[ii
)(j
j]+
(S
(jj
]-S
[ii
])/
(n 
1-
2.
0))
12
-L
P(
jj]
; 
if
(L
ii<
O.
OO
OO
 1)
 L
ii=
0.
00
00
5;
 
if
 (L
.ü<
O.
OO
OO
 1)
 L
jj=
0.0
00
05
; 
L"
"
L+
Li
i+
Ljj
; 
~P
[ii
]=
0.
5*
0[
ii]
(jj
]; 
So
m
-
So
m
-(S
[ii
]+
S(
jj]
)/2
.0;
 
1• 
M
is
e
 a
jou
r d
e 
o
•t 
fo
r 
(i'"
"
l ;
i<
=
n
l ;
i+
+
){ 
} 
if(
(i!
=i
i)&
&(
i!=
jj)
){ 
S[
i]=
S(
i]-
0.
5*
(0
(i]
[ii
j+
O
(i]
(jj]
); 
O
[i)
[ii
]"'
(O
(i)
[ii
]+
O
(i]
(jj
])/
2; 
O
[ii
][i
]=
O
[i]
[ii
]; 
D
[ii
)[i
i)=
O;
 
S[
ii]
=0
.5*
(S
[ii
)+
S(
jj]
)-O
[ii
)[j
j); 
if(
jj!
•
n
l){
 for
 (i:
::J
 ;i<
=
n
l-
l;i
+
+
){
 
O
[i]
(jj)
=O
[i]
(n
l);
 
D
(jj]
[i)
=
D
(n
l](
i);
 
l 
1 O(
jj][
jj)=
O;
 
S(
jj]
=S
(n
l];
 
LP
(jj
]=
LP
(n
l];
 
/*
 M
ise
 a
 jou
r 
de
 D
A 
*/ 
fo
r 
(i•
l ;
i<
=
n
;i+
+)
{ 
} 
if
(T
(i
]~
ii)
 T
l [
i]•
T
I (
i]+
Li
i; 
if 
(T
[i
)~
jj
) 
T
l [
i]=
T
I [i
]+
Ljj
; 
fo
r 
U=
 1 j
<
=
n
j+
+
) {
 
if(
TU
J~
jj
){
 
fo
r 
(i=
I;
i<
=
n
;i+
+
){ 
if(
T(
i]-
ii){
 
fo
r 
U•
l J
<~
;j
++
) 
if 
(T
UJ
~
.Ü)
 T
U
]=
 ii;
 
if
(jj
!'"
ll
l){
 
O
A
(i]
(j]
•
T
I (i
]+
TI
U
J;
 
O
A
[j]
(i]
=
O
A
[il
(j]
; 
fo
r 
(j=
l ;j
<~
j+
+)
 
if
(T
UJ
~
I)
T[
jj
=j
j; 
1•
3 
o
bj
cc
ts
 r
em
a
in
in
g•
t 
Il 
z
(O
( 1
 ](2
]+
0(
 1 ]
(3
]-0
[2
](3
])/
2.0
-L
P(
 1]
; 
12
=
(0
[ 1
](2
]+
0(
2]
(3
]-0
( 1
](3
])/
2.0
-
LP
[2
); 
13
=(
0[
 1 ]
(3
)+
0[
2)
[3
)-0
[ 1
 )[2
])1
2.
0-
LP
[l]
; 
i f
(II
 <
0.
00
00
1)
 11
=
0.
00
00
5;
 
if
(l2
<0
.
00
00
1)
 12
=0
.0
00
05
; 
if
(IJ
<
O.
OO
OO
I) 
13
=0
.0
00
05
; 
L•
L+
II
+
I2
+
13
; 
fo
r U
=
I ;
j<
-n
;jt
+)
{ 
} frc
c(T
); 
fr
cc
(T
I);
 
fr
cc
(S
); 
fr
cc
(L
P)
; f
or
 (i
-
1 ;
i<
=
n
;i+
+
) {
 
if
((
T[
j)
~
I)
&&
(T
(i
)=
2)
)(
 
O
A
(i]
UJ
=T
I (
i]+
 T
I U
J+
II 
+
12
; 
D
A
U
][i
]=
D
A
[i]
UJ
; 
} if(
(T
U
J=
I)&
&(
T(
i]-
3)
)( 
D
A
[i]
[j]
=
T
I [
i]+
 T
I U
J+
I 1
+1
3;
 
D
A
U
J[i
]=
D
A
[i]
(j]
; 
} if 
((T
[j]
-
2)
&&
(T
(i]
=
3
))
 ( 
O
A
[i)
[j]
=
T
I (
i]+
 T
l [
j]+
l2
+
13
; 
O
A
[j)
[i)
=D
A(
i)[
j);
 
} DA
[j]
(jj=
O;
 
fo
r (
i=
O;
i<
=
n
;i+
+
){ 
fre
e(D
[i]
); 
} frc
c(
D
): 
) /*
EN
D 
AD
DT
RE
E 
*/ 
M
ét
ho
de
 C
ir
c
u
la
r o
rd
e
r 
re
co
n
s
tr
u
ct
io
n:
 
!·
--
~
~
-
~
~
~
~
~
~
~
~
~
~
 
•
 
C
et
te
 m
et
ho
de
 in
fe
re
 u
n 
a
rb
re
 p
hy
lo
ge
n
et
iq
ue
 a
 p
ar
tir
 d
e 
la 
m
a
tr
ic
e 
•
 
de
 d
ist
an
c
es
 r
e
çu
e 
en
 e
n
tr
ee
, e
n
 u
til
isa
nt
 la
 m
e
th
od
e 
de
 re
co
n
st
ru
ct
io
n 
•
 
pa
r o
rd
re
 c
irc
ul
ai
re
 (M
ak
are
n.k
ov
 et
 L
ec
le
rc
 1
99
7)
.
 
.
 
.
 
•
 
pa
ra
m
: D
IS
S 
w
 
TM
 
ltc
m
u
m
 
A
R
R
ÉT
É 
LO
N
G
U
EU
R 
u
n
pr
oc
 
: 
M
at
ric
e 
de
 d
ist
an
ce
s 
M
at
ric
e 
de
 p
oi
ds
 
A
rb
re
 p
hy
lo
ge
ne
tiq
ue
 in
fe
re
 
N
om
br
e 
d'i
nt
er
at
io
n
 d
an
s 
la 
pr
oc
ed
ur
e 
G
au
ss
·
Se
id
el 
ap
pl
iq
ue
e 
Ta
bl
ea
u
 d
'a
re
te
s 
(d
es
 br
an
ch
es
 d
e 
l'a
rb
re
) 
: 
Ta
bl
ea
u 
de
s 
lo
n
gu
eu
rs
 d
es
 a
re
te
s 
1 
(vr
ai)
 si
 le
 n
o
m
br
e 
de
 p
ro
ce
ss
e
u
r 
u
til
ise
 e
st
 1
,
 s
in
o
n
 0
 (f
au
x)
 
.
,
 
v
oi
d 
pa
rc
o
u
rl
(d
o
u
bl
e 
•
•
O
IS
S,
do
ub
le
 •
•
W
,
do
ub
le 
*
*
TM
,
in
t 
*
Ite
m
um
,
lo
n
g 
in
t 
*
A
R
ÉT
É, 
do
ub
le
 *
LO
N
G
U
EU
R
,
 
in
t 
u
n
pr
oc
) 
( 
in
t i
j,i
 1 j 
l,i
op
tjo
pt,
 *X
,
Itc
m
u
m
bc
r; 
do
u
bl
e 
•
•
T
M
 1 ;
 
do
ub
le 
EQ
,E
Qm
in
; 
do
u
bl
e 
*
T
eq
m
in
; /
*
Ta
bl
ea
u 
de
s 
EQ
mi
n n
ec
es
sa
ire
 a
 la
 p
ar
al
lé
lis
at
io
n 
*
/ 
in
t *
Ti
op
t, 
*
Tjo
pt;
 /*
Ta
bl
ea
u
 d
es
 io
pt
 e
tjo
pt
 ne
ce
ss
ai
re
 a
 la
 p
ar
a
llé
lis
at
io
n 
•
t 
X
=(
in
t *
) m
al
lo
c((
n+
l)*
siz
eo
f(i
nt)
); 
TM
 1
 =(
do
ub
le 
•
•
) m
al
lo
c((
n+
 l)*
siz
eo
f(d
ou
ble
*)
); 
!*
 A
llo
c
a
tio
n
 ju
ste
 da
ns
 le
 c
a
s 
d'
u
n
e 
ex
ec
u
tio
n 
e
n
 p
ar
al
le
le
*/
 
if(
n
u
m
pr
o
cs
>
ll
l u
n
pr
oe
=
l)
{ 
Ti
op
t=
(in
t *
) m
a
llo
c
((n
u
m
pr
oc
s+
l)*
siz
co
f(i
nt
));
 
Tj
op
t=(
int
 *)
 m
a
llo
c
((n
um
pr
oc
s+
J)•
si
ze
of
(in
t))
; 
Te
qm
in
 =
'(d
ou
bl
e•
)m
all
oc
((n
um
pr
oc
s+
l}*
si
zc
of
(d
ou
bl
e))
; 
} EQ
mi
n~
(d
ou
bl
e)
LO
NG
_M
A
X
; 
fo
r (
i:::
Q;
i<
=
n
;i+
+
){ 
TM
 1
 [i]
~(
do
ub
lc
*)
ma
ll
oc
((
n+
 1 )
'si
zc
ol
(d
ou
blc
));
 
if
(T
M
I[
i]~
NU
LL
)(
 
pr
in
tf(
"p
ro
bl
e
m
e
 d
e 
m
em
o
ire
");
 
ex
it(
5)
; 
It
em
um
bc
r=
•
It
c
m
u
m
; 
t•
 C
as
 d
'un
e 
la
m
e*
/ 
if(
nu
m
pr
o
cs
 =
 
1 
Il u
n
pr
oc
=
-
1){
 
fo
r (
i=
l;
i<
=
n;
i+
+)
{ 
fo
r 
(j
~l
;j<
"'
fl
;j
++
)(
 
if
(i
•~
j)
( 
} 
o
dp
(D
IS
S,X
,&
i,&
j);
 
co
n
st
ru
ct
io
n
2(
D
IS
S,
TM
 l,
X
); 
ap
pr
ox
_
a
rb
2 
(D
IS
S,
T
M
 1 ,
T
M
,
 W
,&
Itc
m
um
bc
r,A
R
ÉT
É,
LO
N
G
U
EU
R)
; 
EQ
~O
.O
; 
fo
r (
îl
=
l;
il
<
=
n:
il
+
+
){ 
for
 UI
~i
li-
lj
J<
~n
jl
+-r
) 
EQ
•
EQ
+
W
[H
 JU
I ]'
(D
IS
S[H
 ][
ji]
­
TM
[il
 ] [j
i ])
"(D
IS
S[
iiJ
U
I]-
TM
[il
 ][
ji]
); 
} if(
((
i~
l)
&&
(j
~
2)
)11
(E
Q<
EQ
mi
n)
)(
 
EQ
mi
n=
EQ
;io
pt
=i
Jo
pt
=j;
 
t•
 C
as
 d
e 
pl
us
ie
ur
s 
pr
o
ce
ss
e
u
rs
 *
/ 
ci
se
{ 
fo
r 
(i=
l ;
i<
=
n;
i+
+
){ 
} 
if(
i%
nu
m
pr
o
cs
 =
 
m
yi
d) 
{ 
fo
r 
u~
 1 ;
j<9
l;
j+
+
 ){ 
if(
i!
~j
){
 
o
dp
(D
IS
S,X
,&
i,&
j);
 
co
n
st
ru
ct
io
n2
(D
IS
S,T
M
 I,
X
); 
ap
pr
o
x
 
ar
b2
 (D
IS
S,
T
M
I,
T
M
,
W
, 
-
&
lte
m
um
be
r,
A
R
ÉT
É,
LO
NG
UE
UR
); 
EQ
~O
.O
; 
fo
r 
(il
=
l;
il
<
=
n;
il
+
+
){ 
} 
fo
r U
l=
il
+
l ;j
l<
=
n
JI
+
+
) 
EQ
~E
Q
+W
[i
l ][
j I]
'
(D
IS
S[
il 
JU
I ]­
TM
[il
][
ji]
)'(
DI
SS
[il
][j
i]-
TM
[il
][j
l])
; 
if(
((
i~
l)
&&
(j
~
2
))
11
(E
Q<
E
Q
m
in
))
( 
EQ
mi
n=
EQ
;io
pt
=i
;jo
pt=
j;T
cq
m
in
(m
yid
]=
EQ
; 
Ti
op
t[m
yi
d]
~i
;T
jo
pt
[m
yi
dh
; 
/*
 S
yn
ch
ro
n
isa
tio
n 
de
s 
re
su
lta
ts
 •
1 
il(
my
id>
O)
( 
c
ise
{ 
M
PI
_
Se
nd
( &
EQ
m
in,
 1
,
 
M
PI
_D
O
U
BL
E,
O
,
 
0,
 
M
PI
_
CO
M
M
_ W
O
RL
D
 ); 
M
PI
_
Sc
n
d(
 &
io
pt
,
 
1, 
M
PI
_
fN
T,
O,
 
0,
 M
PI
_
C
O
M
M
_ W
O
RL
D
 ); 
M
PI
_
Se
n
d( 
&
jop
t, 
1, 
M
PI
_
fN
T,
O,
 
0,
 M
PI
_
C
O
M
M
_W
O
R
LD
 );
 
M
PI
_
Rc
cv
( &
io
pt
,
 
1, 
M
PI
_
lN
T,
 m
yi
d-
1, 
0,
 M
PI
_
C
O
M
M
_
W
O
RL
D
, &
st
at
us
 );
 
M
P
I_
Rc
cv
( &
jop
t, 
1, 
M
.P
I_
lN
T,
 
m
yi
d-
1, 
0,
 
M
PI
_
C
O
M
M
_W
O
R
LD
, &
st
at
us
 );
 
if(
my
id<
nu
mp
ro
cs
·
l) {
 
M
PI
_S
cn
d( 
&
io
pt
,
 
1,
 
M
PI
_
fN
T,
m
yi
d+
l, 
0,
 M
PI
_C
O
M
M
_
W
O
RL
D
 );
 
M
PI
_
Sc
nd
( &
jop
t, 
1, 
M
PI
_
fN
T,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_ W
O
RL
D
 );
 
fo
r(i
=
l; 
i<
n
u
m
pr
oc
s;
i+
+)
{ 
M
PI
 R
ec
v
( &
Te
qm
in
[i]
,
 
1, 
M
PI
 
D
O
U
BL
E,
 
i, 
0,
 M
PI
 C
O
M
M
 W
O
RL
D
, 
-
&
st
at
us
); 
-
-
-
M
PI
_
Rc
cv
( &
Ti
op
t[i
], 
1,
 
M
PI
_
!N
T,
 i,
 0
, M
PI
_
C
O
M
M
_W
O
R
LD
, &
st
at
us
·
); 
M
PI
_
R
ec
v( 
&
Tj
o
pt
[i]
. 1
,
 
M
PI
_
lN
T,
 i,
 
0,
 
M
PI
_
C
O
M
M
_
W
O
RL
D
,
 
&
sta
tu
s 
); 
fo
r( i
:::
J; 
i<
n
u
m
pr
oc
s;
i+
+
){ 
if 
((
(T
io
pt
[i
]~
l )
&&
(T
jo
pt
[i
]~
Z)
)II
(T
cq
mi
n[
i]<
EQ
mi
n)
){
 
EQ
mi
n""
Te
qm
in
[i]
;io
pt
=T
io
pt
(i]
jo
pt=
Tj
op
t[i
]; 
} M
P
I_
Sc
nd
( &
io
pt
, 
1, 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 
M
PI
_
C
O
M
M
_
W
O
RL
D
 );
 
M
PI
_
Se
nd
( &
jop
t, 
1, 
M
PI
_l
N
T,
m
yî
d+
l, 
0,
 
M
PI
_
C
O
M
M
_ W
O
RL
D
 );
 
} if(
n
>
IO
) J
tc
m
um
be
r=
2*
n-
3;
 
c
i se
 lt
c
m
u
m
bc
t=
 15
; 
o
dp
(D
IS
S,
x
,&
;o
pt
,&
jop
t);
 
c
o
n
st
ru
et
io
n
2(
D
IS
S,
 TM
 1
 ,X
); 
a
pp
ro
x_
ar
b2
 (D
IS
S,T
M
 1 ,
TM
,
 W
,
&
lte
m
um
be
r,A
R
ÉT
É,L
O
N
G
U
EU
R)
; 
fr
cc
(X
); 
fo
r 
(i=
O;
i<
=
n
;i+
+
) 
frc
c
(T
M
ip
]);
 
fre
c(
TM
I);
 
}/*
EN
D
 p
ar
eo
u
rl 
•
t 
M
ét
ho
de
 M
W
 
!•
 
~
~
-
~
-
-
~
~
~
~
~
~
~
~
 
*
 C
et
te
 m
e
th
o
de
 in
fe
re
 u
n 
a
rb
re
 p
hy
lo
ge
n
et
iq
ue
 a
 p
ar
tir
 d
e 
la 
m
at
ri
ce
 
•
 
de
 d
is
ta
n
ce
s 
re
çu
e 
en
 e
n
tr
ee
, e
n
 u
til
isa
nt
 la
 m
et
ho
de
 W
ei
gh
tc
d 
•
 
Le
as
t-
Sq
u
a
rc
s 
(M
ak
ar
e
n
ko
v 
et
 L
ec
le
rc
 1
99
9) 
.
 
.
 
•
 
pa
ra
m
: 
•
 
D
IS
S 
w
 
TM
 
: 
M
at
ric
e 
de
 d
ist
an
ce
s 
: 
M
at
ric
e 
de
 p
oi
ds
 
: 
A
rb
re
 p
hy
lo
ge
n
e t
iq
u
e 
in
fe
re
 
ltc
m
u
m
 
: 
N
om
br
e 
d'i
n
tc
ra
tio
n 
da
ns
 la
 p
ro
ce
du
re
 G
au
ss
-S
ci
dc
r
a
pp
liq
uc
c 
A
R
R
ÊT
É 
Ta
bl
e
a
u
 d
'ar
ct
es
 (d
es
 br
an
ch
es
 d
e 
l'a
rb
re
) 
LO
N
G
U
E
U
R 
Ta
bl
e
a
u
 d
es
 lo
ng
ue
ur
s d
es
 a
re
te
s 
u
n
pr
oc
 
1 (
vr
ai)
 si
 le
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
r u
til
ise
 e
st
 1
,
 s
in
o
n
 0
 (f
au
x)
 
~
~
~
~
~
~
~
~
-
~
~
~
-
-
-
-
-
-
-
~
-
-
~
~
'
*/ 
v
o
id
 p
ar
eo
u
r2
(d
ou
bl
c 
•
•
m
s
S
,
do
ub
le 
.
.
 W
,d
ou
bl
e 
*
*
TM
,in
t 
*
Itc
m
u
m
,
lo
n
g 
int
 *
A
R
ÉT
É,
 d
ou
bl
e 
*
LO
N
G
U
EU
R,
 
in
t 
u
n
pr
oc
) 
{ 
int
 ij
,
i l
j l
,io
pt
jop
t, *
X
,It
em
um
bc
r,O
pt
io
n;
 
do
ub
le
 *
*
TM
 1;
 
do
u
bl
e 
EQ
,E
Qm
in;
 
int
 *
Ti
o
pt
, *
Tjo
pt;
 /*
T
ab
le
a
u
 d
es
 io
pt
 c
tjo
pt
 ne
c
e
ss
a
ire
 a
 la
 p
ar
a
llé
lis
a
tio
n
*
/ 
do
u
bl
e 
*
Te
qm
in
; 
t•
 T
ab
le
a
u
 d
es
 T
eq
m
in
 n
ec
es
sa
ire
 a
 la
 p
ar
al
lé
lis
a
tio
n 
*
/ 
X
=(
in
t *
) m
al
lo
c((
n+
l )*
si
ze
of
\in
t))
; 
TM
 1
 =(
do
ub
le*
*)
 m
a
llo
c((
n+
1)*
siz
eo
f(d
ou
bl
c*
));
 
t•
 A
llo
ca
tio
n 
jus
te
 d
an
s 
le 
c
a
s 
d'u
ne
 e
x
ec
u
tio
n
 e
n
 p
ar
al
le
le*
/ 
if(
nu
m
pr
o
cs
>
 1
 1J 
u
n
pr
oc
=
 1) 
{ 
Ti
op
t=
(in
t *
) m
a
llo
e
((n
um
pr
oe
s+
l)*
siz
eo
f\i
nt
));
 
Tj
op
t=
(in
t 
*
) m
a
llo
c
((n
u
m
pr
oc
s+
l)*
siz
eo
f(i
n
t))
; 
Te
qm
in
==
( d
ou
bl
c
*
)m
all
o
c((
nu
mp
ro
cs
+
 1 )
*s
ize
o
f\ 
do
ub
le
));
 
} EQ
m;
n~
(d
ou
bl
e)
LO
NG
_M
A
X
; 
fo
r (
i=O
;i<
=
n
;i+
+)
 { 
TM
 l f
i]=
( d
ou
bl
e *
)m
all
oe
( (n
+
 1 )
""s
ize
of\
 do
ub
le)
); 
;r 
(T
M
 1 [
;]~
~
N
U
L
L
) {
 
pr
in
tf{
"p
rob
lem
e 
de
 m
em
o
ire
"
); 
ex
ît(
5);
 
Ite
m
u
m
be
t=
*
ltc
m
u
m
; 
Op
t;
on
~n
oo
r 1
 (D
IS
S[
O]
[O
]);
 
X[
O]
~
I; 
/*
 C
as
 d
'u
ne
 la
m
e
*
/ 
if\
nu
m
pr
oc
s
=
l
llu
n
pr
oe
=
l){
 
fo
r (
i=
l ;
i<
=
n;
i+
+
) {
 
fo
r U
=
i+
l j
<
=
n
;j+
+
) 
X[
l]
~;
; 
X
[2
h;
 
c
o
n
st
ru
et
io
n
(D
IS
S,
TM
 1
 ,X
,
W
); 
a
pp
ro
x
_
a
rb
2 
(D
IS
S,
TM
 1
 ,T
M
, W
,&
ltc
m
u
m
bc
r,A
R
ÉT
É,L
O
N
G
U
EU
R)
; 
EQ
=O
.
O;
 
fo
r (
il 
=
1 ;
il
 <
=
n
;i
l+
+
){ 
} 
fo
r U
J=
il
+
l;j
l<
=
n
;jl
+
+
) 
EQ
~E
Q+
W[
; I
JU
 I]
*(
DI
SS
p 1
 JU
 1]
-T
M
[; I
JU
 1
 ])*
 
(D
IS
S[
ii
JU
I]-
T
M
[i
i]U
I])
; 
;r 
(((
;~
 1 )
&&
U
~
2)
)1
1(
EQ
<E
Qm
;n
))
 { 
EQ
mi
n=
EQ
;io
pt
=i
;jo
pt=
j; 
} if (
Op
tio
n=
2) 
br
ea
k;
 
t•
 C
as
 d
e 
pl
u
si
e
u
rs
 p
ro
ce
ss
eu
rs
*/
 
ci
se
{ 
fo
r (
i=
l ;
i<
=n
;i+
+
){ 
if(
i%
nu
mp
ro
cs
 =
 
m
yi
d) 
{ 
fo
r U
=
i+
1 j
<
=
n
;j+
+
){ 
X
[l
h 
X
[2
h;
 
eo
n
st
ru
ct
îo
n
(D
IS
S,T
M
 1 ,
X
,
W
); 
ap
pr
o
x
_
ar
b2
 (D
IS
S,T
M
 1
 ,T
M
,
 W
,
&
Ite
m
u
m
be
r,A
R
ÉT
É,
LO
N
G
U
EU
R)
; 
EQ
~O
.O
; 
fo
r (
il=
l;
il
<
=
n;
îl
+
+
) {
 
} 
fo
r 
U
l=
i1
+
1j
l<
=
n
jl+
+
) 
EQ
~E
Q+
W[
d 
JU 
I]*
(D
IS
S[
i 1
 JU
 1]
-T
M
[i I
]U
 1 ]
)* 
(D
IS
S[
d
JU
I]-
T
M
[i
iJ
U
I])
; 
;r 
(((
i~
 I
)&
&U
~
2)
)11
(E
Q<
EQ
m;
n)
) {
 
EQ
mi
n=
EQ
;io
pt
=î
jo
pt
=j;
Te
qm
in
[m
yid
]=
EQ
;T
io
pt
[m
yid
]=
i;T
jop
tfm
yid
]=j
; 
} if (
Op
tio
n
=
2)
 br
ea
k;
 
} t• 
Sy
nc
hr
o
n
isa
tio
n 
de
s 
re
su
lta
ts
 *
/ 
if(
my
id>
O)
{ M
PI
_
Sc
n
d(
 &
EQ
nù
n,
 
1,
 
M
PI
_
D
O
U
B
LE
,
O,
 
0,
 M
PI
_
C
O
M
M
_ W
O
R
LD
 );
 
M
P
I_
Sc
nd
( &
io
pt
,
 
1, 
M
PI
_
IN
T,
O,
 
0,
 M
PI
_
C
O
M
M
_
 
W
O
R
LD
 );
 
M
P
I_
Sc
n
d(
 &
jop
t, 
1, 
M
PI
_f
N
T,
O
,
 
0,
 M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
M
PI
_
Re
c
v
( &
io
pt
, 
1, 
M
PI
_
IN
T
,
 
m
yi
d-
1, 
0,
 
M
PI
_
C
O
M
M
_ W
O
RL
D
,
 
&
st
a
tu
s 
); 
M
P
I_
Rc
c
v
( &
jop
t, 
1, 
M
PI
_
IN
T
,
 
m
yi
d-
1, 
0,
 
M
PI
_
C
O
M
M
_ W
O
R
LD
,
 
&
st
at
us
 );
 
ci
se
{ 
if(
my
id
<
n
u
m
pr
oc
s-
1) 
{ 
M
PI
_
Se
nd
( &
io
pt
,
 
1, 
M
PI
_
IN
T,
m
yi
d+
l, 
0,
 
M
PI
_C
O
M
M
_ W
O
R
LD
 );
 
M
PI
_
Se
nd
( &
jop
t, 
1,
 
M
PI
_I
N
r,
m
yi
d+
l,
 
0,
 M
Pl
_
C
O
M
M
_
W
O
R
LD
 );
 
fo
r(i
=
l;
 i<
n
u
m
pr
oc
s;
i+
+
){
 
M
PI
_
R
cc
v(
 &
Tc
qm
in
(i]
,
 
1,
 
M
PI
_
D
O
U
BL
E,
 i,
 0
, M
PI
_
C
O
M
M
_ W
O
R
LD
, 
&
st
at
us
}; 
M
PI
_
R
cc
v(
 &
Ti
op
t(i
], 
1,
 
M
P
I_
IN
T,
 i,
 
0, 
M
PI
_
C
O
M
M
_
 
W
O
RL
D
, &
st
at
us
 ); 
M
PI
_
Re
c
v
( &
Tj
op
t[i
], 
1,
 
M
PI
_
IN
T,
 i,
 0
, M
P
I_
C
O
M
M
_W
O
R
LD
, &
st
at
us
 ); 
} 
} for
(i=
l; 
i<
n
u
m
pr
o
c
s;
i+
+
){ 
} 
if
 ((
(T
io
pt
[i
]~
 1 )
&&
(T
jo
pt
[i
]~
2)
)1
1(
Tc
qm
 in
[i]
<E
Qm
in)
) ( 
EQ
mi
n=
Te
qm
in
[i]
;io
pt
=T
io
pt
[i]
jop
t=
Tj
op
t[i
]; 
M
PI
_
Sc
nd
( &
io
pt
, 
1,
 
M
PI
_
rN
T,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_W
O
R
LD
 );
 
M
PI
_
Sc
n
d(
 &
jop
t, 
1,
 
M
PI
_
[N
T,
m
yi
d+
l, 
0,
 M
PI
_
C
O
M
M
_
 
W
O
RL
D
 );
 
if
(n
>
IO
) l
tc
rn
um
be
r=
2*
n-
3;
 
c
ise
 lt
c
m
u
m
bc
r=
l5
; 
X[
l]
~i
op
t; 
X(
2]
~j
op
t; 
c
o
n
su
u
c
tio
n
(D
IS
S,
TM
 l,
X
,
 W
); 
a
pp
ro
x
_
ar
b2
 (D
IS
S,
T
M
I,
T
M
,
W
,
&
It
cm
um
be
r,A
R
ÉT
É,
LO
N
G
U
EU
R
); 
fre
c(X
); 
fo
r (
i=
O;
i<
=
n
;i+
+
) 
frc
c
(T
M
I(i
]);
 
fr
cc
(T
M
I);
 
} /
*
 E
N
D
 p
ar
co
ur
2 
*
/ 
M
ét
ho
de
 B
io
N
J 
: 
!·~
~
~
~
-
-
~
~
-
-
-
-
~
~
-
-
-
-
~
-
-
-
-
-
-
-
-
~
~
~
~
~
~
~
~
-
-
-
-
-
-
~
~
 
•
 
C
et
te
 m
e
th
od
e 
in
fe
re
 u
n
 a
rb
re
 p
hy
lo
ge
n
e
tiq
ue
 a 
pa
rt
ir
 d
e 
la 
m
a
tr
ice
 
•
 
de
 d
ist
an
ce
s 
re
çu
e 
e
n
 e
n
tr
ee
,
 
e
n
 u
til
is
an
t 
la 
m
e
th
od
e 
B
io
N
J(G
as
cu
el 
19
97
) 
.
 
M
ai
n 
pr
og
ra
m
 
a
rg
c 
is 
th
e 
n
u
m
be
r o
f a
rg
um
en
ts
 
.
.
.
 a
rg
v 
c
o
n
ta
in
s 
th
e 
a
rg
um
en
ts
: 
th
e 
fir
st 
a
rg
um
en
t h
as
 to
 b
e 
B
IO
N
J;
 
th
e 
se
c
o
n
d 
is 
th
e 
in
pt
u-
fil
c;
 
th
e 
th
ir
d 
is 
th
e 
o
u
tp
ut
-f
ile
. 
W
he
n 
th
e 
in
pu
t a
n
d 
o
u
tp
ut
 fi
le
s 
a
re
 
n
o
t 
gi
v
en
, 
th
e 
u
se
r 
is 
as
ke
d 
fo
r 
th
em
. 
\*
~
-
-
~
-
-
-
-
~
~
~
~
~
~
~
~
~
--
--
--
-~
--
-~
-
-
-
-
~
~
~
~
~
-
-
~
 
v
o
id
 B
io
N
J_
m
a
in 
(d
ou
bl
e *
*
D
I, 
do
ub
le 
*
*
D
A
) 
( 
Fl
LE
 *
in
pu
t=
N
U
LL
; 
Fl
LE
 *
o
u
tp
ut
=N
U
LL
; 
PO
[N
TE
RS
 *t
re
es
~N
UL
L
; 
c
ha
r *
N
am
e
_
fic
h
l; 
t•
 p
oi
nt
er
 to
 i
np
ut
 fi
le*
/ 
/*
 p
o i
nt
er
 to
 o
u
tp
ut
 fi
le
 •
t 
/*
lis
t o
fs
ub
tr
ee
s*
/ 
/*
 n
a
m
e
 o
f t
he
 in
pu
t f
ile
*/
 
.
,
 
c
ha
r 
*
N
am
e 
fic
h2
; 
c
ha
r 
*
c
ha
in
 i; 
c
ha
r 
*
ch
ai
n2
; 
in
t •
a,
 *
b;
 
n
o
a
t 
•
•
de
lt
a;
 
flo
at
 la
; 
flo
at
 lb
; 
flo
at
 v
a
b;
 
flo
at
 la
m
da
; 
in
ti
; 
in
t o
k;
 
in
t 
r; 
in
t x
, 
y; 
c
lo
ck
 t
 c
lo
ck
 s
ta
rt
,
 
c
lo
c
k 
e
n
d;
 
do
ub
lC
 t;
 
-
-
in
t 
Pr
j; 
in
t l
as
t 1
 , l
as
t2
, l
as
t3
; 
do
ub
le
 *
T
l ,
L,
Li
i,L
jj,
ll 
,12
,13
; 
in
t 
*
T
,ii
,.
ü,
n
l;
 
/*
 n
a
m
e
 o
f t
he
 o
u
tp
ut
 fi
le
*
/ 
/*
 s
tr
in
gi
ze
d 
br
an
ch
-lc
n
gt
h*
/ 
/ *
id
em
 
•
t 
t•
 p
ai
r t
o 
be
 a
gg
lo
m
e
ra
tc
d*
/ 
t•
 
de
lt
a 
m
a
tr
ix
•/
 
1*
 fi
rs
t t
ax
on
's
 b
ra
n
c
h-
lc
n
gt
h*
/ 
!*
s
e
c
o
n
d 
ta
x
o
n
's
 b
ra
nc
h-
le
ng
th
*/
 
t•
 v
a
ria
nc
e 
o
f D
ab
*/
 
/*
n
u
m
be
r o
f s
u
bt
re
es
*/
 
T
l=
(d
ou
bl
c 
*
) m
a
llo
c
((n
+
l)*
siz
eo
f(d
ou
bl
c))
; 
T=
(in
t *
) m
a
llo
c((
n+
l}*
siz
eo
f(i
n
t})
; 
fo
r
(i=
l;
i<
=
n
;i+
+
) 
( 
T
(i
h
 
Tl
[i]
~O
.O
; 
t•
 
A
llo
c
a
tio
n
 o
f m
e
m
o
ri
es
 
*
/ 
a
=
(in
t*
)c
all
o
c( 
1 ,
si
z
eo
f(i
n
t))
; 
b=
{in
t*
)ca
llo
c( 
l,
si
zc
of
(in
t})
; 
t•
 
C
re
a t
e 
th
e 
de
lta
 m
a
tr
ix
 
•
t 
de
lta
=
(fl
oa
t *
*
)ca
llo
c(
n
+
 1 ,
si
ze
of
(fl
oa
t*)
); 
fo
r(i
=
l; 
i<
= 
n
; i
+
+
) 
( 
dc
lta
[i}
=(
flo
at 
*
)ca
\lo
c(n
+
l; 
si
zc
of
(fl
oa
t))
; 
if(
dc
lta
[i]
-
N
U
LL
) 
( 
{ p
rin
tf(
"D
ata
 m
at
rix
 is
 t
ao
 la
rg
e-
B
io
N
J"
); 
/*
m
_
e
rr
o
r=
-
1 ;
*/
 r
c
tu
m
;} 
fo
r(i
=
l; 
i <
=
 n
; i
+
+
) 
( 
fo
r(F
I;
j <
~
n;
j+
+)
 
dc
lta
[i
]U
J~
DI
[i
][
j]
; 
fo
r(i
=
l; 
i<
=n
; i
+
+
) 
de
lt
a(
i](
O]
~O
.O
; 
t•
 
in
iti
al
is
e 
an
d 
sy
m
m
et
ri
ze
 th
e 
ru
n
n
in
g 
de
lta
 m
a
tr
ix
 
*/ 
r=
n
; 
*
a=
O;
 
*
b=
O;
 
w
hi
le
(r
>
3)
 
/*
 u
n
til
 r=
3 
*
/ 
{ 
Co
m
pu
te
_
s
u
m
s_
Sx
(d
elt
a, 
n);
 
B
cs
t_
pa
.
ir
(d
cl
ta
,
 
r,
 
a
, 
b,
 n
); 
va
b=
Va
ria
nc
e(*
a, 
*
b,
 
de
lta
); 
la
=
B
ra
nc
h _
le
n
gt
h(
*a
, "
b,
 d
el
ta
, r
); 
lb
=B
ra
nc
h_
lc
ng
th
(*
b, 
•
a
,
 
de
lta
, r
); 
lam
da
=
La
m
da
(*
a, 
*
b,
 v
ab
, d
el
ta
,
 
n
,
 
r);
 
fo
r(i
=
l;
 i 
<
=
 n
; 
i+
+
) 
{ 
/*
c
o
m
pu
te
 th
e 
su
m
 S
x 
•
t 
t•
 
fin
d 
th
e 
be
st
 p
ai
r b
y 
*
/ 
/*
m
in
im
iz
in
g(
l) 
•
t 
/*
 c
o
m
pu
te
 b
ra
nc
h-
lc
n
gt
hs
 
*
/ 
/*
 u
si
ng
 fo
rm
ul
a 
(2
) 
*
/ 
/ *
c
o
m
pu
te
 la
m
bd
a*
 u
si
ng
 (9
)*
/ 
if(
!E
mp
tic
d(
i,d
el
ta
) &
&
 (i
 !=
*
a) 
&
&
 (i 
!=
 
*
b)
) 
{ 
if(
*a
>
 i)
 
{ } cis
e 
{ 
x
=
•
 a
; 
y=
i; 
x
=
i; 
y=
*a
; 
/*
 a
pp
ly
 re
du
ct
io
n 
fo
m
m
la
e 
*
/ 
} 
/*
 4
 a
n
d 
10
 to
 d
el
ta
 
*
/ 
de
lta
[x
l[y
l=
R
ed
uc
tio
n4
(*
a, 
l a,
 *
b,
 lb
,
 
i, 
la
m
da
, d
el
ta
); 
dc
lta
{y
][x
l=
R
ed
uc
tio
n!
O
(*
a, 
*
b,
 
i, 
la
m
da
,
 
v
ab
, d
el
ta
); 
!*
 M
is
e 
a 
jou
r 
de
 D
A
 *
/ 
if
(la
<O
.O
OO
OI
) l
a~
O.
OO
OO
I; 
if
(lb
<
O.
OO
OO
I) 
lb
~O
.O
OO
O
I; 
n
l=
r;
 ii
=
*
b;
jj=
*
a
; 
Li
i=
Ib
; L
jj=
la;
 
fo
r (
i=
 1 ;
i<
=
n
;i+
+
) 
{ 
if
(T
[i
]~
ii)
 T
l[
i]
~T
I [i
]+
Li
i; 
if
(T
[i]
~
lj)
 T
l[
i]
~T
I [i
]+
Ll
j; 
} for
 G
=
l j<
=n
j+
+)
 
{ 
if
(T
(j]
-
li)
 
{ 
fo
r (
i=
l ;i
<
=
n
;i+
+)
 
{ 
if
(T
[i
]~
ii)
 
{ 
.
 
fo
r o
~ 1
 j<
-n
j+
+
) 
if
(T
UJ
~i
i) 
TU
J~
lj;
 
/*
e
n
d 
o
f b
lo
c
 u
pd
at
c 
D
A
*/
 
dc
lt
a[
*b
][
O]
~I
.O
; 
r=
r-
1
; 
DA
[i]
UJ
~T
I[
i]
+T
I U
J; 
DA
[j
][
i]
~O
A[
i]
[j
]; 
/*
 m
a
kc
 th
e 
b 
Jin
c e
m
pt
y 
•
t 
J•
 
dc
cr
ca
se
 r
 
*
/ 
Fi
ni
sh
( d
el
ta
, n
, 
tr
ce
s,
 
o
u
tp
ut
,&
ll
,
&
l2
,&
13
,&
1a
stl
 ,&
la
st2
,&
1a
st3
); 
/*
c
o
m
pu
te
 th
e 
br
an
ch
-
le
n
gt
hs
*/
 
if
(II
<O
.O
OO
O
I) 
11
~0
.0
00
01
 
if
(l2
<0
.00
00
1) 
12
-
0.
00
00
1 
if
(l3
<0
.0
00
01
) 1
3~
0.
00
00
1 
!•
tt 
re
s
te
 3
 s
o
m
m
e
ts
*
/ 
fo
r (
j~
lj
<~
;j
++
) 
{ 
fo
r (
i=
l ;
i<
=n
;i+
+
) 
{ 
if
((
TU
J~
Ias
ti
)&
&(
T[
i]~
las
t2
))
 
{ } 
O
A
[i]
[i]
-
T
I [i
]+
 T
l U
J+
II 
+
12
; 
DA
UJ
[i
]~
OA
[i
]U
J;
 
if 
((
T
[j
]~
las
tl
 )
&&
(T
[i
]~
las
t3
))
 
{ 
DA
[i
][
j]
~T
I [
i]+
 T
l U
J+
II 
+
13
; 
OA
[j
][
i]~
OA
[i
][
j]
; 
} if(
(T
[j
]~
las
t2
)&
&(
T[
i]
~
las
t3)
) 
{ 
DA
[i
](
j]
~T
I [i
]+
T
I [j
]+
l2
+
13
; 
OA
[j
][
i]
~O
A[
i][
j];
 
} OA
(j
]U
J~
O;
 
fr
cc
(T
); 
fr
cc
(T
I);
 
/*
en
d 
o
f b
lo
c 
Il 
re
st
e 
3 
so
m
m
e
ts
*/
 
fr
ee
(d
elt
a);
 
r e
tu
m
; 
} /
*
E
N
D
 B
io
N
J_
m
a
in
 *
! 
M
ét
ho
de
 d
e 
B
oo
ts
tr
a
p 
; 
J·····
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
 
•
 
A
lg
or
ith
m
e 
de
 b
oo
ts
tra
p 
•
 
1. 
se
qu
en
ce
 
•
 
2.
 
m
at
ric
e 
de
 d
is
ta
nc
es
 
•
 
3. 
bi
pa
rti
tîo
n(
are
te)
 
.
 
.
 
-
>
 m
a
tr
ic
e 
de
 d
is
ta
nc
es
 (D
) 
-
>
 a
rb
re
 A
(ar
ete
,lo
ng
ue
ur
) 
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
! 
in
t b
oo
ts
tra
p_
fu
nc
tio
nO
{ 
/*
 C
al
c
ul
 p
ou
r l
a 
se
qu
en
c
e
 in
iti
al
e*
/ 
lo
n
g 
in
t •
 A
R
ÉT
É;
 
in
t 
*
ta
bC
om
pa
ra
iso
n
; 
in
t 
•
•
Tt
ab
C
om
pa
ra
is
on
; /
*
M
at
ric
e
 d
e 
c
o
m
pa
ra
is
on
 n
ec
es
sa
ire
 p
ou
r 
le 
pa
ra
lle
lis
m
e*
/ 
do
ub
le 
•
L
O
N
G
U
EU
R,
Pr
; 
in
t 
in
tN
br
eE
sp
ec
e
s,
in
tN
br
eS
itc
s,
i,r
,in
tB
oo
ts
tra
p,
im
R
c
to
ur
=
O;
 
c
ha
r 
•
•
m
a
tS
itc
s;
 
do
ub
le
 •
•
m
a
tD
is
ta
n
ce
s;
 
c
ha
r •
•
to
to
; 
in
t i
nt
D
im
Ta
b;
 
do
ub
le
 •
rn
 
D
l; 
in
t •
•
 
m
a
t8
iP
ar
tit
io
n;
 
in
t •
•
 
m
a
tB
iP
ar
tit
io
nT
m
p;
 
c
ha
r •
•
m
a
tN
om
sE
sp
cc
es
; 
in
t j,
k,
p,
m
 •
 
0;
 ·
 
in
t t
o
u
r;
 
Fl
LE
 *
bs
; 
in
t b
ln
Ex
ac
t, 
bl
nE
xa
ct
ln
v
e
rs
; 
Fl
LE
 • 
tm
p 
•
 
fo
pc
n(
p_
in
pu
t,"
r"
); 
fs
c
a
n
f(t
mp
,
"
%
d"
,
&
in
tN
br
eE
sp
cc
es
); 
fs
ca
nf
(tm
p,
"
%
d"
,
&
in
tN
br
eS
itc
s);
 
fc
\o
se
(tm
p)
; 
if{
int
Nb
rc
Es
pc
ce
s<
n
u
m
pr
oc
s) 
m
ax
pr
o
cs
::
:in
tN
br
eE
sp
ec
cs
; 
·~· 
m
a
x
pr
oc
s
"
"
 
n
u
m
pr
oc
s;
 
sc
qT
oD
isr
an
cc
(p
 _i
np
ut
,
&
m
at
D
is
ta
nc
es
,
 1 )
; 
1•
 
A
pp
el
 d
e 
la 
fo
nc
tio
n 
tr
cx
 e
n
 m
o
de
 m
u
lti
pr
oc
es
se
ur
 •
! 
tr
ex
(p
_
m
at
rix
,"
"
,
"
"
,
&
A
RÉ
TÉ
,&
LO
NG
UE
UR
,O
,
O);
 
m
at
B
iP
ar
tit
io
n 
"
"
(in
t *
*
) m
a
llo
c((
(2
•in
tN
br
eE
sp
cc
es
·
3)
+
2)
*s
ize
of
(in
t•)
); 
m
at
B
iP
ar
tit
io
nT
m
p
"
'"
 
(in
t *
*
) m
a
llo
c((
(2
*in
tN
brc
Es
pe
c
c
s·
3)
+
2)*
si
zc
of
{in
t*)
); 
fo
r (
i~
;i
<•
2*
in
tN
br
eE
sp
cc
es
·3
+ l
;i+
+)
 { 
} 
m
at
B
iP
ar
tit
io
nr
il=
(in
t *
) m
a
llo
c((
(2
*in
tN
br
cE
sp
cc
cs
·
3)
+
2)
*
si
ze
of
(in
t))
; 
m
at
B
iP
ar
tit
io
nT
m
p[
i]=
=(
in
t 
*
) m
a
llo
c((
(2
*
in
tN
br
c
Es
pc
cc
s-
3)
+
2)
*s
izc
of
{in
t))
; 
fo
r (
i•
l;
 i<
-2
*i
nt
N
br
cE
sp
cc
es
-3
; i
+
+
) 
fo
r U
=
l;
 j<
""
2*
in
tN
br
cE
sp
ec
cs
-3
; j+
+
) 
m
at
B
iP
ar
tit
io
nT
m
p[
i][
j)"
" 0
; 
m
a
tN
om
sE
sp
ec
c
s=
(c
ha
r 
*
*
)m
all
oc
((i
ntN
br
eE
sp
cc
es 
+
 
l)*
siz
eo
f(c
ha
r*
));
 
fo
r 
(i 
=
 
0;
 i 
<
=
 in
tN
br
eE
sp
ec
es
; i
+
+
) 
{ 
t•
 2
0 
c
o
rr
es
pc
n
d 
a 
la 
ta
ill
e 
m
ax
 d
u 
n
o
m
 d
'e
sp
èc
e•
/ 
m
a
tN
om
sE
sp
cc
es
(i]
 = 
(ch
a r
•)m
all
o
c
((2
0)
•si
zc
of
{c
ha
r))
; 
if
 (in
tN
br
eS
ite
s 
!• 
0) 
t•
 M
at
ri
c
e
 d
e 
si
te
s•
/ 
m
at
Si
te
s=
(c
ha
r *
*
)m
all
oc
((i
ntN
br
eE
sp
cc
es
 + 
1 )*
siz
co
f{c
ha
r*
));
 
m
at
O
is
 ta
nc
es
=
 
(d
ou
bl
e 
*
*
)m
all
oc
((i
ntN
br
cE
sp
cc
cs
 + 
l)*
siz
co
f{
do
ub
le•
));
 
fo
r 
(i 
=
 0;
 i 
<
• 
in
tN
br
cE
sp
ec
es
; i
+
+
) 
{ 
m
at
Si
tc
s[i
)•
 
(c
ha
r*
)m
al
lo
c(
(î
nt
Nb
r~
Si
tcs
 +
 l
)*
siz
e
o
f(c
ha
r))
; 
m
a
tD
is
ta
nc
es
[i)
 =
 
(d
ou
ble
•)m
all
oc
((i
ntN
br
cE
sp
cc
cs
 + 
l)*
siz
co
f{
do
ub
lc)
); 
p_
Rc
c
u
pc
rc
rB
ip
ar
tit
io
n
(A
RË
TÉ
,m
atB
iP
ar
tit
io
n,
in
tN
br
eE
sp
ec
es
); 
st
rc
py
(in
fil
en
am
c, 
p_
in
pu
t);
 
in 
fil
e
"
"
' 
fo
pe
n(
in
fil
en
am
e,
 "r
");
 
fs
ec
k(
inf
ile
,
 
0, 
0)
; 
gc
t_
pa
th
(in
fil
cn
am
e,
o
u
tfi
le
na
m
e)
; 
st
rc
a
t(o
utf
ilc
na
mc
,
 
"
o
u
t"
); 
ib
m
pc
"
"
 
lB
M
C
R
T;
 
an
si
 -
A
N
SI
C
R
T;
 
if
(p
_
bo
ot
-
0)
 
{ 
bo
ot
st
ra
p 
•
 
1;
 
jac
kk
ni
fe
 =
 
0;
 
in
tB
oo
ts
tra
p 
=
 
1;
 
c~
e 
{ 
bo
ot
st
ra
p
"
"
' 
0;
 
jac
kk
nif
e =
 1
; 
in
tB
oo
ts
tr
ap
'"
" 
2;
 
do
in
pu
t( 1
,
 
to
to
); 
re
ps
""
 p
_
n
bR
e
p;
 
if
(o
ut
fil
cn
nm
e
[O
l-
=
-
'\0
') 
e~
e 
( 
{ 
pr
int
f("
Er
ro
r 
ou
tpu
t f
ile
 .. "
); r
ct
um
 8
; )
 
if\
n
u
m
pr
oc
s>
 1)
{ 
} 
Tt
ab
Co
m
pa
ra
is
o
n
"
"
 
(in
t •
•
) m
al
lo
c
((n
u
m
pr
oc
s+
J)*
si
ze
of
{in
t))
; 
fo
r (
r=
O;
r<
=n
um
pr
o
c
s;
r+
+)
{ 
Tt
ab
C
om
pa
ra
is
on
[r]
=
=
(in
t •
)m
all
oc
(((
2*
in
tN
br
e
Es
pe
ce
s-
3)
 +
 l
)*
siz
eo
f{i
n
t))
; 
fo
r( t
o
u
r
=
 
1; 
to
ur
<
=
 2
•i
nt
N
br
e
Es
pc
cc
s·
3;
 to
ur
+
+
) 
Tt
ab
C
om
pa
ra
is
o
n
(r]
[to
ur
] =
 0;
 
t•
 A
llo
c
a
tio
n
 d
e 
m
e
m
o
ir
e 
du
 v
ec
te
u
r 
de
s 
po
ur
ce
n
ta
ge
s 
de
s 
ar
êt
es
 d
e 
ba
se
s*
/ 
ta
bC
om
pa
ra
is
on
"
"
 
(in
t *
)m
all
o
c
(((
2*
int
Nb
rcE
sp
ec
cs
·3
) +
 I
)*
siz
eo
f(i
nt)
); 
fo
r (
r =
 1
; r
 <
=
 
2*
in
tN
br
eE
sp
cc
es
-3
; r
+
+
) 
ta
bC
om
pa
ra
is
on
[r]
 =
 
0;
 
t•
 C
as
 d
e 
l'e
x
e
c
u
tio
n 
su
r 
un
 s
eu
l p
ro
ce
ss
eu
r •
1 
if(
nu
mp
ro
c
s'
-
'
1)
{ 
} cis
e
( 
fo
r (
r 
=
 1;
 r
 <
=
re
ps
; r
+
+
) {
 
to
to
ta
=
 
r;
 
Pc
:f
lo
or
((d
ou
btc
)(
IO
OO
 •
 
(r+
t))
 1 (
re
ps
+
 2
));
 
bo
ot
w
rit
eO
; 
fs
ec
k(
ou
tfi
lc,
 
0,
 
0);
 
fs
ca
nf
(o
utf
ile
,"%
d"
,&
int
Nb
reE
sp
ec
es
); 
fs
ca
nf
{o
utf
ile
,
"
%
d"
,
&
in
tN
br
eS
ite
s);
 
fc
lo
se
(o
utf
ile
); 
in
tR
e
to
u
r 
=
 s
e
qT
oD
is
ta
nc
e(o
utf
ile
n
a
m
e
,
&
m
at
D
is
ta
nc
es
, 1
 ); 
if
(in
tR
eto
ur
 !=
 
0) 
rc
tu
m
 ·1
; 
!*
A
pp
el
 d
e 
la
 fo
nc
tio
n 
tr
ex
 e
n
 m
o
de
 u
n
ip
ro
c
e
ss
e
u
r 
*
/ 
tr
cx
(p
_
m
at
rix
,"
"
,"
"
,
&
A
RÉ
TÉ
,&
LO
NG
UE
UR
,O
, t 
); 
p_
R
ec
up
cr
er
B
ip
ar
tit
io
n
(A
RÉ
TÉ
, m
at
B
iP
ar
tit
io
n
Tm
p,
 
in
tN
br
cE
sp
ec
c
s);
 
p_
C
om
pa
re
rB
ip
ar
t it
io
n
(m
atB
iP
ar
tit
io
n,
 
m
at
B
iP
ar
tit
io
nT
m
p,
 
ta
bC
om
pa
ra
iso
n
,
 
in
tN
br
eE
sp
ec
es
); 
if
(r
<
 r
ep
s) 
{ 
i f(
(o
ut
fil
e 
•
 
fo
pc
n
(o
utf
ilc
n
a
m
e
,"
w
+
"
)) 
=
 
0) 
{ 
pr
in
tf{
"E
rro
r o
u
tp
ut
 fi
le
 .. 
"
); 
re
ru
m
 -
1;
 }
 
fo
r (
r,
.
 
1; 
r 
<
=
re
ps
; r
+
+
) {
 
/*
 R
ep
ar
tit
io
n 
de
s 
tâ
ch
es
 a
u
 n
iv
ea
u 
de
 ch
aq
ue
 p
ro
ce
ss
eu
r *
/ 
if{
r%
nu
mp
roc
s
-=
m
yi
d) 
{ 
to
to
ta
-
r;
 
Pc
-f
lo
o
r((
do
ub
te)
(tO
OO
 • 
(r+
t))
 1 
(re
ps
+
 2
));
 
bo
ot
w
rit
e()
; 
fs
cc
k(o
ut:
fil
c, 
0,
 0
); 
fs
ca
nf
(o
utf
ile
,"
o
/od
",
&
in
tN
br
eE
sp
ec
es
); 
fs
ca
nf
{o
u
tfi
le
,
"
o/o
d"
,&
in
tN
br
c
Si
tc
s);
 
fc
lo
sc
(o
u
tfi
le
); 
in
tR
ct
ou
r =
 s
c
qT
o
D
is
ta
nc
e(
ou
tfi
len
am
e,&
ma
tD
ist
an
ce
s, 
1 );
 
if
 (in
tR
eto
ur
 !=
 
0) 
rc
tu
m
 -
1:
 
t•
 A
pp
el 
de
 la
 f
on
ct
io
n 
tr
ex
 e
n
 m
o
de
 u
n
ip
ro
cc
ss
cu
r 
•
t 
tr
cx
(p
_
m
a
tr
ix
,"
",
""
,&
A
R
ÉT
É,
&
LO
N
G
U
EU
R
,O
,l
); 
p_
R
c
c
u
pe
rc
rB
ip
ar
tit
io
n(
AR
ÉT
É, 
m
a
tB
iP
ar
tit
io
n
T
m
p,
 
in
tN
br
c
Es
pc
ce
s);
 
p_
C
om
pa
re
rB
ip
ar
tit
io
n(
ma
tB
iP
a
rt
iti
on
,
 
m
a
tB
iP
ar
tit
io
n
T
m
p,
 
Tt
a
bC
om
pa
ra
iso
n
[m
yid
], 
in
tN
br
eE
sp
ec
es
); 
if
(r
<
 r
e
ps
) 
{ 
if
((o
ut
fil
e"
" f
op
cn
(o
ut
fil
e
n
a
m
e
,"
w
+
"
)) 
=
 
0)
 
{ 
pr
in
tf{
"E
rro
r 
o
u
tp
ut
 fi
le
 .. "
); 
rc
tu
m
 -
1;
 }
 
/*
Sy
nc
hr
on
is
at
io
n
 d
u 
re
su
lta
t*
/ 
if(
my
id>
O)
{ 
} cis
e{
 
!*
 E
n
v
o
ie
 d
e 
m
a
tr
ic
e 
de
 c
o
m
pa
ra
is
on
 *
/ 
fo
r 
(r
=
 
1;
 r 
<
=
 2
*i
nt
N
br
cE
sp
cc
es
-3
; r
+-
+) 
M
PI
_
Se
nd
( &
Tt
ab
C
om
pa
ra
is
on
[m
yi
dl
[r]
,
 
1,
 
M
PI
_I
N
T,
O,
 
0, 
M
PI
_C
O
M
M
_ W
O
R
LD
 );
 
/*
R
ec
ep
tio
n 
de
 ta
bl
e 
de
 c
o
m
pa
ra
is
on
*/
 
fo
r (
r 
=
 
1;
 r 
<
=
 
2*
in
tN
br
eE
sp
cc
es
-3
; r
+-
+) 
M
P
I_
R
cc
v(
 &
ta
bC
om
pa
r
a
is
on
[r]
,
 
1,
 
M
PI
_
rN
T,
 
m
yi
d-
1
,
 
0,
 
M
PI
_ C
O
M
M
 _ W
O
R
LD
, &
st
at
us
 );
 
/*
 E
n
v
o
ie 
de
 la
 t
ab
le 
de
 c
o
m
pa
ra
iso
n
 a
u
 p
ro
ce
ss
e
u
r 
su
iv
an
t *
/ 
if{
my
id<
n
u
m
pr
oc
s-
1) 
{ 
fo
r 
(r 
=
 
1;
 r
 <
=
 
2*
in
tN
br
eE
sp
cc
es
-3
; r
+-
+) 
M
PI
_
Se
n
d(
 &
ta
bC
om
pa
ra
is
on
[r]
,
 
1,
 
M
PI
_
IN
T,
m
yi
d+
I,
 0
,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
 );
 
t•
 R
ec
ep
tio
n 
de
 la
 m
a
tr
ic
e
 d
e 
c
o
m
pa
ra
is
on
 e
n
v
o
ye
e 
pa
r c
ha
qu
e 
pr
o
c
e
s
s
e
u
r*
/ 
fo
r(t
ou
r=
l; 
to
ur
<
nu
m
pr
oc
s;
to
ur
++
){
 
fo
r (
r =
 1
; r
 <
=
 2
*i
nt
N
br
eE
sp
ec
cs
-3
; r
+-
+) 
M
PI
 R
cc
v(
 &
Tt
ab
C
om
pa
ra
is
on
[to
ur
)(r
], 
1,
 
M
PI
 !
N
T
,
 
to
u
r,
 
-
0,
 M
P
I_
C
O
M
M
_W
O
R
LD
, &
st
at
us
 );
 
/*
 R
e
c
o
n
st
ru
ct
io
n
 d
u 
ta
bl
e 
de
 c
o
m
pa
ra
iso
n
 *
/ 
fo
r (
r =
 
1; 
r 
<
=
 2
•i
n
tN
br
c
E
sp
cc
cs
-3
; r
+
+
){ 
fo
r(t
ou
r-0
; t
ou
r<
nu
m
pr
oc
s;
to
ur
++
) 
} 
ta
bC
om
pa
ra
is
on
[rl
 ""
T
ta
bC
om
pa
ra
is
o
n
[to
ur
][
r] 
+
 
ta
bC
om
pa
ra
is
on
[ r 1
; 
/*
E
nv
oi
e 
du
 ta
bl
e
a
u
 d
e 
c
o
m
pa
ra
is
on
 a
u
 p
ro
ce
ss
eu
r s
u
iv
an
t*
/ 
fo
r 
(r 
=
 1
; r
 <
=
 2
*i
nt
N
br
cE
sp
cc
cs
-3
; r
+
+
) 
M
 PI
_
 
Sc
nd
( &
ta
bC
om
pa
ra
is
on
[ r ]
,
 
1 ,
 
M
 PI
_
 
IN
T,
m
yi
d+
 1,
 
0,
 
M
PI
_
C
O
M
M
_ W
O
R
LD
 );
 
/*
C
al
cu
l d
es
 p
ou
rc
en
ta
ge
s 
de
s 
a
rê
te
s 
in
te
rn
e
s*
/ 
fo
r (
i=
l ;
i<
=
2*
in
tN
br
e
E
sp
ec
cs
-3
;i+
+
) 
ta
bC
om
pa
ra
is
on
[il
 =
 
ta
bC
om
pa
ra
is
on
[i]
 • 
10
0 
1 r
e
ps
; 
s
c
q
 T
oD
is
ta
nc
c(
p_
in
pu
t,
&
m
at
D
is
ta
n
c
c
s
, 
1)
: 
tr
ex
(p
_
m
a
td
x,
"
"
,
"
"
,
&
A
R
ÉT
É,
&
LO
N
G
U
EU
R.
O
,O
); 
bs
 =
 
fo
pc
n
(p
_o
ut
bo
ot
,"w
+"
); 
fo
r (
i= 
1 ;
i<
=2
*i
nt
N
br
eE
sp
cc
es
-3
;i+
+
){ 
tp
ri
nt
f(b
s,"
%
d %
d 
%
d\
n"
,A
R
ÉT
É[
2*
i-l
],A
R
ÉT
É(
2*
i-2
],t
a
bC
om
pa
ra
iso
n
[iJ
); 
} fcl
os
e(
bs
); 
tr
ex
(p
_
m
a
tr
ix
,
p_
ou
tp
u
t,
p_
st
at
,
&
A
R
ÉT
É,
&
LO
N
G
U
EU
R
.1
,
0)
; 
rc
tu
rn
 0
; 
} /
*E
N
D
 b
oo
ts
tra
p_
fu
nc
tio
n
 •
; 
PA
C
K
A
G
E 
PH
Y
L
IP
 
Le
 c
o
de
 s
o
u
rc
e 
du
 p
ac
ka
ge
 P
H
Y
LI
P 
(ve
rsi
on
 3
.6
. (
c) 
Co
py
rig
ht
 1
99
3-
20
04
 b
y 
th
e 
Un
iv
er
s
ity
 o
f 
W
as
hi
ng
to
n.
 W
rit
te
n 
by
 J
os
ep
h 
Fe
ls
en
st
ei
n)
 a 
ét
é 
té
lé
ch
ar
gé
 à
 p
ar
tir
 d
u 
s
ite
 d
e 
Jo
se
ph
 F
e
lse
n
st
e
in
 
e
t 
a 
ét
é 
in
cl
us
 
da
ns
 
T-
R
ex
 a
v
ec
 
sa
 
pe
rm
iss
io
n.
 
M
a 
pa
rt
ic
ip
at
io
n
 
po
rt
e 
pr
in
ci
pa
le
m
en
t 
su
r 
la
 
pa
ra
llé
lis
a
tio
n
 
de
s 
m
ét
ho
de
s 
s
ui
v
an
te
s 
: 
FI
TC
H
,
 
D
N
A
M
L,
 
D
N
A
M
LK
,
 
PR
O
M
L,
 
PR
O
M
LI
<,
 
D
N
A
PA
RS
,
 
PR
O
T
PA
RS
,
 
PA
RS
 e
t D
O
 LL
O
 P.
 D
es
 s
c
rip
ts
 d
e 
sy
nc
hr
on
is
at
ion
 o
n
t 
ét
é 
de
v
e
lo
pp
és
 
po
ur
 la
 m
ise
 à
 jo
ur
 de
s 
fic
hi
er
s 
ré
su
lta
ts 
pr
od
ui
ts
 p
ar
 le
s 
di
ffé
re
n
te
s 
la
m
es
. 
M
ét
ho
de
 F
IT
C
H
 : 
N
ou
s 
pr
és
en
te
ro
ns
 
se
u
le
m
en
t 
d e
s 
pa
rt
ies
 
du
 
fic
hi
er
 
fit
c
hc
le
a
n
.
c 
qu
i 
co
n
tie
nt
 
la
 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
t•
 
In
c
lu
sio
n
 d
e
s 
lib
ra
iri
es
 n
e
c
e
ss
a
ire
s 
•
t 
#i
nc
lu
dc
 "
ph
yl
ip
.
h"
 
#i
n
c
lu
dc
 "
di
st
.
h"
 
#i
nc
lu
dc
 "
lim
its
.
h"
 
/*
In
c
lu
si
on
 d
e 
la 
lib
ra
iri
e 
de
 M
PI
*
/ 
#i
nc
lu
de
 "m
pi
.
h"
 
/ *
v
e
rs
io
n 
3.
6.
 (c
) C
op
yr
ig
ht
 1
99
3-
20
04
 b
y 
th
e 
U
ni
ve
rs
ity
 o
f W
as
hi
n
gt
on
.
 
W
rit
tc
n
 b
y 
Jo
se
ph
 F
c\
sc
ns
tc
in
,
 
A
ki
ko
 F
u
se
ki
,
 
Sc
an
 L
a
m
a
n
t, 
a
n
d 
A
nd
re
w
 K
cc
ff
e.
 
Pe
rm
iss
io
n
 is
 g
ra
n
te
d 
to
 c
o
py
 a
n
d 
u
se
 t
hi
s 
pr
og
ra
m
 p
r o
v
id
cd
 n
o
 fe
e 
is 
c
ha
rg
cd
 fo
r 
it 
a
n
d 
pr
ov
id
c
d 
th
a
t t
hi
s 
co
py
rig
ht
 n
o
tic
e 
is 
n
o
t r
c
m
o
v
c
d.
 
*
/ 
#d
ef
in
e 
zs
m
o
o
th
in
gs
 
10
 
#d
cf
in
c 
ep
si
lo
n
f 
0.
00
00
01
 
#d
e
fin
c 
de
lta
 
0.
00
01
 
#d
cf
in
e 
M
A
X
N
U
M
TR
EE
S 
10
00
00
00
0 
/*
 n
u
m
be
r 
o
f z
e
ro
·
br
an
ch
 c
o
rr
e
c
tio
n
 it
e
ra
tio
ns
 *
/ 
!*
a
 v
e
ry
 sm
a
ll 
bu
t 
n
o
t 
to
o 
sm
a
ll 
n
u
m
be
r 
*
/ 
/*
a 
n
o
t q
ui
te
 s
o
 s
m
a
lln
u
m
be
r 
*
/ 
/ *
a
 n
u
m
bc
r b
ig
ge
r 
th
a
n
 c
o
n
c
e
iv
a
bl
c 
n
u
m
tr
ec
s 
*
/ 
/*
 D
ef
in
iti
o
n
 d
e
s 
co
n
st
an
te
s 
u
til
is
ee
s 
po
ur
 le
 n
o
m
 d
es
 fi
ch
ie
rs
 *
/ 
#d
cf
in
e 
O
U
TF
CL
EB
LA
D
E 
"
o
u
tfi
le
" 
#d
ef
in
e 
D
A
T
A
" 
da
ta
" 
#d
cf
in
e 
Ff
L"
 fi
le
"
 
#d
cf
in
e 
O
U
IT
R
EE
B
LA
D
E 
"
o
u
ttr
ee
" 
!*
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
V
er
si
on
 s
e
qu
e
n
tie
lle
 d
e 
l'i
nf
er
en
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
n
e
tiq
ue
 
.
 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
·!
 
v
o
id
 in
fe
re
nc
e()
 { 
/*
B
ou
cl
e 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
e
e
s
*/ 
fo
r 
(it
h =
 
1;
 it
h 
<
=
e
n
se
m
bl
e
s 
de
 d
on
n
e
e
s;
 it
h+
+
) {
 
if
(e
ns
em
bl
es
 de
 d
o
n
n
e
e
s
>
 1
) {
 
} 
} /
*
 
in
fe
re
n
ce
 *
/ 
fp
rin
tf(
ou
tfi
lc,
 
"
D
at
a 
s
e
t#
 %
1d
:\n
\n
",
ith
); 
if
 (p
ro
gr
cs
s) pr
în
tf(
"\n
Da
ta 
s
e
t#
 %
1d
:\n
\n
",
ith
); 
fit
ch
_
gc
tin
pu
t()
; 
/*
 B
ou
cl
e 
en
 f
o
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r 
G
um
b 
=
 1
; ju
mb
 <=
 
n
jum
ble
;ju
mb
+
+
){
 
} 
Il 
Le
ct
ur
e 
lo
rs
 d
u 
pr
e
m
ie
r 
to
u
r 
se
u
le
m
e
n
t 
if
ü
u
m
b
~
 1
) {
 
} 
in
pu
td
at
a(
re
pl
ic
at
es
, 
pr
in
td
at
a,
 lo
w
c
r,
 
u
pp
er
, x
, 
re
ps
); 
se
tu
pt
re
c
(&
cu
rt
rc
e,
 n
o
n
o
dc
s2
); 
se
tu
pt
rc
c(&
pr
io
rt
rc
c,
 n
o
n
o
de
s2
); 
sc
tu
pt
rc
c(
&b
e
st
re
c,
 n
o
n
o
de
s2
); 
if
(n
jum
ble
 >
 1
) 
sc
tu
pt
re
c
(&
be
str
ee
2, 
n
o
n
o
dc
s2
); 
m
a
kc
tr
c
c
();
 
fir
sr
sc
t =
 fa
lsc
; 
i f(
eo
ln
(in
fil
c) 
&
&
 (i
th 
<
e
n
se
m
bl
es
 d
e 
do
nn
e
e
s))
 
sc
a
n_
c
o
ln
(in
fil
e
); 
!·
~
~
~
~
-
-
-
-
~
~
~
~
-
-
-
~
~
~
~
~
-
-
-
~
 
•
 
Pa
ra
lle
lis
a
tio
n 
e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
: 
pa
ra
m
: 
pa
ra
 rn
 
: 
Fi
ch
ie
r 
de
s 
pa
ra
m
c
tr
cs
 d
e 
la 
fo
nc
tio
n
 
~
~
~
~
-
-
v
o
id
 in
fc
rc
nc
cP
da
ta
(ch
ar
 *
*
a
rg
v,
 
c
ha
r 
*
c
he
m
in
){
 
/*
V
ar
ia
bl
es
 n
ec
es
sa
ire
s 
a 
la 
fo
rm
at
io
n
s 
de
s 
fic
hi
er
s 
su
r 
c
ha
qu
e 
la
m
e*
/ 
c
ha
r 
*
bl
ad
e 
o
u
t 
fil
e;
 
c
ha
r 
*
bl
ad
e-
tr
c
ë
 fil
e;
 
c
ha
r 
*
bl
ad
e-
o
u
t -
fil
cC
; 
c
ha
r 
*
bl
ad
c-
tr
e
; 
fil
eC
; 
c
ha
r 
*
n
u
m
 b
iad
C';
 
c
ha
r 
*
n
u
m
=
fil
e;
 
n
u
m
_
bl
ad
e 
"
"
(ch
ar
 *
)m
all
oc
(5
*s
ize
of
tch
ar
));
 
n
u
m
_
fil
e 
=
(c
ha
r *
)m
all
oc
(5
*s
ize
of
teh
ar)
); 
sp
ri
n
tf(
nu
m_
bl
a
de
,
 
"
%
d"
, m
yi
d)
; 
fo
r (
ith
 =
 
1;
 it
h 
<
=
e
ns
e
m
bl
e
s 
de
 d
on
ne
es
; 
ith
+
+
) {
 
ift
(it
h-
l)%
n
u
m
pr
o
c
s
=
m
yi
d)
{ 
bl
ad
e
_
o
u
t_
fil
e
C
 =
 (c
ha
r*
)m
all
o
c
(IO
O*
si
ze
of
tc
ha
r))
; 
bl
ad
c
_
 tr
c
c
_
fil
e
C
 = 
(c
ha
r*
)m
a
llo
c(l
 O
O
*s
iz
eo
ftc
ha
r))
; 
bl
a
dc
_o
ut
_
fil
e 
=
 (c
ha
r*
)m
a
llo
c
( IO
O*
si
ze
of
tc
ha
r))
; 
bl
ad
c_
tr
c
e
_
fil
c
"
"
 
(ch
ar*
) m
a
l lo
c( 
IO
O
*s
iz
co
f\c
ha
r))
; 
sp
rin
tf\
nu
m
 _ f
ile
,
 "
o/o
d"
,
 
(in
t)(
( it
h-
1 )
/n
u
m
pr
oc
s))
; 
Il 
N
om
 d
u 
fic
hi
e
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e
 
st
rc
py
(b
la
de
_
o
u
t_
fi
le
,c
hc
m
in
); 
st
rc
at
(bl
a
de
_
o
u
t_
fi
le
,O
lJ
fF
fL
EB
LA
D
E)
; 
st
rc
a
t (b
la
dc
 _
o
u
t_
 
fil
e,
 n
u
 rn
_
 
bl
ad
e);
 
st
rc
a
t(b
lad
e_
ou
t_
fil
c,
"_
'');
 
st
rc
at
(b
la
de
_
o
u
t_
fil
e,
n
u
m
_
fil
c);
 
st
rc
py
(b
la
de
 _o
u
t_
 fil
e
C,
bl
ad
c _
o
u
t_
 
fil
e);
 
st
rc
at
(b
la
dc
_
o
u
t_
fil
cC
,
Fr
L)
; 
~
-
-
-
-
~
·! 
} 
} cis
e
( 
Il 
N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 s
u
r 
la 
la
m
e
 
st
rc
py
(b
lad
e_
tre
e_
fil
e,c
hc
m
in
); 
st
rc
at
(b
lad
c_
trc
c_
fil
c
,O
U
TT
R
EE
B
LA
D
E)
; 
s
tr
ca
t(b
la
dc
_
tr
c
c
_
fil
c,
 
n
u
m
_
bl
a
dc
); 
st
rc
at
(b
la
de
 _ t
re
e _
fil
e,
"_
");
 
sr
rc
a
t(b
lad
c_
tre
c_
fil
e,
n
u
m
_
fil
e);
 
st
rc
py
(b
la
dc
 _t
re
c_
 
fil
eC
,
bl
ad
e _
tr
e
c
_
 fil
e);
 
st
rc
at
(b
la
de
 _t
re
c_
 fil
eC
,F
IL
); 
o
pc
nf
ilc
(&
ou
tfi
lc,
bla
de
_
o
u
t_
fil
e,
b\
ad
c_
ou
t_
fi
lc
C
,"
w
",
a
rg
v[
Ol
,o
u
tfi
lc
na
m
e)
; 
if
(tr
ou
t) 
o
pe
n f
ile
( &
ou
ttr
ce
,b
la
de
 _t
re
c_
 
fil
c,b
la
dc
 _t
re
c_
 fil
c
C,
 "w
" ,
a
rg
v( 
O)
,
o
u
tt
rc
cn
am
c)
; 
if
(e
ns
em
bl
es
 de
 d
on
n
ee
s
>
 1
) {
 
fp
rin
tft
ou
tfi
l c
, 
"
D
at
a 
s
e
t#
 %
1d
:\n
\n
",
ith
); 
if
 (p
ro
gr
cs
s) pri
nt
f{"
"\n
Da
ta 
s
e
t#
 %
1d
:\n
\n
",i
th
); 
} fitc
h_
ge
tin
pu
t()
; 
fo
r U
um
b
-
=
 
l;
jum
b <
=
 n
jum
ble
;ju
mb
+
+
){
 
;r
uu
m
b
~
 1
) (
 
in
pu
td
at
a(r
cp
lic
at
es
,
 
pr
in
td
at
a,
 
lo
w
e
r,
 u
pp
er
,
 
x,
 r
ep
s);
 
sc
tu
pt
rc
e(&
cu
rt
rc
c,
 n
o
n
o
dc
s2
); 
se
tu
pt
re
e
(&
pr
io
rt
rc
c,
 
n
o
n
o
de
s2
); 
se
tu
pt
re
c{
&b
es
tre
c, 
n
o
n
o
dc
s2
); 
if
(n
ju
m
bl
c 
>
 l
) 
se
tu
pt
re
c
(&
bc
st
rc
c2
, n
o
n
o
de
s2
); 
} ma
kc
tre
c()
; 
fir
st
sc
t =
 fa
lsc
; 
if(
co
ln
(in
fil
c) 
&
&
 (i
th 
<
e
n
se
m
bl
e
s 
de
 d
on
ne
es
)) 
sc
a
n_
c
o
ln
(in
fil
e);
 
frc
c(b
la
dc
 _
o
u
t_
 fil
e);
 
frc
c
(b
la
de
_
tr
ee
_
fil
c)
; 
frc
c(b
la
de
_o
ut
_f
ile
C)
; 
frc
c
(b
la
dc
_
tr
ce
_
fil
eC
); 
FC
io
sc
(o
utf
ile
); 
FC
io
sc
(o
utt
rce
); 
o
pc
nf
ilc
(&
o
u
tfi
lc
,"
bi
do
n
o
u
tfi
lc
",
"
bi
do
n"
,
"
a"
,a
rg
v [
Ol
,
o
u
tfi
lc
n
a
m
e)
; 
if
(tr
ou
t) 
o
pc
nf
ilc
(&
ou
ttr
ee
,"
bi
do
n
tr
e
c
fil
c"
,"
bi
do
n"
,
"
a"
,a
rg
v[
Ol
,ou
ttr
cc
n
am
e);
 
fit
ch
_g
ct
in
pu
tQ
; 
in
pu
td
at
a(r
cp
lic
ate
s, 
pr
in
td
a
ta
,
 
lo
w
c
r,
 
u
pp
er
,
 
x
, 
re
ps
); 
fir
sts
et
 =
 
fa
lsc
; 
if
(co
ln
(in
fil
c) 
&
&
 (i
th
 <
e
n
se
m
bl
e
s 
de
 d
on
ne
es
)) 
se
a
n
_
eo
ln
(in
fil
e);
 
FC
io
se
(o
utf
ilc
); 
FC
io
sc
( o
u
tt
rc
c )
; 
Il 
A
tt
en
te
 d
es
 a
u
tr
es
 p
ro
ce
ss
e
u
rs
 
M
PI
_
B
a
rr
;e
r(M
PI
_
CO
M
M
_
 
W
O
RL
O
); 
} /
*
 E
N
D
 in
fe
rc
nc
cP
da
ta
 *
/ 
t•=
 
•
 
Pa
ra
lle
lis
at
io
n
 e
n
 fo
n
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
es
 a
 in
fe
re
r 
•
 
pa
ra
m
: p
ar
a 
rn
 
: 
Fi
c
hi
er
 d
e
s
 p
ar
am
c
tr
c
s 
de
 la
 fo
nc
tio
n 
~
~
~
~
~
~
~
~
~
=
=
~
~
~
=
~
~
~
~
~
~
~
~
~
-
·/
 
vo
id
 in
fe
rc
n
c
e
Pt
re
e(F
IL
E 
*
pa
ra
m
, 
c
ha
r 
*
*
ar
gv
, c
ha
r 
*
c
he
m
in
){ 
t•
 V
ar
ia
bl
e
s 
n
e
c
e
ss
a
ire
s 
a 
la 
fo
rm
at
io
n
s 
de
s 
fic
hi
e
rs
 s
u
r 
c
ha
qu
e 
la
m
e*
/ 
in
t 
in
t 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
m
ax
_
pr
oc
s;
 
*
bl
ad
c_
o
u
t_
fil
e;
 
*
bl
ad
c 
tr
ec
 f
ile
; 
*
bl
a
dc
-o
u
t -
fil
cC
; 
*
bl
a
dc
-t
re
e-
fil
eC
; 
•
n
u
m
 b
la
dê
; 
*
n
u
m
)i
le
; 
n
u
m
 
bl
a
de
 
n
u
m
=
fil
e 
=
(c
ha
r 
*
)m
all
oc
(5*
siz
eo
f{"
ch
ar
));
 
=
(ch
ar 
*
)m
a
llo
c(S
*s
ize
of
(ch
ar
));
 
t•
 T
ab
le
a
u
 d
e 
sa
u
v
eg
a
rd
e 
de
s 
m
ei
lle
u
rs
 li
kc
lih
o
o
d 
tr
ou
ve
s 
pa
r c
ha
qu
e 
pr
o
c
e
ss
e
u
r 
•
t 
TB
es
tll
ho
od
=
(d
ou
bl
e 
*
) m
a
llo
c
((n
u
m
pr
o
cs
+
 1 )
*s
iz
e
o
f(d
ou
ble
));
 
sp
rin
tf(
n
u
m
_
bl
ad
e,
 "
%
d"
,
 
m
yi
d);
 
fit
ch
_g
ct
in
pu
t()
; 
if(
nju
mb
le 
>
 n
u
m
pr
oc
s) 
m
a
x
_
pr
oc
s 
=
n
u
m
pr
oc
s;
 
c
i se
 
m
ax
_
pr
o
c
s=
n
jum
blc
; 
if(
my
id 
<
 m
ax
_
pr
o
cs
){ 
in
pu
td
at
a(
re
pl
ic
at
es
, p
rîn
td
at
a,
 
lo
w
e
r,
 u
pp
er
,
 
x
, 
re
ps
); 
se
tu
pt
re
e
(&
cu
rtr
e
c
,
 
n
o
n
o
de
s2
); 
se
tu
pt
re
e(&
pr
io
rtr
ee
,
 
n
o
n
o
de
s2
); 
sc
tu
pt
re
e(&
bc
str
ce
,
 
n
o
n
o
de
s2
); 
if 
(n j
um
ble
 >
 1
) 
} FC
io
sc
(o
u
tfi
lc)
; 
if
(tr
ou
t) 
sc
tu
pt
re
c(&
bc
st
re
e2
,
 
n
o
n
o
dc
s2
); 
FC
io
se
(o
u
n
rc
e
); 
fo
r 
U
um
b 
=
 
1 ;
ju
mb
 <=
 n
jum
blc
; ju
mb
+
+
){ 
if{
"U
um
b-
1 )%
ma
x_
pr
oc
s=
m
yi
d) 
{ 
sp
rin
tf(
nu
m_
fil
e,
 "
%
d"
,
 
(in
t)(
Uu
m
b-
1 )/
m
a
x
_
pr
oc
s))
; 
bl
ad
e_
o
u
t_
fil
c
C
 =
 
(eh
ar*
)m
all
o
c(I
OO
*s
ize
of{
ch
ar
));
 
bl
a
de
 t
re
c 
fil
e
C
 =
 
(c
ha
r*
)m
all
o
c
(I
OO
*
si
zc
of
(c
ha
r))
; 
bl
ad
e-
o
u
t -
fil
e 
=
 
(ch
ar*
)m
all
oc
( 1
 O
O
*s
iz
co
f{c
ha
r))
; 
bla
dc=
trc
~fi
le 
=
 
(ch
ar*
)m
all
oc
(I
OO
*
siz
co
f{c
ha
r))
; 
Il 
N
om
 d
u 
fic
hi
er
 o
u
tfi
le
 s
u
r 
la 
la
m
e 
st
rc
py
(b
la
de
_o
ut
_
fil
c
,c
he
m
in
); 
st
rc
at
(b
la
de
 o
u
t 
fil
e
,
O
U
TF
rL
EB
LA
D
E)
; 
st
rc
a
t(b
lad
e=
ou
t=
fil
c,
 n
u
m
_
bl
ad
e
); 
st
rc
a
t(b
la
dc
_o
ut
_f
ilc
,"
_"
); 
st
rc
at
(b
la
dc
 
_
o
u
t_
 
fil
e,
n
u
m
 _
fil
e
); 
sr
rc
py
(b
la
de
_o
ut
_f
ile
C,
bl
a
dc
_o
ut
_f
ile
); 
st
rc
a
t(b
la
dc
_o
ut
_f
ilc
C,
Fl
L)
; 
} if( 
m
a
x
 _
pr
oc
s>
 1 )
( 
Il 
N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la 
la
m
e 
slr
cp
y(b
la
de
 _t
re
c_
 fil
c,
c
hc
m
 in
); 
st
rc
at
(b
la
dc
 t
re
c 
fil
c,
O
U
TT
RE
EB
LA
D
E)
; 
st
rc
a
t(b
la
dc
=
tr
c
c
)il
c
, 
n
u
m
_
bl
ad
e);
 
st
rc
at
(b
lad
e _
tr
ec
_
 
fil
e
,
"
_
"
); 
st
rc
a
t(b
lad
c _
tr
ec
_ f
ilc
,n
u
m
 _
fil
e);
 
st
rc
py
(b
lad
e _
tr
ec
_
 fil
cC
,b
la
dc
 _
tr
ec
_
 fil
e);
 
st
rc
a
t(b
lad
c_
tr
ec
_
fil
eC
,F
IL
); 
o
pe
n
fil
c(&
ou
tfi
le,
bl
ad
e_
ou
t_
fil
c,
bl
ad
c_
o
ut
_
fil
eC
,"w
",a
rg
v[
OJ
,ou
tfi
le
n
am
e);
 
if
(lr
ou
t) 
o
pc
nf
ile
(&
ou
ttr
cc
,b
la
dc
_
tr
ce
_
fil
e,
bl
ad
e_
trc
e_
fil
cC
,"
w
"
,
ar
gv
[O
l,o
u
tt
re
en
am
e);
 
m
a
ke
tre
e
2(
); 
to
ur
s+
+
; 
fir
st
sc
t =
 
fa
lsc
; 
frc
e(b
lad
e _
o
u
t_
 
fil
e);
 
fr
ce
(b
lad
e_
 
tr
ec
_
 
fil
e);
 
fr
cc
(b
lad
e 
o
u
t 
fil
cC
); 
frc
c(b
lad
e=
 tr
eC
_f
ile
C)
; 
FC
lo
sc
(o
utf
ilc
); 
if(
tro
ut)
 
FC
lo
se
(o
u
tt
rc
e)
; 
if(
my
id>
O
 &
&
 m
yi
d<
m
ax
_
pr
oc
s ){
 
} 
} els
e{
 
} /
*
E
N
D
 in
fe
rc
nc
c
Pt
re
c 
*
/ 
M
PI
_
Sc
nd
( &
bc
st
lk
, 
1,
 
M
P
I_
D
O
U
B
LE
,O
, 0
,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
M
PI
_R
cc
v(
 &
lc
pr
o
c,
 
1,
 
M
PI
_I
N
T
,
 
0,
 
0,
 
M
PI
_
C
O
M
M
_W
O
R
LD
, &
st
at
us
 );
 
if(
my
id
-
le
pr
oc
) 
M
PI
_
Sc
nd
( &
bc
st
ou
r, 
1, 
M
PI
_
IN
T,
O,
 0
, M
PI
_
C
O
M
M
_
W
O
RL
D
 );
 
if(
my
id
~
O)
{ 
TB
eS
II
Ih
oo
d[
O]
~b
cs
tl
k;
 
lep
ro
c=
m
yi
d;
 
fo
r(i
==
l; 
i<
m
ax
_
pr
o
cs
;i+
+
) 
M
Pl
_
R
cc
v(
 &
TB
es
tll
ho
od
[i]
,
 
1,
 
M
PI
_
D
O
U
B
LE
,
 
i, 
0,
 
M
Pl
_
 
C
O
M
M
 _ 
W
O
R
LD
,
 
&
st
at
u
s 
); 
fo
r(i
=
l;
 i<
m
ax
_
pr
oc
s;
i+
+
){ 
} 
if(
 T
B
cs
tll
ho
od
[i]
>
 b
cs
tlk
){ 
lep
 ro
c
=
 
i; 
bc
stl
k 
=
 
TB
e
st
llh
oo
df
i];
 
fo
r( i
=
l;
 i<
m
a
x
_
pr
oc
s;
i+
+
) 
M
Pl
_
Se
nd
( &
lc
pr
oc
, 
1, 
M
Pl
_
IN
T
,
i, 
0,
 M
PI
_
CO
M
M
_
W
O
R
LD
 );
 
if(1
c
pr
oc
!=
m
yi
d) 
M
PI
_
R
cc
v( 
&
bc
st
ou
r, 
1,
 
M
PI
_
fN
T,
 
lc
pr
oe
, 0
, 
M
Pl
_C
O
M
M
_
 
W
O
R
LD
,
 
&
st
at
us
 );
 
!·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
' 
FO
N
C
TI
O
N
 M
A
IN
 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
·!
 
in
t 
m
a
in
(in
t a
rg
c,
 
C
ha
r 
•
a
rg
v(
l) 
{ 
t•
 V
ar
ia
bl
es
 n
ec
es
sa
ire
s 
a 
la 
pa
ra
llê
lis
at
io
n*
/ 
c
ha
r *
n
b,
 *
n
bp
ro
cs
, *
n
bt
ou
r s
, 
•
c
o
m
L
in
c;
 
FI
LE
 •
pa
ra
m
; 
in
t i
; 
c
ha
r *
pa
ra
m
N
am
e;
 
c
ha
r *
c
he
m
in
= 
(c
ha
r•)
ma
llo
c(5
0*
siz
co
f{c
ha
r))
; 
c
ha
r 
*
in
f=
 (c
ha
r*
)m
all
oc
(I
O
O
*s
iz
co
f{c
ha
r))
; 
c
ha
r •
o
u
tf
==
 
(ch
ar*
)m
all
oc
(IO
O*
siz
co
f(c
ha
r))
; 
c
ha
r *
o
u
tt
 =
 (c
ha
r*
)m
all
oc
(J
O
O
*s
iz
co
f{c
ha
r))
; 
n
bp
ro
cs
 =
(c
ha
r *
)m
all
oc
(5
*s
iz
co
f{c
ha
r))
; 
n
bt
ou
rs
 =
(ch
ar
 *
)m
all
oc
(5
*s
izc
o
f{c
ha
r))
; 
nb
=
 
{c
ha
r *
)m
all
oc
(S
*s
ize
o
f(c
ha
r))
; 
c
o
m
Li
ne
 "
'
(c
ha
r 
*
)m
all
o
c
(4
00
*s
ize
o
f(c
ha
r))
; 
#i
fd
ef
M
A
C
 
#c
n
di
f 
ar
gc
 =
 
1;
 
/*
 m
ac
se
tu
p(
"F
itc
h"
,"
"
); 
*
/ 
ar
gv
[O
]=
"F
itc
h"
; 
t•
 In
iti
al
is
at
io
n 
de
s 
v
ar
ia
bl
es
 M
PI
 *
/ 
M
PI
_
ln
it(
&a
rg
c,
&
ar
gv
); 
M
PI
_
Co
m
m
_
si
ze
(M
PI
_
CO
M
M
_ W
O
RL
D
,
&
nu
m
pr
oc
s);
 
M
PI
 
C
om
m
 r
a
n
k(
M
PI
 C
O
M
M
 W
O
R
LD
,
&
m
yi
d)
; 
M
PI
 =
 G
et
_p
rO
ee
ss
or
 
_
 
na~
e(p
roc
ess
or _
 
na
m
c
,&
na
m
el
e
n
); 
/*
 Id
en
tif
ic
at
io
n 
de
s 
pa
ra
m
èt
re
s 
de
 la
 li
gn
e 
de
 c
o
m
m
a
n
de
 *
/ 
in
it(
arg
c,a
rg
v)
; 
pr
og
na
m
e 
=
 
ar
gv
[O
l; 
//
N
om
 d
u 
pr
og
ra
m
m
e
 
pa
ra
m
N
am
c 
=
 
ar
gv
[ 1
]; 
pa
ra
m
 =
 
fo
pe
n(
pa
ram
Na
me
,
 "
r"
); 
Il 
Fi
ch
ie
r 
de
 p
ar
am
èt
re
s 
Il 
Le
ct
ur
e 
du
 p
a t
h 
ct
 c
re
at
io
n 
de
s 
n
o
m
s 
de
s 
fic
hi
e
rs
 
ge
ts
try
ng
 1 (
e
h c
m
 in
,
pa
ra
m
); 
/*
C
re
at
io
n 
du
 n
o
m
 d
es
 d
iff
e
re
n
ts
 fi
ch
ie
rs
 a
v
ec
 le
 p
at
h 
*
/ 
st
rc
py
(in
f,c
he
mi
n)
;s
tr
cp
y(
ou
tf,
ch
cm
in)
;s
tr
cp
y(o
u
tt
,
e
hc
m
in
); 
st
rc
a
t(i
nf,
[N
flL
E)
;st
rc
at(
ou
tf,O
U
TF
lL
E)
;s
tr
ca
t(o
utt
,
O
U
TT
R
EE
); 
t•
 O
uv
e
rt
ur
e 
du
 fi
hi
e
r 
d'
en
tre
e 
ct
 d
e 
so
rti
e
*
/ 
o
pc
nf
ilc
{ &
in
 fil
e,
 in
f, "
in
pu
t f
ile
",
 "
r"
 ,
ar
gv
(O
J,i
nf
ilc
na
m
e );
 
o
pc
nf
ilc
(&
ou
tfi
le
,o
u
tf,
"o
ut
pu
t f
ile
",
"
w
",
ar
gv
[O
},o
u
tfi
le
na
m
c);
 
ib
m
pc
 =
 
lB
M
CR
T;
 
an
si 
=
 A
N
SI
CR
T;
 
m
u
ls
c
ts
 =
 
fa
lse
; 
en
se
m
bl
es
 d
e 
do
nn
ee
s 
=
 
1;
 
fir
sts
ct
 =
tr
uc
; 
do
in
it(
pa
ram
); 
if
(tr
ou
t &
&
 m
yi
d=
O) 
o
pc
nf
ilc
(&
ou
ttr
ec
,o
u
tt
,
"
o
u
tp
ut
 t
re
c 
fil
c"
,"
w
"
,
ar
gv
(O
l,o
utt
rec
na
mc
); 
1•
 
La
 v
a
le
ur
 d
u 
sc
e
d 
do
it 
e
tr
c 
m
o
di
fie
r 
po
ur
 u
n
e
 m
e
ill
eu
re
 p
ar
al
lé
lis
a
tio
n 
•
t 
if(
(m
y;d
%2
)-
0)
 
se
cd
[O
]=
se
ed
[O
]•(
my
;d+
 1 )
; 
ci
se
 
se
c
d[
O]
-
se
ed
l O
]'(
my
;d+
l )+
!;
 
fo
r (
i""
O;
i<
sp
p;
+
+
i){
 
c
nt
c
ro
rd
cr
[i]
=
O;
 
} 1• 
C
as
 d
'u
ne
 la
m
e
•/
 
if{ 
n
um
pr
o
cs
-
1 )
{ 
c
is
e[ 
in
fe
re
n
c
e
();
 
bc
S!
Ik
 =
 (d
ou
blc
)L
ON
G 
M
IN
; 
sp
rin
tf{
nb
pro
cs
, 
"
%
d 
"
, 
~u
mpr
ocs
); 
if( 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
! 
&
&
 n
jum
bl
c
=
l){
 
in
fc
rc
nc
cO
; 
} cis
e(
 
/ *
Pa
s 
d'
ec
rit
ur
e 
pa
r l
es
 p
ro
gr
am
m
e
s 
en
 p
ar
al
lc
lc 
c
a
r 
c'
es
t 
un
 m
e
la
ng
e*
/ 
pr
o
gr
cs
s 
=
 fa
lse
; 
/*
C
as
 d
'u
n 
en
se
m
bl
e 
de
 d
on
ne
es
•/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
-
!) 
{ 
in
fe
re
nc
eP
tre
e(p
ara
m,
 ar
gv
, c
he
m
in
); 
if
(m
y;
d~
O)
( 
sp
rin
tf{
nb
,
 
"
'%
d 
"
,
 
lc
pr
o
c
); 
//
nb
 e
st
 le
 p
ro
ce
ss
eu
r a
ya
nt
 le
 m
ei
lle
u
r 
Il 
a
rb
re
 
sp
r in
tf{
n
bt
ou
rs
,
"
 
%
d 
"
,
 
bc
st
o
u
r);
 Il
 n
bt
ou
rs
 e
st
 le
 t
o
u
r 
a
u
qu
el
 l'
a
rb
re
 a
 
Il 
ét
é 
tr
ou
ve
 (n
um
er
o d
e 
J'a
rb
re
) 
Il 
Fo
rm
at
io
n
 li
gn
e 
de
 c
o
m
m
a
n
de
 p
o
u
r 
ap
pe
le 
le 
sc
rip
ts
 d
e 
Il 
c
o
n
c
a
te
na
tio
n
 d
es
 f
ic
hi
er
s 
sp
ri
n
tf(
co
mL
in
e,
 "
o/o
S 
"
,
 
"
.
/s
yn
ch
ro
Pt
rc
eM
L.
sh
 ")
; 
st
rc
at
(co
mL
ine
, n
b)
; 
st
rc
at
(co
mL
ine
,
 
n
bt
ou
rs
); 
st
re
at
(co
mL
ine
,
 
o
u
tf
); 
st
rc
at
(co
mL
in
e,
 "
"
 
); 
if(
tro
ut
) 
st
rc
a
t(c
om
Li
nc
, o
u
tt
 );
 
pr
int
f{"
\J-1
 S
cr
ip
t :
 %
s"
, c
o
m
Li
nc
); 
sy
st
em
(co
mL
inc
); 
/*
 C
as
 d
e 
pl
us
ie
ur
s e
n
se
m
bl
es
 d
e 
do
nn
e
e
s 
*
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
n
n
e
e
s>
 1
 ){
 
FC
io
sc
(o
u
tfi
le
); 
if
(tr
ou
t) 
FC
io
sc
(o
utt
rec
); 
sp
rin
tf{
n
b,
 "
o/
od
 "
, 
(in
t)c
ns
cm
blc
s d
e 
do
nn
ee
s);
 
in
fc
re
nc
cP
da
ta
(ar
gv
, c
he
m
in)
; 
o
pc
nf
ilc
(&
ou
tfi
lc
,o
u
tf,
"
o
u
tp
ut
 f
ilc
","
a"
,a
rg
v[O
l,o
u
tfi
lc
na
m
e);
 
if
(tr
ou
t) 
o
pc
n
fil
c(&
ou
ttr
c
c
,o
u
n
,"
o
u
tp
ut
 tr
ec
 f
ilc
","
a"
,a
rg
v[
O}
,ou
ttr
ec
n
a
m
e
); 
if
(m
y;
d~
O)
[ 
sp
rin
tf{
nb
to
u
rs
, 
"
o/o
d 
"
,
 
(in
t)c
ns
cm
blc
s d
e 
do
nn
ee
s/
n
u
m
pr
oc
s);
 
if
(tr
ou
t) 
FO
os
c(
ou
ttr
cc
); 
FC
io
sc
(o
utf
ilc
); 
FC
io
sc
(in
fil
e);
 
# i
fd
ef
M
A
C fix
m
ac
fil
c(o
utf
ilc
n
am
c);
 
fix
m
ac
fil
c(o
utt
rec
na
mc
); 
#e
nd
 if
 
M
 Pl
 _F
in
al
iz
c()
; 
#i
fè
le
fW
IN
32
 
ph
yR
cs
to
rc
C
on
so
le
A
nr
ib
ut
cs
();
 
#c
n
di
f 
r c
tu
m
 0
; 
}/
*
EN
D
 m
a
in
•/ 
M
ét
ho
de
 d
e 
D
N
A
M
L
: 
/!F
or
m
at
io
n 
lig
ne
 d
e 
c
o
m
m
an
de
 p
ou
r a
pp
e
le 
le 
sc
rip
ts 
de
 
Il 
c
o
n
c
a
te
na
tio
n
 d
es
 fi
c
hi
er
s 
sp
rin
tf{
com
Lin
c, 
"
%
s "
,
 "
.
/sy
nc
hr
oP
da
taM
L.
sh
 ");
 
st
rc
a
t(c
om
Li
n
c,
 n
bp
ro
cs
); 
s
tr
c
a
t(c
om
Li
n
c
, 
n
b)
; 
st
rc
a
t(c
om
Li
n
c,
 n
bt
ou
rs
); 
st
rc
a
t(c
o
m
Li
ne
, 
o
u
tf
); 
st
rc
at
(co
mL
in
c,
"
"
 
); 
if
(tr
ou
t) 
st
rc
a
t(c
o
m
Li
nc
, o
u
tt 
); 
pr
in
tf{
"\n
 S
cr
ip
t
: %
s"
, 
c
o
m
Li
nc
); 
sy
st
c
m
(c
om
Li
nc
); 
N
ou
s 
pr
és
e
nt
e
ro
ns
 
se
u
lem
e
n
td
es
 
pa
rti
es
 
du
 
fic
hi
er
 
dn
a
m
lc
lea
n
.
c 
qu
i 
co
nt
ie
n
t 
la 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
J•
 
In
cl
u
s
io
n
 d
es
 li
br
ai
rie
s n
e
c
e
ss
a
ire
s 
*
/ 
#i
nc
lu
de
 "
ph
yl
ip
.h
" 
#i
nc
lu
de
 "
sc
q.
h"
 
# i
nc
lu
de
 "l
im
its
.h
"
 
!•
In
cl
us
io
n 
de
 la
 li
br
ai
rie
 d
e 
M
PI
*/
 
#i
n
c
lu
dc
 "
m
pi
.
h"
 
1•
 v
e
rs
io
n 
3.
6.
 (c
) C
op
yr
ig
ht
 1
99
3-
20
04
 b
y 
th
e 
U
ni
ve
rs
ity
 o
f W
as
hi
ng
to
n
.
 
W
rit
tc
n 
by
 Jo
se
ph
 F
el
se
n
st
ei
n,
 A
ki
ko
 F
us
c
ki
,
 
Sc
an
 L
am
 on
t, 
A
n
dr
ew
 K
ec
ffc
, 
D
an
 F
in
e m
an
, 
an
d 
Pa
tr
ic
k 
C
ol
a
c
u
rc
io
. 
Pe
rm
is
si
on
 is
 g
ra
n
te
d 
to
 c
o
py
 a
n
d 
u
se
 th
is 
pr
og
ra
m
 p
ro
vi
de
d 
n
o
 fe
e 
is 
c
ha
rg
cd
 fo
r 
it 
an
d 
pr
ov
id
cd
 th
at
 th
is 
co
py
rig
ht
 n
o
tic
e 
is 
n
o
t 
rc
m
o
v
e
d.
 •
1 
ty
pc
dc
f s
tr
u
c
t v
a
lrc
c 
{ 
} v
al
re
c
; 
do
ub
le 
ra
t, 
ra
tx
i, 
ra
tx
v
, 
o
rig
_7
..z
, z
l, 
yi
, z
lz
z,
 z
ly
y,
 x
iz
l, 
x
iy
lx
v
; 
do
ub
le 
•
w
w
,
 
•
zz
, 
•
w
w
1..
z, 
*
v
v
zz
; 
ty
pc
dc
fl
on
g 
v
al
l[m
ax
ca
tcg
sl;
 
ty
pc
de
f d
ou
bl
e 
c
o
n
tr
ib
ar
r(m
ax
ca
tcg
s];
 
1•
 
D
ef
in
iti
on
 d
es
 c
o
n
s
ta
nt
es
 u
til
is
ee
s 
po
ur
 le
 n
o
m
 d
es
 f
ic
hi
er
s 
*
/ 
#d
efi
ne
 O
UT
FI
LE
BL
AD
E 
"
ou
tfi
lc"
 
#d
ef
in
e 
D
A
T
A
" 
da
ca
" 
fld
ef
in
c 
FI
L
" 
fil
e"
 
#d
ef
in
e 
O
U
TT
R
EE
B
LA
D
E 
"
o
u
tt
re
e"
 
!''
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
~
 
•
 
V
er
si
o
n
 s
eq
ue
nt
ie
lle
 d
e 
l'i
nf
er
en
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
•
 
pa
ra
m
: 
•
 
pa
ra
m
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s 
de
 la
 f
on
ct
io
n
 
==
=~
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
=
'! 
v
o
id
 in
fe
re
n
c
e
(F
IL
E 
*
pa
ra
m
) {
 
/*
B
ou
c
le 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s*
/ 
fo
r (
ith
 =
 1;
 it
h 
<
=
e
n
se
m
bl
es
 d
e 
do
nn
ee
s;
 it
h+
+
) {
 
if
(e
ns
em
bl
cs
 de
 d
on
ne
es
>
 1
) {
 
} 
} 
fp
rin
tf(
ou
tfi
le,
 "D
at
a 
s
e
t#
 %
1d
:\n
", 
ith
); 
pr
in
tf(
"\n
Oa
ca
 se
t#
 %
1d
:\n
", 
ith
); 
tt
ra
tio
 =
 
tt
ra
tio
O;
 
ge
tin
pu
t()
; 
if
(i
th
~
J) fir
sts
et
 =
 fa
lse
; 
/*
 B
ou
cl
e 
en
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r Q
um
b =
 1
 ;ju
m
b 
<
=
 n
jum
bl
e
;ju
mb
+
+
) 
m
a
ke
trc
c(p
ara
m)
; 
} /
*
in
fe
re
n
c
e
*
/ 
/'=
-
-
=
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
=
-
-
=
=
-
-
=
=
-
=
-
-
=
=
-
=
=
=
 
•
 
Pa
ra
llc
lis
at
io
n 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
 
pa
ra
m
: 
.
 
pa
ra
m
 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s 
de
 la
 f
on
ct
io
n
 
==
==
=-
==
-=
=-
==
-=
=-
==
-~
==
-=
=-
==
-=
=-
==
-=
=-
==
-=
=-
==
==
=-
==
-=
=-
==
--
==
==
==
='
/ 
v
o
id
 in
fe
re
nc
eP
da
ta
(F
IL
E
 *
pa
ra
m
,
 
c
ha
r 
•
•
a
rg
v,
 
c
ha
r *
c
he
m
in
){ 
/ *
V
ar
ia
bl
e
s 
n
e
c
e
ss
a
ire
s 
a 
la 
fo
rm
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
c
ha
qu
e 
la
m
e*
/ 
c
ha
r 
*
bl
ad
e 
o
u
t 
fil
e;
 
c
ha
r 
*
bl
ad
e=
tre
ë"_
fil
e;
 
c
ha
r 
*
bl
ad
e_
o
u
t_
fil
cC
; 
c
ha
r 
*
bl
ad
e 
tr
ec
 f
ile
C;
 
c
ha
r 
*
n
u
m
 b
la
dé
; 
c
ha
r 
*
n
u
m
=
fil
e;
 
n
u
m
_
bl
ad
e 
=
(ch
ar 
*
)m
all
oc
(5
*s
ize
of
{c
ha
r))
; 
n
u
m
_
fil
e 
=
(ch
ar 
*
)m
all
oc
(5
*s
ize
of
(ch
ar)
); 
sp
rin
tf(
nu
m_
bla
de
,
 
"
o/o
d"
,
 
m
yi
d)
; 
/*
B
o
u
cl
e 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s*
/ 
fo
r (
ith
 =
 1
; 
ith
 <
-
e
n
se
m
bl
es
 d
e 
do
nn
ee
s;
 it
h+
+
) {
 
/*
 D
is
tri
bu
tio
n 
de
s 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
a 
tr
ai
te
r a
u
x
 la
m
e
s 
*
/ 
if(
(it
h·
l )%
nu
mp
ro
cs
=
m
yi
d) 
{ 
} ets
e( 
/*
 C
re
at
io
n
 d
es
 fi
ch
ie
rs
 in
te
rm
ed
ia
ire
s 
*
/ 
bl
ad
c_
o
u
t_
fil
c
C
 =
 
(ch
ar
*
)m
all
o
c
(l 
OO
*s
izc
of
{c
ha
r))
; 
bla
de
_ t
rc
e _
fil
e(
= (
ch
ar
')m
all
oc
(J O
O'
siz
co
f{c
har
)); 
bl
ad
c_
ou
t_
fil
e 
=
 
(ch
ar*
)m
all
o
c( 
1 o
o
•s
iz
eo
f{
ch
ar
));
 
bl
a
de
_t
te
c_
fi\
c 
=
 
(ch
ar*
)m
aU
o
c
(l 
O
O
*s
izc
of
(ch
a
r))
; 
sp
rin
tf(
nu
m
_
fil
e,
"o
/o
d"
, (
int
)((
ith
·l 
)/n
u
m
pr
oc
s))
; 
/*
 N
om
 d
u 
fic
hi
er
 o
u
tfi
le
 s
u
r 
la 
la
m
e
 *
/ 
st
rc
py
(b
lad
e_
o
u
t_
fil
e,
ch
cm
in
); 
st
rc
a
t(b
lad
e_
o
u
t_
fi
lc
,O
U
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
la
de
 _o
u
t_
 fil
e,
 
n
u
m
 _
 
bl
ad
c )
; 
st
rc
at
(b
la
de
_
o
u
t_
fi
lc,
"_
");
 
st
rc
a
t(b
la
de
_
o
ut
_
fil
c,
n
u
m
_
fil
e);
 
st
rc
py
(b
lad
e_
o
u
t_
fi
lcC
,b
la
de
_o
ut
_f
ilc
); 
st
rc
at
(b
la
de
_
o
u
t_
fi
lc
C,
FI
L)
; 
/*
 N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 s
u
r 
la 
la
m
e
 *
/ 
st
re
py
(b
la
de
_t
re
e_
fil
e,c
he
m
in
); 
st
rc
at
(b
lad
e_
tre
e_
fil
e,O
UT
TR
EE
BL
AD
E)
; 
st
rc
a
t(b
lad
e 
tr
ec
 f
ile
, n
u
m
 
bl
ad
e);
 
st
rc
at
(b
lad
e =
tr
ec
= 
fil
e,
"_
");
-
st
rc
a
t(b
la
de
 _t
re
c
_
 fil
e
,n
u
m
 _
fil
e
); 
st
rc
py
(b
la
de
 _t
re
c_
 
fil
e
C
,b
la
de
 _t
re
c_
 fil
e);
 
st
rc
at
(b
lad
e_
tre
c_
fil
eC
,F
IL
); 
o
pe
n
fil
e( 
&
ou
tfi
le,
bl
ad
e _
o
u
t_
 
fil
e
,
bl
a
de
 _o
u
t_
 
fil
eC
, "
w
"
,
a
rg
v[
O]
,o
u
tfi
le
n
am
e);
 
if
(tr
ou
t) 
·
 
o
pe
nf
itc
(&
ou
ttr
ee
,b
la
dc
_t
rc
c_
fi
lc
,b
la
dc
_
tr
e
e
_
fil
eC
,"w
",a
rg
v[
O]
,ou
tt
re
en
am
e);
 
if
(e
ns
em
ble
s 
de
 d
on
ne
es
> 
1) 
{ 
fp
rin
tf{
ou
tfi
le,
 "
D
at
a 
s
e
t#
 %
1d
:\n
", 
ith
); 
} ttra
tio
 =
 tt
ra
tio
O
; 
gc
tin
pu
t()
; 
if(
ith
-
t) fir
sts
et
 =
 
fa
lse
; 
/*
 B
ou
cl
e 
en
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'a
rb
re
s 
*
/ 
fo
r Q
um
b =
 l
;ju
m
b 
<
=
 
nju
mb
lc;
jum
b+
+
) 
m
a
kc
trc
c(p
ara
m
); 
/*
 F
c
n
n
e
tu
re
 d
es
 fi
ch
ie
rs
 in
te
m
1e
di
ai
re
s 
*
/ 
fre
e(b
la
de
_o
ut
_f
ilc
); 
fre
e(b
la
dc
_ t
rc
c_
fi
le)
; 
fr
ec
(b
lad
c _
o
u
t_
 fil
 cC
); 
fr
cc
(b
lad
e _
 
tr
ce
 ~ f
ite
C)
; 
FC
io
se
(o
utf
ile
); 
FC
1o
sc
(o
utt
ree
); 
o
pe
n f
ile
( &
ou
tfi
lc
, "
bi
do
no
ut
fi
lc"
, "
bi
do
n"
, "a
" ,
ar
gv
[O
l,o
utf
ile
n
a
m
e
 ); 
if
(tr
ou
t) 
o
pe
nf
ile
( &
ou
ttr
ec
,
 "
bi
do
nt
rc
ef
ile
"
, 
"
bi
do
n
"
, 
"
a"
 ,a
rg
v[
O]
,ou
ttr
ce
n
am
e);
 
ge
tin
pu
t()
; 
if(
ith
-
1) fir
st
sc
t"
"
 
fa
lsc
; 
FC
lo
se
(o
utf
ilc
); 
FC
io
se
(o
u
tt
rc
c
); 
) t• 
A
u
e
n
tc
 d
e
s
 a
u
tr
e
s 
pr
o
c
e
s
s
e
u
r
s
*
/ 
M
PI
_
Ba
rr
ie
r(M
P!
_
 
CO
M
M
_
 
W
O
RL
O
); 
} /
*
 in
fe
re
n
ce
Pd
at
a 
*
/ 
!·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
lle
lis
at
io
n
 e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
d'
ar
br
e
s 
a 
in
fe
re
r 
*
 p
ar
am
: 
.
 
pa
r a
m
 
: 
Fi
ch
ie
r d
e
s 
pa
ra
m
et
re
s 
de
 la
 fo
n
ct
io
n
 
vo
id
 in
fe
re
n
ce
Pt
re
e
(F
rL
E 
*
pa
ra
m
,
 
c
ha
r 
*
*
a
rg
v,
 
c
ha
r 
*
c
he
m
in
){ 
t•
 V
a
ria
bl
es
 n
ec
e
ss
a
ire
s 
a 
la 
fo
rm
a
tio
n
s 
de
s 
fic
hi
er
s 
su
r 
c
ha
qu
e 
lam
e
*
/ 
in
t 
i: 
//
in
di
ce
 d
e
s 
bo
uc
le
s u
til
ise
es
 
in
t 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
m
ax
_
pr
oc
s;
 
*
bl
a
de
 o
u
t 
fil
e; 
*
bl
ad
e 
tt
ce
 f
il
e;
 
*
bl
ad
e-
O
U
I 
-
fil
eC
; 
*
bl
ad
e=
tre
ë"_
fil
eC
; 
c
ha
r 
*
n
u
m
 
bl
ad
c;
 
c
ha
r 
*
n
u
m
-
fil
e;
 
Il 
N
om
br
e 
m
ax
im
u
m
 d
e 
pr
o
ce
ss
e
u
rs
 a
 u
til
ise
r 
nu
m
_
bl
ad
c 
-
=
(c
ha
r 
*
)m
all
oc
(5
*
siz
e
o
ftc
ha
r))
; 
n
u
m
_
fil
e 
=
(ch
ar
 *
)m
all
oc
(S
*s
ize
of{
ch
a
r))
; 
T
Be
s t
llh
oo
d 
=
(d
o
u
bl
e
*
) m
a
llo
c((
nu
m
pr
o
cs
+
l )*
si
zc
of
(d
ou
bl
c
));
 
sp
rin
tf{
n
u
m
_
bl
ad
c,
 
"
%
d"
,
 
m
yi
d)
; 
tt 
ra
tio
=
 
ttr
at
io
O;
 
t•
 
Le
 fi
ch
ie
r 
o
u
t fi
le
 e
st
 d
cja
 o
u
ve
rt 
*
/ 
ge
tin
pu
t()
; 
/*
Fe
rm
et
ur
e 
de
s 
fic
hi
er
s 
re
su
lta
ts
 a
 c
e
tt
e 
pl
a
c
e
 c
a
r 
gc
tin
pu
t u
til
ise
 le
 fi
ch
ie
r o
u
tfi
le
 *
/ 
FC
lo
sc
(o
u
tfi
le)
; 
if
(tr
o
u
t &
&
 m
yi
d 
=
0)
 
FC
lo
sc
(o
utt
ree
); 
fir
st
sc
t =
 
fa
 Is
e; 
/*
 D
et
e
rm
in
a
tio
n
 d
u
 n
o
m
br
e 
de
 p
ro
ce
ss
e
u
rs
 n
e
c
e
ss
a
ire
s 
*/ 
if{
nju
m
bl
c 
>
 n
u
m
pr
o
cs
) 
m
ax
_
pr
oc
s 
=
n
u
m
pr
oc
s;
 
c
is
e 
m
ax
_
pr
oc
s=
nju
mb
lc;
 
1*
 B
o
u
cle
 e
n
 fo
nc
tio
n
 d
u
 n
o
m
br
e 
d'
a
rb
re
s 
*
/ 
fo
r 
U
um
b 
=
 
1 ;
ju
m
b 
<
=
 n
jum
bl
e
;ju
m
b+
+)
{ 
/*
 D
ist
rib
ut
io
n
 d
es
 a
rb
cs
 a
 t
ra
ite
r 
au
x
 la
m
e
s
*
/ 
if{U
um
b-
l)o
/om
ax
_
pr
oc
s=
m
yi
d){
 
/*
 C
re
a
tio
n
 d
es
 fi
c
hi
e
rs
 in
tc
n
n
e
di
a
ire
s 
*
/ 
sp
rin
tf(
n
u
m
 _
fil
e
,
 "
%
d"
,
 
(in
t)(
Uu
m
b-
1 )
/m
ax
 _
pr
o
c
s))
; 
bl
a
dc
_
o
u
t_
fil
eC
 
=
 
(c
ha
r*
)m
all
oc
( I
OO
*
siz
co
f{c
ha
r))
; 
bl
a
de
_
tr
c
e_
fil
eC
 
"
"
(c
ha
r*
)m
all
o
c
(IO
O"
siz
c
o
f(c
ha
r))
; 
bl
ad
e 
o
u
t 
fil
e 
=
 
(ch
ar
"
)m
all
o
c
(I
OO
*
si
zc
of
(ch
ar)
); 
bla
de=
tre
~f
ilc 
=
 (c
ha
r*
)m
all
o
c
(I
OO
*
siz
co
f{c
ha
r))
; 
.
,
 
/"
 
N
om
 d
u 
fic
hi
er
 o
u
tfi
le 
su
r 
la
 la
m
e 
*
/ 
st
rc
py
(b
la d
e _
o
u
t_
 
fil
c,
c
he
m
 in
); 
st
rc
a
t(b
la
de
 o
u
t 
fil
c
,O
U
TF
IL
E
B
LA
D
E)
; 
sr
rc
a
t(b
la
de
 =o
u
t=
 fil
e
,
 
n
u
m
 _
 
bl
ad
c)
; 
st
rc
a
t(b
la
dc
_
o
u
t_
fil
e
,
"
_
"
); 
st
rc
at
(bl
ad
e _
o
ut
_
 file
,n
um
 _
fil
e);
 
st
rc
py
(bl
a
de
_
o
u
t_
fil
cC
,b
la
dc
_o
u
t_
fil
e
); 
st
rc
a
t(b
la
dc
_
o
u
t_
fil
eC
,
FI
L)
; 
1•
 
N
o
m
 d
u 
fic
hi
e
r 
d'
ar
br
e 
su
r 
la 
la
m
e 
*
/ 
st
rc
py
(b
la
de
_
tr
c
e
_
fil
e,
c
he
m
în
); 
st
rc
a
t(b
lad
e 
tr
ec
 
fil
e,
O
U
T
IR
E
E
BL
A
D
E)
; 
st
rc
a
t(b
lad
e =
tr
ec
= 
fil
e,
 
n
u
m
 _
 
bl
a
de
); 
st
rc
a
t(b
lad
c _
tr
ec
_
 
fil
e,
"_
"
); 
st
rc
a
t(b
lad
e _
tr
e
c
_
 fil
c,
n
u
m
 _
fil
e
); 
st
rc
py
(b
la
9e
_t
re
e_
fil
cC
,b
la
de
_
tr
e
c
_
fil
e);
 
st
rc
a
t(b
la
de
 t
re
c 
fil
cC
,
FI
L)
; 
op
enf
ile
(&
o~t
file
~b\
ade
_ou
t_
file
,bl
ade
_ou
t_
file
C,"
w"
,ar
gv[
O],
out
fil
cna
me
); 
if
(tr
o
u
t) 
o
pe
nf
ile
( &
o
u
n
rc
e
,b
la
de
 _t
re
c
_
 fil
c
,
bl
ad
c _
tr
ec
 _
fil
e
C,
 "w
"
 ,
a
rg
v[
O]
,o
u
ttr
ce
n
am
c);
 
/*
Tr
ai
te
m
e
n
t d
e 
l'a
rb
re
*
/ 
m
ak
et
re
e
2(
pa
ra
m
); 
to
u
rs
+
+
; 
/*
 F
e
rm
e
tu
re
 d
e
s 
fic
hi
er
s 
in
te
rm
e
di
ai
re
s 
*
/ 
fre
c
(b
la d
c _
o
u
t_
 
fil
e);
 
fre
e(b
lad
e _
tr
ec
_
 
fil
e
); 
frc
e
(b
la
dc
 _o
u
t_
 
fil
eC
); 
fre
e(b
lad
c _
tr
e
c_
 
fil 
cC
); 
FC
lo
se
(o
u
tfi
lc)
; 
i f(
tr
o
ut
) 
FC
lo
sc
(o
u
ttr
ec
); 
/*
 S
yn
ch
ro
n
isa
tio
n
 d
es
 r
e
su
lta
ts
 *
/ 
if(
m
ax
_
pr
o
cs
>
l){
 
1•
 
Ca
s d
es
 la
m
es
 a
u
tr
e
s 
qu
e 
le 
pr
e
m
ie
r
*
/ 
if(
my
id
>
O
 &
&
 m
yi
d<
m
a
x
_
pr
o
cs
){ 
) 
M
P
I_
Sc
nd
( &
bc
st
lk
,
 
1,
 
M
PI
_
D
O
U
BL
E,
O,
 
0,
 
M
P!
_
C
O
M
M
_
 
W
O
R
LD
 );
 
M
PI
_
Rc
c
v
( &
lc
pr
o
c,
 1
,
 
M
PI
_
IN
T,
 0
,
 
0,
 
M
PI
_
CO
M
M
_
W
O
R
LD
,
 
&
st
at
us
 );
 
if(
my
id=
lcp
ro
c
) 
M
PI
_
Sc
n
d( 
&
be
st
ou
r,
 
1, 
M
PI
_
!N
T,
O,
 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
t•
 C
as
 d
e 
la 
pr
cm
ie
re
 la
m
e*
/ 
c
ise
( 
·
 
il
(m
yi
d~
O)
( 
TB
cs
tl
lho
od
[O
]~
be
st
lk
; 
le
pr
oc
=m
yi
d;
 
fo
r(i
=
l;
 i<
m
ax
_
pr
oc
s;
i+
+
) 
M
PI
_
Rc
c
v
( &
T
Bc
st
llh
o
o
d[
i],
 
1, 
M
PI
_
D
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
 
CO
M
M
 _ W
O
RL
D
,
 
&
st
a
tu
s 
); 
/*
 R
ec
he
rc
he
 d
u 
m
ei
lle
ur
 r
es
u
lta
t *
/ 
fo
r(i
=
l;
 i<
m
ax
_
pr
o
cs
;i+
+
){
 
il(
 T
B
cs
tll
ho
o
d[
i]>
 b
es
tlk
)(
 
le
pr
o
c 
=
 
i; 
bc
st
lk 
=
 
T
Bc
st
Uh
oo
d(
i];
 
fo
r(i
=
 1;
 i<
m
ax
_p
ro
cs
;i+
+
) 
M
PI
_
Sc
n
d(
 &
lc
pr
o
c
,
 
1,
 
M
PI
_
IN
T,
i, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
 );
 
if{
lcp
roc
!=
m
yi
d)
 
M
PI
 
R
cc
v( 
&
bc
st
ou
r, 
1, 
M
l,l
 I
N
T,
 lc
pr
o
c
,
 
0,
 
-
M
PI
_
C
O
M
M
_
 
W
ÛR
LD
, &
st
at
us
 );
 
} 
} /
*
 in
fc
re
n
c
e
Pt
re
c 
*
/ 
!•~
--
--
--
--
~
--
~-
-~
--
--
~
--
--
~-
-~
--
--
--
·-
-
~
~
~
~
~
--
--
~ 
•
 
FO
N
C
TI
O
N
 M
A
IN
 
~
~-
--
--
-~
--
--
--
--
--
--
--
--
--
--
~-
--
--
--
-~
--
--
~~
~
~~
--
~
·! 
in
t m
ai
n(
int
 ar
gc
,
 
Ch
ar
 •
a
rg
v
fl)
{ 
/*
 D
N
A
 M
ax
im
um
 L
ik
el
ih
oo
d 
*/ 
f•
 
V
ar
ia
bl
e
s 
n
ec
e
ss
a
ire
s 
a 
la 
pa
ra
llé
lis
a
tio
n*
/ 
c
ha
r 
*
n
b,
 *
n
bp
ro
cs
,
 
•
n
bt
o
u
rs
, 
•
c
o
m
L
in
e 
; 
FI
LE
 •
pa
ra
m
; 
c
ha
r *
pa
ra
m
N
am
c;
 
c
ha
r 
*
ch
e
m
in
"
"
' 
(c
ha
r*
)m
all
o
c(5
0*
siz
eo
f{c
ha
r))
; 
c
ha
r •
in
f-
(ch
ar*
)m
all
oc
(J
O
O
*s
iz
co
f{c
ha
r))
; 
c
h a
r 
•
o
u
tf
=
 
(ch
ar*
)m
all
o
c
(JO
O*
siz
c
o
f{c
ha
r))
; 
c
ha
r 
•
c
a
tf
"
"
 
(c
ha
r*
)m
all
oc
(JO
O*
si
zc
of
{c
ha
r))
; 
c
ha
r 
•
w
e
if
=
 
(c
ha
r*
)m
all
o
c
(1
00
•s
iz
eo
f{
ch
ar)
); 
c
ha
r •
o
u
 tt
=
 
(c
ha
r*
)m
all
o
c
( 1
 O
O
*s
iz
eo
f{c
ha
r))
; 
n
bp
ro
c
s 
"
"
(ch
ar 
*
)m
all
oc
(5
*
siz
eo
f{c
ha
r))
; 
n
bt
o
u
rs
-
(c
ha
r 
*
)m
all
oc
(5
*s
izc
of
{c
ha
r))
; 
n
b
=
 
(ch
ar 
*
)m
all
oc
(5
*s
izc
of
{c
ha
r))
; 
c
o
m
Li
ne
 =
(c
ha
r *
)m
al
lo
c(4
00
•si
zc
of
{c
ha
r))
; 
#i
fd
ef
M
A
C
 
#c
n
di
f 
a
rg
c 
•
 
1; 
!*
 m
a
c
se
tu
p(
"
D
na
M
L 
"
,
 '
"
'); 
*
/ 
ar
gv
[O
]-
"
D
na
M
L "
; 
1•
 
ln
iti
al
isa
tio
n 
de
s 
v
ar
ia
bl
e
s 
M
PI
 *
/ 
M
PI
_
ln
it(
&a
rg
c,&
ar
gv
); 
M
PI
_
Co
m
m
_
s
iz
e(M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
&
nu
m
pr
oc
s);
 
M
PI
_
Co
m
m
_
ra
n
k{
M
PI
_
 
C
O
M
M
_
 
W
O
RL
D
,&
m
yi
d)
; 
M
PI
_
 
G
ct
_p
ro
c
c
ss
o
r _
 
n
a
m
c
(p
ro
cc
sso
r _ 
n
a
m
c,
&
na
m
el
cn
); 
1•
 
Id
en
tif
ic
at
io
n 
de
s 
pa
ra
m
èt
re
s d
e 
la 
lig
ne
 d
e 
c
o
m
m
a
n
de
 •
f 
in
it(
a
rg
c,
ar
gv
); 
pr
o
gn
am
c 
=
 a
rg
v[O
]; 
Il
 N
om
 d
u 
pr
og
ra
m
m
e 
pa
ra
m
N
am
e
"
"
 
a
rg
v
[ 1
 ]; 
Il 
N
om
 d
u 
fic
hi
e
r 
de
 p
ar
am
èt
re
s 
pa
ra
m
.
,.
 
fo
pe
n(
pa
ram
Na
me
,"
r"
); 
Il 
Fi
ch
ie
r d
e 
pa
ra
m
èt
re
s 
Il 
Le
c
tu
re
 d
u 
pa
th
 c
t c
re
a
tio
n 
de
s 
n
o
m
s 
de
s 
fic
hi
e
rs
 
gc
ts
try
ng
 1 (
 ch
cm
in
,p
ar
am
); 
!*
Cr
ea
tio
n 
du
 n
o
m
 d
e
s 
di
ffe
re
nt
s 
fic
hi
er
s 
a
v
e
c
 le
 p
at
h 
*
/ 
st
rc
py
(in
f,c
he
m
in
);s
tr
cp
y(
ou
tf,c
he
m
in
);s
tr
c
py
(c
atf
,
ch
cm
in
);s
tr
cp
y(
wc
if,
c
he
m
in
);s
tr
cp
y(
ou
tt,
c
hc
m
in
); 
st
rc
at
(in
f,I
N
Fl
LE
);s
tr
ca
t(o
ut
f,O
U
TF
IL
E)
;s
tr
ca
t(c
atf
,
CA
 T
Fl
LE
);s
tr
ca
t(w
eif
,W
EI
GH
TF
lL
E)
; 
st
rc
at
(o
ut
t,O
lJI
TR
EE
); 
1•
 
O
uv
e
rt
ur
e 
du
 fi
hi
er
 d
'en
tre
e 
et
 d
e 
so
rt
ie
 *
/ 
o
pe
nf
ilc
(&
in
fil
e
,
in
f,"
in
pu
t f
ile
"
,
"
r"
,a
rg
v[O
l,i
n
fil
e
n
a
m
e
); 
o
pe
n
 fil
e( 
&
ou
tfi
lc
,o
u
tf,
 "o
u
tp
ut
 fi
le 
.
.
 
,
 "
w
" 
,a
rg
v[O
],o
u
tfi
le
n
a
m
c
); 
1•
 
In
iti
al
is
at
io
n 
de
s 
v
ar
ia
bl
e
s 
*
/ 
m
u
ls
et
s =
 fa
lsc
; 
e
n
s
e
m
bl
es
 
de
 d
on
ne
e
s
-
1;
 
fir
st
se
t =
 
tr
ue
; 
ib
m
pc
 a 
IB
M
CR
T;
 
a
n
si
-
A
N
SI
C
RT
; 
gr
bg
-
N
U
LL
; 
do
in
it(
pa
ra
m
); 
ttr
a
tio
O
"
"
 
ttr
at
io
; 
1•
 
O
uv
er
tu
re
 d
es
 a
u
tr
es
 f
ic
hi
er
s 
n
ec
es
sa
ire
s 
*
/ 
if
{c
tgr
y)
 o
pc
n
fil
c
(&
ca
tfi
le
,c
a
tf,
"c
at
eg
or
ic
s 
fil
e"
,"
r"
,
ar
gv
(O
],c
at
fil
e
n
a
m
e
); 
if
(w
cig
hts
 llj
u
st
w
ts
) 
o
pc
n
fil
e(&
we
ig
ht
fil
e,
w
e
if,
"
w
ei
gh
ts
 fi
le
",
"
r"
,a
rg
v[O
],w
ci
gh
tfi
le
na
m
e);
 
if
(tr
ou
t &
&
 m
yi
d-
-
0)
 
o
pc
nf
ile
(&
ou
ttr
e
c
,o
u
tt
,
"
o
u
tp
ut
 tr
ec
 fi
lc
","
w
",a
rg
v[
O]
,
o
u
tt
rc
en
am
e)
; 
if
(!u
sc
rtr
cc
) n
o
n
o
dc
s2
-;
 
/*
M
od
if
ic
at
io
n 
de
 la
 v
al
eu
r 
du
 s
e
e
d 
(au
 ni
ve
au
 d
e 
c
ha
qu
e 
la
m
e) 
po
ur
 u
n
e 
m
e
ill
eu
re
 p
ar
a11
C1
isa
tio
n
 *
/ 
i f{
{m
yid
%
2)
-
0) 
se
cd
[O
]=
sc
cd
[O
]*
(m
yid
+
l);
 
e~
c 
sc
cd
[O
]=
sc
c
d[
O]
•(m
yid
+
 1
 )+
1;
 
/*
 C
as
 d
'u
ne
 la
m
e*
/ 
if( 
n
u
m
pr
o
e
s 
=
 
1 
) {
 
in
fc
re
nc
e
(p
ara
m)
; 
} c~
e(
 
bc
st
lk 
=
 
(d
ou
ble
)L
ON
G_
M
IN
; 
sp
rin
tf{
nb
pr
o
cs
, 
"
o/o
d "
, 
n
u
m
pr
o
cs
); 
1•
 
C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 e
t 
d'
un
 a
rb
re
 *
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
e
e
s
=
! 
&
&
 n
ju
m
bl
e=
l){
 
if
(m
yi
d~
O)
( 
} cis
e
( 
in
fe
re
n
c
e
( p
ar
a r
n
); 
/*
 P
as
 d
'ec
rit
ur
e 
p a
r 
les
 p
ro
gr
am
m
es
 e
n
 p
ar
al
le
le
 c
a
r 
c
'e
st
 u
n 
m
el
an
ge
 *
/ 
pr
og
re
ss
 =
 
fa
lse
; 
if
(m
yi
d
-
0) 
st
ar
tw
tim
e
"
"
 
M
PI
 W
tim
e()
; 
!*
 C
as
 d
'u
n 
en
se
m
bl
e d
e 
do
;;n
cc
s 
et
 p
lu
si
eu
rs
 a
rb
cs
 *
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
-
!){
 
in
fe
re
nc
c
Pt
re
e(p
ara
m
,
 
a
rg
v,
 c
he
m
in
); 
if(
my
id-
0)
( 
sp
rin
tf{
n
b,
"
 
o/o
d 
"
,
 
Je
pr
oc
); 
Il 
n
b 
e
st
 le
 p
ro
ce
ss
eu
r 
ay
an
t 
le 
m
ei
lle
ur
 
Il 
a
rb
re
 
sp
rin
tf(
nb
to
u
rs
, 
"
o/
od
 "
, 
bc
st
ou
r);
// 
n
bt
ou
rs
 e
st
 le
 to
u
r 
a
u
qu
el
 
!!l
'a
rb
re
 a
 é
té
 tr
ou
ve
 (n
um
ero
 d
e 
l'a
rb
re
) 
t•
 F
or
m
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
p~
le
 le 
sc
rip
ts
 d
e 
c
o
n
c
a
te
n
at
io
n
 d
es
 fi
ch
ie
rs
 •
f 
sp
rim
f{c
om
L
in
e,
 
"
o
/oS
 "
, 
"
.
/s
yn
ch
ro
Pt
re
eM
L.
sh
 ")
; 
st
rc
at
(co
mL
ine
,
 
n
b)
; 
st
rc
at
(co
mL
in
e,
 
n
bt
o
u
rs
); 
st
rc
at
(co
mL
inc
,
 
o
u
tf
); 
st
rc
at
(co
mL
inc
, "
 .
.
 
); 
i f(
tro
ut
) 
st
rc
n
t(c
:om
lf
fie
. 
a
u
lt
): 
pr
in
tf{
"\n
 S
cr
ip
t: 
%
s"
, c
o
m
Li
nc
); 
sy
st
cm
(c
om
Li
nc
);/
/ E
xe
cu
tio
n
 d
u 
sc
ri
pt
 d
e 
la
 f
om
1a
tio
n
 d
es
 fi
c
hi
e
rs
 
Il 
re
su
lta
ts
 
t•
 C
as
 d
e 
pl
us
ieu
rs
 e
n
se
m
bl
es
 d
e 
do
n
n
e
es
 •
t 
if( 
e
n
se
m
bl
e
s 
de
 d
on
ne
es
>
 1
 ){
 
1*
 N
et
to
ya
ge
 •
t 
c
lea
n_
u
p(
); 
M
PI
 
Fi
n
al
iz
c()
; 
# i
fd
ef
W
IN
32
-
/*
Fe
rm
et
ur
e 
de
s 
fic
hi
er
s 
de
 r
cs
u
ha
t *
/ 
FC
io
sc
(o
u
tfi
le
); 
if
(tr
ou
t &
&
 m
yi
d=
O) 
FC
io
sc
(o
u
tt
re
e
); 
in
fc
rc
n
c
e
Pd
a
ta
(p
ar
am
, 
a
rg
v,
 c
he
m
in
); 
/*
 S
cr
ip
t s
u
r 
le 
pr
em
ie
r b
la
de
 *
/ 
if
(m
yi
d~
O)
{ 
sp
rin
tf(
nb
, "
%
d 
"
, 
(in
t)c
ns
em
ble
s d
e 
do
nn
ee
s);
 
sp
rin
tf{
"nb
tou
rs,
 "
%
d 
\ 
(in
t)e
ns
em
blc
s 
de
 d
on
n
ee
s/
n
u
m
pr
oc
s);
 
/*
 F
or
m
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
rip
ts 
de
 
c
o
n
c
a
te
na
tio
n 
de
s 
fic
hi
e
rs
*
/ 
sp
rin
tf{
co
m
li
ne
, 
"
%
s "
,
 
"
.
/sy
nc
hr
oP
da
ta
M
L.
sh
 ")
; 
st
rc
at
(co
mL
ine
, n
bp
ro
cs
); 
st
rc
at
(co
mL
inc
, n
b)
; 
st
rc
a
t(c
om
Li
ne
, 
n
bt
ou
rs
); 
st
rc
at
(co
mL
in
c,
 o
u
tf
); 
st
rc
at
(co
mL
in
e,
"
 
"
); 
if
(tr
ou
t) 
st
rc
a
t(c
om
Li
ne
, 
o
u
tt 
); 
pr
in
tf{
"\s
t S
cr
ip
t:
 %
s"
,
 
co
m
Li
ne
); 
sy
st
c
m
(co
mL
in
e
); 
Il 
Ex
ec
ut
io
n 
du
 s
c
rip
t d
e
 la
 
Il 
fo
rm
at
io
n
 d
e
s 
fic
hi
er
s 
re
su
lta
ts
 
ph
yR
es
to
re
Co
n
so
lcA
tt
rib
ut
es
();
 
#c
n
di
f 
re
tu
m
O;
 
} t
•
 D
N
A
 M
ax
im
um
 L
ik
el
ih
o
o
d 
•
1 
M
ét
ho
de
 d
e 
O
N
A
M
L
K
: 
N
o
u
s 
pr
és
en
te
ro
n
s 
se
u
le
m
en
td
es
 
pa
rti
es
 d
u 
fic
hi
er
 d
na
m
lk
cl
ea
n.
c 
qu
i 
co
n
tie
nt
 l
a 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
1•
 
In
cl
us
io
n
 d
es
 li
br
ai
rie
s n
e
c
e
ss
a
ire
s 
•
 i 
#i
nc
lu
de
 "
ph
yl
ip
.h
" 
#i
nc
lu
de
 "
sc
q.
h"
 
#i
nc
lu
dc
 "l
im
its
.
h"
 
/*
In
cl
us
io
n 
de
 la
 li
br
ai
rie
 d
e 
M
PI
*/
 
#i
nc
lu
dc
 "
m
pi
.
h"
 
/*
v
er
s
io
n
 3
.6
. (
c) 
Co
py
rig
ht 
19
86
-2
00
4 
by
 th
e 
U
ni
ve
rs
ity
 o
f W
as
hi
ng
to
n 
a
n
d 
b
y 
Jo
s
e
p
h 
F
cl
sc
o
u
u
ci
n
. 
W
ri
lt
cn
 b
y 
Jo
s
e
ph
 F
c
ls
cn
st
ei
n.
 
P
e
rm
is
s
io
n
 
is 
gr
an
ted
 to
 c
op
y a
nd
 u
se
 th
is 
pro
 gr
am
 p
ro
vid
ed
 no
 fe
e i
s c
ha
rg
ed
 fo
r i
t 
a
nd
 p
ro
vi
de
d 
th
at
 th
is
 c
o
py
rig
ht
 n
o
lic
c 
is 
n
o
t 
rc
m
o
v
cd
. •
t 
#d
ef
i n
e 
ep
si
lo
n 
#d
c f
in
c 
o
v
e
r 
0.
00
01
 
t•
 u
se
d 
in 
m
ak
.c
nc
w
v,
 
gc
tth
rc
e,
 
u
pd
at
e 
*
/ 
60
 
/*
D
ef
in
iti
on
 d
e
s 
c
o
n
st
an
te
s 
u
til
is
e
e
s 
po
u
r 
le 
n
o
m
 d
es
 fi
c
hi
er
s*
/ 
#d
ef
in
e 
O
U
TF
lL
EB
LA
D
E 
"
o
u
tfi
lc
" 
#d
ef
in
e 
D
A
TA
 "
 
da
ta
" 
#d
e f
in
e 
FI
L
" 
fil
e
"
 
#d
cf
in
e 
O
U
Tr
R
.E
EB
LA
D
E 
"
o
u
tt
re
e"
 
,,
,
 
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
 _
 
*
V
er
si
on
 s
e
qu
en
tie
lle
 d
e 
l'i
nf
er
en
c
e
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
*
 p
a
ra
m
: 
.
 
pa
ra
 rn
 
: 
Fi
c
hi
e
r 
de
s 
pa
ra
m
e
tr
cs
 d
e 
la 
fo
nc
tio
n
 
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
·
! 
v
o
id
 i
nf
er
en
ce
( F
lL
E 
*
pa
ra
 rn
) {
 
/*
B
ou
cl
e 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
d'
e
n
se
m
bl
es
 d
e 
do
nn
ee
s*
/ 
fo
r (
ith
 ""
 
1;
 it
h 
<
=
e
n
se
m
bl
es
 d
e 
do
nn
ee
s; 
ith
+
+
) {
 
} 
} /
*
in
fe
re
n
c
e
*
/ 
ttr
at
io
 =
 tt
ra
tio
O
; 
if
(c
ns
em
ble
s 
de
 d
on
ne
es
>
 1
) {
 
fp
rin
tf(
ou
tfi
lc,
 
"
D
a
ta
 s
et
# 
%
ld
:\n
\n
",
 
ith
); 
if
(p
ro
gr
cs
s) 
} gc
lin
pu
t()
; 
if
{it
h
-
1) 
pr
in
tf{
"\n
.D
ata
 se
t#
 %
1d
:\n
 .. , 
ith
); 
fir
sts
et
 ,.
 
fa
lse
; 
t•
 B
ou
cl
e 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
a
rb
re
s 
*
/ 
fo
r Q
um
b-
1;
 ju
mb
 <=
 n
jum
blc
; ju
m
b+
+
) 
m
ak
e
tr
c
c
(p
ar
am
); 
,.
,
 
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
 _
_
 
*
 P
a
ra
lle
lis
a
tio
n
 e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 a
 in
fe
re
r 
*
 p
ar
am
: 
.
 
pa
r a
m
 
: 
Fi
c
hi
er
 d
es
 p
ar
am
ct
re
s 
de
 la
 fo
n
ct
io
n
 
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
=
-
-
'1
 
v
o
id
 
in
fc
rc
nc
e
Pt
rc
e(F
IL
E 
*
pa
ra
m
, 
c
ha
r 
*
*
a
rg
v,
 c
ha
r 
*
c
he
m
in
){ 
t•
 V
ar
ia
bl
es
 n
ec
e
ss
a
ire
s 
a 
la 
fo
rm
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
c
ha
qu
e 
la
m
e
*
/ 
in
t 
c
ba
r 
ch
ar
 
c
ha
r 
.
 
c
ha
r 
i; *b
la
dc
 o
u
t 
fil
e;
 
*
bl
ad
c-
tre
c-
fil
e;
 
*
bl
ad
e-
o
u
t -
fil
cC
; 
*bl
ade
=tr
e~
filc
C; 
c
ha
r 
*
n
u
m
 
bl
ad
c;
 
c
ha
r 
*
n
u
m
-
fil
e; 
nu
m
_
bl
ad
e 
-
=
(ch
a
r 
*
)m
a
llo
c(5
*
siz
co
f(c
ha
r))
; 
n
u
m
_
fi
le
 
-
(c
ha
r 
*
)m
a
llo
c(S
"'s
izc
o
f(c
ha
r))
; 
TB
es
tll
ho
od
 
=
 
(d
ou
bl
~ *
) m
all
oc
((n
um
pro
cs
+
l)*
siz
eo
f(d
ou
bl
c))
; 
sp
rin
tf(
n
u
m
_
bl
ad
e,
 "
%
d"
, m
yi
d);
 
ttr
at
io
 =
 tt
ra
tio
O;
 
/*
 L
e 
fic
hi
er
 o
u
t fi
le 
es
t d
cja
 ou
v
er
t 
•
; 
ge
tin
pu
t()
; 
t•
 F
er
m
e
tu
re
 d
es
 fi
ch
ie
rs
 r
es
u
lta
ts
 a
 c
e
n
e
 p
la
ce
 c
ar
 g
ct
in
pu
t u
til
ise
 le
 fi
ch
ie
r 
o
u
tfi
le
7 
•
t 
FC
io
sc
(o
u
tfi
lc)
; 
if
(tr
ou
t) 
FC
lo
se
(o
u
ttr
ee
); 
fir
sts
et
 =
 fa
lse
; 
t•
 
D
ct
cn
ni
na
tio
n
 d
u 
n
o
m
br
e 
de
 p
ro
ce
ss
eu
rs
 n
ec
es
sa
ire
s 
*
/ 
if(
nju
m
bl
e 
>
 n
u
m
pr
oc
s) 
m
ax
 _
pr
oc
s 
=
n
u
m
pr
oc
s;
 
cl
se
 
m
ax
_
pr
oe
s=
nju
mb
lc
; 
t•
 B
ou
cl
e 
en
 fo
n
ct
io
n
 d
u 
n
o
m
br
e 
d'a
rb
re
s 
*
/ 
fo
r U
um
b 
=
 
1;
 ju
mb
 <=
 n
jum
bl
e
;ju
m
b+
+
) {
 
ift
U
um
b-
1 
)%
ma
x_
pr
oc
s=
m
yi
d) 
{ 
/"
'C
re
at
io
n 
de
s 
fic
hi
er
s 
in
te
nn
ed
ia
ire
s 
*
/ 
sp
ri
n
tf(
nu
m_
fil
e,"
%
d"
, (
int
)(U
um
b-1
 )/
m
ax
_
pr
oc
s))
; 
bl
ad
c 
o
u
t 
fil
cC
 
=
(c
ha
r*
)m
all
o
c(
IO
O"
'si
ze
of
(c
ha
r))
; 
bl
ad
e -
tr
e
; 
fil
eC
 
=
 (c
ha
r*
)m
a
llo
c( 
1 O
O
*s
izc
of
(ch
ar)
); 
bl
ad
e-
o
u
t -
fil
e 
=
-
(c
ha
r*
)m
all
o
c
( 1
 oo
•s
tz
eo
f{c
ha
r))
; 
bla
de=
trc
~f
ilc 
=
 (c
ha
r*
)m
a
llo
c
( 1
 OO
*s
iz
co
f(c
ha
r))
; 
t•
 
N
om
 d
u 
fic
hi
er
 o
u
tfi
lc
 su
r 
la 
la
m
e 
•
; 
st
rc
p)'
(bl
ad
e_
o
u
t_
fil
e,
ch
cm
in)
; 
st
rc
at
{b
la
de
 
o
u
t 
fil
e,
O
U
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
la
de
=
o
u
t=
fil
e
,
 
n
u
m
_
bl
ad
e);
 
st
rc
at
(b
lad
c_
o
u
t_
fil
e,
"
_
"
); 
st
rc
a
t(b
lad
e _
ou
i_
 
fil
e,
n
u
m
 _
fil
e);
 
st
rc
py
(b
la
de
 _
o
u
t_
 
fil
eC
,b
lad
e _
o
u
t_
 
fil
e)
; 
st
rc
at
(b
lad
c_
ou
t_
fil
cC
,
FI
L)
; 
1•
 
N
o
m
 d
u 
fic
hi
e
r 
d'
ar
br
e s
u
r 
la 
la
m
e 
*
/ 
st
rc
py
(b
lad
c_
rr
ec
_
fil
e,
ch
em
in
); 
st
rc
at
(b
la
de
 
tr
ec
 
fil
e
,
O
V
Tr
R
E
EB
LA
D
E)
; 
st
rc
at
(b
la
dc
=
tr
ce
=
fil
e,
 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
lad
c _
tr
ec
_ f
ile
,
"
_
"
); 
st
rc
at
(b
lad
e _
tr
ec
_ f
ùc
,
n
u
m
 _
fil
e);
 
st
rc
py
(b
la
dc
_
tr
ee
_
fil
cC
,b
lad
c_
tr
ce
_
fil
c)
; 
st
rc
at
(b
lad
c 
tr
ec
 
fi\
e
C,
Fl
L)
; 
opc
nfi
lc(
&o~
tfi
lc~
bla
dc_
out
_fi
lc,
bla
dc_
out
_fi
leC
,"w
",a
rgv
fOl
,ou
tfil
cn
am
c)
; 
if(
tro
u
t) 
o
pc
nf
ile
(&
ou
ttr
e
e,
bl
ad
e_
tr
e
e_
fil
e,
bl
ad
c_
tr
cc
_
fil
eC
,"w
",a
rg
v[
O]
,o
u
ttr
ec
n
am
e);
 
m
ak
et
re
e2
(p
ara
m)
; 
to
u
rs
+
+
; 
t•
 F
e
rm
e
tu
re
 d
es
 fi
c
hi
er
s 
in
tc
m
1e
di
ai
rc
s 
•
; 
fre
c(b
lad
c_
o
u
t_
fil
e);
 
fre
e(b
la
dc
_
tr
ce
_f
ile
); 
fre
e(b
la
de
_o
ut
_ f
ilc
C)
; 
fr
cc
(b
la
dc
_
tr
ce
_
fil
c
C
); 
FC
io
se
(o
u
tfi
le
); 
if(
tro
u
t) 
FC
lo
se
(o
utt
rcc
); 
1• 
Sy
nc
hr
on
isa
tio
n 
de
s r
es
u
lta
ts
 *
/ 
î f(
m
ax
_
_
pr
o
cs
>
l){
 
} 
t•
 C
as
 d
es
 la
m
es
 a
u
tr
es
 q
ue
 le
 p
re
m
ie
r 
*
/ 
if(
my
id>
O
 &
&
 m
yi
d<
m
ax
__
pr
oc
s){
 
} 
M
Pl
_S
en
d(
 &
be
st
lk
,
 
l,
 M
Pl
_
D
O
U
B
LE
,O
, 0
,
 
M
PI
_C
O
M
M
_W
O
R
LD
 );
 
M
PI
_
Rc
cv
( &
le
pr
oc
, 
1, 
M
PI
_
IN
T,
 0
,
 0
,
 
M
PI
_
CO
M
M
_
 
W
O
RL
D
, &
st
at
us
 ); 
if(m
yid
=
lc
pr
oc
) 
M
Pl
_
Sc
nd
( &
be
s1
o
u
,
,
 
1, 
M
P
I_
lN
T,
O,
 
0,
 M
Pl
_
C
O
M
M
_
W
O
R
LD
 );
 
t•
 C
as
 d
e 
la 
pr
em
icr
c 
la
m
e
*
/ 
c
ise
{ 
if
(m
y;
d~
O)
{ 
T
B
cs
tll
ho
od
[O
]=
bc
st
lk
; 
lcp
ro
c=
m
yi
d;
 
fo
r(i
=
l; 
i<
m
ax
_
pr
oc
s;
i+
+
) 
M
Pl
_R
ec
v(
 &
TB
es
lll
ho
o
d[
i],
 
1, 
M
Pl
_
D
O
U
B
LE
, i
, 0
, 
M
Pl
_
C
O
M
M
_
 
W
O
R
LD
, &
s1
at
us
 );
 
t•
 R
ec
he
rc
he
 d
u 
m
e
ill
e
u
r 
re
su
lta
t*
/ 
fo
r(i
=l
; i
<
m
ax
_
pr
oc
s;
i+
+
){ 
} 
if( 
T
B
cS
III
ho
o
d[
i]>
 b
es
tlk
){
 
le
pr
oc
 =
 
i; 
bc
st
lk 
=
 
TB
es
tll
ho
o
d[i
l; 
fo
r(i
=l
; i
<
m
ax
_
pr
oc
s;
i+
+
) 
M
Pl
_
Sc
n
d(
 &
le
pm
c
, 
1,
 
M
Pl
_
lN
T,
i, 
0,
 
M
Pl
_C
O
M
M
_
W
O
R
LD
 );
 
if(
lcp
ro
c!
=
n
1y
id
) 
M
PI
_R
ec
v
( &
bc
st
ou
r,
 
1,
 M
PI
_I
N
T,
 le
p r
o
c
,
 0
,
 
M
Pl
_
C
O
M
M
_
 
W
O
R
LD
, &
Si
at
us
 );
 
11
•
 
in
fc
re
nc
eP
tre
c 
•
; 
!·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
U
e
lis
at
io
n
 e
n
 fo
n
c
lio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
 
pa
ra
m
: p
ar
am
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s d
e 
la 
fo
nc
tio
n 
~
~
~
~
~
-
-
~
-
-
~
~
~
~
-
-
~
-
-
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
''! 
v
o
id
 
in
fe
rc
nc
eP
da
ta
(F
IL
E 
*
pa
ra
m
,
 c
ha
r 
•
•
a
rg
v,
 
ch
ar
 *
c
he
m
in
){ 
t•
 
V
ar
ia
bl
es
 n
ec
es
sa
ire
s 
a 
la 
fo
nn
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
ch
aq
ue
 la
m
e
*
/ 
c
ha
r 
•
bl
ad
c 
o
u
t 
f1l
e;
 
c
ha
r 
*
bl
ad
e-
tr
c
; 
fil
e; 
ch
ar
 
"
'bl
ad
c-
o
u
t -
fil
cC
; 
c
ha
r 
*
bl
ad
e-
tr
ec
-
fil
eC
; 
ch
ar
 
•nu
m_
bla
d~
 
c
ha
r 
•
n
u
m
_
fil
e;
 
n
u
m
_
bl
ad
e 
=
(c
h a
r 
•
)m
all
o
c
(S
•si
z
e
o
f(c
ha
r))
; 
n
u
m
_
fil
e 
=
(ch
ar 
•
)m
all
oc
(S
•si
z
e
o
f(c
ha
r))
; 
sp
rin
tf
tn
um
_
bl
ad
c,
 "
%
d"
,
 
m
yi
d);
 
t•
 B
ou
cl
e 
en
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
e
n
se
m
bl
es
 d
e 
do
n
n
e
e
s 
•
; 
fo
r (
ith
-
1;
 it
h 
<
-
e
n
se
m
bl
es
 d
e 
do
nn
ee
s;
 it
h+
+
) {
 
t•
 D
is
tr
ib
ut
io
n
 d
es
 e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
a 
tr
ai
te
r 
au
x
 !a
rn
es
 •
t 
if(
(ith
-1 
)%
nu
m
pr
oc
s=
m
yî
d)
 { 
) cis
e{
 
t•
 C
re
at
io
n
 d
es
 fi
ch
ie
rs
 in
te
n
n
e
di
ai
rc
s 
•
t 
bl
a
dc
_
o
u
t_
fil
cC
 =
 
(c
ha
r•
)m
all
o
c
(l 
o
o
•
si
zc
of
{c
ha
r))
; 
bl
a
dc
_
tr
cc
_
fil
cC
 =
 (c
ha
r•
)m
all
o
c
(l 
o
o
•
s
iz
e
o
ftc
ha
r))
; 
bl
a
dc
_
o
u
t_
fil
c 
=
 
(c
ha
r•
)m
all
o
c
( 1
 oo
•s
iz
eo
ft
ch
ar
));
 
bl
a
de
-
tr
e c
-f
ile
 =
 
( c
ha
r•
)m
all
oc
( 1
 oo
•s
iz
eo
ft
 ch
ar
));
 
sp
rin
tf{
nu
m _
fil
e,
 "
o/o
d"
, (
in
t)(
(it
h-1
 )/
n
u
m
pr
o
c
s))
; 
1•
 N
om
 d
u
 fi
ch
ie
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e
 •
1 
st
rc
py
(b
la
de
 _o
u
t_
 fil
e,
c
he
m
in
); 
st
rc
at
(b
lad
e_
o
u
t_
fil
c
,O
U
TF
lL
EB
LA
D
E)
; 
st
rc
at
(b
lad
c_
ou
t_ f
ilc
, 
n
u
m
_
bl
ad
e)
; 
st
rc
at
(b
la
de
 _o
u
t_
 fil
e
,"
_
"
); 
st
rc
at
(b
la
de
 o
u
t 
fil
e,
n
u
m
 
fil
e)
; 
str
cpy
(bl
ad~
ou~
filc
C,b
l3d
e_o
ut_
filc
); 
st
rc
at
(b
lad
e_
o
u
t_
fil
eC
,
FI
L)
; 
1•
 
N
om
 d
u
 fi
ch
ie
r d
'ar
br
e 
su
r 
la 
la
m
e
 •
t 
st
rc
py
(b
la
dc
 t
rc
e 
fil
c
,c
he
m
in
); 
st
rc
at
(b
l a
dc
 l:
re
c -
fil
c,
O
U
T
T
R
EE
B
LA
D
E)
; 
st
rc
a
t(b
la
de
 =t
re
c=
 fil
e
,
 
n
u
m
 _
 
bl
ad
c
); 
st
rc
at
(b
l a
dc
 t
re
c 
fil
e
,
"
 
"
); 
st
rc
at
(b
la
de
 =t
re
c=
 filc
,n~
m _
fi
le
); 
st
rc
py
(b
lad
c _
tr
ec
_ f
ilc
C
,b
la
dc
 _t
re
c_
 fil
e);
 
st
rc
at
(b
la
dc
 _t
re
c_
 fil
eC
,
FI
L)
; 
o
pe
n f
ile
( &
ou
tfi
le
,
bl
a
de
 _o
u
t_
 fil
e
,b
la
de
 
_
o
u
t_
 
fil
eC
, "
w
"
1a
rg
v[O
],o
u
tfi
le
n
a
m
e
); 
if
(tr
o
u
t) 
o
pe
n
 fil
e( &
ou
tt
re
e,
bl
a
de
 _t
re
c
_
 fil
e,
bl
a
de
 _t
re
c
_
 
fil
eC
,"w
" ,
ar
gv
[O
],o
u
tt
re
e
n
a
m
e);
 
if
(e
n
sc
m
bl
c
s 
de
 d
on
n
e
e
s
>
 1
) {
 
fp
rin
tf{
ou
tfi
le,
 "D
at
a 
se
t I
l %
1d
:\n
",
 
ith
); 
) ttra
tio
 =
 
ttr
at
io
O
; 
ge
tin
pu
t()
; 
if
(it
h
=
 
1) fir
sts
et
 =
 
fa
lse
; 
1•
 
B
ou
cl
e 
en
 f
on
ct
io
n
 d
u 
n
o
m
br
e 
d'
a
rb
re
s 
•
t 
fo
r U
um
b 
=
 l
;ju
m
b 
<
=
 n
ju
mb
lc;
 ju
m
b+
+
) 
m
ak
ct
rc
e
(p
ara
m)
; 
1•
 
Fe
m
1e
tu
re
 d
es
 fi
ch
ie
rs
 in
te
n
n
e
di
ai
re
s 
•
t 
fr
ee
(b
lad
e _
o
u
t_
 fil
e);
 
fr
ec
(b
la
de
 _t
re
c
_
 fil
e);
 
fr
ce
(b
la
de
 _
o
ut
_
 
fil
 cC
); 
fre
e(b
la
dc
 _t
re
c_
 
fil
 cC
); 
FC
io
se
(o
u
tfi
le
); 
FC
io
se
( o
u
tt
re
c
 ); 
o
pe
n
fil
c( 
&
ou
tfi
le
, "
b i
do
n
o
u
tfi
le
",
 "
bi
do
n"
,
 "
a"
 ,a
rg
v{
 0 l
,
 o
m
fi 
le
n
a 
m
c)
; 
if
(tr
o
u
t) 
o
pc
n
fil
e
(&
ou
ttr
ec
,"b
id
on
tr
ee
fil
e"
,"
bi
do
n
"
,"
a"
,
a
rg
v(
Ol
,o
u
tt
re
c
n
a
m
c
); 
) 
ge
tin
pu
t()
; 
i f
(it
h
=
 
1) fir
st
sc
t
-
f.'l
lsc
; 
FC
ios
e(o
utf
ile
); 
FC
!o
se
(o
u
tt
re
e);
 
1*
 A
tte
nt
e 
de
s 
au
tr
es
 p
ro
ce
ss
eu
rs
 *
1 
M
Pl
_
B
ar
ri
cr
(M
PI
_
 
CO
M
M
_
 
W
O
RL
D
); 
} 1
• 
In
fc
rc
n
c
e
Pd
at
a 
•1
 
[•
·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
FO
N
C
TI
O
N
 M
A
IN
 
~
~
~
~
~
~
~
~
~
-
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
·!
 
in
t 
m
a
in
(in
t a
rg
c,
 C
ha
r 
•
a
rg
v[
]) 
{ t
•
 D
N
A
 M
ax
im
um
 L
ik
el
ih
oo
d 
w
ith
 m
o
le
cu
la
r 
cl
oc
k 
•
1 
1*
 
V
ar
ia
bl
es
 n
e
c
e
ss
a
ire
s 
a 
la 
pa
ra
llé
lis
at
io
n 
•
1 
c
ha
r 
*
n
b,
 *
n
bp
ro
cs
, *
n
bt
o
u
rs
, 
•
c
o
m
L
in
e;
 
FI
L
E 
*
pa
ra
m
; 
c
ha
r 
*
pa
ra
m
N
am
e;
 
c
ha
r 
*
c
he
m
i n
=
 (c
ha
r•)
m
a
llo
c(S
O•
siz
e
o
f(c
ha
r))
; 
c
ha
r 
*
in
f=
 (c
ha
r•)
m
a
llo
c(I
OO
*s
ize
o
f(c
ha
r))
; 
c
ha
r 
*
o
u
tf
=
 
(c
ha
r*
)m
all
o
c(I
OO
•
s
ize
o
f(c
ha
r))
; 
c
ha
r 
*
ca
 tf
=
 
(c
ha
r*
)m
a
l\o
c
(l 
o
o
•
si
zc
of
(c
ha
r))
; 
c
ha
r 
*
w
c
if
=
 
(c
ha
r•
)m
a
llo
c
(I
OO
*s
iz
co
f(c
ha
r))
; 
c
ha
r 
•
o
u
n
"
"
' 
(ch
ar
•)m
all
o
c
( 1
 oo
•s
iz
eo
f(c
ha
r))
; 
n
bp
ro
cs
 =
(c
ha
r 
•
)m
a
llo
c(S
•si
z
e
o
f(c
ha
r))
; 
n
bt
ou
rs
 =
(c
ha
r 
•
)m
al
lo
c(S
*s
ize
of
(c
ha
r))
; 
n
b
=
 
(c
ha
r •
)m
al\
oc
(S
•
si
zc
of
(c
ha
r))
; 
c
o
m
L
in
c 
=
(c
ha
r 
•
)m
a
llo
c
(4
00
•
si
ze
of
(ch
ar)
); 
#i
fd
e
fM
A
C
 
#c
n
di
f 
a
rg
c 
=
 1
; 
t•
 m
a
c
se
tu
p(
"
D
n
am
lk
", 
"
D
na
m
lk
");
 
ar
gv
[O
l =
 "
D
na
m
lk
";
 
1•
 
In
iti
al
isa
tio
n
 d
es
 v
ar
ia
bl
e
s 
M
PI
 •
1 
M
PI
_
ln
it(
&a
rg
c,
&
ar
gv
); 
M
PI
_
 
C
om
m
_
si
ze
(M
PI
_
C
O
M
M
_ W
O
RL
D
,
&
n
u
m
pr
o
c
s);
 
M
PI
_
 
C
om
m
_r
a
n
k(
M
PI
_
 
C
O
M
M
_ W
O
R
LD
,
&
m
yi
d)
; 
M
PI
 
_
 
G
et
_p
ro
c
c
ss
o
r _
 
n
a
m
c
(p
ro
c
e
ss
o
r _
 
n
am
e,
&
n
a
m
c
le
n);
 
1•
 
Id
en
tif
ic
at
io
n
 d
es
 p
ar
a
m
èt
re
s 
de
 la
 li
gn
e 
de
 c
o
m
m
a
n
de
 •
1 .
,
 
in
it(
arg
c,
ar
gv
); 
pr
o
gn
am
c 
=
 a
rg
v(
Ol
; 
pa
ra
m
N
am
c 
=
 
ar
gv
{ I
l; 
Il 
N
om
 d
u 
pr
og
ra
m
m
e 
pa
ra
m
 =
 fo
pc
n
(p
ar
a
m
N
am
c,
 "r
");
 
Il 
N
on
 d
u 
fic
hi
e
r 
de
 p
ar
a
m
èt
re
s 
Il 
Fi
ch
ie
r d
e 
pa
ra
m
èt
re
s 
Il 
Le
ct
ur
e 
du
 p
at
h 
ct
 c
re
at
io
n 
de
s 
n
o
m
s 
de
s 
fic
hi
er
s 
ge
ts
tr
yn
gl
(c
hc
m
in
,
pa
ra
rn
); 
t•
 C
re
at
io
n
 d
u 
n
o
m
 d
es
 d
iff
er
en
ts
 fi
ch
ie
rs
 a
v
e
c
 le
 p
at
h 
*
1 
st
rc
py
(in
f,c
hc
mi
n
);s
tr
cp
y(
ou
tf,
ch
cm
in)
;s
tr
c
py
(ca
tf,
ch
em
in)
;st
rc
py
(w
cif
,ch
cm
in
);s
tr
cp
y(
ou
tt,
c
he
m
in
); 
st
rc
at
(i n
f,I
N
FL
LE
);s
trc
at(
 ou
tf,
O
U
TF
IL
E)
;st
rca
t( c
at
f,C
A
 T
FI
LE
);s
trc
at(
we
if,
 W
E
IG
 H
T
Fl
L
E)
; 
st
rc
a
t(o
un
,O
lJI
TR
EE
); 
!*
O
uv
er
tu
re
 d
u 
fih
ie
r d
'en
tre
e 
et
 d
e 
so
rti
e
*
/ 
o
pc
nf
ilc
(&
inf
ilc
,in
f,"
inp
ut 
fil
c"
,"r
",
ar
gv
[O
],i
n
fil
e
n
am
c);
 
o
pe
nf
ilc
{&
o
u
tfi
le
, o
u
tf,
"
o
u
tp
ut
 fi
le"
,
"
w
",
a
rg
v[
O]
,
o
u
tfi
le
n
a
m
e
); 
1•
 
In
it
ia
li
s
a
ti
on
 d
c:
s 
v
a
ri
a
bl
es
 
•
1 
ib
m
pc
-
ID
M
CR
T;
 
a
n
si
 =
 A
N
SI
CR
T;
 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s
=
 
1; 
m
u
ls
ct
s =
 fa
ls
c
; 
fir
st
se
t =
tr
uc
; 
do
in
it(
pa
ram
); 
tt
ra
tio
O
 
=
 
ttr
at
io
; 
/*
 O
uv
er
tu
re
 d
es
 a
u
tr
es
 fi
c
hi
er
s 
n
ec
es
sa
ire
s 
*
/ 
i f
(c
tg
<y
) o
pe
n
fil
c
(&
ca
t fil
c
,e
a
tf,
"
ca
tc
go
rie
s 
fil
e"
,"r
",
ar
gv
[O
l,c
atf
ilc
na
me
); 
if
(w
eig
ht
s ll
iu
stw
ts)
 
o
pe
n
 fil
e( 
&
w
ei
gh
tfi
lc
,
 w
c 
if,
 "
w
ci
gh
ts
 fi
le
",
 "
r"
,a
rg
v[
O]
, w
ei
gh
tfi
le
n
am
e);
 
if
(tr
ou
t) 
o
pc
n
fil
c
(&
ou
ttr
ec
,
o
u
tt
,"
ou
tp
ut
 tr
ec
 fi
lc
","
w
",
ar
gv
[O
],o
utt
ree
na
me
); 
t•
 M
od
ifi
ca
tio
n
 d
e 
la 
v
al
eu
r d
u 
se
ed
 (a
u 
n
iv
ea
u 
de
 c
ha
qu
e 
la
m
e) 
po
ur
 u
n
e 
m
ei
lle
ur
e 
pa
ra
llé
lis
at
io
n 
•
t 
if(
(m
yid
%
2)
--
ü)
 
sc
cd
[O
]-
se
cd
[O
]*
(m
yid
+
 1 );
 
e
lsc
 
sc
cd
[O
]-
s
e
cd
[O
]*
(m
yid
+
 1 )
+
 1;
 
1•
 
Ca
s d
'u
n
e 
la
m
e
•
/ 
if{ 
n
u
m
pr
oc
s 
=
 
1 )
 { 
in
fe
re
n
c
e
(p
ara
m)
; 
} cis
e
{ 
be
st
lk 
=
 (d
ou
ble
)L
ON
G_
M
IN
; 
sp
rin
tf{
nb
pro
es,
 "o
/od
 "
,
 
n
u
m
pr
oc
s);
 
t•
 C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 c
t 
d'
un
 a
rb
re
 •
1 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
! 
&
&
 n
jum
b
le
=
l){
 
if
(m
yi
d~
O)
{ 
ci
se
{ 
in
fe
rc
nc
e(p
ara
m)
; 
t•
 
Pa
s 
d'
ec
rit
ur
e 
pa
r l
es
 p
ro
gr
am
m
es
 e
n
 p
ar
aU
el
c 
c
a
r 
c'
es
t 
un
 m
el
an
ge
 •
1 
pr
og
re
ss
 =
 
fa
lse
; 
t•
 C
as
 d
'u
n
 e
n
se
m
bl
e 
de
 d
on
ne
es
 c
t 
de
 p
lu
si
eu
rs
 a
rb
re
s*
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
 
t) 
{ 
in
fc
rc
n
c
e
Pt
re
e(p
ara
m,
 ar
gv
, c
he
m
in
}; 
if
(m
yi
d~
O)
{ 
sp
rin
tf{
nb
, "
%
d 
"
, 
lc
pr
oc
); 
Il 
nb
 e
sr
 
le 
pr
oc
es
se
ur
 a
ya
n
t 
le 
m
ei
lle
ur
 
Il 
a
rb
re
 
sp
rin
tf{
n
bt
ou
rs
,
 
"
%
d 
"
,
 
be
st
ou
r);
//
 n
bt
ou
rs
 e
st
 le
 t
o
u
r 
a
u
qu
el
 l'
a
rb
re
 a
 
Il 
ét
é 
tr
ou
ve
 (n
um
er
o d
e 
l'a
rb
re
) 
1•
 
Fo
nn
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
e
le 
le 
sc
rip
ts
 d
e 
c
o
n
c
a
te
na
tio
n 
de
s 
fic
hi
er
s 
•
1 s
pr
in
tf{
co
mL
inc
, "
%
s 
"
,
 
"
.
/sy
nc
hr
o
Pt
rc
cM
L.
sh
 ")
; 
st
rc
at
(co
mL
in
e
,
 
n
b);
 
st
rc
a
t(e
om
Li
nc
, n
bt
ou
rs
); 
st
rc
at
(co
mL
in
c,
 
o
u
tf
); 
st
rc
at
(co
mL
ine
, 
"
"
 ); 
i f(
tro
ut
) 
st
rc
at
(co
mL
ine
,
 
o
u
tt
 );
 
pr
in
tf{
"\n
 S
cr
ip
t: 
%
s"
, c
o
m
L
in
e)
; 
sy
st
c
m
(c
om
Li
n
e
); 
} /*
C
as
 d
e 
pl
u
si
eu
rs
 e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
*
/ 
if{
en
sem
bl
e
s 
de
 d
on
ne
es
> 
1 
){ 
1•
 F
er
m
et
ur
e 
de
s 
fic
hi
er
s
*
/ 
FC
1o
sc
(in
fi1
e);
 
FC
io
se
(ca
tfi
1e)
; 
FC
io
se
(w
cig
htf
ile
); 
#i
fd
c
fM
A
C
 
fix
m
ac
fil
e(o
utf
ilc
na
me
); 
fix
m
ac
fil
c(o
utt
ree
na
me
); 
#e
n
di
f 
#i
fd
cf
W
IN
32
 
r 
fe
nn
etu
re
 d
es
 fi
c
hi
e
rs
 d
e 
re
s
u
lt
at
., 
FC
lo
sc
(o
u
tfi
lc
); 
î f(
tro
ut
) 
FC
io
se
(o
u
tt
re
c
); 
in
f e
re
n
c
e
Pd
a
ta
(p
ara
m
,
 
a
rg
v,
 c
he
m
in
); 
/*
Sc
rip
t s
u
r 
le 
pr
em
ie
r b
la
dc
 *
/ 
if(
my
id-
0){
 
sp
rin
tf{
nb
, "
%
d 
"
, 
(in
t)c
ns
em
ble
s 
de
 d
on
ne
es
); 
sp
ri
nt
f(n
bt
ou
rs,
" %
d 
"
, 
(in
t)e
ns
em
ble
s d
e 
do
nn
cc
sl
nu
m
pr
oc
s);
 
/*
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
rip
ts
 d
e 
c
o
n
c
a
te
n
at
io
n
 d
es
 fi
ch
ie
rs
 *
/ 
sp
rin
tf{
co
m
Li
ne
, 
"
%
s 
"
, 
"
./s
)'T
lch
ro
Pd
a
ta
M
L.
sh
 "
); 
st
rc
a
t(c
om
Li
n
e
,
 
n
bp
ro
cs
); 
st
rc
at
(co
mL
ine
, n
b)
; 
st
rc
at
(co
mL
ine
, n
bt
ou
rs
); 
st
rc
at
(c
o
m
L
in
e,
 o
u
tf
); 
st
rc
at
(co
m
Li
n e
,"
 "
); 
if
(tr
o
u
t) 
st
rc
at
(co
mL
inc
, o
u
tt
 ); 
pr
in
tf{
"
\n
 S
cr
ip
t:
 %
s"
,
 
c
o
m
L
in
e);
 
sy
st
em
(co
mL
in
c);
 
ph
yR
cs
to
re
C
on
so
le
A
ttr
ib
ut
es
();
 
#e
n
di
f 
M
PI
_
Fi
na
liz
e()
; 
re
tu
m
O
; 
t•
 D
N
A
 M
ax
im
um
 L
ik
cl
ih
oo
d 
w
ith
 m
o
le
cu
la
r c
lo
ck
 •
1 
M
ét
ho
de
 d
e 
PR
O
M
L
: 
N
ou
s 
pr
és
en
te
ro
ns
 
se
u
lem
e
n
td
es
 
pa
rti
es
 
du
 
fic
hi
er
 
pr
om
lc
le
an
.
c 
qu
i 
co
n
tie
nt
 
la
 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
/*
 I
nc
lu
si
on
 d
es
 li
br
ai
rie
s 
n
ec
es
sa
ire
s 
*
/ 
#i
nc
lu
de
 "
ph
yl
ip
.h
" 
# i
nc
lu
dc
 "
sc
q.
h"
 
#i
nc
lu
de
 "l
im
its
.
h"
 
/*
In
cl
us
io
n 
de
 la
 li
br
ai
rie
 d
e 
M
PI
*/
 
#i
nc
lu
dc
 "m
pi
.h
" 
t•
 
v
e
rs
io
n 
3.
6.
 (c
) C
op
yr
ig
ht
 1
99
3-
20
04
 b
y 
th
e 
U
ni
ve
rs
ity
 o
f W
a
sh
in
gt
o
n
. 
W
rit
tc
n 
by
 J
o
se
ph
 F
cl
se
ns
tc
in
, L
uc
a
s 
M
ix
, 
A
ki
ko
 F
us
e
ki
,
 
Sc
an
 L
am
an
t, 
A
nd
re
w
 K
ec
ff
c,
 
D
an
 F
in
em
an
, a
n
d 
Pa
tr
ic
k 
Co
l a
c
u
rc
io
.
 
Pe
rm
is
si
o
n
 is
 g
ra
n
tc
d 
to
 c
o
py
 an
d 
u
se
 th
is 
pr
o
gr
am
 p
ro
vi
de
d 
n
o
 f
ee
 is
 
c
ha
rg
ed
 fo
r i
t a
n
d 
pr
ov
id
cd
 th
at
 th
is
 c
o
py
rig
ht
 n
o
tic
e
 is
 n
o
t 
rc
m
o
v
e
d.
 *
/ 
ty
pe
de
fl
on
g 
v
a
ll[
ma
xc
ate
gs
l; 
ty
pe
de
f d
ou
bl
e 
c
o
n
tr
ib
ar
r[m
a
x
c
a
tc
gs
]; 
/*
D
ef
in
iti
on
 d
es
 c
o
n
st
an
t e
s 
u
til
ise
e
s 
po
u
r 
le 
n
o
m
 d
es
 f
ic
hi
er
s*
/ 
#d
cf
in
e 
O
U
TF
LL
EB
LA
D
E 
"
o
u
tfi
le
" 
#d
ef
in
e 
D
A
T
A
" 
da
ta
" 
#d
ef
m
e 
FL
L 
"
 
fil
e"
 
#d
e
fin
e 
O
U
Tr
R
EE
B
LA
D
E 
"
o
u
ttr
e
e
" 
,.
,
~
~
~
~
~
~
~
-
-
~
-
-
~
-
-
-
-
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
~
 
•
 
V
er
si
on
 s
e'
qu
en
tic
llc
 d
e 
l'i
n
fe
re
n
c
e
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
•
 
pa
ra
m
: 
.
 
pa
r a
m
 
: 
Fi
c
hi
e
rs
 d
e
s 
pa
ra
m
et
rc
s 
de
 la
 fo
nc
tio
n
 
v
o
id
 in
fc
re
nc
e{
Fl
LE
 *p
ar
an
t){
 
t•
 B
o
u
cl
e 
e
n
 fo
n
c
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s
*
/ 
fo
r (
ith
 =
 1;
 it
h 
<
=
e
n
se
m
bl
es
 d
e 
do
nn
ee
s;
 it
h+
+
) {
 
i f(
cn
sc
m
bl
es
 d
e 
do
nn
e
e
s
>
 1
) {
 
} 
} /
*
 in
fe
re
n
ce
 *
/ 
fp
rin
tf{
ou
tfi
lc,
 
"
D
at
a 
s
e
t#
 %
1d
:\n
", 
ith
); 
pr
in
tf{
''\n
Da
ta 
s
e
t#
 %
1d
:\n
", 
ith
); 
gc
tin
pu
t()
; 
if
(ith
-
1) fir
st
se
t=
 
fa
lsc
; 
/*
 B
o
u
cl
e 
e
n
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
*
/ 
fo
r 
U
um
b 
=
 
l;
ju
mb
 <=
 
n
jum
ble
;ju
mb
+
+
){ 
m
ax
 
n
u
m
 
si
bs
 =
 
0;
 
m
ak
;tr
ce
("i
)ar
am
); 
~
~
~
~
~
~
~
~
~
~
~
~
·!
 
!·
~
~
~
~
-
-
~
-
-
--
--
--
--
~~
~
~
~
~
~
-
-
-
-
-
-
~
~
~
~
~
~
~
--
~
--
-
•
 
Pa
ra
lle
lis
at
io
n
 e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
e
n
se
m
bl
es
 d
e 
do
n
n
e
e
s 
*
 p
ar
am
: 
pa
ra
m
 
: 
Fi
ch
ie
r d
e
s 
pa
ra
m
et
re
s 
de
 la
 f
on
ct
io
n 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
·!
 
v
o
id
 in
fe
rc
n
c
e
Pd
at
a(F
LL
E 
*
pa
ra
m
, c
ha
r •
•
a
rg
v
,
 
c
ha
r *
ch
e
m
in
) {
 
/ *
V
a
ria
bl
e
s 
n
e
c
e
ss
a
ire
s 
a 
la 
fo
nn
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
c
ha
qu
e 
la
m
e
*
/ 
c
ha
r 
•
bl
ad
c_
o
u
t_
fil
c; 
c
ha
r 
c
ha
r 
c
ha
r 
*
bl
ad
e 
tr
e
c
 
fil
e;
 
*
bl
ad
e-
o
u
t -
fil
e
C
; 
*
bl
ad
c =
 
tr
e
ë_
 fil
eC
; 
c
ha
r 
•
n
u
m
 
bl
a
dc
; 
c
ha
r 
•
u
u
m
:=
fil
c;
 
n
u
m
_
bl
a
de
 
=
(c
ha
r 
•
)m
all
oc
(5
•si
zc
o
f(c
ha
r))
; 
n
u
m
_
fil
c 
::
::
(ch
ar
 *
)m
all
oc
(5
*s
ize
of
{c
ha
r))
; 
sp
rîn
tf(
nu
m
_
bl
ad
e,
 "
%
d"
,
 
m
yi
d)
; 
/ *
B
ou
cl
e 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
d'
e
n
se
m
bl
es
 d
e 
do
nn
e
e
s
*
/ 
fo
r (
ith
 = 
1;
 it
h 
<
=
e
n
se
m
bl
e
s 
de
 d
on
ne
es
; 
ith
+
+
) {
 
/*
 D
is
tr
ib
ut
io
n 
de
s 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
a 
tr
a
ite
r a
u
x
 la
m
e
s 
*
/ 
if(
(it
h-
1 )%
n
u
m
pr
oc
s
=
m
yi
d) 
{ 
/ *
C
re
at
io
n 
de
s 
fic
hi
er
s 
in
te
rm
e
di
ai
re
s 
•
t 
bl
ad
c_
ou
t_
fi
le
C
 =
 
(c
ha
r•)
ma
llo
c(
JO
O*
siz
c
o
f{c
ha
r))
; 
b\
a
de
_
tr
ec
_f
i lc
C 
=
 
(c
ha
r*
)m
all
oc
( 1
 OO
*s
iz
e
o
f(c
ha
r))
; 
bl
ad
e
_
o
u
t_
fil
c 
=
 
(ch
a
r*
)m
all
oc
(!O
O•
siz
eo
f(c
ha
r))
; 
bl
ad
e_
tr
e
e
_
fil
e 
=
 
(ch
ar*
)m
all
oc
(IO
O*
s
ize
o
f{c
ha
r))
; 
sp
ri
nt
f{n
um
_
fil
c,
"
%
d"
, (
int
){(
ith
-
1)/
n
u
m
pr
o
c
s))
; 
/*
 N
om
 d
u 
fic
hi
e
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e
 *
/ 
st
rc
py
(b
la
de
_
o
u
t_
fil
c,
c
he
m
in
); 
st
rc
a
t(b
lad
e _
o
u
t_
 
fil
e,
O
U
TF
LL
EB
LA
D
E)
; 
st
rc
at
(b
lad
c 
_
o
u
t_
 fil
e,
 
n
u
 rn
_
 
bl
a
dc
); 
st
rc
at
(b
lad
c_
ou
t_f
ile
,"
_
");
 
st
rc
at
(b
la
de
_o
ut
_f
ile
,
n
u
m
_
fi
lc
); 
st
rc
py
(b
lad
e _
o
u
t_
 fil
c
C
,
bl
ad
e _
o
u
t_
 
fil
e)
; 
s
tr
ca
t(b
lad
e_
o
u
t_
fil
eC
,
FL
L)
; 
/*
 N
o
m
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la 
la
m
e 
*
/ 
st
rc
py
(b
lad
e _
tr
ec
_ f
ile
,c
he
m
in
); 
st
rc
at
(b
la
dc
_
tr
cc
_
fil
c ,
O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
a
t(b
lad
c _
tr
e
c
_
 fil
e, 
n
u
m
 _
 
bl
ad
e );
 
st
r c
a
t(b
lad
c 
_
tr
e
c
_
 
fù
e,
 "_
 
"
); 
st
r c
a
t(b
lad
e _
tr
ec
_ f
ilc
,n
um
 _
fil
e)
; 
st
rc
py
(b
l a
de
_
tr
ce
_
fil
cC
,
bl
ad
c_
tr
ce
_
fil
c
); 
s
tr
c
a
t(b
lad
c_
tr
c
e_
ftl
cC
,
Ff
L)
; 
o
pc
nf
ilc
(&
ou
tfi
lc,
bl
ad
c
_
o
u
t_
fil
c
,b
la
de
_o
ut
_f
ile
C,
"
w
",
ar
gv
[O
l,o
ut
fil
e
n
a
m
e
); 
if
(tr
ou
t) 
o
pc
nf
ile
( &
ou
ttr
ec
,
bl
a
de
 _t
re
c_
 fil
e
,
bl
ad
e _
tr
ec
_
 
fil
eC
, "
w
",
ar
gv
[O
],o
u
tt
rc
cn
am
c
); 
if
(c
ns
cm
bl
es
dc
do
nn
cc
s>
 1
) {
 
fp
rin
tf{
ou
tfi
lc
, 
"
D
at
a 
se
t
# 
%
1d
:\n
", 
ith
); 
gc
ti
np
ut
Q;
 
if
(i
th
~
l)
 
fir
sts
et
 =
 
fa
lse
; 
/ *
B
ou
cl
e 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
•
t 
fo
r 
U
um
b 
=
 
l;
ju
mb
 <=
 n
jum
ble
;ju
mb
+
+
)( 
m
a
x
_
 
n
u
 rn
_
 si
bs
 =
 0
; 
m
a
kc
tr
cc
(p
ar
am
); 
/*
 F
e
m
1c
tu
rc
 d
es
 fi
ch
ie
rs
 in
te
rm
ed
ia
ire
s
*
/ 
fr
cc
(b
lad
c_
ou
t_
fil
e);
 
fr
cc
(b
lad
c_
 
tr
ee
_
fil
e)
; 
1 
} 
) cis
e{
 
frc
c(b
lad
e 
o
u
t 
fil
cC
); 
fr
cc
{b
lad
e
=
tr
c;
_
fil
cC
); 
FC
io
sc
(o
utf
ile
); 
FC
io
sc
(o
ut
trc
c)
; 
o
pc
n
fil
c(&
ou
tfi
lc,
"
bi
do
no
ut
fil
e"
,
"
bi
do
n
"
,
"
a
"
,
a
rg
v[
Ol
,
o
u
tf
ilc
na
m
c)
; 
if
(tr
ou
t) 
o
pc
nf
ilc
( &
.ou
 tt
rc
c,
 "
bi
do
n t
re
c 
fi l
e"
, "
bi
do
n"
, "
a"
 ,a
 rg
v[ 
0 }
,o
u
 tt
rc
en
a m
c);
 
gc
tin
pu
t()
; 
if
(it
h-
1) fir
st
se
t =
 
fa
ls
c;
 
FC
io
sc
(o
utf
ilc
); 
FC
io
sc
(o
ut
tr
c
c
); 
1•
 
A
tte
n
te
 d
es
 a
u
tr
es
 p
ro
ce
ss
eu
rs
 •
1 
M
PI
_B
ar
ric
r(M
PI
_
C
O
M
M
_
 
W
O
RL
D
); 
} /
*
 in
fc
rc
n
c
c
Pd
a
ta
 •
t 
!·-
--
--
--
--
--
--
--
--
--
-~
--
--
~~
~
~
--
--
--
--
--
--
--
--
--
--
~
~
~
~
---
--
•
 
Pa
ra
llc
lis
at
io
n 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
•
 
pa
ra
m
: 
.
 
pa
ra
m
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
rc
s 
de
 la
 fo
nc
tio
n 
--
--
--
~-
--
--
--
--
--
--
--
-~
~
~-
-~
--
--
--
--
--
--
--
--
--
--
--
--
--
~·
! 
v
o
id 
in
fc
rc
n
c
c
Pt
rc
e
(F
LL
E 
•
pa
ra
m
, c
ha
r 
*
*
a
rg
v,
 c
ha
r *
c
he
m
in
){
 
/*
V
ar
ia
bl
es
 n
e
c
e
ss
a
ire
s 
a 
la 
f o
n
n
a
tio
n
s 
de
s 
fic
hi
er
s 
su
r 
c
ha
qu
e 
la
m
e
*
/ 
in
t 
in
t 
m
a
x
_
pr
o
c
s;
 
c
ha
r 
*
bl
ad
c
_
o
u
t_
fil
c;
 
c
ha
r 
*
bl
ad
c 
lfc
e
 
fil
e;
 
c
ha
r 
*
bl
ad
e-
o
u
t -
fil
eC
; 
c
ha
r 
*
bl
ad
c-
lf
e;
 
fil
cC
; 
c
ha
r 
•
n
u
m
 
bl
ad
~ 
c
ha
r 
•
n
u
m
-
fil
e;
 
n
u
m
_
bl
ad
c 
-
"
"
(c
ha
r *
)m
all
o
c
(5
*s
ize
of
(c
ha
r))
; 
n
u
m
_
fi
le 
-
(c
ha
r *
)m
all
oc
(5
*s
iz
co
f(c
ha
r))
; 
TB
cs
tll
ho
od
 
-
(d
ou
bl
e*
) m
a
llo
c(
(n
um
pr
o
c
s+
 1
 )*
siz
co
f(d
ou
bl
e)
); 
s
pr
in
tf(
nu
m_
bl
a
dc
,
 
"
%
d"
, m
yi
d)
; 
1•
 
Le
 fi
ch
ie
r o
u
t fi
le
 e
st
 d
eja
 ou
v
e
rt
*
/ 
gc
tin
pu
t()
; 
/ *
Fe
rm
e
tu
re
 d
es
 fi
c
hi
er
s 
re
su
lta
ts
 a
 c
e
tt
e 
pl
ac
e 
c
a
r 
ge
tin
pu
t u
til
is
e
 le
 fi
c
hi
er
 o
u
t f
ile
*/
 
FC
lo
se
(o
u
tfi
lc
); 
if
(tr
o
u
t) 
FC
io
sc
(o
ut
trc
e)
; 
fir
st
sc
t-
fa
 Is
e; 
/*
 D
e
te
rm
in
at
io
n
 d
u 
n
o
m
br
e 
de
 p
ro
c
e
ss
e
u
rs
 n
c
c
e
ss
a
irc
ss
 *
/ 
if
tn
jum
bl
c 
>
 n
u
m
pr
oe
s) 
m
a
x
 _
pr
oc
s 
=
n
u
m
pr
o
cs
; 
c
is
e 
m
a
x
_
pr
o
e
s=
n
ju
m
bl
e;
 
!*
 B
ou
c
le 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
•
t 
fo
r (
jum
b =
 
1;
 jw
nb
 <=
 n
jum
blc
; ju
mb
++
) {
 
m
ax
 
n
u
m
 
s
ib
s 
=
 0
; 
t•
 
O
iS
tri
bu
Ïio
n
 d
es
 a
rb
cs
 a
 t
ra
ite
r a
u
x
 la
m
e
s*
/ 
ift
(ju
m b
-1
 )%
m
ax
_p
ro
cs
=m
yi
d)
 { 
t•
 C
re
at
io
n
 d
es
 fi
ch
ie
rs
 in
tc
m
1c
di
ai
rc
s 
*
/ 
sp
ri
nt
ft
nu
m
_
fil
e
,
"
%
d"
,
 
(in
t)(
(ju
mb
-
1 )/
m
a
x
_
pr
oc
s))
; 
bl
ad
e_
o
u
t_
fil
e
C
 
=
 (c
ha
r*
)m
all
oc
(l 
O
O
*s
iz
co
f{c
ha
r))
; 
bl
a
dc
 t
re
c 
fil
ee
 
=
 
(c
ha
r*
)m
all
oc
(l 
o
o
•s
iz
co
f{c
ha
r))
; 
b\
ad
e-
o
u
t -
fil
e 
=
 (c
ha
r*
)m
all
oc
( 1
 O
O
*s
iz
co
f{c
ha
r))
; 
bl
ad
e=
tre
c-=
._m
e 
-
(ch
ar*
)m
all
oc
( 1
 O
O
*s
izc
of
(ch
ar)
); 
/*
N
om
 d
u 
fic
hi
er
 o
u
tf
itc
 s
u
r 
la 
la
m
e
*
/ 
st
rc
py
(b
\ad
c_
o
u
t_
fi
lc
,c
he
m
in
); 
st
rc
at
(b
la
de
 o
u
t 
fil
e,
O
liT
FL
LE
B
LA
D
E)
; 
st
rc
at
(b
lad
c=
ou
t=
fil
c,
 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(bl
ad
c _
o
u
t_
 
fil
e,
"
_
"
); 
st
rc
a
t(b
lad
c_
o
u
t_
fil
e,
n
u
m
_
fil
e)
; 
st
rc
py
(b
la
de
 
_
o
u
t_
 fil
eC
,b
la
de
 _
o
u
t_
 
fil
e)
; 
st
rc
a
t(b
lad
c_
o
u
t_
fil
cC
,
H
L
); 
t•
 
N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 s
u
r 
la
 l
am
e 
•
t 
s
tr
cp
y(
bl
ad
e_
tr
cc
_
fil
c,
c
he
m
in
); 
st
rc
at
(b
la
dc
 t
re
c 
fil
e,
O
U
TT
R
EE
B
LA
D
E)
; 
st
rc
at
(bl
ad
e=
tre
e=
fL
ic,
 nu
m
_
bl
ad
e
); 
st
rc
at
(b
la
dc
 _
tr
e
c
_
 fil
e
,"
_
");
 
s
tr
ca
t(b
la
dc
 
_
tr
ec
_
 
fil
c
,n
u
m
 _
fil
e
); 
st
rc
py
(b
la
de
 
_
tr
ec
_
 
fil
eC
,b
la
dc
 _t
re
c
_
 fil
e
); 
st
rc
at
(b
la
dc
_
tr
ee
_f
ilc
C
,F
IL
); 
o
pc
n
fil
c(&
o
u
tfi
le
,
bl
ad
e_
ou
t_
fi
lc
,b
la
dc
_o
ut
_
fil
cC
,"
w
",
ar
gv
[O
],o
u
tfi
lc
na
m
e);
 
if(
tro
ut
) 
o
pe
nf
ilc
(&
ou
tt
re
e
,b
la
dc
_t
rc
c_
fil
c
,b
la
dc
_t
rc
e_
fil
c
C
,"
w
",
ar
gv
[O
],o
un
rc
en
a
m
c
); 
/ *
T
ra
it
em
e
n
t 
de
 l
'ar
br
e*
/ 
m
a
kc
tr
cc
2(
pa
ra
m)
; 
to
ur
s+
+
; 
/ *
F
e
rm
e
tu
re
 d
e
s 
fic
hi
er
s 
in
te
nn
cd
ia
ir
cs
 *
/ 
fr
cc
(b
lad
e 
o
u
t 
fil
e);
 
fr
cc
(b
lad
c =
tr
ec
-
=
._
 fi
le
); 
fr
cc
(b
lad
e_
ou
t_
fil
cC
); 
frc
c
(b
la
dc
_
tr
cc
_
fil
eC
); 
FC
io
sc
(o
ut
fil
e)
; 
if(
tro
ut)
 
FC
io
sc
(o
uu
rc
e)
; 
/*
 S
yn
ch
ro
ni
sa
tio
n 
de
s 
re
s
u
lta
ts
 *
/ 
ift
m
a
x
_
pr
oc
s>
 1 )
{ 
1•
 
C
as
 d
es
 la
m
e
s 
a
u
tr
es
 q
ue
 le
 p
re
m
ie
r 
*
/ 
if(
my
id>
O
 &
&
 m
yi
d<
m
a
x
_
pr
oc
s){
 
) 
M
PI
_S
en
d(
 &
bc
st
lk
, 
1, 
M
PI
_
D
O
U
B
LE
,O
,
 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 ); 
M
PI
_
R
cc
v(
 &
lc
pr
oc
,
 
1,
 
M
PI
_
IN
T
,
 
0,
 0
, M
PI
_
C
O
M
M
_
 
W
O
RL
D
, &
st
at
us
 ); 
if{
my
id=
le
pr
o
c
) 
M
PI
_
Se
nd
( &
bc
st
ou
r,
 
1, 
M
PI
_
IN
T,
O,
 
0,
 
M
PI
_
C
O
M
M
_ W
O
R
LD
 );
 
t•
 C
as
 d
e 
la 
pr
c
m
ie
rc
 la
m
e*
/ 
ci
se
{ 
iq
m
yi
d-
0)
{ 
T
B
es
tll
ho
o
d[
O]
•
bc
st
lk
; 
} 
le
pr
oc
:::
m
yi
d;
 
fo
r(i
=
l; 
i<
m
ax
_
pr
oc
s;
i+
+
) 
M
PI
_
R
cc
v( 
&
TB
cs
tll
ho
od
[i]
, 1
,
 
M
PI
_D
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
L
D
, &
st
at
us
 ); 
t•
 R
ec
he
rc
he
 d
u 
m
e
ill
e
u
r 
re
su
lta
t •
1 
fo
r(i
=
l; 
i<
m
a
x
_
pr
oc
s;
i+
+
){ 
} 
if( 
TB
cS
!ll
ho
o
d[
i]>
 b
cS
IIk
){ 
lcp
ro
c
-
i; 
bc
st
lk
-
TB
e
st
llh
o
o
d[
il;
 
fo
r(i
"
"
i; 
i<
m
ax
_
pr
o
cs
;i+
+
) 
M
PI
_
Sc
nd
( &
le
pr
oc
, 1
,
 
M
PI
_
IN
T
,i,
 0
,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
if{
lc
pr
oc
!=
m
yi
d) 
M
PI
_
R
ec
v( 
&
bc
st
ou
r,
 
1, 
M
PI
_
IN
T,
le
pr
o
c,
 0
,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
 
&
st
at
us
 ); 
} /
*
 in
fer
en
ce
Pt
re
e 
•
t 
!•·
~-
--
--
--
--
--
--
--
--
--
--
-~
~~
--
--
~~
--
--
·-
--
--
--
--
-~
-
~~
~~
--
~ 
' 
FO
N
C
fi
O
N
 M
A
IN
 
--
--
--
--
--
--
--
--
--
--
--
~~
~~
~~
--
--
--
--
--
--
--
--
~~
~-
-~
·!
 
int
 m
ai
n(
in
t a
rg
c,
 
Ch
a
r 
*
a
rg
v{
l) 
{ 
/*
 P
ro
te
in
 M
ax
im
u
m
 L
ik
c
lih
oo
d 
*
/ 
l"
 
V
ar
ia
bl
e
s 
n
ec
es
sa
ir
e
s 
a 
la 
pa
ra
llé
lis
at
io
n 
•
t 
c
ha
r •
n
b,
 *
n
bp
ro
cs
,
 
*
n
bt
ou
rs
,
 
•
c
o
m
Li
ne
 ; 
FL
LE
 "
pa
ra
m
; 
c
ha
r "
pa
ra
m
N
am
e;
 
c
ha
r 
*
ch
em
in
-
(c
ha
r"
)m
all
oc
(S
O
*s
izc
of
{c
ha
r))
; 
c
ha
r *
in
f-
(ch
ar*
)m
all
o
c( 
IO
O"
si
zc
of
{c
ha
r))
; 
c
ha
r 
•
o
u
tf
=
 
(ch
ar*
)m
all
o
c(
IO
O
*s
ize
of
{c
ha
r))
; 
c
ha
r •
c
a
tf
= 
(ch
ar
*
)m
all
oc
( 1
 oo
•s
iz
eo
f{c
ha
r))
; 
c
ha
r *
w
e
if
=
 
(ch
ar*
)m
all
o
c( 
IO
O*
siz
eo
f{c
ha
r))
; 
c
ha
r *
o
u
n
-
(ch
ar*
)m
a
llo
c(I
OO
"s
iz
eo
f(c
ha
r))
; 
n
bp
ro
cs
-
(c
ha
r 
*
)m
all
oc
(S
*s
iz
co
f(c
ha
r))
; 
n
bt
ou
rs
""
' 
(c
ha
r 
*
)m
a
llo
c(S
*s
izc
of{
ch
ar)
); 
n
b
=
 
(ch
ar 
*
)m
all
oc
(S
*s
iz
eo
f(c
ha
r))
; 
c
o
m
Li
nc
 -
=
(ch
ar
 *
)m
all
oc
(4
00
*s
iz
eo
f(c
ha
r))
; 
#i
fd
cf
M
A
C 
#e
n
di
f 
ar
gc
-
1;
 
/*
 m
ac
sc
tu
p(
"
Pr
oM
L"
,
"
''
); 
ar
gv
[O
J-
"
Pr
oM
L
"
; 
t•
 
In
iti
al
isa
tio
n
 d
es
 v
ar
ia
bl
es
 M
PI
 •
t 
M
PI
_
ln
it(
&a
rgc
,
&
ar
gv
); 
'
/ 
M
PI
_
 
Co
m
m
_
si
ze
(M
PI
_
 C
O
M
M
_
 
W
O
RL
D
,&
nu
m
pr
oc
s);
 
M
PI
_
 
Co
m
m
_
rn
n
k(
M
PI
_
 C
O
M
M
_ W
O
R
LD
,&
m
yi
d)
; 
M
PI
_
 G
et
_p
ro
cc
ss
o
r _
 
n
am
e(p
ro
ce
sso
r _
 
n
am
e,
&
na
m
el
c
n
); 
1•
 
Id
e
n
tif
ic
at
io
n 
de
s 
pa
ra
m
èt
re
s d
e 
la 
lig
ne
 d
e 
c
o
m
m
a
n
de
 •
t 
in
it(
a
rg
c,
ar
gv
); 
pr
og
na
m
c
,
.
 a
rg
vf
O
]; 
pa
ra
m
N
am
e
-
a
rg
v[
 1 ]
; 
Il 
N
om
 d
u 
fic
hi
er
 d
e 
pa
ra
m
èt
re
s 
pa
ra
m
 =
 
fo
pc
n(
pa
ram
Na
mc
,
"
r"
); 
Il 
Fi
ch
ie
r d
e 
pa
ra
m
èt
re
s 
Il 
Le
ct
ur
e 
du
 p
at
h 
c
t c
re
at
io
n 
de
s 
n
o
m
s 
de
s 
fic
hi
er
s 
gc
ts
tr
yn
g 1
 ( ch
cm
in
,p
ar
am
); 
t•
 C
re
at
io
n
 d
u 
n
o
m
 d
es
 d
iff
er
en
ts 
fic
hi
e
rs
 a
v
ec
 le
 p
nt
h 
•
t 
st
rc
py
(in
f,c
hc
m
in
);s
tr
cp
y(
ou
tf,c
hc
m
in
);s
tr
cp
y(
ca
tf,c
hc
m
in
);s
tr
c
py
(w
cif
,
c
he
m
in
);s
tr
cp
y(
ou
tt,
c
he
m
in
); 
s
tr
ca
t{ 
in
f,I
N
FI
LE
);s
tr
c
a
t( o
u
tf
,O
U
TF
IL
E)
;s
tr
ca
t( c
a
 tf,
 C
A
 T
FI
LE
);s
tr
ca
t( w
e
if,
 W
EI
G
 H
TF
IL
E)
; 
st
rc
at
(o
utt
,O
U
TT
R
EE
); 
/*
 O
uv
er
tu
re
 d
u 
fih
ic
r d
'en
tre
e 
ct
 d
e 
so
rti
e 
*
/ 
o
pc
nf
ilc
(&
inf
ilc
,in
f,"
in
pu
t f
ile
",
"
r"
,
a
rg
v(O
],i
nf
ile
na
m
e)
; 
o
pe
nf
ile
(&
ou
tfi
le,
ou
tf,"
o
u
tp
ut
 fi
le
",
"w
",
ar
gv
[O
],o
u
tfi
le
na
m
c)
; 
/*
In
iti
al
is
at
io
n 
de
s 
v
ar
ia
bl
es
*
/ 
m
u
ls
e
ts
 =
 fa
lse
; 
en
se
m
bl
e
s 
de
 d
on
ne
es
= 
1;
 
fir
st
se
t =
 tr
uc
; 
ib
m
pc
-
IB
M
C
R
T;
 
an
si
 -
A
N
SI
C
R
T;
 
gr
bg
-
N
U
LL
; 
do
in
it(
pa
ra
m
); 
t•
 O
u v
e
n
 u
re
 d
es
 a
u
tr
es
 fi
ch
ie
rs
 n
ec
es
sa
ire
s 
•
t 
if
(c
tg
ry
) o
pe
n
fil
e(&
ca
tfi
lc
,c
a
tf,
"
ca
tc
go
rie
s 
fil
c"
,
"
r"
,a
rg
vf
O
l,c
at
fil
cn
am
e);
 
if
(w
ei
gh
ts
 ll
jus
tw
ts)
 
o
pc
nf
ilc
( &
w
ei
gh
tfi
le
, w
ei
f, "
w
ci
gh
ts
 fi
le"
, "
r"
 ,a
rg
vr
Ol
,
 w
ci
gh
tfi
le
n
am
e)
; 
if 
(tr
o
u
t 
&
&
 m
yi
d-
=
0)
 
o
pe
nf
ile
(&
ou
ttr
ee
,o
u
tt
,"
ou
tp
ut
 tr
ec
 fi
le"
,"
w
",
a
rg
v[O
],o
u
ttr
e
c
n
a
m
c
); 
!"
M
od
ifi
ca
tio
n 
de
 la
 v
a
le
u
r 
du
 s
ee
d 
(au
 ni
v
ea
u
 d
e 
c
ha
qu
e 
la
m
e) 
po
ur
 u
n
e 
m
e
ill
eu
re
 p
ar
al
lé
lis
at
io
n*
/ 
if{
(m
yid
%
2
)-
0)
 
sc
cd
[O
]-
se
ed
[O
]'
(m
yid
+
 1
 ); 
ci
se
 
sc
c
d[
O]
-
se
cd
[O
]'
(m
yid
+
 1 )
+
 1;
 
l"
 
Ca
s 
d'u
n
e 
la
m
e"
/ 
if{ 
n
u
m
pr
oc
s
-
1 
){ 
in
fc
rc
nc
c{
pa
ram
); 
} cis
e(
 
bc
st
lk
-
(d
ou
bl
c)
LO
NG
_M
AX
; 
sp
rin
tf(
nb
pr
oc
s,
"
 
o/o
d 
"
, 
n
u
m
pr
o
cs
); 
!"
 
Ca
s d
'un
 e
n
se
m
bl
e 
de
 d
on
ne
es
 e
t 
d'u
n
 a
rb
re
 •
t 
if(
cn
scm
ble
s 
de
 d
on
n
ee
s=
! &
&
 n
jum
blc
-
-
1){
 
if
(m
yi
d~
)(
 
c
ise
{ 
in
fe
re
n
cc
(p
ara
m)
; 
t•
 P
as
 d
'ec
rit
ur
e 
pa
r l
es
 p
ro
gr
am
m
es
 e
n
 p
ar
al
lc
lc 
c
a
r 
c
'e
st
 u
n
 m
el
a
n
ge
 •
t 
pr
og
re
ss
 =
 
fa
lse
; 
t•
 C
as
 d
'u
n
 e
n
se
m
bl
e 
de
 d
on
ne
es
 e
t 
pl
us
ie
ur
s a
rb
cs
 •
t 
if( 
en
se
m
bl
es
 d
e 
do
nn
ee
s-
=
 1) 
( 
in
fc
re
nc
cP
tre
c(p
ara
m
,
 
ar
gv
, c
he
m
in
); 
if{
my
id-
<
l)
( 
1 
) cle
a
n
_
u
p(
); 
M
PI
_F
in
al
iz
c()
; 
#i
fd
e
fW
TN
32
 
sp
rin
tf(
nb
, "
o/o
d 
"
, 
lep
ro
c);
 Il
 nb
 e
st
 le
 p
ro
ce
ss
e
u
r 
ay
an
t l
e 
m
ei
lle
u
r 
Il 
a
rb
re
 
sp
rin
tf(
nb
tou
rs,
 "%
d 
"
, 
be
sto
ur
); 
Il 
n
bt
ou
rs
 e
st
 le
 t
ou
r 
a
u
qu
el
 l'
ar
br
e 
a 
Il
 ét
é 
tro
u
v
e 
(n
um
ero
 de
 l'
ar
br
e) 
t•
 
Fo
nn
at
.io
n
 l
ig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r 
a
pp
el
e 
le
 s
c
ri
pl
s 
de
 
co
n
ca
te
na
tio
n 
de
s 
fic
hi
er
s 
•
1 
sp
rin
tf{
co
ml
ine
, "
%
s 
"
,
 
"
.
/sy
nc
hr
oP
tre
e M
L.
sh
 ")
; 
st
rc
at
( c
o
m
Li
nc
,
 
n
b);
 
st
rc
at
(co
m
Li
ne
,
 
n
bt
ou
rs
); 
st
rc
at
(co
mL
ine
, o
u
tf
); 
st
rc
a t
(co
m
Li
nc
, "
"
 
); 
if(
tro
ut)
 s
tr
ca
t(c
om
Li
nc
, o
u
tt 
); 
pr
in
t f{
"\n
 S
cr
ip
t:
 %
s"
,
 c
o
m
Li
nc
); 
sy
stc
m
(co
m
Li
nc
); 
Il 
Ex
cc
Ui
io
n
 d
u 
sc
rip
t d
e 
la 
Il 
fo
rm
at
io
n
 d
es
 fi
c
hi
er
s 
re
su
lta
ts
 
!*
C
as
 d
e 
pl
us
ieu
rs
 e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
*
/ 
if
{c
ns
cm
blc
sd
ed
on
nc
es
> 
1 
)( 
/*
 F
em
1c
tu
re
 d
es
 fi
c
hi
er
s 
de
 re
su
lta
t*
/ 
FC
Jo
se
(ou
tfi
le)
; 
if(
tro
ut)
 F
Cl
os
e(o
utt
ree
); 
i n
fer
en
ce
Pd
at
a(p
ar
am
, 
ar
gv
, c
he
m
in
); 
/*
Sc
rip
t s
u
r 
le 
pr
e
m
ie
r b
lad
e 
*
/ 
if
(m
yi
d~
O)
{ 
·
 
sp
rin
t!(
 nb
,"
 %
d 
"
, 
(in
t)e
ns
cm
blc
s 
de
 d
o
n
n
ee
s);
 
sp
rin
tf{
nb
tou
rs,
 "%
d 
"
,
 
(in
t)e
n
se
m
bl
es
 d
e 
do
nn
cc
s/
nu
m
pr
oc
s);
 
!*
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r 
ap
pe
le
 le
 s
c
rip
ts 
de
 
c
o
n
ca
te
n
a
tio
n
 d
es
 fi
ch
ie
rs
 •
t 
sp
rin
tf
tc
om
Li
ne
, 
"
%
s "
, 
"
.
/sy
nc
hr
o
Pd
at
aM
L.
sh
 "
); 
st
rc
at
(co
mL
ine
, 
n
bp
ro
cs
); 
st
rc
at
(co
mL
inc
, 
n
b);
 
st
rc
at
(co
mL
in
c,
 n
bt
ou
rs
); 
st
rc
a t
(co
m
Li
ne
,
 
o
u
tf
); 
st
rc
a
t(c
om
Li
nc
, 
"
"
 ); 
i f(
tr
ou
t) 
st
rc
a
t(c
om
Li
nc
,
 o
u
tt 
); 
pr
in
tf{
"\n
 S
cr
ip
t:
 %
s"
,
 c
o
m
Li
n
e);
 
s}'s
te
m
(co
mL
in
e);
 /
/E
x
ec
u
tio
n 
du
 s
cr
ip
t d
e 
la 
Il 
fo
n
n
at
io
n
 d
es
 fi
ch
ie
rs
 r
es
l!l
ta
ts
 
ph
yR
cs
to
re
Co
ns
ol
eA
ttr
ib
u
tc
sQ
; 
#e
n
di
f 
re
tu
m
O
; 
} 
/*
 P
To
tei
n 
M
ax
im
um
 L
ik
el
ih
oo
d 
*
/ 
M
ét
ho
de
 d
e 
PR
O
M
LK
: 
N
ou
s 
pr
és
en
te
ro
ns
 
se
ul
em
en
td
es
 p
ar
tie
s 
du
 
fic
hi
er
 
pr
om
lk
cl
ea
n
.
c 
qu
i 
co
n
tie
nt
 
la 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
/*
 In
cl
u
sio
n
 d
es
 li
br
ai
rie
s 
n
ec
es
sa
ire
s 
*
/ 
#i
n
c
lu
dc
 "p
hy
lip
.
h"
 
#i
n
cl
ud
c 
"
se
q.
h"
 
#i
nc
lu
de
 "
lim
its
.h
" 
!•
In
cl
us
io
n 
de
 la
 li
br
ai
rie
 d
e 
M
PI
*/
 
#i
nc
lu
de
 "
m
pi
.h
" 
/*
 
v
er
sio
n 
3.
6.
 (c
) C
op
yr
ig
ht
 1
98
6-
20
04
 b
y 
th
e 
U
ni
v
er
sit
y 
o
f W
as
hi
ng
to
n
 
an
d 
by
 J
o
se
ph
 F
e\s
c
n
st
ei
n.
 
W
rit
te
n
 b
y 
Jo
se
ph
 F
cl
se
ns
tc
in
 a
n
d 
Lu
ca
s 
M
ix
.
 
Pe
rm
i s
si
on
 is
 g
ra
nt
cd
 to
 c
o
py
 an
d 
u
se
 th
is 
pr
og
ra
m
 p
ro
vi
de
d 
no
 fe
e 
is 
c
ha
rg
cd
 fo
r 
it 
a
n
d 
pr
ov
id
ed
 th
at
 th
is
 c
o
py
rig
ht
 n
o
tic
e 
is 
n
o
t r
em
o
v
ed
.
 
*
/ 
#d
ef
in
e 
ep
sil
o
n
 
#d
ef
i n
e 
o
v
e
r 
0.
00
01
 
/*
 u
se
d 
in 
m
ak
en
ew
v,
 g
et
th
re
c,
 u
pd
at
e 
*
/ 
60
 
!*
D
e
fin
iti
on
 d
es
 c
o
n
st
an
te
s 
u
til
ise
es
 p
ou
r l
e 
n
o
m
 d
es
 fi
ch
ie
rs
*/
 
#d
cf
in
e 
O
U
TF
IL
EB
LA
D
E 
"
o
u
tfi
le"
 
#d
cf
in
e 
D
A
TA
 "
da
ta
" 
#d
cf
in
c 
Fl
L"
 fi
le
" 
#d
ef
in
e 
O
U
TT
RE
EB
LA
D
E 
"
o
u
ttr
cc
" 
!•
·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
V
er
sio
n
 s
eq
u
e
n
tie
lle
 d
e 
l'i
nf
er
en
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
*
pa
ra
m
: 
.
 
pa
ra
m
 
: 
Fi
c
hi
e
r 
de
s 
pa
ra
m
c
tr
cs
 d
e 
.la
 f
on
ct
io
n 
v
o
id
 in
fe
re
nc
e(F
lL
E 
*
pa
ra
m
) ( 
!*
B
ou
cl
e 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
e
e
s*
/ 
fo
r (
ith
 ""
 
1;
 it
h 
<
=
 c
ris
em
bl
cs
 d
e 
do
nn
ee
s; 
ith
+
+
) {
 
if(
cn
sc
mb
les
 de
 d
on
n
ee
s
>
 1
) {
 
) 
} /
*
 in
fe
re
n
c
e
*
/ 
) 
fp
rin
tf\
ou
tfi
le
,
 
"
D
at
a 
s
e
t#
 %
1d
:\n
\n
", 
ith
); 
if(
pr
o
gr
es
s) pri
nt
f\"
\n
D
at
a 
se
t#
 %
1d
:\n
", 
ith
); 
ge
tin
pu
t()
; 
if
(i
th
~
l)
 
fir
sts
et
 =
 
fa
lsc
; 
f•
 
B
ou
cl
e e
n
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r 
(ju
mb
 =
 1
; ju
mb
 <=
 
nju
mb
le;
 ju
m
b+
+
}{ 
m
ax
 
n
u
m
 
sib
s =
 
0;
 
m
ak
;tr
ce
(Ï)
ara
m)
; 
~
·J
 
;·
·~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
l\c
lis
a
tio
n 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
 pa
ra
m
: 
.
 
pa
ra
m
 
: 
Fi
ch
ie
r 
de
s 
pa
ra
m
ct
rc
s 
de
 la
 fo
n
c
tio
n 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
··;
 
v
o
id
 
in
fc
re
n
ce
Pt
rc
e(F
IL
E 
•
pa
ra
m
, 
c
ha
r 
*
*
ar
gv
,
 
c
ha
r *
ch
em
in
) {
 
/*
V
ar
ia
bl
es
 n
ec
es
sa
ire
s a
 la
 fo
rm
at
io
ns
 d
es
 fi
c
hi
er
s 
su
r 
ch
aq
ue
 la
m
e*
/ 
in
t 
in
t 
m
ax
 _
pr
oc
s;
 
c
ha
r 
*
bl
ad
c 
o
u
t 
fil
e;
 
c
ha
r 
*
bl
ad
c-
tr
c
ê 
fil
e;
 
ch
ar
 
*
bl
ad
c-
o
u
t -
fil
cC
; 
c
ha
r 
*
bl
ad
e-
tr
eC
 fi
lc
C
; 
c
ha
r 
*
n
u
m
 b
la
d;
; 
c
ha
r 
*
n
u
m
-
fil
e
; 
n
u
m
_
bl
a
de
 
-
=
(ch
a
r 
*
)m
al
lo
c(S
*s
izc
of
(c
ha
r))
; 
n
u
m
_
fil
e 
=
(ch
a
r 
*
)m
all
o
c(S
*
si
z
c
o
f(c
ha
r))
; 
T
B
cs
tll
ho
o
d 
=
(d
ou
bl
e
*
) m
a
llo
c((
n
u
m
pr
o
c
s+
l)*
si
zc
of
{d
ou
bl
c
));
 
sp
rîn
tf{
n
u
m
_
bl
a
dc
, "
%
d"
,
 
m
yi
d)
; 
gc
tin
pu
t Q
; 
t•
 F
cm
1c
tu
rc
 d
es
 f
ic
hi
er
s 
re
su
lta
ts
 *
/ 
FC
io
se
(o
utf
ilc
); 
if
(tr
ou
t) 
FC
!o
se
(o
utt
re
e)
; 
flt
'S
tse
t =
 
fa
ls
e
; 
!*
D
et
e
rm
in
at
io
n
 d
u 
n
o
m
br
e 
de
 p
ro
ce
ss
eu
rs
 n
e
c
e
ss
a
ire
ss
 •
; 
i f{
n
jw
n
bl
c 
>
 n
u
m
pr
o
c
s) 
m
ax
_
JJ
ro
cs
 =
n
u
m
pr
oc
s;
 
e~
c 
m
a
x
_
pr
o
c
s=
n
jum
ble
; 
/*
 B
ou
cl
e 
e
n
 fo
n
ct
io
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 •
; 
fo
r 
Uu
m
b 
=
 
1; 
ju
mb
 <=
 n
jum
bl
c;
 ju
m
b+
+)
 { 
if(
Uu
mb
-1 
)%
ma
x _
JJ
ro
cs
=m
yi
d)
 { 
t•
 
C
re
a
tio
n
 d
es
 fi
c
hi
e
rs
 in
tc
m
1c
di
ai
re
s 
*
/ 
sp
rin
tf(
nu
m _
fil
e,
 "
%
d"
,
 
(in
t)(
Uu
m
b-
1 )/
m
a
x
 _
pr
o c
s))
; 
b l
ad
e_
ou
t_
fil
cC
 
=
 (c
ha
r*
)m
all
oc
(IO
O*
siz
eo
f(c
ha
r))
; 
bl
ad
c_
tr
c
e
_
fil
cC
 
=
 
(ch
ar*
)m
all
oc
(IO
O*
siz
co
f{
ch
ar)
); 
bl
ad
c_
o
u
t_
fil
c 
=
 (c
ha
r*
)m
a
llo
c
(I
O
O
*s
iz
eo
f(c
ha
r))
; 
bl
ad
e_
tre
c_
fi
le 
"
"
(ch
ar*
)m
all
o
c
(IO
O*
siz
co
f(c
ha
r))
; 
t•
 N
om
 d
u 
fic
hi
e
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e
 *
/ 
st
rc
py
(b
l a
de
_
o
u
t_
fi
le
,c
hc
m
in
); 
st
rc
at
(b
lad
e_
o
u
t_
fil
c,
O
LI
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
lad
e_
o
u
t_
fi
lc
, n
u
m
_
bl
ad
e);
 
st
r c
a
t(b
la
de
_
o
u
t_
fil
c,
"
_
"
); 
st
rc
a
t(b
la
de
_
o
u
t_
fil
e,
n
u
m
_
fil
c
); 
st
rc
py
(b
la
de
_
o
u
t_
fil
c
C
,b
la
dc
_
o
u
t_
fil
e);
 
st
rc
at
(b
la
dc
_
o
u
t_
fil
eC
,F
LL
); 
/*
N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la 
la
m
e*
/ 
st
rc
p)
'(b
la
de
_
tr
ee
_
fi
le
,c
hc
m
in
); 
st
rc
a
t(b
ta
de
_t
rc
c
_
m
e
,
O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
a
t(b
l a
de
 _t
re
c_
 
fil
e,
 
n
u
 rn
_
 
bl
ad
e);
 
st
rc
at
(b
l a
dc
 _t
re
c
_
 
fil
e,
"_
");
 
st
rc
at
(bl
ad
e 
tre
c 
fil
e,n
um
 
fil
e);
 
st
rc
py
(b
lad
c-=
._ t
re
c-=
_
 fi
lcC
,bi
<l
dc
 _t
re
c
_
 fil
e);
 
st
rc
at
(b
lad
c_
trc
c_
fil
cC
,F
rL
); 
o
pc
nf
ile
(&
ou
tfi
lc
,b
la
de
_
o
u
t_
fil
c
,b
la
dc
_
o
u
t_
fil
c
C
,"
w
"
,
ar
gv
fO
l,o
ut
fil
en
am
c);
 
if
(tr
ou
t) 
o
pe
nf
ilc
( &
ou
nr
ee
,b
la
dc
 _
tr
ec
_
 
fil
c
,b
la
de
 _t
re
c
_
 
fil
e
C
, "
w
" 
,a
rg
v[
O]
,
o
u
tt
rc
en
a
m
c
); 
/*
 T
ra
ite
m
e
n
t d
e 
l'a
rb
re
 *
/ 
m
ax
 
nu
 rn
 
sib
s =
 
0;
 
mak
~tr
ce2
(pa
ram
); 
to
ur
s+
+
; 
/*
 F
er
m
e
tu
re
 d
es
 fi
ch
ie
rs
 in
te
rm
e
di
a
ir
es
 *
/ 
fre
c
(b
l a
de
 _o
u
t_
 
fil
e);
 
fr
e
c
(b
la
de
_
 
tr
ee
_
fil
e)
; 
fr
e
e
(b
la
de
 
_
o
u
t_
 
fil
eC
); 
fr
cc
(b
lad
e _
tr
ec
_
 fil
cC
); 
FC
lo
se
(o
utf
ile
); 
îf(
tro
ut)
 
FC
io
se
( o
u
tt
rc
e )
; 
/*
 S
yn
ch
ro
ni
sa
tio
n 
de
s 
re
su
lta
ts
 *
/ 
if{
ma
x_
JJr
oc
s>
l){
 
!*
Ca
s d
es
 la
m
es
 a
u
tr
es
 q
ue
 le
 p
re
m
ie
r 
*
/ 
if(
my
id
>O
 &
&
 m
yi
d<
m
a
x_
JJ
ro
cs
) {
 
} 
M
PI
_
Se
n
d(
 &
bc
stl
k, 
t,
 
M
PI
_
D
O
U
B
LE
,O
, 0
,
 
M
PI
_
C
O
M
M
_W
O
R
LD
 );
 
M
PI
_
R
ec
v(
 &
tc
pr
o
c
,
 
t,
 
M
PI
_
IN
T,
 
0,
 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
 
&
st
at
us
 );
 
if(
my
id
=
lc
pr
oc
) 
M
PI
_
Se
nd
( &
bc
st
ou
r,
 
t,
 
M
PI
_
IN
T,
O
,
 
0,
 
M
PI
_
C
O
M
M
_W
O
R
LD
 ); 
!*
C
as
 d
e 
la 
pr
e
m
ic
re
 la
m
e
*
/ 
e
lse
{ 
} t
•
 
in
fc
re
n
c
e
Pt
rc
e 
*
/ 
if
(m
yi
d~
O)
{ 
TB
cs
tll
ho
od
[O
]~
bc
st
lk
; 
le
pr
oc
=
m
yi
d;
 
fo
r(i
=
l; 
i<
m
ax
_
JJ
ro
cs
;i+
+
) 
M
PI
_
Rc
c
v
( &
TB
cs
ttl
ho
od
[i]
,
 
t,
 
M
PI
_
D
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
,
 
&
st
at
us
 );
 
/*
R
ec
he
rc
he
 d
u 
m
e
ill
eu
r r
e
su
lta
t*
/ 
fo
r(i
::
J;
 i<
m
a
x
_
pr
o
c
s;
i+
+
){ 
} 
if(
 T
B
cs
ttl
ho
od
[i]
>
 b
cs
tlk
){ 
l e
pr
oc
 z:
 
i; 
bc
st
lk 
=
 
TB
es
tl
lh
oo
d[
il;
 
fo
r(i
=
l;
 i<
m
ax
_
JJ
ro
cs
;i +
+
) 
M
PI
_
Sc
n
d( 
&
lc
pr
oc
,
 
t,
 M
PI
_
IN
T,
i, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
if{
lep
ro
c!
=
m
yi
d) 
M
PI
 R
c
c
v
( &
bc
st
ou
r,
 1
,
 
M
PI
 I
N
T,
 le
pr
o
c,
 0
,
 
-
M
PI
_
C
O
M
M
_
W
O
R
LD
, &
st
at
us
 };
 
!·~
--
--
--
--
--
--
--
--
~~
~~
~
~
--
--
--
--
--
--
--
--
--
--
~
~
~
~
~
 
•
 
Pa
ra
llc
lis
a
tio
n 
en
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
 
pa
ra
m
: p
ar
am
 
: 
Fi
ch
ier
s d
es
 p
ar
am
et
re
s 
de
 la
 fo
nc
tio
n 
~=
==
==
=-
--
-=
==
==
==
==
==
==
==
==
=-
-
-
-
-
-
-
-
-
-
-
-
-
-
~
=
=
==
=
=
=
=
=
=
~
·
! 
v
o
id
 
in
fe
rc
n
cc
Pd
nt
a(F
lL
E 
*
pa
ra
m
, c
ha
r •
•
a
rg
v,
 
c
ha
r *
ch
em
in
){ 
t•
 
V
ar
ia
bl
es
 n
ec
es
sa
ire
s 
a 
la 
fo
rm
at
io
ns
 d
es
 fi
ch
ier
s 
su
r 
c
ha
qu
e 
la
m
e*
/ 
c
ha
r 
*
bl
ad
c 
o
u
t 
fil
e;
 
ch
ar
 
*
bl
ad
c-
tr
c
ë 
fil
e; 
c
ha
r 
*
bl
ad
c-
o
u
t -
fil
cC
; 
ch
ar
 
*
bl
ad
c-
tr
ec
-
fil
cC
; 
c
ha
r 
•
n
u
m
 bl
ad~
 
c
ha
r 
•
n
u
m
-
fil
e;
 
n
u
m
_
bl
ad
c 
-
-
(ch
ar 
*
)m
all
oc
(5
*s
ize
of
{c
ha
r))
; 
n
u
m
_
fil
e 
=
(ch
ar 
*
)m
all
oc
(5
*s
izc
of
{c
ha
r))
; 
sp
rin
tf{
nu
m_
bl
ad
c,
 
"
%
d"
,
 
m
yî
d)
; 
t•
 
B
ou
cl
e 
e
n
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
t 
fo
r (
ith
 • 
1; 
ith
 <
=
e
n
se
m
bl
es
 d
e 
do
nn
ee
s;
 it
h+
+
) {
 
t•
 D
is
tri
bu
tio
n 
de
s e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
a 
tr
ai
te
r a
u
x
 l
am
es
 •
1 
if{
(ith
-
1 )%
n
u
m
pr
o
c
s=
m
yî
d) 
{ 
1•
 
C
re
at
io
n
 d
es
 fi
ch
ie
rs
 in
te
rm
ed
ia
ire
s 
•
t 
bl
a
dc
_o
ut
_
fil
cC
 =
 
(c
ha
r•)
ma
llo
c(
IO
O•
siz
co
f{c
ha
r))
; 
bl
a
dc
_t
rc
c_
fil
cC
-
(c
ha
r*
)m
a ll
o
c
(l 
o
o
•s
iz
co
f{c
ha
r))
; 
bl
ad
c_
ou
t_
fil
~ 
=
 (c
ha
r•
)m
all
o
c(
IO
O•
siz
.eo
f{c
ha
r))
; 
bl
ad
c_
tr
e
e_
fil
c 
=
(c
ha
r*
) m
al 
lo
c( 
1 O
O
*s
izc
of
{c
ha
r))
; 
sp
rin
tf{
nu
m _
fil
e,
 "%
d"
, (
in
t)(
(it
h-
1 )/
n
u
m
pr
oe
s))
; 
t•
 
N
om
 d
u 
fic
hi
er
 o
u
tfi
lc
 s
u
r 
la 
la
m
e 
•
1 
st
rc
py
(b
la
dc
 _o
u
t_
 fil
c,
ch
cm
in
); 
st
rc
at
(b
lad
c 
o
u
t 
fil
e,
O
U
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
la
dc
=
o
u
t=
fil
c,
 n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
l a
de
 
_
o
u
t_
 
fil
e,"
_
"
); 
st
rc
a
t(b
lad
e _
o
u
t_
 
fil
e,
n
u
m
 _
fil
e)
; 
st
rc
py
(b
lad
e _
o
u
t_
 
fil
eC
,
bl
ad
c _
o
u
t_
 
fil
e);
 
st
rc
at
(b
lad
e _
o
u
t_
 fil
eC
,
H
L
); 
/*
 N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la 
la
m
e 
•1
 
st
rc
py
(b
lad
c_
tr
ec
_
fil
e,
ch
em
in
); 
st
rc
at
(b
la
de
_
tr
ec
_f
ùc
,
O
U
lT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
la
dc
_
tr
ec
_f
ilc
, 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
lad
c _
tr
ec
_ f
ile
,"_
"
); 
st
rc
at
(b
lad
e _
tre
c
_
 fil
c,
n
u
m
 _
fil
e
); 
st
rc
py
(b
lad
c _
tr
ec
_ f
ile
C
,
bl
a
de
 _t
re
c_
 
fil
e);
 
st
rc
at
(b
lad
e _
tr
ec
_ f
ile
C,
Fl
L)
; 
o
pc
nf
ile
(&
ou
tfil
e
,b
la
de
_
o
u
t_
fil
c
,
bl
ad
c_
o
u
t_
fil
cC
,
"
w
"
,a
rg
v[
O]
,ou
tfi
len
am
c);
 
if
(tr
ou
t) 
o
pe
nf
ile
(&
ou
ttr
ec
,b
la
de
_
tr
ce
_
fil
e,
bl
ad
c
_
tr
ec
_
fil
cC
,"
w
",
ar
gv
[O
l,o
ut
trc
en
am
e);
 
if
(e
ns
em
ble
s 
de
 d
on
ne
es
> 
1) 
{ 
fp
rin
tf{
ou
tfi
le,
 "D
at
a 
se
t
# 
%
ld
:\n
'\ 
ith
); 
gc
tin
pu
t()
; 
if
(i
th
~
 1
) fir
sts
et
 =
 fa
lse
; 
) cis
e{
 
>" 
t•
 
B
ou
cl
e 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
*
/ 
fo
r ù
um
b 
=
 
1;
 ju
mb
 <
=
 
n
jum
blc
;ju
mb
+
+
){ 
m
ax
 
n
u
m
 
si
bs
 ""
 
0;
 
mak
~t
rcc
(Pa
ram
); 
/*
 F
er
m
et
ur
e 
de
s 
fic
hi
er
s 
in
te
rm
ed
ia
ire
s 
*/ 
frc
e
(h
la
de
_o
ut
_
fil
e);
 
frc
c(b
la
de
 _
 
tr
ce
 _
fil
e);
 
fre
e(b
la
dc
_o
ut
_
fil
eC
); 
fr
ee
(b
la
de
 
_
tr
e
c
_
 fil
c
C
); 
FC
io
sc
(o
utf
ile
); 
FC
io
sc
( o
u
tt
rc
e );
 
o
pc
nf
ilc
(&
ou
tfi
le,
"b
ido
no
utf
ile
"
,
"
bi
do
n"
,"a
",a
rg
vf
O
],o
utf
ilc
n
am
c);
 
if
(tr
o
u
t) 
o
pc
n
fil
e( &
ou
ttr
c
c
,
 "
bi
do
n
tr
cc
fil
c"
, "
bi
do
n
"
, 
"a
",a
rg
v{
O]
,o
u~
ec
na
me
);
 
gc
tin
pu
t()
; 
if
(i
th
~
l) fir
st
se
t =
 
fa
lse
; 
FC
!o
se
(o
utf
ilc
); 
FC
lo
se
(o
utt
ree
); 
1•
 
A
tte
nt
e 
de
s 
au
tr
es
 p
ro
ce
ss
eu
rs
 •1
 
M
P
I_
Ba
rr
ic
r(M
PI
_
C
O
M
M
_
 
W
O
R
LD
); 
} 1
• 
ln
fc
rc
n
c
e
Pd
at
a 
•1
 
,.
 
-
-
•
 
FO
N
C
fl
O
N
 M
A
IN
 
--
~-
--
--
--
--
-~
--
~~
~
-
-
~
~
~-
-~
--
--
--
--
--
--
~~
--
~
~
~
~
~ 
in
t 
m
ai
n(
in
t a
rg
c,
 
C
ha
r 
•
a
rg
v(
l) 
{ 1
•
 
Pr
01
cin
 M
ax
im
um
 L
ik
cl
ih
oo
d 
w
ith
 m
o
le
c
u
la
r c
lo
ck
 *
/ 
1•
 
V
ar
ia
bl
es
 n
ec
es
sa
ire
s 
a 
la 
pa
ra
llé
lis
at
io
n•
/ 
c
ha
r •
n
b,
 
•
n
bp
ro
cs
,
 
•
n
bt
ou
rs
,
 
*
co
m
Li
ne
; 
FL
LE
 •
pa
ra
m
; 
c
ha
r •
pa
ra
m
N
am
e;
 
c
ha
r •
c
he
m
in
 =
 (c
ha
r*
)m
all
oc
(5
0•
si
zc
of
{c
ha
r))
; 
c
ha
r •
in
f=
 
(ch
ar*
)m
all
oc
(IO
O•
si
ze
of
(c
ha
r))
; 
c
ha
r •
o
u
 tf
"
'"
 
(c
ha
r*
)m
all
oc
(l 
O
O
*s
ize
of
{c
ha
r))
; 
c
h a
r 
•
c
a
lf
-
(ch
ar
•
)m
all
o
c
(\ 
o
o
•s
iz
co
f{
ch
ar)
); 
c
ha
r •
w
c
 if
=
 (c
ha
r•)
ma
llo
c(
 1 o
o
•
si
zc
of
(ch
ar)
); 
c
ha
r •
o
u
n
 ..
.
 
(c
ha
r•)
ma
llo
c
(I
OO
•
siz
eo
ft:
ch
ar
));
 
n
bp
ro
c
s
"
"
 
(ch
ar 
•
)m
all
o
c(5
*s
ize
of
{c
ha
r))
; 
n
bt
ou
rs
-
(ch
ar 
•
)m
all
oc
(5
*s
ize
of
{c
ha
r ))
; 
nb
-
(ch
ar 
•
)m
all
oc
(s
•
si
zc
of
{c
ha
r))
; 
c
o
m
Li
nc
 
•
 
(ch
ar 
*
)m
all
o
c
(4
00
•
si
zc
of
{c
ha
r))
; 
# i
fd
cf
M
A
C
 
ar
gc
""
 1
; 
1•
 
m
a
c
se
tu
p(
"P
ro
ml
k"
,
 
"
"
); 
ar
gv
[O
J -
=
 
"
Pr
om
lk
";
 
#e
n
d i
f 
.
,
 
t•
 
In
iti
al
isa
tio
n 
de
s 
v
ar
ia
bl
es
 M
PI
 •
t 
M
PI
 
In
it(
&a
rg
c,&
ar
gv
); 
M
PI
-
Co
m
m
 s
iz
e(M
PI
 C
O
M
M
 W
O
R
LD
,
&
nu
m
pr
oc
s);
 
M
P
( C
om
m=
rn
nk
(M
P~
 CO
M
M
-:_
 W
O
R
LD
,
&
m
yi
d)
; 
M
PI
_ G
et
_p
ro
ce
ss
or
 _n
am
e(p
ro
ce
ss
o
r _
 
n
a
m
e
,&
n
a
m
e
lc
n
); 
!•
 
Id
en
tif
ic
at
io
n
 d
es
 p
ar
am
èt
Te
S 
de
 la
 li
gn
e 
de
 c
o
m
m
a
n
de
 •1
 
in
it(
arg
c,
ar
gv
); 
pr
og
na
.m
c 
=
 a
rg
v(
O]
; 
pa
ra
m
N
am
e 
=
 
ar
gv
[ 1
]; 
pa
ra
m
 =
 fo
pe
n(
pa
ra
m
N
am
c,
"
r"
); 
Il 
No
m
 d
u 
pr
og
ra
m
m
e 
Il 
N
on
 d
u 
fic
hi
er
 d
e 
pa
ra
m
èt
re
s 
Il 
Fi
ch
ie
r d
e 
pa
ra
m
èt
re
s 
Il 
Le
ct
ur
e 
du
 p
at
h 
ct
 c
re
a
tio
n
 d
es
 n
o
m
s 
de
s 
fic
hi
er
s 
gc
ts
tr
yn
gl
(c
he
mi
n
,
pa
ra
m
); 
t•
 C
re
at
io
n 
du
 n
o
m
 d
es
 d
iff
er
en
ts
 fi
ch
ie
rs
 a
v
e
c
 le
 p
at
h 
•1
 
st
rc
py
(in
f,c
hc
mi
n)
;st
rcp
y(
ou
tf,
ch
em
in
);s
tr
cp
y(
ca
tf,
ch
c
m
in
);s
trc
py
(w
cif
,ch
em
in
);s
trc
py
(o
u
tt
,c
he
m
in
); 
st
rc
at
(in
f,I
NF
rL
E)
;st
rca
t( o
u
tf,
O
U
TF
IL
E)
;st
rca
t( c
a
 tf,
 C
A
 TF
IL
E)
;s
tr
ca
t( w
c 
if,
 W
EI
G
H
TF
IL
E)
; 
st
rc
at
(o
utt
,O
UT
TR
EE
); 
1•
 
O
uv
er
tu
re
 d
u 
fih
ic
r d
'en
tre
e 
ct
 d
e 
so
rt
ie 
•
; 
o
pe
nf
ilc
(&
inf
ile
,
in
f,"
in
pu
t f
ile
","
r"
,a
rg
v[O
],i
n
fil
c
n
a
m
e
); 
o
pc
n
fil
c
(&
ou
t fil
e,
o
u
tf,
"
o
u
tp
ut
 fi
lc
","
w
",a
rg
v[
O]
,ou
tfil
en
am
e);
 
ib
m
pc
 =
 IB
M
CR
T;
 
a
n
si
 = 
A
N
SI
CR
T;
 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
 
1;
 
m
u
lsc
ts
 =
 
fa
lse
; 
fir
st
se
t '"
" 
tr
uc
; 
do
in
it(
pa
ram
); 
1•
 
O
uv
er
tu
re
 d
es
 a
u
tr
es
 fi
ch
ie
rs
 n
e
c
e
ss
a
ir
es
*/
 
if(
ctg
ry
) o
pe
n
 fil
e( &
ca
tfi
lc
,c
at
f, "
c
a
te
go
rie
s 
fil
e
"
, 
"
r"
,
ar
gv
[O
],c
atf
ile
n
a
m
e
); 
if
(w
eig
ht
s l
lju
stw
ts)
 
o
pe
nf
ilc
(&
wc
ig
ht
fi
le,
w
c
if,
"w
ei
gh
ts
 fi
le
","
r"
,
a
r g
v[
O]
,w
e
ig
ht
fil
en
a
m
e
); 
if
(tr
ou
t) 
o
pc
n
fil
e
(&
ou
ttr
cc
,ou
tt,
"
o
u
tp
ut
 tr
ce
 fi
le"
,
"
w
",
ar
gv
[O
],o
ut
trc
en
am
e);
 
!*
M
od
ifi
ca
tio
n 
de
 la
 v
a
le
ur
 d
u 
sc
cd
 (a
u n
iv
ea
u
 d
e 
c
ha
qu
e 
la
m
e) 
po
ur
 u
n
e 
m
e
ill
eu
re
 p
ar
al
lé
lis
at
io
n*
/ 
if
((
my
id
%2
)~
) 
sc
cd
[Q
]:
sc
cd
(O
]•(
my
id+
 1 )
; 
c
is
e 
sc
cd
(O
]:
sc
cd
(O
]•(
my
id+
 1 )
+
 1;
 
1•
 
M
od
ifi
ca
tio
n 
de
 la
 v
a
le
ur
 d
u 
se
cd
 (a
u 
n
iv
ea
u 
de
 c
ha
qu
e 
la
m
e
) p
ou
r u
n
e 
m
ei
lle
u
re
 p
ar
al
lé
lis
at
io
n
*
/ 
if(
(m
yi
d%
2)
:
:
0) 
sc
ed
[O
]:
se
cd
[O
]•(
my
id+
 1 )
; 
c
is
e 
sc
cd
[O
]:
sc
cd
[O
]•(
my
id+
 1 )
+
 1;
 
!*
C
as
 d
'u
ne
 la
m
e
•/ 
if{ 
n
w
n
pr
oc
s 
=
 
1 )
 { 
in
fe
rc
nc
c(p
ara
m)
; 
} cis
e{
 
bc
st
lk
 =
 
(d
ou
bl
c)L
ON
G_
M
rN
; 
sp
rin
tf{
nb
pro
cs
,
 
"
o/o
d 
"
, 
n
u
m
pr
oc
s);
 
/*
 C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 c
t 
d'
un
 a
rb
re
*
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
! 
&
&
 n
jum
ble
:E
:l
){
 
if(
my
id:
:
O)
( 
in
fc
re
n
c
c
(p
ara
m)
; 
} cis
e{
 
1•
 
Pa
s 
d'
ec
rit
ur
e 
pa
r l
es
 p
ro
gr
am
m
e
s 
e
n
 p
ar
a
l\c
le 
c
a
r 
c'
es
t 
u
n
 m
e
la
ng
e*
/ 
pr
og
rc
ss
 =
 fa
lsc
; 
r 
Ca
s d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
•
/ 
if{ 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s=
!){
 
in
fc
re
nc
e
Pt
re
e(p
a
ra
m
,
 
a
rg
v,
 c
he
m
in
); 
if(
m
yi
d:
:Q
)( 
sp
rin
t((
 nb
, "
 
%
d 
"
, 
lc
pr
oc
); 
Il 
n
b 
es
t 
le 
pr
o
c
e
ss
e
u
r 
ay
an
t l
e 
m
ei
lle
ur
 
//
ar
br
e 
sp
rin
tf{
nb
tou
rs
, 
"
%
d 
"
,
 
be
st
ou
r);
 Il
 n
bt
o
u
rs
 e
st
 le
 t
ou
r 
au
qu
el
 l'
a
rb
re
 a
 
Il 
ét
é 
tr
o
u
v
e 
(n
u
m
e
ro
 d
e 
l'a
rb
re
) 
f•
 
Fo
rm
a
tio
n
 li
gn
e 
de
 c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
rip
ts
 d
e 
c
o
n
c
a
te
na
tio
n
 d
es
 fi
ch
ie
rs
*
/ 
sp
rin
tf
(c
om
lin
e, 
"
o/o
S 
"
, 
"
.
/s
yn
ch
ro
Pt
re
c
M
L.
sh
 ")
; 
st
rc
at
(co
mL
ine
, n
b)
; 
st
rc
at
(co
mL
inc
, n
bt
ou
rs
); 
st
rc
a
t(c
om
Li
ne
, o
u
tf
); 
st
rc
at
(co
mL
ine
, "
"
 ); 
i f(
tro
u
t) 
st
rc
a
t(c
om
L
in
c, 
o
u
tt 
); 
pr
in
tft
"\
n 
Sc
rip
t:
 %
s"
,
 
co
m
Li
nc
); 
sy
st
em
( co
m
Li
ne
 ); 
!*
 C
as
 d
e 
pl
us
ie
ur
s e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
*
/ 
if( 
e
ns
e
m
bl
es
 d
e 
do
nn
ee
s>
 1
 ){
 
t•
 F
en
nc
tu
rc
 d
es
 fi
ch
ie
rs
 d
e 
re
su
lta
t*
/ 
FC
!o
se
(o
utf
ùc
); 
if(
tro
ut)
 F
C
io
se
(o
utt
rcc
); 
in
fc
rc
nc
eP
da
ta
(p
ara
m,
 ar
gv
, c
he
m
in
); 
/*
 R
eo
uv
er
tu
re
 d
es
 fi
ch
ie
rs
 d
e 
re
su
lta
t *
/ 
o
pe
nf
ile
(&
ou
tfi
lc
,o
u
tf.
"o
ur
pu
t f
ile
"
,
"
a"
,a
rg
v[
O]
,ou
tfi
len
am
c);
 
if
(tr
ou
t) 
o
pc
nf
ilc
(&
ou
ttr
cc
,ou
tt
,
 "
o
u
tp
ut
 tr
ec
 fi
le"
 ,"
a"
,a
rg
v[
O]
,ou
ttr
ee
na
mc
); 
/*
Sc
ri
pt
 su
r 
le 
pr
em
ie
r b
la
dc
 *
/ 
if(
my
id:
:
Q)
( 
sp
rin
tf{
n
b,
"
 
o/o
d 
"
, 
(in
t)e
ns
cm
ble
s 
de
 d
on
ne
es
); 
sp
rin
tf{
nb
tou
rs,
"
 
o/o
d 
"
, 
(in
t)e
ns
em
blc
s 
de
 d
on
n
cc
sl
nu
m
pr
oc
s);
 
!*
 F
or
m
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
rip
ts 
de
 
c
o
n
c
a
te
na
tio
n 
de
s 
fic
hi
er
s 
•
1 
sp
rin
tf{
co
mL
inc
,
 
"
%
s 
"
,
 
"
.
/sy
nc
hr
o
Pd
a
ta
M
L.
sh
 ")
; 
st
rc
at
(co
mL
inc
,
 
n
bp
ro
cs
); 
st
rc
at
(co
mL
ine
,
 
n
b);
 
st
rc
at
(co
mL
ine
, n
bt
ou
rs
); 
st
rc
at
(co
mL
inc
, o
u
tf
); 
st
rc
at
(co
m
L
in
e, 
"
"
 ); 
i f(
tro
ut
) 
st
rc
at
(co
mL
in
e,
 o
u
tt
 ); 
pr
in
tf(
"\n
 S
cr
ip
t:
 %
s"
, c
o
m
Li
n
e);
 
sy
st
em
( co
m
Li
ne
 ); 
} clc
a
n
_
u
pQ
; 
# i
fd
cf
 W
lN
32
 
ph
yR
es
to
rc
C
on
so
le
A
ttr
ib
ut
es
();
 
#e
nd
 if
 
M
PI
_F
in
al
iz
c
();
 
re
tu
m
 0
; 
} 1
•
 
Pr
ot
ei
n 
M
ax
im
um
 L
ik
el
ih
oo
d 
w
ith
 m
o
lc
cu
la
r 
c
lo
c
k 
*'
/ 
M
ét
ho
de
 d
e 
D
N
A
PA
R
S:
 
N
ou
s 
pr
és
en
te
ro
ns
 
se
u
lem
e
n
td
es
 
pa
rti
es
 d
u 
fic
hi
e
r 
dn
a
pa
rs
c
lea
n.
c 
qu
i 
co
n
tie
nt
 
la 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
t•
 
In
cl
us
io
n
 d
es
 li
br
ai
rie
s 
n
e
c
e
ss
a
ir
es
 *'
/ 
#i
n
c
lu
de
 "
ph
yl
ip
.
h"
 
#i
n
c
lu
de
 "
sc
q.
h"
 
#i
n
c
lu
de
 "
lim
its
.h
" 
J•
tn
c
lu
si
on
 d
e 
la 
lib
ra
iri
e 
de
 M
PI
•/ 
#i
nc
lu
dc
 "
m
pi
.
h"
 
t•
 v
e
rs
io
n 
3.
6 
(c
) C
op
yr
ig
ht
 1
99
3-
20
04
 b
y 
th
e 
U
ni
v
e
rs
ity
 o
f W
as
hi
ng
to
n.
 
W
ri
ue
n
 b
y 
Jo
se
ph
 F
el
se
ns
tc
in
, A
ki
ko
 F
us
ek
i, 
Se
an
 L
am
a
n
t,
 
a
n
d 
A
nd
re
w
 K
cc
ff
e.
 
Pe
rm
is
si
on
 is
 g
ra
nt
cd
 to
 c
o
py
 a
n
d 
u
se
 t
hi
s 
pr
og
ra
m
 p
ro
vi
de
d 
n
o
 f
ee
 is
 
c
ha
rg
cd
 fo
r 
it 
a
n
d 
pr
o
v
id
e
d 
th
at
 th
is
 c
o
py
rig
ht
 n
o
tic
e 
is 
n
o
t 
re
m
o
v
c
d.
 
*'
/ 
#d
cf
in
c 
M
A
.X
N
U
M
TR
EE
S 
10
00
00
0 
/*
 b
ig
ge
r t
ha
n
 n
u
m
be
r o
f u
se
r 
tr
cc
s 
c
a
n
 b
e 
*
/ 
t•
 
D
ef
in
iti
on
 d
es
 c
o
n
st
an
te
s 
u
til
is
e
e
s 
po
ur
 le
 n
o
m
 d
es
 fi
ch
ie
rs
 *
'/ 
# d
e f
in
e 
O
U
TF
lL
EB
LA
D
E 
"
o
u
t fi
le
" 
#d
e f
in
e 
D
A
TA
 ., 
da
ta
" 
#d
cf
in
c 
FI
L
" 
fil
e
" 
#d
ef
in
c 
O
U
IT
R
E
E
B
L
A
D
E
 "o
u
tt
re
c"
 
!·~
~~
--
--
--
--
--
--
--
--
~~
--
--
--
--
--
--
-=
--
--
--
--
--
--
--
~~
~-
-~
~ 
•
 
V
er
s
io
n
 s
e
qu
en
tie
lle
 d
e 
l'i
nf
er
e
n
c
e
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
•
 
pa
ra
m
: 
•
 
pa
ra
m
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s 
de
 la
 f
on
ct
io
n 
-
-
-
-
-
-
-
-
-
~
-
~
~
~
-
-
-
-
-
-
-
-
~
-
··! 
v
o
id
 i
nf
er
en
cc
(F
IL
E 
•
pa
ra
 rn
) {
 
1•
 
B
ou
cl
e 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
de
 rn
 s
e
ts
 *
' 1 
fo
r 
(it
h •
 
1;
 it
h 
<
-
m
s
et
s;
 il
h+
+
) {
 
if
(!U
us
tw
ts 
&
&
 !f
irs
ts
ct
)) 
aU
oc
re
st
();
 
if
 (m
sc
ts 
>
 1
 &
&
 !j
us
tw
ts)
 { 
fp
rin
tf{
ou
tfi
lc,
 ''\
nD
at
a 
se
t I
l %
1d
:\n
\n
", 
ith
); 
} 
if
 (p
ro
gr
es
s) 
} do
in
pu
t()
; 
if
(i
th
 .
,
_
 
1) 
pr
in
tf
("\
nD
ata
 se
t I
l %
ld
:\n
\n
", 
ith
); 
fir
st
se
t =
 fa
ls
e;
 
/ *
' 
B
ou
cl
e 
e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
a
rb
re
s 
*'
/ 
fo
r 
U
um
b 
=
 l
;ju
m
b 
<
=
 n
jum
bl
e;
ju
m
b+
+
) 
m
a
ke
tr
e
e
(p
ar
am
); 
if(
!ju
stw
ts)
 fre
e
re
s
t()
; 
} /
*
'in
fe
re
n
c
e
*
/ 
!·
~
~
-
-
-
~
~
~
~
~
~
~
~
~
-
-
-
-
~
~
~
~
~
~
 
*'
 
Pa
ra
lle
lis
a
tio
n
 e
n
 fo
n
c
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
e
s 
de
 d
on
ne
es
 
•
 
pa
ra
m
: 
•
 
pa
ra
m
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s 
de
 la
 fo
nc
tio
n 
--
~-
--
--
--
--
--
--
--
-~
~~
--
--
--
--
--
--
--
--
--
--
--
~-
--
--
--
--
-~
~ 
v
o
id
 in
fc
re
nc
e
Pd
at
a(
Fl
LE
 •p
ar
am
, c
ha
r 
•
•
a
rg
v,
 
c
ha
r 
*
'c
he
m
in
){
 
/ *
'V
a
ri
ab
le
s 
n
e
c
e
ss
a
ire
s 
a 
la
 f
or
m
at
io
ns
 d
es
 fi
c
hi
er
s 
s
u
r 
c
ha
qu
e 
la
m
e
•
/ 
c
ha
r 
•
b!
a
de
 o
u
t 
fil
e;
 
·
 
c
ha
r 
•
bl
ad
e -
tr
e
c
-
fil
e;
 
c
ha
r 
*
'bl
a
de
-o
u
t -
fil
cC
; 
c
ha
r 
•
bl
a
de
 -t
re
c-
fil
cC
; 
c
ha
r 
*
'n
u
m
 
b
iad
C;
 
c
ha
r 
•
n
u
m
=
fil
e;
 
n
u
m
_
bl
ad
e 
=
=
(c
ha
r 
*
)m
all
oc
(S
•
si
z
e
o
f(c
ha
r))
; 
n
u
m
_
fil
e 
=
=
(c
ha
r *
)m
all
oc
(S
*s
ize
of
{c
ha
r))
; 
sp
rin
tf
(n
u
m
_
bl
a
dc
1 
"
o/o
d"
, m
yi
d)
; 
t•
 B
ou
cl
e 
e
n
 fo
n
c
tio
n 
du
 n
o
m
br
e 
de
 m
se
ts
 *
/ 
fo
r (
ith
 • 
1;
 it
h 
<=
= 
m
se
ts
; 
ith
+
+
) {
 
/*
D
is
tr
ib
ut
io
n
 d
es
 m
se
ts
 a
 t
ra
ite
r 
a
u
x
 la
m
e
s 
•
1 
if(
(it
h-
1)
%
n
u
m
pr
oc
s=
m
yi
d)
 { 
/*
 C
re
at
io
n
 d
es
 fi
ch
ie
rs
 in
te
n
n
e
di
ai
rc
s 
*
/ 
bl
ad
e_
ou
t_
fi
le
C
 •
 
(c
ha
r*
)m
all
oc
(l 
o
o
•s
iz
eo
f{
ch
ar
));
 
bl
a
de
_t
re
e_
fi
le
C
 = 
{c
ha
r•)
m
all
o
c
( 1
 O
O
*'
siz
co
f(c
ha
r))
; 
bl
ad
e_
o
u
t_
fil
e 
=
 (c
ha
r•)
ma
llo
c(
 1 o
o
•s
iz
eo
f{
ch
ar)
); 
bl
a
dc
_
tr
e
e
_
fil
c 
=
 (c
ha
r•)
ma
llo
c(
 1 O
O
*'
siz
eo
f(c
ha
r))
; 
sp
rin
tf
(n
um
_
fi
lc,
 "
%
d"
, 
(in
t)(
(it
h-
1 )/
n
u
m
pr
o
c
s))
; 
/*
 N
om
 d
u 
fic
hi
e
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e
 *
'/ 
st
rc
py
(b
la
de
_
o
u
t_
fil
e
,c
he
m
in
); 
st
rc
at
(b
lad
e
_
o
u
t_
fi
le
,O
U
TF
lL
EB
LA
D
E)
; 
st
rc
at
(b
la
de
_
o
u
t_
fil
e, 
n
u
m
_
bl
ad
e);
 
st
rc
at
(b
lad
e
_
o
u
t_
fi
lc
,"
_
");
 
s
tr
c
a
t(b
la
de
 
o
u
t 
fil
c,
n
u
m
 
fil
e
); 
s
tr
cp
y(b
lad
e-=
. ou
\_
 fil
e
C
,
bJ
3d
c _
o
u
t_
 
fil
e);
 
st
rc
at
(b
la
dc
_o
ut
_f
ilc
C
,
FL
L)
; 
/ *
' 
N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 s
u
r 
la 
la
m
e
 •
1 
st
rc
py
(b
lad
e_
tr
e
e
_
fi
lc
,c
hc
m
in
); 
st
rc
at
(b
la
de
 _ t
re
e _
 
fù
e,
O
lJ
IT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
lad
e _
tr
ec
 _f
ile
, n
u
m
 _
 
bl
ad
e)
; 
st
rc
at
(b
lad
e 
_
 
tr
ee
 _f
ile
,"
_
"
); 
) cis
e{
 
} 
st
rc
at
(b
la
de
 _t
re
c
_
 fil
e,
 n
u 
rn
_
 
fil
e);
 
st
rc
py
(b
lad
c 
_
tr
ec
_
 
fil
eC
,b
la
de
 _t
re
c
_
 fil
e
); 
st
rc
at
(b
lad
e
_
tr
ec
_
fil
eC
,F
IL
); 
o
pc
nf
ilc
(&
ou
t fil
e
,b
lad
e
_
o
u
t_
fil
c
,b
bd
c_
o
u
l_
fil
cC
,"
w
"
,
ar
gv
(O
l.o
u
lfi
le
n
a
m
e);
 
îf(
tro
ut)
 o
pc
nf
ilc
( &
ou
ttr
cc
,b
la
de
 _t
re
c_
 
fil
e,
b\
ad
e _
tr
ec
_
 
fil 
cC
, "
w
" 
,a
rg
v[
O]
,o
u
ttr
ec
n
am
c);
 
if(
!(j
us
tw
ts 
&
&
 lf
trs
ts
et
)) 
al
lo
cr
es
t()
; 
îf
(m
se
ts
 >
 1
 &
&
 t
jus
tw
ts)
 { 
fp
ri
n
tf{
ou
tfil
e
,
 '
'\n
D
at
a 
s
e
t#
 %
ld
:\n
\n
",
 
ith
); 
do
 in
pu
t()
; 
if
(i
th
~
I)
 
fir
st
se
t =
 
fa
ls
e
; 
/*
 B
ou
cl
e 
en
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
es
 •
t 
fo
r (
jum
b 
=
 1;
 ju
mb
 <=
 n
jum
ble
;ju
mb
+
+
) 
m
ak
et
rc
e(p
ara
m)
; 
if(
!ju
stw
ts)
 frc
er
es
t()
; 
/*
Fe
rm
e
tu
re
 d
es
 fi
ch
ie
rs
 in
te
m
1e
di
a
ire
s 
•
t 
fr
ce
(b
lad
c_
o
u
t_
fil
e);
 
fr
cc
(b
lad
c_
tr
ec
_
fil
e)
; 
frc
c(b
1a
de
 o
u
t 
fil
cC
); 
frc
e(b
la
de
 =t
re
c-=
_ 
fil
 cC
); 
FC
lo
se
(o
u
tfi
lc)
; 
FC
io
se
(o
ut
tr
ee
); 
if
(l(
jus
tw
ts
 &
&
 !
ftr
sts
ct
)) 
a
llo
cr
cs
t()
; 
o
pc
nf
ilc
( &
ou
di
le
,
 "
bi
do
n
o
u
tfi
le
",
 "
bi
do
n
"
,
 "
a"
,
ar
gv
{ O
],o
utf
ilc
na
me
); 
if
(tr
ou
t) 
o
pe
nf
ilc
(&
ou
ttr
e
e
,
"
bi
do
nt
re
cf
ilc
",
"b
id
on
"
,
"
a"
,a
rg
v[O
],o
u
ttr
ec
n
am
e);
 
do
 in
pu
t()
; 
if(
ith
~
l) fir
sts
et
 =
 
fa
lse
; 
FC
lo
sc
(o
ut
fil
c);
 
FC
io
se
( o
u
 u
re
e);
 
/*
 A
tte
nt
e 
de
s a
u
tr
es
 p
ro
ce
ss
eu
rs
 *
/ 
M
PI
_
B
ar
ric
r(M
PI
_
CO
M
M
_
 
W
O
RL
D
); 
} t•
 
in
fc
re
nc
eP
da
ta
 •
t 
!·
'~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
lle
lis
a
tio
n 
en
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
e
s 
*
 p
ar
am
: 
.
 
pa
ra
 rn
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
rc
s d
e 
la 
fo
nc
tio
n 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
·!
 
v
o
id 
in
fe
rc
ne
eP
tre
e(F
TL
E 
*
pa
ra
m
, 
c
ha
r •
•
a
rg
v,
 c
ha
r *
c
he
m
in
){ 
/*
V
ar
ia
bl
e
s 
n
ec
es
sa
ire
s a
 la
 fo
rm
at
io
n
s 
de
s 
fic
hi
er
s s
u
r 
c
ha
qu
e 
la
m
e*
/ 
in
t 
in
t 
m
ax
 _
pr
o
 c
s;
 
c
ha
r 
*
bl
ad
c 
o
u
t 
fil
e;
 
c
ha
r 
*
bl
ad
c=
-tr
e
c-
=
_
fil
e;
 
c
ha
r 
*b
lad
c 
ou
t 
fil
eC
; 
c
ha
r 
*
b1
ad
e -
tr
ec
-
fil
cC
; 
c
ha
r 
*
n
u
m
 b
lad
é;
 
c
ha
r 
*
n
um
-
fil
e;
 
n
u
m
_
bl
ad
e 
-
=
(ch
ar 
*
)m
a ll
o
c(5
*s
ize
of
tch
ar)
); 
n
u
m
_
fil
e 
=
(c
ha
r 
*
)m
all
oc
(5
*s
izc
of
(ch
ar)
); 
TB
es
tll
ho
od
 
=
(d
ou
bl
e*
) m
a
1\o
c
((n
um
pr
oc
s+
1 )*
si
ze
of
{d
ou
ble
));
 
sp
rin
tft
nu
m
_
bl
ad
e,
 "o
/od
"
,
 
m
yi
d);
 
if
(l(
jus
tw
ts 
&
&
 !f
irs
ts
et
)) 
all
o
c
rc
st
();
 
t•
 
Le
 f
ic
hi
er
 o
u
tfi
le
 e
st
 d
cja
 ou
ve
rt 
•
t 
do
 in
pu
t()
; 
/*
 F
er
m
e
tu
re
 d
es
 fi
c
hi
er
s 
re
su
lta
ts
 a
 c
et
te
 p
la
c
e
 c
a
r 
ge
tin
pu
t u
til
is
e
 le
 fi
ch
ie
r o
u
tfi
le 
*
/ 
FC
lo
sc
(o
ut
fil
e);
 
if
 (tr
ou
t &
&
 m
yi
d 
=
0
) 
FC
io
se
(o
utt
ree
); 
fir
st
se
t =
·
fa
lse
; 
/*
 D
e
te
rm
in
at
io
n 
du
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
rs
 n
e
ce
ss
a
ire
s 
*
/ 
if{
nju
m
bl
e 
>
 n
u
m
pr
oc
s) 
m
ax
_
pr
o
c
s 
=
n
u
m
pr
o
cs
; 
ci
se
 
m
ax
_
pr
o
cs
=
n
jum
ble
; 
/*
 B
o
u
c
le 
e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r (
jum
b =
 
1 ;
ju
m
b 
<
=
 
n
jum
bl
e;
 ju
mb
+
+
) (
 
/*'
 
D
ist
rib
ut
io
n
 d
es
 a
rb
es
 a
 t
ra
ite
r 
a
ux
 la
m
e
s
*
/ 
if
{(
ju
mb
~ 1
 )%
m
ax
_p
ro
c
s=
m
yi
d) 
{ 
/*
C
re
a
tio
n
 d
es
 fi
c
hi
er
s 
in
te
rm
e
di
ai
re
s 
•
t 
sp
rin
tf{
nu
m_
fil
e,"
%
d"
, 
(i
nt
)(
Uu
mb
~
l)
/m
ax
_p
ro
cs
))
; 
.
 
bl
ad
e_
ou
t_
fil
e
C
 
=
 ( ch
ar
*)
ma
llo
c( 
1 O
O
*s
izc
of
{c
ha
r))
; 
bl
ad
e_
tr
cc
_
fil
eC
 
=
 (c
ha
r*
)m
all
o
c(
lO
O
*s
ize
of
{c
ha
r))
; 
bl
ad
e_
o
u
t_
fil
e 
=
 (c
ha
r*
)m
all
o
c( 
1 O
O*
siz
co
f{c
ha
r))
; 
bl
ad
e_
tr
cc
_
fil
c 
c
=
 
(c
ha
r*
)m
aU
o
c(
IO
O*
si
ze
of
{c
ha
r))
; 
/ *
N
o
m
 d
u 
fic
hi
er
 o
u
tfi
le
 su
r 
la 
la
m
e
*
/ 
st
rc
py
(b
lad
c_
ou
t_
fil
c,
ch
e
m
in
); 
st
rc
at
(b
la
dc
 o
u
t 
fil
c,
O
U
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
la
dc
=o
ut
=f
ile
,
 
n
u
m
_
bl
ad
e);
 
st
rc
a
t(b
la
dc
_o
ut
_f
ile
,
"
_
"
); 
st
rc
at
(b
lad
c _
o
u
t_
 
fil
e
,
n
u
m
_
 fil
e);
 
st
rc
py
(b
lad
c_
ou
t_
fil
cC
,b
lad
e_
ou
t_
fil
c);
 
st
rc
at
(b
la
de
_o
ut
_
fil
eC
,F
IL
); 
/*
N
om
 d
u 
fic
hi
er
 d
'ar
br
e 
su
r 
la 
lam
e 
*
/ 
st
rc
py
(b
lad
c_
trc
c_
fi
lc
,ch
cm
in
); 
st
rc
at
(bl
a
dc
 _t
re
c
_
 fi
le
,O
U
lT
R
EE
B
LA
D
E)
; 
st
rc
a
t(b
la
dc
 t
re
c 
fll
e, 
n
u
m
 
bl
ad
e)
; 
st
rc
at
(b
la
de
 =
tr
ec
=
 fil
e,
"_
");
-
st
rc
at
(b
lad
c _
tr
ec
_ f
ilc
,
n
u
m
 _
fil
e);
 
st
rc
py
(b
lad
c _
tr
ec
_ f
ilc
C
,
bl
ad
c _
tr
ec
_ f
ile
); 
st
rc
at
(b
lad
c _
tr
ec
_
 
fil
cC
,H
L)
; 
o
pc
nf
ilc
(&
ou
tfi
lc,
bla
dc
_
o
u
t_
fil
c
,
bl
ad
c_
o
u
t_
fil
eC
,"w
",
ar
gv
[O
l,o
utf
ilc
n
am
c);
 
if
(tr
ou
t) 
o
pc
n f
ilc
(&
ou
ttr
ec
,b
la
dc
_
trc
c_
fil
e,
bl
ad
c_
tr
cc
_
fil
eC
,
"
w
"
,
a
rg
v[O
l,o
u
tt
rc
en
am
c);
 
t•
 T
ra
ite
m
en
t d
e 
l'a
rb
re
 •
t 
m
ak
et
re
e2
(p
ara
m)
; 
to
ur
s+
+
; 
1•
 
Fe
rm
et
ur
e 
de
s f
ic
hi
er
s 
in
te
rm
ed
ia
ire
s 
*
/ 
frc
c(b
lad
c_
ou
t_
fil
c);
 
fre
e(b
la
de
_ t
re
e_
fil
e);
 
frc
c
(b
la
dc
 _o
u
t_
 fil
 cC
); 
fr
cc
(b
lad
e _
tr
ec
_
 
fil
 cC
); 
FC
io
se
(ou
tfi
lc)
; 
if
(tr
ou
l) 
FC
io
se
(o
utt
rcc
); 
1•
 
Sy
nc
hr
on
is
at
io
n 
de
s 
re
su
lta
ts
 *
/ 
if
(!j
us
tw
ts
) frc
cr
cs
t()
; 
if{
ma
x
_
pr
oc
s>
 1 )
{ 
} 
/*
 C
as
 d
es
 la
m
es
 a
u
tr
es
 q
u
e 
le 
pr
em
ie
r*
/ 
if{
my
id>
O
 &
&
 m
yi
d<
m
ax
_
pr
o
cs
){ 
} 
M
PI
_
Sc
n
d(
 &
be
SI
Ik
, 
1,
 
M
PI
_
D
O
U
B
LE
,O
,
 
0,
 
M
PI
_
C
O
M
M
_ W
O
R
L
D
 );
 
M
PI
_R
cc
v(
 &
lc
pr
o
c
,
 
1,
 
M
PI
_
!N
T,
 0
,
 
0,
 
M
PI
_
C
O
M
M
_ W
O
R
LD
, &
Si
ai
U
s 
); 
if{
my
id=
lcp
ro
c
) 
M
PI
_
Se
n
d(
 &
bc
s1
ou
r,
 
1,
 
M
P
I_
!N
T,
O
,
 
0,
 
M
PI
_C
O
M
M
_ W
O
R
LD
 );
 
1•
 
Ca
s d
e 
la 
pr
cm
ic
rc
 la
m
e*
/ 
ci
se
{ 
if
(m
yi
d~
){
 
T
B
es
lll
ho
o
d[
O)
=b
cS
IIk
; 
le
pr
oc
=
=
m
yid
; 
fo
r(i
==
l;
 i<
m
ax
_
pr
oc
s;
i+
+
) 
M
PI
_R
cc
v(
 &
TB
cs
lll
ho
od
[i)
,
 
1,
 
M
PI
_
D
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
 
&
s1
ar
us
 );
 
t•
 
R
ec
he
rc
he
 d
u 
m
ei
lle
ur
 re
su
lta
t 
*
/ 
fo
r(i
""l
; i
<
m
ax
_
pr
oc
s;
i+
+
){ 
} 
if(
 T
B
eS
II!
ho
od
[ i)
>
 b
cS
ilk
){ 
lc
pr
oc
 • 
i; 
bc
Si
lk
-
TB
es
lll
ho
od
[i]
; 
fo
r(i
=
l;
 i<
m
ax
_
pr
o
cs
;i+
+
) 
M
PI
_
Se
nd
( &
lcp
ro
c,
 1
,
 
M
PI
_
lN
T,
i, 
0,
 
M
PI
_
C
O
M
M
_W
O
R
LD
 );
 
if{
lcp
roc
!=
m
yi
d) 
M
PI
_
R
cc
v(
 &
bc
st
ou
r, 
1, 
M
PJ
_
IN
T,
 lc
pr
oc
, 0
,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
 
&
su
ru
s 
); 
} t•
 in
fc
rc
nc
eP
tre
e 
•
t 
!·-
---
--
--
--
--
~-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-~
--
--
--
~~
~-
--
---
-
•
 
FO
N
C
TI
O
N
 M
A
IN
 
---
---
---
---
--~
--
--
--
--
--
--
--
--
--
--
--
---
---
---
---
---
---
---
---
-~ 
int
 m
ai
n
(in
t 
a
rg
c, 
C
ha
r *
ar
gv
[])
 
{ t
•
 D
N
A
 p
ar
si
m
o
n
y 
by
 u
ph
ill
 s
c
a
rc
h 
•
t 
t•
 V
ar
ia
bl
e
s 
n
ec
es
sa
ire
s 
a 
la
 p
ar
al
lé
lis
at
io
n•
/ 
c
ha
r 
•
n
b,
 
"
n
bp
ro
cs
, •
n
bt
ou
rs
, •
c
o
m
Li
n
c 
; 
Fl
LE
 *
pa
ra
m
=
N
U
LL
; 
c
ha
r *
pa
ra
m
N
am
e;
 
c
ha
r 
*
ch
em
in
=
 
(ch
ar*
)m
al
lo
c(5
0*
siz
eo
f{'
ch
ar)
); 
c
ha
r *
i n
f•
 
(ch
ar*
)m
all
oc
( I
O
O
*s
izc
of
{c
ha
r))
; 
c
ha
r 
•
o
u
 tf
-
(ch
ar*
)m
all
oc
( 1
 OO
*s
izc
of
{ch
ar
));
 
c
ha
r *
o
u
 tt
 •
 
(c
ha
r*
}m
all
oc
(I
O
O
*s
izc
of
{c
ha
r))
; 
c
ha
r 
•
w
c
if
•
 
(c
ha
r*
)m
all
oc
(IO
O*
siz
eo
f{c
ha
r))
; 
n
bp
ro
c
s 
•
 
(c
ha
r 
*
)m
a ll
o
c(5
*s
izc
of
{c
ha
r))
; 
n
b t
o
u
rs
 •
 
(c
ha
r 
*
)m
all
o
c(5
*s
izc
of
{c
ha
r))
; 
n
b
=
 
(ch
ar 
*
)m
all
o
c(5
*s
izc
o
f{c
ha
r))
; 
c
o
m
li
nc
 •
 
(ch
ar 
*
)m
all
o
c(4
00
*s
izc
of
{c
ha
r))
; 
/*
 r
ca
ds
 in
 s
pp
, c
ha
rs
, 
an
d 
th
e 
da
ta
. T
hc
n
 c
a
lls
 m
a
ke
tre
e 
to
 
c
o
n
st
ru
ct
 th
e 
tr
e
c
 *
/ 
#i
fd
cf
M
A
C
 
#e
n
d i
f 
ar
gc
 =
 
1; 
t•
 m
ac
sc
ru
p(
"D
na
pa
rs
",
""
); 
*
/ 
ar
gv
(O
l •
 
"
D
na
pa
rs
";
 
/*
 In
iti
al
isa
tio
n
 d
es
 v
a
ria
bl
es
 M
PI
 *
/ 
M
PI
_
ln
it(
&a
rg
c,&
arg
v);
 
M
PI
_
 
Co
m
m
_s
iz
c(M
 Pl
_
 
CO
M
M
 _ W
O
RL
D
,&
nu
m
pr
o
cs
); 
M
PI
_ C
om
m
_r
a
n
k(
M
PI
_
 
C
O
M
M
 _ W
O
R
LD
,&
m
yi
d)
; 
M
 PI
_
 
G
et
 _p
ro
c
e
ss
o
r _
na
m
e(p
ro
cc
sso
r _
 
n
am
c
,&
n
am
el
en
); 
t•
 
Id
en
tif
ic
at
io
n
 d
es
 p
ar
am
èt
re
s d
e 
la 
lig
ne
 d
e 
c
o
m
m
a
n
de
 •
1 
in
it(
arg
c, 
ar
gv
); 
pr
og
na
m
c
"
"
 
ar
gv
fO
]; 
Il
 N
om
 d
u 
pr
og
ra
m
m
e 
pa
ra
m
N
am
c
"
"
 
ar
gv
[ I
l; 
pa
ra
m
 • 
fo
pc
n(
pa
ram
Na
me
,
 ..
 r"
); 
Il 
Fi
ch
ie
r 
de
 p
ar
am
èt
re
s 
*
/ 
Il 
Le
ct
ur
e 
du
 p
at
h 
ct
 c
re
at
io
n 
de
s 
n
o
m
s 
de
s 
fic
hi
er
s 
gc
ts
try
ng
 1 (
 ch
cm
in
,p
ar
am
); 
/*
 C
re
at
io
n 
du
 n
o
m
 d
es
 d
iff
er
en
ts
 fi
ch
ie
rs
 a
v
ec
 le
 p
a t
h 
*
/ 
st
rc
py
(in
f,c
hc
m
in
);s
trc
py
(o
utf
,ch
em
in)
;st
rc
py
(w
cif
,
c
hc
m
in
);s
tr
cp
y(
ou
tt,c
he
m
in
); 
st
rc
at
(in
f,I
N
Ff
LE
);s
trc
at(
ou
tf,
O
U
TF
IL
E)
;st
rca
t(w
eif
,
W
E
IG
H
TF
IL
E)
;st
rca
t(o
utt
,O
UT
TR
E
E)
; 
/*
O
uv
er
tu
re
 d
u 
fih
ic
r 
d'
en
tre
e 
ct
 d
e 
so
rti
e
*
/ 
o
pc
n
fil
c(&
inf
ilc
,in
f,"
in
pu
t f
ilc
",
"r
",
ar
gv
(O
],in
fil
cn
am
c);
 
o
pc
nf
ilc
(&
ou
tfi
le,
o
u
tf,
"o
ut
pu
t f
ilc
","
w
",a
rg
vf
O
],o
utf
ilc
n
am
c);
 
ib
m
 pc
 • 
lB
M
CR
T;
 
an
si
 • 
A
N
SI
CR
T;
 
m
sc
lS
•
 
1;
 
fir
sts
ct
 • 
tr
uc
; 
ga
rb
ag
c 
•
 
N
U
LL
; 
gr
bg
-
N
U
LL
; 
do
in
it(
pa
ram
); 
if
 (w
cig
hts
 Il j
us
tw
ts)
 
o
pc
nf
ilc
(&
wc
ig
ht
fil
c
,w
c
if,
"w
ei
gh
ts
 f
ilc
",
"r
",
ar
gv
[O
],w
cig
ht
fil
cn
am
c);
 
if
(tr
ou
t &
&
 m
yid
 =
0) 
o
pc
n
fi
lc
(&
ou
ttr
cc
,
o
u
u
,
"
o
u
tp
ut
 tr
ec
 f
il
c"
,"
w
".
ar
gv
[O
l.o
ut
trc
cn
am
c)
; 
t•
 
M
od
ifi
ca
tio
n 
de
 la
 v
al
eu
r d
u 
sc
cd
 (a
u n
iv
ea
u 
de
 c
ha
qu
e 
la
m
e
) p
ou
r u
n
e 
m
ei
lle
ur
e 
pa
ra
llé
lis
at
io
n
 •
t 
if{
(m
yid
%
2)
-
0)
 
sc
cd
[O
]=
sc
cd
[O
] '(
m
yi
d+
 1
 ); 
c~
c 
sc
cd
[O
]=
sc
c
d(
O
]'(
my
id
+
 1
 )+
 1;
 
1•
 
Ca
s 
d'u
ne
 la
m
e
•/ 
if( 
n
u
m
pr
oc
s"
""
""
 
1) 
{ 
in
fc
re
nc
c(p
ara
m)
; 
l c~
c(
 
bc
stl
k 
=
 (d
ou
bl
c)
LO
NG
_M
lN
; 
sp
rin
tf(
nb
pr
oc
s, 
"
o/o
d 
"
,
 
n
u
m
pr
o
cs
); 
t•
 C
as
 d
'u
n 
en
se
m
bl
e 
de
 d
on
ne
es
 c
t 
d'
un
 a
rb
re
 •
t 
if{
ms
cts
-
1 
&
&
 n
ju
mb
lc=
l){
 
l cis
e{
 
if{
my
id=
=O
)( 
in
fc
rc
nc
c(p
ara
m)
; 
1•
 
Pa
s 
d'
ec
rit
ur
e 
pa
r l
es
 p
ro
gr
am
m
es
 e
n
 p
ar
a I
le
 le
 c
a
r 
c'
es
t 
un
 m
e
la
n
ge
 •1
 
pr
og
re
ss
 =
 fa
lse
; 
1•
 
Ca
s d
'un
 e
n
se
m
bl
e 
de
 d
on
n
ee
s 
e
t 
pl
u
si
eu
rs
 a
rb
cs
 *
/ 
if(
ms
cts
=
l){
 
in
fc
re
nc
eP
tre
c(p
ara
m,
 ar
gv
, c
he
m
in
); 
if
{m
yi
d~
O)
( 
sp
rin
t({
 nb
,
"
 %
d 
"
, 
lc
pr
oc
); 
Il 
nb
 e
st
 l
e 
pr
o
ce
ss
e
u
r 
ay
an
t 
le 
m
e
ill
eu
r 
Il 
ar
br
e 
sp
rin
tf{
nb
tou
rs,
 
''
 
%
d 
"
,
 
bc
st
ou
r);
.//
 n
bt
ou
rs
 e
st
 le
 to
u
r 
au
qu
el
 l
'ar
br
e 
a 
Il 
ét
é 
tr
ou
ve
 (n
um
ero
 de
 l'
ar
br
e
) 
1•
 
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
rip
ts
 d
e 
co
n
ca
te
na
tio
n 
de
s f
ic
hi
er
s 
•
1 
sp
rin
tf{
co
mL
in
c,
 
"
Yo
S 
"
, 
"
.
/sy
nc
hr
o
Pt
rc
cM
L.
sh
 "
); 
st
rc
at
(c
om
lin
c,
 
n,
b);
 
st
rc
at
(co
mL
in
c
,
 
n
bt
ou
rs
); 
st
rc
at
(co
m
Li
nc
,
 
o
u
tf
); 
st
rc
a
t(c
om
Li
ne
,
"
"
 
); 
if
(tr
ou
t) 
.
 
st
rc
at
(c
o
fn
lin
e,
 
o
u
tt
 );
 
pr
in
tf(
''\n
 S
cr
ip
t: 
%
s"
, c
o
m
lin
e)
; 
sy
st
em
(co
mL
inc
); 
Il 
Ex
ec
ut
io
n 
du
 s
c
rip
t d
e 
la 
fo
rm
at
io
n 
de
s 
fic
hi
er
s 
Il 
re
su
lta
ts
 
/*
 C
as
 d
e 
pl
us
ie
ur
s 
m
sc
ts
 *
/ 
if{
ms
ets
>
 1
 ){
 
/*
Fe
rm
et
ur
e 
de
s 
fic
hi
er
s 
de
 re
su
lta
t*
/ 
FC
io
sc
(ou
tfi
lc)
; 
if
(tr
ou
t &
&
 m
yi
d=
O)
 
FC
io
sc
(o
utt
rce
); 
in
fc
re
nc
eP
da
ta
(p
ara
m,
 ar
gv
,
 
ch
em
in
); 
1•
 
Sc
rip
t s
u
r 
le 
pr
em
ie
r b
la
de
 •1
 
d{
my
id
~O
){
 
l frc
ct
re
e(n
on
od
es
,
 
tr
ee
n
o
de
); 
FC
io
sc
(in
fil
e);
 
FC
io
sc
(o
utf
ile
); 
if
(w
e
ig
ht
s 
llju
st
w
ts
) 
FC
io
sc
(w
eig
ht
fil
e);
 
if
(tr
ou
t) 
FC
io
sc
(o
un
rce
); 
if
(u
sc
nr
cc
) FC
io
sc
(in
tre
e);
 
#i
fd
ef
M
A
C 
lfe
nd
if 
fix
m
ac
fil
c(o
utf
ilc
na
mc
); 
fix
m
a
c
fil
e(o
un
re
c
n
am
c)
; 
if
(p
ro
gr
c
ss
) pr
in
tf(
"D
on
e.\
n\
n"
); 
#i
fd
cf
W
JN
32
 
#e
nd
if
 
ph
yR
cs
to
rc
Co
ns
ol
cA
nr
ib
ut
es
O
; 
M
PI
_F
in
al
iz
c()
; 
re
tu
rn
 0
; 
} 
1•
 
D
N
A
 p
ar
si
m
on
y 
by
 u
ph
ill
 s
ca
rc
h 
•
1 
M
ét
ho
de
 d
e 
PA
R
S:
 
sp
rin
t((
 nb
,
"
 
%
d 
"
,
 
(in
t)m
sc
ts)
; 
sp
rin
tf{
n
bt
o
u
rs
, 
"
o/o
d 
"
, 
(in
t)m
sc
ts/
nu
mp
ro
cs
); 
1•
 
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le
 s
c
rip
ts
 d
e 
c
o
nc
a
te
n
at
io
n 
de
s 
fic
hi
e
rs
 *
/ 
s
pr
in
tf
\c
om
L
in
c,
 "o
/o
S 
"
,
 
"
.
/s
yn
ch
ro
Pd
at
aM
L
.s
h 
"
); 
st
rc
at
(co
m
Li
nc
, 
n
bp
ro
cs
); 
st
rc
at
(co
mL
inc
, n
b);
 
st
rc
at
(c
om
Li
nc
, n
bt
ou
rs
); 
st
rc
a
t(c
o
m
Li
n
c,
 o
u
tf
); 
st
rc
at
(co
mL
ine
, "
"
 );
 
if(
tro
ut
) 
st
rc
a
t(c
o
m
Li
nc
, o
u
tt 
); 
pr
in
tf(
"\n
 S
cr
ip
t:
 %
s"
,
 
co
m
Li
nc
); 
sy
st
cm
(co
mL
in
e);
 I
l E
xe
cu
tio
n 
du
 s
c
rip
t d
e 
la 
fo
nn
at
io
n 
de
s 
fic
hi
er
s 
Il 
re
su
lta
ts
 
N
ou
s 
pr
és
e
n
te
ro
ns
 
se
u
le
m
en
td
es
 
pa
rti
es
 
du
 
fic
hi
er
 
pa
rs
cl
ea
n
.
c 
qu
i 
co
n
tie
nt
 
la
 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
t•
 
In
cl
us
io
n 
de
s 
lib
ra
iri
es
 n
e
c
e
ss
a
ire
s*
/ 
#i
nc
lu
dc
 "
ph
yl
ip
.
h"
 
#i
nc
lu
de
 "
di
sc
rê
té
.h
"
 
#i
nc
lu
de
 "
lim
its
.
h"
 
/*
in
cl
us
io
n 
de
 la
 l
ib
ra
iri
e 
de
 M
PI
*/
 
#i
nc
lu
de
 "
m
pi
.h
" 
/*
v
e
rs
io
n
 3
.6
 (c
) C
op
yr
ig
ht
 1
99
3-
20
04
 b
yt
he
 U
ni
ve
rs
ity
 o
f W
as
hi
n
gt
on
.
 
W
rit
tc
n 
by
 Jo
se
ph
 F
cl
se
ns
tc
in
,
 
A
ki
ko
 F
us
ck
i, 
Sc
an
 L
am
an
t, 
an
d 
A
n
dr
e
w
 K
ce
ffc
. 
Pe
rm
iss
io
n 
is 
gr
an
tc
d 
to
 c
o
py
 an
d 
u
se
 th
is 
pr
og
ra
m
 p
ro
vî
dc
d 
n
o
 fe
e 
is 
c
ha
rg
cd
 fo
r 
it 
a
n
d 
pr
ov
id
cd
 th
at
 th
is
 c
o
py
rig
ht
 n
o
tic
e 
is 
n
o
t 
rc
m
o
v
ed
. *
/ 
#d
cf
in
c 
M
A
X
N
U
M
TR
EE
S 
10
00
00
0 
/*
 b
ig
gc
r t
ha
n 
n
u
m
bc
r o
f u
se
r 
tr
ce
s 
ca
n
 b
e 
*
/ 
/*
 D
cf
m
iti
on
 d
es
 c
o
n
st
an
te
s 
u
ti l
is
ee
s 
po
ur
 le
 n
o
m
 d
es
 fi
ch
ie
rs
 *
/ 
#d
ef
in
e 
O
U
TF
O
..E
BL
A
D
E 
"
o
u
t fi
le"
 
#d
ef
in
e 
D
A
TA
 "
 d
at
a"
 
#d
ef
i n
e 
FL
L"
 f
ile
"
 
#d
cf
in
c 
O
U
IT
R
EE
B
LA
D
E 
"
o
u
ttr
ee
" 
!·
~
~
~
~
~
~
~
=
=
~
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
~
=
=
=
=
~
=
=
=
=
=
=
=
=
~
~
 
*
V
er
si
on
 se
qu
e
n
tie
lle
 d
e 
l'i
nf
er
en
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
.
 
•
 
pa
ra
m
: 
.
 
pa
ra
m
 
: 
Fi
ch
ie
r d
es
 p
ar
am
ct
rc
s 
de
 la
 fo
nc
tio
n
 
v
o
id
 in
fe
re
nc
e( 
FI
LE
 *
pa
ra
m
) {
 
/*
B
ou
c
le 
en
 fo
nc
tio
n
 d
u
 n
o
m
br
e 
de
 m
se
ts
 *
/ 
fo
r (
ith
 == 
1;
 it
h 
<
=
 m
se
ts
; 
ith
+
+
) {
 
} 
} /
*
 in
fer
en
ce
 *
/ 
if
(m
se
ts
 >
 1
 &
&
 !j
ust
wt
s) 
{ 
fp
rin
tf{
ou
tfil
e, 
"
\n
D
at
a 
s
e
t#
 %
ld
:\n
\n
",
 
ith
); 
if
 (p
ro
gr
es
s) 
} do
in
pu
tQ
; 
if
(i
th
~
 t
) 
pr
in
tf(
''\n
Da
ta
 s
e
t I
f %
1d
:\n
\n
", 
ith
); 
fir
st
se
t =
 fa
lse
; 
/*
 B
ou
cl
e 
en
 fo
n
ct
io
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
rU
um
b 
=
=
 
l;
ju
mb
 <=
 n
jum
bl
e;
jum
b+
+
) 
m
ak
et
re
e(p
ara
m)
; 
fr
ee
rc
st
();
 
.
, 
!•
-
-
-
-
~
-
~
~
~
~
~
~
-
~
~
-
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
lle
lîs
at
io
n 
en
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
•
 
pa
ra
m
: p
ar
am
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
rc
s d
e 
la 
fo
nc
tio
n
 
~
-
-
-
-
=
=
-
-
=
=
=
=
=
=
~
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
~
=
=
=
=
=
=
-
-
=
=
~
-
-
~
~
·!
 
v
o
id
 in
fc
re
nc
cP
da
ta
(F
fL
E 
•
pa
ra
m
, c
ha
r •
•
a
rg
v,
 
c
ha
r *
ch
em
in
) {
 
1•
 
V
a
ria
bl
es
 n
ec
es
sa
ire
s a
 la
 fo
rm
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
c
ha
qu
e 
lam
e*
/ 
c
ha
r 
*
bl
ad
e 
o
u
t 
fil
e; 
c
ha
r 
*
bl
a
dc
-t
re
e-
fil
e;
 
c
ha
r 
*
bl
ad
c-
o
u
t -
fil
eC
; 
c
ha
r 
*
bl
a
de
-t
re
c-
fil
eC
; 
c
ha
r 
*
n
u
m
 bl
ad
~ 
c
ha
r 
*
n
u
m
=
fil
c; 
n
u
m
_
bl
ad
e 
=
(ch
ar 
*
)m
all
o
c(5
*s
ize
o
f{c
ha
r))
; 
n
u
m
_
fil
e 
=
(c
ha
r 
*
)m
all
o
c(5
*s
izc
of
{c
ha
r))
; 
sp
ri
nt
f(n
um
_b
lad
e, 
''
o/o
d"
, m
yi
d)
; 
/*
B
ou
cl
e e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
de
 m
se
ts
 *
/ 
fo
r(î
th
=
 
1;
 it
h<
=m
se
ts
; î
th
+
+
) {
 
1•
 D
is
tr
ibu
tio
n
 d
e
s 
m
sc
ts
 a
 tr
a
ite
r 
au
x
 la
m
e
s
*
/ 
if
((
id
1-
l )
%
nu
m
pr
oc
s-
m
yi
d)
 { 
c
ise
{ 
/*
 C
re
a
tio
n
 d
es
 fi
ch
ie
rs
 in
te
rm
ed
ia
ire
s 
*
/ 
bl
ad
e 
o
u
t 
fil
eC
 =
 
(ch
ar•
)m
all
oc
( 1
 OO
*s
ize
of
{c
ha
r))
; 
bla
de=
tre
~fl
lcC
 = 
(c
ha
r•
)m
all
o
c
(1
 oo
•s
iz
eo
f{c
ha
r))
; 
bl
ad
c_
ou
t_
fil
c 
=
 
(c
ha
r•)
ma
llo
c( 
IO
O•
siz
eo
f{c
ha
r))
; 
bl
a
dc
_ t
r e
e
_
fil
c 
=
 
(ch
ar
*
)m
a
llo
c( 
1 O
O*
siz
eo
f{c
ha
r))
; 
sp
rin
tf{
nu
m _
fil
e,
 "o
/od
", 
(in
t)(
(it
h-1
 )/
n
u
m
pr
o
cs
));
 
1•
 
N
om
 d
u 
fic
hi
e
r 
o
u
tfi
le
 su
r 
la
 la
m
e 
*
/ 
st
rc
py
(b
lad
e_
ou
t_f
ilc
,ch
em
in)
; 
st
rc
at
(b
la
dc
_
o
u
t_
fi
le
,O
U
TF
LL
EB
LA
D
E)
; 
st
rc
at
(b
la
de
_o
u
t_
fil
e, 
n
u
m
_
bl
ad
e);
 
st
rc
at
(b
lad
e _
o
u
t_
 fil
e,
"_
");
 
st
rc
a
t(b
la
de
_
o
u
t_
fil
e,
n
u
m
_
fil
e);
 
st
rc
py
(b
la
dc
 _o
u
t_
 
fil
eC
,b
la
dc
 _o
u
t_
 
fil
e);
 
st
rc
at
(b
lad
e_
ou
t_
fil
eC
,F
LL
); 
1•
 N
om
 d
u
 fi
ch
ie
r 
d'
a
rb
re
 s
u
r 
la 
la
m
e
 *
/ 
st
rc
py
(b
la
dc
 _t
re
c_
 fil
e,
c
he
m
in
); 
st
rc
at
(b
lad
c_
tr
cc
_f
ilc
,O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
la
dc
 t
re
c 
fil
e, 
n
u
m
 
bl
ad
c)
; 
st
rc
at
(b
la
dc
 =t
re
c=
 fil
e,
"
_
"
);-
st
rc
at
(b
la
de
 
_
tr
ec
_ f
ile
,n
u
m
 _
fil
e);
 
st
rc
py
(b
la
dc
 _t
re
c _
fil
eC
,b
la
dc
 _t
re
c_
 
fil
e);
 
st
rc
at
(b
la
de
_
tr
ee
_ f
ile
C,
FI
L)
; 
o
pc
n
fil
e(&
ou
tfi
le
,b
la
de
_o
u
t_
fi
le,
bl
ad
c_
ou
t_
fil
eC
,"
w
",
ar
gv
[O
],o
utf
ile
n
am
e)
; 
if
(tr
ou
t) 
o
pc
nf
ile
(&
ou
nr
ee
,b
la
de
 _t
re
c_
 fil
e,
bl
ad
e _
tr
ec
_
 
fil
cC
,
 "
w
" 
,
ar
gv
[ O
],o
u
tt
re
en
am
e);
 
if
(m
sc
ts>
 \)
 {
 
fp
rin
tf{
ou
tfi
le
,
 
"
D
at
a 
se
t#
 %
ld
:\n
", 
ith
); 
} do
 in
pu
t()
; 
if
(i
th
~
l)
 
fir
sts
ct
 =
 
fa
lsc
; 
1•
 
B
ou
cl
e e
n
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
es
 •
1 
fo
r U
um
b 
=
 
l;
jum
b <
:::z
 n
jum
ble
;ju
mb
+
+
) 
m
ak
ct
re
e(p
ara
m)
; 
fr
ee
rc
st
();
 
1•
 
Fe
rm
et
ur
e 
de
s 
fic
hi
er
s 
in
te
n
n
ed
ia
ire
s 
*
/ 
frc
e{
bla
de
 o
u
t 
fil
e);
 
frc
c(b
lad
c=t
rc~
fil
e);
 
frc
e(b
la
de
 _o
u
t_
 
fil
eC
); 
frc
e(b
la
de
 _t
re
c_
 
fil 
cC
); 
FC
Jo
se
(o
utf
ile
); 
FC
io
sc
( o
u
t t
re
c);
 
o
pc
nf
ile
(&
ou
tfi
le,
"
bi
do
no
ut
fil
e"
,
"
bi
do
n"
,"a
",
ar
gv
(O
l,o
utf
ilc
n
am
e);
 
if(
tro
ut
) 
o
pc
nf
ilc
(&
ou
ttr
cc
,
''
bi
do
nt
rc
cf
ile
",
"b
id
on
"
,
"
a"
,a
rg
v[
O}
,
o
u
tt
rc
en
am
e);
 
do
 in
pu
t()
; 
} 
if
(it
h-
1) fir
st
sc
t =
 
fa
lse
; 
FC
io
se
(o
ut
fil
e
); 
FC
io
sc
( o
u
tt
rc
e )
; 
1•
 
A
tte
nt
e 
de
s 
a
u
tr
es
 p
ro
ce
ss
eu
rs
 *
/ 
M
PI
_
B
ar
ric
r(M
PI
_
C
O
M
M
_
W
O
R
LD
); 
} /
*
 in
fc
rc
n
c
e
Pd
ar
a 
*/ 
/''~
-
-
-
-
~
-
-
-
~
~
-
~
-
-
=
~
~
-
-
~
~
~
~
 
•
 
Pa
ra
llc
lis
at
io
n
 e
n
 fo
nc
tio
n 
du
 n
o
m
br
e 
d'
ar
br
es
 
•
 
pa
ra
m
: p
ar
am
 
: 
Fi
ch
ie
r d
es
 p
ar
am
et
re
s 
de
 la
 fo
nc
tio
n 
--
--
~-
--
--
--
--
--
-~
~~
~~
~~
~~
~-
--
--
--
--
--
--
--
--
--
-~
~··
! 
v
o
id
 i
nf
er
cn
ce
Pt
rc
c(F
lL
E 
*
pa
ra
m
,
 
c
ha
r •
•
a
rg
v,
 
c
ha
r *
ch
em
in
){ 
1•
 
V
ar
ia
bl
es
 n
ec
es
sa
ir
e
s 
a 
la 
fo
nn
at
io
ns
 d
es
 fi
ch
ie
rs
 s
u
r 
c
ha
qu
e 
la
m
e•
/ 
in
t 
in
t 
m
ax
 _
pr
o
cs
; 
c
ha
r 
*
bl
ad
c 
o
u
t 
fil
e; 
c
ha
r 
*
bl
ad
e-
tre
C"
 fi
le;
 
c
ha
r 
*
bl
ad
e-
o
u
t -
fil
cC
; 
c
ha
r 
*
bl
ad
c-
tr
e
c
-
fil
eC
; 
·
 
c
ha
r 
•
n
u
m
 b
la
dê
; 
c
ha
r 
•
n
u
m
-
fil
e;
 
n
u
m
_
bl
ad
c 
-
-
(ch
ar 
*
)m
all
o
c(5
*s
izc
of
{c
ha
r))
; 
n
u
m
_
fil
c 
=
(c
ha
r 
*
)m
all
o
c(5
*s
izc
of
{c
ha
r))
; 
TB
cs
t ll
ho
o
d 
=
(d
ou
bl
e*
) m
a
llo
c((
n
u
m
pr
oc
s+
l)*
siz
co
f{d
ou
blc
));
 
sp
rin
tf{
n
u
m
_
bl
ad
c,
 "
%
d"
, m
yi
d);
 
1•
 
Le
 fi
ch
ie
r o
u
tfi
le
 e
st
 d
eja
 ou
v
e
rt
 •
t 
do
in
pu
tO
; 
1•
 
Fc
nn
ct
ur
e 
de
s 
fic
hi
er
s 
re
su
lta
ts
 a
 c
e
tt
e 
pl
ac
e 
c
a
r 
ge
tin
pu
t u
til
ise
 le
 fi
ch
ie
r 
o
u
tfi
le
 *
/ 
FC
io
se
(o
utf
ilc
); 
if
 (tr
ou
t &
&
 m
yi
d 
-
=
0) 
FC
io
sc
(o
utt
rcc
); 
fir
sts
et
 -
fa
lse
; 
!• 
D
et
er
m
in
at
io
n 
du
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
rs
 n
e
c
e
ss
a
ire
s
*
/ 
if{
nju
mb
lc 
>
 n
u
m
pr
oc
s) 
m
a
x
_
pr
oc
s 
=
n
u
m
pr
oc
s;
 
c~
c 
m
a
x
_
pr
oc
s=
n
jum
ble
; 
t•
 B
ou
cl
e 
en
 f
on
ct
io
n 
du
 n
o
m
br
e 
d'
ar
br
es
 •
1 
fo
r (
jum
b"
"
 
1 ;
jum
b <
""
 n
jum
ble
;ju
mb
+
+
) {
 
t•
 D
is
tri
bu
tio
n 
de
s 
a
rb
es
 a
 tr
ai
te
r a
u
x
 la
m
e
s*
/ 
if{
(ju
mb
·l)
%m
ax
_p
ro
cs
=m
yid
){
 
t•
 C
re
a
tio
n 
de
s 
fic
hi
er
s 
in
tc
nn
cd
ia
irc
s 
•
t 
sp
rin
tf(
nu
m_
fil
c,"
%
d"
, (
in
t)(
(ju
ml
r 1
 )/m
a
x
_
pr
oc
s))
; 
bl
ad
c 
o
u
t 
fil
cC
 
=
 
(ch
ar*
)m
all
oc
( 1
 OO
*s
iz
co
f{c
ha
r))
; 
bl
ad
c-
tr
cc
-f
ile
C 
=
 (c
ha
r*
)m
al
lo
c(I
OO
*
s
iz
co
f{c
ha
r))
; 
bl
ad
c=
ou
t.=
-fil
e 
=
 (c
ha
r*
)m
all
oc
( 1
 oo
•s
iz
co
f(c
ha
r))
; 
bl
ad
e _
tr
ec
_ f
ile
 
:z
 (c
ha
r*
)m
all
oc
( 1
 oo
•s
îz
co
ft
ch
ar
));
 
J•
 
N
om
 d
u 
fic
hi
e
r 
o
u
di
lc
 su
r 
la 
la
m
e
 *
/ 
sr
rc
py
(b
la
de
_
o
u
t_
fil
e
,c
hc
m
in
); 
sr
rc
a
t(b
lad
c_
ou
t_f
ilc
,O
UT
FIL
E
B
L
A
D
E)
; 
Sl
'rc
at
(b
la
dc
_o
ut
_f
il
c
, 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(bl
ad
c_
ou
t_f
ile
,"_
");
 
st
rc
at
(b
lad
e_
ou
t_
fi
le
,n
um
_f
ilc
); 
st
rc
py
(b
lad
e_
ou
t_f
ile
C
,b
la
de
_o
u
t_
fil
c);
 
st
rc
a
t(b
lad
e_
ou
t_f
ile
C,
FL
L)
; 
/*
 N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la 
la
m
e 
*
/ 
st
rc
py
(b
lad
e_
tre
e_
fil
c,c
hc
m
in
); 
st
rc
a
t(b
lad
e _
tr
ec
_
 
fi
lc
,O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
lad
c _
tr
ec
_
 
fil
e,
 
n
u
m
 _
 
bl
a
dc
); 
st
rc
at
(b
lad
e _
tr
e
c
_
 fil
e,
"
_
"
); 
st
rc
a
t(b
lad
e _
tr
ec
_ f
ile
,
n
u
m
 _
fil
e
); 
st
rc
py
(b
la
dc
 _t
re
c
_
 fil
eC
,b
la
dc
 _t
re
c
_
 fil
e
); 
st
rc
at
(b
lad
e _
tr
e
c
_
 fil
eC
,F
lL
); 
o
pe
nf
ilc
(&
ou
tfi
lc
,b
la
dc
_
o
u
t_
fil
e,
bl
ad
e_
o
u
t_
fil
eC
,"
w
",
ar
gv
[O
],o
utf
ilc
na
mc
); 
if
(tr
ou
t) 
o
pc
nf
ile
(&
ou
ttr
ec
,bl
ad
e
_
tr
cc
_
fil
c
,b
la
dc
_t
rc
c
_
fi
lc
C,
"w
",
ar
gv
[O
],o
u
tt
re
cn
am
e);
 
1•
 
Tr
ai
te
m
en
t d
e 
l'a
rb
re
 *
/ 
m
a
ke
trc
e2
(p
ara
m)
; 
to
ur
s+
+
; 
1*
 F
er
m
et
ur
e 
de
s 
fic
hi
er
s 
in
tc
nn
cd
ia
irc
s 
•
t 
fre
c(b
la
dc
_o
ut
_f
ilc
); 
frc
c(b
la
de
 _t
re
c_
 
fil
e
); 
fr
cc
(b
lad
c _
o
u
t_
 
fil
 cC
); 
fr
cc
(b
lad
c _
tr
ec
_ f
ile
C)
; 
FC
!o
sc
(o
ut
fil
e);
 
ift
tro
u
t) 
FC
io
se
(o
utt
rce
); 
1•
 
Sy
nc
hr
on
is
at
io
n 
de
s 
re
su
lta
ts
 •
t 
fr
cc
rc
st
O
; 
if{
ma
x_
pro
cs
>
l){
 
1•
 
Ca
s d
es
 la
m
es
 a
u
tr
es
 q
ue
 le
 p
re
m
ie
r •
1 
if(
my
id>
O
 &
&
 m
yi
d<
m
a
x
_
pr
oc
s){
 
) 
M
PI
_ S
c n
d(
 &
bc
st
lk
,
 
1, 
M
PI
_
 
D
O
U
B
LE
,O
, 0
, M
PI
_
 C
O
M
M
 _ W
O
R
LD
 );
 
M
PI
_R
cc
v(
 &
le
pc
oc
,
 
1,
 
M
PI
_
IN
T,
 
0,
 0
, M
PI
_
C
O
M
M
_
 
W
O
R
LD
, &
st
at
us
 );
 
if{
my
id=
lc
pr
oc
) 
M
PI
_S
cn
d(
 &
bc
st
ou
c,
 1
,
 
M
PI
_
IN
T,
O
, 0
, M
PI
_
C
O
M
M
_ W
O
R
LD
 );
 
t•
 C
as
 d
e 
la 
pr
cm
ic
rc
 la
m
e*
/ 
c
is
e(
 
if
(m
yi
d~
O)
( 
TB
es
tll
ho
od
[O
):
bc
st
lk
; 
lc
pr
o
c"
"m
yi
d;
 
fo
r(i
=l
; i
<
m
a
x
_
pr
oc
s;
i +
+
) 
M
PI
_
R
cc
v(
 &
TB
cs
tll
ho
od
[i]
,
 
1,
 
M
PI
_D
O
U
B
LE
,
 
i, 
0,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
, &
st
at
us
 ); 
1•
 
R
ec
he
rc
he
 d
u 
m
e
ill
eu
r r
e
su
lta
t •
t 
fo
r(i
=l
; i
<
m
a
x
_
pr
oc
s;
i+
+
){ 
if( 
TB
es
tll
ho
od
[i]
>
 b
cs
tlk
) (
 
lc
pr
oc
 • 
i; 
bc
st
lk
 =
 
TB
cs
tll
ho
od
[ i]
; 
} fo
r( 
i-
l;
 i
<m
a]
(_
pr
o
c
s:
i+
+
) 
M
PI
_
Sc
nd
( &
le
pr
oc
, 1
,
 
M
PI
_I
N
T
,
i, 
0,
 
M
PI
_
C
O
M
M
_
W
O
R
LD
 );
 
} 
if{
lep
ro
c
!=
m
yi
d) 
M
PI
_
R
cc
v(
 &
bc
st
ou
r, 
1,
 
M
PI
_
fN
T
,
 
le
pr
o
c,
 0
,
 
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
 
&
st
at
us
 ); 
} /
•
 
in
fe
rc
n
c
c
Pt
rc
e 
•
( 
{•
·~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
F
O
N
cn
O
N
 M
A
IN
 
in
t 
m
a
in
(in
t a
rg
c,
 C
ha
r 
•
a
rg
v[
J) 
{ r•
 O
is
c
ré
té
 c
ha
ra
c
te
r 
pa
rs
im
on
y 
by
 u
ph
ill
 s
ea
rc
h 
•
r 
(• 
V
ar
ia
bl
es
 n
e
c
e
ss
a
ire
s 
a 
la 
pa
ra
llé
lis
a
tio
n
•/
 
c
ha
r •
n
b,
 
•
n
bp
ro
cs
, •
n
bt
ou
rs
, •
c
o
m
L
in
c 
; 
FI
LE
 •
pa
ra
m
=
N
U
LL
; 
c
ha
r •
pa
ra
m
N
am
c;
 
c
ha
r •
c
he
m
in
 =
 
(c
ha
r•
)m
a
llo
c(S
O•
siz
co
f{c
ha
r))
; 
c
ha
r 
•
in
f=
 
(c
ha
r•)
m
all
o
c(I
OO
•si
zc
of
{c
ha
r))
; 
c
ha
r 
•
o
u
 tf
=
 (c
ha
r•
) m
a
l lo
c
( 1
 oo
•
si
zc
of
(c
ha
r))
; 
c
ha
r 
•
o
u
n
 =
 
(ch
ar
•
)m
all
oc
( 1
 oo
•s
iz
eo
f{
ch
a
r))
; 
c
ha
r 
•
w
c
if
= 
(ch
ar•
)m
all
oc
(!O
O•
siz
co
f{
ch
ar
));
 
n
bp
r o
c
s 
=
(c
ha
r •
)m
all
o
c(
S•
si
zc
of
{c
ha
r))
; 
n
bt
ou
rs
-
(c
ha
r •
)m
a
llo
c
(S
•si
zc
of
{c
ha
r))
; 
n
b 
.
.
.
 
(c
ha
r •
)m
a
llo
c
(S
•si
zc
of
(c
ha
r))
; 
c
o
m
Li
ne
 =
(c
ha
r 
•
)m
all
o
c
(4
00
•si
zc
of
{c
ha
r))
; 
r•
 r
c
a
ds
 in
 s
pp
, c
ha
rs
, a
n
d 
th
e 
da
ta
. T
he
n
 c
a
Us
 m
a
kc
tr
ec
 to
 
c
o
n
st
ru
ct
 th
e 
tr
ec
 •
r 
#i
fd
cf
M
A
C
 
#e
n
di
f 
a
rg
c 
=
 1
; 
r• 
m
a
c
sc
tu
p(
"P
ar
s"
,"
")
; 
a
rg
v[
Ol
=
"
Pa
rs
";
 
1•
 
In
iti
al
is
at
io
n
 d
es
 v
a
ria
bl
es
 M
PI
 •
r 
M
P
I_
ln
it(
&a
rg
c,&
arg
v)
; 
•
t 
M
PI
_
 
C
o m
m
_
 si
zc
(M
PI
_
 
C
O
M
M
 _ W
O
R
LD
,
&
n
u
m
pr
oc
s)
; 
M
PI
_
C
om
m
_
ra
n
k(
M
PI
_C
OM
M
_
W
O
R
LD
,&
m
yi
d)
; 
M
PI
_
 
G
et
_p
ro
ce
ss
or
 
_
 
n
a
m
c
(p
ro
cc
ss
or
 _
 
n
a
m
c
,&
na
m
el
cn
); 
1•
 
Id
en
tif
ic
at
io
n 
de
s p
ar
am
èt
re
s 
de
 la
 li
gn
e 
de
 c
o
m
m
an
de
 •
( 
in
it(
arg
c,
a
rg
v)
; 
pr
og
na
m
e 
=
 a
rg
v(O
]; 
((
N
om
 d
u 
pr
og
ra
m
m
e 
pa
ra
m
N
am
e 
=
 
a
rg
v[
 1 }
; 
pa
ra
m
 =
 fo
pc
n
(p
ar
a
m
N
am
c,
"r
");
 
Il 
Fi
ch
ie
r 
de
 p
ar
am
èt
re
s 
•
1 
Il 
Le
c
tu
re
 d
u 
pa
th
 c
t c
re
a
tio
n
 d
es
 n
o
m
s 
de
s 
fic
hi
er
s 
gc
ts
try
ng
 1 (
 ch
em
in
,p
ar
am
); 
~
~
~
~
·!
 
1•
 
C
re
at
io
n 
du
 n
o
m
 d
e
s 
di
ffe
re
n
ts
 fi
c
hi
er
s 
av
ec
 le
 p
at
h 
•
1 
st
rc
py
(in
f,c
he
m
in
);s
tr
cp
y(
ou
tf,
ch
em
in)
;st
rcp
y(
wc
if,
ch
cm
in)
;s
tr
c
py
(O
utt
,
c
he
m
in
); 
st
rc
at
(in
f,I
N
FI
LE
);s
trc
at(
 ou
tf,
O
U
TF
[L
E)
;st
rca
t(w
ci
f, 
W
EI
G
H
TF
IL
E)
;st
rc
at(
 ou
tt
,O
U
T
T
R
E
E)
; 
t•
 O
uv
er
tu
re
 d
u 
fih
ie
r d
'e
nt
re
e
 e
t d
e 
so
rt
ie
 •
1 
o
pe
nf
ile
(&
inf
ile
,in
f,"
in
pu
t 
fil
e
"
,
"
r"
,a
rg
v[
O]
,in
fil
c
n
a
m
e
); 
o
pe
n
 fil
e( 
&
ou
tii
le
,o
ut
f, 
"
o
u
tp
ut
 fi
le
", 
"
w
" 
,
ar
gv
[O
J,o
utf
ile
na
me
); 
ib
m
pc
 =
 
rB
M
C
R
T
: 
an
si
 =
 
A
N
SI
C
R
T;
 
m
s
e
ts
=
 1
; 
fir
sts
et
 =
tr
uc
; 
ga
rb
ag
c 
::::
 N
U
LL
; 
gr
bg
=
N
U
LL
; 
do
in
it(
pa
ra
m
); 
if
(w
e
ig
ht
s 
llj
u
st
w
ts
) 
o
pe
nf
ilc
(&
we
igh
tfi
lc
,w
e
if,
"w
ei
gh
ts
 fi
le"
,"
r"
,
a
rg
v[O
],w
ei
gh
tfi
lc
na
m
e
); 
if
(tr
o
u
t &
&
 m
yi
d 
=
0
) 
o
pc
nf
ile
(&
ou
nr
ee
,o
u
tt
,
"
o
u
tp
ut
 tr
ec
 fi
le
"
,
"
w
"
,
a
rg
v[
O]
,ou
ttr
cc
na
mc
); 
(• 
M
od
ifi
ca
tio
n
 d
e 
la 
v
a
le
ur
 d
u 
sc
e
d 
(a
u
 n
iv
ea
u 
de
 c
ha
qu
e 
la
m
e) 
po
u
r 
u
n
e 
m
e
îll
eu
re
 p
ar
al
lé
lis
at
io
n 
•
1 
if{
(m
yid
%2
)=
0) 
se
e
d[
O]
=
sc
c
d[
O]
•( m
)ri
d+
 1 )
; 
c
ise
 
se
e
d[
O]
=
sc
c
d[
O]
'(m
)ri
d+
 1 )
+
 1;
 
1•
 
C
as
 d
'u
ne
 la
m
e
•( 
i f( 
n
u
m
pr
o
c
s 
=
 
1 
) {
 
in
fc
rc
n
c
c
(p
a
ra
m
); 
} cis
e(
 
be
st
lk
 =
 
(d
ou
bl
e)
LO
NG
_
M
!N
; 
sp
rim
f(n
bp
ro
cs
, 
"
%
d 
"
, 
n
u
m
pr
o
c
s);
 
1•
 
Ca
s d
'u
n
 e
n
se
m
bl
e 
de
 d
on
ne
e
s 
e
t 
d'
un
 a
rb
re
*
/ 
if
(m
se
ts
~l
 &
&
 n
jum
bl
e
=
=
l)(
 
} cis
e{
 
if
(m
jr
id
~O
)(
 
in
fe
rc
nc
e(p
ara
m
); 
r•
 P
as
 d
'ec
rit
ur
e 
pa
r 
le
s 
pr
og
ra
m
m
es
 e
n
 p
ar
al
lc
le 
c
a
r 
c
'e
st
 u
n
 m
e
la
ng
e 
•
1 
pr
o
gr
es
s 
=
 
fa
lsc
; 
r•
 C
as
 d
'u
n
 e
n
se
m
bl
e 
de
 d
on
n
e
e
s 
c
t 
pl
us
ie
u
rs
 a
rb
es
 •1
 
if{
ms
c
ts
=
l){
 
in
fc
re
nc
eP
trc
c(p
ara
m,
 a
rg
v,
 
c
he
m
in
); 
if
(m
jr
id
~
O)
( 
sp
rin
tf(
nb
,
 
"
%
d 
"
,
 
lc
pr
oc
); 
Il 
n
b 
e
st
 l
e 
pr
oc
es
se
u
r 
ay
an
t 
le
 m
e
ill
eu
r 
((
ar
br
e 
sp
rin
tf{
nb
tou
rs,
 "
 
%
d 
"
, 
be
st
ou
r);
 Il
 n
bt
ou
rs
 e
st
 le
 t
ou
r 
a
u
qu
e
l l
'a
rb
re
 a
 
Il 
ét
é 
tr
o
u
v
e
 (n
um
er
o d
e 
l'a
rb
re
) 
1•
 
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r 
a
pp
el
e 
le 
sc
rip
ts 
de
 
c
o
n
c
a
le
n
at
io
n 
de
s 
fic
hi
e
rs
 •
1 
sp
ri
nt
f\c
om
Li
ne
, 
"
%
s 
"
, 
"
.
/s
yn
ch
ro
Pt
re
eM
L.
sh
 "
); 
st
rc
at
(c
om
Li
nc
, 
n
b)
; 
st
rc
at
(c
om
Li
nc
,
 
n
bt
o
u
rs
);·
 
st
rc
at
(c
om
Li
ne
, o
u
tf
); 
st
rc
at
(c
om
Li
ne
, 
"
"
 
); 
if
(tr
ou
t) 
st
rc
a
t(c
om
Li
ne
, o
u
tt
 );
 
pr
in
tf(
"\n
 S
cr
ip
t :
 o
/os
", 
c
o
m
L
in
e);
 
sy
st
cm
(co
m
Li
nc
); 
Il 
Ex
ec
ut
io
n 
du
 s
cr
ip
t d
e 
la
 f
or
m
at
io
n 
de
s 
fic
hi
er
s 
Il 
re
su
lta
ts
 
1•
 
C
as
 d
e 
pl
u
s
ie
u
rs
 m
sc
ts
 *
/ 
if(
ms
et
s 
>
 1
 )(
 
FC
io
sc
(in
fil
c);
 
FC
lo
sc
(o
u
tfi
le)
; 
if
(w
ei
gh
ts
 ll
jus
tw
ts)
 
FC
lo
se
(w
ei
gh
tfi
le
); 
if
(tr
ou
t) 
FC
io
sc
(o
utt
ree
); 
if
(u
sc
rtr
ee
) FC
io
sc
(in
trc
e);
 
#i
fd
cf
M
A
C
 
fix
m
ac
fil
c(o
utf
ile
na
me
); 
flx
m
ac
fi
lc(
ou
ttr
c
e
n
am
e)
; 
#c
n
di
f 
if
(p
ro
gr
es
s) 
/*
Fe
rm
et
ur
e 
de
s 
fic
hi
er
s 
de
 re
su
lta
t*
/ 
FC
lo
se
( o
u
tfi
le 
); 
if
(tr
o
u
t &
&
 m
yi
d=
O) 
FC
!o
se
(o
un
ree
); 
in
fc
re
n
c
c
Pd
at
a(p
ara
m,
 ar
gv
, c
he
m
in
); 
/*
Sc
ri
pt
 su
r 
Je 
pr
em
ie
r b
la
de
 *
/ 
if
(m
yi
d~
O)
{ 
sp
rin
tf(
n
b,
" 
o/o
d 
"
,
 
(in
t)m
se
ts)
; 
sp
rin
tf(
n
bt
o
u
rs
, 
"
%
d 
"
,
 
(in
t)m
se
tsl
nu
mp
ro
cs
); 
/ *
Fo
rm
at
io
n 
lig
ne
 d
e 
c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le 
sc
ri
pt
s 
de
 
c
o
n
c
a
te
na
tio
n
 d
es
 fi
c
hi
e
rs
 *
/ 
sp
rin
tf(
co
mL
in c
, 
"
%
s 
"
, 
"
.
/s
yn
ch
ro
Pd
a
ta
M
L.
sh
 "
); 
st
rc
at
(co
mL
inc
, n
bp
ro
cs
); 
st
rc
a
t(c
om
Li
n
e,
 n
b)
; 
st
rc
at
(co
mL
inc
,
 
n
bt
ou
rs
); 
st
rc
at
(co
mL
inc
,
 
o
ut
f);
 
st
rc
at
(c
om
Li
ne
," 
"
); 
if
(tr
ou
t) 
st
rc
at
(e
om
Li
nc
,
 
o
u
tt
 );
 
pr
in
tf{
"\n
 S
cr
ip
t :
 %
s"
, 
c
o
m
Li
n
e);
 
sy
st
cm
(co
mL
inc
); 
Il 
Ex
ec
ut
io
n
 d
u 
sc
rip
t d
e 
la 
fo
rm
at
io
n
 d
es
 f
ic
hi
er
s 
//r
es
ul
ta
ts
 
pr
in
tf(
"
O
on
e.
 \n
\n
");
 
#i
fd
cf
W
IN
32
 
#c
n
di
f 
ph
yR
c
st
or
c
C
on
so
le
A
ttr
ib
ut
cs
();
 
M
PI
_
Fi
na
liz
c()
; 
rc
tu
m
 0
; 
1•
 
Di
sc
ré
té
 c
ha
ra
ct
cr
 p
ar
si
m
on
y 
by
 u
ph
i11
 s
c
a
rc
h 
•
1 
M
ét
ho
de
 d
e 
D
O
LL
O
P:
 
N
ou
s 
pr
és
en
te
ro
n
s 
se
u
le
m
en
td
es
 
pa
rt
ie
s 
du
 
fic
hi
er
 
do
llo
pc
le
an
.c
 
qu
i 
co
n
tie
n
t 
la 
m
ét
ho
de
 
pa
ra
llé
lis
ée
. 
/*
 In
cl
us
io
n
 d
es
 li
br
ai
rie
s 
n
ec
es
sa
ire
s 
*
/ 
#i
n
c
lu
de
 "p
h y
l ip
.h
"
 
#i
nc
lu
de
 "d
isc
.h
"
 
#i
n
c
lu
de
 "d
ol
lo
.h
"
 
#i
nc
lu
de
 "
lim
its
.h
" 
/*
In
cl
u
si
on
 d
e 
la 
lib
ra
iri
e 
de
 M
PI
*
/ 
#i
n
c
lu
de
 "m
pi
.h
"
 
!*
v
e
rs
io
n
 3
.6
. (
c) 
Co
py
rig
ht 
19
93
-2
00
4 
by
th
e 
U
n
iv
er
si
ty
 o
f W
as
hi
n
gt
on
. 
W
rit
tc
n 
by
 J
o
se
ph
 F
el
sc
ns
te
in
, A
kî
ko
 F
u
se
ki
,
 
Sc
an
 L
am
a
n
t, 
an
d 
A
nd
re
w
 K
ee
ff
c.
 
Pe
rm
iss
io
n 
is 
gr
a
n
tc
d 
to
 c
o
py
 a
n
d 
u
se
 t
hi
s 
pr
og
ra
m
 p
ro
vi
de
d 
n
o
 f
ee
 is
 
c
ha
rg
ed
 fo
r i
t a
n
d 
pr
ov
id
ed
 th
at
 th
is 
c
o
py
rig
ht
 n
o
tic
e 
is 
n
o
t 
re
m
o
v
e
d.
 *
/ 
#d
e f
in
e 
m
a
x
tr
e
e
s 
10
0 
/*
m
ax
im
u
m
 n
u
m
be
r o
ft
ic
d 
tr
ee
s 
st
o
rc
d 
*
/ 
1•
 
D
ef
in
iti
o
n
 d
es
 c
o
n
st
an
te
s 
u
til
is
e
e
s 
po
u
r 
le
 n
o
m
 d
es
 fi
ch
ie
rs
*
/ 
#d
cf
in
c 
O
U
TF
IL
EB
LA
D
E 
"
o
u
tfi
le
" 
#d
ef
in
e 
D
A
 T
A
 "
 
da
ta
" 
#à
e
fin
e 
FI
L
" 
fil
e
"
 
#d
cf
in
e 
O
U
lT
R
.E
EB
LA
D
E 
"
o
u
n
re
e"
 
!·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
V
er
si
on
 s
e
qu
en
tie
lle
 d
e 
l'in
fe
re
n
c
e
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
*
pa
ra
m
: p
ar
 am
 
: 
Fi
ch
ie
r 
de
s 
pa
ra
m
ct
rc
s 
de
 la
 f
on
ct
io
n 
v
o
id
 i
nf
cr
cn
ce
(F
iL
E 
*
pa
ra
m
) {
 
1•
 
Bo
u
cl
e 
e
n
 fo
nc
tio
n
 d
u 
n
o
m
br
e 
de
 m
se
ts
 •
1 
fo
r (
ith
 =
 1
; i
th
 <
=
rn
 s
et
s;
 it
h+
+
) {
 
if
 (m
sc
ts
 >
 1
 &
&
 !j
us
tw
ts)
 { 
} 
fp
rin
tf(
ou
tfil
e,
 "
D
a
ta
 s
e
t#
 %
1d
:\n
\n
"
,it
h);
 
if
(p
ro
gr
cs
s) pr
in
tf{
''\n
Da
ta 
se
t #
 %
1d
:\n
",
ith
); 
if
 U
us
tw
ts
)( 
} 
fp
rin
tf{
ou
tfi
lc
,
 
"
W
ci
gh
ts
 s
e
t#
 %
ld
:\n
\n
",
 
ith
); 
i f(
pr
og
re
ss
) pri
n
tf(
''
\n
W
ei
gh
ts
 s
e
t#
 %
ld
:\n
\n
", 
ith
); 
if 
(p
rin
td
at
a 
&
&
 !ju
stw
ts
) 
fp
rin
tf(
ou
tfi
lc
,
 
"
'%
21
d 
sp
ec
ie
s, 
%
3l
d 
ch
ar
ac
tc
rs
\n
\n
",
 
sp
p,
 c
ha
rs
); 
do
 in
pu
t()
; 
if(
it
h
~
l) fir
st
sc
t =
 
fa
lsc
; 
/*
 B
o
u
c
le 
en
 f
on
ct
io
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r (
jum
b =
 
1;
 ju
mb
 <=
 n
jum
bl
c;
 ju
mb
+
+
) 
'
1 
m
a
ke
tr
cc
(p
ar
am
); 
} 
} t•
 in
fe
re
n
c
e 
•
t 
!·
~
~
~
~
~
-
-
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
~
~
~
.
-
•
 
Pa
ra
llc
lis
a
tio
n
 e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
e
n
se
m
bl
e
s 
de
 d
o
n
n
e
eS
 
•
 
pa
ra
m
: 
.
 
pa
r a
m
 
: 
Fi
c
hi
e
r 
de
s 
pa
ra
m
e
tr
e
s 
de
 la
 f
on
c
tio
n
 
~
~
~
-
-
~
-
-
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
-
-
-
-
~
-
-
-
-
-
-
-
-
~
·! 
v
o
id
 in
fc
re
n
c
c
Pd
at
a
(F
IL
E 
*
pa
ra
m
, 
c
ha
r 
•
•
a
rg
v,
 
c
ha
r 
*
c
he
m
in
) {
 
1•
 
V
a
ria
bl
e
s 
n
e
c
e
ss
a
ir
es
 a
 la
 f
or
m
at
io
n
s 
de
s 
fic
hi
e
rs
 s
u
r 
c
ha
qu
e 
la
m
e
*
/ 
c
ha
r 
*
bl
a
dc
 o
u
t 
fil
e;
 
c
ha
r 
•
bJ
ad
e-
tr
e
; 
fil
e
; 
c
ha
r 
*
bl
a
d;
-o
u
t -
fil
eC
; 
c
ha
r 
•
bi
a
dc
 -t
re
c
-
fil
c
C
; 
c
ha
r 
•
n
u
m
 b
ia
dë
; 
c
ha
r 
*
n
u
m
=
fil
c
; 
n
u
m
_
bl
a
de
 
=
(c
ha
r •
)m
all
o
c
(5
*s
iz
eo
f{c
ha
r))
; 
n
u
m
_
fil
c 
=
(c
ha
r 
*
)m
a
llo
c
(5
*s
iz
e
o
f{c
ha
r))
; 
sp
rin
tf
tn
um
_
bl
a
de
, "
o/o
d"
, m
yi
d)
; 
/ *
B
ou
cl
e 
e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e
 d
e 
m
se
ts
 •
t 
fo
r 
(it
h 
=
 1
; 
ith
 <
=
 m
se
ts
; 
ith
+-
1-)
 {
 
t•
 
D
is
tri
bu
tio
n
 d
es
 m
sc
ts
 a
 t
ra
ite
r 
a
u
x
 la
m
es
 *
/ 
if{
(it
h-
1 
)%
n
u
m
pr
oc
s=
m
yi
d)
 { 
t•
 C
re
a
tio
n
 d
e
s 
fic
hi
e
rs
 in
te
rm
e
di
a
ire
s 
•
; 
bl
a
de
_
o
u
t_
fil
eC
 =
 (c
ha
r•
)m
a
llo
c
(l 
OO
*
si
zc
of
{c
ha
r))
; 
bl
a
de
_
tr
c
c_
fil
e
C
 =
 
(c
ha
r•
)m
a
llo
c
( 1
 oo
•s
iz
c
o
f(c
ha
r))
; 
bl
a
de
_
o
u
t_
 
fil
e 
=
=
 
(c
ha
r*
)m
a
llo
c
( 1
 oo
•s
iz
eo
f{c
ha
r))
; 
bl
ad
e
_
tr
e
e
_
fil
c 
=
 (c
ha
r*
)m
a
llo
c
(l 
OO
*
si
z
eo
f{c
ha
r))
; 
sp
rin
tf{
nu
m
_
fil
c,
"
o/o
d"
,
 
(in
t)(
(it
h·
l)/
n
u
m
pr
o
c
s))
; 
t•
 
N
om
 d
u
 fi
ch
ie
r 
o
u
tfi
le
 s
u
r 
la 
la
m
e 
•
; 
st
rc
py
(b
la
dc
_
o
u
t_
fil
c,
c
hc
m
in
); 
st
rc
at
(b
la
de
_
o
u
t_
fil
e
,
O
U
T
FI
L
EB
L
A
D
E)
; 
st
rc
at
(b
l a
de
 _
o
u
t_
 
fil
e,
 
n
u
m
 _
 
bl
ad
c)
; 
st
rc
at
(b
lad
e _
o
u
t_
 
fil
e,
"_
"
); 
st
rc
at
(b
l a
de
 
_
o
u
t_
 
fil
e,
n
u
m
_
 
fil
e)
; 
st
rc
py
(b
la
de
 _
o
u
t_
 
fil
eC
,
bl
a
de
 
_
o
u
t_
 
fil
e);
 
st
rc
a
t(b
la
de
_
o
u
t_
fil
e
C
,
FI
L
); 
1•
 N
om
 d
u 
fic
hi
e
r 
d'
ar
br
e 
s
u
r 
la 
la
m
e
 *
/ 
s
tr
c
py
(b
la
dc
 
_
tr
e
c
_
 
fil
c
,c
hc
m
 in
); 
st
rc
at
(b
la
de
 
_
tr
ec
_
 
fil
e
,O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
la
dc
 _
tr
ec
_
 
fil
e
,
 
n
u
m
 _
 
bl
a
dc
 ); 
st
rc
a
t(b
la
dc
 
_
tr
e
c
_
 fil
e
,"
_
"
); 
s
tr
ca
t(b
lad
e _
tr
ec
_
 
fil
c,
n
u
m
 _
fil
e
); 
st
rc
py
(b
la
dc
 _
tr
e
c_
 
fil
e
C
,
bl
a
dc
 _
tr
ec
_ f
ile
); 
st
rc
at
(b
la
de
 
_
tr
ec
_ f
ile
C
,
FI
L
); 
o
pe
nf
ilc
(&
ou
tfi
le
,
bl
a
de
_
o
u
t_
fil
c
,
bl
a
dc
_
o
u
t_
fi
le
C
,"
w
"
,
a
rg
v[
O]
,
o
u
tfi
lc
n
a
m
c
); 
if
(tr
o
u
t) 
o
pc
n
fil
e
(&
o
u
tt
rc
c,
bl
a
dc
 
_
tr
ec
_ f
ilc
,
bl
a
dc
 _
tr
e
c_
 
fil
c
C
,
"
w
"
,
a
rg
v[
 O]
,o
u
tt
rc
c
n
a
m
e
); 
i f
(m
sc
ts
 >
 1
 &
&
 !
jus
tw
ts
) {
 
fp
rin
tf{
ou
tfil
c
,
 
"
D
a
ta
 s
e
t#
 %
ld
:\n
\n
",
ith
); 
if
(p
ro
gr
cs
s) 
} 
} cis
e
{ 
) ;ru
u
st
w
ts
){ 
pr
in
tf
t"
\n
D
a
ta
 s
e
t 
If 
%
1d
:\n
",
ith
); 
fp
ri
n
tf(
ou
tfi
le
,
 
"
W
c
ig
ht
s 
se
t I
f %
ld
:\n
\n
"
,
 
ith
); 
if
(p
ro
gr
e
ss
) pr
int
f("
'JJ
W
e
ig
ht
s 
se
t#
 %
1d
:\n
\n"
,
 
;th
); 
if 
(p
rin
td
a
ta
 &
& 
!ju
st
w
ts
) 
fp
rin
tf
to
u
tfi
lc
, "
%
2l
d 
s
pc
c
ie
s,
 o
/o3
ld
 c
ha
ra
c
te
rs
\n
\n
",
 
sp
p,
 
c
ha
rs
); 
do
 in
pu
t()
; 
;f(
;th
=
-
1) fir
s
ts
e
t=
 
fa
lse
; 
!*
 B
ou
c
le
 e
n
 fo
n
c
tio
n
 d
u 
n
o
m
br
e 
d'
a
rb
re
s 
*
/ 
fo
r 
ùu
m
b 
=
 
l;
ju
mb
 <
=
 n
ju
m
bl
e
; ju
mb
+
+
) 
m
a
kc
tr
c
c
(p
ar
am
); 
t•
 F
e
rm
e
tu
re
 d
e
s 
fic
hi
er
s 
in
te
rm
e
di
ai
re
s 
•
; 
fr
c
e
(b
la
dc
 _
o
u
t_
 fil
e)
; 
frc
c
(b
la
dc
 
tr
e
c
 
fil
e)
; 
frc
c
(b
la
dc
 =
 out
~fi
leC
); 
frc
c
(b
la
de
_
tr
c
e
_
fil
e
C
); 
FC
io
se
(o
ut
fil
e)
; 
FC
io
se
(o
ut
tr
e
e
); 
o
pe
n
fil
e
(&
ou
tfi
le
,"
bi
do
n
o
u
tfi
le
",
"
bi
do
n
"
,
"
a
",
a
rg
v{
O]
,o
u
tfi
le
n
a
m
e
); 
if
(tr
o
u
t) 
o
pc
nf
ile
(&
ou
tt
rc
c
,
"
bi
do
n
tr
c
c
fil
c"
,
"
bi
do
n
"
,
"
a"
,
a
rg
v[
O]
,o
u
tt
rc
c
n
a
m
c
); 
do
 in
pu
t()
; 
;r
o
th
=
-
1) fir
st
se
t=
 
fa
ls
e;
 
FC
io
se
(ou
tfi
le)
; 
FC
!o
sc
(o
ut
tr
c
e
); 
t•
 A
tt
e
n
te
 d
e
s 
a
u
tr
e
s 
pr
o
c
e
ss
e
u
rs
 •
; 
M
PI
_
Ba
rr
;c
r(M
Pl
_
C
O
M
M
_
 
W
O
R
LD
); 
~ t
•
 
in
fe
rc
n
c
e
Pd
at
a 
*
/ 
!·
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
•
 
Pa
ra
llc
lis
at
io
n
 e
n
 fo
n
ct
io
n
 d
u
 n
o
m
br
e 
d'
ar
br
e
s 
•
 
pa
ra
m
: p
ar
am
 
: 
Fi
c
hi
er
 d
e
s 
pa
ra
m
e
tr
e
s 
de
 la
 fo
n
c
tio
n 
~
-
-
-
~
~
~
-
~
~
·! 
v
o
id
 in
fc
rc
n
c
c
Pt
rc
c
(F
IL
E 
•
pa
ra
m
,
 
c
ha
r 
•
•
a
rg
v,
 
c
ha
r 
*
c
he
m
in
) {
 
t•
 V
ar
ia
bl
e
s 
n
e
c
e
ss
a
ire
s 
a 
la 
fo
rm
a
tio
ns
 d
e
s 
fic
hi
e
rs
 s
u
r 
c
ha
qu
e 
la
m
e
•
/ 
in
t 
in
t 
m
a
x
_
pr
o
c
s;
 
c
ha
r 
*
bl
a
dc
 o
u
t 
fil
e
; 
c
ha
r 
*
bl
ad
c-
tr
e
c
-
fil
e
; 
c
ha
r 
*
bl
ad
e
-
o
u
t-
fil
eC
; 
c
ha
r 
•
bl
a
dc
 -t
re
c-
fil
e
C
; 
c
ha
r 
•
n
u
m
 bi
ad
~ 
c
ha
r 
•
n
u
m
-
fil
c
; 
n
u
m
_
bl
a
de
 
-
=
=
(c
ha
r 
*
)m
all
oc
(S
•
s
izc
o
f{
ch
ar)
); 
n
u
m
_
fil
c 
=
(c
ha
r 
*
)m
all
oc
(5
*
si
zc
of
tc
ha
r))
; 
TB
es
tll
ho
od
 
=
(d
ou
bl
e*
) m
a
llo
c(
(n
um
pr
oc
s+
l)*
siz
eo
f{
do
ub
le)
); 
sp
rin
tf{
nu
m_
bl
ad
e,
 "
%
d"
,
 
m
yi
d)
; 
if
(m
se
ts 
>
 1
 &
&
 !ju
stw
ts)
 ( 
fp
rin
tf(
ou
tfi
lc,
 "D
at
a 
se
t
# 
%
1d
:\n
\n
",i
th
); 
if
 (pr
Og
TC
SS
) 
pr
in
tft
''\
nD
at
a 
se
t I
l %
1d
:\n
",
ith
); 
} ifU
us
tw
ts
)( 
} 
fp
rin
tft
ou
tfi
le
,
 
"
W
ei
gh
ts
 s
e
t I
l o
/o
ld
:\n
\n
",
 
ith
); 
if
(p
ro
gr
es
s) pr
in
tf{
''\n
W
eig
hts
 se
t#
 %
ld
:\n
\n
",
 it
h);
 
if
 (p
rin
td
at
a 
&
&
 !j
us
tw
ts)
 
fp
rin
tf(
ou
tfi
lc
,
 
"
%
2l
d 
sp
cc
ie
s,
 
%
3l
d 
c
ha
ra
ct
cr
s\
n\
n"
, s
pp
, c
ha
rs
); 
t•
 
Le
 fi
ch
ie
r 
o
u
t fi
le
 e
st
 d
cja
 ou
v
e
rt
 •
t 
do
 in
pu
t()
; 
/ *
F
er
m
e
tu
re
 d
es
 fi
ch
ie
rs
 r
e
su
lta
ts
 a
 c
e
tt
e 
pl
ac
e 
c
a
r 
ge
tin
pu
t u
til
is
e 
le 
fic
hi
er
 o
u
tfi
lc 
*
/ 
FC
lo
se
(o
utf
ile
); 
if
(tr
ou
t &
&
 m
yi
d 
=
0)
 
FC
io
sc
(o
utt
ree
); 
fir
st
sc
t =
 
fa
 Is
e;
 
t•
 D
et
en
ni
na
tio
n 
du
 n
o
m
br
e 
de
 p
ro
ce
ss
eu
rs
 n
e
c
e
ss
a
ire
s 
*
/ 
if{
nju
mb
le 
>
 n
u
m
pr
oc
s) 
m
a
x
_
pr
oc
s 
=
n
u
m
pr
oc
s;
 
c
ise
 
m
ax
_
pr
o
c
s=
n
jum
ble
; 
/*
 B
ou
cl
e 
en
 fo
n
c
tio
n 
du
 n
o
m
br
e 
d'
ar
br
es
 *
/ 
fo
r 
U
um
b 
=
 
1 ;
ju
mb
 <
=
 n
jum
ble
;ju
mb
+
+
){
 
t•
 D
is
tri
bu
tio
n 
de
s 
a
rb
es
 a
 t
ra
ite
r a
u
x
 la
m
e
s*
/ 
if{
Uu
mb
-1
 )%
ma
x _
pr
o
c
s=
m
yi
d)
 { 
t•
 C
re
a
tio
n
 d
es
 fi
ch
ie
rs
 in
te
nn
cd
iai
re
s 
•
t 
sp
rin
tf
tn
um
_
fil
e,"
o/
od
", 
(in
t)(
Uu
m
b-
1)
/m
a
x
_
pr
oc
s))
; 
bl
a
dc
_o
ut
_f
ile
C
 
=
 
(c
ha
r•
)m
all
oc
( 1
 oo
•s
iz
co
ft
ch
ar
));
 
bl
a
dc
_
 
tr
ec
_
fil
cC
 
=
 
(c
ha
r•)
ma
llo
c(
1 o
o
•s
iz
eo
f{
ch
ar)
); 
bl
a
dc
_
o
u
t_
fil
e 
.
.
.
 
(c
ha
r*
)m
all
o
c
( t
oo
•s
iz
co
f{
ch
ar)
); 
bl
a
de
_
tr
c
e
_
fi
lc 
=
 (c
ha
r•)
ma
llo
c
( 1
 oo
•s
iz
eo
f{
ch
ar)
); 
t•
 N
om
 d
u 
fic
hi
er
 o
u
tfi
le 
su
r 
la
 la
m
e
 *
/ 
st
rc
py
(b
la
dc
_o
ut
_
fil
e
,c
he
m
in
); 
st
rc
at
(b
lad
e_
o
u
t_
fil
e,
O
U
TF
IL
EB
LA
D
E)
; 
st
rc
at
(b
la
dc
 _o
u
t_
 
fil
e,
 
n
u
m
 _
 
bl
ad
e);
 
st
rc
at
(b
l a
de
 o
u
t 
fil
e,"
 
"
); 
str
cat
(bl
ade
=ou
t=f
ile
,n~
m_
filc
); 
st
rc
py
(b
la
dc
_
o
u
t_
fil
e
C
,b
la
de
_
o
u
t_
fil
c);
 
st
rc
at
(b
la
de
_
o
u
t_
fi
lc
C
,H
L)
; 
t•
 N
om
 d
u 
fic
hi
er
 d
'a
rb
re
 su
r 
la
 la
m
e
 •
t 
st
rc
py
(b
lad
e_
tr
ce
_
fil
c,
ch
cm
in
); 
st
rc
at
(b
l a
de
 
_
tr
ec
_
 
fi
le
,O
U
IT
R
EE
B
LA
D
E)
; 
st
rc
at
(b
la
de
 
_
tr
ec
_
 
fil
e, 
n
u
m
 _
 
bl
ad
c);
 
st
rc
at
(b
l a
de
 
_
tr
ec
_
 
fil
e,
"_
"
); 
st
rc
at
(b
l a
de
 
_
tr
ec
_
 
fil
e,
nu
m
 _f
ile
); 
st
rc
py
(b
lad
c_
tr
cc
_
fil
cC
,
bl
ad
e_
tr
ec
_f
ile
); 
st
'rc
at
(b
lad
e_
trc
c_
fil
eC
,
FL
L);
 
o
pe
nf
ile
(&
ou
tfi
lc
,
bl
ad
e_
ou
t_
fil
e
,b
la
dc
_
o
u
t_
fil
eC
,
"
w
"
,a
rg
v[
Ol
,ou
tfi
le
n
a
m
e
); 
i f(
tro
ut
) 
o
pe
nf
ile
(&
ou
ttr
ce
,bl
ad
e_
trc
c_
fil
e,
bl
a
de
_
tr
ee
_
fil
eC
,"w
",
a
rg
v[
O]
,o
ut
trc
en
am
e)
; 
!*
Tr
ai
te
m
en
t d
e 
l'a
rb
re
*/
 
ril
ak
ct
re
e
2(
pa
ra
m)
; 
to
u
rs
+
+
; 
/*
 F
er
m
et
ur
e 
de
s 
fic
hi
er
s 
in
te
rn
1e
di
a
irc
s 
*
/ 
fr
cc
(b
lad
e 
o
u
t 
fil
e);
 
fr
cc
(b
la
de
= t
r e
C_
 
fil
e);
 
fre
e
(b
la
de
 
o
u
t 
fil
cC
); 
fr
ee
(b
lad
e=
 tre
~fi
lcC
); 
FC
io
se
(o
utf
ilc
); 
if{
tro
ut)
 
FC
!o
sc
( o
u
tt
re
e );
 
t•
 S
yn
ch
ro
n
is
at
io
n
 d
es
 re
s
u
lta
ts
 •1
 
if{
ma
x_
pr
oc
s>
l){
 
} 
/*
 C
as
 d
es
 la
m
e
s 
a
u
tr
es
 q
ue
 le
 p
re
m
ie
r *
/ 
if{
my
id>
O 
&
&
 m
yi
d<
m
ax
_p
ro
cs
){
 
} 
M
P1
 S
en
d(
 &
bc
sl
ik
, 1
, M
P1
 
D
O
U
B
LE
,O
, 0
, M
P1
 C
O
M
M
 W
O
R
LD
 );
 
M
P
(R
ec
v(
 &
1c
pr
oc
, 1
,
 
M
P
i)N
T,
 0,
 0
, M
PI
_C
O
M
M
_
W
O
R
LD
, &
st
at
us
 );
 
if{
my
id=
Jc
pr
o
c
) 
M
PI
_S
cn
d(
 &
bc
Si
ou
r, 
1,
 
M
PI
_
IN
T,
O,
 0
, M
PI
_
C
O
M
M
_
 
W
O
R
LD
 );
 
t•
 C
as
 d
e 
la 
pr
cm
ic
rc
 la
m
e
•/
 
c
ise
{ 
if
(m
yi
d~
O)
( 
T
B
cs
tll
ho
o
d[
O]
=
be
st
lk
; 
le
pr
oc
=
m
yi
d;
 
fo
r(i
=
l; 
i<
m
ax
_p
ro
cs
;i +
+
) 
M
PI
_R
ec
v(
 &
TB
es
tll
ho
od
[i]
, 1
,
 
M
PI
_D
O
U
B
LE
, i
, 0
, 
M
PI
_
 
C
O
M
M
 _ W
O
R
LD
, &
st
at
us
 ); 
t•
 R
ec
he
rc
he
 d
u 
m
ei
lle
u
r 
re
su
lta
t *
/ 
fo
r(i
=
l; 
i<
m
a
x
_
pr
oc
s;
i +
+
){ 
if(
 T
B
cs
tll
ho
od
(i]
>
 b
cs
tlk
){ 
l e
pr
o
c
 =
 i; 
bc
st
lk
 =
 
TB
cs
tll
ho
od
[i)
; 
pr
in
tf(
"\n
 B
es
t 1
k =
%
If
 et
 m
yi
d 
=
 o
/od
", 
be
st
lk
, l
e
pr
oc
); 
fo
r(i
=
l; 
i<
m
ax
_p
ro
cs
;i+
+
) 
M
PI
_S
en
d(
 &
le
pr
o
c
,
 
1, 
M
PI
_
IN
T,
i, 
0,
 M
PI
_
C
O
M
M
_
 
W
O
R
LD
 );
 
if{
lep
roc
!=
m
yi
d) 
M
PI
_
R
ec
v(
 &
bc
st
ou
r, 
1, 
M
PI
_I
N
T,
 le
pr
oc
, 0
, 
M
PI
_
 
C
O
M
M
 _ W
O
R
LD
, &
st
at
us
 );
 
} /
*
 in
fc
rc
nc
eP
tre
e 
•
t 
!·~
-
~
-
-
-
-
-
-
-
-
-
-
~
-
~
-
-
-
-
-
-
-
-
•
 
FO
N
C
TI
O
N
 M
A
IN
 
~
~
~
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
~
~
~
-·
1 
int
 m
a
in
(in
t a
rg
c,
 C
ha
r 
•
a
rg
v[
l) 
{ /
*
 D
o
 llo
 o
r 
po
lym
o
rp
hi
sm
 p
ar
sim
on
y 
by
 u
ph
ill
 se
a
rc
h 
*
/ 
1•
 V
ar
ia
bl
es
 n
e
c
e
ss
a
ire
s 
a 
la
 p
ar
al
le
lis
a
tio
n*
/ 
c
h a
r 
*
n
b,
 
*
n
bp
ro
cs
, 
*
n
bt
ou
rs
, 
•
c
o
m
L
in
c 
; 
Fl
LE
 *
pa
ra
m
=
N
U
LL
; 
c
ha
r *
pa
ra
m
N
am
c;
 
c
ha
r *
c
he
m
in
-
(ch
ar*
)m
al
lo
c(S
O*
siz
co
f{c
ha
r))
; 
c
ha
r *
in
f"
'"
 
(ch
ar*
)m
al
lo
c
( I
O
O
*s
iz
co
f(c
ha
r))
; 
c
ha
r •
o
u
tf
-
(ch
ar
*)
ma
llo
c(
l O
O*
siz
eo
f(c
ha
r))
; 
c
ha
r •
o
u
n
 •
 
(ch
a
r*
)m
all
o
c
(JO
O*
si?
.eo
f(c
ha
r))
; 
c
ha
r •
w
c
 if
•
 
(c
ha
r*
)m
al
lo
c
( IO
O*
si
ze
o
f{c
ha
r))
; 
c
ha
r •
a
n
c
f-
(c
ha
r*
)m
all
o
c(J
 O
O
*s
iz
eo
f(c
ha
r))
; 
n
bp
ro
cs
 • 
(ch
ar 
*
)m
all
oc
(S
*s
ize
of{
ch
ar)
); 
n
bt
ou
rs
 =
(ch
ar 
*
)m
all
oc
(S
*s
izc
of{
ch
ar)
); 
n
b
-
(c
ha
r 
*
)m
a ll
o
c(S
*s
izc
of
(c
ha
r))
; 
c
o
m
Li
ne
 •
 
{ch
ar
 *
)m
all
oc
(4
00
*s
izc
of
{c
ha
r))
; 
#i
fd
cf
M
A
C
 
#c
n
di
f 
a
rg
c
"
"
 
1;
 
/*
 m
a
cs
c
tu
p(
"O
oll
op
"
,
"
"
); 
•
t 
a
rg
v[
OJ
-
"
D
ol
lo
p"
; 
t•
 
in
iti
al
is
at
io
n 
de
s 
v
a
ria
bl
es
 M
PI
 •
t 
M
P
I_
ln
it(
&a
rg
c,
&
ar
gv
); 
M
PI
 _ C
om
m
_
si
zc
(M
PI
_
 C
O
M
M
 _ W
O
R
LD
,
&
nu
m
pr
oc
s)
; 
M
PI
_C
om
m
_r
an
k(
M
PI
_
C
O
M
M
_
 
W
O
R
LD
,
&
m
yi
d)
; 
M
PI
 _ G
et
_p
ro
cc
ss
or
 
_
 
n
a
m
e
(p
ro
c
c
ss
o
r _
 
n
a
m
e
,&
na
m
el
e
n
); 
t•
 I
de
n
tif
ic
at
io
n
 d
es
 p
ar
am
et
re
s 
de
 la
 li
gn
e 
de
 c
o
m
m
a
n
de
 •
t 
in
it(
arg
c,
 
ar
gv
); 
pr
o
gn
am
e
"
"
 
ar
gv
[O
l; 
Il
 N
om
 d
u 
pr
og
ra
m
m
e 
pa
ra
m
N
am
e
-
a
rg
v[
 1]
; 
pa
ra
m
 ""
fo
pc
n(
pa
ram
Na
me
,"r
"
); 
Il
 F
ic
hi
er
 d
e 
pa
ra
m
èt
re
s 
•
 
t•
 r
c
a
ds
 in
 s
pp
, c
ha
rs
,
 
a
n
d 
th
e 
da
ta
. T
he
n
 c
a
lls
 m
a
kc
tr
ec
 to
 
c
o
n
st
ru
c
t t
he
 tr
ec
 •
t 
Il 
Le
ct
ur
e 
du
 p
at
h 
c
t c
re
a
tio
n
 d
es
 n
o
m
s 
de
s 
fic
hi
er
s 
gc
ts
try
ng
 1 (
ch
em
in
,
pa
ra
m
); 
t•
 C
re
at
io
n 
du
 n
o
m
 d
e
s 
di
ffe
re
n
ts
 fi
ch
ie
rs
 a
v
e
c
 le
 p
at
h 
•
t 
st
rc
py
(in
f,c
he
m
in
);s
tr
c
py
(o
u
tf,
c
he
m
in
);s
tr
c
py
(w
cif
,c
hc
m
in
);s
tr
c
py
(o
u
u
,c
hc
m
in
);s
tr
cp
y(
an
cf,
c
hc
m
in
); 
st
rc
at
(i n
f,l
N
FI
LE
);s
trc
a
t(o
ut
f,O
U
TF
IL
E)
;s
tr
ca
t(w
cif
,
W
EI
G
H
TF
TL
E)
;st
rc
a
t(o
uu
,
O
U
IT
R
E
E
); 
st
rc
a
t(a
n
c
f,A
N
C
Fl
LE
); 
t•
 O
uv
er
tu
re
 d
u 
fih
ie
r d
;e
n
tr
e
e
 c
t d
e 
so
rt
ie
 •
t 
o
pc
n
fil
e
(&
in
fil
e
,in
f,"
in
pu
t f
ilc
",
"
r"
,
a
rg
v[
O]
,in
fil
c
n
am
c}
; 
o
pe
n
fil
e
(&
ou
tfi
lc
,o
u
tf
,"
ou
tp
u
t 
fil
e"
,
"
w
",
ar
gv
[O
],o
u
tfi
lc
n
a
m
e)
; 
ib
m
 pc
-
IB
M
C
R
T;
 
a
n
si
-
A
N
SI
C
R
T;
 
ga
rb
ag
c 
-
N
U
L
L;
 
m
u
ls
et
s-
fa
ls
c;
 
m
sc
ts
=
 
1;
 
fir
st
sc
t"
"
' 
tr
uc
; 
bi
ts
= 
s•
si
ze
of
(lo
ng
)-
1;
 
do
in
it(
p a
ra
m
); 
if
(w
e
ig
llt
s 
Jlj
u
sr
w
ts
) 
o
pe
n
fil
e(&
we
ig
ht
fil
e,
w
ei
f,
"
w
ei
gh
ts
 fi
le
",
"
r"
,
a
rg
v[
O]
,
w
c
ig
ht
fi
lc
n
am
c
); 
if
 (tr
ou
t &
&
 m
yi
d 
=
0) 
o
pe
n f
ile
( &
ou
ttr
c
e
,o
u
tt,
 "o
u
tp
ut
 tr
ec
 f
ile
", 
"
w
",
ar
gv
[O
],o
u
tt
rc
c
n
a
m
e
 ); 
if{
an
cv
ar)
 op
en
fil
e(&
an
c
fil
e
,a
n
c
f,"
an
c
c
st
o
rs
 fi
le
",
 
"
r"
,a
rg
v(
O]
,
a
n
c
fil
e
n
a
m
e
); 
if
(d
oll
o
) 
fp
rin
tf(
ou
tfi
le
, 
"
D
al
la
");
 
ci
se
 
fp
rin
tf(
ou
tfi
le,
 "P
o
ly
m
o
rp
hi
sm
")
; 
fp
rin
tf(
ou
tfi
le ,
"
 
pa
rs
im
o
n
y 
m
e
th
o
d\
n\
n"
); 
if
 (p
rin
td
at
a 
&
&
 ju
s
tw
ts
) 
fp
rin
tf(
ou
tfi
le
, 
"
%
2l
d 
sp
ec
ies
, 
%
31
d 
c
ha
ra
c
te
rs
\n
\n
"
,
 
s
pp
,
 
c
ha
rs
); 
t•
 
M
od
ifi
c
a
tio
n 
de
 la
 v
a
le
ur
 d
u
 s
e
e
d 
(a
u n
iv
ea
u
 d
e 
c
ha
qu
e
 la
m
e
) p
ou
r u
n
e 
m
e
ill
e
u
re
 p
ar
al
lé
lis
a
tio
n 
•
t 
if{
(m
yi
d%
2)
~0
) 
sc
cd
[O
]~
sc
cd
[O
]"
(m
yi
d+
 1 )
; 
c
ise
 
sc
ed
[O
]~
sc
ed
[ O
]"(
my
id+
 1
 )+
 1;
 
/*
 C
as
 d
'u
n
e 
la
m
e
•/
 
if( 
n
u
m
pr
oc
s
-
1) 
{ 
in
fc
rc
nc
c(
pa
ra
m
); 
} cis
e
{ 
bc
st
lk
 ~
 (d
ou
blc
)L
O
N
G
 M
IN
; 
s
pr
in
tf(
nb
pr
oc
s,
 
"
 
%
d 
"
, 
~u
mp
roc
s);
 
t•
 C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
o
nn
e
e
s 
e
t 
d'
un
 a
rb
re
 •
t 
if(
ms
cts
=
l 
&
&
 nj
um
blc
=
-
1){
 
c
ise
{ 
if{
my
id
-o
){
 
in
fc
re
n
c
e
(p
ara
m
); 
pr
og
re
ss
 
=
 
fa
lsc
; 
t•
 C
as
 d
'u
n
 e
n
se
m
bl
e 
de
 d
on
n
e
e
s 
c
t p
lu
si
eu
rs
 a
rb
cs
 •
t 
if
{m
sc
ts
~I
){
 
in
fc
re
n
c
e
Pt
rc
e
(p
ara
m,
 ar
gv
, c
he
m
in
); 
if
{m
yi
d~
O)
{ 
sp
rin
t!{
 nb
,"
 o/
od
 "
,
 
le
pr
o
c
); 
//
n
b 
es
t 
le 
pr
o
c
e
ss
e
u
r 
a
ya
n
t 
le 
m
e
ill
e
u
r 
Il 
a
rb
re
 
sp
rin
tf{
nb
tou
rs
,
"
 
o/o
d 
"
, 
bc
s
to
u
r);
 Il
 n
bt
o
u
rs
 e
st
 le
 t
o
u
r 
a
u
qu
el
 l'
a
rb
re
 a
 
Il 
ét
é 
tr
ou
ve
 (n
um
e
ro
 d
e 
l'a
rb
re
) 
/*
 F
or
m
at
io
n
 li
gn
e 
de
 c
o
m
m
a
n
de
 p
ou
r a
pp
el
e 
le
 s
c
rip
ts
 d
e 
co
n
c
a
te
na
tio
n 
de
s 
fic
hi
e
rs
 •
t 
sp
rin
tf{
c
o
m
Li
ne
, "
%
s "
, 
"
.
/sy
nc
hr
oP
trc
e
M
L.
sh
 ")
; 
st
rc
at
( c
o
m
lin
e
,
 
n
b)
; 
st
rc
a t
(c
o
m
Li
ne
,
 
n
bt
o
u
rs
); 
st
rc
a
t(c
om
Li
ne
,
 
o
u
tf
); 
st
rc
at
(co
m
Li
nc
,
"
"
 
); 
if(
tro
ut
) 
st
rc
at
(c
om
Li
nc
,
 
o
u
tt
 );
 
pr
in
tf{
"
\n
 S
cr
ip
t:
 %
s"
,
 c
o
m
Li
nc
); 
sy
st
em
(co
mL
inc
); 
Il 
Ex
ec
ut
io
n 
du
 s
c
rip
t 
de
 la
 f
on
na
tio
n
 d
es
 f
ic
hi
er
s 
Il 
re
su
lta
ts
 
/*
 C
a
s 
de
 p
lu
si
eu
rs
 m
sc
ts
 *
/ 
if(
m
se
ts
 >
 1
 ){
 
} FC
!o
se
(in
fil
c);
 
FC
io
sc
(o
utf
ilc
); 
FC
!o
sc
(o
un
rec
); 
# i
fd
cf
M
A
C
 
fix
m
a
c
fil
c
(o
utf
ilc
n
a
m
c
); 
fix
m
ac
fil
c{o
u
tt
rc
cn
am
c)
; 
fle
n
di
f 
#i
fd
ef
W
IN
32
 
/*
' 
Fc
n
n
e
tu
re
 d
e
s 
fic
hi
e
rs
 d
e 
re
su
lta
t*
'/ 
FC
io
se
(o
u
tfi
lc
); 
if
(tr
o
u
t &
& 
m
yi
d=
O)
 
FC
i o
se
(o
u
tt
rc
c
); 
in
fe
re
n
cc
Pd
a
ta
(p
a
ra
m
,
 
a
rg
v,
 c
he
m
in
); 
/ *
' 
Sc
rip
t s
u
r 
le 
pr
e
m
ie
r 
bl
a
dc
 *'
/ 
if(
m
yi
d~
O)
{ 
sp
rin
tf(
nb
,
 
"
o/o
d 
"
, 
(in
t)m
sc
ts
); 
sp
rin
tf
(nb
to
u
r s
,"
 o
/od
 "
, 
(in
t)m
sc
ts
ln
u
m
pr
o
c
s);
 
/*'
 
Fo
nn
at
io
n
 li
gn
e 
de
 c
o
m
m
a
n
de
 p
ou
r 
a
pp
el
e 
le
 sc
rip
ts
 d
e 
c
o
n
c
a
te
n
a
tio
n 
de
s 
fic
hi
er
s 
*'
/ 
sp
rin
tf
(co
mL
ine
,
 
"
%
s 
"
, 
"
.
/s
yn
ch
ro
P d
at
aM
L.
sh
 "
); 
st
rc
at
(c
om
Li
ne
,
 
n
bp
ro
c
s);
 
st
rc
a
t(c
om
Li
n
c,
 n
b)
; 
st
rc
at
(co
mL
ine
, n
bt
o
u
rs
); 
st
r c
a
t(c
om
Li
n
e,
 o
u
tf
); 
st
rc
at
(co
mL
ine
,
 
"
"
 );
 
if
(tr
o
u
t) 
st
rc
a
t(c
om
L
in
e, 
o
u
tt 
); 
pr
in
tf(
"\n
 S
cr
ip
t:
 o
/oS
", 
c
o
m
Li
n
e
); 
sy
st
c
m
(c
om
Li
n
c
); 
Il 
Ex
ec
u
ti
on
 d
u 
sc
rip
t d
e 
la 
fo
nn
at
io
n
 d
es
 fi
c
hi
e
rs
 
Il 
re
su
lta
ts
 
ph
yR
cs
to
rc
C
on
so
lc
A
ttr
ib
ut
cs
();
 
#c
nd
if
 
M
PI
_
Fi
na
liz
c()
; 
re
tu
m
O;
 
} 
/*
' 
D
o
11o
 o
r 
po
ly
m
or
ph
is
m
 p
ar
si
m
on
y_
by
 u
ph
ill
 s
e
a
rc
h 
*'
/ 
Sc
r
ip
t d
e 
sy
n
c
hr
o
n
is
a
tio
n
 e
n
 fo
n
c
tio
n
 d
es
 e
n
se
m
bl
es
 d
e 
do
n
n
ée
s:
 
#!
lb
in
lb
a
sh
 
fi 
pa
rm
 1 
"
"
 
in
pu
t 
# 
pa
nn
2 
=
n
o
m
br
e 
de
 la
m
e
s 
u
til
is
e
e
s 
# 
pa
rm
3 
=
n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
nn
ee
s 
# 
pa
nn
4 
,.
. 
N
om
br
e 
de
 to
ur
 d
e 
bo
uc
le
 (p
ar
 la
m
e
) -
1 
ZE
RO
-
<J
 
de
cl
ar
e 
-
i n
u
m
bl
a
dc
; 
de
cl
a
re
 -
i a
; 
fi 
C
on
st
an
te
 0
 
fi 
N
um
er
o
 d
e 
la 
la
m
e 
fi 
C
om
pt
eu
r 
de
 b
ou
c
le
 
de
cl
ar
e 
-
i n
bd
at
a;
 
l im
ite
:::
O
; 
n
u
m
bl
ad
c=
O
;a
.
::
O;
n
bd
at
a=
O;
 
H
 Id
en
tif
ic
a
ti
on
 d
u 
n
o
m
br
e 
de
 t
o
u
rs
 
if
[ S
2 
-
g1
 S
J]
 
th
c
n
 
lir
n
itc
=
$3
 
c
is
e 
lim
ite
=
$2
 
#
Bo
u
c
le 
de
 c
o
pi
e 
de
s 
fic
hi
e
rs
 
w
hi
le
 [
[ "
Sa
" 
-
le 
S4
 11
 
do
 
n
u
m
bl
ad
e=
-1
 
If 
C
om
pt
e
u
r 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
n
n
ee
s 
fi 
Li
m
ite
 d
u 
c
o
m
pt
eu
r d
e 
bo
uc
le
 
m
pd
tr
ac
c 
1 w
hi
le 
re
a
d 
lig
ne
; d
o 
n
u
m
bl
ad
c=
Sn
u
m
bl
ad
c
+
 1 
if
[ S
nu
m
bl
ad
c 
-
gt
 S
I im
ite
 ] 
Il { 
Sn
u
m
bl
ad
e 
-
c
q 
SI
 im
ite
 1
 
th
 en
 
e
l s
c 
c
o
n
tin
ue
 
n
bd
at
a=
Sa
 *'S
2+
Sn
w
n
bl
ad
e+
 1 
if
[ S
nb
da
ta
 -
le 
$3
 1
 
th
 en
 
if 
[ S
n
u
m
bl
a
dc
 -g
t S
ZE
RO
 1
 
th 
e
n
 
e
c
ho
 "
 
Co
pi
es
 d
e
s 
fic
hi
e
rs
 d
u 
SI
 ig
ne
"
; 
se
p 
m
pi
us
c
r@
Si
ig
n
e:
Pa
ra
lle
le
!P
hy
m
 IN
cw
/S
 1 _
ph
ym
l_
 
s
ta
tS
nu
m
bl
a
dc
"_
"
Sa
.tx
t S
 1 _
ph
ym
l_
 s
ta
tS
n
u
m
bl
ad
e"
_ "
Sa
.tx
t 
se
p 
m
pi
u
sc
r@
Si
ig
nc
:P
a
ra
llc
le
/P
hy
m
 IN
ew
/S
 1
 
_
ph
ym
l_
 
tr
cc
Sn
u
m
bl
a
dc
"
_
"
Sa
.
tx
t S
 1 _
ph
ym
l_
 
tr
c
c
Sn
u
m
bl
a
dc
"
_
"
Sa
.tx
t 
se
p 
m
pi
u
se
r@
S i
ig
n
e:
Pa
ra
llc
le
/P
hy
m
iN
cw
/S
 1
 
_
ph
ym
l_
 tk
Sn
u
m
bl
a
dc
"_
"
Sa
. tx
t S
 1 _
ph
ym
l_
tk
Sn
u
m
bl
a
dc
"
_
"
Sa
.tx
t 
do
n
c 
do
n
c 
a
=
Sa
+
l 
fi 
if
[ "
Sa
" 
-
c
q 
S4
 ] 
th
 en
 
ss
h 
SI
 ig
ne
 n
n
 
Pa
ra
11
el
e/
Ph
ym
1N
ew
/•
.
tx
t &
 
e
c
ho
 "
Ef
fa
ce
m
en
t d
es
 fi
ch
ie
rs
 s
u
r 
le 
SI
 ig
ne
" 
c
a
t 
S 1
 
_
ph
ym
l_
s
ta
tS
n
u
m
bl
a
dc
"
_
 "
Sa
.tx
t >
>
 S
 1 _
ph
ym
l_
st
at
.tx
t 
c
a
t 
Sl
_p
hy
m
l_
lk
Sn
um
bl
ad
c"
_
"
Sa
.
tx
t 
>
>
 S
l_
ph
ym
l_
lk
.
tx
t 
c
a
t S
l_
ph
ym
l_
tre
e
Sn
um
bl
ad
e"
_ "
Sa
.tx
t >
>
 S
l_
ph
ym
l_
tr
ee
.tx
t 
Sc
ri
pt
 d
e 
sv
n
c
rh
o
n
is
a
tio
n 
e
n
 fo
nc
tio
n 
de
s 
a
rb
re
s 
à 
in
fé
re
r:
 
#!
lb
in
lb
as
h 
Il 
pa
nn
 1 
-
=
 
in
pu
t 
# 
pa
nn
2 
"
"
 
n
o
m
br
e 
de
 la
m
e
s 
u
til
is
ee
s 
:t 
pa
nn
3 
'"
" 
n
o
m
br
e 
d'
ar
br
es
 in
fe
re
s 
# 
pa
rm
4 
•
 
N
om
br
e 
de
 to
u
r 
de
 b
ou
cl
e 
(p
a
r 
la
m
e) 
-
1 
fi 
pa
rm
5 
-
la
m
e
 s
u
r 
la
qu
c1
1e
 s
c 
tr
o
u
v
e
 le
 m
ei
lle
u
r 
a
rb
re
 
ZE
RO
=O
 
de
cl
ar
e 
-
i n
u
m
bl
ad
c:
 
#C
on
st
an
te
 0
 
# 
N
um
er
o 
de
 la
 la
m
e
 
de
cl
a
re
 -
i a
; 
de
cl
a
re
 -
i n
bt
rc
e;
 
lim
ite
=
();
 
n
u
m
bl
a
dc
-
O;
a-
O;
n
bt
rc
c-
=
0;
 
Il 
Id
e
n
tif
ic
at
io
n 
du
 n
o
m
br
e 
de
 to
u
rs
 
if
[ $
2 -
gt
 S
J
] 
th
en
 
lim
ite
=
$3
 
ci
se
 
lim
ite
=
S2
 
# 
Bo
u
c
le 
de
 c
o
pi
e 
de
s 
fic
hi
e
rs
 
w
hit
e 
[[ 
"
Sa
" 
-
le 
S4
 ]]
 
do
 
n
u
m
bl
ad
e =
-
1 
#
C
om
pt
eu
r 
de
 b
ou
cl
e 
#
C
om
pt
e
u
r 
du
 n
o
m
br
e 
d'
ar
br
es
 
# 
Li
m
ite
 d
u 
c
o
m
pt
eu
r 
de
 b
ou
cl
e 
m
pd
tr
a
c
c
 1
 w
hi
le 
rc
ad
 li
gn
e
; d
o
 
n
u
m
bl
ad
c=
Sn
u
m
bl
a
dc
+
 1 
if{
 Sn
u
m
bl
ad
e 
-
gt
 S
i im
ite
 1
11 [
 Sn
u
m
bl
a
de
 -e
q 
SI
 im
ite
 1
 
th
e
n
 
e
lse
 
co
n
tin
u
e 
n
bt
re
e
=
Sa
 *
S2
+
Sn
u
m
bl
a
de
+
 1 
if
f S
n
bt
re
c 
-
le 
$3
] 
th
 en
 
if 
[ S
nu
m
bl
ad
c 
-
gt
 S
ZE
RO
 ] 
th
 en
 
ec
ho
 "
 
Co
pi
es
 d
e
s 
fic
hi
e
rs
 d
u
 S
lig
n
c
"
; 
s e
p 
m
pi
u
sc
r@
Si
ig
nc
:P
a
ra
11
c
le
/P
hy
m
!N
ew
/S
 1
 
_
ph
ym
l_
 
st
at
Sn
u
m
b1
a
de
"_
"
Sa
.tx
t S
 1 _
ph
ym
l_
 
st
at
Sn
u
m
bl
a
de
"
_
"
Sa
.tx
t 
se
p 
m
pi
u
sc
r@
Si
ig
n
e
:P
ar
al
lc
le
!P
hy
m
lN
c
w
/$
 1 _
ph
ym
l_
 tr
ec
Sn
u
m
bl
ad
e
"
_
"
Sa
. tx
t 
S 1
 
_
ph
ym
l_
 tr
cc
Sn
u
m
bl
ad
c"
_
"
Sa
. t
xt
 
se
p 
m
pi
u
sc
r@
Si
ig
ne
:P
a
ra
lle
lc
!P
hy
m
iN
ew
/S
 1 _
ph
ym
l_
lk
Sn
u
m
bl
a
de
"_
"
Sa
.tx
t S
 1 _
ph
ym
l_
lk
Sn
u
m
bl
ad
e"
_
"
Sa
.tx
t 
if
 [ "
Sa
" -
eq
 S
4 
] &
&
 [ S
nu
m
bl
ad
e 
-
cq
 S
5 
] 
th
c
n
 
se
p 
m
pi
u
se
r@
Si
ig
nc
:P
a
ra
llc
le
!P
hy
m
lN
ew
/S
 1 _
ph
ym
l_
 
bc
st
_
 
tr
ee
.tx
t S
 l_
ph
ym
l_
 
bc
st
_
 
tr
cc
.t
x
t 
se
p 
m
p i
us
c
r@
Si
ig
nc
:P
a
ra
llc
lc
/P
hy
m
lN
cw
/S
l_
ph
ym
l_
be
st
_
st
at
.
tx
t S
1_
ph
ym
l_
be
st
_s
ta
t.t
x
l 
do
n
c 
do
n
c 
a
=
Sa
+
l 
fi 
ss
h 
$l
ig
ne
 n
n
 
Pa
ra
llc
le
!P
hy
m
!N
cw
/*
.
tx
t &
 
ec
ho
 "
Ef
fa
ce
m
en
t d
es
 fi
c
hi
e
rs
 s
u
r 
le 
S1
ign
c
"
 
#e
c
ho
 "
C
on
ca
te
n
a
tio
n
 d
e
s 
fic
hi
e
rs
 s
u
r 
le 
pr
e
m
ie
r 
bl
a
de
"
 
ca
t 
S 1
 
_
ph
ym
l_
st
at
Sn
u
m
bl
ad
e"
_
"
Sa
.
tx
t >
>
 S
 1 _
ph
ym
l_
st
at
.tx
t 
ca
t 
Sl
_
ph
ym
l_
l k
Sn
u
m
bl
ad
e
"_
"
Sa
.tx
t 
>
>
 S
l_
ph
ym
l_
lk.
tx
t 
ca
t 
S 1
 
_
ph
ym
l_
 tr
cc
Sn
um
bl
a
de
"
_
"
Sa
.
tx
t >
>
 S
 l_
ph
ym
l_
tr
c
c
.
tx
t 
PR
O
G
R
A
M
M
E 
PH
Y
M
L 
Le
 c
od
e 
so
u
rc
e 
du
 p
ro
gr
am
m
e 
PH
Y
M
L 
no
us
 a
 é
té
 f
ou
rn
i p
a
r 
M
on
sie
u
r 
S.
 
G
ui
nd
o
n
 q
ui
 e
s
t 
u
n
 
m
e
m
br
e 
de
 l
'
éq
ui
pe
 q
ui
 a
 d
e
ve
lo
pp
é 
le 
pr
o
gr
am
m
e.
 
M
a 
pa
rt
ic
ip
a
tio
n 
po
rte
 s
u
r 
la 
pa
ra
llé
lis
a
tio
n
 
de
 la
 m
ét
ho
de
 d
'in
fé
re
nc
e 
d'
ar
br
es
. 
Le
s 
sc
rip
ts
 d
e 
sy
nc
hr
on
isa
tio
n
 d
ev
e
lo
pp
és
 in
iti
ale
m
e
nt
 p
o
u
r 
les
 
pr
og
ra
m
m
es
 
du
 p
ac
ka
ge
 P
H
Y
LI
P 
o
nt
 é
té 
u
til
is
és
 p
o
u
r 
la
 m
is
e 
à 
jo
u
r 
de
s 
fic
hi
e
rs
 
ré
su
lta
ts
 
pr
od
ui
ts 
pa
r 
les
 d
iff
ér
e
n
te
s 
la
m
e
s.
 
N
ou
s 
pr
és
e
n
te
ro
n
s 
se
ul
e
m
en
t 
le 
fic
hi
er
 m
a
in
.
c 
qu
i c
o
nt
ie
nt
 la
 p
ar
tie
 d
e 
la 
pa
ra
llé
lis
at
io
n
.
 
l' PI
-IY
M
L
: 
a 
pr
o
gr
am
 t
ha
t 
c
o
m
pu
te
s 
m
a
x
im
u
m
 li
ke
lih
o
o
d 
ph
yl
o
gc
n
ie
s 
fro
m
 
D
N
A
 o
r 
A
A
 h
o
m
o
lo
go
us
 s
eq
ue
n
c
e
s 
Co
py
rig
ht
 (C
) S
tc
ph
an
e 
G
ui
nd
o
n
.
 
O
ct
 2
00
3 
o
n
w
a
rd
 
A
li 
pa
rt
s 
o
f 
th
e 
so
u
rc
e
 c
x
c
c
pt
 w
hc
rc
 in
di
ca
te
d 
ar
e 
di
st
rîb
ut
e
d 
u
n
de
r 
th
e 
GN
U
 p
ub
lic
 li
ce
n
c
e
.
 
Se
c 
ht
tp
://
w
w
w
.
o
pc
n
so
u
rc
e.
o
rg
 fo
r d
et
a
ils
.
 
'
/ #i
n
el
ud
e 
"
u
til
iti
cs
.h
" 
#i
nc
lu
de
 "
m
l.h
"
 
#i
n
cl
ud
c 
"
o
pt
im
iz.
h"
 
#i
nc
lu
de
 "
bi
o
nj.
h"
 
#i
n
c
lu
d·e
 "
m
o
dc
1s
.
h'
' 
#i
n
c
lu
dc
 "
fre
c
.
h"
 
#i
nc
lu
dc
 "
o
pt
io
ns
.h
" 
#i
n
cl
u
de
 "s
im
u.
h"
 
#i
nc
lu
dc
 <
st
di
o
.h
>
 
/*
In
cl
us
io
n 
de
 la
 li
br
ai
rie
 d
e 
M
PI
*
/ 
#i
n
c
lu
dc
 "
m
pi
.
h"
 
#i
fd
cf
PH
Y
M
L 
in
t T
_M
A
X
_
Fn
...E
; 
/*
V
ar
ia
bl
es
 r
e
lie
es
 a
 M
PI
*
/ 
in
t 
m
yi
d,
 n
u
m
pr
o
cs
; 
in
t 
n
a
m
c
lc
n
; 
c
ha
r 
pr
o
c
e
ss
o
r_
ria
m
c
[M
PI
_
M
A
X
_
PR
O
C
ES
SO
R_
N
A
M
E]
; 
M
PI
_
St
at
us
 st
at
us
; 
in
t 
m
a
in
S(
); 
i n
t 
m
a
in
 1 d
at
a 1
 Tr
ec
();
 
in
t m
a
in
PT
rc
c{
); 
in
t 
m
a
in
Pd
at
a()
; 
/*
 A
u
tr
e
s 
v
a
ria
bl
es
 d
e 
PH
Y
M
L 
*
/ 
sc
q 
*
*
da
ta
; 
a
lls
cq
 *
al
ld
at
a;
 
.
 o
p t
io
n
 *
in
pu
t; 
/*
 V
ar
ia
bl
e
s 
n
e
c
e
ss
a
ire
s 
a 
la
 p
a
ra
llc
lis
a
tio
n
*
/ 
c
ha
r •
s
_
tr
ce
, 
•
s_
a
n
y,
 
*
n
bt
rc
c,
 
*
n
bd
at
a,
 
*
n
bp
ro
cs
,
 
*
n
bt
o
u
rs
, 
*
n
u
m
bl
a
de
,
 
•
n
u
m
be
st
pr
oc
,
 
•
n
a
m
e;
 
FL
LE
 *
fi>
 _p
hy
m
l_
 
tr
ec
, *
fi:>
 _p
hy
m
l_
 
st
at
s,
 *
fi:>
 _p
hy
m
l_
lk
,
 *
fi:>
_
 
be
st
_
 
tr
e
c
,
 *
fp
 _ b
c
st
_ t
re
c
_
 s
ta
ts
; 
a
rb
re
 *
lre
c;
 
in
t n
 
o
tu
,
 
n
 
da
ta
 s
et
s;
 
m
atr
lx 
•m
al;
 
-
m
o
de
! 
*
m
o
d;
 
tim
c_
t t
_
bc
g,
t_
cn
d;
 
di
v 
1 
ho
u
r,
m
in
; 
in
t ~
um
 tr
cc
,
tr
c
c
 
lin
c 
n
u
m
bc
r,
i; 
do
ub
le
 b
cs
t_
lo
gl
k;
 
-
do
ub
le
 st
ar
tw
tim
c 
•
 
0.
0,
 
cn
dw
tim
e
; 
in
t u
n
pr
oc
,.
. 
0,
 
in
di
ce
, 
n
bt
ou
r, 
bc
st
pr
oc
; 
c
ha
r 
•
c
o
m
li
ne
; 
!·~
-
-
·
-
~
-
~
-
~
-
~
-
-
-
-
-
-
-
-
-
~
~
 
•
 
FO
N
CT
IO
N
 M
A
IN
 
~~
~~
--
--
--
--
--
~-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-~
--
~
--
-·
! 
in
t m
ai
n(i
nt 
ar
gc
, c
ha
r •
•
a
rg
v)
{ 
1•
 
In
iti
al
is
at
io
n 
de
s 
v
ar
ia
bl
es
 M
PI
 •
1 
M
Pl
_l
ni
t(&
arg
c
,
&
ar
gv
); 
M
PI
_
C
om
m
_
si
ze
(M
PI
_
C
O
M
M
_ W
O
R
LD
,&
nu
m
pr
oc
s);
 
M
PI
_
C
om
m
_
ra
n
k(
M
P!
_
C
O
M
M
_
 
W
O
RL
D
,&
m
yi
d)
; 
M
PI
_
 
G
ct
_p
ro
cc
ss
or
 
_
 
n
a
m
e
(p
ro
cc
sso
r _ 
n
a
m
c
,&
na
m
cl
en
); 
sr
a
n
d(
tim
c
(N
UL
L)
); 
tr
ec
 ::o
: 
N
U
LL
; 
m
a
d 
•
N
U
LL
; 
1•
 
In
iti
a
lis
at
io
n
*
/ 
!n
it 
C
on
st
an
tM
L(
n
u
m
pr
o
cs
, 
m
yi
d);
 
ln
it=
C
on
st
an
t(n
um
pr
o
cs
, 
m
yi
d);
 
s_
a
n
y 
=
(ch
ar 
*
)m
Ca
llo
c(T
_
M
A
X
_
H
LE
,s
iz
co
f(c
ha
r))
; 
n
bd
at
a
-
(ch
ar
 •
)m
Ca
llo
c(S
,s
iz
co
f(c
ha
r))
; 
n
a
m
c
 .
.
 
(c
ha
r *
)m
Ca
llo
c(T
_M
AX
_
FI
LE
,
si
zc
of
(c
ha
r))
; 
n
bt
rc
c 
•
 
(c
ha
r *
)m
Ca
llo
c(S
,s
iz
eo
f(c
ha
r))
; 
n
u
m
bl
ad
e 
=
(ch
ar 
*
)m
Ca
llo
c(5
,
si
zc
of
(ch
a
r))
; 
n
bp
ro
cs
-
(c
ha
r *
)m
Ca
llo
c(S
,si
ze
of
(ch
ar)
); 
n
bt
ou
rs
 =
(c
ha
r *
)m
Ca
llo
c(S
,si
zc
of
{c
ha
r))
; 
n
u
m
be
st
pr
oc
 =
(c
ha
r 
•
)m
Ca
llo
c
(S
,si
zc
of
(ch
ar)
); 
c
o
m
L
in
c 
-
(c
ha
r 
*
)m
Ca
llo
c(4
00
,si
zc
of
{c
ha
r))
; 
ffi
u
s
h(s
td
ou
t);
 
in
pu
t=
 
(o
pti
on
 *)
Gc
t_l
n
pu
t(a
rg
c,a
rg
v,
 
m
yi
d)
; 
M
a
ke
_
M
od
ei
_
C
om
pl
ét
é(
in
pu
t·
>
m
o
d)
; 
m
o
d 
=
 in
pu
t·>
m
o
d;
 
;•
 
C
re
at
io
n
 d
es
 fi
ch
ie
rs
 r
es
u
lta
t a
u
 n
iv
ea
u 
de
 la
 p
re
m
ie
rc
 la
m
e
•/ 
if(
m
yi
d-
0)
{ 
fp
 _p
hy
m
l_
st
at
s 
-
=
 
O
pe
nf
ile
(in
pu
t->
ph
ym
l_
st
at
_ f
ilc
,in
pu
t·>
ph
ym
l_
 
st
at
_
 
fil
e_
 
o
pe
n_
 m
o
de
); 
tp
rin
tf(
!p
_p
h y
m
l_
st
at
s,
"
V1
-P
H
Y
M
L 
%
s 
-
V1
V1
", 
V
ER
SI
O
N
); 
fp
_p
hy
m
l_
tr
e
e
"
"
 
O
pc
nf
ilc
(in
pu
t·>
ph
ym
l_
tr
cc
_
fil
e,
in
pu
t·>
ph
ym
l_
tre
c_
fil
e_
o
pe
n_
rn
o
dc
); 
fp
_p
hy
m
l_
lk
-
=
 
fo
pe
n
(in
pu
t·>
ph
ym
l_
lk
_f
ile
,
"
w
");
 
if(
my
id
-
0) 
st
ar
tw
tim
e 
=
 M
PI
_ W
tim
c()
; 
n
_
da
ta
_
sc
ts
 •
 
0;
 
if(
inp
ut
-
>
in
pu
ttr
ee
) {
 
Te
st
_
M
ul
tip
le
_
O
a
ta
_S
et
_ F
o
n
n
a
t(i
np
ut)
; 
} c~
e 
{ 
in
pu
t·
>
n
_
tr
ec
s 
=
1;
 
bc
st_
lo
g l
k
"
"
 
U
N
LI
IŒ
LY
; 
tr
cc
_
lin
e_
n
u
m
bc
r 
=
 0
; 
if(
nu
mp
ro
cs
<2
) 
m
ai
nS
();
 
c~
e{
 
sp
rin
tf(
nb
tre
e
, 
''
 
o/o
d 
"
, 
in
pu
t·>
n
_
tr
c
e
s);
 
sp
rin
tf(
nb
da
ta
,
 
"
o/o
d 
"
, 
in
pu
t·>
n
_
da
ta
_
sc
ts
); 
sp
ri
nt
f(n
bp
ro
es
, 
"
%
d 
"
, 
n
u
m
pr
oe
s);
 
sp
rin
tf(
n
am
e
, 
"
%
s"
, i
np
ut
·
>
se
qf
ilc
); 
if(
inp
u
t·
>
n
_
da
ta
_
se
ts
 =
 
1 
&
&
 in
pu
t·>
n
_
tr
e
c
s"
"
'"
"
l) 
m
a
in
ld
at
a
iT
re
e
();
 
if(
in
pu
t·>
n
_
da
ta
_
se
ts
 =
 
1 
&
&
 in
pu
t->
n
_
tr
ec
s 
>
1){
 
m
ai
n
PT
rc
c
();
 
} 
n
bt
ou
r 
=
 in
pu
t·>
n
_
tr
c
c
sl
n
u
m
pr
o
cs
; 
be
st
pr
oc
 =
 
in
di
c
e
 %
 n
u
m
pr
o
cs
; 
sp
rin
tf(
nb
tou
rs,
 
"
%
d 
"
, 
n
bt
o
u
r):
 
sp
rin
tf(
nu
mb
es
tp
ro
c,
 "
%
d 
"
, 
be
st
pr
o
c
); 
1•
 
Fo
rm
at
io
n 
de
 la
 c
ha
in
e 
•
; 
sp
rin
tf{
co
mL
inc
,
 
"
o/o
S 
"
,
 
"
.
/sy
nc
hr
oP
trc
c
.s
h 
"
); 
st
rc
at
(co
m
li
nc
, 
n
a
m
e
); 
st
rc
at
(co
m
Li
ne
,
 
n
bp
ro
cs
); 
st
rc
a
t(c
om
Li
nc
,
 
n
bt
re
c);
 
st
rc
at
(co
mL
in c
, 
n
bt
ou
rs
); 
st
rc
at
(c
om
lin
e, 
n
u
m
bc
st
pr
oc
); 
if
(m
yi
d~
O)
{ 
sy
st
em
 (c
om
Li
ne
); 
if{
inp
u
t·
>
n
_
da
ta
_
se
ts
 >
 1
){ 
in
pu
t·>
n
_
tr
ec
s 
=
1;
 
m
ai
nP
da
ta
();
 
n
bt
ou
r 
=
 
in
pu
t·>
n
 
da
ta
 s
ct
s/
nu
m
pr
o
cs
; 
sp
rin
tf(
nb
tou
rs,
 
"
o/o
d "
,~b
tou
r); 
1•
 
Fo
rm
at
io
n 
de
 la
 c
ha
in
e 
•
1 
sp
rin
tf(
co
m
li
nc
,
 
"
o/o
.s 
"
,
 
"
.
/sy
nc
hr
oP
da
ta
.
sh
 "
); 
st
rc
at
(co
m
Li
nc
,
 
n
a
m
e
); 
st
rc
at
(co
m
li
ne
, 
n
bp
ro
cs
); 
st
rc
at
(co
mL
inc
, n
bd
at
a)
; 
st
rc
at
(co
mL
inc
,
 
n
bt
ou
rs
); 
if
(m
yi
d~
){
 
sy
st
em
(c
om
Li
nc
); 
M
PI
_F
in
al
iz
c()
; 
re
tu
m
 0
; 
} /
*
E
N
D
 m
ai
n 
•
1 
;·
·~
~
~
~
~
~
~
-
-
~
~
~
~
-
-
~
~
~
 
•
 
V
er
sio
n
 s
eq
ue
n
tie
lle
 d
e 
l'i
nf
er
en
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
ue
 
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
-
-
~
~
~
-
-
-
-
-
-
-
-
-
-
~
·!
 
in
t m
a
in
SO
{ t• 
T
ra
ite
m
e
n
t d
e 
to
us
 le
s 
e
n
se
m
bl
es
 d
e 
do
nn
ee
s 
*/ 
do
{ 
n
 
da
ta
 s
e
ts
+
+
; 
ti~e
(&
l_
be
g);
 
n
 
o
tu
=
O·
 
if{n
_da
ta~
sct
s> 
in
pu
t-
>
n_
da
ta
_
se
ts
) 
da
ta
=
N
U
LL
; 
ci
se
 
if( 
da
ta
){ 
da
ta
=
 
G
ct
_
Se
q(î
np
ut,
O)
; 
al
ld
at
a 
=
 
C
om
pa
ct
_S
cq
(d
ata
,in
pu
t);
 
Fr
cc
_
Sc
q(
da
ta,
a
lld
at
a-
>
n_
o
tu
); 
In
it_
M
o
de
l(a
lld
ata
,m
o
d}
; 
Ch
cc
k_
A
m
bi
gu
iti
cs
(al
lda
ta,
in
pu
t-
>
m
o
d-
>
da
ta
ty
pe
,in
pu
t-
>
m
o
d-
>
st
c
ps
iz
c);
 
1•
 N
om
br
e 
d'
ar
br
es
 •
t 
Fo
r(n
u
m
 _
 
tr
ec
,in
pu
t->
n_
 
tr
cc
s) 
{ 
/*
 I
nf
er
en
ce
 d
e 
l'a
rb
re
 *
/ 
if(
!in
pu
t->
in
pu
ttr
ce
) {
 
} 
m
a
t"
"
' 
M
L 
D
is
t(a
lld
a
ta
,m
od
,l
 ); 
m
a
t-
>
tr
ee
--
:, 
M
ak
e
_
T
re
e
(a
lld
at
a);
 
Bi
on
j(m
at
); 
tr
ec
 =
 m
at
-
>
tr
ce
; 
Fr
ec
_
M
at
(m
at)
; 
1•
 
Le
ct
ur
e 
de
 l'
ar
br
e
*
/ 
c
ise
 { 
} if(
!tr
ec
) 
if(
inp
ut
-
>
n_
 
tr
ce
s 
>
 1
) 
pr
in
tf(
''
\n
. R
ea
di
ng
 us
e
r 
tr
ec
 f#
o/o
dl
\n
"
,
tr
c
e
_
lin
e_
n
u
m
be
r+
l);
 
ci
se
 
pr
in
tf(
''
\n
.
 
R
ea
di
ng
 u
se
r 
tr
ee
 ...
 \n
")
; 
if(
inp
ut
-
>
n
_
tr
c
c
s 
=
 
1) 
{ 
rc
w
in
d(
in
pu
t->
fp
_
in
pu
t_
tr
c
e
); 
tr
ee
_
lin
e
_
n
u
m
be
r =
 
0;
 
tr
ec
=
 R
ca
d_
 T
re
e
_
Fi
\e
(in
pu
t-
>
fp
_
in
pu
t_
tre
c)
; 
tr
ec
 
lin
e 
n
u
m
be
rt
-+
; 
if
('t
;cc
) {
 pr
in
tf(
''\n
.
 
M
is
si
ng
 tr
ec
 fo
r d
at
a 
se
t 
#o
/od
\n
",
n
_
da
ta
_
sc
ts
); 
pr
in
tf(
" 
Th
is
 d
at
a 
se
t 
is 
n
o
t 
an
al
yz
cd
.
\n
");
 
da
ta
=
N
U
LL
; 
if(
!tr
cc
·>
ha
s _
 
br
an
ch
 _l
e
n
gt
hs
) {
 
c
o
n
tin
ue
; p
rin
tf(
"\n
. C
om
pu
tin
g 
br
an
ch
 le
ng
th
 e
st
im
a 
te
s .
.
 \n
")
; 
O
r d
e
r_
 Tr
ec
_
 C
Sc
q(
trc
e,a
lld
at
a
); 
m
at
=
 
M
L_
D
is
t(a
ild
ata
,
m
o
d,
l);
 
m
at
->
tr
ec
 =
tr
ec
; 
m
at
->
m
e
th
od
 =
 
0;
 
B
io
nj_
Br
 _L
cn
gt
h(
ma
t);
 
Fr
cc
_
M
at
(m
a
t);
 
tr
cc
->
m
od
 
=
m
a
d;
 
tr
ec
->
in
pu
t 
=
 in
pu
t; 
tr
ec
->
da
ta
 
=
 
al
ld
at
a;
 
tr
ce
->
bo
th
 s
îd
cs
""
 1
; 
tr
e
e
->
n _
_
pa
ltc
m
 
=
 
rr
e
e
->
da
ta
->
cr
u
n
c
h_
lc
nl
trc
e-
>
m
o
d-
>
st
cp
si
z
e
; 
O
rd
cr
 _T
re
c
_
 C
Sc
q(
tre
c
,
al
ld
at
a)
; 
M
ak
e _
T
re
c_
 4 _
 
Lk
(tr
ec
,al
lda
ta,
al
ld
at
a-
>
in
it_
lc
n)
; 
if(
tre
c->
mo
d-
>s
_o
pt-
>
o
pt
_
to
po
) 
Si
m
u(
tre
c, 1
 00
0)
; 
ci
se
{ 
if(
trc
e
->
m
o
d-
>s
_o
pt
->
o
pt
_
fr
ce
_p
ar
am
) 
R
ou
nd
_
 
O
pt
im
i z
c
(tr
ec
,
tr
c
c
->
da
ta
); 
ci
se
{ 
Lk
(tr
cc
,t
rc
e-
>
da
ta
); 
pc
in
tf(
"
\n
. L
og
(lk
) :
 
if{
tre
e->
m
o
d-
>
bo
ot
st
ra
p)
 
Bo
o
ts
tr
a
p(
tre
c);
 
U
pd
at
e _
 
B
rL
cn
 _l
n
v
ar
(tr
ce
); 
s_
tr
ec
 =
 
W
rit
e_
T
rc
e
(tr
ce
); 
fp
rin
tf(
fp
_p
hy
m
l_
tr
ec
,
"
o/
oS
\n
",s
_t
re
c
); 
Fr
e
e(
s_
tr
cc
); 
U
nc
on
st
ra
in
t 
Lk
(tr
cc
); 
tim
c(&
t_e
n
d)
; 
ho
ur
=
 
di
v(
t_
en
d-
t_
bc
g,
36
00
); 
m
in
 "
"
di
v(t
_
e
n
d-
t_
bc
g,
60
 )
; 
m
in
.
qu
o
t 
-
=
 
ho
u
r.
qu
ot
•6
0;
 
1•
 
Ca
s d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 *
/ 
if
 (în
pu
t·>
n_
da
ta
_
s
e
ts
=
l) 
•
 
-
>
 %
15
.6
f"
,tr
ce
-
>
to
t_
lo
gl
k)
; 
Pr
in
t_
Fp
_
O
ut
(tp
_p
hy
m
l_
st
at
s,
 t_
be
g,
 t_
c
n
d,
 
tr
ec
, 
in
pu
t, 
n
_
da
ta
_s
et
s);
 
c
i se
 
Pr
in
t_
Fp
_
O
ut
_
Li
ne
s(f
p_
ph
ym
l_
st
at
s,
 
t_
bc
g,
 t_
c
n
d,
 
tr
ec
, 
in
pu
t, 
n
_
da
ta
_s
ct
s);
 
Pr
in
t_
 
Si
te
_
 
Lk
(tr
ec
,
fp
 _p
hy
m
l_
lk
); 
1•
 
C
as
 d
'un
 e
n
se
m
bl
e 
de
 d
on
ne
e
s 
a
v
e
c
 p
lu
si
eu
rs
 a
rb
re
s 
(ec
rit
ur
e d
u
 m
ei
lle
ur
 
ar
br
e 
tr
ou
v
e) 
*
/ 
if(
(in
pu
t->
n
_
da
ta
_
sc
ts
 :
::
=
 
1) 
&
&
(in
pu
t-
>
n
_
tr
ce
s 
>
 
1) 
&
&
(tr
e
e
·
>
to
t_
lo
gl
k 
>
 
bc
st
_l
o
gl
k)
){ 
be
st
_
lo
gl
k 
=
 
tr
e
e
->
to
t_
lo
gl
k;
 
st
rc
py
(s_
an
y,
in
pu
t-
>
se
qf
ile
); 
fp
_b
es
t _
tr
e
e
 =
 fo
pe
n(
s_
a
n
y"
" 
st
rc
at
(s_
an
y,
"_
ph
ym
l_
bc
st_
tr
c c
.t
xt
"),
"
w
");
 
s_
tr
e
c
 =
 W
rit
c_
T
re
e
(tr
ec
); 
fp
rin
tf{
fp_
be
st_
tr
ce
,
"
%
s\
n'
',s
_t
re
e)
; 
Fr
e
c
(s_
tr
ee
); 
st
re
py
( s _
an
y,
 in
pu
t ·
>
sc
q f
ile
); 
fp
_b
es
t_
trc
e
_
st
at
s
"
"
 
fo
pc
n(
s_
a
n
y 
=
 
st
rc
at
(s_
an
y,
"_
ph
ym
l_
be
st
_
st
at
.tx
t"
),"
w"
); 
Pr
în
t_
Fp
_
O
ut
(fp
_
bc
st
_
tr
e
c
_
st
at
s,
 
t_
be
g,
 t
_
en
d,
 tr
ec
, 
in
pu
t, 
n_
da
ta
_
sc
ts
); 
fcl
o
sc
{fp
 _ b
es
t_
 
tr
ce
); 
fc
lo
se
(fp
 _ b
es
t_
 tre
e
 _
 
st
at
s)
; 
) 
} 
Fr
ce
_
 
Tr
ee
_L
k(
trc
e)
; 
Fr
ee
 _ T
re
e(t
rcc
); 
if(
in
pu
t-
>
n_
da
ta
_s
ct
s 
>
 1
) b
re
ak
; 
F r
e
e
 _
 C
se
q(
 a ll
da
ta
); 
)w
hi
te
( d
at
a);
 
Fr
ce
_
M
od
el
(m
o
d)
; 
if(
in
pu
t->
fp
_
s
c
q)
 fc
lo
sc
(in
pu
t->
tp
_s
cq
 );
 
if(
înp
ut-
>
fp
_
in
pu
t_
tr
c
c
) f
cl
os
c(i
n
pu
t-
>
fp
_
în
pu
t_
tr
cc
); 
fc
lo
sc
(fp
_p
hy
ml
_
lk
); 
fc
lo
se
(fp
_p
hy
ml
_
tr
ec
); 
fc
lo
se
(fp
_p
hy
ml
_
s
ta
ts
); 
Fr
ce
_
ln
pu
t(i
np
u
t);
 
Fr
c
c
(s_
an
y)
; 
rc
tu
m
O
; 
} /
•
 
EN
D 
m
ai
nS
 •
t 
!*~
~
-
-
-
-
~
-
-
-
-
~
-
=
-
-
-
-
-
-
-
=
-
~
 
•
 
V
er
si
on
 p
ar
al
lc
lc
 p
ou
r 
de
 l'
in
fe
re
n
ce
 d
e 
l'a
rb
re
 p
hy
lo
ge
ne
tiq
u
e 
a
v
e
c
 u
n 
•
 
•
 
e
n
se
m
bl
e 
de
 d
on
ne
es
 
-
-
-
-
-
-
-
~
-
-
~
-
-
-
-
~
-
-
~
~
-
-
-
~
·! 
in
t m
ai
n 
1 d
at
a 1
 Tr
e
c
(){
 
t• 
Tr
ai
te
m
e
n
t d
e 
to
us
 le
s 
en
se
m
bl
es
 d
e 
do
nn
e
e
s 
•
t 
if{
nu
mp
roc
s>
 1)
 
cl
se
 
do
{ 
u
n
pr
o
c
""
 0
; 
u
n
pr
o
c 
=
 1
; 
n
 
da
ta
 s
et
s+
+
; 
ti~
c(&
l_
beg
); 
n
 
o
tu
-
O·
 
itfn
_da
ta~
scts
 > î
np
ut
->
n
_
da
ta
_
sc
ts
) 
da
ta
=
N
U
LL
; 
c
i se
 
if( 
da
ta
)(
 d
at
a
"
"
' 
G
e
t_
Se
q(
in
pu
t,O
); 
if(
n_
da
ta
_
sc
ts
 >
 1
 &
&
 m
yi
d=
O) 
pr
în
tf(
"\n
.
 
D
at
a 
se
t 
[#o
/od
l\n
",n
_
da
ta
_
sc
ts
); 
a
lld
at
a 
=
 C
om
pa
ct
_
Sc
q(
da
ta,
in
pu
t);
 
Fr
c
c_
Sc
q(
da
ta
,
a
lld
at
a-
>
n_
o
tu
); 
ln
it_
M
od
el
(a
lld
a
ta
,
m
o
d)
; 
C
hc
ck
_
A
m
bi
gu
iti
e
s(a
lld
at
a,
in
pu
t->
m
o
d-
>
da
ta
ty
pc
,în
pu
t-
>
m
o
d-
>
st
ep
si
z
e
); 
t•
 
N
om
br
e 
d'
ar
br
es
 •
t 
Fo
r(n
u
m
_
tr
e
e
,în
pu
t-
>
n
_
tr
ce
s)
{ 
t•
 I
nf
er
en
ce
 d
e 
l'a
rb
re
 *
/ 
if{
!în
pu
t-
>
in
pu
ttr
cc
){ 
m
a
t ,
..
 
M
L_
D
is
t(a
lld
ata
,
m
o
d,
u
n
pr
oc
); 
m
at
->
tr
cc
 =
 
M
ak
e_
 T
rc
c(a
lld
ata
); 
Bi
on
j(m
at)
; 
tr
ec
=
 
m
at
->
tr
cc
; 
Fr
e
e_
M
at
(m
at)
; 
1•
 
Le
ct
ur
e 
de
 l'
ar
br
e*
/ 
ci
se
 {
 
if(
!tr
ee
) 
if(
in
pu
t->
n_
tr
cc
s
-
1) 
{ 
rc
w
in
d(
inp
ut-
>
fp
_i
n
pu
t_
tr
ee
); 
tr
e
c 
lin
c 
n
u
m
bc
r-
0;
 
) 
-
-
tr
ec
-
R
ea
d_
Tr
cc
_F
ilc
(in
pu
t->
fp
_i
n
pu
t_
tr
ce
); 
tr
e
c
 
lin
c 
n
u
m
bc
r+
-+
; 
îf(!
t;:-
cc 
&&
 rn
yi
d=
-
0)
 {
 
) 
pr
in
tf(
''\n
. M
iss
in
g 
tr
e
c
 fo
r d
at
a 
se
t #
%
d\
n"
,n
_
da
ta
_
sc
ts
); 
pr
in
tf(
" 
Th
is
 d
at
a 
se
t 
is 
n
o
t a
n
al
yz
cd
.\n
");
 
da
ta
=
 
N
U
LL
; 
if{ 
!tr
ec
->
ha
s _
 
br
an
ch
_
le
n
gt
hs
) {
 
c
o
n
tin
ue
; O
r d
er
_ T
re
c_
 
C
Sc
q(
tr
cc
,
a
lld
a
ta
); 
m
a
t=
 M
L_
D
ist
(a
lld
at
a,
m
od
,u
np
ro
c);
 
m
a
t-
>
tr
ce
 =
tr
ec
; 
m
at
-
>
m
c
th
od
 • 
0;
 
B
io
nj_
 Br
_
 
Le
n
gt
h(
ma
t);
 
Fr
c
e_
M
at
(m
at)
; 
tr
ee
->
m
o
d 
=
m
o
d;
 
tr
ec
->
in
pu
t 
=
 
in
p u
t; 
tr
ee
-
>
da
ta
 
=
 
al
ld
at
a;
 
tr
c
c
->
bo
th
 s
id
c
s 
=
 1
; 
tr
ee
-
>
n
_
pa
tlc
m
 
=
 tr
cc
->
da
ta
->
c
ru
n
c
h_
lc
nl
tre
c
->
m
o
d-
>
st
cp
si
zc
; 
O
rd
cr
_
 
T
rc
c
_
C
Sc
q(
tr
c
c
,
al
ld
at
a);
 
M
ak
c _
Tr
ec
_
 
4 _
 
Lk
(tr
ec
,a
lld
at
a,
a
lld
at
a
->
în
it_
le
n
); 
ift
tre
e-
>
m
o
d-
>
s _
 o
pt
->
o
pt
_t
op
o)
 
Si
m
u(
trc
c, 1
 00
0)
; 
ci
se
{ 
if{
tre
e->
mo
d-
>
s_
o
pt
->
o
pt
_f
rc
c_
pa
ra
m
) 
R
ou
nd
_
O
pt
im
iz
c
(tr
ce
,
tr
ee
->
da
ta
); 
ci
se
{ 
Lk
(tr
cc
,
tr
cc
->
da
ta
); 
if(
m
yi
d-
0)
 
pr
in
tf(
"\n
. L
og
(l k
): 
•
 
-
>
 %
15
.6
f"
, 
tr
cc
->
to
t_
lo
gl
k);
 
if(
trc
c->
mo
d-
>
bo
ot
st
ra
p)
 
B
oo
ts
tr
ap
(tr
ee
); 
if
(m
yi
d~
O)
( 
U
pd
at
e_
B
rL
en
_
ln
v
a
r(t
rcc
); 
s_
tr
cc
 =
 W
rit
c
_
Tr
cc
(tr
cc
); 
fp
rin
tf{
fp_
ph
ym
l_
trc
c,
"o
/o
s\n
",s
_
tr
ce
); 
Fr
c
c
(s_
tr
cc
); 
U
nc
on
st
ra
in
t 
Lk
(tr
c
c
); 
tim
e(&
t_c
n
d)
; 
ho
ur
= 
di
v(
t_
e
n
d-
t_
bc
g,
36
00
); 
m
in
 =
 di
v(
t_e
nd
-
t_
be
g,
60
 );
 
m
în
.
qu
ot
 -
-
ho
ur
.
qu
ot
•6
0;
 
) 
)w
hi
le
(d
ata
); 
Fr
ec
_
M
o
dc
l(m
od
); 
if(
my
id-
0)
{ 
/*
C
as
 d
'
u
n
 e
n
se
m
bl
e 
de
 d
on
n
ée
s*
/ 
if
(in
pu
t->
n_
da
ta
_
se
ts
-
1) 
c
ise
 
Pr
in
t_
Fp
_O
ut
(fp
_p
hy
m
l_
st
at
s,
 t
_
bc
g,
 
t_
c
n
d,
 
tr
e
c
,
 
in
pu
t,
 
n_
da
ta
_
se
ts
); 
Pr
in
t_
Fp
_
O
ut
_
Li
nc
s(f
p_
ph
ym
l_s
ta
ts
, 
t_
be
g,
 l_
c
nd
,
 
tr
ec
, 
in
pu
t, 
n_
da
ta
_
se
ts
); 
Pr
in
t_
Si
te
_
Lk
(tr
c
c,
fp
_
ph
ym
l_
lk
); 
/*
C
as
 d
'u
n 
en
se
m
bl
e 
de
 d
on
ne
es
 a
v
ec
 p
lu
sie
u
rs
 a
rb
re
s 
(ec
rit
ur
e 
du
 
m
ei
lle
u
r 
ar
br
e 
tr
ou
ve
) *
/ 
if(
(in
pu
t->
n
_
da
ta
_
se
ts
-
1) 
&
&
(in
pu
t-
>
n_
tr
cc
s 
>
 
1) 
&
&
 
(tr
c
c
->
to
t_
lo
gl
k 
>
 b
cs
t_
lo
gl
k))
{ 
be
st
_
lo
gl
k 
-
tr
cc
->
to
t_
lo
gl
k;
 
st
rc
py
(s_
a
n
y,
in
pu
t-
>
se
q f
ile
); 
fp
_b
cs
t_
tr
c
e
-
fo
pc
n(
s_
an
y =
 
st
rc
a
t(s
_a
n
y,
"_
ph
ym
l_
be
st
_t
re
e.
tx
t"
),"
w"
); 
s_
tr
cc
=
 
W
rit
e_
Tr
ee
(tr
ee
); 
fp
rin
tf{
'fp
 _ b
es
t_
 tre
c
,
 "
%
s\
n'
' ,
s _
 
tre
e 
); 
Fr
ee
(s_
tr
e
c
); 
st
rc
py
(s_
a
n
y,
in
pu
t-
>
sc
qf
ilc
); 
fp
_
be
st
_
tr
e
c_
st
at
s
-
fo
pe
n(
s_
a
n
y
=
 
st
rc
a
t(s
_ a
n
y,
 "_
ph
yr
nl
_
 
be
st
_
st
at
.tx
t"
), "
w
");
 
Pr
in
t_
Fp
_
O
u
t(f
p_
bc
st
_
tr
ec
_s
ta
ts
, 
t_
be
g,
 
t_
e
n
d,
 
tr
ec
, 
in
pu
t, 
n
 
da
ta
 s
e
ts
); 
fcl
ose
(fp
_b
est
_tr
~c)
; 
-
fc
lo
se
(fp
_b
cs
t_
tr
c
c_
st
at
s);
 
Fr
ec
_
 
T
rc
e
_
L
k(
tr
ee
); 
Fr
c
c_
 
T
rc
e
(tr
cc
); 
if{
inp
ut-
>
n_
da
ta
_
sc
ts
 >
 1
) b
re
ak
; 
) Fre
e_
C
se
q(
all
da
ta
); 
if(
in
pu
t-
>
fp
_
s
e
q)
 fc
lo
sc
(in
pu
t-
>
fp
_
sc
q 
); 
i f(
in
pu
t-
>
fp
_
in
pu
t_
tr
cc
) f
cl
o
sc
(in
pu
t->
fp
_i
np
ut
_
tr
ec
); 
fc
lo
s c
(fp
_
ph
ym
l_
lk
); 
fc
lo
sc
(fp
_
ph
ym
l_
tr
e
c
); 
fc
lo
se
(fp
_p
hy
m
l_
st
at
s);
 
) Fr
e
e_
Jn
pu
t(i
n
pu
t);
 
Fr
e
c
(s_
an
y)
; 
rc
tu
m
 0
; 
} t•
 
EN
D
 m
ai
nl
da
ta
iT
re
c 
*
/ 
1·~
~-
--
--
--
-~
--
--
--
--
--
--
~-
--
--
--
--
--
--
--
--
--
-~
~~
~
--
--
--
-
•
 
Pa
ra
llc
lis
at
io
n 
e
n
 fo
n
ct
io
n
 d
u 
n
o
m
br
e 
d'
ar
br
es
 
~~
--
--
--
--
--
--
--
--
--
--
--
--
~-
--
--
-~
--
--
--
--
--
·1 
in
t m
ai
nP
Tr
e
e
(){
 
do
ub
le
 
*
ta
b_
bc
st_
lo
gl
k;
 
i n
t 
*
Ti
nd
ic
c;
 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
c
ha
r 
*
bl
a
de
_p
hy
m
l; 
*
bl
a
de
_p
hy
m
l_
st
at
_f
ile
; 
*
bl
ad
e
_
ph
ym
l_
tr
ec
_
fil
e;
 
*
bl
a
de
 _p
hy
m
l_
lk
 _f
ile
; 
•
n
u
m
_
bl
ad
c;
 
*
n
u
m
_
fil
c
; 
t•
 A
llo
c
a
tio
n 
de
 m
em
o
ire
*
/ 
Ti
nd
ic
c 
-
(in
t *
) m
a\
Jo
c((
nu
mp
ro
cs
+
l)*
'si
z
eo
f(i
nt
));
 
ta
b_
bc
si
_l
og
lk
 
=
(d
ou
bl
e*
) m
al
lo
c((
n
u
m
pr
oc
s+
l)*
si
z
c
o
f(d
ou
ble
));
 
bl
ad
c_
ph
ym
l 
-
(c
ha
r 
*
)m
Ca
llo
c(
IO
O,
si
zc
of
(c
ha
r))
; 
n
u
m
 
bl
ad
e 
=
(c
ha
r 
*
)m
Ca
llo
c
(5
,si
ze
of
(c
ha
r))
; 
n
u
m
)i
le
 
.
,
 (c
ha
r *
)m
Ca
llo
c(5
,s
iz
eo
f(c
ha
r))
; 
/*
 F
e
rm
e
tu
re
 d
es
 ta
m
po
n
s 
o
u
v
e
rt
s 
pr
ec
ed
em
m
en
t*
/ 
if(
my
id-
0
){
 
fc
lo
sc
(fp
_p
hy
m
l_
lk
); 
fc
lo
sc
(fp
_p
hy
rn
l_
 
tr
ec
); 
fc
lo
se
(fp
_
ph
yr
nl
_
st
at
s);
 
sp
rim
f(n
um
_
bl
ad
e,
 "
%
d"
,
 
m
yi
d);
 
st
rc
py
(b
lad
e_
ph
ym
l,i
n
pu
t-
>
se
qf
ile
); 
st
rc
at
(b
la
dc
_p
hy
m
l,"
_
ph
ym
l_
"
); 
t•
 T
ra
ite
m
e
n
t d
e 
to
us
 le
s 
en
se
m
bl
es
 d
e 
do
n
n
e
e
s 
•
t 
do
{ 
n
 
da
ta
 
se
ts
+
+
; 
tÎ~l
e(&
Î_b
eg)
; 
n
 
or
u 
=
 
o·
 
it{n
_da
ta~
scts
 > i
np
ut
->
n
_
da
ta
_
sc
ts
) 
da
ta
=
N
V
LL
; 
c
ise
 
if{ 
da
ta
)( 
da
ta
-
G
et
_S
eq
(in
pu
t,O
); 
if(
n_
da
ta
_
sc
ts
>
 1
) 
pr
in
tf(
"\n
. D
at
a 
se
t [
#o
/od
}\n
",n
_
da
ta
_s
et
s);
 
a
lld
at
a 
=
C
om
pa
ct
_
Sc
q(
da
ta,
in
pu
t);
 
Fr
c
c
_
Se
q(
da
ta,
a
lld
at
a-
>
n
_
o
tu
); 
ln
it_
M
o
de
l(a
l\d
ata
,m
od
); 
C
he
c
k_
A
m
bi
gu
iti
es
(al
lda
ta
,
in
pu
t-
>
m
o
d-
>
da
ta
ty
pc
,
in
pu
t-
>
m
o
d-
>
st
ep
si
z
e
); 
t•
 
N
om
br
e 
d'
ar
br
es
*/
 
Fo
r(n
um
_
tr
ee
,in
pu
t-
>
n
_
tr
ec
s)
{ 
if{
n
u
m
_
tr
cc
%
nu
m
pr
o
cs
"
"
"
"
'm
yi
d){
 
/*
O
uv
e
rt
u
re
 d
e
s 
fic
hi
e
rs
 d
'e
c
rit
ur
e 
•
t 
bl
a
de
_p
hy
rn
l_
st
at
_
fil
e 
=
 
(ch
ar 
*
)m
C
al
lo
c
(T
 _M
A
X
_
FI
LE
,
si
ze
o
f(c
ha
r))
; 
bl
a
de
_p
hy
m
l_
trc
e_
fil
c 
=
 
(ch
ar 
*
')m
C
al
\o
c
(T
 
_
M
A
X
_
FI
LE
,s
iz
eo
f(c
ha
r))
; 
bl
ad
c
_
ph
)'T
lll_
lk
_f
ile
 
=
 
(ch
ar 
*
)m
Ca
llo
c(T
 
_
M
A
X
_F
IL
E,
siz
e
o
f(c
ha
r))
; 
sp
rin
tf(
nu
m_
fil
c,
 
"
o/o
d"
, n
u
m
_
tr
cc
/n
u
m
pr
oc
s);
 
st
rc
py
(b
la
dc
_p
hy
m
l_
st
at
_
fil
c
,
 
bl
ad
e_
ph
ym
l);
 
st
rc
at
(b
la
de
_p
hy
m
l_
st
at
_
fil
c
,
"
st
at
");
 
st
rc
a
t(b
la
dc
_p
hy
m
l_
st
at
_
fil
e,
 n
u
m
_
bl
ad
e);
 
s t
rc
a
t(b
la
de
 _p
hy
m
 l_
st
at
_ f
ile
,"
_
"
); 
st
rc
at
(b
la
de
_p
hy
m
l_
st
at
_
fil
e,
 
n
u
m
_
fil
e);
 
st
rc
at
(b
la
dc
_p
hy
m
l _
s
ta
t_
fil
c,
".t
xt
")
; 
st
rc
py
(b
la
dc
_p
hy
m
l_
tr
cc
_
fil
c,
 b
la
dc
_
ph
ym
l);
 
st
rc
at
(b
lad
c _
ph
ym
l_
 tr
ce
 _ f
ilc
,"
tr
cc
");
 
st
rc
at
(b
lad
c_
ph
ym
l_
 
rr
cc
_
fil
c,
 n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
lad
c _
ph
ym
l_
 tr
e
c
_
 fil
e,
"
_
"
); 
st
rc
at
(b
lad
c_
ph
ym
l_
tr
cc
_
fi
lc
,
 
n
u
m
_
fil
c);
 
st
rc
at
(b
lad
c _
ph
ym
l_
 tr
e
c
_
 fil
e
,
"
.
 tx
t"
); 
st
rc
py
(b
la
de
_p
h y
m
l_
lk
_f
ilc
,
 
bl
a
dc
_p
hy
m
l); 
st
rc
at
(b
la
dc
 _p
hy
m
l_
 
Lk 
_
fil
e,
 "
lk
")
; 
st
rc
at
(b
la
dc
_p
h y
m
l_
lk
_
fil
c,
 n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
la
de
_p
hy
m
l_
lk
_
fil
c,
"
_
"
); 
st
rc
at
(b
la
dc
_p
hy
m
l_
lk
_
fil
c
,
n
u
m
_
fil
c);
 
st
rc
at
(b
la
de
_p
hy
m
l_
lk
_
fil
c,
".
tx
t"
); 
fp
_p
hy
m
l_
s
ta
ts
-
O
pc
nf
ilc
{b
lad
c_
ph
)m
l_s
ta
t_
fil
e,
 
in
pu
t-
>
ph
ym
l_
s
ta
t_
fil
e_
o
pc
n_
m
o
de
); 
fp
_p
hy
m
l_
tr
e
c
"
"
' 
O
pc
nf
ilc
(b
lad
c_
ph
ym
l_
tr
ee
_f
ilc
,
 
in
pu
t-
>
ph
ym
l_
tr
cc
_
fil
c
_
o
pc
n_
m
o
de
); 
fp
_p
hy
m
l_
lk
-
fo
pe
n(
bla
dc
_
ph
ym
l_
lk
_
fil
c,
"w
");
 
Fr
c
e
 (b
la
de
_p
hy
m
l_
s"
u_
fil
c
); 
Fr
ec
 (b
la
de
_p
hy
m
l_
tr
cc
_
fil
c);
 
Fr
cc
 (b
lad
c_
ph
ym
l_
Lk
_f
ilc
); 
t•
 In
fe
re
nc
e 
de
 l'
a
rb
re
 *
/ 
if{!
in
pu
t-
>
in
pu
tt
rc
e
) {
 
} 
m
a
t=
 
M
L_
D
is
t(a
lld
a!
a,
m
o
d,
 1)
; 
m
a
t-
>
tr
ee
-
M
ak
e_
 
T
rc
c
(a
lld
a
ta
); 
B
io
nj(
ma
t);
 
tr
ec
-
m
at
-
>
tr
cc
; 
Fr
cc
_
M
at
(m
at)
; 
t•
 
Le
ct
ur
e 
de
 l'
ar
br
e 
•
t 
c
is
e 
{ 
if
(m
yi
d~
O)
( 
if{
inp
ut-
>
n
_
tr
ec
s
>
 1
) 
} 
c~
c 
pr
in
tf{
''\n
.
 
R
ea
di
n
g 
u
se
r 
tr
ec
 f#
o/o
d]\
11
", 
tr
ec
_
lin
c_
n
u
m
bc
r+
 1)
; 
pr
in
tf{
"\n
.
 
R
ea
di
ng
 u
se
r 
tr
cc
 ...
 \n
");
 
if{
in
pu
t-
>
n_
lrc
cs
-
1) 
{ 
rc
w
in
d(
in
pu
t-
>
fp
_i
n
pu
t_
tr
cc
); 
tr
c
c
_
lin
c
_
n
u
m
bc
r =
 
0;
 
tre
c
=
 
R
ca
d_
 Tr
cc
_
Fi
lc
(in
pu
t-
>
fp
_
in
pu
t_
tr
e
e
); 
tr
ec
 
lin
c 
n
u
m
bc
r+
+
; 
if(
!tr
ec
 &
& 
m
yi
d-
0) 
{ 
pr
in
tf{
''\n
. M
iss
in
g 
tr
ec
 fo
r d
at
a 
se
t #
o/o
d\n
", 
n
 
da
ta
 s
et
s);
 
pr
in
t f{
" 
Th
i~d
ata
 Se
t i
s n
o
t a
n
al
yz
ed
.
\n
");
 
da
ta
=N
U
L
L;
 
if(
!tr
cc
)( 
if{ 
!tr
cc
->
ha
s _
 br
an
ch
 _l
c
n
gt
hs
) {
 
if
(m
yi
d-
0)
 
pr
in
tf{
''\n
.
 
C
om
pu
tin
g 
br
an
c
h 
lc
ng
th
 
e
st
im
at
es
 ...
 \n
");
 
O
rd
er
 _
T
re
c_
 
C
Se
q(
tr
ec
,a
lld
at
a)
; 
m
a
t=
 
M
L_
 Oi
st
(a
lld
at
a
,m
o
d,
l );
 
m
a
t-
>
tr
c
c
-
tr
e
c
; 
m
a
t->
m
ct
h o
d 
=
 
0;
 
B
io
nj_
B
r_
Lc
ng
th
(m
a
t); 
Fr
cc
_
M
a
t(m
at
); 
fc
lo
sc
(fp
_p
hy
m
l_
lk
); 
fc
lo
sc
(fp
_p
hy
m
l_
tre
c);
 
fc
lo
sc
(fp
_p
hy
m
l_
st
at
s);
 
co
n
tin
ue
; 
tr
cc
->
m
o
d 
=
m
ad
; 
tr
cc
->
in
pu
t 
=
 
in
pu
t; 
tr
ce
->
da
ta
 
=
 a
lld
at
a;
 
tr
ce
->
bo
th
_
s
id
c
s
-
1;
 
tr
e
e
->
n
 _
pa
tte
rn
 
=
 tr
c
c
->
da
ta
-
>
c
ru
n
c
h _
lc
n
/tr
e
e
->
m
o
d-
>
st
c
ps
iz
c;
 
O
rd
cr
 
_
T
re
c
_
 C
Sc
q(
tre
c,
a
lld
at
a)
; 
M
a
kc
 _
Tr
e
c
_
 4 _
 
Lk
(tr
cc
,a
lld
at
a,
a
lld
at
a-
>
in
it_
le
n)
; 
if{
trc
c->
m
o
d-
>
s_
o
pt
-
>
o
pt
_
to
po
) 
Si
m
u
(tr
cc
,
 1 0
00
); 
c
ise
{ 
if{
trc
c
->
m
o
d-
>
s_
o
pt
-
>
o
pt
_
fr
ec
_p
ar
am
) 
Ro
un
d_
O
pt
im
iz
c
(tr
cc
,t
rc
e-
>
da
ta
); 
ci
se
{ 
Lk
(tr
ec
,tr
c
c
-
>
da
ta
); 
if{
trc
c->
m
o
d-
>
bo
ot
st
ra
p)
 
B
oo
ts
tr
ap
(tr
ee
); 
U
pd
at
c_
B
rL
en
_l
nv
ar
(tr
ce
); 
s_
tr
e
c
 =
 
W
rit
c
_
Tr
cc
(tr
ce
); 
fp
rin
tf{
fp_
ph
ym
l_t
rc
c
,
"
%
s\n
"
,
s_
tr
cc
); 
Fr
cc
(s_
tr
cc
); 
U
nc
on
s
tr
a
in
t_
L
k(
tr
cc
); 
/*
Ca
s 
d'
u
n
 e
n
se
m
bl
e 
de
 d
o
n
n
e
e
s 
•
t 
if
 (in
pu
t-
>
n
 _
da
ta
 _
sc
ts
=
-
1) 
c
ise
 
Pr
in
t_
Fp
_
O
ut
(fp
_p
hy
m
l_
st
at
s,
 t_
be
g,
 t_
c
n
d,
 tr
ec
, 
in
pu
t, 
n
_
da
ta
_
sc
ts
); 
Pr
in
t_
Fp
_
O
ut
_
Li
nc
s(f
p_
ph
ym
l_
st
at
s,
 t
_
be
g.
 t_
e
n
d,
 
tr
ec
,
 
in
pu
t,
 
n_
da
ta
_s
ct
s);
 
Pr
in
t_
 
Si
te
_ L
k(
tte
c, f
p _
ph
ym
l_
 lk
); 
/*
C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 a
v
e
c
 p
lu
si
eu
rs
 a
rb
re
s 
(e
cr
itu
re
 d
u 
m
e
ill
eu
r 
ar
br
e 
tr
ou
ve
)*
/ 
if{
(in
pu
t-
>n
_
da
ta
_
sc
ts
 =
 
1) 
&
&
(in
pu
t->
n
_
tr
ec
s 
>
 
1) 
&
&
 
} 
(tr
c
c
->
to
t_
lo
gl
k 
>
 b
cs
t_
lo
gl
k)
) {
 
in
di
ce
=
=
 
n
u
m
_
tr
e
c
; 
be
st_
lo
gl
k 
=
 tr
ec
->
to
t_
lo
gl
k;
 
st
rc
py
(s _
 
a
n
y,
in
pu
t-
>
sc
qf
ile
 ); 
fp
_
bc
st
_t
rc
e 
=
 
fo
pe
n(
s_
an
y=
 
st
rc
at
(s_
a
n
y,
"
_
ph
ym
l_
bc
st
_
tr
ce
.tx
t"
),"
w
"
); 
s_
tr
ce
 =
 
W
rit
c_
T
rc
e{
tr
ce
); 
tp
rin
tf{
fp _
 
bc
st_
 
tr
ee
, "
%
s\n
" ,s
 _
tr
ec
); 
Fr
ec
{s_
tr
ce
); 
st
rc
py
(s_
an
y,
in
pu
t-
>
sc
qf
ile
); 
fp
_b
cs
t_
trc
e_
st
at
s 
=
 
fo
pc
n(s
_
an
y 
=
 
st
rc
at
(s_
an
y,
"
_
ph
ym
l_
bc
st
_
st
at
.
tx
t"
),"
w
");
 
Pr
in
t_
Fp
_
O
ut
(fp
_
bc
st
_t
re
c_
st
at
s, 
t_
bc
g,
 
t_
cn
d,
 t
re
c,
 
in
pu
t, 
n
_
da
ta
_
sc
ts
); 
fc
lo
se
(fp
_
be
st
_
tr
e
e
); 
fc
lo
sc
(fp
 _ b
cs
t_
 tre
c
_
 st
at
s);
 
fc
lo
sc
(fp
__
ph
ym
l_l
k)
; 
fc
lo
sc
(fp
_p
hy
m
l_
tr
ce
); 
fc
lo
sc
(fp
__
ph
ym
l_
st
at
s);
 
Fr
cc
_
 
T
rc
c
_
Lk
(tr
cc
); 
Fr
ec
_
 
T
re
c(
 tre
c
); 
ift
in
pu
t-
>
n
_
da
ta
_
sc
ts
 >
 1
) 
} Fr
e
e
_
C
sc
q(
all
da
ta)
; 
br
e
a
k;
 
} 
}w
hi
lc
(d
ata
); 
//
En
vo
ie
 d
u 
m
e
ill
eu
r 
lk
 a
u
 p
re
m
ie
r 
bl
ad
c 
if(
my
id>
O)
{ 
} cis
e{
 
M
PI
_
Sc
nd
( &
be
st_
lo
gl
k,
 
1, 
M
P1
_D
O
U
BL
E,
O,
 
0,
 
M
PI
_
CO
M
M
_
W
O
RL
D
 );
 
M
P1
_
Sc
nd
( &
in
di
ce
,
 
1,
 
M
P1
_
!N
T,
O, 
0, 
M
P1
_
C
O
M
M
_W
O
RL
D
 ); 
fo
r(i
=
l ;
i<
n
u
m
pr
oc
s;
 i+
+
){ 
M
P1
_
Rc
c
v( 
&
ta
b_
bc
st_
1o
gl
k[
i],
 
1, 
M
PI
_D
O
U
BL
E,
 i,
 0
, M
PI
_
CO
M
M
_
 
W
O
RL
D
, 
&
st
at
us
 );
 
M
PI
_
R
ec
v(
 &
Ti
nd
ic
c[
i],
 
1, 
M
PI
_
IN
T,
 
i, 
0,
 M
PI
_
C
O
M
M
_
W
O
R
LD
, &
st
at
us
 ); 
fo
r(i
=
l;i
<n
w
np
ro
cs
; 
i+
+
){ 
if( 
be
st
_
lo
gl
k 
>
=
 t
ab
_
be
st
_
lo
gl
k[
iJ)
{ 
if(
bc
st
_
1o
gl
k 
>
 t
ab
 _b
cs
t_
lo
gl
k[
i]) 
( 
in
di
ce
=
Ti
nd
ic
c[
i];
bc
st_
lo
gl
k"
" 
ta
b_
bc
st
_
lo
gl
k[
i];
 
} cis
e
{ 
if(
ind
ic
c
>
Ti
nd
ic
e[
i])
 
in
di
c
e
=
Ti
nd
ic
c[
il;
 
Fr
e
c
_
M
od
cl
(m
od
); 
if(
inp
ut-
>
fp
_
s
c
q)
 
fc
lo
se
(in
pu
t-
>
fp
_
sc
q 
); 
if{
inp
ut-
>
fp
_
in
pu
t_
tr
ce
) 
fc
lo
sc
(in
pu
t-
>
fp
 _i
np
ut
_ t
re
c)
; 
Fr
ce
 l
np
ut
(in
pu
t);
 
Frc
c(
s~
an
y)
; 
re
tu
m
O
; 
} t•
 E
ND
 m
a
in
PT
rc
e
 •
t 
!'
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
 
*
 P
a
ra
llc
lis
at
io
n 
e
n
 fo
n
ct
io
n 
du
 n
o
m
br
e 
d'
en
se
m
bl
es
 d
e 
do
n
n
ée
s 
in
t 
m
a
in
Pd
at
a(
) {
 
c
ha
r 
*
bl
ad
c_
ph
ym
l; 
c
ha
r 
*
bl
ad
c_
ph
ym
l_
st
at
_
fil
c;
 
c
ha
r 
*
bl
ad
e_
ph
ym
l_
tr
ce
_f
ilc
; 
c
ha
r 
*
bl
ad
e_
ph
ym
l_
lk
_
fil
c;
 
c
ha
r 
*
n
u
m
 
bl
ad
e;
 
Il 
N
um
er
o
 d
u 
bl
ad
e 
e
n
 c
ha
in
e 
de
 c
a
ra
c
tc
rc
 
.
,
 
c
ha
r 
*
n
u
m
=
to
ur
; 
Il 
N
um
er
o
 d
e 
to
ur
 d
e 
la 
bo
uc
le
 su
r 
u
n
 b
la
de
 e
n
 c
ha
in
e 
de
 c
a
ra
c
te
re
 
/ *
A
llo
ca
tio
n
 d
e 
m
e
m
o
ire
*
/ 
bl
a
de
_p
hy
m
l 
=
(c
ha
r 
*
)m
Ca
llo
c
(I
O
O
,si
zc
of
{c
ha
r))
; 
n
u
m
_
bl
a
de
 
=
(c
ha
r 
*
)m
Ca
llo
c(
5,s
iz
co
f(c
ha
r))
; 
n
u
m
_
to
ur
 
=
(c
ha
r *
)m
Ca
llo
c(
5,s
iz
e
o
f(c
ha
r))
; 
/ *
Fe
rm
et
ur
e 
de
s 
ta
m
po
n
s 
o
u
v
e
rt
s 
pr
ec
ed
em
m
en
t d
a
n
s 
le 
m
a
in
•/
 
if
(m
yi
d~
O)
{ 
fc
lo
sc
(!p
__
ph
ym
l_l
k)
; 
fc
lo
sc
(fp
 _p
hy
m
l_
 
tr
ec
); 
fc
lo
sc
(fp
 _p
hy
m
 1_
 s
ta
ts
 ); 
sp
rin
tf{
nu
m_
bla
dc
, "
o/o
d"
, m
yi
d)
; 
st
rc
py
(b
la
de
_p
hy
m
l,i
np
ut
-
>
sc
qf
ile
); 
st
rc
at
(b
 \ad
e _
ph
ym
 1, "
_
ph
ym
l_
"
); 
Fo
r(n
 _ d
at
a_
 sc
ts
,in
pu
t-
>
n
_
 
da
ta
_
 
se
ts
) {
 
sp
rin
tf
(n
um
_
to
u
r,
 "
%
d"
,
 
n
_
da
ta
_s
ct
sl
n
u
m
pr
oc
s);
 
da
ta
"
"
 
G
et
_
Sc
q(
in
pu
t,
O)
; 
n
_
o
tu
 =
 
0;
 
if(
n_
da
ta
_
s
c
ts
%
nu
m
pr
oc
s=
m
yi
d 
&
&
 d
at
a)
[ 
/*
 C
re
a
tio
n
 d
es
 fi
c
hi
e
rs
 d
'e
cr
itu
re
 *
/ 
bl
ad
e_
ph
ym
l 
st
at
 f
ile
 
=
(c
ha
r 
*
)m
Ca
llo
c(
T 
M
A
X
 H
L
E
,s
iz
eo
f{c
ha
r))
; 
bl
ad
e_
ph
ym
C
tr
ee
-:=
_fi
le
 
=
(c
ha
r 
*
)m
Ca
l\o
c
(T
-
=
.M
A
X-
=
_
FI
L
E,
Si
ze
of
{c
ha
r))
; 
b\
ad
e_
ph
ym
l_
lk
_f
ilc
 
=
(c
ha
r *
)m
Ca
llo
c(
T _
M
A
X
_H
L
E,
si
ze
of
(c
ha
r))
; 
st
rc
py
(b
la
dc
_
ph
ym
l_
st
a
t_
fil
c,
 b
la
de
_p
hy
m
l); 
st
rc
at
(b
lad
c_
ph
ym
l_
st
at
_
fil
c,
"
st
at
")
; 
st
rc
a
t(b
lad
c_
ph
ym
l_
st
a
t_
fil
e
, 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(bl
ad
e_
_p
hy
m
l _
st
a
t_
fil
e,
"_
"
); 
st
rc
at
(b
lad
e _
ph
ym
l_
 st
a
t_
 fil
c,
n
u
m
 _
to
u
r);
 
st
rc
a
t(b
la
de
_
ph
ym
l_
st
a
t_
fil
e,
".
tx
t''
); 
st
rc
py
(b
l a
dc
_p
hy
m
l_
 tr
cc
_f
ilc
, b
la
de
_p
hy
m
l);
 
st
rc
at
(b
la
dc
 _
ph
yr
n
 1_
 
tr
e
c
_
 fil
e, 
"
tr
ec
");
 
st
rc
at
(b
lad
c_
ph
ym
l_ 
tr
cc
_
fil
c,
 
n
u
m
_
bl
ad
c)
; 
st
rc
at
(b
la
dc
 _
ph
ym
l_
 tr
ec
_
 
fil
e,"
_
"
); 
st
rc
at
(b
la
dc
 
_
ph
ym
 1_
 tr
ec
_
 
fil
e,
nu
m
 _
to
u
r);
 
st
rc
a
t(b
la
dc
_
ph
ym
l_
tr
cc
_
fil
c,
".
tx
t"
); 
st
rc
py
(b
lad
c_
ph
ym
l_
lk
_
fi
lc
,
 
bl
a
de
_p
hy
m
l);
 
st
rc
a
t(b
la
de
_p
hy
m
l_
lk
_
fil
c
,"
lk
");
 
slr
ca
t(b
lad
e_p
hy
ml
_
lk_
fil
e, 
nu
m
_
bla
de
); 
st
rc
a
t(b
la
dc
 
_
ph
ym
l_
lk
 _f
ile
,"
_
");
 
st
rc
at
(b
la
dc
_p
hy
m
l_
lk
_f
ilc
,n
u
m
_
to
u
r);
 
st
rc
at
(b
la
dc
 
_
ph
ym
l_
lk 
_
fil
e
,"
 .
tx
t"
); 
fp
_
ph
ym
l_
st
at
s 
=
 
O
pe
nf
ile
(b
lad
e_
ph
ym
l_
st
at
_
fil
e
,in
pu
t-
>
ph
ym
l_
st
at
_
fil
c_
op
en
_m
od
e);
 
fp
 _p
h)
m 
1_
 tr
e
c
 =
 O
pc
nf
ile
(b
lad
c _
ph
ym
l_
 
tr
ec
_
 
fil
c,
in
pu
t-
>
ph
ym
l_
 
tr
ec
_
 
fil
e
_
 o
pe
n
_
 
m
o
de
); 
fp
_p
hy
m
l_
lk 
=
 fo
pc
n(
bla
dc
_p
hy
ml
_
lk
_
fil
c,
"
w
");
 
Fr
c
e
 (b
lad
e_
ph
ym
l_
st
at
_
ftl
e);
 
Fr
c
e
 (b
lad
e_
ph
ym
l_
tr
c
e
_
fil
e)
; 
Fr
e
c
 (b
la
de
_
ph
ym
l_
lk
_
fil
c)
; 
al
ld
at
a 
=
 C
om
pa
ct
_
Se
q(
da
ta
,in
pu
t);
 
Fr
e
c
 _
 Se
q(
 da
ta
,a
lld
a
ta
->
n
 _
a 
tu
); 
In
it_
M
od
cl
(al
lda
ta,
mo
d)
; 
C
he
ck
_
A
m
bi
gu
iti
cs
(al
lda
ta,
inp
ut -
>
m
o
d-
>
da
ta
ty
pc
,in
pu
t-
>
m
o
d-
>
st
cp
si
zc
); 
1•
 
N
om
br
e 
d'
ar
br
es
 *
/ 
Fo
r(n
um
_
tr
cc
,in
pu
t-
>
n
_
tr
cc
s){
 
t•
 
ln
fe
rc
n
c
c
 d
e 
l'a
rb
re
 *
/ 
if{
!in
pu
t->
in
pu
ttr
c
e
) {
 
} 
m
a
t=
 
M
L_
D
is
t(a
lld
at
a,
m
o
d,
l);
 
m
at
-
>
tr
ee
 =
 
M
a
kc
_
T
re
c
(a
lld
at
a
); 
B
io
nj(
ma
t);
 
tr
ec
 =
 
m
a
t-
>
tr
cc
; 
Fr
ce
_
M
at
(m
at)
; 
t•
 L
ec
tu
re
 d
e 
l'a
rb
re
 •
t 
c
ise
 {
 
if{
inp
ut
-
>
n
_
tr
c
c
s 
>
 1
) 
pr
in
tf{
"\n
.
 
R
ea
di
ng
 u
se
r 
tr
ec
 [#
o/o
dl
\n
",
tr
cc
_l
in
c_
n
u
m
bc
r+
l);
 
ci
se
 
pr
in
tf{
"\n
.
 
R
ea
di
ng
 u
se
r 
tr
cc
 ...
 \n
");
 
i f{
in
pu
t-
>
n
_t
rc
cs
-
=
 1
) {
 
rc
w
in
d(
inp
ut
-
>
fp
_i
np
ut
_
tr
ec
); 
tr
ec
_l
in
c_
n
u
m
bc
r
-
0;
 
tr
ec
"
"
 
R
ca
d_
T
rc
e_
Fi
le
(in
pu
t->
fp
_
in
pu
t_
tr
ce
); 
tr
ec
 
lin
e 
n
u
m
bc
r+
+
; 
if(
!
;c
c
) {
 pr
in
tf{
"\n
.
 
M
is
si
ng
 tr
e
c
 fo
r d
at
a 
se
t 
#o
/od
\n
"
.
n
_
da
ta
_s
et
s);
 
pr
in
 tf{
" 
Th
is
 d
at
a 
se
t 
is 
n
o
t a
n
al
yz
ed
.
\n
");
 
da
ta
-
N
U
LL
; 
if{
!tr
ee
-
>
ha
s _
 
br
a
n
c
h _
lc
n
gt
hs
) {
 
pr
in
tf(
"\n
.
 
C
om
pu
tin
g 
br
an
ch
 lc
n
gt
h 
c
st
im
a
tc
s 
.
.
 \n
"
); 
O
rd
cr
_
 
T
re
c
_
C
Se
q(
trc
e,a
lld
at
a);
 
m
at
=
 
M
L_
D
is
t(a
lld
ata
,
m
o
d,
l);
 
m
at
->
tr
cc
 =
 
tr
e
c
; 
m
at
->
m
e
th
od
 • 
0;
 
B
io
n
j_ B
r_
Lc
ng
th
(m
at)
; 
Fr
c
c
_
M
at
(m
at)
; 
Fr
c
c
_
M
od
el
(m
od
); 
} 
ift
!tr
ec
) 
c
o
n
tin
ue
; 
tr
c c
->
m
o
d 
=
m
o
d;
 
tr
c
e
->
in
pu
t 
-
in
pu
t; 
tr
c
c
->
da
ta
 
=
 a
lld
at
a;
 
tr
cc
->
bo
th
 s
id
es
 =
 1
 ; 
tr
ce
->
n
_
pa
tte
m
 =
 
tr
cc
->
da
ta
-
>
cr
u
n
c
h_
lc
nl
tr
cc
->
m
o
d-
>
st
cp
si
ze
; 
O
rd
er
 
_
Tr
ec
_
 C
Sc
q(
tre
e
,a
lld
a
ta
); 
M
ak
c 
_
T
re
c
_
 4 _
 
Lk
(tr
c
c
,a
lld
a
ta
,a
lld
at
a-
>
in
it_
le
n
); 
if{
tre
c->
m
o
d-
>
s_
o
pt
->
o
pt
_
to
po
) 
Si
m
u(
tre
e,l
 00
0)
; 
c
is
e{
 
i f{
tr
cc
->
m
o
d-
>
s_
o
pt
-
>
o
pt
_
frc
c
_
pa
ra
m
) 
R
ou
nd
_ O
pt
im
iz
c(
tre
c,t
re
c
->
da
ta
); 
ci
se
{ 
Lk
(tr
cc
,
tr
ec
->
da
ta
); 
pr
in
tf{
'\n
.
 
Lo
g(
lk)
 : 
if{
tr c
c
->
m
o
d-
>
bo
ot
st
ra
p)
 
B
oo
ts
tr
ap
(tr
cc
); 
U
pd
a
te
_
B
rL
en
_
ln
va
r(t
rcc
); 
s_
tr
c
c
 =
 
W
rit
c_
T
rc
e
(tr
e
e
); 
fp
rin
tf(
fp
_p
hy
m
l_
trc
e,
"
%
s\
n"
,s_
tr
c
c
); 
Fr
c
c
(s 
tr
ec
); 
Un
co
n
St
ra
in
t_
 
Lk
(tr
c
c
); 
tim
e(&
t _c
n
d)
; 
ho
u
r
=
 
di
v(
t_ 
en
d~
t_
bc
g,
36
00
);
 
m
in
 ~
 di
v{
t_
c
n
d-
t_
bc
g,
60
 )
; 
m
in
.
qu
o
t -
=
 
ho
u
r.
qu
ot
*'
60
; 
t•
 C
as
 d
'u
n 
e
n
se
m
bl
e 
de
 d
on
ne
es
 •
t 
if
(in
pu
t->
n
_
da
ta
_
s
e
ts
=
l) 
*
 -
>
 %
15
.6
f"
,tr
ee
->
to
t_
lo
gl
k)
; 
Pr
in
t_
Fp
_
O
ut
(fp
_p
hy
m
l_
st
at
s,
 
t_
bc
g,
 t_
e
n
d,
 tr
ec
,
 
in
pu
t, 
n
_
da
ta
_
sc
ts
); 
ci
se
 
Pr
in
t_
Fp
_
O
u
t_
'L
in
cs
(fp
_p
hy
ml
_
s
ta
ts
, 
t_
be
g,
 t_
en
d,
 tr
ec
, 
in
pu
t, 
n
_
da
ta
_
sc
ts
); 
Pr
in
t_
Si
tc
_L
k(
trc
c,
fi>
_p
hy
m
l_
lk
); 
Fr
e
e
_
 Tr
cc
_L
k(
trc
c)
; 
Fr
e
c
_
Tr
cc
(tr
ec
); 
if{
inp
ut -
>
n
 _
da
ta
_
 
se
ts
 >
 1
) b
re
ak
; 
Fr
cc
_
C
sc
q(
all
da
ta
); 
fc
lo
sc
(fi
>_
ph
ym
l_
lk
); 
fc
lo
sc
(fp
_p
hy
m
l_
t.r
e
c
); 
fc
lo
se
(fp
_p
hy
m
l_
s
ta
ts
); 
i f{
in
pu
t-
>
fp
_
se
q
) f
cl
o
sc
(in
pu
t->
fp
_
se
q 
); 
if(
inp
ut
-
>
fp
 _
in
pu
t_
 
tr
ec
) f
e !
o
se
( in
pu
t-
>
fp
 _i
np
u
t_
 
tr
ec
); 
Fr
cc
 _
In
pu
t( i
n
pu
t);
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