Abstract. An adaptive bit-reduced mean absolute difference (ABRMAD) is presented as a criterion for the block-matching algorithm (BMA) to reduce the complexity of the very large scale integration (VLSI) implementation and to improve the processing time. The ABRMAD uses the lower pixel resolution of the significant bits instead of full-resolution pixel values to estimate the motion vector (MV) by examining the pixels in a block. Simulation results show that the 4-bit ABRMAD has competitive mean square error (MSE) results and a half less hardware complexity than the mean absolute difference (MAD) criterion. It has also better characteristics in terms of both MSE performance and hardware complexity than the MiniMax criterion and has better MSE performance than difference pixel counting (DPC), binary block matching with edge map (BBME), and bit-plane matching (BPM) with the same number of bits.
Introduction
Motion estimation ͑ME͒ techniques have an important role in video coding due to their capability to reduce the temporal redundancies residing between successive frames. Most of the ME techniques developed so far are blockmatching algorithms ͑BMAs͒ that estimate a motion vector ͑MV͒ on a block-by-block basis. In BMAs, the current frame is partitioned into nonoverlapping equal-sized rectangular blocks and all pixels in one block are assumed to have the same motion displacement. The MV for each block is estimated by searching for its highest correlation with an associated block within the search area in the reference frame. A general search algorithm is the full-search BMA ͑FSBMA͒, which obtains the optimal result by searching exhaustively for the best matching block within a search window. Many video coding standards such as H.261 ͑Ref. 1͒, H.263 ͑Ref. 2͒, and Motion Picture Experts Group ͑MPEG͒-1,2 ͑Ref. 3͒ have adopted the ME technique.
The enormous amount of computational demand for the ME, especially FSBMA, prevents the software implementation from running in a timely fashion in real-time video coding systems. Therefore, the very large scale integration ͑VLSI͒ implementation of the ME is indispensable for such systems. Owing to the regularity and simplicity of matching operations, the FSBMA is suitable for VLSI implementation, [4] [5] [6] and thus it is the most widely used for the ME.
Three factors determine the performance of a BMA: ͑1͒ search method, ͑2͒ search range, and ͑3͒ block-matching criteria. Many search methods have been investigated in the literature. [7] [8] [9] [10] Among them, the full-search method provides an optimal solution and has low control overhead. The block-matching criterion adopted in a search method affects the accuracy of the estimation. Since the matching is a main operation of the VLSI architecture for the BMA, a hardware-efficient matching criterion is essential. Thus several block-matching criteria to reduce hardware requirements have been investigated. [11] [12] [13] [14] [15] In this paper, we focus on the block-matching criterion to propose a new scheme to reduce the hardware requirement and speed up the VLSI implementation with acceptable video performance.
As the estimation in the BMA was accomplished with block-by-block comparison, which is performed pixel by pixel, the basic operation of the BMA is a pixel comparison. Since the pixel comparison is a bitwise operation, if the number of bits is reduced, the corresponding hardware requirement can be reduced. Taking this point into consideration, we propose a more hardware-efficient blockmatching criterion, called adaptive bit-reduced mean absolute difference ͑ABRMAD͒.
The rest of the paper is organized as follows. In Sec. 2, various well-known block-matching ME criteria and some lower bit resolution criteria are briefly discussed before presenting the ABRMAD criterion. In Sec. 3, we present a new criterion ABRMAD for the BMA and its features. In Sec. 4, the performance of the ABRMAD is evaluated and compared with other methods such as mean absolute difference ͑MAD͒, MiniMax, difference pixel counting ͑DPC͒, binary block-matching with edge map ͑BBME͒, and bit-plane matching ͑BPM͒. Finally, the hardware characteristics synthesized using VLSI design tools are presented in Sec. 5.
Criteria for Block-Matching ME
Many BMA criteria have been presented to find the best matching block among the candidate blocks in the search area. The normalized cross-correlation function 7 ͑NCCF͒, mean-square difference 8 ͑MSD͒, and MAD ͑Ref. 9͒ are well-known criteria. Because the NCCF and MSD require the multiplication, both are too complex and their hardware realization seems far from being feasible. Thus the MAD criterion is widely used for ME and it has been implemented with VLSI. But the hardware implementation of the MAD with full resolution of pixels is still computationally expensive. Therefore, new matching criteria, such as DPC ͑Ref. 12͒, BBME ͑Ref. 13͒, and BPM ͑Ref. 14͒, have been presented with lower pixel resolution to reduce the hardware complexity of the MAD. In this section, we briefly describe the MAD and several criteria that use lower resolution pixel data.
Assume that R(i, j) is pixel intensity at the (i, j) position of the current block in the current frame, and S(i ϩu, jϩv) is pixel intensity at the (i, j) location of the candidate block in the reference frame, shifted by the u pixels and v lines within the search area. For the best match, the displacement (u,v), called the MV, represents the estimate of the displacement in horizontal and vertical directions, respectively. In the following criteria, the size of block is NϫN and the position (u,v) lies within the search area.
MAD
In the MAD criterion, 9 the MV is determined by the smallest MAD(u,v) for all possible displacements (u,v) within the search area.
The MAD is the most widely used matching criterion due to its lower computational complexity.
Minimized Maximum Error (MiniMax)
In this recently developed method, 11 the smallest MiniMax(u,v) within the search area is chosen for the best match.
MiniMax͑u,v ͒ϭ͉R͑ i, j ͒ϪS͑ iϩu, jϩv ͉͒ max . ͑2͒
Chen et al. 11 reported that the MiniMax criterion requires 15% less hardware than the conventional MAD criterion while it maintains an acceptable video performance.
DPC
The DPC criterion 12 is defined as the number of pixels whose 2-bit requantized values are matched. It can be described as follows:
where R k (i, j) and S k (iϩu, jϩv) are the requantized values of R(i, j) and S(iϩu, jϩv), respectively. The requantized pixel resolution is lower than the original resolution; thus the DPC can require less hardware than the MAD. The requantized value P k (i, j) is obtained as
where p(i, j) is pixel intensity at position (i, j). For each block, the value t used in Eq. ͑4͒ can be derived using
where m denotes the mean of the block.
BPM
In this method, 13 the current and the reference frames are transformed into binary-valued pixel frames. For two binary blocks, the matching criterion, called the BPM, is as follows:
where R (i, j) and Ŝ (iϩu, jϩv) denote pixel values after the transformation to 1-bit frames. The MV is defined by the (u,v) for which BPM(u,v) is minimum. To transform the current and reference frames, they apply the convolution kernel K to the original frame F to obtain the filtered version G. The pixels of the binary frame F are given by 
BBME
The BBME estimates 14 the MV using the binary edge map to reduce the complexity of hardware implementation. For the comparison of the current block R and a candidate block S, the binary edge maps of blocks R and Ŝ are com-pared. The edge maps of the current frame and the reference frame are obtained using preprocessing. This method can reduce the complexity of hardware because of using 1 bit/pixel for pixel comparison. The matching criterion is as follow:
The MV is the displacement that is pointed to by the smallest BBME(u,v).
Reduced Bit Mean Absolute Difference
In reduced-bit mean absolute difference 15 ͑RBMA͒, for any n-bit pixel value A, let A p:q be pϪqϩ1 bits A p¯A q in the binary representation of AϭA nϪ1 ϫ2 nϪ1¯A 2 ϫ2
2 ϩA 1 ϫ2ϩA 0 , where nϪ1уpуqу0. The RBMAD criterion is described as follows:
where k is a given factor that should be nуkϾ0. Similar to MAD, the MV is determined by the smallest RBMAD k (u,v) for all possible displacements (u,v) within the search area. Since the RBMAD uses only the upper k bits of pixels, the RBMAD is equivalent to the MAD when kϭn. This criterion can reduce hardware complexity depending on k but causes the significant degradation of video quality.
ABRMAD Criterion
The RBMAD criterion is very effective to reduce the hardware complexity and to improve the processing speed. But the degradation of video quality is a critical problem. The video quality of the RBMAD applied for video sequences that contain large dark area, that is, pixels have effective values at close to the least significant bit ͑LSB͒, is degraded seriously. To overcome the problem of performance degradation, if only effective bits are compared by examining the pixels of the block, the significant degradation of video quality can be remedied. Taking this point into consideration, an efficient matching criterion, ABRMAD, is proposed.
In the ABRMAD, for any n-bit pixel A, selected k bits are represented as A m:mϪkϩ1 similar to the RBMAD. But the most significant bit position m is obtained by examining the current block in contrast to the RBMAD, where m is set to the most significant bit ͑MSB͒ of the pixel ͑i.e., mϭn Ϫ1͒.
The ABRMAD criterion is described as follow:
where k(nуkϾ0) represents how many bits are used and m is the effective MSB position in the range nϪ1уm у0. Similar to the RBMAD, the MV is determined by the smallest ABRMAD m,k (u,v) for all possible displacements (u,v). The effective MSB position m is obtained by looking at the current block. For pixels in the block, the nonzero MSB position of the pixel that has the largest intensity is set to m. In case of kϪ1рm, the k bits from the m to the m Ϫkϩ1 bit positions are used. In the other case (kϪ1 Ͼm), the k bits from the kϪ1 to the 0 bit positions are used. The number of bit ͑bit width͒ k is predetermined by considering the required quality and hardware complexity.
An example for pixel comparisons of the criteria MAD, RBMAD with 4 bits, and ABRMAD with 4 bits is shown in Fig. 1 , where the largest pixel value of the current block is 45(00101101 2 ), nϭ8, and kϭ4. Thus the effective MSB position m is set to 5. Therefore, the 4-bit pixel values positioned from 5 down to 2, instead of 8-bit pixel values, are compared in the ABRMAD. In the other criterion, MAD, all n bits are used to compare the pixels and 4 MSB bits are used in the RBMAD. If kϭn, the ABRMAD is the same as the MAD and the RBMAD.
The choice of the most effective bit position m can be affected by the noise, so the performance of the ABRMAD can be degraded by a large value of the noise pixel. To overcome this circumstance, a smoothed version of the ABRMAD ͑SABRMAD͒ is also presented. In this scheme, the effective MSB m is determined by examining the smoothed current block, which is obtained by averaging the neighboring pixels.
When the ABRMAD is implemented in VLSI, we have the two following advantages:
1. Reductions in VLSI area. In the ABRMAD, pixel comparison is a k-bit subtracter, which is implemented 16 by a k-bit adder in VLSI. The comparison requires O(k) bit hardware with a trivial ripple carry adder. In this case, if k is reduced to 50%, the comparison hardware is reduced to 50%. However, if the comparison is implemented with a fast method, e.g., a carry look-ahead adder, the hardware reduction becomes larger. 2. Speedup in VLSI operation. The main operation of the ME is the pixel comparison to calculate the sum of absolute differences of the pixels. The comparator, in general, is composed of a subtracter, an absolute function, and an accumulator. If the n-bit subtracter is constructed with a bit-serial adder, such as the ripple carry adder, the comparison becomes a bitserial operation. Thus, if k is reduced, the hardware runs faster. If one uses a fast method such as a carry look-ahead adder, the speedup would not be significantly high in comparison with that achieved using the ripple carry adder. Oh, Baek, and Lee: Adaptive bit-reduced mean absolute difference criterion . . .
Experimental Results
Four quarter common intermediate format ͑QCIF, 176 ϫ144, 30 frames/s͒ video sequences, called ''Miss America,'' ''Carphone,'' ''Foreman,'' and ''Claire'' were used to investigate the performance of the ABRMAD criterion. Two video sequences, ''Miss America'' and ''Claire,'' contain a speaker with the slow movements that are typical in low-bit-rate video applications such as videophones and videoconferencing. The sequences ''Carphone'' and ''Foreman'' have a little moderate motion field, which is caused by the movements of the objects and the effects of the video camera. The experimental results are compared with those of existing ME criteria such as MAD, MiniMax, RBMAD, BPM, DPC, and BBME. The mean square error ͑MSE͒ per pixel is used for a performance measure of the ME criteria. Also, the peak SNR ͑PSNR͒ and bit rate are compared to show the performance of the criterion implemented on H.263. The MV for a 16 ϫ16 block size is estimated within the Ϯ16 allowable displacement. The average performance of each matching criterion is summarized in Table 1 . The ME for the pure matching criteria is performed within only luminance components. The numbers of bits, used for ME, of DPC, BBME, and BPM are 2, 1, and 1 bit͑s͒, respectively. The motioncompensated frame is used as a reference frame. The MSE performances of RBMAD, ABRMAD, and SABRMAD are described according to how many bits are used to compare the pixels in a block. The three matching criteria RBMAD, ABRMAD, and SABRMAD, which use 8 bits, are the same as the MAD. The MSE performances of the ABRMAD with small numbers of bits, such as 5 or 4 bits, are similar to or slightly worse than those of the MAD, but they are better than those of the RBMAD with the same number of Oh, Baek, and Lee: Adaptive bit-reduced mean absolute difference criterion . . . bits and MiniMax. In particular, from the results of the video sequences ''Miss America'' and ''Claire,'' the MSE performances of the ABRMAD with a small number of bits are very similar to those of MAD. Also, the results show that the ABRMAD with the same number of bits has a better MSE performance than the SABRMAD, which performs preprocessing, smoothing using of the averaging of the 3ϫ3 adjacent pixels, to be robust to a noise signal that has a large pixel value. The results also show that the MSE performances of the ABRMAD with 1 or 2 bits are better than those of the DPC, BBME, and BPM. In video sequences with low motion fields, the performance gains are not great, but in the sequences ''Carphone'' and ''Foreman,'' the MSE performance of the ABRMAD with 1 bit is much better than the performance of BBME and BPM. Also, the ABRMAD with 2 bits has good MSE performance comparing with DPC. The pure MSE performance of the proposed ABRMAD shows that it is a good ME criterion for low-complexity hardware. The proposed method is also implemented on the H.263 standard to show the interactive behaviors of the ME strategies. The results are obtained using the Telenor TMN software coder 17 on the test video sequences, with a fixed quantizer, with no advanced mode and with the search range of 15 pixels. In the simulation, we set the quantizer QP to 8, 16, 24 and compare the PSNR and the bit rate per second ͑in kilobits per second͒ of each method, since the decoded video quality is greatly dependent on the bit-rate regulation scheme. The simulation results are summarized in Tables 2,  3 , and 4. From the tables, we can see that the PSNR of each criterion is very similar, but the bit rate varies according to the accuracy of the ME and the coding efficiency of the other parts of the H.263 standard. Generally, the bit rate is low when the criteria with full pixel resolution are used. In Oh, Baek, and Lee: Adaptive bit-reduced mean absolute difference criterion . . . the RBMAD, ABRMAD, and SABRMAD criteria, the bit rate is decreasing as they use more number of bits. In the ''Miss America'' sequence, an exception is observed, which is caused by other parts of the H.263 standard such as coding mode decision, half-pixel ME, and entropy coding. The results show that the bit rates of the ABRMAD, RBMAD, and SABRMAD are very similar when the same number of bits is used. Compared with the other criteria, such as DPC, BBME, BPM, and MiniMax, the bit rate generated from ABRMAD with 1 or 2 bits is lower in some video sequences and higher in others. Because the results from the H.263 software coder are greatly dependent on the other parts of the H.263 standard, the quality of the ME criterion that estimates the MV is slightly inaccurate and is compensated by other parts. From the simulation, all of the matching criteria that use lower pixel resolutions can be used for the BMA without significant degradation of quality.
VLSI Design
The VLSI synthesis for the conventional MAD and the proposed ABRMAD were implemented by Compass VLSI design automation tools using the architecture described in Ref. 4 . They are described and tested with the high-level hardware description language, Verilog, and its simulator. Then, the layout for the synthesis was automatically generated by the application-specific integrated circuit ͑ASIC͒ compilers. Similarly, the timing aspect of the synthesis was tested using a critical path analyzer in the tools. The VLSI design for the ABRMAD consists of a comparator to detect the effective MSB, two bit selectors, and processing elements ͑PEs͒ to estimate the MV, as shown in Fig. 2 . The comparator determines the largest pixel value and sets the effective MSB position. Two bit selectors pass k bits of pixels from the effective MSB position m to m Ϫkϩ1 in the current block and the search area. The PE architecture compares the current block with the candidate block and generates the MV. The VLSI structure described in Ref. 4 was used for the PE architecture, as shown in Fig. 3 , which is for an 8ϫ8 current block. Each PE element calculates the sum of absolute differences of the corresponding pixels between the current block and a candidate block. In the figure, the index CB denotes sequences of current block data, SWL and SWR denote sequences of reference frame data from different portions of the search area. The pixels in the left half portion and the right half portion of the search area are passed through the SWL and SWR, respectively. The pixels in the current block are passed through from PE0 to PE7 at each cycle time. The pixels in the search area are broadcast to all PEs. The detailed data-flow diagram and its features are described in Ref. 4 . Each PE element consists of an accumulator to accumulate of sum of the absolute differences, an absolute difference component composed of a subtracter, and an absolute function to calculate the difference of the two pixels. The PE architecture can be easily scaled to perform the ME with a large number of blocks. The structure for the ABRMAD is similar to that of the RBMAD except for a single comparator, as shown in Fig.  2 . The overhead for the ABRMAD compared with that of the RBMAD is so minor that it can be ignored. But, as shown in Table 1 , the MSE performance gain is very high. With the same video quality as MiniMax, the ABRMAD can be implemented with significantly less VLSI complexity.
With 0.8-m complementary metal-oxide semiconductor ͑CMOS͒ standard cell technology, the characteristics of the synthesized VLSI design are shown in Table 5 . The table shows that the fewer bits we use, the smaller the hardware cost and the faster the speed we can achieve. Examining Tables 1 and 5 , we can observe the trade-off between video quality and hardware cost in the ABRMAD. As an example, consider the case of the 4-bit ABRMAD. With negligible degradation of video performance, we can implement the ME with 57% smaller hardware area and 34% faster speed than that using MAD criterion. Thus, if Oh, Baek, and Lee: Adaptive bit-reduced mean absolute difference criterion . . . cost-effective real-time applications are required, the presented criterion is very suitable for the VLSI implementation of the ME.
Conclusion
A new ME criterion called ABRMAD that is very suitable for an efficient VLSI implementation without a significant degradation of video quality was presented. Two main advantages of the proposed ABRMAD criterion are ͑1͒ much VLSI area is saved and ͑2͒ operational speed is increased. To show the hardware efficiency of the proposed scheme, we synthesized the ME using the ABRMAD criterion and compared it with the statistics of the conventional MAD criterion. Through intensive simulation tests, we also showed that the ABRMAD has competent video performance, like the MAD. As a result, the new scheme can be adopted in VLSI implementation of real-time video applications.
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