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INVERSE ELASTIC SCATTERING PROBLEMS WITH PHASELESS
FAR FIELD DATA
XIA JI∗ AND XIAODONG LIU†
Abstract. This paper is concerned with uniqueness, phase retrieval and shape reconstruction
methods for inverse elastic scattering problems with phaseless far field data. The phaseless far field
data is closely related to the outward energy flux, which is easily measured in practice. Systematically,
we study two basic models, i.e., inverse scattering of plane waves by rigid bodies and inverse scattering
of sources with compact support. For both models, we show that the phaseless far field data is
invariant under translation of the underlying scattering objects, which implies that the location
of the objects can not be uniquely recovered by the data. To solve this problem, we consider
simultaneously the incident point sources with one fixed source point and at most three scattering
strengths. With this technique, we establish some uniqueness results for source scattering problem
with multi-frequency phaseless far field data. Furthermore, a fast and stable phase retrieval approach
is proposed based on a simple geometric result which provides a stable reconstruction of a point in
the plane from three distances to given points. Difficulties arise for inverse scattering by rigid bodies
due to the additional unknown far field pattern of the point sources. To overcome this difficulty, we
introduce an artificial rigid body into the system and show that the underlying rigid bodies can be
uniquely determined by the corresponding phaseless far field data at a fixed frequency. Noting that
the far field pattern of the scattered field corresponding to point sources is very small if the source
point is far away from the scatterers, we propose an appropriate phase retrieval method for obstacle
scattering problems, without using the artificial rigid body. Finally, we propose several sampling
methods for shape reconstruction with phaseless far field data directly. For inverse obstacle scattering
problems, two different direct sampling methods are proposed with data at a fixed frequency. For
inverse source scattering problems, we introduce two direct sampling methods for source supports
with sparse multi-frequency data. The phase retrieval techniques are also combined with the classical
sampling methods for the shape reconstructions. Extended numerical examples in two dimensions
are conducted with noisy data, and the results further verify the effectiveness and robustness of the
proposed phase retrieval techniques and sampling methods.
Keywords: Elastic scattering, phaseless far field data, uniqueness, phase retrieval, direct sam-
pling methods.
AMS subject classifications: 35P25, 45Q05, 78A46, 74B05
1. Introduction. The inverse wave scattering problems are to determine the un-
known objects using the prescribed radiated wave fields. These problems are mainly
motivated by a lot of practical applications. For example, waves are transmitted
through the earth to detect oil or gas and to study the earth’s geological structure,
waves are also used on the human body for medical diagnosis and therapy. The mea-
surement of the scattering of waves has been developed into an effective engineering
technique for the nondestructive evaluation of materials for detection of potentially
dangerous defects as cracks. A survey on the state of the art of the mathematical
theory and numerical approaches for inverse time harmonic acoustic and electromag-
netic scattering problems can be found in the standard monograph [13]. The inverse
elastic wave scattering is more challenging due to the coupling of compressional waves
and shear waves that propagate at different speeds. We refer to [17, 19, 20, 24] for
the uniqueness and stability theory. Further, several numerical approaches have been
developed for shape or source reconstruction [3–5,7,10,11,18,21–23,23–25,39,45]. For
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the readers interested in a more comprehensive treatment of the direct and inverse
elastic scattering problems, we suggest consulting [9, 14,36,37] on this subject.
The two well known difficulties of the inverse scattering problems are nonlinearity
and ill-posedness. Actually, in many cases of practical interest, the third difficulty is
incomplete data, i.e., only partial information can be measured directly. There are
two cases of incomplete data. The first one is the limited-aperture data, where the
measurements are only available in limited directions or positions. Limited-aperture
data can present a severe challenge for the reconstructions [25, 39]. Recently, some
data recovery techniques have been developed to obtain the full-aperture data by
combining data and models [25, 41]. The second one is the phaseless data due to
the fact that the phase information is difficult or even impossible to be captured.
Many works with phased far field patterns rely heavily on the fact that, by Rellich’s
lemma, the radiating waves and their far field patterns are one-to-one. Unfortunately,
the corresponding result is not available for the modulus of the far field patterns.
Actually, it is well known that the modulus of the far field pattern is invariant under
the translation of underlying objects [34, 35]. Thus, the location of the underlying
objects can not be uniquely determined. We refer to [2,12,16,29–32,34,35,42,46–52]
for related works on shape reconstruction for phaseless inverse acoustic scattering
problems.
In this work, we consider the elastic scattering problems with phaseless far field
data. To our best knowledge, this is the first work on uniqueness, phase retrieval and
sampling methods for inverse elastic scattering problem with phaseless far field data.
We refer to a recent manuscript [15] on iterative methods with a reference ball for
determining a rigid body using phaseless far field data. By considering simultaneously
the scattering of point sources, we introduce a fast and simple phase retrieval method,
and then propose some direct sampling methods with phaseless far field data for shape
reconstruction. This work is a nontrivial extension of the results in [26, 27] for the
inverse acoustic scattering problem of the Helmholtz equation to the inverse elastic
scattering of the Navier equation. The elastic wave equation is more challenging
because of the coexistence of compressional waves and shear waves propagating at
different speeds. The phaseless acoustic far field data for point sources/scatterers is
just the modulus of the strength, which is a constant [26,27]. However, the phaseless
elastic far field data for point sources/scatterers changes for different observation
directions, and even vanishes at some special directions. Hence more sophisticated
modification is required.
This paper is organized as follows. In the next section, we introduce the two
basic scattering models, i.e., scattering of plane waves by rigid bodies and scattering
of sources with compact support. We show that the phaseless far field data is invariant
under translation of the underlying scattering objects, which implies that the location
of the underlying scattering objects can not be uniquely determined by the phaseless
far field data. To overcome this difficulty, we consider simultaneously the scattering of
point sources. Section 3 is devoted to uniqueness results with phaseless far field data.
Some uniqueness results for inverse source scattering problem have been established
using multi-frequency phaseless far field data. For inverse scattering by rigid bodies,
with the help of an artificial rigid body, we prove some uniqueness results using
phaseless far field data at a fixed frequency. In Section 4, we introduce a phase retrieval
technique and propose some direct sampling methods using phaseless far field data.
Only one kind of phaseless far field data is needed in the numerical schemes, and the
artificial rigid body is avoided. Extended numerical simulations in two dimensions are
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presented in the last section to indicate the efficiency and robustness of the proposed
methods.
In this paper, we aim at conciseness, so that we restrict ourselves to the two
dimensional case. Three dimensional case can be dealt with similarly after some
modifications. Our methods proposed are independent of physical properties of the
scatterers. However, for simplicity, we restrict our presentation to the case where the
scatterer is a rigid body in the obstacle scattering problem. The other cases such as
scattering by a cavity or by a penetrable inhomogeneous medium of compact support
can be treated analogously.
2. Elastic scattering problems. This section is devoted to address the elastic
scattering problems. We begin with the notations used throughout this paper. All
vectors will be denoted in bold script. For a vector x := (x1, x2)T ∈ R2, we introduce
the two unit vectors xˆ := x/|x| and xˆ⊥ obtained by rotating xˆ anticlockwise by pi/2.
For simplicity, we write ∂i for the usual partial derivative ∂∂xi , i = 1, 2. Then, in
addition to the usual differential operators grad := (∂1, ∂2)T and div := (∂1, ∂2), we
define two auxiliary differential operators grad⊥ and div⊥ by grad⊥ := (−∂2, ∂1)T
and div⊥ := (−∂2, ∂1), respectively. It is easy to deduce the differential indentities
div⊥grad = div grad⊥ = 0. In general, we shall use the notations grad y and div y
to denote gradient and divergence with respect to y, and ds(y) and dy to remind the
reader that the appropriate integrals are with respect to y. Denote by S := {x ∈ R2 :
|x| = 1} the unit circle in R2. Let Ω ⊂ R2 be an open and bounded Lipschitz domain
such that the exterior R2\Ω of Ω is connected. Here and throughout the paper we
denote Ω the closure of the set Ω. A confusion with the complex conjugate z of z ∈ C
is not expected. Let ω > 0 be the circular frequency, λ and µ be Lame´ constants
satisfying µ > 0, 2µ+ λ > 0. Furthermore, denote by
kp := ω/
√
λ+ 2µ and ks := ω/
√
µ
the compressional and shear wave number, respectively.
The two basic problems in classical scattering theory are the scattering of elastic
waves by bounded scatterers and of external forces with compact support. In this
section we will present the details on these two problems in Subsections 2.1 and
2.2, respectively. We show that the corresponding phaseless elastic far field data is
invariant under translation of the sources/scatterers. Thus, location of the underlying
objects can not be uniquely determined from the phaseless elastic far field data. To
solve this problem, we consider simultaneously the scattering of point sources.
2.1. Scattering of plane waves by scatterers. The first problem is the scat-
tering of elastic waves by a bounded scatterer Ω. As incident fields uin, plane waves
are of special interest. The time harmonic elastic plane wave with incident direction
d ∈ S is given by
uin = apu
in
p + asu
in
s , ap, as ∈ C, (2.1)
where uinp := deikpx·d is a plane compressional wave and uins := d⊥eiksx·d is a plane
shear wave, respectively.
The propagation of time-harmonic elastic wave equation in an isotropic homoge-
neous media outside Ω is governed by the reduced Navier equation
∆∗uΩ + ω2uΩ = 0 in R2\Ω, ∆∗ := µ∆ + (λ+ µ)grad div , (2.2)
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where uΩ denotes the total displacement field. For a rigid body Ω, the total displace-
ment field uΩ satisfies the first (Dirichlet) boundary condition
uΩ = 0 on ∂Ω. (2.3)
Straightforward calculations show that the incident plane waves (2.1) is an entire
solution of the Navier equation (2.2). The scatterer Ω gives rise to a scattered field
uscΩ = uΩ−uin, which is also a solution of the Navier equation (2.2). In the sequel, for
the scattering of an incident plane wave uinm ,m = p, s, by a rigid body Ω, we denote
the corresponding scattered field by uscΩ,m(x,d),m = p, s. It is well known that the
scattered field has a decomposition in the form
uscΩ,m = u
sc
Ω,mp + u
sc
Ω,ms in R2\Ω,
where
uscΩ,mp := −
1
k2p
grad div uscΩ,m and u
sc
Ω,ms := −
1
k2s
grad⊥div⊥uscΩ,m, m = p, s,
are known as the compressional (longitudinal) and shear (transversal) parts of uscΩ,m,
respectively. It is clear that
∆uscΩ,mp + k
2
pu
sc
Ω,mp = 0, div
⊥uscΩ,mp = 0 in R2\Ω, m = p, s
and
∆uscΩ,ms + k
2
su
sc
Ω,ms = 0, div u
sc
Ω,ms = 0 in R2\Ω, m = p, s.
To characterize outgoing waves, the scattered fields are required to satisfy the Kupradze’s
radiation conditions
∂uscΩ,mp
∂r
− ikpuscΩ,mp = o(r−
1
2 ),
∂uscΩ,ms
∂r
− iksuscΩ,ms = o(r−
1
2 ), m = p, s (2.4)
uniformly in all directions xˆ ∈ S as r := |x| → ∞. For the unique solvability of the
scattering problems (2.2)-(2.4) in the space [H1loc(R2\Ω)]2 we refer to Kupradze [36]
and Li, Wang et al. [39].
It is well known that every radiating solution uscΩ,m to the Navier equation has an
asymptotic behaviour of the form
uscΩ,mp(x) =
kp
ω
eipi/4√
8piω
eikp|x|√|x| u∞Ω,mp(xˆ)xˆ +O(|x|−3/2), |x| → ∞,
uscΩ,ms(x) =
ks
ω
eipi/4√
8piω
eiks|x|√|x| u∞Ω,ms(xˆ)x⊥ +O(|x|−3/2), |x| → ∞ (2.5)
uniformly in all direction xˆ ∈ S. The functions u∞Ω,mp and u∞Ω,ms, known as the
compressional and shear far field pattern of uscΩ,m, respectively, are complex valued
analytic functions on S. The far field patterns admit the following representations
(see e.g. (2.29)-(2.30) in [25])
u∞Ω,mn(xˆ,d) =
∫
∂Ω
{
uinn (y,−xˆ) · Tν(y)uscΩ,m(y,d)
−[Tν(y)uinn (y,−xˆ)] · uscΩ,m(y,d)
}
ds(y), xˆ,d ∈ S, m, n = p, s.(2.6)
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Here, for a curve Γ, Tν is the surface traction operator defined by
Tν := 2µν · grad + λνdiv − µν⊥div⊥
in terms of the exterior unit normal vector ν on Γ.
Throughout this paper, we will denote the pair of far field patterns
[u∞Ω,mp(xˆ,d); u
∞
Ω,ms(xˆ,d)]
by u∞Ω,m(xˆ,d), m = p, s, indicating the dependence on the observation direction xˆ ∈ S
and the incident direction d ∈ S. In our recent work [25], we have shown that the far
field patterns satisfy the reciprocity relation
u∞Ω,mn(xˆ,d) = u
∞
Ω,nm(−d,−xˆ), xˆ,d ∈ S, m, n = p, s. (2.7)
The classical inverse elastic scattering problem is to determine the scatterer Ω from
partial or full far field data u∞Ω,m(xˆ,d), xˆ,d ∈ S, m = p, s. A wealth of theory and
numerical results for such an inverse problem is now available. We refer to [17,19,24]
for the uniqueness results. The numerical methods can be found in [3, 4, 24,25,45].
In many applications we have only the modulus of the far field data, while the
phase information is difficult to be captured. Actually, the phaseless far field data
is closely related to the outward energy flux. In the case of time harmonic case, the
outward energy flux Jmr,m = p, s, through a circle ∂Br with radius r centered at the
origin is given by
Jmr := −4ω=
∫
∂Br
uscΩ,m · TνuscΩ,mds, m = p, s.
Here, we take r large enough such that Ω is contained in the interior of ∂Br. We refer
to the corresponding concept for acoustic wave in [33].
Theorem 2.1.
Jmr =
∫
S
{
kp|u∞Ω,mp|2 + ks|u∞Ω,ms|2
}
ds, m = p, s.
Proof. Let BR be a disk with radius R > r centered at the origin. We now apply
Betti’s formula [4] in BR\Br, with the help of the Navier equation (2.2), for m = p, s,
to obtain∫
∂Br
uscΩ,m · TνuscΩ,mds
=
∫
∂BR
uscΩ,m · TνuscΩ,mds−
∫
BR\Br
{
uscΩ,m ·∆∗uscΩ,m + E(uscΩ,m,uscΩ,m)
}
dx
=
∫
∂BR
uscΩ,m · TνuscΩ,mds+
∫
BR\Br
{
ω2uscΩ,m · uscΩ,m − E(uscΩ,m,uscΩ,m)
}
dx. (2.8)
Here, for any two smooth vector functions v = (v1, v2)T and w = (w1, w2)T ,
E(v,w) := λdiv vdiv w − µdiv⊥vdiv⊥w + 2µ
2∑
i,j=1
∂jvi∂jwi.
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Taking the imaginary part of the last equation (2.8) yields
Jmr = −4ω=
∫
∂BR
uscΩ,m · TνuscΩ,mds, m = p, s.
By straightforward calculations, we have the asymptotic behaviour [4] for m = p, s
TxˆuscΩ,m(x) = iω
eipi/4√
8piω
eikp|x|√|x| u∞Ω,mp(xˆ)xˆ
+iω
eipi/4√
8piω
eiks|x|√|x| u∞Ω,ms(xˆ)x⊥ +O(|x|−3/2), x→∞. (2.9)
The proof is now completed by letting R→∞ and using (2.5) and (2.9).
We are interested in the inverse problems with phaseless data |u∞Ω,mn|,m, n = p, s.
Unfortunately, the following translation invariance property for the phaseless far field
data implies that it is impossible to determine the location of the underlying obstacle,
even multiple directions and multiple frequencies are considered.
Theorem 2.2. Let Ωh := {y ∈ R2 : y = z + h : z ∈ Ω} be the shifted rigid body
with a fixed vector h ∈ R2. Then, for any fixed circular frequency ω > 0,
|u∞Ωh,mn(xˆ,d)| = |u∞Ω,mn(xˆ,d)|, xˆ,d ∈ S, m, n = p, s. (2.10)
Proof. We firstly consider the case with m = p and n = p, i.e., the compressional
far field pattern corresponding to incident plane compressional wave. For the shifted
rigid body Ωh, we have
uscΩh,p(y,d) = −deikpy·d
= −eikph·ddeikp(y−h)·d
= eikph·duscΩ,p(y − h,d), y ∈ ∂Ωh,d ∈ S. (2.11)
Note that the radiating solution is completely determined by the boundary value and
the fact that eikph·d is a constant, we have
uscΩh,p(y,d) = e
ikph·duscΩ,p(y − h,d), y ∈ R2\Ωh,d ∈ S.
Consequently,
Tν(y)uscΩh,p(y,d) = e
ikph·dTν(y)uscΩ,p(y − h,d), y ∈ ∂Ωh,d ∈ S. (2.12)
With the representations (2.6), (2.11)-(2.12), we have
u∞Ωh,pp(xˆ,d) =
∫
∂Ωh
{
− xˆe−ikpy·xˆ · Tν(y)uscΩh,p(y,d)
+[Tν(y)xˆe−ikpy·xˆ] · uscΩh,p(y,d)
}
ds(y)
= eikph·(d−xˆ)
∫
∂Ω
{
− xˆe−ikpz·xˆ · Tν(z)uscΩ,p(z,d)
+[Tν(z)xˆe−ikpz·xˆ] · uscΩ,p(z,d)
}
ds(z)
= eikph·(d−xˆ)u∞Ω,pp(xˆ,d), xˆ,d ∈ S. (2.13)
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Similarly, we have
u∞Ωh,ps(xˆ,d) = e
−iksh·xˆeikph·du∞Ω,ps(xˆ,d), xˆ,d ∈ S, (2.14)
u∞Ωh,sp(xˆ,d) = e
−ikph·xˆeiksh·du∞Ω,sp(xˆ,d), xˆ,d ∈ S, (2.15)
u∞Ωh,ss(xˆ,d) = e
iksh·(d−xˆ)u∞Ω,ss(xˆ,d), xˆ,d ∈ S. (2.16)
Finally, (2.10) follows by taking modulus on both sides of the above four equalities
(2.13)-(2.16).
Recently, a simple phase retrieval technique has been proposed in [26] for acoustic
obstacle scattering problems. The basic idea is to add three point like scatterers
located at z ∈ R2\Ω with different scattering strengths τj ∈ C, j = 1, 2, 3, into the
scattering system. The corresponding far field patterns are given by
u∞j = τje
ikz·(d−xˆ), j = 1, 2, 3,
where k is the wave number. A key step of the proposed phase retrieval technique is to
choose three different far field data u∞j . This is possible by choosing τj , j = 1, 2, 3, such
that they are not collinear in the complex plane. Similarly, for the elastic scattering
of plane compressional wave uinp by point like scatterer located at z ∈ R2\Ω with
strengths τj ∈ C, j = 1, 2, 3, the corresponding compressional far field pattern is given
by
u∞pp,j = τje
ikpz·(d−xˆ)(d · xˆ), j = 1, 2, 3.
Clearly, difficulties arise due to the term (d · xˆ). In particular, the three elastic
compressional far field patterns u∞pp,j , j = 1, 2, 3, vanish if d · xˆ = 0. In practice, d · xˆ
is very small for many cases, which makes the phase retrieval quite unstable.
In this work, instead of adding point like scatterers, we introduce point sources
into the scattering system. In other words, we also consider the scattering of point
sources. Denote by z ∈ R2\Ω, τ ∈ C and q ∈ S the location, scattering strength and
polarization of the point source, respectively. The incident point source vin is given
by
vin(x, z,q, τ) := τΦ(x, z)q,
where Φ is the Green’s tensor [4] of the Navier equation in R2 given by
Φ(x,y) :=
i
4µ
H
(1)
0 (ks|x− y|)I
+
i
4ω2
gradx grad
T
x (H
(1)
0 (ks|x− y|)−H(1)0 (kp|x− y|)), x 6= y
in terms of the identity matrix I and the Hankel function H(1)0 of the first kind of order
zero. Note that Φ(x,y)q is a radiating elastic scattered field and the corresponding
far field patterns are given by [25]
Φ∞p (xˆ,y,q) = e
−ikpxˆ·y(q · xˆ), xˆ,q ∈ S, y ∈ R2, (2.17)
Φ∞s (xˆ,y,q) = e
−iksxˆ·y(q · xˆ⊥), xˆ,q ∈ S, y ∈ R2. (2.18)
Denote by vscΩ (x, z,q, τ) and v
∞
Ω (xˆ, z,q, τ) the scattered field and far field pattern,
respectively, due to the scattering of point source vin(x, z,q, τ) by the rigid body Ω.
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For all x ∈ R2\Ω ∪ {z}, d,q ∈ S, τ ∈ C, define
wscΩ∪{z}(x,d,q, τ) := u
sc
Ω (x,d) + v
sc
Ω (x, z,q, τ) + v
in(x, z,q, τ).
Then wscΩ∪{z} is a radiating solution to
∆∗wscΩ∪{z} + ω
2wscΩ∪{z} = −τδzq in R2\Ω ∪ {z}, (2.19)
where δz is the Dirac delta function at the point z, and
wscΩ∪{z} = −uin on ∂Ω. (2.20)
Then, by linearity, for all xˆ,d,q ∈ S, τ ∈ C, denote respectively by
w∞Ω∪{z},mp(xˆ,d,q, τ) = u
∞
Ω,mp(xˆ,d) + v
∞
Ω,p(xˆ, z,q, τ) + τe
−ikpxˆ·z(q · xˆ) (2.21)
the compressional far field pattern corresponding to the incident field uinm ,m = p, s,
and
w∞Ω∪{z},ms(xˆ,d,q, τ) = u
∞
Ω,ms(xˆ,d) + v
∞
Ω,s(xˆ, z,q, τ) + τe
−iksxˆ·z(q · xˆ⊥) (2.22)
the shear far field pattern corresponding to uinm ,m = p, s.
The following Theorem 2.3 implies that the far field pattern v∞Ω corresponding to
the point source vin is quite small if the distance ρ := dist(z,Ω) is large enough. To
prove this, we recall the elastic single-layer boundary operator S : [H−1/2(∂Ω)]2 →
[H1/2(∂Ω)]2, given by
(Sφ)(x) :=
∫
∂Ω
Φ(x,y)φ(y)ds(y), x ∈ ∂Ω (2.23)
and the elastic double-layer boundary operator K : [H1/2(∂Ω)]2 → [H1/2(∂Ω)]2 by
(Kφ)(x) :=
∫
∂Ω
(Tν(y)Φ(x,y))T φ(y)ds(y), x ∈ ∂Ω.
The mapping properties of S and K are intensively studied in [19,43].
Theorem 2.3. Let z be a point outside Ω such that the distance ρ := dist(z,Ω)
is large enough. Then we have
v∞Ω,m(xˆ, z,q, τ) = O
(
1√
ρ
)
, ρ→∞, xˆ,q ∈ S, τ ∈ C, m = p, s.
Proof. We seek a solution in the form
vscΩ (x, z,q, τ) =
∫
∂Ω
[(Tν(y)Φ(x,y))T + iΦ(x,y)]φΩ(y, z,q, τ)ds(y) (2.24)
for all x ∈ R2\Ω ∪ {z},q ∈ S, τ ∈ C with a density φΩ ∈ [H1/2(∂Ω)]2. From the
jump relation of the double layer potential [19,43], we see that the representation vscΩ
given in (2.24) solves the exterior Dirichlet boundary problem provided the density is
a solution of the integral equation(
I/2 + K + iS
)
φΩ = −vin = −τΦ(·, z)q on ∂Ω.
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Note that I/2 + K + iS is bijective and the inverse (I/2 + K + iS)−1 : [H1/2(∂Ω)]2 →
[H1/2(∂Ω)]2 is bounded [19]. Therefore
φΩ = −(I/2 + K + iS)−1(τΦ(·, z)q). (2.25)
A straightforward calculation shows that the Green tensor Φ satisfies Sommerfeld’s
finiteness condition
Φ(x,y)q = O
(
|x− y|− 12
)
, |x− y| → ∞.
This implies that
φΩ(y, z,q, τ) = O
(
1√
ρ
)
, ρ→∞
for all y ∈ ∂Ω,q ∈ S. Inserting this into (2.24), we find that
vscΩ (x, z,q, τ) = O
(
1√
ρ
)
, ρ→∞
for all x ∈ R2\Ω ∪ {z},q ∈ S, τ ∈ C. The proof is completed by letting |x| → ∞ in
(2.24) and using (2.17)-(2.18).
With the previous analysis, we are now well prepared for studying the following
elastic inverse obstacle scattering problem.
Phaseless-IP1: Determine the location and shape of the scatterer Ω from the
following phaseless far field data∣∣∣w∞Ω∪{z},mn(xˆ,d,q, τ)∣∣∣, xˆ,d,q ∈ S, τ ∈ C, m, n = p, s.
2.2. Scattering of sources. In this subsection, we study the scattering of
sources with compact support. Denote by F = F(x) ∈ [L2(R2)]2 the external force
with compact support Ω. For the source scattering problem, we assume that
ω ∈W := (ωmin, ωmax),
where ωmin < ωmax are two fixed circular frequencies. For the scattering of a source
F we denote the scattered field by uscF (x, ω), and the corresponding far field pattern
by u∞F (xˆ, ω) = [u
∞
F,p(xˆ, ω), u
∞
F,s(xˆ, ω)].
The propagation of time-harmonic elastic wave in an isotropic homogeneous media
is governed by the reduced Navier equation
∆∗uscF + ω
2uscF = F in R2. (2.26)
Again, the scattered field uscF admits the decomposition
uscF = u
sc
F,p + u
sc
F,s := −
1
k2p
grad div uscF −
1
k2s
grad⊥div⊥uscF inR2\D
and satisfies the Kupradze’s radiation conditions
∂uscF,p
∂r
− ikpuscF,p = o(r−
1
2 ),
∂uscF,s
∂r
− iksuscF,s = o(r−
1
2 ), (2.27)
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uniformly in all directions xˆ ∈ S as r := |x| → ∞.
The radiating solution uscF to the scattering problem (2.26)-(2.27) takes the form
uscF (x, ω) =
∫
R2
Φ(x,y)F(y)dy, x ∈ R2, ω ∈W. (2.28)
By (2.17)-(2.18), the corresponding compressional and shear far field patterns of uscF
are given by
u∞F,p(xˆ, ω) =
∫
R2
e−ikpxˆ·yxˆ · F(y)dy, xˆ ∈ S, ω ∈W (2.29)
and
u∞F,s(xˆ, ω) =
∫
R2
e−iksxˆ·yxˆ⊥ · F(y)dy, xˆ ∈ S, ω ∈W, (2.30)
respectively.
The analogous result of Theorem 2.2 is formulated in the following theorem.
Theorem 2.4. Let Fh(y) := F(y + h),y ∈ R2 be the shifted source with a fixed
vector h ∈ R2. For the scattering of the source Fh, we denote the scattered field by
uscFh and its far field pattern by (u
∞
Fh,p
, u∞Fh,s). Then we have the following translation
invariance property
|u∞Fh,m(xˆ, ω)| = |u∞F,m(xˆ, ω)|, xˆ ∈ S, ω ∈W, m = p, s. (2.31)
Proof. By the far field representations (2.29)-(2.30), we find
u∞Fh,p(xˆ, ω) = e
ikph·xˆu∞F,p(xˆ, ω), xˆ ∈ S, ω ∈W (2.32)
and
u∞Fh,s(xˆ, ω) = e
iksh·xˆu∞F,s(xˆ, ω), xˆ ∈ S, ω ∈W. (2.33)
Then the statement follows by taking the modulus on both sides of (2.32)-(2.33).
Theorem 2.4 implies that the phaseless far field data are invariant under the trans-
lation of the source. Thus the location of the source can be not uniquely determined.
Clearly, from (2.29)-(2.30), we have
|u∞cF,m(xˆ, ω)| = |u∞F,m(xˆ, ω)|, xˆ ∈ S, ω ∈W, m = p, s
for any constant c ∈ C with |c| = 1. Therefore, the source can not be uniquely
determined from the phaseless far field data |u∞F,p(xˆ, ω)| and |u∞F,s(xˆ, ω)|, xˆ ∈ S, ω ∈
W, even the location Ω of the source is known in advance.
To solve the above mentioned problems, we introduce again point sources into
the scattering system. Let z ∈ R2\Ω, τ ∈ C and q ∈ S be the location, scattering
strength and polarization of the point source, respectively. For the scattering of
combined sources, the scattered field uscF∪{z} := u
sc
F∪{z}(x,q, ω, τ) is given by
uscF∪{z}(x,q, ω, τ) = u
sc
F (x, ω) + τΦ(x, z)q, x ∈ R2,q ∈ S, ω ∈W, τ ∈ C (2.34)
and the corresponding compressional and shear far field patterns are given by
u∞F∪{z},p(xˆ,q, ω, τ) = u
∞
F,p(xˆ, ω) + τe
−ikpxˆ·zq · xˆ, xˆ,q ∈ S, ω ∈W, τ ∈ C (2.35)
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and
u∞F∪{z},s(xˆ,q, ω, τ) = u
∞
F,s(xˆ, ω) + τe
−iksxˆ·zq · xˆ⊥, xˆ,q ∈ S, ω ∈W, τ ∈ C, (2.36)
respectively.
Finally, the corresponding inverse source problem of our interest is as follows.
Phaseless-IP2: Determine the source F from the following phaseless far field
data ∣∣∣u∞F∪{z},m(xˆ,q, ω, τ)∣∣∣, xˆ,q ∈ S, ω ∈W, τ ∈ C, m = p, s.
3. Uniqueness. Using the results of the previous section, this section is devoted
to study uniqueness for the inverse elastic scattering problems with phaseless far field
data.
3.1. Uniqueness for sources. Firstly, we establish the uniqueness results for
Phaseless-IP2, i.e., the inverse source scattering problems. Let BR be a disk with
radius R large enough such that Ω is contained inside. In a recent paper [6], the
authors show that the source F can be uniquely determined by the scattered field
uscF (x, ω),x ∈ ∂BR, ω ∈W. By Rellich’s lemma [13], the compressional scattered field
uscF,p and the shear scattered field u
sc
F,s are uniquely determined by the corresponding
compressional far field u∞F,p and shear far field u
∞
F,s, respectively. Therefore, we im-
mediately deduce the following uniqueness result with phased far field data.
Theorem 3.1. The source F is uniquely determined by the multi-frequency far
field data sets
Ap :=
{
u∞F,p(xˆ, ω) : xˆ ∈ S, ω ∈W
}
(3.1)
and
As :=
{
u∞F,s(xˆ, ω) : xˆ ∈ S, ω ∈W
}
. (3.2)
We want to remark that by analyticity the far field pattern can be determined on
the whole unit circle S using partial value on any circular arc of S. Thus the previous
theorem also holds if the far field data are given on any arc. In the sequel we set
Sq := {xˆ ∈ S |q · xˆ ≥ 1/2} and S⊥q := {xˆ ∈ S |q · xˆ⊥ ≥ 1/2} (3.3)
for some fixed q ∈ S. Define
Q := {q1,q2,q3},
where
q1 :=
(
cos
pi
4
, sin
pi
4
)T
, q2 :=
(
cos
11pi
12
, sin
11pi
12
)T
, q3 :=
(
cos
19pi
12
, sin
19pi
12
)T
.
It follows that
S =
⋃
q∈Q
Sq =
⋃
q∈Q
S⊥q .
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Theorem 3.2. Define τ1 := |τ1|eiα ∈ C\{0} with the principal argument α ∈
[0, 2pi), and let z0 and z1 be two different points in R2\Ω. For fixed polarization q ∈ S
of the point sources, define two circular arcs Sq and S⊥q as in (3.3). Then the source
F is uniquely determined by the two phaseless far field data sets
Bp :=
{|u∞F∪{z},p(xˆ,q, ω, τ)| : xˆ ∈ Sq, ω ∈W, τ ∈ {0, τ1}, z ∈ {z0, z1}} (3.4)
and
Bs :=
{|u∞F∪{z},s(xˆ,q, ω, τ)| : xˆ ∈ S⊥q , ω ∈W, τ ∈ {0, τ1}, z ∈ {z0, z1}}. (3.5)
Proof. We first show that the compressional far field data set Ap given in (3.1)
is uniquely determined by the phaseless far field data set Bp. To accomplish this, we
observe that from the representation (2.35) it follows that
|u∞F∪{z},p(xˆ,q, ω, τ1)|2
= |u∞F,p(xˆ, ω) + τ1e−ikpxˆ·zq · xˆ|2
= |u∞F,p(xˆ, ω)|2 + 2q · xˆ<
(
u∞F,p(xˆ, ω)τ1e−ikpxˆ·z
)
+ |τ1|2, xˆ ∈ Sq, ω ∈W, z ∈ {z0, z1}.
From this, since q · xˆ ≥ 1/2 for xˆ ∈ Sq, we deduce that <
(
u∞F,p(xˆ, ω)τ1e−ikpxˆ·z
)
can
be uniquely determined for all xˆ ∈ Sq, ω ∈ W, z ∈ {z0, z1}. We rewrite u∞F,p(xˆ, ω)
and τ1e−ikpxˆ·z in the form
u∞F,p(xˆ, ω) = |u∞F,p(xˆ, ω)|eiφ(xˆ,ω) and τ1e−ikpxˆ·z = |τ1|ei(α−kpxˆ·z),
respectively, for all xˆ ∈ Sq, ω ∈ W, z ∈ {z0, z1}. Here, φ(xˆ, ω) ∈ [0, 2pi) is the
principal argument of u∞F,p(xˆ, ω). We claim that the principal argument φ(xˆ, ω) is
uniquely determined. Indeed, assume that there are two arguments φ1(xˆ, ω) and
φ2(xˆ, ω). Define
Sq,0(z0, z1, ω) := {xˆ ∈ Sq : u∞F (xˆ, ω) 6= 0 and xˆ · (z0 − z1) 6= 0}.
It is easy to verify that Sq\Sq,0(z0, z1, ω) has Lebegue meassure zero. Since |u∞F,p(xˆ, ω)|
is given in Bp and <
(
u∞F,p(xˆ, ω)τ1e−ikpxˆ·z
)
can be uniquely determined for all xˆ ∈
Sq, ω ∈W, z ∈ {z0, z1}, we have that for all xˆ ∈ Sq,0(z0, z1, ω), ω ∈W, z ∈ {z0, z1},
cos[φ1(xˆ, ω)− (α− kpxˆ · z)] = cos[φ2(xˆ, ω)− (α− kpxˆ · z)],
and furthermore, we conclude that
φ1(xˆ, ω)− (α− kpxˆ · z) = φ2(xˆ, ω)− (α− kpxˆ · z) + 2lpi, for some l ∈ Z, (3.6)
or
φ1(xˆ, ω)− (α− kpxˆ · z) = −[φ2(xˆ, ω)− (α− kpxˆ · z)] + 2l′pi, for some l′ ∈ Z. (3.7)
We now show that the case (3.7) does not hold. Actually, (3.7) implies that
φ1(xˆ, ω) + φ2(xˆ, ω)− 2l′pi = 2[α− kpxˆ · z], z ∈ {z0, z1}, for some l′ ∈ Z. (3.8)
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The left hand side of (3.8) is independent of z. However, the right hand side of (3.8)
changes for different z ∈ {z0, z1}. This leads to a contradiction, and thus (3.7) does
not hold.
For the case when (3.6) holds, we have
φ1(xˆ, ω)− φ2(xˆ, ω) = 2lpi, for some l ∈ Z.
Noting that φ1(xˆ, ω), φ2(xˆ, ω) ∈ [0, 2pi), we have φ1(xˆ, ω)−φ2(xˆ, ω) ∈ (−2pi, 2pi), and
thus l = 0, i.e.,
φ1(xˆ, ω) = φ2(xˆ, ω), ∀ xˆ ∈ Sq,0(z0, z1, ω), ω ∈W.
This further implies that u∞F,p(xˆ, ω) is uniquely determined for all xˆ ∈ Sq,0(z0, z1, ω), ω ∈
W and also for xˆ ∈ S, ω ∈W by analytic continuation.
Similarly, the shear far field data set As given in (3.2) is uniquely determined by
the set Bs. The conclusion of the theorem now follows from Theorem 3.1.
Theorem 3.3 below shows that, under further assumptions on the source, unique-
ness can even be established with the help of a single artificial point source.
Theorem 3.3. Let z ∈ R2\Ω, τ1 ∈ R\{0} and q ∈ S be the location, scattering
strength and polarization of the artificial point source, respectively. Define again two
circular arcs Sq and S⊥q as in (3.3). Assume further that
<(div F(y)) ≥ 0 and ∃y0 ∈ R2 s.t. <(div F(y0)) > 0. (3.9)
Then the source F is uniquely determined by the phaseless data set
Cp :=
{|u∞F∪{z},p(xˆ,q, ω, τ)| : xˆ ∈ Sq, ω ∈W, τ ∈ {0, τ1}}
and
Cs :=
{|u∞F∪{z},s(xˆ,q, ω, τ)| : xˆ ∈ S⊥q , ω ∈W, τ ∈ {0, τ1}}.
Proof. Following the arguments in Theorem 3.2, noting that τ1 ∈ R\{0}, we
deduce that
<(u∞F,p(xˆ, ω)eikpxˆ·z), xˆ ∈ Sq, ω ∈W
is uniquely determined by the data set Cp. For the fixed point z ∈ R2\Ω, define
Fz(y) := F(y + z),y ∈ R2. Then by the translation relation (2.32), we have
u∞Fz,p(xˆ, ω) = e
ikpxˆ·zu∞F,p(xˆ, ω), xˆ ∈ Sq, ω ∈W.
Therefore,
|u∞Fz,p(xˆ, ω)| = |u∞F,p(xˆ, ω)|, xˆ ∈ Sq, ω ∈W
and <(u∞Fz,p(xˆ, ω)) is also uniquely determined for all xˆ ∈ Sq, ω ∈ W. We rewrite
u∞Fz,p(xˆ, ω) in the form
u∞Fz,p(xˆ, ω) = |u∞F,p(xˆ, ω)|eiφ(xˆ,ω), xˆ ∈ Sq, ω ∈W (3.10)
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with some analytic function φ such that φ(xˆ, ω) ∈ [0, 2pi). We claim that φ is uniquely
determined. Assume on the contrary that there are two functions φ1 and φ2. To
simplify the notations, for any ω ∈W, we define
Sq(ω) := {xˆ ∈ Sq : u∞F,p(xˆ, ω) 6= 0}, ω ∈W.
Then by analyticity of u∞F,p(xˆ, ω), we deduce that the set Sq\Sq(ω) has Lebesgue mea-
sure zero. Since the phaseless far field pattern |u∞F,p(xˆ, ω)| is given and <
(
u∞Fz,p(xˆ, ω)
)
is obtained for all xˆ ∈ Sq, ω ∈W, we have
cos[φ1(xˆ, ω)] = cos[φ2(xˆ, ω)], xˆ ∈ Sq(ω), ω ∈W. (3.11)
This implies that for any fixed xˆ ∈ Sq(ω), ω ∈ W, φ1(xˆ, ω) = φ2(xˆ, ω) or φ1(xˆ, ω) =
2pi − φ2(xˆ, ω) since φ1(xˆ, ω), φ2(xˆ, ω) ∈ [0, 2pi).
We claim that
φ1(xˆ, ω) ≡ φ2(xˆ, ω), xˆ ∈ Sq(ω), ω ∈W, (3.12)
or
φ1(xˆ, ω) ≡ 2pi − φ2(xˆ, ω), xˆ ∈ Sq(ω), ω ∈W. (3.13)
For the special case φ1(xˆ, ω) ≡ pi for all xˆ ∈ Sq(ω), ω ∈ W, we have φ2 ≡ φ1 = pi by
(3.11). Otherwise, without loss of generality, there exists a direction xˆ1 ∈ Sq(ω1) for
some frequency ω1 ∈ W such that φ1(xˆ1, ω1) > pi. By analyticity of the function φ1,
there exists a neighbourhood U(xˆ1) ⊂ Sq(ω1) of xˆ1 such that
φ1(xˆ, ω1) > pi, ∀xˆ ∈ U(xˆ1). (3.14)
If φ2(xˆ1, ω1) = φ1(xˆ1, ω1) > pi, then φ2(xˆ, ω1) = φ1(xˆ, ω1), ∀xˆ ∈ U(xˆ1). Otherwise,
there exists a direction xˆ2 ∈ U(xˆ1) such that φ2(xˆ2, ω1) = 2pi − φ1(xˆ2, ω1). From
(3.13)-(3.14), we have φ2(xˆ2, ω1) = 2pi−φ1(xˆ2, ω1) < pi. By analyticity of φ2 in U(xˆ1),
there exists a direction xˆ0 ∈ U(xˆ1) such that φ2(xˆ0, ω1) = pi. Thus φ1(xˆ0, ω1) =
φ2(xˆ0, ω1) = pi by (3.11). However, this leads to a contradiction to (3.14).
We show that (3.13) does not hold. Let F1 and F2 be sources corresponding to
φ1 and φ2, respectively. With the help of unique continuation, from (3.10) and (3.13)
we have
u∞F1,p(xˆ, ω) = u
∞
F2,p
(xˆ, ω), xˆ ∈ Sq(ω), ω ∈W.
By the representation (2.29), noting that the source terms F1 and F2 are supported
in Ω and using Gauss divergence theorem, we have∫
R2
e−ikpxˆ·ydiv F1(y)dy = −
∫
R2
grady e
−ikpxˆ·y · F1(y)dy
= ikp
∫
R2
e−ikpxˆ·yxˆ · F1(y)dy
= ikp
∫
R2
e−ikpxˆ·yxˆ · F2(y)dy
=
∫
R2
grady e
ikpxˆ·y · F2(y)dy
= −
∫
R2
eikpxˆ·ydiv yF2(y)dy
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=∫
R2
e−ikpxˆ·ydiv yF2(−y)dy, xˆ ∈ Sq, ω ∈W. (3.15)
Clearly, both sides are analytic on the frequency ω and the observation direction xˆ
and thus (3.15) holds for all xˆ ∈ S, ω ∈ [0,∞). By the Fourier integral theorem, we
conclude that
div F1(y) = div yF2(−y) = −div y∗F2(y∗), y∗ := −y, y ∈ R2. (3.16)
Our assumption (3.9) implies that
<(div F1(y0)) > 0, <(div y∗F2(y∗)) ≥ 0, ∀y ∈ R2.
This is a contradiction to (3.16). Thus (3.13) does not hold, and we deduce that
(3.12), i.e., φ1 = φ2. Thus u∞F−z,p(xˆ, ω) and u
∞
F,p(xˆ, ω) are uniquely determined by
the data set Cp for all xˆ ∈ Sq, ω ∈W.
Similarly, we deduce that the shear far field pattern u∞F,s(xˆ, ω) is also uniquely
determined by the data set Cs for all xˆ ∈ S⊥q , ω ∈W. The conclusion of the theorem
now follows again from Theorem 3.1.
Theorem 3.2 also holds if the assumption (3.9) is replaced by
<(div F(y)) ≤ 0 and ∃y0 ∈ R2 s.t. <(div F(y0)) < 0. (3.17)
We think such an assumption can be removed. But this need different techniques.
In Theorems 3.2 and 3.3, the phaseless data set includes the data with scattering
strength τ = 0. For diversity, we now prove a uniqueness theorem with three different
scattering strengths. Define
T := {τ1, τ2, τ3},
where τ1, τ2, τ3 ∈ C are three different scattering strengths such that τ2−τ1 and τ3−τ1
are linearly independent.
Theorem 3.4. Fix z ∈ R2\Ω and q ∈ S. Define again two circular arcs Sq and
S⊥q as in (3.3). Then the source F is uniquely determined by the phaseless data set
Dp :=
{|u∞F∪{z},p(xˆ,q, ω, τ)| : xˆ ∈ Sq, ω ∈W, τ ∈ T }
and
Ds :=
{|u∞F∪{z},s(xˆ,q, ω, τ)| : xˆ ∈ S⊥q , ω ∈W, τ ∈ T }.
Proof. Recalling the representation (2.35) and noting that xˆ · q ≥ 1/2 for xˆ ∈ Sq,
we deduce that
1
xˆ · q
∣∣∣u∞F∪{z},p(xˆ,q, ω, τ)∣∣∣
=
1
xˆ · q
∣∣∣u∞F,p(xˆ, ω) + τe−ikpxˆ·zxˆ · q∣∣∣
=
∣∣∣u∞F,p(xˆ, ω)eikpxˆ·z
xˆ · q + τ
∣∣∣, xˆ ∈ Sq, ω ∈W, τ ∈ T .
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Define zj := −τj , j = 1, 2, 3. Using Lemma 4.1 we find that u
∞
F,p(xˆ,ω)e
ikpxˆ·z
xˆ·q is uniquely
determined for all xˆ ∈ Sq, ω ∈ W. By analyticity, we also deduce that u∞F,p(xˆ, ω) is
uniquely determined for all xˆ ∈ S, ω ∈W.
Similarly, the shear far field pattern u∞F,s(xˆ, ω) is uniquely determined for all
xˆ ∈ S, ω ∈W from the data set Ds. Then the proof is finished by Theorem 3.1.
In the previous uniqueness results, we determine the source from both the com-
pressional and shear far field data. A challenging open problem is whether one of the
compressional and shear far field data completely determines the source. We are also
interested in broadband sparse measurements, i.e., the data can only be measured in
finitely many observation directions,
{xˆ1, xˆ2, · · · , xˆM} =: Θ ⊂ S.
In particular, we are interested in what information can be obtained using multi-
frequency data with a single observation direction. For a bounded domain Ω, the
xˆ-strip hull of Ω for a single observation direction xˆ ∈ Θ is defined by
SΩ(xˆ) := {y ∈ R2 | inf
z∈Ω
z · xˆ ≤ y · xˆ ≤ sup
z∈Ω
z · xˆ},
which is the smallest strip (region between two parallel lines) with normals in the
directions ±xˆ that contains Ω. Let
Πα := {y ∈ R2|y · xˆ + α = 0}, α ∈ R
be a line with normal xˆ. Define
fxˆ(α) :=
∫
Πα
xˆ · F(y)ds(y), α ∈ R. (3.18)
The following theorem gives a uniqueness result on determine the strip by using only
compressional far field data or shear far field data at a fixed observation direction. The
proof follows the related results for inverse acoustic source scattering problems [1].
Theorem 3.5. For any fixed xˆ0 ∈ S, choose a polarization q0 ∈ S such that
q0 · xˆ0 6= 0. If the set
{α ∈ R|Πα ⊂ SΩ(xˆ), fxˆ0(α) = 0} (3.19)
has Lebesgue measure zero, then the strip SΩ(xˆ) of the source support Ω can be
uniquely determined by the following phaseless data set
Ep :=
{|u∞F∪{z},p(xˆ0,q0, ω, τ)| : ω ∈W, τ ∈ T }.
Proof. Essentially, the same arguments as in the proof of Theorem 3.4 show that
the compressional far field pattern u∞F,p(xˆ0, ω) is uniquely determined by Ep for all
ω ∈W and for also all ω ∈ R by analyticity. Recall the compressional far field pattern
representation (2.29), we have
u∞F,p(xˆ0, ω) =
∫
R2
e−ikpxˆ0·yxˆ0 · F(y)dy
=
∫
R
eikpα
∫
Πα
xˆ0 · F(y)ds(y)dα
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=∫
R
eikpαfxˆ0(α)dα, ω ∈ R.
Clearly, the compressional far field pattern u∞F,p(xˆ0, ω) is just the inverse Fourier
transform of fxˆ0 . This implies that fxˆ0 is uniquely determined by u∞F,p(xˆ0, ω), ω ∈W.
Under the assumption that the set in (3.19) has Lebesgue measure zero, it is seen that
SΩ(xˆ) =
⋃
α∈R
{Πα| fxˆ0(α) 6= 0}
which implies that the strip SΩ(xˆ) is uniquely determined by fxˆ0 , and also by u∞F,p(xˆ0, ω),
ω ∈W. The proof is complete.
We end this subsection by the following remarks:
• Unique determination of the strip can also be established by using the phaseless
shear far field data
Es :=
{|u∞F∪{z},s(xˆ0,q0, ω, τ)| : ω ∈W, τ ∈ T },
where the polarization q0 should be chosen such that xˆ⊥0 · q0 6= 0.
• Theorem 3.5 is not true in general if the set in (3.19) has positive Lebesgue
measure. For example, for y = (y1, y2)T ∈ R2, we consider
F1(y) =

(1, 0)T , y1 ∈ (−1, 1), y2 ∈ [1, 2);
(y1, 0)
T , y1 ∈ (−1, 1), y2 ∈ (−1, 1);
(1, 0)T , y1 ∈ (−1, 1), y2 ∈ (−2,−1];
(0, 0)T , otherwise.
(3.20)
and
F2(y) =
 (1, 0)
T , y1 ∈ (−1, 1), y2 ∈ [1, 2);
(1, 0)T , y1 ∈ (−1, 1), y2 ∈ (−2,−1];
(0, 0)T , otherwise.
(3.21)
Then F1 ∈ [L2(R2)]2 has compact support in D1 = [−1, 1] × [−2, 2], and
F2 ∈ [L2(R2)]2 has compact support in D2 := D(1)2 ∪ D(2)2 , where D(1)2 =
[−1, 1] × [−2,−1] and D(2)2 = [−1, 1] × [1, 2]. Straightforward calculations
show that the corresponding compressional far field patterns corresponding to
these two different sources coincide for all frequencies at the fixed observation
direction xˆ = (1, 0)T .
• A by-product of Theorem 3.5 is that one may determine a convex hull of the
source support Ω by using two or more observation directions, which is verified
in Section 5 numerically.
3.2. Uniqueness for obstacles. Difficulties arise for the uniqueness results for
Phaseless-IP1 because of the additional far field pattern v∞Ω due to point sources,
i.e., scattering effects of point sources can not be ignored, even they are very weak if
the source is far away from the obstacle (see Theorem 2.3). Inspired by the recent
works [47,49], we introduce an artificial rigid bodyD ⊂ R2\Ω ∪ {z} into the scattering
system. The reference ball technique dates back to [38], where such a technique is
used to avoid eigenvalues and choose a cut-off value for the linear sampling method
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with phased far field patterns. We also refer to [28] and [44] for application of the
reference ball techniques in phased inverse scattering problems. We guess that such a
body D can be removed. However, this requires other techniques. We hope to report
this elsewhere in the future.
To simplify notations, for fixed z and q, we set
v∞D∪Ω,p(xˆ) := v
∞
D∪Ω,p(xˆ, z,q, 1) + e
−ikpxˆ·z(q · xˆ), xˆ ∈ Sq,
v∞D∪Ω,s(xˆ) := v
∞
D∪Ω,s(xˆ, z,q, 1) + e
−iksxˆ·z(q · xˆ⊥), xˆ ∈ S⊥q .
Theorem 3.6. For any fixed frequency ω > 0, source polarization q ∈ Q and
source point z ∈ R2\D ∪ Ω, the scatterer Ω is uniquely determined by the following
phaseless data∣∣∣w∞D∪Ω∪{z},mp(xˆ,d,q, τ)∣∣∣, xˆ ∈ Sq, d ∈ S, τ ∈ T , m = p, s, (3.22)∣∣∣w∞D∪Ω∪{z},ms(xˆ,d,q, τ)∣∣∣, xˆ ∈ S⊥q , d ∈ S, τ ∈ T , m = p, s, (3.23)∣∣∣v∞D∪Ω,p(xˆ)∣∣∣, xˆ ∈ Sq, (3.24)∣∣∣v∞D∪Ω,s(xˆ)∣∣∣, xˆ ∈ S⊥q . (3.25)
Proof. Define two sets
S0 :=
{
xˆ ∈ Sq :
∣∣∣v∞D∪Ω,p(xˆ)∣∣∣ = 0} and S⊥0 := {xˆ ∈ S⊥q : ∣∣∣v∞D∪Ω,s(xˆ)∣∣∣ = 0}.
We then claim that these two sets S0 and S⊥0 have Lebesgue measure zero. For the case
when the distance ρ := dist(z, D ∪ Ω) is large enough, this is obvious with Theorem
2.3. For the general case, we show only that S0 has Lebesgue measure zero, the other
one can be proved analogously. On the contrary, assume that S0 has positive Lebesgue
measure. By the analyticity of the far field pattern, we conclude that S0 = Sq. This
implies that v∞D∪Ω,p(xˆ, z,q, 1) = −e−ikpxˆ·z(q · xˆ) for xˆ ∈ Sq, and also for all xˆ ∈ S
by analyticity again. Note that by (2.17), e−ikpxˆ·z(q · xˆ) is just the compressional far
field pattern of the scattered field Φ(·, z)q. We conclude by Rellich’s Lemma [13] and
analytic continuation that
vscD∪Ω,p(x, z,q, 1) =
1
k2p
grad div [Φ(x, z)q], x ∈ R2\D ∪ Ω ∪ {z}. (3.26)
This contradicts the fact that the scattered field vscD∪Ω,p(·, z,q, 1) is analytic in R2\D ∪ Ω
since the right hand side of (3.26) is singular at x = z.
Recall the representation (2.21), we have for all xˆ ∈ Sq\S0, d ∈ S, τ ∈ T ,∣∣∣w∞D∪Ω∪{z},mp(xˆ,d,q, τ)∣∣∣
=
∣∣∣u∞D∪Ω,mp(xˆ,d) + τv∞D∪Ω,p(xˆ)∣∣∣
=
∣∣∣v∞D∪Ω,p(xˆ)∣∣∣∣∣∣u∞D∪Ω,mp(xˆ,d)v∞D∪Ω,p(xˆ) + τ
∣∣∣, m = p, s.
By Lemma 4.1, we deduce that
u∞D∪Ω,mp(xˆ,d)
v∞D∪Ω,p(xˆ)
, xˆ ∈ Sq\S0, d ∈ S, m = p, s
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is uniquely determined by the phaseless data given in (3.22) and (3.24). Note that
|v∞D∪Ω,p(xˆ)| is given in (3.24), we thus further obtain the phaseless data |u∞D∪Ω,mp(xˆ,d),
m = p, s uniquely for all xˆ,d ∈ S by analyticity. Similarly,
|u∞D∪Ω,ms(xˆ,d)| and
u∞D∪Ω,ms(xˆ,d)
v∞D∪Ω,s(xˆ)
, xˆ ∈ S⊥q \S⊥0 , d ∈ S, m = p, s
are uniquely determined by the phaseless data given in (3.23) and (3.25), then |u∞D∪Ω,ms(xˆ,d)|,
m = p, s are obtained for all xˆ,d ∈ S uniquely. Writing
u∞D∪Ω,mn(xˆ,d) := |u∞D∪Ω,mn(xˆ,d)|eiαmn(xˆ,d), xˆ,d ∈ S, m, n = p, s,
v∞D∪Ω,n(xˆ) = |v∞D∪Ω,n(xˆ)|eiβn(xˆ), xˆ,d ∈ S, n = p, s,
where the phase functions αmn ∈ [0, 2pi) and βn ∈ [0, 2pi) are analytic on S, and from
the previous analysis, we obtain that ei[αmn(xˆ,d)−βn(xˆ)] is uniquely determined for all
xˆ ∈ Sq\S0 or xˆ ∈ S⊥q \S⊥0 , d ∈ S, and thus for all xˆ,d ∈ S by analyticity. We then
claim that αmn and βn are uniquely determined for all m,n = p, s. To prove this, we
assume there are two sets of phase functions α(i)mn and β
(i)
n , i = 1, 2 and m,n = p, s.
Denote by Ω1 and Ω2 the corresponding rigid bodies. Then we obtain
ei[α
(1)
mn(xˆ,d)−β(1)n (xˆ)] = ei[α
(2)
mn(xˆ,d)−β(2)n (xˆ)], xˆ,d ∈ S, m, n = p, s,
that is,
α(1)mn(xˆ,d)− β(1)n (xˆ) = α(2)mn(xˆ,d)− β(2)n (xˆ) + 2lmnpi, xˆ,d ∈ S, m, n = p, s(3.27)
for some lmn ∈ {0,±1}. Define
γmn(xˆ) := β
(1)
n (xˆ)− β(2)n (xˆ) + 2lmnpi, xˆ ∈ S, m, n = p, s. (3.28)
Then by (3.27) we have
γmn(xˆ) = α
(1)
mn(xˆ,d)− α(2)mn(xˆ,d), xˆ,d ∈ S, m, n = p, s.
From this, noting that |u∞D∪Ω1,mn(xˆ,d)| = |u∞D∪Ω2,mn(xˆ,d)| for xˆ,d ∈ S, we observe
that
u∞D∪Ω1,mn(xˆ,d) = |u∞D∪Ω1,mn(xˆ,d)|eiα
(1)
mn(xˆ,d)
= |u∞D∪Ω2,mn(xˆ,d)|eiα
(2)
mn(xˆ,d)eiγmn(xˆ)
= u∞D∪Ω2,mn(xˆ,d)e
iγmn(xˆ), xˆ,d ∈ S, m, n = p, s. (3.29)
Interchanging the roles of xˆ and −d gives
u∞D∪Ω1,mn(−d,−xˆ) = u∞D∪Ω2,mn(−d,−xˆ)eiγmn(−d), xˆ,d ∈ S, m, n = p, s. (3.30)
Using the reciprocity relation (2.7), from (3.29), we see that
u∞D∪Ω1,nm(−d,−xˆ) = u∞D∪Ω2,nm(−d,−xˆ)eiγmn(xˆ), xˆ,d ∈ S, m, n = p, s.(3.31)
Comparing (3.30) and (3.31), we deduce that
γnm(−d) = γmn(xˆ), xˆ,d ∈ S, m, n = p, s.
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Thus, γmn = γnm are constants independent of the directions xˆ,d ∈ S. Recall the
definition (3.28) of γmn, we find that γpm − γsm = 2(lpm − lsm)pi for two constants
lpm, lsm ∈ {0,±1}, m = p, s. Thus eiγmn = eiγ ,m, n = p, s for some fixed constant γ.
Let G be the unbounded connected component of the complement of Ω1 ∪ Ω2.
We apply Rellich Lemma to conclude that
uscD∪Ω1,nm(y,−xˆ) = uscD∪Ω2,nm(y,−xˆ)eiγ , y ∈ G\D, xˆ ∈ S, m, n = p, s. (3.32)
Since D ∩ Ωi = ∅, i = 1, 2, we have
D ⊂ G or D ⊂ R2\G.
If D ⊂ R2\G, there exists a point y0 ∈ ∂G such that y0 ∈ ∂Ω1 ∩ ∂Ω2. For the case
of D ⊂ G, we choose any point y1 ∈ ∂D. Then we define
y∗ :=
{
y0, D ⊂ R2\G;
y1, D ⊂ G.
Using the Dirichlet boundary conditions, we have∑
n∈{p,s}
uscD∪Ω1,mn(y
∗,−xˆ) = −uinm (y∗,−xˆ)
=
∑
n∈{p,s}
uscD∪Ω2,mn(y
∗,−xˆ), xˆ ∈ S, m = p, s.(3.33)
Combining this with (3.32) we find
uinm (y
∗,−xˆ)[eiγ − 1] = 0, xˆ ∈ S, m = p, s. (3.34)
From this and |uinm (y∗,−xˆ)| = 1, it can be deduced that
eiγ = 1.
Combining this with (3.29), we find that
u∞D∪Ω1,mn(xˆ,d) = u
∞
D∪Ω2,mn(xˆ,d), xˆ,d ∈ S, m, n = p, s.
The proof is completed by applying the classical uniqueness result with phased far
field pattern [19].
Remark 3.7. For the case of D ⊂ R2\G, we have used the Dirichlet boundary
conditions on ∂Ωi in the proof. Such a case can be avoided if we know a priori that the
unknown scatterers Ωi, i = 1, 2 are located in some big ball BR with radius R centered
at the origin, and we choose D outside of BR.
Essentially the same arguments as in the proof of Theorem 3.6 show that the
scatterer can be uniquely determined by the phaseless far field patterns with multiple
frequencies and one fixed observation direction.
Using Lemma 4.1 and following the first part of the previous proof of Theorem
3.6, for any fixed polarization q ∈ Q and source point z ∈ R2\Ω, we can show that
the scatterer can be uniquely determined by the following data∣∣∣w∞Ω∪{z},mp(xˆ,d,q, τ)∣∣∣, xˆ ∈ Sq, d ∈ S, τ ∈ T , m = p, s, (3.35)∣∣∣w∞Ω∪{z},ms(xˆ,d,q, τ)∣∣∣, xˆ ∈ S⊥q , d ∈ S, τ ∈ T , m = p, s, (3.36)
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v∞Ω,p(xˆ, z,q, 1), xˆ ∈ Sq, (3.37)
v∞Ω,s(xˆ, z,q, 1), xˆ ∈ S⊥q . (3.38)
Here, we remove the artificial rigid body D. However, there is a price to pay, that is,
we need phased data (3.37)-(3.38).
Under more assumptions on the artificial rigid body D, the following Theorem
gives a uniqueness result with less data.
Theorem 3.8. Assume that Ω ⊂ BR for some disk BR with radius R centered at
the origin. We choose a convex rigid body D ⊂ R2\BR such that ω2 is not a Dirichlet
eigenvalue of −∆∗ in D. Define T0 := {0, τ1}, where τ1 ∈ R\{0}. For the fixed
frequency ω > 0, source polarization q ∈ Q and source point z ∈ R2\Ω, the scatterer
Ω is uniquely determined by the following phaseless data∣∣∣w∞D∪Ω∪{z},mp(xˆ,d,q, τ)∣∣∣, xˆ ∈ Sq, d ∈ S, τ ∈ T0, m = p, s, (3.39)∣∣∣w∞D∪Ω∪{z},ms(xˆ,d,q, τ)∣∣∣, xˆ ∈ S⊥q , d ∈ S, τ ∈ T0, m = p, s, (3.40)∣∣∣v∞D∪Ω,p(xˆ)∣∣∣, xˆ ∈ Sq, (3.41)∣∣∣v∞D∪Ω,s(xˆ)∣∣∣, xˆ ∈ S⊥q . (3.42)
Proof. Using (2.21), we have∣∣∣w∞D∪Ω∪{z},mp(xˆ,d,q, τ1)∣∣∣2
=
∣∣∣u∞D∪Ω,mp(xˆ,d) + τ1v∞D∪Ω,p(xˆ)∣∣∣2
=
∣∣∣u∞D∪Ω,mp(xˆ,d)∣∣∣2 + τ21 ∣∣∣v∞D∪Ω,p(xˆ)∣∣∣2
+2τ1<
[
u∞D∪Ω,mp(xˆ,d)v∞D∪Ω,p(xˆ)
]
, xˆ ∈ Sq, d ∈ S, m = p, s.
Thus <
[
u∞D∪Ω,mp(xˆ,d)v
∞
D∪Ω,p(xˆ)
]
, xˆ ∈ Sq, d ∈ S, m = p, s is uniquely determined
by the phaseless data (3.39) and (3.41). Similarly, <
[
u∞D∪Ω,ms(xˆ,d)v
∞
D∪Ω,s(xˆ)
]
, xˆ ∈
S⊥q , d ∈ S, m = p, s is uniquely determined by the phaseless data (3.40) and (3.42).
Using analyticity, both of them are uniquely determined for xˆ ∈ S.
Writing
u∞D∪Ω,mn(xˆ,d) = |u∞D∪Ω,mn(xˆ,d)|eiαmn(xˆ,d), xˆ ∈ S, d ∈ S, m, n = p, s
v∞D∪Ω,n(xˆ) = |v∞D∪Ω,n(xˆ)|eiβn(xˆ), xˆ ∈ S, n = p, s.
where the phase functions αmn ∈ [0, 2pi) and βn ∈ [0, 2pi) are analytic on S. Then, by
analyticity of αmn and βn, the previous analysis shows that
cos[αmn(xˆ,d)− βn(xˆ)], xˆ ∈ S, d ∈ S, m, n = p, s (3.43)
are uniquely determined. We claim that αmn and βn are uniquely determined. As-
sume on the contrary that there are two sets of α(i)mn and β
(i)
n , and the corresponding
scatterers are Ωi, i = 1, 2. Then we have either
α(1)mn(xˆ,d)− β(1)n (xˆ) = α(2)mn(xˆ,d)− β(2)n (xˆ) + 2lmnpi, xˆ ∈ S, d ∈ S, (3.44)
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or
α(1)mn(xˆ,d)− β(1)n (xˆ) = −α(2)mn(xˆ,d) + β(2)n (xˆ) + 2l′mnpi, xˆ ∈ S, d ∈ S, (3.45)
for some lmn, l′mn ∈ {0,±1}, m, n = p, s. Arguing similarly as in the proof of Theorem
3.6, we can obtain from (3.44)-(3.45) that either
u∞D∪Ω1,mn(xˆ,d) = e
iξu∞D∪Ω2,mn(xˆ,d), xˆ ∈ S, d ∈ S, m, n = p, s (3.46)
or
u∞D∪Ω1,mn(xˆ,d) = e
iηu∞D∪Ω2,mn(xˆ,d), xˆ ∈ S, d ∈ S, m, n = p, s, (3.47)
where ξ and η are two constants independent of xˆ,d ∈ S and m,n ∈ {p, s}.
Using further Rellich’s Lemma, from (3.46), we deduce that
uscD∪Ω1,mn(x,d) = e
iξuscD∪Ω2,mn(x,d), x ∈ G, d ∈ S, m, n = p, s,
where G is the unbounded connected component of the compliment of D ∪ Ω1 ∪ Ω2.
The assumption on the artificial rigid body D implies that ∂D ⊂ ∂G and∑
n∈{p,s}
uscD∪Ω1,mn(x,d) = −uinm (x,d)
=
∑
n∈{p,s}
uscD∪Ω2,mn(x,d), x ∈ ∂D, d ∈ S, m = p, s,
Combining the previous two equalities implies that
(eiξ − 1)uinm (x,d) = 0, x ∈ ∂D, d ∈ S, m = p, s.
Thus eiξ = 1 by noting the fact that |uinm (x,d)| = 1 and consequently
u∞D∪Ω1,mn(xˆ,d) = u
∞
D∪Ω2,mn(xˆ,d), xˆ,d ∈ S, m, n = p, s.
Then the statement of the theorem follows from the classical uniqueness result with
phased far field patterns [19].
We finally show that (3.47) does not hold. Denote by
uscD∪Ωi,m(x,d) :=
∑
n∈{p,s}
uscD∪Ωi,mn(x,d), x ∈ R2\D ∪ Ωi, d ∈ S
the scattered field due to scattering of plane wave uinm by the scatterer D∪Ωi, i = 1, 2.
From (3.47), by (2.6), we have
u∞D∪Ω1,mn(xˆ,d)
= eiηu∞D∪Ω2,mn(xˆ,d)
= −eiη
∫
∂D∪∂BR
{
uinn (y, xˆ) · Tν(y)uscD∪Ω2,m(y,d)
−[Tν(y)uinn (y, xˆ)] · uscD∪Ω2,m(y,d)
}
ds(y)
= eiη
∫
∂D˜∪∂BR
{
uinn (y,−xˆ) · Tν(y)uscD∪Ω2,m(−y,d)
−[Tν(y)uinn (y,−xˆ)] · uscD∪Ω2,m(−y,d)
}
ds(y), xˆ,d ∈ S, m, n = p, s, (3.48)
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where D˜ := {x ∈ R2 : −x ∈ D}. Since D ⊂ R2\BR is convex, we have D˜ ⊂ R2\BR
and D ∩ D˜ = ∅. Define
Ln :=
{ − 1k2p grad div , n = p;
− 1k2s grad
⊥div⊥, n = s.
Note that the right hand side of the above equality (3.48) is the far field pattern of
the scattered field
gscmn(x,d)
:= eiηLn
∫
∂D˜∪∂BR
{
Φ(x,y)Tν(y)uscD∪Ω2,m(−y,d)
−[Tν(y)Φ(x,y)]TuscD∪Ω2,m(−y,d)
}
ds(y), x ∈ R2\D˜ ∪BR, d ∈ S, m, n = p, s.
Rellich’s Lemma gives that
uscD∪Ω1,mn(x,d) = g
sc
mn(x,d), x ∈ R2\D ∪ D˜ ∪BR, d ∈ S, m, n = p, s.
By the analyticity of gscmn in R2\D˜ ∪BR, we find that the scattered field uscD∪Ω1,mn,
m,n = p, s can be analytically extended into D and satisfies the Navier equation in
D. Therefore, we deduce that the total field uD∪Ω1,m := uinm + uscD∪Ω1,m satisfies
∆∗uD∪Ω1,m + ω
2uD∪Ω1,m = 0 in D and uD∪Ω1,m = 0 on ∂D, m = p, s.
The assumption that ω2 is not a Dirichlet eigenvalue of −∆∗ in D implies that
uD∪Ω1,m = 0 in D. From this and the analyticity of uD∪Ω1,m we finally obtain
uD∪Ω1,m = 0 in R2\BR. However this leads to a contradiction to |uinm (x,d)| = 1 for
all x ∈ R2 and uscD∪Ω1,m(x,d)→ 0 as |x| → ∞.
4. Phase retrieval and shape reconstruction methods. This section de-
votes to the numerical schemes for shape reconstruction with phaseless far field data.
First, we propose a fast and stable phase retrieval approach using a simple geomet-
ric structure which provides a stable reconstruction of a point in the plane from
three given distances. Then, several sampling methods for shape reconstruction with
phaseless far field data are given. For obstacle scattering problems, the shear far field
pattern corresponding to incident plane shear wave is considered, two different direct
sampling methods are proposed with data at a fixed frequency. For inverse source
scattering problems, the shear far field pattern is considered, we introduce two direct
sampling methods for source supports with sparse multi-frequency data. Other cases
follow similarly. The phase retrieval techniques are also combined with the classical
sampling methods for the shape reconstructions.
4.1. Phase retrieval. In this subsection, we introduce a phase retrieval method
based on the following geometric result [26].
Lemma 4.1. Let zj := xj + iyj , j = 1, 2, 3, be three different complex numbers
such that they are not collinear. Then there is at most one complex number z ∈ C
with the distances rj = |z − zj |, j = 1, 2, 3. Let further  > 0 and assume that
|rj − rj | ≤ , j = 1, 2, 3.
Here, and throughout the paper, we use the subscript  to denote the polluted data.
Then there exists a constant c > 0 depending on zj , j = 1, 2, 3, such that
|z − z| ≤ c.
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Based on Lemma 4.1, we have the following stable phase retrieval scheme which
can be implemented easily.
1z
2z
Az
Bz
M
1r
2r
α
．
．．
．
．
Fig. 4.1. Sketch map for phase retrieval scheme.
Phase Retrieval Scheme.
• (1). Collect the distances rj := |z − zj | with given complex numbers zj , j =
1, 2, 3. If rj = 0 for some j ∈ {1, 2, 3}, then z = zj. Otherwise, go to next
step.
• (2). Look for the point M = (xM , yM ). As shown in Figure 4.1, M is the
intersection of circle centered at Z2 with radius r2 and the ray z2z1 with initial
point z2. Denote by d1,2 := |z1 − z2| the distance between z1 and z2, then
xM =
r2
d1,2
x1 +
d1,2 − r2
d1,2
x2, yM =
r2
d1,2
y1 +
d1,2 − r2
d1,2
y2, (4.1)
• (3). Look for the points zA = (xA, yA) and zB = (xB , yB). Note that zA
and zB are just two rotations of M around the point z2. Let α ∈ [0, pi] be the
angle between rays z2z1 and z2zA. Then, by the law of cosines, we have
cosα =
r22 + d
2
1,2 − r21
2r2d1,2
. (4.2)
Note that α ∈ [0, pi] and sin2 α+cos2 α = 1, we deduce that sinα = √1− cos2 α.
Then
xA = x2 + <{[(xM − x2) + i(yM − y2)]e−iα}, (4.3)
yA = y2 + ={[(xM − x2) + i(yM − y2)]e−iα}, (4.4)
xB = x2 + <{[(xM − x2) + i(yM − y2)]eiα}, (4.5)
yB = y2 + ={[(xM − x2) + i(yM − y2)]eiα}. (4.6)
• (4). Determine the point z. z = zA if the distance |zAz3| = r3, or else z = zB .
Lemma 4.1 can immediately be applied to the elastic source scattering problems.
Indeed, we set zj = −τj , where τj ∈ C, j = 1, 2, 3 are three scattering strengths with
different principle arguments. For any observation direction xˆ ∈ S, there exists an
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arc S⊥q for some q ∈ Q such that xˆ ∈ S⊥q , i.e., xˆ⊥ · q ≥ 1/2. Applying Lemma 4.1
and following the proof in Theorem 3.4, we obtain the approximate far field pattern
u∞,F,s (xˆ, ω) from the perturbed phaseless far field data set
{∣∣u∞,F∪{z},s(xˆ,q, τ, ω)∣∣ : τ ∈
T
}
.
Theorem 4.2. Let τj ∈ C, j = 1, 2, 3 be three scattering strengths with different
principle arguments. For fixed z ∈ R2\Ω, assume that∣∣∣∣∣u∞,F∪{z},s(xˆ,q, τ, ω)∣∣− ∣∣u∞F∪{z},s(xˆ,q, τ, ω)∣∣∣∣∣ ≤ , xˆ ∈ S⊥q ,q ∈ Q, τ ∈ T , ω ∈W.
Then we have ∣∣∣u∞,F,s (xˆ, ω)− u∞F,s(xˆ, ω)∣∣∣ ≤ c, xˆ ∈ S⊥q , ω ∈W. (4.7)
for some constant c > 0 depending only on τj , j = 1, 2, 3.
Difficulties arise for the obstacle scattering problems because of the additional
unknown far field pattern v∞Ω corresponding to the point sources. For a source point
z ∈ R2\Ω, let ρ := dist(z,Ω) be the distance from z to the unknown target Ω. By
Theorem 2.3, v∞Ω is very weak if ρ→∞, and thus
w∞Ω∪{z},ss(xˆ,d,q, τ) = u
∞
Ω,ss(xˆ,d) + τe
−iksxˆ·zq · xˆ⊥ +O
(
1√
ρ
)
, ρ→∞
for all xˆ,d,q ∈ S, τ ∈ C. Using the phase retrieval scheme, we wish to approxi-
mately reconstruct u∞Ω,ss(xˆ,d) from the knowledge of the perturbed phaseless data∣∣∣w∞Ω∪{z},ss(xˆ,d,q, τ)∣∣∣ with a known error level∣∣∣∣∣w∞,Ω∪{z},ss(xˆ,d,q, τ)∣∣− ∣∣w∞Ω∪{z},ss(xˆ,d,q, τ)∣∣∣∣∣ ≤ , xˆ ∈ S⊥q ,d ∈ S,q ∈ Q, τ ∈ T (4.8)
uniformly with respect to ρ > 0.
Theorem 4.3. Let τj ∈ C, j = 1, 2, 3 be three scattering strengths with different
principle arguments. Under the measurement error estimate (4.8), we have∣∣∣u∞,Ω,ss(xˆ,d)− u∞Ω,ss(xˆ,d)∣∣∣ ≤ c+O( 1√ρ
)
, ρ→∞, xˆ,d ∈ S (4.9)
for some constant c > 0 depending only on τj , j = 1, 2, 3.
Proof. Define rj :=
∣∣w∞,Ω∪{z},ss(xˆ,d,q, τj)∣∣, j = 1, 2, 3. By Theorem 2.3, we have
rj =
∣∣∣∣u∞,Ω,ss(xˆ,d) + τje−iksxˆ·zq · xˆ⊥ +O( 1√ρ
)∣∣∣∣
= q · xˆ⊥
∣∣∣∣∣u∞Ω,ss(xˆ,d)eiksxˆ·zq · xˆ⊥ + τj +O
(
1√
ρ
)∣∣∣∣∣ , ρ→∞ (4.10)
for all xˆ ∈ S⊥q ,d ∈ S,q ∈ Q. Here we have used the fact that q · xˆ⊥ ≥ 1/2 for xˆ ∈ S⊥q .
Let now
zj = −τj , j = 1, 2, 3.
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Then the assumption on the strengths implies that the three points zj , j = 1, 2, 3 are
not collinear. Applying Lemma 4.1, we have∣∣∣∣u∞,Ω,ss(xˆ,d)− u∞Ω,ss(xˆ,d) +O( 1√ρ
)∣∣∣∣
= q · xˆ⊥
∣∣∣∣∣u
∞,
Ω,ss(xˆ,d)e
iksxˆ·z
q · xˆ⊥ −
u∞Ω,ss(xˆ,d)e
iksxˆ·z
q · xˆ⊥ +O
(
1√
ρ
)∣∣∣∣∣
≤ c,
for some constant c > 0 depending only on τj , j = 1, 2, 3. The stability estimate (4.9)
now follows by using the triangle inequality.
Finally, we want to remark that the same estimates in Theorems 4.2 and 4.3
also hold for the other phaseless far field data with appropriate modification of the
observation arcs.
4.2. Scatterer shape reconstruction. This subsection is devoted to introduce
some direct sampling methods for reconstruction of Ω by using phaseless shear far
field data
∣∣w∞Ω∪{z},ss∣∣. The direct sampling methods proposed do not need any a
priori information of the obstacle.
For some polarization direction q, We first introduce two auxiliary functions
G(p,d,q) :=
∫
S
u∞Ω,ss(xˆ,d)e
iksxˆ·pq · xˆ⊥ds(xˆ), p ∈ R2,
A(p,q) :=
∫
S
G(p,d,q)e−iksd·pq · d⊥ds(d), p ∈ R2. (4.11)
By the well-known Riemann-Lebesgue Lemma, both G and A tend to 0 as |p| → ∞.
In fact, due to the systematic analysis in [25], G is a superposition of the Bessel
functions. We thus expect that G (and therefore A) decays like Bessel functions as
the sampling points away from the boundary of the scatterer. Then one may look for
the scatterers by using the following indicators [25] with phased far field patterns
I2(p) =
⋃
q∈Q
∣∣A(p,q)∣∣ and I3(z,d) = ⋃
q∈Q
∣∣G(p,d,q)∣∣. (4.12)
In [25], it has been shown that the indicator I2 has a positive lower bound for sampling
points inside the scatterer, and decays like Bessel functions as the sampling points
tend to infinity. If the size of the scatterer Ω is small enough (compared with the
wavelength), I3 takes its local maximum at the location of the scatterer.
Consider now the case of phaseless far field measurements. Using the notations
in Theroem 2.3, for all xˆ,d ∈ S, fixed τ1 ∈ C\{0} and z0 ∈ R2\Ω, we have
Fz0(xˆ,d,q, τ1)
:= |w∞Ω∪{z0},ss(xˆ,d,q, τ1)|2 − |u∞Ω,ss(xˆ,d)|2 − |τ1q · xˆ⊥|2
=
∣∣∣u∞Ω,ss(xˆ,d) + τ1e−iksz0·xˆq · xˆ⊥ +O(ρ−1/2)∣∣∣2 − |u∞Ω,ss(xˆ,d)|2 − |τ1q · xˆ⊥|2
= u∞Ω,ss(xˆ,d)τ1e
iksz0·xˆq · xˆ⊥ + u∞Ω,ss(xˆ,d)τ1e−iksz0·xˆq · xˆ⊥ +O
(
ρ−1/2
)
. (4.13)
Then we introduce the following two indicators
Iz0(p,d) :=
∑
q∈Q
∣∣∣∣∫
S
Fz0(xˆ,d,q, τ1) cos[ksxˆ · (p− z0)]ds(xˆ)
∣∣∣∣2 , d ∈ S, p ∈ R2, (4.14)
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and
Iz0(p) :=
∫
S
Iz0(p,d)ds(d), p ∈ R2. (4.15)
Insert (4.13) into (4.14)-(4.15). Then a straightforward calculation shows that
Iz0(p,d) =
∑
q∈Q
∣∣∣Vz0(p,d,q) + Vz0(p,d,q)∣∣∣2 +O(ρ−1/2), d ∈ S, p ∈ R2,
Iz0(p) =
∫
S
∑
q∈Q
∣∣∣Vz0(p,d,q) + Vz0(p,d,q)∣∣∣2 ds(d) +O(ρ−1/2), p ∈ R2
with
Vz0(p,d,q) :=
τ1
2
[
G(z,d,q) +G(2z0 − p,d,q)
]
, p ∈ R2,d ∈ S,q ∈ Q.
Let Ω(z0) be the point symmetric domain of Ω with respect to z0. If the size of the
scatterer Ω is small enough, from the properties of G, we expect that the indicator
Iz0(p,d) takes its local maximum on the locations of Ω and Ω(z0). For extended
scatterer Ω, we expect that the indicator Iz0 takes its maximum on or near the
boundary ∂Ω ∪ ∂Ω(z0).
Note that the indicator Iz0(p) (or Iz0(p,d) the case of small scatterers) produces
a false scatterer Ω(z0). However, since we have the freedom to choose the point z0, we
can always choose it such that the false domain Ω(z0) located outside our searching
domain of interest. One may also overcome this problem by considering another indi-
cator Iz1(p) (or Iz1(p,d) the case of small scatterers) with z1 ∈ R2\Ω and z1 6= z0.
Scatterer Reconstruction Scheme One.
• Collect the phaseless data set{|w∞Ω∪{z0},ss(xˆ,d,q, τ)| : xˆ ∈ S⊥q ,q ∈ Q,d ∈ S, τ ∈ {0, τ1}}.
• Select a sampling region in R2 with a fine mesh Z containing the scatterer Ω.
• Compute the indicator functional Iz0(p) (or Iz0(p,d) with some fixed d ∈ S
in the case of small scatterers) for all sampling points p ∈ Z.
• Plot the indicator functional Iz0(p) (or Iz0(p,d) in the case of small scatter-
ers).
Using the Phase Retrieval Scheme proposed in the previous subsection, we can
retrieve approximately the phased far field pattern u∞Ω,ss. Then we have the second
scatterer reconstruction algorithm.
Scatterer Reconstruction Scheme Two.
• Collect the phaseless data set{|w∞Ω∪{z0},ss(xˆ,d,q, τ)| : xˆ ∈ S⊥q ,q ∈ Q,d ∈ S, τ ∈ T }.
• Use the Phase Retrieval Scheme to retrieve approximately the phased far
field patterns u∞Ω,ss(xˆ,d) for all xˆ,d ∈ S.
• Select a sampling region in R2 with a fine mesh Z containing Ω.
• Compute the indicator functional I2(p) (or I3(p,d) with fixed d ∈ S in the
case of small scatterers) for all sampling points p ∈ Z.
• Plot the indicator functional I2(p) (or I3(p,d) in the case of small scatterers).
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4.3. Source support reconstruction. The uniqueness results discussed before
ensure the possibility to reconstruct the unknown objects by stable algorithms. In
this section, we investigate the numerical methods for support reconstruction of the
source F using phaseless far field data
∣∣u∞F∪{z},s∣∣.
Denote by Θ a finite set with finitely many observation directions as elements.
We first introduce an auxiliary function
H(p, xˆ) :=
∫
W
u∞F,s(xˆ, ω)e
iksxˆ·pdω, p ∈ R2, xˆ ∈ Θ. (4.16)
Clearly,
H(p + αxˆ⊥, xˆ) = H(p, xˆ), p ∈ R2, α ∈ R. (4.17)
This further implies that the functional H has the same value for sampling points
in the hyperplane with normal direction xˆ. By the well known Riemann-Lebesgue
Lemma, we obtain that H tends to 0 as |p| → ∞.
Recall from (2.30) that the far field pattern has the following representation
u∞F,s(xˆ, ω) =
∫
R2
e−iksxˆ·yxˆ⊥ · F(y)ds(y), xˆ ∈ S, ω ∈W, (4.18)
Inserting it into the indicator H defined in (4.16), changing the order of integration,
and integrating by parts, we have
H(p, xˆ) =
∫
Ω
∫
W
eiksxˆ·(p−y)xˆ⊥ · F(y)dωdy
=
∫
Ω
Sp(y, xˆ)
ixˆ · (p− y)dy, (4.19)
where Sp ∈ L∞(Ω) is given by
Sp(y, xˆ) := xˆ
⊥ · F(y)eiksxˆ·(p−y)
∣∣∣ωmax
ωmin
.
This implies that the functional H is a superposition of functions that decays as
1/|xˆ · (p− y)| as the sampling point p goes away from the strip SΩ(xˆ).
For any xˆ ∈ S, ω ∈W, τ ∈ C, we define
Kz(xˆ,q, ω, τ) := |u∞F∪{z},s(xˆ,q, ω, τ)|2 − |u∞F,s(xˆ, ω)|2 − |τq · xˆ⊥|2
= |u∞F,s(xˆ, ω) + τe−iksz·xˆq · xˆ⊥|2 − |u∞F,s(xˆ, ω)|2 − |τq · xˆ⊥|2
=
(
u∞F,s(xˆ, ω)τe
iksz·xˆ + u∞F,s(xˆ, ω)τe
−iksz·xˆ
)
q · xˆ⊥. (4.20)
Then, for any fixed τ ∈ C\{0} and z0 ∈ R2\Ω, we introduce the following indicator
IΘz0,S(p) :=
∑
xˆ∈Θ,q∈Q
∣∣∣∣∫
W
Kz0(xˆ,q, ω, τ) cos[ksxˆ · (p− z0)]dω
∣∣∣∣ ,p ∈ R2. (4.21)
Inserting (4.20) into (4.21), straightforward calculations show that
IΘz0,S(p) =
∑
xˆ∈Θ,q∈Q
∣∣∣Uz0(p, xˆ,q) + Uz0(p, xˆ,q)∣∣∣ ,p ∈ R2
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with
Uz0(p, xˆ,q) :=
τq · xˆ⊥
2
[
H(p, xˆ) +H(2z0 − p, xˆ)
]
, p ∈ R2, xˆ ∈ Θ,q ∈ Q.
Let Ω(z0) be again the point symmetric domain of Ω with respect to z0. We expect
that the indicator IΘz0,S takes its maximum on the locations of Ω and Ω(z0). Sim-
ilarly to the phaseless obstacle scattering problem, we can choose z0 such that the
false domain Ω(z0) located outside our searching domain of interest or another point
z1 ∈ R2\Ω and z1 6= z0.
Source Support Reconstruction Scheme One.
• (1). Collect the phaseless data set{|u∞F∪{z0},s(xˆ,q, ω, τ)| : xˆ ∈ Θ ∩ S⊥q ,q ∈ Q, ω ∈W, τ ∈ {0, τ1}}}.
• (2). Select a sampling region in R2 with a fine mesh Z containing the source
support Ω.
• (3). Compute the indicator functional IΘz0,S(p) for all sampling points p ∈ Z.
• (4). Plot the indicator functional IΘz0,S(p) .
Using the Phase Retrieval Scheme proposed in the previous subsection, we
obtain the phased far field pattern u∞F,s. Then we have the second scatterer recon-
struction algorithm using the following indicator [1]
IΘS (p) :=
∑
xˆ∈Θ
∣∣∣H(p, xˆ)∣∣∣, p ∈ R2. (4.22)
Source Support Reconstruction Scheme Two.
• (1). Collect the phaseless data set{|u∞F∪{z0},s(xˆ,q, τ, ω)| : xˆ ∈ Θ ∩ S⊥q ,q ∈ Q, ω ∈W, τ ∈ T }.
• (2). Use the Phase Retrieval Scheme to obtain the phased far field patterns
u∞F,s(xˆ, ω) for all xˆ ∈ Θ, ω ∈W.
• (3). Select a sampling region in R2 with a fine mesh Z containing Ω.
• (4). Compute the indicator functional IΘS (p) for all sampling points p ∈ Z.
• (5). Plot the indicator functional IΘS (p).
5. Numerical experiments. Now we present a variety of numerical examples
in two dimensions to illustrate the applicability and effectiveness of our sampling
methods. In the simulations, we use 0.05 as the sampling space. If not otherwise
stated, we add 10% noise. We take τ = 1 for the indicators Iz0 and IΘz0,S, while
τ = ±0.5, 0.5i are used in the Phase Retrieval Scheme.
5.1. Phaseless inverse scattering problems. There are totally four groups
of numerical tests to be considered, and they are respectively referred to as Iz0(p)-
Big, Iz0(p,d)-Small, PhaseRetrieval, I2−Big+I3−Small. The boundaries of the
scatterers used in our numerical experiments are parameterized as follows.
Circle: x(t) = (a, b) + 0.1 (cos t, sin t), 0 ≤ t ≤ 2pi, (5.1)
Kite: x(t) = (cos t+ 0.65 cos 2t− 0.65, 1.5 sin t), 0 ≤ t ≤ 2pi, (5.2)
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with (a, b) being the location.
The direct problem is solved by the boundary integral equation method [25]. De-
fine θl := 2pil/N, l = 0, 1, · · · , N−1, let dl = (cos θl, sin θl)T and xˆj = (cos θj , sin θj)T
for j, l = 0, 1, · · · , N − 1. In our simulations, we compute the far field patterns
w∞Ω∪{z0},ss(xˆj ,dl,q, τ), q ∈ Q, j, l = 0, 1, · · · , N − 1, for N equidistantly distributed
incident directions and N observation directions. We further perturb this data by
random noise∣∣∣w∞,δΩ∪{z0},ss(xˆj ,dl,q, τ)∣∣∣
= |w∞Ω∪{z0},ss(xˆj ,dl,q, τ)|(1 + δ ∗ erel), q ∈ Q, j, l = 0, 1, · · · , N − 1,
where erel is a uniformly distributed random number in the open interval (−1, 1).
The value of δ used in our code is the relative error level. We also consider absolute
error in Example PhaseRetrieval. In this case, we perturb the phaseless data∣∣∣w∞,δΩ∪{z0},ss(xˆj ,dl,q, τ)∣∣∣
= max
{
0, |w∞Ω∪{z0},ss(xˆj ,dl,q, τ)|+ δ ∗ eabs
}
, q ∈ Q, j, l = 0, 1, · · · , N − 1,
where eabs is again a uniformly distributed random number in the open interval
(−1, 1). Here, the value δ denotes the total error level in the measured data.
In the following experiments, we take N = 512, the Lame´ constants λ = 1 and
µ = 1, and the circular frequency ω = 8pi.
Example Iz0(p)-Big. This example checks the validity of our method for scat-
terers with different source points. We consider the benchmark example with a kited
domain. Figure 5.1 shows the results with three source points z0 = (2, 4)T , (4, 4)T
and (12, 12)T . As expected, the indicator Iz0(p) takes a large value on ∂Ω ∪ ∂Ω(z0),
where Ω(z0) is the symmetric domain of Ω with respect to the source point z0. The
symmetric domain of z0 = (12, 12) is outside of the sampling space. Note that Ω(z0)
changes as the source point z0 changes, thus it is very easy to pick the correct domain
Ω by considering the indicator Iz0 with different source points, or we can just choose
z0 far enough. As shown in Figures 5.1, the left hand kite should be the one desired.
(a) z0 = (2, 4)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.1. Example Iz0 (p)-Big. Reconstruction of kite shaped domain with different source
points.
Example Iz0(p,d)-Small. In this example, the scatterer is a combination of
two mini disks with radius 0.1, one centered at (a, b) = (3, 3) and the other at (a, b) =
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(1, 1). Figure 5.2 shows the reconstructions using Iz0(p,d), d = (1, 0)T with the same
source points as in the Example Iz0(p)-Big.
(a) z0 = (2, 4)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.2. Example Iz0 (p,d)-Small. Reconstruction of two small disks by using Iz0 (p,d)with
different source points. Here, d = (1, 0)T .
Example PhaseRetrieval. This example is designed to check the phase re-
trieval scheme proposed in Subsection 4.1. The underlying scatterer is chosen to be
a kite shaped domain. For comparison, we consider the real part of far field pattern
at a fixed incident direction d = (1, 0)T . Figure 5.3 shows the results without mea-
surement noise by using three different source points (2, 4)T , (4, 4)T and (12, 12)T . In
particular, the source point (2, 4)T is very close to the kite shaped domain. However,
Figure 5.3(a) shows that the multiple scattering is very week. Of course, Figures
5.3(b)-(c) show that the interaction between the source point and the kite shaped
domain decreases as the source point away from the target. Figures 5.4-5.5 show the
results with relative error and absolute error considered, respectively. We find that
our phase retrieval scheme is quite robust with respect to noise. This also verifies the
theory provided in Theorem 4.3.
(a) z0 = (2, 4)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.3. Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
without error using different source points at a fixed direction d = (1, 0)T .
Example I2−Big+I3−Small. In Figures 5.6, the scatterers are the same as the
Example Iz0(p)-Big and Example Iz0(p,d)-Small. We choose the same source
point z0 = (2, 4)T , no false domain appears in the reconstructions. Figures 5.6(a)
uses all the incident directions, while 5.6(b) uses one incident direction d = (1, 0)T .
5.2. Phaseless inverse source problems. The forward problems are com-
puted the same as in [1]. In all examples, for xˆ ∈ Θ, we consider multiple frequency
far field data u∞F,s(xˆ, kj), j = 1, · · · , N, where N = 20, kmin = 0.5, kmax = 20 such
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(a) 0 noise. (b) 10% noise. (c) 30% noise.
Fig. 5.4. Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with different relative error and z0 = (2, 4)T at a fixed direction d = (1, 0)T .
(a) 0 noise. (b) 0.1 noise. (c) 0.3 noise.
Fig. 5.5. Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with different absolute error and z0 = (2, 4)T at a fixed direction d = (1, 0)T .
that kj = (j − 0.5)∆k,∆k = kmaxN .
Then the phaseless data are stored in the matricesMF,z0 =
(
|u∞F∪{z0},s(xˆ, kj , τ)|
)
, xˆ ∈
Θ, j = 1, · · · , N . We further perturb MF,z0 by random relative error and absolute
error as before. Three shapes are considered: a rectangle given by (1, 2) × (1, 1.6),
a L-shaped domain given by (0, 2) × (0, 2) \ (1/16, 2) × (1/16, 2) and an equilateral
triangle with vertices (−2, 0), (1, 0), (−1/2, 3/2√3). Here, we use
F = (x2 + y2 + 5,x2 − y2 + 5)T .
IΘz0,S with one and two observation directions We first consider the case of
one observation using different z0. The support of F is the rectangle. In Fig. 5.7, we
plot the indicators using xˆ = (0, 1)T and three source points z0 = (4, 1.3)T , (4, 4)T
and (12, 12)T . The picture clearly shows that the source and its the point symmetric
domain (with respect to z0) lies in a strip, which is perpendicular to the observation
direction. Next we consider two observation directions (1, 0)T and (0, 1)T , we plot
the indicators in Fig. 5.8. Since the observation directions are perpendicular to each
other, the strips are perpendicular to each other too.
IΘz0,S with multiple observation directions We use the rectangle and the L-
shaped domain in this example. Now we use 20 observation angles θj , j = 1, · · · , 20
such that θj = −pi/2 + jpi/20. Note that θj ∈ (−pi/2, pi/2). Fig. 5.9 gives the results
for rectangle with different z0. Fig. 5.10 gives the results for the L-shaped domain.
The locations and sizes of support of F are reconstructed correctly.
The validation the phase retrieval scheme This example is designed to check
the phase retrieval scheme proposed before. The underlying scatterer is the rectangle.
32
(a) Kite. (b) Two circles.
Fig. 5.6. I2−Big+I3−Small Reconstruction of different shapes.
(a) z0 = (4, 1.3)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.7. IΘz0,S with one observation direction for rectangle.
In Fig. 5.11 and Fig. 5.12 , we compare the phase retrieval data with the exact one,
the real part of far field pattern at a fixed direction xˆ = (0, 1)T is given. We observe
that the phaseless data are reconstructed very well for small relative error level. These
two figures also show that our phase retrieval scheme is robust to noise.
IΘ(p) for extended objects In this example, we take z0 = (4, 4)T . We show
the reconstructions of extended objects with the same 20 observation directions. One
is the L-shaped domain, the other is the triangle. Fig. 5.13 give the reconstructions.
6. Concluding remarks. In this paper, we study systematically the inverse
elastic scattering problems with phaseless far field data. By considering simulta-
neously the scattering of point sources, we establish some uniqueness results with
phaseless far field data, propose a simple and stable phase retrieval technique and
some direct sampling methods for shape reconstructions. The theoretical investiga-
tions are then complemented by numerical examples which exploit generated synthetic
far-field data for a variety of surfaces in two dimensions. The elaborated numerical
reconstructions reveal that the phase retrieval technique is quite robust to noise and
the proposed direct sampling methods are capable of identifying unknown objects
effectively, even only spare data are used.
Numerically, we observe that if the indicator Iz0(p,d) given in (4.14) is replaced
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(a) z0 = (4, 1.3)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.8. IΘz0,S with two observation directions for rectangle.
(a) z0 = (4, 1.3)T . (b) z0 = (4, 4)T . (c) z0 = (12, 12)T .
Fig. 5.9. IΘz0,S with multiple observation directions for rectangle.
by
I˜z0(p,d)
:=
∑
q∈Q
∣∣∣∣∫
S
Fz0(xˆ,d,q, τ1) cos[ksxˆ · (p− z0)− ksp · d]ds(xˆ)
∣∣∣∣2 , d ∈ S, p ∈ R2, (6.1)
Then the false domain Ω(z0) disappear surprisingly. Unfortunately, we are not clear
of the theory basis for this fact.
We are also interested in the phaseless total fields taken on some measurement
surface containing the unknown objects. For the source scattering problems, the
phase retrieval technique is also applicable. However, since the point sources are also
radiating solutions to the Navier equation, to retrieve the phased data stably, we have
to choose the source points close to the measurement surface. We will address this
problem in a forthcoming paper.
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(a) z0 = (3, 31/32)T . (b) z0 = (3, 3)T . (c) z0 = (12, 12)T .
Fig. 5.10. IΘz0,S with multiple observation directions for L-shaped domain.
(a) 10% noise. (b) 30% noise. (c) 50% noise.
Fig. 5.11. Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with relative error at a fixed direction xˆ = (0, 1)T .
(a) 0.1 noise. (b) 0.3 noise. (c) 0.5 noise.
Fig. 5.12. Example PhaseRetrieval. Phase retrieval for the real part of the far field pattern
with absolute error at a fixed direction xˆ = (0, 1)T .
(a) L-shaped domain. (b) Triangle.
Fig. 5.13. Example Extended Objects. Reconstructions the phase retrieval scheme using
multiple directions for different domains with z0 = (4, 4)T .
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