Abstract-In this letter, we investigate the distortion minimization problem by jointly optimizing the sleep-wake scheduling and the transmit power in energy harvesting wireless sensor networks. A mean square error minimization problem with a more efficient harvest-use-store architecture and limited available channels taken into account is formulated. To tackle this mixedinteger non-linear programming, we first transform it into a tractable convex problem through the integer relaxation. Subsequently, a low-complexity sleep-wake scheduling and power control algorithm is proposed to solve the transformed problem. Specifically, we uncover the special structure of the transformed problem and employ it to obtain the optimal sleep-wake policy and power allocation for each sensor node.
I. INTRODUCTION

E
NVIRONMENTAL monitoring is a typical application of wireless sensor network (WSN), where a fusion center (FC) estimates the environmental parameters according to the observations acquired by the sensor nodes (SNs). The improvement of the estimation accuracy is always the focus of attention in both academic and industry world. Hence, it is essential to keep track of the estimation accuracy by the mean square error (MSE) distortion [1] . Recently, energy harvesting (EH) has been recognized as a promising technique to ensure sustainable operations of WSNs. Whereas, most renewable energy sources are unreliable and the available harvested energy at each SN is random. In addition, the amount of harvested energy and the available channels have a great impact on both the sleep-wake state and the transmit power of each SN, and thus affect system estimation distortion. As such, how to effectively exploit the limited available renewable energy and channels is crucial for minimizing the estimation distortion in EH WSNs.
There have been plenty of works exploring the energy management problem to minimize the distortion in EH WSNs. The authors in [2] and [3] proposed two optimal energy management strategies by jointly optimizing the compression rate and the transmit power to minimize the long-term average distortion. Besides, three optimal transmit power control algorithms were developed in [4] - [6] to decrease the total distortion over a finite-time horizon. However, all aforementioned works [2] - [6] are based on the assumption of adequate orthogonal channels for SN-to-FC communications, which is unrealistic in practical networks with massive connections, especially in the Internet of Things (IoT) [1] , [7] . Furthermore, the harvest-store-use (HSU) scheme adopted in [2] - [6] has been proved to be inferior to the harvest-use-store (HUS) scheme in terms of energy utilization efficiency due to the fact that nearly all operational energy storage devices suffer from the charging inefficiency [8] , [9] . Therefore, it is of great importance to comprehensively consider the channel limitations and the storage loss of imperfect battery when addressing the distortion minimization problem.
The main contributions of this letter are twofold.
• Considering the limited orthogonal channels, we obtain the optimal sleep-wake policy for each SN.
• Exploiting the HUS scheme, a novel double-threshold power allocation pattern is devised.
II. SYSTEM MODEL
We consider a time slotted EH WSN that consists of N SNs and a FC. The set of SNs is denoted as N = {1, · · · , N}. There are K (K N) available orthogonal channels for SN-to-FC communications, where each channel can only be occupied by one SN at a time. Hence, only a subset of the SNs will be activated by the FC in each slot t (1 t T and t is defined as the time interval [t, t + 1).) 1 Let X (t) denote the set of activated SNs in slot t and x(t) = (x 1 (t), x 2 (t), · · · , x N (t)) be the sleep-wake state of all SNs, where x i (t) = 1 if i ∈ X (t), otherwise x i (t) = 0. In each slot, the activated SNs monitor a random process of interest θ(t) and then transmit their observations to the FC. After gathering the observations from different SNs, the FC estimates θ(t) by adopting the best-linear unbiased estimator (BLUE).
A. SN Measurements and Distortion Measure at the FC
We assume that θ(t) is an independently and identically distributed (i.i.d.) Gaussian process with zero mean and variance σ 2 θ as in [4] - [6] . Thus, the observation y i (t) of the activated
where n i (t) represents the Gaussian measurement noise with zero mean and variance σ 2 i , which is i.i.d. over slots and independent of {θ(t)}. Then, each activated SN adopts an analog amplify and forward uncoded strategy for transmitting its observation to the FC [4] - [6] . Namely, in slot t, the observation y i (t) is amplified by a factor of √ α i (t) and then forwarded to the FC. Let
denote the expenditure of SNs that transmit their observations in slot t, where
A flat block fading channel is considered in this system [3] . Specifically, the channel power gain from SN i to the FC, represented by g i (t), is the same for all orthogonal channels and remains constant within each slot but may change on slot boundaries. Accordingly, the received signal at the FC from SN i is
where ζ i (t) is the additive white Gaussian noise with zero mean and variance ζ 2 i . After collecting the observations from different SNs, the FC adopts the BLUE to estimate θ(t). As shown in [4] - [6] , the MSE of the t-th estimation is
B. Energy Supply Model
Each SN is equipped with an energy harvester that is capable of collecting renewable energy from the surroundings. The amount of harvested energy at SN i in slot t is denoted as H i (t), which is an i.i.d. process across different SNs and slots. When the SN is in the sleep mode, the SN only harvests energy and turns off the radio module to save energy caused by the radio-frequency circuit [10] . Due to the storage loss of imperfect battery, the harvested energy is preferred for data transmission and only the extra part is stored in the battery for future use in the HUS architecture [8] , [9] . The storage efficiency of a battery depends on its type, age and usage, as well as the medium temperature. With these factors taken into account, we formulate the storage loss into our model. Then, the energy queue B i (t) evolves according to
where
+ stand for, respectively, the energy stored into and taken out from the battery in slot t, η B (0 < η B < 1) denotes the storage efficiency, and P C i represents the constant circuit energy consumption of SN i . For simplicity and ease of analysis, we assume that the capacity of the battery is infinite [9] .
III. PROBLEM FORMULATION AND TRANSFORMATION
In this section, we first formulate an MSE minimization problem with prior knowledge of the channel power gain and harvested energy of each SN. Then, this problem is transformed into a convex optimization framework.
A. Problem Formulation
We explore the distortion minimization problem by jointly optimizing the sleep-wake scheduling x(t) and the transmit power E(t), which can be formulated as:
(C1) is the energy causality constraint. (C2) indicates that the number of activated SNs in each slot is limited by K . In (C1), it is obvious that x i (t) = 0 and E i (t) = 0 when
0. Hence, we only consider the situation where the condition
is a mixed-integer nonlinear programming (MINLP) and hard to solve because it involves both continuous variable E i (t) and Boolean variable x i (t).
Specifically, the nonlinear cross-multiplication term (NCMT) x i (t)E i (t) in this problem imposes a great challenge on algorithm design, which results in nonconvexity. Furthermore, the utilization of Boolean variable leads to this problem NP-hard in general. To overcome these difficulties, we recast constraint (C1) to cancel the NCMT and relax the Boolean constraints to continuous ones.
B. Problem Transformation
To cancel the NCMT, we apply the fact that E i (t) is equal to 0 if SN i is in the sleep mode, i.e., E i (t) = 0 when x i (t) = 0. Then, constraint (C1) can be transformed as E i (t)
. Besides, we allow x i (t) to be a continuous value in [0, 1] instead of a Boolean. Consequently, we obtain the following problem:
Proof: It can be easily derived that the objective function is jointly concave over ({x i (t)}, {E i (t)}) and all the constraints are convex sets by definition. Thus, problem P 2 is convex.
Remark 1: Even though the integer relaxation approach generally leads to a suboptimal solution, we can still obtain the optimum of problem P 1 by directly settling the relaxed problem P 2 , which will be demonstrated in the following Section.
IV. SLEEP-WAKE SCHEDULING AND POWER CONTROL ALGORITHM
Since problem P 2 is convex, we can obtain its optimal solution by exploiting the Lagrangian duality approach. Through introducing Lagrange multipliers λ i (t), μ(t) (∀i ∈ N , t = 1, · · · , T ) to relax constraints (C5) and (C2), we get the Lagrangian function of problem P 2 as
Taking the derivatives of (6) in x i (t) and E i (t), we have Eqs. (7) and (8), shown at the bottom of this page, where
With the aid of the special structure of the signum function, we apply the Karush-Kuhn-Tucker (KKT) conditions to obtain the optimal solution to P 2 with given the Lagrange multipliers.
A. Optimal Sleep-Wake Scheduling
Given the Lagrange multipliers λ i (t) and μ(t), the optimal selection of SN i can be expressed as
B. Optimal Power Allocation
Given the Lagrange multipliers λ i (t) and μ(t), we obtain the optimal transmit power of activated SN i
and
are the storing threshold and retrieving threshold, respectively. Remark 2: In the region
the battery is charged and the transmit power is E U i , while in the region
the battery is discharged and the transmit power is E L i . In between, all the harvested energy is utilized for current data transmission, and the battery is neither charged nor discharged.
Theorem 2: The optimal solution to problem P 1 can be acquired through solving the relaxed problem P 2 .
Proof: Since the feasible region of problem P 2 is larger than problem P 1 , the optimal solution to problem P 2 obtains the upper bound of the objective function in problem P 1 . In addition, from Eqs. (9) and (10), we find that the optimal solution to problem P 2 is also a feasible solution to problem P 1 . Thus, the objective value of problem P 2 is not larger than the optimal value of problem P 1 . As a result, the optimal solution to P 2 is just the optimal solution to P 1 .
C. Lagrange Multipliers Update
The Lagrange multipliers λ i (t) and ν i (t) (∀i ∈ N , t = 1, · · · , T ) can be updated by employing the subgradient projection method.
The specifical procedure of sleep-wake scheduling and power control algorithm (SSPCA) is summarized in Algorithm 1. The computational complexity of the SSPCA is O( 
V. SIMULATION RESULTS
In this section, simulation results are provided to evaluate the performance of the proposed algorithm. During the simulation, we consider the network topology comprising eight SNs and a FC. As in [4] , the channel power gains and harvested energies are assumed to be i.i.d. exponentially distributed with
, and E i (t); Set k = 0 and the maximum tolerance ε > 0; Iteration: Fig. 1 illustrates the average MSE performance of schemes with HUS and traditional HSU modes versus η B , respectively. Both the proposed algorithm and the traditional algorithm can achieve improvements of the average MSE as η B increases. This is because the higher η B enables larger part of harvested energy to be stored in the battery for future use. Nevertheless, it is seen that the proposed SSPCA obtains significant performance gains over the traditional one, which indicates the necessity of considering the charging inefficiency of actual battery. As previously mentioned, the impact of the number of orthogonal channels on the achievable MSE is verified. We observed that the increase of K can bring the decrease of the MSE due to more freedom degrees for selecting SNs. Fig. 2 depicts the average MSE performance of both the SSPCA and the random SN selection algorithm with respect to P C i . These two strategies have the similar tendency that the higher the circuit power P C i , the larger the average MSE. The reason for this phenomenon is that, with a higher circuit power, the available energy for transmitting the SN's measurements will decrease, which leads to an increase in MSE according to Eq. (4). Whereas, it is worthwhile to note that the SSPCA invariably outperforms the random SN selection algorithm when the P C i is same.
VI. CONCLUSIONS
In this letter, we aim at minimizing the distortion in EH WSNs by jointly optimizing the sleep-wake scheduling and the transmit power. We have formulated an MSE minimization problem and converted it into a tractable convex one. Then, the SSPCA has been developed to solve the transformed problem.
