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It is known that the solutions of the 2D Navier-Stokes equations, in bounded 
domains, are determined by a finite discrete set of nodal values. That is if the large 
time behavior of the solutions to the Navier-Stokes equations is known on an 
appropriate finite discrete set, then the large time behavior of the solution itself is 
totally determined. Here, an upper-bound is rigorously established for the number 
of nodes needed to determine the solutions of the NavierrStokes equations in two 
dimensions with periodic boundary conditions. 0 1992 Academic PRESS, IIIC. 
1. INTRODUCTION 
In conventional turbulence theory (see, e.g., [l]) one can heuristically 
estimate the number of degrees of freedom required to monitor the motion 
of turbulent flows in terms of a scale invariant nondimensional parameter 
of the flow, say the Reynolds number or the Grashof number G (defined 
in Section 2 below). Many studies have been conducted to establish a 
connection between the mathematical theory of the NavierStokes 
equations and conventional turbulence theory. As a result of these rigorous 
studies it is, now, well known that the long time behavior of the 2D 
Navier-Stokes, in bounded domains, is determined by a finite number of 
degrees of freedom. Moreover, some rigorous estimates are available for 
these degrees of freedom (see, e.g., [2-91 and references therein). 
Along these lines a remarkable property of the 2D Navier-Stokes 
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equations (NSE) in a bounded domain Q was shown in [6]. Namely, the 
large time behavior of solutions is determined by their values on a discrete 
set of points. A finite set of points 6 in the domain Sz is called a set of 
determining nodes if whenever the difference between any two solutions u, 
u goes to zero on 8 as the time goes to infinity, then their difference goes 
uniformly to zero everywhere in the domain. This result can be easily 
extended to the 3D NSE provided the latter has global strong solutions in 
time. In particular we know, in both the 2D as well as the 3D cases, if two 
stationary solutions agree on a sufficiently “dense” discrete finite set of 
points, then the two solutions agree everywhere in the domain. The above 
results assert that the long time dynamics of the NSE is determined by the 
dynamics of the nodal values in the determining set. Indeed, it was recently 
shown in [lo] that for certain dissipative partial differential equations 
which have an Inertial Manifolds, such as the Kuramoto-Sivashinsky and 
the complex Ginzburg-Landau equations, the induced dynamical system of 
the nodal values of the solutions is equivalent (conjugate) to the dynamical 
system of the PDE. 
The concept of determining nodes is important from the practical point 
of view. This is because experimental data, in general, are collected from 
measurements at a finite number of points, such as the temperature, the 
velocity, etc. However, we emphasize that the number of determining nodes 
cannot always be very low (see [ 111). In this paper we rigorously estimate 
an upper bound, in terms of the Grashof number, G, for the number of 
determining nodes in the 2D NSE with periodic boundary conditions. 
More precisely we find, for G P 1, an estimate for the number of 
determining nodes of the order G*(l + 1ogG). This is relatively large in 
comparison with the number of determining modes which has an upper 
bound of the order G(l +logG)“’ [5], and with the upper bound for the 
dimension of the global attractor which is of the order G2j3( 1 + logG)“3. 
We remark that an upper bound of the order G2 is also available for the 
number of determining finite volume elements [123 (see also [lo]). We note 
that in many applications one is interested in the mean properties of the 
turbulent flows, such as the coherent structures, or the motion of the large 
scale components of the flow (large eddies). In such a case, one might be 
able to represent he average motion of the flow by a significantly smaller 
number of parameters then the ones needed for the full resolution of the 
fine structure of the global attractors (see, e.g., [13-193 and reference 
therein). 
We now turn to the organization of the paper. In Section 2 we recall 
some properties of the Navier-Stokes Equations. In Section 3 we define the 
concept of determining nodes and recall two theorems from [6]. Section 4 
contains the main results of this paper, where we provide an explicit upper 
bound for the number of determining nodes. 
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2. FUNCTIONAL SETTING AND PRELIMINARY RESULTS 
We consider the 2D NSE for a viscous incompressible fluid in R2 with 
periodic boundary conditions in the square 52 = (0, L) x (0, L). Denoting 
by f=f(x, t) the volume forces, by u = u(x, t) the velocity vector, and 
p = p(x, t) the pressure, we have 
$“AU+(u.v)u+ Vp=f in R2 x (0, co) 
v .u=o in 0X2x(0, 00) 
4x1, x2, t) = 4x1, x2 + L, t) (1) 
u(x,, x2, t) = u(x, + L, x2, t), 
and we assume that the integrals of u and f vanish on Q at all time (i.e., 
u andf have mean zero in Q). 
Following the usual notation of [2&22], we set 
We set 
Y = 
i 
U: R2 w R2, vector-valued trigonometric polynomials 
with period L, V . u = 0, 1 u dx = 0 . 
a i 
H= the closure of Y in (JC’(SZ))~, 
I/ = the closure of V in (Hr(Q))‘, 
where L2(sZ) = I-I’(0) and H’(G) (I= 1, 2, . ..) denote the usual L2-Sobolev 
spaces. H is a Hilbert space with the inner product and norm 
(u, 0) = i, 4x1. u(x) dx, Iul = ( ja lu(x)l’ dx)“2, 
where U(X) .v(x) is the usual Euclidean scalar product. Thanks to the 
Poincart Lemma, V is also a Hilbert space with inner product and norm 
Let P denote the orthogonal projection in L2(Q)2 onto H. We denote by 
A the Stokes operator 
Au= -Au, 
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and the bilinear operator 
for all U, u in 9(A)= Vn (H2(Q))2. We recall that the operator A is a 
positive self-adjoint operator with compact inverse. Thus there exists a 
complete orthonormal set wj of eigenfunctions of A such that Aw, = Ajwj 
and 0 < A, < 1, ,< . . . . where A1 = (27c/L)*. Let 
P= lim sup 
U 
R If(t, x)1” dx ‘? 
I--rrx; )’ 
Following [S] we define the generalized Grashof number Gr as 
In what follows, all our estimates will be in terms of the generalized 
Grashof number. Noted that iffis time independent hen Gr is the Grashof 
number G = L2) f 1/47t*v*. 
Now the NSE, (1 ), is equivalent to the differential equation in H 
du 
z + vAu + B(u, u) =f, (2) 
where from now on f= Pf, and it is assumed the f E L”( (0, co); H) (i.e., 
sup,,,lf(t)l <Co). 
For questions related to existence, uniqueness, and regularity of 
solutions the reader is referred to [20-231. 
3. NODAL VALUES AND DETERMINING NODES 
Let 
d = (xl, x2, . ..) x”} 
be a collection of points in Q. The set d is called a set of determining nodes 
if for any two solutions u and u of (2) satisfying 
Iim (u(x’, t) - u(x’, t)) = 0, j = 1, . ..) N, 
I-m 
we have 
lim 
I-m 
ilu( ., t) - a( ., t)ll L=CRJ = 0. 
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For each .K E Q we set 
and 
Now we recall two theorems from [6]. For the first we assume that the 
force, f, is time independent and that Gr = G = 1 f i/J., v*. Note that if G is 
sufficiently small then the dynamics of (1) is trivial [22, p. 701, and in 
this case the global attractor consists of a unique exponentially stable 
stationary solution. 
THEOREM 3.1 [6]. Let u and o be two stationary solutions of the NSE 
VAU + B(u, 24) =f, (3) 
vAu+ B(o,u)=f (4) 
be such that 
u(x’) = v(x’), j=l , . . . . N. 
Then there exists a constant z, = !I, (v, L, 1 f I), such that if dN is smaller than 
a I, then the solutions are equal; i.e., u = v. 
The second theorem concerns the large time behavior of the NSE. Here 
we assume that f, g are two given forces in L”(0, ~0; H) such that 
If(t)-g(t)1 -to, as t+co. 
Suppose that u is as in (2) and IJ is a solution to the similar problem 
dv 
-& + VAU + B(u, 0) = g, 
where u. and u. are given in V. We have again from [6] 
THEOREM 3.2 [6]. In addition to the above assumptions uppose that 
lim (u(x’, t) - u(xj, t)) = 0, j=l , . . . . N. 
,+oC 
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Then there exists a constant CQ = CQ(V, L, F) such that if 
lim Ilu(., t)-u(., t)llLzcn,=O. 
I-em 
In the next section we will find an explicit upper bounds for the 
constants c(, and CQ which will only depend on Gr. 
4. AN UPPER BOUND FOR DETERMINING NODES 
First let us present a lemma which is a direct consequence of Sobolev 
Imbedding Theorem. From now on 8 is a number in [0, i), while cj 
(j= 1,2, . ..) will denote adequate dimensionless positive constants. 
LEMMA 4.1. For every w E D(A) we set 
rl(w) = p& lw(x’)l, . . 
where xJ E 6, then for every 0 E [0, 1) we have 
Ilwll, = SUPIW(X)l G?(w)+- XGR (5) 
Iwl <Q(w)+- zd;IAwl; (6) 
l,w,l <~~(~~~)~‘~q(w)+c~(~)~‘~,Aw,. (7) 
Proof: For n= 2 we know that the Sobolev space H*(Q) is 
continuously imbedded in the space V”,‘, the space of Holder continuous 
functions on D with exponent 8, for all 0~ [0, 1) (see [24], and 
Appendix A below for the periodic case). Therefore 
Iw(x)-w(~)l ~OW-YI~ IAwl. 
It is shown in Appendix A that c(e) can be chosen to be 
409/168/l-6 
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where c’, = 12/7c. Hence, 
c,L’ ” 
-dgA$ I4x)l 6 r(w) + \,G 
which gives (5). Inequality (6) is a direct consequence 
use the interpolation inequality 
llwll 2 G I+4 IAwl 
(see, e.g., [20, 223). From (6) we obtain 
,I2-(9 
of (5). To see (7) we 
Ilw(126Lr/(w)lAw( +==-ddH,IAwl? 
,:l-e 
Apply Young’s inequality to obtain (7). 1 
We need one more fact about the NSE in two dimensions with periodic 
boundary conditions; namely, the nonlinear term satisfies the identity 
(B(u, u), Au) = 0 
(cf. [20,22]). Differentiating this last expression with respect to u in the 
direction of v we obtain the useful identity 
(B(u, v), Au) + (B(v, u), Au) f (B(v, v), Au) = 0 (8) 
(see [3] ). We are now ready to prove 
PROPOSITION 4.1. Assume the hypothesis of Theorem 3.1. Let 0 E [0, 1 ), 
if 
(l-0) 1120 
dNc (4 2 7c c~c,c,G)~‘~ L 
then u = v. 
ProoJ Set w = u-v. Then w solves the equation 
vAw + B(u, w) + B( w, u) - B( w, w) = 0. 
Taking the inner product with Aw and using identity (B(u, u), Au) = 0, we 
obtain 
vlAw12= -(B(w, w), Au). 
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Now we have the estimate 
I(B(w, w), Au)1 6 c4llwII, II4 WI 
(cf. [20, 223). Hence, 
VI~42~~411WII, llwll MuI. 
From (5) and (7) (note q(w) =0 in this case) we obtain 
or equivalently 
Now taking the inner product of vAu + B(u, U) =J with Au and using 
(B(u, u), Au) = 0, we obtain that 
IAu( cs 
’ v’ 
Thus we have 
IAwl* 
and JAwl = 0 (i.e., u = v), provided that 
v-c,c3c4L;~~;~lf1>o, 
V 
or equivalently 
From the above, in order to obtain the smallest upper estimate for the 
number of determining nodes, we need to minimize the function 
h(B) := 
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for d E [0, 1). Set cs = 47c’c, c3cq. Now we apply the estimates in Appendix 
B for K = (c,G)~‘? to conclude: 
THEOREM 4.1. Assume the hypothesis of Theorem 3.2. Lf 
L 
dN < ec:j3 G2j3( 1 + log(e,G)2/3)1/2’ 
then u = v. In particular, there exists a set of determining nodes for the 
stationary case, the number N of which is less than 
NC e2(c,G)4!3( 1+ log(c,G)2’3). 
Proof. The bound for d, follows immediately from Proposition 4.1. To 
show the existence of the determining set, we divide Q into squares of side 
length fi d,. We then place the node in the center of each square. Note 
that each square fits in a circle of radius d,. Further, it takes at most 
([L/a d,,,] + 1 )2 squares to cover R. If we require L/d, > 2 + fi, that is 
G 9 1, then the bound given for N follows. 1 
Now we tackle the case of time dependent solution. First we recall the 
following generalized version of Gronwall’s inequality. 
LEMMA 4.2 [S]. Let a be a locally integrable real valued function on 
(0, 00 ), satisfying f or some 0 c T-C x the following conditions: 
lim sup 
I 
t + T 
a(t)dz=y>O 
r-03 , 
r+T 
a-(z)dr=T<aj, 
where a = max( -a, 0). Further, let fl be a real valued measurable function 
defined on (0, 00) such that p(t) + 0 as t goes to infinity. Suppose that t: is 
an absolutely continuous nonnegative function on (0, co) such that 
$<+at<lL a.e. on (0, 00). 
Then 4(t) -+O as t -+ CC 
In order to use this lemma we need a few well known estimates. 
LEMMA 4.3. Let u(t) solve (2) and u,, E H. Then the estimates, 
(9) 
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hold for every 0 <s 6 t; in particular, we have 
Moreover, 
1 
5 
r+T 
E 
1Au12dr~~llu(t)l.2+~~~‘+Tlf(r)/2dr, 
for every t, T> 0; in particular, we have 
lim sup i 
l+T 
*+a 
,Au,‘d+&+$ 
-1 
for every T> 0. 
Proof: Taking the inner product of (2) with Au and using again that 
(B(u, u), Au) = 0, we have 
By Young’s inequality 
4412 IfI ~+vlAul’C- v ' (11) 
and since &//u// < JAuJ, we obtain 
41412 1 Ifl' -d~+~1.,vIlul12<~. 
Now from Gronwall’s inequality we obtain the inequality (9). If instead we 
integrate (11) over the interval (t, t + T), we obtain (10). 1 
Now we are ready to prove 
PROPOSITION 4.2. Assume the hypothesis of Theorem 3.2. Moreover, let 
6 E CO, 1) and suppose that 
l-8 
> 
l/20 
d,<a,=L 
(2fixc, c,Gr)2 ’ 
Then the assertion of Theorem 3.2 holds. 
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Proqf: Again set M’ = u - L’. Then w solves the equation 
Taking the inner product with Aw and using Eq. (8) and the identity 
(B(u, u), Au) = 0, we obtain 
14w(~)ll* 
2 dr 
+ VIAW12< I(B(w, w), Au)1 + If-g1 IAwl. 
Since I(B(w, WI, Au)l <c,ll4t)ll, IIw(t)ll MuI (cf. PO, 2211, using (3, we 
have 
1 41Wl12 
!i dt + WwlZ d w(wNwll bful 
---dt!vllwll IAwl IA4 + If-sl IAwl. 
Equivalently, 
~C4~(W)llWll MuI+ If-sl IAwl. 
Now we are in a position to apply Lemma 4.2. Set 
P(t) = w(w)llwll 1‘44 + If-g1 IAwl. 
Using the fact that [Aul, (Au1 are bounded for t % 1 (cf. [S, 20,221) and the 
assumptions on f, g and u, u, we have that p(t) -+ 0 as t + cc. Now set 
IAwl* Ll-0 a=v*-c c d0 lAwi lAu( 
“JizNE- * 
Observe that by Young’s inequality we have 
a(t) > v I Aw’2 ( 
c,c4 L’-ed;JAul)2 v IAwl* 
’ im- 2v(l -e) -2l(w112 
(12) 
DETERMINING NODES 83 
Thus we have that 
From this and (10) we obtain 
f+T 
a-(s)dz<cQ, (13) 
for every T> 0. 
Now let T > 0, to be chosen later. From (12) we have 
r+T 
* ~c:L~-~@ d2,e 
5 
f+T 
2v(l-0)T , IMt)12 & 
and because of (10) we obtain 
lim inf f j 
f+T 
r-m , 
c+)d+- 
Choose T= (~1,))’ = L2/4.rr2v, and require 
d,<cr,= 
to obtain 
lim inf f j 
r+T 
a(z) dz > 0. 
1-m I (14) 
Thanks to (13) and (14), Lemma 4.2 applies and Ijw(t)ll + 0 as t + co. 
Using the appropriate interpolation inequalities one can obtain con- 
vergence in stronger norms. 1 
If we choose the determining set as in Theorem 4.1, then in order to 
obtain the smallest upper bound for N, we need to minimize the function 
h(B) := 
(2$1rc, c,Gr)’ lie 
> 1-e ’ 
for 8~ [0, 1). Set c6=2JSrc,cq, 
for K= (c,Gr)2 to conclude: 
and apply the estimates in Appendix B 
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THEOREM 4.2. Assume the hypothesis of Theorem 3.2. If 
d‘V < 
L 
ec,Gr( 1 + log(c,Gr)2)1’2’ 
then the conclusion of Theorem 3.2 holds. In particular, there exists a set of 
determining nodes for the nonstationary case, the number N of which is less 
than 
N < (ec,Gr)*( 1 + log(c,Gr)2). 
We now give an application of this last result to the time-periodic 
solutions. For this we suppose that g is a function from R into H which is 
periodic with period T; in addition 
gE L”(R; H). 
Now suppose that f E L”(0, co; H) and that 
If(t)-s(t)1 -+o 
as t + 0~. Then we have 
THEOREM 4.3. Let f and g be as above. Further, suppose that 
d,< 
L 
ec,Gr( 1 + log(c,Gr)2)1i2’ 
Also suppose that as t -+ co and for j = 1, . . . . N, 
u(x/ t) -p’(t) --t 0, 
where pj: R2 I--+ R2 is a continuous periodic function with period T. Then there 
exists a unique time periodic function cp, of period T, which satisfies 
dx’, t) = p’(t), j = 1, . . . . N, 
and 
(16) 
such that 
as t+oo. 
llu(t) - cP(t)ll --) 0 
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Proof The proof follows exactly as in [6] except for the uniqueness of 
cp. For this assume qpl is another solution satisfying (15) and (16). Then set 
w = cp - cpi. Note that w(x’, t) = 0 for all t. Now apply Theorem 4.2 with 
f=g, u=q, u=cp,. Then 
However, both cp and ‘pl are periodic, therefore cp(., t) = cp,( ., t) for 
all t. 1 
APPENDIX A 
In this appendix we prove the inequality 
C, Ll-6 
lu(x)-4Y)l Gm l=.YlSl~4 
for all 0 < 0 < 1 and u E 9(A), where c, = 12/7c. Because of the periodic 
boundary conditions, u is of the form 
u(x) = c ake2-lL. 
kcL= 
k#O 
Now 
[U(X) - u(y)1 < 1 la&l le2nix’kiL -e2aiy’klLI. 
kcL2 
k#O 
(17) 
Set x = (XI, x2), y = (y,, y2), k = (k,, k2). For every a, b E R we have the 
inequality 
Therefore, 
le 2ni.x. k/L -e2aiy.k’L ’ ([k,[ Ix1 -y,l + Ik,J I~,-y,l)~, 
thanks to the Cauchy-Schwarz inequality we obtain 
le 2nix. k/L 
4lT -e2niY’klLI <? Ik16Jx-y16. 
Substitute in (17) to obtain 
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k#O 
<4rrl~-~IH 112 \ 
L” 
c 167~’ 
k#O 
k#O 
k#O 
Note that IAuJ2=L2CkcL~,kZ0((16714/L4)lak121k14). 
Now we estimate the last sum. As in [S] we set [k]=max{lk,I, lk21}. 
Then we have 
1 
68 f - 
m=l 
m3 -~ 20 
<8 
s 
wJ 1 
1 y,_2odr+8 
Finally we have 
l4x) - 4Y)l d 12L’-H Ix-yl”lAu(. 
7cJ1-s 
APPENDIX B 
In this appendix we address the choice for I3 in Theorems 4.1 and 4.2, for 
G >> 1. In both cases it suffices to minimize a function of the form 
II@ 
h(B) := & ) 
( > 
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on the interval 0 E (0, 1 ), for K fixed K + 1. Unfortunately, we are unable 
to find an analytical expression for the critical point of h(8). However, if we 
choose 6 = 8, = log K/( 1 + log K), we obtain 
h(8,) = [K( 1 + log K)] l+'fl"gK< [K(l + log K)] e*. 
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