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I. INTRODUCTION 
Although the Navier-Stokes equations for the flow of an incompressible 
viscous fluid have proved to be a satisfactory description of laminar flow, it 
has not been shown that they adequately describe turbulent phenomena. 
The complexity of the equations has made the direct approach to the problem 
especially formidable and has impelled investigations of turbulence into 
certain other channels. One approach is to gain insight into the analytical 
nature of the equations by considering approximate systems of equations, or 
contrived mathematical examples that display a character suggestive of 
turbulence, and which are analytically more tractable than the Navier- 
Stokes equations. This approach has been investigated in a series of papers 
by E. Hopf [l-3] and by J. M. Burgers [4-91. The examples of Hopf’s are 
distinguished by having solutions which are random functions of position and 
time, a desirable resemblance to the reality of turbulence. The statistical 
properties of the solutions of his more recent, and analytically simpler, 
example [2] are the objects of the investigations in this paper. 
The space of the example is a one-dimensional circular line and the space 
variable is an angular variable x mod 27r. The functions of interest are U(X, t) 
and w(x, t), real valued functions of x and t, 0 < t <co, and periodic in x 
of period 21~. They may be thought of as the analogues of the velocity com- 
ponents at a point x and at time t in a hydrodynamical flow. Let w = u + iv 
and rZ = u - iv. The example [2] is the space time integro-differential 
system 
where 
T(w) = - (-&?) j2n j2n w(y) w(y’) iZ(y + y’ - x) dy dy’ 
0 0 
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and L(w) = F*w is the convolution (in the sense of Schwartz [lo]) of the 
function w(x, t) and F, a distribution in the sense of Schwartz of order < 2, 
defined on 0 < x < 27r, whose Fourier coefficients F, are o(n”). In the case 
that F is an integrable function as in [2] we have that 
F*w = (in) s 2.n - F(Y) 4~ +y, t) dy. 0 
REMARK. If F is the delta distribution or its derivative, in the sense of 
distributions, then L(w) will be w or w, , respectively. 
If we are to make an analogy between the system (1.1) and the Navier- 
Stokes equations, we observe that only the time derivative and the frictional 
term pw, are close analogues. T is a functional operator of third degree of 
integral type in contrast to the differential operator of second degree in 
hydrodynamics, but has the same effect in that it limits the solutions as 
t -+a~. L is a functional operator of first degree of integral type; the arbitrary 
distribution F introduces into the example an influence analogous to the 
effect of the boundary and, especially, the shape of the boundary in a hydro- 
dynamical flow. We remark that the pressure can be eliminated from the 
Navier-Stokes equations by the solution of a boundary value problem of 
potential theory [I l] and then the equations of hydrodynamics appear as 
integro-differential equations. The term L in the system (1 .l) resembles the 
integral operator which replaces the pressure in this elimination. 
The interesting properties of the solutions of (1 .l) are displayed when the 
parameter p, having the role of viscosity, tends to zero. It is this behavior 
that recommends the example because it qualitatively resembles the following 
hydrodynamical situation conjectured by E. Hopf [2]. Consider an incom- 
pressible fluid of density one and of constant viscosity p > 0. Suppose that 
the fluid is contained between given fixed material walls which do not move 
in space. Consider the initial value problem: Given an initial velocity field 
U(X) in the part of x-space occupied by the fluid, determine the flow U(X, t), 
t > 0, such that u(x, 0) = u(x). We suppose that other necessary side con- 
ditions are independent of t. Two typical examples are the flow around a 
fixed obstacle with velocity at infinity prescribed independent of t, and the 
flow through an infinite cylindrical pipe with average pressure drop prescribed 
independent of t. In such a definitely given and temporally constant arrange- 
ment the solution u(x, t) of the initial value problem, U(X, 0) given, depends 
on the value of the viscosity p, u = U(X, t; p). If we inquire about the behavior 
of the solutions as t -+co and how this is affected by the change of IL, the 
answer, part observation and part conjecture, can be this: There is a time 
independent (laminar solution) u = U(x; CL) which above a certain critical 
value of P, I-L > pl, attracts all other solutions U(X, t; CL) as t +oc), regardless 
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of what U(X, 0) is. The mathematical indications are that, for p < pi , C(X; CL) 
still exists and varies continuously with CL, p > 0. The fact that it is no longer 
observed for p < pi , indicates its stability at those values of CL. Instead, a 
stable periodic solution U(x, t; CL) is observed which branches away conti- 
nuously from the laminar solution U(x; p) at p = pi However, below a 
second critical value, p < pz < pi the periodic solution is no longer observed 
and has given away to a more complicated motion. As p ---f 0 the complexity 
of the motion increases (highly turbulent flow) and we are led to surmise 
that an infinite number of critical values pn , TV,, + 0, exist such that at each 
crossing the previous type of motion loses its stability and that another 
stable motion filling densely a manifold with one more dimension branches 
away from it. This description of the hydrodynamical situation is mirrored 
by the solutions of the example. 
The significant statistical properties in turbulent flow are expressed in the 
form of averages of functionals of the velocity fields. The most important of 
these are the averages of velocity products, in particular, the velocity corre- 
lations. For the example the time averages of such functionals, defined in a 
natural way suggested by the properties of the solutions, are shown in Sec- 
tion III to be identical with probability averages on the phase space of the 
example. From this follows the interpretation of the solutions as random 
functions of space and time and hence the examination, carried out in Sec- 
tion V, of the important joint probability distributions of the velocities at 
given points in the flow. The result of this examination is that the joint 
distributions will be normal in the most significant situations, that is, they 
will be the only distributions obtainable as a result of applying the central 
limit theorem for the infinitely divisible laws. In hydrodynamics the distribu- 
tion of the velocity at a point is essentially normal but the joint distributions, 
to judge by existent observations, are not precisely normal [I I]. The normality 
of the distributions for the example is due to the fact that there is no inter- 
action between the Fourier coefficients of the velocity components. In section 
VII we find that when normality is achieved, the velocities at fixed points in 
the flow will in general become uncorrelated as p -+ 0. In order to attain the 
interesting case of correlation in the limit, we shrink the points together in a 
special manner that selects a certain magnitude, similar to the eddy size in 
turbulence, as a measure of the distance of correlation. However, the limiting 
form of the correlation coefficients does not correspond to the probable form 
in hydrodynamics [I I]. 
The independence of the Fourier coefficients of the velocity components in 
the example seems to be the principal characteristic that limits the resem- 
blance of the example’s statistical mechanics to that of turbulence. This 
suggests, as a next step in this approach to turbulence, the devising of an 
example with slight interaction between these Fourier coefficients. 
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II. THE INITIAL VALUE PROBLEM 
A solution of (1.1) for 0 < t < T is a function w(x, t) for which w, w, , 
w,, , and wt are continuous in x, t for 0 < t < T and for which (1 .I) is 
satisfied for all x, t, 0 < t < T. For the initial value problem the additional 
requirement is imposed that 
$2 1 ; ( w(x, t) - wO(x) 12 dx = 0, 
where w”(x) is a given square integrable function. 
The existence and uniqueness of the solution to the initial value problem 
for all t > 0 and the behavior of the solutions as t -+co are determined by 
formally expanding w and F in Fourier series in X. Because the terms L and 
T in (1 .l) are convolutions, each Fourier coefficient of w(x, t) is found to 
satisfy separately a certain ordinary differential equation in t which may be 
treated by elementary means. This has been done in [2], only minor changes 
in detail are needed to allow distributions for F, and we state here only the 
key theorem giving the behavior of the solutions as t-+cc for any arbitrary 
fixed value of TV > 0. 
THEOREM. Let F = xF,,einx be a Jixed periodic distribution of order < 2 
such t:at F, = o(n2) and let a, = Re F,, and b, = - Im F, . For any fixed 
p > 0, the functions 
W(x, t) = z (a, - n2p)1/2 exp i(nx + b,t + c,), (2-l) 
where the sum is over those n for which a,, is greater than n2p, are solutions of 
(1 .I) for any real constants c, . The same is true of any function which is obtained 
from this sum by the omission of any terms in it. 
Let p > 0 be fixed. To every solution w(x, t) of (1.1) whose Fourier coef- 
ficients are all not = 0 at t = 0 there belongs a solution W(x, t) such that 
(2.2) 
holds uniformly with respect to X. This remains true for any solution provided 
that in the sum for W the terms are omitted for precisely those n for which 
the Fourier coefficients of w is zero at t = 0. 
It is suggestive to describe the meaning of this theorem geometrically in 
the phase space of the system (l.l), called w-space, whose elements are 
functions w(x), periodic in x, with two continuous derivatives. A metric may 
be assigned to this space [2] by the norm 
(2.3) 
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If we introduce in (2.1) the variables (dn defined by 
we see that & is an angle variable with period 27r. For a fixed p > 0 let N(p) 
be defined as the number of terms in the sum (2.1). Thus, N(p) is equal to 
the number of terms a, for which a, > n2p. Then, for each set of values 
(Al, 3 Al2 9 ..., t,GaV) of the angle variables, the sum (2.1) defines a point in 
w-space which we denote by 
The aggregate of all these points form a manifold of the type of an N(p)- 
dimensional toru ~ in w-space, For t +co the solutions of (1.1) describe 
trajectories in w-;pace which we denote by w(t) and it is the qualitative 
properties of the Y trajectories that are of interest as they are affected by the 
parameter p decreasing to zero. This is described in [2] where we see that for 
a fixed p > 0 the majority of the solutions of (1.1) have trajectories tending 
as t -+co to a stable manifold, the N-torus (2.5), and that as p decreases to 
zero the stable manifold changes with p in precisely the manner described in 
the introduction for the expected hydrodynamical situation. 
III. AVERAGES OF FUNCTIONALS 
The quantities considered in the statistical theory of turbulence are averages 
of functionals of the velocity field. In analogy, the statistical quantities of the 
example considered are averages of functionals in the w-space. Let 5 be a 
number valued functional in w-space which is continuous in the sense of the 
metric (2.3). We denote by s(w(t)) the values that 3 takes along the trajectory 
w(t) and define the time average by 
The important feature of the example (1 .l), implicit in the preceding theorem, 
is that for any p > 0 the time average can be expressed as a phase average over 
the N-torus [2]. Let W(t) denote the asymptotic trajectory (2.1) belonging 
to w(t). For any fixed p > 0, we will have 
I NW(t)) - ww>) I T 0 (3-l) 
as a result of (2.2) and the assumed continuity of $J with respect to the 
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metric (2.3). In addition, we observe that s(IV(t)) is a continuous function 
of the angle variables (2.4), which we denote byf(&r , ‘IL,, , ..., #n;2,). 
THEOREM. For afied p > 0, 
(3.2) 
If the set {& = - Im Fn} is linearly independent over the integers, 
Equation (3.2) follows from (3.1) if the limit in (3.3) exists. That this limit 
exists and equals (3.3) follows from an equidistribution theorem given by 
Weyl [12]. Observe that 
Since the integrand is a continuous function of its arguments we can satisfy 
the necessary conditions of Weyl’s theorem by assuming the set {b,) is linearly 
independent. 
For the majority of possible trajectories w(t), (3.2) signifies that the statistics 
in w-space is reduced to a statistics on the restricted finite dimensional 
manifold (2.5) which we have called the N-torus. When the set {b,} is linearly 
independent, the phase flow (2.4) is ergodic on the N-torus and, thus, the 
time averages are identical with the space averages (3.3) over the N-torus. 
The time averages are then constants which are independent of the initial 
phases for the majority of possible trajectories. The space average is a prob- 
ability average over w-space in which the probability distribution P(w) has 
all its mass concentrated in the finite dimensional manifold, the N-torus. 
This follows from the one-to-one correspondence between the N-torus 
defined by (2.5) and the set 
since by this correspondence the product measure on this set with the 
differential element 
fl (d&/2+ (3.4) 
a, >n=p 
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which appears in (3.3), prescribes a probability distribution on sets of points 
in the w-space of phases. Since the manifold to which the majority of possible 
trajectories tend has probability one, the remaining, or exceptional set, of 
trajectories tend to a manifold having probability zero. 
REMARK. Averages of functionals can thus be represented in the form 
-$= ssdl’, h w ere the integral is extended over w-space, the phase space, 
and so achieve the representation of averages most appropriate in the analogy 
to statistical hydrodynamics [3]. 
For any fixed p > 0 the average of any continuous functional may be 
computed by (3.3). However, the problem of interest in the analogy to 
hydrodynamics is to determine these averages in the limit as p--f 0 and 
when the number of terms N(p) in the sum (2.1) becomes infinite. This 
latter circumstance is necessary for a nontrivial limit passage; for this purpose 
it is necessary that the distribution F have the property that a, = Re F, > 0 
infinitely many II. The functionals of most significance in analogy to hydro- 
dynamics [ll] are of the form u(q) u(q) ... u(x~) v(x~+J ... v(x~) where 
u(q) and w(q) are the values of the velocity components at given points 
{Xi}, 0 < xi < 2iT, i = 1,2, ..., k. The averages of these functionals are just 
the moments of the joint probability distribution 
P[4Xl), +l), 4x2), +21, ...> +J, +%)I (3.5) 
of the U(X) and V(X) at K arbitrary points. More generally, the probability 
average of any continuous functional of the form 
5(4%)> 4%), 4x2), e%), .‘., e4, +cd) 
will be given by 3 = s 3 dP where P is (3.5). The problem of determining 
these joint probability distributions as p + 0 is the principal object of our 
investigations and will be formulated in the following paragraphs. 
By virtue of the probability distribution prescribed on the w-space by the 
averaging method (3.3), we can look upon (2.5) for each fixed x, as a random 
variable through its dependence on the fundamental random variables #n . 
We observe from the differential element of probability (3.4) that the I,!+, 
are uniformly and independently distributed over the interval [0, 27r]. Let 
and let 
W(x) = u(x) + iv(x) 
u,(x) = (a, - n2p)1/2 cos (a& + nx), 
44 = (a, - n2p)1/2 sin (I#~ + nx). (3.7) 
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Thus, we can regard U(X) and W(X) as the sums of the independent random 
variables U,(X) and Q(X), respectively. Let xi , xa , ..., xk be fixed points in 
the interval [0, 27r]. We consider the set of values. 
Wl), 44 4x2), $X2)> ..*9 4Xkh +J) (3.8) 
as a random vector in the real 2k-dimensional space R,, . It is the sum of the 
random vectors 
M%h %W %(X2), %(X2), **‘P %(%), G%)) = 
(4 - n2kY2 [cos (A + =d, sin (A + q), **a9 cos (A + =Q sin (& + w)l 
where the summation runs over values rz for which a, > nzp. We note that 
the different random vectors are statistically independent of each other, 
because the &, are independently distributed, but that within each vector 
the components may be statistically correlated. We also observe that by the 
assumption on F the number of terms in the sum becomes infinite as p -+ 0 
and, due to the presence of the factor (a, - n2p)l12, each term in the sum 
changes with t.~. 
From these remarks we see that the determination of the limit distributions 
(3.5) of the random vectors (3.8) as p -+ 0, is the problem of determining the 
limit distributions of sequences of sums of independent 2K-dimensional 
random vectors. In order to attack this problem we utilize a method of prob- 
ability theory by which multidimensional problems can be reduced to asso- 
ciated one dimensional problems. 
IV. THE ASSOCIATIXD ONE-DIMENSIONAL VARIABLES 
In this section all summations will be over those n for which a,, > rr2p. 
We normalize the random vectors (3.8) by the magnitude 
(S(,))1/2 = (z a, ; n2y2, 
that is, we consider the vectors 
(~04)-1’2 @(Xl), 4%), ***I 4%>, 4%)) (4.1) 
which are the sums of the random vectors 
(%4-1’2 @&l>, fJ&lh * **9 %dXk), %d%))- (4.2) 
By direct computation using (3.6), (3.7) and (3.3) we see that the magnitude - - 
S(p) is equal to U(X)” = z)(x)~, the second moment, or since*) = w(x) = 0, 
the variance of one of the components of (3.8). 
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Let h = (h, , ha, ..., &.) be an arbitrary fixed vector in Rzk whose com- 
ponents are not all zero. For any random vector with values in R,, we 
define the associated one-dimensional random variable [13] to be the random 
variable with values obtained by projecting the random vector on h. 
The one-dimensional random variable associated with (4.2) will be 
A tedious computation [16] using (3.7) and some trigonometric identities 
enables us to express X,(p) in the form 
where 0, is a constant angle and cyzhihi is a nonnegative quadratic form 
whose coefficients c$ are cos n(x, - x8) when i and j are both even or both 
odd and & sin n(x, - x,) otherwise. From this we can readily verify using 
(3.7) that the matrix 
&(P) = wn - ~2PYw41~:)) (4.4) 
is the covariance matrix of the random vector (4.2). Since X&) = 0, the 
variance will be 
a;(/~) = Xn(p)2 = h * A&) - hT (4.5) 
LEMMA. For each fixed h the one-dimensional random variable associated 
with the random vector (4.1) is 
2 -UP) = 2 2(x - A,(P) - h*Y” ~0s (A + 4&)>, (4.6) 
a sum of independent random variables X,&L). 
The variance of (4.6) is 
(4.7) 
where R(p) is the covariance matrix of the random vector (4.1) and also the 
correlation matrix qf the random vector (3.8). For every fixed X the variances 
are unifomly bounded as TV -+ 0. 
Equation (4 6) follows from the definition of the associated random 
variable, (4.1) and (4.3). Th e f orm of the variance is derived from (4 5) and 
the fact that the X&) are independent. 
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The correlation coefficients of the random vector (3.8), the elements of its 
correlation matrix, may be computed using (3.6) and (3.7) and are found to be 
4%) 4%) VW VW - = c (a, - n”p) cos n(q - Xi) 
(uo.2 u(xj)“y (7442 v(xj)2)1/2 2 (%z - n2CL) (4.8) 
4%) $4 
(u(xi)2 qq)ll” 
= C (a, - n2p) sin n(xi - xi) 
x (a, - n2p) * (4.9) 
We observe that these are the elements of the covariance matrix of (4.1) and 
also the elements of R(p). 
Finally, since the coefficients c$ are uniformly bounded independent of p 
we can see from (4.4) and (4.5) that the variances of (4.6) are uniformly 
bounded. 
In the limit as TV -+ 0 the one dimensional variables (4.6) constitute a 
sequence of sums of independent random variables. The most interesting 
limit distributions of such sequences are given by the Central Limit Theorem 
for infinitely divisible laws. In order that this sequence of sums of independent 
random variables have a infinitely divisible law as a limit distribution as 
/* -+ 0, the influence of the individual summand must become vanishingly 
small. The precise requirement [ 151 is that the X&) be uniformly asympto- 
tically negligible (abbreviated UAN), that is, for every B > 0, 
max Prob [I -G(P) I 3 ~1 ---p- 0. a,>lt2p 
From (4.3) and (3.3) we see for our variables that 
LEMMA. A necessary and su$icient condition that the X%(v) be UAN for 
every choice of h is that 
We observe from (4.3) that 
where 1 $ 1 < 1 uniformly in i, j, n, and p. Consequently, for any fixed X 
and any E > 0, there will be, as a result of (4.12), a pc > 0 such that for 
p < ps , max 1 X&) ) < E for all n for which a, > n2p. Hence for such n 
and p the integrals (4.11) are zero and (4.10) is satisfied for every fixed X. 
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Conversely, assume that the X&L) are UAN for every fixed h and suppose 
that (4.12) is not true. Then there is a subsequence of values of p tending to 
zero along which the maximum in (4.12) is bounded below, say by d2. If we 
choose A = (l,O, 0, ..., 0) we find that azAjhihi = 1 for all n and along the 
mentioned subsequence of TV values there will be for this choice of h an n, 
an > n$, for which 1 X&L) 1 > d / cos (#n + 0,) 1. For such an n and the 
choice E = d/2 the integral (4.11) will then be greater than or equal to 
(b) 1 d# >O. 
/cos~/~llz 
Thus, the maximum in (4.10) is bounded below along this particular subse- 
quence of CL, contradicting the assumption that the X&L) are UAN for 
every A. 
We can characterize the possible limit distributions of the sums (4.6) as 
p -+ 0 for every fixed h by application of the following criterion [15] in the 
subsequent lemma. 
Normal Convergence Criterion for xX,(p) as p -+ 0. If 
(4.13) 
then the X,&L) are UAN and the limit distribution of xX,(p) is normal with 
mean value zero and the variances a2 if and only if for every E > 0, 
(4.14) 
LEMMA. If the covariance matrix R(p) of the random vector (4.6) con- 
verges to a limit matrix R, as p -+ 0, then for every fixed A, x X&L) has in the 
limit p + 0 a normal limit distribution with a characteristic function 
exp (- u2X * R, . hT/2) ;f and only ;f the condition (4.12) is satis$ed. 
The hypothesis R(p) -+ R, is equivalent to (4.13) for every fixed A, with 
u2 = ?. . R, . AT. Thus, the sufficiency will follow from the preceding criterion 
if we show that (4.12) implies condition (4.14) for every fixed h. However, in 
the previous lemma we found that (4.12) implies for every E > 0 the existence 
of a pr > 0 such that for p < pc the integral (4.11) will be zero for all n for 
which a, > n2p. Since g,(c) is the sum of these integrals, it is zero. 
Suppose now that the limit distribution of the sums is normal for every 
fixed h, and recall that the fourth moment of a normal distribution with 
mean value zero is equal to three times the square of the second moment. 
Choose h = (1, 0,0, a.., 0) so that c&& = 1 for all n. Then the second 
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moment is one for all p and the fourth moment for a fixed p > 0 is found by 
direct computation using (3.3) to be 
(z X&))’ = 3 - (g) (2 (%a - ~2Pww2) - (4.15) 
This fourth moment is bounded above for all p by three, the value of the 
fourth moment of the assumed normal limit distribution. In the terminology 
of [14] this is a case of uniform integrability of the fourth moment with respect 
to the convergent sequence of probability distributions and it can be con- 
cluded that the fourth moment converges as p-+--f to the fourth moment, 
three, of the normal limit distribution. Thus, the last term on the right of 
(4.15) must vanish as TV -+ 0 and simple inequalities show that this vanishing 
is equivalent to (4.12). Therefore (4.12) is a necessary condition for the 
distribution to be normal. 
V. THE JOINT DISTRIBUTIONS 
We obtain the multidimensional distributions for the random vectors (4.1) 
by applying a theorem of probability theory [ 131 which utilizes the informa- 
tion given in the preceding lemma about the associated one dimensional 
variables. 
THEOREM. If the covariance matrix R(p) converges to a limit R, as p -+ 0 
then the random vectors (4.1) have a normal limit distribution with characteristic 
function exp (- A . R, * ?.=/2) if and only if the condition (4.12) is satisfied. 
To show that the condition is necessary we recall from the preceding lemma 
that the hypothesis R(p) + R, and the condition (4.12) imply that the 
sequence of characteristic functions of the one-dimensional variables asso- 
ciated with (4.1) converge for every fixed h to a normal characteristic function. 
Thus, by the just mentioned theorem of probability [13], (4.12) implies that 
the sequence of probability distributions of the random vectors (4.1) in the 
limit as p---f 0 has a limit probability distribution with the characteristic 
function of a normal distribution. 
If the vectors (4.1) have a normal limit distribution then by this same 
theorem the associated one dimensional random variables must have normal 
limit distributions. But by the preceding lemma we see that this implies 
condition (4.12) must hold. 
Since condition (4.12) is equivalent to the UAN condition and at the same 
time sufficient for the normality of the limit distributions of (4.1) the only 
possible infinitely divisible limit distributions are normal ones. 
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The theorem does not require the points x1 , x2 , ‘.‘, xk to be fixed. The 
points may move as p -+ 0 but not arbitrarily since the hypothesis R(p) + R, 
must be satisfied. We verify this by observing that these points occur only in 
the sine and cosine terms appearing in the components of R(p) and in the 
coefficients a:. The movements of the points cannot affect the uniform bound 
of the coefficients CY~/ which is the only property that is of consequence in the 
above proof. 
Evidently, the nature of F, the distribution in the sense of Schwartz 
appearing in the equations (1 .l), determines the possible limit distributions 
through the occurrence of the a, = Re F, in R(p) and in the condition (4.12). 
In the next two sections we determine restrictions on F which will assure that 
the condition (4.12) is satisfied and that the covariance matrix has a limit as 
p--f 0. 
VI. THE CONDITION (4.12) 
The sequences {a, = Re F, 1 n = 0, & 1, -j= 2, ‘..> admissible for con- 
sideration are those for which a,, = o(n”) as 1 n 1 -KC and aR > 0 for infinitely 
many n. The first restriction is necessary in order to obtain the properties of 
the solution of (1.1) given in the theorem in Section II, and the second, in 
order to have the interesting case of infinitely many terms in the sum (2.1) 
as p -+ 0. If such an admissible sequence is bounded above it satisfies con- 
dition (4.12) if and only if the denominator becomes infinite and this latter 
condition is readily seen to be equivalent to requiring the sum over all 
positive a, to be infinite. 
THEOREM. Suppose that an admissible sequence is not bounded above .for 
increasing j n I. If there is a subsequence {a,,} such that (i) it includes every a, 
for which a, > a, for all 1 m / < I n j, (ii) a,&: is a monotone nonincreasing 
function of / nk 1, and (iii) n”, = o( xf n:) as L + CO, then the condition (4.12) 
is satisfied by this sequence. 
For each p > 0, let n&) denote the largest / n j for which the maximum 
in (4.12) is achieved. Since the sequence {a,} is unbounded, 1 nK / and 
QnK- n& tend to infinity as p --+ 0. Observe that if I n / > j m j and 
an - n2p > a, - m2p then a, > a, . From this and hypothesis (i) it follows 
for each p sufficiently small that a 
FK 
will be contained in {a,$}. Hypothesis 
(ii) then allows us to state that a,&, > u,K/nk > p for 1 < k < K and thus 
we are assured that all of these terms appear in the sum in the denominator 
of (4.12). We then have for the denominator that 
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and from this obtain that the maximum in (4.12) is bounded above by 
n~/~~~~ . Since nK-faz as p -+ 0, (4.12) follows as a consequence of (iii). 
REMARK 1. Condition (iii) is satisfied if the gaps between successive 
nk are not allowed to become too great, for example, if 
C and u constants, u < 1. Examples of sequences not satisfying (iii) are 
obtained by choosing a, = pk, w h en n = jIk and p is an integer > 1, and 
having a, bounded above when n f /3”. 
REMARK 2. If max (a, , a-,)/n2 is a monotone nonincreasing function 
of n for n sufficiently large then all hypotheses of the theorem are satisfied. 
The sum in hypothesis (iii) will be over consecutive integers and hence will 
be O(ni). Then the bound for the maximum in (4.12) will be 0(1/n,) as 
nK-+co. 
VII. ASYMPTOTIC FORMS OF THE CORRELATIONS AS p-0 
If the points {xi} are fixed we see from the following theorem that for a 
substantial class of admissible sequences the correlation coefficients (4.8) 
and (4.9) for which xi # xi , the off diagonal elements of R(p), vanish as 
TV -+ 0. For simplicity we confine our attention in the theorem to a simple 
type of admissible sequence and indicate the more general results in a 
subsequent remark. 
THEOREM. Consider an admissible sequence for which a,, = 0, n < 0, and 
for which a&t2 is a monotone nonincreasing function of n for n su#iciently large. 
If this sequence is unbounded as n -co or, zf bounded, either of bounded variation 
with the sum of the positive a, injnite, or such that a, 3 l/n for n ss@ciently 
large, then as p -+ 0 the correlation coe@ients (4.8) and (4.9) tend to zero 
uniformly for y = xi - xi in any closed subinterval of (0, 27r). 
We consider (4.8), the proof for (4.9) will be similar. Let TV > 0 be fixed 
and define N = N(p) to be the largest n for which a, > n2p. Without loss of 
generality we may assume that an/n2 is monotone for n > 1 and hence, that 
the sum over those n for which a, > n2p will be from n = 1 to N. 
If we apply Abel’s partial summation to the numerator of (4.8) and use the 
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fact that x cos ny is bounded uniformly, say by C, for y in any closed sub- 
interval of (0, 2a), we will find that 
/z N (a, - n2p) cos ny 1 1 
< c [$ I (an --n2tL)-(a,+l-(~+1)2~L)l+al-~ - 1 (7.1) 1 
Using the monotonicity of an/n2 on the right of (7.1) we obtain 
12 N (an - +.) cos fly 1 -c 2c [ 2 (1 + 24 (a,+,/(n + 1)” - CL) + a, - p] * 1 1 
(7.2) 
Suppose that (am> is unbounded and for any fixed p > 0 define K = K(p) 
to be the largest integer for which the maximum in (4.12) is achieved. The 
sum occurring on the right of (7.2) may be split into a sum from n = 1 to 
K and a sum from K + 1 to N. The first of these will be bounded in absolute 
value by (aK - K2p) . 0 (log K) and the second by 0(1/K) . xf (a, - n2p). 
When these bounds are introduced into (7.2) and (7.2) in turn into (4.8) we 
find that (4.8) is in absolute value bounded by 
ag - K2p 
2 (a, - n2t4 
- 0 (log K) + 0(1/K) 
1 
(7.3) 
However, we know from the Remark 2 following the theorem in Section VI, 
that for these sequences the quotient in (7.3) is 0(1/K). Hence as p-+0, 
K(p) --+co and (4.8) tends to zero. 
If (a,] is bounded then the terms in (4.8) with factor p will have no influence 
on the limit. Thus, if {a,> is of bounded variation we see by putting p = 0 in 
(7.1) that the numerator of (4.8) is bounded and if the denominator becomes 
infinite, the quotient tends to zero. On the other hand suppose that a, 2 l/n 
and let (z > 0 be given. We can split the sum on the right in (7.2) into a sum 
for which a, > D and a sum for which a, < cr. Each of the quotients obtained 
by dividing these sums by the denominator of (4.8) may be made as small 
as desired by choosing u sufficiently small and N sufficiently large. Hence, 
(4.8) must tend to zero in this case also. 
The conclusion of the preceding theorem is true of any admissible sequence 
for which the subsequences {a, 1 71 > 0) and {a-, 1 n > 0} satisfy the theorem 
separately or, for which one of them satisfies the theorem and also dominates 
the sum in the denominator of (4.8). 
5 
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The interesting analogue to hydrodynamics is the case in which correlation 
is preserved in the limit as p + 0. The above result indicates that this cannot 
be achieved in any generality when the points {xi} are fixed. Thus, in order to 
preserve correlation, we must let the points approach each other in such a 
manner that in the limit some of the correlation coefficients (4.8) and (4.9) 
assume values different from the trivial values 1, - 1, or 0. To achieve this 
end, we let N be defined as before and look upon y = xi - xi as a function 
of N which tends to zero as N---f 03. If correlation is to be preserved as 
CL + 0 it is necessary that this function have a simple asymptotic form 
given in the following theorem. We confine our attention in the theorem to a 
simple type of admissible sequence and note that the observations in the 
preceding paragraph indicate the more general results. The notation [x] 
denotes the greatest integer less than or equal to x. 
THEOREM. Let {a, / n > O}, be a subsequence of an admissible sequence for 
which a,@ is a monotone nonincreasing function of n fw n suficiently large 
and for which 
(7.4) 
If the sequence is bounded, then we assume that (i) aJan > (1 + u) (n/N)2 
when n 2 [PN] for some u > 0 and some /3, 0 < /3 < 1, and N su.ciently 
large. If the sequence is bounded but not bounded away from zero as n -+ co, 
then let {aM} be the sequence such that aM < a, for all n < M, and assume (ii) 
for M ss@ciently large that a,,/a, < (n/M)-l+‘for some 6 > 0 and all n < M. 
For such sequences the correlation is preserved in the limit TV -+ 0 only if Ny is 
asymptotically constant. 
Consider (4.8) in the case that {a,} is unbounded. The proofs for the other 
cases require only a few modifications. The method of proof is to show that 
(4.8) is asymptotic, along some sequence of TV values tending to zero, to an 
integral to which the Riemann-Lebesgue lemma is applicable. Consider (4.8) 
with p replaced by pN = a,/N2. Divide numerator and denominator by 
Nan and assume without loss of generality, that the monotonicity of a&t2 
begins with n = 1. The numerator becomes 
$ (2) - (+-)‘cos (G)P-Y) 4 (7.5) 
and the denominator is obtained by omitting the cosine factors. We 
look upon (7.5) as a Riemann approximation sum for the function 
(F&x) - x2) cos x(Ny) defined on [0, 11, where Fn(x) is defined to be a 
continuous function equal to a,/a, for x = n/N, n = 1, 2, ..., N, and with 
values lying between F,(n/N) and F,(n + l/N) when n/N < x < n + l/N. 
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The difference between the upper and lower Riemann approximation sums 
on this partition for FN(x) cos x(Ny) will be bounded by 
5 Ia,--a,+l/ +y$ max(anjan+d. 
1 NUN 1 NUN 
The sum on the right is bounded along the subsequence (N,} defined by 
aNk = max a, for all 11 < Nk . Hence we can conclude by use of (7.4) and the 
fact that y tends to zero that (4.8) differs as little as desired from 
s 
1 (FN(x) - x”) cos x(Ny) dx 
0 
s 
: (FN(x) - x”) dx 
(7.6) 
along the subsequence (Nk} if Nk is sufficiently large. In addition the denomi- 
nator will be bounded away from zero as a result of assumption (i). 
We can determine a subsequence of {FNlc} which converges except at most 
on a countable set. Define fN(x) to be the continuous function on [0, l] with 
valuesF,(X)/2 for [orN]/N < x < 1,0 < OL < 1, and constant on the remain- 
der of the interval. Sincef,(rr/N) = (an/n2)/(aN/N2) is a monotone nonincreas- 
ing function of n, it is possible to choose the values of FN(x) so that fN(x) is a 
monotone function [0, I]. For each fixed OL, {f,,(x)} will be a uniformly 
bounded sequence of monotone functions on the unit interval from which 
by Helly’s theorem we may extract a subsequence (fNf (x)} which converges 
except, perhaps, on a countable set to a bounded monotone function f(x). 
Then {FN(.r)} converges to F(x) = x2f(x), 01 < x < 1, where OL may be as 
near to zero as desired and F(x) is bounded at x = 0. Consequently, if we 
look upon the integrals considered above as Lebesgue integrals, and apply 
the Lebesgue dominated convergence theorem we can state that 
lim [‘F,(x) dx = /‘F(x) dx 
‘0 0 
as N’ --too. By a second application of the Lebesgue dominated convergence 
theorem we find that the numerator of (7.6) is asymptotic to 
s 1 (F(x) 
- x2) cos x(Ny) dx. 
However, by the Riemann-Lebesgue lemma, this latter integral goes to zero 
if N’y +co. On the other hand if Ny -+O, (4.8) goes to 1 and we conclude 
that Ny must be asymptotically constant if nontrivial correlation is to be 
achieved. 
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REMARK 1. If {a,} is unbounded then (7.4) is satisfied along the sub- 
sequence (N,} if lim ~,/a,+, = 1, and assumption (i) is satisfied if an/k-c 
is monotone nonincreasing for some E > 0. 
REMARK 2. Consider sequences {a,} defined by a, = ns, s < 2, for 
n > 0 and a, < 0, n < 0. These sequences are admissible and the correlation. 
is preserved in the limit p + 0 if and only if Ny is asymptotically constant. 
To verify this we observe that the condition a, > fi2p may be used to repre- 
sent p by (N + o)~-~, 0 < u < 1. Then by considering the Riemann appro- 
ximation sums as above we find that the limit of (4.8) exists as p -+ 0 and 
is given by (7.6) with FM(x) =F(x) = X~-~. 
From this theorem we can obtain the form of the correlation coefficients 
(4.8). Let Ny + /3 as p + 0 and consider a sequence for which the preceding 
theorem is valid and for which the correlation is preserved in the limit. By 
application of a mean value theorem to (7.6) we find that (4.8) will be of the 
form 
cos (tp) = 1 - 2 sin2 (t/3/2), o<t<1. 
This is different from the form expected in hydrodynamics [I I] which is 
approximately 1 - const. 1 x’ - x 12j3 if the distance x’ - x is small com- 
pared to a length depending on the viscosity and tending to zero with p. 
The reasoning used to obtain this form uses essentially the fact that there is 
interaction between the different frequencies of the spatial Fourier analysis 
of the velocity. The independence of the vectors (3.8) shows that this inter- 
action is entirely absent in the example. 
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