Most of the existing techniques for page classification on the World Wide Web are based on text only analysis. Recently, several hypertext clustering algorithms have been proposed. These provide promising results when the clustering is based on combined term-similarity and hyperlink-similarity measures. However, both the traditional and the advanced techniques require improvements in the term or word-vector representation of Web pages, especially when applied to Web collections dealing with one or a few particular topics. In this work we introduce an autonomous agent for hypertext classification which is implemented in Java. This paper describes the development related to text-only analysis, including a modification of a well known rule for information retrieval, and the utilization of word correlation. The algorithm has been employed in clustering Web pages related to the subject of neural networks. The results are useful in arriving at an efficient term-vector representation, in order to achieve a rapid and appropriate clustering based on content of on-line documents. The term vectors derived using this algorithm have been classified using a modified adaptive resonance theory (ART) algorithm, an unsupervised learning method in artificial neural networks which is proven to provide very accurate and sophisticated clustering. Examples of the results are presented in the paper, suggesting several benefits of using the methods.
Introduction
According to certain statistics [1] , the WWW consists of over a million sites, its size is doubling every 53 days, and 3000 new sites are added daily. There is no doubt that the Web has already become the largest hypertext and one of the largest digital collections or libraries in the world. There are many situations in which recognizing and grouping similar or related Web pages is an important issue. Examples are search engines, on-line catalogs, and personal bookmarks. In view of the size of the Web, it is easy to understand that any kind of manual classification will eventually be prohibitively time-consuming. Therefore considerable emphasis is currently placed upon rapid, accurate, automatic hypertext clustering algorithms. Traditional techniques for automatic classification of on-line documents are mainly based on independent work by Salton [2, 3] and Rijsbergen [4] . Although Salton's work is oriented toward information clustering and Rijsbergen's toward information retrieval, their basic ideas are very similar. Both assume that the content or meaning of a page is uniquely defined by its textual or word content. "Text words are content identifying units" [2] . Weighting the words according to how often they appear in a document, and how often they appear in the overall collection, it is possible to obtain a vector representation of the text. This provides one representation of the content or meaning of the document. Also, the similarity between two pages can be determined by comparing their corresponding word-vectors.
It may be observed that nearly all currently used document classification systems on the Web exploit this approach. These have several limitations in common. First, they usually employ a mathematically simple, but for that reason slow, clustering algorithm. It is usually complete link clustering [2] , entirely based on scalar inner products of word vectors. In a complete link clustering process for a collection, each document is initially a cluster by itself. For every pair of pages with their corresponding vectors, the inner product must be computed. The best matching document pairs are successively clustered into progressively larger clusters, and the process continues until clusters reach a sufficient size which has been defined in advance. For every new document added to the collection, its distance from all existing clusters has to be determined before the document can be grouped with the semantically closest cluster. This method is computationally expensive and, since it doesn't involve any type of learning, does not have the ability to discover the real nature of the information space to which it is applied. The second common limitation or weakness is that the word vector dimensionality is very large, even for small collections. For example, in [5] each document was presented with a 500-dimensional vector (collection size unspecified), in [6] with a 669-dimensional vector (for a collection consisting of 33 documents), and in [7] with a 360-dimensional vector (for 240 on-line articles). Any clustering or related computations based upon word-vectors of this size is expected to result in very slow document processing. Third, we are aware of no text-only classification technique which explores correlations between the most salient words in a collection. This knowledge can be very helpful in dimensionality reduction.
In our research, an autonomous agent for hypertext clustering, based upon modified ART [8] , has been implemented in Java, and tested on various Web data collections. The experiments verify the special importance of text-only analysis which provides for dimensionality reduction, and further results in accurate and relatively fast clustering. The following section describes both the theoretical approach to this subproblem and the results obtained.
The Web-Indefinite Space
One can usefully regard the WWW as an information space. Accordingly, we can imagine Web pages or hypertext documents as points or vectors in that space, where each vector dimension corresponds to a chosen word. The weights associated with the various vector dimensions indicate the presence or frequency of the corresponding words. Since the WWW contains documents on various topics, the number of distinguishable words appearing in all existing Web pages is indefinite, which means that the WWW is a space of effectively infinite dimensionality. However, if one focuses on Web documents related to a specific topic such as biology, music, or in our case neural networks, the set of words appearing in these documents is less heterogeneous. For example, it is not common to find words such as cell, molecule, or DNA outside of biology related pages. This means that Web documents dealing with one or a few particular topics form a subspace in the global indefinite information space, of a finite dimensionality. The dimensionality is defined by the number of distinguishable words appearing within the relevant documents. Every collection of such documents embodies sub-topics, and the main task for clustering techniques is to identify those subsets. A clustering algorithm is intended to form a number of smaller clusters such that the documents within a cluster are more similar, or closer according to a particular distance metric, than the documents in neighboring clusters.
Although Web documents dealing with one particular topic form a finite subspace in the global information space, clustering within such a collection may be a difficult task. Ambiguity of some documents often results in a number of partially overlapping clusters, and implies that some words (dimensions) appear in more than one sub-group. Therefore, sub-group identification should not be based on one-word presence only, but should incorporate inter-word statistics. The following sections present some methods that provide improved word-vector space creation and more efficient clustering within a set of Web documents on the same topic.
Word-Vector Space Creation
Let us assume that a given collection is spatially bounded inside the global Web information space, which means it contains a finite number of distinguishable words. An accurate and computationally efficient clustering would depend upon mapping this document collection onto a smaller number of dimensions or words. These words would be those most effective in discriminating among documents. The most commonly used approach to this problem [5] is to simply gather all words appearing in a set of documents, but excluding so-called stop words which are not useful in discrimination because they are common. After suffix stripping or stemming, which helps to detect equivalent stems (words with the same root), a prescribed number of the most frequently occurring terms is used for creating the word vector space. This is a direct implementation of Zipf's Law. More details appear in [4] . We have applied this standard approach to a collection of 218 Web pages dealing with the subject of neural networks in its various aspects. A total number of 7000 words or stems was distinguished, and according to the Zipf's law, the most highly ranked terms were: The list of stop words employed was from [4] , and stemming was done according to [9] . It is observed that words such as neural and network are the primary representatives of the group in this simple approach, but they obviously don't have any discriminatory power within this collection, since they are expected to occur in every document. One possible modification of this implementation would be to eliminate a number of the most highly ranked terms. But how many of these should be eliminated? Since document classification is intended to be automatic, that number must be precisely defined in advance. Based upon our experience in dealing with this problem, it is impossible to provide a unique solution for an arbitrary collection. The number of words that should be removed depends both upon the size of the collection and upon the diversity of its documents.
Since the results obtained using Zipf's law were not very satisfactory, another approach which was a modification of the well known term-frequency / inverse document-frequency model, was tested on the same collection [3, 4] . This model was originally created to improve term weighting for the purpose of effective information retrieval. The standard form of this method, which was employed in our work for word vector calculation of individual documents, is represented by
where w ik is the weight of term T k to document D i , tf ik is the frequency of occurrence of term T k in document D i , N is the number of documents in the collection, and n k the number of documents containing T k . In order to find the most salient words within the entire collection, we have replaced the standard form with
where w k is the weight of term T k to the collection, tf k is the frequency of occurrence of term T k in the collection. In this approach the model takes on a different meaning. According to (2) , words which appear sufficiently often in only a few documents, meaning that they might be representatives of sub-groups within the main collection, are expected to be highly ranked. At the same time, words which appear either very rarely or too often in member documents are scored low. The most highly ranked terms or stems in this case turned out to be It is observed that by randomly employing a number of words from the top of this list without human observation, it is possible to automatically form a word vector space of sufficient discrimination power for a sensible clustering. It is also obvious that some words such as Siren, and IEEE, although not common (often institution names), had high rankings. This was the result of a relatively small collection size, so their normalized importance was not diminished. Often those words had appeared in short documents, so that their normalized term frequencies tf k were large, or they had appeared in a single document, so that their inverse document frequencies log(N/n k ) were large. Regarding normalization, we have attempted to avoid favoritism based on document length. Words from longer documents tend to exhibit larger tf ik in Eqn (1) which implies larger overall term frequency tf k . Each tf ik was in our method divided by the total number of distinguishable words or stems found in the same document. The normalized tf ik were summed to calculate the total tf k
where ndw i is the number of distinguishable words found in document D i . Combining a number of the most highly ranked terms from this new list based on the modified tf-idf model, an initial 192-dimensional word vector space was created. This list is available at http://www.ee.umanitoba.ca/~vlajic/list1.html Figure 1 shows the clustering obtained within the initial word vector space.
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Word Correlations
It is a common classification problem to work in a space, containing a set of vectors to be clustered, whose dimensionality considerably exceeds the number of expected groups within the given set. In such cases a few dimensions are likely to appear in a similar manner, while they rarely co-occur with some other dimensions. More generally, there exist strong positive and negative correlations among the vector components or dimensions, and the unification or compression of strongly correlated dimensions is a reasonable basis for dimensionality reduction. This approach is commonly employed in multivariate statistical methods such as principal components analysis. For on-line document classification, this assumption has a deeper meaning. Correlations and anticorrelations among words or dimensions suggests semantically close or distant concepts, forming a language corpus for a particular sub-topic. Let us assume that corr ij is the correlation between words T i and T j within the entire collection, and corr kij is the correlation between T i and T j within document D k . If where n i is the number of documents containing T i , then corr ij (∀i,j) ranges between -1 and +1. If T i usually appears when T j appears, corr ij is a positive real number close to +1. Further, if T i seldom appears when T j appears, corr ij is a negative real number close to -1. Finally corr ij ≠ corr ji which implies a general antisymmetry. This final feature is of special importance, since the correlations between two words T i and T j in both directions automatically describe the relation between the group of documents containing T i (G i ) and the group containing T j (G j ). For example, if corr ij ≈1 and corr ji ≈-1, then G i is certainly a small subset of G j , while for corr ij ≈-1 and corr ji ≈-1 G i and G j have almost no common elements. On the other hand corr ii =1 (∀i) implies an autocorrelation or word self-correlation.
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The implementation of (4) and (5) were opposite to the normal meaning of anticorrelation, although this also might have been anticipated. Anticorrelation, as mentioned earlier, may imply that two words do not appear together because they are semantically distant. However, in this case, the words model and prototype, for instance, did not appear together for a different reason, because they were almost synonymous. 
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where n i is the number of documents containing any T m from TH i , new results were obtained. According to these results, if a group of words TH i was strongly positively correlated to a number of other groups it was eliminated. This was done in such a way that it was added to those TH j in proportion to its correlation factor. Thus, in calculating the term frequency tf for thesaurus TH j , all of its original words contribute with their full tf j , while those from TH i contribute with the product corr ij x tf i . Figure 2 explains why correlations ≥0.5 or ≤ -0.5 were considered as being of special importance. For this case, if a document D n belongs to G 1 (i.e. contains a word from TH 1 ), and corr 12 ≈0, it means the probability that D n belongs to G 2 is only ½. In general, the correlations around zero value don't offer any relevant information. On the other hand, corr 13 ≥0.5 indicates that D n belongs to G 3 with a probability 0.75 to 1, while corr 14 = -1 indicates that D n is definitely not an element of G 4 . This means that all strong correlations (either positive or negative) provide useful information.
Only groups of words with at least one correlation greater than 0.5, excluding autocorrelation, were considered for compression. It made sense to insist on such a strict criterion for the following reasons. First, according to figure 2, the value of 0.5 considerably reduces the expected error probability, in working with the reduced word set. Second, if a thesaurus (TH i ) doesn't have significant positive correlations, then the other groups of words are above a minimum semantic distance. It was shown that elimination of a TH i which did not have at least one corrleation greater than 0.5 caused the disappearance, or unsuitable replacement, of the corresponding concept in the word-vector space.
The list of all significant positive correlations is available at http://www.ee.umanitoba.ca/~vlajic/secondPosCorrel.html Figure 3 is based on real experimental data. The stem circuit (i.e. the group of words it represented) had a few strong positive correlations, and it was expected that the elimination of this thesaurus would not result in a conceptual loss. within the 125-dimensional word-vector space, so the dimensionality reduction resulted in a 111-dimensional term-vector space. This is a significant improvement in view of the well known curse of dimensionality in multivariate statistics [10] . This list of 111 thesauruses is available at http://www.ee.umanitoba.ca/~vlajic/list3.html
The clustering obtained within the 111-dimensional word vector space is shown in Figure 5 . A comparative analysis of the clusters formed within the initial and final word vector space, using the same clustering algorithm, has shown the following:
Although based on an identical set of words, organized in a different manner, the initial and final termvector space did not result in identical clusters. When compared to human performance of Web document classification, the final word vector space provided very accurate results. Moreover, when tested for a set of new documents that had not been included in the process of word vector space creation, the neural network based on the final word vectors space performed very satisfactory classification. On the other had, it was observed that an optimal categorization was impossible within the initial word vector space, mainly because strongly related words were treated as completely independent or uncorrelated dimensions. An example is the clusters volum(e), issu(e), and journal in Figure 1 . Even though Web documents from these clusters were thematically close, they did not contain the same words, or their meaning was expressed through some other non-word data type. Therefore they ended up in separate clusters. But, when represented and clustered in a word vector space that recognized inter-term relationships, these documents became members of exactly one group journal (Figure 2) . The lists of all clusters from Figure 1 and Figure 2 with their Web page sources are available at http://www.ee.umanitoba.ca/~vlajic/clusters1.html, and http://www.ee.umanitoba.ca/~vlajic/clusters2.html
In addition to the improvement regarding more sophisticated clustering, dimensionality reduction based on term and inter-term statistics offers another significant advantage:
The clustering conducted in the initial 192-dimensional word vector space required nearly 40 percent more time than the clustering in the final 111-dimensional space, although they were performed for the same set of documents and for the same number of output nodes (clusters). In general, it is observed that lower dimensionality substantially reduces computation, which may further result in considerable savings in time, particularly when applied to large collections of several thousand documents.
The methods presented in this paper were tested on a number of Web collections of various profiles and sizes. One experiment related to a smaller collection dealing with several different topics is reported in [8] .
In all the cases the modified 'tf-idf' provided better identification of the most salient words when compared to the results obtained by Zipf's law. Dimensionality reduction based on term and inter-term statistics was extremely useful for Web collections dealing with one or a few particular topics, but did not have the same effectiveness when many different topics were combined.
The Software Implementation
The algorithm described in the previous section has been entirely embedded in an autonomous agent, implemented in Java, and built for the purpose of term-vector space creation. It is an ingredient of a larger composite agent for hypertext classification employing neural networks. These networks perform unsupervised learning in order to cluster the documents in their term-vector space. For a given collection of Web pages, the portion of the agent presented in the paper provides a compressed set of vector components or dimensions consisting of the most salient terms. The program begins by taking a list of URLs. For each URL, the agent retrieves its HTML source code, recognizes if the Web page uses frames, in which case it detects URLs for the frames and retrieves them replacing the original HTML source code, then separates the text from HTML tags. The ability to retrieve Web pages and to extract their text-only parts on its own makes the agent autonomous and platform independent. The agent further parses the text, deleting nonletters around words, eliminating stop words, and performing stemming operations. It creates a vector of all identified words or stems, calculating their normalized term frequencies tf, and adds those results to the vectors that store stems, corresponding tf values, and the numbers of documents containing stems for the entire collection. Attempting to extract as much textual information as possible, the agent enters into the HTML portions and looks for ALT tags, i.e. words that ALT refers to. This partly solves the problem of not being able to read images. Also, it gives larger weights, ranging from 1 to 5, to the words that appear in special HTML markups such as title, h1, h2, a,.... HyPursuit [11] recommends those weights being larger, ranging from 1 to 10. This has been shown however to give misleading results, especially in short documents, where words from the ordinary text portions do not have a chance to achieve a comparable tf.
After all pages have been visited, the agent calculates inverse document frequencies for all identified words, then makes a new list based on the modified tf-idf of Eqn (2) . Taking a number of the most highly ranked terms, grouping synonyms and strongly related words by thesaurus, it then forms an initial term-vector space. Then the agent revisits the pages, but this time simply looks for correlations between groups according to Eqns (6) and (7) . Selecting those words with very high positive correlations and eliminating them, it finally creates a compressed word-vector space for the given collection.
At this stage, the agent it is able to perform all of the steps, from Web page retrieval to word vector clustering, autonomously, except thesaurus creation. Presently there is no simple way, known to the authors of this paper, that could help in making this step completely automatic, or comparable to the case when human assistance is involved. Although thesaurus creation slows down the agent's performance, the improvements obtained verify its importance, and justify the presence of human intervention.
Hyper Dimension Of Hypertextual Web
Although the techniques based on text-only analysis give rather good results, it should not be forgotten that the Web is a hypertext collection. "Hypertext is a system that links documents to other related documents on the same machine or across networks" [1] . 
HyPursuit
"HyPursuit is a hierarchical network search engine that clusters hypertext documents to structure a given information space for browsing and search activities" [11] . Its document similarity function is a compound function of two mutually independent variables: term similarity and hyperlink similarity. According to the authors, link information may help in grouping together all nodes or Web pages that comprise individual papers (conference on-line proceedings, for example). On the other hand, term or content information may help to cluster thematically related pages. The term similarity measure is based on the word-vectors generated using normalized term frequencies (tf) only. Since this is a significant weakness, some alternatives which would include collection frequencies are being investigated. The hyperlink similarity measure between two documents D i and D j is a linear combination of three variables: the length of the shortest path between the documents, the number of ancestor documents that refer to both D i and D j , and the number of descendant documents that both D i and D j refer to. Clustering is based on the complete link method as in section 1 and reference [2] , and "...although faster clustering algorithms exist, we chose the complete link method because it was easy to implement" [11] . Considering the hyperlink similarity measure of HyPursuit, it seems reasonable to be employed for documents entirely placed on one single server together with all their ancestor and descendant documents. However, in the case of standard Web pages, it may be very inefficient to explore every existing path between two documents distributed over the Web server space.
Generalised Similarity Analysis
According to generalized similarity analysis [5] , the overall similarity between two hypertext documents is a combination of three components: content similarity, hypertext linkage, and state-transition patterns. Word-vectors, necessary for the content similarity computation, are built on the tf-idf model and, as mentioned in the introduction, the word-vector space for a collection is created using the 500 most frequent terms. The similarity between two documents D i and D j by hypertext linkage is the ratio of the number of hyperlinks from D i to D j to the number of all outgoing links from D i . "For simplicity, ancestors and descendants are not considered" [5] . If all links from D i directly lead to D j the ratio is 1, and D i is either identical or very similar to D j . If on the other hand there is no link between D i and D j the ratio is 0 and they are completely different according to the criterion of hypertext linkage. However, this does not imply that the overall similarity is 0, since it may be that the other two similarities are significant. The similarity by state-transition patterns is based on access logs maintained by a number of web servers, which provide valuable information on how users actually access the information on a server. For example, information on the number of users who followed a hyperlink connecting two documents might indicate the degree of relatedness between the two documents. The step transition probability from D i to D j is the ratio of the number of transitions from D i to D j to the total number of transitions starting from D i . The overall similarity by state transition is a function of one step transition probability, and it is consistent with linkage and content similarity models. A difficulty in the implementation of GSA stems from the fact that some servers do not provide state-transition patterns, or they are not publicly available.
Hyper Search Engines
Although this method was originally intended to increase the precision of current search engines, its basic ideas are applicable to hypertext clustering algorithms. According to [12] , theoretically "...the analysis of the informative content of a web object (page) should involve all the web objects that are reachable from it via hyperlinks ("navigating" in the WWW)". It is not feasible in practice to examine all possible outgoing links including all their children and corresponding objects, since a single Web page could be indirectly connected to an indefinite number of other pages. For that reason, a measure of the depth of pages has been introduced. For a given document D i the (relative) depth of another document D j is equal to "...the number of links that have to be activated (clicked) in order to reach D i from D j " [12] . The examination of the hypertextual surrounding of Di includes the documents with depth less then k=3. The contribution of a web document at depth k to the overall hyper information of D i is diminished via a fading factor (0<F<1) dependent upon k. Knowing that users cannot retrieve all the links at the same time, it is assumed that they first select the most promising (related) links. Accordingly, the hyper information for the best link is multiplied by F, for the second best link by F ² , and so on. This theory, based on the analysis of hypertextual environments, could solve the problem of index (organizational) or split documents. If a page is a part of a composite document, it contains only a portion of the overall information. Classifications based on incomplete data tend to provide unreliable results.
Conclusion
Traditional techniques for on-line document clustering, founded on independent work by Salton and by Rijsbergen, often provide satisfactory if suboptimal results. The results obtained by experimenting with the modified "tf-idf" model and the use of word correlation have proved that, following term and inter-term statistics within a collection, it is possible to extract valuable data on word importance. This knowledge can be used in the compression of words that are irrelevant or less salient, particularly for clustering tasks. It has been shown that a clustering performed in the compressed word vector space simulates significantly better the way how humans organize information. Moreover, word compression leads to subsequent analysis of the corresponding group of documents in a lower dimensional term-vector space. Lower dimensionality implies substantially reduced computation, either for simple clustering algorithms or for advanced learning methods. Many of these tasks grow very rapidly or even exponentially with dimensionality. The WWW is an on-line hypertextual collection and term-vector techniques, such as those described here, when applied to Web pages usually produce good or at least acceptable results. However, newer methods based on combined hyper and textual similarity measures are anticipated to perform still better.
