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BLUF 
•  Large “SW engineering”  projects fail at greater rates 
than other engineering projects. 
•  Risk management strategy is at fault … by defini>on 
•  Vola>lity in IT evolu>on is closer to vola>lity in financial 
markets than engineering regimes.  Risk model should 
follow 
–   Focus on reward, i.e. RoI = MOE/MOP 
–  Hedge against risk…vice controlling it.  
•  Peg EIS RoI to Moore’s Law (analogous to pegging 
financial investments to market.)  
–  Self fulfilling prophecy 
–  Mathema>cally op>mize risk‐reward Open System value 
proposi>on 
•   “WBS” considers work hours as units of investment in capability 
modules 
•  Agile “IMS” highlights parallel risk‐reward‐op>miza>on tasks 
•  “Earned Value”= V&V  confirma>on of targeted MOP/MOE 
•  Test Plan measures or models correla>on across acquisi>on 
“investments,” Moore’s Law, and RoI = MOE/MOP 
•  Plug Fest ecosystem can provide pla]orm 
Pony? 
Defense Acquisi>on 
Goal is to “Comply” 
and Avoid Risks? 
Kentucky Windage 
on those risks? 
Financial Management Goal 
is to Predict Risks and Make 
Money 
VAF Value Proposi/on: 
u = u>lity, i.e. ability to sa>sfy system performance or mission effec>veness KPPs 
c = monetary lifecycle costs for EIS or components thereof 
td = calendar >me for one increment of development 
V = value = RoI = u/c X 1/td 
Vp= poten>al value = (u0/c0)e
kt X 1/td                 
Kurtz, “The Singularity is 
Near” 
Moore’s Law = P = P0e
kt 
Corollaries: 
•  Cost per P decreases exponen>ally 
•  COTS‐u>lity‐per‐cost increases exponen>ally 
•  Bad guys get to use COTS! 
VAF Goal is to Op>mize Risk/
Reward and Beat the Bad 
Guys 
Moore’s Law 
EIS Poten>al  RoI 
EIS Investment Por]olio 
Defense Acquisi>on Waterfall Process 
Measures of Effec/veness: 
•  Probabili>es of achieving desired outcomes  
•  Task cycle >me  
•  Numbers of good or bad things that happen  
•  Proficiency scores   
•  Etc,  
Measures of Performance: 
•  Latencies  
•  Reliability, Availability, and Maintainability 
(RAM)  
•  Lifecycle cost 
•  Standard compliance  
•  Security 
•  Capacity  
•  Precision  
•  Size weight and power  
•  Etc, 
 
EIS RoI = Measurable 
Mission Impact! 
Moore’s Law 
EIS Poten>al  RoI 
EIS Investment Por]olio 
Defense Acquisi>on Waterfall Process 
σ(u/c,Pekt) 
σ(u/c)  σ(Pekt)  > 0 => 1 
Earning Value = Con/nuing V&V 
Assurance that U/lity‐per‐Cost‐
per‐Time Increases in Step with 
Moore’s Law 
σ(MOE,MOP) 
σ(MOE) σ(MOP)  > 0 => 1 
Safe and Wise Investments 
•  Bundling lifecycle supported 
COTS/GOTS 
•  Contractors with good Open 
System prior performance 
•  Mature technologies 
•  Feedback from the customers 
•  Frequent V&V, T&E 
•  Coordina>on with cer>fiers 
•  Rigorous, but agile project 
management prac>ces 
“Availability of Value” ∝ 
Probability of RoI 
P[V] ∝  AV = 
(RT – RW) 
RT   
Av = availability of valued outcome 
RT = total resources 
RW = wasted resources 
Risky, Poten/ally High Pay Off 
Investments 
•  RoI‐focus on new technologies 
•  New collaborators 
Dumb Investments 
•  New technology because it is 
new 
•  Contractors without good Open 
System prior performance 
•  Long development cycles 
•  Power Point engineering 
•  Excessive paperwork 
VAF WBS work units are investments (as in a financial 
por]olio) in  
•  COTS market survey and AoA 
•  Outreach to other government projects 
•  Customer outreach 
•  Independent capability modules 
•  Bundling 
•  Inven>ng gap closing technology 
•  V&V, T&E, Cer>fica>on 
VAF Scheduling  
•  Agile short developmental increments  
•  Parallel ac>vity across WBS ac>vi>es above 
VAF Earned Value (EV)  
•  Each budget/schedule increment must 
achieve RoI‐based, V&V exit criteria 
VAF Test Plans  
•  Objec>ve, incremental V&V of accrual of 
value throughout EIS lifecycle.  
•  Tightly coupled to WBS, schedule, and EV 
•  Mathema>cally measure/model 
correla>on across Moore’s Law, leading 
MOP, and lagging MOE 
Mathema>cally Op>mize 
Risk And Reward 
P[Vt] = P[ct] X P[ut] X P[st] 
P[Vt] = Probability of achieving threshold level of valued outcome, i.e. RoI. 
P[ct] = Probability of sa>sfying threshold level of monetary budget requirements.  
P[ut] = Probability of achieving threshold level of u>lity requirements.  
P[st] = Probability of achieving threshold level of schedule requirements. 
P[ct] = Probability of achieving threshold requirement for cost 
Ace =  Availability of cost efficiency  
Ce = Previously es>mated total EIS lifecycle costs including upfront costs for infrastructure 
and ini>al purchases, engineering costs, and lifecycle upgrade and maintenance costs.   
σce = Root mean square error of actual lifecycle costs vs. es>mated costs  
ca = Actual costs for the )indicated ac>vity 
ce = Previously es>mated costs for the )indicated ac>vity  
 
Probability of Achieving Threshold Cost 
Aca =  Availability of cri;cal scheduled ac;vi;es  
td = Originally scheduled >me for designing, engineering, T&E, and cer>fica>on of an 
incremental EIS capability delivery. 
σca = Root mean square error of actual >me spent on cri>cal risk‐reward op>miza>on 
ac>vi>es compared to originally scheduled >me for those ac>vi>es.  
ta = Time actually spent performing the )indicated ac>vity 
ts = Time originally scheduled for the )indicated ac>vity  
 
Probability of Achieving 
Threshold U>lity = 
“Performance” 
P[st] = Probability of achieving threshold schedule requirements 
Adv  = Availability of developed value.  I.e. weighted sum of completed work units divided by 
weighted sum of scheduled work units.  
Wfn = Successfully completed work unit.  Scope of any designated work unit must include 
objec9ve V&V of that unit as part of its comple9on criteria.  Thus a completed work unit is 
equivalent to accruing actual measured, or robustly modeled, value.   
Wfn = Scheduled work unit.  
Kn = Weigh>ng factor.  Weigh>ng should take into account a clear delinea>on of how any 
work unit relates to project cri>cal path.   
n = Coun>ng index 
f = Number of successfully completed and tested scheduled work units. 
p = Number of scheduled work units.  
 
Probability of Achieving 
Threshold Schedule 
VAF Risk/Reward Matrix 
Likelihood Rationale*: 
5. Almost Certain 
4. Probable 
3. 50/50 
2. Improbable 
1. Almost No Chance 
Consequence Rationale*: 
5. Risk: >= 100% degradation* /Reward:  
>= 100% improvement*  
4. +/- 80% 
3. +/- 60% 
2. +/- 40% 
1.  Risk <= 20% degradation/Reward: <= 
20% improvement  
 
 
*Mathema>cally Measured/
Modeled Impact to Cost, 
Performance (u~MOE/MOP), 
and/or Schedule 
RoI = u/c X 1/td 
P[Vt] = P[ct] X P[ut] X P[st] 
  
RO = Ability to con>nuously capture evolving the opera>onal customers’ percep>on of value 
within rapidly evolving opera>onal domains (e.g. by designa>ng specific opera>onal “beta 
users” and establishing con>nuous feedback loop.)  
  
RT = Ability to con>nuously harvest technological value in rapidly evolving technological 
domains (e.g. by applying best commercial prac>ces for open standard product line 
architecture, and conduc>ng test and cer>fica>on in parallel to development.)  
  
R$ = Ability to predict lifecycle costs for con>nuously evolving capability (e.g. by heavily 
leveraging exis>ng off‐the‐shelf technologies that come with well established life cycle tech 
refresh cost models.)  
  
RIA = Ability to balance the need‐to‐protect informa>on and EIS network resources with the 
need‐to‐share them across security domains (e.g. by working with customers to define need‐
to‐share and need‐to‐protect policies and implemen>ng them with high assurance virtual 
technology.)  
  
RVI = Ability to find and deliver valued informa>on bits within >ghtly constrained decision 
windows, given large and growing backdrop of available informa>on bits (e.g. by working 
with customers to iden>fy cri>cal condi>ons of interest and associated threshold values and 
implemen>ng automated “smart push” alerts.)  
  
RPS = Availability of professional skills required for rapid evolu>onary development (e.g. by 
performing careful due diligence of vendors prior performance against similar open standard 
EIS projects.)  
  
Customer 
Contact Hours* 
Bundling >me* 
Known lifecycle 
costs* 
Demo “PL4” 
dynamic need‐
to‐share policy* 
Compress info 
processing cycle 
>me* 
Contractor prior 
performance re 
OSA* 
*PlugFest Risk‐Reward Op>miza>on 
Factors and Metrics 
VAF Risk/Reward Matrix 
Incremental V&V 
Shows +/‐ RoI 
Trends 
Incremental P[V] 
Calcula>on 
Determines 
Probability of 
Consequence 
P[Vt] = P[ct] X P[ut] X P[st] 
RoI = u/c X 1/td 
Sample VAF Risk/Reward Strategy 
Likelihood Rationale: 
5. Almost Certain 
4. Probable 
3. 50/50 
2. Improbable 
1. Almost No 
Chance 
Consequence Rationale: 
5. Risk: >= 100% 
degradation* /Reward:  >= 
100% improvement*  
4. +/- 80% 
3. +/- 60% 
2. +/- 40% 
1. Risk <= 20% 
degradation/Reward: <= 
20% improvement 
 
Target technologies/processes with high reward 
poten/al 
•  Operators Iden>fy cri>cal mission threads and associated 
desired outcomes up front  
•  Establish associated testable Measures of Effec>veness 
(MOE) lag metrics 
•  Establish Measures of Performance (MOP) lead metrics  
that are testably coupled to MOE lag metrics 
•  Build itera>ve test plan that assures MOP lead metrics 
and MOE lag metrics  
•  Perform AoA of poten>al technology components per the 
above 
Target technology porYolio with 
balanced risk profile 
•  At least 80% of technology 
components must exist as COTS/
GOTS* 
•  Any developed technology has known 
transi>on path to COTS/GOTS 
•  All performers have prior success with 
Open System development 
•  Project scope and process  must 
support technology onboarding within 
“Moore’s Law” >me window 
*COTS/GOTS= configurable out of the box via open 
standards and comes with known intellectual property 
rights and life cycle support model 
Assuring high 
payoff is as 
important as 
assuring low risk  
P[Vt] = P[ct] X P[ut] X P[st]  RoI = u/c X 1/td 
Summary of VAF vs. Tradi>onal Project 
Risk Management 
•  The objec>ve of any acquisi>on is to op>mize delivered Value = U>lity (U)‐
per‐Time (T)‐per‐Cost (C) across the capability lifecycle.   
•  U,T, and C are variables that are dependent on each other.  E.g.: 
–  U>lity of Informa>on Technology(IT) usually decreases rapidly with >me 
–  Cost is usually directly correlated to the >me it takes to develop a solu>on and 
the >me the solu>on has been on the market 
•  Likewise, risk and reward are co‐dependent.  E.g. useful considera>on of 
risk requires the context of associated poten>al for reward.  
•  Contrary to the above, tradi>onal PM risk management approaches:  
–  Assume that contract deliverables represent value, and that this value is 
constant. 
–  Address risk and risk mi>ga>on without considering dependence on reward 
•  In contrast to tradi>onal risk management approaches, VAF: 
–  Objec>vely quan>fies targeted value as a variable that is highly dependent on  
u>lity, >me and cost 
–  Probabilis>cally op>mizes risk and reward as co‐dependent variables  
VAF EIS Risk/Reward Op>miza>on 
Detail 
Risk/Reward Statement 
•  Risk = Description of bad consequence that is reasonably likely to occur, 
and that can be mitigated with positive actions 
•  Reward = Description of good consequence that is reasonably likely to 
occur, and that can be made more likely with positive actions. 
•  Risk and reward statements should be co-dependent, i.e. risk and reward 
optimization actions are the same or closely related 
 
Assumptions and Boundary Conditions (BC): 
•  Assumptions and BCs are descriptions of facts of life that constrain both 
risk and reward 
•  Governance policies are almost always BCs for EIS projects; i.e., projects 
must comply with, or waive, policy.  
–  Policy compliance in-and-of-itself is not a reward.  
–  Intended policy outcomes may or may not align with desired project outcomes.  
•  Given the rapid evolution of IT, the perishability of the value of any 
particular IT stack is almost always a critical BC for EIS projects.  
•  The specific security regime is almost always a critical BC for EIS projects.  
 
Risk/Reward Hypothesis 
If: Positive action is not taken; Then: Bad consequence (risk statement) will 
occur 
If: Positive action is taken; Then: Good consequence (reward statement) will 
occur 
VAF Risk/Reward Hypothesis 
Risk/Reward Statement 
Risk = Requirements obsolesce faster than capability is deployed; 
Reward = delivering up-to-date technology within mission evolution 
cycle provides operational advantage 
 
Assumptions and Boundary Conditions: 
•  Technology “value half-life” is approximately 1 year (per Moore’s 
Law) 
•  Adversary has access to up-to-date COTS technology 
•  Security regime will support rapid on-boarding of new technology 
(see security risk/reward statements) 
•  Fixed budget 
 
Risk/(Reward) Hypothesis 
If: The EIS architectural, engineering, procurement, and sustainment 
processes are not (are) aligned with valued outcomes (i.e. mission 
success criteria) and EIS development boundary conditions (e.g. 
Moore’s law, evolving mission and CONOPS, shrinking budget etc.) 
Then: The EIS will not (will) provide competitive advantage.  
General VAF Risk/Reward Hypothesis 
Example VAF Risk/
Reward Hypothesis 
Risk/Reward Statement 
Risk = Requirements obsolesce faster than capability is deployed; 
Reward = delivering up-to-date technology within mission evolution 
cycle provides operational advantage 
Assumptions and Boundary Conditions: 
•  Technology value half life is one year  
•  Adversary has ready access to up-to-date COTS technology  
•  Adversary is able to share information and network resources at will  
•  C&A policy 
–  C&A, done intelligently, is necessary and useful  
•  Project Budget is fixed  
Risk Hypothesis: If C&A process precludes new capability being 
deployed within 3 months of requirements identification; Then 
technology will be obsolete when deployed, and all time and money 
wasted.  
Reward Hypothesis: lf C&A of new capability can inherit controls from 
pre-certified standard security stack, then C&A can be achieved fast 
enough to allow new capability to be deployed within 3 months of 
requirements identification.   
