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Abstract
In this paper, we propose a pedagogical presentation of the Lippmann–
Schwinger equation as a powerful tool, so as to obtain important scattering
information. In particular, we consider a one-dimensional system with a
Schrödinger-type free Hamiltonian decorated with a sequence of N attractive
Dirac delta interactions. We first write the Lippmann–Schwinger equation for the
system and then solve it explicitly in terms of an N×Nmatrix. Then, we discuss
the reflection and the transmission coefficients for an arbitrary number of centres
and study the threshold anomaly for the N=2 and N=4 cases. We also study
further features like the quantum metastable states and resonances, including
their corresponding Gamow functions and virtual or antibound states. The use of
the Lippmann–Schwinger equation simplifies our analysis enormously and gives
exact results for an arbitrary number of Dirac delta potentials.
Keywords: Dirac delta potentials, Lippmann–Schwinger equation, resonances,
Gamow states, threshold anomaly, virtual states
(Some figures may appear in colour only in the online journal)
1. Introduction
As a special case of point interactions, the Dirac delta potential has been of interest for many
years. A well-known application of delta potentials in physics is the Dirac comb in the Kronig
Penney model, which explains band gap formation in crystal structures [1]. Another important
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application of the delta potential is the description of the interaction between weakly inter-
acting bosons through the Dirac delta functions (see e.g. chapter 15 in [2] and the references
therein). The successful physical applications of the delta potentials have led to a considerable
amount of work on Dirac delta potentials in different areas of physics (see [3, 4] and the
references therein). Among them, a remarkable study shows that scattering and reflection
amplitudes of an arbitrary potential can be approximated using delta potentials [5]. More
recently, the studies of several one-dimensional Dirac delta potentials based on transfer matrix
techniques have been developed to illustrate some interesting scattering phenomena, namely
the so-called transmission resonances (the energies for which the scattering transmission
coefficient is one), threshold anomalies (for the particular values of parameters, the reflection
coefficient goes to zero as the energy of the incoming particle approaches zero), Bloch states
[6–11], etc.
Another important point about Dirac delta potentials is that they are exactly solvable.
This also makes them useful for teaching purposes. The Green’s functions and the solution of
the Lippmann–Schwinger equation for a single Dirac delta potential have been given in [12]
and a multiple scattering theory for double delta centres has been studied through the
Lippmann–Schwinger equation in [13], from a pedagogical point of view. A recent review [3]
has illustrated some other interesting features of the one-dimensional Dirac delta potentials, in
particular the continuum and the bound state spectrum of the delta potentials, together with
some other exactly solvable potentials. In the review, a multiple δ-function potential was
studied in Fourier space and the bound state problem was formulated in terms of a matrix
eigenvalue problem.
In this paper, we study the details of the scattering spectrum of the multiple Dirac delta
potentials through the solution of the Lippmann–Schwinger equations, which make use of the
Green’s functions. We give here another point of view for the treatment of the model
introduced in [6, 10]. Our point of departure is the Lippmann–Schwinger equation and we
shall show how to calculate the scattering coefficients for a system of N Dirac delta potentials.
The method is based on the exact solution of the Lippmann–Schwinger equations, rather than
solving a system of equations using the boundary conditions for delta potentials at each delta
centre [10]. The method that utilizes the boundary conditions becomes rather cumbersome for
N>2, whereas the method used here is more systematic and the results can easily be
obtained for an arbitrary number of centres. Therefore, our results also suggest the use of the
Lippmann–Schwinger equation for classroom exercises, including one-dimensional solvable
models (e.g. multiple Dirac delta potentials), which are crucial when teaching quantum
scattering.
The threshold anomaly is defined as a nonzero probability of transmission through a
potential barrier, as the kinetic energy of the incident particles approaches zero [7]. Therefore,
its existence is investigated by analysing the behaviour of the reflection R(k) or transmission
probabilities T(k) for small values of k. It is shown in [7] that this phenomenon is related to
the formation of new bound states for the given potential barrier. In this paper, we explicitly
illustrate this phenomenon for two and four centres.
The contact potentials, particularly those given by two or more Dirac deltas, also serve to
model quantum systems with resonances defined as quantum unstable states and/or virtual
states (also called antibound states) [14–19]. The resonances can be determined from the
position of the poles of the S-matrix in complex energy or momentum plane. In this manu-
script, instead of paying attention to finding the values of the resonance poles, we focus on
obtaining the Gamow functions (vectors) or eigenfunctions (eigenvectors) for the exponen-
tially decaying part of a resonance as a direct conclusion of the Lipmann–Schwinger equation
in a straightforward way. These Gamow vectors are interesting, for instance, in order to
Eur. J. Phys. 39 (2018) 035403 F Erman et al
2
construct the spectral expansion for the total Hamiltonian producing quantum decaying states.
We also show the appearance of the virtual states for N=2.
The paper is organized as follows: in section 2, starting with the Lippmann–Schwinger
equation as a point of departure, we provide the solution of it in terms of an N×N matrix.
The scattering information (transmission and reflection probabilities) are discussed in
section 3, with particular emphasis on the simple models with one or two Dirac deltas. In
section 4, we discuss the threshold anomaly for two and four Dirac delta centres. In section 5,
we recall the basic definitions and features of resonances as quantum unstable states. From the
Lippmann–Schwinger equation, we readily obtain the Gamow functions explicitly in this
case. Finally, we discuss the appearance of the virtual (antibound) states for two centres. We
also summarize the rigged Hilbert spaces and bound state formalism of the problem in
appendices A and B.
2. The Lippmann–Schwinger equation for N Dirac delta potentials
Let us start with a one-dimensional model in which a free Hamiltonian of the type H0 =
m x2
d
d
2 2
2
- is perturbed with a potential V, so that the total Hamiltonian is H=H0+V. In our
analysis, we consider the Lippmann–Schwinger equation in momentum space. This has the
advantage of simplicity, which helps very much in practical calculations as well as in its
conceptual clarity. This equation can be written in the following form [20]:
k k G E V ki0 , 1k0= -  ∣ ⟩ ∣ ⟩ ( ) ∣ ⟩ ( )
where Ek=k
2/2 m. The operator G z H z0 0 1= - -( ) ( ) is called the Green’s operator for H0
and has interesting properties. First of all, it is an analytic function on the complex variable z,
except at the values of the continuous spectrum of H0, i.e. the positive semiaxis 0, º ¥+ [ ).
This means that for any vectors ,j y in the Hilbert space , in which H0 and H act, the
functions g z,j y ( ) given by the scalar products g z H z, 0 1j y= -j y -( ) ⟨ ∣( ) ⟩ are analytic on the
mentioned domain denoted as  +. Then,G E i0k0 ( ) are the boundary values of G0(z) on
the positive real line when we approach them from above (plus sign) or from below (minus
sign). This idea is more often expressed as G E G Elim i i0k k0 0 0  =  + ( ) ( ). Since the
Green’s operator is discontinuous for the values of the spectrum of the free Hamiltonian—the
positive semiaxis in our case—both limits are different [20].
We tacitly assume that the continuous spectrum of H is also +. The kets k∣ ⟩ and k∣ ⟩ are
the generalized eigenvectors of H0 and H, respectively, i.e. H k k k0 =∣ ⟩ ∣ ⟩ and H k k k= ∣ ⟩ ∣ ⟩
for k in the continuous spectrum of both operators. The signs± correspond to incoming −
and outgoing + wave functions. It is well known that these state vectors are represented by
plane waves, which are not normalizable in the Hilbert space sense. Therefore, they do not
belong to , but instead are defined as elements of a bigger structure that encompass , the
so-called rigged Hilbert space [21–27] (see appendix A for a short overview of rigged Hilbert
spaces and the continuum spectrum).
We first write the potential V in the bra-ket formalism. If x∣ ⟩ are the position eigenkets
with a real eigenvalue x, and ψ is any state vector, we know that the wave function ψ(x) for ψ
can be written as x xy y=( ) ⟨ ∣ ⟩. Now, for simplicity, let us assume that V(x)=λδ(x−a).
The action of V on the wave function ψ(x) is
V x x a x x a a . 2y ld y ld y= - = -( )( ) ( ) ( ) ( ) ( ) ( )
Note that V x x Vy y=( )( ) ⟨ ∣ ⟩ and that for fixed a and all x, x a x ad= -⟨ ∣ ⟩ ( ). Then, if
V a al= ∣ ⟩⟨ ∣, we may write
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x V x a a x a a . 3y l y ld y= = -⟨ ∣ ⟩ ⟨ ∣ ⟩⟨ ∣ ⟩ ( ) ( ) ( )
Hence, we conclude that the operator ‘multiplication times the Dirac delta δ(x−a)’ can be
written in the bra-ket language as a a∣ ⟩⟨ ∣.
This can be generalized to N Dirac delta potentials located at different points ai with
different strengths λi, namely
V a a . 4
i
N
i i i
1
å l= -
=
∣ ⟩⟨ ∣ ( )
If we insert equation (4) into equation (1) and multiply the result from the left by the bra x⟨ ∣,
we obtain:
x k x k x G E a a ki0 . 5
j
N
i k j j
1
0ål= + 
=
⟨ ∣ ⟩ ⟨ ∣ ⟩ ⟨ ∣ ( )∣ ⟩⟨ ∣ ⟩ ( )
Recall that x k⟨ ∣ ⟩ is the free plane wave, and we only keep the + sign in equation (5). Then, we
find the following equation for the perturbed plane wave x x kky =+ +( ) ⟨ ∣ ⟩ as
x G x a E ae , ; i0 , 6k
kx
j
N
j j k k j
i
1
0åy l y= + ++
=
+( ) ( ) ( ) ( )
where we have used the notation G x y E x G E y, ; i0 i0k k0 0+ = +( ) ⟨ ∣ ( )∣ ⟩. This is the well-
known Green’s function for the free Hamiltonian H0 [20].
In order to have the explicit form for xky+( ), we need to find ak jy+( ). To do this, we just
replace x by ai in equation (6) and isolate the j = ith term from the sum:
a G a a E a G a a E ae , ; i0 , ; i0 ,
7
k i
ka
i i i k k i
j i
N
j i j k k j
i
0 0i åy l y l y= + + + ++ +
¹
+( ) ( ) ( ) ( ) ( )
( )
or
a G a a E G a a E a1 , : i0 , ; i0 e . 8k i i i i k
j i
N
j i j k k j
ka
0 0
i iåy l l y- + - + =+
¹
+( )[ ( )] ( ) ( ) ( )
This relation can be written in a matrix form
E a i Ni0 e , 1, 2, , , 9
j
N
ij k k j
ka
1
i iå yF + = = ¼
=
+( ) ( ) ( )
where the Φij are the matrix elements of the matrix ijF = F{ }, given by
E
G a a E i j
G a a E i j
i0
1 , : i0 if ,
, ; i0 if .
10ij k
i i i k
j i j k
0
0
l
lF + =
- + =
- + ¹
⎧⎨⎩( )
( )
( ) ( )
The solution of equation (9) can easily be obtained as
a E i0 e , 11k j
j
N
k ji
ka
1
1 i iåy = F ++
=
-( ) [ ( )] ( )
where Φ−1 is the inverse of the matrix Φ. If we substitute equation (10) in equation (6),
we find
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x G x a E Ee , ; i0 i0 e . 12k
kx
i j
N
i i k k ij
kai
, 1
0
1 i jåy l= + + F ++
=
-( ) ( )[ ( )] ( )
To calculate xky+( ) explicitly, we first find the free Green’s function G x a E, ; i0i k0 +( ). We
insert a complete set of eigenkets of the momentum operator, I p p pd 2 ò p= -¥
¥ ∣ ⟩⟨ ∣ :
G x a E x G E a x G E p p a
p
, ; i0 i0 i0
d
2
. 13i k k i k i0 0 0 ò p+ = + = +-¥
¥
( ) ⟨ ∣ ( )∣ ⟩ ⟨ ∣ ( )∣ ⟩⟨ ∣ ⟩ ( )
By definition, p∣ ⟩ are the eigenkets of the momentum operator, so that H p pp
m0 2
2=∣ ⟩ ∣ ⟩. Then,
14
x G E p x H E p x
E
p
E
i0 i0
1
i0
1
i0
e .
k k p
m k
p
m k
px
0 0
1
2
2
i
2
2

+ = - + =
- +
=
- +
-
( )
⟨ ∣ ( )∣ ⟩ ⟨ ∣( ( )) ∣ ⟩
( )
( )
Using p a ei pai i = -⟨ ∣ ⟩ and equation (14) in equation (13), we have the following expression
for (13):
E
p m
p m E
p
e
i0
d
2
e
2 i0
d . 15
p x a
p
m k
p x a
k
i
2
i
2
i i
2  
 ò òp p- + = - +-¥
¥ -
-¥
¥ -
( ) ( )
( )
( ) ( )
Before we proceed to the next step, let us recall that
G x a E G x a E, ; i0 lim , ; i . 16i k i k0
0
0 + = + +( ) ( ) ( )
This remark is essential in order to understand the meaning of the integral in (15), which is
nothing else but
p m E
p
p m E
p
e
2 i0
d lim
e
2 i
d . 17
p x a
k
p x a
k
i
2 0
i
2
i i


ò ò- + = - +-¥
¥ -
 -¥
¥ -
+( ) ( )
( )
( ) ( )
It is very important to understand that the limit and the integral in (17) cannot be
interchanged, since it is the right-hand side of (17) that gives sense to the left-hand side. In
fact, we have to solve the integral first and then proceed with the limit. Let us solve the
integral in the right-hand side of (17) by the residue method. The function under the integral
sign has poles at the points
p k
m
k
k
m
k
1 i
2
i , 18
2 2
  

=  +  + ⎜ ⎟
⎛
⎝
⎞
⎠ ( )
where E k m2k 2 2= and k>0. In order to calculate the integral by the residue method, we
have to take into account that either x<ai or x>ai. In the second case, we use the contour
depicted in the left contour of figure 1.
We note that only the pole with the plus sign in equation (18) lies inside the contour of
integration. The integral over the semicircle vanishes as its radius goes to infinity [28]. Then,
the value of the integral is obtained, multiplying the residue at that point by 2πi. This gives
m
k
m
k
i lim
e
i
i
e
. 19
k x a
m
k
k x a
0
i i
2
m
k i i
   

+ =
+ - -
+
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥ ( )
( )( ) ( )
This is the result of the integral (17) for x>ai. For x<ai we use a similar contour defined in
the lower half plane, as shown in the right contour of figure 1. Then, the relevant pole is the
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one with the minus sign in equation (18). This gives a similar result as in (19), replacing the k
in the exponential with −k. Therefore, for all values of x we can write
G x a E
E
p m
k
, ; i0
e
i0
d
2
i
e . 20i k
p x a
p
m k
k x a
0
i
2
2
i
i
2  
ò p+ = - + =-¥
¥ - -( )
( )
( )
( )
∣ ∣
Substituting this result into formula (12), we finally obtain
x
m
k
Ee
i
e i0 e , 21k
kx
i
N
j
N
i j k x a
k ij
kai
1 1
2
i 1 ii jååy
l l= + F ++
= =
- -( ) [ ( )] ( )∣ ∣
where
E
m
k
i j
m
k
i j
i0
1
i
if ,
i
e if .
22ij k
i
i j
k a a
2
2
i i j


l
l l
F + =
- =
- ¹-
⎧
⎨
⎪⎪
⎩
⎪⎪
( ) ( )
∣ ∣
Note that Φ−1(E+i0) is the inverse of the matrix with the elements given above
equation (22).
3. The reflection and the transmission coefficients
We assume that the incoming particles come from the left. Then, from the coefficient of e−ikx
in the solution xky+( ) when x<ai, we can find the reflection amplitude
r k
m
k
E
i
e i0 e , 23
i j
N
i j ka
k ij
ka
, 1
2
i 1 ii jå
l l= F +
=
-( ) [ ( )] ( )
and from the coefficient of e kxi in the solution xky+( ) for x>ai, we can find the transmission
amplitude
t k
m
k
E1
i
e i0 e . 24
i j
N
i j ka
k ij
ka
, 1
2
i 1 ii jå
l l= + F +
=
- -( ) [ ( )] ( )
It is instructive to show that the solution xky+( ) and the reflection and the transmission
amplitudes given above yield the standard textbook results if we consider one Dirac delta
potential located at x=a with strength λ.
Figure 1.We choose the left contour for the residue calculation for x ai> and the right
one for x ai< .
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For N=1, the matrix Φ is simply a function, namely
E
m
k
i0 1
i
, 25k11 2
lF + = -( ) ( )
where we have chosen λ1=λ and used m E klim 2 i ik0   - + = - + ( ) . Then, the above
formula (21) is reduced to
x
e
m
k
e
x a
e
m
k
e
x a
i
1 i
if ,
i
1 i
if .
26k
kx
k x a
m
k
kx
k x a
m
k
i
2
i
i
2
i
2
2




y
l
l=
+ - <
+ - >
l
l
+
- -
-
⎧
⎨
⎪⎪
⎩
⎪⎪
( ) ( )
( )
( )
Substituting the function Φ given in equation (25) into equations (23) and (24), we obtain the
following well-known textbook result [29]:
R k r k
m
k m
T k t k
k
k m
, . 272
2 2
4 2 2 2
2
4 2
4 2 2 2


l
l l= = + = = +( ) ∣ ( )∣ ( ) ∣ ( )∣ ( )
Note that R+T=1. Moreover, T 1 as k ¥ as expected.
In order to compare our results with those given in [10], let us choose N=2. Then,
matrix Φ has the following form:
e
e
1
1
. 28
m
k
m
k
a a
m
k
a a m
k
i i ik
i ik i
2 2
1 2
2
1 2
2
 
 
F = - -
- -
l l
l l
-
-
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )
∣ ∣
∣ ∣
For a better comparison with [10], let us choose a1=−a and a2=a with a>0. Then,
e
e
1
det
1
1
, 29
m
k
m
k
ka
m
k
ka m
k
1
i i i2
i i2 i
2 2
2 2
 
 
F = F
-
-
l l
l l
-
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )
with
m
k
m
k
edet 1
2i
1 . 30ka
2
2 2
4 2
4i
 
l lF = - + -( ) ( )
These formulae are necessary for constructing xky+( ) as in equation (12) for N=2. All
scattering features can be obtained through this wave function. In particular, we may obtain
the reflection and transmission coefficients. The wave function (12) reads for x<−a:
x e
m
k
e e
m
k
e e
m
k
e e
m
k
e e
i i
i i
. 31
k
kx k x a ka k x a ka
k x a ka k x a ka
i
2
i
11
1 i
2
i
12
1 i
2
i
21
1 i
2
i
22
1 i
 
 
y l l
l l
= + F + F
+ F + F
+ - + - - - + -
- - - - - - -
( )
( )
( ) ( )
( ) ( )
Then, from equation (23), we explicitly find the reflection amplitude
r k
m
k
m
k
m
k
det
i
1
i
e e 2
i
e . 32ka ka ka1
2 2
2i 2i
2
2i
  
l l l= F - + +- -⎜ ⎟ ⎜ ⎟⎡⎣⎢
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠
⎤
⎦⎥( ) ( ) [ ] ( )
The values of k for which T(k)=1 are known as transmission resonances in the literature [8].
One can plot the graph of T as a function of k and read the transmission resonances, as shown
in the top right part of figure 2 for N=2. To find these values explicitly, we can equivalently
find the roots of the transcendental equation r(k)=0 numerically. It has been shown in [10]
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that the energies corresponding to the transmission resonances are different from the
resonance energies obtained from the poles of the S-matrix or transmission coefficient.
The transmission coefficient for the Dirac delta potentials located periodically in the
positive real axis is depicted for different numbers of N in figure 2. This illustrates the
appearance of band gaps as we increase the number of centres, which was first shown in [30].
4. Threshold anomaly
The threshold anomaly occurs for potentials consisting of N (2) Dirac delta potentials. We
start to analyse the threshold anomalies for two Dirac delta centres by investigating R(k) for
small values of k. To this end, we expand it around k=0:
R k
m
k O k1
i 1
2 1
. 33
a m
ma
8
2
2 2
22 2 2
4
2

l
= - +
- +
- +
+
l
l
( )
( )( ) ( ) ( )
It is easy to see that R k 1( ) as k 0 , unless 1ma2 2 =
l . This means that the reflection
probability gets closer and closer to one as the energy of the incoming particles decreases,
except for the critical case 1ma2 2 =
l . This is the generic case, and can be seen from figure 2.
To understand the behaviour of R near k=0 in the critical case, we first substitute a
m2
2= l
into R(k) (r(k) is given in equation (32)), and then expand it near k=0 so that
Figure 2. The transmission coefficient as a function of k for N 1, 2, 4, 10= ,
respectively. Here, λi=2 and a a 3i j- =∣ ∣ for all i, j. We use units such
that m2 1 = = .
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R k
a
k
a
k O k
4i
3
32
9
. 34
2
2 3
2
= + +( ) ( ) ( )
This shows that the probability of reflection of the particle vanishes as the kinetic energy of
the incoming particles goes to zero. This phenomenon is known as the threshold anomaly and
was first discussed in [7]. Actually, this fact can be seen more transparently by plotting the
reflection coefficient as a function of a near k=0.
As can be seen from figure 3, the reflection coefficient sharply drops to zero at exactly the
same critical value a m22 l= . This is due to the appearance of a second bound state at
this critical value. Note that this is exactly the same condition for the formation of the second
bound state, as discussed in our recent paper [31] (the only difference is that the centres are
separated by a in the paper). In other words, the underlying reason for this is the appearance
of a bound state very close to the threshold energy [7].
For the N=4 case, the reflection coefficient near k=0 is
R k
a m a m a m
m am a m am
k O k1
i 384 512 160
4 2 8 8
.
35
4 4 4 3 3 3 2 2 2 2 4 8
2 2 2 2 2 4
2
2  
  
l l l
l l l l= - +
- + -
- - + +( )
( )
( )( )
( )
( )
Similar to the N=2 case, R k 1( ) as k 0 , unless the denominator is zero, that is,
am
a m am
2 0
8 8 0. 36
2
2 2 2 2 4

 
l
l l
- =
- + =( ) ( )
The solution to these equations is
m a
4
2 2 ,
2
,
4
2 2 . 37
2 2 2  l = - +⎧⎨⎩
⎫⎬⎭( ) ( ) ( )
Figure 3. The reflection coefficient as a function of a for two centres. Here,
21 2l l= = and k = 0.01 ( m2 1 = = ).
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If we first substitute these solutions into R(k) and then expand it, we obtain
R k
ak
O k m a
a a k O k m a
a a k O k m a
8i
3
when
2
,
4
3
i 3 2 when 2 2 ,
4
3
i 3 2 when 2 2 .
38
2
2 2
2
2
4
2
2
4
2
2



l
l
l
=
+ =
- - + + = -
+ + = +
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
( )
( )
( ) ( ) ( )
( ) ( ) ( )
( )
This shows the threshold anomaly for the N=4 case. One can also see from figure 4 the
vanishing behaviour of the reflection coefficient at the above critical cases near k=0. All
those critical values of a for which R vanishes near k=0 are just the critical values of the
parameters in the model where the new bound states appear. In order to show this, we plot the
flow of eigenvalues of the principal matrix (see equation (B-2) in appendix B) as a function of
E∣ ∣, as shown in figure 5 by fixing the value of the parameter a=1. Figure 5 shows the flow
of the eigenvalues of the matrix Φ, where the zeros of the eigenvalues are the bound state
energies. The top left graph shows the critical situation m a 2 2
4
2l = -( ), where the
second bound state appears. Similarly, the other two graphs show the critical cases
m a 2 2
4
2l = +( ) and m a
2
2l = , respectively. It is easy to notice that all the critical
values for the appearance of the new bound states correspond exactly to the values of the
parameter where the threshold anomaly occurs.
All these show that the method that we have used is very useful and systematic for large
values of centres, whereas the standard method may become very cumbersome in dealing
with more than two.
5. Resonances and Gamow states
There are basically two legitimate approaches to quantum resonances. In the first one, one
considers the decaying system as an open system, that is, it interacts with its environment. In
the second one, although the system is closed (isolated) and the Hamiltonian is self adjoint,
Figure 4. The reflection coefficient as a function of a for four centres. Here,
1 21 2l l= = and k = 0.01 ( m2 1 = = ).
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we may still have resonances and there exist Gamow vectors with complex eigenvalues. The
point is to extend the Hamiltonian by the duality to a bigger space containing non-normal-
izable eigenfunctions such as the Gamow states; see [38] for the details.
Models with two Dirac delta potentials in the context of resonances have been discussed,
for instance, in [14, 17], and see references therein. We recall that the resonances are always
produced by a perturbation on the free Hamiltonian. In other words, in order to have reso-
nances, we need a Hamiltonian pair (H0, H), where H0 is ‘free’ or unperturbed and
H=H0+V is the total Hamiltonian. In our case, the perturbation is given by a multiple
Dirac delta potential V.
Let us emphasize a very important point about one-dimensional scattering, which has
been previously mentioned. Concerning resonances and perfect transmission values, a certain
confusion arises in the literature, see for example [6]. For some types of one-dimensional
potential there exist values of energy for which the transmission coefficient is equal to one.
They are sometimes called resonances or transmission resonances. In [10], the terminology
perfect transmission is proposed to describe this phenomenon, but we will stick to trans-
mission resonances. On the other hand, we shall reserve the name resonance for a type with
poles of the scattering S-matrix. If the S-matrix is written in terms of its dependence on the
momentum k of the incident particle, S(k), and satisfies some general assumptions, then it
admits an analytic continuation to the complex values of k. Then, the resonances are char-
acterized by pairs of poles of S(k) located in the lower half plane symmetrically with respect
to the imaginary axis. These pairs of poles reveal the existence of quantum unstable states or
resonances, and both terms denote the same physical reality. One can find a deep and
thorough study of this in [32, 33].
Figure 5. The flow of the eigenvalues of the principal matrix Φ for the critical values of
the parameter λc ( m2 1 = = ) and the bound state energies. We choose a=1 in all
cases.
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Nevertheless, the poles of the transmission coefficient coincide with the poles of the
scattering S-matrix [34]. Due to this fact, resonance poles can be calculated by using the
transcendental equation det 0F = . We may find four types of solution:
1. Simple poles in the positive imaginary k axis which have the form iα, with α>0 and
are associated with the bound states [33].
2. Simple poles in the negative imaginary k axis which have the form −iα, with α>0
and whose physical meaning is not always clear [35–37]. They are associated with the states
known as antibound or virtual [32, 33].
3. A possible pole at the origin. This may be associated with the situation in which
causality conditions, as usually stated, do not hold [32].
4. Pairs of poles of the form k ki0 1 - with k k, 00 1 > . Each pair of poles of this kind
represents a resonance [32, 33]. In principle, these poles may have any (finite) multiplicity,
although for realistic models this multiplicity is one. The number of resonance pairs of poles
in systems with a finite range of potentials (the potential is zero outside a bounded region) is
infinite.
The method used in [10] is based on the usage of the continuity and jump conditions of
the wave function and its derivative at the location of the Dirac delta centres, respectively. In
contrast, we adopt the Lippmann–Schwinger equation to find the scattering and resonance
information for the system. When N=2, the Hamiltonian in [10] is given as H =
V x V x a
m x2
d
d 1 2
2 2
2
 d d- + + -( ) ( ). Since the Hamiltonian that we consider is H = -
x a x a
m x2
d
d
2 2
2
 ld ld- - - +( ) ( ), one can easily check that equation (28) in [10], namely
k k2i 2i e ka1 2 1 2 2in n n n- - =( )( ) , where i mV2 i2n = is identical to our equation det 0F =
(detF is given by (30). This can be seen by identifying V1 and V2 with −λ and relabelling
a a2 in equation (28) in [10]. Therefore, we conclude that the results in [10] for the
scattering states and resonances are consistent with our results. Note that in [10], the locations
of the resonance poles are given in terms of the complex energies. These complex energies
are calculated using the formula E k m22 2= , so that if k k ki0 1=  - , then
E k ki 2 i0 1 2 G = -( ) . The real part E is called the resonant energy and the imaginary
part is related to the mean life of the resonance [33].
At this point, we need to remark that the transformation E k m22 2≔ transforms the
function S(k) into a function S(E), which is now defined in a two-sheeted Riemann surface,
where each sheet is a complex plane, see [33]. In this case, the resonance poles are complex
conjugate poles located on the second sheet at the points E i 2 G , with E, Γ>0. Both
complex conjugate poles represent the same resonance.
By definition, a Gamow state ψ is an eigenvector (wave function) of the total Hamil-
tonian H H V0= + having the complex eigenvalue, H E i 2y y= - G( ) , where E i 2- G
is called the resonance pole. Then, for the Gamow wave functions ψ we have
e e e , 39tH Et t
i i 2 y y=- - -G ( )
so that ψ decays exponentially with time. For this reason, Gamow wave functions may be
seen as state wave functions for the resonances.
However, we have two problems in this interpretation. The former has to do with the self-
adjointness of the Hamiltonian H. A self-adjoint Hamiltonian cannot have complex eigen-
values in a Hilbert space. The only possible solution is to extend the Hilbert space to a larger
space which does not have normalizable wave functions so that equation Hy =
E i 2 y- G( ) as well as equation (39) make sense in this larger space. This has been done
with the help of the rigged Hilbert spaces—a mathematical tool that was initially used to
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introduce a rigorous presentation of the Dirac formalism for quantum mechanics [21, 23–26].
Note that we represent the resonance by one of the resonance poles E− iΓ/2. The other one
E i 2+ G( ) will play a symmetric role which will go beyond the scope of the present paper.
The second difficulty comes from the fact that it is not clear that the quantum decaying
systems decay exponentially for all times. In any case, experiments have shown that expo-
nential decay is a very good approximation for decay behaviour in essentially all ranges of
time, with the possible exception of very short or very long times. Thus, the Gamow wave
functions can be good approximations of the wave functions of decaying states for the
majority values of time. In our case, being given a resonance defined by a pair of poles of the
S-matrix, we may construct its Gamow wave function. The method is to use an analytic
continuation of equation (2) and we shall use a description of it. The technicalities can be
found in [38, 39]. Let E i 2R - G be the location of a resonance pole in the energy
representation. The analytic continuation of (2) at the complex value kR so that
z E k mi 2 2R R R
2 2 - G =≔ is given by
k k G z V k 40R R R R0= -+ +∣ ⟩ ∣ ⟩ ( ) ∣ ⟩ ( )
where kR
+∣ ⟩ and zR are the eigenvectors and eigenvalues of H, respectively:
H k
k
m
k z k
2
. 41R
R
R R R
2 2= =+ + +∣ ⟩ ∣ ⟩ ∣ ⟩ ( )
Thus, kR
+∣ ⟩ is the Gamow vector for the resonance with the resonance pole kR. This Gamow
vector in the coordinate representation is x x kR Ry +( ) ≔ ⟨ ∣ ⟩, so that
H x x H k z x k z x . 42R R R R R Ry y= = =+ +( )( ) ⟨ ∣ ∣ ⟩ ⟨ ∣ ⟩ ( ) ( )
If we use V a ai
N
i i i1l= -å = ∣ ⟩⟨ ∣ and multiply (40) from the left by x⟨ ∣, we obtain
x k x k x G z a a k . 43R R
i
N
i R i i R
1
0å l= ++
=
+⟨ ∣ ⟩ ⟨ ∣ ⟩ ⟨ ∣ ( )∣ ⟩⟨ ∣ ⟩ ( )
Let us write the complex number kR in terms of its real and imaginary parts as k k kiR r I= - .
Since x k eR k xi R=⟨ ∣ ⟩ by the process of analytic continuation, equation (43) becomes
x G x a z ae e , ; . 44R
k x k x
i
N
i i R R i
i
1
0r I åy l y= ++
=
+( ) ( ) ( ) ( )
Proceeding as in section 2, we can find aR iy+( ) so that
x
m
k k
ze e
i
i
e e . 45R
k x k x
i
N
j
N
i j
r I
k k x a
R ij
k k ai
1 1
2
i i 1 i ir I r I i r I jååy
l l= + + F
+
= =
+ - - +( )
( )
[ ( )] ( )( ) ∣ ∣ ( )
We now observe that the first term in the right-hand side of (44) diverges exponentially as
x ¥⟼ . In the second term, we have a sum including the Green’s function for the free
Hamiltonian H0, given by
G x a z
m mz x a
mz
m m k x a m k x a
mz
, ;
i exp 2
2
i exp 2 exp 2
2
. 46
j R
R j
R
r j I j
R
0
i
i 1



 
= -
= - -
( )
{ ∣ ∣}
{ ∣ ∣} { ∣ ∣}
( )
Again since kI is positive, we observe exponential behaviour for large values of x∣ ∣. The
conclusion is that Gamow wave functions cannot be normalized in the sense of square
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integrability, but in contrast with Dirac kets or plane waves, which are bounded but not square
integrable, they show exponential behaviour at infinity in the coordinate representation. This
behaviour is sometimes called the spatial or exponential catastrophe. With a proper inter-
pretation of the Gamow wave functions in terms of generalized functions in the rigged Hilbert
spaces, one may show that this is far from being a catastrophe [39].
6. Virtual states for N=2
In this short section, we summarize the results on how the location of the poles of the trans-
mission coefficient (or S-matrix) changes with respect to the distance between two attractive
Dirac delta potentials within our formalism. As previously emphasized, the poles of the trans-
mission coefficients are given by the solution of the transcendental equation kdet 0F =( ) .
Here we choose that a1=0 and a2=a, and the units such that ÿ=2m=1. Then, the
complex solutions of Edet i0 0kF + =( ) can be found in the lower half plane of the complex
k plane. In order to follow the motion of these poles, we plot the zero level curves of
Edet i0kF +( ( ))R (blue curves in figure 6) and Edet i0kF +( ( ))I (red curves in figure 6) by
fixing λ for different values of a. The intersections of the red and blue curves on the complex
k plane are the solutions of Edet i0 0kF + =( ) . The simple poles on the positive imaginary k
axis correspond to the bound states, whereas the ones in the negative imaginary k axis are
known as virtual states [20]. As emphasized in [31], it is well known that there are two bound
states when a is sufficiently large (a m2 l> or the critical case a=2 for a particular
choice of the parameter λ=2) and the second bound state eventually becomes a virtual state
as we decrease the distance between the centres. From figure 6, if the distance between the
centres is d=2a=1.4, the second bound state pole is shifted to the negative imaginary axis.
Thus, it becomes a virtual state. This phenomenon also occurs for some other potentials as
well, e.g. a rectangular well and barrier potentials [40, 41]. Although k=0 seems to be a
solution from figure 6, it is a singular point of detF given in equation (30). This is due to the
lack of resolution of the figure. If one magnifies the figure around k=0, it can be seen that it
is actually not a solution.
Figure 6. Contour plots of the det 0F =( )R and det 0F =( )I for a = 2.2 on the left
and a = 1.5 on the right; 11 2l l= = in both cases.
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7. Conclusion
Systems of N contact potentials, particularly if these potentials are linear combinations of
Dirac deltas, are usually solvable systems suitable for studying important features in non-
relativistic quantum mechanics, such as bound states, scattering transmission and reflection
coefficients, threshold anomalies and resonances as quantum unstable states and virtual states
(also called antibound states). In this study, we have shown that the Lippmann–Schwinger
equation in the momentum space is a very appropriate tool for performing calculations in
order to find the properties of the above-mentioned quantum features. In the case of N Dirac
deltas, we have found explicitly the solution of the Lippmann–Schwinger equation in terms of
the matrix Φ, which encodes all the information about the system. This method allows us to
discuss the scattering problem (and bound states as well [31]) for arbitrary number of centres
without solving the system of equations from the boundary conditions imposed at the location
of the Dirac delta centres, and this substantially simplifies the calculations. Therefore, we
were able to investigate the transmission, the reflection probabilities and the threshold
anomalies for N>2 delta centres. Although we have explicitly found the scattering infor-
mation of a very particular model, where a single particle interacts with finitely many singular
potentials described formally by the Dirac delta functions, it can be applied to other systems
as well by modelling them with a special arrangement of the Dirac delta potentials (see [5]).
Hence, the methodology we have used here is of a general character.
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Appendix A. Rigged Hilbert spaces
This short appendix is devoted to a definition of the rigged Hilbert spaces (RHS), their most
relevant properties and a brief account of their relevance in quantum systems with a con-
tinuous spectrum. A rigged Hilbert space is a tern of spaces with mutual relations of the form
, A 1F Ì Ì F´ ( - )
where
(i)  is an infinite dimensional Hilbert space having a countable orthonormal basis.
(ii) Φ is a subspace of  with the following properties: (a) for each vector f Î and each
fixed positive number 0e > , no matter how small, there exists a vector g Î F such that
its distance to f, measured in terms of the norm on, is smaller than ε, i.e. g f e- <∣∣ ∣∣ .
We say that Φ is dense in . (b) The space Φ has its own topology, different from the
norm topology inherited from  and having the important property that if we define the
identity mapping i: F ⟼ as i(g)=g, for all g Î F, then i must be continuous with
the topologies on Φ and . This means that the topology on Φ has more open sets than
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those determined by the norm topology. Some extra properties are usually demanded for
Φ in order to comply with the Dirac formulation of quantum mechanics, but they are too
technical and we omit them, see [24, 25, 38, 39, 42–44].
(iii) Vectors F Î F´ are mappings from Φ into the field of complex numbers satisfying two
conditions. (a) Antilinearity: for each pair of vectors f g, Î F and each pair of complex
numbers , a b Î , we have that F f g F f F g* *a b a b+ = +( ) ( ) ( ), where the star
denotes complex conjugation. (b) Continuity: F: F ⟼ has to be continuous with
respect to the topologies on Φ and . Usually, these mappings are called functionals. The
set of functionals is a vector space on the field of complex numbers that we call F´ the
antidual space of Φ. It is noteworthy that for any vector f in the Hilbert space , there
exists a unique functional Ff defined as F g g ff ( ) ≔ ⟨ ∣ ⟩ for any g Î F. The identification
of Ff with f for any f Î justifies the inclusion  Ì F .´ This latter fact suggests that
the notation F(g) for the action of F on g Î F should be replaced by g F⟨ ∣ ⟩.
Concerning theoretical physics, the first application of the RHS was a rigorous treatment of
the Dirac formulation of nonrelativistic quantum mechanics. In fact, the standard Hilbert space
formulation does not include objects like plane waves that are used for the integral decomposi-
tions for observables with a continuous spectrum. The essential tool within this context is the
Gelfand–Maurin theorem. We write this result below, where we have omitted some technicalities.
Some previous comments are in order. Assume that we have an RHS as in (A-1) and let
A be an operator on with an adjoint A†. We say that A reduces Φ or, equivalently, that Φ is
invariant under the action of A, if for any vector f Î F, then Af Î F. Then, we write
AF Ì F. Let us assume that the adjoint A†reduces Φ. Then, we may extend A to the antidual
F´ by making use of the duality formula:
A g F g A F , A 2=⟨ ∣ ⟩ ⟨ ∣ ⟩ ( - )†
valid for any g Î F and any F Î F .´ Although this extension of A which acts on all F´
should not be confused with the Hilbert space operator A, it is true that both are identical with
respect to their action on vectors of Φ. Then, in order not to burden the notation we use A for
both. If A is Hermitian, (A-2) becomes
Ag F g A F . A 3=⟨ ∣ ⟩ ⟨ ∣ ⟩ ( - )
Now, we may state the Gelfand–Maurin theorem, where we have omitted some tech-
nicalities [42, 45]:
Theorem (Gelfand–Maurin). Let A be a self-adjoint operator on an infinite dimensional
Hilbert space. Then, a RHS exists as in (A-1) such that:
(i) The operator A reduces Φ, i.e. AF Ì F. In addition, A is continuous under the topology on Φ.
(ii) Assume that A has a continuous spectrum, σ(A). Then, for any Al sÎ ( ), there is a
functional F Î Fl ,´ such that A F Fl=l l, where A is the extension of A into F´ given
by the duality formula (A-3). It is customary to use l∣ ⟩ instead of Fλ, so
that A l l l=∣ ⟩ ∣ ⟩.
(iii) The family of functionals l∣ ⟩ for all Al sÎ ( ) is complete in the following sense: being
given a function h(λ), we may define for any pair f g, Î F:
f h A g h f g d , A 4
Aò l l l l= s⟨ ∣ ( ) ⟩ ( )⟨ ∣ ⟩⟨ ∣ ⟩ ( - )( )
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where f f *l l=⟨ ∣ ⟩ ⟨ ∣ ⟩ . For h l lº( ) , we have
f Ag f g d , A 5
Aò l l l l= s⟨ ∣ ⟩ ⟨ ∣ ⟩⟨ ∣ ⟩ ( - )( )
which is often written, omitting the arbitrary f g, Î F as
A d . A 6
Aò l l l l= s ∣ ⟩⟨ ∣ ( - )( )
For h(λ)=1, we would have
I d , A 7
Aò l l l= s ∣ ⟩⟨ ∣ ( - )( )
where I is the injection of Φ into F ,´ i.e. I f Î F´( ) for any f Î F.
Example. Let  be the Hilbert space of the square integrable functions on the whole real
line, L2 ( ). Let Q and P be, respectively, the multiplication operator (Qf )(x) and the derivation
operator Pf x f x xid d= -( )( ) ( ) . On L2 ( ), Q and P are called the position and the momentum
operator, respectively. Q and P are both self adjoint on L2 ( ). We have a RHS implementing the
Gelfand–Maurin theorem for both operators, when Φ is chosen to be the Schwartz space S.
The Schwartz space S is a vector space of complex functions on the real line. Then,
f x SÎ( ) is a function f :  ⟼ , where  is the real line and  is the field of complex
numbers, which in addition satisfies the following conditions:
(i) f x SÎ( ) is differentiable at any point in any order.
(ii) All functions f x SÎ( ) and their derivatives go to zero at infinity faster than the inverse
of any polynomial.
Note that the definition implies that all the derivatives of any function in S also belong to
S. Skipping the topological details, one may prove that the triplet
S L S A 82 Ì Ì ´( ) ( - )
is a RHS [38, 39, 42]. The space S´ is the space of tempered distributions seen as antilinear
functionals. Both Q and P have a continuous spectrum covering the whole real line. For any
l Î , the functional l∣ ⟩ for Q is the Dirac delta xd l-( ) and for P the plane wave e xil- .
Appendix B. Bound states for N Dirac delta potentials
As we have mentioned in the introduction, the Dirac delta potentials can be represented by
projections given by equation (4). Then, it is a simple exercise to show that the Schrödinger
equation can be put into a matrix equation
E a 0, B 1
j
N
ij j
1
å yF =
=
( ) ( ) ( - )
where
E
m
m E
i j
m
m E
m E a a i j
1
2
if ,
2
exp 2 if .
B 2ij
i
i j
i j

 
l
l lF =
- =
- - - ¹
⎧
⎨
⎪⎪
⎩
⎪⎪
( )
∣ ∣
∣ ∣
( ∣ ∣ ∣ ∣ )
( - )
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Here E is real and negative. Actually, the matrix Φ given in equation (22) is exactly the
analytical continuation of the above matrix Φ. The bound state energies can be found from the
nontrivial solution of the matrix equation for Φ, that is, the bound state energies must satisfy
Edet 0F =( ) . This was explicitly shown in our recent paper [31]. Moreover, one can also
imagine the following eigenvalue problem for the matrix Φ, i.e.
E A E E A E . B 3wF =( ) ( ) ( ) ( ) ( - )
Then, the bound state energies are the zeros of the eigenvalues ω. This tells us that the
eigenvalues of the linear Schrödinger equation H x E xy y=( ) ( ) are obtained through a
nonlinear transcendental algebraic problem, E 0w =( ) .
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