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Introduction
The identification of protein coding regions in anonymous nucleotide sequences remains a challenging issue in genomic sequence interpretation. Non-random statistical features of a nucleotide sequence may suggest the presence of protein coding regions, with much of the biological interest residing in the peptide sequences encoded within the genes. Even in modest sized sequencing projects, it is critical that the identification of potential coding regions be both sensitive and selective; however, detection of short coding regions is a particularly difficult task, due to the limited information available with which to distinguish them from random. Long coding regions may be difficult to detect, as well, between sequences of evolutionarily distant origin or in the presence of indel (insertion or deletion) errors. Combining multiple sources of information is one approach to improving the accuracy of coding region recognition and for finding coding regions when analysis based on a single approach fails.
Sequence similarity may be viewed as a source of information describing the likelihood that observed characteristics of a sequence segment arose at random (Altschul, 1991) . We present here an option to the program BLASTX, which incorporates a new source of information: non-random patterns of codon utilization. BLASTX with this option invoked, which for convenience is referred to simply as BLASTC, combines sequence similarity and codon bias information and can be used directly with a nucleotide query sequence to probe with increased sensitivity and selectivity for the presence of likely protein coding regions.
Like BLASTX, BLASTC allows protein-protein comparisons to be considered when only uncharacterized nucleotide sequence is available. The program conceptually translates the nucleotide query sequence in all 6 reading frames (3 on each strand) and compares each of these full-length translation products against a protein sequence database in a single pass. Under the random sequence model, non-coding sequence tends to yield uninformative matches that can be selectively excluded from the program's output on the basis of their failing to satisfy a threshold of statistical significance. Despite working with all six reading frames, BLASTC, like BLASTX, is capable of recognizing sequence similarity in the presence of data errors at rates that are typical for raw molecular sequence data.
Although biases in codon utilization alone are insufficiently informative to establish reading frames with high confidence in genomic sequence, they are decidedly non-random (Fickett, 1982; Staden and McLachlan, 1982; Staden, 1990) . Their non-random nature can be exploited in concert with a standard BLASTX database similarity search to improve the sensitivity of coding region recognition. In this supplemental capacity, codon utilization may assist not only in the recognition of the correct reading frame, but may also help delineate the extent or end-points of any putative coding region thus defined.
Methods
The BLAST algorithm approximates a well defined measure of local sequence similarity based on a matrix of similarity or substitution scores for all possible pairs of residues . By default, the PAM120 matrix for amino acid similarities is used (Dayhoff et al ., 1978; Altschul, 1991) , wherein identities and conservative replacements receive positive scores, and non-conservative replacements, e.g. , leucine for aspartic acid, receive negative scores. The algorithm identifies ungapped aligned segment pairs with locally maximum scores which meet or exceed a parametrized cutoff value, referred to as "high-scoring segment pairs" (HSPs). The highest scoring segment pair involving two given sequences is their maximal segment pair (MSP).
BLASTC is a program based on this rapid, probabilistic algorithm which finds statistically significant HSPs between a translated nucleotide sequence query and a target peptide sequence database. The analysis of Karlin and Altschul (1990) is used to estimate the probability that a random alignment will score as well as the observed alignment, providing an estimate of the statistical significance for the match.
Like BLASTX, no prior knowledge of the reading frame or direction is assumed by BLASTC.
All possible reading frames in both orientations of the query sequence are translated using a genetic code; but whereas BLASTX translates into conceptual sequences for each frame using a 20+ letter amino acid code, BLASTC translates into conceptual sequences using a 64 letter codon code, with each letter of the 64 letter codon code being easily represented in a single 8-bit byte. A standard BLAST neighborhood word list ) is then generated from the codon sequences.The PAM (point accepted mutation) amino acid substitution formalism (Dayhoff et al ., 1978 ) is used by default for scoring similarity between peptide sequences, but alternative scoring systems such as the BLOSUM matrices (Henikoff and Henikoff, 1992) can be easily selected via a command line option. To obtain the alignment score of a codon vs. an amino acid, BLASTC looks up the substitution score of the amino acid encoded by the codon vs. the amino acid. Stop codons were not explicitly included in the development of the PAM or BLOSUM theoretical framework. We have chosen to score alignments between amino acids and stop codons as being equivalent to the least favorable pairing of any two amino acids in the matrix. These score values are, however, readily accessible to the user as a column in the score matrix file read by the program. Alignments incorporating a stop codon may be effectively forbidden by applying a large negative penalty to any such alignment, or scores may be based on the odds that the stop codon resulted from a data error.
BLASTC uses knowledge of biases in codon frequency in the scoring of alignments. Equation 1 describes the calculation of the score that a codon, xyz, in a segment of alignment codes for an amino acid and that amino acid is similar to an amino acid in the target sequence. This is calculated as a composite of the log of the odds of a codon's utilization rate among the family of synonymous of codons translating to the same amino acid added to the log odds score for aligning the translated amino acid, , with the target amino acid.
S aa xyz
(EQ 1)
The odds of using a codon were normalized to the average base composition of the query sequence as is shown in Equation 2.
where is the observed frequency of codon xyz, and is the expected probability of the codon derived as the product of its constituent nucleotide frequencies.
(EQ 3)
Equation 4 relates E , the expected frequency of chance occurrence of an alignment, to its alignment score, S .
(EQ 4)
where K and λ are parameters dependent on the amino acid or codon composition of the query sequence (Karlin and Altschul, 1990) 
score when using the PAM120 matrix scaled to 0.5 bits. A nat is a measure of information using a natural log, or log e , scale, with one nat being roughly equal to 1.4 bits.
In a true coding region, one reading frame will tend to exhibit a strongly biased codon utilization and predicted amino acid composition typical of biologically occurring proteins, while the other reading frames exhibit anomalous amino acid and codon frequencies (Fickett, 1982; Staden and McLachlan, 1982; Staden, 1990) . The calculation of λ and K values specific to each of the 6 reading frames is performed by BLASTX. When codon biases are used in BLASTC, however, the nucleotide composition of an idealized query sequence has already been accounted for in the preparation of the codon bias tables; the use of uniform values of λ and K for the 3 reading frames on each strand is, therefore, appropriate. If frame-specific values of λ and K were used instead by BLASTC, the tendency of the correct reading frame to exhibit the expected codon usage would yield a lower value for its λ , thus offsetting the effect of the higher score expected from using codon bias information.
The calculation of parameter K in Equation 4 requires iterating a summation over all possible score combinations (Karlin and Altschul, 1990 ). This presents a trade-off between the precision with which scores are calculated and the computer time required to setup for the assessment of statistical significance of alignment scores. We have chosen to specify both the PAM matrices and the codon bias tables in tenth-bit units, and find this to be a reasonable compromise.
Only those sequence segment pairs whose scores meet or exceed a cutoff score, S, are reported to the user. Rather than choose a value for S explicitly, users often find it more natural to specify a maximum expected frequency of chance occurrence, E, for HSPs to be reported by the program.
From a specified value of E, BLASTC calculates the appropriate value for S, using the length and codon composition of the query sequence, the length of the database, and the particular scoring matrix to be employed. A fixed set of amino acid frequencies characteristic of general protein databases is used in these calculations ).
Codon utilization is species-and, in higher eukaryotes, isochore-specific (Bernardi et al ., 1988) . Since the origin of the query sequence is generally known, an appropriate table of codon biases can be selected prior to the database search. Individual tables have been calculated for human coding sequences with G+C compositions in the ranges 35-45%, 45-55%, 55-65%, and 65-75%, and for the model organisms E. coli and S. cerevisiae . A program to calculate tables based on observed codon use in a reference set of sequences is also available.
The BLAST algorithm is heuristic but has the property that any desired level of sensitivity of MSP detection up to 100% can be obtained at the cost of increased computation time. The algorithm is implemented in two stages, with an implicit trade-off in speed versus sensitivity being imparted during the first. A list of consecutive, overlapping "neighborhood" words of length W is first generated from the query sequence, using the specified scoring matrix. The neighborhood list contains all words in the amino acid alphabet of the database which satisfy a threshold scoring parameter, T, when aligned with all words of length W in the codon alphabet of the query sequence.
In the second stage of the implementation, database sequences are examined for occurrences of the neighborhood words. Each of these seeds for alignment is then extended in both directions along the diagonal until the cumulative alignment score falls off from its locally maximum value by a parameterized quantity, X. Lowering T increases the size of the neighborhood list and consequently decreases the search speed, but with the benefit of increased sensitivity; similarly, raising X increases both the expected distance that each seed is extended and the execution time, but also yields increased sensitivity .
By lowering the neighborhood word score threshold T (or raising X), the increased sensitivity so obtained tends to be confined to low-scoring alignments, which are often statistically insignificant and excluded from reports on this basis. For example, MSPs with a significance of 25 bits or more are expected to occur about 30 times by mere chance in a BLASTC search with a 300
nucleotide query sequence against a protein sequence database totalling 10 million amino acids in length. Under these conditions, 25 bits is statistically insignificant. Using the default BLASTC parameter values (W = 3, T =6-1/2 bits, X = 10 bits, and the PAM120 matrix), the predicted frequency of detection of MSPs as low as 25 bits (score 50) is about 97% . This is lower than the sensitivity obtained by default with BLASTP (nearly a 100% rate of detection for alignments scoring this low), due to BLASTP's use of a lower default value of about 5 bits for T. Decreased sensitivity for BLASTC and BLASTX was chosen as the default in exchange for increased search speed, due to the typical presence of at least 5 reading frames of noncoding sequence in each query and the frequent desire in production-scale sequencing projects to observe only those matches which are decidedly significant statistically. In this regard, for alignments of 35 bits significance (score 70), the rate of detection by BLASTX or BLASTC using their default parameters is nearly 100% .
Results and Discussion
The inference that a sequence may function as a protein coding region may be based on several statistical characteristics including the absence of stop codons, codon utilization frequencies similar to those observed in other genes from the same organism or isochore (Fickett, 1982; Staden and McLachlan, 1982; Staden, 1990) , or similarity of the conceptually translated protein with known protein sequences (Gish and States, 1993) . To optimize the ability of BLASTX to recognize potential coding regions, we have combined two of these features, sequence similarity and codon bias, to yield BLASTC. The absence of stop codons in a reading frame is a function of the frameshift error rate. Since the ability to work with error prone sequence was a design goal for BLASTC, we have not explicitly included open reading frame analysis in the present implementation. Alignments containing stop codons may be easily excluded from program output, however, by modifying the score matrix to apply a sufficiently large penalty (negative score) for aligning a stop codon with any amino acid. Even in the matrices employed here, though, stop codons were heavily penalized.
To combine codon utilization biases with sequence similarity scores, the overall score was calculated as the sum of the log-odds for using the observed codon and the log-odds of substituting the target amino acid for the translated amino acid from the query. These scores are therefore based on the pairing of a codon with an amino acid. A table for all possible pairings was computed by adding the log-odds of codon utilization (read from one file) with the log-odds for substituting amino acids (read from a separate file). This approach permits standard amino acid substitution matrices to be maintained separately and used with codon bias information that may be species-or system-specific.
As sequences diverge evolutionarily, the information that may be derived from sequence alignment declines. Under the PAM model, after 250 substitution events per 100 amino acids, only 0.36 bits of information per alignment position are expected to remain (Altschul, 1991) . The information, in bits, present in codon biases is shown in Equation 5. where is the frequency of a given amino acid and is the frequency of codon c among the synonymous codons translating to that amino acid. Based on this formula, the information content encoded in codon bias was 0.17 bits per codon averaged over all opf the human coding regions in GenBank release 75.0, and varied from 0.12 bits per codon for human coding sequences expressed at low levels to as much as a bit per codon for S. cerevisiae coding regions expressed at high levels (data from Sharp et al., 1988) . The use of codon bias may, therefore, contribute a significant source of information to recognize coding sequences which is independent of, and therefore additive to, that obtained by sequence similarity. The use of these two sources of information in concert is philosophically consistent, in that both measures are derived from known coding sequences.
The contribution that codon bias information is expected to make to an alignment score can be assessed from an information theoretic perspective (Altschul, 1991) . Figure 1 shows the lengths expected for aligned segments achieving significance levels of 35 bits and 45 bits over a wide range of mutational distances, with and without the inclusion of codon bias information. Using a PAM substitution matrix alone, the expected information contributed per aligned pair of amino acids is 0.98 bits at 120 PAMs divergence and 0.36 bits at 250 PAMs divergence (Altschul, 1991) . Thus, the length of a 35-bit alignment at 120 PAMs divergence is expected to be about 35 amino acids, or about 97 amino acids at 250 PAMs divergence; and a 45-bit alignment has an expected length of about 44 amino acids at 120 PAMs divergence or 125 amino acids at 250 PAMs divergence. By including codon bias information with an expected contribution of 0.12 bits per codon, aligned segments achieving any desired level of significance will on average be 0.12/0.98 = 12% shorter at 120 PAMs divergence and 0.12/0.36 = 33% shorter at 250 PAMs divergence. This shortening of the expected length provides significantly increased search sensitivity, particularly in the
presence of frameshift mutations and indel sequencing errors by reducing the impact of their disruptive effects on segmental alignments. The potential benefit is greater for detecting more distant homologs, since the frameshift mutation rate tends to increase with evolutionary distance (Gonnet et al ., 1992) , as does the alignment length expected at any level of significance.
When similarity scores and codon bias information are combined in a search, the findings are not simply sequence alignments between similar segments. Instead, the probability that is calculated for each alignment score is the likelihood of observing by chance a segment that has significant combined codon usage and sequence similarity components. In particular, highly favored codons may cause an alignment to be differentially extended over or into regions having otherwise negative similarity scores. BLASTC output represents the extent of what are most likely to be ungapped coding regions, rather than the most similar or most substitutable segments between the query and database sequences. And while the benefit of combining codon bias with sequence similarity increases with mutational or evolutionary distance, codon bias is also more likely to distinguish random alignments having no significant similarity or biological relationship that would have been better relegated to the background. In order to minimize the appearance or effects of such noise, it may be useful to flag or entirely exclude from BLASTC output those alignments which would not have satisfied at least some intermediate threshold of significance without the inclusion of codon bias information.
For vertebrates, the genome is heterogeneous, being composed of isochores several hundred kilobases in length which differ from each other in average base composition (Bernardi et al ., 1985) , and codon utilization frequencies very with the mean composition of the gene with codons of high G+C content being favored in genes of high G+C content (Bernardi et al ., 1988) . This heterogeneity may be accommodated in BLASTC by using codon bias tables derived from genes of similar composition.
The information content of codon biases correlates with the level of gene expression and the species of origin. Table 2 compares the information content for genes expressed at high and low levels in several species (Sharp et al., 1988) . For genes expressed at high level, the mean information content derived from biases in codon utilization was 0.73 bits per codon, but for genes expressed at low levels, the codon bias information was only 0.11 bits per codon. These results confirm earlier findings based on more limited data collections (McLachlan et al ., 1984) . The greatest utility for combined use of codon bias and sequence similarity search will therefore be in recognition of highly expressed genes, independent of the species of origin. In contrast, much less information can be obtained from codon utilization for genes expressed at low levels, even for species with strong overall preferences in codon utilization.
In comparing codon utilization in different species, large variations in codon information content were observed, ranging from less than 0.05 bits per codon for Trypanosoma brucei to more than one bit per codon for highly expressed genes in Saccharomyces cerevisiae (data collected by Dr. J. M. Cherry, personal communication; Sharp et al., 1988) . The expected codon utilization scores for random sequence were negatively correlated with the expected codon bias information content of coding regions. Figure 3 compares the expected codon utilization score for coding and random sequence for several species. The large negative scores expected for random sequences suggests that for species with strong codon utilization preferences, codon bias scores may serve to eliminate many false hits occurring in database searches used to identify potential protein coding regions. Significant variation in codon utilization with G+C content was also observed, but the information content of codon biases did not appear to be correlated with G+C composition of the genome.
A. Validation on real data: finding short exons
To test our approach on a real problem, we examined the ability of BLASTC to identify short exons in primate sequence by similarity search with and without the use of codon bias information. Figure 4 shows the results of adding codon bias information to the problem of identifying short coding region exons. The figure compares the scoring of alignments generated by searching the SWISS-PROT database using BLASTC with codon information to the score of the same alignment without the use of codon information. For query sequences which were genuine coding region exons, the addition of codon utilization information significantly increased the significance of most hits. In contrast, when randomly jumbled query sequences of the same length and composition were used, adding codon bias information had no systematic effect on hit significance.
B. Caveats to the statistical model: some causes of misleading analysis
Several phenomena complicate the statistical analysis of similarity searches. These are independent of the algorithm used to perform the search, but must be considered in viewing the output of BLASTC. Genomes contain local regions of heavily biased composition and reduced information content. Such regions of "low entropy" sequence may be present in a query sequence, and a large number of high scoring alignments are frequently observed in searches where low entropy sequences are present in the query. As is the case for BLASTP and BLASTX, local biases in the amino acid composition are not reflected in the BLASTC random sequence model, and erroneously high probability scores will be attached to these alignments. The biological significance of alignments containing low entropy regions must, therefore, be suspect even though the alignment score may be relatively high.
Repetitive sequence elements, such as Alu, are present in genomes and are particularly frequent in higher eukaryotic genomes. It is not unusual for a query sequence to carry a segment derived from such a repetitive element, even if the query is a cDNA. BLASTC searches performed with such a query will identify alignments which appear statistically to be highly significant wherever members of the same repetitive sequence family are present in the database. Comparison of search results with and without the use codon bias information can provide one indication that a hit is an artifact rather than true coding region, however, the utility of this approach may be limited by the fact the some repetitive elements such as the line elements contain true protein regions.
Our results show that BLASTC is a computationally efficient tool capable of finding gene homologs without prior knowledge of the coding regions or reading frames in a nucleic acid query sequence. The algorithm is able to identify many related sequences even if the query sequence is error prone, albeit at lower sensitivity. The greatest impact of query errors on search sensitivity is expected in comparisons between distantly related proteins.
BLAST is based on the identification of local regions of similarity which are ungapped. Several local regions of similarity may contribute to the overall score, but algorithms such as the dynamic programming approach of Smith and Waterman (Smith and Waterman, 1981) may give increased sensitivity when insertion and deletion errors are present. It should be noted, however, that even in those algorithms, gap errors will be heavily penalized, and that a small number of such errors will rapidly degrade the significance of an alignment. A rigorous theory for combining codon bias information with information from alignments generated by dynamic programing will not be possible without an analytic formula for the statistical significance of a gapped alignments.
Empirically combining codon bias scores with gapped alignment scores may nevertheless provide some useful indication of coding potential.
A variety of measures for the protein coding potential of a nucleic acids sequence have been developed, including several based on codon preferences (Staden and McLachlan, 1982; Gribskov et al, 1984; and Kolaskar and Reddy, 1985) . Hexanucleotide utilization frequencies appear to be the strongest measure of coding potential (Fickett and Tung, 1992) . We chose to implement a codon based method because it could be integrated with an amino acid similarity based scoring system in defining the extents of HSPs. The theoretical framework we present could also be used to combine sequence similarity and oligomer frequency biases in assessing combined measures for scoring likelihood.
Multiple sequence alignment and profile based (Henikoff and Henikoff, 1991) alignment techniques also may offer increased sensitivity in the identification of very distantly related homologs by database similarity search. Codon bias information can be combined with information from multiple sequence similarity or profile alignment in a manner that is analogous to the approach we have used to combine it with pairwise similarity information.
Table 1 Codon information content
The probability and odds that a given codon was used instead of its synonymous codons was calculated from the frequency of appearance of each codon in the human coding regions present in GenBank release 75.0. The information contributed to an alignment by each codon is expressed as a log-odds score in units of 0.1 bits. Similar tables were compiled for species-specific sequence collections and for primate DNA of varying G+C content (data not shown).
Table 2 Variation in codon information with expression level
The table compares codon information content from genes expressed at high and low levels (data from Sharp et al 1988) . A uniform set of amino acid frequencies was used for all calculations (Dayhoff et al, 1978) . Data are expressed in units of 0.1 bits. Over a range of mutational distances, the expected length (in nucleotides) was calculated for a segment achieving marginal (35 bits) and high (45 bits) significance using sequence similarity information alone (dashed lines) and using sequence similarity plus codon utilization (solid lines), assuming 0.17 bits/codon of information from codon utilization (the value calculated for all human coding sequence from GenBank release 75.0). A significance level of 35 bits for an alignment score corresponds to an overall frequency of chance occurrence of about 0.05 in a complete BLASTC search of a 10 million amino acid-long database, using a 400 nucleotide-long query sequence. 45 bits implies about a 1-in-50,000 chance of occurrence under the same conditions.
Plotted along the abscissa is the number of amino acid PAMs divergence between the query segment and the most similar homologous sequence in the target database. In the calculation, alignments were scored with the PAM matrix corresponding to the PAM distance between the homologs, which therefore reflects conditions of optimal scoring and maximum sensitivity under this model (Altschul, 1991) . 
