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Abstract
We introduce some equivalence relations on graphs and posets and prove that they are closed
under the cartesian product operation. These relations concern the edge-isoperimetric problem on
graphs and the shadow minimization problems on posets. For a long time these problems have
been considered quite independently. We present close connections between them. In particular,
we show that a number of known results concerning the edge-isoperimetric problem for concrete
families of graphs are direct consequences of the Macauleyness of appropriate posets. c© 1999
Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G = (VG; EG) be a graph. We consider the following general problem: given a
function F : 2VG 7! R and a number m (16m6jVGj), nd an m-element subset AVG
with maximum (or minimum) value of F(A) among all the m-element subsets of VG.
Such subsets are called optimal.
Similar problems arise in a number of practical situations. We say that optimal
subsets satisfy the nested solutions property (NS) if there exists a total order O on
the set VG such that for any t = 1; : : : ; jVGj, the collection of the rst t vertices in this
order is an optimal subset. In this case we call the order O the optimal order.
We concentrate on the graphs representable as cartesian products. Given two graphs
G1 = (VG1 ; EG1 ) and G2 = (VG2 ; EG2 ), their cartesian product G1G2 is dened as a
graph with the vertex set VG1 VG2 and the edge set
f((x; y); (u; v)) j x = u and (y; v)2EG2 ; or (x; u)2EG1 and y = vg:
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Now let (P(1);P(1) ) and (P(2);P(2) ) be posets. We dene the cartesian product of
these posets as a poset with the element set P(1)P(2) and with the partial order 
dened as follows: (x1; y1) (x2; y2) i x1P(1) x2 and y1P(2) y2. Since the cartesian
product is an associative operation, the products of more than two graphs or posets are
well dened.
A lot of extremal problems for the cartesian product of graphs and posets have been
considered in the literature. Practically, in all cases solutions of these problems satisfy
the NS property. One of the main questions we investigate in this paper is how the NS
property of the optimal subsets in graphs (or posets) can be used to construct optimal
subsets in cartesian products of these graphs (resp. posets). In Section 2 we introduce
three extremal problems we deal with in the paper.
Section 3 is devoted to an equivalence relation on graphs. We apply this relation
to the edge-isoperimetric problem (EIP) and derive a solution of this problem for the
cartesian products of arbitrary trees.
In the next two sections we introduce an equivalence relation on posets. Thus, in
Section 4 we consider the problem of constructing maximum weight ideals in posets
(the MWI problem), and present relations between this problem and the EIP problem
in graphs.
Section 5 deals with the shadow minimization problem on posets. We introduce
Macaulay posets and show their applicability to the MWI problem and, thus, to the
EIP on related graphs.
In Section 6 we present some examples where our approach works well and conclude
the paper with nal remarks in Section 7.
2. Three extremal problems
2.1. Edge isoperimetric problem on graphs (EIP)
Let G = (VG; EG) be a graph and AVG. Denote
EG(A) = jf(v; w)2E(G) j v; w2Agj;
EG(m) = maxjAj=m
EG(A);
G(m) = EG(m)− EG(m− 1); G(1) = 0:
The EIP problem can be formulated as follows: for a given m, 16m6jVGj, nd a
subset A VG such that jAj= m and EG(A) = EG(m).
The EIP is considered, for example, for the n-cube [10], for the cartesian product
of complete graphs [16] and for the cartesian product of chains [7] (see also [1]). In
all these cases the optimal subsets are nested both for the original graphs and their
cartesian products. For more information concerning the EIP and its applications readers
are referred to the survey [5].
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2.2. Maximum weight ideals in posets (MWI)
Let (P;P) be a nite poset. The poset (P;P) is called ranked if there exists a
function rP : P 7! N such that minx2P rP(x)=0 and rP(x)+1= rP(y) whenever xP y
and there is no z with xP zP y. We call the numbers rP(x) and rP =maxx2P rP(x)
the rank of x and P, respectively. The set
Pi = fx2P j rP(x) = ig
is called the ith level of P. It can be shown that the cartesian product of ranked posets
is a ranked poset too.
A subset I P is called ideal if the conditions x2 I and y x imply y2 I . Let
wP : P 7! R+ be a weight function. The weight function wP is called rank-symmetric
if wP(x)=wP(y) whenever rP(x)= rP(y). In this case we shall represent wP as a tuple
(w0; w1; : : : ; wr(P)) with wi being the weight of elements of Pi.
Let I P be an ideal. Denote
WP(I) =
X
x2I
wP(x);
WP(m) = maxjI j=m
WP(I);
P(m) =WP(m)−WP(m− 1); P(1) = 0
(1)
with the maximum running over the ideals of P. Consider the MWI problem: for a
xed m, 16m6jPj, nd an ideal I P such that jIj= m and WP(I) =WP(m).
A lot of results concerning the MWI problem for various posets and weight functions
can be found in [2,3,6,8,9]. In general, the MWI problem with a rank-symmetric weight
function is very close to the shadow minimization problem (SMP) that we consider
in the next subsection. Solution of the MWI problem is known for posets where the
optimal subsets with respect to the SMP satisfy the NS property.
2.3. The shadow minimization problem (SMP)
Let (P;P) be a ranked poset. For a subset APi and i> 0 dene the shadow of
A as
(A) = fx2Pi−1 j xP y for some y2Ag:
We set (A) = ; for any AP0. The shadow minimization problem (SMP): for xed
i> 0 and m, 16m6jPij, nd a subset APi such that jAj = m and j(A)j6j(B)j
for any BPi with jBj= m.
A classical result in this area is the well-known theorem proved by Kruskal [13]
and Katona [12] for the n-cube. Clements and Lindstrom [8] extended this result to
the lattice of multisets (i.e. the cartesian product of chains), and in [3,4,15] the SMP
problem is solved for the cartesian product of stars. In all mentioned cases the optimal
subsets satisfy the NS property. A short survey on the SMP and a lot of its applications
can be found in [9].
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3. An equivalence in the EIP
For some graphs G1; : : : ; Gn suppose that the optimal subsets with respect to the EIP
satisfy the NS property. For i = 1; : : : ; n we assume that VGi = f1; : : : ; jVGi jg, and for
any m= 1; : : : ; jVGi j assume that the set f1; : : : ; mg is optimal.
Let G=G1    Gn and consider the EIP for G. Fix some i, 16i6n, and denote
G?i = G1    Gi−1Gi+1    Gn:
Now for v=(v1; : : : ; vi−1; vi+1; : : : ; vn)2G?i denote by Gi(v) the subgraph of G induced
by the vertex set f(w1; : : : ; wn)2VG jwj = vj; j 6= ig. Obviously, each subgraph Gi(v)
is isomorphic to Gi.
Let AVG and denote Ai(v) = A \ VGi(v). Let Ci(Ai(v)) be the optimal subset of
VGi(v) that is isomorphic to f1; : : : ; jAijgVGi . Consider the set Ci(A) =
S
v Ai(v) with
the union running over all v2VG?i .
We claim EG(Ci(A))>EG(A). Indeed,
EG(A)6
X
v
EGi(v)(jAi(v)j) +
X
(u;v)
maxfjAi(u)j; jAi(v)jg
with the sums running over v2VG?i and (u; v)2EG?i , respectively. It can be easily
shown that for the set Ci(A) this inequality is strict. Hence, applying the operations Ci
for i=1; : : : ; n suciently many times results in an optimal set A such that Ci(A)=A
for i = 1; : : : ; n. We call such a set compressed.
Taking into account EGi(f1; : : : ; mg) =
Pm
k=1 Gi(k) for i = 1; : : : ; n, it can be easily
shown that for the compressed set A one has
EG(A) =
X
(v1 ;:::;vn)2A
Gi(vi): (2)
Now consider the poset (Q;6 ) with Q=VG1     VGn and the partial order 6
dened as follows: (x1; : : : ; xn)2Q is smaller than (y1; : : : ; yn)2Q in order 6 i
xi6yi for i = 1; : : : ; n. Obviously, (Q;6 ) is isomorphic to a lattice of multisets.
Since the set VG and Q are the same, the partial order 6 on Q provides a bijection
between the compressed subsets of VG and the ideals of Q. Denote by IQ(A) the ideal
of Q that corresponds to the compressed set A VG. We assign a weight with an
element (v1; : : : ; vn)2Q given by
wQ(v1; : : : ; vn) =
nX
i=1
Gi(vi): (3)
It follows from (1){(3) that
EG(A) =WQ(IQ(A)):
Thus, we have the following lemma.
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Fig. 1. Example of E-equivalent graphs.
Lemma 1. Let G1; : : : ; Gn be graphs and for each Gi suppose that the optimal subsets
with respect to the EIP satisfy the NS property. Then for the EIP on the graph
G1    Gn and the MWI problem on the poset (Q;4) with weight function (3)
EG1 Gn(m) =WQ(m) (4)
holds for any m>1.
Let G and H be graphs with jVGj= jVH j and let the optimal subsets of VG and VH
with respect to the EIP satisfy the NS property. We say that G and H are E-equivalent,
if EG(m) = EH (m) for m= 1; : : : ; jVGj. Lemma 1 implies the following result:
Theorem 2. Let fGi; Hig; i=1; : : : ; n; be a set of pairwise E-equivalent graphs. Then
EG1 Gn(m) = EH1 Hn(m)
for any m>1. Moreover; the optimal subsets of G1    Gn satisfy the NS prop-
erty i it is so for H1    Hn.
For example, consider the graphs shown in Fig. 1a and b. The optimal subsets in
these graphs satisfy the NS property. The corresponding optimal orders are shown in
the gure. By using these orders it can be easily shown that the graphs are E-equivalent.
Hence, by Theorem 2, a solution for the EIP for the cartesian products of chains [1,7]
(and, thus, for grids in Fig. 1a) implies a solution for the EIP for the cartesian products
of graphs in Fig. 1b.
Therefore, in order to solve the EIP on cartesian products of graphs, it is sucient
solve this problem for the products of simplest graphs from the corresponding equiv-
alence classes. As an application of this principle let us consider the EIP for trees
with p vertices. It is obvious that any such a tree is E-equivalent to the chain with p
vertices. Thus, we have the following result.
Corollary 3. Let Ti be a tree with pi vertices (i=1; : : : ; n). Then the optimal subsets
with respect to the EIP for G = T1    Tn satisfy the NS property. Moreover;
EG(m) = EQ(m) for any m>1; with Q being the cartesian product of n chains with
p1; : : : ; pn vertices; respectively.
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Fig. 2. The EIP for products of trees.
As an example, consider the cartesian product of two chains Z with four vertices
each. The optimal orders on VZ and VZ  Z (cf. [1,7]) are shown in Fig. 2a and c,
respectively. Now consider the tree T shown in Fig. 2d and its optimal order, that
induces a labeling of T T (cf. Fig. 2e). Taking the vertices of T T in the same
order as the corresponding vertices of Z Z (see Fig. 2c) results in an optimal order
for T T shown in Fig. 2f.
4. From the EIP on graphs to the MWI in posets
In this section we show that the EIP for a given graph is equivalent to the MWI
problem for some related poset with a rank-symmetric weight function. We start with
an equivalence principle for the MWI problem.
Let (P(i);P(i) ), i = 1; : : : ; n, be ranked posets with weight functions wP(i) . For each
poset (P(i);P(i) ) suppose that the optimal ideals with respect to the MWI problem
satisfy the NS property. Furthermore, let P(i) = f1; : : : ; jP(i)jg, i= 1; : : : ; n, and for any
p= 1; : : : ; jP(i)j assume that the set f1; : : : ; pg is an optimal ideal.
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Denote P = P(1)    P(n) and consider the MWI problem on P with the weight
function being dened as
wP(v1; : : : ; vn) =
nX
i=1
wP(i) (vi): (5)
Let us again introduce the poset (Q;6 ) with Q = P and the partial order 6 as
in Section 3, and assign a weight with each element (v1; : : : ; vn)2Q given by
wQ(v1; : : : ; vn) =
nX
i=1
P(i) (vi): (6)
Lemma 4. Let (P(i);P(i) ) (i = 1; : : : ; n) be posets and for each of then suppose that
the optimal ideals with respect to the MWI problem satisfy the NS property. Then
for the MWI problems on the posets (P(1)    P(n); ) and (Q;6 ) with the
weight functions (5) and (6); respectively;
WP(1)  P(n) (m) =WQ(m) (7)
holds for any m>1.
Proof. We just sketch the proof because it is quite similar to the proof of Lemma 1.
Denote P = P(1)    P(n) and let
P(i)? = P
(1)    P(i−1)P(i+1)    P(n):
Now for v = (v1; : : : ; vi−1; vi+1; : : : ; vn)2P(i)? consider the subposet of (P; ) with
the element set P(i)(v) = f(w1; : : : ; wn)2P jwj = vj; j 6= ig and the induced partial
order. Obviously, such a subposet is isomorphic to P(i). For an ideal I P denote
I (i)(v) = I \ P(i)(v).
Now x i and replace for each v2P(i)? the set I (i)(v) with the set which is isomor-
phic to f1; : : : ; jI (i)(v)jgP(i). This transforms the ideal I into some ideal I 0P with
WP(I 0)>WP(I). After a nite number of such transformations for i=1; : : : ; n one gets
a compressed ideal I. Similarly, to the proof of Lemma 1 there exists a bijection
between compressed ideals in P and ideals in Q. Thus, the ideal I 2P corresponds
to some ideal ~I 2Q. Moreover, (5) and (6) imply WP(I) = WQ( ~I), and the lemma
follows.
Let (P;P) and (R;R) be posets with jPj= jRj, and let the optimal ideals in each
of them satisfy the NS property. We say that (P;P) and (R;R) are W -equivalent,
if WP(m) =WR(m) for m= 1; : : : ; jPj.
For example, the posets shown in Fig. 3a and b are W -equivalent. The numbers in
circles represent the weights and the noncircled numbers represent the optimal orders.
Lemma 4 implies the following theorem.
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Fig. 3. Example of W -equivalent posets.
Theorem 5. Let f(P(i);P(i) ); (R(i);R(i) )g; i=1; : : : ; n; be a set of pairwise W -equivalent
posets. Then
WP(1)  P(n) (m) =WR(1)  R(n) (m)
for any m>1; with the weight function for the cartesian product being dened accord-
ing to (5). Moreover; the optimal ideals of P(1)    P(n) satisfy the NS property
i it is so for R(1)    R(n).
It follows from Fig. 3 that in some cases the MWI problem on a poset with a rather
complicated weight function is equivalent to same problem on some W -equivalent poset
with a rank-symmetric weight function. It is important, because the presently known
techniques to solve the MWI problem is applicable to posets with rank-symmetric
weight functions only (cf. Section 5).
As we have seen in Section 3, the EIP problem for products of even simple graphs,
such as a chain, leads to the MWI problem for a lattice of multisets with a non
rank-symmetric weight function in general. Now, we present a way for direct replacing
the EIP problem on a graph with the MWI problem for some appropriate poset with
a rank-symmetric weight function.
Let G be a graph and let the optimal subsets of VG with respect to the EIP satisfy
the NS property. We say that a graph G is represented by a ranked poset (P;P) with
jPj= jVGj if the optimal ideals of P with respect to the MWI problem and the weight
function
wP(v) = rP(v); v2P; (8)
satisfy the NS property, and
G(m) = P(m); m= 1; : : : ; jVGj: (9)
For example, the Petersen graph (see Fig. 4a) is represented by the poset shown in
Fig. 4b (without dotted lines) with the rank-symmetric weight function shown in the
circles in Fig. 4b.
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Fig. 4. The Petersen graph and its representing poset.
Theorem 6. Let Gi (i = 1; : : : ; n) be graphs and for each i suppose that Gi is repre-
sented by a poset (P(i);P(i) ). Then for the poset (P; ) = (P(1)    P(n); )
with the weight function (8)
EG1 Gn(m) =WP(1)  P(n) (m) (10)
holds for any m>1. Moreover; the optimal subsets in G1    Gn satisfy the NS
property i it is so for the optimal ideals of P.
Proof. Let v=(v1; : : : ; vn)2P. It follows from (8) that wP(i) (v)=rP(i) (v) for i=1; : : : ; n.
Since rP(v)=
Pn
i=1 rP(i) (vi) and since wP(v)=
Pn
i=1 wP(i) (vi) (cf. (5)), then rP(v)=wP(v).
By Lemmas 1 and 4 the EIP for G1    Gn and the MWI problem for (P; )
are equivalent to the MWI problems for the poset (Q;6 ) with the weight functions
w0Q and w
00
Q being dened according to (3) and (6), respectively. Now (9) implies
Gi(m) = P(i) (m) for any m and i = 1; : : : ; n. Hence, w
0
Q = w
00
Q and (10) follows from
(4) and (7).
Theorem 7. Let G be a graph and let the optimal subsets of VG with respect to EIP
satisfy the NS property. Then G is represented by some ranked poset.
Proof. We use induction on jVGj. For jVGj= 1 the representing poset is trivial.
For jVGj> 1 let VG=f1; : : : ; jVGjg and for each p=1; : : : ; jVGj assume that the subsets
f1; : : : ; pgVG are optimal. Note that for p< jVGj these subset are also optimal for
the subgraph G0 which is induced by the vertex set f1; : : : ; jVGj − 1g. Construct the
representing poset (P0;P0) for G0 by induction. Now extend P0 by adding a new
element v at level G(jVGj) and extend the partial order P0 by setting v to be greater
than any element of P0 at level G(jVGj)−1. This procedure results in a poset (P;P).
The correctness of this construction is provided by the following simple facts:
G(i)6G(i−1)+1 for i=1; : : : ; jVGj and, thus, for any integer x with 16x6maxj G(j)
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Fig. 5. A poset that represents no graph.
there exists an i with G(i)=x. Moreover, since G is connected, then rP(v)>1. There-
fore, the poset (P;P) is ranked.
In order to complete the proof it suces to show that the optimal ideals of P satisfy
the NS property and that the element v is the largest one in some optimal order on
P. For this consider an ideal I P. Assuming jI j< jPj, we prove that there exists an
ideal I 0P0 with WP(I 0)>WP(I).
Indeed, if I*P0 then v2 I . Denote I 00 = Infvg. Then I 00P0 is an ideal. Note that
fx2P0 j rP(x)<rP(v)g I 00: (11)
Obviously, I 00 can be extended to an ideal I 0P0 by adding to it some element
u2P0nI 00. Now (11) implies rP(u)>rP(v). Therefore, (P;P) represents G and we
have the theorem.
The representing poset for the Petersen graph (cf. Fig. 4a), which is constructed by
this method, diers from the one shown in Fig. 4b in the dotted lines. This example
shows that, although the element set of the representing poset and the rank of each
element are dened uniquely by G, the partial order is not uniquely dened in general.
It is interesting that not any poset represents some graph. Consider, for example,
the poset shown in Fig. 5 together with an optimal order. If the corresponding graph
G exists, then G(i) for i = 1; : : : ; 5 have to be 0; 1; 1; 2; 3, respectively. Hence, the
subgraph of G induced by the rst four vertices is a 4-cycle and the fth vertex has
degree 3. However, such a graph necessarily contains a 3-cycle. Thus, the three rst
values of G(i) should be 0; 1; 2.
Therefore, the EIP in graphs is equivalent to the MWI problem for an appropriate
poset and the last problem is in a sense more general. However, there is a powerful
approach to solve the MWI problem, which we consider in the next section.
5. Macaulay posets and MWI problem
Let (PP) be a ranked poset and let 4 be a total order on P. For z 2Pi denote
Fi(z) = fx2Pi j x4 zg:
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The poset (P;P) is called Macaulay, if there exists a total order 4 (called Macaulay
order) that satises the following properties:
N1 (nestedness): For any z 2 jPij, and any i> 0 it holds j(Fi(z))j6j(A)j for any
APi with jAj= jFi(z)j;
N2 (continuity): For i> 0 it holds (Fi(z)) =Fi−1(z0) for some z0 2Pi−1.
Examples of Macaulay posets include the n-cube (cf. the Kruskal{Katona theorem
[12,13]) and the cartesian product of chains (cf. the Clements{Lindstrom theorem [8]).
For more information on Macaulay posets readers are referred to [9].
Let (P;P) be a Macaulay poset with a rank-symmetric weight function wi such
that
w06w16   6wr(P):
We call such a function monotone. Let AP and denote Ai=A\Pi for i=0; : : : ; r(P).
We construct a new total order O on the set P as follows. Set the rst element of P
in order O to be the rst element of P0 in the Macaulay order 4. Assume that l>1
elements of P have been ordered and denote by A the collection of them. Consider the
set B= fa2PnA j(a)Ag. Note that B 6= ; for any l< jPj, since (a) = ; for any
a2P0. Let C B be the elements of B of maximal rank, and let c2C be the smallest
element of C in the Macaulay order 4. We set the element c to be the (l + 1)st
element in order O. Denote by O(l) the initial segment of length l of the order O.
It is easily shown that O(l) is an ideal for any l= 0; : : : ; jPj.
Theorem 8 (Bezrukov [3,4] and Engel [9]). Let (P;P) be a Macaulay poset with
some monotone weight function. Then WP(I)6WP(O(jI j)) for any ideal I P.
Since the weight function that satises (8) is monotone and rank-symmetric, then
Theorem 8, applied to a Macaulay poset P, implies that the optimal ideals with respect
to the MWI problem satisfy the NS property. If P represents some graph G, then (by
Theorem 6) the optimal subsets of VG with respect to EIP problem also satisfy the NS
property and, thus, can be constructed by using the Macaulay order on P.
In the following section we demonstrate how this approach can be applied to some
important graph families.
6. Some applications
6.1. Grids and the star posets
Consider the EIP for the k      k grid, i.e. the cartesian product of n chains
Pi (i = 1; : : : ; n) with k vertices each (cf. Fig. 6a).
Each Pi is represented by the star poset shown in Fig. 5b. Therefore, by Theorems
8 and 6 the solution of the EIP for the grid (see [1,7]) follows from the solution of
the SMP problem for the cartesian product of n star posets [3,14,15].
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Fig. 6. A chain and a star poset.
6.2. The Hamming graphs and grid posets
Consider the EIP for a Hamming graph, i.e. the cartesian product of n complete
graphs with k1; : : : ; kn vertices, respectively. We denote this graph by H (k1; : : : ; kn).
If k1>   >kn>2 then the lexicographic order is an optimal order [16]. The lexico-
graphic order on the set of vectors with integral entries is dened as follows: (a1; : : : ; an)
is greater than (b1; : : : ; bn) i there exist an i>1 such that aj = bj for j = 1; : : : ; i − 1
and ai >bi.
Obviously, the complete graph with ki vertices is represented by the chain poset
shown in Fig. 6a. The SMP for the poset represented by the cartesian product of
chains has been considered in [8]. The Clements{Lindstrom theorem implies that the
lexicographic order is the Macaulay order for this poset. Moreover, the lexicographic
order provides optimal ideals with respect to MWI problem on this poset [8]. Therefore,
by Theorems 8 and 6 the solution of the SMP for H (k1; : : : ; kn) follows from the
Clements{Lindstrom theorem and it is not surprising that the lexicographic order works
well for both problems.
6.3. The Hamming graphs and torus posets
Let C2k be a cycle with 2k vertices. We consider C2k as a ranked poset with one
maximal and one minimal element (cf. Fig. 7b). The solution of the SMP for the
cartesian product of n cycles follows from [11]. Since graph H (2; k) (cf. Fig. 7a) is
represented by poset C2k , Theorems 8 and 6 provide a solution for the EIP on the
Hamming graphs of the form
7. Concluding remarks
Since the MWI problem provides a tool to solve the EIP, it is reasonable to study
this problem separately, but not only as a consequence of the SMP. It is particularly
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Fig. 7. A Hamming graph and a torus poset.
Fig. 8. A non-Macaulay poset for which the MWI problem has nested solutions.
interesting to understand which properties have to be claimed from the optimal ideals
with respect to the MWI problem on a poset (P;P) in order to deduce a solution for
the SMP for this poset. The only known research to us in this direction is [6], where
it is shown that the SMP for the cartesian product of chains is a direct consequence
of the MWI problem on this poset, and, thus, both problems for this particular poset
are essentially equivalent.
Evidently, the SMP and the MWI problems are closely related but, however, are
nonequivalent. Consider, for example, the graph G shown in Fig. 8a. It can be shown
that the lexicographic order is optimal with respect to the EIP on GG. Graph G is
represented by the poset P shown in Fig. 8b. Theorem 6 implies that optimal ideals
with respect to the MWI problem for the poset PP satisfy the NS property. However,
the poset PP is not Macaulay.
Macaulay posets have many applications in combinatorics (cf. [9]). That is why the
problem of constructing Macaulay posets is very important. It is also important to nd
new Macaulay posets representable as cartesian products. For example, what about the
cartesian products of posets shown in Fig. 4b?
We presented a number of examples of graphs where the lexicographic order provides
nestedness in the EIP for the cartesian products of these graphs. It would be interesting
to have a characterization of such graphs.
22 S.L. Bezrukov /Discrete Mathematics 203 (1999) 9{22
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