Abstract-This paper presents an efficient algorithm for providing probabilistic guarantees in soft real-time systems using resource reservations. We use a conservative model for the temporal evolution of a resource reservation, which has a particular structure -a quasi birth death process -enabling an efficient computation of the stationary probability of respecting deadlines . We show the accuracy and the efficiency of the method in a large set of experiments.
I. INTRODUCTION
Traditional design of real-time systems follows a simple but effective paradigm: 1) each task composing the system is characterised by its worst case interarrival time and execution time, 2) tasks are scheduled using static or dynamic priorities, 3) the ability for each task to meet its deadlines is guaranteed by a portfolio of algorithmic approaches such as the utilisation test or the response time analysis [1] . The amazing numeric efficiency of these techniques enables the development of scalable design methodologies and even the execution on-line of feasibility tests for the admission tests for new tasks in a real-time operating system. Besides, these methods provide analytical over-approximations of the region of parameters [2] , [3] , [4] associated with a feasible design. These analytical expressions offer a precious insight into the system behaviour and guide the design choices.
An emerging class of applications is gradually undermining the assumptions traditional real-time scheduling theory relies on. A significant example is offered by multimedia applications, for which the execution time or the interarrival time have so wide a variance that a design based on the worst case behaviour produces a dramatic under-utilisation of the system resources. (hardly an affordable choice in many embedded applications). What is more, the strict respect of every deadline is often neither required nor desirable, as it can be traded for an efficient utilisation of the system.
The rising tide of soft real-time applications is introducing a sea change in the industry of real-time systems. Researchers in the field are called to develop novel design paradigms. To fight this battle from high ground, we need a conceptual framework where the trade off between system performance and resource allocation can be clearly established. A very natural choice is offered by the so-called probabilistic deadlines [5] : a deadline is associated with a probability of meeting it, which in turn is related to the scheduling parameters. Even if probabilistic analysis can be applied to classic real-time scheduling algorithms [6] , [7] , [8] , [9] , [10] , other scheduling approaches such as the resource reservations [11] , [12] are commonly regarded as a superior choice for this class applications because they isolate the temporal behaviour of the tasks and enable a fine grained control on the amount of resources it receives. For this and other reasons, the resource reservations algorithm (and their derivatives) have gained visibility and consideration in the real-time scheduling community.
Despite this success, these algorithms are not yet supported by efficient and scalable tests for probabilistic guarantees. One of the few known facts is that when computation times and interarrival times are described by an i.i.d. process, a resource reservation can be modelled by a discrete-time markov chain (DTMC) with an infinite number of states [5] , [13] . This model is generally difficult to manage from a numeric standpoint and offers little analytical insight.
Recently, approximated solution techniques have been proposed to decrease the complexity of the algorithm used to compute the deadline miss probability [14] . In this context, our work goes in a direction that emphasises the efficiency of the computation, paying the price of a lower accuracy. Our starting point is the derivation of an easily manageable model for the temporal evolution of a resource reservation, which is conservative (meaning that it underestimates the probability of meeting the deadlines). This model is proposed and discussed in Section II. Besides its being very compact, this model has a clearly recognised structure (a quasi-birth death decision process) which makes for a very efficient numeric solution. In Section III, we prove this property and show a very efficient algorithm for computing the probability of meeting the deadline. Then, in Section IV we offer an extensive experimental evaluation of the approach showing that it produces reasonably accurate results in a very short time. Indeed, we provide evidence that real life applications can be analysed in a few millisecond even using an embedded platform, which makes a strong case for the use of our algorithm in online admission tests. The availability of this efficient numeric algorithm encourages our ambition to reduce the maturity gap between hard realtime and soft real-time techniques.
II. STOCHASTIC MODEL A real-time task τ i consists of a stream of jobs J i,k . Each job J i,k arrives (becomes executable) at time r i,k , and finishes at time f i,k after executing for a time c i,k . Job J i,k is traditionally characterised by a deadline
In this work, we consider a generalisation of the traditional notion of hard deadline, called probabilistic deadline [5] . A probabilistic deadline is a pair (δ i , p i ). The probabilistic deadline is said respected if Pr {f i,k > r i,k + δ i } ≤ p i . In this setting, an hard real-time task can be described by a
The computation time of each job c i,k is assumed to be an independent identically distributed (i.i.d.) stochastic process U i described by the probability mass function (PMF) U i (c) = Pr {c i,k = c}. Likewise, the inter-arrival time (the distance between two subsequent activations) is assumed to be a stochastic process I i with p.m.f. given by I i (t) = Pr {r i,k+1 − r i,k = t}. As a special case, when the I i (t) distribution is given by a Kronecker delta centred in
Note that the i.i.d. assumption (which is needed to analyse the system, and is common to the previous works cited in this paper) might introduce some approximation error due to the fact that in reality execution and inter-arrival times are not i.i.d. Hence, the impact of this assumption has been evaluated through an extensive set of experiments and simulations (using execution traces from real applications, and comparing the results with the i.i.d. approximation of such traces) [15] . Such experiments seem to indicate that the approximations introduced by the i.i.d. assumption are reasonable and do not affect the results too much.
A. The scheduling algorithm
In this paper, CPU reservations are used to schedule realtime tasks: each task τ i is associated with a reservation (Q . The particular reservation-based scheduler used in this paper is the Constant Bandwidth Server (CBS) [12] , which is based on the Earliest Deadline First (EDF) algorithm. The tasks {τ i } are scheduled according to their scheduling deadlines d s i,k (the one with the earliest scheduling deadline receiving the highest priority). The scheduling deadline is managed according to the CBS rules. When a new job J i,k arrives, the server checks whether it can be scheduled using the last assigned scheduling deadline d We observe that the scheduling deadline d s i,k has, in general, nothing to do with the deadline d i,k of the job: it is simply instrumental to a correct implementation of the resource reservation paradigm. For a full description of the algorithm and of its properties the reader is referred to [12] .
B. A resource reservation as a Markov Chain
When using a reservation-based scheduler, we can compute a lower bound on the probability of respecting a probabilistic deadline. assuming that the task always receives the minimum reserved amount of computation time (Q s i time units in every period T s i ). The advantage of this assumption is that the task can be studied in isolation. Therefore, we can conveniently remove the subscript i meaning that the analysis refers to one single task. We will denote by F U (c) = c h=cmin U (h) the Cumulative Distribution Function (CDF) of the execution time.
Further, the analysis can be significantly simplified if we approximate the inter-arrival times with multiples of T s [13] . Roughly speaking, if a task arrival time I k is in the range [jT s , (j + 1)T s [ we quantise it to jT s . More formally, we introduce the integer random variable z, with the following property:
In our approximation, we will use T (z) for the distribution of inter-arrival times (which, in this way, will be "forced" to integer multiples of T s ). We will denote by F T (z) = z z=zmin T (z) the cumulative distribution function (CDF) of the inter-arrival time. It can be shown [13] that the probability of respecting the deadline computed with this approximation is a lower bound of the actual probability. Summing up, the guarantees obtained by using T (z) are valid for the original inter-arrival times distribution I(t) too, and T (z) has inter-arrival times multiple of T s by construction.
Finally, if Q half of the figure, job J k+1 starts at time r k+1 after the latest scheduling deadline of job J k has expired. Consequently the scheduling d s k+1 is initially set equal to r k+1 . Before the execution of the job is completed, the budget Q s is depleted 
In the example of the bottom half of the figure, job J k+1 starts when the previous job J k has not completed yet. The CBS keeps using the past scheduling deadline for job J k+1 and the initial deadline is set to d s k . Therefore, the final value of the deadline can be over-approximated by d
Summing up, the evolution of the scheduling deadline across two different jobs can be bounded by:
With a slight abuse of notation, we will use the equality sign in the expression above with meaning that we are approximating the evolution of the scheduling deadline with the evolution of its upper bound. Let us now introduce the quantity ∆ k = d s k − r k , which can be regarded as an upper bound of the job response time. The evolution of this quantity is given by:
Based on this equation, the quantity ∆ k takes on values in a discrete set: the integer multiples of T s . The transitions between the different values are governed by the two stochastic processes z k and c k , which we have assumed to be i.i.d. The model is a discrete-time Markov Chain (DTMC). The state 0 of the DTMC corresponds to ∆ k = T s , and in general the state i corresponds to ∆ k = (i + 1)T s . The standard theory of Markov Chains provides that if the DTMC is aperiodic and irreducible, the probability of the different states converges toward a stationary distribution π. This property is easily verified by our model (except for some pathological distributions I(t) and U (c)). Therefore, the system converges toward a stationary distribution π that is a function of the assigned budget (and does not depend on the initial distribution). The lower bound on the probability of respecting a probabilistic deadline δ, which for simplicity we assume a multiple of T s , is then given by Pr {∆ k ≤ δ} = i=0,1,...,δ−1 π i , where π i is the i − th component of the stationary distribution π.
The transition probability p i,j of moving from state i to state j can be computed as follows:
(3) Based on the discussion above the transition probability p i, j can be expressed as:
(4) In the next section, we will show a very efficient computation of the steady state probability for this model.
C. Discussion of the Model
An alternative model to describe the evolution of a reservation can be found in the literature [5] , [13] . The model is the following:
In this case v k is a non-measurable variable representing the amount of CPU time that still has to be served by the reservation when a new job arrives. This model permits a fine-grained modelling of the behaviour of the reservation.
In contrast, the model in Equation (1) to be considered for the computation of the steady state probabilities (as shown in the next section). The price to pay is a certain degree of conservativeness.
Indeed, when a job finishes and another one arrives before the deadline of the server expires (the situation described in the bottom half of Figure 1 ) the rules of the CBS allow the coming job J k+1 to use the residual budget of J k . This behaviour is captured by Equation (5) but is not by Equation (1), which implicitly discards this budget and defers the job execution to the next server period.
The impact of this conservative simplification can be evaluated considering that discarding the residual budget is equivalent to using a new PMF U ′ (c) for the execution times, with
or, equivalently, to the introduction of a new random variable c ′ k for the computation time given by the truncation of the job's execution time c k is truncated to the next multiple of
As an example, Figure 2 shows the distributions U ′ (c) obtained from a PMF U (c) for various values of Q s . In Equation 4 , we can see that the transition probabilities are eventually computing using the conservative distribution
It is possible to show that c ′ k is a pessimistic approximation of c k according to [16] : by definition,
D. A numeric example
Consider a periodic task with period P = 40ms and computation time randomly changing with the probability The transition probabilities can be found using Equation (4). In our case the distribution T (z) is given by a Kronecker delta, i.e., T (z) = 1 if z = 4 and 0 otherwise (the period P is equal to four reservation periods T s ). Thereby, we get
The resulting transition matrix can be written as:
This transition matrix has a clear structure. As discussed in the next section, this property is in fact general and makes for a very efficient computation of the stationary distribution. 
Therefore, 1) the first z rows of the matrix are equal (because p i,j does not depend on i); 2) p i,j = 0 for all j > m Property 2: if i ≥ z and j > m then
2) p i,j = 0 for all j < i − z. As a consequence of these properties, the transition matrix has the structure in Figure 3 .
It is now useful to introduce a notation for sub-matrices. Definition 1: Let P = (p i, j ) be a matrix whose elements are p i,j . Let α = {i i , i 2 , . . . , i n } β = {j i , j 2 , . . . , j m } two ordered set of indexes. The sub-matrix P [α, β] is a matrix whose elements are
we will denote the subvector whose elements are
From the properties of our transition matrix we can prove the following results.
Lemma 1: Let H be natural number greater than m. Define α (i, H) the set {i, . . . , i + H − 1} and β (j, H) the set {j, . . . , j + H − 1} Let A 0 be the sub-matrix
Proof: By induction on h.
Base of induction: for
for a generic h > 1, we show that A 0 is equal to
is composed by elements of P, which have a column index in the set of β ((h − 1)H, H) . From Property 2, for elements with column index j > m is true that p i, j = p i+1, j+1 = . . . = p i+H, j+H . For that reason, and given H = max{m, z}
As a consequence, ∀i, j < H the element (i, j) of matrix
Lemma 2: Let H be natural number greater than or equal to z. Define α (i, H) and β (j, H) as in Lemma 1. Let A 2 be the sub-matrix
Proof: The proof is equivalent to the previous, except it considers for the matrix A 2 the rows with index greater than z in which p i, j = p i+1, j+1 holds by construction.
As an immediate consequence of these lemmas, we can state the following:
Theorem 3: Let H = max{m + 1, z} and α (i, H) and β (j, H) be defined as in Lemma 1. The transition matrix P is block-tri-diagonal with the following structure:
where
, are square matrices of order H.
A. Discrete Quasi Birth and Death Process
A Discrete Quasi Birth and Death Process (QBDP) is a discrete time Markov chain, with infinite state space, whose transition matrix has the block tri-diagonal structure in Equation (8) .
If the QBDP is irreducible, aperiodic and positive recurrent, the standard theory of DTMC provides that it has a unique stationary probability vector, which we denote by the infinite vector π. The stationary probability π is given by the solution of the infinite system of linear equations π = π · P, π · 1 = 1, where π · 1 denotes the scalar product between π and an infinite vector consisting of unitary elements. Let H be the order of the diagonal block A 0 , A 1 , A 2 , C. We partition the vector π into sub-vectors π [α(hH, H)] of length H (see Definition 1), where α (hH, H) is the index set {hH, . . . , hH + H − 1}. For simplicity, we will denote π [α(hH, H)] by π (h) .
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The computation of the stationary probability can be set up in the following recursive way:
where π (h) · 1 denotes the scalar product between the subvector π (h) and a vector consisting the repetition of H unitary elements. A property of the QBDP is that this recursion can be solved as shown in the following result:
Theorem 4: [17] If the QBD is positive recurrent, then there exists a non-negative matrix R of order H such that: 1)
2) π (0) is given by
where M + denotes the Penrose pseudo-inverse and I denotes the identity matrix. Matrix M can be found by solving the following non-linear matrix equation:
This result offers a straight path to the computation of π once we have a solution for Equation (12) . Indeed, a sufficient condition for meeting the probabilistic deadline (δ, p) is given by
Therefore, we only need the computation of π (h) for small values of h.
The solution of Equation (12) can be computed by several algorithms available in the literature [18] . The one that we used is the simple iterative algorithm reported in Algorithm 1. The algorithm can be easily implemented in Matlab or in C using a numeric library (for our implementation we used the Meshach library 1 ). Even using a very small tolerance (ǫ = 10 −5 ) the algorithm converges in a very small number of iterations (in the order of 10).
IV. EXPERIMENTAL RESULTS
The accuracy and the execution time of the proposed algorithm has been first evaluated using a synthetic workload, and then a real life example (a video player).
In the first batch of experiments, execution times were distributed according to the beta distribution shown in Figure 4 , while the number of server periods z = (r k+1 − r k )/T s between consecutive arrivals was distributed as follows: Pr {z = T is in Table I . The computation of the probabilitstic deadlines required about 450µs using the QBDP approach, and about 1.2s using an exact numerical solution of the eigenvector problem.
To evaluate the amount of pessimism introduced by our approach, the probability Pr {f ≤ δ} to respect a probabilistic deadline δ has been compared with the value computed using a numeric solution of the exact model [13] . In particular, if p ′ is the probability of meeting the deadline computed with the model presented in this paper, and p is the probability estimated using the exact model, the pessimism introduced by the algorithm has been evaluated as Similar experiments confirmed these results: for example, considering a periodic task with period P = 40ms (with relative deadline equal to the period) it is possible to see that when T s is too large the error can be consistent. The errors (together with their 95% confidence intervals) obtained in this case are shown in Table II . Notice that although the approximation error introduced by QBDP for T s = P/2 = 20ms is consistent (up to 15%), it can be reduced by reducing the reservation period T s (but leaving Q s /T s unchanged). In a second set of experiments, we have recorded the execution times of a video player and used them to carry out our analysis. Since the video is 25 frames per second (fps), the task was periodic with period P = 1000/25 = 40ms, and the reservation period T s has been set to 10ms or 20ms. Figure 7 shows the probability Pr {∆ k > P } to miss the deadline (considered equal to the period, P = 40ms), as a function of the bandwidth B = Q s /T s allocated to the player. The figure displays both the exact probability p and the one obtained by using QDBP (p ′ ) when T s = 10ms and T s = 20ms. It is possible to notice that T s = 20ms does not provide a good accuracy, but with T s = 10ms the analysis is quite accurate (since T s = 10ms allows to use smaller values of Q s without decreasing the fraction of CPU time allocated to the player, the approximation introduced by our model is smaller). Moreover, by increasing the bandwidth of the player, the analysis becomes more accurate.
The results presented above are general, and do not depend on the specific video that is decoded by the player: the experiment has been repeated using different videos, resulting in different PMFs of the execution times, and the results were consistent. For example, Figure 8 shows the deadline miss probability Pr {∆ k > P } obtained using one of the different videos. Again, the proposed approach generates reasonable results, and its accuracy increases when increasing Q s .
V. CONCLUSIONS
This paper presented a new method for computing the deadline miss probability in a real-time system where tasks are scheduled using resource reservations. Respect to previous approaches, the proposed approach is much faster, at the cost of introducing some pessimism in the analysis.
As a future work, a closed form solution will be investigated to compute the amount of reserved budget needed to respect some QoS constraints.
