Abstract: Recently, soft-errors, temporary bit toggles in memory systems, have become increasingly important. Although soft-errors are not critical to the stability of recognition systems or multimedia systems, they can significantly degrade the system performance. Considering these facts, in this paper, we propose a novel method for robust face recognition against soft-errors using a cross layer approach. To attenuate the effect of soft-errors in the face recognition system, they are detected in the embedded system layer by using a parity bit checker and compensated in the application layer by using a mean face. We present the soft-error detection module for face recognition and the compensation module based on the mean face of the facial images. Simulation results show that the proposed system effectively compensates for the performance degradation due to soft errors and improves the performance by 2.11 % in case of the Yale database and by 10.43 % in case of the ORL database on average as compared to that with the soft-errors induced.
Introduction
Nowadays, memory errors due to various causes have become a critical threat for the performance and stability of numerous systems. In particular, soft-errors, which are transient bit toggles in memory systems, have become increasingly important factors for the performance degradation of various applications. Soft-errors denote the phenomenon that changes the memory bit value temporarily from 1 to 0 and vice versa due to abnormal conditions such as high radiation, high pressure or high temperature [1] .
Although the soft-errors are not permanent and nondestructive, there have been several reports on the damages due to soft-errors. SUN and Hewlett Packard announced the loss due to soft-errors in their server systems [2, 3] . Further, soft errors brought a billion-dollar automotive factory to halt every month [4] .
Until now, there have been several researches on the protection of soft-errors [5] [6] [7] [8] [9] . Especially, for multimedia systems, cross-layer based approaches have been introduced to compensate for the negative effects of soft-errors. Since soft-errors are not critical to the system stability, cooperation across system abstraction layers can help to build a cost-efficient system against soft-errors from a hardware layer to an application layer in mobile embedded systems [10] .
In this paper, we propose a robust and cost-effective system for face recognition against soft-errors by using a cross layer approach. First, we analyze the effect of soft-errors for face recognition systems and show that the soft-errors induced in the JPEG image can degrade the performance of the recognition system [11, 12] . Next, we propose a cross-layer compensation module consisting of a detector in the hardware layer and a corresponding compensator in the application layer. To attenuate the negative impact of soft-errors in face recognition systems, they are detected in the embedded system layer by using a parity bit checker. When they are detected, the mean face method is used for compensating for the negative impact on the performance at the application layer. The classification experiments are performed for the Yale [13] and ORL databases [14] . The features for classification are extracted by using the RLDA (Regularized Linear Discriminant Analysis) method [12] . The experimental results demonstrate the effectiveness of the proposed method. Further, the proposed cross-layer based compensation method can improve the system performance by 2.11 % and by 10.43 % on average in case of YALE and ORL databases, respectively, as compared to the performance with soft-errors in the face recognition system. The remainder of this paper is organized as follows. In Section 2, we introduce an exemplary face recognition system for the simulation and the effect of soft-errors in JPEG images. Then, in Section 2, we describe an analysis of the effect of soft-errors on the face recognition system. In Section 4, we present the proposed cross-layer approaches and experimental results. The conclusion follows in Section 5.
2 Exemplary face recognition system and effect of soft-errors in JPEG images 2.1 Exemplary face recognition system Figure 1 shows the exemplary face recognition system considered in this study. As shown in figure 1 , after a JPEG image is captured using a camera, it is transmitted to the classification part and decoded in the BMP format. Then, after preprocessing, it is classified using various classification methods [12, [15] [16] [17] . For the analysis of the soft-error impacts, we assume that the soft-error occurs inside the JPEG file. Hence, we assume that the soft-error can occur in the memory when storing or decoding the JPEG file.
Effect of soft-errors in JPEG file
The JPEG file is a compressed image file format. The effects of soft-errors depend on where they occur. For example, the effects are different between the soft-errors in the header information Figure 2 shows various examples of decoded images when soft-errors occur in the JPEG file. Note that the decoded results may differ according to the implemented decoder. If the exceptions are not handled appropriately, the decoder can even be stopped. When soft-errors occur in the critical data of the header such as errors in the length of the file or the length of the block data, the decoder can lose all its information afterwards. In the case of a soft-error in block data, the block can be decoded inappropriately, causing a significant degradation of the quality.
Effect of soft-errors on the face recognition system
In this section, we discuss the effects of soft-errors on face recognition systems. We build a model of the soft-errors in the face recognition system and analyze the performance degradation for the recognition rate when these errors are induced.
Modeling of soft-errors and system setting
To conduct a quantitative analysis of soft-errors, we make the following assumptions of softerrors for a face recognition system: Assumptions of the soft-errors
• A1) A single-bit soft-error occurs for one facial image, particularly in the test set.
• A2) A soft-error occurs only for the block data part.
On the basis of A1) and A2), we can conclude that only one block is affected by a single-bit soft-error. Further, for the system setting, a soft-error is detected using a parity bit checker in the memory and it is notified to the JPEG decoder. When the JPEG decoder receives the information of the soft-error occurrence, it passes over the decoding of the corresponding block. Hence, the corresponding 8×8 block of the soft-error is filled with 0's instead of the real decoded data. Figure 3 shows the overall processing based on the system setting in our study. 
Classification experiment for the soft-errors
We apply the proposed method to the Yale database in order to observe the effect of soft-error on the recognition rate. The Yale database contains 165 gray images of 15 individuals, having different facial expressions, with or without glasses, and under different lighting conditions. Each face image is cropped and re-scaled so that the center of each eye is placed at a fixed point in an image of 60×50 pixels. On the basis of assumption A1), we consider that a soft-error occurs in all the images for the test set, while no error occurs for the training set. There exist 42 blocks (size: 8×8) in a 60×50 image as shown in figure 4(a) . Hence, we conduct 42 times an 11-fold cross validation [17] according to the location of the soft-error, as depicted in figure 4(b) .
In these 11-fold cross validations, one image from each subject is randomly selected for testing while the remaining images are used for training. In other words, we consider 150 images in the training set and 15 images for the probing. For the selected 15 images for the test, we assume that there occur a soft-error, as shown in figure 4(b) .
For the classification, the R-LDA method [12] is used as a feature extraction method and the one nearest neighbor rule is applied as a classifier with the L2 distance metric. It is noted that the R-LDA method is well known but is not necessarily the best one.
In Table 1 , the first and second columns show the recognition rates without a soft-error and with a soft-error, respectively. As summarized in Table 1 , we can observe the average performance degradation of 2.45 % in terms of the recognition rate in the case with the softerrors as compared to that in the case without the soft-error. As shown in figure 7(a), there is a significant degradation (up to approximately 10 %) according to the block numbers, and we can see that there is a significant performance degradation due to the single-bit soft-errors. 
Overall structure of the proposed method
Considering the performance degradation of the soft-errors, we propose a cost-and performanceeffective compensation method for the face recognition system. Figure 5 shows the overall structure of the proposed compensation method in a cross-layered manner. As shown in figure 5 , when the occurrence of the soft-error is notified from the hardware layer to the application layer, the proposed method can compensate the corresponding block for the performance degradation with the mean value data from the database. By this compensation, we can enhance the performance of the recognition system in a cost-effective manner. In the proposed cross-layered approach, we detect the soft-error by using parity bit checkers cost-effectively rather than by using ECC (Error Correction Codes) modules. Indeed, the real compensation for the soft-errors is achieved in the application layer. In the application layer, we should mitigate the impact of soft-errors on the performance in the data block, which is filled with 0's by skipping the decoding.
In the face recognition method, the mean face is effectively used for the illumination compensation and other applications [18, 19] . Likewise, if we use a mean face for the training data, we can improve the system performance. In this paper, we use the corresponding mean block from the mean face of the training set. Figure 6 shows an example of a mean face for the Yale database. Table 1 shows the recognition rate for the cases with a soft-error, without a soft-error, and with the compensation for the soft-error, respectively in the Yale database. As shown in table 1, the proposed compensation method can enhance the performance by 2.11 % as compared to that in the case with soft-errors. In the comparison between the cases with no soft-error and compensation, there is a performance difference of only 0.34%. Figure 7(a) shows the recognition rate according to the blocks in the Yale database.
Experimental results and analysis
Further, Table 2 and Figure 7 (b) show the experimental results for the ORL database. The images are resized into 56×46 pixels in this experiment. As shown in Table 2 and Figure 7 a soft-error can degrade the performance by approximately 11.48 %. However, the proposed compensation method can achieve a performance improvement of approximately 10.43 % as compared to the case with the soft-error while it incurs a 1.05 % performance degradation as compared to the case without the soft-errors.
From these experiments, we can conclude that the proposed method can mitigate the impact of soft-errors on the system performance effectively. The recognition rate versus the numbers of feature of Yale database is shown in Figure 8 for three cases: non-error, error and compensation. It is obvious that the recognition rates increase with small numbers of feature, from one feature to eight features, and after that, the recognition rates would be almost saturated even if the numbers of feature increase how much. Therefore, we will select the minimum numbers of feature that the higher rates can be achieved. We have also applied Local Binary Pattern (LBP) as a feature selection method for both Robust Face Recognition Against Soft-errors Using a Cross-layer Approach 665 databases by measuring Chi-square distances, and the result is shown in Table 3 . These data in the table show the average recognition rates of forty-two blocks for three cases: non-error, error and compensation. From this table, there is no doubt that the recognition rates obtained from LBP is higher than from RLDA. The reason is that LBP uses all blocks as features, whereas RLDA only extracts some important features, hence, LBP can achieve higher result. However, LBP's running-time is also longer than RLDA.
Conclusion
In this paper, we have proposed a robust face recognition method for soft-errors by using a cross-layer approach. First, we have analyzed the effect of soft-error on a face recognition system. For the soft-errors in the images of the training set, the performance is degraded. Next, we have presented a novel face recognition method for the robust system against soft-errors by using a cross-layer approach. In the proposed method, the soft-errors are detected using a parity bit checker in the hardware layer and compensated in the application layer using a mean face. Simulation results have revealed that the proposed system have effectively compensated for the performance degradation due to soft errors.
A more systematic compensation method such as the compensation for the occluded images can be considered with the proposed method. It remains as a future work.
