Abstract-Resource reservations in advance are a mature concept for the allocation of various resources, particularly in Grid environments. Common Grid tool kits support advance reservations and assign jobs to resources at admission time. In such a distributed environment, it is necessary to develop carefully tailored failure recovery mechanisms that provide seamless transparent migration of jobs from one resource to another. As the migration of running jobs is difficult, an important issue in advance reservation, i.e., planning based, management infrastructures is to determine the duration of a failure in order to remap jobs that are already allocated to a currently failed resource but not yet active. As shown in previous work, underestimations of the failure duration and as a consequence the remapping of too few jobs results in an increased amount of job terminations. In order to overcome this drawback, in this paper we propose a load-based computation of the jobs to be remapped. A centralized and a distributed version of the strategy are presented, showing it is not necessary to have knowledge beyond the local allocation on the failed resource. These loadbased strategies achieve effective remapping of jobs while avoiding -inevitably inaccurate -estimations of the failure duration.
I. INTRODUCTION
The use of advance reservations in Grid computing environments has many advantages, especially for the co-allocation of various resources. Grid research moves its focus from the basic infrastructure that enables the allocation of resources in a dynamic and distributed environment in a transparent way to more advanced management systems that accept and process complex jobs and workflows consisting of numerous sub-tasks and, e.g., provide guarantees for the completion of such jobs. In this context, the introduction of service level agreements (SLA) provides flexible mechanisms for agreeing on the qualityof-service (QoS) provided by various resources, including mechanisms for negotiating SLAs [1] . The introduction of SLAs implies prices for resource usage and also fines that must be paid when the assured QoS is not met. Depending on the scenario, this may be, e.g., a missed deadline for the completion of a sub-job in a workflow. Consequently, the definition of SLAs demands for control over each job and its required resources at any stage of the job's lifetime from the request negotiation to the completion. An example for a resource management framework covering these aspects is the virtual resource manager architecture described in [2] and an application is depicted in Fig. 1 .
One important aspect in this context is the behavior of the management system in case of failures. While current research mainly focused on recovery mechanisms for those jobs that are already active, in advance reservation environments it is also necessary to examine the impact of failures onto admitted but not yet started jobs or sub-jobs, i.e., parts of workflows. In contrast to the sophisticated and difficult mechanisms needed to deal with failures for running jobs, e.g., checkpointing and migration mechanisms, jobs not yet started can be dealt with in a transparent manner by remapping those affected jobs to alternative resources.
Based on previous work in this area, which showed it is necessary to deal with these affected but not yet active jobs, in this paper we present a novel, load-based approach that has the advantage of adapting to the actual load situation and remapping affected jobs accordingly. The adaptiveness is the main feature as it relieves the management system from introducing estimations which are unreliable and may result in considerably increased amount of terminated jobs.
We present a centralized and a distributed version of our basic load-based algorithm. As global knowledge about the load situation in the whole Grid may be inaccurate or generally not available, it is necessary to rely on locally available load information in order to remap jobs. The distributed version of the remapping strategy follows this approach whereas the centralized version requires knowl-0-7803-9074-1/05/$20.00 ©2005 IEEE edge about the status of any of the resources in the Grid.
It can be shown, that both versions effectively remap the affected jobs and achieve similar performance as possible with exact knowledge of the failure durations.
The remainder of this document is organized as follows: firstly, related work important for this paper is outlined. After that, the problem is described, including the properties of the advance reservation environment and the necessary assumptions and conditions to apply our approach. Following that. the load-based approach for remapping jobs is presented. In Sec. V, the strategies are evaluated using extensive simulations of cluster environments, showing the effectiveness of our approaches. Before the paper is concluded with some final remarks, we present the application of the load-based approach in an actual resource management system.
II. RELATED WORK
Planning based resource management systems are widely used in the area of Grid computing. Advance reservations are an important allocation strategy, widely used, e.g., in Grid tool kits such as Globus [3] , as they provide simple means for planning of resources and in particular co-allocations of different resources. Besides flexible and easy support for co-allocations, e.g., in case complex workflows need to be processed, advance reservations also have other advantages such as an increased admission probability when reserving sufficiently early, and reliable planning for users and operators. In contrast to the synchronous usage of several different resources, where also queueing approaches are conceivable, advance reservations have a particular advantage when time-dependent co-allocation is necessary, as shown in Fig. 1 . Support for advance reservations has been integrated into several management systems for distributed and parallel computing [4] , [5] . In [2] , advance reservations have been identified as essential for a number of higher level services, such as SLAs. The focus of this paper is on the requirements for dealing with failures and outages of resources that are reserved in advance.
In the context of Grid computing, failure recovery mechanisms are particularly important as the distributed nature of the environment requires more sophisticated mechanisms than needed in a setting with only few resources that can be handled by a central management system.
In general, failure detection and recovery mechanisms focus on the requirements to deal with applications that are already active. The Globus heartbeat monitor HBM [4] provides mechanisms to notify applications or users of failures occurring on the used resources. The recovery mechanisms described in this paper can be initiated by the failure detection of the HBM. In [6] , a framework for handling failures in Grid environments was presented, based on workflow structure. The framework allows users to select different failure recovery mechanisms, such as simply restarting jobs, or -more sophisticated -checkpointing and migration to other resources if supported by the application to be recovered. The differen.t reeover;y mechanisms are discussed and compared. However. the framework can only be used for the recovery of active applications, inactive applications that are already assigned to resources but not yet started are not taken into account.
In [7] , the basic requirements and opportunities for failure recovery in planning based resource management systems have been examined. In particular, it was shown that remapping admitted but not yet active jobs is essential in order to reduce the number of terminated jobs. It was also shown that when exact knowledge of the actual duration of a failure is available and any jobs commencing during this interval are remapped, the best results in terms of termination probability and overall resource utilization are achieved. However, estimations of the actual downtime are a questionable approach as these estimations are inherently unreliable and underestimations lead to a significantly higher termination ratio than possible with exact knowledge. In this paper, we extend the approach of remapping in advance from [7] and provide strategies that determine the remapping interval depending on the actual load on the available resources in the Grid rather than on estimations which cannot be expected to be accurate. Advance reservations are requests for a certain number of compute nodes during a specified period of time. In general, a reservation can be made for a fixed period of time in the future, called book-ahead interval (see Fig.   2 ). The book-ahead interval is divided into slots of fixed size, e.g., minutes, and reservations can be issued for a consecutive number of slots. The time between issuing a request and the start time of the request is called reservation time r. In contrast to immediate reservations which are usually made without specifying the duration, advance reservations require to define the stop time for a given request. This is necessary to perform reliably admission control, i.e., to determine whether sufficient resources can be guaranteed for the requested period. As depicted in Fig.  2 , this approach requires to keep the status of the resource, i.e., information about future requests which are already admitted, for the whole book-ahead interval.
In this environment, failure recovery must not only handle active jobs, but also those which are admitted but not yet started, so-called inactive jobs. This means that the affected inactive jobs have to be remapped in advance to another matching resource [7] . As the timing parameters start time and stop time were specified during the admission, jobs can onlv be moved to another resource but not in the temporal dimension, i.e., postponing jobs is not possible.
As the end of the failure will be usually unknown it is difficult to decide which active jobs on the resource have to be taken into account for remapping. This paper presents a downtime independent approach to decide this question based on the actual load situation.
B. Implications of the Environment
To implement failure recovery mechanisms in the advance reservation environment, it is necessary to consider the types of available resources, i.e., resource heterogeneity or homogeneity play an important role. Whenever identical hardware and software infrastructure is availableincluding a wide range of properties such as processor type, cache sizes, operating system version, or librariesmapping an inactive job to another resource is relatively simple. It may be even possible to migrate a running job, e.g., with support from checkpointing mechanisms, some systems provide libraries for that purpose [8] .
However, in a heterogeneous environment the same task is more complex and difficult, even mapping inactive jobs to a different resource, e.g., cluster, may have consequences on the run-time of the respective processes and hence, must be considered. For example, mapping a job from a 2 GHz processor to a 1 GHz processor may increase the overall execution time. In such an environment, the migration of running jobs is even more difficult. Consequently, in the context of this study active jobs are considered to be not remappable. For many resource types, e.g., cluster systems or parallel computers, checkpointing functionality lacks completely or has to be implemented explicitly by the application. However, this assumption is not crucial for the usage of our approach or the success of the remapping strategy itself.
Furthermore, we consider a homogeneous environment with resources of at least very similar hardware and software infrastructure, such that jobs can be executed on any of the available resources. Because of the known problems with multi-site applications, we assume in the following that jobs cannot be split among several resources. An example for an actual application environment of our approach is given later in Sec. VI.
C. Distributed Environment
A Grid environment is usually seen as the composition of resources owned by different organizations. In such an environment it is unlikely to initiate a centralized control structure or to have all information on the s-vstem states available. Besides organizational reasons concerning information hiding and control autonomy also complexity issues state a reason for a distributed implementation.
In the distributed case each resource may have its own autonomous control system, which handles the admission control as well as the failure recovery described in this paper.
When a request is submitted to a resource, it will be mapped to this resource. In the case not enough nodes are available in the resource for the requested time, the request is forwarded to other resources. This mechanism is realized in our application framework described in Sec. VI. A failure recovery mechanism working with the limited information available is also analyzed in this paper.
IV. LOAD-BASED REMAPPING ALGORITHM
In this section, our novel load-based remapping approach is presented. We show how the algorithm works in an environment with global knowledge and propose a modification which can be used in a distributed environment.
A. Downtime-Independent Remapping As shown in [7] , predictions of the actual downtime are critical, as the downtime cannot be accurately anticipated. Underestimations in this case lead to a drastically increased number of terminated jobs. In contrast to a prediction, the general approach employed in this paper is to identify and remap jobs which are unlikely to be safely remapped at any later point in time. For that purpose, in each time slot throughout the duration of the failure a remapping interval is calculated. The length of this remapping interval is independent of the actual downtime, which is unknown in the system.
As described before we do not deal with the mechanisms to recover already active jobs on the broken resource. Instead we assume that all jobs which have been running are terminated as the failure occurs.
All jobs using the broken resource within the remapping interval are considered for remapping. In case of global knowledge the management system searches for another resource with sufficient capacities for this job. If the remapping effort is not successful, the job remains on the failed system until its start time since the failure may have ended until then, otherwise the job will be terminated. All other jobs are not remapped, even if they are assigned to the currently broken resource.
The failed resource is blocked for the remapping interval only. This means, new reservations for time slots after the remapping interval can be booked on the currently broken resource and are remapped later if necessary. The remapping approach is illustrated in Figure 3 . In the first situation at tl, the dark gray jobs are terminated as they were active when the failure occurred. The light gray jobs are remapped to other resources if possible. The white jobs stay on the broken resource also if they reside within the (below).
-currently unknown -downtime. The resource is available for new jobs starting after the remapping interval. During the following time slots the remapping interval is recalculated and more and more jobs allocated on the broken resource are remapped. As can be seen in the second situation at t2 in Fig. 3 , jobs submitted after the failure occurred are also remapped if they are within the remapping interval. As the downtime is unknown to the management system, also those jobs supposed to start after the downtime, e.g., J16, are remapped. This remapping arid the recalculation of the remapping interval is repeated each time slot until the resource is recovered.
B. Objectives for the Remapping Interval
The first requirement is that the remapping interval must be sufficiently long, such that any job affected by a failure can be safely remapped with high probability. In the optimal case, the length of the remapping interval for our load based approach is set such that each job is remapped just in the time slot before there are not enough free resources available in the next time slot. As the calculation of the remapping interval is done for the whole system rather than on a per-job basis, and as an accurate prediction about future reservations is usually not available, a higher probability for successful remapping is achieved using a longer remapping interval.
If the remapping interval is longer than in the optimal case, the broken resource is blocked for a longer period and more jobs than necessary are remapped to other resources. This happens even if the resource will be online during the next time slot. In this case, jobs are remappeci which could run on the no longer broken resource and thus block free capacities on other resources. As the broken resource is also blocked for the duration of the remapping interval, no new jobs are mapped on the resource for this period. Fig. 4 ):
The remapping interval must be at least 1 as all jobs which are supposed to start within the current time slot must be remapped or will fail.
The threshold q7 deals with the problems of fragmentation and the reliability of the prediction. It is used to decrease the assumed amount of available capacity in the Grid as on the one hand the Grid will never be used up to its full capacity and on the other hand, the threshold provides a buffer for unpredictably large sized incoming reservations.
E. Modification for a Distributed Environment
The previously described algorithm is based on knowledge about the global state of the Grid. It uses not only information which can be obtained on demand as the failure occurs, e.g., the current load profiles, it also needs a permanent access to the booking profiles to calculate a global average booking profile. In a distributed environment both kinds of information may not be available across resource boundaries.
The following modifications to the algorithm are proposed to reflect this limited access to information. In a distributed environment all profiles, the booking profile b(t) as well as the load profile Ito (t), are calculated using only the jobs submitted to the local resource and are normalized by the number of the available nodes within the resource.
In case of a resource failure a resource-specific remapping interval is calculated. The jobs within the remapping interval will be submitted to the other resources within the Grid and if this was successful they are declared as remapped. 
V. EVALUATION
In this section, the results of our load-based approach are outlined. In particular, we show that the distributed approach achieves the same performance as the centralized version and does not suffer from overhead introduced by gathering status information from other resources which may even be impossible in many cases.
A. Simulation Environment
The simulations were made assuming an infrastructure of several cluster and parallel computers with homogeneous node equipment, i.e., each job is capable of running on any of the machines involved.
The simulations only serve the purpose of showing the general impact of failures and since according to [9] the actual distributions of job sizes, job durations etc. do not impact the general quality of the results generated even when using simple models, the simulations were made using a simple synthetic job and failure model. Each job was assumed to be reserved in advance with the reservation time being exponentially distributed. Job durations were uniformly distributed in the interval [250, 750] where 0 denotes the set of jobs that were considered for remapping although not actually affected by the failure. As described in previous sections, for the simulations we assume that running jobs cannot be migrated which is the usual case in a high performance computing scenario. However, our model is general enough to cover also the opportunity to migrate running jobs.
B. Performance of the Load-Based Remapping Strategies
As the actual load on the resources is crucial for the overall performance of the algorithms, the two extreme situations were simulated: the average global situation is much lower than on the failed resource and on the other hand the global load is higher than on the failed resource. This was modeled by adjusting the average reservation time for the failed resource (riocal) and the remaining resources (rglobal). Furthermore, three failure durations were selected, such that the failure lasts shorter or longer than the average reservation time. In Fig. 6 , the minimal termination ratio achieved by the central and distributed approach is depicted. The main result is, that both loadbased approaches, i.e., in particular the distributed variant, achieve the same performance as possible with exact knowledge of the failure duration. As described in earlier work, underestimations lead to a significant increase of the amount of terminated jobs. The success of the loadbased approach is clearly shown in Fig. 6 , however, it is also necessary to determine suitable threshold parameters 71 and assess the remapping overhead caused by the two load-based strategies which is done in the following. For the two load-based strategies, the threshold parameter 71 has very different impact on the actual termination ratio. This is outlined in Fig. 7 for a failure duration remapping strategies is depicted in Fig. 9 . The diagrams show the remapping overhead resulting from the choice of 7 such that the termination ratio is minimal, i.e., this matches the numbers outlined in Fig. 6 M remapping overhead, whereas the distributed approach yields 60% overhead when the minimal termination ratio is reached, i.e.. with 7 -0.3.
The general result is that the remapping overhead of the distributed strategy is similar to the results of the central approach for rglobal > riocal. This cannot be expected for the opposite case, i.e., rglobal < riocal In this situation, the distributed approach suffers from the inaccurate knowledge about the global load situation. In Fig. 10 Concluding, it can be stated that under various load situations, both strategies are able to control effectively and reduce the termination ratio, achieving similar results as possible with exact knowledge about the failure duration. However, the success of the distributed approach is paid with higher overhead only in cases where the load on the failed resources is much higher than the global load, i.e., rglobal < riocal. In such a setting, the centralized approach benefits from the global knowledge, i.e., the more relaxed global load profile which enables remapping jobs at later points in time. Consequently, this results in permanently shorter remapping intervals. However, the central approach has also several disadvantages such as the overhead for obtaining an accurate global load status and security issues which may oppose the distribution of load information in the Grid.
VI. APPLICATION ENVIRONMENT
In this section, the Virtual Resource Manager (VRM) as an actual application environment using our loadbased failure recovery mechanisms is described as well as optimizations that can be applied in order to improve the performance.
A. Architecture Due to its generic approach, the previously described failure recovery mechanisms are useful for many different types of resources. A particular target environment is the VRM described in [2] . This planning based Grid cesource manan,igemient system aichitecture ,ras designeod to provcide capabilities for handling various QoS requirements in Grid environments. e.g., deadlines for t-he completion of a compute job. Such QoS guarantee can. e.g., be specified as an SLA. In this context. control over resources and jobs during the run-time (run-time responsibility) is an. important requirement. In the following. the application of our failure recoverv approach in the VRM architecture is briefly described.
The VRM is comprised of a central management component (administrative domain controller, ADC) for a domain, which consists of a number of underlying local resources and their management systems. These management systems may control arbitrary types of resources, e.g., cluster systems, parallel computers, or networks. The failure recovery mechanism proposed in this paper is situated in the ADC component. Once any of the underlying resources fails partly or entirely, the jobs allocated to the failed resource are mapped onto alternative resources within the same domain according to the central strategy. Even partial failures, e.g., of one or more nodes within a cluster computer, may require the central recovery mechanism to act, as the total capacity of a resource may be exhausted. Within the VRM, inactive jobs can be transparently mapped without further notification to users which is a major advantage compared to other Grid resource management systems such as Globus [4] . Since the ADC is tightly coupled with its underlying RMS, global knowledge about all load and booking profiles within the domain is available and the central approach can be applied without any further requirements.
Since an ADC can be seen as a single resource itself, different ADCs can also be organized in a hierarchical way. Despite of building hierarchical domains, ADCs can communicate with each other in a peer-to-peer like manner, too. This approach overcomes the limitations of the domain structure and adapts to the distributed nature of the Grid. In this case, the central approach cannot be applied because no global knowledge is available and obtaining accurate status information about any other ADC-controlled domain is too complex, i.e., the central approach requires huge message overhead and may compromise security concepts. Consequently, our distributed load-based strategy is applied on the inter-ADC layer.
The framework of the VRM provides control over not only compute resources, but also any other resource required for the migration of jobs, i.e., also interconnection networks. For example, migrating a compute job with large amounts of input data requires a considerable amount of time which must be considered and network transmissions must be planned accordingly which may include the reservation of network bandwidth. Allocation of network bandwidth is often available in dedicated networks for high performance Grid environments, e.g., LambdaGrids [10] .
B. Optimizations
With respect to the termination ratio, different optimizations can be applied. The load-based approaches can be combined with knowledge about the failure duration. such as times required to restore a failed resource. In cases, where exact knowledge about failure durations is available, e.g., planned outages for maintenance reasons, the dynamic load-based approach can be enhanced with the estimation. Even inaccurate knowledge may be helpful, i.e., when it is known, that an outage lasts at least n time slots e.g., since shipping a spare part for the failed system requires this amount of time, the remapping interval will be sensibly set to the maximum of the estimation and the value computed with the load-based approach. Furthermore, batch jobs are frequently used also in planning based systems. These jobs are not provided with fixed start and stop time but will be placed in a queue and are processed as soon as sufficient capacities are available. In our environment, such batch jobs can be placed on a failed resource behind the computed remapping interval as long as the failure persists. The resource management system then places batch jobs onto the currently failed resource and once the remapping interval is extended or the failure persists at their anticipated start time, the batch jobs are simply postponed. Otherwise, thev can be started. The rationale behind this approach is that no timing guarantees are given for batch jobs and thus, postponing these jobs is less costly compared to terminating planned jobs.
VII. CONCLUSION AND FUTURE WORK
In this paper, a novel load-based failure recovery strategies is presented for management systems with advance reservations, with both a centralized and a distributed version. The mechanism is applicable in any environment where distributed resources must be managed and failures of the system are critical, e.g., SLAs are given for the correct and complete execution of a job. In particular, coallocation environments such as Grids are target environments for our strategy.
The load-based algorithm is based on previous work on this field which showed, underestimations of the actual failure duration of a resource have a significantly negative impact on the termination ratio as to few jobs are remapped. Consequently, our approach adapts to the actual load situation and determines a remapping interval accordingly, which diminishes the danger of underestimating downtimes as any job is remapped before it is actually endangered of being terminated. Selecting an appropriate value for the threshold 77 requires a trade-off between termination ratio and remapping overhead. The distributed approach leads to higher remapping overhead only in cases where the global load is considerably lower than the load on the failed resource and at the same time the failure duration is much shorter than the average reservation time.
The strategy presented in this paper is generic, i.e., it can easily be applied to almost any resource type higher level quality-of-service guarantees. g-. .pecified 'W7 SLAs. as in the context, of the VRM\ 1;21] Future work will deal -with the possibilit>yr to integrate checkpointing and migration mechanisms into o-ur loadbased approach. Important issues in this context are the time required for job migration over a network and also scheduling batch jobs with best-effort treatment during the failures which is expected to improve the utilization during the actual failure period. Moreover, the dependence of ry on the failed resource capacity will be further investigated, as this may lead to a completely automated selection of r1. However, the simulations conducted for this paper indicate, that a relatively static choice is also reasonable and leads to good results.
