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Abstract
We propose a new method for the efficient approximation of a class of highly os-
cillatory weighted integrals where the oscillatory function depends on the frequency
parameter ω ≥ 0, typically varying in a large interval. Our approach is based, for
fixed but arbitrary oscillator, on the pre-computation and low-parametric approx-
imation of certain ω-dependent prototype functions whose evaluation leads in a
straightforward way to recover the target integral. The difficulty that arises is
that these prototype functions consist of oscillatory integrals which makes them
difficult to evaluate. Furthermore they have to be approximated typically in large
intervals. Here we use the quantized-tensor train (QTT) approximation method for
functional m-vectors of logarithmic complexity in m in combination with a cross-
approximation scheme for TT tensors. This allows the accurate approximation and
efficient storage of these functions in the wide range of grid and frequency param-
eters. Numerical examples illustrate the efficiency of the QTT-based numerical
integration scheme on various examples in one and several spatial dimensions.
AMS subject classifications: 65F30, 65F50, 65N35, 65D30
Keywords: highly oscillatory integrals, quadrature, tensor representation,
QTT tensor approximation.
1 Introduction and Problem Setting
In this paper we are interested in the efficient approximation of (highly) oscillatory
integrals. In the most general setting these integrals are of the form∫
Ω
f(x)hω(x)dx, (1.1)
where Ω ⊂ Rd, d ∈ N, is a general open domain, hω is an oscillatory function where the
parameter ω ≥ 0 determines the rate of oscillation and f is a non-oscillatory (typically
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analytic) function. An important special case occurs if the oscillatory function is the
imaginary exponential function with oscillator g, i.e.,
hω(x) = e
iωg(x) . (1.2)
This type of oscillatory integrals has been in the main focus of research in recent years
since they play an important role in a wide range of applications. Prominent examples
include the solution of highly oscillatory differential equations via the modified Magnus
expansion (see [12, 9]), boundary integral formulations of the Helmholtz equation [19], the
evaluation of special functions and orthogonal expansions (e.g. Fourier series, modified
Fourier series) (see [15]), lattice summation techniques and ODEs/PDEs with oscillating
and quasi-periodic coefficients [17, 18, 23].
Other types of oscillatory functions that can be found in the literature include the Bessel
oscillator hω(x) = Jν(ωx) (see [36]) and functions of the form hω(x) = v(sin(ωθ(x))) (see
[13]), as well as some examples considered in [31].
For d = 1 an obvious way to obtain an approximation of (1.1) is Gaussian quadrature.
For large ω however such standard approaches become ineffective since the number of
quadrature points has to be chosen proportional to ω in order to resolve the oscillations of
the integrand. Therefore several alternative approaches have been developed to overcome
this difficulty. The most successful methods include the asymptotic expansion, Filon-type
methods, Levin-type methods and numerical steepest descent (see e.g. [26, 14, 16, 10, 11,
25]) and recently introduced Gaussian quadrature rules with complex weight functions
(see [2, 1]). Although these methods are mathematically elegant they can typically not
be applied in a “black-box” fashion since either derivatives of f and g are involved,
moments
∫ b
a
xk eiωg(x) must be known or computations in the complex plane have to be
performed. Furthermore these methods get more complicated (or even non-applicable) if
the oscillator g has stationary points (i.e. points where g′(x) vanishes), multidimensional
integrals are considered or f and g are not analytic. For general oscillators hω(x) it is
typically not known how these methods can be applied (see however [36, 13]).
In this paper we propose a Filon-like method which is based, for fixed but arbitrary
oscillators g or hω respectively, on the pre-computation and approximation of certain
ω-dependent prototype functions whose evaluation leads in a straightforward way to
approximations of (1.1). The difficulty that arises is that these prototype functions
consist of oscillatory integrals which makes them difficult to evaluate. Furthermore they
have to be approximated typically in large intervals. Here we use the quantized-tensor
train (QTT) approximation method for functional M -vectors [20, 21] of logarithmic
complexity in M in combination with a cross-approximation scheme for TT tensors
introduced in [27]. This allows the accurate approximation and efficient storage of these
functions in the wide range of grid and frequency parameters. Literature surveys on
tensor methods can be found in [24, 22, 8, 7, 23, 3].
The QTT approximation applies to the quantized image of the target discrete function,
obtained by its isometric folding transformation to the higher dimensional quantized
tensor space. For example, a vector of size M = 2L can be successively reshaped by
a diadic folding to an L-fold tensor in
⊗L
j=1R2 of the irreducible mode size m = 2
(quantum of information), then the low-rank approximation in the canonical or TT
2
format can be applied consequently. The rigorous justification of the QTT approximation
method for rather general classes of functional vectors was first presented in [20]. For our
particular application in this paper the most important result is the existance of rank-1
QTT representation of the complex exponential M -vector {eiωn}M−1n=0 . The QTT-type
representation for 2L× 2L matrices was introduced in [28], see survey papers [22, 23] for
further references on the topic.
The quadrature scheme proposed in this article does not require analytic knowledge
about f, g or hω respectively and can therefore be applied in a black-box fashion. One
condition for its efficiency is that f can be well approximated by polynomials which is
typically the case for analytic, non-oscillatory functions. The quadrature error of the
method can be easily estimated and controlled in terms of f . Furthermore the method
is uniformly accurate for all considered ω.
Since it is the most important case in practice we carry out the description and the
analysis of our scheme only for the case (1.2). We emphasize, however, that the method
can be easily applied also to the more general situation (1.1) (see Section 5). We introduce
the notation
I(ω, f) :=
∫
Ω
f(x) eiωg(x) dx. (1.3)
We consider the oscillator g and the domain Ω to be arbitrary but fixed and are interested
in the efficient computation of (1.3) for different real-valued functions f and different
values of ω. Without loss of generality we assume from now on that |g(x)| ≤ 1 for all
x ∈ Ω. A separation of the real- and imaginary part of I(ω, f) leads to the integrals
IR(ω, f) :=
∫
Ω
f(x) cos(ωg(x))dx, II (ω, f) :=
∫
Ω
f(x) sin(ωg(x))dx
which will be considered in the following.
The remainder of the paper is structured as follows. Section 2 recalls the main ideas of the
QTT approximation of functional vectors. The central Section 3 presents the basic QTT
approximation scheme for the fast computation of one- and multidimensional oscillating
integrals. Section 4 describes and theoretically analyzes the QTT tensor approximation
of special functions of interest, while Section 5 presents the numerical illustrations.
2 Quantized-TT approximation of functional vectors
A real tensor of order d is defined as an element of finite dimensional Hilbert space
Wm =
⊗d
`=1 X` of the d-fold, M1 × ... ×Md real-valued arrays, where X` = RM` and
m = (M1, . . . ,Md). A tensor A ∈ RI with I = I1× ...× Id, can be represented entrywise
by
A = [A(i1, ..., id)] ≡ [Ai1,...,id ] with i` ∈ I` := {1, ...,M`}.
The Euclidean scalar product, 〈·, ·〉 : Wm ×Wm → R, is defined by
〈A,B〉 :=
∑
i∈I
A(i)B(i), A,B ∈Wm.
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The storage size for a dth order tensor scales exponentially in d, dim(Wm) = M1 · · ·Md
(the so-called "curse of dimensionality"). For ease of presentation we further assume
that M` = M for ` = 1, ..., d.
The efficient low-parametric representations of dth order tensors can be realized by using
low-rank separable decompositions (formats). The commonly used canonical and Tucker
tensor formats [24] are constructed by combination of the simplest separable elements
given by rank-1 tensors,
A =
d⊗
`=1
A(`), A(`) ∈ RM ,
which can be stored with dM numbers.
In this paper we apply the factorized representation of dth order tensors in the tensor
train (TT) format [30], which is the particular case of the so called matrix product
states (MPS) decomposition. The latter was introduced since longer in the physics
community and successfully applied in quantum chemistry computations and in spin
systems modeling [35, 34, 33].
For a given rank parameter r = (r0, ..., rd), and the respective index sets J` = {1, ..., r`}
(` = 0, 1, ..., d), with the constraint J0 = Jd = {1} (i.e., r0 = rd = 1), the rank-r TT
format contains all elements A = [A(i1, ..., id)] ∈ Wm which can be represented as the
contracted products of 3-tensors over the d-fold product index set J := ×d`=1J`, such
that
A =
∑
α∈J
A(1)1,α1 ⊗ A(2)α1,α2 ⊗ · · · ⊗ A(d)αd−1,1,
where A(`)α`−1,α` ∈ RM , (` = 1, ..., d), and A(`) = [A(`)α`−1,α` ] is the vector-valued r`−1 × r`
matrix (3-tensor). The TT representation reduces the storage cost to O(dr2M), r =
max r`.
In the case of large mode size, the asymptotic storage for a dth order tensor can be
reduced to logarithmic scale O(d logM) by using quantics-TT (QTT) tensor approxima-
tion [20, 21]. In our paper we apply this approximation techniques to long M -vectors
generated by sampling certain highly-oscillating functions on the uniform grid.
The QTT-type approximation of anM -vector withM = qL, L ∈ N, q = 2, 3, ..., is defined
as the tensor decomposition (approximation) in the canonical, TT or some related format
applied to a tensor obtained by the folding (reshaping) of the initial long vector to an
L-dimensional q× . . .×q data array that is thought as an element of the quantized tensor
space Qq,L =
⊗L
j=1Kq, K ∈ {R,C}. A vector X = [X(i)]i∈I ∈ WM , is reshaped to its
quantics image in Qq,L by q-adic folding,
Fq,L : X → Y = [Y (j)] ∈ Qq,L, j = {j1, . . . , jL},
with jν ∈ {1, 2} for ν = 1, ..., L, where for fixed i, we have Y (j) := X(i), and jν = jν(i)
is defined via q-coding, jν − 1 = C−1+ν , such that the coefficients C−1+ν are found from
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the q-adic representation of i− 1 (binary coding for q = 2),
i− 1 = C0 + C1q1 + · · ·+ CL−1qL−1 ≡
L∑
ν=1
(jν − 1)qν−1.
Assuming that for the rank-r-TT approximation of the quantics image Y we have rk ≤
r, k = 1, . . . , L, then the complexity of this tensor representation is reduced to the
logarithmic scale
qr2 logqM M.
The computational gain of the QTT approximation is justified by the perfect rank decom-
position proven in [21] for a wide class of function-related tensors obtained by sampling
the corresponding functions over a uniform or properly refined grid. In particular, this
class of functions includes complex exponentials, trigonometric functions, polynomials
and Chebyshev polynomials, wavelet basis functions (see also [6, 29, 17] for further results
on QTT approximation).
The low-rank QTT approximation can be also proven for Gaussians, as well as for the
3D Newton, Yukawa and Helmholtz kernels.
In the following we apply the QTT approximation method to the problem of fast inte-
gration of highly oscillating functions introduced in the introduction.
3 Approximation procedure
3.1 One-dimensional integrals
For simplicity we introduce the general idea of the approximation at first for one dimen-
sional integrals of the form
IR(ω, f) :=
∫ 1
−1
f(x) cos(ωg(x))dx. (3.1)
The case II (ω, f) :=
∫ 1
−1 f(x) sin(ωg(x))dx and integrals over arbitrary intervals [a, b]
will not be treated separately since the procedure is completely analogous (after a suitable
transformation to the interval [−1, 1]). Recall that we are interested in the computation
of integrals of the form (3.1) for different functions f and different frequencies ω, hence
the notation IR(ω, f).
In the following we assume that f is a smooth nonoscillatory function that can be well
approximated by polynomials of degree N . We introduce the Chebyshev polynomials by
T0(x) = 1, T1(x) = x,
Tn+1(x) = 2xTn(x)− Tn−1(x) n = 1, 2, . . .
and seek an approximation of f of the form
fN(x) =
N∑
k=0
ckTk(x), (3.2)
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where fN interpolates f in the Chebyshev-Gauss-Lobatto points
xk = cos
(
kpi
N
)
0 ≤ k ≤ N.
In this case the coefficients ck in (3.2) are given by
ck =
1
αkN
2N−1∑
j=0
f
(
cos
(
jpi
N
))
cos
(
kjpi
N
)
, k = 0, . . . , N,
where
α0 = αN = 2, αk = 1 for 1 ≤ k ≤ N − 1.
The coefficients ck can be computed efficiently in O(N logN) operations using fast cosine
transform methods. Recall that this polynomial approximation converges exponentially
in N if f is sufficiently smooth. This is summarized in the following proposition.
Proposition 3.1. Let f be analytic in the Bernstein regularity ellipse
Eρ :=
{
w ∈ C : |w − 1|+ |w + 1| ≤ ρ+ ρ−1} ,
with ρ > 1. Furthermore let |f(x)| ≤ M0 in Eρ for some M0 > 0. Then the Chebyshev
interpolant fN in (3.2) satisfies
‖f − fN‖∞ ≤ 4M0
ρ− 1ρ
−N , N ∈ N0.
Proof. See [32].
We obtain an approximation of IR(ω, f) by replacing f by fN and computing IR(ω, fN)
(see also [5, 4, 37], where this approach is refered to as Filon-Clenshaw-Curtis quadrature
rule). The corresponding error can be easily estimated in terms of the error of the
Chebyshev interpolation of f . It holds
|IR(ω, f)− IR(ω, fN)| =
∣∣∣∣∫ 1−1 (f(x)− fN(x)) cos(ωg(x))dx
∣∣∣∣
≤ ‖f − fN‖∞
∫ 1
−1
| cos(ωg(x))|dx
≤ 2‖f − fN‖∞.
Under the assumptions of Proposition 3.1 we therefore have
|IR(ω, f)− IR(ω, fN)| ≤ 8M0
ρ− 1ρ
−N , N ∈ N0, (3.3)
i.e., exponential convergence of IR(ω, fN) to the exact value with respect toN . Obviously
this is also true for II (ω, f). Note that the asymptotic order of this method is O(ω2)
since fN interpolates f in the endpoints of the interval.
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Remark 3.2. In the following fN could also be written in the equivalent form
fN(x) =
N∑
k=0
f(xk)Lk(x), (3.4)
where
Lk(x) =
N∏
ν=0,ν 6=k
x− xν
xk − xν
are the corresponding Lagrange polynomials. This representation has the advantage that
the Chebyshev coefficient do not have to be computed. While the analysis of the scheme
in Section 4 assumes fN to be in the form (3.2), the numerical experiments (see Section
5) indicate that the results are very similar. In Section 3.2 we will make use of (3.4).
We now turn to the question how to compute IR(ω, fN) efficiently. Since fN is supposed
to approximate f accurately this task is in general not easier than the original problem
although fN is a polynomial. However the approximation of f with Chebyshev polyno-
mials leads to certain prototype functions of integrals that we want to precompute and
store in the following. We have
IR(ω, fN) =
N∑
k=0
ck
∫ 1
−1
Tk(x) cos(ωg(x))dx =
N∑
k=0
ck IR(ω, Tk). (3.5)
Thus, the question how to evaluate IR(ω, fN) boils down to the question how to effi-
ciently evaluate IR(ω, Tk) for a certain range of frequencies ω ∈ [ωmin, ωmax], moderate
k (typically k ≤ 12) and different oscillators g. Our goal is to precompute IR(ω, Tk) for
fixed k and g. Thus the function
IR(·, Tk) : [ωmin, ωmax]→ R (3.6)
needs to be accurately represented and stored in order to compute an approximation
of IR(ω, fN) via (3.5). Note that this function needs to be approximated in a possibly
large interval [ωmin, ωmax]. Thus standard techniques like, e.g., polynomial interpola-
tion/approximation are typically not effective (see Figure 3.1). Once the prototype
functions IR(·, Tk) have been precomputed for different k, integrals of the form (3.1) can
be easily approximated for different functions f and frequencies ω.
In the present paper we will represent functions of the form (3.6) on the interval [ωmin, ωmax]
pointwise on a very fine grid (see Remark 3.3 for a precise statement) via low rank QTT
tensor representations that were introduced in the preceding section. The straightfor-
ward way to obtain such a representation is to evaluate IR(·, Tk) at every point of the
grid, to reshape the resulting vector to its quantics image and to approximate the result-
ing tensor in the TT-format. Since we seek to approximate IR(·, Tk) at grids that can
easily exceed 240 points this strategy is prohibitively expensive. Instead the final QTT
tensor can be set up directly without computing the function at every point of the grid.
This is achieved using a TT/QTT cross approximation scheme conceptually introduced
[27].
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Figure 3.1: Plot of IR(ω, T2) for g(x) = x2.
It allows the computation of the QTT tensor using only a low number of the original
tensor elements, i.e. by evaluating IR(·, Tk) only at a few ω ∈ [ωmin, ωmax]. More precisely,
the rank-r QTT-cross approximation of a 2L tensor calls only O(Lr2) entries of the
original tensor. Notice that the required accuracy of the QTT approximation is achieved
by the adaptive choice of the QTT rank r within the QTT-cross approximation scheme.
The required computation of IR(·, Tk) at these special points is the most expensive part
of the precomputation step since for fixed ω this is itself an oscillatory integral. Since
the overall scheme to approximate (3.1) is supposed to work in a black-box fashion (and
we do not want to use specific knowledge about g) we suggest to compute IR(ω, Tk) for
fixed ω (within the cross approximation scheme) by standard techniques like composite
Gauss-Legendre quadrature. Depending on ω this certainly requires a high number of
subintervals/quadrature points to achieve accurate results but since this has to be done
only once in the precomputation step and due to its generality we think that this is a
suitable strategy. In Section 5 we show that the time to precompute the QTT tensor is
indeed very moderate in practice.
Once the functions IR(ω, Tk), ω ∈ [ωmin, ωmax] have been precomputed for 0 ≤ k ≤ N
and stored in the QTT format we obtain an approximation of IR(ω, fN) (and therefore
IR(ω, f)) for a specific ω by evaluating the corresponding entry of the (N + 1) different
QTT-tensors and combining them according to (3.5) (see Algorithm 1). Since the entry-
wise evaluation of a rank-r TT-tensor requires O(Lr2) operations, the cost to obtain an
approximation of IR(ω, fN) from the precomputed tensors sums up to O((N + 1)Lr2)
operations which is independent of ω.
Remark 3.3. With the strategy above the function IR(·, Tk) is only represented at dis-
crete grid points. In order to evaluate IR(ω, Tk) at an arbitrary point ω0 in [ωmin, ωmax],
ω0 first has to be rounded to the nearest grid point. This leads to an additional error in
the overall approximation of IR(ω0, f) which can be easily estimated. We denote by ω˜0
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the grid point that is closest to ω0. A Taylor expansion around ω˜0 shows that
|IR(ω˜0, f)− IR(ω0, f)| ≤ 2
(
e|ω˜0−ω0|−1) .
If the distance between two sampling points is h the error due to rounding on this grid
is therefore at most 2
(
eh/2−1). We therefore need h < 2 ln(εr/2 + 1) to assure that the
error due to rounding does not exceed εr. In practice 230 − 240 grid points are typically
sufficient to keep the error due to rounding negligible. It becomes evident in Section 5
that the QTT approximation is well suited for such high dimensional tensors and that
the ranks remain bounded.
The TT/QTT cross approximation that is used to compute the required QTT tensors is
another source of errors. Also here we choose the approximation accuracy very high such
that (3.3) remains the dominant error bound.
Algorithm 1 Approximation of IR(ω0, f)
Require: • Precomputed QTT tensors Qk, 0 ≤ k ≤ N that represent IR(ω, Tk), ω ∈
[ωmin, ωmax] on a regular grid with 2L points.
• Function f .
• Value ω0 ∈ [ωmin, ωmax].
Set n← 2L and h← (ωmax − ωmin)/(n− 1).
Get coefficients ck of the interpolation of f as in (3.2).
Set ω˜0 = round(ω0/h− ωmin/h). {Round to the closest integer}
Convert ω˜0 into binary representation ω˜0,B. {This is the position of ω˜0 in the tensors}
return
∑N
k=0 ckQk(ω˜0,B).
Remark 3.4. The availability of a cross approximation scheme is cruical for this method
since otherwise the QTT tensors could not be computed for a large number of grid points.
The main ingredient for its efficiency is the existence of the accurate low-rank QTT tensor
approximation. As we will see in Section 4 the low rank is mainly due to the smoothness
of IR(·, Tk). While this is always true in theory, special care has to be taken in practice if
IR(ω, Tk) ≡ 0, which happens if k is odd and g(x) is an even or odd function. If the cross
approximation algorithm is applied in this case and IR(ω, Tk) is not evaluated exactly, it
will try to compress a very noisy (quadrature) error function which will in general not
be of low rank. These cases therefore have to be treated manually. The same holds for
II (ω, Tk).
3.2 Multi-dimensional integrals
The ideas of the preceding subsection can be extended in a straightforward way to multi-
dimensional integrals. We consider integrals of the form
IR(ω, f) :=
∫
[−1,1]d
f (y) cos(ωg(y))dy, (3.7)
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where f : [−1, 1]d → R is a smooth function and g : [−1, 1]d → R. We approximate f by
a d-dimensional interpolation function
fN(y) =
N∑
j1=0
· · ·
N∑
jd=0
f (xj1 , . . . , xjd)Lj1(y1) · · ·Ljd(yd),
were xj, 0 ≤ j ≤ N are again the Chebyshev points and Lk are the Lagrange polynomi-
als. For a class of analytic function the ε-approximation is achieved with N = | log ε|.
Replacing f by fN leads to
IR(ω, fN) =
N∑
j1=0
· · ·
N∑
jd=0
f (xj1 , . . . , xjd)
∫
[−1,1]d
Lj1(y1) · · ·Ljd(yd)︸ ︷︷ ︸
=:Lj1,...,jd (y)
cos(ωg(y))dy. (3.8)
Thus, by precomputing and storing IR(ω, Lj1,...,jd(y)) for ω ∈ [ωmin, ωmax] and every
(j1, . . . , jd) ∈ {0, . . . , N}d in the QTT format as described before, an approximation of
IR(ω, f) for a specific ω can be obtained by evaluating the corresponding entries in the
QTT tensors and combining them according to (3.8).
If the function g(y) allows certain low-rank separable representation, for example, g(y) =
y21 + y
2
2 + y
2
3, then the representation (3.8) can be presented in the rank-N Tucker type
tensor format, where the d-dimensional integrals in the right-hand site of (3.8) are re-
duced to 1D integrations. Notice that in the latter example the representation in complex
arithmetics leads to lower rank parameters.
4 QTT tensor approximation of the functions IR(·, Tk)
and II (·, Tk)
In this section we show that the functions IR(·, Tk) and II (·, Tk), sampled on a uniform
grid, can be efficiently represented in the QTT format by deriving explicit ranks bounds
of these approximations.
A first important observation is that IR(ω, Tk) and II (ω, Tk) are very smooth functions
with respect to ω, independent of the smoothness of g.
Lemma 4.1. The functions IR(·, Tk) : C→ C and II (·, Tk) : C→ C are entire.
Proof. We have
IR(ωRe + iωIm, Tk) =
∫ 1
−1
Tk(x) cos(ωReg(x) + iωImg(x))dx
=
∫ 1
−1
Tk(x) cos(ωReg(x)) cosh(ωImg(x))dx
+ i
∫ 1
−1
−Tk(x) sin(ωReg(x)) sinh(ωImg(x))dx
=: u(ωRe, ωIm) + i · v(ωRe, ωIm)
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The real valued functions u and v have continuous first partial derivatives and satisfy
the Cauchy-Riemann differential equations:
∂u
∂ωRe
=
∫ 1
−1
−Tk(x)g(x) sin(ωReg(x)) cosh(ωImg(x))dx = ∂v
∂ωIm
,
∂u
∂ωIm
=
∫ 1
−1
Tk(x)g(x) cos(ωReg(x)) sinh(ωImg(x))dx = − ∂v
∂ωRe
.
Thus IR(ω, Tk) is holomorphic and therefore entire. A similar reasoning applies to
II (ω, Tk).
In some applications the so-called sinc-approximation method can be applied as an
alternative to the polynomial approximation. In this case the band-limitedness of the
target function plays an important role. The following lemma provides the respective
analysis.
Lemma 4.2. Let g ∈ C1[−1, 1] be invertible. Then the function I(·, f, g) : R → R is
band-limited.
Proof. Let h be the inverse function of g and H denote the Heaviside step function.
Then
I(ω, f, g) =
∫ 1
−1
f(x) eiωg(x) dx =
∫ g(1)
g(−1)
f(h(x))h′(x) eiωx dx
=
1
2pi
∫ ∞
−∞
2pif(h(x))h′(x)H(g(1)− x)H(x− g(−1)) eiωx dx
= F−1 [2pif(h(x))h′(x)H(g(1)− x)H(x− g(−1))] (ω),
where F−1 denotes the inverse Fourier transform. This shows that F(I(·, f, g)) is com-
pactly supported.
Next, we establish bounds of IR(ω, Tk) and II (ω, Tk) in the complex domain.
Lemma 4.3. Let ω ∈ C, k ∈ N0 and |g(x)| ≤ 1 for x ∈ [−1, 1]. Then
|IR(ω, Tk)| ≤ 2 e|ωIm| and |II (ω, Tk)| ≤ 2 e|ωIm| .
Proof. It holds
|I(ω, Tk)| =
∣∣∣∣∫ 1−1 Tk(x) eiωg(x) dx
∣∣∣∣ = ∣∣∣∣∫ 1−1 Tk(x) eiωReg(x)−ωImg(x) dx
∣∣∣∣
≤
∫ 1
−1
e−ωImg(x)
∣∣eiωReg(x)∣∣ dx
≤ 2 e|ωIm| .
This bound holds both for IR(ω, Tk) and IR(ω, Tk).
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The next theorem establishes explicit rank bounds of the QTT approximations of IR(ω, Tk)
and II (ω, Tk).
Theorem 4.4. Let the function IR(ω, Tk) or II (ω, Tk) be sampled on the uniform grid
ωmin = x0 < x1 < . . . < xN = ωmax, xi = ωmin + hi in the interval [−ωmin, ωmax] with
N = 2L and call the resulting vector ν. Let furthermore 1 > ε > 0 be given. Then there
exists a QTT approximation νQTT of ν with ranks bounded by
r (νQTT) ≤ 1 + ln
(
8
e−1
)
+ C(ωmax − ωmin) + ln
(
1
ε
)
(4.1)
with C := 1
4
√
(e + e−1)2 − 4 ≈ 0.59 and accuracy
|ν − νQTT| ≤ ε.
Proof. We perform the proof only for IR(ω, Tk) since the case II (ω, Tk) is analogous.
We consider a polynomial approximation of IR(ω, Tk) as in Proposition 3.1. We define
the linear scaling
χωmin,ωmax : [−1, 1]→ [ωmin, ωmax], χωmin,ωmax(ω) =
ωmax − ωmin
2
· ω + ωmax + ωmin
2
and the transformed function
I
[−1,1]
R (·, Tk) : [−1, 1]→ R, I [−1,1]R (ω, Tk) = IR(χωmin,ωmax(ω), Tk)
As in Lemma 4.3 we can show that∣∣∣I [−1,1]R (ω, Tk)∣∣∣ ≤ 2 e|ωIm|·(ωmax−ωmin2 )
for ω ∈ C. We approximate I [−1,1]R (ω, Tk) in [−1, 1] with a Chebyshev interpolant
I
[−1,1]
N (ω). Since I
[−1,1]
R (ω, Tk) is entire and due to the bound above in the complex
plane, Proposition 3.1 (with ρ = e) shows that
‖I [−1,1]R (·, Tk)− I [−1,1]N ‖∞ ≤
4M0
e−1 e
−N
with
M0 = 2 e
C(ωmax−ωmin), C :=
1
4
√
(e + e−1)2 − 4.
Thus we have to choose
N ≥ ln
(
4M0
e−1
)
+ ln
(
1
ε
)
in order to assure that the approximation error satisfies ‖I [−1,1]R (·, Tk) − I [−1,1]N ‖∞ ≤ ε.
Since polynomials of degree N sampled on a uniform grid have QTT ranks bounded by
N + 1 the assertion follows.
Theorem 4.4 shows that the QTT ranks depend only logarithmically on the desired
accuracy of the approximation. On the other hand it also suggests that the ranks depend
linearly on the size of the approximation interval [ωmin, ωmax]. Such a linear dependence
could not be observed in practice. We demonstrate in Section 5 that the ranks stay small
even if large intervals [ωmin, ωmax] are considered.
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5 Numerical experiments
In this section we present the results of the numerical experiments. All computations
were performed in MATLAB using the TT-Toolbox 2.2 (http://spring.inm.ras.ru/
osel/).
The main goal in this section is to show that the functions IR(ω, Tk) and II (ω, Tk) indeed
admit a representation in the QTT format with low ranks. As discussed above low ranks
are cruical for the cross approximation as well as the efficiency for Algorithm 1.
5.1 One-dimensional integrals
At first we verify the exponential convergence (with respect to N) of the scheme that is
predicted in (3.3). For this we set g(x) = x2 and g(x) = sin(x+ 1) and precompute the
QTT tensors representing the functions IR(ω, Tk) and II (ω, Tk) with ω ∈ [0, 1000] at 263
points. The relative error errω(N) = |I(ω, f)− I(ω, fN)| / |I(ω, f)| for different values
of ω and functions f is illustrated in Figure 5.1. The “exact” value I(ω, f) was computed
using a high order composite Gauss-Legendre quadrature rule. It becomes evident that
the quadrature error decays indeed exponentially and that already low numbers of N
lead to accurate approximations.
2 4 6 8 10
10−10
10−5
100
N
re
l. 
er
ro
r
 
 
ω =1
ω=100
ω=200
(a) Relative error of the approximation of∫ 1
−1 cos(x) e
iωx2
2 4 6 8 10
10−10
10−5
100
N
re
. 
e
rr
o
r
 
 
ω = 1
ω = 500
ω =1000
(b) Relative error of the approximation of∫ 1
−1 cos(x+ 1) e
iω sin(x+1)
Figure 5.1: Quadrature error with respect to the polynomial degree N for different integrals.
Table 1 and Table 2 show the effective ranks of the QTT approximations of IR(ω, Tk)
and II (ω, Tk) in various situations. It becomes evident that the choice of g has only a
minor influence on the corresponding QTT ranks. Even non-smooth functions, functions
with stationary points and functions with unbounded first derivative are unproblematic.
Another observation is that the influence of k (degree of the Chebyshev polynomial)
on the QTT ranks is very moderate even though the functions IR(ω, Tk) and II (ω, Tk)
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become more oscillatory with increasing k. This is supported by the theory with states
rank bounds that are independent of k.
M [ωmin, ωmax]
g(x) = x,
k = 2
g(x) = x,
k = 10
g(x) = 1
2
x2 + 1
4
x,
k = 2
g(x) = 1
2
x2 + 1
4
x,
k = 10
240 [0, 100] 4.6 4.9 4.5 4.7
250 [0, 100] 4.2 4.4 4.2 4.2
260 [0, 100] 3.8 4.1 3.8 3.9
243 [0, 1000] 5.8 6.1 6.4 6.6
253 [0, 1000] 5.2 5.5 5.8 6.0
263 [0, 1000] 4.9 5.0 5.4 5.4
243 [0, 2000] 6.2 6.5 7.2 7.4
253 [0, 2000] 5.6 5.9 6.5 6.7
263 [0, 2000] 5.2 5.4 6.0 6.1
Table 1: Effective QTT-ranks of M -vectors related to the function IR(ω, Tk) sampled on a
uniform grid in the interval [ωmin, ωmax].
M [ωmin, ωmax] g(x) = cos
(
x+ 1
4
)
g(x) = ex g(x) = sin(x)2
√
x+ 1
242 [0, 500] 6.2 7.2 6.0
252 [0, 500] 5.6 6.5 5.5
262 [0, 500] 5.2 6.0 5.0
242 [500, 700] 4.8 5.1 4.5
252 [500, 700] 4.4 4.6 4.0
262 [500, 700] 4.1 4.3 3.7
Table 2: Effective QTT-ranks of M -vectors related to the function II (ω, T5) sampled on a
uniform grid in the interval [ωmin, ωmax].
If the approximation of f is written in the form (3.4) then the functions IR(ω, Lk) and
II (ω, Lk), where Lk is the k-th Lagrange basis polynomial, have to be precomputed.
Table 3 shows the effective ranks of the QTT approximations of these functions. It can
be seen that also in this case the ranks are low for different oscillators g, different k and
intervals [ωmin, ωmax]. Using the Lagrange form of f can be advantageous if I(ω, f) has to
be approximated for many different functions f since the Chebyshev coefficients do not
have to be computed. On the other hand the form (3.2) can be favorable if the oscillator
g is an even or odd function since in this case the functions IR(ω, Tk) and II (ω, Tk) are
identical to zero for certain k and therefore have neither to be precomputed nor evaluated
(see Remark 3.4).
In Table 4 the computational time is illustrated that is needed to precompute IR(·, Tk) via
the QTT cross approximation algorithm. These timings mainly depend on the method
14
M [ωmin, ωmax]
g(x) = x,
k = 1
g(x) = x,
k = 5
g(x) = 1
2
x2 + 1
4
x,
k = 1
g(x) = 1
2
x2 + 1
4
x,
k = 5
243 [0, 1000] 6.1 5.8 6.6 6.4
253 [0, 1000] 5.5 5.3 6.0 5.8
263 [0, 1000] 5.0 4.9 5.5 5.3
Table 3: Effective QTT-ranks of M -vectors related to the function IR(ω,Lk) sampled on a
uniform grid in the interval [ωmin, ωmax].
that is used to compute IR(ω0, Tk) at different points ω0 ∈ [ωmin, ωmax] within this al-
gorithm. As mentioned above we use a standard Gauss-Legendre quadrature rule to
approximate these integrals. More precisely we divide the integration domain [−1, 1]
into ωmax subintervals and use 8 quadrature points in each subinterval. Although this
strategy has a suboptimal complexity, it is very general, easy to implement and leads
to very accurate approximations of IR(ω0, Tk). Since the cross approximation algorithm
requires the computation of IR(ω0, Tk) only at few grid points the computing times re-
main very moderate for different intervals, grid sizes and oscillators. Recall that in order
to obtain approximations of IR(ω, f) the functions IR(ω, Tk) have to be precomputed
for 0 ≤ k ≤ N . Since these tasks are independent of each other, they can be easily
performed in parallel.
M 243 253 263 243 253 263 243 253 263
[ωmin, ωmax] [0, 500] [500, 700] [0, 1000]
g(x) = x,
k = 2
12s 15s 17s 12s 17s 19s 20s 24s 25s
g(x) = 1
2
x2 + 1
4
x,
k = 3
12s 13s 15s 14s 17s 20s 19s 21s 25s
Table 4: Computing times for the precomputation of IR(ω, Tk) in seconds on an Intel Core
i7-2600K processor.
Fourier integrals
Let f : R → C be an integrable function with supp f = [a, b]. We are interested in
computing the Fourier transform
fˆ(ω) =
∫ b
a
f(x) e− ixω dx (5.1)
at different random points ω ∈ [ωmin, ωmax]. We define the affine scaling function
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χa,b(x) :=
b−a
2
x+ b+a
2
and obtain
fˆ(ω) =
b− a
2
∫ 1
−1
f (χa,b(x)) e
− i ·χa,b(x)·ω dx
=
b− a
2
e− i ·
b+a
2
·ω
∫ 1
−1
f (χa,b(x)) e
− ixω˜ dx.
with ω˜ = b−a
2
ω. The integration domain and the oscillator of the last integral are
independent of a and b. Thus, in order to approximate integrals of the form (5.1) for
different intervals [a, b], only the functions IR(·, Tk) and II (·, Tk) with g(x) = −x have
to be precomputed in a sufficiently large interval. Note the ranks of the corresponding
QTT tensors that can be observed numerically are very similar to the results in Table
3.
Exotic oscillators
Now, we consider oscillators which are not of the form hω(x) = eiωg(x). Levin-type meth-
ods were introduced for the case of the Bessel oscillator hω(x) = Jν(ωx) in [36], Filon-type
methods were considered in [13] for oscillators of the form hω(x) = v(sin(ωθ(x))). For
most other types of oscillators such methods are not available so far. In Table 5 we
show that our method can also be applied in these (and other) cases in the same way as
before. Low ranks of the QTT approximations of the functions
Ihω ,k(ω) :=
∫ 1
−1
Tk(x)hω(x)dx, 1 ≤ k ≤ N
can be observed in all tested cases.
M [ωmin, ωmax]
hω(x) =
J11(ωx)
hω(x) =
J28 (ωx
2)
hω(x) =
cos(sin(ωx) + 1)
hω(x) =
Γ(0.5 · sin(ωx) + 2)
240 [0, 500] 5.4 5.7 7.2 7.3
250 [0, 500] 4.9 5.2 6.5 6.5
260 [0, 500] 4.5 4.7 6.0 5.9
Table 5: Effective QTT-ranks of M -vectors related to the function Ihω ,5(ω) sampled on a
uniform grid in the interval [ωmin, ωmax].
5.2 Multi-dimensional integrals
In this paragraph we consider functions of the form
IR(ω, Lj1,...,jd) =
∫
[−1,1]d
Lj1(y1) · · ·Ljd(yd) cos(ωg(y))dy (5.2)
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whose precomputation is necessary when (3.8) is used to approximate (3.7). Table 6 and
7 show the effective QTT ranks of the corresponding tensors for different oscillators g
in 2 and 3 dimensions. As before we can observe that the ranks are small in all tested
situations. The computation of the integrals within the cross approximation scheme was
performed using a tensorized version of the Gauss-Legendre quadrature described before.
M [ωmin, ωmax]
g(x) =
x1 + x2
g(x) =
sin(x1)/
√
x1x2 + 3
230 [0, 100] 5.2 4.4
240 [0, 100] 4.6 3.9
250 [0, 100] 4.2 3.5
Table 6: Effective QTT-ranks of M -vectors related to the function IR(ω,L2,5) for d = 2
sampled on a uniform grid in the interval [ωmin, ωmax].
M [ωmin, ωmax]
g(x) =
x1 + x2 + x3
g(x) =
sin(x1x3)/
√
x1x2 + 3
230 [0, 50] 6.1 4.3
240 [0, 50] 5.5 3.9
250 [0, 50] 5.3 3.7
Table 7: Effective QTT-ranks of M -vectors related to the function IR(ω,L2,5,3) for d = 3
sampled on a uniform grid in the interval [ωmin, ωmax].
6 Conclusion
We described a new approach for the efficient approximation of highly oscillatory weighted
integrals. The main idea of our approach is to compute a priory and then represent in
low-parametric tensor formats certain ω-dependent prototype functions (which by itself
consist of oscillatory integrals), whose evaluation lead in a straightforward way to ap-
proximations of the target integral. The QTT approximation method for long functional
m-vectors allows the accurate approximation and efficient logm-storage of these func-
tions in the wide range of grid and frequency parameters. Numerical examples illustrate
the efficiency of the QTT-based numerical integration scheme on many nontrivial exam-
ples in one and several spatial dimensions. This demonstrates the promising features of
the method for further applications to the general class of highly oscillating integrals and
for the solution of ODEs and PDEs with oscillating or/and quasi-periodic coefficients
arising in computational physics and chemistry as well as in homogenization techniques.
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