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Unmanned aerial vehicles (UAVs) are playing an increasing role in large scale
environmental monitoring. Small UAVs are increasingly used to monitor agricultural fields, infrastructure projects, and disaster areas. The combination of
their sensors, ease of use, and portability make them an ideal tool for collecting
information on demand about geographic regions. These small UAVs do have
several significant limitations. The UAVs have very limited autonomy and fly
pre-determined flight paths far above the underlying terrain, limiting the spatial
resolution of the collected data. Current battery technology severely limits their
flight times, which in turn limits the temporal resolution of the data collection
processes. What all users, from farmers to first responders, require are improved
systems with higher levels of autonomy for long term environmental monitoring.
Our research uses two complementary approaches to address these limitations
in autonomy and endurance. Our first contribution introduces novel techniques
for localizing small UAVs in outdoor environments. These improved localization
techniques allow the vehicle to operate within one meter of mature agricultural
fields throughout the growing season. Improved localization not only improves
the vehicles’ autonomy, but it also increases the spatial resolution of data collected
from the airborne vehicles.
We complement the short term near earth sensing capabilities by deploying long
lasting wireless sensor network (WSN) nodes from the same small UAVs. We im-

prove upon traditional WSN deployment mechanisms by performing tactile surface
classification from the UAV prior to deploying a node. This pre-deployment procedure changes haphazard sensor deployments to controlled installations, which
improves deployment outcomes. The UAVs also performs a post-deployment
assessment of the installation outcome, enabling preemptive replacement or maintenance of ineffective nodes.
These complementary approaches exploit the high mobility and powerful sensors of small UAVs with energy efficient and long lasting WSNs to maximize the
information collected from the environment. Our localization techniques improve
the autonomy and capabilities of small UAVs in agricultural and other complex
outdoor environments. Our work on WSN deployments bridges the gap between the WSN and robotics communities to create comprehensive environmental
monitoring capabilities that use the strengths of both groups.

iv
COPYRIGHT
c 2016, David J. Anthony

v
DEDICATION
To Andrea.

vi
ACKNOWLEDGMENTS
My research would not be possible without the contributions of many people.
I have been blessed with the guidance of talented mentors, loving family, and
supportive friends. I cannot enumerate everyone who has helped me in my
graduate career, but I am especially grateful for the following people. Thank you
so much.
My wife Andrea, who has always been by my side.
Dr. Carrick Detweiler, my advisor, who introduced me to robotics and has been
an unfailing source of encouragement.
Dr. Sebastian Elbaum has always offered me thoughtful advice on school, life,
and everything else in both by undergraduate and graduate studies.
Dr. Matthew Dwyer has been an enormous influence on my graduate research
and development.
My family for their unfailing support.
My lab mates, especially John-Paul Ore, Adam Taylor, and Ajay Shankar, for their
excellent feedback and help with field experiments.
Finally, my friends Nick, Matt, Tim, and Mark, for their constant encouragement.

vii
GRANT INFORMATION
This work was partially supported by NSF CSR-1217400, USDA-NIFA 2013-6702120947, and USDA-NIFA 2017-67021-25924. Any opinions, findings, and conclusions
or recommendations expressed in this material are those of the author and do not
necessarily reflect the views of these agencies.

viii

Table of Contents

List of Figures

xiii

List of Tables

xviii

1 Introduction

1

1.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.2

Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

1.3

Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2 Related Work
2.1

10

Robots in Agriculture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1

Ground Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.2

Aerial Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2

Phenotyping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3

Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4

Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5

Surface and Terrain Classification . . . . . . . . . . . . . . . . . . . . . 28

3 Hardware and Software System

32

3.1

UAV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2

Software Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

ix
3.3

3.4

Software Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1

Original NIMBUS Software . . . . . . . . . . . . . . . . . . . . 40

3.3.2

Vicon Positioning System . . . . . . . . . . . . . . . . . . . . . 43

3.3.3

Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.4

Mission Scripting . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.5

User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Control System
4.1

4.2

55

Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.1

Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.1.2

Discrete Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1.3

Trajectory Generation . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.4

Continuous Control . . . . . . . . . . . . . . . . . . . . . . . . . 66

Control System Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.1

Ideal System Performance . . . . . . . . . . . . . . . . . . . . . 78

4.2.2

Noisy System Performance . . . . . . . . . . . . . . . . . . . . 81

4.2.3

Response Characteristics . . . . . . . . . . . . . . . . . . . . . . 83

4.3

Control System Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Altitude Estimation

94

5.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.3

Approach Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4

Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.5

Parameterizing System . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

x
5.6

Fault Tolerance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.7

Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.8

Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.9

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6 Row Localization

115

6.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.2

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.3

Approach Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.4

Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.5

Parameterizing System . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.6

Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.7

Evaluation Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.8

GPS Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.9

Sensor Characterization Using Constrained Flight . . . . . . . . . . . 136

6.10 Two Degree of Freedom Evaluation . . . . . . . . . . . . . . . . . . . 138
6.11 Three Degree of Freedom Evaluation . . . . . . . . . . . . . . . . . . . 142
6.12 Row Switching Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.13 Extended Duration Flights . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.14 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7 Crop Height

161

7.1

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

7.2

Approach Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

7.3

Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7.4

Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

7.5

Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

xi
8 Localization and Field Analysis

167

8.1

Laser Range Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

8.2

Altimeter Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.3

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

9 Sensor Installation

182

9.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

9.2

Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.3

Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

9.4

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
9.4.1

Mechanical Design . . . . . . . . . . . . . . . . . . . . . . . . . 187

9.4.2

Electrical Design . . . . . . . . . . . . . . . . . . . . . . . . . . 190

9.4.3

Software Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

9.5

Experimental Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 192

9.6

Pre-deployment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

9.7

9.8

9.6.1

Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

9.6.2

Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
9.6.2.1

Indoor Experiments . . . . . . . . . . . . . . . . . . . 199

9.6.2.2

Outdoor . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Post-deployment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 210
9.7.1

Approach Overview . . . . . . . . . . . . . . . . . . . . . . . . 210

9.7.2

Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

9.7.3

Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

10 Discussion

219

10.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

xii
10.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
10.2.1 Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
10.2.2 Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
10.2.3 Crop Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
10.2.4 Sensor Network Integration . . . . . . . . . . . . . . . . . . . . 224
10.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
Appendices

226

A Simulink Model

227

B Controller Bode Plots

235

C Communication Protocols

241

D Observer Reliability

245

D.1 Student Workers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
D.2 Amazon Mechanical Turk . . . . . . . . . . . . . . . . . . . . . . . . . 246
E Benchmarking

251

F Visual Odometry

253

F.1

Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

F.2

Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

F.3

Lucas-Kanade Optical Flow . . . . . . . . . . . . . . . . . . . . . . . . 261
F.3.1

SURF Feature Detection . . . . . . . . . . . . . . . . . . . . . . 270

F.3.2

Semi-Direct Visual Odometry . . . . . . . . . . . . . . . . . . . 274

Bibliography

278

xiii

List of Figures

1.1

UAVs in outdoor environment . . . . . . . . . . . . . . . . . . . . . . . .

2.1

Autonomous tractor for orchard spraying [128]. . . . . . . . . . . . . . . 13

2.2

Agricultural research robots. . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1

UAVs used in this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2

UAV architecture diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3

General robotic system architecture. . . . . . . . . . . . . . . . . . . . . . 36

3.4

Required architectural components. . . . . . . . . . . . . . . . . . . . . . 38

3.5

Original NIMBUS software graph. . . . . . . . . . . . . . . . . . . . . . . 42

3.6

New software architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.7

Base Vicon speed estimates. . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.8

Time jitter in Vicon pose estimates. . . . . . . . . . . . . . . . . . . . . . . 46

3.9

Vicon speed low pass filter response. . . . . . . . . . . . . . . . . . . . . . 47

3

3.10 Filtered Vicon speed estimates. . . . . . . . . . . . . . . . . . . . . . . . . 48
3.11 System user interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1

Control system architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.2

Reference coordinate frames. . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3

Discrete controller states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4

Example trajectory and error terms for position and velocity controller.

62

xiv
4.5

Cascaded continuous control system. . . . . . . . . . . . . . . . . . . . . 67

4.6

Yaw controller state space with feedback control. . . . . . . . . . . . . . 71

4.7

Low pass filter for smoothing controller input. . . . . . . . . . . . . . . . 76

4.8

Position and velocity controller state space with feedback control. . . . . 77

4.9

Trajectory tracking performance in Simulink. . . . . . . . . . . . . . . . . 79

4.10 Response of controller during simulation. . . . . . . . . . . . . . . . . . . 80
4.11 Simulation results with noisy system estimates. . . . . . . . . . . . . . . 82
4.12 Simulation results with noisy system estimates. . . . . . . . . . . . . . . 82
4.13 Position and speed errors in hovering mode. Speed errors appear in
blue, position errors appear in red. . . . . . . . . . . . . . . . . . . . . . . 88
4.14 Hovering error, y-component for α = 1.0m/s2 , s = 1.0m/s. . . . . . . . . 89
4.15 Position and speed errors in moving mode. Speed errors appear in blue,
position errors appear in red. . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.1

Overhead view of field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2

Height localization system. . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.3

Example scan and distribution . . . . . . . . . . . . . . . . . . . . . . . . 99

5.4

Global to body frames. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.5

Altitude estimation coordinate frames. . . . . . . . . . . . . . . . . . . . . 101

5.6

System coordinate frames . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.7

Altitude estimation system . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.8

Altitude estimation system with fault tolerance . . . . . . . . . . . . . . 106

5.9

Altitude estimation system graph . . . . . . . . . . . . . . . . . . . . . . . 108

5.10 Indoor test environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.11 Error statistics of indoor altitude estimation tests. . . . . . . . . . . . . . 111
5.12 Outdoor altitude estimation results. . . . . . . . . . . . . . . . . . . . . . 113

xv
6.1

Overhead view of cornfield from UAV. . . . . . . . . . . . . . . . . . . . . 116

6.2

Row localization algorithm graph. . . . . . . . . . . . . . . . . . . . . . . 120

6.3

Row localization illustration. . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.4

Row localization software system. . . . . . . . . . . . . . . . . . . . . . . 128

6.5

Row localization system hardware. . . . . . . . . . . . . . . . . . . . . . . 129

6.6

Overhead perspective of ground truth experiment. . . . . . . . . . . . . 130

6.7

Image processing for observer grading. . . . . . . . . . . . . . . . . . . . 131

6.8

GPS baseline performance. Color gradient denotes passage of time. . . 135

6.9

Genetic algorithm design process and results. . . . . . . . . . . . . . . . 137

6.10 2-DOF errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.11 2-DOF error distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.12 3-DOF errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.13 Row switch evaluation experimental configuration. . . . . . . . . . . . . 147
6.14 Primary row switch detection metrics. . . . . . . . . . . . . . . . . . . . . 149
6.15 Row switching conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.16 Speed distributions during extended flights. . . . . . . . . . . . . . . . . 153
6.17 Laser position estimates during manual long duration flight. . . . . . . 153
6.18 Localization errors by distance. . . . . . . . . . . . . . . . . . . . . . . . . 155
6.19 Regions with little plant data. . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.20 Regions dominated by noise. . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.21 Unstructured regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.1

Varying angles and locations of laser scan on leaf. . . . . . . . . . . . . . 168

8.2

Example scan dendrogram. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.3

Example scan color coded with hierarchical clustering results. . . . . . . 171

8.4

Field states during cluster analysis experiments. . . . . . . . . . . . . . . 172

xvi
8.5

Scan analysis during growing season. . . . . . . . . . . . . . . . . . . . . 173

8.6

Laser estimated distance above crop and ground compared to IMU and
GPS derived estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

8.7

Spectrograms of distances estimates in corn field. . . . . . . . . . . . . . 178

8.8

Power spectral density of distance estimates. . . . . . . . . . . . . . . . . 179

9.1

Sensor installation scenario. The UAV must deploy sensor nodes in
area free from obstructions and hard surfaces. . . . . . . . . . . . . . . . 184

9.2

Sensor installation system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

9.3

Sensor installation node. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

9.4

Sensor deployment drawings. . . . . . . . . . . . . . . . . . . . . . . . . . 190

9.5

Example acceleration data. . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

9.6

Predeployment sensor installation procedure. . . . . . . . . . . . . . . . 197

9.7

Sensor installation node . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

9.8

Decision tree for indoor training data using all available features. All
units in raw ADC counts except for frequency measurements. . . . . . . 201

9.9

Indoor decision tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

9.10 Postdeployment sensor installation procedure. . . . . . . . . . . . . . . . 211
9.11 Postdeployment measurement process . . . . . . . . . . . . . . . . . . . . 212
9.12 Cross validation error by method and deployment depth. . . . . . . . . 214
9.13 Distribution of installation features. . . . . . . . . . . . . . . . . . . . . . 214
9.14 Decision tree for outdoor installation. . . . . . . . . . . . . . . . . . . . . 216
A.1 Top level view of the Simulink model. . . . . . . . . . . . . . . . . . . . . 228
A.2 Trajectory generation block. . . . . . . . . . . . . . . . . . . . . . . . . . . 229
A.3 Low pass state filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
A.4 Low pass filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

xvii
A.5 Top level continuous controller. . . . . . . . . . . . . . . . . . . . . . . . . 232
A.6 Continuous control calculation block. . . . . . . . . . . . . . . . . . . . . 233
A.7 System noise process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
B.1 Closed loop x position and velocity Bode plots in moving state. . . . . . 236
B.2 Closed loop z position and velocity Bode plots in moving state. . . . . . 237
B.3 Closed loop x position and velocity Bode plots in hovering state. . . . . 239
B.4 Closed loop z position and velocity Bode plots in hovering state. . . . . 240
C.1 Ascending Technologies communication packets. . . . . . . . . . . . . . 243
C.2 Ascending Technologies command packet. . . . . . . . . . . . . . . . . . 244
D.1 Mechanical Turk workers’ response to test question. . . . . . . . . . . . . 249
E.1 Benchmarking results’ empirical CDFs. . . . . . . . . . . . . . . . . . . . 252
F.1

Indoor visual odometry experiment experimental setup. . . . . . . . . . 258

F.2

Indoor visual odometry example images. . . . . . . . . . . . . . . . . . . 260

F.3

Lucas-Kanade full size example image under different noise thresholds.
The black arrow indicates true motion of vehicle. . . . . . . . . . . . . . 261

F.4

Lucas-Kanade resized example image under different noise thresholds. 263

F.5

Indoor Lucas-Kanade performance. . . . . . . . . . . . . . . . . . . . . . 265

F.6

Indoor Lucas-Kanade performance metrics. . . . . . . . . . . . . . . . . . 266

F.7

Lucas-Kanade full size example image in outdoor field conditions. . . . 268

F.8

Outdoor Lucas-Kanade performance. . . . . . . . . . . . . . . . . . . . . 268

F.9

Outdoor Lucas-Kanade performance metrics. . . . . . . . . . . . . . . . . 269

F.10 SURF indoor example image. . . . . . . . . . . . . . . . . . . . . . . . . . 271
F.11 Indoor SURF performance. . . . . . . . . . . . . . . . . . . . . . . . . . . 272
F.12 Outdoor SURF performance. . . . . . . . . . . . . . . . . . . . . . . . . . 273

xviii

List of Tables

4.1

Closed loop margins for the controller for moving mode. . . . . . . . . . 84

4.2

Closed loop margins for the controller for hovering mode. . . . . . . . . 85

6.1

Row localization component weights. . . . . . . . . . . . . . . . . . . . . 129

6.2

Errors between observer and laser position estimates for 2-DOF flights. 142

6.3

Errors between observer and laser position estimates for 3-DOF flights. 145

6.4

Error statistics for shifted 3-DOF flights. . . . . . . . . . . . . . . . . . . . 145

6.5

Extended flight experiment details. . . . . . . . . . . . . . . . . . . . . . . 152

6.6

Stable flight metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.1

Impact of estimation parameters on crop height estimates. Values with
a * are within 5cm of hand measurement . . . . . . . . . . . . . . . . . . 166

9.1

Principal components of acceleration during indoor landings. . . . . . . 200

9.2

Classifier accuracy with different combinations of features. . . . . . . . . 201

9.3

LDA results, comparing all four lab surfaces. . . . . . . . . . . . . . . . . 202

9.4

QDA results, comparing all four lab surfaces. . . . . . . . . . . . . . . . . 202

9.5

SVM results, comparing all four lab surfaces. . . . . . . . . . . . . . . . . 202

9.6

Decision tree results, comparing all four lab surfaces. . . . . . . . . . . . 202

9.7

Indoor classification results after dividing the trial data into two classes. 204

xix
9.8

Indoor verification results. Correct classification are in black, incorrect
classification are in red. “S” indicates a soft classification, “H” indicates
a hard classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

9.9

Principal components of acceleration during outdoor landings. . . . . . 207

9.10 LDA results, comparing all four outdoor surfaces. . . . . . . . . . . . . . 208
9.11 QDA results, comparing all four outdoor surfaces. . . . . . . . . . . . . . 208
9.12 SVM results, comparing all four outdoor surfaces. . . . . . . . . . . . . . 208
9.13 Decision tree results, comparing all four outdoor surfaces. . . . . . . . . 208
9.14 Outdoor pre-deployment surface classification results. . . . . . . . . . . 209
9.15 Principal components of landing acceleration during installation procedure in which at least 45 mm of anchor is buried. . . . . . . . . . . . . . 213
9.16 Installation depth classification results. . . . . . . . . . . . . . . . . . . . 215

1

1

Introduction

This dissertation introduces new techniques for environmental monitoring through
low flying unmanned aerial vehicles (UAVs) and integrating wireless sensor networks (WSNs) with robotics. We begin by motivating the need for improving
environmental and agricultural monitoring with robotics and wireless sensor networks. This motivation shows the high level issues with current approaches, and
presents our vision for future systems that address these problems. After the
motivation we present the specific contributions of this dissertation. Finally, we
conclude with an organizational overview of this dissertation.

1.1

Motivation

Advances in technology are changing the way we monitor and interact with the
environment. Environmental monitoring uses sensors and human observations to
quantitatively assess the state of the environment. Using sensors, researchers may
monitor the air, land, and soil in an area to search for pollution, characterize plant
and animal populations, measure soil nutrient levels, and other environmental
factors. Given the large geographic areas researchers must frequently monitor,
many tools have been developed to autonomously monitor and store environmental
data over different spatial and temporal time scales. Two technologies that are at
the forefront of environmental monitoring are small UAVs and WSNs. These are
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complementary technologies, as UAVs are a highly mobile platform that can sense
a region on demand for short periods of time with high spatial resolution. Static
WSNs are able to perform long term monitoring of a given area with lower spatial
resolution, but require extensive work to deploy and maintain.
For example, consider monitoring an agricultural field. To build a complete
model of the environment, a researcher must monitor soil properties such as the
moisture content, CO2 in the air, pollution in adjacent water bodies, and plant
properties such as height and reflectance. The research will use a variety of tools
to monitor these properties, depending on the type of sensor needed to monitor
the property and the spatio-temporal resolution requirements. Using current
technology, the researcher will deploy sensor nodes to monitor the CO2 and soil
moisture throughout the diurnal cycle [37, 77]. The researcher will periodically
collect water samples by hand for laboratory analysis [42] and measure the crop’s
height. Finally, a UAV flying high over the field will measure the reflectance of the
plants in different wavelengths using a hyperspectral camera.
This process, in particular the manual data collection, is extremely time consuming for the researcher. The sensor nodes must be deployed to the appropriate
locations and periodic maintenance performed to replace damaged nodes, replenish depleted batteries, and retrieve information from non-networked nodes. The
manual data collection requires teams of researchers to travel to remote or difficult
to access locations to laboriously measure plant properties and collect physical
specimens. Finally the UAV, while able to collect data at high speed, lacks the
autonomy to perform missions that are more complex than flying high (>10 m)
above the crops and collecting aerial imagery.
Figure 1.1 presents our vision of UAVs monitoring outdoor environments
in the future. Rather than flying high above the environment and observing it
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Figure 1.1: UAVs in outdoor environment

with passive sensors such as cameras, we envision operating close to challenging
environments to use active sensors, such as laser scanners. We repurpose the base
UAV airframes with other payloads to deploy WSNs in outdoor environments,
avoiding hazardous obstacles such as rocks and tall grass, to sense underground
features like soil moisture that are not visible from the air.
Our work addresses the challenges of using robotics in field environments for
low altitude environmental monitoring. We address two current shortcomings in
robotics, which are the ability to accurately localize itself within an agricultural setting, and how to autonomously deploy nodes for WSNs. We show how improved
localization techniques benefit a UAV in corn phenotyping trials that measures
plant properties. We also develop improved WSN node deployment procedures,
which allows the UAVs to more efficiently deploy WSN nodes in unstructured
environments.
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The motivating example for our localization work is corn phenotyping trials.
In these trials, a field is planted with different varieties of corn that undergo
different treatments to assess the genetic strains’ responses. Manually collecting
data in these environments is extremely time consuming, but necessary to assess
the impact of short term environmental stresses on the different subplots. While
a UAV flying high over the crops can collect some information on them, other
key metrics can only be measured by flying the UAV extremely close to the crops,
with greater accuracy than is possible with the global positioning system (GPS).
Navigating close to the crops requires improved localization procedures on the
UAV, so that it can accurately sense where the plants are in relation to the vehicle.
Once the UAV is able to fly close to the crops, it must also track particular rows
of plants in the field because of the small size of the individual experiments. For
the data collected by the UAV to be useful, it must be mapped back to the subplot
it is collected from. The UAV must be able to discriminate between the different
plant rows, and use this information in its control loops to successfully traverse
the fields. The accuracy for this task again exceeds what is possible with standard
GPS receivers, which forces us to use alternative localization methods.
Once we are able to precisely localize the UAV within a field, it is possible to
measure interesting plant properties. One of the key properties of the plants we
are able to measure is their height. Measuring the crop height results naturally
from our localization method, which allows us to use the same sensors to both
navigate the UAV, and perform the scientific mission. By utilizing the sensors
for both tasks, a smaller, lighter weight UAV is able to perform these scientific
missions. This UAV not only less expensive than large vehicles, but is also safer
and easier to operate.
Finally, we can use the UAVs to deploy sensor nodes in an unstructured
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environment, such as an agricultural field or disaster area. Traditionally, WSN
node deployments are very haphazard, which results in many ineffective or
damaged nodes after deployment. To compensate for this, additional nodes are
preemptively deployed, which is inefficient and increases mission costs. We use
the onboard UAV sensors to analyze a target area prior to deploying a node. This
pre-deployment test allows the UAV to selectively and intelligently deploy nodes
in desirable areas.

1.2

Contributions

This work addresses the issues we have identified with environmental monitoring
from UAVs. We are particularly interested in solving problems related to localizing
the vehicle in challenging outdoor environments. A practical localization scheme
in these areas will have a broad impact not just for environmental monitoring, but
for many robots which operate in outdoor areas. The research contributions in this
area are as follows.
• An altitude estimation system utilizing a short range laser scanner that
enables operating a UAV within one meter of plants in a mature agricultural
field.
– Indoor evaluations using a motion capture system prove the basic
premise of the system.
– Outdoor evaluations confirm the performance in a realistic setting.
• A process for identifying plant rows from the same laser data used in the
altitude estimation process. By identifying the row locations, a small UAV
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is able to track specific plant rows with greater accuracy than standard GPS
guidance.
– Multiple outdoor experiments over mature crops validate the system
performance.
– Camera based visual odometry solutions are explored.
– Long endurance flights test the sustained system performance.
• A high speed system for estimating crop height from an airborne vehicle.
The crop height estimates are as accurate as measurements collected by a
trained researcher using traditional methodology.
• A method for controllably deploying WSN nodes from an airborne vehicle.
– Developing a pre-deployment analysis using tactile sensing to determine
the terrain’s suitable for sustaining a sensor node.
– A post-deployment analysis to evaluate the deployment outcome.
These research contributions required extensive software development. While
the software implements previously published work, it represents a major evolution
in the capabilities of the NIMBUS laboratory. For a complete understanding of the
research systems in this dissertation, we present the following information on this
software development.
• A replacement for the NIMBUS laboratory’s software system. This software
encompasses all aspects of operating a generic robotic platform, including
the areas below.
– Communication with embedded hardware on a robot.
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– Graphical user interfaces for controlling a robot.
– Utilities for running pre-scripted missions.
• A hybrid control system to regulate the position and velocity of the vehicle.
– A continuous controller that regulates the position and velocity of the
vehicle.
– A discrete controller that modifies the continuous controller’s behavior
based on the flight status.
– A trajectory generator for creating flights with well defined acceleration
profiles.
Finally, we present a broad examination of field data collected via the laser
scanner. We relate this data to the localization performance and characterize
features present in the scan data. Given the increasing prominence of laser
based sensors in autonomous robots and high throughput phenotyping, this data
provides a starting point for future research avenues.
The combination of work presented in this dissertation is a multifaceted approach to complete environmental monitoring. This work focuses on the localization problem because of the impact in agricultural robotics, phenotyping, and
general field robotics. The extensive validation and testing of the contributions in
this area reflects their importance. Even with this focus, WSN deployments form
an important complementary approach to the robotic monitoring, as is seen in the
remainder of this dissertation.
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1.3

Organization

The remainder of this work is organized as follows. We begin with a survey of
related work. Our work encompasses a broad range of disciplines, so we present
related work on agricultural robotics, phenotyping, localization, and wireless
sensor networks. The related work focuses on contributions that are closely related
to this dissertation.
After the related work is a thorough description of the hardware, software,
and control systems of the vehicles used in this dissertation. This detailed system
description is necessary because of the complexity of the systems. This also gives
a general introduction to the UAVs’ capabilities and limitations. An evaluation
of the control system concludes these chapters to verify that the overall system is
functioning properly.
Next, we introduce the localization work. This covers both the altitude and
row tracking control. These contributions undergo extensive indoor validation
and outdoor field tests. We include several experiments to validate the underlying
ideas, test them in realistic conditions, and identify failure modes.
As a result of the localization procedure, we are able to accurately measure
the height of corn plants in phenotyping trials. We present this contribution after
the localization experiment. This contribution is again tested under real world
conditions.
We then use data from the fields experiments to perform a deeper analysis on
how the corn fields present themselves to the laser scanner. Using the recorded
data we identify features in the field experiments. These features suggest the UAV
is capable of identifying and characterizing plant development in phenotyping
trials. We also perform a deeper analysis of the altitude estimation procedure

9
using data collected from the row localization experiments.
The localization with low flying UAVs and crop height measurement system
form the short-term, high spatial resolution component of our contributions. We
then present the sensor node deployment and tactile surface classification research.
This research is again verified through indoor and outdoor fields trials.
Finally, this dissertation concludes with a summary of our contributions and
proposed future work.
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2

Related Work

This chapter presents prior work on robots in agriculture, phenotyping, localization
in outdoor environments, tactile sensing, and wireless sensor networks. This
examination explores how these different areas contribute to developing systems
of highly autonomous robots to perform long term environmental monitoring.
The prior work highlights common difficulties in this area, what has been done
to address problems, and problems that have yet to be solved. Exploring this
prior work motivates the contributions in the remainder of this dissertation and
establishes the context in which they are developed.

2.1 Robots in Agriculture
Agriculture has greatly benefited from increasing levels of technology and automation [55]. One of the largest impacts technology has on agriculture is reducing the
human labor needed for crop production. Increasingly large machines operate
at greater speeds and perform more types of work in the field, which reduces
labor needs. Collectively, technological advances in sensing, automation, and
farm management practices lead to precision agriculture. Precision agriculture
uses advanced sensing, machinery, and farm management practices to precisely
apply irrigation and fertilizer and create better planting techniques [28]. Use of
precision agriculture improves yields while reducing chemical and fertilizer needs.
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In addition, these technological advances, combined with advancements in plant
breeding and genetic engineering, are creating better plant hybrids [97, 111]. Future improvements in precision agriculture will require advanced robotic systems
that further reduce labor needs and perform more complex tasks than current
machinery can accomplish. This section presents a survey of current commercial
robotic systems and research platforms that form the basis for future farm vehicles.

2.1.1

Ground Robots

The first class of agricultural robots we examine are ground robots. Such robots
are commonly known as autonomous ground vehicles (AGVs) or unmanned
ground vehicles (UGVs). Commercial agriculture producers already make use of
large semi-autonomous vehicles featuring autosteering capabilities to precisely
drive vehicles along pre-defined paths under direct human supervision. Research
vehicles under development expand upon these capabilities with more intelligent
systems that are capable of performing more complex tasks.
Agricultural practitioners are already making using of limited autonomous
systems in commercial operations. Current systems augment existing large farm
vehicles, such as the tractor in Figure 2.1, with additional sensors and actuators to
operate the steering system [27, 32, 114]. These systems follow pre-computed paths
using real time kinematic (RTK) GPS receivers to localize the vehicle. Such systems
are capable of following paths with a precision approaching ±2 cm. These autoguidance, or autosteering, vehicles perform common tasks such as planting, tilling,
spraying, and harvesting fields. RTK GPS equipped vehicles drive with more
sustained precision and accuracy than humans are capable of, which improves the
outcomes of their work.
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The increased cost of equipment in precision agriculture is outweighed by
increases in crop productivity and reductions in input costs [70]. Autosteering
tractors are also a method of mitigating risks and optimizing field production
practices [125]. These benefits have lead to the widespread adoption of these semiautonomous vehicles and precision agriculture practices. These improvements are
remarkable, especially given that they largely reuse existing equipment.
There are many benefits to re-using existing vehicle platforms for commercial
and research operations. These large machines have a virtually unlimited payload
for carrying sensors and actuators, can easily move through most field terrain,
and their slow speed and stability make them easy to control. From a practical
perspective, agricultural practitioners already own the vehicles, so retrofitting
them for autonomous operations is a more economical solution than purchasing
new vehicles. Also, the vehicles are already compatible with the existing farm
equipments and procedures, which eases their adoption.
There are drawbacks to using these large vehicles. Large tractors are expensive
to operate due to fuel, maintenance, and overhead costs [121]. The high operating
costs means farmers and researchers will limit their usage unless absolutely
necessary. The vehicles’ heavy weight causes soil compaction, which damages
fields and impacts experiments [65, 80, 113]. A traditional farm vehicle’s design
focuses on fulfilling operations at the beginning and end of the plants’ lifetimes.
This limits their utility in the middle of the growing season, when there is much
information to gain from the fields. Finally, the autonomy of the vehicles is limited
to blindly following pre-planned routes, and they lack sensors to sense the dynamic
environment they operate in. As a result, the vehicles cannot react to problems,
such as people obstructing their path, which creates a safety hazard. The lack of
true autonomy in dynamic field conditions prevents the vehicles from performing
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more complex tasks, and as such, they still heavily rely on human operators.

Figure 2.1: Autonomous tractor for orchard spraying [128].

There is a limited amount of publicly available work on next generation autonomous farm vehicles that address these shortcomings. One approach, shown
in Figure 2.1, incorporates optical cameras onto the vehicle for sensing dynamic
obstacles [128]. This platform spreads insecticides in orchards, where it is imperative that humans not be present where the vehicle is operating. The cameras
continuously monitor the environment, and alert a remote operator when a possible human is in operating area. While this vehicle is more reactive to dynamic
environments, it is still not fully autonomous, and relies on standard RTK GPS
and other sensors to navigate well defined paths in the orchard.
The lack of research on more autonomous field tractors is partly explained by
their high cost and maintenance overhead. Coupled with their niche agricultural
research areas, this limits the research interest in them from the robotics community.
Another reason for the limited research could be the farm environments are not as
challenging as other autonomous vehicle settings, such as urban streets. Future
agricultural advances may require new types of robotic platforms to perform tasks
that humans currently carry out, or completely replace how common farm tasks
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are implemented.
Large commercial farm tractors, as in Figure 2.1, are not the only approach to
autonomous vehicles on farms. On the other end of the size spectrum are small
vehicles, such as those in Figure 2.2. These types of vehicles are either small,
modified utility vehicles or built specifically as a research tool. The advantages
of these types of vehicles over large commercial tractors is they are easier to
modify, build, and operate. Research on these smaller vehicles focuses on highly
autonomous operations, novel sensing, and environmental manipulation.

(a) Modified John Deere
Gator [44].

(b) BoniRob autonomous
vehicle [18].

(c) AgBot [115].

Figure 2.2: Agricultural research robots.

The vehicle is Figure 2.2(a) is a modified John Deere Gator for sensing and
localization research [44, 45, 46]. This vehicle is capable of autonomously navigating fields by detecting plant rows with cameras. The stability and payload
capacity of this vehicle make it an excellent platform for this research. The payload
is particularly useful, as it can carry extensive instrumentation, such as RTK GPS
receivers, or large computers for computationally intensive tasks. The vehicle’s
target environment is fields of low lying or immature crops. The low ground
clearance of this vehicle prevents it from entering fields of crops such as soybeans
or corn without damaging the plants. This precludes using the vehicle for research
except for shortly after planting. This limits the utility of the vehicle for many
applications.
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A vehicle similar to Figure 2.2(a) autonomously navigates fruit orchards [16]
using a laser scanner. In this situation, the AGV carries workers to the trees
where they perform pruning and harvesting tasks. The AGV improves worker
efficiency by autonomously bringing the workers to trees and maneuvering around
the orchard without a driver. In this scenario, the vehicle’s stability is necessary
for worker safety. The payload is useful for carrying the workers and the large
lidars for localizing the vehicle. This is an excellent example of a research vehicle
that fulfills a task in a specific environment. In our work, we are interested in
more densely cluttered fields, such as corn and soybeans, which do not have well
defined paths to drive a vehicle through.
Figures 2.2(b) and 2.2(c) show vehicles specifically built for robotics research
on physical manipulation. Examples of this type of research include mechanical
weeding, precise chemical application, and harvesting delicate crops [12, 39, 96].
These vehicles can precisely maneuver manipulators and sensors close to the crops,
which is more difficult to do with larger vehicles. Since these smaller vehicles
cannot perform the same amount of work as a large tractor, researchers envision
using swarms of these vehicles to replace large vehicles in commercial farming
operations. Robotic swarms offer redundancy, but require complex path planning
and coordination to be effective.
These smaller vehicles are more attractive to our environmental monitoring
than large tractors because of their cost and simplicity. Even these small vehicles
have the payload capacity to carry large numbers of sensors and computational
resources. Small vehicles are stable platforms which simplifies sensor integration.
However, these vehicles have drawbacks that cause us to consider other alternatives.
Most importantly, all ground based vehicles face restrictions on entering fields
full of large, mature crops without damaging the plants. This limited mobility
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restricts when it is possible to monitor a field. Vehicles such as the BoniRob in
Figure 2.2(b) have higher ground clearances, but there are limits to this approach
before the vehicle becomes unstable. Weather events can make fields muddy,
further restricting ground vehicles’ utility. Furthermore, ground vehicles are slow
because of the rough terrain they operate on.
These restrictions on ground vehicles make them well suited to manipulation
tasks, such as weeding, early in the season, but less than ideal for collecting
environmental data throughout the growing season. This motivates the use of
aerial robots in agricultural settings for certain tasks, which we will now explore.

2.1.2

Aerial Robots

The operating costs and limited mobility of ground robots motivates the use
of aerial robots in outdoor environments. Aerial robots can fly high over most
obstacles and travel at much greater speeds than AGVs. A benefit to this high
flying operation is an aerial perspective that allows UAVs to quickly survey
large areas. While there is an enormous variety of aerial vehicles available today
[5, 23, 30, 31], we restrict ourselves to rotorcraft and fixed wing aircraft. These two
types of aircraft are by far the most popular approaches to the types of short term
environmental monitoring considered in the remainder of this work. This section
presents a brief overview of their capabilities and later sections revisit them in
context of other related research.
Fixed wing UAVs resemble traditional propeller driven aircraft. Forward or
backward facing propellers provides thrust for the vehicle and wings provide lift.
These vehicles come in a vast range of sizes, from aircraft with wingspans on the
order of a single meter to full sized jet aircraft [5, 26, 73]. Agriculture practitioners
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and researchers are making extensive use of smaller UAVs. Small fixed wing
UAVs are hand-launchable near a mission area without requiring supporting
infrastructure, such as runways or takeoff assistance that are required by larger
aircraft. Small fixed wing aircraft have a typical payload capacity of up to 30 kg
[5, 73, 131]. Fixed wing aircraft are efficient to fly and can continuously fly for
hours [5].
This type of UAV typically flies at altitudes between 20 m to 100 m above the
ground. This eliminates most obstacles in the flight path, thus simplifying mission
planning [137]. The large payload capacities and flight times create an ideal
platform for large sensors such as hyperspectral cameras. By operating high above
the ground, fixed wing UAVs can survey large areas with a small number of flights.
These characteristics make them appealing for researchers and practitioners.
Fixed wing aircraft do have several drawbacks. Large aircraft with multi-meter
wingspans are difficult to transport and launch in remote locations. These small
aircraft fly similarly to their larger brethren, necessitating regular training and
practice at flying to maintain proficiency [5]. Another intrinsic drawback is fixed
wing aircraft must continuously move while in the air. This makes it difficult
to maneuver the aircraft close to an object, or maintain a continuous stream of
observations on a fixed location.
Rotorcraft are an alternative to fixed wing aircraft that offer interesting tradeoffs in capabilities. Rotorcraft come in a variety of configurations. Some resemble
scaled down traditional helicopters with a single blade above the aircraft body
[139]. Increasingly, multirotor aircraft are replacing helicopters [58, 66] in research
and practice. This change is due to the simpler mechanical and flight control
design of multirotor aircraft when compared to traditional helicopters. This shift
is possible due to improvements in sensors and embedded microprocessors that
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enable the high speed and precise control loops these vehicles require.
Rotorcraft have several desirable flight characteristics. Primarily, they can hover
in one location. Hovering creates a stable vantage point for sensors such as cameras.
Hovering flight modes also enable physical interactions with the environment,
since the vehicle can maintain a fixed relation to an object in the environment
[8, 106, 135]. Furthermore, precise localization allows these aircraft to operate very
close to their environment and use short range sensors such as small lidars and
ultrasonic sensors [8, 106]. These characteristics make them an ideal platform for
our research, which focuses on sensing and environmental interaction.
Multirotor aircraft have several drawbacks, especially when compared to fixed
wing aircraft. Multirotor aircraft have much lower payloads, typically less than a
kilogram, and rarely over five kilograms. Moreover, their aerodynamic inefficiencies lead to shorter flight times in the range of 5 min to 40 min [13, 38]. Despite
these drawbacks, their extreme maneuverability and ease of use make them the
ideal platform for our research.

2.2 Phenotyping
The major motivating application of the localization contributions in this work
is data collection in corn phenotyping trials. The goal of phenotyping is to
“produce a description of the plant’s anatomical, ontological, physiological, and
biochemical properties” [57]. Traditionally, producing this description required
labor intensive data collection through manual measurements. Collecting physical
measurements about plants is shifting from manual data collection measurements
to automated systems which non-destructively collect large amounts of data from
a large population of plants [43]. This large scale data sampling is high throughput
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phenotyping, and relies on sensors such as laser scanners, cameras with depth
sensors (RGB-D), and computer vision analysis of photographs [51, 108, 109, 136].
For example, a UAV with hyperspectral cameras flying between 10 m to 250 m
above fields can monitor different plant properties, such as water stress, photosynthesis process states, and chlorophyll content [24, 145, 132]. These measurements
contain important information about plant development and health. Phenotyping
trials frequently compare the development of different genetic strains under the
same growing conditions, or vary the growing environment for the same genetic
strain. These experiments reveal interplay between different plant varieties and
their environmental responses.
Large scale data collection in phenotyping trials using manual data collection
techniques is difficult because of the quantity and frequency of data collection. As
a result, robotic sensing platforms are replacing manual data collection for reasons
of efficiency and scaling. Multiple studies using UAVs and ground vehicles
demonstrate the effectiveness of ground and aerial robots as high throughput
phenotyping sensing platforms exist in the agricultural community [6, 29, 35, 142].
These pure phenotyping research efforts use vehicles with little autonomy and
focus on the data analysis and collection aspects of high throughput phenotyping
research. These works assume that GPS, or at most RTK GPS, is sufficiently
accurate to guide the vehicles within the environment. Studies using UAVs operate
the vehicles high above the target fields where they do not need precise localization
or obstacle avoidance. Instead, post-processing the data corrects for inaccuracies in
the localization schemes and reconstructs the field data. Vehicles in these studies
are usually manually operated by a human operator, and do not rely on any degree
of autonomy.
Improved sensors and aerial vehicles are changing phenotyping trials by pro-
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ducing vast amounts of information that was not possible to collect with traditional
methods. Even with advances in UAVs and UGVs, these studies still heavily rely
on human operators to supervise and operate vehicles. The need for human
supervision artificially limits the vehicles’ capabilities. For instance, UAVs must
maintain enough distance from the ground and obstacles that a safety pilot can
recover and fly the aircraft at any time. Given the limited autonomy of these
vehicles, and the limited response times of humans, this requires flying the aircraft
farther from the fields than is strictly necessary. Operator fatigue limits mission
lengths, which limits the amount of data collected during an experiment. These
limitations motivate our work in developing more autonomous systems that are
capable of sensing and reacting to their environment in flight.
In our work, we fly close to the fields so that active sensors, such as laser
scanners, can measure plants’ properties. This low altitude operation increases the
spatio-temporal resolution of the data we collect, but necessitates high speed and
precise sensing of the environment to guide the UAV within 1.0 m of the plants.
Existing platforms for high throughput phenotyping are incapable of carrying out
these missions because they do not react to dynamic changes in the environment,
or do not sense their environment in a manner which the flight control system
can use. Our contributions address these problems to create next generation high
throughput phenotyping research platforms.

2.3 Localization
Robot localization is a wide ranging research area, exploring diverse environments
including indoor buildings, urban roads, and agricultural fields [44, 79, 123]. In
this section we focus on the most relevant works that specifically target agricultural
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environments, especially broad acre crops. Most of the related work uses visual
odometry to guide autonomous robots through a variety of landscapes. For
completeness, we also present an overview of related simultaneous localization
and mapping (SLAM) research, which not only localizes a vehicle, but also maps
an area.
RTK GPS receivers are one of the most widely adopted localization technologies
in commercial agriculture. RTK GPS receivers add additional infrastructure to
standard GPS systems to deliver position estimates with centimeter level accuracy
and high repeatability [83, 84, 119]. These factors have lead to widespread adoption
of RTK GPS sensors in ground vehicles. Small UAVs have been slower to adopt
this technology. This slower uptake rate is due to the high cost, weight, additional
infrastructure, and need for an accurate preexisting map [45]. These factors make
it difficult to rapidly deploy a UAV without extensive preparation and mission
planning. In our work, we utilize a laser scanner as the primary localization sensor.
This sensor localizes the UAV more precisely than a standard GPS sensor and does
not require a priori knowledge about an area before flying in it. As an additional
benefit, the laser scanner doubles as a scientific instrument, making efficient use of
the vehicles’ limited payload.
Some of the first approaches to navigating row crops used camera based
visual odometry. Ground vehicles using variations on the Hough transform can
navigate through fields of short corn, wheat, and cauliflowers using only visual
data [41, 69, 82, 89]. All of these works assume that the plant rows will be widely
separated by mostly bare ground. This assumption allows the different algorithms
to easily segment the plants from the ground. Once this is done, the Hough
transform is effective at finding the parallel structure of rows in the segmented
image.
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The simplest visual odometry approach treats the plants as blobs, and uses the
Hough transform to find parallel lines that pass through the centers of the blobs
[89]. This approach works well, assuming that the computer vision algorithm can
robustly separate the plants from the ground. This task becomes difficult if the
field is weedy or is cluttered with debris, such as the remains of a prior crop. Later
works build upon this initial approach to specifically address these problems.
A localization method using the randomized Hough transform offers a substantial improvement over the standard Hough transform [68]. The randomized Hough
transform is computationally simpler, and more memory efficient than a standard
Hough transform. It does so by quickly eliminating pixels in an image that cannot
belong to an object at an early stage in the algorithm, thereby avoiding performing
expensive computations on them in later stages. This efficient operation reduces
the computational requirements of the visual odometry process, allowing simpler
platforms to navigate in a field. This algorithm still requires well delineated areas
between the plant rows.
Another computationally efficient approach exploits the known spacing between rows of plants in a field [69]. This approach assumes that the plants in a
field form dense rows that are separated by ground with significantly different
colors. The algorithm then looks for color changes in the image, and filters them
by the known row width. Color changes that happen at less than the row width
are rejected as noise, but if the changes occur at intervals resembling the row
spacing, then the process knows where the rows are. This approach bears some
resemblance to the row localization procedure we introduce, because we also
exploit the known row spacing in a field. However, by the authors’ own admission,
the visual odometry approach will not work well in overgrown field, or fields
with large numbers of weeds. Our work specifically tackles the overgrown field
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problem, and is not as sensitive to weeds within the field.
Machine learning improves upon these simple computer vision techniques
by using neural networks to better classify a noisy image’s features. A modified
Hough transform using a priori knowledge of the row spacing can use the better
identified features in the images to improve upon the previous methods [82].
This work also depends on images containing well defined areas between plant
rows. However, in our work, we also use the row spacing knowledge to search
for periodic features with the laser scanner to search for periodic regions of dense
plant matter.
This frequent assumption of well defined regions of plants and bare ground is
understandable, given that many of these works envision using their approach for
autonomous weeding robots. In this scenario, the robot would only travel through
the field when the plants are very immature and unable to compete with the weeds.
After the plants grow, there is no longer a need to perform weeding, so these
localization techniques are unnecessary. Our work addresses target applications
where the UAV must fly throughout the crops’ lifecycle, necessitating different
approaches.
Two notable computer vision based localization algorithms do not rely on
Hough transforms [44]. In one work, a ground based system extracts parallel
textures from pictures of a row crop. The vehicle heading and row offset are
calculated from the extracted parallel textures. This approach is vulnerable to plant
debris creating visually cluttered images, or the camera shifting its perspective.
These problems make it unsuitable for use on UAVs in mature fields, where the
images are almost certainly visually cluttered, and the UAV will constantly change
altitude.
In the second approach, a support vector machine (SVM) utilizes pre-labeled
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field images to learn the crop structure [45]. A ground robot uses the trained
SVM to navigate parallel rows. Experiments show this approach copes well with
heavily overgrown fields. However, the training procedure is not robust, and the
vehicle must be periodically driven manually to retrain on different field areas.
Furthermore, given the sensitivity of this approach to changes, it must be retrained
for different lighting, crops, or possibly plant varieties. While this approach shows
a great deal of promise, it is unclear whether these challenges will be solved. These
problems make it an undesirable method, especially since it is difficult to manually
fly aerial vehicles far away in a field environment.
Lidars are a popular alternative to cameras for localizing robots in outdoor
environments. Compared to cameras, lidars are much less sensitive to lighting
changes and color variations. Lidars, or laser scanners, operate by sending a series
of laser pulses from an emitter [63, 126]. The laser then reflects off objects in an
environment. The time of flight between sending and receiving the pulse, or the
angle at which the pulse returns to the sensor at, determines how far away an
object is from the scanner. Most sensors either scan along a line to produce a 2D
slice of the environment, or in 3D to produce a large point cloud of the surrounding
area. The active sensing operations allows them to operate in the dark, and their
measurements give extremely precise distance measurements. These characteristics
make them extremely valuable for robot localization.
One well developed approach uses a lidar to navigate an orchard. A ground
robot using a lidar and pre-sited reflective markers navigates the orchard by
detecting trees in the lidar’s point cloud, and guiding the vehicle between parallel
rows of trees through the use of a particle filter and the vehicle’s odometry [146].
The reflective markers signal the end of rows, assisting the vehicle in turning
around. In contrast, our work does not rely on additional infrastructure, and uses
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much simpler computational algorithms than processing the individual trees with
a particle filter.
Lidars can also localize ground vehicles in row crops [60]. In this approach, the
laser scanner is mounted close to the ground, with the beam parallel to the ground
plane. Given the plants’ shape, the authors assume there is a high probability of
the laser beams reaching the central plant stalk. Leaves close to the ground reflect
some of the range readings with an assumed probability distribution. Using these
probability distributions, the authors construct a particle filter for tracking where
the stalks are in the nearby rows. Our approach also uses the intuition that the
larger central stalk will generate a dense cluster of readings, although the overhead
perspective of the laser scanner from the UAV makes for a more cluttered view.
Furthermore, we do not try to differentiate individual stalks in the scans due to
the difficulty in locating them from an aerial perspective.
The prior methods estimate the vehicle’s location relative to local landmarks
and key features, and do not create a global estimate of the position. In contrast,
SLAM algorithms not only localize a robot in a frame of reference, but also create
a map of the environment. SLAM algorithms with lidars are commonly used in
well structured environments, such as urban cities [147]. They are not as common
in outdoor environments because SLAM requires recognizable features that the
vehicle can return to. In agricultural and many unstructured outdoor environments
there are not enough distinguishing features for SLAM algorithms. A notable
exception to this uses a laser scanner to navigate forests by tracking large tree
trunks [127]. The tree trunks and their relation to each other is unique enough to
provide a SLAM algorithm with reference points to build a map from.
Our near earth operation makes it unlikely that a SLAM algorithm will work.
Compounding the problem is SLAM algorithms are usually computationally
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intensive, requiring large amounts of a UAV’s payload for computing resources.
This requires either large UAVs, or limits the scientific payload carried during a
mission. These are undesirable compromises. Instead, we focus on using short
range laser scanners to estimate the vehicle’s position, and avoid building a full
environmental map, since it is unnecessary for our missions.

2.4 Wireless Sensor Networks
The previous sections cover robotics related sensing, localization, and short term
data collection through phenotyping trials. While these methods can capture the
state of the environment over a short period of time, they cannot conduct sustained
monitoring of an area over a long time period. Ground and air based vehicles face
power constraints, especially battery powered UAVs. Operating vehicles, especially
in harsh outdoor environments, requires periodic maintenance routines to keep
vehicles functioning. To complement the robots, we use static WSNs to maintain
persistent environmental coverage of an area. Our contributions to this area utilize
robotics as well, and focus on how to improve WSN deployments. We focus our
attention on work related to WSN deployments and robotic integration, and avoid
lengthy descriptions of the networking and power management techniques in
WSNs.
Small nodes, or motes, comprise WSNs. These motes are small devices containing sensors, small processors, storage, and communication devices. The small size
and low cost of WSNs limit their capabilities, so the bulk of WSN research focuses
on networking, data processing, and energy management challenges. Traditional
WSN research assumes that the node deployments are haphazard and the nodes
are randomly scattered throughout the environment [2]. Compensating for these
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random deployments requires deploying more nodes than are strictly necessary
to counteract sensor and communication gaps, as well as nodes that are placed
in suboptimal positions [21]. This in turn requires low cost nodes to make the
deployments feasible, since many redundant nodes are needed.
The ad-hoc networking capabilities of WSNs enable deployments in a large
variety of environments [2]. In some cases, these environments are inhospitable
and difficult to access, such as the region surrounding an active volcano [141]. In
this deployment, the nodes only operate for one week before the batteries must be
replaced, which is time consuming, difficult, and limits the system’s utility [140].
Moreover, unexpected circumstances, such as software failures, require redeploying
nodes multiple times to a region. Other deployments are not hazardous, but may
be difficult to reach or doing so may disturb the experiment. In one such case,
WSNs monitor bird habitats [88]. In these scenario, it is undesirable for humans to
repeatedly disturb the wildlife to replace failed nodes or collect data.
Using robots to deploy networks can solve some of these problems. Robots
should be capable of assessing terrain and communicating with nodes to determine
where and how to place nodes. Intelligent placement routines can also deploy
complex sensor nodes, such as those with solar panels or soil probes, that require
particular orientations to function correctly. Using robots to deploy WSNs therefore
has obvious advantages, but there has been little research investigating the practical
issues surrounding this possibility.
Multiple works investigate integrating robots and WSNs, but most target
improving WSN connectivity by improving where nodes are deployed, or using
a robot for data muling between nodes [52, 95]. These works heavily focus on
maximizing the network utility, but idealize the robot behavior, and do not account
for real world limitations of robots.
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One interesting work does use practical experiments to investigate deploying
WSNs from an airborne vehicle [40]. In this experiment, nodes are ejected from a
vehicle with minimal guidance or control. This results in many nodes with antennas oriented in suboptimal positions, such as in the ground, which compromises
the network performance. The authors address the problem by using cooperation
between the nodes to relay data, but do not consider how to better deploy the
nodes.
In another set of practical field experiments uncontrolled deployments from
an aerial vehicle result in many sensor nodes with poor connectivity due to
poor ground conditions and antenna orientation [33]. The authors of this work
address the problem by deploying additional nodes, which repairs the network
connectivity, but has the side effect of occasionally degrading network performance
by introducing additional network congestion.
We believe that intelligent robots can resolve these problems. By analyzing
the terrain and using better actuators, robots can carefully place their payloads
within an environment. This will result in better network performance and fewer
redundant nodes in the network. In the next section, we examine work related to
assessing terrain that will be useful in this procedure.

2.5 Surface and Terrain Classification
Continuous environmental monitoring by robots is difficult because of power
constraints and routine maintenance. Wireless sensor networks can augment
robotic monitoring when longer term environmental monitoring is needed, or
when the robot is incapable of sensing an environmental property. However,
deploying and maintaining WSNs is a labor intensive process. Deploying the
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WSNs with robots reduces the labor cost of the deployment, but robots must be
able to deploy WSN nodes in locations where they will operate correctly. Doing so
requires classifying the type of surface a WSN will be deployed on prior to placing
the sensor node in the environment. We examine two different areas of related
work in this area, either remote sensing of the surface, or physical interaction with
the surface by the robot.
Active sensing of a surface uses tactile sensors such as mechanical whiskers and
accelerometers. It is possible to discriminate between indoor building materials
such as aluminum, linoleum, and carpet using a support vector machine (SVM) to
analyze triple-axis accelerometer readings [34]. In this work, a test surface is placed
on a rotating turntable and a probe carefully touches the surface. An accelerometer
measures the probe’s vibrations as the surface spins for one second. The SVM
uses features such as the second through fifth moments of acceleration and the
frequency spectrum of the vibration to classify the surface with an accuracy of
96.7 %. Similarly, analyzing data from an acceleration and force sensor on a PR2
robot with an SVM classifier can discriminate between 15 different textures with an
accuracy of 80 % [143, 117]. A similar finger like tactile sensor, couple with Bayesian
exploration, can classify 117 different textures with a 95.4 % accuracy. While these
approaches are very accurate in controlled lab settings, where the contact angle,
duration, and force is precisely controlled, we seek to classify outdoor surfaces
with an autonomous robot. These robots have less predictable contact with their
environment due to limits in sensing and actuation in a field environment. Since
the contact is less controlled, these approaches are not feasible.
Sensing in a less controlled fashion decreases the classification accuracy of
these algorithms. A similar approach to these prior works which does not use a
precise orientation and distance between the sensor and test surface is only able

30
discriminate between two surfaces with an accuracy of 65 % [50].
There are several ground robots which classify the surface they are driving over.
One approach forgoes accelerometers and force sensors for tapping a microphone
on a laboratory’s floor, and analyzing the frequency response’s cross correlation
with a known surface [118]. This experiment is extremely accurate (98%) at
determining the surface the robot is driving over, but relies on tapping the surface
at the same point, in the same way, every time. Analyzing the linear discriminant
analysis (LDA) of the power spectral density (PSD) of accelerometer readings can
accurately classify outdoor surface types as a robot drives over them [22]. The
low computational complexity of this approach is appealing because it is suitable
for embedded systems. However, it relies on collecting long sequences of data,
whereas we attempt to classify a surface using only small sequences of data, since
we rely on UAVs with limited power reserves.
Lidars and cameras are two types of non-contact sensors that can classify
terrain. One such camera approach analyzes the tilting motion of a ground robot’s
onboard camera to estimate the properties of the underlying surface [78]. By
analyzing lidar data, a robot can separate the ground from easily traversable small
plants, from large obstacles, like trees [133]. Finally, a combination of lidar and
stereo cameras can classify off-road terrain for obstacle avoidance [78]. These
approaches rely on heavy sensors and heavy computation. The small UAVs we
envision deploying WSN nodes are incapable of carrying the sensors, nodes, and
computing resources for these approaches. Moreover, merely finding the presence
or absence of vegetation is insufficient for landing UAVs in an area, where mud or
extremely hard soil can damage a UAV during landing.
A related field of study uses onboard UAV sensors for terrain mapping. For
example, a vision system on a helicopter can find safe landing areas that are free of
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obstructions [130]. Colors and textures in aerial imagery can help UAVs segment
images into water, grass, trees, buildings, and roads [1]. Finally, a UAV flying over a
river can segment lidar data into areas of water and land to autonomously navigate
waterways [120]. In the future, we see the value of integrating these approaches
into our work. Currently, we assume that domain experts can identify areas to
deploy nodes to, and leave the final deployment procedure to an autonomous
robot that can make informed decision based on its sensor readings.
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3

Hardware and Software System

We begin our work by introducing the software and hardware systems underpinning our research. The software began as an augmentation of the robotic software
system used in the NIMBUS lab. It eventually became a complete replacement
with additional communication, control, and sensor fusion capabilities. These
capabilities make the highly autonomous missions and localization in the later
parts of this work possible. This chapter presents the hardware used in this work
as well as the software requirements, design, and implementation details. This
discussion provides context for developing extensions to this software for specific
experiments.

3.1 UAV
All experiments in this work use research UAVs by Ascending Technologies [13].
The UAVs share a common electrical and software system, and only the mechanical
systems are different. Figure 3.1 shows the two types of UAVs used in this work.
The first is a four rotor quadcopter, called a Hummingbird. The second is a six
rotor vehicle, called a Firefly. Both vehicles use brushless DC motors powered by
lithium polymer batteries.
The Hummingbird, shown in Figure 3.1(a), is a compact UAV with a limited
payload capacity that we use when we do not need to augment the system with
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(a) Hummingbird quadcopter.

(b) Firefly hexcopter.

Figure 3.1: UAVs used in this work.

heavy sensors or other devices. The Hummingbird measures 38 cm from the tips
of the arms, and 54 cm from the tips of the propellers. The UAV weighs ≈350 g
without battery or payload, and has a maximum takeoff weight of ≈710 g that
includes a maximum of 200 g of payload. The UAV has a flight time of up to
20 min, depending on the payload. The UAV can fly up to 15 m/s and can fly in
winds of up to 10 m/s.
The Firefly, shown in Figure 3.1(b), is a larger vehicle that we use to carry
heavy instruments and onboard computers. This UAV measures 46.5 cm across the
tips of the arms, and 66.5 cm from the tips of opposite propellers. The Firefly has
an empty weight of ≈650 g, a payload capacity of 600 g, and a maximum takeoff
weight of ≈1,600 g. The Firefly has the same speed and flight restrictions as the
Hummingbird. A valuable feature of the Firefly is it is capable of detecting some
types of motor failures, and flying with only five motors in emergency situations.
In contrast, the Hummingbird does not have any fault tolerance with respect to its
motors, and will crash if a motor is damaged.
Figure 3.2 shows the system architecture of the UAV. The Firefly and Humming-
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bird share a common set of sensors. Each has a GPS, nine degree of freedom (DOF)
inertial measurement unit (IMU), and barometric altimeter. A microcontroller,
referred to as the low level processor, reads the sensor data and fuses the various
inputs into a combined system state estimate at 1 kHz. The system’s pose estimate
in 3D spaces includes the vehicle’s x, y, and z linear position, its roll, pitch, and yaw
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Figure 3.2: UAV architecture diagram.

In addition to data fusion the low level processor runs a proprietary control
algorithm to calculate motor speeds to match a commanded vehicle attitude.
These motor speeds are sent to individual motor controllers at 1 kHz. The motor
controllers monitor the revolutions of the propellers and match them to the commanded motor speeds at 4 kHz. The firmware for the low level processor, flight
sensors, and motor controllers is provided by Ascending Technologies and is not
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accessible to the end user.
The other major component on the UAV is a microcontroller called the high
level processor. Unlike the low level processor, the end user can upload code
to this processor to perform tasks such as simple GPS waypoint following and
reading and writing data to the low level processor. The high level processor can
read sensor data and write attitude commands to the low level processor at the
full 1 kHz rate that the low level processor’s computation loop runs at. The user
can also directly access the low level processor via a 57,600 baud serial connection.
The high level processor is accessible through a separate serial connection. The
user can set the baud rate of the high level serial connection to speeds of up to
921,600 baud.
The preceding components are common to all Ascending Technologies UAVs.
The UAVs can stably fly with the combined processing, sensing, and motor control
components, but cannot sense the environment or perform complex missions. We
augment the stock components of the UAV with additional sensors and computing
devices. The sensors attach directly to the UAV. Additional computing capabilities
may be small computers mounted to the UAV, or it may be an offboard computer
that communicates with to a combination of the high and low level processors’
serial links connected to radios.

3.2 Software Requirements
We begin our discussion of the system software by developing requirements that
will meet the specific needs of our experiments, as well as general robotic systems.
We develop the system using Ascending Technologies UAVs, but design a flexible
architecture that can adapt to other vehicles [13]. This flexibility is useful, as other
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students in the NIMBUS laboratory have already adapted it to platforms from
other manufacturers [38].

Sensing

Perception

Control

Path
Planning

Figure 3.3: General robotic system architecture.

Figure 3.3 shows a general system architecture for many mobile robots, whether
it be a ground robot or flying vehicle. This is a closed feedback loop for sensing
and moving through the world. We briefly define the general responsibilities of
each of these elements.
Sensing: This component is responsible for measuring information about the
state of the UAV and its environment. This includes intrinsic sensors such as a
GPS receiver delivering information about the position and speed of the vehicle,
IMUs measuring the vehicle’s angular position and velocity, and extrinsic sensors
such as cameras and lidars which sense the external environment.
Perception: This system component transforms the sensor data into information usable by the higher level system software. This includes actions such as
extracting features from lidar scans, computing optical flow vectors from camera
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images, or identifying targets in radar data. Perception software on a robot allows
it to intelligently navigate and interact with its environment.
Path planning: A robot must determine how to reach a goal state from an
initial state by computing a valid path between the two. For example, an industrial
robot arm may need to move an end effector from a parts bin to a target location,
considering the constraints on the arm’s motion and limits on the applied force.
A mobile ground vehicle must consider how to drive to a target location while
avoiding obstacles such as other vehicles or road obstructions. Path planning
software computes trajectories to meet these requirements using information from
the perception subsystem.
Control: This system regulates the system’s actuators to match the desired
path. A multirotor aircraft, such as the ones considered in this work, must control
its motor speeds to match commands to achieve specified vehicle positions, speeds,
and angular rotations. A ground vehicle needs to regulate wheel speeds and
turning angles to match a given path.
Figure 3.4 contains the architectural components specifically developed for this
research. Notably, we omit the path planning algorithm, and rely on a human
operator to define safe paths for the vehicle to take through its environment. This
omission is due to our missions not requiring obstacle avoidance or complex
movements through the environment since we fly above any obstacles. Our
system can easily be extended to include such features, if later users require it.
Next, we briefly discuss these components’ requirements and additional system
requirements not captured by the diagram.
Autonomous operation: Field robots frequently operate far from human operators in conditions where reliable communications between the operator and robot
are not always possible. Moreover, the operator may not be able to directly observe

38

Sense

RX

Perception

TX

Control

UI

Figure 3.4: Required architectural components.

the robot or its relation to the environment. Since the UAV cannot always communicate with, or be observed by the operator, it must have a high degree of autonomy.
Therefore, our system must depend only on onboard sensors and computation
resources, and be able to accurately sense and perceive its environment.
Sensor integration: Our work in near earth environmental monitoring requires
sensing the environment to both generate scientific observations about a robot’s
surroundings, and to precisely localize the vehicle within the environment. Therefore, our software must easily integrate the standard GPS and IMU sensors on
a UAV with mission specific sensors, such as cameras and laser scanners. The
software must be flexible enough to accommodate sensors with different sensing
rates and modalities, and then fuse this information with other inputs.
Communications: Figure 3.3 does not describe how the data and control signals
flow through the system. The software must be able to communicate with onboard
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embedded processes on the UAV to retrieve information on the vehicle position,
pose, motor status, battery state, and any other information needed to control
the UAV. It must also interface to additional mission specific sensors. Closing
the sensing and control loop requires the software to send control signals to the
UAV so that the vehicle stably flies and follows target paths. These new nodes are
labeled RX and TX in Figure 3.4.
Vehicle control: The software must control vehicle hardware such as turning
the motors on and off. The software must also handle system faults, and not place
the vehicle in a dangerous operating condition. For instance, the software should
minimize the risk of the vehicle uncontrollably fly off, and attempt to land the
vehicle in case of widespread system failures.
Position and speed control: The system must be able to control both the speed
and position of the vehicle. One reason for jointly controlling the speed and
position of the vehicle is to safely maneuver the vehicle to a target position at a
speed a safety pilot is comfortable with. If only the position is controlled, the
vehicle can reach high speeds that observers cannot safely monitor, and backup
pilots cannot reassert control in case of emergencies. Another reason to control the
position and velocity of the vehicle is to survey a region at a fixed speed, therefore
generating a uniform set of data points. This type of survey is common in outdoor
applications and is highly desirable by end users.
User interface: An operator requires a user interface to easily control the
vehicle and monitor its status. This is the UI node in Figure 3.4. This replaces the
path planning node in Figure 3.3, and we rely on the human operator to manually
plan safe paths for the UAV to fly.
Automated control: Finally, the system must be capable of carrying out prescripted missions for experiments. Experimental field robotics requires running
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the same experiment with different parameters. Other times a vehicle will repeat
an experiment to gather a larger dataset. This requires a method of creating
pre-programmed and repeatable mission profiles.

3.3 Software Architecture
In this section we discuss the shortcomings of the initial NIMBUS software and
our replacement software system. Discussion of the control system is delayed until
Chapter 4 because of the extensive development and testing of this system.

3.3.1

Original NIMBUS Software

The original NIMBUS software fails to meet the requirements in several key areas.
The NIMBUS software relies on the fixed 57,600 baud serial connection to the low
level processor to retrieve sensor information and send commands to the vehicle.
The Ascending Technologies communication protocol uses a polling mechanism to
deliver information, so a large amount of the available bandwidth is wasted. If the
software polls for IMU, GPS, and status information at 20 Hz, then only enough
bandwidth remains to send commands at 20 Hz. This slow communication rate is
very restrictive, as multirotor aircraft can respond to much faster command rates.
Faster command rates enable acrobatic flight and better control in adverse weather
conditions [13, 38, 58, 94]. Furthermore, many of the sensors we use sample faster
than 20 Hz and need recent IMU information to be useful.
The NIMBUS control system fails our requirements because it is a simple
proportional-integral-derivative (PID) controller that only operates on the vehicle’s
position, and not speed [101]. In outdoor environments where the target destination can be far away from the vehicle’s position, the simple PID controller will
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output an aggressive control signal to move at a speed that is only limited by the
vehicle’s dynamics. High speed movements are undesirable in surveying missions
where we try to generate data points with a specific density that may require the
vehicle to slowly move through an area to acquire information. Furthermore, the
aggressive movements are a safety risk, as backup pilots cannot react fast enough
to detect problems with the vehicle and safely assert manual control over the
vehicle.
Finally, the original NIMBUS software functionality is strongly tied to the
onboard sensors, and does not integrate well with other sensors. This is very
limiting since much of our work relies on adding additional sensors to the vehicles
to more accurately estimate the vehicle’s position outside. The original system did
not easily support this scenario, which creates bugs and suboptimal performance.
The software is uses the Robot Operating System (ROS) middleware and the
Linux operating system [103]. In the ROS middleware system components are
implemented as independent processes, and the middleware provides networking
capabilities for sending information between the system components, or nodes.
Figure 3.5 shows the nodes and the named inter-node communication channels configured for an indoor flight with a Vicon motion capture system [134]. The nodes’
color coding divides them into groups according to their areas of responsibility.
Many of the system’s problems derive from using multiple nodes to fulfill
basic system functionality, such as communicating with the vehicle. This makes
the system fragile and difficult to modify, as changing any of these components
requires reasoning about the impact of the changes on nodes which depend on the
modified components. Furthermore, it is difficult to correctly configure all of these
components and their connections, even for basic flight.
The system uses nodes dedicated to monitoring and changing the complete
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Figure 3.5: Original NIMBUS software graph.

state of all the nodes in the system. The global state machine that controls
the complete system state makes many assumptions about the expected vehicle
operating conditions. Changing these assumptions requires reasoning about the
impact on all of the nodes in the system, which is very difficult. Ideally, the system
should have decoupled nodes, so that changes in on area of the system have a
limited impact in other areas.
In the following sections we discuss our new software system that replaces the
original NIMBUS laboratory software. The new software better fulfills our mission
requirements, while simplifying the system configuration. This new software is
compatible with both the Hummingbird and Firefly UAVs as well as vehicles
from other manufacturers. We build this new software with ROS so users remain
familiar with the development process. Figure 3.6 shows the graph of the ROS
nodes in this new system.
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3.3.2

Vicon Positioning System

One of the basic tools used in the NIMBUS laboratory is a Vicon motion capture
system with Bonita cameras [134]. The motion capture system provides position
estimates of the UAVs in a controlled indoor environment. The motion capture system acts as a surrogate for GPS for indoor testing. Since this is such a critical piece
of infrastructure that many later experiments use, we give a detailed description
of its operation.
The Vicon provides 3D position estimates of objects in the cameras’ field of view.
The cameras locate objects by detecting patterns of special markers with pulses of
infrared (IR) illumination. The Vicon system tracks objects at 200 Hz with up to
millimeter accuracy. The Vicon software runs on the Windows operating system.
The Vicon information passes through a virtual network to a virtual machine
running Linux and ROS. The virtual machine is an interface that rebroadcasts the
Vicon data as ROS messages to other computers.
The original laboratory software directly broadcasts the Vicon information to
the ROS system and requires a separation localization procedure when indoors
versus outdoors. The software only provides the position and angular orientation
of the vehicle. This leads to two large problems. First, the software configuration
differs substantially between indoor and outdoor flights. The different configurations lead to bugs and different behavior in the different settings. Second, it
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does not provide velocity estimates, unlike the onboard sensors. Our new software
requires velocity estimates to regulate vehicle speed, so this is a major problem.
The first problem is easily solved with ROS node that republishes the Vicon
data stream in the same format as the GPS data from the onboard UAV sensors.
This design allows the Vicon node to transparently replace the functions of the
UAV’s GPS in the indoor test area. Since it mimics the vehicle’s GPS interface,
there are minimal configuration changes to the system software between indoor
and outdoor test environments.
Estimating vehicle velocity from the Vicon position estimates is more challenging. Figures 3.7(a) and 3.7(b) shows the speed estimates created by taking the
difference between two consecutive position estimates and scaling by the sampling
time. The two figures show the speed estimates while the vehicle is sitting on a
rubber tile on the laboratory floor with the motors off and on. Since the vehicle
is motionless, all speed estimates should be 0 m/s. These figures show that even
when the vehicle is motionless, a naı̈ve approach to measuring vehicle speed
introduces significant errors. Moreover, vibrations from the motors clearly increase
the noise in the velocity estimates.
Examining the power spectral density estimates of the two experiments in
Figures 3.7(c) and 3.7(d) shows an interesting difference. When the vehicle motors
are off the power spectrum is almost flat across the range of frequencies in the
Vicon estimates. However, when the motors are on, the overall noise is higher and
there are several peaks that are not present when the motors are off. The higher
noise is due to motor vibrations, and the peaks are most likely caused by harmonic
vibrations with the rubber tile on the floor and vehicle body components vibrating.
There is another possible error in the Vicon pose estimates. The software does
not run on a real time operating system, so the network and operating system
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(a) Speed vs. time with motors off.

(b) Speed vs. time with motors on.

(c) Power spectral density with motors off.

(d) Power spectral density with motors on.

Figure 3.7: Base Vicon speed estimates.

create uncertain latencies in the pose estimates. This network jitter, shown in
Figure 3.8, can significantly impact the speed estimates. This graph shows the
jitter derived by taking the difference between consecutive time stamps the ROS
middleware adds to the Vicon estimates before publishing them. This network
jitter motivates the use of the ideal sampling time of the cameras to calculate the
vehicle speed, rather than the timestamps provided by ROS.
Other Vicon trials reveal an additional source of error. Occasionally, damaged
IR markers, other objects in the flight area, or poor camera angles cause the Vicon
system to radically mis-estimate the vehicle’s position. These errors manifest
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Figure 3.8: Time jitter in Vicon pose estimates.

as incorrect vehicle angular orientations or bad position estimates. These errors
are particularly bad for the speed estimates, as taking the derivative of bad pose
estimates amplifies the error.
The preceding figures guide efforts to filter the Vicon system data. Since the
noise power is almost flat across a wide range of frequencies, there are many
possible filter types and parameters that will dampen the noise. First, to remove
problems with objects not being recognized correctly, speed estimates pass through
a median filter with a window length of three. This filter returns the median of
three consecutive speed estimates. This rejects outliers, such as those created by
incorrectly identified objects. When the system correctly functions, the median
filter acts similarly to a boxcar averaging filter and attenuates high frequency noise
[104].
Once the median filter rejects outliers, the speed estimates pass through a low
pass finite impulse response (FIR) filter [104]. FIR filters generally work well for
filtering a wide range of noise, as they are stable and have linear phase response.
The high sampling frequency of the Vicon system means the FIR filter can have a
large number of taps without introducing a significant time delay in the response.
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Figure 3.9: Vicon speed low pass filter response.

The large number of taps creates a sharp filter response, thereby improving the
performance. The filter should also have a nearly flat response in the passband
so that no noise is unnecessarily amplified, and the true response passes through
unattenuated.
The FIR filter is an equiripple design to minimize the number of filter coefficients. The 3 dB cutoff frequency of the filter is 30 Hz and it has 25 dB of
attenuation in the stopband. This frequency is close to the typical control rate used
for indoor experiments. Qualitative evaluation shows this cutoff point allows the
system to react to true changes in the vehicle’s velocity while rejecting noise. This
filter has 22 taps which leads to very little delay in the speed estimate. Figure 3.9
shows the magnitude response of the filter.
Figure 3.10 shows the results of filtering the data in Figure 3.7 with the median
and FIR filter. This figure shows a significant reduction in the speed estimates,
particularly when the motors are running. The harmonics while the motors are
on are still present, but severely attenuated. Figures 3.10(a) and 3.10(b) are much
cleaner, and also show a large amount of attenuation. This shows the filters are
effective at reducing noise in the system. The remaining noise also establishes a
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lower bound for how fast the vehicle can travel indoors while the system regulates
its speed. At speeds below 15 cm/s the noise will dominate the speed estimates,
and a vehicle’s speed will be difficult to control.

(a) Speed vs. time with motors off.

(b) Speed vs. time with motors on.

(c) Power spectral density with motors off.

(d) Power spectral density with motors on.

Figure 3.10: Filtered Vicon speed estimates.

The remainder of this work makes heavy use of the Vicon system. The preceding
results show its effectiveness at accurately measuring the speed and velocity of the
vehicle. Next we discuss the other software components.
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3.3.3

Communication

Reliable and high speed communications between ROS and the embedded UAV
firmware is critical for our work. One of the largest limitations of the original
system is the reliance on the 57,600 baud communication link to send commands
to the UAV and poll for GPS, IMU, and vehicle status information. We fix this
limitation by changing the firmware on the UAVs’ high level processor to send
and receive data over its dedicated serial link to the ROS software. When the UAV
has an onboard computer the serial link baud rate is 921,600 baud. If an onboard
computer is not possible we attach a small 2.4 GHz XBee radio to the serial port to
send information at 57,600 baud [67].
The high level processor sends different information at different rates to fully
utilize the available bandwidth of either wired or wireless connections. All connection types send over basic information such as whether the motor status and the
battery level. All packets include a CRC-16 checksum to detect transmission errors.
When the high bandwidth wired connection is available we send 89 B packets
at 167 Hz that contain all available information from the onboard sensors. This
information includes the angular velocities, acceleration in three dimensions, and
the vehicle’s position. The information includes detailed information on the GPS
performance, such as how many GPS satellites are in view and estimates of the
position error.
When the low bandwidth radio link is available, the UAV sends 53 B packets at
56 Hz that omit information not used by our control system, such as the angular
velocities and accelerations. The packet also omits detailed GPS information, and
only transmits whether or not the GPS location is valid. Reducing the amount of
sent information allows us to use a lower transmission rate, which extends the
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range of the radio in outdoor settings.
There are two options for sending commands to the low level processor on the
UAV. The first is to send commands directly over the 57,600 baud connection using
the Ascending Technologies’ protocol. This is how the original software system
operates. If the software does not poll the low level processor for sensor data there
is enough bandwidth available to send commands at 40 Hz. The second option
is to modify the high level firmware, and send commands to it. The high level
processor can then pass the commands to the low level processor.
We also retain the ability to poll the low level processor for sensor information
as in the old system. This is done to support legacy code and allow users to fly
the system without modifying any of the onboard firmware.
One ROS node, shown in purple in Figure 3.6, handles receiving, decoding,
and republishing the UAV information as ROS messages. This single node can be
configured to decode any of the protocols and handle any of the possible communication configurations. This is a much simpler configuration than the original
software, which required configuring five nodes to fulfill the same requirements,
and only implemented a single communication protocol.
Appendix C contains more implementation details on the communication protocol. This appendix contains detailed descriptions of the different communication
packets and their structure. In summary, we can receive sensor data via either the
slow low level processor link, or the configurable high level processor connection.
Both connections also accept vehicle commands. Using both channels increases the
available communications bandwidth, but increases complexity. Using only one
connection greatly restricts the information flow, especially without an onboard
computer.
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3.3.4

Mission Scripting

Experiments often require repeating the same flight pattern with the UAV for
multiple trials. The system software includes a ROS node which reads a YAML
file which defines a set list of actions to perform [15]. YAML is a core dependency
of ROS, so every ROS installation includes YAML parsers, which makes it a
convenient language to define the missions in. The mission node sends commands
to the other ROS nodes in the system to fulfill the actions in the mission script.
The possible commands include actions such as turning the motors on and off,
changing the vehicle’s altitude, moving to a point, or performing a user defined
action.
Listing 3.1 is an example mission. The missions are simple lists of dictionaries,
where each system command is an element in the list. Each command has a
dictionary of parameters that specify how the action’s specific behavior. For
example, in the example script, the mission node turns on the vehicle’s motors
and then ascends to 1.0 m above its initial position with an acceleration of 1.0 m/s2
with a target speed of 0.5 m/s.
− cmnd : MOTORS
s t a t e : on

− cmnd : CHANGE ALTITUDE
delta z : 1.0
speed : 0 . 5
accel : 1.0

Listing 3.1: Example mission script.

Scripting a mission is very useful when we perform repetitive experiments,
such as flying the same circuit to sense the same region under different conditions.

52
The YAML syntax is compact and easy to parse, making it very simple for us to
perform many repeatable experiments.

3.3.5

User Interface

The final system component is the graphical user interface (GUI). The GUI provides
a convenient method of dynamically interacting with the vehicle and viewing the
vehicle and mission status. There are two GUI applications for monitoring and
controlling the system. The first is the flight GUI, shown in Figure 3.11(a), and the
second is the parameter adjustment GUI, shown in Figure 3.11(b). Both of these
GUIs are built on the Qt framework, which provides the graphical libraries for
displaying the interfaces [112].

(a) Flight user interface.

(b) Parameter adjustment user interface.

Figure 3.11: System user interfaces.

The flight GUI displays information such as the vehicle position, speed, battery
level, and controller state at the top of the application. This allows the user to
quickly see vital information on where the vehicle is and how it is performing.
Below this is information about the GPS performance. This is important in outdoor
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applications, where users need to know the GPS state to determine if the vehicle
can correctly guide itself. In the middle of the application are the controls for
turning the motors on and off, sending the UAV to different locations, and setting
an emergency mode which immediately turns the motors off and will not allow
them to be restarted. Below the flight controls is information on the error between
the commanded position, velocity, and yaw, and the vehicle current state. The user
can quickly see how well the vehicle is tracking its target trajectory with these
numbers. Information on the communication link and bandwidth is below the
error fields. This alerts the user to any difficulties in communicating with the UAV.
Finally, at the bottom of the GUI are buttons for selecting, starting, and stopping
mission scripts.
The parameter changing GUI allows the user to tune the controller parameters
in flight. This is useful when tuning the controller for payloads with different
weights. It is also used to change the control parameters when localizing the
vehicle with a new sensor that has different error characteristics than previously
used. For extremely accurate localization sensors, the user can set more aggressive
controller gains, which will force the UAV to track the desired position more
accurately, or converge to the target position more quickly. On the other hand, if a
noisy sensor is localizing the UAV, lower controller gains prevent the UAV from
overreacting to the noise in the system and become unstable.

3.4 Summary
In this section we have introduced the commercial hardware used in the remainder
of this work, and the software we have built to perform our experiments. This
software fulfills basic functionality such as performing scripted mission sequences,
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communicating with the onboard UAV firmware, and presenting a flight control
interface to the user.
We examined the following aspects of the system in this chapter.
1. The aerial robots used in the remainder of this work.
2. Software requirements for operating the vehicles.
3. The architecture and implementation of a software system that addresses the
requirements.
This software forms the basis of our future experiments. While our software
builds on ideas and systems used in other research groups, our implementation is
tailored to the specific mission needs in this work, and the general requirements
of the NIMBUS laboratory. Furthermore, the system is highly extensible and is
platform agnostic, so other vehicles may adopt this system. The next chapter
concludes the system development discussion with a description of the control
system.
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4

Control System

This chapter presents a detailed discussion of the control system used for the
coming experiments. We begin by describing the software’s capabilities and
design. After presenting the design, the design is verified through simulation and
experimental trials with a motion capture system. The experiments demonstrate
the control system proves is an effective means of regulating a vehicle’s position
and speed..
Chapter 3 describes the need to control the vehicle’s position and velocity. This
is for both safety reasons and so survey missions collect data at a uniform rate.
To fulfill these requirements, we introduce a hybrid control system that regulates
the vehicle’s position and velocity while it is moving, and maintains a stable
hover at its target position [20]. In this section, we describe the discrete controller,
continuous controller, and trajectory generator that form our new hybrid control
system.
For reference, Figure 4.1 presents a high level overview of the control architecture. The process begins with a command to the discrete controller. The discrete
controller uses this information to generate a reference trajectory. The discrete
controller then controls an underlying discrete controller to follow the trajectory to
its end. We will now discuss each of these components in detail.
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Figure 4.1: Control system architecture

4.1 Design
This section presents the design of the control system components in Figure 4.1.
This section describes a hybrid control system and the mechanism for generating
trajectories that the control system follows. This design meets our requirements for
controlling both the position and velocity of the vehicle in a variety of conditions.

4.1.1

Notation

We begin the discussion of the control system by defining the notation and coordinate, or reference, frame conventions. Figure 4.2 is a diagram of the coordinate
frames the system uses. We follow the coordinate conventions ROS uses, and
notation similar to that of Mellinger [94, 102].
The UAV navigates in a three dimensional Euclidean space, R3 . We use several
coordinate frames which represent the position of the robot and sensors relative to
each other, the world, and landmarks. A displacement vector, ( x, y, z), represents
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Figure 4.2: Reference coordinate frames.

the vehicle’s displacement from the origin. We use the East-North-Up (ENU) axis
convention to relate these elements to the vehicle [102]. By convention, the positive
x-axis points to the east, the y-axis is north, and z is up. This system has right
handed chirality. In the remainder of this work, movement along the x-axis will
colloquially be referred to as forward or backward movement. y-axis movement is
left and right, or lateral movement.
The vehicle’s angular orientation is (φ, θ, ψ), which represent the roll, pitch,
and yaw of the vehicle. The roll the rotation about the x-axis, the pitch is the
rotation about the y-axis, and yaw is rotation about the z-axis. The angles are in
the range [−π, π ).
The system software uses four principal frames of reference. Each coordinate
frame is an orthogonal basis for R3 and has right handed chirality. Therefore, each
coordinate frame can map to another through a linear translation and rotation
about the origin [107]. Given a coordinate ( x, y, z, 1) in any coordinate frame α, it
can be represented in coordinate frame β through a transformation matrix α R β .
This rotation matrix has the general form in Equation 4.1. The angular quantities
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in this equation are the relative rotation between the two coordinate frames, and ∆
is the relative displacement of the origins [107].
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The base coordinate frame is the world frame of reference, W . For the purposes
of this work, this coordinate frame is the position of the vehicle as reported by a
GPS receiver. This coordinate frame is the black axis in Figure 4.2.
The small UAVs in this work have an extremely limited range, typically less than
2 km. Ordinarily the UAVs operate in a small mission area that is anchored by a
notable landmark. For instance, the UAVs operate in a small field or an ecologically
interesting area within visual range of an operator. These characteristics make it
inconvenient to operate the UAV in W , since the operator will frequently make
small scale maneuvers relative to landmarks in the mission area. These factors
make latitude and longitude an inconvenient scale and coordinate system to
operate in.
Accordingly, the system defines a map frame of reference, M, shown in red in
Figure 4.2. This frame aligns with the world frame of reference but is displaced.
Figure 4.2 shows this translation as mW = ( x M , y M , z M , 0, 0, 0), indicating that the
origin is offset but is not rotated. The origin of this coordinate frame is typically
placed in the corner or center of the area where the vehicle will operate. This
frame uses meter as a scale. The UAV operator issues commands in the frame to
the UAV.
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The front of the vehicle does not usually align with the map frame of reference.
However, the UAV commands are with respect to a frame of reference that is
aligned with the body of the UAV. To translate between M and the UAV body
we need two additional coordinate frames. The first is an intermediate frame, C ,
which is a body aligned coordinate frame using the ENU convention. This is the
green frame in Figure 4.2. The “front” of the vehicle aligns with the east axis, the
left of the vehicle points along the north axis. This intermediate frame undoes the
rotation between the vehicle and M. C also introduces the vehicle’s roll, pitch, and
yaw to the frame of reference.
Finally, the body frame of reference, B is a North-East-Down (NED) body
aligned frame [102]. This is a right-handed coordinate frame Ascending Technologies defines the vehicle’s attitude in. NED swaps the directions of the z- and
y-axes compared to ENU frames. Commands to Ascending Technologies’ vehicles
must be rotated to this coordinate frame for correct vehicle operation, but other
manufacturers may define their commands in a different frame of reference.
In reality, what these last two coordinate frames do is correct for the vehicle’s
rotation and implementation assumptions. For instance, if the vehicle needs to
travel in the + x direction in M, the last two coordinate frames determine whether
the vehicle should pitch or roll to make this change based on its heading. This
allows the correct motors to adjust their speed to make the movement in M.
Now that the notation the control system uses is defined, we begin our discussion of the different parts of the control implementation.
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4.1.2

Discrete Control

The first component in our hybrid control system is the discrete controller. This
controller maintains a discrete set of states for the vehicle. We use a discrete
control system because the system should behave differently when it is flying to
a destination and when it is at the destination. Specifically, when moving to a
destination the vehicle attempts to stay on a straight line to the destination and
maintain a specific speed. Once at the destination, the vehicle does not attempt to
fly in a straight line, but instead attempts to hover at a specific point.
Hybrid flight controllers that change the UAV behavior at different flight stages
have other advantages [94]. Since our control system regulates both the position
and speed of the vehicle, there are trade-offs between how aggressively the UAV
controls its position versus how accurately it tracks a target speed. While the UAV
is moving, it may be desirable to precisely track the target speed so that sensors
sample the environment at a specific rate or spatial resolution. On the other hand,
when the UAV is hovering at a target location, the control gains can increase to
“stiffen” the control. This makes the UAV more aggressively maintain its position
at the cost of reducing the stability margins of the system [94].
Figure 4.3 shows the state machine for the discrete controller. This state machine
has three states, Idle, Moving, and Hovering. Edges between the states indicate
the conditions for entering and leaving each state. Next, we will describe these
transitions and the vehicle behavior in each state.
The discrete controller begins in the Idle state, where it stays until the user
sends a command and the vehicle has a pose estimate. Eventually, the user sends
a command to the discrete controller to move it to a new position. This command
includes a 3D spatial position for the vehicle, a target heading, a target speed, and
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Figure 4.3: Discrete controller states.

target acceleration. This command is the vector C = ( xc , yc , zc , φc , sc , ac ). If the
system is in a flyable state, the discrete controller uses C to request a trajectory
from a trajectory generator.
The trajectory generator decomposes the space between the UAV’s initial
position and the user requested position into a trajectory, or course, which is a
series of course legs, Λ. Each course leg, λ ∈ Λ, is a pair of spatial points and a
speed for that course leg. Figure 4.4 shows an example trajectory. Each course
leg is marked by the beginning and ending points, and the beginning and ending
speed for that course leg. We discuss how to create this trajectory in Section 4.1.3,
but the intent of the trajectory is to force the UAV to predictably accelerate to a
target speed, and then smoothly decelerate to a hover.
After receiving the trajectory, the discrete controller enters the Moving state.
The discrete controller tracks the UAV’s progress along the trajectory, and sends
the continuous controller the end points of the current course leg and a target
speed. The continuous controller keeps the vehicle near the course leg and tracks
the target speed associated with the end of the course leg. The discrete controller
updates the continuous controller’s target course leg as the UAV moves along the
course line. The UAV completes a course leg when one of two criteria are met: the
UAV is close to the course leg end, or it crosses a plane at the end of the course
leg which is perpendicular to the course.
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Figure 4.4: Example trajectory and error terms for position and velocity controller.

For the first criteria, the UAV advances to the next course leg if the distance
from the UAV to the course leg end point, d` , is less than a threshold, dc . This
criteria checks whether the UAV is closely following the trajectory. The end point
of one leg is the beginning of the next, so entering a sphere of radius dc around the
end of one course leg means the UAV is very close to the start of the next course
leg. These spheres of radius dc are the dashed green circles in Figure 4.4.
The second criteria, crossing the perpendicular plane, handles situations where
the UAV has troubles tracking the trajectory. For instance, consider a situation
where a strong wind gust blows the UAV radically off course just prior to crossing
the boundary to the next course leg. If the UAV is traveling sufficiently fast, it may
overshoot the course end without entering the sphere defined by dc . If the discrete
controller does not change legs, then the vehicle will stop its forward moment, and
try to backtrack to the course leg end. This results in a jerky and discontinuous
motion, which is undesirable. Instead, the discrete controller defines planes at
the course leg ends which are perpendicular to the course legs. These are shown
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as dashed red lines in Figure 4.4. When the UAV crosses one of these planes, it
knows it has overshot its target, and needs to switch to the next course leg. This
behavior smooths the flight.
The discrete controller stays in the Moving state until reaching the target
position, which is the end of the final course leg. At this point, the discrete
controller changes to the Hovering state and changes the continuous controller’s
behavior. Rather than keeping the vehicle close to the vector defined by the course
leg, the continuous controller regulates the vehicle’s position to keep it near the
target destination point with zero speed. This behavior keeps the vehicle close
to the target destination, and minimizing the vehicle’s speed allows it to quickly
counteract sharp wind disturbances in outdoor settings before the vehicle drifts
away from the target position.
The discrete controller can switch from the Hovering state to the Moving state
under three conditions. First, the user can command a new target destination,
and the system will switch back to the moving state to fulfill the command. The
second condition is the vehicle can move a distance dh > dc away from the target
position in the xy-plane. This condition handles a large disturbance moving the
vehicle away from the target position. dh is larger than dc to add a hysteresis effect
to eliminate oscillating between the Moving and Hovering states near the target.
Finally, the discrete controller can switch back to the Moving state if the vehicle
moves a distance dz away from the target in the z-axis.
This last condition changes the region defining being “near” the target from a
spherical region, used when the vehicle is transition from the Moving to Hovering
states, to a cylindrical region defined by dh and dz . The reason for doing so is the
noise characteristics of the barometric and GPS altimeter on board the UAV. The
sensor noise in the altimeter is a non-Gaussian process which slowly drifts over
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time. Environmental factors such as wind, changing temperature, or changing
atmospheric pressure are the cause of this drift. While the UAV is moving, this
drift manifests as slow ascents and descents during the flight in M. Since the drift
is a temporally slow process relative to the vehicle’s movements, the UAV can
still get very close to where it believes the target positions are. However, after an
extended hovering period, the sensor noise causes the vehicle to believe it has left
the target region, even if in reality it is accurately maintaining position. When this
happens, the UAV will plot a new trajectory to where it believes the target position
is at. The error in the altitude estimate frequently exceeds that of the ( x, y) error
in the GPS sensor. To compensate for this, we can set dz > dh , so that the altitude
estimate can drift more, while the velocity control helps correctly maintain the
UAV’s altitude. Eventually, the combination and changing atmospheric conditions
and the GPS estimates of the UAV can cause the altitude estimates to drift back to
their original biases without the UAV leaving the Hovering state.

4.1.3

Trajectory Generation

Next, we develop a trajectory generator inspired by work at Stanford’s STARMAC
laboratory [62]. From the discrete controller discussion, we know that this trajectory
breaks the distance between the UAV’s initial position and a target position into
smaller segments, called course legs, which the continuous controller tracks.
Breaking down the entire course into smaller segments enables slowly accelerating
the vehicle to a target speed, and then decelerating the vehicle to a stop in a
controlled fashion. Limiting the acceleration creates a smooth flight, which limits
the angular deflection of onboard sensors and is easier for safety pilots to observe.
There are three steps to generating the trajectory. In the first step, the operator
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issues a command ( xc , yc , zc , ψc , ac , sc ) in M. ( xc , yc , zc ) is the spatial target coordinates. ψc is the vehicle’s target heading. sc is a desired speed for the vehicle. Finally,
ac is the target acceleration the vehicle. Given an initial UAV position, ( x a , y a , z a ),
we place a set of intermediate points in a straight line between the commanded
target position and the UAV’s initial position. These points are a distance dt apart
√

( xc − x a )2 +(yc −y a )2 +(zc −z a )2
from each other, to create n points, where n =
. These
dt
course points define the beginnings and endings of the course leg.
The course legs define the spatial coordinates the continuous controller will
use to regulate the vehicle’s position, and the next step of the trajectory generation
is to associate a speed with each course point that the vehicle will match when it
reaches that point. Beginning at zero speed, the trajectory generator increases the
target speed using ac over each course point, until reaching the target speed, sc , or
the end of the trajectory. Then, all remaining points in the trajectory are assigned
a speed of sc . This is the “forward pass” over the trajectory, and causes the UAV
to accelerate to its maximum speed and maintain that speed until the destination
point.
Of course, if the UAV maintains the target speed up until its destination, there
is a high chance the UAV will overshoot the target position before reaching a hover.
So the final step of the trajectory generation is a “backwards pass” over the course
legs, which decreases the target speeds. In this pass, the trajectory generator starts
at the target position, and sets the target speed to the value equivalent to starting
from zero speed and accelerating at the target acceleration for one course leg. It
then works backwards through the course legs, increasing the speed for each point
until it reaches the target speed, or it exceeds the speed set by the forwards pass
through the course points. After this pass, the trajectory has an acceleration and
deceleration profile that will smoothly accelerate the vehicle to its target speed,
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and then decelerate it to a hover as it reaches the target position.
The target heading for each course point is ψc , which means that unlike the
linear velocity, the angular velocity about the z-axis is not controlled. There is no
technical barrier to implementing a yaw rate controller, but as it is not needed for
this work, it is currently unimplemented to reduce the implementation and testing
time.
There are many other methods for calculating trajectories [62, 81, 99, 124]. The
approach in this section divides the distance between the start and end points
spatially. Other approaches partition the UAV’s path according to time based
goals or use cost functions to navigate complex spaces in an efficient manner. The
approach in this section is attractive because of its low computation complexity,
which is O (n) with respect to the number of intermediate points. This approach
also guarantees dynamically feasible paths, assuming the target acceleration and
speed are limited to values achievable by the UAV.

4.1.4

Continuous Control

Next, we define the continuous portion of the hybrid controller that regulates
the vehicle’s position and velocity to match the positions and speeds from the
trajectory in the previous section. Figure 4.5 is a high level abstraction of this
control process. We implement the yaw, position, and velocity controllers shown
in blue in this diagram and the remaining systems are provided by the standard
Ascending Technologies’ platform.
Controlling a multirotor aircraft requires regulating motor speeds to produce a
desired thrust and angular attitude, which creates an acceleration that moves the
vehicle. The roll and pitch of the vehicle angle the thrust, which makes controlling
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Figure 4.5: Cascaded continuous control system.

the vehicle a non-linear control problem [87]. Creating robust and accurate nonlinear controllers can be a challenging problem, but the Ascending Technologies’
UAV design simplifies the problem.
The Ascending Technologies’ vehicles allow an outer loop controller to send
attitude commands to the low level processor [13]. The low level processor runs a
robust and proprietary control algorithm to generate reference motor speeds, τ c ,
which will cause the vehicle to match the attitude command. Individual motor
controllers regulate the motor speeds to match these commands by sending analog
control signals, vc , to the brushless DC motors. This cascaded control system hides
the underlying complexities from the outer loop controller. This greatly simplifies
the outer loop design. Our ROS based control system implements this outer loop.
Ascending Technologies’ vehicles accept three types of commands [13]. A “GPS
mode” command contains x, y, z and yaw velocities. The UAV relies on its internal
IMU and GPS pose estimates to match the commanded velocities. A “height mode”
command does not send x and y velocities and instead uses a pitch and roll angle
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to force the UAV to move in the horizontal plane. This command allows the vehicle
to move more aggressively than in GPS mode. Finally, a “manual mode” command
replaces the z velocity command from the previous command with a raw thrust
value. This last mode grants the user the most control over the vehicle’s behavior,
and also allows for the most aggressive flight behavior. The system software in
this work uses manual mode commands for all experiments.
Our continuous control system jointly regulates the vehicle’s position to stay on
the course legs defined by the trajectory in M, and matches the vehicle’s velocity
to maintain the desired speed for a given course leg. This requires calculating two
error terms, one for the position, e` , and one for the velocity, ev . Figure 4.4 shows
the error calculation while following a given trajectory. There are two different
UAV positions in the diagram because the initial velocity error calculation was
replaced after experimental feedback.
The position error is the cross-track error (XTE). XTE is the magnitude of the
minimum vector between the course leg and the UAV [36]. In a flat plane this
will be a vector perpendicular to the course leg that begins at the closest point
on the course and ends at the UAV. This vector appears as a dashed red arrow in
Figure 4.4. The controller minimizes this error, which “pulls” the UAV onto the
direct line between the initial and target positions.
The velocity control moves the vehicle towards the target destination at the
desired speed. The initial attempt at calculating this error found the unit vector
that starts at the UAV and points toward the end of the course leg. The magnitude
of the vector is scaled to match the desired speed to produce the commanded
velocity vector, vc . This method appears in Figure 4.4 at the point marked UAV1 .
The error vector ev is the difference between the vehicle’s velocity, v a , and vc . By
minimizing this error, the controller moves at the desired speed directly to the end
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of the course leg.
This method of calculating ev performed well, and most of our experiments
use this approach. However, a poor position estimate exposes a weakness of this
system. Errors in the position estimate impact not only the XTE, but also vc . The
position error changes the angle of vc , which causes the vehicle to change its
direction, which is an undesirable behavior. This problem can manifest itself as a
sinusoidal motion, where the vehicle effectively tries to move towards a moving
target.
We modify the velocity error calculation to mitigate the impact of bad position
estimates. The position marked as UAV2 in Figure 4.4 shows this modification.
Rather than projecting the commanded velocity towards the course leg end, it is
always parallel to the trajectory. This prevents error in the pose estimate from
propagating to the velocity control.
The sum of the control output the position error and velocity error generate is
the final control output. Adding the two terms together can cause the vehicle to
exceed the desired speed, but in practice, the UAV accurately follows the course
leg, which means the XTE contributes little to the vehicle’s control, and the velocity
tracking is accurate. Next, we show in detail how the control system uses e` and
ev to generate the control output, as well as how we match the vehicle’s heading
to the commanded heading.
A major advantage of multirotor systems is the symmetry of the motor configuration decouples the vehicle’s heading its motion. This allows us to divide
the control system into two independent controllers, one which regulates the
position and velocity, and one which regulates the vehicle heading. We use simple
proportional-integral-derivative (PID) controllers for both of these systems [101].
We use PID controllers because they perform well, are simple to implement, and
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the control gains are easy to tune through experimentation.
The PID controller for the vehicle’s heading matches the vehicle heading, ψa ,
to the target heading commanded by the user, ψc . It does so by issuing angular
velocity commands, ψ̇c to the onboard attitude controller. We model the controller
in continuous form using the canonical state space representation in Equation 4.2
[101]. In these equations, x is the state of the vehicle, A is matrix describing how
the vehicle’s state changes according to the vehicle dynamics, B describes how
the control inputs change the vehicle state, and u is the control action. The first
equation is a differential equation describing how the vehicle’s state naturally
evolves, and how the user changes this to achieve the desired control goals. In the
second equation, y is the observed output vector of the system, C is the output
matrix which partially determines which aspects of the system are observable, and
D is a “feedthrough” matrix, which passes the control inputs directly to the output
vector.

ẋ (t) = Ax (t) + Bu (t)

(4.2)

y (t) = Cx (t) + Du (t)
Given that our heading control works by issuing yaw velocity commands to
the attitude controller, our implementation appears in Equation 4.3. The A matrix
updates the vehicle’s heading according to the current angular velocity. The user’s
commanded velocity also changes the heading. Using I2 for the C matrix implies
that we have full visibility of the vehicle’s state. This is certainly true, as the
vehicle’s compass sensor and gyroscopes measure both the vehicle heading and
angular velocity. No part of the control term is fed forward to the output, so the D
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0
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(4.3)

We calculate the control signal, ψ̇c (t), using a simple PID controller. Equation 4.4 is the PID controller that generates the control signal for the yaw controller.
In practice, we set Ki to zero and use it as a purely PD controller, because the
vehicle dynamics and heading disturbances make the integral term unnecessary.
deψ (t)
u ( t ) = K` eψ ( t ) + Kd
+ Ki
dt

Z t
0

eψ (τ )dτ

(4.4)

Figure 4.6 shows the complete yaw controller with feedback control. The K
block in the diagram calculates the control signals as in Equation 4.4. This diagram
visually depicts how the reference heading from the system generates the control
signal which is sent to the low level controller.
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Now we examine the position and velocity controller. We control both the
position and velocity of the vehicle by issuing attitude and thrust commands to
the low level processor on the UAV. Equation 4.5 is the continuous state space
representation of the position and velocity controller. Our system state space is

[ x, ẋ, y, ẏ, z, ż]. Since our state space only contains position and velocity, we use
a change of variables to model gravity’s effect. A0 (t) = Ax (t) + g (t). A is the
state update matrix, x (t) is the vehicle state, and g (t) models gravity’s effects on
the position and velocity of the vehicle. In g (t), g is the gravitational constant of
9.8 m/s2
The state update matrix, A, changes the vehicles position by the current vehicle
velocity. The control vector, u (t) updates the vehicle’s velocity using acceleration
commands in the three spatial dimensions as acceleration commands. These
acceleration commands map to the pitch, roll, and thrust commands we send the
attitude controller.
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Once again, C is the identity matrix. The UAV’s GPS, IMU, and barometer
measure the vehicle’s position and velocity, so the system is completely observable.
As in the yaw controller, the D matrix is all zeros since we do not feed forward
any control terms.
Equation 4.6 is the control vector for the position and velocity control in the

74
map frame of reference. Since the vehicle commands are in the body frame of
reference, we must later rotate this vector from the map frame to the ENU fixed
body frame, C of the UAV, so we denote this vector u0 to distinguish it from the
true command vector in the body frame. Each non-zero term of the state vector
generates an acceleration command for the vehicle. The non-zero terms are two
PID controllers, one for the position, and the other for the velocity. In practice, we
use the full PID controller for the position, but the velocity control typically does
not need an integral term.


0

u (t) =

de`,x (t)
K p,x e`,x (t) + Kd,x dt

 K e (t) + K de`,y (t)
 p,y `,y
d,y dt

de ,y (t)
K p,z e`,y (t) + Kd,y `dt

+ Ki,x

Rt

+ Ki,y

Rt

+ Ki,y

Rt

0
0
0



Rt
de (t)
e`,x (τ )dτ + K p,v ev,x (t) + Kd,v v,x
+ Ki,v 0 ev,x (τ )dτ 
dt

Rt
de (t)
e`,y (τ )dτ + K p,v ev,y (t) + Kd,v v,y
+ Ki,v 0 ev,y (τ )dτ 

dt

Rt
dev,y (t)
e`,y (τ )dτ + K p,v ev,z (t) + Kd,v dt + Ki,v 0 ev,y (τ )dτ

(4.6)
Equation 4.7 transforms u0 to the body fixed frame. R is the right hand rotation
matrix which rotates the commands from the map frame to the body fixed frame
using the vehicle’s heading. Finally, we include a fixed set of acceleration offsets,
β, in the body frame. The primary purpose of these offsets is to constantly add
enough z acceleration to the vehicle to overcome the constant acceleration from
gravity, so that all additional acceleration components move the vehicle from a
hovering state. This offset hides gravity’s effects from the controller. The x and y
acceleration biases are useful in some systems where a vehicle payload is mounted
away from the vehicle’s center of gravity, which pulls the vehicle towards the
payload position. β counteracts this force by forcing the motors to always rotate
faster in the direction of the offset payload, which counteracts the payload’s effects.
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u (t) = u0 (t) R + β


cos ψ` − sin ψ` 0


M

RC = 
sin
ψ
cos
ψ
0


`
`


0
0
1

(4.7)

After rotating the control input to C , the control inputs are again rotated to B .
After this rotation the control input is in the same frame of reference as the inner
loop controller onboard the UAV. At this point, the software implementation of
the controller transmits the command to the UAV.
The controller implementation is in a digital computer, so discrete versions of
the preceding state space equations control the vehicle. The particular form of
the discrete state space equations depend on how fast the control loop runs. The
control loop rate is a function of the sensing rate and communication bandwidth
available to the low level processor. The slowest control rate we use is 20 Hz, in
which the low level serial communication link delivers the vehicle position and
state information, and receives control commands over a low bandwidth XBee
radio [67]. When the high level processor serial link transmits vehicle information
over a high speed interface and a dedicated communication link to the low level
processor exists, the control loop runs at 40 Hz. The faster control loop smooths
the vehicle control and results in more precise control over the vehicle’s position
and velocity.
The discrete control system allows us to include a low pass filter on the vehicle
state. This low pass filter helps in outdoor environments where the pose estimates
contain significant amounts of noise. The low pass filters smooths each observed
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Figure 4.7: Low pass filter for smoothing controller input.

state variable. Figure 4.7 is the simple state filter that smooths the observed
variables. The difference between the prior state estimate, α̂ [n − 1], and the new
estimate, α [n], is amplified by a gain, K. This value is then multiplied by the
sampling time of the position estimate to correct for the delay in the system to
produce the filtered measurement estimate, α̂ [n]. This simple recursive filter is
effective in practice at smoothing the vehicle’s flight in outdoor situations.
There are several other minor enhancements that improve the controller performance. The derivative response is very sensitive to noise because the derivative
can amplify the noise in the response. Therefore, we pass the derivative response
through a median filter and low pass filter to smooth the response. We also limit
the combined pitch and roll command so the vehicle’s total acceleration never
exceeds the maximum acceleration it can achieve in one dimension. Limiting the
acceleration makes the vehicle safer to fly, and more predictable to observe, as the
maximum acceleration is the same no matter where the vehicle is traveling.
The full position and velocity controller with feedback and the smoothing filter
is in Figure 4.8. The commands from the discrete controller to move the vehicle
onto the course line with the desired velocity components are the input. Our
control feedback then minimizes the errors between the filtered position and these
commands. The output of this controller is the pitch, roll, and thrust commands
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Figure 4.8: Position and velocity controller state space with feedback control.

which are combined with the yaw control commands and sent to the low level
controller.
The integral response saturates to reduce integral windup. Integral windup
occurs when the vehicle has a sustained error, which causes the integral term of
the PID controller to increase. If this is not bounded, the integral term will cause
the vehicle to severely overshoot its target, as the integral term will take time to
“unwind” when the target is reached.
Finally, when all integral terms are reset when a new trajectory is set. This
eliminates windup from the prior trajectory following command, and the controller
immediately recalculates the integral term based on its new target.
In Sections 4.2 and 4.3 we analyze the controller and conduct experiments to
show that this controller is stable and capable of following a given trajectory. In
practice, we experimentally tune filter parameters and control gains to stabilize
the system. Our experimental flights in later sections demonstrate the utility and
power of this control system.
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4.2 Control System Analysis
Control system performance is critical for operating any robot. In this section we
use Simulink to model our control system and its characteristics [90]. Appendix A
contains detailed information on the Simulink model implementation and technical
details. The Simulink model implements the full hybrid control system, including
the trajectory generation and continuous controller. In this section we focus on
using the model to explore our control system.

4.2.1

Ideal System Performance

First, we demonstrate the controller’s stability and trajectory following properties
without any additional sensor noise or filtering. The simulated vehicle begins
at rest at coordinates (0, 0, 0) and moves to (1, −2, 2) at a target speed of 0.5 m/s
with a target acceleration of 0.3 m/s2 . The model runs for 60 s of simulated time.
The control loop executes at 40 Hz, while the system dynamics update at 200 Hz,
mimicking our motion capture system [134].
Figure 4.9 shows the commanded position and velocity of the vehicle, as well as
the actual position and velocity of the vehicle. The discrete controller immediately
switches to the Moving state. The targets positions show slight curves due to the
acceleration until it gets close to the trajectory endpoint at t=8.85 s. At this point
the target position jumps to the final position, resembling a unit step transition,
and the discrete controller switches to the Hovering state.
The controller overshoots the target slightly in both the x and y directions, but
quickly converges. The overshoot is 13 cm in the x direction, and 26 cm in the y
axis. The overshoot in both directions is due to the speed the vehicle carries into
the destination, and the controller cannot stop the vehicle quickly enough. The
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(a) Position tracking.

(b) Velocity tracking.

Figure 4.9: Trajectory tracking performance in Simulink.

overshoot is greater in the y direction because of the greater speed in that direction.
There are several ways of addressing this overshoot. The derivative gains
could be increased, which decreases overshoot [101]. This makes the system more
susceptible to sensor noise and disturbances, which is extremely problematic outdoors. The course legs could be shortened, which would create more intermediate
legs that would have lower target speeds, and slow the vehicle down more prior
to reaching its destination. Decreasing the course leg length does not have the
drawbacks of increasing the derivative gain, but extremely short course legs are not
feasible when using sensors such as GPS, as the error in the sensor measurements
approaches the leg length, causing the system to mistakenly transition between
legs. Finally, one potential improvement is to have the vehicle interpolate its target
speed between the beginning and end points of a course leg. This would result
in smaller jumps between the target speeds, but without precise localization, the
interpolation will be inaccurate, and may not improve system performance.
The altitude control performs worse than the horizontal control. The initial
overshoot is 35 cm, and the UAV takes much longer to settle than in the other
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(a) x position control term components during (b) Filtered and unfiltered derivative response.
simulation.

Figure 4.10: Response of controller during simulation.

dimensions. This slow settling time is a consequence of gravity’s acceleration fights
the controller. The constant thrust bias in the body frame mitigates the impact,
but any mismatch between the thrust bias and gravity degrades the controller
performance. In the real system the mismatch is a result of changes in the vehicle
weight, damaged propellers, or other factors. This long settling time matches our
observations of the real vehicle performance.
Figure 4.10 shows the response of the individual components of the control
response during the simulation. The proportional, integral, and derivative terms
appear in Figure 4.10(a). The notable features are the sharp spike as the vehicle
transition between the modes, which partially causes the vehicle to overshoot
its target. Figure 4.10(b) shows the filtered and unfiltered derivative terms. The
filtering removes the sharp spike during the mode transition, but due to the
simulated sensor’s perfect position estimate, is otherwise extremely smooth.
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4.2.2

Noisy System Performance

The simulation results in the prior section demonstrate the controller is a effective
at maintaining a desired speed and position under ideal conditions. We explore
the performance of the system by injecting additive white Gaussian noise (AWGN)
distributed as N (0, 0.025). This experiment uses AWGN because it is an extremely
common noise model for sensors that serves as a good basis for comparison to
other approaches. The discrete derivative of the noise process is added to the
velocity estimates. The gain of each element in the state filter is set to 80.
As expected, the additional noise degrades the system performance. Figure 4.11(a) shows the degraded trajectory following caused by the additional noise
in the system without any filtering. The system struggles to stabilize itself in a
hover, although the system is still stable, and the vehicle badly tracks its target
position. The system manages to reach the target position with a relatively smooth
motion, but then oscillates around the target.
The effects of the state filter appear in Figure 4.11(b). Interestingly, while the
position tracking shows little change, the velocity tracking becomes much noisier.
This noise is due to the nature of AWGN. The noise is zero mean, which means
each noise estimate is equally likely to add or subtract from the position estimate.
The filter effectively retains part of the noise at each step and amplifies the effect
with the noise oscillates with zero mean.
A more realistic model for our particular platform in outdoor environments
is a random walk noise model where the total amount of noise is bounded. This
captures the sensor fusion process and filtering process onboard the UAV, where
disturbances such as wind bias accelerometer readings in one direction, but the
GPS limits how far the biased readings corrupt the position estimates.
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Figure 4.11: Simulation results with noisy system estimates.
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Figure 4.12: Simulation results with noisy system estimates.

We simulate a random walk noise process interfering with the state estimates
in Figure 4.12(a). We continuously integrate random variables drawn from a

N (0, 0.003) distribution and add it to the true system state in each dimension.
The total noise is bounded to 20 cm from the true position. We see that although
the system is holding position, it is oscillating and slowly drifting between overshooting and undershooting the target, as we expect from the random walk noise
process. The velocity estimates show high frequency noise, which impact’s the
system’s ability to track its position.
Figure 4.12(b) shows the effect of filtering the noisy system state on the tracking
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performance. We see the system is overshooting the target more, which is expected
from the filter introduces a time delay into the pose estimates. The position
tracking shows minor improvements, but still drifts around its true position.
The true benefit of the filter is in smoothing the velocity estimates. While this
change appears minor in these graphs, in practice, it makes the flight substantially
smoother. This reduces the system’s motion in outdoor flights while hovering. It is
particularly effective at removing the noise in the altitude estimates caused by the
barometric pressure system drifting. The filter limits how fast the UAV reacts to
the barometric pressure noise, giving the sensor time to return to the true position
estimate.

4.2.3

Response Characteristics

The analysis of the controller concludes with a formal analysis of the system. We
use Simulink to create Bode plots of the open and closed loop responses. Our
controller is a multiple input, multiple output (MIMO) system, since the input
commands are a combination of acceleration commands, and the output is the
position and velocity in three dimensions. We analyze the system by analyzing
the change in one element of the state space with respect to one of the input
reference commands. Appendix B contains the Bode plots for the input and output
combinations. In this section, we present the detailed gain and phase margins,
which measure the system’s stability [101].
Table 4.1 and 4.2 show the minimum gain and phase margins for the moving
and hovering mode for the different input and output combinations. f c is the
crossover frequency that determines the phase margin. f g is the frequency of the
zero crossing point of the gain, which determines the gain margin.
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Input
Position X
Position X
Velocity X
Velocity X
Position Z
Position Z
Velocity Z
Velocity Z

Output
Position X
Velocity X
Position X
Velocity X
Position Z
Velocity Z
Position Z
Velocity Z

f c (rad/s)
0.691
0.005
0.681
0
0.799
0.032
0.764
0

Phase Margin (deg)
19.5
99.9
30
0
40.3
128
46.5
180

f g (rad/s)
1.9
41.8
2.56
41.9
3.18
41.9
3.27
41.9

Gain Margin (dB)
22.2
43.7
28
44
26.7
38.9
28.3
39.9

Table 4.1: Closed loop margins for the controller for moving mode.

The gain margins for the moving mode are very large, with all input and output
combinations having over 20 dB of margin. The large gain margin indicates our
controller gains could be decreased by a large amount before the system becomes
unstable. This is beneficial, as it provides the designer a large latitude in balancing
the control gains and tuning the system performance.
On the other hand, the phase margins indicate our system has many problems
with the velocity outputs. Since they are 180◦ and 0◦ , the system is at best
marginally stable. Our Simulink model confirms that, with the automated analysis
reporting the velocity output as not stable (marginally stable) with respect to both
the position and velocity reference commands. This instability is a consequence
of the velocity control only using the proportional gain to regulate the vehicle’s
velocity.
This analysis is contrary to our field experiments, which have not shown any
controller instability. There are several factors that contribute to the difference
between the predicted and real world performance. The Simulink model omits
aspects of the real world vehicle dynamics for the sake of simplicity and ease of use.
These omissions include damping factors, such as air resistance, that potentially
make the vehicle more stable in the real world. The Simulink model does not
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Input
Position X
Position X
Velocity X
Velocity X
Position Z
Position Z
Velocity Z
Velocity Z

Output
Position X
Velocity X
Position X
Velocity X
Position Z
Velocity Z
Position Z
Velocity Z

f c (rad/s)
0.699
0.001
0.654
0
0.861
0.813
0.641
0

Phase Margin (deg)
23.4
100
34
−0.001
6.52
98.4
44.2
−0.001

f g (rad/s)
2.08
43.7
2.3
41.9
1.45
41.9
1.62
41.9

Gain Margin (dB)
23.9
41.9
28
46
12.2
39
27.4
46

Table 4.2: Closed loop margins for the controller for hovering mode.

include the filtering algorithms of the underlying sensors, which also changes
the vehicle’s response. As a result, the vehicle could be unstable under some
conditions, and our tests have yet to reveal the instability.
The stability problem is potentially fixable by tuning the controller gains.
However, since we have yet to see the instability in the real world, we do not
attempt to address the problem in the theoretical model, because tuning the
theoretical model could very well result in real world performance problems. Until
testing reveals the modes where the controller is unstable at, or a better model of
the vehicle dynamics is available, it is unwise to optimize the controller gains. In
the future, we hope to comprehensively address these problems.
Table 4.2 show similar performance strengths and stability problems. This leads
us to the conclusion that a strictly proportional velocity controller is insufficient for
controlling the vehicle’s velocity under all conditions, and integral and derivative
gain should be used for better control.
Finally, we do not address the stability of the system while switching states. This
requires a detailed analysis and model of the vehicle and environmental conditions
that is beyond the scope of this work. Instead, our field work demonstrates that
the vehicle is stable in the conditions we fly under, which include high wind
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conditions which are challenging for the vehicle.

4.3 Control System Evaluation
Section 4.2 presents a model and simulation based analysis of the control system.
That type of analysis is useful for showing that in theory the system is controllable
and exhibits the desired behaviors. However, the model is very simplistic, and
neglects many real world parameters such as air resistance and non-ideal propeller
performance [58]. This section complements the simulation based analysis by
empirically evaluating the control system. The evaluation uses the Vicon motion
capture system in an indoor setting to evaluate the system in nearly ideal conditions
[134]. This evaluation verifies the control system works properly and generates
insights into the practical considerations of this approach.
The evaluation is indoors using the Vicon motion capture system to provide
ground truth data. The Vicon system’s accuracy and update rate minimize errors
due to sensing noise, and focuses the evaluation on the controller performance.
An Ascending Technologies Hummingbird quadcopter is the test vehicle for the
experiments. This vehicle appears in later experiments, and the dynamics are
similar to other UAVs in this work. The vehicle uses two XBee radios [67] to
communicate with a remote computer that runs the ROS software. The first
XBee connects to the low level processor and receives commands from the remote
computer. The second XBee connects to the high level processor and sends vehicle
status information to the remote computer.
The different tests use trajectories created with a common set of parameters.
The trajectory course legs are 0.25 m long. The acceptance radius for reaching a
waypoint is 0.2 m. The control loop runs at 30 Hz. The vehicle flies a predetermined
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route. Beginning at the ground, the vehicle ascends 2.0 m, flies a square pattern
with 2.0 m sides, and then descends to the ground. The vehicle pauses for 10 s at
each vertex in the square before progressing to the next leg to give the system time
to reach a steady state.
The vehicle flies the test pattern with a combination of three different acceleration and target speed settings, for a total of nine experiments. The acceleration
parameters are 0.5 m/s2 , 1.0 m/s2 and 1.5 m/s2 . The target speeds are 0.5 m/s,
1.0 m/s and 1.5 m/s. The UAV flies each combination of acceleration and speeds
three times, for a total of 27 trials. The offboard computer logs information during
the vehicle’s initial ascent, square flight pattern, and final descent. The system
does not log data while the vehicle is hovering after the final descent because the
ground effect significantly changes the vehicle flight behavior [93]. Additionally,
the system records hovering mode data 5 s after the vehicle reports approaching
the target position. This delay gives the vehicle time to stabilize and enter a steady
state after moving.
Figure 4.13 shows the hovering and velocity errors for different acceleration
and speed settings. The vehicle’s acceleration setting increases from the left to
right hand graphs, and the speed increases from the top to bottom of the figure.
Several general trends are readily apparent in these figures. Examining the top
row of graphs, corresponding to a low speed trajectory, shows nearly identical
performance for the different acceleration settings. Since the vehicle travels so
slowly, it is easily able to brake and stabilize itself around the hovering position.
As the speed an acceleration increase, we see the variance of the errors increases.
This is due to the vehicle carrying more momentum into the hovering state, and
taking longer to stabilize its position.
Interestingly, a large portion of the position tracking errors in Figure 4.13 are
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(a) α = 0.5m/s2 , s = 0.5m/s

(b) α = 1.0m/s2 , s = 0.5m/s

(c) α = 1.5m/s2 , s = 0.5m/s

(d) α = 0.5m/s2 , s = 1.0m/s

(e) α = 1.0m/s2 , s = 1.0m/s

(f) α = 1.5m/s2 , s = 1.0m/s

(g) α = 0.5m/s2 , s = 1.5m/s

(h) α = 1.0m/s2 , s = 1.5m/s

(i) α = 1.5m/s2 , s = 1.5m/s

Figure 4.13: Position and speed errors in hovering mode. Speed errors appear in
blue, position errors appear in red.

due to poor performance in the y-axis. Figure 4.14 shows the y component of the
errors for one of the trials, which is representative of all of the experiments. The
position error is biased by almost 15 cm in one direction, while the velocity error
is nicely distributed about zero. The cause of this discrepancy is the position is
biased, and the vehicle settles around this incorrect position. The controller gains
that minimize the velocity in the hovering state are strong enough to prevent the
vehicle from reaching the target position.
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(a) Position error.

(b) Velocity error.

Figure 4.14: Hovering error, y-component for α = 1.0m/s2 , s = 1.0m/s.

The root cause of this error, which does not appear in the other dimensions,
is not known for certain. Speculatively, the GPS unit and second radio link are
located away from the vehicle’s center, along the negative y-axis. This additional
weight could cause the vehicle to drift in the negative direction, at which point the
velocity control is strong enough to prevent the position control from correcting
this unbalance. The error in the Vicon system could also be biased in one axis, and
the velocity controller action could prevent the system from correcting the error.
Finally, the vehicle’s motor which lies in that axis could have a small defect, which
could cause the vehicle to undershoot the target position, and in turn settle around
the wrong location.
However, this error appears to be an aberration, and other trials have not
reproduced the problem. The vehicle performance in hovering mode is otherwise
quite good, which the system stably hovering with small movements about the
target position. A large portion of the errors are due to noise in the velocity
estimates. This probably is solvable by increasing the controller gains on the
position, but aggressively tuning these settings makes the vehicle react sharply to
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(a) α = 0.5m/s2 , s = 0.5m/s (b) α = 1.0m/s2 , s = 0.5m/s (c) α = 1.5m/s2 , s = 0.5m/s

(d) α = 0.5m/s2 , s = 1.0m/s (e) α = 1.0m/s2 , s = 1.0m/s (f) α = 1.5m/s2 , s = 1.0m/s

(g) α = 0.5m/s2 , s = 1.5m/s (h) α = 1.0m/s2 , s = 1.5m/s (i) α = 1.5m/s2 , s = 1.5m/s

Figure 4.15: Position and speed errors in moving mode. Speed errors appear in
blue, position errors appear in red.

disturbances, which is undesirable in the enclosed flight area.
Figure 4.15 shows the errors in speed and position while the vehicle is moving.
These graphs show a much more interesting story than their hovering mode
counterparts. The low speed trials show performance that is generally similar to
the hovering mode. Noticeably, there is a small spike in the speed errors around
the 0.5 m/s location. This error is due to the vehicle switching course legs. As the
vehicle switches legs, it receives a new target speed, and it takes time to reach that
speed. Until it does so, there will be significant errors. Once it converges , the
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error approaches that of the hovering state.
This effect is apparent as the speed increases. The increasing speed of the
course legs induces larger and larger initial errors, which spreads the error out
in the horizontal axis of the figures. Furthermore, the short distances and course
legs in the indoor area mean the vehicle may never reach its target speed before
switching course legs, especially as the vehicle speed increases.
However, the position tracking in the moving mode is generally excellent.
Qualitatively, the vehicle flies on a tight line to its target position, although the
speed may be less than desired. Of course, this addressable by increasing the gains
of the velocity portion of the controller. However, exploring trade-offs between the
position and velocity tracking is beyond the scope of this work.
We lack the ability to measure the vehicle’s position in outdoor environments
accurately and precisely enough to similarly evaluate the system in outdoor
environments. Extensive outdoor experiments during the system development
show that the hybrid controller smoothly flies the UAV to target destinations, and
holds the UAV in position at the target location. Experiments flying the original
NIMBUS software and the new system show that the new software more accurately
holds position in higher winds.
Outdoor experiments reveal several behaviors of the new system that operators
must account for. The first is the impact of the course leg length on the vehicle
behavior. Shorter leg lengths create a smoother acceleration, as the path is finely
divided up into many intermediate speeds. However, the leg lengths are limited
by the accuracy of the UAV’s sensors. If the legs are too short, sensor errors may
cause the vehicle the erroneously transition between legs. If the legs are too large
the vehicle will noticeably jerk when it transitions between legs, as the speeds
between adjacent course legs can be large.
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The second behavior appears only in outdoor environments. The velocity
portion of the controller output is responsible for moving the vehicle towards the
target destination, but this can be problematic at low speeds or high winds. In
these conditions the vehicle may not generate enough of a control response to
over the wind disturbances, and will effectively halt in mid-air, or even be blown
backwards from the target. This behavior is especially problematic with high
wind gusts, as either the controller gains are increased to overcome the wind, or
the vehicle speed is set to a high values. This can make the vehicle unstable, or
extremely aggressive in flight.
In general, the control and system software provides a smooth flight experience
that works well in in indoor and outdoor flights. Moreover, this software is
adaptable to other hardware platforms. This flexibility and performance will make
it an excellent tool for the NIMBUS laboratory in the future for other projects.

4.4 Summary
This section introduced the hybrid control system developed for the UAV software.
This control system regulates both the vehicle speed and position. This behavior
is desirable when working in large outdoor areas, where an operator commands
moves between different areas, but needs the vehicle to limit its speed to maintain
safe operation. This control system also facilitates missions where traversing the
environment at a set rate allows sensors to measure the surroundings at a fixed
spatial resolution. In particular, this section addressed the following items.
• The notation used by the control system. This notation is also heavily used
in the localization work introduced in the following chapters.
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• The discrete control states of the system. These different movement states
give the operator flexibility in trading off position and speed tracking at
different stages of flight.
• The continuous control which issues attitude commands to the inner loop of
the control system implemented onboard the UAV. This controller includes
additional filtering to improve the vehicle’s stability in the presence of sensor
noise.
• A trajectory generator which creates a set of course legs and speeds for the
vehicle to match during its journey to the destination. This trajectory forces
the UAV to maintain a specific acceleration profile, which results in a smooth
and controllable flight.
• An experimental evaluation of the system. The control system is evaluated
in both simulation and indoor situations.
This chapter concludes our discussion of the system software and basic vehicle
platform. Next, we will use this software in different field trials and experiments.
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5

Altitude Estimation

UAVs physically interacting with the environment or collecting high spatial resolution data require flying close to the ground and other obstacles. Current GPS
systems with satellite based augmentation have a vertical accuracy of only 4 m
[144]. This error is on par with the range of sensors commonly used on UAVs
[63, 92, 110, 122]. Therefore, field robots which closely interact with the environment need other means of accurately localizing themselves. Furthermore, outdoor
environments can be extremely dynamic, and high resolution precomputed maps
of an area are rarely available, so field robots must dynamically react to unknown
obstacles.
This chapter explores our method of localizing a UAV in agricultural fields.
This is a challenging area to operate in because of the unknown plant structures
and lack of structure in the field. We develop a system to measure a UAV’s
altitude relative to the ground and top of plants in these areas and demonstrate
the method’s effectiveness through both indoor and outdoor trials.1

5.1 Motivation
Our work in outdoor localization is motivated by field experiments with corn
phenotyping trials. Our motivating field trial consists of many different genetic
1 This

chapter contains work that has previously been published in peer reviewed venues [8].
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varieties of corn planted in a single field. The plants are in parallel rows, spaced
0.762 m (30 in) apart, for ≈10 m to form small subplots. Small strips are cut
between the rows to demarcate the different subplots. These plants can grow up
to 4 m in height, but the experimental plots used in our study are typically 2.0 m
to 2.5 m in height.
Scientists measure the plants’ response to different environmental and treatment conditions, such as differing irrigation or fertilizer treatments throughout the
growing season. We seek to expand these capabilities by operating a small UAV
much closer to the crops, so that short range, active, sensors can measure crop
properties, and to increase the spatio-temporal resolution of the data.
Measuring the response through the growing season is difficult. As discussed
in Sections 2.1 and 2.2, collecting large amounts of data from fields is difficult
because as the crops mature, they make the field difficult to traverse from the
ground. The crop growth does not impede aerial vehicles, but the vehicles must
precisely localize themselves within the field, which is difficult due to the semistructured field structure. In this section, we discuss our approach to localizing
UAVs within these environments to bring them closer to the plants they sense.
Our first step in near crop operation is to accurately estimate the altitude of
the vehicle. Accurately altitude estimates are critical to guiding the vehicle close
enough to sense the crops while maintaining enough distance from the ground
and plants to avoid crashing into a field.

5.2 Challenges
Accurately estimating the altitude of a UAV in a cluttered, semi-structured environment such as a cornfield requires solving several challenges. Accurately
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Figure 5.1: Overhead view of field

determining the altitude of the UAV requires sensing where the ground is relative
to the UAV. The UAV must measure its altitude relative to the ground, and not the
plant tops, because fields will typically have occasional gaps in the plants caused
by wind, hail, or animal damage, or even equipment malfunctions damaging the
plants. When the UAV encounters such small holes in the foliage, it must not
descend into plant canopy and subsequently crash when it encounters healthy
plants at the end of the gap.
To avoid these problems we directly sense the ground, thus allowing the UAV
to maintain a stable height irrespective of the underlying crop condition. Directly
sensing the ground is challenging in a cornfield, as the crop leaves form a dense
structure over the ground, as seen in Figure 5.1. The plants in this figure have
around six leaves, but they form a dense canopy that occludes most of the ground
from an aerial perspective. The occlusion makes it challenging to directly sense
the ground from the air. Figure 5.1 also illustrates the rapid variation seen in the
plants, where the corn in the rightmost rows is significantly taller than the nearby
plants.
The outdoor environment is fundamentally difficult to operate in. Winds
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will buffet the aircraft outdoors, forcing the control system to constantly react to
the disturbances. Commonly used barometric and GPS sensors are not accurate
enough to fly the UAV close to obstructions outdoors. Figure 5.2(a) is the altitude
estimates of a static UAV on the ground, with the motors off, as measured by the
onboard GPS and barometric pressure sensor. In this short time period the altitude
estimates drift by 2.3 m, despite the vehicle not moving. The UAV must also cope
with variable lighting conditions, dust, and field debris interfering with its sensors.
Further complicating this challenge is our use of small lightweight UAVs. We
use small UAVs in our work since they are extremely portable, which makes them
easy to transport to hard to access field locations that lack infrastructure. Small
UAVs require little training to fly, which makes them more accessible for end users.
The Federal Aviation Administration (FAA) does not heavily restrict this class of
vehicle, which lowers barriers of entry to its use. However, this class of UAVs
typically have a payload capacity of less than one kilogram, which severely limits
the number and types of sensors used on the UAV, as well as restricting the power
of the onboard computers.

5.3 Approach Overview
Our system, shown in Figure 5.2(b) relies on a laser scanner sensing the ground
through the layers of leafy canopy. A 2D laser scanner has many attractive
properties for this project. First, laser scanners are robust to changing lighting
conditions in outdoor settings. Laser scanners are generally capable of operating in
both bright sunlight and complete darkness, which is highly desirable in outdoor
fields. Laser scanners are also extremely accurate; our sensor has an accuracy of

≤1 % of the true distance [63]. The sensor we use in this chapter is fast, with a
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(a) UAV sensor inaccuracy. Altitude as esti- (b) UAV system used for altitude estimation.
mated by GPS and barometric pressure sensor.

Figure 5.2: Height localization system.

scan rate of 10 Hz. This makes them suitable for quickly localizing the UAVs with
fast vehicle dynamics. Finally, the laser diodes emit a very tight beam. In our
case, the laser scanner has an angular resolution of ≈0.36◦ . This narrow angular
resolution allows the laser beams to penetrate small gaps in a field’s canopy to
sense the lower layers of the plants and the ground.
Our system utilizes a laser scanner that is intended for indoor use. This system
is lightweight (160 g) with a range of 4,095 mm. Since this scanner is intended for
indoor use, we mount the system in a downward facing configuration to shield
the laser sensor from sunlight. The laser scanner attaches to the UAV’s arms with
a 3D printed mounting bracket.
The UAV performs all computations onboard with a single core Atom processor
based computer [13]. By performing all computations onboard the system, we
avoid potential problems with communication outages with the aircraft, and reduce
the latency between sensing the environment and reacting to it. Unfortunately,
this single board computer is not a high performance system, so any algorithms
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deployed to it must be very computationally efficient.

5.4 Algorithm
Our system must process laser scans, such as the one shown in Figure 5.3(a),
and estimate the location of the ground in the scan. In this figure, each range
reading returned by the laser scanner is marked by an ‘x’, with a solid black
line interpolating between the points. This figure clearly illustrates the difficulty
of sensing the ground in the cornfield. The top layers of leaves reflect the vast
majority of the range readings, with only a few penetrating through to the ground.
The plant stalks are difficult to distinguish in this scan, and the leaves appear as
dense clustering of points in lines at a large variety of angles.

(a) Single laser scan from cornfield.

(b) CDF of single laser scan from cornfield.

Figure 5.3: Example scan and distribution

Rather than attempt to detect features of the plants from the scan, which would
be computationally heavy and difficult with damaged plants, we use a statistical
approach to estimate the altitude of the UAV. The cumulative density function
(CDF) of a laser scan in Figure 5.3(b) is the intuitive basis of this algorithm. In
this figure, we see that there are four clear inflection points. The first inflection
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point is where the laser scan readings begin reflecting from the top part of the
plants, such as the tassels. The next two inflection points contain the bulk of the
scans which are from the upper portion of the canopy and parts of the central
stalk. The region between the last two inflection points is the lower layers of the
canopy, where almost no readings reach. Finally, the final inflection point marks
the ground.
Our algorithm relies on identifying the last inflection point and using that
as a search point for identifying the ground. We label this percentile p g , for the
percentile of scans which are returned by the ground in a scan. This procedure
assumes that the noise in the laser scan readings and general structure of the field
is consistent throughout the field, but does not rely on detailed plant models or
identifying specific features within the laser scans.
Figure 5.4 shows the world, W , and map, M frames of reference. The map
frame of reference aligns with start of the corn row, and is rotated and offset from
the world frame of reference. The other frame in this figure is the body frame, B ,
of the UAV.
Figure 5.5 shows the coordinate frames used while estimating the UAV’s
altitude. Since the height is an unknown quantity we are estimating, we project the
body of the UAV into the ground to make frame BG . Using the static offset of the
laser scanner from the body of the UAV, as well as the rotation of the scanner to
the UAV body, we define coordinate frame LG . This is the coordinate frame we use
when manipulating the laser range readings, since they represent the position of
the laser scanner, with a known rotation and ( x, y) position, but unknown altitude.
The result of the altitude estimation algorithm is the distance from the laser
scanner from the ground in LG . We use this altitude to project the laser scanner to
the correct height above the field, frame L F . Finally, we use the fixed offset and
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rotation between the laser scanner and UAV body to derive the final pose estimate
of the UAV in the field in frame B F .

ψB
B

ϕB
θB

z
ψM
y
W

x
M

Figure 5.4: Global to body frames.

Figure 5.5: Altitude estimation coordinate frames.

Figure 5.6: System coordinate frames

Figure 5.7 is the high level flow of our altitude estimation algorithm. The
figure highlights the sensors used as inputs to the algorithm and the steps taken
to estimate the altitude, resulting in a command to the UAV’s firmware to control
the UAV’s position.
The laser scanner outputs a set of ranges R, and a set of angles, Φ. Each range
reading ri ∈ R is taken at a unique angle φi ∈ Φ. Oblique sunlight entering the
laser sensor and the UAV’s body interfere with portions of the laser scan, so our
first step is to use Algorithm 1 to reduce R to the set of angles in the central 90◦ of
the laser scan.
Next, the localization algorithm decomposes the range readings in R f into
three dimensional vectors in the LG coordinate frame. Using roll, pitch, and yaw
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Figure 5.7: Altitude estimation system

(φ, θ, ψ) of the inertial measurement unit (IMU) onboard the vehicle, Algorithm 2
transforms the scalar range readings into a set of vectors, VG , where every vi ∈ VG
has the components ( xi , yi , zi ). Algorithm 2 uses the static transformation between
the UAV body and laser scanner, the rotation of the vehicle body, and the scan angle
associated with each range to convert the scalar values into the three dimensional
vector set. Using the components of these vectors, we can now statistically analyze
the scan information to estimate the altitude of the UAV.
Next, in Algorithm 3, the system estimates the percentile ranking of each
Algorithm 1 Range filtering algorithm.
1: procedure FilterScan(R, Φ)
. Filter laser scanner range readings, R, at
angles Φ
2:
R f ← nil
. Initialize output
3:
Φ f ← nil
4:
for r ∈ R, φ ∈ Φ do
. Iterate over every range and associated angle
π
π
5:
if − 4 ≤ φ ≤ 4 then
. Check if range is in central 90◦ arc
6:
Rf ← Rf ∪ r
. Add range to output set
7:
Φf ← Φf ∪ φ
. Add angle to output set
8:
end if
9:
end for
10:
return R f , Φ f
. Return filtered range readings and angles
11: end procedure
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Algorithm 2 Scan transformation algorithm.
1: procedure TransformScan(R f , Φ f , φ, θ, ψ)
. Transform range readings to
vectors in ground coordinate frame
2:
VG ← nil
. Initialize output set
B
3:
RLG ← (φ, θ, ψ)
. Transformation to correct for vehicle attitude
4:
for r ∈ R f , φ f ∈ Φ f do
. Transform every range
5:
v g ← r · B RLG · Rφ f
. Correct for UAV rotation and range offset
6:
VG ← VG ∪ v g
. Add to output
7:
end for
8:
return VG
. Return vectors in ground frame
9: end procedure
v ∈ VG using the z-component of v. The algorithm iterates through every element,
assigning a percentile ranking p to every element in line 4 of Algorithm 3. After
assigning a percentile ranking to each element, the vectors in VG are sorted
according to their percentile ranking on line 6. The vectors are sorted here to
simplify future algorithm steps, and the row localization procedure discussed in
Chapter 6.
Algorithm 3 Analyze scan data.
1: procedure AnalyzeScan(VG )
2:
P ← nil
3:
for v ∈ VG do
4:
P ← P ∪ Percentile(vz )
5:
end for
6:
Vz ← Sort (VG , P)
7:
return (Vz , P)
8: end procedure

. Analyze scan
. Initialize percentile rankings of vectors
. Rank every element of input
. Assign percentile ranking by z-component
. Sort the vectors by their percentile ranking
. Return sorted vectors and their rankings

Finally, the algorithm estimates the UAV altitude from the results of Algorithm 3.
On line 5 of Algorithm 4 the algorithm searches the vectors for the first one with a
z percentile ranking greater than the ground percentile, p g . The percentile ranking
p g is related to the ground inflection point in Figure 5.3(b). The range reading
after this percentile ranking should correspond to a range reading returned by the
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ground. After finding this range, g, the algorithm projects the ground distance
from the reference of the laser scanner back to the UAV body frame on line 6 to
produce altitude estimate g` .
This estimate has significant noise, due to occasional ground debris interfering
with the estimation procedure, unusually dense foliage, or other factors. Two
filtering algorithms smooth this estimate to produce a more stable height estimate.
First, a median filter of length wm filters g` . This short filter rejects extreme outliers
from the system caused by intermittent failures of the algorithm to produce
an accurate altitude estimate. A Kalman filter further refines g f . This Kalman
filter uses the laser altitude estimate and the altitude estimate from the onboard
barometric pressure sensor and GPS to make an extremely smooth and precise
estimate of the UAV’s altitude.
Algorithm 4 Altitude estimation.
1: procedure EstimateAltitude(Vz , P, zb )
2:
g ← f ind(Vz , P, p g ) . Find first range reading with a percentile greater
than p g
3:
g` ← g · L G R B F
. Transform to final coordinate frame
4:
g f ← MedianFilter ( g` )
. Pass ground estimate through median filter
5:
zB F ← KalmanFilter ( g f , zb )
. Fuse with barometer estimate
6:
return zB F
. Return the UAV altitude estimate
7: end procedure

The altitude of Algorithm 4 and the ( x, y, ẋ, ẏ, ż) position and velocity estimates
from the GPS pass on to the high level PID controller. The PID controller uses this
information to regulate the pitch, roll, yaw, and thrust of the vehicle in conjunction
with the low level processor.
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5.5 Parameterizing System
The altitude estimation algorithm relies on several critical parameters. The most
important, p g , directly controls which laser range readings the altitude estimation
procedure uses. From Figure 5.3(b), we see that there are several factors influencing
the point at which the laser scan readings begin interacting with the ground. The
first is the foliage density, which forces us to choose a large value for p g . If we
choose too large of a value though, we risk admitting erroneous sensor noise into
the altitude estimation algorithm. Fortunately, extreme noise in the range readings
is rare, and the dense point cloud the laser scanner produces allow us to choose a
value of p g around 98 % to 99 % and still be confident in the system performance.
The consequences of setting p g too high generally results in the system using
an extreme large, noisy range reading for the altitude estimate. In this case, the
estimate will force the UAV to dive into the cornfield, with frequently disastrous
results. The median filter mitigates this problem, by rejecting altitude estimate
from scans with large amounts of noise. On the other hand, if p g is set too small,
the UAV will estimate parts of the plant as the ground, creating a positive feedback
loop where the UAV will ascend, track a higher part of the plant, and ascend again.
In this case, the barometric pressure estimate in the Kalman filter will help keep
the UAV from ascending too far before it corrects itself. Generally, we favor using
a large p g over a small p g , given the small amount of noise in the scan data.
The other important parameters are the filter parameters. In this system, we
use experimentally derived values for the Kalman noise parameters. The laser scan
altitude estimate noise is much smaller than the barometric pressure noise, since
the laser scanner is generally quite accurate. The median filter window length is
set to very small values, since a large window introduces temporal latency between
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Crop
estimation zC

UAV
cmd.

Cm

High level
controller

zC

Figure 5.8: Altitude estimation system with fault tolerance

the vehicle’s altitude changing and the control system reacting to the change. The
short median filter window length assumes the laser altitude estimate is generally
accurate, and any severe noise is short lived.

5.6 Fault Tolerance
Even with the extensive filtering, the localization process still occasionally fails. For
example, the laser scanner may temporarily malfunction, intermittently creating
empty scans, which do not produce a height estimate. Another cause of faults
may be unexpected objects in the field, such as plastic trash, that are reflective
and cause many irregular laser scans. In this case, the system is in severe danger
of catastrophically mis-estimating the UAV altitude, and crashing into the plants
beneath the UAV.
To address these faults, we modify the algorithm to include additional altitude
estimation and control procedures, shown in Figure 5.8. In this software we
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configuration, we duplicate the ground altitude estimation and high level control
nodes. The crop distance estimator using Algorithm 4, but replaces p g with pc ,
which is the percentile where the laser scan readings reflect the tops of the crops,
producing an estimate of the UAV’s altitude above the tops of plants in the field,
zC .
A parallel high level controller continuously computes commands for the UAVs
using the altitude above the plants. A separate process continuously monitors
the altitude estimates relative to the ground and crops. When the UAV is a
safe distance from the crops the fault detection node sends the ground based
commands to the controller. Otherwise, it switches to the crop altitude commands.
This process serves as a failsafe to prevent the UAV from flying into the crops
when the altitude estimation process performs poorly.

5.7 Implementation
The locations process implementation is in C++ using (ROS) [103]. Figure 5.9 shows
the complete ROS graph of our system. For the sake of clarity of presentation
we do not include the augmented fault tolerant system. This software uses the
original NIMBUS flight software, not the improved system from Chapter 3. Each
ellipses in the figure represents a separate node, and the edges between the nodes
are the communication links between the different nodes. The two additional
nodes our altitude estimation procedure introduces are the kalman height node and
the imu laser sync node.
The imu laser sync node listens for the vehicle pose the onboard IMU estimates
and the scan data the laser scanner produces. The node uses an adaptive filtering
algorithm to synchronize the two data streams and publish a combined message
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Figure 5.9: Altitude estimation system graph

with the vehicle’s angular pose and the laser scanner’s data. The system uses
this synchronization node because it communicates with the UAV with the slow
57,600 baud serial link. All onboard sensor data and commands to the vehicle pass
through this link, which limits the IMU rate to 10 Hz. Coupled with the 10 Hz
laser scanner, which is not guaranteed to transmit information at the same time as
the IMU, there can be significant time intervals between receiving the IMU data
and laser scan data. The adaptive filter analyzes the rates these two data sets are
transmitted at, and attempts to combine them so that there is the shortest possible
distance in time between the two sets of data. This allows the altitude estimator
to process the scan data with the angular rotation data the most closely matches
when the scan is produced.
The kalman height node uses the information published by the imu laser sync
node to estimate the altitude of the UAV, using the algorithm from the prior section.
The node uses this altitude estimate, combines it with the most recently received
GPS information, and publishes it to the nodes that implement the high level PID
controller.
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(a) Side view of simulated (b) Obscured overhead view.
corn.

(c) Indoor test setting for altitude estimation.

Figure 5.10: Indoor test environment.

5.8 Evaluation
We evaluate the altitude estimation algorithm in an indoor laboratory using
simulated corn and the Vicon motion capture system [134]. The motion capture
system provides pose estimates to the vehicle in lieu of the GPS the vehicle uses
outdoors. The camera system also provides ground truth for assessing the accuracy
of the altitude estimation algorithm.
Figure 5.10 shows the simulated corn plants from above and the side. The
simulated plants effectively block the UAV’s view of the laboratory’s floor. While
the foliage is not as dense as a true field, it still presents a cluttered view of the
ground that is difficult to navigate in. Furthermore, the plastic leaves create noisy
reflections that make it difficult for the UAV to process, but an effective test of
our noise rejection design. We include a CDF of the laser scan data from the
simulated plants in Figure 5.10(c). Comparing this CDF to Figure 5.3(b) we see
that we have the same set of features in both figures, although it lacks much of the
plant structure created by the tassels. This demonstrates the utility of the indoor
test setting.
The indoor experiments use 12 different configurations of the plants. We place
the rows of plants 0.5 m apart, instead of a standard row width of 0.762 m to inflate
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the density of the plants, making a more difficult sensing task. The configurations
differ in the plant arrangements to ensure the results are not dependent on a
particular ordering of plants. There are also two kinds of configurations of different
density. In configurations 1-10 the plants are spaced between 40 cm and 50 cm
apart. Configurations 11 and 12 are denser, with plants placed 20 cm apart within
a row, and are meant to assess the system’s ability to operate over extremely dense
foliage, where fewer laser measurements reach the ground.
For the evaluation we set p g = 0.95 in Algorithm 4. The median filter window
length, line seven of Algorithm 4, is set to three. Experimentation empirically
determines these values. The UAV maintains a stable altitude with the filter length,
and quickly reacts to any disturbances. From Figure 5.10(c), we can see that the
system should not be sensitive to the exact choice of p g , and our results confirm
this intuition.
Figure 5.11(a) shows the ground truth altitude of the UAV versus the pose
calculated using our system estimate for one trial. The estimated altitude follows
the true height extremely closely, and the UAV transitioned between the areas
covered by the plants, and bare floor with few significant changes in altitude
estimates. There are four instances where the altitude estimate has a minor
divergence from the ground truth estimate, but the system quickly recovers.
Increasing the filter length wm would mitigate these problems, but could make the
system less responsive to true changes in height, and thus more difficult to control.
Figure 5.11(b) shows the average difference between the true height and our
system estimated altitude for all twelve configurations. The system has an average
error of 4.1 cm for the first ten sparse configurations, and an error of 3.6 cm for
the final two dense configurations. The variance for all configurations was 0.3 cm.
This small error confirms that the system is consistently tracking the true ground,
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and the choice of p g is valid.
Our indoor evaluation indicates that the system is able to accurately estimate
and control its true altitude, even when it is flying over cluttered ground. Since the
system is able to control its true altitude, it is able to consistently detect the ground.
We will use the parameterization of p g and wm from this section to estimate the
crop’s height in the next section.

(a) Altitude during flight.

(b) Mean error per flight.

Figure 5.11: Error statistics of indoor altitude estimation tests.

We also evaluate the scanner in an outdoor setting. Unfortunately, directly
collecting ground truth altitude data on the UAV in our target outdoor environments is not feasible. In Chapter 7 we present results of measuring crop height
that relies on the correctness of the altitude estimation, which we use as evidence
of our altitude estimation working correctly. We forestall discussion of the altitude
estimation in outdoor settings, and instead present evidence that the laser scanner
performs adequately outdoors. Since our laser scanner is not intended for outdoor
use, this is a major potential failure point for the system.
We manually fly the UAV in an outdoor cornfield, shown in Figure 5.12(a). The
plants in the field have approximately 12 leaves per plant. The tassels and corn
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ears are well developed, with the ears having large amounts of visible silk. We fly
the UAV during a sunny August morning in Nebraska, where the scanner must
contend with strong oblique sunlight interfering with its operation. We survey a
3 m by 10 m area in an agronomy test trial. The corn in the field is fully mature,
with well developed tassels and ears.
To evaluate the scanner in an outdoor setting, a total of 1,155 scans were taken
above the corn field in a sunny morning in August. The UAV is flown under
manual control multiple times over each row in the area at approximately the
same speed. The laser scanner continuously scans the region, and the results
from the scans combine to form an estimate of the average height of the corn in
the region. After restricting the sample angles to the central 90◦ arc, we collect
295,680 individual range readings.
One of the questions surrounding this system is how well the laser scanner
that is designed for indoor use will perform outdoors. These flights can answer
this question by analyzing the number of valid range readings the scanner reports.
Of all the flight data, over 96.5 % are valid. The number of valid samples per scan
is shown in Figure 5.12(b), as reported by the laser scanner’s internal filtering
process. At least 75 % of the possible 256 range readings in the 90◦ arc are valid in
each scan.
Even when the number of valid samples drops, it quickly recovers, so the
UAV did not encounter prolonged periods of bad scanner performance. The large
number of range readings in each scan enables the construction of a well defined
distribution, and potentially allows many samples to reach the ground in each
scan. Figure 5.12(c) provides further proof of the scanner’s performance. 90 %
of the scans had more than 236 valid points, which is enough to guarantee good
performance from our altitude estimation algorithm. The number of valid samples
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(a) Outdoor trial environ- (b) Valid points per scan in out- (c) CDF of valid points per scan.
ment.
door setting.

Figure 5.12: Outdoor altitude estimation results.

in each scan shows that the small laser scanner, when properly placed, is effective
in an outdoor setting.

5.9 Summary
This chapter presented a laser based altitude control system. This system is capable
of operating in extremely dense foliage, such as that seen in corn phenotyping
trials. The system’s precise altitude control enables autonomous operation of
a small UAV extremely close to crops in agricultural settings. The discussion
included the following information about the altitude control.
• A method for identifying the ground and top of crop location from laser scan
data.
• Filtering for the position estimates. This filtering includes fusing the altitude
estimates with the other onboard sensors via a Kalman filter and non-linear
filters for rejecting outliers.
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• An analysis of the sensitivity of the algorithm to variations in its parameters.
• A dual control method that provides fault tolerance in situations where the
UAV begins flying too close to crops.
• Indoor and outdoor evaluation of the proposed system.
In the next chapter we combine the altitude estimation system with a row
localization system to enable two DOF flight for the UAV based on the laser scan
data. The altitude estimation system forms a critical component of this combined
system which enables higher levels of autonomy in outdoor environments.
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6

Row Localization

Precise control of a UAV’s altitude in a phenotyping only partially addresses
the localization challenges. In this chapter we estimate the UAV’s lateral offset
from a row of corn. The onboard GPS provides the velocity estimates, as well
as the position estimates for the y-axis, which is the axis along the row. We use
the altitude estimation procedure from Chapter 5 to estimate the UAV’s altitude.
By combining the altitude estimation from the previous chapter with the lateral
localization in this chapter, a UAV is able to autonomously collect high spatial
resolution data from a target row of corn in a phenotyping trial.1

6.1 Motivation
After solving the problem of estimating the UAV’s altitude in a corn phenotyping
trial, we turn our attention to localizing the UAV relative to the rows in the
phenotyping trials. This requires estimating the UAV’s pose with two degrees
of freedom, which will allow the UAV to autonomously fly down a target row
in a phenotyping trial. This is a major benefit to this type of agricultural work,
since the environmental phenomenon we sense are often on a scale smaller than
provided by typical GPS accuracy.
1 This

chapter contains work that has previously been published in peer reviewed venues and
is to appear in the Journal of Field Robotics [9].
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Figure 6.1: Overhead view of cornfield from UAV.

6.2 Challenges
The challenges for row localization are much the same as the altitude estimation
challenges in Section 5.2. The complex semi-structured field environment presents
a cluttered view to the laser scanner, from which the UAV must now not only
distinguish the ground from, but also extract information about the plant structure
to determine where the rows are. Our approach relies on separating the sparser
outer regions of the plant from the denser cores areas from the laser scans. We
must be able to distinguish different parts of the plant from each other, the ground,
and sensor noise.
Figure 6.1 presents an overhead view of a cornfield, as seen by a low flying
UAV after the plants develop tassels and begin developing ears. Visually, detecting
plant features in this environment is difficult, since the leaves lie at unpredictable
angles to the UAV. Depending on the relative orientation between the leaf and laser
scanner on the UAV, the laser scanner may sense only a narrow cross section of
the leaf, or the scan may be collinear with the leaf, and sense a broad stretch of the
plant. Distinguishing plant features is complicated by this leaf arrangement, and
our row localization algorithm must cope with the plant geometry and structure.
There are a vast number of visual odometry and SLAM approaches for nav-
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igating in outdoor environments using cameras. The related work in Chapter 2
contains an overview of these types of approaches. The number and complexity of
these approaches precludes evaluating all of them, especially since many implementations are not publicly available. Despite these barriers, Appendix F contains
an evaluation of several visual odometry and optical flow algorithms. We conclude
from these experiments that there are no “off the shelf” solutions using cameras
that can navigate the complex field environments.
The lack of static objects while flying close to the fields is one of the largest
problems with camera based approaches. The upper parts of the plants are
thinner and easily disturbed by wind and turbulence from the UAV’s propellers.
These creates a great deal of chaotic motion which makes it difficult to isolate
the true motion of the vehicle from other types of movement in a camera image.
Compounding the problem is the lower levels of the plants, which are less affected
by wind and shadowed by the upper layers, making it difficult for the camera to
track them.
Another difficulty with visual odometry algorithms in mature field environments is the plants look very similar. The similarity makes it difficult to map key
features to each other in consecutive images. The vehicle’s speed and low altitude
operation adds to these problems, as features are quickly obscured by moving
plant leaves and leave the cameras’ field of view. This is particularly bad for SLAM
algorithms that require these types of features.
Attaining depth estimates for 3D poses is very difficult and computationally demanding. The best investigated and most mature approaches rely on stereoscopic
or RGB-D cameras to extract depth estimates from the camera images. RGB-D
cameras rely on actively illuminating an area with infrared (IR) light and extracting
distances to objects in the camera’s field of view. Extracting depth information
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from the IR light relies on one of two approaches. Either the camera projects the IR
light in a pattern and measures distortions in the pattern, or the camera measures
the time the light pulse takes to travel between the camera and the object [51, 76].
Outdoor environments present major challenges for both of these approaches
because natural sunlight overpowers the IR emitters of the camera. Stereoscopic
vision is difficult in field environments because of the moving objects and overall
scene complexity.
A practical consideration encountered while evaluating the various computer
vision algorithms is many of them have large numbers of configuration parameters
that are not directly related to the mission setting. This large configuration space
is difficult to explore for non-experts and makes the algorithms fragile. Configurations that work indoors often did not work outdoors; outdoor configurations that
work well for one experiment do not always work at different times of the day or
in different weather conditions. While a computer vision expert may be able to
properly configure a system it is very difficult for others to tune the settings.
These issues lead us to reject cameras as a primary source of localization
estimates while flying very near to fields. A truly robust and and practical system
could include cameras as a backup or additional input for a multi-sensor fusion
algorithm. Given the complexity of such a system, we leave investigating those
types of algorithms to a future work. Focusing on the laser scanner creates a
system that works well for extended periods of time. We also evaluate the failure
modes, and identify alternative sensors that may supplement the laser scanner for
a more robust system.
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6.3 Approach Overview
The row localization approach builds upon the altitude estimation algorithm,
by using the same data inputs and using the same noise rejection and ground
detection processing. Further processing of the laser scan to finds dense areas of
plant matter and locates the row. The intuition behind this algorithm is no matter
how a particular plant is aligned with the laser scanner, a plant is spatially denser
towards the center of the row, as the leaves join together with the central stalk to
produce a dense set of points. Furthermore, since the rows are periodically spaced
at known intervals, we can search for repetitious features at the known row width
to estimate the UAV’s position relative to a field row. The UAV is able to locate the
location of the rows relative to its target position by finding these periodic clusters
of dense points int he laser scans.

6.4 Algorithm
A high level view of our row localization algorithm appears in Figure 6.2. This
algorithm reuses the sorted 3D vectors and associated percentiles from Algorithm 3.
After further analysis, the algorithm searches for the locations with the densest
regions of laser readings, estimates, smooths, and filters the position estimate to
produce a location of the vehicle in the map coordinate frame. We examine these
steps in detail in this section, using real world sensor information as motivation
and illustration.
Figure 6.3(a) shows the example scan we use to motivate our work. This figure
shows the x- and z- components of a single laser scan after it has been transformed
into the LG coordinate frame. Two rows are clearly visible as collections of nearly
vertical lines at x ≈ ±0.75m. There is a third row centered between the two side
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Figure 6.2: Row localization algorithm graph.

rows but the UAV’s propellers blow it downwards and make it harder to detect.
In this example, the UAV is approximately three meters above the ground. Several
erroneous points created by sensor noise appear in the lower left of the figure far
below the ground plane.
The heart of of row localization attempts to isolate the vertical points belonging
to the central stalk in Figure 6.3(a) and estimate the rows’ position from them.
Doing so requires analyzing the scan points both horizontally and vertically, as
environmental damage, weeds, and other noise can create strong vertical clusters
of points in the z-axis, so our algorithm must analyze the points in two dimensions.
Moreover, wind can cause the corn plants to bend, which makes searching for
vertical patterns in the laser scanner difficult in outdoor conditions.
The first step in our algorithm is to filter out noise and ground returns from
the scan data, leaving only the points from the plants. Line 9 of Algorithm 5 uses
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Figure 6.3: Row localization illustration.

a similar method to our altitude estimation procedure to find the scan readings
corresponding to plant matter. The algorithm filters the scan readings by the
distance they are from the UAV, using the p g and pc percentiles as thresholds. The
ground filtering contains a small offset, δ, to ensure that none of the ground points
are used to estimate the row location. Since the ground is a constant line from the
UAV’s perspective, including its points adds no information to the localization
procedure. Figure 6.3(b) shows the remaining points after this filtering process.
We next seek the locations corresponding to the row locations from these filtered
points. The algorithm uses three criteria to search for these locations. First, the
density of scan points should increase close to the center of the plants since more
plant matter is present where the leaves join the stalks. Second, these dense regions
should be periodic, since the rows are located at periodic, known intervals. Finally,
regions with the rows should have points that are spread vertically throughout
them, since the corn stalks extend vertically throughout the field region. In short,
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our algorithm needs to search for repeating regions that contain many points in
the x-axis, that are also spread throughout the z-axis.
The algorithm segments the laser scan points from plants into windows and
creates a bitmap from the laser scan points. The rationale behind the segmentation
process is to coarsely localize the location of the rows. Figures 6.3(c) and 6.3(d)
illustrate the windows used in the segmentation process. In these figures, multicolored windows represent periodic windowing functions that segment the laser scan
points into regions that might contain the rows. Our algorithm will search within
these windows to find the row locations. The rows may also lie on the boundaries
of two of these windows, which is problematic since it divides points we use to
estimate the row location, and discards many useful points, so we also use offset
windows in Figure 6.3(d) to search for row locations when they lie on the window
boundaries. The algorithm will use the points in one set of windows to estimate
the row center.
We also create a bitmap for each window that contains a subset of the points
of the corresponding window. In each bitmap, we downsample the points in the
vertical axis, so that clusters of vertical points are represented by a one in the
bitmap. The bitmap contains a zero in locations where there are no nearby points.
The algorithm uses these bitmaps to search for periodic regions of dense points
that are vertically spread out.
Lines 10 and 10 of Algorithm 5 shows the assignment process of a vector to
one window in a set of n. Each vector’s x component is quantized to a segment
in set W, corresponding to the windows in Figure 6.3(c). We also create a set of
bitmaps, B, of ones and zeroes from the points for each window. Lines 12 and 13
show the bitmap creation process.
Algorithm 6 counts the number of points present in each bitmap, and selects
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Algorithm 5 Window and bitmap creation
1: procedure CreateWindowsAndBitmaps(Vz , P)
2:
z g ← v z ∈ Vz | p v = p g
. Find the z-component matching the ground
percentile
3:
z c ← v z ∈ Vz | p v = p c
. Find the z-component matching the crop top
percentile
4:
xmin ← min(v x ∈ Vz ) . Find the minimum x-component of all the vectors
5:
xmax ← max (v x ∈ Vz ) . Find the maximum x-component of all the vectors
6:
zmin ← min(vz ∈ Vz ) . Find the minimum z-component of all the vectors
7:
zmax ← max (vz ∈ Vz ) . Find the maximum z-component of all the vectors
8:
for v ∈ Vz do
. Process all vectors
9:
if vz > z gj + δ & kvz < zc then
. Check if vector belongs to a plant
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

w ← vx −rwxmin
n
Ww ←
j v∪W
kw
vz −zmin
b←
zm

. Get which window this vector belongs to
. Add vector to window set
. Get which vertical bin this vector belongs to
Bw hv xj, bi ← 1 k . Mark the bitmap that a range reading exists
x + rw − x
. Repeat for the offset windows
wo ← i 2rw min + n
n
Ww o ← v ∪ Ww o
. Add vector to window set
Bw o h v x , b i ← 1
. Mark the bitmap that a range reading exists
end if
end for
return B, W
. Return the windows and bitmaps
end procedure

the corresponding window as the window containing the points belonging to the
rows. By counting the number of points in a bitmap, we select the windows that
periodically contain the densest set of points in the horizontal plane, but are also
spatially distributed throughout the vertical column. This procedure mitigates
the impact of plant damage, including missing plants, and finds a set of points to
estimate the true row location from. Figure 6.3(g) shows the remaining points after
we have chosen the best windows to use. Vectors from the leaves are discarded,
leaving only points from the central stalk.
Next, Algorithm 7 shifts the points from all of the rows in a window so that
they appear to belong to plants from one row. The periodic field structure allows
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Algorithm 6 Best window search
1: procedure WindowSearch(W, B)
2:
count ← −1
. Initialize max count
3:
Vw ← nil
. Initialize output
4:
for bi ∈ B do
. Process each bitmap
5:
if |bi = 1| > count then
. Check if bitmap has more entries
6:
V w ← Wi
. Set output to vectors of corresponding window
7:
end if
8:
end for
9:
return Vw
. Return vectors in best window
10: end procedure
us to cluster all of the points together to more robustly estimate the row location.
Figure 6.3(h) shows the shifted points in blue, and the original points in black.
Algorithm 7 Shift points in window
1: procedure ShiftPoints(Vw )
2:
Vs ← nil
. Initialize output
3:
for v ∈ Vw do
. Iterate over points containing center of rows
rw
. Shift all points to the window closest to the UAV
4:
v x ← v x mod n
5:
Vs ← Vs ∪ v
. Add vector to output
6:
end for
7:
return Vs
. Return shifted points
8: end procedure

Algorithm 8 refines the coarse row location generated by the segmentation
procedure, into a finer estimate. It does so with a consensus algorithm that
repeatedly takes the median of the x-component of the vectors, and discards any
points that are far from the median. This procedure is estimating the center of the
rows from the blob created by shifting all the points in the window together. This
is our best estimate of the row relative to the UAV.
Since it is possible that disturbances, such as wind, may move the UAV from
its target row, we must estimate the UAV’s location relative not only to the target
row, but its position in the field as a whole. If this happens, the UAV will see a
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Algorithm 8 Estimate consensus row center
1: procedure ConsensusCenterEstimate(Vs , P)
2:
consensus ← f alse
. Initialize consensus state
3:
M ← Vs
. M is the remaining points
4:
while consensus = f alse do
. Proceed until consensus is reached
5:
xc ← median(v x ∈ M)
. Calculate median of remaining points
6:
T ← v ∈ M|dist(v x − xc < t) . Remove points that are far from median
7:
consensus ← |T| = |M|
. Consensus is reached if no points are
removed
8:
end while
9:
return xc
. Return the UAV position estimate
10: end procedure
large discontinuity in its position estimates, as it moves from the far left or right of
one row, to the opposite position in the adjoining row. Since the laser scan rate
is extremely fast, we can smooth these discontinuities using Algorithm 9. This
algorithm uses the prior position estimate, and offsets the current position estimate
by up to one row, by choosing to localize the UAV to the row the produces the
minimum position change between scans.
Algorithm 9 Row smoothing
1: x p ← 0
2: procedure SmoothRow(xc )
3:
∆c ← x p − xc
4:
∆ p ← x p − ( xc + rw )
5:
∆s ← x p − (xc − rw )
6:
if ∆c < ∆ p && (∆c < ∆s ) then
7:
n←0


8:
else if ∆ p < ∆c && ∆ p < ∆s then
9:
n ← −1
10:
else
11:
n←1
12:
end if
13:
xs ← xc + (n · rw )
14:
x p ← xs
15:
return xs
16: end procedure

. Distance from center row
. Distance from left row
. Distance from right row
. Closest to center row
. Closest left row
. Closest to right row

. Return the smoothed estimate
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The discontinuity smoothing can compensate for small disturbances in the UAV
position, but if the UAV flies close to an adjoining row for extended periods of
time, it will begin tracking that row as its target row. Algorithm 10 addresses this
problem by low pass filtering the position estimates. When this filter produces
a large response, the UAV is flying for an extended period next to an adjoining
row. The row switch detection algorithm tracks this, and keeps a global estimate
of how many rows the UAV is from its target row, thus keeping track of the UAV’s
position in the entire field, and not just relative to the target row.
Finally, Algorithm 11 smooths our global estimate of the UAV’s position. It
does so by first filtering the pose estimates with a median filter to reject outliers,
and then using two infinite impulse response (IIR) filters to low pass filter the
position estimates. The IIR filters reduce high frequency noise, producing a slower
changing position estimate.

6.5 Parameterizing System
The row localization algorithm is less dependent on the values of p g and pc than the
altitude localization algorithm, since the segmentation and consensus algorithms
Algorithm 10 Row switch detection
1: n ← 0
2: procedure SwithcRow(xs )
3:
f ← LPF ( xs )
4:
if f < t then
5:
n ← n−1
6:
else if f > t then
7:
n ← n+1
8:
end if
9:
xd ← xs + rw · n
10:
return xd
11: end procedure

. Get low pass filter response of position
. Filter response indicates left row move

. Filter response indicates right row move
. Add row offset to position estimate
. Return the smoothed estimate
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Algorithm 11 Row filtering
1: procedure RowFilter(xd )
2:
x f ← MedianFilter ( xd )

3:
x f ← I IR x f

4:
x f ← I IR x f
5:
x M ← x f · LM R M
6:
return xM
7: end procedure

. Reject outliers
. Low pass filter to smooth response
. Further low pass filtering
. Transform to map frame of coordinates
. Return the UAV position estimate

will remove small amounts of noise from the estimate. We choose to use the same
values as we do in the altitude estimation for simplicity.
We muse also choose how many windows to use for the segmentation process
to derive the coarse localization algorithm. Choosing too few windows will make it
difficult to refine the estimate, but too many windows will risk eliminating points
that can be used to refine the estimate. The accuracy of the laser, width of the
central stalks, and how far the stalks can bend govern how many windows should
be used. In practice, we found using four segmentation windows, and three offset
windows, created an accurate measure of the row location. This divides the scan
into regions 19.05 cm to search.
Finally, we use a genetic algorithm to formulate the structure and parameters
of the filter in Algorithm 11. This genetic algorithm uses trials data to optimize
the system performance. The genetic algorithm is able to efficiently search the
non-linear filter space for the set of parameters that minimize the error between
the laser estimated pose, and the true pose of the vehicle.

6.6 Implementation
As with the altitude estimation system, we implement the algorithm in C++ using
the ROS middleware. We use the software from Chapter 3 as the base platform.
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Figure 6.4: Row localization software system.

This system, shown in Figure 6.4, improves upon our altitude estimation software
by enabling position and velocity control over the UAV’s path, faster IMU communication rates (167 Hz), and a more advanced control system. Moreover, the
simplified system uses less system resources, freeing computation power for the
localization algorithm.
Unlike our prior system, which relies on multiple nodes to estimate the altitude
of the vehicle, this system relies on a single node, crop localizer to estimate both the
altitude and lateral location. This node uses multiple threads to asynchronously
receive and process data, and transmit the results. The asynchronous communication between the threads efficiently processes the incoming data with little
latency. Moreover, the threads can execute in parallel, allowing the system to take
advantage of multicore processors.
The row localization system uses an improved flight platform, shown in Figure 6.5. We utilize the same UAV platform as in the altitude estimation, but with a
faster laser scanner, better computing platform, and mount a downward facing
camera for debugging [63, 100]. The processor has eight cores, allowing it take
advantage of our improved software architecture.
Table 6.1 contains the weights of the different system components. The combined system weight is well within the Firefly’s payload limits. The table does
highlight one downside of the laser scanner with respect to a camera. The laser
scanner is extremely heavy in comparison, due to its mechanical complexity and
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(a) Back view of system.

(b) Bottom view of hardware showing sensors and onboard computer.

Figure 6.5: Row localization system hardware.

sensitivity. This requires a much heavier housing that consumes a large portion of
the payload.

6.7 Evaluation Procedure
In this section we describe our evaluation procedure prior to analyzing the system’s
performance in outdoor field trials. The test environment is a phenotyping research
field without infrastructure designed for robotics experiments. The phenotyping
research precludes extensively modifying the environment, since that will disrupt
the primary research purpose of the fields. RTK GPS is not a feasible ground truth
method in this area because of the payload limits of the vehicle and reliability of
Battery
Power supply
Laser scanner
Mounting plate
Odroid
Camera
Misc.

360 g
23 g
196 g
70 g
81 g
15 g
37 g

Table 6.1: Row localization component weights.
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Row 0
Row 1

Visual Aid Row 2
Camera

Row 3
Row 4

Visual Aid Row 5
Row 6

Figure 6.6: Overhead perspective of ground truth experiment.

the RTK signal in this region.
We use a camera system and human observers as an alternative to automated
sensing to evaluate the system performance. Figure 6.6 shows an overhead view of
the experimental procedure. The UAV flies down a target row in in the validation
experiments. An elevated GoPro Hero 3 camera on a tripod records the flight
from a perspective of above and behind the target row during the flights [53]. We
also place two flags two rows to the left and right of the center row as a visual
reference. We extract still images from the video after the flight at a frequency of
4 Hz. Human observers analyze each image, estimate where the UAV is in the
field relative to the target row, and grade each image between zero and seven. A
score of three indicates the observer believes the UAV is closest to the target row, a
score of two means the observer estimates the UAV is one row to the left of the
center row, a score of four is one row to the right, and so forth. Scores of zero and
six mean the UAV is three or more rows from the target row. A score of seven
means the observer cannot locate the UAV in an image.
The camera has a wide angle lens that severely distorts the images with a
fisheye effect. Figure 6.7(a) shows a still image from the camera. The distortion
makes the horizon appear curved and the straight fence to the left appears to bow
upwards in the middle of the image. The distortion can deceive the observer, so
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(a) Original distorted image.

(b) Undistorted image.

(c) Image after cropping.

(d) Image with annotations.

Figure 6.7: Image processing for observer grading.

we use Matlab, the GoPro, and a known image to estimate the intrinsic, extrinsic,
and camera lens distortion parameters [90]. The images are undistorted using
these parameters to produce images, such as those shown in Figure 6.7(b). We
then crop the undistorted images, shown in Figure 6.7(c), to reduce the region the
observers search for the UAV in. Finally, we annotate the images with guidelines,
as in Figure 6.7(d), near the adjacent rows to help the observers identify the rows.
The observers face two main difficulties in estimating the UAV’s position. First,
as the UAV flies far away from the camera, the rows appear closer together, and the
observers’ estimates lose precision. Second, when the UAV is close to the middle
point between two rows, the observer may incorrectly choose which row the UAV
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is closest to. This second reason is why the error estimates are done using the
continuous valued position estimates. If the UAV is close to the midpoint, but the
observer chooses the row the UAV is farther from, we generate an error metric
that more accurately reflects this error.
Preprocessing the images as in Figure 6.7 helps the observers make the best
possible estimate. We also give all of the observer the complete set of images and
their alterations, which helps improve the observers’ accuracy. Since the observers
have all of the images, they can view them sequentially, which gives them a sense
of relative motion between the images. The observers also use the uncropped
images to get a better estimate of the vehicle’s position if it is near the edges or
outside of the cropped area.
We refer to the observers’ raw estimates as the discrete, or quantized, estimate
of the UAV’s position. We convert the raw estimates into estimates with units of
meters and average the independent estimates of each image together to form the
continuous estimates of the vehicle’s position.
Three observers grade each image. Their results are then compared to each
other observer’s, and to the position estimates of the UAV. In total, 1,260 images
form the ground truth of our localization procedure. Two different sets of observers
analyze the images.
The first set of observers are from Amazon’s Mechanical Turk service [3]. Amazon Mechanical Turk allows users to submit jobs to an anonymous worker pool.
The workers select which jobs they wish to work on based on the requirements
of the job and the monetary reward associated with the job. In this instance, we
create a web page that displays 10 images to a worker from the set of all data.
The worker selects the UAV position from a list of options, and is rewarded a
few cents for each image they grade. Each worker grades only one set of images.
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The Mechanical Turk service is appealing for this type of analysis because of the
large anonymous worker pool. In theory, this enables high quality and large scale
analysis of visual data.
Amazon’s Mechanical Turk service proved to be unreliable and yielded poor
results, which we discuss in Appendix F. These problems led us to switch from
Amazon’s service and use two undergraduate and one graduate students from
the NIMBUS laboratory. Admittedly, these workers could have biases, as they
are familiar with the crop survey research, however, none of them work on the
project or are personally invested in its success. These students are much better at
analyzing the imagery and create a higher quality analysis than the Mechanical
Turk workers. In the following section we exclusively evaluate the system using
the student worker results.

6.8 GPS Evaluation
Before evaluating the laser scanner localization process, we performed four experiments using only the onboard sensors to establish the baseline performance of the
base UAV platform. While this is not a comprehensive evaluation of the GPS and
IMU sensors on the UAV, they illustrate that GPS based localization is insufficient
for precise localization in agricultural settings.
In the following experiments we analyze the reported GPS position of the UAV.
In the first experiment the UAV is stationary on the ground with its motors off
for 5 minutes and 24 seconds, which is approximately one third of the expected
flight time. The last three experiments a person carries the vehicle in a straight
line between two predefined positions 30m apart, with the motors off, idling, and
at 50% thrust. At the end of the experiment, the UAV is returned to its starting
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position. The first experiment shows how much the position can drift over time,
even with no movement. The last experiments demonstrate how the vehicle would
eventually lose track of the row it is to follow.
Figures 6.8(a), 6.8(b), and 6.8(c) show the reported position of the UAV, a CDF
of the distance of the UAV from the origin, and the horizontal accuracy estimate
reported by the UAV when it is on the ground. With the motors off, the GPS
estimate of the position slowly drifts up to 24 cm in the x-axis and 86 cm in the
y-axis from the origin, while the average reported horizontal accuracy is 0.81m.
Since the rows in the motivating example are 0.762m apart, a position drift of this
magnitude will place the vehicle directly over an adjoining row, and a distance of
half that would cause the UAV to believe it is closer to an adjoining row than the
true row.
Figure 6.8(b) shows the empirical CDF of the x and y positions of the UAV while
stationary. In the x-axis, 76 % and 89 % of the readings lie within half a row width
and a full row width respectively, from the initial position. The y-axis statistics
are similar, at 77 % and 91 %. This drift from the true position is inadequate for
phenotyping trials because 23 % of the time it would fly closer to an adjoining
row. This performance is despite of the horizontal accuracy estimates, shown in
Figure 6.8(c).
Figures 6.8(d), 6.8(e), and 6.8(f) show the estimated position of the UAV
as a human carries it back and forth with the motors set to the three different
thrust values. These experiments test whether running the motors changes the
GPS performance. The duration of these experiments is 20 minutes 5 seconds,
18 minutes 48 seconds, and 20 minutes 7 seconds, respectively. The extreme y
positions mark the end of the paths, and show how the UAV’s position slowly drifts
over time, even though it is on a stable path. We measure the drift by comparing
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(a) Stationary track.

(d) GPS track, motors off.

(b) CDF of stationary distance (c) Stationary reported horifrom origin.
zontal accuracy.

(e) GPS track, motors idle.

(f) GPS track, motors half
thrust.

Figure 6.8: GPS baseline performance. Color gradient denotes passage of time.

the ending point to the starting point. For the three trials, we find that the end
position differs from the starting position by −5.76 m, 3.22 m, and −2.3 m in the
x-axis, and −0.47 m, −0.06 m, and −0.18 m in the y-axis. At the x = 15m point, the
positions differ by 0.80 m, 0.67 m, and 0.92 m. In all of these cases, the difference
in the reported GPS position is close to the distance between rows of corn in a
phenotyping trial. This level of accuracy is insufficient for characterizing plant
responses in phenotyping trials, motivating the need for additional localization
solutions. However, the tests show the errors slowly accumulate so in the short
term the GPS estimates are reliable.
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6.9 Sensor Characterization Using Constrained Flight
Before performing free flights we must determine the parameters of the filter in
Algorithm 11. To do so, we fly the UAV with a constraining tether so the true
position is known. We then compare the unfiltered laser estimates to the true
position to optimize the filter parameters.
These experiments take place in a field with corn plants with fully developed
tassels and approximately 12 leaves per plants. The plants have some ears of corn
with silk, but in an early development stage. We place a tall tripod at the beginning
of a row and another approximately 15m into the cornfield along the same row.
A thin guideline stretches between the tops of two tripods. The UAV hangs from
the guideline, using the red mounting bracket on top of the UAV in Figure 6.5(a),
0.5 m above the corn. A pilot manually flies the UAV down the row to record
sensor information. The guideline forces the UAV to remain almost directly over
the row which gives a true position to compare the laser estimates against.
The UAV executes the row localization algorithm through the fine and coarse
localization stages, in order to determine optimal filter settings for the latter part of
the algorithm. Using the unfiltered pose estimates from this algorithm, we choose
filter parameters to reject outliers and smooth the pose estimate. The first step of
the process is to split the pose estimates generated by the localization procedure
and the GPS into small segments, so that the GPS estimate does not have time to
significantly drift. Figure 6.9(a) shows an example sequence.
Filtering the pose estimates requires rejecting outliers and smoothing the
response to eliminate radical movements. We meet these requirements using
a filter chain with two median filters cascaded with two direct form II linear
time invariant (LTI) filters [104]. Designing these filters requires choosing the
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(a) Genetic algorithm test input and filtered
result.

(b) Filter response.

Figure 6.9: Genetic algorithm design process and results.

median filters’ window lengths and the coefficients of the rational transfer function,
Y (z) =

b0 +b1 z−1 +b2 z−2 +b3 z−3
X ( z ),
a 0 + a 1 z −1 + a 2 z −2 + a 3 z −3

for the LTI filters [104].

We use Matlab’s genetic algorithm optimization utility to optimize the filters’
parameters [90]. The genetic algorithm efficiently optimizes the large and nonlinear
state space to find optimal filter settings. We extract portions of the recorded GPS
and laser pose estimates, align the two in space at their beginning, and train the
genetic algorithm using the data. Given the high scan rate of the laser and the
short time periods of the segments, the GPS pose estimates do not accumulate
significant drift, and it is possible to directly compare the two estimates. The
genetic algorithm optimizes the filter parameters for this data, using the root mean
square (RMS) difference between the filtered test results and the GPS estimates as
the fitness function. The optimization chooses median filter lengths of up to four
samples. The LTI filter coefficients are integers with an upper bound of 32,767.
The genetic algorithm optimizes away the second median filter, leaving one
median filter with a window size of three, and two third order IIR filters. The first
IIR filter is a low pass filter. The second IIR filter is a notch filter. Figure 6.9(b)
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shows the magnitude and phase response of the combined IIR filter system. The
filter chain has an intuitive operation. The median filter first removes outliers from
the system if the underlying estimation process fails for a particular scan. The
low pass IIR filter smooths the response of the system. The final notch filter filters
quasi-periodic signal components the median filter introduces.
The plant growth stage of the field matches the field in our next set of experiments. It is possible that the filter parameters will change depending on the
growth stage of height of the corn, but we leave investigating the sensitivity of the
filter parameters with respect to the field state to a future work.

6.10 Two Degree of Freedom Evaluation
Next, we close the sensing and control loop and allow the UAV to control its pose
in two DOFs in an outdoor phenotyping trial field. This experiment demonstrates
the system’s ability to stably fly and localize itself to a target field row. The UAV
controls the roll and pitch of the vehicle and a safety pilot controls the height and
yaw of the vehicle.
In the flights, the safety pilot manually flies the UAV to a position over the
target row of corn, and then the automated system assumes control of the vehicle
and guides it to its target position between 20 m to 25 m down the row, at which
time the pilot re-asserts control of the vehicle. These flights take place two hours
after sunrise in full sunlight, with the UAV flying into the sun, over a fully mature
cornfield that is near harvesting. The UAV flies 11 flights over the corn. The wind
conditions are calm, with occasional crosswind breezes.
Figure 6.10(a) shows the human observer, laser, and GPS estimated positions
for one flight. We subtract the initial GPS position estimate from all GPS position
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(a) Observer and sensor estimated paths for
one flight. Green lines represent corn rows.

(b) 2-DOF errors.

Figure 6.10: 2-DOF errors

estimates to remove bias, such as that seen in Section 6.8, that accumulates before
the automated flight starts. We mark the corn row positions with dashed green
lines in this figure. Both the observers and sensors estimate the vehicle’s position
as being over the center target row for the majority of the flight. Around the t = 4s
mark, the sensors and observers significantly disagree on the position. At the
t = 7s and t = 10s positions, the observer and sensors both agree that the UAV
is no longer over the center row. The most likely causes of the UAV flying to an
adjacent row are errors in the pose estimate forcing the UAV close to an adjacent
row and gusts of wind blowing the UAV off of its target.
We also see the laser and GPS position estimates closely agree. The GPS
response is more heavily damped and smoother than the laser position estimates.
The smoothness of the GPS estimates will create a smoother control response, but
both estimates closely agree with each. This demonstrates our ability to closely
match the performance of GPS navigation solutions in good flight conditions.
Figure 6.10(a) shows that even though the laser scanner localization occasionally
mis-estimates the vehicle’s position, and spends significant amounts of time not
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directly over its target, it still manages to return to the target. There are several reasons for the UAV maintaining its stable flight in the face of pose estimation errors
and leaving its target row. First, the UAV controller does not react aggressively to
errors. This light control allows the UAV to drift towards the midpoint of a row
for some time before returning to the target position. Second, the velocity control
component of the high level controller counteracts any tendency to move away
from the target row. Third, some of the errors are ‘false positives’ on the observers
part, where they mis-estimate which row the UAV is closest to.
We also see that the shape of the GPS and laser position estimates closely
match each other. This shows the laser scanner tracking the row with comparable
accuracy to the GPS sensor estimates, but the laser scanner is directly sensing the
field. Furthermore, since this figure shows the GPS position with the initial offset
removed, it paints an optimistic picture of the GPS performance that does not
include the drift in the position estimate that accumulates between initializing the
GPS and flying it into the field.
Figure 6.10(b) is the histogram of the errors in all eleven flights. The majority
or the errors strongly cluster around zero, matching our expectation that the
UAV flies mostly along the central row, and when it leaves the central row, it
correctly detects this deviation from the flight path. We also see smaller clusters of
errors around ±0.762 m, which are the errors created by the observers and UAV
disagreeing which row the UAV is closest to.
Next, we investigate whether the error distributions are dependent on how long
the UAV flies, or how far the UAV flies down the row based on GPS estimates. We
investigate this possibility by plotting the errors from all of the flights as functions
of time and distance, shown in Figures 6.11(a) and 6.11(b), respectively. The
errors clustering around zero show that the system performs well across time and
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(a) Errors as function of time.

(b) Errors as function of distance.

Figure 6.11: 2-DOF error distribution.

space. The dashed green rows are the locations of the corn rows, and we can see
how some errors cluster around these positions. This indicates that the errors are
sometimes a result of the UAV or the observer incorrectly identifying which row it
is flying over, making the error biased by a multiple of rw . However, the errors do
not appear to have a dependency on time or distance the UAV travels and shows
that the UAV does not lose track of the target row in the long term.
Table 6.2 shows error metrics from all the flights. The errors with the largest
magnitude demonstrate that the UAV and observers always agree to where the
UAV is within one row. The combined mean (−0.053 m), standard deviation
(0.294 m), and median (−0.057 m) show that the errors tend to be biased in one
direction, with a significant spread. Despite the large variance in the estimates, the
UAV stably flies along the target row.
This experiment demonstrates that our row localization scheme is capable of
stably guiding the UAV in a cornfield. Using the pilot to control the altitude helps
stabilize the vehicle. In the next section, we explore whether the system is capable
of higher degrees of autonomy by combining the altitude and row localization
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Flight
1
2
3
4
5
6
7
8
9
10
11
Combined

Mean (m)
0.164
−0.031
−0.322
−0.172
−0.113
0.141
−0.026
−0.142
−0.315
0.045
−0.056
−0.053

Std. Dev. (m)
0.226
0.296
0.387
0.251
0.108
0.260
0.293
0.129
0.322
0.180
0.227
0.294

Median (m)
0.192
−0.093
−0.070
−0.139
−0.144
0.078
−0.095
−0.165
−0.195
0.027
−0.109
−0.057

|Max (m)|
0.482
0.932
1.012
0.904
0.256
0.800
0.808
0.313
1.038
0.553
0.591
1.038

Table 6.2: Errors between observer and laser position estimates for 2-DOF flights.

processes for higher levels of autonomy.

6.11 Three Degree of Freedom Evaluation
In the final set of experiments, the UAV controls its own roll, pitch, and thrust,
leaving only the yaw control to a safety pilot. These flights take place at daybreak,
with the UAV flying into the sun, over the same cornfield as in the prior section.
The UAV flies seven flights over the corn. The wind is significantly higher than
in the earlier experiments. The wind is initially a steady 2.5 m/s crosswind, as
measured by a handheld anemometer at the flight area. The winds increased to a
steady 4 m/s with highly variable and frequent wind gusts exceeding 7 m/s. The
evaluation uses the same procedure as in the 2-DOF flights.
Figure 6.12(b) shows the observer, laser, and GPS estimated path for one of the
flights. This flight shows much more movement when compared to the flight in
calm conditions in Figure 6.10(a). Both the observer and sensors estimate that the
UAV is oscillating about the rows. We can see that both the GPS and laser filter
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(a) Distribution of estimate differences over (b) Observer and sensor estimated path for
all flights.
one flight. The wind blows from the bottom
to top of figure.

(c) Errors as function of time.

(d) Errors as function of distance.

Figure 6.12: 3-DOF errors.

high speed movements from the position estimates, and both have difficulties in
estimating the vehicles position in these challenging conditions. In particular, the
laser scanner rejects the high rapid swings from the wind, and fails to detect the
extremely fast row switches.
Figures 6.12(c) and 6.12(d) show the errors as functions of time and distance,
respectively, as in Figure 6.11. Unlike the two DOF errors, the three DOF errors
are strongly biased by one row width. In addition, the errors have higher variance,
and the resulting figures like the strong banding about the multiples of the row
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width that are present in the two DOF experiments.
Table 6.3 shows the error statistics for all the 3-DOF flights. Compared to
Table 6.2, we see that the errors are much larger, and are no longer centered around
zero. Instead of following the target row, the UAV follows the adjacent row for
most of the flights. The cause of this error is the high winds during the flight.
Several pieces of evidence point to the high winds as being the source of the
problem. First, the errors did not occur during the 2-DOF flights. The difference
in height control is unlikely to be the source of the problems as the UAV flew at
approximately the same height in both trials, and the row localization algorithm is
not dependent on extremely precise altitude control. Second, the major position
errors are always in the direction of the crosswind, indicating a connection between
the wind and the error. Finally, the UAV behaves similarly while flying under
GPS control, which indicates the problem is not solely due to the row localization
process.
In most the flights, the UAV is immediately blown off course once the safety
pilot turns over control to the onboard computer. This rapid change causes the
row estimation procedure to lose track of the row it is tracking, and instead follow
the adjacent row. The high wind also makes it extremely difficult for the control to
stabilize, and the UAV is extremely erratic in its flight as a result. This erratic flight
contributes to both the UAV mis-estimating its position, and the observers having
more difficulty in estimating its position. This contributes to the wide variance in
errors seen in Figure 6.12(a).
To further investigate the impact of the UAV missing when it switches rows,
we use the recorded experimental data, and inject an additional offset of ±rw
at the location which most improves the error statistics. This experiment shows
how the UAV correctly detecting it drifting to an adjacent row, even once, will
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Flight
1
2
3
4
5
6
7
Combined

Mean (m)
−0.247
0.241
0.725
0.558
−0.223
0.799
0.677
0.335

Std. Dev. (m)
1.042
0.718
0.533
0.354
0.786
0.276
0.520
0.784

Median (m)
−0.018
0.321
0.846
0.602
−0.277
0.829
0.687
0.554

|Max (m)|
1.998
1.448
1.422
1.415
1.655
1.267
1.627
1.998

Table 6.3: Errors between observer and laser position estimates for 3-DOF flights.

dramatically improve its tracking performance. Table 6.4 contains the error metrics
from this experiment. While the system still has a large variance, and occasionally
mis-estimates its position, the mean error is almost zero. This demonstrates that
the errors do not accumulate and that the UAV can efficiently track rows.
The initial large swing when switching to automatic flight control is the cause
of most of the tracking errors. There are several options for fixing this problem. A
more powerful and capable vehicle may be better able to fight the winds. UAVs
capable of operating in much higher winds are typically much larger and expensive,
so this is an unattractive solution. A more feasible approach is to improve the
control system. A better controller implementation could react more aggressively
Flight
1
2
3
4
5
6
7
Combined

Mean (m)
0.134
0.214
0.069
−0.204
−0.032
0.071
−0.085
0.028

Std. Dev. (m)
0.921
0.713
0.354
0.354
0.678
0.218
0.520
0.611

Median (m)
0.083
0.210
0.098
−0.160
0.145
0.067
−0.075
0.043

|Max (m)|
1.625
1.448
1.076
1.117
1.655
0.641
1.121
1.655

Table 6.4: Error statistics for shifted 3-DOF flights.
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to disturbances, which would improve the row tracking performance. The other
attractive option for improving the performance is fusing the laser estimates with
data from the accelerometers and GPS, through mechanisms such as a particle filter,
to improve the localization estimate. This is approach is particularly appealing as
these sensors do not suffer from incorrect row switching detection, which could
help eliminate that failure mode from the localization process.
These results, combined with the two DOF results from the prior section,
demonstrate the vehicle is capable of autonomously tracking a row, even in high
wind conditions. Appendices D and E contain additional information on how
effective the evaluation procedure is, and execution time benchmarks. These
appendices show that our evaluation procedure is effective, and this system is
extremely fast, even on the constrained resources of the UAV platform. Next, we
perform additional experiments to explore the failure modes that occur in this
section.

6.12 Row Switching Evaluation
The results of Section 6.11 show the system has problems detecting when the UAV
switches rows. The problem is a result of the vehicle’s speed, maneuverability, and
the rows visual similarity. Filtering the position estimates is extremely difficult
because an aggressive filter will miss times when the UAV moves to an adjacent
row, causing the vehicle to drift from its target position. On the other extreme,
weakly filtering the data causes many false positives, and the vehicle will fly
erratically as it thinks it is frequently jumping which row it is nearest to.
In the prior sections, the UAV successfully tracks a target row in low wind
conditions. In this section the vehicle flies orthogonally to the rows to evaluate the
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ability of the vehicle to detect a true case of switching rows. The mature field in
Figure 6.13(a) presents a challenge to the localization system. In this experiment
the vehicle begins on the ground directly behind a row of corn. A pilot manually
takes off and flies the vehicle several meters along the initial row. The pilot then
flies the vehicle at a right angle to the original flight path, and flies four rows to
the right of the initial row. After stabilizing the vehicle, the pilot flies the vehicle
back to the initial launching area and lands it three rows to the right of the takeoff
point.
We use the same system as in the prior sections with a minor change. Instead
of an Odroid-XU3 the system uses an Odroid-C2 [100]. The original computing
unit developed a hardware fault and it is not possible to replace it with a similar
system because the product is no longer manufactured. The Odroid-C2 is nearly
identical, except it uses a quad core ARM processor running at 1.5 GHz. This
change includes a small software upgrade to a 64 bit Debian 8.2 operating system
[116].

(a) Test field conditions.

(b) GPS track from example flight.

Figure 6.13: Row switch evaluation experimental configuration.

Figure 6.13(b) contains the GPS track of the vehicle in one dimension during
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a test flight. The right angle flight occurs between 15 s and 17 s in the flight. The
y-axis divisions in this graph are multiples of the 0.762 m rows. This evaluation
considers the laser scanner position estimates in this transition period to find
whether or not the row switch detection portion of the localization algorithm
correctly tracks the vehicle during this time. This experiment uses a total of 24
flights to evaluate the algorithm.
There are two key metrics to evaluating the experiment. The row the localization
algorithm estimates the UAV ending over after the movement is the most important
metric. If the system correctly predicts which row the UAV ends at, then the
localization is accurately tracking the position. The second metric is the number of
row switches estimated by the localization algorithm. This complements the first
metric by determining whether the localization algorithm is only detecting true
occurrences of the UAV crossing a row, or if it is generating many false positives
and negatives, and only ends on the correct row by coincidence.
Figure 6.14 show the two primary row switch detection metrics for the 24 flights.
Clearly, Figure 6.14(a) shows the localization algorithm had many problems in the
trials. In 18 of the 24 flights the laser scanner based localization estimates that the
vehicle finishes the flight over the same row it starts over. In a further 3 flights,
those which end on the positive one row, the vehicle incorrectly predicts it finishes
the flight one row to the left of where it began. In these flights, the localization
algorithm mis-estimates its position by a total of five rows. In the final three flights,
the position estimate is only one row to the right of the initial position.
Figure 6.14(b) shows the number of row switches detected in each experiment.
Clearly, the algorithm is failing in most experiments, since only two experiments
have the expected number of switches. 14 of the experiments fail to detect any
changes in the row at all. This figure, combined with Figure 6.14(a), indicates that
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(a) Final row after translation.

(b) Number of detected row switches.

Figure 6.14: Primary row switch detection metrics.

even when after detecting a row change, the localization algorithm switches back
to the old row. Closer analysis of individual flights reveals this to indeed be the
case, where the system would sometimes revert back to a prior row immediately
after a switch.
Finding the cause of these problems is extremely difficult. Figure 6.15 contains
two attempts to isolate the cause of the errors. Figure 6.15(a) shows the GPS
reported position at which the row changes occur at, as a multiple of the row
width.There are several false positive about y = 0. Several occur exactly over the
first row, as they should. However, afterwards, the switches are more spread out.
One possible explanation for this behavior is the quick changes across multiple
rows caused the algorithm to malfunction, and accumulate error the farther the
UAV travels from its initial position.
Speed is another potential cause of failure. Figure 6.15(b) is the y-axis velocity
at which the row switches are detected at. The row switch detection occurs at
a variety of speeds, and the correlation between the vehicle speed and failure is
unproven.
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(a) Position during detected row switch.

(b) Speed during row switch.

Figure 6.15: Row switching conditions.

These results lead us to conclude that our row switch detection algorithm needs
improvement. While our results in prior sections show it works some times, rapid
changes over multiple rows are rarely detected correctly. Future improvements
to the system should focus on improving the row switching detection. There are
several possibilities for doing this. One promising avenue is to develop a particle
filter to fuse the acceleration, GPS, and laser scan data together. This improved
fusion should allow the system to better reject erroneous readings from the laser
scanner, as the IMU and GPS should provide sufficient short term pose estimates
to detect the row switches.

6.13 Extended Duration Flights
The evaluation of the accuracy and reliability of the laser scanner localization
system concludes with a series of long endurance flights over the same field and
with the same system as in Section 6.12. The purpose of these flights is to test
the localization procedure with a more realistic mission profile over an extended
period of time. The results from Sections 6.10 and 6.11 show that the vehicle
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is capable of tracking a row, but suffers errors where it erroneously believes it
has moved to an adjacent row, or fails to detect when a disturbance forces it to a
row adjacent to its target. Section 6.12 tests the system’s ability to correctly detect
true row switches. This section complements that experiment with long duration
flights to test how frequently the localization system believes the UAV switches
rows when it has not. These experiments remove the impact of the control system
on the flight performance, and focus on the false row switching error mode.
In this experiment the UAV begins on the ground directly behind a target row
of corn. A pilot stands on a ladder directly behind the UAV so that he sees over
the top of the field. The pilot manually launches the vehicles and flies it as close
as possible to the target row for as far as they can maintain precise control of
the vehicle. The vehicle flies repeatedly back and forth along the target row. The
manual control largely keeps the vehicle over the target row and extremely close
to the crops. The winds is variable, but generally blowing into the UAV’s flight
path at approximately 4.5 m/s.
The pilot flies a total of five flights, each over a different row in a different part
of the field. The rows are far enough apart that the laser scanner never observes
the same rows in separate experiments. Each flight consumes the entire battery
capacity of the UAV.
Table 6.5 contains information on the experimental flights. The flights are
extensive, covering almost 53 min of flight time, and traveling over 6.75 km in the
y direction alone. The max distance is the furthest the GPS estimates the UAV
travels in the y-direction from the operator. The pilot is typically unable to fly the
UAV more than 30 m to 40 m from the launch point because of the difficulty in
flying extremely close to crops under manual control.
The last two columns of Table 6.5 are the number of legs in each flight and

152
Flight
1
2
3
4
5
Total

Duration (s)
431.7
390.4
765.0
742.8
816.8
3,146.8

Total Distance (m)
1,111
643
1,422
1,682
1,911
6,770

Max Distance (m)
42.8
36.1
33.9
43.0
37.8
N/A

Leg Count
38
26
62
66
72
264

Estimates
8,617
6,298
14,435
14,158
15,382
58,890

Table 6.5: Extended flight experiment details.

the number of laser pose estimates from the flights. We define one leg as a flight
down the target row in either the forward or backward direction. So if the operator
flies to the opposite end of the field and then reverses course and flies back to
the launch point, that is two legs. In a real phenotyping experiment, each one of
these legs could be one set of observations about the field. This table shows the
experimental flights include a large number of legs to create an extensive dataset
from the field.
Figure 6.16 shows the distributions of speeds the GPS records during the flights
in the horizontal and vertical dimensions. The vehicle flies much faster in these
flights than the 1 m/s to 3 m/s speeds in the autonomous flights. Precise speed
control under manual flight is extremely difficult because of the pilot’s perspective
on the vehicle as it flies towards the horizon.
The prior row localization experiments use human observers to evaluate the
performance. While this approached works well for short range flights, the
distances in this experiment are much longer, and will be extremely difficult for a
human observer to track. This experiment avoids these problems by using only the
GPS and laser based position estimates to evaluate the flights. Since the human
pilot maintains the vehicle position over the row for most of the flights most of
the errors occur when the localization system estimates it changes rows are due to
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(a) Lateral speed distribution.

(b) Vertical speed distribution.

Figure 6.16: Speed distributions during extended flights.

errors.
Figure 6.17 shows the laser based estimates of the position during one flight.
There are clear discontinuities where the localization process fails and suddenly
switches rows, but there are also long periods of stable flight. For example, up
until the 100 s mark, the position estimates are extremely stable. In between these
failures are stable periods of flight, where the localization process performs well.
A human evaluator examines that data from each flight and marks these periods
of stable flight. We evaluate the performance of the system in the context of these

Figure 6.17: Laser position estimates during manual long duration flight.
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Flight
1
2
3
4
5
Mean

Total (s)
431.7
390.4
765.0
742.8
816.8
629.4

Time
Stable (s)
266.0
249.2
606.8
534.6
622.1
455.7

Stable (%)
61.6
63.8
79.3
72.0
76.2
70.6

Total (m)
1,111
643
1,422
1,682
1,911
1,354

Distance
Stable (m)
842
611
1,344
1,494
1,810
1,220

Stable (%)
75.8
94.9
94.5
88.8
94.7
89.7

Table 6.6: Stable flight metrics.

stable periods of flight.
Table 6.6 contains metrics on the duration and number of stable periods in
each flight. On average, 70.6 % of the flights’ time is spent in a stable flight mode,
representing almost 38 min of flight. In spite of the semi-regular errors in the
localization system, the UAV still spends most of its time with a stable pose
estimate. Furthermore, some of these row switches are potentially true problems
caused by the pilot’s inability to exactly fly along the row. Unfortunately, it is
not possible to distinguish between the two conditions, so our analysis presents a
worst case scenario.
The right half of Table 6.6 represents the same time periods as the left half, but
examines the stable periods in terms of the y distance (along row) covered during
stable localization estimates instead of time. There is an important distinction
between the two views of the same data. The distance based metrics show the
UAV is stable for 89.7 % of the distance covered in flight, but only 70.6 % of the
time. This distance demonstrates that the localization process functions well for a
large portion of the experiment. In particular, during three of the experiments, the
vehicle experiences errors for approximately 5 % of the distance.
This discrepancy between the time and distance based metrics is interesting,
because it indicates the localization process is less stable when the vehicle is
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Figure 6.18: Localization errors by distance.

hovering or moving slowly versus when it is moving quickly. One potential cause
of this discrepancy is the pilot losing precise control of the vehicle as it approaches
the end of its flight. As the vehicle moves far away, the pilot will have difficulties
maintaining precise altitude control.
The flight records do not prove this theory. The errors as a function of distance
appear in Figure 6.18. There is no discernible pattern for where the occurs occur
during flight, and no apparent preference for the beginning or end of the flights.
Examining other parameters, such as the vehicle speed and altitude, fails to present
any other systematic errors. So instead, we explore the scan data where the errors
occur.
Examining the scans around when the errors occur presents several common
patterns. The three general trends are: excessive noise in the scan, unstructured areas, and regions without plant data. Each of these can potentially cause localization
failures.
Figure 6.19 shows three examples of regions where there are no or very few
plants. This is an obvious failure mode because the vehicle lacks features to track.
Checks in the localization system should detect when all of the laser ranges come
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from the ground, but small plants or weeds can introduce just enough structure to
fool this failsafe.

(a) Example 1.

(b) Example 2.

(c) Example 3.

Figure 6.19: Regions with little plant data.

The second failure type is a laser scan containing only noise. Figure 6.20 shows
two examples of this problem. There are several possible causes of these errors.
Hardware or software failures within the scanner itself may produce corrupted
scan data. This type of fault can be difficult to detect, depending on how the errors
present themselves. Flying too close to the corn also causes this type of pattern.
If the vehicle flies too low, the laser scanner can almost come into contact with a
plant which will then dominate the scan.

(a) Example 1.

(b) Example 2.

Figure 6.20: Regions dominated by noise.
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(a) Example 1.

(b) Example 2.

(c) Example 3.

Figure 6.21: Unstructured regions.

Examples of the final error mode appear in Figure 6.21. These three figures
show three distinctly difference scenarios. In Figure 6.21(a) extensive plant matter
around the 1 m distance from the UAV destroys any vertical definition in the scan.
Similar problems can arise in weedy fields, or regions where plants have been
knocked down.
Figure 6.21(b) shows an unusual situation where the scanner fails to locate
large regions of plants. This may be due to insufficient scanner resolution, or the
plants in this region may be underdeveloped or damaged.
The final figure, Figure 6.21(c), shows a large clump of data directly underneath
and extending one row width to the left of the UAV. There is no repeated row
structure in this figure. A probable cause of this is either damaged or missing
plants. Planting equipment malfunctions, or localized flooding can cause these
types of small gaps. If the remaining plants have damage, the localization scheme
will struggle to localize the vehicle.
In general, these types of faults reveal the limits of the laser scanner. Augmenting the system with additional sensors is one promising method of addressing
these problems. For example, in bare areas of the field, a camera with an effective
optical flow algorithm may localize the vehicle until the UAV reaches plants again.
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In areas of unstructured plants, fusing the laser scanner data with the IMU data
via a particle filter can stabilize the vehicle for short periods of time. In all cases,
additional sensors with different sensing modalities can overcome the limitations
of the laser scanner. This multisensor fusion is a promising research direction but
is very difficult to implement in practice.
In spite of the localization failures, this experiment still shows the promise and
effectiveness of the laser scanner. The localization algorithm functions correctly for
kilometers of flight without the aid of other sensors. A more robust system can
overcome the failures through additional sensors. Until adding this type of fault
tolerance we can clearly see that the laser scanner performs well during extended
flight operations.

6.14 Summary
In this chapter we developed a means of localizing a UAV relative to a target plant
row in a realistic cornfield. The row localization procedure utilizes information
from the laser scanner and IMU to locate a target row in a field, and fly the UAV
along it without the need for external infrastructure or sensors. In addition to
the position relative to the nearest crop row, the vehicle maintains a global state
estimate of where it is in the entire field. The global state estimate allows the
vehicle to recover from severe disturbances. This localization procedure allows
field data to be precisely mapped to the position in the field where it is taken from.
While our experimental evaluation considers corn fields, in general, this approach should work in many types of crops. The key assumption of the row
localization algorithm is the plant matter is more plentiful closer to the center of
regularly spaced rows. Given this assumption, the localization procedure shows
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promise in crops such as soybeans before they fully canopy over the rows, sorghum,
or sunflowers. Evaluating and adapting this process in these situations is left to
future work.
This chapter contains the following contributions. The accompanying appendices contain further experimental benchmarking data and an evaluation of our
validation methodology.
1. How to localize the location of the vehicle relative to a field row without
using GPS using the onboard laser scanner.
2. Outdoor field trials to assess the localization algorithm.
3. A comparison to visual odometry algorithms and how visual odometry
algorithms struggle in our unstructured field environments.
The row localization procedure, coupled with the altitude estimation procedure
in Chapter 5, allows the vehicle to precisely navigate within a field environment.
By directly sensing the crops, the vehicle can navigate close to the plants without
knowing the map of the field beforehand. By operating close to the crops we
can use new types of sensors to monitor the field, including short range passive
sensors, and gain new perspectives on the crop development. The contributions in
these two chapters may also prove useful for applications, such as phytobiopsy,
which require directly sensing and localizing the UAV relative to plants in a field
rather than relying on a priori knowledge of the field.
This system can also operate in GPS denied environments to provide an
additional layer of fault tolerance and system reliability. Given the high adoption
rate of RTK GPS technology for planting crops and working fields, most fields will
have a high quality map available. Our system will can complement these systems
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to provide an alternative localization mechanism if the RTK GPS system fails while
also providing useful scientific information on the crops. Standard GPS systems
already onboard most commercial UAVs can also benefit from the contributions
in this chapter by fusing the position estimates together to provide a more robust
and accurate position estimate than either method produces on their own.
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7

Crop Height

After resolving the challenges of localizing the UAV in outdoor phenotyping trials,
we utilize our system to measure the height of the plants in the field. Automating
this labor intensive process will improve the spatio-temporal resolution data
collected during field trials, and will allow researchers to measure the impact of
short term environmental stresses on plant development.

7.1 Challenges
Automated crop height measurement presents several challenges. Using a ground
vehicle is undesirable, since a large vehicle will compact the soil and damage
plants, which influences the experiment. Small ground vehicles may be able to
traverse the rows in a mature field without damaging them, but are unable to
operate at high speeds due to the rough terrain, and have difficulty in sensing the
tops of plants from their low perspective.
Since aerial vehicles can fly above the plants and obstacles in a field, they can
quickly traverse fully developed fields without damaging the plants or otherwise
influencing the experiment. Small UAVs are especially attractive in these phenotyping trials, as their ease of use and portability allow researchers to transport
them to the remote field locations and quickly conduct experiments.
Estimating the crop height from these small UAVs faces many of the challenges
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as localizing the vehicles in these fields. Passive sensors, such as cameras, are
challenging to operate in the unstructured field environments with variable lighting
conditions with plants, and have difficulties estimating plants’ scale from unknown
altitudes without an accurate altitude estimate. RGB-D cameras can accurately
measure distances and scales, but sunlight interferes with their operation. Radars
are bulky and and not precise enough for small UAVs. Instead, we reuse the
short range laser scanner used in the localization experiments to measure the crop
height, since it is accurate, light weight, and can measure plant heights from the
UAV’s target altitude.
Measuring the crop height with a laser scanner from the UAV requires tracking
both the top of the crops, and the location of the ground. It is necessary to track
both of these features since the UAV’s altitude varies, making the vantage point of
the sensor an unknown factor. Fortunately, our localization work already provides
this information.

7.2 Approach Overview
Our approach to measuring crop height uses the same process as the localization
procedure, where two percentiles, p g and pc represent the points in the CDF of a
scan matching the ground and crop tops. Searching the CDF about these points
yields distances corresponding to the top and bottom of the plants. The difference
of these two points is then the height of the crop.
One of the major disadvantages of measuring the crop height with this automated technique is we lose measurements of individual plants that hand measurements gather. Each laser scan will measure multiple plants, and the vehicle’s
movements make it infeasible to measure the height of a single plant. Instead, we
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rely on group statistics to estimate the average height of the plants in a region.

7.3 Algorithm
Algorithm 12 is our algorithm for estimating crop height. This algorithm is similar
to our localization algorithms, in that it searches the results of the Algorithm 3
to find ranges corresponding to the ground and crop top points in lines 2 and
3. Median filters reject outliers from these estimates. The difference of these two
filtered estimates is the height of the crop in that laser scan. Unlike the localization
algorithms, we do not convert the laser scan from the laser scanner coordinate
frame to the UAV body frame, since the crop height will be the same in both
frames.
The system saves crop height estimates from individual scans until surveying
an entire region. Then, we take the mean of the accumulated crop height estimates.
This mean is the crop height estimate for the entire subplot. This averaging process
acts reduces noise from individual scans which is why we do not filter the crop
height estimates as heavily as the vehicle altitude estimates.
Algorithm 12 Crop height estimation algorithm
1: procedure EstimateCropHeight(Vz , P)
2:
g ← f ind(Vz , P, p g )
. Find range reading close to ground percentile
3:
c ← f ind(Vz , P, pc )
. Find range reading close the crop tops
4:
g f ← MedianFilter ( g)
. Pass ground estimate through median filter,
length w g
5:
c f ← MedianFilter (c)
. Pass crop top estimate through median filter,
length wc
6:
h ← gf − cf
. Calculate scan crop height
7:
return h
. Return the croop height estimate
8: end procedure
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7.4 Implementation
Our implementation reuses the system from the altitude estimation process from
Figure 5.9. The kalman height node computes the crop height as it measures the
altitude of the UAV. Since it reuses many of the same parameters and inputs, this
process is extremely efficient. In our row localization system, the localization node
performs the same process, finding the desired points in the laser scan distribution
as it localizes the vehicle, reducing the computational overhead.

7.5 Evaluation
Our crop height estimation evaluation uses the same indoor and outdoor testbeds
as in Section 5.8. A trained researcher measures the height of 20 plants in the
outdoor testbed. The plant heights, as measured from the ground to the top of the
stalk, vary between 1.98 m and 2.26 m, with a mean height of 2.1 m and a standard
deviation of 8.28 cm. When measuring to the top of the tassel, the plant heights
range from 2.33 m to 2.65 m. The mean of these measurements is 2.51 m and a
standard deviation of 8.61 cm. The plants in the indoor testbed range have a mean
height of 0.967 m with a standard deviation of 3.74 cm.
Table 7.1 shows the estimated crop heights for the indoor and outdoor testbeds
for different values of p g and pc . The first row is the result of taking the two
extreme points of each scan, highest and lowest, and using the difference as the
crop height estimate. This produces unacceptable results, as the outdoor crop
height estimate is 0.77 m larger than the actual crop height. This is the result of
noise and the corn tassels producing estimates of the plants’ tops that are closest
to the UAV. The ground estimate overestimates the ground distance as it flies over
holes in the ground, and furrows in the field, producing long range scan estimates.
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The indoor data is similarly affected by noisy measurements, and overestimates
the artificial plant heights. The height estimate is unaffected by the imprecise
manual control, which caused the UAV to repeatedly change its altitude over the
field. Despite changing the UAV’s position relative to the crop, the system was
still able to form an accurate height estimate.
The crop height estimates converge to the actual values as more data is filtered
from the scans. Of particular interest are the values around p g = 0.95, which
produced a stable flight from the UAV. Using this parameterization, we can see
that rejecting a small amount of the close scans to the UAV, pc = 0.02, produces
a crop height estimate that is within 4 cm of the true value for the outdoor field.
This parameterization also accurately estimates the indoor testbed’s height.
Table 7.1 shows that the system is more sensitive to changes in p g than to pc
in the outdoor setting. We conjecture that this is due to the dense upper canopy
returns many samples that are a good estimator for the top of the crop. On the
other hand, very few samples reach the ground, so the few samples reaching the
ground have a high probability of being corrupted by variations in the ground,
holes, debris, or even small plants growing in the field. This allows us to more
aggressively filter data from the scans close to the UAV than the scans that reach
the ground.
Intuitively, the parameters match the physical aspects of the outdoor field. The
top layers of leaves form a dense canopy, with only a few protrusions by leaves
and corn tassels. Only a small number of measurements in each scan will reflect
from these surfaces, which means pc can be very small. On the other hand, the
ground readings are impacted by furrows in the field, and the generally uneven
ground. This requires more noise rejection from the ground estimate, resulting in
p g = 0.95 for accurate results. Given that the corn was in good health, and mature,
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pg .
100
99
99
99
95
95
95
90
90
90

pc
0
1
2
5
1
2
5
1
2
5

Est. Indoor Height (m)
1.0545
1.0412
1.0335
0.9888
1.0219
1.0133
0.9690
1.0040
0.9956
0.9514

Est. Outdoor Height (m)
2.8810
2.5026
2.4601
2.3808
2.1849
2.1440
2.0625
1.9077
1.8609
1.7771

Indoor Error (m)
0.0875
0.0742
0.0665
0.0218∗
0.0549
0.0463∗
0.0020∗
0.0370∗
0.0286∗
−0.0156∗

Outdoor Error (m)
0.7730
0.3946
0.3521
0.2728
0.0769
0.0360∗
−0.0455∗
−0.2003
−0.2471
−0.3309

Table 7.1: Impact of estimation parameters on crop height estimates. Values with a
* are within 5cm of hand measurement
the canopy in the field is representative of the highly cluttered environments the
UAV will operate in.
This evaluation also validates our altitude estimation procedure. Since we are
able to accurately measure the height of the crop, our altitude estimation procedure
is also functioning correctly. This chapter demonstrates that the laser scanner is
not only a useful tool for localization, but also functions as a valuable scientific
instrument.
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8

Localization and Field Analysis

Chapters 5, 6, and 7 use a laser scanner to localize a vehicle within a corn field and
simultaneously measure the plant heights. This process uses the range distribution
of the scan data to locate the center of the rows and the ground. While the crop
height information is very valuable, the laser scan information should yield more
insight about the fields. In this chapter, we explore other field features which are
present in the scan data, how these features impact the localization procedure,
and how the scan data reflects the field development. We also present a more
comprehensive altitude analysis using data from the row localization experiments.
This chapter analyzes the scan data with respect to other onboard sensors,
the field at different stages of development, and the output of the localization
algorithms. The results do not have ground truth data collected by field researchers,
but using the other sensors and post-processed data as a reference motivates future
tests.

8.1 Laser Range Clustering
One of the limitations of laser scanners is their inability to penetrate through
multiple layers of obstacles, such as the leaves in the field. The plants’ leaves create
a shadowing effect where the upper layers of the leaves block scans from reaching
the lower levels. Similarly, the corn stalks and angled leaves block the beams from
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traveling laterally through the different rows. The net result of these effects is to
create clusters of laser returns, where groups of scan readings interact with the
intermittently spaced plants because of the varying alignment between the laser
path and plants.

Figure 8.1: Varying angles and locations of laser scan on leaf.

Figure 8.1 illustrates this clustering with a simple depiction of a corn leaf.
Possible laser scans appear at different locations and angles on the leaf in different
colors. When the laser scan aligns with the long axis of the leaf, a large number of
the range readings are spatially close to each other. However, if the scan intersects
the tip of a leaf, or at a severe angle to the leaf, a smaller grouping of points is
created. This process extends into 3D space, with different leaves creating clusters
at different altitudes.
The laser scanner and leaf interaction potentially yields a large amount of
information about the structure and distribution of plant matter in the fields.
The clusters of points contain information about the spatial distribution of the
plant mass, how dense the foliage is, and potentially even information about the
plant leaf angles. Therefore, identifying the cluster points and their locations will
potentially yield valuable insights into the field development.
Analyzing the field data requires a method of isolating clusters of readings
from each other. Manually identifying the clusters in unfeasible, as even the
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low end scanner in this experiments will produces 2,160 scans and 552,960 range
reading per minute of operation in the 90◦ arc underneath the UAV. We automate
the analysis with an unsupervised hierarchical clustering method [71]. This type
of hierarchical clustering technique iteratively groups the laser range readings
according to a distance metric.
We use an agglomerative method to perform the hierarchical clustering [71].
Since the points should be clustered with other nearby points, the process begins
by calculating the pairwise difference between each range reading using the `2
norm using the y and z coordinates of the 3D projection of range reading in a scan.
The distances between the range readings join the points into clusters using
the single linkage method. In this method, all of the points are initially placed
into separate clusters. The clusters are then iteratively merged, using the distance
between the closest points in each cluster. This builds larger and larger clusters,
until eventually all of the points belong to one cluster. The benefit to forming
the single linkage cluster is it joins the most spatially similar points, but has a
tendency to form long chains of points, and points at the end of the chains may be
quite far apart [71]. However, this tends to match the intuition about the corn field,
where long, thin leaves and tall stalks may produce long clusters.
Figure 8.2 is the dendrogram of the hierarchical clustering results for the
example scan in Figure 8.3. At the bottom of the dendrogram is the individual
points. The y-axis represents the distance between the clusters. The lines extending
upwards from the clusters join together the clusters which are closest together.
The shorter the vertical lines are that connect two sets of clusters, the closer they
are together. More and more clusters are iteratively joined together, forming the
layers in the positive y-axis.
We can see the most of the points are extremely close together, with most of
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Figure 8.2: Example scan dendrogram.

the clusters forming with a distances of less than 0.2 m. These clusters are the
plant features reflecting a tight group of range readings. After 0.4 m there is large
gaps until ≈0.6 m. At this point the smaller clusters representing the features join
together.
From Figure 8.2 shows the scan data is detecting many tight groups of features
which are broadly separated by larger distances. Figure 8.3 confirms this interpretation of the dendrogram. We separate the hierarchical clusters by splitting those
sets which are separated by more than 0.5 m into distinct groups. Figure 8.3 shows
the points in the scan color coded by the set to which they belong. This shows the
different clusters belong to parts of the leaves and stalks of the plants, as well as
the ground and noise. We will use this analysis to explore the field structure.
This clustering technique is a tool for analyzing the plant density and structure
of the field. Scans with small numbers of large clusters should indicate dense
foliage as a large number of points will be closely located together. On the
other hand, if the plants are not spatially dense there should be isolated clusters.
To demonstrate this, we use scans from the same field at five different times
during the year to see how the field evolves according to the laser scanner data.
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Figure 8.3: Example scan color coded with hierarchical clustering results.

This information is potentially valuable for phenotyping trials because it is a
measurement of a fields’ physical structure and may be useful for future field
roboticists exploring environmental sensing.
We use data from five different different dates in 2015 as inputs to the clustering
analysis. The first collection date is June 29th when the corn is still very young.
After that, we sample on July 9th and July 29th as the corn matures. A set of flights
on September 4th captures the corn as it begins to dry out. Finally, we use data
from October 15th as the final data point, just prior to harvest. Figure 8.4 shows
representative pictures of the field during these trials.
A pilot manually flies the UAV over the corn plants at a low altitude during
these experiments. The pilot flies the UAV back and forth multiple times across
the corn at a distance of between 10 m to 20 m. Each experimental day surveys
between 3 and 10 rows of corn.
The experimental evaluation uses the following three key metrics to compare
the field conditions during the different experiments.
• The number of points believed to belong to plant matter. This provides two
pieces of evidence about the system and field.
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(a) July 9, 2015.

(b) July 29, 2015.

(c) September 4, 2015.

Figure 8.4: Field states during cluster analysis experiments.

– This can provide clues to the effectiveness of the localization algorithm.
If an extremely small number of points belong to plant matter then the
vehicle is either flying over bare ground, or it could be misidentifying
plants as ground, and eliminating too many ranges from consideration.
Extremely large number of ranges belonging to plant matter means
either the foliage is extremely dense, or the system mistakes the ground
for plants.
– If the algorithm correctly divides points into plant and non-plant classes
then the number of points reflects the amount of plant matter in the
field.
• The absolute number of points which belong to each cluster size. If many
points belong to small clusters, then the scans are detecting many small
parts of the plants, but if most points belong to large clusters, then the scans
sense large contiguous pieces of the field. This information is useful for
analyzing and reconstructing plant physiology from the scans, as sensing
large pieces of the plants gives more information about their structure. This
also is informative with regards to the plant size. Small, immature plants will
generate many small clusters of points, but mature fields will form dense
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structures that create large contiguous regions of laser ranges.
• The distribution of cluster sizes is the final metric. There are several ways to
interpret this information. One interpretation is it measures how uniformly
these laser interacts with the plant mass. Referring to Figure 8.1, the different
angles of incidences and leaf sizes create clusters of different sizes. The
variability in the cluster size distribution the indicates how different scans
interact with the plant in different areas of the field. This information is
also useful if future researchers attempt to reconstruct parts of the plant
morphology from laser scan data. Small clusters indicate only a small slice
of a plant is measured, which is difficult to analyze. However, large clusters
indicates the cluster measures a significant portion of the plant, which might
allow information such as leaf angles or sizes to be recovered from the points
in the cluster.

(a) CDF of number of points be- (b) Total number of points in (c) CDF of cluster size occurlonging to plant matter clusters. each cluster size.
rence.

Figure 8.5: Scan analysis during growing season.

Figure 8.5 contains the three key metrics from the trials throughout the growing
period. Since the different flights have significantly different numbers of scans the
figures use tools like CDFs or the shapes of the distributions to present the results.
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These tools enable comparing the outcomes of different dates independently of
the number of observations collected.
Figure 8.5(a) is the CDF of the number of points from plant matter in each scan.
Regions on the left hand side of the graph contain proportionally more ground
data, and the right hand side of the figure represents scans with a large number of
range readings from plants. 256 is the maximum possible value since the scans are
confined to the middle 90◦ of the laser scan.
Figure 8.5(a) divides the flights into three groups. The left hand side of the
figure contains the chronologically first and last experiments. In the early flights
the scans sense small plants which may not have formed a complete canopy over
the row. Therefore, these scans contain significantly more range readings from
the ground, which explains the leftward position of this curve. The data from
just prior to harvest appears on the far left as well. This is because the plants at
this point have dried out and have many downed leaves, which lets more range
readings reach the ground.
In the middle of Figure 8.5(a) is the two CDFs collected from the end of of
July and the beginning of September. These two lines represent the fully grown
corn plants, which explains why a larger proportion of each scan comes from
the plant matter. The latter date tends to have slightly more range readings from
ground, which could reflect the corn beginning to dehydrate and leaves beginning
to shrivel in the late season.
Interestingly, the farthest right curve in Figure 8.4(a) is data collected in the
beginning of July. The plants are far from reaching their maximum height, so it is
somewhat counterintuitive that the scans contain so much plant data. However,
there is a biological explanation for this trend [86]. The leaves in early development
tend to grow at a much flatter angle in relation to the corn stalk. As the plants
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mature many of these leaves begin to droop and expose less of their surface area to
the laser. This leaves more leaves from the upper canopy. These leaves are are more
sharply angled from the stalk than the lower layers. This maximizes the energy
collected by the plant, and also lets more of the laser scans reach the ground. This
implies that localizing the vehicle may be more difficult early in the season than
late in the season because the earlier leaves will reduce ground observations.
Figure 8.5(b) shows the absolute number of points from each experiment that
belong to a clusters of a particular size. In this figure, the shape of the curves
contains the important information because each flight contains a different number
of points. Here, there is a clear chronological trend. At the beginning of the year
most points belong to very small clusters. As the year progresses, more and more
points belong to larger clusters. The intuition behind this phenomenon is early
in the year the plants have thinner leaves and stalks and sparser canopies. The
clusters are widely separated and the points do not group together as much.
The implication of these trend is early in the year it will be difficult to extract
much data from the individual clusters. Potentially, as the clusters grow larger they
will contain more information about the plant’s physical characteristics because
larger areas of the plant are sensed. If a cluster contains only one or two points it
is difficult to extract information such as what angle a leaf lies at, or whether the
leaves or stalk generate the cluster. As more points join larger clusters, information
such as this may be possible to extract from the scan data.
Figure 8.5(c) is related to this figure. This figure shows the distribution of
cluster sizes within a scan. As the corn matures the scan data groups into larger,
more spatially dense regions. These trends also reflect the resolution of the laser
scanner. A higher resolution data scanner would sample a field’s volume with
higher precision. This would allow a higher resolution laser scanner to collect
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useful information at earlier stages of plant development.
These experiments show that even the lower resolution scanner on our UAV
can detect interesting differences in the plants at different stages of development.
This validates our choice of small UAVs for these field experiments, since they are
both effective scientific tools and easy to operate.

8.2 Altimeter Comparison
Chapter 5 examines the performance of the laser based altitude localization with
respect to the IMU and GPS based altitude estimates. Here, we again assess the
performance. Previous chapters explored how the altitude estimates from the
onboard sensors slowly drift even when the vehicle is stationary. In contrast, the
laser based altitude estimates have higher frequency noisy and require extensive
filtering before being used by the control algorithms. Chapter 5 evaluates the
altitude estimation performance, but does not extensively evaluate the noise in the
system. Here, a more complete evaluation explores the noise and variability of the
vehicle’s altitude control. The analysis more completely describes the performance
of the different altitude estimates relative to each other.
This section first explores the variability of the laser data using the additional
data from the row localization experiments. Figure 8.6 shows the IMU and GPS
estimated altitude, the laser estimates of the distance to the ground, and the laser
estimates of the distance to the crop tops. It is readily apparent from this image
that the distance to the crop tops is highly variable. Intuitively, this makes sense as
the plants have small protruding features from the field that are highly variable.
The ground distance is less variable, as the UAV is accurately tracking the ground.
Finally, the IMU derived altitude estimate is extremely smooth, as the combination
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Figure 8.6: Laser estimated distance above crop and ground compared to IMU and
GPS derived estimate.
of barometer and GPS jointly estimate the altitude and are extensively filtered.
One way to analyze the variability of a flight’s data is to plot the spectrogram
of the different altitude estimates. The spectrograms chart the frequency content,
or variability, of the data against the elapsed time. Viewing the frequency content
over time intuitively demonstrates the stability of the altitude estimates. Low
frequency content indicates the UAV’s altitude is slowly varying, and is a result of
environmental disturbances to the UAV’s altitude and the non-ideal performance
of the system control algorithms. Alternatively, high frequency content indicates
either the altitude estimates are noisy, or the control loop is doing a poor job of
regulating the vehicle’s altitude, and it is rapidly oscillating in the field.
We compute the spectrogram using a window length of 16, an 8 sample overlap,
2,048 point short time Fourier transform (STFT), a sampling rate of 12.5 Hz, and
uses a Hamming window to divide the data into sections. The short window
lengths capture the evolution of the vehicle’s state, the number of FFT points give
a fine frequency resolution, and the sampling rate closely matches the localization
algorithm’s estimation rate.
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(a) IMU altitude.

(b) Altitude relative to ground. (c) Altitude relative to crops.

Figure 8.7: Spectrograms of distances estimates in corn field.

Figure 8.7 shows the three spectrograms for the laser altitude estimates relative
to the crops, ground, and the IMU altitude for the flight in Figure 8.6. Figure 8.7(a),
showing the frequency content of the IMU altitude, clearly concentrates almost all
of the spectral power near the baseband frequencies. This matches the expectations
from Figure 8.6, because the signal is very slowly changing as a function of time.
In contrast, Figure 8.7(b) shows the spectrogram of the ground altitude estimates. Here, there is more energy in the higher frequency contents. This manifests
in two ways. First, the thick yellow band of high energy content around the
baseband is lower intensity. Second, there are high energy regions, especially
between the times of 4 s to 6 s where the signal is changing much faster than the
IMU derived altitude.
Finally, Figure 8.7(c) reveals the extent of high speed changes in altitude
estimates relative to the plants’ tops. There is much less energy at low frequency,
the high frequencies have much more energy during the entire flight. This directly
reflects the much more rapidly changing data in Figure 8.6.
Figure 8.7 analyzes one flight. We use the power spectral density (PSD) of the
flights to collectively analyze the information. A PSD plots the energy in a signal
at a given frequency. Energy at a lower frequency indicates the altitude estimate
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is changing slowly, while energy at a higher frequency means the data is rapidly
changing. The PSDs from each flight are averaged together to produce the graphs
in Figure 8.8.

(a) IMU altitude.

(b) Ground distance.

(c) Crop distance.

Figure 8.8: Power spectral density of distance estimates.

The collective data in Figure 8.8 agrees with the data from individual flights
in Figure 8.7. The IMU based estimates have much more power at the lower
frequency, corresponding to their slowly changing nature. On the other hand, the
laser based estimates have much less energy at lower frequencies, matching our
observation that the data is much more volatile.
This information is useful for future agricultural operations and reaffirms
several of the design choices in this work. One of the critical choices of the system
is controlling the UAV’s altitude by tracking the ground rather than the plant tops.
The tops of the crops are much more variable, leading to a noisier estimate of the
UAV’s altitude. Using the crop tops to regulate the vehicle’s altitude results in a
much more erratic flight. This erratic flight wastes energy and is more difficult to
control. Filtering the noise is possible, but slows down the vehicle’s response to
true changes in altitude.
The IMU derived altitude again highlights the slow drift. THe slow drift makes
controlling the vehicle’s altitude possible in the short term, but the barometer is
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more than capable of drifting meters over just a few tens of seconds. This slow
drift can cause the UAV to crash in even short flights. Furthermore, it introduces
practical problems, as the altitude may drift significantly between the operator
starting the vehicle and positioning it for field work.

8.3 Summary
This chapter presents a deeper analysis of the laser scan data in the context of
what types of features are present in the laser scan data that are not used in the
localization process. These features correlate to the plant structure in the field,
which is both interesting for scientific studies, but also can impact the robot’s
performance. We used these features for the following analyses.
• The size and distribution of how the laser points cluster together, which is
caused by shadowing effects of the plants on the laser scans.
• An analysis of the different altitude estimates. The IMU, laser derived ground
estimate, and laser derived crop distance estimates all show significantly
different behaviors.
This analysis complements the more formal analyses of the previous chapters
by giving insights into the plant structure and how the fields appear to the laser
scanner. While many works analyze laser scanner performance in structured urban
and road settings for autonomous car navigation, much less effort has been given
to analyzing unstructured and semistructured agricultural environments. Given
the increasing use of lidars for high throughput phenotyping, the information in
this chapter can be used by future researchers to aid their work.
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The laser range clustering analysis in this chapter demonstrates that even
though we use a low end laser scanner with limited resolution, we can still extract
important information from the field. Our data shows clear trends in the plant
development throughout the year. Future researchers can build upon this effort
by collecting larger scale datasets with ground truth validation to automate data
analysis in phenotyping trials. One example of this might be extracting the leaf
area index from the field by comparing how many range readings are from the
ground versus a plant in each scan [138].
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9

Sensor Installation

To this point, we have only considered using UAVs to directly sense agricultural
fields for short durations. In general, we are interested in operating not only in
fields, but other environments and for extended time periods. Such environments
include the watersheds surrounding fields and areas not strictly related to agriculture, such as flood plains and areas contaminated by pollution. In these areas, we
frequently need to augment the UAV-borne sensors with sensors nodes capable of
longer term operation, or with sensors UAVs cannot utilize. In this chapter, we
examine how a WSN can augment remote sensing by UAVs to form a complete
view of the environment.1

9.1 Motivation
Robots are adept at short term environmental monitoring. However, their limited
power sources and maintenance requirements make them unsuitable for long
term, sustained, environmental monitoring over days or weeks. A wireless sensor
network is more capable when the environment needs long term monitoring. The
energy efficient nodes can provide information on the environment for days or
months with small battery packs [2]. Additionally, the nodes are mechanically
1 This

chapter contains work that has previously been published in peer reviewed venues
[10, 11, 7].
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simpler and require much less maintenance than robots. When equipped with
energy harvesting devices, such as solar panels, they can operate almost indefinitely.
Finally, WSNs can use sensors like soil moisture probes or gas exchange sensors
because they are usually manually placed into a complex environment, which is
difficult for a robot to sense and react to.
There are significant barriers to deploying WSNs in outdoor environments.
Compensating for poor communication conditions and inevitable damage to
individual nodes requires preemptively deploying redundant nodes in the region
of interest [2]. Manually deploying nodes in the environment is a labor intensive
process that requires researchers to travel to the remote areas monitored by the
network. In many cases, the area of interest poses risks to humans, and researchers
risk injury during the deployment [141]. The use of aerial deployments via aircraft
or artillery shells is an alternative method of deploying sensor nodes that reduces
risk to humans, but requires specialized equipment or risks damaging the nodes
during deployment [2, 33]. These automated deployments frequently compromise
the nodes’ functionality by orienting the device so antennas are buried in the
ground, or solar panels face away from direct sunlight.
We address this problem by moving from uncontrolled automated sensor
deployments to controlled sensor installments via a small UAV. We do so by
performing a tactile contact analysis of the terrain in the deployment area prior to
installing nodes in the environment. The UAV can securely anchor a node in the
environment if it finds a suitable area. After installing a node the UAV assesses the
quality of the installation to determine whether the node will properly function
during its mission.
Figure 9.1 illustrates our vision of this sensor installation procedure. A domain
expert first identifies a region of interest to monitor with sensor nodes. This
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Figure 9.1: Sensor installation scenario. The UAV must deploy sensor nodes in
area free from obstructions and hard surfaces.
could be an area where the expert believes important information is contained,
a region that needs more sensing to meet spatial data resolution requirements,
a gap in the network coverage, or any other criteria. The UAV flies to the area
with a sensor node. The UAV lands in the area, using the contact information to
determine whether a sensor node can be anchored in the environment. The UAV
tests different locations, avoiding rocky areas and areas with tough tree roots, and
finally installs the node in regions of soft grass or light ground cover.

9.2 Challenges
Our autonomous installation procedure faces four main challenges. First, we must
create a mechanism for securely placing a node in the environment where it will
remain for extended periods of time, and maintain its correct orientation so that
energy harvesting and communication devices perform well. Second, the UAV
must identify an area that is sufficiently clear of obstructions so that the UAV can
land in it. Next, the UAV must determine if a sensor node can be securely placed
within the environment for long term operation. Finally, the UAV must assess if a
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sensor installation was successful if the node cannot determine this itself.
Securely anchoring the node in the environment is necessary since disturbances
can move the node after deployment. Such movements can reduce the functionality
of the device by orienting it in a suboptimal position. In the worst case scenario,
the mote may be damaged so badly that it ceases functioning. A simple means
of mechanically securing the node to the underlying environment will prevent
this from happening. The system must be robust and easy to operate, since the
nodes will operate in remote areas without the benefit of extensive infrastructure.
In addition, a robust deployment mechanism that functions in many environments
reduces the UAV’s sensing and perception requirements. Finally, the anchoring
system must be secure enough to resist the various environmental factors, such as
wind, rain, or animals.
Our work does not address the second issue of detecting obstructions prior
to deployment. Sensors such as lidars and RGB-D cameras can easily detect
variations in the terrain that indicate it is extremely rough or filled with plants.
Hyperspectral cameras can also discriminate between vegetation and other objects
in the environment, making it possible to determine whether or not the vehicle
should attempt to place the sensor node in the location. Integrating these types of
sensors unnecessarily adds to the system complexity and detracts from solving
the primary problem.
Our primary contribution addresses the third problem. We use a pre-deployment
check to determine whether or not the node can be securely anchored in the environment prior to deploying the node. This problem is tightly coupled to the
mechanical system aspect, since how the node is deployed and secured influences
what areas the nodes can be deployed to, and therefore, what the UAV must
sense. In our system, the anchoring system requires determining whether or not a
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mechanical probe can be inserted into the soil. This requires determining if the
soil is soft enough for the UAV to insert the mechanical probe. Since we use small
UAVs with a limited payload, the deployment system must be lightweight and
compact.
Finally, after deploying the node, the system must determine the effectiveness
of the installation. Since an improperly installed node has a high chance of
malfunctioning, the operator can preemptively deploy a redundant node to avoid
gaps in sensing or network communications. This post-deployment installation
augments any internal self-diagnostics the node performs.

9.3 Approach
Our approach to solving the sensor installation problem uses the system in Figure 9.2 to sense the underlying terrain and deploy nodes. We use a small UAV
since it is easily transportable to remote locations and can operate in small areas
of open terrain.. We rely on simple, low complexity, low cost sensors to analyze
the terrain. Our results show that these sensors adequately sense the terrain and
allow us to rapidly prototype the system. Using small, light weight sensors is also
beneficial since we are using a small UAV with a limited payload capacity, and the
deployment mechanism and sensor nodes consume most of the payload.
Unlike the localization and crop height measurement, we do not develop a
fully autonomous system with all computations on board the UAV. We do not use
onboard computers in this work because we never operate the UAV far from the
operator in the experiments, so a simple radio link is reliable, and an off board
computer can safely control the UAV. Even though we have access to a powerful off
board computer, we still develop low complexity terrain classification algorithms
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Figure 9.2: Sensor installation system.

so more autonomous implementations of the system can implement all of the
functionality on board the UAV.

9.4 System
The sensor installation procedure requires creating mechanical hardware to place
the node in the environment, as well as the electronics, sensors, and algorithms to
gather and process data during the installation. We now describe the hardware,
sensors, and electronics used in both the pre-deployment and post-deployment
phases of the installation.
This system contains contributions from other students. Jared Ostdiek, an
undergraduate worker in the NIMBUS laboratory, designed the mechanical system.
We use a modified version of the electronics from John-Paul Ore’s aerial water
sampling research [105].

9.4.1

Mechanical Design

The mechanical design starts with a sensor node that can be securely placed in the
environment and resist environmental disturbances. For this purpose, we use the
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Figure 9.3: Sensor installation node.

simulated sensor node shown in Figures 9.3(a)- 9.3(c). This sensor node emulates
the mass and size of a WSN node to prove the functionality of our system. The
node securely attaches to the ground via the anchor shown in Figure 9.3(a). This
anchor prevents the node from moving during and after the deployment. The long
anchor is awkward to transport on the UAV, so a hinge folds it upwards from the
position in Figure 9.3(a) to the position in 9.3(b). The hinge and anchor have small
magnets which secure the anchor in the down position during deployment.
The node attaches to the UAV through the guide rails in Figure 9.3(a). The
rails also guide the node during the deployment. An electromagnet uses the steel
retention plate in Figure 9.3(c) to securely hold the node in place during flight.
To deploy the node, we land with the anchor in the downward position, and use
the weight of the vehicle to push the anchor into the ground. If the ground is soft
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enough the UAV can push the anchor into the soil, leaving the node firmly secured
in the environment.
The UAV carries the node with the mounting frame shown in Figure 9.3(d). An
electromagnetic holds the node beneath the black plate at the top of the frame. The
guide rails fit to the green legs to hold the node to the frame. The frame also has
a mounting bracket for a servomotor. This servomotor attaches to a hook which
restrains the anchor during flight. The entire frame is 3D printed with acrylonitrile
butadiene styrene (ABS) plastic. This plastic is both lightweight and strong, which
makes it an ideal material for the frame.
Figure 9.3(e) shows the frame, without a sensor node, mounted to the UAV.
The frame acts as a landing gear for the Hummingbird UAV [13]. This mounting
configuration allows us to drive the anchor into the ground by rapidly descending
with the anchor down. Once the anchor is driven into the ground, the electromagnet de-energizes, the UAV ascends, and the node slides off the guide rails
and remains in the ground. Small carbon fiber rods attach to the landing gear to
stabilize the vehicle when landing in rough terrain.
Figure 9.4 summarizes the mechanical development with schematic drawings
of the entire system. Figure 9.4(d) illustrates how the different 3D printed pieces
fit together to form the combined system in Figure 9.4(e).
We mount the system to a Hummingbird UAV from Ascending Technologies
[13]. This UAV uses the same electronics and embedded firmware as the Firefly
UAVs in the localization and crop height measurement work. This quadcopter is
smaller and lower cost than the hexcopter Firefly UAVs. While the ≈20 min flight
time and 15 m/s maximum speed is the same as the Firefly, the 200 g payloadis
significantly less.

(d) Exploded view.
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(c) Bottom view.

(e) Isometric view.

Figure 9.4: Sensor deployment drawings.

9.4.2

Electrical Design

Additional electronics complement the mechanical hardware and UAV sensors
to provide additional sensing, actuation, and communication capabilities. These
additional sensors allow the system to operate close to the ground, deploy the
node, and send sensor data to an offboard computer that controls the UAV.
At the center of the additional electronics is a small microcontroller, shown in
Figure 9.3(f). This board is re-purposed from the NIMBUS laboratory’s aerial water
sampling project [105]. The microcontroller is an Atmega 1284p running at 8 MHz.
This board draws power directly from the main three cell lithium polymer battery
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that powers the UAV. An onboard regulator converts the battery power to 5 V.
The other major feature of the board is an XBee radio which communicates to an
offboard computer at 38,400 baud [67]. The microcontroller interfaces to external
sensors and actuators using its built in analog to digital converters (ADCs) and
general purpose input-output (GPIO) pins.
We mount an additional accelerometer directly above the sensor node on the
landing gear [4]. This accelerometer samples the vehicle’s acceleration in three
dimensions and outputs the information as analog signals. The microcontroller
measures the acceleration through its ADCs at 167 Hz and transmits the information over the XBee radio. We equip the acclerometer with a resistor-capacitor circuit
that is a low pass filter that matches the bandwidth of our digital sampling rate.
The measurement range of this accelerometer is ±3 g. This accelerometer is our
means of measuring contact characteristics between the UAV and the underlying
terrain.
Since the UAV will operate close to unknown terrain, we augment it with a
short range infrared (IR) rangefinder for precise altitude measurements [122]. This
sensor measures the altitude of the vehicle when it is within 0.5 m of the ground.
The output of this sensor is an analog voltage that the microcontroller reads and
transmits over the XBee radio.
The microcontroller interfaces to two mechanical actuators. The first is the
electromagnet that holds the sensor node in place while the vehicle is flying. The
electromagnet draws power directly from the UAV’s three cell lithium polymer
battery. A GPIO line drives a transistor which switches the electromagnet on and
off. The second mechanical actuator is the servomotor which swings the latch up
and down to deploy the anchor. This servomotor is driven via a PWM signal from
the microcontroller.
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9.4.3

Software Design

An offboard computer executes the terrain classification and flight control software.
As in our other experiments, the software uses the ROS middleware [103]. The
ROS system interfaces to both an XBee connected to the UAV’s embedded hardware
to receive the vehicle status and sensor data, as well as a second XBee that receives
the altitude and acceleration data from the additional electronics. The offboard
computer uses this information for both the terrain classification and vehicle
control routines.

9.5 Experimental Algorithms
We evaluate four experimental algorithms for classifying the terrain prior to
deploying a sensor node. In this section we describe the data collection procedure,
feature extraction, training procedure, and classification algorithms. Through
this process we discover which features are most informative, and which terrain
classification algorithms are the most accurate at discriminating between different
types of terrain the UAV lands on.
The first step towards building the classification algorithms is determining what
sensor data to use as inputs to the algorithms. We use z-axis acceleration contact
data collected while the UAV lands in a potential deployment area. Unlike the
approaches in Section 2.5, the UAV cannot drag itself along the unknown terrain,
or use some sort of prolonged contact force sensing, since those approaches
risk the UAV becoming entangled in the unknown environment. Furthermore,
these approaches require the UAV to precisely maneuver itself in an outdoor
environment, which is extremely challenging. The brief contact data from landing
the UAV avoids those pitfalls. We assume the UAV is landing on a flat surface, so
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the x- and y-axis data will not contain useful information.
Collecting the contact information begins with the UAV hovering 20 cm above
the test terrain. The motors then turn off, causing a rapid descent and sharp
ground impact. The UAV begins collecting z-axis acceleration data as soon as the
motors are commanded to turn off, and continues collecting data for four seconds.
After four seconds elapse, the UAV searches the recorded data for the largest
acceleration reading, which occurs when the UAV makes contact with the ground.
The system then trims the collected samples down to 400 readings, or ≈2.5 s worth
of data. This reduces the data to the initial contact and the period where the UAV
settles on the surface, which is the informative portion of the sensor data. The
trimming procedure also eliminates accelerometer readings between the descent
start and impacting the ground.
The system analyzes the reduced set of data and extracts features from the
accelerometer readings. The system must use features that are informative about
the landing process to discriminate between different types of surfaces the UAV
can land on. Figure 9.5 shows acceleration data collected by landing on different
outdoor surfaces. Figures 9.5(a) and 9.5(b) are landings on two soft surfaces, while
Figures 9.5(c) and 9.5(d) are landings on hard surfaces. The example landing
data gives us hints on which features to use. On the soft surfaces, the acceleration
response is quickly damped as the terrain absorbs the impact of the UAV and it
rapidly stops bouncing. The harder surfaces have more and higher acceleration
peaks that take longer to settle as the UAV continues to bounce on the harder
surfaces for longer periods of time.
We test a variety of features extracted from the acceleration data to determine
which features are the most accurate predictors of the type of terrain the UAV
lands on. Given a set, A, with n acceleration readings, we evaluate the following
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(a) Acceleration during grass landing.

(b) Acceleration during wood chips landing.

(c) Acceleration during cement landing.

(d) Acceleration during dirt landing.

Figure 9.5: Example acceleration data.

features. These features attempt to capture the differences between the acceleration
traces in Figure 9.5. They analyze the length of time the vehicle takes to come to
a rest, how hard it impacts the ground, how hard it rebounds, and how fast it
bounces on the ground. We also test common statistics, such as the variance, to
find if they contain interesting information about the landings.
• Maximum Value: m1 := {b ∈ A : b ≥ a∀ a ∈ A}
• Minimum Value: `1 := {b ∈ A : b ≤ a∀ a ∈ A}
• Peak Frequency: Calculate the frequency response of A using the k-point
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fast Fourier transform (FFT). Choose f 1 := {ω ∈ F : ω ≥ q∀q ∈ F}
• Variance of Signal: σ2 :=
readings in A

1
n −1

n

∑ | ai − µ|, where µ is the mean of all of the

i =1

• 2nd Maximum: m2 := {b ∈ A \ m1 : b ≥ a∀ a ∈ A \ m1 }
• 2nd Minimum: `2 := {b ∈ A \ `1 : b ≥ a∀ a ∈ A \ `1 }
• Ratio of largest accelerations: r :=
• Skewness: s :=
• Kurtosis: k :=

m1
m2

E [A− µ ]3
σ3

E [A− µ ]4
σ4

• Mean: µ := E[A]
• Settling Time: Time for UAV to come to a rest. See Algorithm 13.
Algorithm 13 Settling time calculation.
1: imax , irest ← nil
. Initial search indices
2: procedure CalculateSettlingTime(A)
. Process set of n acceleration
readings
3:
T ← an−19 . . . an
. Extract the last 20 acceleration readings
4:
µ ← mean (T)
. Get acceleration bias from final resting position
5:
T0 ← T − µ
. Offset the original data
0
6:
imax ← argmax (T )
. Find the largest element in data
7:
irest ← imax
. Initialize search start location
8:
. Search for value with 50% of the peak acceleration
9:
while ti0rest ≥ 0.5 ∗ ti0max do
10:
irest ← irest + 1
11:
end while
12:
ts ← imax − irest
. Calculate the settling time
13:
return ts
. Return settling time
14: end procedure
Next, we choose algorithms to classify the features in our acceleration data.
Our first two are classical statistical methods: linear discriminant analysis (LDA)
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and quadratic discriminant analysis (QDA). An LDA uses features from collected
data to split the data points into different classes. The LDA assumes the features
that describe the population classes are normally distributed with equal covariance
matrices between the classes. QDA also assumes that classes’ features are normally
distributed, but does not assume that the covariance matrices are equal between the
different classes [71]. Both approaches use the population means and covariances
to devise rules that maximize the likelihood of assigning data from a population
to the appropriate class.
We also test two machine learning approaches. The first machine learning
classifier we use is a binary decision tree [17]. A decision tree recursively creates
rules that partition the data into their respective classes with the highest probability.
New rules are then divised for each of the divided sets of data, and so on. This
approach creates multiple rules for classifying the data, unlike the LDA and QDA
approaches, and does not make assumptions about the data’s distribution.The
second machine learning approach we use is a support vector vector machine
(SVM). A support vector machine creates a set of hyperplanes which separate the
data in the various classes. By examining where a new input lies in relation to
these hyperplanes, the SVM can classify new test inputs as one of the predefined
classes [59].

9.6 Pre-deployment
Our deployment procedure begins with classifying the potential installation site
from contact data between the UAV and ground prior to deploying the node. This
pre-deployment procedure tests whether it is safe for the UAV to drive the node’s
anchor into the ground without damaging the UAV or node during the process.
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Expert
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location
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(0.2 m)

Fly

hard

Land

Analyze

soft
Deploy

Figure 9.6: Predeployment sensor installation procedure.

Figure 9.6 presents a high level view of this process. A domain expert specifies
a target area to deploy the node to. The node flies to the area, lands, and then
determines whether or not the surface is suitable for installing a sensor node. If the
area is safe the UAV then deploys a node. Otherwise, the domain expert specifies
another area to attempt a deployment at. Next, we develop and experimentally
test the pre-deployment procedure.

9.6.1

Experiments

We evaluate our system and algorithms in two different environments The first
setting is our indoor lab where the system differentiates between materials of
different hardness. These tests reveal which features of the acceleration data are
useful in discriminating between different materials. The second set of experiments
use the outdoor setting in Figure 9.7(b). The tests in the outdoor environment
validate our approach in a realistic setting.
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(a) Indoor test surfaces. Clockwise from top
left: Wood, foam, carpet, tile.

(b) Outdoor test environment.

Figure 9.7: Sensor installation node

Our first experiments are in our indoor lab setting, shown in Figure 9.7(a).
The system tests the four surfaces shown in the figure and uses the classification
techniques to discriminate between the different surfaces. The four surfaces are: (1)
hard wood platform, (2) tightly woven carpet over a concrete floor, (3) 2 cm rubber
tile, and (4) soft and flexible foam pad. The training data from these surfaces gives
us insight into useful features, and how to utilize the accelerometer to distinguish
between them.
The UAV flies autonomously with the aid of the Vicon motion capture system
[134]. Using the motion capture system allows extremely precise control over the
UAV, particularly over its height. This ensures that all of the landing procedures
begin at nearly the same height, with very little variation. The accurate and
repeatable height control produces a high quality dataset that reduces variations
in the data due to errors in the UAV position control.
Our second set of experiments take place outdoors in a campus area that
features both hard and soft surfaces for the UAV to land on. The environment
in Figure 9.7(b) contains soft grassy areas, packed dirt locations, cement, and
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areas cluttered with loosely packed wood mulch. The combination of vegetation,
bare ground, and extremely hard surfaces is a surrogate for areas where sensor
networks will be deployed.

9.6.2

Evaluation

We evaluate our system by performing tests indoors and outdoors. These tests
generate data for building the classification algorithms, and test our system design.
9.6.2.1

Indoor Experiments

We begin experiments in the indoor environment. We conduct two sets of experiments indoors. In the first experiment, we land on the different laboratory surfaces
shown in Figure 9.7(a) to generate training data for the classification algorithms.
Using this training data, we determine which acceleration features are useful in
predicting the surface type, and which classification algorithms perform the best.
After building the classifiers, we conduct a second set of tests to validate the system
performance.
The experiment starts with generating training data to build the classifiers and
to analyze the features. We construct a training set by landing 20 times on each
of the four surfaces, for a total of 80 trials. We analyze the data using Matlab to
generate the LDA, QDA, SVM, and decision tree classifiers [90]. All classifiers use
10-fold cross-validation during training to avoid overfitting the classifiers to the
training data [71].
We begin analyzing our training data by with a principal component analysis
of the test features identified in Section 9.5 [71]. We use a singular value decomposition (SVD) to find the vectors of principal component coefficients. Table 9.1
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`1
m1
f max
σ2
`2
m2
r
s
k
µ
ts
% Total

ĉ1
0.01
0.00
−0.01
1.00
0.03
−0.03
0.00
0.00
−0.03
0.00
0.03
88.65

ĉ2
0.01
0.89
0.07
−0.01
0.41
0.08
0.00
0.02
0.05
0.01
−0.18
9.86

ĉ3
0.15
−0.04
−0.07
0.01
0.09
0.89
0.00
0.01
0.11
0.01
0.40
0.61

ĉ4
−0.02
−0.43
0.09
−0.03
0.89
−0.03
0.00
−0.01
−0.10
0.02
−0.10
0.54

ĉ5
0.09
0.06
0.52
−0.02
0.09
−0.33
0.00
0.01
0.37
−0.04
0.68
0.19

ĉ6
−0.15
−0.10
0.81
0.04
−0.17
0.29
0.00
0.00
0.00
−0.04
−0.43
0.09

ĉ7
−0.29
−0.10
−0.21
0.04
0.04
0.03
0.00
0.01
0.89
−0.06
−0.26
0.04

ĉ8
0.93
−0.07
0.03
0.01
−0.02
−0.05
0.00
0.00
0.23
−0.02
−0.28
0.02

ĉ9
−0.01
−0.01
0.04
0.00
−0.02
−0.01
0.00
−0.02
0.07
1.00
−0.01
0.00

ĉ10
0.00
−0.02
0.00
0.00
0.00
0.00
0.00
1.00
−0.01
0.02
−0.01
0.00

ĉ11
0.00
0.00
0.00
0.00
0.00
0.00
1.00
0.00
0.00
0.00
0.00
0.00

Table 9.1: Principal components of acceleration during indoor landings.

shows the coefficients of the PCA and percentage of total variance each vector
explains. All values are rounded to two digits after the decimal point. The first two
principal components dominate the feature set, with over 98.5 % of the variance
explained by these two components. Looking at these components reveals that the
variance and maximum acceleration value dominate these two components.
While the PCA indicates that the variance of the acceleration data and maximum
value explain most of the variance in the test data, these features are not accurate
predictors of the underlying class data. Table 9.2 demonstrates this problem.
This tables shows the prediction accuracy of three of the classifiers using all of
the features, all of the features except for the variance, and just the variance and
maximum acceleration reading. Excluding the variance, which the PCA indicates
should be the most descriptive, improves the classification accuracy in two out
of three classifiers. Using the two components that explain most of the variance
results in a massive decrease in accuracy for all three classifiers, demonstrating
that the PCA is not finding the most descriptive features for our data.
The PCA fails to identify useful classification features because some of the
features have large amounts of variation that is unrelated to their underlying class.
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Features
All
All but variance
Variance and max

Classifier
QDA Decision Tree
61.25 %
63.75 %
58.75 %
65.00 %
53.75 %
53.75 %

LDA
70.00 %
71.25 %
43.00 %

Table 9.2: Classifier accuracy with different combinations of features.

These features are effectively noise for the classes we have defined in this system.
Fortunately, the decision tree yields insight into which features are effective at
separating the test data into the test classes.
Figure 9.8 shows the decision tree created using all of the possible features. We
can see that in the third level of the tree the system begins using the variance to
discriminate between the different features, indicating that it has possibly overfit
the data and is using an non-descriptive feature to make decisions. We also
note that the only path leading to a foam classification uses only two decisions
predicated on the maximum acceleration value and the peak frequency.
After experimenting with different subsets of the available features, we find that
m1 ≥ 394
yes

no

f max ≥ 21.5

f max ≥ 11.25
no

yes

foam

carpet

yes

no
µ ≥ 261.3
no
σ2 ≥ 1284.9
no

yes

carpet

wood

σ2 ≥ 1156.59
yes

carpet

s ≥ −2.2

m1 ≥ 673.5

yes

no
carpet

yes

no

yes

no

m2 ≥ 37.5

r ≥ 1.5

no

yes

no

yes

tile

carpet

carpet

wood

tile

Figure 9.8: Decision tree for indoor training data using all available features. All
units in raw ADC counts except for frequency measurements.
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aa

TrueaPred.
a

a
a
Carpet
Foam
Tile
Wood

Carpet

Foam

Tile

Wood

0
0
0
1

2
20
2
1

10
0
17
4

8
0
1
14

aa
TrueaPred.
aa Carpet
a
Carpet
0
Foam
0
Tile
0
Wood
5

Foam

Tile

Wood

0
19
1
0

12
1
18
5

8
0
1
10

Table 9.3: LDA results, comparing all Table 9.4: QDA results, comparing all
four lab surfaces.
four lab surfaces.
aa

TrueaPred.
a

a
a
Carpet
Foam
Tile
Wood

Carpet

Foam

Tile

Wood

0
0
0
1

1
20
0
1

8
0
14
1

11
0
6
17

aa
TrueaPred.
aa Carpet
a
Carpet
3
Foam
1
Tile
10
Wood
5

Foam

Tile

Wood

0
19
1
0

11
0
8
3

6
0
1
12

Table 9.5: SVM results, comparing all Table 9.6: Decision tree results, comparfour lab surfaces.
ing all four lab surfaces.

using only the peak frequency ( f max ) and the maximum acceleration (m1 ) yields
accurate classifiers that avoid overfitting the training data. We next investigate
how the different classifiers perform using only these two features.
Tables 9.3- 9.5 show the confusion matrices of the different classification methods classifying different surfaces. It is immediately apparent that all of the methods
are struggling to discriminate between the different surfaces. The LDA analysis
only achieves a 63.75 % accuracy. Examining Table 9.3 shows that between the four
surfaces, the LDA did the best at detecting the foam surface, and only incorrectly
classified 5 of the other 60 trials as the foam surfaces. In contrast the LDA correctly
detects the tile surfaces 17 out of 20 times, but incorrectly decides 24 of the other
60 trials are also tile. The LDA never predicts that a surface is carpet, completely
failing to detect this surface.
The QDA fairs marginally worse, with an overall accuracy of 58.75 %. Table 9.4
shows very similar results to the LDA results, with the system always missing the
carpeted surface. The foam surface has only one false negative, but has fewer false
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positives than the LDA analysis. The QDA shows a similar confusion between the
tile and wood surfaces as the LDA.
The SVM classifier in Table 9.5 behaves significantly differently. It classifies
almost all of the trials as carpet, and misses 7 of the 20 foam trials. The combined
classification accuracy of 62.5 % is far below the prior two classification methods.
The results of our final classification method, the decision tree, appear in
Table 9.6. This method performs extremely well at detecting the soft foam, with
only one false positive and one false negative. Unlike the LDA and QDA, it makes
more predictions of the carpet surface. Like these two other methods, it struggles
to distinguish between the non-foam surfaces.
The inability of the different classifiers to distinguish between the different
surfaces requires changing the approach. None of the classifiers are able to
accurately discriminate between the carpet, tile, and wood surfaces, but it is not
strictly necessary to achieve this fine of a distinction between the surfaces. The
node deployment system only requires a surface soft enough to force the anchor
into. In this respect, the differences between the carpet, tile, and wood surfaces are
irrelevant as they are all extremely hard. Deploying the sensor node in this hard
of a surface risks damaging both the UAV and node, as the UAV lacks the power
to force the anchor into this kind of surface.
To meet the requirements of the node deployment system, and to make a better
classifier, we divide the trial data into two classes, hard and soft. The carpet, tile,
and wood surfaces belong to the hard class, and the foam is in the soft class. We
then retrain the classifiers using these two classes. Again, the maximum frequency,
f max , and maximum acceleration, m1 , are the features the classifiers use. We train
the classifiers using a stratified 10-fold cross-validation to avoid overfitting the
data and to force all of the training to include instances of the two surface types.
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Table 9.7 contains the confusion matrices of the four potential classifiers. This
table reveals the vast improvement gained by switching to the two surface type
system. Both the QDA and decision tree achieve a classification accuracy of 97.5 %.
Both have a single false positive and false negative for the soft surface, and are
otherwise perfect. The QDA and SVM classifiers also show large improvements,
achieving accuracies of 93.75 % and 96.25 %, respectively.
This accuracy means we now have a practical classifier for detecting the type of
surface the UAV lands on. Moreover, we are able to classify the surface with only
two features derived from the z-axis acceleration data from a single landing. These
simple features can easily be implemented on a simple microcontroller and run on
embedded hardware.

True Category
Hard
Soft

LDA
Hard Soft
55
5
0
20

Predicted Category
QDA
SVM
Hard Soft Hard Soft
59
1
58
2
1
19
0
20

Decision Tree
Hard Soft
59
1
1
19

Table 9.7: Indoor classification results after dividing the trial data into two classes.

Figure 9.9 is the final indoor decision tree we train from the trial data. Intuitively,
the decision in this tree match our expectations. Extremely large accelerations
match a high rebound from a hard surface. Otherwise, the system checks for
dominant frequencies from the landing. High frequency vibrations correspond
to the system performing many small bounces on hard surface, corresponding
to a large f max . The heavily damped responses that quickly fade in Figure 9.5
correspond to a small peak frequency, which appears in our decision tree.
We conduct a final round of testing using the trained classifier. This test
simulates a real deployment, where the UAV must decide which surface to deploy
a node to. We place all four surfaces in the lab and then the UAV flies a circuit
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Accel.
samples

m1 ≥ 394

yes

no

no

Soft

f max ≥
11.25

Hard

Figure 9.9: Indoor decision tree

to visit each surface. We implement the classifiers in C++ and ROS to run them
during the experiment, unlike the training phase where the acceleration data is
post-processed in Matlab. After landing on each surface, the UAV classifies the
surface as hard or soft. This experiment verifies our classifier is functioning, and is
operating on line. We repeat the experiment 10 times, for a total for 40 landings.
Table 9.8 shows the results of our verification experiments. The system behaves
more conservatively than in our training experiments, and misclassifies 4 of the
10 soft landings as hard. It never misclassifies the hard surfaces. This behavior is
safe, as it is conservative in deploying the nodes, and avoids damaging the UAV
by deploying on a hard surface.
There are several possible reasons for the change in behavior. The UAV may
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Experiment
1
2
3
4
5
6
7
8
9
10

Tile
H
H
H
H
H
H
H
H
H
H

Surface
Foam Wood
S
H
H
H
S
H
H
H
S
H
S
H
H
H
H
H
S
H
S
H

Carpet
H
H
H
H
H
H
H
H
H
H

Table 9.8: Indoor verification results. Correct classification are in black, incorrect
classification are in red. “S” indicates a soft classification, “H” indicates a hard
classification.
impact the foam on a slightly different area, or be dropping from a slightly different
height. Overall though, the system is functioning well enough to move to the next
set of trials in an outdoor setting.
9.6.2.2

Outdoor

Next, we test whether our system functions in the representative outdoor test
environment, shown in Figure 9.7(b). These outdoor surfaces include grass, loosely
packed mulch wood chips, packed dirt, and concrete. We begin by repeating our
training procedure for these outdoor surfaces. In these experiments the system
flies in a mixed control mode with the short range IR rangefinder estimating the
UAV’s altitude, allowing the off board computer to regulate the vehicle’s height,
while a human pilot controls the roll, pitch, and yaw of the vehicle to position the
vehicle over the test surface.
Once again, we begin by discriminating between all four test surfaces. We
collect 71 landing samples on cement, 54 on wood chips, 56 on dirt, and 58 on
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`1
m1
f max
σ2
`2
m2
r
s
k
µ
ts
% Total

ĉ1
−0.01
0.23
0.02
0.96
0.12
−0.06
0
0.01
−0.04
0
−0.02
92.17

ĉ2
0.07
0.82
0.15
−0.21
0.29
0.39
0
0.02
0.1
0
−0.11
4.72

ĉ3
0.14
−0.22
0.15
0.15
−0.35
0.82
0
0
−0.03
0.01
0.31
1.34

ĉ4
−0.05
−0.35
−0.18
−0.01
0.85
0.26
0
0.01
−0.22
0.01
0.11
0.74

ĉ5
−0.06
0.08
0.52
−0.05
0.14
−0.29
0
0
0.08
0
0.78
0.4

ĉ6
−0.31
−0.23
0.76
0.02
0.09
0.07
0
−0.02
−0.01
−0.01
−0.5
0.27

ĉ7
0.93
−0.13
0.24
0.01
0.12
−0.13
0
0.01
0.03
0.01
−0.15
0.19

ĉ8
−0.04
−0.16
−0.09
0.06
0.14
0.07
0
−0.04
0.97
−0.01
−0.02
0.16

ĉ9
−0.02
0
0
0
−0.01
−0.01
0
−0.05
0.01
1
−0.01
0.01

ĉ10
−0.02
−0.03
0.01
0
−0.01
−0.01
0
1
0.04
0.05
−0.01
0

ĉ11
0
0
0
0
0
0
1
0
0
0
0
0

Table 9.9: Principal components of acceleration during outdoor landings.

grass to train the new classifiers. We explore different subsets of the test features,
and again find that the maximum acceleration and peak frequency are effective at
distinguishing between the different surfaces. Again, we use a stratified 10-fold
cross validation to create the classifiers.
Table 9.9 is the principal components of the features for the outdoor training
data. Once again, we see that the variance and maximum acceleration explain
most of the variance. This result shows that our outdoor training area resembles
the behavior of our indoor training area. However, just as in the indoor training
tests, we find that the variance is not an effective means of discriminating between
the different surfaces. Instead, we find that f max and the maximum acceleration
form accurate classifiers for the outdoor surfaces, just as in the indoor data.
Tables 9.10- 9.13 show the effectiveness of the different classifiers at distinguishing between the different surfaces. As in the indoor experiments involving four
different surfaces, the system is unable to distinguish between all of the surfaces
with a high degree of accuracy. In particular, we note that except for the SVM, the
classifiers struggle to differentiate between the dirt and cement surfaces, and the
wood chips and grass areas.
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TrueaPred.
aa Cement
a
Cement
Wood chips
Dirt
Grass

54
2
16
0

Wood chips
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Grass

2
27
14
5

13
2
9
0

2
23
17
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2
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2
33
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4
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0

0
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11
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Table 9.10: LDA results, comparing all Table 9.11: QDA results, comparing all
four outdoor surfaces.
four outdoor surfaces.
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Wood chips
Dirt
Grass

48
5
1
14

Wood chips
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Grass

0
12
12
5

0
16
56
2

10
23
2
33

aa
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58
3
17
0

Wood chips

Dirt

Grass

2
27
15
6

11
11
17
5

0
13
7
47

Table 9.12: SVM results, comparing all Table 9.13: Decision tree results, comparfour outdoor surfaces.
ing all four outdoor surfaces.

We also note that the SVM is performing particularly badly with the training
data. This is surprising, given that its performance was similar to the other
classifiers in the equivalent indoor experiments. Overall, the system performance
is lower, with the decision tree doing the best with an accuracy of 62.34 %. The
SVM has an accuracy of only 64.02 %. This classification rate is clearly unacceptable
and must be addressed.
As in the indoor experiments, we change from distinguishing between all four
surfaces, and instead label packed dirt and cement hard, and the wood chips and
grass as soft. This distinguishes between the areas where the sensor node anchor
can easily penetrate, and those areas where the hard surface will prevent it from
penetrating.
Table 9.14 shows the results of classifying our outdoor environments according
to whether they are hard or soft. As we can see, the system is able to distinguish
between the different surfaces using the features from the landing. The QDA
performs the best, with an accuracy of 82.85 %. The decision tree and LDA are
close to this performance, with accuracies of 80.33 % and 80.75 %, respectively.
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True Category
Hard
Soft

LDA
Hard Soft
84
43
3
109

Classified Category
QDA
SVM
Hard Soft Hard Soft
94
33
107
5
8
104
29
98

Decision Tree
Hard Soft
101
26
21
91

Table 9.14: Outdoor pre-deployment surface classification results.

While the SVM shows a large improvement, it still lags behind with an accuracy of
85.77 %.
Interestingly, the decision tree classifier does not use the maximum amplitude,
and relies entirely on the peak frequency. This change between the indoor and
outdoor classification could be due to the uneven terrain causing the UAV to
rebound at less predictable angles than when indoors in the laboratory. The
maximum amplitude could also depend on the initial height at which the motors
turn off, which is less predictable outdoors.
The poorer performance outdoors when compared to indoors is unsurprising.
The surfaces in the outdoor environment are much less uniform. While the wood
chips are generally loosely packed, there are areas in which they could be packed
harder due to animals or foot traffic. Also, the short range IR rangefinder is not
nearly as accurate as the Vicon motion capture system, which leads to the a much
wider variance in descent heights, which will impact the acceleration readings.
We finish our analysis of the pre-deployment procedure by noting that even
distinguishing between hard and soft outdoor surfaces has a high rate of false
positives and negatives. Mistaking a hard surface for soft could damage the UAV.
Conversely, mistaking a soft surface for a hard surface will be inefficient, as the
UAV will miss a deployment opportunity. The first error is the more serious, as
system damage is more serious than inefficiencies. An improved deployment
system could avoid this problem. For instance, the nodes deploy via a winch
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mechanism that decouples the UAV from the landing impact. This deployment
could still utilize the terrain classification in this section if an accelerometer were
attached to the sensor node.

9.7 Post-deployment Analysis
The previous section demonstrates the effectiveness of a pre-deployment test for
terrain classification. The results of the terrain classification determine whether the
UAV should try to deploy a node to an area. Next we analyze our sensor readings
to determine whether or not a sensor node deployment is successful.

9.7.1

Approach Overview

The post-deployment procedure is very similar to the pre-deployment test. After a
successful pre-deployment test the UAV again ascends to 20 cm above the ground.
The UAV then drops the node’s anchor and shuts off the motors to drive the anchor
into the ground. The UAV collects accelerometer data after the initial impact, as in
the pre-deployment test. It also collects data after it flies away from the target area.
The system determines whether or not the node is firmly anchored to the ground
by analyzing the readings.
Figure 9.10 shows the high level deployment and analysis procedure. This
graph is the system operation that the Deploy node contains in Figure 9.6. If
the UAV believes the node installation is successful, it continues in its mission
to deploy nodes in an area. If the node deployment is a failure the operator
will preemptively deploy a redundant node in the area to compensate for the
suboptimal mote performance.
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Figure 9.10: Postdeployment sensor installation procedure.

9.7.2

Experiments

We evaluate the post-deployment procedure by deploying nodes onto grass, wood
chip, and dirt surfaces. The risk of damaging the UAV on cement surfaces prevents
us from testing deployments on this surface. We perform 88 test deployments in
this experiment. 29 deployments are on the wood chips, 29 are on the dirt, and 30
are on the grass surface. We evaluate the deployments by measuring how deep the
58 mm spike drives into the ground. Figure 9.11 shows a good installation with
the anchor deeply driven into the ground.
We test the deployment on both the hard and soft surfaces to determine if the
post-deployment analysis will work even if the pre-deployment assessment fails.
The system can still force the anchor into the hard dirt, so the post-deployment
procedure can still provide useful feedback.
Our classification procedure tests how much of the anchor is buried in the
ground. We test different depths to find what types of deployment outcomes the
system can distinguish between.
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9.7.3

Evaluation

The results of the prior section show that the decision tree is an effective means
of determining what surface a UAV has landed on. Next, we show that we can
combine this with the sensor deployment, classify the surface the UAV lands on,
and then determine whether or not the installation was successful. In particular,
we test various anchor deployment depths to find the limits of the system’s
discrimination capabilities.

Figure 9.11: Postdeployment measurement process

Once again we test four different classifiers, an LDA, QDA, SVM, and decision
tree. We train each classifier using stratified 10-fold cross validation. We train each
type of classifier at 6 different depths. We classify whether less than 20 mm of the
anchor is underneath the ground by 5 mm increments up to 50 mm. In addition
to collecting data after the descent we collect data as the UAV flies away after
installing the node. We make two changes to the decision tree training procedure.
First, we use sequential feature selection, which selects subsets of features from
the available data to find the most predictive features to train with. This change
allows us to efficiently find the best features in our expanded feature set. Second,
we limit the number of splits in the decision tree to five to reduce the chances of
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overfitting the data.
Table 9.15 is the principal components of the acceleration data during landings
in which at least 45 mm of anchor enters the soil. Our tests reveal that the acceleration data during takeoff is not informative, so we do not include the PCA for
those features here. The PCA of installation data is similar to the pre-deployment
procedure in that the variance accounts for a large amount of variability in the data.
However, just as in the pre-deployment procedure, we find that this is misleading.
After testing various combinations of features, we use the maximum acceleration
reading, peak frequency, and settling time as the features to train the installation
depth classifier. The intuition for using the settling time in this procedure is if the
anchor is securely driven into the ground then the electromagnet holding the UAV
to the sensor node will prevent the UAV from bouncing on the ground.
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ĉ1
−0.05
0.12
0
0.98
0.09
−0.06
0
0.01
−0.06
0
0.03
93.32

ĉ2
−0.24
0.78
0.06
−0.15
0.45
−0.25
0
0.01
0.09
−0.02
−0.21
3.41

ĉ3
0.52
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0.01
−0.01
0.16
0.7
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0.03
−0.26
0.02
0.15
2.21

ĉ4
0.07
−0.39
−0.04
−0.04
0.82
−0.13
0
0.01
−0.03
0
0.4
0.44

ĉ5
−0.31
0.2
0.29
−0.01
−0.2
0.14
0
0
0.39
0.11
0.75
0.31

ĉ6
0.05
−0.19
0.26
0.09
0.21
0.37
0
−0.05
0.73
−0.11
−0.41
0.18

ĉ7
0.61
0.17
−0.44
0.03
−0.11
−0.37
0
−0.05
0.47
−0.02
0.18
0.07

ĉ8
0.41
0.02
0.77
0
−0.07
−0.35
0
0.01
−0.14
−0.31
0.03
0.04

ĉ9
0.18
−0.03
0.24
0.01
0.03
−0.12
0
0
0.02
0.94
−0.13
0.02

ĉ10
0.02
−0.02
−0.02
0
−0.02
−0.01
0
1
0.07
0
−0.02
0

ĉ11
0
0
0
0
0
0
1
0
0
0
0
0

Table 9.15: Principal components of landing acceleration during installation procedure in which at least 45 mm of anchor is buried.

Figure 9.12 shows the k-fold accuracy of the different classifiers at different
depths. In this graph, the shallow installations are on the left side of the graph,
and the deeper installations are on the right. All of the classifiers are able to detect
when the system has not successfully driven the anchor deep into the ground. As
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more and more of the anchor is driven into the ground however, it becomes more
difficult for the system to distinguish between different experimental outcomes.
All four classification approaches lose ≈20 % of their predictive accuracy between
installation depths of 25 mm and 35 mm.
As the installation depths increase, we begin to see the accuracy of the classifiers
increase again. The SVM and decision tree classifiers both rapidly gain accuracy
as the installation depths increase past 40 mm. While the decision tree initially
outperforms the SVM, at the maximum installation depth, the performance of both
is nearly identical. The LDA and QDA do not show the same improvements. The
LDA and QDA failures are because the observations are not normally distributed.
Figure 9.13 shows the three training features, and how they clearly lack a normal
distribution. The SVM and decision tree work better with these features, because
they do not make explicit assumptions about underlying data distributions.

Figure 9.12: Cross validation error by Figure 9.13: Distribution of installation
method and deployment depth.
features.

While the combined k-fold accuracy in Figure 9.12 shows the overall accuracy
of the classifiers, a more detailed look reveals how they behave on each data class.
Table 9.16 shows the confusion matrices for all classifiers at all depths. Examining
this table reveals that the LDA and QDA performance is worse than expected from
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the information in Figure 9.12. Between 20 mm and 40 mm both algorithms fail to
classify the smaller of the two training classes. Both exhibit strange behavior at
an installation depth of 45 mm, where they both almost completely fail to find the
instances where more than 45 mm of the anchor is buried. The LDA returns to its
normal behavior at 50 mm, but the QDA remains unable to detect these cases.
The SVM performance is remarkably poor. This classifier almost always chooses
to classify an experiment as the label with the most training data available. This
behavior is large change from the prior experiments, where the SVM almost always
offered better performance than the LDA and QDA procedures.
LDA
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9
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7
5
6
5
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9
13
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26
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27
48
36
14
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0
0
1
0

2
0
0
0
1
0
2
2
27
33
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58
24
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71
9
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10
52
13
32
18
22
15
13
9
10
10

4
4
4
4
9
14
18
20
19
32
17
49
15
53

Table 9.16: Installation depth classification results.

To a lesser extent the decision tree mimics the SVM behavior. At the extremely
shallow or extremely deep deployments the decision tree frequently misclassifies
the data in the smaller training class. However, in the middle deployment depths
the decision tree does manage to somewhat reliably distinguish between the
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deployment outcomes.
Figure 9.14 is the decision tree trained on the 35 mm installation depth. This
classifier makes extensive use of the settling time as a splitting metric for dividing
the test data, which agrees with our intuition. Notably, this classifier ignores
the maximum acceleration value as as method of discriminating between the
installation depth. This also agrees with our intuition, as the different surfaces will
require different forces to drive the anchor into, leading to different acceleration
profiles. Moreover, since the anchor should dampen the UAV’s rebound against
the surface, the maximum acceleration will be less useful.

9.8 Summary
In this chapter we address how to extend the roles of UAVs in environmental
monitoring from short term sensor platforms to automated sensor deployment
platforms. We develop mechanical, electrical, and software components for deploying WSN nodes in an unstructured environment. The WSN nodes’ combination
energy efficiency, sensor packages, and energy harvesting enables long term ents ≥ 34.5
yes

no
f max ≥ 13.5
no
yes

ts ≥ 8.5
no

≥35 mm

yes
f max ≥ 14.0

f max ≥ 4.8
no

<35 mm

≥35 mm

no

<35 mm

yes

≥35 mm

yes

<35 mm

Figure 9.14: Decision tree for outdoor installation.
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vironmental monitoring and collecting information that is not easily sensed by
airborne platforms. Since deploying WSNs is a time consuming and difficult
process, we use UAVs to automate the sensor deployment. This requires the UAVs
to do more than just drop the nodes; they must carefully install the nodes in the
environment by sensing the underlying terrain and securing the nodes in the
environment. This maximizes the likelihood of the nodes’ energy harvesting, radio,
and sensors working correctly.
This chapter presented the following contributions.
• Mechanical
– A system to securely anchor a node in an outdoor environment.
– Integration between the UAV and node for transportation.
• Sensing
– We investigated what sensor information is useful for a pre-deployment
terrain classification.
– Using the same sensors, we found they are effective for post-deployment
analysis as well.
• Classification
– We evaluated different classification algorithms to find which are most
effective at terrain classification.
– An evaluation of different features to find the most predictive tools.
This work complements the short term environmental sensing solutions we
have develop in the previous chapters. The long term environmental monitoring
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WSNs provide complements the energy constrained sensing from aerial platforms,
which allows us to form a complete view of the environment. Moreover, the
WSNs easily integrate sensors like soil moisture probes that sense environmental
factors that UAVs cannot. By performing automated terrain classification and
post-deployment outcome monitoring our aerial vehicles can quickly and safely
deploy sensors in difficult terrain with a high probability of success. Moreover,
our system can detect unsuccessful deployments so a researcher can preemptively
compensate for impaired network functionality.
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10

Discussion

This work develops robotic systems for near earth environmental sensing in complex outdoor environments. This chapter presents a brief recap of the major
contributions, future work that will extend upon these contributions, and concluding remarks.

10.1

Contributions

The preceding chapters introduce a number of major contributions, extensions to
existing work, and system development details. The major contributions of this
work are improved localization mechanisms, estimating crop height from UAVs,
and more intelligent sensor network deployments. The precise major contributions
are as follows.
• Chapters 5 and 6 detail outdoor localization algorithms using laser scanner
data from small UAVs. This allows UAVs to autonomously and precisely
operate in large scale phenotyping experiments throughout the plant development cycle. Simultaneously measuring the vehicle’s altitude and position relative to target rows of corn and ground allows the UAV to collect
information on geographically small regions of a field at extremely high
spatio-temporal resolution.
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• Chapter 7 develop algorithms for crop height estimation via an airborne
vehicle. Using this technique, agricultural researchers can analyze the impact
of short term environmental stress on their crops throughout the growing
season. Researchers can also use this technique to monitor and characterize
plant development through all stages of growth, which is not practical using
current methods.
• Chapter 9 introduces our sensor network contributions, beginning with
a system for classifying terrain from tactile contact from a UAV. Terrain
classification can be used in a variety of scenarios, such as wireless sensor
network deployments, where the UAV may dynamically sense and react to
differences in its environment.
• Chapter 9 also contains algorithms for assessing the outcomes of deploying a
wireless sensor node. Combined with the terrain classification contributions,
this enables highly autonomous sensor network deployments, which are
currently labor intensive and potentially dangerous.

10.2

Future Work

There are many natural extensions to the contributions in this work. The following
improvements are direct extensions of the contributions in this work that should
result in significant improvements or extend the existing contributions to new
areas.
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10.2.1 Control
The PID control loop in Chapter 4 is simple but effective for normal flight conditions. The high wind results in Chapter 6 show that there is room for improvement
when operating in challenging conditions, such as high wind. There are several
avenues for improving the controller performance and behavior. One of the most
direct methods is to add additional poles and zeros to the PID algorithm to reduce
the tracking error and improve the time the UAV takes to converge to its target
position and velocity [101]. This is a straightforward extension to the control loop
that could yield significant improvements.
As an alternative, replacing the PID algorithm entirely could also significantly
improve the system. One of the more obvious replacements is an optimal control
algorithm, such as a linear quadratic regulator (LQR) [101]. Optimal control
algorithms are better at balancing the acceptable error in the system against the
effort the UAV exerts to control itself. These controllers offer excellent performance
and are potentially easier to tune than the PID controller used in this work.

10.2.2 Localization
While our altitude and row localization process in Chapters 5 and 6 perform well
in many cases, there are many possible extensions to this work. Future work will
make the localization more robust, improve its accuracy, and generalize the work
to other crops.
The long duration experiments and 3-DOF experiments show that the row
localization procedure has a failure mode where it incorrectly determines that
the UAV is flying over an adjacent row, or misses when the UAV actually does
change rows due to a disturbance. This is largely due to the repeated structure
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in the fields, which makes it difficult to distinguish between the rows. One of
the best means to address this challenge is to incorporate additional sensors. We
believe that integrating information from the IMU, such as acceleration, and GPS if
available, through a particle or a Kalman filter variant will solve these localization
problems [25]. Since the accelerometer and GPS do not directly sense the corn
structure, they are not vulnerable to the failures the laser scanner experiences. By
integrating these pose estimates together, the system can correctly detect the row
switches, while still taking advantage of the laser scanner’s drift free characteristics.
Integrating additional sensors will also reduce errors when the UAV flies over
areas with little to no field structure, as was seen in the extended duration flight
tests. Furthermore, integrating these independent position estimates will result in
a more accurate estimate of the vehicle’s location.
The extended duration flight testing also shows the laser scanner will fail when
the UAV encounters extended regions of bare ground in the field or if the sensor
data returns only noise. This is a more complex problem to solve. The onboard
computer must first detect that the localization process has failed, and then take
steps to mitigate the problem until the laser scanner begins tracking field features
again. Integrating the accelerometer data into the pose estimates can address
the short term localization needs when the laser scanner returns only noise, but
the estimates may not be stable if the UAV encounters an extended region of
bare ground. To address this problem, we propose adding a camera and visual
odometry to the UAV so that it may guide itself when not directly over plants.
During these specific failure times, the camera system should work well enough to
guide the UAV until it reaches a region of plants again.
Additional sensors will also improve the robustness of the altitude control. A
sensor such an an ultrasonic rangefinder can potentially robustly measure the
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distance to the nearest plants due to its wide beam angle and density of the crops.
An alternative altitude estimate will serve as a backup to the accurate laser scanner.
Using two independent estimates to the top of the crops will improve the system
safety by reducing the chances it flies into the top of the crop canopy.
An interesting extension to the localization procedure will address detecting
curves in the rows. Curving rows appear to the laser scanner as changes in the
expected row width. If the laser scan path is not exactly orthogonal to the rows
then the adjacent rows will appear farther away than expected in the scan. Our
current system copes with small, short term curves because the window search
process analyzes the areas adjacent to the rows and captures the critical points
even if the scanner is not orthogonal to the rows, but this is not explicitly modeled
in the process. By extending the row localization process to track the estimated
positions of the adjacent rows the localization process can explicitly estimate the
angle of the UAV relative to the field rows.
Future experiments will also test the localization procedure’s performance in
alternative crops. The localization procedure depends on plants possessing more
biomass nearer to there center, which implies the localization system works in
more than just corn. A possible example of this is sorghum, which also has a
thicker central stalk and thin leaves extending from it. Some sunflower fields and
soybeans prior to forming a complete canopy are potentially compatible with the
localization procedure. Extending the localization process to these other crop types
will increase its utility and potential user base.
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10.2.3 Crop Analysis
Chapter 8 briefly explores some of the additional physiological properties the laser
scanner can measure. Extracting more information from the laser scanner data is a
rich area for exploration. Our analysis points to the laser scanner being a potential
means of measuring the leaf area index by determining the ratio of range readings
from plants versus the ground. This metric is important for plant breeders and
researchers, which would further increase the utility of our system.
The scan data can potentially identify the angle of the plant leaves to the
central stalk. This is another metric that is very valuable to researchers analyzing
plant performance and development [129]. Successfully measuring the leaf angle
distribution will require isolating individual leaves from the scan data. This process
will potentially build on the clustering analysis presented in Chapter 8.
Finally, we believe there is potential commercial utility in the laser scan data.
One potential application is assessing storm damage to crops. If the structure of a
healthy field is generally known, or measured beforehand, then it may be possible
to quantitatively assess the impact of storms on crops by performing a post-storm
comparison. The higher spatial resolution of the data could be potentially valuable
to producers and insurance companies when analyzing the impact of a storm on
an area.

10.2.4 Sensor Network Integration
Chapter 9 introduces a novel sensor network installation mechanism that leverages
a UAV’s sensors and mobility to more effectively deploy sensor networks. This
is only one potential role of a UAV or robot in a sensor network. In the future,
UAVs and WSNs will be more tightly integrated. UAVs building upon our sensor
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network installation procedure will use feedback from their sensors and the sensor
network itself to dynamically reposition nodes in interesting areas, repair areas
where nodes are damaged or losing communications, all with high levels of
autonomy. These improvements will speed up network deployments and improve
the performance of deployed nodes.
UAVs will perform other tasks with the WSN, such as recharging nodes and
transferring data [54, 61]. The UAV platform in Chapter 9 can perform these tasks
in addition to its installation duties. Using this type of multirole UAV in the field
will be an interesting future research opportunity.

10.3

Conclusions

Improving the localization and autonomous capabilities of small UAVs will allow
future researchers to collect information about our world and habitats at unprecedented spatio-temporal resolutions. We also create robotic systems capable of
tactile sensing of the environment for placing static wireless sensor networks. This
will automate future sensor network deployments and allow researchers to deploy
networks more quickly in hard to reach or hazardous environments. These complementary approaches enhance our ability to conduct long term environmental
studies in a wide range of areas. There is a critical need for such information as
our growing population puts an increasing strain on our natural resources and
food production. The contributions of this dissertation give us a vital tool for
addressing these problems through improved technology. This work will help
pave the way for more autonomous robots and sensor systems that address these
pressing needs.
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Appendices
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A

Simulink Model

This appendix contains details of the Simulink model used in Chapter 4 [90].
The system model provides bounds on the system performance and allows us to
formally analyze the control system on the UAV.
Figure A.1 is the top level Simulink model. The model is split into three
sections: the discrete controller, the continuous controller, and the system state
update. The discrete controller is in the purple shaded area on the left of the figure
and also implements the trajectory generation in Section 4.1.2. This block calculates
the instantaneous position and velocity the continuous controller should track
given the current system state. The continuous controller appears in blue. This
block contains the low pass state filter, the calculations for the vehicle commands,
and the acceleration limiting functionality. The final block appears in red and
updates the system state according to the vehicle dynamics. The constant bias and
integrator on the right hand side model gravity’s impact on the system. The block
on the bottom injects noise into the state feedback to simulate real world sensors.
The trajectory generation block appears in Figure A.2. The blocks on the left
contain the constants which define the trajectory to model and the parameters
of the trajectory. The state feedback feeds into the system from the bottom left
of the block. The output of the block is the target position and velocity that the
continuous controller is to track. The block also emits the integrator reset signal
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Figure A.1: Top level view of the Simulink model.

and a debugging line for tracking the progress along the trajectory. The main
system block calls a Matlab function that implements our trajectory generation
algorithm and tracks the model’s performance along the trajectory.
Using constants to define the trajectory beginning, end, and parameters is one
of the limitations of this model. This approach does not model user actions such
as interrupting the trajectory and going to a new destination. As a result, we
cannot use this model to check whether transitioning between a moving state to
one destination to another destination is stable. However, a future extension to this
model could have a time varying trajectory destination and incorporate feedback
from the trajectory controller follow a path along a set of target destinations. Such
a model extension would be a more powerful representation of how users interact
with the system in real life.
Next, we move on to the continuous control block. Figure A.3 shows the
state filter block from Figure A.1. This block contains six identically structured
filters, one for each element of the system state. The filtering is selectively enabled,
depending on the user requirements. Also in this block are two Simulink scope
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blocks for analyzing the vehicle’s true and noisy state estimate. The filtering also
changes based on the state of the discrete controller. Changing the filter gain
based on the state can be advantageous in certain circumstances. For example,
when the vehicle is hovering we increase the velocity filtering bandwidth so less
noise is filtered. This lets the vehicle quickly react to disturbances such as wind
in outdoor situations. At the same time, we may increase the position filtering so
that the system is less sensitive to the GPS noise outdoors. On the other hand,
while moving we may want the vehicle to behave more aggressively to stay on the
course line, and turn down the filtering on the position.
The state filter treats the individual elements of the state as independent
measurements. Frequently, state measurements contain correlations between the
position in one axis and the velocity in that axis. For example, the change in
the x position is equal to the velocity of the vehicle, i.e.,

dx
dt

= v x . However,
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Figure A.3: Low pass state filter.

since the original position and velocity measurements are independently filtered,
this relationship may not hold for the filtered measurements. This behavior is
a motivating factor for doing the filtering as close as possible to the algorithm
which is using the filtered variables, since other system nodes may make different
assumptions about the relationship between velocity and position.
An example low pass filter from Figure A.3 is in Figure A.4. Every filter in
Figure A.3 contains a filter with the same structure but possibly different gains.
We implement the filter gain as a product block because at the time of writing,
Simulink does not have a variable gain block, so we implement changing the
gains as a switch followed by a product block. The sampling time correction
multiples the output of the filter gain block by the sampling time to remove the
time dependence. Finally, we either pass the original output or the filtered output
to the reset of the system based on whether or not the filter is enabled.
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This filter has a very simple interpretation. The new value is the old value, plus
the scaled difference between the new measurement and the old filtered value. If
the vehicle is accurately tracking its target position and velocity, the difference
between two measurements will be largely due to noise. By scaling the value, we
effectively reduce the noise in the measurement.
This filter operates at the sampling rate of the pose estimate. If the system
generates pose estimates faster than the control rate the filter uses the additional
information to further smooth the state estimate. In the case of very fast sensors,
such as the laboratory’s Vicon motion capture system, this can greatly reduce the
noise introduced into the controller [134].
The filtered state goes to the continuous controller, which appears in Figure A.5.
The individual position and velocity commands for each axis feed into blocks that
implement the PID controllers. The output of the individual position and velocity
controls are summed together at the output with the body biases. This implementation does not use the East-North-Up coordinate convention, and assumes
the front of the vehicle is aligned with the positive y axis. This is why rolling the
vehicle results in an acceleration in the x axis, rather than the y-axis as in an ENU
coordinate system.
The block implementing the control calculation for the x position appears in
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Figure A.6. This PID controllers for each of the state variables have the same
structure, but with may have different gains. Rate transition blocks appear at
the inputs. These transition blocks model the mismatch between the control loop
rate and the sensing rate of the vehicle. The transition blocks use zero order
holds to latch the state estimate until the control calculation is ready to execute
another control calculation. The error term calculation section is in the lower left
hand corner of the figure, where the current state is subtracted from the reference
command.
This error is multiplied by the PID gains in different paths. The gains are set
by which state the discrete controller is in. The proportional control term passes
straight to the output. An integrator generates the integral term, which is then
saturated to prevent windup. The derivative term passes through the smoothing

233
0.26
Kp Move

ZOH

3
Control Mode
x Position
Mode Transition

0.26

0.03

0.01
Ki Hover

1
Current State
x Position Transition
2

0.4

Reference Command
x Position
Reference Transition

P

T
F
I Gains
4

I

K Ts
z-1

ZOH

Error Integrator

1
Control

Saturation

x Position
Output Transition

Intg Reset
Reset Transition

0.15
Kd Move

ZOH

F
P Gains

Kp Hover

Ki Move

ZOH

T

T
F
D Gains

D

K (z-1)
Ts z

Median
Filter

num(z)
1

Discrete Derivative

Outlier Rejection

Smoothing

Kd Hover
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filters discussed in Section 4.1.4. The sum of the terms is then upsampled to the
sensing rate at the output. The upsampling matches is the complement of the
downsampling at the input. The upsampling converts the control signal rate to
the system update rate, so that the vehicle state updates at the rate at which it is
sensed.
Finally, we reach the system update block, shown in red in Figure A.1. The
main feature of this block is the state update block, which implements a discrete
version of the continuous state model in Section 4.1.4. The impact of gravity on
the system’s velocity and position appear after this block, as an addition to the
system velocity, and an integrator which models the displacement due to gravity
at each step.
The model injects noise into the system state after updating it. This block
appears in the bottom right of Figure A.1. The details of this block appear in
Figure A.7. We add additive white Gaussian noise to each position estimate.
We add the derivative of the noise to velocity estimates. This process forces the
change in the noisy position estimates to match the noisy velocity estimates. This
relationship between the position and velocity estimates mimics the output of the
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GPS position and velocity the Ascending Technologies’ UAVs report. The standard
deviation and mean of the noise are configurable parameters that allow us to
simulate multiple sensor configurations. The noise process can also be disabled, in
which case the output of the system update block passes directly to the output.
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B

Controller Bode Plots

The Simulink model from Appendix A captures many interesting aspects of our
controller implementation. We present Bode plots in this appendix that show
the frequency response of the system. The UAV controller is a multiple input,
multiple output (MIMO) system since it moves in 3D space to match the position
and velocity commands. The Bode plots must compare a single input to a single
output, which leads to the diagrams in Figures B.1- B.4. We examine both the
closed and open loop response to characterize the frequency response in both both
the moving and hovering states. We must examine the states separately, as the
error terms and gains are different between the two states
Figures B.1 and B.2 show the x and z frequency response in the moving state.
Both figures show an integral term slowly decreasing the frequency response, with
a zero from a derivative gain briefly spiking the response upwards at around
0.3 rad/s. The frequency responses of the velocity outputs show that we do not
control the velocity as well as the position.
The z response is similar to the x response, However, the gains of the z response
are generally higher, due to the larger proportional terms we use to control the z
position and velocity. Gravity also changes the shape of gain and phase response,
resulting in a flatter response.
Figures B.3 and B.4 show the Bode plots for the system in the hovering state.
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(a) Magnitude of x position (b) Magnitude of x velocity
output to x position refer- output to x position reference.
ence.

(c) Phase of x position out- (d) Phase of x velocity output to x position reference. put to x position reference.

(e) Magnitude of x position (f) Magnitude of x velocity
output to x velocity refer- output to x velocity reference.
ence.

(g) phase of x position out- (h) Phase of x velocity output to x velocity reference. put to x velocity reference.

Figure B.1: Closed loop x position and velocity Bode plots in moving state.
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(a) Magnitude of z position (b) Magnitude of z velocity
output to z position refer- output to z position reference.
ence.

(c) Phase of z position out- (d) Phase of z velocity output to z position reference. put to z position reference.

(e) Magnitude of z position (f) Magnitude of z velocity
output to z velocity reference. output to z velocity reference.

(g) phase of z position out- (h) Phase of z velocity output to z velocity reference.
put to z velocity reference.

Figure B.2: Closed loop z position and velocity Bode plots in moving state.
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The overall responses are very similar to those in the moving state. This is expected,
as the vehicle dynamics and control architecture are the same for the two states,
and only the gains change. Since the gains are very similar in the two states, the
overall responses are extremely similar.
One way in which the different gains appear in the figures is the hovering
state features much higher derivative gains in the position control and higher
proportional gains on the speed response. The Bode plots reflect this with larger
spikes around 0.3 rad/s and larger gain responses overall.
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(a) Magnitude of x position (b) Magnitude of x velocity
output to x position refer- output to x position reference.
ence.

(c) Phase of x position out- (d) Phase of x velocity output to x position reference. put to x position reference.

(e) Magnitude of x position (f) Magnitude of x velocity
output to x velocity refer- output to x velocity reference.
ence.

(g) phase of x position out- (h) Phase of x velocity output to x velocity reference. put to x velocity reference.

Figure B.3: Closed loop x position and velocity Bode plots in hovering state.
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(a) Magnitude of z position (b) Magnitude of z velocity
output to z position refer- output to z position reference.
ence.

(c) Phase of z position out- (d) Phase of z velocity output to z position reference. put to z position reference.

(e) Magnitude of z position (f) Magnitude of z velocity
output to z velocity reference. output to z velocity reference.

(g) phase of z position out- (h) Phase of z velocity output to z velocity reference.
put to z velocity reference.

Figure B.4: Closed loop z position and velocity Bode plots in hovering state.
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C

Communication Protocols

In this appendix we describe the communication protocols ROS uses to communicate with the UAV, as described in Chapter 3. Since the low level processor’s
firmware is proprietary, communicating with it requires using the Ascending
Technologies’ protocols. The high level processor is user programmable so we
develop our own communication protocols to efficiently communicate with it.
Figure C.1 shows the three types of commands we send and receive to and
from the low level processor on the UAV. All three packets use a common three
byte string, “>*>”, at the beginning of the packet. The packets sent to the vehicle
have an additional byte signifying the packet type.
Figure C.1(a) is the packet for controlling the vehicle. This command emulates
the outputs of the handheld controller. The pitch, roll, yaw, and thrust values
match the positions of the manual controls on the handheld controller. A byte after
these values contains bit fields indicating which inputs are valid. For instance, the
user can unset the thrust bit in this field, and manually control the vehicle’s thrust
in flight. After this is a simple checksum, and a three byte footer.
The low level processor can send information from the IMU, GPS, and overall system status. The processor sends these commands in response to polling
commands sent from ROS. The structure of these polling commands appears in
Figure C.1(b). The request field is a bit mask indicating what type of data the low
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level processor should send.
Figure C.1(c) is the response to the poling commands. After the header, packet
length, and a packet descriptor field, the requested data appears in a variable
length payload. The contents of the payload depends on the polling request from
ROS. If the ROS system requests GPS and IMU data the UAV sends one packet for
each data type rather than combining them into one larger packet.
The polling, responses, and commands are all sent on the same communication
channel. This greatly limits both the command rate and the system information
update rate. Moreover, this Ascending Technologies’ protocol is very inefficient.
The header contains far more bytes than are necessary, and the footer is redundant
information since checksum data is in the packet, which the system can use to find
the end of a packet. The “Type” field in each packet uniquely identifies the packet
type, so the length field is unnecessary.
The Ascending Technologies’ packet are very large and contain large amounts
of information that we do not use, which wastes bandwidth. The total sizes of the
status, IMU, and GPS packets are 27 B, 103 B, and 51 B, respectively. The excess
header and footer information contributes to the large sizes, but the packets also
include information such as raw magnetometer and barometer readings that we
do not use.
We implement our own high level firmware on the UAV to eliminate the bandwidth problems inherent to the Ascending Technologies’ communication method.
This high level firmware reports vehicle information without polling. Vehicle
commands are sent to the low level processor using the Ascending Technologies
format, or to the high level processor using a custom communication protocol. The
bandwidth of the high level processor’s serial communication link is limited, but
unlike the low level processor, the baud rate is configurable. If the UAV communi-
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Figure C.1: Ascending Technologies communication packets.

cates to an onboard computer with a wired link the baud rate can be set as high as
921,600 baud, in comparison to the low level processor’s fixed 57,600 baud link.
Figure C.2 shows the two types of packets we send and receive in our communication scheme. Figure C.2(a) is the vehicle commands we send to the high
level processor. We do not mimic the handheld controller as in the Ascending
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Figure C.2: Ascending Technologies command packet.

Technologies’ scheme. Instead, the first byte is a command, such as “motors on”
or “motors off” that the high level firmware implements. For simple commands
such as this, the payload is completely empty, and only three bytes are sent to the
vehicle. For more complex commands, such as an attitude command, the payload
contains the additional information needed to carry out the command, which the
high level processor’s firmware interprets.
Figure C.2(b) is the packet format for receiving data from the UAV. It begins
with a single byte identifying the start fo the packet, and ends with a CRC-16
checksum for detecting transmission errors. The payload contains all GPS, IMU,
and system information the ROS system uses. The payload takes two different
forms. When a high speed communication link is available, the UAV sends an 86 B
payload. If the available communication bandwidth is limited, as when the UAV is
controlled by an offboard computer over a slow radio link, 49 B payloads are sent
from the UAV. These smaller packets omit detailed status information such as the
estimated GPS accuracy and angular velocities that are not used by the controller.
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D

Observer Reliability

Our results in Chapter 6 show our system is capable of accurately localizing itself.
We did so using human workers to assess the visual imagery. The quality of the
workers’ analysis is critical to determining whether or not the results are valid. In
this section, we assess their work, as well as analyze the failed Amazon Mechanical
Turk experiment.

D.1 Student Workers
Our experimental evaluation depends on our observers producing consistent
estimates of the vehicle’s position over the corn field. While the observers cannot
estimate the position with high precision, we can test whether the observers are
consistent with each others’ estimates and are producing accurate results. We use
Fleiss’ kappa metric to judge how closely the different observers agree with each
other [48]. This statistic measures the degree of agreement between the observers
that is above what pure chance would indicate. A value of zero indicates the
observers’ agree with each other no better than random guessing would indicate,
while a value of one indicates perfect agreement between the observers.
We calculate the Fleiss’ kappa statistic using the 1,260 grades from each observer.
Fleiss’ kappa for the observers’ observations is 0.737. In this metric’s scale values
above 0.6 generally mean that the observers substantially agree with each other,
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and values above 0.8 mean the observers are in almost perfect agreement [75]. This
demonstrates that even though the precision of the observers’ observations is not
extremely high, they do produce consistent estimates of the vehicle’s position. The
observers’ validation data is therefore a useful ground truth estimate to validate
our results.

D.2 Amazon Mechanical Turk
Our first attempt at visually analyzing the row localization video used Amazon’s
Mechanical Turk service. In this section we detail our experiences with the service,
the poor results, and offer conjecture on why the experiment failed, so that future
researchers better design their experiments.
Our Mechanical Turk experiment uses a web page that the workers access. At
the top of the web page is a set of instructions for accomplishing the task, an
example image, and the correct response for the image. Below the instructions
are eight images for the workers to analyze and two verification images. The
two test images are the same for all the workers and check whether the workers
are following instructions. The test images are randomly mixed in with the
experimental images. The first test image shows a very clear image of the UAV
near to the camera and directly above the target row. The second test image clearly
shows the UAV, but this time farther down the field and over and adjacent row. If
a worker fails to answer the first test question correctly their work is rejected and
resubmitted for other workers to take. The second test image is a check for the
workers’ accuracy and agreement with each other. The remaining eight images are
sets which are randomly drawn from the test images. Three workers grade each
set of eight to improve the accuracy of their results and a worker is only allowed
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to take one image set from the pool of work.
We encountered several general problems with the workers and the results. We
isolate several reasons for this based on worker feedback and our experience and
offer suggestions for addressing the problems.
• A significant number of workers have slow internet connections, including
slow cellular connections. This made it difficult or impossible to load the
high resolution imagery; as a result the workers could not judge some images
and submitted incomplete answer sets.
– One possible solution is to break the survey into multiple pages with a
single image on each page. This improves load times with slow internet
connections.
• Users on mobile phones or tablets have difficulties locating the relatively
small UAV in the image even after cropping the image to remove extraneous
details.
– The job requester can specify in the instructions that workers should not
use mobile devices to access the job but the workers must voluntarily
comply with this instruction. Depending on the job type and rewards,
there is a strong possibility workers will disregard the instruction.
– The images can be further annotated to roughly mark the UAV’s location so that the worker can quickly locate the UAV. This approach
risks biasing the worker by suggestively placing the additional picture
marking. This process is also extremely time consuming, which negates
the benefit of using the Mechanical Turk service to get fast results.
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• The small UAV is difficult to locate when it flies far away, especially if the
sun or other environmental factors mask it. The workers will frequently skip
these images because they do not want to spend significant amounts of time
on the problem for the rewards associated with the jobs.
– As previously suggested, marking the UAV’s position could help with
this.
– Increasing the job rewards may motivate the worker to spend more
time on the job. Determining the reward level is challenging and large
rewards can attract unscrupulous workers who will do a poor job in the
hopes the job requester will accept their defective work.
• Workers generally avoid jobs like ours, where they can only complete a
single task after learning how to do it. They generally prefer to learn a task
and then fulfill many work assignments involving that task. They view the
time learning how to do the task as a sunk cost, so the task must either be
substantially rewarded to account for the training time, or they must be able
to fulfill many jobs using that training.
– This is very difficult to address. Modifying the experimental protocols
so that a worker can grade many images is not always an option, but
this is effectively what we did when we abandoned Amazon’s service
for the student workers.
– Increasing the job reward makes workers more likely to accept an
extended training period for a short task. This makes the experiments
much more expensive though, and still does not guarantee the workers
will perform well at the task.
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Figure D.1: Mechanical Turk workers’ response to test question.

The first sign of trouble with the Mechanical Turk results is the workers perform
very poorly on the test questions. Many workers fail to correctly answer the test
question with the UAV in the center of the frame. Figure D.1 is the histogram of
the workers’ responses to the second test question. The responses to this question
are from workers who answer the first test question correctly and are working
on the first set of row localization experimental data. The correct answer to this
question is “five,” which most workers mark. However, significant numbers of
them fail to do so. Disturbingly, since the answer “five” corresponds to the UAV
being on the right hand side of the image, large numbers of workers mark the UAV
as being in the center of the image, or even on the left hand side of the picture.
Getting even this quality of results required resubmitting many jobs where
a worker failed the first test question. This is a time consuming process for this
type of one off analysis. Furthermore, a cursory check of the results show the
workers became much more inconsistent when the UAV was far from the camera
and with questions at the end of the job. The workers appear to answer the easy
questions correctly and guess at any images where the UAV is difficult to locate or
the position is ambiguous.
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Since only three workers grade each set of eight images, we do not present
Fleiss’ Kappa, as the metric will have questionable meaning with the small set of
test questions and workers. Our anecdotal observations of the results convince
us to use the student workers and avoid the Amazon service. This change is
also motivated by the crude tools and time consuming worker management the
Amazon service requires.
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E

Benchmarking

Here, we present processing performance benchmarks on our system. We examine
the execution speed of the various stages of the localization algorithm to verify
our system is working correctly. The benchmarking results include only the times
when the UAV is under computer guidance. This section uses the Odroid-XU3 for
benchmarking purposes, which is slightly faster than the Odroid-C2.
First, we verify that the laser scanner is reporting data at the expected rate.
The update rate is measured by taking the difference between the timestamps in
consecutive ROS scan messages. Figure E.1(a) shows the empirical CDF of the
frequency of the unprocessed laser scan reception rate. This figure shows the laser
scanner is operating faster than the expected 36Hz rate, with a mean update rate
of µ = 40.1Hz, σ = 3.0Hz, and a median of 39.9Hz.
The first step in the localization process is transforming the points from the
laser scanner’s coordinate system to the roll and yaw corrected coordinate frame.
Figure E.1(b) shows the distribution of times to accomplish this task and rank the
readings for the localization process. This step in the process takes a mean time of
µ = 0.395ms, σ = 0.228ms. This shows that the unpredictable nature of the field is
not significantly impacting this step.
Next, we examine how long it takes to extract the position estimate from the
transformed scans. Figure E.1(c) highlights the efficiency of our algorithm. The
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(a) Scan rate.

(b) Transformation time.

(c) Localization time.

(d) Published pose rate.

Figure E.1: Benchmarking results’ empirical CDFs.

estimation process takes only 0.364ms on average, with σ = 0.195ms, and a median
of 0.350ms. These extremely short times illustrate the efficiency of our approach.
Finally, Figure E.1(d) shows the distribution of times between publishing pose
estimates. This slow mean publishing rate of only 13.1Hz is counterintuitive given
the speed at which the laser scans arrive. The slowdown is due to the large
overhead of the visualization and debugging components of the system that are
ran during these validation experiments. In a more practical setting, these software
components are unnecessary, and the system will be able to estimate the pose of
the vehicle at the rate of the incoming laser scans.
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F

Visual Odometry

Visual odometry is a potential alternative to our laser scanner based approach for
localizing the vehicle. Visual odometry algorithms use camera imagery to localize
the vehicle. We investigate aerial imagery taken during our experiments to gauge
the potential for visual odometry in our agricultural setting. While we do not
create a fully functioning visual odometry solution, our experiments give insight
into the potential capabilities and shortcomings of a visual odometry solution.

F.1 Algorithms
We evaluate three different visual odometry algorithms to asses visual odometry’s
potential. The three algorithms are the Lucas-Kanade optical flow algorithm, the
speeded-up robust features algorithm (SURF), and semi-direct visual odometry
(SVO). The three algorithms all take different approaches to visual odometry.
Examining all three yields a broad overview of how different algorithms in these
classes might work in outdoor environments.
Lucas-Kanade is a simple method for estimating motion from static images
[85]. It has inspired many other approaches, some of which have seen commercial
products [38, 64]. While simple and easy to implement, Lucas-Kanade optical
flow is sensitive to lighting variations. SURF is an extremely popular method of
identifying key features in an image, and extracting motion estimates from the
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features [14]. This algorithm handles differing visual scales well, but relies on
the visual images having enough unique features to track. Finally, SVO combines
aspects of two prior approaches [49]. This algorithm can estimate 3D motion from
a monocular camera, but is relatively new and has not seen widespread adoption.
The Lucas-Kanade optical flow algorithm is our first visual odometry approach
[85]. This algorithm is a direct method which operates on the per-pixel illuminance
values of consecutive images. The method assumes that the illuminance values
of each pixel are temporally invariant, so any change in the illuminance between
images is due to motion within the image. The Lucas-Kanade method finds
motion vectors which minimize the difference between illuminance values between
consecutive images.
More formally, the algorithm operates on the illuminance values in two images,
I1 and I2 [19]. Each matrix I is composed of n pixels, p. First, the algorithm
calculates the spatial derivative of the first image in the x and y directions, giving
the matrices I x and Iy . These two matrices give the change in pixel brightness
along each dimension in the image. The algorithm then computes the temporal
derivative of the base image, It , as the difference between the brightness of each
pixel in I1 and I2 . Using these matrices, the algorithm finds the vectors v x and vy
which describe the motion in the x and y dimensions. Under these assumptions
the following must hold: I x v x + Iy vy + It = 0.
Finding v x and vy then reduces to minimizing I x v x + Iy vy + It . To minimize
the equation using the sum of squared differences. We rewrite the formula as
Equation F.1.
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Directly minimizing Equation F.1 results in finding the optimal solution for
every pixel. This is undesirable, as it treats all pixels in the image as if they have
an independent motion associated with them. This is an unlikely scenario, so a
windowing function, W, decomposes the images into a set of regions, Ω. The
minimization then operates over these regions. Equation F.2 modifies Equation F.1
to reflect this change [90].
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As a final step, a threshold value sets small values in v x and vy to zero to
suppress noise in the optical flow results.
Our second visual odometry algorithm is a feature based algorithm. Rather than
operating directly on the pixel intensity values, the algorithm tracks features in
the images. The algorithm estimates motion in the image by find correspondences
between features in pairs of consecutive images. There are many different methods
for identifying features in images, but we use the SURF algorithm [14]. This
algorithm is very fast and the feature detection is invariant with respect to the
orientation and scale of the features. These characteristics are desirable in our
application, where the UAV’s altitude continuously changes, and environmental
disturbances can spin the UAV unpredictably.
For brevity, we give only a high level description of the SURF algorithm, as it
contains many optimizations and combines many aspects of prior feature detectors,
which cannot be concisely summarized.
The SURF detector begins by calculating an approximation of the Hessian
matrix in Equation F.3, where x is a point in the matrix, and σ is the standard
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deviation of a Gaussian function. L xx ( x, σ ) is the convolution the second derivative
of the Gaussian with the point at x. The other matrix terms are similarly defined.




 L xx ( x, σ ) L xy ( x, σ)
H ( x, σ ) = 

L xy ( x, σ ) Lyy ( x, σ)

(F.3)

The SURF feature detector uses 2D box filters to approximate Equation F.3 for
efficiency. The purpose of this step is to smooth the image, leaving only interesting
points. The maxima of the determinant of this matrix are the points which the
SURF detector tracks.
Matching the points between consecutive camera frames requires a descriptor
for each point. The descriptors that are “similar” between consecutive frames are
matching points, and the displacement between them indicates motion. The SURF
descriptors are features vectors generated by finding the Haar wavelet response
in both x and y dimensions in the region around each feature point. Using the
wavelet response in two dimensions gives an orientation of the feature, as well as
a description of the feature.
Our final approach is semi-direct visual odometry (SVO) [49]. SVO is a hybrid
approach that combines parts of direct optical flow methods, and feature extraction
based motion estimation. A major difference between this approach and the prior
two is SVO does not find motion in 2D images, but estimates the camera pose in
3D space using a single monocular camera.
We again give a brief overview of this algorithm, due to its complexity. At
its highest level, SVO comprises two separate threads of execution, a motion
estimation process, and a mapping process. The motion estimation process tracks
feature points. The mapping frame uses multiple observations of these feature
points to estimate the depth of these points, and once estimated, track the 3D
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position of these points.
There are three steps in the motion estimation procedure. The first step estimates the 3D pose of the camera by estimating its position using a set of tracked
features. This pose estimation jointly optimizes the pose estimate using all of the
feature locations. The camera pose estimates extends from 2D to 3D using a model
of the camera to backproject the points from the 2D image to 3D space.
After estimating the pose of the camera, a dense optical flow algorithm refines
the estimates of the feature points by using the estimated camera pose, and
calculating where the feature points should be based on prior observations. Each
feature position estimate is individually refined, without respect to the refinements
of the other feature positions. This step reduces errors in estimates of the features’
positions. Finally, the algorithm refines the camera pose estimate by re-estimating
its position using all of the refined feature position estimates.
These three visual odometry algorithms encompass a broad set of approaches.
We consider mature, well used algorithms such as Lucas-Kanade, and cutting
edge research approaches with the SVO algorithm. Finally, our candidate set of
algorithms uses a broad variety of approaches, which will reveal whether or not
visual odometry is viable means of localizing the vehicle.

F.2 Experiment
We evaluate the three visual odometry algorithms in two different experimental
environments. The first environment is our indoor laboratory with the Vicon
motion capture system [134]. The second environment is the field environment
used in the row localization experiments in Sections 6.10 and 6.11.
We do not close the sensing and control loops with these algorithms. Instead, we
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(a) Textured floor covering.

(b) Indoor visual odometry flight path.

Figure F.1: Indoor visual odometry experiment experimental setup.

fly under control of our motion capture, GPS, or laser guidance where appropriate.
We then compare the output of the visual odometry experiment to the onboard
GPS position and velocity estimates. While we do not convert the visual odometry
estimates from a pixel space to metric space, the orientation and variance of
the flow estimates reveals whether there is a dominant flow direction which we
compare against the other localization estimates.
Figure F.1(a) shows the indoor flight area. We cover the carpeted floor with
multicolored rubber tiles. These tiles provide texture and contrast for the visual
odometry algorithms that the carpet lacks. In particular, the interlocking boundaries between different colored tiles is a high contrast region that the algorithms
can easily locate and track. Many of the tiles have tape or other markings that
provide features and contrasting regions for the algorithms to track.
The UAV generates indoor data by flying the scripted mission in Figure F.1(b).
The UAV begins flight on the ground at the same location at the start of each
experiment. The UAV ascends to 1.0 m above its initial position and waits 5 s.
It then flies 2.0 m forward in the +y direction. The UAV then waits 5 s at that
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waypoint, and flies 2 m in the + x direction. After another 5 s delay, the UAV flies
2 m back in the −y direction. The UAV waits another 5 s, and flies 2 m in the

− x direction to return to the origin. The UAV then flies the square circuit in the
opposite direction to return to the origin and land.
A small camera is mounted near the center of the UAV’s body [91]. The
camera’s frame rate is 90 Hz. It records 752 × 480 color images. The camera lens is
a 4.2 mm focal length lens with an angle of view of 72◦ .
A Vicon motion capture system provides ground truth data and position
information to the UAV [134]. The motion capture system captures the UAV’s
position at 200 Hz with a precision of 0.5 mm. This extremely precise measurement
provides an excellent reference to compare teh visual odometry against, and also
enables extremely precise flights with the UAV.
We postprocess the data to produce motion estimates from the trial flights.
SVO’s ROS implementation contains all of the necessary code to process the
images and produce motion estimates. We use Matlab implementations of the
Lucas-Kanade and SURF feature detection to postprocess the recorded video using
the following procedure [90].
1. Record onboard video.
2. Extract 752 × 480 pixel still frame images from video.
3. Rectify each image using intrinsic camera parameters to eliminate camera
distortion. The rectified images include all valid pixels from the input image
and interpolated to create 884 × 510 pixel images.
4. Resize the rectified images to 177 × 102 pixels using bicubic interpolation.
5. Use the rectified images in their original and resized resolution as inputs to
the visual odometry algorithms.
6. Rotate the output of the visual odometry algorithms from the camera frame
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(a) Original image.

(b) Rectified image.

(c) Resized image.

Figure F.2: Indoor visual odometry example images.

of reference to the world frame of reference.
We resize the images for two purposes. First, the dense optical flow methods
are computationally expensive, and using the full image size is not practical in real
time. The second reason for reducing the image size is coarsen the images, and
remove small, potentially spurious features. The resizing increases the importance
of major features that are better tracked between images, thus improving the
algorithms’ performance.
Figure F.2 shows the series of transformations on an example image taken
during a test flight. The distortion from the lens is readily apparent, as the rectangular tile edges bow outwards towards to the edges of the picture in Figure F.2(a).
Figure F.2(b) shows the results of the distortion removal process, as the straight
edges in the picture are parallel. Finally, the resized image in Figure F.2(c) has less
detail than the original image.
The experimental evaluation uses 27 different experimental datasets with the
visual odometry algorithms. The evaluation uses 5 indoor trials and 22 datasets
collected during outdoor row localization experiments. Next, we evaluate each
algorithm on each of the datasets.
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(a) n = 0.001

(b) n = 0.002

(c) n = 0.003

(d) Expanded view of n = 0.001.

Figure F.3: Lucas-Kanade full size example image under different noise thresholds.
The black arrow indicates true motion of vehicle.

F.3 Lucas-Kanade Optical Flow
The first visual experiment uses the Lucas-Kanade algorithm to estimate the motion
in each image. The Lucas-Kanade algorithm uses a noise threshold parameter, n, to
suppress noise in the motion estimates. Increasing this value eliminates spurious
signals in the motion estimates. We experiment with n = (0.001, 0.002, 0.003). The
Lucas-Kanade algorithm produces artifacts around the boundary of each image,
so after running the algorithm, the outer three pixels from the results are cropped.
After cropping, we calculate statistics about the orientation and magnitude of the
resulting motion vectors.
Figure F.3 shows the results of the Lucas-Kanade algorithm using the full
resolution image from Figure F.2(b) using the three different noise thresholds. The
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red arrows in the pictures are estimates of the motion of the pixels in that region.
The vectors’ lengths indicate the magnitude of the motion. The UAV’s true motion
in this picture is from the bottom right to the upper left of the image.
As expected, as n increases, there are fewer and fewer motion vectors because
increasing amounts of noise in the picture are suppressed. Most of the motion
vectors are in areas of contrasting light and dark materials, such as where different
colored tiles meet, or the boundaries of the black and white tape on the tiles.
As the noise threshold increases, only areas with extreme contrasts are left with
motion estimates. Still, do to the resolution of the image, there are a large number
of motion estimates, even at the highest level of noise reduction.
Figure F.3(d) shows an expanded view of the black tape in the upper right
quadrant of the original images. From this image, we see the true density of
the flow estimates. The estimates largely point towards the left of the image, in
the general direction of the UAV’s movement. However, there are a significant
number of vectors around the black tape pointing in the opposite direction of the
vehicle’s motion, or generally disagreeing with the motion trends in other parts of
the image. This highlights the difficulty of directly using optical flow to estimate
vehicular motion, as even static objects in the image can produce contradicting
information about movement in the frame.Figure F.3 shows the results of the LucasKanade algorithm using the image from Figure F.2(b) using the three different
noise thresholds. The red arrows in the pictures are estimates of the motion of the
pixels in that region. The vectors’ lengths indicate the magnitude of the motion.
Figure F.4 shows the reduced image size equivalents of the images in Figure F.3.
These images are significantly different from the full resolution images. The most
obvious difference is the smaller number of motion vectors when comparing to
the full resolution images. Also, as the noise threshold increases, the reduced size
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(a) n = 0.001

(b) n = 0.002

(c) n = 0.003

(d) Expanded view of n = 0.001.

Figure F.4: Lucas-Kanade resized example image under different noise thresholds.

images continue to find motion in the bottom areas of the image, unlike the full
size images. This shows that the noise threshold and resolution downsampling
are complementary techniques that produce different results. Finally, we can see
from the expanded view of the black tape in Figure F.4(d) that there are far fewer
motion vectors in this region. The effect of the resolution reduction in this area
is to reduce the importance of this feature with respect to the remainder of the
image.
Figures F.3 and F.4 give a qualitative understanding of the Lucas-Kanade
optical flow algorithm. Next, we develop a quantitative analysis of the optical flow
performance in the indoor and outdoor environments. We analayze the LucasKanade optical flow performance by comparing the orientation of the vectors in the
images to the course over ground (COG) of the vehicle. The COG is the direction
of motion of the vehicle in the map frame of reference, and is not coupled to the
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heading of the vehicle. Given the controlled indoor experimental settings, we
expect that the visual odometry estimates will be a good predictor of the vehicle’s
COG. We also filter our results to include only optical flow estimates taken when
the UAV is traveling about 10 cm/s so the flow estimates from the vehicle’s motion
dominates the visual noise in the image.
We calculate the estimate of the vehicle’s motion from the Lucas-Kanade optical
flow by taking the mean of the angles of the non-zero elements of the optical flow
for each frame. We explore several different performance metrics of this optical
flow’s estimate of the vehicle’s motion. These metrics quantify how much motion
is in the image, and how closely the optical flow algorithm estimates the movement
of the vehicle.
Equation F.4 is the calculation of the variance, V, and standard deviation, σ, of
the angular quantities [47]. These measures help quantify the dispersion of the
angles of the optical flow vectors the Lucas-Kanade algorithm generates.

n

C=

∑ cos θi

n

S=

i =1

∑ sin θi

R2 = C 2 + S2

i =1

R̄ =

R
n

(F.4)

V = 1 − R̄
q
σ = −2 log (1 − V )
Figure F.5(a) is the cumulative distribution functions (CDFs) of the difference
between the visual odometry estimates of the vehicle’s motion and the COG as
measured by the Vicon motion capture system with different noise reduction levels
and the full sized and reduced sized images. Two trends are apparent in this
figure. First, The lower noise reduction levels benefit the motion prediction at
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(a) CDF of error between mean orientation in (b) Lucas-Kanade (orange) and Vicon (blue)
Lucas-Kanade optical flow and vehicle COG. COG estimates for n = 0.001 with reduced
resolution image.

Figure F.5: Indoor Lucas-Kanade performance.

both resolutions. The lower noise threshold creates more motion estimates in each
image, and even if there is more noise in the individual vectors, on average, they
create a more accurate estimator of the vehicle’s motion. The second trend is the
reduced resolution images perform strictly better than the full resolution images.
The lower resolution images contain fewer optical flow vectors, but eliminates
extraneous features that create noisy motion flow estimates.
In the best case performance, 90 % of the images have less than 0.63 rad of error.
81.1 % of the mean motion estimates predict the direction of the UAV’s movement
to within

π
8

radians of the Vicon estimate. These results show that indoors, the

Lucas-Kanade optical flow is accurate at predicting the coarse motion of the UAV.
Figure F.5(b) is the motion estimates from the Vicon and optical flow algorithm
for the best optical flow settings. As expected from the CDF in Figure F.5(a), the
optical flow estimates closely track the Vicon motion estimates. However, there
are still significant time periods where the optical flow algorithms fail. In these
experiments the vehicle’s control algorithm uses the Vicon estimates, so motion is
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(a) CDF of percentage of pix- (b) CDF of standard deviation (c) CDF of standard deviation
els in images which create of speed in images.
of orientation in images.
flow estimates.

Figure F.6: Indoor Lucas-Kanade performance metrics.

smooth, even when the optical flow estimates perform poorly. Closing the sensing
and control loop with the visual odometry estimates would result in erratic and
possibly uncontrollable flight behavior.
Figure F.6(a) again demonstrates the differences between the performance of
the reduced resolution images and the full resolution images. This figure’s CDFs
are the percentages of the pixels in a given image which have an associated optical
flow vector. The most accurate estimator of the vehicles motion, when n = 0.001
with the reduced resolution images, typically has the most pixels in an image with
optical flow vectors. While these estimates may be noisier, their group statistics
form accurate estimates of the vehicle’s movement.
Figure F.6(b) and F.6(c) shows the CDFs of the standard deviation of the speed
and orientation of the optical flow estimates in each image. Here, we see that full
resolution images have higher speed variance, but this is due to spatial motions
translating to a larger shift in pixels in the high resolution images. Interestingly,
we see that for a given resolution, the higher noise thresholds result in lower
variance in the speed estimates for the pixels in an image. Whereas lower noise
thresholds result in more accurate predictions of the motion of the vehicle, low
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thresholds produce more variable estimates of the vehicle’s speed in a given image.
This duality implies that improving the predictor of the vehicle direction of travel
results in higher uncertainty in how far the vehicle moves in consecutive frames.
The standard deviation of the orientations of the flow vectors in each image
shows that while the mean of the orientations in the reduced resolution images is
more accurate at predicting the vehicle’s motion, the flow vectors themselves are
more dispersed within the images. The increase in standard deviation is partially
due to the coarsening of the images making the estimates noisier, and partially
due to the resolution reduction increasing the quantization of the flow estimates.
However, the increased number of estimates, shown in Figure F.6(a), improves the
overall estimation of the motion.
Our results show that the Lucas-Kanade method is an effective predictor of the
direction of the vehicle’s motion in a static indoor environment. Figure F.7 shows
a trial image from the outdoor experiments. Figure F.7(a) shows the optical flow
algorithm tracking the edges of the plant leaves in the picture. The lack of infrared
filtering on the camera washes out much of the interior image detail, leaving only
the edges of the plant as contrasting areas to track. However, the shadows in the
field force the algorithm to focus on the upper layers of the leaves, which are more
vulnerable to wind and UAV turbulence. We will repeat our indoor analysis on
the outdoor data to determine how the optical flow algorithm fairs in these more
challenging conditions.
Figure F.8 shows the CDFs of the error in the outdoor setting, and the COG
estimated by the camera and GPS systems. Unlike the indoor setting, the parameters and image size do not significantly change the performance of the optical flow
algorithm. The probable reason for this is there are a set of patches in the images
that all of the variants track, and ignore the majority of the image.
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(a) Full image.

(b) Expanded view.

Figure F.7: Lucas-Kanade full size example image in outdoor field conditions.

The estimates over time in Figure F.8(b) show a distinctly different error distribution than those in Figure F.5(b). In this figure the sharp spikes towards 2π
indicate complete failures of the optical flow algorithm to produce any motion
estimate. This makes the error distribution bimodal, where the estimates either
closely track the true motion, or wildly diverge, with little middle ground. If the
UAV were to use these estimates to control its position and velocity, the times in
the failure state will prevent the UAV from controlling its position and velocity,

(a) CDF of error between mean orientation in (b) Lucas-Kanade (orange) and GPS (blue)
Lucas-Kanade optical flow and vehicle COG. COG estimates for n = 0.001 with reduced
resolution image.

Figure F.8: Outdoor Lucas-Kanade performance.
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(a) CDF of percentage of pix- (b) CDF of standard deviation (c) CDF of standard deviation
els in images which create of speed in images.
of orientation in images.
flow estimates.

Figure F.9: Outdoor Lucas-Kanade performance metrics.

which would make the vehicle uncontrollable and dangerous to operate.
Figure F.9 quantifies the performance of the optical flow algorithm in outdoor
settings, as in Figure F.6. Several obvious trends emerge when comparing the
two figures. When comparing the number of pixels which generate flow vectors
between indoor and outdoor datasets, the outdoor datasets produce far more flow
vectors per image than the indoor trials. We attribute these to two causes: the
outdoor datasets have richer textures than the indoor rubber tiles, and the outdoor
plants move, generating more information for the optical flow algorithm to track.
While the richer textures create more flow estimates, the moving plants make the
estimates much noisier.
Our intuition that the images are much noisier is born out by the CDFs of
the variance of flow magnitudes and orientations within the images, shown in
Figures F.9(b) and F.9(c). A much larger percentage of the images have higher
variance in both magnitude and direction in each image when compared to the
indoor dataset.
The highly noisy optical flow estimates, combined with their frequent failures
in outdoor conditions, lead us to reject direct optical flow as a reliable estimator of
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the vehicle’s movement. Next, we will examine whether a feature based method
performs better in our trials.

F.3.1

SURF Feature Detection

Our second visual odometry algorithm is SURF, which is a feature based algorithm.
We use the same datasets as in the Lucas-Kanade experiments in Section F.3.
We experiment on both the full size and scaled down image. There is no noise
suppression threshold as in the Lucas-Kanade experiments. The parameters we
use for the SURF algorithm are a metric threshold of 1,000, which defines how
good the features must be for inclusion, three octaves, which limits how large the
feature blobs can be, and four scale levels for searching for features.
Figure F.10 demonstrates the results of the SURF algorithm with the imagery in
Figure F.2(b). The left image is the initial frame, and the right image is the frame
after the first. The red lines mark the matching features between the first and
second image. This figure is representative of the indoor results, where the SURF
algorithm tracks the spatially variable edges of the floor tiles. The horizontal red
lines generally correspond to features that the algorithm correctly matches between
the two frames. The sloped lines mark where the SURF algorithm mismatches
features between the two frames. Visually similar areas, such as the interlocking
areas between the tiles are generally the cause of the mismatches.
Figure F.11 summarizes the performance of the SURF algorithm in the indoor
performance. As with the Lucas-Kanade algorithm, Figure F.11(a) shows that the
unaided Lucas-Kanade algorithm performs poorly. The repetitious patterns in
the tiles make it difficult for the algorithm to determine the correct motion of
the vehicle. This indicates there may be a large problem in outdoor agricultural
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Figure F.10: SURF indoor example image.

settings, where many plants are visually extremely similar to each other.
Figure F.11(b) shows that within the images, the estimates of movement direction are extremely consistent when compared with the Lucas-Kanade algorithm.
While the estimates are clearly struggling to identify the direction of the UAV’s
motion, the individual feature tracking within the image is extremely consistent.
Another major difference with the Lucas-Kanade results is changing the image
resolution does not significantly impact the algorithm performance.
The variation of the speed estimates within the images is also high, as seen in
Figure F.11(c). Notably, this figure shows a major difference between the full size
and reduced image resolution performance. The full size image speeds are much
more variable, which is reflected in the shallower slope of the CDF. In contrast, the
reduced size images have a much steeper slope, indicating the speed estimates of
the different features are much more consistent.
Finally, Figure F.11(d) shows the CDF of the number of features tracked between images. Given the much larger number of features tracked in the full
resolution images, it is interesting that Figures F.11(a) and F.11(b) show such
similar performance between the two experiments. The larger number of features
in the full resolution images is not significantly improving the performance of the
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(a) Error between Vicon and SURF COG esti- (b) Standard deviation of orientation estimate.
mates within SURF images.

(c) Standard deviation of speed estimates
within SURF images.

(d) Number of features per image.

Figure F.11: Indoor SURF performance.

system, even though it is greatly increasing the computational cost.
Figure F.12 contains the outdoor performance metrics of the SURF feature
detector. Notably, the error in the COG in Figure F.12(a) is nearly identical between
the two different images resolutions. This is despite the massive difference in
the number of features tracked, shown in Figure F.12(d). The independence of
the performance from the number of tracked features again indicates that the
increased computational cost of processing the full resolution images does not
always yield tangible performance benefits.
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(a) Error between Vicon and SURF COG esti- (b) Standard deviation of orientation estimate.
mates within SURF images.

(c) Standard deviation of speed estimates
within SURF images.

(d) Number of features per image.

Figure F.12: Outdoor SURF performance.
Examining Figure F.12(b) reveals a small increase of the COG errors our ± π2 .
This is especially apparent when comparing the results to Figure F.11(b). One
possible reason for this change is the propeller downwash from the UAV operating close to the crops blows the leaves away from the UAV, creating movement
orthogonal to the UAV’s movements. This does not happen in the static indoor
test environment, and highlights another potential difference between indoor and
outdoor operating environments.
Figure F.12(b) shows that the motion of the features within the images is
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extremely consistent, independent of the image resolution. Interestingly, the
results are even more consistent than the indoor experiments. This result is
somewhat counterintuitive, but the high error rate means even though the results
are consistent, they do not provide good motion estimates.
Finally, the standard deviation of the speed estimates between the different
features in an image appear in Figure F.12(c). This analysis shows dramatically
performance between the two image resolutions. The reduced size images are
extremely consistent in their speed estimates between features in an image, while
the full sized images exhibit less consistent and an extremely long tail. This is a
strong argument for using downsampled images for feature detection.
Overall, the SURF results show that a simple feature detector is unable to cope
with the unpredictable and chaotic motion within the fields. The estimates of
the direction of motion are extremely variable, and need a much more advanced
processing technique to extract the vehicle’s true motion. The SURF detector
does show promise by creating consistent speed estimates with the downsampled
images, but the motion estimates are not consistent enough to use for localization.

F.3.2

Semi-Direct Visual Odometry

Our final approach is the fast semi-direct monocular visual odometry (SVO)
algorithm [49]. This is a hybrid of direct and feature based methods. Not only
does this estimate camera motion, but it also maps the environment, theoretically
allowing the system to navigate a field and match our laser localization system’s
capabilities.
SVO is attractive for several reasons. The SVO implementation is freely available
as open source software and is developed for ROS, unlike most of the SLAM and
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visual odometry solutions that appear in academic conferences and journals that
are never made available to the larger community. SVO utilizes monocular cameras,
avoiding the complexities of stereo camera setups and RGB-D camera solutions
that struggle to provide depth information in large outdoor environments [72, 74].
Other approaches that claim suitability for outdoor use only demonstrate their
capabilities in urban environments such as cars driving along roads [56, 79, 98].
These environments have many static features, such as roads, curbs, and buildings,
unlike our environment, which consists of many semi-mobile plants. Furthermore,
several of these approaches assume the camera’s height is fixed, or at least known,
from the ground, which is difficult to provide from an aerial vehicle. In contrast,
SVO targets monocular camera implementations from aerial vehicles, and the
authors demonstrate the algorithm by flying over rural outdoor areas.
Unfortunately, our tests with SVO are unproductive. Using the BlueFox [91]
camera from our crop experiments, we are unable to reliably run the SVO algorithm either indoors or outdoors. We attempt to run the algorithm indoors in an
office environment similar the authors’ demonstration environment. Even after
exploring different parameter settings the SVO algorithm fails to reliably estimate
the camera’s pose as it is moved several meters from its initial position. When
the algorithm fails to track its position it will reset and attempt to restart the
localization procedure in the new location, but this is unsuitable for navigating a
vehicle in an outdoor environment relative to globally referenced landmarks.
These failures are partly due to the prevalence of fluorescent lighting in office
environments. The lights flicker at 60 Hz with the mains electricity. This periodic
flickering interacts with the camera’s shutter rate, causing the camera to capture
the scene’s illuminance at different points in the lighting cycle, which interferes
with the computer vision algorithm. We address this by adding incandescent
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lamps to light the test environment, but the algorithm still fails as it moves away
from the constant lighting provided by the lamps.
Outdoor testing reveals similar problems. We test SVO by moving the camera
by hand over a grassy area in full sunlight. The algorithm fails to reliably track its
position for more than a few seconds, or at any significant speed. The inability
of SVO to track the camera’s position for more than a few seconds precludes any
meaningful experiments with it.
The poor outdoor performance is a result of several factors. The variable
lighting causes problems for the algorithm, and clouds which cover the sun can
cause sudden shadows over areas the algorithm tracks. Similarly, the camera’s
movement from bright areas to shaded areas underneath objects such as trees
produces a similar effect.
These poor results naturally raise the question of how the SVO algorithm
developers demonstrate such excellent performance in their publications. We do
not doubt that the authors achieve their claimed performance, however, there are
several contributing factors to it that are difficult to replicate. Achieving excellent
performance from SVO requires tuning many parameters. In the version of SVO
used in these experiments, the ROS interface exposes 25 different parameters
directly related to the algorithm’s run time behavior. Most of these parameters
do not have an easily understood relation to the physical environment, or are
heuristics used in the SVO algorithm. Changing these parameters can significantly
change the system’s performance, however, without deep insight into not only
the algorithm’s theoretical underpinnings, but also its concrete implementation,
maximizing the system’s performance is extremely difficult.
Furthermore, all of the available demonstrations of SVO in outdoor environments that we have found show it operating tens of meters above the ground in
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relatively static environments, such as parks without large numbers of people or
other dynamic features. Operating SVO in this type of largely static environment,
far away from any movement that would dominate a scene, also helps the algorithm performance. Operating high above the ground makes the lighting appear
more uniform and reduces the impact of shadows on the scene.
Our experiments with SVO suggest that it can be effective in certain outdoor
environments if it is properly tuned by an expert user. However, in the highly
dynamic field environments we target, the behavior is erratic and unreliable. An
expert user may be able to adjust the algorithm’s parameters to achieve better
performance, but this is not a realistic expectation for field researchers using UAVs
who are not robotics experts and focus on data collection from an aerial vehicle,
not the operation of the vehicle itself.
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M.R. González, and P. Martı́n. Estimating leaf carotenoid content in vineyards
using high resolution hyperspectral imagery acquired from an unmanned
aerial vehicle (uav). Agricultural and Forest Meteorology, 171-172:281 – 294,
2013. 2.2
[146] Ji Zhang, Silvio Maeta, Marcel Bergerman, and Sanjiv Singh. Mapping
orchards for autonomous navigation. Proc. American Society of Agricultural
and Biological Engineers Annu. Int. Meeting, 2014. 2.3
[147] Huijing Zhao, Masaki Chiba, R. Shibasaki, Xiaowei Shao, Jinshi Cui, and
Hongbin Zha. SLAM in a dynamic large outdoor environment using a laser
scanner. In IEEE International Conference on Robotics and Automation, 2008.
ICRA 2008, pages 1455–1462, 2008. 2.3

