Visual processing depends on specific computations implemented by complex neural circuits. Here, we 1 present a circuit-inspired model of retinal ganglion cell computation, targeted to explain their temporal 2 dynamics and adaptation to contrast. To localize the sources of such processing, we used recordings at the 3 levels of synaptic input and spiking output in the in vitro mouse retina. We found that an ON-Alpha 4 ganglion cell's excitatory synaptic inputs were described by a divisive interaction between excitation and 5 delayed suppression, which explained nonlinear processing already present in ganglion cell inputs. 6 Ganglion cell output was further shaped by spike generation mechanisms. The full model accurately 7 predicted spike responses with unprecedented millisecond precision, and accurately described contrast 8 adaption of the spike train. These results demonstrate how circuit and cell-intrinsic mechanisms interact 9 for ganglion cell function and, more generally, illustrate the power of circuit-inspired modeling of sensory 10 processing. 11 12 Neural computations in the retina are generated by complex circuits that drive the responses of ~30 13 distinct ganglion cell types (Baden et al., 2016; Demb and Singer, 2015; Sanes and Masland, 2015). 14 Despite the complexity of retinal circuitry, the broad features of spike firing, in many ganglion cell types, 15 can be described with a straightforward Linear-Nonlinear (LN) cascade model (Shapley, 2009). In this 16 model, a linear receptive field filters the stimulus, and a nonlinear function shapes the output by 17 implementing the spike threshold and response saturation (Baccus and Meister, 2002; Chichilnisky, 2001; 18 Kim and Rieke, 2001). However, many aspects of ganglion cell firing deviate from LN model predictions. 19 For example, the LN model does not capture the effect of contrast adaptation, which includes reduced 20 gain (i.e., filter amplitude) at high contrast (Kim and Rieke, 2001; Meister and Berry, 1999; Shapley and 21 Victor, 1978). Furthermore, the LN model does not predict firing at high temporal resolution (Berry and 22 Ozuysal and Baccus, 2012) at bipolar cell terminals. Ganglion cell firing, further shaped by spike 46 generation mechanisms, could be predicted to millisecond precision. Our study establishes a unified 47 model of nonlinear processing within ganglion cells that accurately captures both the generation of 48 precise firing events and contrast adaptation. Similar circuit-inspired modeling could be applied widely in 49 other sensory systems. 50 51 52
INTRODUCTION
and Chichilnisky, 2004) , and yet precise firing represents an essential element of downstream visual 24 processing (Bruno and Sakmann, 2006; Havenith et al., 2011; Kelly et al., 2014; Wang et al., 2010a) . 25 To improve on the LN model, several nonlinear approaches have been proposed. The first 26 approach describes the nonlinear function between stimulus and response as a mathematical expansion, 27 extending from the linear receptive field (Chichilnisky, 2001) to second-order quadratic terms, using 28 either spike-triggered covariance (Fairhall et al., 2006; Liu and Gollisch, 2015; Samengo and Gollisch, 29 2013; Vaingankar et al., 2012) or maximally informative dimension analyses (Sharpee et al., 2004) . Such 30 expansion terms better predict the spike train, but they are difficult to interpret functionally and with 31 respect to the underlying circuitry (Butts et al., 2011; McFarland et al., 2013) . The second approach 32 targets specific aspects of the response, such as spike-refractoriness (Berry and Meister, 1998; Keat et al., 33 2001; Paninski, 2004; Pillow et al., 2005) , gain changes associated with contrast adaptation (Bonin et al., 34 2005; Mante et al., 2008; Meister and Berry, 1999; Shapley and Victor, 1978) , the interplay of excitation 35 and inhibition (Butts et al., 2016; Butts et al., 2011) , and rectification of synaptic release, associated with 36 nonlinear spatial processing (Freeman et al., 2015; Gollisch, 2013; Schwartz and Rieke, 2011) . However, 37 each of these models primarily focuses on one type of nonlinear computation and does not generalize to 38 explain a range of response properties. 39 Here we derive a novel nonlinear modeling framework inspired by retinal circuitry. The model is 40 constrained by recordings at two stages of processing: excitatory synaptic input and spike output, 41 recorded in mouse ON-Alpha ganglion cells. We devise a tractable model of excitatory currents that 42 incorporates a nonlinear structure based on realistic circuit elements. In particular, we allowed for divisive 43 suppression acting on a ganglion cell's excitatory inputs to capture the computations implemented by 44 presynaptic inhibition (Eggers and Lukasiewicz, 2011) and synaptic depression (Jarsky et al., 2011; 45 6 model (R 2 for 2-D nonlinearity reconstruction = 0.94±0.02; Fig. 2G ). We also tested an additive 145 suppression (AddS) model, where suppression interacts with excitation additively (see Methods). 146 However, the AddS model had significantly worse predictive power than the DivS model (p<0.0005, 147 n=13; Fig. 2E ) and less resemblance to the 2-D nonlinearities compared to the DivS model (p<0.0005, 148 n=13; Fig. 2G ). Therefore, the DivS model gives a parsimonious description of the nonlinear computation 149 at the bipolar-ganglion cell synapse and yields interpretable model components, suggesting an interaction 150 between tuned excitatory and suppressive elements. 151 We also derived filters using a form of spike-triggered covariance (Fairhall et al., 2006; Liu and 152 Gollisch, 2015; Samengo and Gollisch, 2013) adapted for the continuous nature of the synaptic currents 153 (see Methods). Consistent with previous analyses with spikes (Butts et al., 2011; McFarland et al., 2013) , 154 these covariance methods identified the same filter subspace as the DivS model, meaning that the 155 covariance-based filters could be derived as a linear combination of the DivS filters and vice versa 156 (Suppl. Fig. 2-1 ). However, the 2-D mapping between STC filter output and the synaptic current differed 157 substantially from the same mapping for the DivS model (Suppl. Fig. 2-1) . As a consequence, the 2-D 158 mapping for the STC analysis could not be decomposed into two 1-D components (Suppl. Fig. 2-1) . Thus, 159 despite the ability of covariance analysis to nearly match the DivS model in terms of model performance 160 ( Fig. 2E) , it could not uncover the divisive interaction between excitation and suppression ( Fig. 2G ). As 169 In addition to nearly perfect predictions of excitatory current at high contrast ( Fig. 2; Fig. 3C ), the DivS 170 model also predicted the slower time course of the synaptic currents at low contrast. Indeed, using a 171 single set of parameters the model was similarly accurate in both contrast conditions (Fig. 3A) , and 172 outperformed an LN model that used separate filters fit to each contrast level (e.g., Fig. 1E ). The DivS 173 model thus implicitly adapts to contrast with no associated changes in parameters. 174 The adaptation of the DivS model arises from the scaling of the divisive term with contrast. The 175 fine temporal features in the synaptic currents observed at high contrast (Fig. 3C, left) arise from the 176 product of the output of the excitatory LN component and the output of the suppressive LN component. 177 Because suppression is delayed relative to excitation and has both ON and OFF selectivity, suppression 178 increases at both positive and negative peaks of the suppressive filter output (Fig. 3C inset) . This divisive 179 suppression makes the DivS model output more transient compared to its excitatory component output 180 alone; the difference between the two predictions is pronounced surrounding the times of peak excitation. 181 At low contrast (Fig. 3C, right) , both excitatory and suppressive filter outputs are proportionately scaled 182 down. Because the suppression is divisive and close to one, the DivS model becomes dominated by the 183 excitatory term and closely matches the LN model, as well as the measured excitatory current. 184 The close match between data and DivS predictions across contrasts suggest that the DivS model 185 should exhibit contrast-dependent change in the LN model filters (e.g., Fig. 1E ). Indeed, using the LN Divisive suppression largely originates from the surround region of the receptive field. 192 As described above ( Fig. 2A) , the mathematical form of the DivS model is consistent with two pre-193 synaptic mechanisms that shape temporal processing: synaptic depression (Jarsky et al., 2011; Ozuysal 194 and Baccus, 2012) and presynaptic inhibition (Eggers and Lukasiewicz, 2011; Schubert et al., 2008) . 195 Indeed, a model of ganglion cells that explicitly implements synaptic depression, the linear-nonlinear- 196 kinetic model (LNK model) (Ozuysal and Baccus, 2012) can explain intracellular recordings. The LNK 197 model fits a single LN filter (analogous to the excitatory k E and f E (.) of the DivS model; Fig. 2A ), with 198 additional terms that simulate use-dependent depletion of output (Suppl. Fig. 3 ). This depletion is based 199 on previous output of the model (recovering over one or more time scales), and divisively modulates the 200 output of the LN filter. For our data, the LNK model captured excitatory currents in response to the 201 temporally modulated spot (Fig. 4A) , also outperforming the LN model (p<0.0005, n=13), although not 202 with the level of performance as the DivS model (p<0.0005, n=13). Furthermore, when data were 203 generated de novo by an LNK model simulation, the resulting DivS model fit showed a delayed 204 suppressive term, whose output well approximates the effect of synaptic depression in the LNK model 205 (Suppl. Fig. 3 ). 206 The DivS and LNK model, however, yield distinct model predictions to a more complex stimulus 207 where a central spot and surrounding annulus are independently modulated (Fig. 4B ). The models 208 described above can be trivially extended to this stimulus by including two temporal filters, one for the 209 center and one for the surround (Fig. 4B ). As expected from the center-surround structure of ganglion cell 210 receptive fields, an LN model fit to this condition demonstrates strong ON-excitation from the center, and 211 a weaker OFF component from the surround. 212 Because the LNK model has a single filter that explains both the excitation and resulting synaptic 213 depression, the LNK model's filter resembled the LN filter ( Fig. 4B ). Furthermore, the "spatial" LNK 214 model had rate constants that differed significantly from those fit to the single temporally modulated spot 215 ( Fig. 4C) , which minimized the time that the model dwelled in the inactivated state (i.e., was 216 "suppressed"). Correspondingly, the LNK model in the spot-annulus condition exhibited little 217 performance improvement over the LN model (predictive power improvement 1.8% ± 1.3%, p=0.016, 218 n=7; Fig. 4D ). 219 By comparison, the DivS model significantly outperformed the LN model with an improvement 220 of 8.6% ± 3.3% (p=0.016; n=7), and was 6.7 ± 2.8% better than the LNK model (p=0.016; n=7). The 221 suppressive term of the DivS model showed a very distinct spatial profile relative to excitation, with a 222 greater drive from the annulus region, while excitation was mostly driven by the spot region ( Fig. 4E,F) . 223 The suppressive filter overlapping the spot was typically slower than the filter overlapping the annulus: 224 the peak latency for the suppressive filter was 129 ± 16 ms within the spot region compared to 120 ± 225 15 ms within the annulus region (faster by 9.7 ± 4.3 ms; p =0.0156, n=7). 226 The strong suppression in the surround detected by the DivS model could not be explained by the 227 LNK model, which cannot flexibly fit an explicit suppressive filter. Indeed, suppression in the LNK 228 model arises from excitation, and thus the two components share the same spatial profile (Fig. 4B; Suppl. 229 Figs. 3 and 4). This can be demonstrated not only with simulations of the LNK model, but also more 230 complex models with separate LNK terms in center and surround (Suppl. Fig. 4 ). In all cases, application 231 of the DivS model to data generated by these synaptic-depression-based simulations found that the 232 suppressive term roughly matched the spatial profile of excitation, which is inconsistent with the observed 233 data ( Fig. 4F ). While these analyses do not eliminate the possibility that synaptic depression plays a role 234 in shaping the ganglion cell response (and contributes to the DivS suppression), the surround suppression 235 suggests that synaptic depression alone cannot fully describe our results. In contrast, the DivS model can 236 flexibly capture the more general suppression profiles of other more complex models (Suppl. Fig. 4 ) as 237 well as the data (Fig. 4F ), which could ultimately be related to mechanisms of synaptic depression and 238 other sources such as pre-synaptic inhibition. Nonlinear mechanisms underlying spike outputs of ganglion cell 243 With an accurate model for excitatory synaptic currents established, we returned to modeling the spike 244 output of ON-Alpha cells. Following previous likelihood-based models of ganglion cell spikes, we added 245 a spike-history term, which implements absolute and relative refractory periods (Butts et al., 2011; 246 McFarland et al., 2013; Paninski, 2004; Pillow et al., 2005) . The output of this spike-history term sums 247 with the contributions of the DivS model for the synaptic currents and is further processed by a spiking 248 nonlinearity ( Fig. 5A ), yielding the final predicted firing rate. Using a standard likelihood-based 249 framework, all terms of the model -including the excitatory and suppressive LN models that comprised 250 the prediction of synaptic currents -can then be tractably fit using spike data alone. But it is important to 251 note that this model architecture was only made clear via the analyses of synaptic currents described 252 above. 253 When fit using spiking data alone, the resulting excitatory and suppressive filters and 254 nonlinearities closely resembled those found when fitting the model to the synaptic currents recorded 255 from the same neurons (e.g., Fig. 2B ,D). Suppression was consistently delayed relative to excitation (Fig. 256 5B), and exhibited both ON and OFF selectivity (Fig. 5C ). The spike-history term was suppressive and 257 had two distinct components, a strong "absolute refractory period" that lasted 1-2 ms and a second 258 relative refractory period that lasted more than 15 ms (Berry and Meister, 1998; Butts et al., 2011; Keat et 259 al., 2001; Paninski, 2004; Pillow et al., 2005) . 260 The resulting model successfully captured over 90% of the predictable variance in the firing rate 261 for all neurons in the study (Fig. 5F, median=91 .5% ± 1.0%; n=11), representing the best model 262 performance for ganglion cell spike trains considered at millisecond resolution. By comparison, the 263 standard LN model had a median predictive power of 62.8% ± 1.9% (n = 11); which modestly increased 264 to 68.8% ± 1.9% upon inclusion of a spike-history term (Fig. 5F ). This suggests that ganglion cell spikes 265 are strongly shaped by the nonlinear computations present at their synaptic input, and the precise timing To evaluate the relative contributions of divisive suppression and spike refractoriness to predicting firing, 273 we simulated spike trains using different combinations of model components (Fig. 6A ). We first found 274 that the parameters of the divisive suppression components could not be fit without including a spike-275 history term, suggesting that each component predicts complementary forms of suppression. We could 276 generate a DivS model without a spike-history term, however, by first determining the full model (with 277 spike-history term), and then removing the spike history term and refitting (see Methods), resulting in the 278 DivS-RP model. This allowed for direct comparisons between models with selective deletion of either 279 divisive suppression or spike refractoriness ( Fig. 6A ). 280 Event analyses on the resulting simulated spike trains, compared with the observed data, 281 demonstrate that both divisive suppression (derived from the current analyses above) and spike 282 refractoriness were necessary to explain the precision and reliability of ganglion cell spike trains. By 283 comparing the two models without DivS (LN and LN+RP) to those with DivS (DivS and DivS-RP), it is 284 clear that divisive suppression is necessary to predict the correct envelope of the firing rate ( Fig. 6B ). 285 Note, however, that DivS had little impact in the low contrast condition, which lacked fine-time-scale 286 features of the spike response. 287 By comparison, the spike-history term had little effect on the envelope of firing ( Fig. 6A,   288 bottom), and contributed little to the fine time scales in the ganglion cell spike train at high contrast (Fig. 289 6B). Instead, the spike-history term had the largest effect on correct predictions of event reliability, as 290 reflected in the event Fano factor (Fig. 6C ). Both models without the spike-history term had much 291 variability in spike counts in each event. The presence of the suppression contributed by the spike-history 292 term following each event allows the predicted firing rate to be much higher (and more reliable) during a 293 given event, resulting in reliable patterns of firing within each event ( Fig. 6A ) (Pillow et al., 2005) . 294 We conclude that a two-stage computation present in the spike-DivS model, with both divisive 295 suppression and spike refractoriness, is necessary to explain the detailed spike patterning on ON-Alpha 296 ganglion cells. conditions, the simulated spike trains, which are predicted for both contrasts using a single set of 303 parameters, are almost indistinguishable from the data (Fig. 7A, top) . As with the performance of the 304 models of excitatory current (Fig. 3 ), the DivS model outperforms LN models that are separately fit for 305 each contrast level ( Fig. 5F ). 306 The ability to correctly predict the effects of contrast adaptation depends on both the divisive 307 suppression and spike-refractoriness of the spike-DivS model. This can be shown for an example neuron by using LN filters of the simulated output of each model at high and low contrasts ( Fig. 7B ). In this case, 309 only the DivS model (which includes a spike-history term) shows adaptation similar to that observed by 310 the LN filters fit to the data. We quantified this across the population by identifying the most prominent 311 feature of adaptation of the LN filters, the change in filter amplitude (i.e., contrast gain). Across the 312 population, the DivS correctly predicted the magnitude of this change (Fig. 7C, top) , as well as the 313 changes in biphasic index across contrasts (Fig. 7C, bottom) , and outperformed models with either the 314 divisive suppression or spike-history terms missing. 315 As expected, spike refractoriness imparted by the spike-history term contributed to the stronger 316 effects of contrast adaptation observed in spikes relative to synaptic inputs (Beaudoin et al., 2007; Kim 317 and Rieke, 2001 Rieke, , 2003 Rieke, 2001; Zaghloul et al., 2005) . Specifically, at high contrast, spikes 318 concentrate into relatively smaller time windows, leading to a consistently timed effect of spike 319 refractoriness ( Fig. 7D ). As a result, despite similar numbers of spikes at the two contrasts, the effect of 320 the spike-history term has a bigger impact at high contrast. Precise timing is already present in the excitatory synaptic inputs, and can be explained by divisive 335 suppression, which likely depends on a combination of mechanisms: presynaptic inhibition of bipolar 336 terminals from amacrine cells and synaptic depression at bipolar cell synapses. The interplay between 337 nonlinear mechanisms, including divisive suppression, spike refractoriness and spiking nonlinearity, 338 accurately captured detailed structure in the spike response across contrast levels. 339 Divisive suppression was implemented by multiplying two LN models together ( Fig. 2A) . One 340 LN model controls the gain of a second, simple LN model; the gain is equal to or less than one and so 341 represents division. While divisive gain terms have been previously suggested in the retina -particularly 342 in reference to early models of contrast adaptation (Mante et al., 2008; Meister and Berry, 1999; Shapley 343 and Victor, 1978) -critical novel elements of the present DivS model include the ability to fit the 344 nonlinearities of both LN terms by themselves, as well as their tractability in describing data at high time 345 resolution. The presence of nonlinearities that are fit to data in the context of multiplicative interactions 346 distinguishes this model from multi-linear models (two linear terms multiplying) (Ahrens et al., 2008a; 347 Williamson et al., 2016), as well as more generalized LN models such as those associated with spike-348 triggered covariance (Fairhall et al., 2006; Samengo and Gollisch, 2013; Schwartz et al., 2006) . 349 Furthermore the model form allows for inclusion of spike-history terms as well as spiking nonlinearities, 350 and can be tractably fit to both synaptic currents and spikes at high time resolution (~1 ms). 351 An eventual goal of our approach is to characterize the nonlinear computation performed on 352 arbitrarily complex spatiotemporal stimuli. Here, we focused on temporal stimuli, which drive well-353 characterized nonlinearities in ganglion cell processing including temporal precision (Berry and Meister, 354 1998; Butts et al., 2007; Keat et al., 2001; Passaglia and Troy, 2004; Uzzell and Chichilnisky, 2004) and 355 contrast adaptation (Kim and Rieke, 2001; Meister and Berry, 1999; Shapley and Victor, 1978) but do not 356 require a large number of additional parameters to specify spatial tuning. By comparison, studies that 357 focused on characterizing nonlinearities in spatial processing (Freeman et al., 2015; Gollisch, 2013; 358 Schwartz and Rieke, 2011) have not modeled responses at high temporal resolution. Ultimately, it will be 359 important to combine these two approaches, to capture nonlinear processing within spatial 'subunits' of 360 the ganglion cell receptive field, and thereby predict responses at both high temporal and spatial 361 resolutions to arbitrary stimuli. Such an approach would require a large number of model parameters and 362 consequently a larger amount of data than collected here. Our intracellular experiments were useful for 363 deriving model architecture -discerning the different time courses of excitation, suppression, and spike 364 refractoriness -but ultimate tests of full spatiotemporal models will likely require prolonged, stable 365 recordings of spike trains, perhaps using a multielectrode array. 367 One important nonlinear response property of early sensory neurons is high temporal precision. Temporal 368 precision of spike responses has been observed in the retinal pathway with both noise stimuli (Berry et al., 369 1997; Reinagel and Reid, 2000) and natural movies (Butts et al., 2007) . Precise spike timing suggests a 370 role for temporal coding in the nervous system (Berry et al., 1997) , or alternatively simply suggests that 371 analog processing in the retina must be oversampled in order to preserve information about the stimulus 372 (Butts et al., 2007) . Temporal precision also has been shown to play an important role in downstream 373 processing of information provided by ganglion cells (Stanley et al., 2012; Usrey et al., 2000) . 374 The generation of temporal precision involves nonlinear mechanisms within the retina; which 375 may include both spike-refractoriness within ganglion cells (Berry and Meister, 1998; Keat et al., 2001; 376 Pillow et al., 2005) and the interplay of excitation and inhibition (Baccus, 2007; Butts et al., 2016; Butts 377 et al., 2011) . Such distinct mechanisms contributing to ganglion cell computation are difficult to 378 distinguish using recordings of the spike outputs alone, which naturally reflect the total effects of all 379 upstream mechanisms. By recording at two stages of the ganglion cell processing, we demonstrate that 380 high temporal precision already presents in the synaptic current inputs at high contrast, and temporal 381 precision of both current inputs and spike outputs can be accurately explained by the divisive suppression 382 model. 383 The divisive suppression model explained fast changes in the neural response through the 384 interplay of excitation and suppression. For both the spike and current models, suppression is consistently 385 delayed relative to excitation. The same suppression mechanism also likely underlies high temporal 386 precision of LGN responses, which can be captured by a model with delayed suppression (Butts et al., 387 2011). Indeed, precision of LGN responses is apparently inherited from the retina and enhanced across 388 the retinogeniculate synapse (Butts et al., 2016; Carandini et al., 2007; Casti et al., 2008; Rathbun et al., 389 2010; Wang et al., 2010b) . Therefore, our results demonstrate that the temporal precision in the early 390 visual system likely originates from nonlinear processing in the inputs to retinal ganglion cells. Note that 391 the full model did not incorporate any form of direct synaptic inhibition onto the ON Alpha cell, 392 consistent with findings that such inhibition is relatively weak and that excitation dominates the light 393 response in the regime that we studied (Kuo et al., 2016; Murphy and Rieke, 2006) . 394 Our results show that the contribution of spike history term to precision -as measured by the 395 time scale of events and first-spike jitter -seems minor, consistent with earlier studies in the LGN (Butts   396   et al., 2016; Butts et al., 2011) . Nevertheless, the spike history term does play an important role in spike 397 patterning within the event (Pillow et al., 2005) and the resulting neuronal reliability (Berry and Meister, 398 1998). In fact, we could not fit the divisive suppression term robustly without the spike history term in 399 place, suggesting that both nonlinear mechanisms are important to explain ganglion cell firing. 401 Here we modeled contrast adaptation at the level of synaptic currents and spikes from the same ganglion 402 cell type. We found contrast adaptation in synaptic inputs to ganglion cells, consistent with previous 403 studies (Beaudoin et al., 2007; Kim and Rieke, 2001; Rieke, 2001; Zaghloul et al., 2005) . Such adaptation 404 could be explained by divisive suppression, which takes a mathematical form similar to previously 405 proposed gain control models (Heeger, 1992; Shapley and Victor, 1979) . Because the suppressive 406 nonlinearity has very different shape than the excitatory nonlinearity, divisive suppression has a relatively 407 strong effect at high contrast and results in a decrease in measured gain. Moreover, the same divisive 408 suppression mechanism may also explain nonlinear spatial summation properties of ganglion cells 409 (Shapley and Victor, 1979) , because suppression generally has broader spatial profiles than excitation. 410 Contrast adaptation is amplified in the spike outputs mostly due to spike refractoriness and 411 changes of neural precision across contrast. At high contrast, the response has higher precision and occurs 412 within shorter event windows (Butts et al., 2010) . As a result, the accumulated effect of spike 413 refractoriness is stronger within each response event. Note that the effect of the spike history term is 414 highly dependent on the ability of the model to predict high temporal precision at high contrast, which 415 largely originates from the divisive suppression term as discussed earlier. Therefore, the two nonlinear 416 properties of retinal processing, contrast adaptation and temporal precision, are tightly related 417 mechanistically and can be simultaneously explained by the divisive suppression model.
Divisive suppression explains contrast adaptation in synaptic currents
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Generation of temporal precision in the retina
400
Contrast adaptation relies on both divisive suppression and spike refractoriness
418
Circuits and mechanisms underlying the divisive suppression 419 Divisive suppression has been observed in many systems, including the invertebrate olfactory system that excitation and suppression have the same spatial profiles, whereas we show that excitation and 432 suppression have distinct spatial profiles ( Fig. 4) . Therefore, the divisive suppression in our model 433 apparently depends partly on presynaptic inhibition from amacrine cells, which can extend their 434 suppressive influence laterally (Euler et al., 2014; Schubert et al., 2008) . 435 Detailed anatomical studies suggest that each ganglion cell type receives inputs from a unique 436 combination of bipolar and amacrine cell types, contributing to a unique visual computation (Baden et al., 437 2016). By focusing on a single cell type, the ON-Alpha cell, we identified a particular computation 438 consistent across cells. We expect that other ganglion cell types will perform different computations, and 439 likewise have different roles in visual processing. This could include additional contrast-dependent 440 mechanisms, including slow forms of adaptation (Baccus and Meister, 2002; Manookin and Demb, 2006) , 441 sensitization (Kastner and Baccus, 2014) and complex changes in filtering (Liu and Gollisch, 2015) . 442 Thus, further applications of the approach described here will uncover a rich diversity of computation 443 constructed by retinal circuitry to format information for downstream visual processing. The temporally modulated spot stimulus was described previously (Wang et al., 2011) . The retina was 470 stimulated by UV LEDs (peak, 370 nm; NSHU-550B; Nichia America) to drive cone photoreceptors in 471 the ventral retina. UV LEDs were diffused and windowed by an aperture in the microscope's fluorescence 472 port, with intensity controlled by pClamp 9 software via a custom non-inverting voltage-to-current 473 converter using operational amplifiers (TCA0372; ON Semiconductor). The stimulus was projected 474 through a 4X objective lens (NA, 0.13). The stimulus was a flickering spot (1-mm diameter), with 475 intensity generated from low pass Gaussian noise with a 30 Hz cutoff frequency. We used a contrast-476 switching paradigm (Baccus and Meister, 2002; Kim and Rieke, 2001; Zaghloul et al., 2005) 
494
The mean luminance of the stimulus was calculated to evoke ~4×10 4 photoisomerizations cone -1 495 sec -1 , under the assumption of a 1 µm 2 cone collecting area. For all methods of stimulation, the gamma 496 curve was corrected to linearize output, and stimuli were centered on the cell body and focused on the 497 photoreceptors. We verified that the relatively short stimulus presentation did not result in significant 498 bleaching, as the response (and model parameters) had no consistent trends from the beginning of the 499 experiment to the end (Suppl. Fig. 1 ).
500
Statistical modeling of the synaptic current response 501 We modeled the synaptic current response of neurons using the traditional linear-nonlinear (LN) cascade 502 model (Paninski, 2004; Truccolo et al., 2005) In all cases (with the exception of the LN analyses of contrast adaptation effects described 506 below), we optimized model parameters to minimize the mean-squared error (MSE) between the model-507 predicted and observed currents: 519 where c 0 is a baseline offset. The filter k LN was represented as a set of coefficients weighting the basis 520 functions of eq (2), and the nonlinearities were represented as coefficients weighting tent basis functions 521 as previously described (Ahrens et al., 2008b; McFarland et al., 2013) . 522 523 2-D model. We generalized the LN model by incorporating a second filtered input, such that: 526 where F[·,·] is a two-dimensional nonlinearity, and k e and k s denote the excitatory and suppressive filters 527 respectively.
528
The 2-D nonlinearity was represented using piecewise planar surfaces and can be estimated non-529 parametrically for a given choice of filters (Toriello and Velma, 2012) . Specifically, we divided the 2-D 530 space into a set of uniform squares, and then subdivided each square into two triangles. Each basis 531 function was defined as a hexagonal pyramid function centered at one of the vertices, and the 2-D 532 nonlinearity function was expressed as a combination of these bases: nonlinear-kinetic (LNK) model to the temporally modulated spot data (Fig. 4A, Suppl. Fig. 3 ). This The kinetics rate constants reflect how fast the signaling elements transition between states. Model 563 parameters are fit to the data using constrained optimization. We adapted this model to fit the spot-564 annulus data by extending the linear filter of the LN model into separate temporal filters for center and 565 surround processing (Fig. 4B ). Note that parameters for more complex forms of the LNK model (e.g., 566 those considered in Suppl. Fig. 4 ) cannot be tractably fit to real data, and we chose the parameters of these 567 models and simulate their output, as described in Supplemental Figure 4 .
568
Statistical modeling of the spike response 569 We have applied several statistical models to describe the spike response of ganglion cells. We first 570 considered the generalized linear modeling (GLM) framework (Paninski, 2004; Truccolo et al., 2005) . 571 We assumed that spike responses are generated by an inhomogeneous Poisson process with an 572 instantaneous rate. The GLM makes prediction of the instantaneous firing rate of the neuron r(t) based on 573 both the stimulus s(t) and the recent history of observed spike train R(t): 
587
The optimal model parameters can then be determined using gradient-descent based optimization of LL. Similar to parameter estimation of the DivS models of synaptic current response, we alternately estimated 602 the filters and nonlinearities until they converged. The same set of constraints was applied to the 603 excitatory and suppressive nonlinearities.
604
Quantification of contrast adaptation with LN analysis 605 We performed a more traditional LN model analysis to gauge the adaptation to contrast of both the 606 observed data as well as the predictions of nonlinear models, following (Chander and Chichilnisky, 607 2001). We first separately performed LN analysis on each contrast level. The resulting nonlinearities were 608 then aligned by introducing a scaling factor for the x-axis and an offset for the y-axis. The associated 609 scaling factor was incorporated into the linear filters such that contrast adaptation effects are attributable 610 entirely to changes in the linear filter. 611 Once the linear filters at both contrasts were obtained, we calculated contrast gain as the ratio of 612 standard deviations of the filters at low and high contrast conditions. To make more detailed comparisons 613 about the filter shape, we also calculated a biphasic index, based on the ratio of the most negative to the 614 most positive amplitude of the LN filter k, i.e., |min(k)/max(k)|.
615
Evaluation of model performance 616 We fit all models on the 7-sec segments of unique stimuli out of each 10-sec block, and cross-validated 617 model performance on the 3-seconds repeat trials. We calculated the predictive power, or percent of 618 explainable variance (Sahani and Linden, 2003) , to quantify how well the model captured the trial-619 averaged response for both intracellular and extracellular recordings. This metric corrects for noise-620 related bias due to a limited number of trials. Note that for validation of spike-based models, we 621 simulated individual instances of spike trains using a non-homogeneous Poisson process, and the model 622 predictions were based on many repeats for which we generated a PSTH. All measures of model 623 performance compared predicted to measured responses using 1-ms bins, which was necessary to measure 624 how accurately the different models captured temporal precision (Butts et al., 2011; Butts et al., 2007) . 633 where C(.) and C %&' ( (.) are the Fourier transforms of c(t) and 3 %&' ( (*) respectively, and the bar denotes 634 complex conjugate. We used angular frequency . = 2"5 instead of f to be consistent with common 635 conventions. The coherence measure on individual trials was averaged across repeats for each cell. 636 Because the observed response on each trial contains noise, a coherence of one throughout the 637 frequency is not a realistic target. To correct for this bias, we calculated the coherence between the trial-638 averaged current response (i.e., the ideal predictor of response) and the recorded current on each trial. 639 This noise corrected coherence metric represents an upper bound of coherence that can be achieved by 640 any stimulus-processing model. It also reflects the consistency of current response at each frequency 641 range. For example, in the low contrast condition, the response contained little high frequency 642 components ( Fig. 7A-B) , and consequently the measured coherence was close to zero above 30 Hz.
644
Covariance analysis of synaptic current response and spike train 645 We performed covariance analysis on both synaptic current responses and spike trains. Spike-triggered . We again subtracted an average covariance 659 matrix (unweighted by the current) and calculated eigenvalues and eigenvectors for the result. 660 We generated response predictions of the current-based covariance model using the two 661 eigenvectors with largest magnitude, and applying the methods to fit a two-dimensional nonlinearity 662 described above. The performance of the resulting model is reported in Fig. 2E , and example fits are 663 shown in Supplemental Figure 2 . To be applied to spike trains, such methods require much more data, 664 and we could not generate firing rate predictions of the spike-based model with reasonable accuracy given 665 the limited data to estimate a two-dimensional nonlinearity, consistent with previous applications of 666 spike-triggered covariance to retina data (e.g., (Liu and Gollisch, 2015) ). Note that simply estimating 667 separate one-dimensional nonlinearities for each filter (e.g., (Sincich et al., 2009)), results in significantly 668 worse predictive performance (e.g., (Butts et al., 2011) ), due to the non-separability of the resulting 669 nonlinear structure, as well as the inability for such analyses to factor in spike refractoriness.
670
Event analysis of spike trains 671 We modified a previously established method to identify short firing episodes (events) in the spike train 672 (Berry et al., 1997; Butts et al., 2010; Kumbhani et al., 2007) . Specifically, events were first defined in the 673 peristimulus time histogram (PSTH) as times of firing interspersed with periods of silence lasting ≥ 8 ms. 674 Each resulting event was further analyzed by fitting the PSTH with a two-component Gaussian mixture 675 models. An event was broken into two events if the differences of means of the two Gaussian components 676 exceed two times the sum of standard deviations. Event boundaries were defined as the midpoint between 677 neighboring event centers and were used when assigning event labels to simulated spikes. Events were 678 excluded from further analysis if no spike was observed on more than 50% of the trials during the event 679 window. This criterion excluded spontaneous spikes that occur on only a few trials. Event analysis was 680 first performed on responses at high contrast. Events at low contrast were defined using the event 681 boundaries obtained from high contrast data. These particular methods were chosen because they gave the 682 most reasonable results with regards to visual inspection, but the results presented here do not 683 qualitatively depend on the precise methods. 684 Once events were parsed, we measured several properties associated with each event relating to 685 their precision and reliability ( Figs. 1 and 6) . First, we measured the jitter in the timing of the first-spike, (Fig. 1B) . F. The precision of the current response was measured using the coherence between the response on individual trials and either the observed trial-averaged response (black) or LN predictions (blue, red). Gray area shows SEM across trials (left) and standard deviation across the population (right). The LN model fails to capture high frequency response components at HC, but agrees well with the data at LC, suggesting the precision observed in ganglion cell spike trains arises at the level of synaptic inputs.
A D E
2.8 2.9 2.8 2.9 The distribution of the filtered stimulus is also shown as the shaded area for HC (blue) and LC (red). The suppressive nonlinearity (right) falls below one for stimuli that match the kernel or are opposite, implying that divisive suppression is ON-OFF. E. To validate the form of the DivS model, we compared its performance to alternative models, including a more general model where the form of the nonlinearity is not assumed (2-D, see below), a covariance (COV) model similar to spike triggered covariance (Suppl. Fig. 2 ), and a model where excitatory and suppressive terms interact additively (AddS) instead of divisively. The DivS model performed significantly better than the LN, AddS and COV models (**p<0.0005, n=13), and matched the performance of the 2-D model. F. We used a 2-dimensional nonlinearity to capture any more general interaction between excitatory and suppressive filters, shown with schematic (left), and the resulting fits ( Fig. 1. 2 To distinguish between different sources of divisive suppression, we presented a spot-annulus stimulus (left), where each region is independently modulated. Model filters can be extended to this stimulus using a separate temporal kernel for center and surround, shown for the LN and LNK model filters (right), which are very similar. C. After the linear filter, the LNK model involves a nonlinearity (left), which together drive the transition between resting and activated states (middle), which is further governed by kinetics parameters as shown. Critical kinetics parameters for LNK models differed between the large-spot and spot-annulus stimulus (right), however, with the spot-annulus model very quickly transitioning from Inactive back to Active states, minimizing the effects of synaptic depression. D. The performance of the spatiotemporal LNK model are only slightly better than those of the LN model, and neither captures the details of the modulation in synaptic current, compared with the DivS model. E. The spatiotemporal DivS model shown for an example neuron exhibits different spatial footprints for excitation and suppression, with excitation largely driven by the spot and suppression by the annulus. This divisive suppression is inconsistent with synaptic depression, which predicts overlapping sources of suppression and excitation (see Suppl. Figs. 3 and 4) . F. Contribution of the center component in the DivS model for excitation (left) and suppression (right). Excitation is stronger in the center than in the surround (center contribution>0.5, p=0.016, n=7) and suppression is weaker in the center (center contribution<0.5, p=0.016, n=7) for every neuron. G. The DivS model is able to capture temporal transients in the current response to spot-annulus stimuli better than the LN and LNK models. Fig. 1-3. B . The excitatory and suppressive filters. C. The excitatory and suppressive nonlinearities. The filters and nonlinearities are similar to the DivS model fit from current data (shown in Fig. 2B ). D. The spike-history term, demonstrating an absolute and relative refractory period. E. The spiking nonlinearities, with shaded area indicating the distribution of generating signals. Fig. 1 , with DivS-based models added). Both spike-history and divisive suppression contribute to reproduce the temporal scales across contrast. C. The Fano factor for each event is a measure of reliability, which increased (i.e., Fano factor decreased) for models with a spike-history term. Firing rate (Hz) Figure 2E . This demonstrates that the COV filters coupled to a 2-D nonlinearity (described below) can nearly match the performance of the DivS model. D. Left: The excitatory (green) and suppressive (cyan) filters of the DivS model, plotted in comparison to the filters identified by covariance analysis (dashed lines). Middle: The DivS model filters share the same 2-D subspace as the covariance filters, as shown by comparing the filters to optimal linear combinations of the COV filters (black dashed), following previous work based on spikes (Butts et al., 2011) . Right: The DivS filters project into the COV filters subspace across neurons, using the same analysis as in (B). Their proximity to the unit circle shows they are almost completely in the covariance subspace for all neurons, again consistent with previous work with spikes (Butts et al., 2011) . E. Left: The 2-D nonlinearity associated with the COV filters, for the example neuron considered. Right: The best 2-D nonlinearity reconstructed from 1-D nonlinearities operating on the COV filters. Unlike the 2-D nonlinearity associated with the DivS filters ( Fig. 2F) , this nonlinearity cannot be represented as the product of two 1-D nonlinearities. F. The separability of 2-D nonlinearities for the COV and DivS models, measured as the ability of the 1-D nonlinearities to reproduce the measured 2-D nonlinearity (R 2 ) across neurons (**p<0.0005, n=13). (G-H) An example neuron for which there was enough spiking data to perform a meaningful spike-triggered covariance (STC) analysis (see Methods). G. The spike-triggered average (left), eigenvalue spectrum (middle), and significant STC filters (right). H. As with the analyses of current responses above, the DivS filters (green, cyan) did not match those identified by STC (left, dashed), but were largely contained in the subspace spanned by the STC filters (right), as shown by comparing to their projections into the STC subspace (dashed black). Note that there was not enough data to estimate 2-D nonlinearities for the spiking data, and so no comparison of STC model performances could be made. , but now the filter k consists of separate components for the spot (left, solid) and annulus (dashed) regions of the stimulus. The temporal filter and nonlinearity were derived from the example cell in Figure 4B , but the kinetics parameters of the temporally modulated stimulus (A) were used in place of those derived for the spot-annulus stimuli, since the latter parameters did not result in nonlinear effects. F. A DivS model was fit to the LNK model simulated response, and components labeled as in Figure 2 , resulting in the expected delayed ON suppression (as with the temporally modulated spot simulations in B Here we consider additional model structures involving synaptic depression. The simulations here incorporate nonlinear rectified subunits, and are limited to two components corresponding to those independently modulated in the stimulus: spot and annulus. (A-D) First we considered an extended LNK model with independent stimulus processing of the spot and annulus stimuli, and a shared synaptic depression stage. A. Model schematic, showing that the separate "center" and "surround" components (corresponding to spot and annulus stimuli) are each rectified before being combined, and fed into the LNK model for synaptic depression, using the same kinetic parameters considered for simulations in Supplemental Figure 3 . Simulated data was generated for a range of models of this form, where the weight for the 'spot' component wspot was fixed and the annulus component weight wannu was varied. B. The DivS model components fit to an example simulated response of the extended LNK model (with wspot = wannu). As with simpler circuits (e.g., Suppl. Fig. 3) , suppression is delayed relative to excitation. Note that the DivS model was limited to only a single rectified component to match the form used to describe experiments described in Figure 4 . C. The performance of the LN (red) and DivS (purple) models across simulations with different annulus component weights. The DivS model is significantly better than the LN model over a wide range of parameters (each point corresponds to the results of simulation with different choice of wannu), suggesting a large portion of the synaptic depression effect is captured by the DivS model. Note, however, that the DivS model has a harder time explaining this [simulated] data than the data from real ON Alpha ganglion cells (i.e., Fig. 4D ). D. For all simulations, the "spatial profile" of suppression matched that of excitation, as measured by the "center fraction", which was given by the norm of the center component of the filter divided by the norm of the full filter. . Over this and other types of simulations involving synaptic depression, we never observed the case where DivS excitation is largely from the center and suppression is largely from the surround (e.g., Fig. 4E ). 
