We demonstrate that high-level file system events exhibit selfsimilar behaviour, but only for short-term time scales of approximately under a day. We do so through the analysis of four sets of traces that span time scales of milliseconds through months, and that differ in the trace collection method, the filesystems being traced, and the chronological times of the tracing. Two sets of detailed, short-term file system trace data are analyzed; both are shown to have self-similar like behaviour, with consistent Hurst parameters (a measure of self-similarity) for all file system traffic as well as individual classes of file system events. Long-term file system trace data is then analyzed, and we discover that the traces' high variability and self-similar behaviour does not, pcrsist across time scales of days, weeks, and months.
introduction
Recent studies of high quality traces of network traffic (see [9] , [2] , and [15] ) have revealed an unexpected property of network traffic, namely that the traffic appears to be selfsimilar in nature. Intuitively, a self-similar process looks similar and bursty across all time-scales.
Of course, physical contraints (such as bandwidth limits and the finite lifetime of any given network) mean that no real network can ever be truly self-similar ----but the important properties of selfsimilar systems do manifest themselves across many time scales that are of practical importance. The theoretical and practical consequences of having a self-similar process cannot be dismissed. A common assumption in the design of networks and operating systems is that the aggregation of a large number of bursty sources tends to be smooth. Similarly, investigations into variable-bit-rate (VBR) video traffic [2] have shown this traffic to exhibit long-range dependence, which is an indicator of self-similarity.
The purpose of this paper is to demonstrate the existence of self-similar behaviour in high-level file system events (such as file opens, block reads or writes, file closes, and file deletions) over short-term time scales of less than a day in length, but to show that this behaviour does not persist across time scales of days, weeks, and months. We refer to this property as "short term self-similarity": a process possesses short-term self-similarity if it is well represented as a self-similar process over short time scales, but not over larger time scales. Short term self-similarity is nearly an oxymoron in the sense that it is strictly not self-similarity;
for a process to be truly self-similar, its selfsimilar behaviour must extend through all time scales. Our contributions in this paper are:
to demonstrate that four different file systems exhibit short term self-similarity through the analysis of traces of those systems' activity, to explicitly show using two of those file system traces that the self-similar behaviour of the file systems breaks down past day, week, and month-long time scales, to show that over short time scales, file system activity is composed of highly variable ON/OFF activity from a number of clients, which may explain the short term self-similarity, and to present a model for synthesizing file system traffic that exhibits self-similar behaviour.
This paper is structured as follows. Section 2 discusses related work.
In section 3, the theory behind self-similar and long-range dependent processes is summarized. Section 4 describes the four file system traces analyzed in this paper. Section 5 contains the analysis of Sprite LFS and Auspex NFS short-term file system traces, which exhibit self-similar behaviour.
In section 6, a similar analysis is performed on two sets of much longer time scale data (from an instructional file system at U.C. Berkeley, and from an NFS file system at the University of Maryland Baltimore Country), which reveals that this self-similar nature does not persist across these longer time scales. Finally, section 7 shows that the short-term trace data exhibits highly variable ON/OFF sources, which is used to motivate a method for synthesizing self-similar data. A summary of this paper is presented and general conclusions drawn in section 8.
Related Work
The study of self-similarity in computer networks was pioneered by the work of Leland et al., 
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as 771 -a cc (8) is true, then the process X is said to be asymptotically second-order self-similar, with Hurst parameter H again given by equation 5. As described in [9] , self-similar processes provide an explanation for an empirical law known as the Hurst effect. The resealed adjusted range (R/S) statistic for a set of observations (X, : k = 1,2,. ,n) having mean X(n) and sample variance S"(,n) is given by the relation
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Short-range dependent sets of observations seem to satisfy
N con+, while long-range dependent processes such as self-similar process are observed to follow -C"2, (0 < H < 1).
This is known as the Hurst effect, and it can be used to differentiate between self-similar and non-self-similar time series, as will be demonstrated in section 5.1.'
File System Traces
We examine a total of four file system traces in this paper. The first set of traces was collected in 1991 for a study of the file access patterns and caching behaviour of the Sprite distributed file system [l] . The traces were collected on a Sprite cluster of approximately 40 workstations sharing a single Ethernet, over eight separate 24 hour intervals. Because of the nature of the Sprite distributed file system and the manner in which the traces were gathered, all file system events required communication between the client and the server; thus, all file system events could be gathered at the servers themselves.
The events within the file trace were collected through kernel call instrumentation on client machines with a precision of 10 milliseconds. All file system 'Tl~e Hurst parameter can be broken down into three distinct categories; H < 0.5, H = 0.6, and H > 0.5. Ordinary Brownian motion (e.g., a rando~n walk) is produced when H = 0.5. If H > 0.5, the values produced are self-similar with a positive correlation. If H < 0.5, t,he values produced arc? self-similar with a negative correlation. Negative correlated data tends to reverse itself instead of continuing along the same path. Positive and negative correlated data is alsc called persistent. and anti-persistent data, respectively. [12] MOPA trbs&ed self-similar data Lo date is persistent,.
requests (including those that are satisfied by a client-side cache) are present within the trace. The Sprite traces suffer from some minor limitations, such as a lack of fully COIIIplete information on file read and write events. The total number of byt,es read from and written to files codd bc deduced from the seek and close events recorded in the trace. However, each individual file read and write event could not be recovered ~~ these events were recorded in our second set of traces.
The second set of traces used in this . These long term traces (referred to as the INS traces throughout the paper) were gathered by using the auditing system to log all system calls relevant to the file system on each workstation.
Because the traces were collected on the client workstations, requests that are absorbed by the local cache are present in the traces. File system calls recorded in the raw traces include individual data operations, such as read and write requests, as well w metadata operations, such as open, stat, and &mod. However, in the processed version of these traces that is analyzed in this paper, some calls (such as lseck and dup) have been removed from the traces, and consecutive read or write operations made by the same process during the same second are coalesced.
Time is recorded on the granularity of one second. These traces were collected continuously for six and one half months over the fall of 1996 and spring of 1997.
Event
I #Sprite I # NFS Events #INS j I (411) I (25.3711) (G mnth) instead, a modified version of the "find" utility was run nightly to collect information from a number of file systems in the University.
This tracing process did not provide the fine-grained data the Sprite and NFS traces possess ~ the tape-migration simulator did not require such finegrained measurements.
For example, on the Sprite system traces, a user modifying a file will generate an open, a close, and many intervening reads and writes. The UMBC traces only show one action, a file modification.
Thus, the longterm traces collapse many events into one. Similarly, the trace collection process does not track how many times a file is used during a day. Finally, it misses all the temporary files the system creates and deletes during the dayOusterhout [14] noted that 80% of all file creations have a lifetime of less than three minutes; all of these are missed. Tables 1 and 2 summarizes the number of events within the portions of the traces analyzed in the paper. For the Sprite file system traces, four hours worth of events from the most heavily used server, which had over 75% of the Sprite cluster's file system events. Access privileges (i.e., read, write, or read/write access) were not considered for Sprite events in this section of the paper. Four million events were analyzed from the Auspex traces ~ this represents approximately 25 hours worth of trace data. All events from the INS and t,he UMBC traces were considered.
4.1
Visualizing the Traces Figure 1 illustrates the INS traces across 6 orders of magnitude of time scales.
Each plot within the figure represents file system event activity, enumerated as the number of events per time unit. Successive plots are refinements of t,he previous plots; the top plot in each column has a time unit of 32,768 seconds, the second of 4,096 seconds, and so on. The left column illustrates file system read or write events (summarized as XFER events), and the right column illustrates attribute read or write events (ATTR). The most obvious feature of the XFER events is that they appear bursty at all time scales, although the burstiness appears to smooth out at coarser time granularities.
For example, at the 500-second time scale, the peak-to-average ratio is about 60:1, but by the 6 month time scale, the ratio drops to about 5:l. For the ATTR. events, a similar but even more pronounced effect can be observed. 6.5668e+06 INS file system events per unit time (or "bucket") are plotted for 6 increasingly refined time units, varying by a total factor of 32,768. Column (a) shows read and write operations, and column (b) shows file attribute read or modification events. The x-axis of all graphs is the number of seconds since the start of the trace that each bucket, begins; the y-axis shows the number events that occurred during that bucket.
ber of large spikes can be seen to interrupt this smoothness." A very strong diurnal cycle can also be seen in both event traces at the 3-day and 24-day scales.
Process models that are typically used while modeling systems events (such as those having Poisson or Markov modulated Poisson interarrival times) tend to look uniform at large time scales, primarily because of their finite variance and short-tailed distributions. In contrast, self-similar processes exhibit scale invariance; the processes will appca to be burst: at all time scales, and will not degrade to uniformity. Figure  1 contains characteristics of both process models; across short time scales (less than a day), the process appears bursty, while across larger time scales (more than a few days), the process smooths out to some degree. 3Closer examination of these large spikes at the coarse time scales revealed that they were caused by misbehaving or extremely poorly written programs. For example, a runaway program that was repeatedly reading a .logout file dominat,ed all other file system activities for 2 da,ys, causing a large spike to appear in Iigurc I.
5 Self-Similarity in File Systems (Short-term)
In this section, we demonstrate using rigorous statistical techniques the presence of self-similar behaviour in the two short-term file system traces (Sprite and Auspex NFS). The two techniques that we use are variance-time plots, and R./S analysis.
5.1
Variance-time plots WC can take advantage of equation 6 to more rigorously verify the self-similar nature of a process, and to estimate the value of the Hurst parameter H. Taking the logarithm of both sides of the equation results in the relation log (VW (X'"')) = Cl -p log (m)
for some constant cl. Thus, plotting log (VW (Xc'"')) versus log (71~) for many values of m of a self-similar process will result in a linear series of points with slope -/Y; this plot is known as a llariance-time This verifies the self-similar nature of these processes.
Variance-time plots were generated for all of the events listed in Plotting log (R(t,, n)/S(ti, n)) versus log(n) should therefore result in a roughly linear graph with a slope equal to the Hurst parameter H; such a graph is known as a Pox p10t. Figure 3 Self-similarity by definition spans all time scales, so file system traffic over very long periods should still exhibit selfsimilar behaviour.
However, as we demonstrate in this section, the self-similarity appears to break down at time scales in the neighbourhood of a day to a week. We saw some evidence of this in figure 1 when the INS trace became less bursty and more predictable at these time scales. We demonstrate this more convincingly here using variance-time analysis.
6.1
Variance-time Analysis of Long-Term Trace Data Figure 4 shows the variance-time plots from three different traces. Figure  4 (c) shows all file system events from the UMBC trace. In all three plots, we can see that for fine-grained time scales, a linear relationship can be observed with a slope in the range -1.0 < m < 0, indicating self-similarity. However, at time scales approaching a day, this linear relationship breaks down, as evidenced by the "knees" in each curve. This effect can also be observed in previously published work.
In figure 4(d) we have replicated a previously published variance-time plot from [3] that illustrates self-similarity in world wide web traffic. This effect of non-linearity can be observed here; the plot just begins to fall off of the straight line as the dataset's time scales are exhausted.
We hypothesize that if another order of magnitude of trace data had been analyzed, this effect would have been unmistakable. This evidence, in combination with the visual confirmation of a smoothing out of the burstiness of the long-term traffic in figure 1, leads us to the conclusion that file system traffic is observably not self-similar--the burstiness of the traffic simply does not uniformly extend across all time scales. This is completely reasonable and intuitive: human behaviour dominates the traffic at the day through week level, as evidenced by the traces' unmistakably diurnal cycle. Across several weeks and months, there is some burstiness, but the burstiness is limited in scale and far less frequent than at short time scales. For such short time scales, however, the file system traffic is well-represented by a self-similar process, but for long time scales, self-similarity does not give a good representation of the traffic. In [lo] , an analysis of a subset of heavy-tailed distributions4 known as Power-tail distributions is presented. This work argues that the self-similarity identified in systems (including the Ethernet traffic from [9]) can be explained by an arrival process with such a power-tail distribution. Powertail distributions do obey the central limit theorem, but only for extremely large aggregation values.
[lo] argues that Leland et al. would have observed their traffic instability to smooth out if only they had increased the time scale of their analysis by another 2 orders of magnitude to a total of 7. In comparison, our INS traces ostensibly span a total of more than 6 orders of magnitude.
The INS traces are unique in that they afforded us the possibility of observing such a wide time range of trace data that it resulted us in observing the cessation of the self-similar behaviour.
ON/OFF Sources
We have not yet attempted to explain the underlying cause of the short term self-similar behaviour of file-system traffic. Willinger et ~l.
[23] proposed a physical explanation of observed self-similarity in Ethernet LAN traffic, based on the-% heavy-tailed distribution is typically one which exhibits infinite variance. AlI example of a heavy-tailed distribution is the Pareto distribution, whose general form is P(z) = (3aPzePm1 with a,p 2 0 nncl z 2 a. 'I'lw Parcto distribution has infinite variance for values of lj < 1. Each vertical column in a plot corresponds to one time unit; the displacement of dots (representing events) within that column represents the fractional position of the event in that time unit. In order to better depict the ON/OFF behaviour of the sources, the subset of the Sprite traces that was analyzed was extended from a four hour subset to an approximately 41 hour subset; access privilege information was also extracted from the Sprite traces. Figure  5a illustrates the textured strip dot plot for Sprite open (W) events originating from host workstation ID 42 (4168 such events were extract from the trace.)
Similarly, figure 5b illustrates NFS block reads from host workstation ID 3068, for which 23025 events were extracted.
These two hosts were chosen because they were both quite active throughout the period of analysis, and their high activity resulted in visually striking ON/OFF periods within the dot plots. It should be noted that even relatively lightly active hosts could be seen to exhibit this ON/OFF behaviour, although the behaviour was not as pronounced in their textured dot plots. The ON/OFF behaviour of these two sources is unmistakable.
It is also clear that the ON periods for NFS block read events are much sharper and more dense than for Sprite file open (W) events.
This difference is easily explainable. First and foremost, files are known to be read far more frequently than they are written [l] ; from table 1 we see that approximately 13.4% of NFS files are opened with write or RW privileges, while 86.6% of files are opened with read-only privilege.
Similarly, [l] reported that 88% of files within the Sprite traces were opened with read-only privilege. Secondly, many file read and write events occur in between a given file open and close pair.
The total amount of read and write events therefore greatly outnumbers the amount of open or close events.
7.1.1
The Analysis of ON and OFF periods
In order to verify the presence of the Noah effect, the ON and OFF periods for these sources first need to be identified.
To do so, we use a method similar to that described in [23] . The source's trace is scanned linearly; given an event from the trace, we assume that subsequent events belong to the same ON period if they occur within some threshold amount If both the ON and OFF period length distributions are heavy-tailed, i.e. they satisfy P(U > u) -Cu-n with u + co, 1 < N < 2,
for period length U, and if the activity within an ON-period is uniform, then the aggregation of many such sources results in a self-similar process with Hurst parameter H = F.
[23] Once the ON and OFF periods from a given source have been identified, we can verify the presence of the Noah effect using complementary cumulative distribution plots, or "qqplots." [8] The idea is simple: if we assume that the period length distribution under analysis obeys equation 14, then by taking the log of both the sides of equation, we obtain log P(U > u) -log(c) -N log(u) as u + co. In order to model this distribution, we fit the data against the general form of a Pareto distribution: P(x) = cy CI?. (16) Taking the logarithm of both sides of equation 16 results in the linear relation log(P(z)) = log(c3) -cylog(z). Thus, a log-log plot of the measured distribution should result in a linear function with slope --cy and intercept log(cs). Figure  6b illustrates the log-log plot of distribution 6a. The leastsquares fit of this plot resulted in an estimated cy value of 1.105 and c3 value of 52.66. These values were then substituted into equation 16, and the resulting distribution overlayed on top of figure 6a. The strong resemblance between this generated distribution and the observed data indicates that the choice of a Pareto distribution as a model for file "We chose to measure distributions from the Sprite file traces in order to avoid the post-processing anomalies present in the NFS traces. Both the ON/OFF behaviour of individual sources and the resulting short-term self-similar aggregate file system traffic are intrinsic to file systems, and must be considered during the design and simulation of file systems. We demonstrated that this ON/OFF behaviour could be used to synthesize a stream of file system events that show the desired short-term self-similarity. In conclusion, the four file system traces that we analyzed had significant differences: the file system being traced, the method of gathering the traces, the chronological time that the traces were. gathered, the information gathered within the traces, and the user and system environments all dif- 
