Background and Aims Diurnal changes in solar position and intensity combined with the structural 17 complexity of plant architecture result in highly variable and dynamic light patterns within the 18 plant canopy. This affects productivity through the complex ways that photosynthesis responds to 19 changes in light intensity. Current methods to characterise light dynamics, such as ray-tracing, are 20 able to produce data with excellent spatio-temporal resolution but are computationally intensive 21 and the resultant data are complex and high dimensional. This necessitates development of more 22 economical models for summarising the data and for simulating realistic light patterns over the 1 course of a day.
INTRODUCTION
Plant canopies are complex three-dimensional (3D) structures in which the light 22 distribution is complicated and dynamic, for example due to solar movement. Diurnal changes in 23 occlusion and very fine structures such as wheat ears, digital reconstruction of field-grown plants 1 tends to provide a highly accurate description of canopy geometry. However, our understanding 2 of photosynthetic characteristics in canopies is hampered by a current reliance on using ray-tracing 3 to understand the light dynamics in 3D reconstructed canopies (Kim et al., 2016) . 4 Current ray-tracing approaches are costly in computer resources and produce vast data 5 sets as output, especially if computing at high spatio-temporal resolution. Here we develop a novel 6 mathematical model to describe and rapidly simulate sunlit-shaded patterns within a canopy. The 7 model involves two states, sunlit and shaded, and rates of switching between them that we model 8 as functions of time of day and the depth within the canopy. We construct several different realistic 9 digital canopies and use a ray-tracer to identify the times of switching between sunlit and shaded 10 states at positions throughout the canopies. We then use these switching times to estimate the rate 11 functions for switching between states. This offers insight into how light dynamics in a particular 12 canopy depends on time of day and depth within canopy, and how light dynamics varies between 13 canopies involving different plant species, canopy planting density, and canopy leaf area index 14 (LAI). 15 We use light patterns simulated from the fitted models as an input into a model to predict the 16 reduction in photosynthetic yield attributable to photoinhibition. Digital canopy reconstruction and ray-tracing 21 To investigate light dynamics in a range of canopies with different structural 22 characteristics, we constructed digital canopies by assembling imaged and digitally reconstructed 23 5 plants of wheat (lines 1 and 2 in Burgess et al., 2015) and bambara groundnut (from Burgess et al., 1 2017, at two different growth stages: 39 and 80 days after sowing) in various configurations. The 2 reconstructions represent the surface of a plant with a large number, N, of small triangular patches.
3 Figure 1A shows an example of a reconstructed wheat plant, with an individual leaf at the lower 4 part of the plant shown in blue. A triangular patch indexed, say, by j is defined by the set of in which $ ' denotes height from the ground of the jth patch's centroid, and 789 = 9 min -$ -$ ' , 7:; = max -$ ( -$ ' } are respectively the minimum and maximum heights 10 amongst all the vertices in the canopy. The models developed later involve dependence on these 11 normalised heights. 12 We constructed canopies in silico by arranging into various configurations several 13 individual-plant reconstructions of Burgess et al., 2015, and Burgess et al., 2017 , exploiting the 14 periodic boundary conditions of the ray-tracer (explained below) which give a natural way to "tile" 15 individual plants to form an effective canopy. We investigated two ways to do this: (i) by putting 16 the bounding box just outside the plant (as shown by the red rectangle in Figure 1D ); or (ii) 17 arranging plants on 3 × 3 square lattice a distance d apart, and putting the bounding box through 18 the centres of boundary plants (as shown by the blue rectangle in Figure 1D ). individual rays of light are eventually absorbed on leaf surfaces. Figure 1B shows a configuration 7 for the ray-tracer software (Song et al., 2013) . In-bound rays are arranged over a grid above the 8 plant. The direction and amplitude of each ray depends on latitude and time of day. Ray tracing is 9 performed in a cubic domain with periodic boundary conditions on the vertical faces so that when 10 a ray exits one boundary of the domain it re-enters on the opposite vertical face. We used latitude 11 53 • (for Sutton Bonington, UK), atmospheric transmittance 0.5, light scattering 7.5%, light 12 transmittance 7.5%, day 182 (1 July), corresponding to the location that the plants were grown and 13 the day they were imaged (Burgess et al., 2015) . We calculated the direct light intercepted during 14 the day at 1 minute resolution for every patch in the canopy. The high temporal resolution enabled 15 us to investigate even short-term light fluctuations in the canopy. Figure 1E shows an example of 16 the light pattern computed for a particular patch. a light ray and the normal to the patch in question. Figure 1E shows, for a particular patch in the 1 lower part of a canopy, the direct light computed from the ray-tracer (in black) and A dr (in red).
2
We designated a patch at a given time point as being shaded if the value of direct light computed 3 by the ray-tracer differed from A dr by more than 10%. The shaded periods are indicated in Figure   4 1E by vertical grey bars. The substantial shaded period between 10 and 11 o'clock, for example, 5 shown in Figure 1E is a consequence of the shading shown in Figure 1C . These binary sunlit-6 shaded light patterns, computed for each patch in the canopy, are the inputs to the models we 7 develop below. Figure 1F shows the sunlit-shaded patterns for all the patches comprising the leaf 8 shown in blue in Figure 1A , with each row corresponding to an individual patch, the patches (and 9 hence rows) having been ordered according to the normalised heights of the patch centroids. The 10 diagram reveals an intricate pattern, with shadows from the upper leaves moving along the surface 11 of the leaf as the sun changes position in the sky.
12
In the following sections we develop models for the sunlit-shaded patterns: first Model 1, a simple 13 preliminary model which we use to introduce ideas and notation; and then Model 2, which is the 14 novel modelling contribution of this paper. In each case, we present ( (2) is useful in the following section for constructing 8 expressions needed for fitting the model to data. The goal is to fit the model by estimating the intensity function λ(t) based on a set of 12 switching times 0 < v 1 < · · · < v n < T. We will use maximum likelihood estimation, a standard 13 statistical principle for estimating model parameters from data (Cox, 2006) . This involves 14 constructing the likelihood function for the model, which is the probability (density) function 15 evaluated at the observed realisation of switching times but regarded as a function of the parameter 16 λ(t) to be estimated. The likelihood function for this model is
can be derived by discretising the interval (0, T) with increments of size δt, writing the likelihood 19 as a product of factors (using independence of increments) with each factor either (1) or its 20 complement, depending on whether the increment contains an event, then taking the limit δt → 0.
1 The four factors in square brackets have the following interpretations: the first factor is a 2 contribution from having no events in the interval (0, v 1 ), the second factor from having no events 3 in (v i , v i−1 ) for i = 1, . . . , n, the third from having no event in the interval (v n , T), and the fourth is 4 the contribution from the switching events occurring at times v 1 , . . . , v n . These interpretations are 5 helpful in constructing likelihood functions for Model 2 below, but in the present case, telescoping 6 in the exponent means that (3) simplifies to
Maximising L(λ(t)) directly with respect to an unrestricted λ(t) is ill-posed (since the 8 maximising λ(t) would blow up at the switching instants t =v 1 , · · · , v n , and be zero elsewhere). A 9 solution to this is to impose a functional form for λ(t) in terms of a small number of parameters, θ 10 = (θ 1 , . . . , θ p ). We then write λ(t) = λ(t; θ), and fit the model by maximising the likelihood (4) 11 with respect to θ. In fact, it is equivalent and usually more convenient to compute this maximum 12 likelihood estimate (MLE) of θ by maximising the log of the likelihood function, which is
We discuss below specific choices for the form of λ(t;θ). Function (5) can be maximised 16 by a numerical optimisation routine, nd for the calculations in this paper we have used the 17 Nelder-Mead simplex method (Nelder and Mead, 1965) . If λ(t;θ) is linear in θ then (5) is 18 concave in θ making the numerical optimisation particularly straightforward. Simulating from Model 1 21 From (1), the distribution function for the additional time until the next event occurs 22
given that an even occurred at time v is
1 and a random variable can be simulated from this distribution using the inversion method (Ross, 2 2006). An algorithm to simulate a sequence of event times v 1 , v 2 , v 3 , . . . is thus as follows. Let v 1 3 be a simulated value from the distribution F 0 . Then let v 2 equal v 1 plus a simulated value from the 4 distribution e g . Continue in this way, letting v i+1 equal v i plus a simulated value from the
The main contribution of this paper is to extend Model 1 in two ways: (i) to incorporate 9 distinct rate functions, λ on (t) and λ off (t), for switching "on" (from shaded to sunlit) and "off" (from 10 sunlit to shaded), respectively; and (ii) to describe multiple patches, with the rate functions for 11 different patches depending on the normalised height, h, within the canopy (in addition to time, t, 12 as in Model 1).
13
Extension (i) requires a notational distinction between the times of on-switching 14 events, say x i , and off-switching events, y i . For a given patch, on-and off-switching events 15 necessarily alternate, and hence a sunlit-shaded pattern is characterised by the ordered set of times 16 {x 1 , y 1 , x 2 , y 2 , . . . , x n , y n }. We represent a state initially "on" at time 0 by having x 1 < 0, and "off" 17 at time T by y n > T (the particular values of x 1 and y n in these cases do not need to be specified) 18 but besides these exceptions we otherwise assum that 0 < x i < y i < T for all i. In terms of the switching times, {x 1 , y 1 , x 2 , y 2 , ... , x n , y n }, for a given patch, the 1 likelihood functions for λ on (t) and λ off (t) are then
3 and
where I(·) is the indicator function, equal to one if its argument is true and zero otherwise.
5
Equations (7) and (8) generalise (3) to distinguish between sunlit-to-shaded and shaded-to-sunlit 6 switches, and they are constructed in a similar way to (3); see Figure 2 in which sections of 7 example sunlit-shaded patterns are coloured to indicate how they contribute to either (7) or (8).
8
The final step is to generalise to multiple patches, incorporating dependence of the rates 10 on the heights of the different patches. Let j = 1, . . . , m index the different patches, and quantities 11 specific to the jth patch be indicated by suffix j. As before, we assume x 1,j < 0 and y n,j > T if the 12 state is "on" at the beginning and end, respectively, of the interval (0, T). We let h j denote the 13 height of the jth patch and use subscripts on the rate functions to denote their dependence on height, 14 i.e., the rate functions for the jth patch are λ on (t) and λ off (t). Assuming independence of patches (an 15 assumption discussed later in the Discussion section), the likelihood functions for λ on (t) and λ off (t) 16 can be constructed as a product of factors of the form (7) or (8) over index j = 1, . . . , m, giving 17 log-likelihood functions
Like before, it is necessary to choose functional forms for λ on h (t) and λ off h (t), and we discuss specific 5 choices in the Results sections below. For simulations we choose a random starting state from the distribution 10 Prob sunlit at = 0; ℎ = ℎ,
11
where h is the normalised height of the patch's centroid, so that patches high in the canopy tend to 12 start off sunlit whereas those at the bottom tend to start shaded.
13
The distribution for the time until the next event depends on whether switching is from 14 sunlit to shaded or vice versa. We denote the distribution for the time to the next "on" event given 15 an "off" event occurred at time # by l g V[ ; and the time to the next "off" event, given an "on" event where A dr is as described earlier and defined in (18) in the Appendix. Here time t is measured in hours over a T=12hr period starting at 6am, so that t=t md ≡6hr represents 12 noon. The coefficients have been chosen somewhat arbitrarily to simulate a high degree of 13 variation over the period, in which the rate of switching increases from sunrise, reaches its 14 maximum near the middle of the day, then decreases until sunset. Figure 3B shows plotted in 15 grey, and Figure 3A shows a single realisation from this model. Figure 3A ). The estimated intensity function 19 matches reasonably well with the true intensity function, but not exactly because the estimate is 20 based on a small amount of data. Typically, the MLE gets closer to the true answer as the amount 21 of data increases. This is illustrated by the blue and red curves in Figure 3B , which are the MLEs 22 based on data from multiple realisations. 
17 so that the switching rates depend linearly on height, h, and parabolically on t. This is the simplest 18 form we can choose for (12) and (13) and on rates, or in other words that it is a measure of typical "shadedness" within the canopy. showing clearly that the PCs (and the fitted parameters from which they were computed) encode 22 meaningful information about the canopies. ray-tracer data tend to be slightly more variable than for the fitted model, which is consistent with 5 our imposing, via (12) and (13), stringent smoothness in the dependence of rates on h and t (and 6 imposing that there is no dependence at all on the other spatial coordinates) which restricts 7 variability between patches. This aside, the histograms match well.
8
As a further evaluation, we consider how different the outcome is if we feed into a 9 photoinhibition model light dynamics simulated from Model 2, rather than from the ray-tracer. To 10 do this, it is necessary to estimate diffused light values, as the rate of photosynthesis depends on 11 the total intercepted irradiance. In contrast to direct light and its properties discussed above, the Figure 6A shows profiles of diffused light during a day on a particular 17 patch obtained from the ray-tracer (red) and by fitting a scaling factor to the analytic expression of 18 direct light (given in the Appendix). We have fitted scaling factors using a least squares method to 19 all patches of Line 2 in Burgess et al., 2015. This is shown in Figure 6B as grey dots. To determine 20 the scaling-factor dependence on the normalised height, we calculated an average value of the 21 scaling factor in intervals 100, + 1 100 , = 1, . . ,99; (black curve in Figure 6B ). in Figure 6D . Finally, we have used light patterns obtained using the stochastic model to infer the 3 effect of photoinhibition. We analysed three scenarios: reduction in quantum use efficiency, , 4 reduction in the convexity, , and reduction in both φ and θ. It has been shown previously in 5 Burgess et al., 2015, that the latter scenario gives the largest reduction in carbon gain relative to a 6 noninhibited canopy, and this reduction mostly comes from the top layer. Results in Figure 6F   7 show generally good agreement between using the simpler stochastic model and using the full ray-8 tracing data, as in Burgess et al., 2015, in predicting the reduction in carbon gain. In the top layer 9 the reduction is consistently slightly lower than for the ray-tracer, but this is actually more in line running the ray-tracer "Fast-Tracer" to provide data from a wheat canopy (9 plants) for a simulated 1 24-hour period can take several days. In comparison the stochastic model takes less than a minute 2 to simulate an individual direct light pattern without the need to run calculations for all of the 3 canopy. Light dynamics characterised by the model are a means to investigate canopy 4 photosynthetic responses (as in Figure 6 ) and various aspects of crop cultivation such as varietal 5 selection and altered architectural characteristics, and cultivation practice such as cropping system, 6 row spacing, etc.
7
In this paper we have fitted the models based on ray-tracing data, and so have not 8 avoided the computational cost of ray-tracing. However, in work not presented here we have also 9 investigated fitting the model to only a small random subset of the patches and have found that 10 models fitted this way typically do not differ much from the full fitted models. For the small subset 11 of patches, sunlit-shaded patterns can be computed by simple geometrical reasoning (considering 12 whether there is line-of-sight between a patch and the sun as the day progresses), sidestepping ray-13 tracing altogether. This is a highly promising for making the model fitting very fast, and thus 14 opening possibilities for using the model for high-throughput analysis.
15
As with any model, our model is only an abstraction, intended to be a simple 16 description of something complex, which retains only the features of greatest importance at the 17 expense of discarding others. We make no attempt, for example, to describe spatial correlation 18 between the light patterns of different patches. There seems no obvious way to do so without 19 retaining the full 3D geometry of the canopy, and this would forsake the simplicity that makes the 20 model useful. In any case, we do not foresee many applications of a light-dynamics model 21 requiring such high spatial resolution that spatial correlation is important. The assumption of 22 independent patches, made in constructing (9) and (10), embodies the decision to neglect spatial 1 correlation.
2
There are many natural extensions to the modelling we have introduced. We have 3 considered only very simple functional forms (12, 13) for the rate functions, but there is scope 4 (especially given the scale of the data from ray-tracing studies) for exploring much more elaborate 5 forms, or using "non-parametric" methods such as splines. The maximum likelihood framework 6 naturally extends to model selection so criteria such as the likelihood ratio (Cox, 2006) , and various 7 information criteria such as Akaike and Bayes (Burnham and Anderson, 2002) , each of which is 8 based on the likelihood, can be used for formal comparison between different candidate models.
9
We have focused our attention on direct light, modelling a binary sunlit-shaded state stochastically (Roden and Pearcy, 1993; Burgess et al., 2016) . This is because rapid 9 fluctuations are likely to result in a higher induction state of photosynthesis 
5
The hour angle is The solar azimuth angle is The response of photosynthesis to light irradiance, A, is calculated using a non rectangular 4 hyperbola:
The light response curve is defined by four parameters: the quantum use efficiency , the 7 convexity , the maximum photosynthetic capacity, v•l , and the rate of respiration, which we 8 assume is proportional to maximum photosynthetic capacity v•l . 
