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Abstract—This paper designs a novel coordinate-free controller
for an underactuated pursuer to circumnavigate a fully actuated
target with range-only measurements. If the range rate is further
available, the controller has a simple PD-like form with a bias
to eliminate steady-state circumnavigating error. In particular,
such a controller drives the circumnavigating error to zero with
an exponential convergence speed if the target is stationary, and
otherwise to a small region whose size is explicitly proportional
to the maximum speed and acceleration of the moving target.
To access the range rate, we design a second-order sliding mode
(SOSM) filter and show that the SOSM filter can exactly recover
the range rate in a finite time. Thus, the above convergence
results can be easily achieved even without the explicit range
rate. Finally, the effectiveness and advantages of the proposed
controller are validated via simulations.
Index Terms—Circumnavigation, range-only measurements,
PD-like controller, SOSM filter.
I. INTRODUCTION
Target circumnavigation requires a pursuer to enclose a tar-
get with a desired radius to neutralize the target by restricting
its movement [1], [2]. This formation has been widely applied
in both military and civilian fields, such as path following [3],
[4], source seeking [5], environmental boundaries monitoring
[6], and etc. In Table I, we categorize the existing methods
for the target circumnavigation problem by the availability of
the state information of the pursuer and the target.
If the states (position, velocity, course, etc.) of both the
pursuer and target are available, a Lyapunov guidance vector
fields (LGVF) method is proposed in [7] and then extended in
[8], [9]. Moreover, different vector field methods are proposed
for the circular orbit tracking in [10]–[12].
For an uncooperative target, its state is unknown to the
pursuer. To complete the circumnavigation task, the challenge
is how to estimate the target state with sensor measurements,
such as range-based [1], [13]–[15], bearing-based [16], [17],
or received signal strength-based [18]. For a stationary target,
an adaptive localization algorithm is devised using range-only
measurements in [1]. A discrete-time observer is given in [19]
by using the range and range-rate measurements. For a moving
target, an adaptive motion estimator, an extended Kalman filter
and a Rao-Blackwellised particle filter are exploited in [3],
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[20] and [9], respectively. However, it is impossible to locate
the target if the pursuer state is further unavailable.
If neither the pursuer state nor the target state is available,
e.g., the pursuer travels in underwater or indoor environments,
a range-based controller is designed in [21], [22], the pa-
rameters of which are defined by the maximum range of
the controller operating space. Moreover, Cao introduces a
geometrical guidance law in [23], whose idea is to drive the
pursuer towards a tangent point of an auxiliary circle. How-
ever, the control input is set as zero when the pursuer enters
this auxiliary circle, which may result in large overshoot.
To fix it, Zhang et al. provides a revised version in [24].
However, their control input is also switched on the basis
of the circumnavigating error. It is worth mentioning that all
range-based controllers mentioned above are concerned with
the problem of stationary target circumnavigation. It is unclear
whether their methods can be extended to the case of a moving
target.
It is no doubt that circumnavigating a moving target is more
practical and significant. To this end, a sliding mode approach
is proposed in [2], [25], [26]. To eliminate the chattering
phenomenon, they model the dynamics of the actuator as the
simplest first-order linear differential equation [27]. However,
their approach cannot achieve zero steady-state error, even for
a stationary target. Besides, it requires the pursuer to start
far from the target. The authors in [28] devise a stochastic
approach by further using relative angles to solve their optimal
control problem. Shames et al. show that the upper bound of
the circumnavigating error is proportional to the maximum
linear speed of the moving target in [1], which however is
a coordinate-based1 method. In contrast, we obtain the same
results only using the range measurements.
In some scenarios, the range rate may be inaccessible to the
pursuer due to the limited sensing capability of small robots.
Moreover, it is ineffective to calculate the range rate by differ-
entiating methods using range measurements, since even small
noises may result in large or unbounded estimation errors. To
address it, a first-order filter and a washout filter are adopted
in [29] and [30], respectively. However, there is no rigorous
justification of the first-order filter. Moreover, a second-order
sliding mode (SOSM) filter is proposed in [31] and is adopted
for solving the stationary target circumnavigation problem in
[23]. It is more difficult to estimate the range rate when both
the speed and acceleration of the target are time-varying.
We propose a coordinate-free controller on the basis of
1The word “Coordinate-based” (“Coordinate-free”) implies that the con-
troller is designed with (without) the position of the pursuer.
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2TABLE I
SUMMARY OF EXISTING METHODS FOR TARGET CIRCUMNAVIGATION
Pursuer state Target state Method
Yes Yes
Lyapunov guidance vector fields [7]–[9]
Vector-Field-Orientation [10]
Orbital guidance strategy [11]
Guiding vector-field algorithm [12]
Yes No
Adaptive localization algorithm [1]
Adaptive motion estimator [3]
Extended Kalman filter [20]
Rao-Blackwellised particle filter [9]
Discrete-time observer [19]
Projection estimator [32]
No No
Range-based feedback controller [21], [22]
Geometrical guidance law [23]
Switching controller [24]
Sliding mode controller [2], [25], [26]
our preliminary work [33] to ensure that the pursuer can
circumnavigate a moving target with a prescribed radius by
using range-only measurements. The proposed controller in
this paper also differs from the one in our previous work
[34], which aims at steering the pursuer to follow a smooth
reference command. Given that the target is stationary and
both range and range rate measurements are known, our con-
troller can guarantee global convergence and local exponential
stability. This implies that the closed-loop system is robust
against perturbations [35, Section 9.2]. Then, we explicitly
show the upper bound of the circumnavigating error, which
is proportional to the maximum linear speed and acceleration
of the target. This is consistent with the results of [1], which
steers a single-integrator pursuer and requires its own position.
For a specific target and pursuer, we can reduce this error
bound by selecting proper control parameters. Note that the
selection of the control parameters is independent of the initial
state by means of the saturation function. Finally, we revise
our controller into a range-only form by replacing the actual
range rate with its estimated version by design an SOSM
filter. We show that the convergence time is finite if the initial
distance to the target is sufficiently large and both the speed
and acceleration of the target are bounded.
The rest of this paper is organized as follows. In Section II,
the problem under consideration is formulated in details where
we explicitly define the target circumnavigation problem. In
Section III, two PD-like controllers are proposed depending
on whether the explicit range rate is known or not. For
the case where the explicit range-rate is known, we show
the global convergence and local exponential stability of the
proposed controller in Section IV, and further prove that the
circumnavigating error is bounded when the target is moving.
Moreover, target circumnavigation without explicit range rate
is studied in Section V. Simulations are performed in Section
VI, and some concluding remarks are drawn in Section VII.
II. PROBLEM FORMULATION
In Fig. 1, we have a fully actuated moving target on a plane
p˙o(t) = vo(t), v˙o(t) = ao(t), (1)
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Fig. 1. Circumnavigation of a moving target.
and an underactuated pursuer
p˙(t) = [v cos θ(t), v sin θ(t)]′,
θ˙(t) = ω(t),
(2)
where po(t), vo(t), ao(t) ∈ R2 denote the position, linear
velocity, acceleration of the target, and p(t) ∈ R2, θ(t), ω(t),
v are the position, heading course, angular speed, constant
linear velocity of the pursuer over the plane, respectively. It
is worth mentioning that the target and the pursuer may travel
with different altitudes, e.g., a fixed-wing UAV tracks a ground
moving vehicle where Fig. 1 denotes the projection of the real
3D trajectory of the pursuer to the 2D plane. In this work, we
can only take the range measurement from the pursuer to the
target, i.e.,
d(t) = ‖p(t)− po(t)‖2.
Neither the target position or the pursuer position is accessible.
This is very useful for a notable example is that the pursuer
travels in GPS-denied environments and the target is a non-
cooperative intruder.
Our goal is to design a coordinate-free controller with range-
only measurements to drive the pursuer (2) to circumnavigate
the target (1) with a predefined radius rd. Mathematically,
(i) if po(t) ≡ po is constant, it holds that
lim
t→∞ |d(t)− rd| = limt→∞ |d˙(t)| = 0. (3)
(ii) if both ‖vo(t)‖2 ≤ v¯o and ‖ao(t)‖2 ≤ a¯o for all t ≥ t0,
there is a constant κ such that
lim sup
t→∞
|d(t)− rd| ≤ κ, (4)
where κ is proportional to v¯o and a¯o.
That is, the trajectory of the pursuer onto the plane in (3)
is expected to form an exact circle with the unknown target
position po and rd as its center and radius. In (4), the trajectory
is close to a circle with po(t) and rd as its moving center and
radius, the derivation of which is proportional to the maximum
speed and acceleration of the moving target. The requirement
that v¯o < v is natural as the target should not be faster than
the pursuer.
3In [1], the two objectives in (3) and (4) have also been simul-
taneously achieved for a single-integrator pursuer by further
using its own exact position information, which is essential
to their controller design. While in this work, we show it is
not necessary without sacrificing the final circumnavigating
performance.
III. CONTROLLER DESIGN
To achieve the objectives in (3) and (4), we propose two
controllers. (i) The first is the range-based controller in (6) by
using both the range and range rate measurements. It has a
simple PD-like form with a bias to eliminate the steady-state
circumnavigating error. A similar idea has been presented in
our preliminary work [33], which however only investigates
the case of a stationary target with the explicit range rate
feedback. (ii) The second is the range-only controller in (9) by
further designing an SOSM filter to perfectly recover the range
rate if both the linear speed and acceleration of the target are
bounded.
A. The PD-like controller with explicit range rate
To solve the circumnavigation problem, define the relative
tracking error and a saturation function as
e(t) =
d(t)− rd
rd
and sat(z) =
{
z, if |z| < 1,
sgn(z), if |z| ≥ 1, (5)
where sgn(·) is the standard sign function.
If the range rate d˙(t) is perfectly known, we propose a novel
PD-like range-based controller
ω(t) = ωc + c1e˙(t) + c2sat (e(t)) , (6)
where ci is a positive parameter to be designed and ωc = v/rd
is a bias to eliminate the steady-state circumnavigating error.
For example, if d(t) = rd and d˙(t) = 0 at some time t, then
ω(t) = ωc is the desired angular speed of the pursuer, and
if the target is stationary, the pursuer will keep this angular
speed all the time. The major difference from the standard PD
controller lies in the use of a saturation function to ensure that
the control parameters can be selected independently of the
initial states of the circumnavigation system. As the system
is inherently nonlinear, one cannot expect to use a linear
controller to complete the circumnavigation task. From this
perspective, our controller is the “simplest” one.
If the target is stationary, we show later in Proposition 1
that the range-based controller in (6) can even achieve an
exponential convergence with a fix set of parameters for any
initial condition. In comparison, the sliding mode approach
in [2] requires that the initial range to the target d(t0) is
sufficiently lager than the desired radius rd, and their controller
cannot achieve exact circumnavigation even for the case of a
stationary target, i.e., e(t) cannot exactly converge to zero.
The geometrical method in [23] uses a pair of a trigonometric
function and an inverse trigonometric function to drive the
pursuer towards the tangent point of an auxiliary circle, and
there is no control input when the pursuer enters this auxiliary
circle, which may result in large overshoot. Moreover, the
control parameters in [22] are determined by the maximum
range of the controller operating space. In [34], we have stud-
ied the closely related target encirclement problem under any
smooth pattern. Importantly, all the aforementioned controllers
are only concerned with the case of a stationary target, and
it is unclear whether their controllers can be extended to the
case of a moving target. Overall, our controller in (6) not only
has a simpler form but also can be used to circumnavigate a
moving target.
Since the controller of this work only uses the range-based
measurements between the pursuer and target, it is particularly
useful in GPS-denied environments and also substantially
different from [3], [16], [20], [36] as they need the pursuer
position.
B. The PD-like controller without explicit range rate
If the range rate d˙(t) is unknown and note that it is
ineffective to directly compute it by the differentiating method,
we design an SOSM filter [31] to estimate it, i.e.,
α˙1(t) = k1|d(t)− α1(t)|1/2sgn(d(t)− α1(t))
+ k2(d(t)− α1(t)) + α2(t),
α˙2(t) = k3sgn(d(t)− α1(t)) + k4(d(t)− α1(t)),
(7)
where ki is a positive filter parameter to be designed. If both
the linear speed and acceleration of the target are bounded,
we show later that there is a finite time T satisfying
d(t)− α1(t) = d˙(t)− α2(t) = 0, ∀t ≥ t0 + T. (8)
Thus, we directly replace e˙(t) in (6) by α2(t)/rd and obtain
the following range-only controller
ω(t) = ωc + c1/rd · α2(t) + c2sat (e(t)) . (9)
IV. MOVING TARGET CIRCUMNAVIGATION UNDER THE
RANGE-BASED CONTROLLER
If the target is stationary, we show in Proposition 1 that
the range-based controller in (6) can achieve an exponential
convergence with a fix set of parameters for any initial
condition. Otherwise, we show in Proportion 2 that the upper
bound of the circumnavigating error is explicitly proportional
to the maximum linear speed and acceleration of the moving
target.
A. The Stationary Target Circumnavigation
For a stationary target, i.e., v¯o = 0, let po be the unknown
position of the target. Consider a polar frame centered at the
target, we convert the dynamics in (2) from the Cartesian
coordinates into the following form
d˙(t) = v cosϕ(t),
ϕ˙(t) = ω(t)− v
d(t)
sinϕ(t),
(10)
where the angle ϕ(t) ∈ (−pi, pi] is formed by the direction that
the target points to the pursuer and the heading direction of
the pursuer, see Fig. 1. By convention, the counter-clockwise
4direction is set to be positive. From Fig. 1, we also have the
following relationship
ϕ(t) = θ(t)− φ(t),
where φ(t) is formed by the direction from the target to the
pursuer and the positive direction of x-axis. By Fig. 1, one can
easily observe that d(t) = rd and ϕ(t) = pi/2 is the desired
circumnavigation, which is also the equilibrium of (10).
Now, we show that the closed-loop system (10) with the
range-based controller in (6) is asymptotically stable with an
exponential convergence speed.
Proposition 1: Consider the circumnavigation system in (10)
under the PD-like controller in (6). Let x(t) = [d(t), ϕ(t)]′
and xe = [rd, pi/2]′. If the parameters of the controller are
selected to satisfy that
(c1 − 1)ωc > c2, (11)
there exists a finite t1 ≥ t0 such that
‖x(t)− xe‖ ≤ C‖x(t1)− xe‖ exp (−ρ(t− t1)) ,∀t > t1,
where ρ and C are two positive constants.
Proof: See Appendix A.
It is clear that the convergence speed to the equilibrium
is exponentially fast. Thus, arbitrarily small perturbations will
not result in large steady-state deviations form the equilibrium
[35, Section 9.2]. Moreover, the selection of control parame-
ters ci, i = 1, 2 is independent on d(t0). Our circumnavigation
objective is eventually achieved in the sense of (3).
B. The Moving Target Circumnavigation
If the target is moving, we decompose its forward velocity
vo(t) into v1(t) and v2(t), which denote the radial and tangen-
tial velocities of the target relative to the pursuer, respectively.
See Fig. 1 for illustrations. Then the dynamics between the
pursuer and the target is given by
d˙(t) = v cosϕ(t)− v1(t),
ϕ˙(t) = ω(t)− v
d(t)
sinϕ(t) +
v2(t)
d(t)
,
(12)
where
ϕ˙(t) = ω(t)− φ˙(t),
φ˙(t) =
v sinϕ(t)− v2(t)
d(t)
.
Now, we show that the circumnavigating error of the closed-
loop system (12) with the PD-like controller (6) is bounded
by a constant, which is proportional to the maximum linear
speed and acceleration of the target. This is also validated
by the simulations in Section VI-B. Moreover, we can reduce
the upper bound of the circumnavigating error by properly
increasing ci, i = 1, 2, with satisfying the conditions in
Proposition 2.
Proposition 2: Consider the target circumnavigation system
in (12) under the range-based controller in (6). If ‖vo(t)‖2 ≤
v¯o, ‖ao(t)‖2 ≤ a¯o, and the parameters of the controller are
selected to satisfy that
(c1 − 1)ωc > c2 + (c1 + 1)ωo,
c2 > max ((c1 + 1)ωo, 2ωc + 4ωo) ,
where ωo = v¯o/rd, there are finite κ > 0 of the form
κ = O
(
v + v¯o + a¯o
c2
+
v + v¯o
c1
)
(13)
and T1 > 0 such that lim supt→∞ |d(t) − rd| ≤ κ for all
d(t0) > 2rd + (v + v¯o)T1.
Proof: Let
z(t) = e˙(t) + c2/c1 · sat(e(t)). (14)
Firstly, we show the uniform boundedness of z(t), which
together with Lemma 2 of [2] implies that e(t) is also
uniformly bounded. To this end, consider a Lyapunov function
candidate
Vz(z) =
1
2
z2(t).
If d(t) ≥ 2rd, it follows from (6) and (12) that
z˙(t) =− c1ωcz(t) sinϕ(t)
−
(
ωc − v
d(t)
sinϕ(t) +
v2(t)
d(t)
)
ωc sinϕ(t) +
v˙1(t)
rd
.
Thus, we have that
V˙z(z) = −z2(t)c1ωc sinϕ(t)− z(t)× (15)((
ωc − v sinϕ(t)
d(t)
+
v2(t)
d(t)
)
ωc sinϕ(t) +
v˙1(t)
rd
)
< −z2(t)c1ωc sinϕ(t) + |z(t)|
(
ωc (ωc + ωo) +
a¯o
rd
)
.
If d(t) ∈ (rd/2, 2rd), it similarly holds that
V˙z(z) = −z2(t)c1ωc sinϕ(t)− z(t)×((
ωc − v sinϕ(t)
d(t)
+
v2(t)
d(t)
)
ωc sinϕ(t) +
v˙1(t)
rd
+
c2
c1
e˙(t)
)
< −z2(t)c1ωc sinϕ(t) (16)
+ |z(t)| (ωc (ωc + 2ωo) + a¯o/rd + c2(v + v¯o)/c1) .
In light of (15) and (16), if d(t) > rd/2 and sinϕ(t) ≥
sinϕ∗ > 0, where sinϕ∗ is to be given in (19), it implies that
V˙z(z) <− c1ωcz2(t) sinϕ∗
+ |z(t)| (ωc (ωc + 2ωo) + a¯o/rd + c2(v + v¯o)/c1) .
Thus, V˙z(z) < 0 holds for all
|z(t)| ≥ κ1
c1
=
ωc (ωc + 2ωo) + a¯o/rd + c2(v + v¯o)/c1
c1 · ωc sinϕ∗ .
This implies that |z(t)| will be bounded by κ1/c1.
Together (14) and Lemma 2 of [2], it eventually holds that
lim
t→∞ |d(t)− rd| ≤ κ = κ1rd/c2,
where
κ =
v + 2v¯o
c2 sinϕ∗
+
a¯o
c2ωc sinϕ∗
+
rd(v + v¯o)
c1ωc sinϕ∗
. (17)
5Then, we show that there exists a finite t1 ≥ t0 such that
sinϕ(t) ≥ sinϕ∗ > 0 for all t ≥ t1. Inserting (6) into (12)
leads to that
ϕ˙(t) = c1z(t) + v/rd − v/d(t) · sinϕ(t) + v2(t)/d(t) (18)
By (12) and (14), z(t)/rd = v cosϕ(t) − v1(t) + c2rd/c1 ·
sat(e(t)) and z(t) = 0 yields that
ϕ(t) = arccos
(
v1(t)− q1sat(e(t))
v
)
, where q1 =
c2rd
c1
.
(a) If ϕ(t0) ∈ [arccos((q1 + v¯o)/v), pi−arccos((−v∗−v¯o−
q1)/v)], where 0 < v∗ < v − v¯o − q1, then ϕ(t) will be also
in this region for all t ≥ t0. To elaborate it, when ϕ(t) =
arccos((q1 + v¯o)/v), i.e., z(t)/rd = q1 + q1sat(e(t)) + v¯o −
v1(t), it follows from (18) and the conditions in Proposition
2 that
ϕ˙(t) > c1/rd · (q1/2)− ωc − 2ωo > 0.
Similarly, ϕ(t) = pi − arccos((−v∗ − v¯o − q1)/v) leads to
that ϕ˙(t) < −c1/rd ·v∗+ωc+ωo < 0. Since ϕ(t) is continuous
with respect to t, the result follows.
(b) If ϕ(t0) /∈ [arccos((q1 + v¯o)/v), pi−arccos((−v∗− v¯o−
q1)/v)], we show in Lemma 4 of Appendix B that there is a
finite δ > 0 such that ϕ(t0 + δ) ∈ [arccos((q1 + v¯o)/v), pi −
arccos((−v∗ − v¯o − q1)/v)].
The above implies that there exists a finite t1 ≥ t0 such that
ϕ(t) ∈ [arccos((q1 + v¯o)/v), pi− arccos((−v∗ − v¯o − q1)/v)]
for all t ≥ t1, i.e.,
sinϕ(t) ≥ sinϕ∗ =
(
1− ((v∗ + v¯o + q1)/v)2
)1/2
(19)
for all t ≥ t1.
Since v∗ depends only on the control parameters in the form
of c2/c1, then (13) follows from (17).
By (13), one can easily conclude that the steady-state
circumnavigating error κ is proportional to the mobility of the
target, and can be made small by increasing the control param-
eters c1 and c2. If the target is stationary, e.g., v¯o = a¯o = 0,
then c1 and c2 can be selected arbitrarily large, in which case
the steady-state circumnavigating error will be close to zero.
V. MOVING TARGET CIRCUMNAVIGATION UNDER THE
RANGE-ONLY CONTROLLER
If the range rate d˙(t) is not explicitly available, we design
an SOSM filter in (7) to estimate it, and use the range-
only controller (9). A similar idea can also be found in
[23], which only focuses on stationary target circumnavigation.
Interestingly, a first-order filter and a washout filter are adopted
in [29] and [30], respectively.
Proposition 3: Consider the circumnavigation system in (12)
under the range-only controller in (9). If ‖vo(t)‖2 ≤ v¯o,
‖ao(t)‖2 ≤ a¯o, the parameters of the controller (9) and filter
(7) satisfy
(c1 − 1)ωc > c2 + (c1 + 1)ωo,
c2 > max ((c1 + 1)ωo, 2ωc + 4ωo) ,
k1 > 2σ2, k2 > σ
2
2 + 2σ2,
k3 > max
(
0, (k1 + 1)σ1/k1 − k21/2, σ1 − 2k21 − k21/(2k2)
)
,
k4 > max(0, k2/2− k22, k22(2k1 + 5σ1)/(k1 − 2σ2)),
where σ1 = 2ωcv+c1ωcv+c2v+ωcv¯o+a¯o and σ2 = c1ωc, and
d(t0) > 2rd + (v + v¯o)(T1 + T2), then there is a finite T2 > 0
such that
α1(t) = d(t) and α2(t) = d˙(t), ∀t > t0 + T2.
Moreover, lim supt→∞ |d(t) − rd| ≤ κ where κ and T1 are
given in Proposition 2.
Proof: In light of Proposition 2, we complete the proof
by showing that α1(t) = d(t) and α2(t) = d˙(t) for any t ≥
t0 +T2, where T2 is finite. Then, the circumnavigation system
(12) works as exactly the case using explicit the range rate
since t0+T2. Thus, all conditions in Proposition 2 are satisfied
including d(t0) > 2rd + (v + v¯o)T1.
To this end, we define the estimating errors as
ξ1(t) = d(t)− α1(t) and ξ2(t) = d˙(t)− α2(t).
Then it follows from (7) and (10) that
ξ˙1(t) =− k1|ξ1(t)|1/2sgn(ξ1(t))− k2ξ1(t) + ξ2(t),
ξ˙2(t) =− k3sgn(ξ1(t))− k4ξ1(t)+ (20)
v sinϕ(t)
(
ω(t)− v sinϕ(t)
d(t)
+
v2(t)
d(t)
)
+ v˙1(t),
where
ω(t) = ωc + c1/rd · (d˙(t)− ξ2(t)) + c2sat (e(t)) .
Let
f(ξ1, ξ2, t) = v sinϕ(t)
(
ω(t)− v sinϕ(t)
d(t)
+
v2(t)
d(t)
)
+ v˙1(t).
If d(t) > rd, it holds that
|f(ξ1(t), ξ2(t), t)| < σ1 + σ2|ξ2(t)|, (21)
where σ1 = 2ωcv+ c1ωcv+ c2v+ ωcv¯o + a¯o and σ2 = c1ωc.
Let ξ(t) =
[|ξ1(t)|1/2sgn(ξ1(t)), ξ1(t), ξ2(t)]′ and con-
sider the following Lyapunov function candidate
VΩ(ξ) = ξ
′Ωξ,
where
Ω =
1
2
4k4 + k21 k1k2 −k1k1k2 2k4 + k22 −k2
−k1 −k2 2
 .
Notice that VΩ(ξ) is continuous but not differentiable at
ξ1(t) = 0, which is positive definite and radially unbounded
if k3 > 0 and k4 > 0, i.e.,
λmin(Ω)‖ξ‖22 ≤ VΩ(ξ) ≤ λmax(Ω)‖ξ‖22, (22)
where λmin(Ω) and λmax(Ω) are the minimum eigenvalue and
maximum eigenvalue of Ω, respectively.
Taking the derivative of VΩ(ξ) along with (20) leads to that
V˙Ω(ξ) = −|ξ1(t)|−1/2ξ′Q1ξ − ξ′Q2ξ + 2ξ2(t)f(ξ1, ξ2, t)
− k2ξ1(t)f(ξ1, ξ2, t)− k1|ξ1(t)|1/2sgn(ξ1(t))f(ξ1, ξ2, t),
6where
Q1 =
k1
2
2k3 + k21 0 −k10 2k4 + 5k22 −3k1
−k1 −3k2 1
 and
Q2 = k2
k3 + 2k21 0 00 k4 + k22 −k2
0 −k2 1
 .
Together with (21), we have that
(a) |2ξ2(t)f(ξ1, ξ2, t)| ≤ 2|ξ2(t)| (σ1 + σ2|ξ2(t)|)
= 2σ1
1
|ξ1(t)|1/2
(
|ξ1(t)|1/2sgn(ξ1(t))|ξ2(t)|
)
+ 2σ2ξ
2
2(t)
≤ σ1|ξ1(t)|1/2
(|ξ1(t)|+ ξ22(t))+ 2σ2ξ22(t),
(b) | − k2ξ1(t)f(ξ1, ξ2, t)| ≤ k2|ξ1(t)| (σ1 + σ2|ξ2(t)|)
≤ k2σ1|ξ1(t)|+ (k22ξ21(t) + σ22ξ22(t))/2,
(c) | − k1|ξ1(t)|1/2sgn(ξ1(t))f(ξ1, ξ2, t)|
≤ |k1|ξ1(t)|−1/2sgn(ξ1(t))|(σ1 + σ2|ξ2(t)|)
≤ k1σ1|ξ1(t)|−1/2|ξ1(t)|2 + (k21|ξ1(t)|+ σ22ξ22(t))/2.
Then, it holds that
V˙Ω(ξ) ≤ −|ξ1(t)|−1/2ξ′(Q1 −Q3)ξ − ξ′(Q2 −Q4)ξ,
where
Q3 =
(k1 + 1)σ1 0 00 0 0
0 0 σ1
 and
Q4 =
k2σ1 + k21/2 0 00 k22/2 0
0 0 2σ2 + σ
2
2
 .
If k1 > 2σ1, k2 > 0, k3 > max(0, (k1 + 1)σ1/k1 − k21/2),
and k4 > k22(2k1 +5σ1)/(k1−2σ2), then Q1−Q3 is positive
definite. Similarly, the conditions k1 > 0, k2 > σ22+2σ2, k3 >
max(0, σ1 − 2k21 − k21/(2k2)) and k4 > max(0, k2/2 − k22)
lead to that Q2 −Q4 is positive definite.
Overall, the conditions on controller and filter paramters
ensure that
V˙Ω(ξ) ≤ −|ξ1(t)|−1/2ξ′(Q1 −Q3)ξ
≤ −|ξ1(t)|−1/2λmin(Q1 −Q3)‖ξ‖22. (23)
It follows from (22), (23), and the fact
|ξ1(t)|1/2 ≤ ‖ξ‖2 ≤ V 1/2Ω (ξ)/λ1/2min(Ω)
that
V˙Ω(ξ) ≤ −λ
1/2
min(Ω)
V 1/2(ξ)
λmin(Q1 −Q3)‖ξ‖22 ≤ −γV 1/2Ω (ξ),
where γ = λ
1/2
min(Ω)λmin(Q1−Q3)
λmax(Ω)
. By the comparison principle
[35], we finally have that
α1(t) = d(t) and α2(t) = d˙(t), ∀t > t0 + T2,
where T2 = 2V
1/2
Ω (ξ(t0))/γ
2. This implies that the controller
(9) is exactly identical to that in (6) for all t > t0 + T2 if
2We can set α1(t0) = d(t0) to reduce the convergence time T2 in the
implementation.
TABLE II
PARAMETERS OF THE RANGE-BASED CONTROLLER (6)
Parameter c1 c2
Value 200 30
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Fig. 2. Trajectories of the pursuer with different initial states.
d(t0 + T2) > 2rd + (v + v¯o)T1. The rest of the proof follow
from that of Proposition 2.
VI. SIMULATIONS
For brevity, we denote so(t) = [p′o(t),vo(t)]
′ and s(t) =
[p′(t), θ(t)]′ denote the states of the target and pursuer. The
linear speed of the pursuer is set as v = 0.5 m/s. Note that
simulations in Sections VI-A, VI-B and VI-C are performed
under the range-based controller (6), while Section VI-D and
VI-E are under the range-only controller (9). Furthermore,
we adopt a 6-DOF fixed-wing UAV and take the noisy
measurements into account in Section VI-E.
A. Stationary target circumnavigation
Let po(t0) = [0, 0]′. To test the global stability of the
proposed controller, we set eight different initial states
for the pursuer, i.e., s(t0) = [5, 0,−0.6pi], [0, 5, 0.5pi],
[−5, 0, pi], [0,−5,−0.5pi], [0.5, 0, 0.25pi], [0, 0.5, 0.75pi],
[−0.5, 0,−0.75pi], and [0,−0.5,−0.25pi], see Fig. 2. The
square and the arrow denote the initial position and course,
respectively. All trajectories of the pursuer form a circle
centered at the target with the radius rd = 2 m, under the
range-based controller (6) with the parameters in Table II.
Taking the trajectory staring at s(t0) = [5, 0,−0.6pi] as an
example, the distance d(t) and angle ϕ(t) versus time are
shown in Fig, 3. The dash lines represent the desired radius
rd = 2 and reference angle pi/2, respectively. It is clear that
the target circumnavigation task is eventually completed in the
sense of (3).
B. Moving target circumnavigation
Let so(t0) = [0, 0,−
√
2v¯o/2,−
√
2v¯o/2]
′, s(t0) =
[5, 0,−0.6pi]′, where v¯o = 0.15. Moreover, the acceleration
ao(t) of the target is generated by a uniform distribution, i.e.,
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Fig. 3. Distance d(t) and angle ϕ(t) versus time when the target is stationary.
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Fig. 4. Trajectories of the target and pursuer.
ao(t) ∼
√
2a¯o × U(−0.5, 0.5), where a¯o = 0.2. The control
parameters are selected as those in Table II. In this case, Fig. 4
shows the trajectories of the target and pursuer, where the
arrow denotes the initial course of the pursuer. Moreover, it
can be observed from Fig. 5 that ϕ(t) is trapped in a vicinity
of pi/2, moreover, both |d(t) − rd| and |z(t)| are bounded
by a small constant, as t → ∞. This validates the results of
Proposition 2.
C. Comparison with the existing methods
For comparison, we consider the constraint on control input
and let |ω(t)| ≤ ω¯, where ω¯ = 1 rad/s [2] in this subsection.
The comparison methods are the geometrical approach [23]
with parameters k = 1 and ra = 9.95, the switching approach
[24] with parameter k = 1.4/rd, the sliding mode approach
[2] with δ = 0.83 and γ = 0.3 and the backstepping approach
[34] with k1 = 20 and k2 = 0.3.
When the target is stationary, the performance comparison is
depicted in Fig. 6, wherein s(t0) = [3, 3,−0.75pi]′. One can
easily observe that all methods other than the sliding mode
approach can complete the task with zero steady-state error.
However, both the geometrical approach and the switching
approach have large overshoot.
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Fig. 5. Results versus time with a moving target: (a) circumnavigating error
d(t)− rd; (b) angle ϕ(t) and reference angle pi/2; (c) error z(t) = e˙(t) +
c2/c1 · e(t).
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Fig. 6. Performance comparison when the target is stationary.
If the target is moving as descried in Section VI-B, Fig. 7 il-
lustrates the results with so(t0) = [0, 0,−
√
2v¯o/2,−
√
2v¯o/2]
′
and s(t0) = [5, 0,−0.6pi]′. Since both the geometrical ap-
proach and the switching approach are deigned for the sta-
tionary target, they cannot solve the case of a moving target.
The performance of our controller is similar to that of the
sliding mode approach. However, the mean-square steady-state
circumnavigating error (MSSE)3 of our controller is 0.015
while that of the sliding mode approach is 0.101, in the time
interval from 160 s to 200 s, see the partially enlarged view of
Fig. 7. Moreover, Fig. 8 also illustrates that the range-based
controller (6) is more energy efficient than the sliding mode
approach.
Overall, the range-based controller in (6) outperforms the
methods in [2], [23], [24]. Particularly, our method is effective
in handling the problem of moving target circumnavigation.
D. Target Circumnavigation with Estimated Range Rate
In this subsection, we evaluate the controller (9) with
the estimated range rate α2(t) of the SOSM filter (7). The
3MSSE = 1
n
∑n
i=1(d(i)− rd)2 where i denotes the i-th time step.
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Fig. 7. Performance comparison when the target is moving.
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Fig. 8. Outputs of the sliding mode approach and our range-based controller
when the target is moving.
TABLE III
PARAMETERS OF THE RANGE-ONLY CONTROLLER (9) AND FILTER (7)
Parameter c1 c2 k1 k2 k3 k4
Value 8 1 4 8 0.01 200
parameters are selected as those in Table III, satisfying all
conditions in Proposition 3. Fig. 9 and Fig. 10 show the
trajectory of the pursuer with a desired radius rd = 2, the
estimated range rate α2(t) and actual range rate d˙(t). It can
be observed that α2(t) approaches d˙(t) in finite time.
E. Target Circumnavigation by a Fixed-wing UAV
Finally, a 6-DOF fixed-wing UAV is adopted to test the
effectiveness of the range-only controller (9), see Fig. 11.
To be consistent with the notions in [9], [37], we also apply
[pn, pe, pd]
′ and [φ, θ, ψ]′ to denote the position and orientation
of the UAV in the inertial coordinate frame, respectively.
Moreover, we use [u, v, w]′ and [p, q, r]′ to denote the linear
velocities and angular rates in the body frame. Due to the page
limitation, we omit details of the complicated mathematical
model of the UAV, which can be found in [37], and adopt
codes from [38] for the model. Trajectories of the target and
the UAV are shown in Fig. 12, where the circle and square
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Fig. 9. Performance of the controller (9) with estimated range rate α2(t).
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denote their initial positions and the desired radius is set as
400 m. Furthermore, the circumnavigating error is illustrated
by Fig. 13(a). The actual range rate and its estimated version
are depicted by Fig. 13(b), respectively. Note that the desired
altitude and forward speed of the UAV are set as −100 m and
30 m/s, which are possessed by the controllers in [38].
Then, consider the situation that range measurements are
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Fig. 12. 3D trajectories of the target and fixed-wing UAV.
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Fig. 14. Range and range rate versus time with measurement noises.
corrupted by an additive Gaussian noise, i.e.,
d(t) = ‖p(t)− po(t)‖2 + w(t),
where w(t) ∼ N (0, σ2). The range and range rate versus
time are depicted by Fig. 14 with rd = 400 and σ = 4. One
can observe that the maximum circumnavigating error (dash
line in Fig. 14) is not lager than 6 m, which implies that
the performance of the proposed controller is not significantly
degraded.
VII. CONCLUSION
In this paper, we have proposed a range-only controller
to drive an underactuated pursuer to circumnavigate a fully
actuated target with a predefined radius. Given that both the
range and range rate measurements are known, the proposed
controller has a simple PD-like form with a bias to eliminate
steady-state circumnavigating error. Thus, for a stationary
target, the controller can ensure global convergence and local
exponential stability near the equilibrium with zero steady-
state error. Moreover, we explicitly showed that the upper
bound of the circumnavigating error is proportional to the
maximum linear speed and acceleration of the target. Further-
more, we revised the range-based controller by replacing the
actual range rate with its estimated version by designing an
SOSM filter. Finally, the simulations validated our theoretical
results.
APPENDIX
A. Proof of Proposition 1
To prove Proposition 1, we first show that there exists a
finite time instant t1 ≥ t0 such that ϕ(t) ∈ [0, pi],∀t ≥ t1 for
any initial state, see Lemma 1. Then, the closed-loop system
in (10) under (6) is shown to be asymptotically stable with an
exponential convergence speed.
Lemma 1: Under the conditions in Proposition 1, there exists
a finite time instant t1 ≥ t0 such that ϕ(t) ∈ [0, pi], ∀t ≥ t1,
for any initial state ϕ(t0) ∈ (−pi, pi].
Proof: Inserting (9) to (10) yields that
ϕ˙(t) = ωc +
c1
rd
d˙(t) + c2sat
(
d(t)− rd
rd
)
− v sinϕ(t)
d(t)
. (24)
If ϕ(t) = 0, it follows from (24) that
ϕ˙(t) ≥ (1 + c1)ωc − c2 > 0. (25)
Similarly, ϕ(t) = pi leads to that
ϕ˙(t) ≤ (1− c1)ωc + c2 < 0. (26)
Together with the fact that ϕ˙(t) is continuous with respect
to t, it implies that ϕ(t) ∈ [0, pi] for all t ≥ t0 if ϕ(t0) ∈ [0, pi].
Next, we only need to show that there exists a finite time
instant t1 > t0 such that ϕ(t1) ∈ [0, pi] if ϕ(t0) ∈ (−pi, 0). To
this end, four cases in Fig. 15 are considered.
For the case in Fig. 15(a), i.e., d(t0) ∈ [rd,∞) and ϕ(t0) ∈
[−pi/2, 0), it follows from (10) and (24) that d˙(t0) ≥ 0 and
ϕ˙(t0) > ωc. Since ϕ˙(t) is continuous with respect to t, there
exists a δ > 0 such that ϕ(t0 + δ) > −pi/2 + δωc ≥ 0.
For the case in Fig. 15(b), i.e., d(t0) ∈ [rd,∞) and ϕ(t0) ∈
(−pi,−pi/2), it follows from (24) and (26) that{
ϕ˙(t) > 0, if ϕ(t) = −pi/2,
ϕ˙(t) < 0, if ϕ(t) = −pi.
Thus, there are three possible results after some finite time
δ > 0: (i) ϕ(t0 + δ) ≤ −pi and d(t0 + δ) ≥ rd, which is
equivalent to that ϕ(t0 + δ) ≥ 0; (ii) ϕ(t0 + δ) ≥ −pi/2
and d(t0 + δ) ≥ rd, which is the case shown in Fig. 15(a);
(iii) d(t0 + δ) < rd, which is to be shown in Fig. 15(c) and
Fig. 15(d).
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Fig. 15. Illustrations of the pursuer state.
When ϕ(t) = −pi/2 and d(t) > 0, it follows from (24) that
ϕ˙(t) =
c2
rdd(t)
(
d2(t) +
v − c2rd
c2
d(t) +
vrd
c2
)
. (27)
(a) If c2 < (3 + 2
√
2)ωc, then (27) yields that ϕ˙(t) > 0.
(b) If c2 ≥ (3 + 2
√
2)ωc, there may exist x0 = [d∗,−pi/2]′
such that ϕ˙(t) = 0, where d∗ ∈ (0, rd). However, the
equilibrium x0 is unstable and there is no closed orbit
around it. The verification will be shown later.
Overall, there are only two possibilities after some finite δ >
0: (i) d(t0 + δ) ≥ rd and ϕ(t0 + δ) ∈ [−pi/2, 0), which is
Fig. 15(a); (ii) ϕ(t0 + δ) ∈ [0, pi]. Then, we conclude that
there exists a finite time instant t1 such that ϕ(t1) ∈ [0, pi] for
any initial ϕ(t0) ∈ (−pi, 0).
To prove (b), we linearize the system in (10) around x0 as
follows
x˙(t) = A(x(t)− x0),
where the Jacobian matrix A is directly obtained as
A =
[
0 v
c2/rd − v/d2∗ c1ωc
]
.
It is clear that matrix A at least has one unstable eigenvalue.
To be more specific, (i) when c2 = (3 + 2
√
2)ωc, the unique
equilibrium is x0 = [rd/2 − v/(2c2),−pi/2]′, and the other
eigenvalue of A is zero; (ii) c2 > (3+2
√
2)ωc, the equilibrium
point lying in (rd/2− v/(2c2), rd) is a saddle, and the other
is an unstable node or focus. In any case of (i) and (ii),
all trajectories starting near x0 will diverse away from it
in finite time [35]. However, this is only local performance
and it is not sufficient to conclude that there are no closed
orbits around the equilibrium lying in (0, rd/2− v/(2c2)) by
Lemma 2.1 (Poincare´-Bendixson Criterion) and Corollary 2.1
of [35]. To rule out this case, we apply the Dulac’s Criterion
of [39, Section 7.2] by selecting a continuously differentiable,
real-value function g(x) = x1(t). When x1(t) ∈ (0, rd) and
x2(t) ∈ (−pi, 0), it holds that
∂(g(x)x˙1)
∂x1
+
∂(g(x)x˙2)
∂x2
= −c1ωcx1(t) sinx2(t) > 0.
Thus, there is no closed orbit when the pursuer travels in the
region x1(t) ∈ (0, rd) and x2(t) ∈ (−pi, 0).
Lemma 2: Under the conditions in Proposition 1, the closed-
loop system in (10) is asymptotically stable.
Proof: By Lemma 1, there exists a finite t1 such that
x2(t) ∈ [0, pi], ∀t ≥ t1.
Consider a Lyapunov function candidate [24] as
V (x) =
∫ x1(t)
rd
c2sat
(
τ − rd
rd
)
dτ+∫ x1(t)
rd
(
1
rd
− 1
τ
)
dτ + 1− sinx2(t).
Taking the time derivative of V (x) along with (10) leads to
that
V˙ (x) = c2sat (e(t)) x˙1(t)−
(
ω(t)− v sinx2(t)
x1(t)
)
cosx2(t)
=− v cosx2(t)×(
v
x1(t)
− v
x1(t)
sinx2(t) + c1ωc cosx2(t)
)
. (28)
(a) If x2(t) ∈ [0, pi/2], we have that cosx2(t) ≥ 0, and 1 −
sinx2(t) ≥ 0. It follows from (28) that
V˙ (x) ≤ 0.
(b) If x2(t) ∈ (pi/2, pi], then cosx2(t) < 0. To determine the
sign of V˙ (x), three cases are considered as follows.
(i) For x1(t) ≥ rd, we have that
c1ωc cosx2(t) < ωc cosx2(t) ≤ v/x1(t) · cosx2(t),
where the inequality uses the fact c1 > 1 in (11).
Consequently, it follows from (28) that V˙ (x) < 0.
(ii) For v/(c1ωc) < x1(t) < rd, it holds that
x1(t) > − v
c1ωc
1− sinx2
cosx2
,
which yields that
v
x1(t)
− v
x1(t)
sinx2(t) + c1ωc cosx2(t) < 0.
Jointly with (28), it can be easily verified that V˙ (x) < 0.
(iii) For 0 < x1(t) ≤ v/(c1ωc), it follows from (24) that
x˙2(t) ≤ ωc + c2
rd
(d(t)− rd) + c1ωc(cosϕ(t)− sinϕ(t))
< ωc − c1ωc + c2/rd · (d(t)− rd)
< ωc − c1ωc < 0.
This implies that x2(t) will enter the region [0, pi/2] in
some finite time. When x2(t) = pi/2, it holds that
x˙2(t) > 0, if x1(t) ∈ (0, rd),
x˙2(t) = 0, if x1(t) = rd,
x˙2(t) < 0, if x1(t) ∈ (rd,∞).
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Thus, the pursuer states never return to 0 < x1(t) ≤
v/c1ωc and pi/2 < x2 ≤ pi. Finally, we have V˙ (x) ≤ 0
by case (a).
However, V˙ (x) is not negative definite, since V˙ (x) = 0
for x2(t) = pi/2 and any x1(t). Let S = {x|V˙ (x) = 0}, and
suppose that x˜e is an element of S except xe. Then
x˙2|x=x˜e = ωc − v/x1(t) + c2sat (e(t)) 6= 0.
So, no solution can stay identically in S other than the trivial
solution x(t) ≡ xe.
Moreover, V (x) is nonnegative, and V (x) > 0, ∀x 6= xe.
By the LaSalle’s invariance theorem [35, Corollary 4.1], xe is
an asymptotically stable equilibrium of the closed-loop system
in (10) under the range-based controller (6).
If a closed-loop system is locally exponentially stable near
the equilibrium, then this system is robust against perturbations
[24], [35]. Lemma 3 further shows that the range-based
controller in (6) can ensure that xe is an exponentially stable
equilibrium.
Lemma 3: Under the conditions in Proposition 1, there exists
a finite t1 ≥ t0 such that
‖x(t)− xe‖ ≤ C‖x(t1)− xe‖ exp (−ρ(t− t1)) ,∀t > t1,
where ρ and C are two positive constants.
Proof: By Lemma 2, the closed-loop system (10) has a
globally stable equilibrium xe. Thus, the closed-loop system
in (10) near this equilibrium can be written as
x˙1(t) = v cosx2(t),
x˙2(t) = ωc + c1ωc cosx2(t) + c2/rd · (x1(t)− rd)
− (v sinx2(t))/x1(t).
(29)
Then, the linearization around xe is directly obtained from
(29) that
x˙(t) = F (x(t)− xe), (30)
where the Jacobian matrix F is given as
F =
[
0 −v
c2/rd + ωc/rd −c1ωc
]
.
Obviously, both the eigenvalues of F have negative real part,
i.e., F is Hurwitz.
Let D = {x|V (x) ≤ b}, where b > 0. If b is sufficiently
small, then d(t) is sufficiently close to rd and ϕ(t) is suffi-
ciently close to pi/2. Furthermore, the closed-loop system in
(29) is continuously differentiable in D. By [35, Corollary 4.3],
xe is an exponentially stable equilibrium for the closed-loop
system in (10).
Thus, there exists a finite t1 such that x(t) ∈ D for all
t > t1. And it follows from (30) that the trajectory of this
system satisfies that
x(t)− xe = Q exp(Λ(t− t1))Q−1(x(t1)− xe),∀t > t1,
where F = QΛQ−1, Λ = diag(λ1, λ2), and λi, i = 1, 2 are
the eigenvalues of matrix F . Finally, it holds that
‖x(t)− xe‖ = ‖Q exp(Λ(t− t1))Q−1(x(t1)− xe)‖
≤ C‖x(t1)− xe‖ exp(−ρ(t− t1)),
where C = ‖Q‖‖Q−1‖, ∆ = (c1ωc)2 − 4(c2ωc + ω2c ), and
ρ =
{
(c1ωc −
√
∆)/2, if ∆ > 0,
c1ωc/2, if ∆ ≤ 0.
Proof of Proposition 1. In Lemma 1, it has been proved
that there exists a finite time instant t1 ≥ t0 such that ϕ(t) ∈
[0, pi], ∀t ≥ t1, for any initial state ϕ(t0) ∈ (−pi, pi]. Then, the
closed-loop system in (10) asymptotically converges to the
equilibrium xe in light of Lemma 2. Furthermore, xe is an
exponentially stable equilibrium by Lemma 3.
B. Proof of Proposition 2
Lemma 4: Under the conditions in Proposition 2, there is
a finite t1 ≥ t0 such that ϕ(t1) ∈ [arccos((q1 + v¯o)/v), pi −
arccos(−v∗ − v¯o − q1)/v)] and d(t1) > 2rd, where q1 =
c2rd/c1.
Proof: If ϕ(t0) ∈ [arccos((q1 + v¯o)/v), pi −
arccos((−v∗ − v¯o − q1)/v)], the proof is finished. Thus, we
only need to analyze the case that ϕ(t0) does not belong to
the foregoing region.
When d(t) ≥ 2rd, it follows from (18) that
ϕ˙(t) = c1/rd · (v cosϕ(t)− v1(t) + q1)
+ v/rd − v sinϕ(t)/d(t) + v2(t)/d(t). (31)
(i) If ϕ(t) ∈ (− arccos((v¯o− q1)/v), arccos((q1 + v¯o)/v)),
then (31) leads to that
ϕ˙(t) > (v − v¯o)/2rd + c1/rd · (v¯o − v1(t)) > 0.
(ii) If ϕ(t) ∈ (pi−arccos((−v∗− v¯o−q1)/v), pi]∩(−pi,−pi+
arccos((−v∗− v¯o−q1)/v)], where 0 < v∗ < v− v¯o−q1,
then it follows from (18) and the conditions in Proposition
2 that
ϕ˙(t) < −c1/rd · v∗ + ωc + ωo < 0. (32)
Moreover, the maximum time for ϕ(t) to pass through
pi − arccos((−v∗ − v¯o − q1)/v) is given as
T3 =
2 arccos((−v∗ − v¯o − q1)/v)
c1/rd · v∗ − ωc − ωo .
(iii) If ϕ(t) ∈ (−pi + arccos((−v∗ − v¯o −
q1)/v),− arccos((v¯o − q1)/v)), then ϕ(t) either
enters case (i) or case (ii) in a finite time, by (15) and
Lemma 6.1 of [2]. That is
T4 = max
(
pi
c1/rd · v∗ − ωc − ωo ,
pi
c2 − c1ωo
)
.
The analysis is of the same as that of Lemma 1 and is
omitted.
Thus, there is a finite t1 ≥ t0 such that ϕ(t1) ∈ [arccos((v¯o+
q1)/v), pi − arccos((−v∗ − v¯o − q1)/v)].
Furthermore, we consider the variation of d(t) meanwhile
ϕ(t) enters the desired region. Case (i) implies that d˙(t) > 0
by (12). Hence, only cases (ii) and (iii) may result in the
decrease of d(t). Therefore, it holds that d(t1) > 2rd by
d(t0) > 2rd + (v + v¯o)T1 where T1 = T3 + T4.
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