Introduction
============

Risk factors have always been the main focus of epidemiologists' search for causes of disease. Nevertheless, we also have a long history of incorporating information about mechanisms of disease. Attention to lipid profiles in blood and tissue dates back to the 1950s \[[@r1]\]. This was soon followed by efforts to understand the role of lipids in coronary artery disease \[[@r2]\] and a clinical trial to test if lipids really were in the causal chain \[[@r3]\].

Some epidemiologists were quick to incorporate molecular information provided by microarrays \[[@r4],[@r5]\]. What we offer in this paper is encouragement to continue in this tradition to improve what we do by incorporating improved sources of information.

The integration of intra-individual processes with population-based knowledge challenges the current separation of experimental and theoretical approaches. Basic laboratory research in the life sciences can be conceptualized as the search for mechanisms \[[@r6],[@r7]\]. The idea is that a formal description of the mechanism underlying a biologic phenomenon will contribute to a causal explanation for its occurrence.

The notion of mechanisms is particularly dominant in systems biology, where intra- and inter-cellular processes are frequently experimentally and theoretically investigated in terms of networks and pathways. Knowledge of the structure of the network/pathway and the biophysical details of the interactions allows better understanding of the cellular mechanisms underlying cell functions \[[@r8]\].

The notion of mechanism appears to play a less important role in epidemiology, although this is slowly beginning to change \[[@r9]\]. For example, epidemiologists and those who study the epigenome are working together to gather data that are likely to allow modeling of disease occurrence based on data collected over decades \[[@r10]\]. Also gaining acceptance is the recognition that the contributions of social interactions to psychiatric disorders and behavioral dysfunctions are via epigenetic phenomena \[[@r11]\]. To contribute to advanced mechanistic knowledge in this area of study, epidemiologists need the assistance of those who are most knowledgeable about measuring epigenetic phenomena and mechanisms.

Perhaps part of their reluctance to talk about mechanisms reflects epidemiologists' preference for the probabilistic view of causal inference \[[@r12]\], while causal mechanisms are often considered deterministic in biology, although computational scientists who study biological regulatory networks begin to appreciate both deterministic and stochastic approaches \[[@r13]\]. However, we agree with Glymour and Cheng who wrote in 1998 that "a disconnection between mechanisms, on the one hand, and probabilistic patterns, on the other, puts everything on a false footing". \[[@r14]\] Still, the predominant focus on individual component causes of disease in both pathogenesis and etiology research might miss the many potential interactions between components \[[@r15]\]. Even gene-environment interaction studies tend not to go beyond two components. Consequently, they contribute minimally to the elucidation of network dynamics of disease causation as a whole.

Mathematical modeling can expose erroneous assumptions, define and validate working hypotheses, and guide the design of novel experiments and studies \[[@r16]\]. In systems biology, the structure of interaction maps encodes feedback mechanisms that can be used to explain biological phenomena in terms of the system\'s robustness, sensitivity, stability. To this end, the models do not have to be based on biochemical or biophysical principles but can be phenomenological \[[@r17]\]. The pharmacologist James Black poignantly explained in his Nobel lecture that "models \[\...\] are not meant to be descriptions, pathetic descriptions, of nature; they are designed to be accurate descriptions of our pathetic thinking about nature." However, it is also possible, that just as weather forecasting still has limitations despite the use of cutting edge technology and multivariable prediction algorithms, systems epidemiology will not achieve the promise that some hope for it.

In this paper, we suggest that systems epidemiology might be a promising way to supplement systems biology, with the goal of reducing disease burden at the individual \[[@r18]\] and population levels \[[@r19]\]. In essence, we propose a systems epidemiology modeled after systems biology \[[@r20]-[@r24]\] and conceptualized as an integration of good old-fashioned black box epidemiology \[[@r25]\] with mathematical modeling and computational simulation \[[@r26]\] ([Figure 1](#f1){ref-type="fig"}). We define "systems epidemiology" as an epidemiologic approach to risk identification that includes (i) systems-level (e.g., omics) exposure measurements at (ii) multiple levels (sociodemographic, clinical, biological, etc), (iii) network analyses of inter-relationships among risk factors, and (iv) computational simulation of risk scenarios in parallel to data-driven biostatistical risk modeling. As such, systems epidemiology need not be seen as a replacement for conventional epidemiologic methods. Rather, systems epidemiology should be seen as a supplemental approach that has advantages that conventional epidemiologic studies lack.
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In essence, we view systems epidemiology rather broadly. Some components of studies that are needed for a full systems epidemiology study can be viewed as getting closer to that goal. For example, epidemiologic studies that collect data that can be used by molecular biologists enable the expansion and transformation of such a study from an epidemiologic study of proteins, DNA methylation, or gene activation in prospective cohorts to a systems epidemiology study that allows an evaluation of the complexity of the relationships among exposures, biomarkers, and diseases \[[@r27],[@r28]\]. Even limited studies can have the capacity to evaluate relatively simple models, such as multi-hit models of disease risk \[[@r29]\].

In the next section, we introduce the main concepts from general systems theory, systems biology, and systems medicine, as well as define some of the words used in these fields (e.g., systems, network, complexity). In the subsequent section, we review and discuss the six publications that emphasize a conceptual definition of "systems epidemiology" by using the term in the title. In the fourth section, we offer our vision of systems epidemiology as an integration of epidemiologic methods and computational simulation.

Systems theory, biology, and medicine
=====================================

Systems science is rooted in systems theory, which was developed in the first half of the 20th century (see \[[@r30]\] for a brief historical overview and \[[@r31]\] for a philosophical perspective.) A system can be defined as "a complex of interacting components together with the relationships among them that permit the identification of a boundary-maintaining entity or process". \[[@r32]\] In the previous sentence, "system" is defined as a complex of components. This meaning of the word "complex" goes back to Ludwig von Bertalanffy, who coined the term "general system theory" \[[@r33]\] and wrote about "complexes of 'elements'" in his chapter on mathematical underpinnings of system concepts. He considered the analysis of biological systems one of the main goals of general system theory \[[@r33]\]. Applied to living systems, the concepts of organization, hierarchy, and interaction of biological phenomena lead to the notions of feedback loops and mechanistic processes \[[@r30]\].

The method of classical science has relied on the strategy of \'reduction to components,\' an approach that emphasizes the study of how one molecule, one cell, or one organ responds to a stimulus \[[@r32]\]. In contrast, the systems approach promotes 'expansion to dynamics,' which can identify how complex sets of components behave when exposed to a complex set of influences. This emphasis on relationships between system components (rather than the components themselves) gives rise to the concept of emergence, "the appearance of novel characteristics exhibited on the level of the whole ensemble, but not by the components in isolation". \[[@r32]\] In essence, part of the "systems view" in science is that by studying networks of interacting phenomena, we can understand their function and their emergent properties better than by studying each component (or a few of them) in isolation.

This emphasis on relationships among components is familiar to the epidemiologist who studies context and interactions \[[@r34],[@r35]\], as well as to those who study non-linear relationships \[[@r36]-[@r38]\]. Thus, epidemiology appears to have incorporated elements of a systems approach without calling attention to this transition. For example, the concept that obesity and other disorders can "spread through social networks" has been well recognized by those who study \[[@r39],[@r40]\] and model \[[@r41]\] social transmission dynamics. We see the modeling of social dynamics as contributing to a better understanding of the disease occurrence in populations.

Applying a systems level approach to biological research was proposed at the turn of the millennium \[[@r20]-[@r24]\]. Hiroaki Kitano wrote in 2002 that "cells, tissues, organs, organisms and ecological webs are systems of components whose specific interactions have been defined by evolution; thus a system-level understanding should be the prime goal of biology. ... A combination of experimental and computational approaches is expected to resolve this problem \[of the intrinsic complexity of biological systems\]". \[[@r24]\] The goal is to achieve a systems-level understanding of both "interrelationships (organization or structure) and interactions (dynamics or behavior) of genes, proteins, and metabolites". \[[@r20]\]

Thus, systems biology focuses on the interaction of components of biological systems, and their components. Moreover, it proposes that experimental and computational work be conducted in parallel. This approach has been implemented most impressively at the cellular level, for example, with biochemical receptor signaling pathways \[[@r42]-[@r44]\]. One recent example of a research program that goes beyond the single cell level is the integration of experimental and computational studies designed to better understand sprouting angiogenesis, a concept crucially important, for example, in developmental processes and cancer pathogenesis \[[@r45]\].

The application of systems biology principles in complex disease etiology research and diagnostics has been called "network medicine". \[[@r46]\] Others suggest that systems biology be brought to the bedside under the name "systems medicine". \[[@r47]-[@r50]\] As advances in high-throughput technologies push the many "omics"-perspectives in biomedical research from structure to function, their utilization in systems biology and systems epidemiology might help identify organizing principles \[[@r51]\].

Systems medicine applies the tools and concepts from systems biology and addresses complexity in two key ways. First, systems medicine uses molecular diagnostics to stratify patients and diseases to better characterize and understand disease complexity \[[@r47]\]. By applying a network-level view of disease to create disease networks, systems medicine will overcome current limitations in drug discovery by identifying important functional and regulatory modules within these networks \[[@r52]\]. Then, by analyzing and targeting hubs---the most highly interconnected nodes---within these regulatory networks, and enzymatic activity in metabolic networks, network-based approaches will be able to explore the effects of various drugs in mathematical models \[[@r53]\]. Such studies might improve not only our understanding of drug-response phenotypes, but will hopefully also help us tailor treatments to an individual's drug metabolism.

"Systems epidemiology" in the literature
========================================

Often described as the "basic science" science of public health, epidemiology is concerned with the distribution, determinants and deterrents of disease occurrence in human populations \[[@r54]\]. With the ever growing number of newly identified risk factors, the single level approach of black-box epidemiology continues to face criticism \[[@r55],[@r56]\]. By focusing on individual risk factors of disease, studies are unlikely to appreciate potentially important interactions between risk factors and the resulting alterations to network dynamics \[[@r57]\]. Feedback loops among risk factors, for example, might remain undetected. New analytical and systematic methods are needed to help those who want to uncover complex biochemical pathways \[[@r58]\]. We are confident that a systems approach to illness causation research will improve our understanding of etiologic mechanisms, and help translate complex data into knowledge relevant for medicine and public health.

While systems thinking has been embraced in biology and medicine, its adoption by public health has yet to take shape \[[@r19]\]. As it has surfaced in the literature, the term "systems epidemiology" has been given various meanings. Before we discuss our own vision of "systems epidemiology", we briefly review and discuss six publications whose authors emphasize a conceptual definition of "systems epidemiology" by using the term in their title \[[@r56],[@r57],[@r59]-[@r62]\].

In what follows, we offer a few brief paragraphs trying to extract the meaning of "systems epidemiology" as used by the authors of these publications. We then attempt to integrate their commonalities into a framework for etio-pathogenetic research at the systems level.

In the field of cancer epidemiology, Lund and Dumeaux define "systems epidemiology" as "a new research discipline that seeks to integrate pathways analyses into observational study designs to improve the understanding of biological processes in the human organism". \[[@r62]\] Although the authors consider systems epidemiology the "observational counterpart to systems biology", they do not go beyond the "expansion of gene-environment epidemiologic studies with analyses of the transcriptome". They suggest that in what they call a "globolomic design", mRNA and miRNA analyses will "open the black box" and provide insight into biologic pathways, and even add "understanding to the concept of causality in epidemiology." Study designs that consider the trajectory of gene expression in multistep carcinogenesis and changes in lifestyle of study participants would shed light on the interplay between risk factors and the effects that changes in risk factors have on each other.

Similar to Lund and Dumeaux in cancer research, Frank Hu proposes incorporating metabolomics data in epidemiological studies of diabetes \[[@r56]\]. He suggests that incorporating recent advances in high-throughput analytic techniques into human observational studies of novel metabolite biomarkers might allow a shift "from the traditional black-box strategy to a systems approach". Nevertheless, he closes on a cautionary note by saying that "although the systems epidemiology approach can offer deeper understanding of molecular pathways underlying epidemiologic observations, whether it can improve early disease detection, clinical diagnosis, and prognosis, and contribute to personalized prevention and treatment remains to be seen." Still, Hu and Cornelis suggest that nutritional systems epidemiology will lead to "improved personalized optimal nutrition for prevention and treatment of disease" (emphasis in original) \[[@r63]\].

In order to bridge the gaps between systems biology and traditional epidemiology, we must go beyond the data-rich environment of the human genome, and include data from socioeconomic and environmental levels of interaction. Infectious disease researchers have proposed a role for systems epidemiology in developing a more comprehensive understanding of tuberculosis \[[@r60],[@r61]\]. While systems biology addresses biological aspects of infectious disease, systems epidemiology incorporates epidemiology, sociology, evolutionary biology, and ecology to describe physical and social environments. It also has the potential to provide a better understanding of host and pathogen interactions at levels beyond pathogenicity.

High through-put microarrays of proteins, gene expression, and epigenetic markers, as well as other biomarkers, provide the potential to extend phenotyping to include the response of a cell or tissue to stimuli. Add high-resolution imaging techniques with their capability to assess function as well as structure and you have the potential "to derive genome-wide molecular networks of genotype-phenotype associations" called ''phenomics" \[[@r64]\] and "deep phenotyping" \[[@r57],[@r65]\]. The latter term reflects a tendency in the high-tech community, to apply the adjective 'deep' to mean 'comprehensive' and 'thorough'. One important benefit of 'deep phenotyping' would be its potential to reduce misclassification by refining risk classification \[[@r57]\].

Finally, Joffe and colleagues describe the use of diagrammatic modeling in epidemiology and propose the adoption of system-wide models to include multiple interactions in causal analyses \[[@r59]\]. This version of systems epidemiology addresses the philosophy of causation, a key challenge for the progress of illness causation research.

Three themes, plus one
======================

Three themes emerge from the views of systems epidemiology provided in the previous section. Perhaps a bit surprisingly, all three are not really novel to epidemiologic theory.

First, multiple authors think that systems epidemiology will open the black box between exposure and outcome. While some have postulated that traditional epidemiology is incapable of doing this \[[@r66]\], others think it can \[[@r25],[@r67],[@r68]\]. In particular, we are in full agreement with Hafeman and Schwartz, who suggest that we should not discard the 'black box' approach altogether, but instead use existing methods to open it, e.g., mediation analysis \[[@r68]\]. One textbook of molecular epidemiology \[[@r69]\] suggests that measurement of multiple consecutive molecular markers of disease progression, together with markers of susceptibility can provide some insight into the contents of the black box \[[@r70]\]. Apparently, what is now proposed under the heading of systems epidemiology as "globolomics" \[[@r62]\] or "deep phenotyping" \[[@r57]\] might be not much more than molecular or genetic epidemiology, albeit at a finer resolution.

Second, at least two groups of authors stress the point that systems epidemiology should not only be thought of as the measurement of molecular markers, but should also include the study of "behavioral, sociodemographic, and group levels that may influence health and disease" \[[@r57]\], as well as ecologic and evolutionary factors \[[@r61]\]. This integration of multiple levels, layers, or scales of phenomena to be explained is familiar to epidemiologists and statisticians \[[@r71]-[@r73]\], as well as to those who think about general concepts of computational disease modeling \[[@r74]-[@r76]\].

Systems epidemiology as described in the six papers cited above is a blend of traditional genetic and molecular epidemiology that includes biomarker-environment (inter-level) interaction analyses. Although these concepts are certainly encouraging, the question remains how to design and perform analyses of intra-level interactions.

Third, the "paradox of ever-increasing measurement capabilities followed by decreasing abilities to translate basic mechanistic knowledge into clinically effective therapeutics \" \[[@r57]\] cannot be tackled without the development of new strategies that guide us in our interpretation of data. The need to clarify how we think about complex systems studies has encouraged some to think and write about the issue of causation and causal inference in systems epidemiology \[[@r59],[@r77]\]. Current work in this area \[[@r78]-[@r81]\] continues a longstanding tradition in epidemiologic thinking \[[@r15],[@r82],[@r83]\].

While black box elucidation, multilevel analysis, and causal inference appear to be of overall importance for systems epidemiology, one key hallmark of systems biology methods, computational modeling, is prominently absent from all six conceptions of systems epidemiology. Just as computational modeling is considered crucial for systems biology in order to compare results from top-down computational models with data from bottom-up experimental studies \[[@r20]\], we suggest that modeling and simulation are crucial for systems epidemiology ([Figure 1](#f1){ref-type="fig"}).

We proceed with the expectation that computational studies will help improve our understanding of disease processes, in part, by enabling us to go back and forth between epidemiologic observation and computational model, iteratively comparing what has been simulated *in silico* to what we observe *in vivo*. The result is either a validation of the current computational model, or a modification that brings the model closer to reality. Yes, it will be difficult or even impossible to simulate multilevel study designs in detail. However, we are convinced that certain modeling techniques will be helpful. For example, the recursive Bayesian net formalism \[[@r84]\], although based on acyclic graph theory, allows for a causal relationship to cause the elements of a similar relationship at a different level, thereby enabling us to model quasi-feedback linkage points between levels.

Most importantly, we hold that computational studies will provide systems epidemiologists with the capacity to model the interactions between observed risk factors, thereby elucidating purportedly complex interactions among exposures and the resulting processes that lead to human disease \[[@r57]\]. Indeed, the idea of integrating mathematical modeling/simulation with epidemiologic studies has a longstanding tradition in infectious disease research \[[@r85]-[@r87]\] that continues in cancer epidemiology \[[@r88]\], prevention research \[[@r26]\], environmental epidemiology \[[@r89]\], and chronic disease epidemiology \[[@r90]\]. None of these recent citations features the term "systems epidemiology".

Any kind of biologic simulation needs to be validated appropriately. Simple and complex ways of model verification and validation need to be considered and applied in an ongoing fashion over the model's entire "life cycle". \[[@r91]\]

How can systems biology and systems epidemiology be integrated? We expect that computational models of pathogenetic mechanisms from systems biology will soon be included in computational etiology models that simulate occurrence of disease in humans. Such an integration of methods will likely help usher in the next epoch of disease causation research, accommodating both theory and methods decades old and state of the art data analysis/modeling.

Critical to these efforts will be an ongoing interdisciplinary discourse ([Figure 1](#f1){ref-type="fig"}). Only if systems biologists and epidemiologists intensify their conversation can all this be achieved. We acknowledge that a general level of understanding will be difficult to achieve due to the very different underlying assumptions, modes of thinking, and scientific languages spoken in wet and dry labs. Nevertheless, improved communication between experimentalists and modelers in systems biology, between epidemiologists and modelers in systems epidemiology, and among all four groups of investigators should lead to a common vocabulary and mutually-beneficial enlightenment.

Many experimentalists have a hypothesis before they do their experiments. In essence, they accept the iterative approach of modifying their hypothesis based on what they most recently found. In systems biology this process is realized in iterative cycles of data-driven modeling and model-driven experimentation. In essence, hypotheses can be formulated and validated with computational modeling. However, the goal of modeling is more than prediction. Instead, modeling provides a way of thinking, a workflow, that amongst other things guides data collection and improves understanding \[[@r92]\].

The term "*in silico*," coined little more than two decades ago, is applied to computer simulation \[[@r93]\]. Two important characteristics of many of these analyses are the concepts of homeostasis and \'feedback\'. Homeostasis is the regulation of a system to maintain a stable, constant condition. In order to induce, prevent or recover from a change or perturbation, information of the state of the system must be \'fed back\'. Feedback therefore implies a \'before\' and \'after\', which is why we can only understand cellular functions and their underlying mechanisms by treating them as dynamic systems.

Homeostatic regulation allows an organism to function effectively in a broad range of environmental conditions and many diseases are considered a disturbance of homeostasis (homeostatic imbalance). In this context, allostasis is described as the process of achieving or re-establishing homeostasis through physiological change. While homeostasis emphasizes the resting condition and resistance to change, allostasis emphasizes change as a process to regain balance. In essence, allostasis is the resetting of the homeostat at a new set point.

Concepts like homeostasis, allostasis (through feedback control and regulation), and harmony (through coordination) are used to explain some form of functional stability in biological systems -- the ability of a subsystem to retain its function when it is subjected to perturbations. The dynamics of (sub)systems any level of functional organization (reactions to tissue physiology) are integrated across levels of structural organization, from molecules and cells, to tissue and organ systems. A complex system, such as an organ is thus dynamic at different levels.

A more general and thus more appropriate principle to explain functional stability in organisms is homeodynamics, understood as a dynamic version of homeostasis across multiple levels of organization (e.g. from cell to tissue and organ system). Generally, a shift of focus from stasis to dynamics places the focus on adaptation, rather than stability. In epidemiology, these conceptual developments still await proper recognition \[[@r94]\].

Limitations of this discussion
==============================

The small number of publications on the specific topic of systems epidemiology might be seen as a limitation of this review. On the other hand, it is precisely because so little has been written that we felt the need to spread the word, and to provide our own perspective of what might contribute to advancing this field.

Perhaps the main limitation of this review is the paucity of proposed strategies that can be readily incorporated into public health research. We fully acknowledge that the proposed strategies are likely to need considerable improvement/refinement before they can be used to maximum benefit. Nevertheless, the combined "systems endeavor" discussed above holds the promise of helping to integrate pathogenetic and etiologic research elucidate illness causation mechanisms.

The epidemiologic literature in this field has been very rich and diverse \[[@r12],[@r15],[@r79],[@r80],[@r82],[@r83],[@r95],[@r96]\], with a recent emphasis on probabilistic causation \[[@r9],[@r78],[@r97]\]. Despite progress, no agreed-upon criteria are available to help prove causation. The ongoing phenomenal successes in biomedicine despite this impossibility of causal proof suggests that going with strong correlations may be sufficient and that causal proof is not needed.

Causation can only be inferred, not observed \[[@r79]\]. Consequently, we have the widespread contention that observational studies cannot prove causation, but only demonstrate statistical associations. We agree with David Savitz, who suggests that "the cliché that epidemiologic studies generate only measures of association, not causation is meaningless \... even experiments just generate measures of association as well". \[[@r98]\] Perhaps part of the problem is the existence of multiple kinds of causation \[[@r99]\], and each might deserve its own taxonomy.

For the time being, we recommend acceptance of the currently rather successful counterfactual, probabilistic \[[@r12]\], and manipulationist (or interventionist) \[[@r100]\] causal model in clinical epidemiology, the randomized controlled trial (RCT). Such RCTs, designed to mimic a laboratory experiment, can test the hypothesis that a certain intervention does better than another one, and are clinically useful. Simulated interventions based on observational epidemiologic studies, together with observational data might offer a stronger rationale to conduct an RCT than observational data alone. In this way, a joint research program that includes both systems biology and systems epidemiology would be a rather powerful tool for causal inference.

Conclusion: Moving forward with "Systems Epidemiology"
======================================================

Systems-type thinking about multiple levels of causation will allow us to better characterize the diverse range of factors influencing complex diseases. The application of complex systems methods in epidemiology is beginning to take shape. Computational models that incorporate human genomic, transcriptomic, proteomic, and metabolomic data integrated with global measurements from observational epidemiologic studies will allow epidemiologists to identify contributors to disease at multiple levels as well as their interactions. The key to success on this route will be \'integration\', the integration of data from a wide range of sources, the integration of models from different levels of structural and functional organization, and the integration of expertise from different disciplines.
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