Introduction. The task of electrical machine (EM) optimal design or a series of EM can be represented as a general non-linear mathematical problem. This problem follows to finding the minimum or maximum of the optimality criterion in the presence of a certain number of independent variables and limiter functions, which are technical or technological requirements-limitations to the project [1] [2] [3] [4] [5] [6] .
In computer-aided design (CAD) systems, the optimization of an electrical machine consists in multiple calculations of the dependencies between the main indicators given in the form of an equations system, empirical coefficients and graphical dependencies, which can be considered as a design equation [7] . The optimal design of an EM can be represented as the search for optimal parameters by solving this system of equations. The complexity of the calculation algorithm complicates the optimization task.
Reducing the number of independent variables by increasing the number of stages for solving a design problem makes it much easier to find the optimal variant. However, this loses the accuracy of determining the optimal value of the objective function.
Considering CAD in the context of electric machines, it is possible to distinguish the following system components that are used in modern electrical engineering [1] : 1) automated design of an electric machine; 2) search for the optimal version of the designed machine;
3) software implementation of design project and search for optimum; 4) the choice of the optimal variant from the set of effective one, which have been tested for restrictions.
Known methods for searching the optimum version of calculating object, such as the method of coordinate descent, Nelder-Meade, the method of a deformable polyhedron, etc., do not allow performing calculations while changing all configuration variables [8] . As a rule, many methods allow alternating variation of variables with subsequent adjustment of the convergence calculations region [9] [10] [11] [12] .
Thus, the issue of improving the search for the optimal variation and reducing the time and technical resources, spent on these tasks as well, becomes relevant. In this regard in the paper the development of an optimization model of electric machines, using cloudbased machine learning technology provided by Microsoft Azure services was considered [13, 14] .
The aim of the work is the development of a methodology for optimizing electrical machines using Microsoft Azure machine learning technology.
Formulation of the optimization problem. At the optimization stage we assume that the basic version of an electric machine is already calculated (Table 1) .
In this case, any electric machine, regardless of its type, turns into a set of initial data (or dataset):
 geometric dimensions;  winding parameters;  electrical and magnetic values;  loss, efficiency, etc. The specified dataset, being placed in a onedimensional vector, can be changed with a given law, obtaining various combinations of the same electric machine. Thus, in order to obtain a machine with the highest efficiency, it was required to find a solution to the following equation:
where х 1 , х 2 …x n -varied variables; u -target function.
The search for the optimal value was not limited to finding the extremum of the objective function (1) . During the search, candidates were screened out that do not pass the specified restrictions. The number of equality constraints within one project can be arbitrary and is set by the designer:
Inequality constraints are also used:
In general case for target function f(x 1 , x 2 , …, x n ) the minimum m is finding in restricted area D (x 1 , x 2 , …, x n  D) [2] . The considered task was replaced by unconditional optimization (minimization) of a one-parameter family of functions:
where (х) -penalty function; β -penalty factor.
As a penalty function in (4) (х) was taken, that become zero when the conditions (2) - (3) are fulfilled:
In expression (5) the limitations of the equality and inequality types are:
The additional (penalty) function φ(x) is chosen in the way, when β→0, the solution of the auxiliary problem tends to solve the original one, or that their minimums coincide: min F(x, β) → m while β → 0.
To solve the optimization problem, a Java program was written, the functionality of which made it possible to solve the following problems [15] :
 design of the base machine;  setting restrictions;  setting a set of varied variables with setting their variation relative to the base value and the step of their change;
 selection of optimality criteria. When changing only two variable values (stator core length and its internal diameter) in the range ±20 % of the base value, 710000 non-repeating combinations of electric machines were found. Only 441 combinations from this value were passed the restrictions, among which the best option was found. On the Intel Core i3 2.54 GHz processor and 8 Gb RAM, the calculation time was 9 min and 8 s. The results of sampling the selected values are shown on Fig. 1 . The obtained optimization results were compared with the experimental data, obtained on two machines with the parameters of the basic and optimized versions, manufactured at «SpesialEnergyService» LLD, Kharkiv, Ukraine. The results of laboratory tests showed a discrepancy with the theoretical no more than 7-8 %.
Performed tests, as well as software solutions of classical optimization methods [2, 3] , can be taken for comparison with alternative approaches to optimization.
The disadvantage of the existing method is that the total development time for a Java project was about 3 days (72 hours). In addition, the operating time of the calculated algorithm increases significantly with a change in the range and number of varied values. Fig. 2 shows a comparative chart of the obtained results.
As can be seen from Fig. 2 , even at 4 variable variables and the range of their variation ±20 % from the base value, the calculation time was about 8 h.
In real industrial projects of electric machines optimization, it is necessary to vary about 32 parameters, with a range from ±10 % to ±100 % of the base value [3] . It is easy to assume that resources of the local PC are not enough to solve such problems, and the debugging time of the project becomes unattainable.
The solution to the problem of operations with large amounts of data (also known as Big Data) and computational operations is the parallelization of calculations and the organization of high-performance computing (HPC) on PC-cluster. However, parallel computing will inevitably entail both changes to the code of an existing program (and an inevitable increase in the debugging time of the program), and will require the presence of the HPC cluster itself.
One solution to this problem is to use the computing power of the Microsoft cloud cluster and machine learning technology based on the Microsoft Azure service.
Developing Microsoft Azure model. Azure Machine Learning enables computers to learn from data and experiences and to act without being explicitly programmed. Customers can build Artificial Intelligence (AI) applications that intelligently sense, process, and act on information -augmenting human capabilities, increasing speed and efficiency, and helping organizations achieve more [16] .
Machine Learning finds patterns in large volumes of data and uses those patterns to perform predictive analysis. Microsoft offers Azure Machine Learning, while Amazon offers Amazon Machine Learning and Google offers the Google Prediction API. Software products such as MATLAB support traditional, non-cloud-based ML modeling. There are four steps in the process of finding the best parameter set:
 define the parameter space: for the algorithm, first decide the exact parameter values you want to consider;  define the cross-validation settings: decide how to choose cross-validation folds for the dataset;
 define the metric: decide what metric to use for determining the best set of parameters, such as accuracy, root mean squared error, precision, recall, or f-score;
 train, evaluate and compare: for each unique combination of the parameter values, cross-validation is carried out by and based on the error metric you define. After evaluation and comparison, you can choose the best-performing model.
To iterate on your model design, you edit the experiment, save a copy if desired, and run it again. When you're ready, you can convert your training experiment to a predictive experiment, and then publish it as a web service so that your model can be accessed by others [17] .
Elastic cloud infrastructure is the optimal choice for solutions requiring large design capacities in short periods of time. It allows you not to wait for training models for weeks and at the same time not to keep «supercomputers» on balance.
The source data vector (with parameters of the base machine and its non-repeating combinations) for the investigated electrical machine was saved into a .csv file (comma separated data) and imported into a block of the Microsoft Azure model. In this table (Table 2) for the test task there were 10 variable values (columns) and 442 combinations (rows). Statistical analysis of the selected optimality criterion (Efficiency) is performed automatically after importing the source data table into the Microsoft Azure workspace (Table 3) . The Microsoft Azure database contains hundreds of computational blocks from which a research task can be made and the complexity of which is limited by the designer's skill [18] [19] [20] . Numerous examples of already completed works are available in the Azure cloud. This allow to choose selected one as the basis for the own development.
In this example, the Microsoft Azure project contained the following elements:
 IM_Data -table of parameters;  Clean Missing Data -deleting of empty rows;
 Select Columns in Dataset -selection of columns of variable parameters;  Split Data -initial dataset dividing (70% for model teaching in left port and 30% for model analyses using original data in right port);  Algorithm (Boosted Decision Tree, Multiclass Neural Network);  Train Model -blocks for model teaching;  Score Model -block of selection and analysis of the optimality criterion;
 Evaluate Model -block for calculating of statistical information.
The block-scheme of the project is shown on Fig. 3 Fig . 3 . The project on the optimization of the electric machine in Microsoft Azure workspace
After performing the calculations, related to the system training, testing the sampling algorithm and searching for the optimum, the final results were obtained. We can get access to these results from «Evaluate Model» block (Fig. 3) and receive various reports. The sample of efficiency data is shown on Fig. 4 and Fig . 6 shows the report, obtained after analyzing the constructed model in Microsoft Azure using the method of multiclass neural networks. The generated report in tabular format represents the source data sets, followed by columns with calculated deviations from the optimum, as well as statistical indicators (on Fig. 6 only one column (rightmost one) is shown out of 10 available for analysis). Fig. 7 shows the user project view in the Microsoft Azure workspace, where in addition to the neural network method, the decision tree algorithm, the Poisson regression analysis were included in the analysis of the source data sample.
According to the calculation results, the optimal combination No. 420 was chosen (the choice was made according to the table, the first row of Fig. 6 , where the optimization results are sorted in order of increasing error) with the following parameters: stator core length 120 mm, stator core diameter 195 mm, efficiency 0.884.
The computation time was only 1 min 45 s. The metric estimation module built into Microsoft Azure made it possible to determine the quality of the performed calculations. Absolute error 0.000702, standard deviation 0.005926, relative absolute error 0.164582 and relative square error 1.011483 (the lower the value, the better) were obtained.
It should be noted that if the functionality of the embedded Microsoft Azure tools is not enough for some reason, researchers can write and execute their own scripts on R or Python [13, 14] .
Thus, the use of Microsoft Azure in optimizing electrical machines has been demonstrated. In the shown example, only one data vector was used and there were no modules for intermediate processing and data transfer between the modules.
Further research will be focus on creating own Python calculating blocks and R scripts with a view to transferring to the Microsoft Azure platform not only data set (now this data set is forming based on the results of separate calculations in Java program), but also creating a population of source data based on the vector parameters of the base machine. 
Conclusions.
The application of Microsoft Azure machine learning technology in electrical machines optimizing is shown for the first time.
As a result of the performed optimization using Microsoft Azure cloud services, the computation time was reduced by more than 300 times (from 480 minutes to 2 minutes) when solving the same task compared to calculations on a stationary PC.
The project development time of an electric machine, on the example of an induction motor with a squirrel-cage rotor, was reduced from several working days to 30 minutes.
The complexity of project developing (induction motor parameters optimization task) has significantly decreased compared to direct Java programming, due to the use of ready-made analysis units provided by Microsoft Azure.
The Microsoft Azure platform for the implementation of machine learning technology can be recommended in solving optimization problems of various electric machine types.
