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Compactness of Cores of Targets 
for Linear Delay Systems 
CHUKWUNENYE IJr<WU 
I!nder certain conditions a necessary and suflicient condition for compactness of 
cores of targets of a linear delay system is proved. The boundedness part uses ideas 
from convex set theory while that of closedness exploits a weak compactness 
argument. 1 19x7 Acadrrnlc Prer,. Inc 
1. 1 NTKOI)UCTION 
We consider the linear delay system 
.i(r)=Ar(t)+B.u(t-lI)+C’U(f). 
(1 I 
.I-(f) = d(f)> fE[-h,O], h>O, 
where A, B are n x II constant matrices, C is an n x 1~ constant matrix and (n 
is contiuous. The control u is a measurable m-vector valued function with 
values u(t) constrained to lie in a compact convex nonvoid subset, U of the 
Euclidean space. Such a u is called admissible. The target set H is a closed. 
convex nonvoid subset of E”. Let Wi” denote the Sobolev space 
Wi”( [ -/I, 01, E”) of contiuous functions 4: C-h, 0] -+ E” which are 
absolutely continuous and whose derivatives are square integrable. If 
.Y: [ -h, t, ] -+ E”, then for t E [0, t, ] the symbol X, denotes the contiuous 
function on C-h, 0] defined by 
x,(s) = .u( t + s). .YE [-/I, 01. 
DEFINITION I. The system (1) is said to be Euclidean controllable if for 
each d E Wi’), x, E E”, there exists a t, > 0 and an admissible control u such 
that the solution x(t; 4, U) of (1) satisfies .~,,(d, U) = 4 and .~(t, ; 4. II) = .I-, 
DEFINITION 2. The core of the target set H < E” denoted by core (H) 
consists of all initial points &O)E E” for which 4~ W$” such that there is 
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an admissible control u for which the solution x(t) = x(t; 4, U) of (1) 
satisfies x(t) E H for all t > 0 Chukwa [2] has established the compactness 
of core (H) for non linear control systems. In this paper, 0. Hajek [l] 
examined the linear control system 
i-Ax-p, pi P, x(end)E T, 
where A is an n x it coefficient matrix; a compact, convex nonvoid subset P 
of the Euclidean n-space E”, the constraint set, and a closed, convex, non- 
void subset T of E”, the target set: p: I --t P, admissible controls on I, a sub- 
set of E+ = [0, co). By exploiting the analyticity and nonsingularity of the 
fundamental matrix of the homogeneous system i = Ax and using the 
notion of asymptotic dierection and other convex set properties he 
established that core (T) is bounded if and only if i = A’x + MTu is con- 
trollable, where T denotes transpose and A4 is some m x it constant matrix 
related to T in some prescribed form. For the closedness of core (T), he 
indicated that this could be achieved by using a weak compactness 
argument. 
This paper is based on and attempts the extension of [ 1 ] to the delay 
system (1). Some results and definitions in [l] carry over to the system 
(1.1) with little modification. However, the technique for the proof of boun- 
dedness varies slightly due to certain properties of the fundamental matrix 
of the free system 
.C(t)=Ax(t)+Bx(t-h). (2) 
This is the main contribution of this paper and is found in Theorem 3. The 
paper s divided into two sections, the first section is preliminary and 
collects results that are needed in the proofs of the main results which are 
in Section 2. 
PRELIMINARIES 
If Q E IV&“, and u is an admissible control, then there exists a unique 
solution of (1.1) for t 3 0 satisfying x(t) = 4(t) for t E [ -A, 01. This 
solution is given by 
X(,,~,U)=X(t,~,O)+~fX(I-S)c~(S)ds, 
0 
(3) 
where X(t) satisfies 
i(t)=Ax(t)+Bx(t-h), t>O 
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a.e. 
I, 
X(r)= o 
L 
t=O 
t <o: 
(4) 
and where 
.~(t,~,O)=x(r)~(0)+B~O X(t-s-h)qqx)ds. (41 
I* 
See [S, pp. 54-561. 
The fundamental matrix X(t) is nonsingular for f 3 0 and has the follow- 
ing properties: It has a continuous derivative on each inerval (k, k + h) for 
k = 0, h, 2/z,..., the left- and right-hand limits of X(t) exist at each k, so that 
X(t) is of bounded variation on each compact interval. As a consequence of 
(I ) being autonomous we have 
X(t,s)=X(t-s,O)d”‘X(t--S). (6) 
See Corollary 2.1, [6, p. 1451. By the transformation 
(3 ) becomes 
.u(r,~,O)=T(r)~(O)+?^~X(t-T)CII(T)~T, (7) 
0 
where T(t) is defined as follows 
(p) T(t) is an operator defined on C= C( [ -h, 01, E”), the space of 
continuous functions from [ -h, 0] to E”, for t 3 0. 
(i) The family { T(r): t 3 0) is a semi-group of linear transfor- 
mations. 
(ii) r(t) is bounded for each z b 0, 
(iii) T(0) = I and T(t) is strongly continuous. 
(iv) T(t) is completely continuous for t 3 h. 
See Lemma 19.1 in [6] for these properties. 
The following lemma is immediate from [6, p. 861 and Eq. (6). 
LEMMA 1. For any aeE”, X(t-s)a= T(t-.~)a 
PrmJ: From the transformation 
X,(., s) o= qt, s) X(O), 
0~ C-h. 0) (see C6 P. 861) 
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one obtains 
X(t+~,s)=T(t,s)X(8), 
wt, s) = T(t, 3) ‘VO), 
X(t-s)a=T(t-s)Za=T(t-s)cL 
LEMMA 2 (Definition I). The system (1) is Euclidean controllable on 
[0, t] ifand only ifthe relation qTX(t,, s) c-0, qEE” (8) SE [IO, tI] implies 
q = 0. See [S, Lemma 2.31 for proof Refer further to [S, p. 64-65, 761 for 
equivalent conditions for, and definitions of Euclidean controllability. 
LEMMA 3. Zf 0 E H und 0 E U then 0 E Core(H). Hence core(H) is non- 
empty. 
Proof Choose q5 = 0, u = 0 in (7) to get x(t, 0,O) = 0 for all t 3 0. If 
0 E H. we conclude that 
x( t, 0, 0) E H for all t 3 0. 
Hence 0 E Core(H) and Core(H) is nonempty. The next result follows from 
the convexity of Ii and H and an application of a weak compactness 
argument. 
THEOREM 1. Under the assumptions on the control system (1) Core(H) is 
convex und closed. 
Proof (Convexity). Let d,(O), &(O) E Core(H). Then there correspond 
two admissible controls IA,, u2 and two solutions x(t, Qlr, u,), x(t, q&, u2) of 
(1) such that x(t,$,,u,)~Hfor all 220, k=l,2. Let AE[O, 11. Then 
for all t 3 0 since H is convex. (7) yields 
+ j’X(t-z) cr.2 u,+(l-A)u,](z)dr~H 
0 
for all t 3 0, using linearity of t -+ T(t). 
Thus 
T(t)(i#,+(I-i)&)(O)+j-‘X(t-z)Cu(r)d~~H 
0 
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E H for all t >, 0 and the controi V= in, + (1 ~ 2) z12 is admissible. Hence 
0.4, + ( 1 - A.) d?)(O) E Core(H), that is, core(H) IS convex. 
The closedness of core(H) will be proved by a weak compactness 
argument. The set 
is a closed convex and bounded subset of I-;“( [O. x ) E”‘). Since I>, is 
reflexive. we conclude that A4 is weakly compact. Consider a sequence 
(/la(O), k = I, 2,... of points in core(H) such that lim, i , d,(O) =&O). Lc! 
l/k , /i = 1, 2 . . . . . be appropriate corresponding admissible controls such that 
Since M is weakly compact, there is a subsequence (I’,,, j- 1, 2, 3...., which 
converges weakly to a control function u E M on [O. t, 1. r, < Y_. ‘That is, 
;‘i 
,“f3 J,, ( - ) x t t c~,~(~) dr = 1” x(~--~) cucr JdT. “0 
(IO) 
Let (d,,(O)), be a subsequence of 1 d,(O) 1 ,’ corresponding to I I(,< j. 
j= I, L,.... Then 
for all t 2 0. 
ZZ lim r(t) dr,(0) + lim [’ X(t --r) Cuk,(r)A (12) 
i ‘7 , + 1 *o 
E H for all I 3 0 since H is closed. By the continuity of t ---f 7( t ), 
lim 7(t) c$~,(O) = T(t) lim bk,(0) = T(t) 40). 03) 
I +r i +’ 
F‘rom ( IO), (12), and ( 13) we deduce that 
lim .u( t, dk,, uk,) = 7(t) 4(O) + J’ .Y(t -- r) Cu(r) & E H (14) 
I + c 0 
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for all t 2 0. We then conclude that i(O) E Core(H) and hence core(H) is 
closed. The following definitions and results from convex set theory are 
crucial for the proof of the main result. 
DEFINITIONS 3. A point UE E” is an asymptotic direction of a convex 
set D 6 E”, if for some x E D and all t > 0, x + ta E D; that is, the half-ray 
issuing from x in the direction a is entirely within D. 
PROPOSITION 1. A nonvoid convex subset of E” is bounded 5fand only if0 
is its only asymptotic direction. 
PROPOSITION 2. If’ a nonvoid convex set D is of the form D = L + E 
where E is bounded and contains zero and L is a linear subspace of D, then L 
is the largest linear subspace of D and necessarily coincides with the set of 
asymptotic direction of D. 
MAIN RESULTS 
THEOREM 2. a E E” is an usymptotic direction of Core(H) if and only if 
X( t - s a is an asymptotic direction of H. 
Proof From (3) and (6) we deduce that 
x(t-s,&u)=T(t-s)Q(O)+/;-‘X(t-s-?)Cu(T)dT (15) 
for fixed t -s 2 0. Take any asymptotic direction, a of core(H). Choose 
#(O)~core(H) so that 4(O) + &~Core(H) for each 8 >O. Choose an 
appropriate corresponding control uO: [0, co) + U such that 
T(t-s)[d(O)+Ha]+j;-‘X(t-s-T)Cu,(r)dTeH (16) 
for t-s > 0. By Lemma 1, (16) is equivalent to 
X(t-.r)[)(O)+&z]+jo’~‘X(t-s-T)Cu,JT)drEH for t-s30. 
Divide through by 0 and take limit of both sides as 8 -+ co to get 
X(t-s)a= lim ah,, 
B+m (17) 
for some bs E H, to show that X( t - s) a is an asymptotic direction of H, 
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take any C E H, h > 0. We must show that C + j.X(t - s) u E H given that 
(17) holds. Keeping 1 fixed, if Q 3 1 we have 0 6 E,/8 < 1. Thus 
by convexity of H. (181 
Since H is closed it follows from (18) and (17) that 
c+i.X(t-s)aEH (19) 
as H + IX. Therefore X( t -s) u is an asymptotic direction of H. Conversely 
let X( t -s) N be an asymptotic direction of H for f - .s 3 0. Then 
H+NX(r-s)aC for all 0 3 0. (20) 
Take any d(O) E Core(H) and an admissible control u,,: [O. zc ) + U such 
that 
X.(r-.F)[q!J(o)+eU1+j-~ ‘X(t-s-r)Cu&)dT 
l H+flX(t--S)U for f - .r 3 0. 
By (20) and Definition 2 we conclude that d(O) + HUE Core(H) since the 
ame control holds the point d(O) + 0a within H, showing that a is an 
asymptotic direction of core(H). We now give the major result which proof 
is made possible by reults already established. 
THEOREM [Main result]. Consider the control .system (1). Let the target 
H hr) of the ,form H = L + E kchere L = (x E E”: Ms = 0 ) is a linear space 
urd E, m compact, convex set qf the system (1 ) IcYth 0 E E; M Is un m x n 
cvonstunt matrix. 
Assume that 0 E U and 0 E H. Then core(H) is compact if and only if the 
system .+(f) = A 7.u(r) + B7-v( t - h) + MTz4( I) is Euclidean controllable. 
Proqf: Let {d,,(O): n = 1, 2, 3,...} denote the set of asymptotic directions 
of core(H). Then by Theorem 2, 
( (t - s) f/J,(O), n = 1) 2, 3 ,... ; 
is the set of asymptotic directions of H. We invoke Proposition 2 to deduce 
that 
L= {X(2-s)d,,(O):n= 1, 2, 3 ,... i (21) 
for all t -s>O. 
It follows from the hypothesis of Theorem 3 that 
MX(t - .s) d,(O) = 0 for each n and t - s 3 0. (22) 
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Taking the transpose of both sides of (22) yields d:(O) X’(t -s) MT = 0 for 
each n and t - s 3 0. By Lemma 3 and Theorem 1, core(H) is a nonvoid 
convex subset of E”. By Proposition 1, core(H) is bounded if and only if 0 
is its only asymptotic direction. Let x(t) = A ‘x(t) + BTx( t - h) + MTU( t) be 
Euclidean controllable on [0, t,] for each t, < 0. By Lemma 2 this is 
equivalent to requiring that 4;P(O) X’( t - s) MT = 0 implies d,(O) = 0 for all 
r-s 3 0 and for all n. 
This shows that 0 is the only asymptotic direction of core(H). Hence 
core(H) is bounded. This and Theorem 1 (second part) yield the required 
compactness. Conversely let core(H) be compact. Then 0 is its conly 
asymptotic direction. This means that 
qq(0)XT(r-s)M’=O 
implies 4,,(O) = 0 for all n and t-s 2 0. We then conclude from Lemma 2 
that x(t) = A ‘X(t) + B7x( t - h) + M’u( t) is Euclidean controllable on 
[0, t,] for each t, >O. 
Remarks. If B = 0, system (1) reduces to x(t) = Ax(t) + Cu(t) in which 
case the fundamental matrix A’(t) of x(t) = Ax(t) is analytic, non- 
singular and denoted by eA’ with X(0) = Z, the n x n identity matrix. We 
then conclude that core(H) is bounded if and only if 
rank [M’, ATM7-,..., (A ‘j”+ ’ MT] = n2. This case coincides with Hajek’s 
result. 
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