The Detector Control System of the CMS Electromagnetic Calorimeter has undergone significant improvements during the first LHC Long Shutdown. Based on the experience acquired during the first period of physics data taking of the LHC, several hardware projects were carried out to improve data accuracy, to minimise the impact of failures and to extend remote control possibilities in order to accelerate recovery from problematic situations. This paper outlines the hardware of the detector control and safety systems and explains in detail the requirements, design and commissioning of the new hardware projects. 
45
Rings.
46
The Detector Control System (DCS) and safety systems ensure that the CMS ECAL operates within the correct parameters and that the detector is powered and ready to take physics 48 data when the LHC is running. During Run 1 of the LHC, these systems operated with a high 49 level of availability and robustness to failure, contributing to the efficient collection of physics 50 data [2] .
51
The first Long Shutdown of the LHC (LS1) provided an ideal opportunity to extend 52 functionality, increase robustness and ensure long term support for critical components. Based 53 on the operational experience from Run 1, several hardware projects were carried out to ensure 54 optimal system performance for Run 2. 
The CMS ECAL detector control system

56
The role of the CMS ECAL DCS is to monitor and summarise operating conditions and to 57 enable control of the power supplies that serve power to the detector hardware. 
141
In addition to the functionality described above, the ES safety system also implements PID 
229
The new power distribution was designed to provide higher granularity to limit the 230 consequences of a single failure. The temperature monitoring hardware requires 3 independent 231 12V inputs to power the ELMBs and a further 5V supply to power the precision current sources.
232
The new powering network features switches and fuses on each of the distributed power lines. If 233 a failure occurs, the fuse will isolate the problematic components, so that the remainder of the -7 -system can continue to function normally. The switches can be used to carry out debugging and 235 to isolate parts of the system to perform repairs.
Safety system hardware updates and spare components
availability when the LHC is running, it was necessary to take steps to ensure that the systems 239 continue to work successfully for the duration of Run 2.
240
The EB/EE safety system CPUs were due to reach the end of their supported lifecycle in and were rapidly integrated into the DCS software layer.
266
The operation of the CMS ECAL DCS and safety systems has proven to be very reliable in 267 the first months of Run 2 of the LHC. With the benefits of the work described in this paper, the 268 systems will continue to provide high levels of availability over the next several years,
269
contributing to the efficient collection of physics data.
