Abstract Regional frequency analysis of annual maximum flood data comprising 407 stations from 11 countries of southern Africa is presented. Forty-one homogeneous regions are identified. The L-moments of the observed data indicate that the possible underlying frequency distributions are Pearson type 3 (P3), lognormal 3-parameter (LN3), General Pareto (GPA) or General Extreme Value (GEV). Simulation experiments for the selection of the most suitable flood frequency procedure indicate that Pearson type 3/Probability Weighted Moments (P3/PWM) and log-Pearson type 3/Method of Moments (LP3/MOM) are suitable procedures for the region.
INTRODUCTION
Flood frequency analysis, in this work, refers to the analysis of annual maximum flood data with the view to estimate a flood quantile magnitude Q and its associated risk of failure T. Such analysis can be done for data collected in one of the following two ways: at the site of interest-generally referred to as "at site" analysis, or at various locations in the region-"regional" analysis. The latter is the subject of this study.
Regional analysis of a homogeneous region has an advantage over "at site" analysis in the sense that the quantiles estimated with the pooled regional data have a smaller standard error than those estimated from "at site" data only. The condition, of course, is that the region must be homogeneous, i.e. all locations in the region have similar flood producing characteristics. This condition leads to much difficulty in the delineation of homogeneous regions, which was reported in the first of this series of two papers (Kachrooe?a/.,2000) .
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A flood frequency analysis procedure deals with the identification of the appropriate statistical distribution for the population of floods in the region and of a suitable method of parameter estimation. The idea to consider parent distribution and the procedure of parameter estimation jointly (D/E) is based on the argument that it is not possible to identify a parent distribution for the annual maximum floods. Attempts over many years have proved inconclusive. It is, however, possible to estimate quantiles of medium and high return periods with low bias and standard error if a suitable D/E procedure is chosen, even though the sample on which the procedure operates is drawn from a population other than the one assumed in the procedure. Such a procedure is known as a robust estimator.
The work presented here uses simulation to identify a suitable flood frequency procedure. It also uses a descriptive ability test to eliminate or include various distributions that go into the simulation exercise for predictive ability.
DESCRIPTIVE ABILITY TEST
A detailed review on the aspects of selecting a distribution for a region or a country is reported by Cunnane (1989) . More studies carried out to evaluate the suitability of selecting distributional alternatives for fitting flood flows in a region are reported by Wallis (1988) ; Hosking (1990) ; Nathan & Weinmann (1991) ; Chowdhury et al. (1991) ; Pearson (1992) ; and Vogel et al. (1993) .
The moment ratio diagram is one of the methods used for identifying the underlying statistical distribution for a region. It is a plot of the theoretical second moment (m2) vs the third moment (m3) of a distribution. If the moments of a sample are plotted on the same diagram, then it is assumed that the sample belongs to that population whose theoretical curve relating m2 and m3 is closest to that of the sample moments. Hosking (1988) recommended the use of dimensionless L-moments, instead of the conventional moments, in the moment ratio diagrams. He showed that the L-moment diagrams are more reliable than the conventional moment ratio diagrams because Lmoments are always linear combinations of the ranked observations and therefore are subject to less bias than ordinary conventional moments.
The procedure involves the following three steps: (a) Calculate, record length weighted, L-skewness (Les) and L-kurtosis (Lck) for the annual maximum flood data of the region under investigation. (b) Obtain the theoretical L-moment relationships (Lcs-Lck), which can be derived using the polynomial approximations proposed by Hosking (1991) and summarized in the work by Stedinger et al. (1993) . (c) Plot the sample moments obtained in step (a) on the theoretical diagram of step (b) to identify the population (Lcs-Lck) curve that is closest to the sample value.
SIMULATION FOR PREDICTIVE ABILITY TEST
The simulation is designed to compare quantile estimates from generated samples with known population quantiles. A flood frequency procedure (i.e. a combined distribution/ parameter estimation procedure, D/E) is considered robust if the average difference between the average estimated quantile from generated data is least different from the known population quantile for a number of assumed parent populations. The exercise comprises the following steps: (a) Calculate the standardized moments (mean flood, Qbar, coefficient of variation, Cv, and coefficient of skewness, Cs) of the region under investigation. (b) Generate a random sample of sample length («1) from a parent population (PI) whose moments are the same as calculated in step (a).
(c) Estimate quantile Q from the generated sample in step (b) for a given frequency procedure (distribution, Dl/method of parameter estimation, El). The procedure that gives the lowest bias is a better procedure as far as the prediction of flood quantiles is concerned.
DATA USED IN THE STUDY
Annual maximum flood data of 754 gauging stations from eleven countries with average record length of 24 years were available in this study. The size of the gauged catchments rang ed from 10 to 340 000 km 2 . These data were contributed by the participating countries in the Southern Africa FRIEND project which is organized under the International Hydrological Programme (IHP) of UNESCO. A country-wise breakdown of the data is presented in Table 1 . After screening the data for inconsistency, independence and inter-site correlation, as discussed in the following section, the number of stations used for the analysis reduced to 407. The locations of the stations that were used in the detailed analysis, and those which were dropped from the analysis, are shown in Fig. 1 .
Instantaneous maximum (AM) data were used for most of the countries. However, for those countries where instantaneous data were not available, annual maximum mean daily discharges were used. For Tanzania, instantaneous AM series were available for only 53 stations with an average record length of 15 years. A regression equation was developed from these 53 stations relating instantaneous values with the maximum mean daily values, resulting in the following regression relationship:
where ginst is instantaneous discharge, and ÔMmax is maximum mean daily discharge. A scatter diagram relating the two sets of data is presented in Fig. 2 . The coefficient of determination of the regression equation was determined to be 0.90. The results of the regression analysis were considered satisfactory and therefore the established relationship was used to extend the data from 53 to 146 stations, with an average record length of 17 years.
Data screening
The data for 754 gauging stations were subjected to screening for discordancy, independence and inter-site correlation.
A procedure suggested by Hosking & Wallis (1993) for discordancy was used to screen out sites whose at-site sample L-moments were markedly inconsistent with those of the rest of the group. The reasons for discordancy were investigated for each site that was found discordant. If there was an error in the data, it was corrected; otherwise, the site was dropped from the analysis. A total of 15 sites were dropped due to discordancy.
Dependence or persistence observed in a time series is a tendency for high values to follow high values and low values to follow low values. The presence of dependence or persistence implies repetition of information given by previous values as opposed to the random process which has no memory of the past. Various studies carried out to investigate the effect of the presence of dependence in annual maximum series on parameter estimation and the standard error of the estimates have indicated that presence of dependence in data leads to biased quantile estimates and larger standard error than when dependence is absent and the correct model form is assumed (Cunnane, 1989) . Independence was tested by computing the first order serial autocorrelation coefficient and then checking it for significance. Sixty-nine sites were found to have significant independence. They were also dropped from the analysis.
Analysis on inter-site correlation was carried out to investigate how the flows for a given station correlated to flows of neighbouring stations. The correlation of flows between stations may result when neighbouring stations are subjected to the same widespread meteorological event (Cunnane, 1987) . The presence of a high degree of linear association of flood flows between two stations in a particular region implies that no new information can be obtained by considering both stations in the estimation of regional parameters. One among the two stations which are significantly correlated can be selected to be included in the estimation of the regional parameters. The remaining station may be considered as providing redundant information. However, including stations which are significantly correlated does not invalidate the calculation of mean values of selected statistics over a region even though such means are not as precisely determined from an equal amount of independent data.
The study carried out by Stedinger (1983) to investigate the effect of inter-site correlation indicated that inter-site dependence did not introduce any bias into flood quantile estimates but it did increase their sampling variability. In all, 263 sites were excluded from the analysis due to inter-site dependence and the information from these stations was considered redundant. Most of these sites were in South Africa because of the dense network of gauging stations in that country.
Data statistics
In order to check the effect on the data of dropping stations after data screening, the average Cv and Cs of AM flood data before and after data screening were computed and compared. The computed statistics are presented in Table 1 . The results showed slight differences for most of the countries except for Lesotho and Swaziland where considerable differences were noted. The difference was attributed to removing discordant stations identified from the data screening analysis. Table 1 also presents the average number of years of record from gauged sites. The shortest record used in the analysis was five years.
The average Cv and Cs of AM flood data of the eleven countries in southern Africa are shown as histograms in Fig. 3 . The coefficient of variation, Cv, is the most useful measure of hydrological variability. From Fig. 3(a 
RESULTS OF REGIONALIZATION
The procedure that is described in the first of this set of two papers (Kachroo et al., 2000) , in the context of delineation of Tanzania into homogenous regions, was applied to South Africa, Malawi, Zimbabwe, Namibia, Swaziland, and Lesotho. The availability of data was limited in the case of Angola (17 sites), Botswana (14 sites), Mozambique (16 sites) and Zambia (24 sites). These amounts of data were considered inadequate for any meaningful exercise in regionalization, taking into consideration the size of the countries and the total number of available gauging stations in each country. Therefore, the data from these countries were simply pooled into one region.
The delineated regions of Tanzania, South Africa, Malawi, Zimbabwe and Namibia were subjected to statistical tests of homogeneity according to Hosking & Wallis (1993) and Kachroo et al. (2000) . Delineation of Swaziland and Lesotho resulted in single homogenous regions. Tanzania was divided into 12 regions, South Africa into 13 regions, Malawi into four regions, Zimbabwe into six regions and Namibia into four regions.
The delineated regions are presented in Fig. 4 . Figure 4 (a) and (e) shows that regions Mal4 and Tan3 are not coherent geographically. Areas in different locations were considered to constitute one homogeneous region in view of the fact that such areas were characterized by similar climatic conditions. The rainfall distribution and relief were important factors taken into consideration. The drainage basins included in the delineated regions and the average Cv and Cs of annual floods are presented in Table 2 . The zones and indices given in the Table refer to the naming convention of drainage basins by different countries. The results of the statistical homogeneity tests are presented in Table 3 . Table 3 shows that, of the 41 proposed homogeneous regions in southern Africa, 33 regions satisfied the Hosking & Wallis (1993) test, while 40 regions satisfied the graphical plot test (Kachroo et al., 2000) . The failures in Hosking & Wallis's (1993) test may have been due to the large variance determined from short observed samples in some of the delineated regions. Those regions which failed the homogeneity test were, however, used to derive regional frequency curves for comparison purposes. Table 3 Results of the homogeneity test for the proposed regions according to Hosking & Wallis (1993) and graphical plot procedures (Kachroo etal, 2000) . 
RESULTS OF THE APPLICATION OF THE DESCRIPTIVE ABILITY TESTS
Diagrams of L-moment ratios were developed for sample flood data of the delineated regions. The results are presented in Fig. 5 . A statistical distribution which gave a good fit to sample data of a given region was selected as the population distribution for that region. The identified distributions for the delineated regions in southern Africa are presented in Table 4 . The P3 distribution was selected as the most suitable underlying distribution for about half of the regions considered in the study, followed by LN3, GPA and GEV distributions. Table 4 Underlying distributions as identified by L-moment ratio diagram (Fig. 5 ).
Distribution Countries (regions) P3 (22 regions)
Lesotho, Swaziland, Malawi (1, 3,4), Zimbabwe (1, 2, 3,4, 5), Tanzania (3, 5, 6, 9, 10, 11), South Africa (2, 3, 5, 10, 11, 13) LN3 (14 regions) Botswana, Zimbabwe (5, 6), Tanzania (5, 6, 7, 11, 12), South Africa (1, 4, 6, 7, 8, 9 ) GPA (10 regions) Botswana, Angola, Namibia (2, 3,4), Malawi (3), Zimbabwe (3), Tanzania (8), South Africa (11,12) GEV ( 7 regions) Mozambique, Namibia (1), Zimbabwe (2), Tanzania (1, 2, 11, 12) LLG (3 Regions) Zambia, Malawi (2), Tanzania (4)
RESULTS OF PREDICTIVE ABILITY SIMULATION
A predictive ability test was applied to 14 flood frequency procedures. The procedure which gave the lowest bias for return periods T = 100, 200 and 500 years and sample sizes, n = 15, 30 and 50, was selected as the most suitable for quantile estimation for a given region. Selected procedures for the delineated regions are presented in Table 5 . From this Table, Malawi (1, 3,4), Zimbabwe (1, 3,4, 5, 6), Tanzania (3, 6, 7, 10, 12) , South Africa (1-12) LP3/MOM Zambia, Malawi (2), Zimbabwe (2), South Africa (13), (11 Regions) Tanzania (1, 2, 4, 5, 8, 9, 11) Derivation of regional frequency curves
The model parameters estimated for a given region were used to compute standardized quantile estimates for the return periods T=2,5, 10, 20, 25, 50, 100, 200 and 500 years. The resulting quantile estimates were then used to construct regional frequency curves. The derived frequency curves for different regions are presented in Fig. 6 . It can be seen that the slopes of the derived frequency curves differ from one region to another depending on the variability of the flood regimes. A steep frequency curve reflects a highly variable flood regime in a region. The extent of the variability of the flood regimes depends to a larger extent on the meteorological phenomena generating the flood events. The steep slope for Botswana (Cv = 0.97- Fig. 6(a) ), which is a semiarid country, may be explained by the relatively high variability in rainfall producing the flood events. In the case of Mozambique (Cv = 0.98- Fig. 6(a) ), the steep frequency curve may be explained by the heterogeneity in the flood data used in the analysis. The flood data for Mozambique were pooled from different parts of the country and therefore the composition of these data is more likely to be non-homogeneous. The tropical humid climate and the large catchment areas are the most likely factors to have resulted in the gentle frequency curve obtained for Zambia (Cv = 0.44- Fig. 6(a) ). Also, the relatively high variability of rainfall in the semi-desert regions of Namibia (Naml, Nam2 and Table 8 Bias values for the first four most robust procedures for the four regions of Namibia (return period, T= 100, 200 and 500 years and sample size, n = 15, 30 and 50). Nam3) resulted in frequency curves which are steep compared to the fourth region (Nam4) (Fig. 6(c) ).
CONCLUSIONS
Fourteen methods were considered in the search for a suitable flood frequency analysis procedure. On the basis of the results of the predictive ability simulation study, the most suitable flood frequency procedure for modelling flood flows for homogeneous regions in southern Africa seem to be LP3/MOM and/or P3/PWM. The two procedures gave the lowest bias for selected return periods T = 100, 200 and 500 years and sample sizes n = 15, 30 and 50.
