Hyperspaces form a powerful tool in some branches of mathematics: lots of fractal and other geometric objects can be viewed as fixed points of some functions in suitable hyperspaces -as well as interesting classes of formal languages in theoretical computer sciences, for example (to illustrate the wide scope of this concept). Moreover, there are many connections between hyperspaces and function spaces in topology. Thus results from hyperspaces help to get new results in function spaces and vice versa.
Preliminary Def initions and Results
For a given set X we denote by P(X) the power set of X, by P 0 (X) the power set without the empty set. By F(X) (resp. F 0 (X)) we mean the set of all filters (resp. ultrafilters) on X; if ϕ is a filter on X, the term F 0 (ϕ) denotes the set of all ultrafilters on X, which contain ϕ. For x ∈ X we denote by • x := {A ⊆ X| x ∈ A} the singleton filter on X, generated by {x}. With S(X) := {
• x| x ∈ X} we mean the family of all singleton filters on X. By A(X) := {f : P 0 (X) → X| ∀A ∈ P 0 (X) : f (A) ∈ A} we denote the set of choice functions over X. Then for a topological space (X, τ ) on A ⊆ P 0 (X) the lower Vietoris topology τ l,A is defined by the subbase {O − A | O ∈ τ }, whereas the upper Vietoris topology τ u,A on A comes from the subbase {(X \ O)
The Vietoris topology on A is τ V,A := τ l,A ∨ τ u,A . In most cases A is chosen as the family Cl(X) of the closed, or K(X) of the compact subsets of a topological space (X, τ ), or as the entire P 0 (X). Whenever there is no doubt about A, we will omit it as sub-and superscript.
We will need some basic facts about Stone-Čech-compactification of discrete spaces.
A discrete space (D, δ) clearly is T 4 and Hausdorff, so its Stone-Čech-compactification is homeomorphic to its Wallman extension, consisting in this case just of the set F 0 (D), where the singleton filters are identified with their generating points via w : D → F 0 (D) : w(x) := • x, endowed with the topology generated from the base consisting of all sets F 0 (M ), with M ⊆ D (see [4] , p.176ff). Proof. We use the homeomorphy of (B, σ) to the Wallman extension.
we conclude, that F 0 (M ) is closed and of course it contains w(M ). So, w(M ) ⊆ F 0 (M ) follows. If there would be a filter ϕ ∈ F 0 (M ) which belongs not to w(M ), then there would exist a base set F 0 (S), S ⊆ D, of σ s.t. ϕ ∈ F 0 (S) and F 0 (S) ∩ w(M ) = ∅. But this implies M ∩ S = ∅, and thus
which is also open, because it belongs to our defining base of σ. 
From closedness of C automatically follows compactness, because (B, σ) is compact, thus there are finitely many M c 1 , ..., M cn with C = n i=1 F 0 (M c i ). Now, for such finite union we have generally
Choice Functions
Lemma 2.1. Let (X, τ ) be a topological space, ϕ an ultrafilter on P 0 (X) and let P := {p ∈ X| ∃f ∈ A(X) : f ( ϕ) τ → p}. Then ϕ converges to the τ -closure P ∈ P(X) w.r.t. τ l .
Proof. Let O ∈ τ be given with P ∈ O − , i.e. ∃x ∈ O ∩ P and therefore
Obviously, every filter converging to a subset B ⊆ X w.r.t. τ l , converges to every A ⊆ B, too. Proposition 2.2. Let (X, τ ) be a locally compact topological space, P := {p ∈ X| ∃f ∈ A(X) : f ( ϕ) τ → p} and let ϕ be an ultrafilter on P 0 (X) with ϕ τ l → A ∈ P(X). Then A ⊆ P holds.
Proof. For every a ∈ A and every open neigbourhood
But ϕ is an ultrafilter and so f ( ϕ) is. Consequently, by the compactness of K, f ( ϕ) converges to some k ∈ K ⊆ U and we have now k ∈ U ∩ P = ∅. This yields a ∈ P .
So, for locally compact spaces (X, τ ), every ultrafilter on P(X) converges w.r.t. τ l exactly to the subsets of its corresponding P .
In general, it seems not so easy to guarantee that a single choice function yields a convergent image near a point of the limit of a τ l -convergent ultrafilter. To give us some more latitude, we try now filters on A(X) instead.
Proposition 2.3. Let (X, τ ) be a nested neighbourhood space, let ϕ be an ultrafilter on P 0 (X) with ϕ τ l → A ∈ P(X) and let
Proof. Let a ∈ A be given. Let B ⊆ τ ∩ • a be a neighbourhood base of a which is totally ordered by inclusion. For every U ∈ B let A U := {f ∈ A(X)| ∀H ∈ U − : f (H) ∈ U }. For n ∈ IN and U 1 , ..., U n ∈ B with
A U i . So, the family {A U | U ∈ B} forms a subbase for a filter F on A and obviously
U − ∈ ϕ and so we find ∀U ∈ B : U ∈ F( ϕ), yielding F( ϕ) → a.
Concerning the idea to describe hyperstructures via choice functions, a simple question arises immediately: if we start, as very simple case, with a discrete space and require an extremely hard condition about choice functions -will we get then a discrete hyperspace?
This simple question leads at once to much too hard problems in our set theoretical background, as we will see now.
Let X be a set and denote by P 0 (X) := {M ⊆ X| M = ∅} the set of all nonempty subsets of X. For x ∈ X let • x := {A ⊆ X| x ∈ A} the singleton filter generated by {x}. Further let A := {f ∈ X P 0 (X) | ∀A ∈ P 0 (X) : f (A) ∈ A} the set of such functions from P 0 (X) to X, which assign to every nonempty subset A of X an element of A. Now, let be given a filter ϕ on P 0 (X) with the property ∀f ∈ A :
We claim, that ϕ is an ultrafilter on P 0 (X).
Proof. We show, that for every subset of P 0 (X) either this subset itself or its complement belongs to ϕ.
This implies, that even a choice function, that avoids the point a wherever possible, would map our ϕ to • a. Then ϕ contains {{a}}, and so it is a singleton filter, thus an ultrafilter.
Assume, this would not hold, i.e.
Now, every element of C (and so every element of D as well as of D c contains a and b. Consequently, there exists a choice function h ∈ A s.t.
is not essential, we just have to make any choice -and f (M ) is anyhow possible, because of the existence of f .)
Because of (2) it follows h( ϕ) := [{a, b}], which is not a singleton filterin contradiction to our precondition. Now, the question struggles, wheither or not such a filter ϕ must be a singleton filter on P 0 (X).
In order to characterize the Lindelöf-property by convergence of filters, as proposed in [3] , lemma 5.1.20, the notion of " countable completeness" was introduced for filters; it means, that the intersection of every at most countable family of elements of a filter is an element of the filter again.
Let X be a set. We say, a filter Φ has the property (A) w.r.t. X iff Φ is a filter on P 0 (X) and fulfills
Proposition 2.4. Every filter Φ with property (A) w.r.t. a set X is countably complete.
Proof. Let's make a few observations at first:
(a) As shown before, Φ is an ultrafilter.
(b) If Φ has a countable subset, whose intersection does'nt belong to Φ, then Φ has also a countable subset with empty intersection.
(c) Let P := {n ∈ X| ∃f ∈ A(X) : f (Φ) =
• n}. Obviously, P 0 (P ) ∈ Φ holds -otherwise we would have P 0 (X) \ P 0 (P ) ∈ Φ and thereon a choice function exists, which misses P completely. If P is finite, then P 0 (P ), too -and then Φ must be a singleton filter, which is trivially countably complete.
(e) If P is infinite, there exists a countably infinite subset
So, let P be infinite and let P ′ be given as mentioned in (e).
Assume, there exists a countable infinite subset A := {A n | n ∈ IN } of Φ with n∈I N A n = ∅.
In an usual manner, we construct a strictly decreasing sequence of elements of Φ: we define at first
Then the set A ′ := {A ′ n | n ∈ IN } is again a subset of Φ ans also countably inifinite (otherwise the intersection about all of its elements would be nonempty, in contrast to being contained in the intersection of all A n ). Furthermore, the sequence (A ′ n ) n∈I N is decreasing and we have n i=0 A ′ n = ∅. By removing of possible doublets we get a strongly decreasing sequence (B n ) n∈I N , which exhausts A ′ : we define B 0 := A ′ 0 (and p ′ 0 := p 0 ) and then inductively from B 0 , ..., B i always
So we get n∈I N B n ⊆ n∈I N A n = ∅.
Consequently the mapping κ :
Now consider any g ∈ A(X).
We define the choice function
We find for all n ∈ IN : f (B n ) = {p ′ i | i ≥ n}, thus f (Φ) includes the cofinite filter on P ′′ := {p ′ i | i ∈ IN } -so Φ cannot be a singleton filter, in contradiction to our precondition on Φ. Remark: Unfortunately, at this point it's over with provable answers to the questions whether or not a filter with property (A) must be a singleton filter 9in our set theoretic realm). The colleagues concerned with axiomatics, model theory etc. showed (1) Countable complete free ultrafilters exist (anywho), iff measurable cardinals exist.
(2) Every measurable cardinal is inaccessible.
Okay, but now:
(3) If we add to our set theoretic axiomatic (ZFC) the axiom " There exists an inaccessible cardinal.", the new system does prove the consistency of ZFC.
(4) Consistency of ZFC implies consistency of ZFC + "there are no inaccessible cardinals".
The reader may find some useful explications and references here: http://en.wikipedia.org/wiki/Inaccessible cardinal We find, unless some characterizations via choice functions may be sometimes useful, it seems to be not the best idea to use them for definition of hyperstructures in a general setting -just for instance, because they have a tendency to lead rapidly to highly inconvenient set theoretic trouble.
So, let's try another way.
Vietoris Hyperstructure as final w.r.t. Function Spaces
Remember a wide class of function space structures, defined for Y X or C(X, Y ): the so called set-open topologies, examined in [1] , [5] . According to [5] , we use the following convention: Let X and Y be sets and A ⊆ X, B ⊆ Y ; then let be (A, B) := {f ∈ Y X | f (A) ⊆ B}. Now let X be a set, (Y, σ) a topological space and A ⊆ P 0 (X). Then the topology τ A on Y X (resp. C(X, Y )), which is defined by the open subbase {(A, W )| A ∈ A, W ∈ σ} is called the set-open topology, generated by A, or shortly the A-open topology.
We know Lemma 3.1 (cf. [2] , lemma 3.4). Let (X, τ ), (Y, σ) be topological spaces, let A ⊆ P 0 (X) contain the singletons and H ⊆ Y X be endowed with τ A .
Then the map
is open, continuous and bijective onto its image, for P 0 (Y ) is equipped with Vietoris topology σ V , and P 0 (Y ) A with the generated pointwise topology. Now, the pointwise topology on P 0 (Y ) A is just the product topology on 
Of course, by π A we mean the canonical projection from the product to the factor
From lemma 3.1 we get the continuity of µ X , if C(X, Y ) is equipped with compact-open topology, thus in this case all compositions π A • µ X are continuous, too.
Moreover, µ X is even a homeomorphism onto its image and the product structure is initial w.r.t. the projections. So, the question arises, whether or not the Vietoris topology σ V on K(Y ) is final w.r.t. all π A • µ X . Proof. Let A ∈ K(X) be given and let F ∈ Cl(Y ) be a closed subset of Y .
So, because the F + and O − form a subbase of Then the Vietoris topology σ V on K(Y ) is contained in the final topology w.r.t. all π A • µ (X,τ ) , (X, τ ) ∈ B, A ∈ K(X, τ ), for every class B of topological spaces. Then σ V is the final topology on Because F A is an extension of f A , we have
Because O is open in the final topology, there are finitely many compact subsets K 1 , ..., K n ∈ K(Z) and open subsets O 1 , ..., O n ∈ σ s.t.
We will improve the sets K i and O i a little in an appropriate manner. 
(b) We want to have our K's saturated in the sense, that whenever
{a} × Y and then K ′′ i := D i . From the continuity of F A follows
and from (4) we get
Of course,
Note, that all K ′′ i are compact and clopen again, by construction as a closure of a subset of Y ×Y in the Stone-Čech-compactification (Z, ζ)
(c) To cover Z (resp. A) with our compact sets, we add K ′′ 0 := Z (resp. O 0 := Y ) and find of course
For each z ∈ Z define I(z) := i ∈ {0, ..., n} z ∈ K ′′ i and then
as well as
Obviously for every z ∈ Z we have
The family of all C(z) covers Z, because every z ∈ Z is contained at least in it's own C(z). Observe, that different C(z 1 ) and C(z 2 ) are disjoint: if y ∈ C(z 1 ) ∩ C(z 2 ) exists, then I(z 1 ) = I(y) = I(z 2 ) follows, implying C(z 1 ) = C(z 2 ) by (9). Obviously, there are only finitely many different sets C(z), V (z), because they are uniquely determined by I(z), which is a subset of {0, ..., n} and this set has just finitely many subsets. So, for simplicity, let us denote them by C 1 , ..., C m and V 1 , ..., V m , respectively. It is clear, that the C j 's are clopen (thus compact) and saturated in the sense of paragraph (b), by construction (9) from just clopen saturated
Consequently, we have
(d) At last, let us chose for every j = 1, ..., m an open set U j ∈ σ s.t.
, as provided by proposition 3.4. Of course, we have then automatically
So, because the C j 's cover Z, the F A (C j )'s cover A, and so the U j 's do.
With these U j , j = 1, ..., m we show
is clear, because the U j 's cover A, as seen in paragraph (d), and ∅ = F A (C j ) ⊆ A ∩ U j for all j = 1, ..., m. This t is well defined, because the C j 's are pairwise disjoint and cover Z by paragraph (c), and it is a surjection onto B, because the U j 's cover B by (12) and the t j are surjections onto U j ∩ B. Our t is continuous w.r.t. the discrete topology on Y × Y , so it extends to a continuous T : Z → B. By construction we have for each j ∈ {1, ..., m}
implying T (C j ) = T C j ∩ (Y × Y ) ⊆ T (C j ∩ (Y × Y )) ⊆ U j by continuity, thus T (C j ) ⊆ V j by choice of U j in paragraph (d).
We find T ∈ (2) In Lemma 3.5, we required T 2 for Y , because we use the classical version of the Stone-Čech theorem here. This can be weakened, because we need only the extendability of continuous functions to the compactification -and not the uniqueness of the extension. 
