Introduction
Biological neural networks consist of very large numbers of neurons. The human brain has over 10 11 neurons, with an average connectivity in the thousands. Faced with numbers of this magnitude, it is impossible and often meaningless to monitor every single neuron as it interacts with the entire system. To gain insight into the complex functions performed by neural systems, a description of the overall network behavior in terms of interacting cell assemblies is required that is not overwhelmed by the detailed behavior of individual neurons Ama72, Ede87] . Such macroscopic models are useful in studying collective behavior of biological neural systems, and in particular, macroscopic oscillations in cell assemblies.
Oscillatory phenomena have been widely observed in cortical circuits at similar frequencies (in the 35-60 Hz range) and at many di erent spatial scales. They occur in single neurons, within small (10-100 cell) neural networks, and in large (over 10K cells) networks. Oscillations are considered fundamental to memory storage and temporal association functions in biological organisms Bow90, vB86, Pav73] .
Large-scale rhythmic/oscillatory phenomena is integral to the dynamic timing mechanisms for heart beat, EEG waves, breathing, walking, and other activities. Recent experiments by Gray and Singer GS89] and by Traub, Miles, and Wong TMW89], among others, show oscillations occurring at the level of local population of cortical neurons. Rhythmic patterns emerge even though single neurons may re asynchronously. Some of the remarkable characteristics of cortical oscillations is the synchronization of oscillations between spatially disparate cell assemblies, and of phase locking AB89, GS89] . Such experiments, together with previous theoretical investigations vB86], give credence to the labeling hypothesis, wherein cell assemblies are established through oscillations and labeled by their phase and/or frequency. The labeling hypothesis postulates that neural information processing is intimately related to the temporal relationships between the labels of di erent populations.
Pioneering research in developing macroscopic models of large neural ensembles was performed by Amari, who studied characteristics of random networks of threshold logic elements (McCulloch-Pitts formal neurons) Ama71], and subsequently, of continuous time analog neurons Ama72]. The weights and thresholds in these networks were random variables, and did not change as the ensemble evolved, i.e., no learning mechanisms were investigated. Using some simplifying assumptions including the stochastic independence among cell membrane potentials, Amari showed that a homogeneous random net is monostable or bistable. Moreover, oscillations could emerge from the interactions between two random nets consisting of excitatory and inhibitory classes of elements respectively. At about the same time, Wilson and Cowan WC72] showed the presence of oscillations in coupled subpopulations of inhibitory and excitatory neurons with refractory periods, but with non-adaptive weights. Amari's results were later expressed in a rigorous mathematical framework by Geman Gem82] . Similarly, Wilson and Cowan's system has been further analyzed by other researchers Som88] , and oscillator models have been developed for speci c circuits such as the visual cortex ?].
Notable among recent research along these lines is the work by Atiya and Baldi AB89] , who consider interacting cell assemblies of continuous time analog neurons as well as \integrate-and-re" type of neurons. If the assemblies are arranged in layers, with feedback from the top-most to the bottom-most layer (thus resulting in a ring structure), and the number of inhibitory layers are odd, then oscillations arise easily if the cell gains are high enough. Also, provided the cell time constants are very similar within a layer, all the cells belonging to that layer tend to phase lock in a few time constants. As before, learning mechanisms are not incorporated in their framework.
An alternative approach to obtaining oscillatory phenomena in neural networks is to use a more involved model of the individual cells that results in these cells becoming non-linear neuronal oscillators by themselves. For example, Kammen, Koch, and Holmes KKH90] assume a population of neuronal oscillators ring repetitively in response to synaptic input which is purely excitatory. They investigate two basic neuronal network architectures, namely, the linear chain model and comparator model, that incorporate either nearest neighbor or global feedback interactions. They conclude that non-local feedback plays a fundamental role in the initial synchronization and dynamic stability of the oscillations. Baird Bai90] discusses a generic model of oscillating cortex which assumes a minimal coupling structure. The network has explicit excitatory neurons with local inhibitory interneuron feedback that form a set of nonlinear oscillators coupled only by long range excitatory connections. He argues that an oscillatory associative memory function can be realized in such a system by using a local Hebb-like learning rule. Due to the complex characterization of individual cells, it is di cult to obtain a useful macroscopic description using such approaches.
This paper introduces a new model to describe the statistical nature of large neural networks and the emerging macroscopic behavior of such populations. The model uses a somewhat detailed characterization of individual neurons stemming from the classic Hodgkin-Huxley equations HH52]. A Hebb-type learning rule is used for adapting the synaptic e cacies. The main concern of our investigations is the long time dynamics of the mean output activity of neuronal groups, and the evolution of synaptic strengths. Under assumptions of ergodicity and independence of some microscopic parameters, expressions for key macroscopic quantities such as the mean output activity and its variance, are obtained. These are used to quantitatively explain several known macroscopic characteristics. It is shown that the inclusion of learning mechanisms can lead to oscillatory behavior even within a homogeneous population of neurons. Oscillations can also arise through the interaction of excitatory and inhibitory neuron groups. These di erent types of solutions and their stability are dependent on the macroscopic system parameters. The conditions for these di erent solutions are given. In particular, oscillation frequency is related to macroscopic system parameters. Experimentally observed frequencies are seen to closely match the values predicted by our theoretical models.
In the next section, a macroscopic mathematical model is presented, starting from the Hodgkin-Huxley framework. This model is used in section 3 to analyze a homogeneous cell assembly with adaptable synaptic weights. Stability analysis of this system is presented in section 4. Oscillation frequency is estimated in section 5 using a rst order approximation. Simulation results given in section 6 support the mathematical analysis and predictions developed in previous sections.
Mathematical Model for Macroscopic Behavior
Macroscopic models for neuronal assemblies depend on the characterization of individual neurons as well as on network architecture that de nes how these neurons interact with one another. The model of individual neurons should be biologically plausible without incorporating details that do not signi cantly a ect macroscopic behavior such as ensemble oscillations. These cells should at least be able to integrate information over time. Thus connectionist-type cells, where the instantaneous output is a linear or sigmoidal function of a weighted sum of inputs at that instant, are too simplistic and clearly inadequate. where u i is the internal state of the ith neuron, and represents the short-time averaged value of the membrane potential, i is a time constant, w ik represents the weight or synaptic strength from neuron k to i, h i is a threshold, and g k ( ) is the inputoutput \squashing" cell-activation function for the kth neuron. The output can be interpreted as the mean ring rate of the neuron. This system can converge to equilibrium points if the weights are symmetric GC83, Hop84] KS89] . However, such detailed modeling is found to be an overkill when considering large systems of neurons.
The Hodgkin-Huxley model is one of the most widely studied models in neurophysiology RE89]. It attempts to describe the behavior of a nerve cell by drawing analogies with analog electrical circuits. The classic Hodgkin-Huxley equations were formulated to describe in great biophysical detail, the initiation and propagation of action potentials in the squid giant axon HH52]. However, starting from this framework, we can obtain equations describing continuous analog neurons that are of form similar to Eq. (1), but make more explicit the biological correspondence of the various terms. This derivation is summarized below, and provides a starting point for the macroscopic model.
Description of Individual Cells
In this section, we derive equations involving only the average parameter values of a neuron population. Qualitative properties of the macroscopic transfer function are also presented. Most models for the activity of neural cells can be cast in the general Hodgkin and Huxley framework. The dynamic variables governing the behavior of a cell membrane are the membrane potential (voltage) and the conductances of various ionic channels. Let R i and C i denote the trans-membrane resistance and membrane conductance respectively, for the ith neuron. The membrane potential of this neuron, u i , will vary due to two factors:
(1) Currents induced by the voltage di erence across various ionic channels; etc.), the current can thus be modeled as:
where G (&) i is the total conductance with all &-type channels open, (&) i is the fraction of & channels that are open, and u (&) i is the reversal potential for this ion species. The current through ionic channels is composed of three basic types, namely, leakage, synaptic and active currents. These three currents are identi ed by their corresponding conductive pathways being constant, time-dependent, and both time and voltage-dependent respectively. 
The basic structure of a model circuit for a single neuron described above is shown in Fig (1) . The output of a neuron is a train of action potentials or spikes propagated through its axon. An action potential occurs when the membrane potential reaches a particular threshold. At that juncture, the membrane potential is \discharged" to a resting 
In the same vein, the channel conductance equation (3) is translated as a suitable weight adaptation rule which changes the connection strengths in a network in qualitatively similar ways. A simple but powerful form is a Hebb-type rule in which the e ective conductance of the ionic channels from the kth neuron to the ith neuron is expressed as a weight w ik (t), that evolves according to:
where f and`are positive constants. The rst term on the right hand side of equation (9) allows the neuron to forget a relationship over time, with f controlling the forgetting rate. The second term is a simple way to implement Hebb's Law, with`n controlling the learning rate. The normalizing factor n keeps the total pre-synaptic current as \order 1", no matter how large n is.
Let us de ne some e ective variables:
k=1 w ik (t) and I i (t) = I 
Characterization of Cell Assemblies
Several researchers have studied the properties of large neural networks by aggregating them into interacting groups or clusters Ama72] Ama90]. Typically a group exhibits more homogeneity among its constituent neurons, has higher internal connectivity, and/or is used to represent a particular hypothesis GH89]. Well known examples include the neuronal groups of Edelman Ede87], and the neural clusters used for distortion invariant pattern matching by von der Malsburg vdM88] . In this papers, we focus on groups that are comparable in size to cell assemblies GBA89]. Macroscopically, the behavior of a cell assembly can be characterized in terms of the time or ensemble averaged behavior of the homogeneous collection of neurons that populate it. For large assemblies, we can consider an individual cell parameter x i (t) as an instance of a random process, x(t). Thus, for any speci c time instant t, x(t) is a random variable. The corresponding system-level parameter of interest is the sample mean, x(t), or the expectation, hx(t)i. A macroscopic model reduces the system description from a set of 2n coupled di erential equations to a few di erential equations involving expectations and standard deviations of these random variables.
The Law of Large Numbers shows that the expectation approaches the sample average for large n. In the derivations below, the expectation and sample average are interchangeable, i.e., 
By applying Eq. (12) to Eqs. (9) and (10) 
At rst glance, the macroscopic Eqs. (13) and (14) seem intractable because of the coupled parameters. Fortunately, it seems that when n is large, a knowledge of any one of the random variables would contribute very little information about the other random variables Gem82]. Based on this insight, Amari introduced the concept of a symmetric, random net to describe networks composed of one homogeneous class of analog elements described by Eq. (1), in which all the weights, w i;j are independent, identically distributed (i.i.d.) random variables. The thresholds are also i.i.d.s but subject to a probability distribution di erent from that for the weights. For such systems, a \local chaos" hypothesis analogous to the one widely used in statistical mechanics, has been proposed. This hypothesis assumes that the solutions of individual equations (in our case, Eqs. (9) and (10)) within the system are mutually independent. The chaos hypothesis was originally postulated by Rozonoer ?]. Since then, it has been supported by mathematical analysis and by simulations on large systems of randomly coupled equations Ama72, Gem82] , and is key to the development of an elegant macroscopic model of cell assemblies.
For our more detailed model of Eqs. (9) and (10), the comments made above provide a natural de nition of a cell assembly to be a symmetric, random network of homogeneous neurons. This implies that the parameters a i ; C ?1 i ; W i (t); U i (t) and i are from independent distributions at any given time instant, t. The output, v i (t) of course depends on U i (t), but is independent of the other parameters. For such a system, the coupled parameters in Eqs. 
When the neuron population is su ciently large and the long time behavior is being considered, we can apply the ergodic assumption which states that the time average can be approximated by the ensemble average for large t and n. Then
becomes independent of i; in particular, it is independent of R i and i . Furthermore, the exponential term in Eq. (19) can be neglected for large t. After this simpli cation, U i is clearly a linear combination of R i and i . This implies that if both R i and i have the same distribution function, then U i also follows this distribution.
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The standard deviation of U i can be derived from Eqs. (10) We rst prove that g(:) is a monotonically increasing function by showing that the rst derivative of g(:) is always positive. Since U (t) approaches a constant which is not dependent on v(t) as t ! 1, the derivative of average output with respect to the average input after the system evolves for a long time is simpli ed: Since cosh(2 U(t)) is symmetric about U(t) = 0 and has only one minimum which is at U(t) = 0, it follows that g 0 h U(t) i is a unimodal function which is symmetric with respect to U(t) = 0. Its maximum value is 
which means that g( ) is monotonically increasing. 
Behavior of Neural Group with Learning
In this section, we apply the set of macroscopic state equations derived in the previous section to study the various behavioral modes of an isolated cell assembly. Quantitative properties related to the existence of equilibrium states for both the input activities and connection strengths are studied using phase-plane analysis. The possibility of periodic behavior on an outcome of learning, is highlighted. A formal statement of this theorem is given in the Appendix. Fig. (3) We know that a > 0; C ?1 > 0; 0 < W(t) <`f and 0 < g 0 U(t)] < and (16) given that I(t) asymptotically reaches a constant value.
If the conditions of the above lemma hold, then the system will eventually reach an equilibrium state (W ( ) ; U ( ) ) and stay there. Mathematically, W(t) = W ( ) and U(t) = U ( ) for all t t 0 . The equilibrium points can be shown qualitatively by plotting the curves H W = 0 and H U = 0 on the (W; U) plane. Intersections of these two curves specify the equilibrium states of the system. In the following paragraphs, we describe the features of the two curves in order to determine the nature of the equilibrium states.
We begin by analyzing the curve H W = 0. By Eq. (15), it can be written as 
Since g(U) is between zero and one, and g 0 (U) is positive for all U and symmetric with respect to U = 0, it is easy to see that H W = 0 is an upside down unimodal function. Fig (4) shows the generic graph. (1) one singular point and no extremum point, then there exists one equilibrium point.
(2) one singular point and one (two) extremum point(s), then there exists at least one and up to three equilibrium points. (3) one singular point and three extremum points, then there exists at least one and up to ve equilibrium points. (4) two singular points and no extremum point, then there exist two equilibrium points. (5) two singular points and one (two) extremum point(s), then there exist at least two and up to four equilibrium points. (6) two singular points and three extremum points, then there exist at least two and up to six equilibrium points. (7) three singular points and no extremum point, then there exist three equilibrium points. (8) three singular points and one (two) extremum point(s), then there exist at least three and up to ve equilibrium points. (9) three singular points and three extremum points, then there exist at least three and up to seven equilibrium points.
Since the equilibria of the system occur at the intersections of the curves H W = 0 and H U = 0, the above lemma can be easily proved by intersecting Fig (4) with the appropriate curves of H U = 0. If two curves overlap for some sections, the number of equilibria is in nity. Such degenerate cases are omitted from the present consideration. Notice that if there is only one equilibrium, say (W ( ) ; U ( ) ), we can choose (A; B) to be (W ( ) ; U ( ) ). In that case, if we can nd a closed curve with (W ( ) ; U ( ) ) inside it, such that all trajectories crossing the curve go outwards, then there exists at least one limit cycle that is outside the region enclosed by this curve.
Stability Analysis
In this section, the stability of periodic and equilibrium solutions are studied in the sense of Liapunov ?].
In the previous section, we showed that three types of solutions may exist in the system described by Eqs. (15) 
If determinant of M is positive and trace of M is negative then the equilibrium is stable; it is unstable otherwise. The above discussion can be summarized in the following theorem.
Theorem 2 The equilibrium state (W ( ) ; U ( ) ) of the system described by Eqs. (15) and (16) If there is no learning within a cell assembly, the W(t) is not a function of time ,i.e., has a period of in nity. From lemma (4) it follows that U(t) must then also asymptotically be a constant. Therefore, when the weights are not adaptable, there can be no periodic solution for an isolated symmetric, random network of neurons. This agrees with observations made previously by researchers who studied a somewhat simpli ed set of coupled equations without weight adaptation Ama72, AB89, Gem82]. In particular, all parallel results of Amari Ama72] about stability behavior can be derived as special cases.
Frequency Estimation
Finding the frequency of oscillation in situations when it occurs, is important for understanding the aggregate behavior of interacting neuron populations. However, since such systems are highly nonlinear, nding a simple closed-form solution is di cult. In this section, we derive an expression for the fundamental frequency of oscillation within a single cell assembly. Simulation results given in Section 6 show this estimate to be quite accurate.
If the system is periodic, the solution to Eqs. (15) and (16) In the past, several researchers have realized systems exhibiting oscillatory behavior. These have been attained through the use of neuronal-level oscillatory mechanisms or periodic external inputs, through time-delayed feedback models, or through the competitive-cooperative dynamics of inhibitory and excitatory neuron groups. In contrast, oscillations in our system stem from the weight learning dynamics of one homogeneous class of neurons, without any imposed constructs or forcing functions.
The mathematical models presented in this paper represent initial steps in analyzing large neural nets. Extensions of this work include studying the e ect of other learning and self-organizing schemes on ensemble behavior. Also, the dynamics of more complex systems that contain several neuronal groups need to be studied and veri ed through extensive simulation experiments WML90]. The theory can potentially be used to obtain system parameters that lead to desired behavior such as a speci c frequency of oscillation or a given phase-space pro le. approximation are negative, then the state of equilibrium is stable; if one or both real parts are positive, then the state of equilibrium is unstable.
If the real parts of both characteristic roots are equal to zero or if one root is equal to zero and the other is negative, then the equations of the rst approximation do not give an answer to the question of the stability of the state of equilibrium. 
Stability

