Introduction
On the modern battlefield, radar system face serious threats from passive intercept receivers such as Electronic Attack (EA) and Anti Radiation Missiles (ARMs). To perform necessary target detection and tracking and simultaneously hide themselves from enemy attack, radar systems should be Low Probability of Intercept (LPI). Low Probability of Intercept (LPI) radars have the property of low power, wide bandwidth, frequency variability, or other design attributes to make them difficult to be detected or identified by passive intercept receiver devices such as Electronic Support (ES) or Electronic Intelligence (ELINT) receivers [1] . LPI radars attempt to provide the detection of targets at longer ranges than intercept receivers can accomplish detection of the radar. The success of LPI radar is measured by how hard it is for them to be detected.
The Electronics Warfare (EW) scenario has become so complex today and many users of Radar today are specifying a Low Probability of Intercept (LPI) as an important tactical requirement. The LPI radar transmitter makes use of sophisticated frequency and phase modulation to spread the signal bandwidth making the signal hard to intercept [2] . The receiver makes use of the appropriate matched filter so that the radar performance is similar to that of traditional pulsed radar radiating the same amount of average power.
II. LPI Radar Signal Generation
There are several LPI radar techniques available to the modern radar designer in various combinations, depending on the application. Reducing the radar's peak effective radiated power (ERP) by using some form of pulse compression technique is the most common LPI radar technique [1] . The objective is to spread the radar's signal over a wide bandwidth and a period of time. The most common modulation techniques available to provide LPI features are Barker codes and Polyphase Codes (Frank, P1-P4).
Barker Codes
The binary Barker sequences are finite length, discrete time sequences with constant magnitude and a phase of either υ k = 0 or υ k = π. It is a finite length sequence A = [a 0 , a 1 . . .a n ] of +1's and −1's of length n ≥ 2 such that the aperiodic autocorrelation coefficients (or side lobes) [1] --------- (1) satisfies |r k | ≤ 1 for k≠0 and similarly r k =r -k;
A binary Barker sequence has elements a i Є {−1, +1}, which are only known for lengths N c = 2, 3, 4, 5, 7, 11, and 13. The Barker codes are the most frequently used binary code since they result in an ambiguity function with side lobe levels at zero Doppler, not higher than 1/N c relative to a main lobe of level 1. In fact, due to this property, Barker codes are often called perfect codes.
The sequences where a +1 i.e. a 0 0 phase is represented by a + and a −1 i.e. 180 0 phase is represented by a −. Binary Barker sequences with lengths greater than 13, with N c odd, do not exist.
This radar has unique collection of properties such as good auto correlation properties, low side lobes, offer covertness to the radar signal making its detection difficult with conventional intercept receivers.
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Poly Phase Codes
Poly phase sequences are finite length, discrete time complex sequences with constant magnitude but with a variable phase k  [1] . Polyphase coding refers to phase modulation of the CW carrier, with a poly phase sequence consisting of number of distinct phases. Frank, P1, P2, P3, P4 Codes comes under Polyphase codes.
Frank Code
The Frank Code is derived from a step approximation to a linear frequency modulation waveform using M frequency steps and M samples per frequency .The frank code has a length or processing gain of Nc=M*M .If i is the number of the sample in a given frequency and j is the number of the frequency, the phase of the 
P1 Code
The P1 code is also generated using a step approximation to a linear frequency modulation waveform. In this code, M frequency steps and M samples per frequency are obtained from the waveform using double sideband detection with the local oscillator at band center. The length of the resulting code or compression ratio is Nc=M XM .If i is the number of the sample in a given frequency and j is the number of the frequency, the phase of the th i sample of the th j frequency is: 
P2 Code
For the P2 code M even, the phase increments within each phase group is the same as the P1 code, except that the starting phases are different. The P2 code also has a length or compression ratio of NC=M*M .The P2 code is given by:
Where i=1,2,3,….,M and j=1,2,3….,M and where M=2,4,6… The Simulation results for the Frank Code are shown in Fig 6: www.iosrjournals.org 22 | Page 
P4 code
The P4 code is conceptually derived from the same linear frequency modulation waveform as the P3 code with a different phase equation given by, The phase sequence of a P4 signal is described by:
For i =1 to Nc where Nc is the pulse compression ratio. 
Wigner Ville Distribution (WVD)
The Wigner Ville Distribution (WVD) is a two-dimension function describing the frequency content of a signal as a function of time. Using the WVD, frequency and time changes in most of the LPI radar signals can be identified. The WVD of discrete input signal x (t) is defined as:
where x(n) is an input signal l is the time variable, ω is the angular frequency variable, * indicates the complex conjugate w(n) is a length of 2N-1 real window function with w(0) =1.
Choi-Williams Distribution (CWD)
The Choi-Williams Distribution (CWD) is given by:
Where υ (ξ, τ) is a kernel function and A (μ, τ) = x (μ + τ/2) x * (μ-τ/2)
--------(9) And x (μ) is time signal and x * (μ) is its complex conjugate. This equation represents a generalized class of bilinear transformation that satisfies the marginal conditions and has good resolution in both the time and frequency spaces. The Wigner-Ville time-frequency distribution, is based on (7) where the kernel function is υ (ξ, τ) = 1. For multi component signals the cross terms (Oscillatory positive and negative peaks, due to interference between spectral components) are present in the Wigner-Ville distribution. The cross terms cause interference that can obscure physically relevant components of the LPI signal's modulation [4] . The Choi-Williams distribution uses an exponential weighting kernel in order to reduce the cross-term components of the distribution. The kernel function that gives the Choi-Williams distribution is:
Where σ (σ>0) is a scaling factor. By substituting the above kernel equation (10) into (7), the equation for the discrete Choi-Williams distribution of the input signal x (n) with a discrete time index and windowed for large data sample sets shown below:
Here l is the time variable, ω is the angular frequency variable, σ is a positive-valued scaling factor, and * indicates the complex conjugate. and W(n) is a symmetrical window (such as Hamming) which has nonzero values on the interval -N / 2 to N / 2 and W(μ) is a uniform rectangular window that has a value of one for the range of -M / 2 and M / 2 . The choices of N and M on these windows respectively determine the frequency resolution of the CWD and the range at which the function will be defined [4] [5] . The discrete CWD can be modified to fit the standard discrete Fourier Transform (DFT) by setting ω=πk/2N.The final equation can be written as:
Where the kernel function S ' (l, n) is defined as:
Reasons for choosing CWD
1. The CWD of multi component signal achieves the cross term reduction. 2. The selection of appropriate window size, which depends on the kind of analyzed information, is not required for computation of CWD. 3. CWD satisfies the time marginal & frequency marginal condition i.e. by summing the time frequency distributions over all frequencies one can obtain the instantaneous energy of the signal at a particular instance and by summing the time-frequency distributions over all time, one can obtain the power spectrum of the signal at a particular frequency. 4. Energy of the CWD is the same as the energy content in the signal [6] .
In the present paper, a four bit Frank Coded signal having 16 phases is considered. A carrier frequency f c =1 GHz and the sampling frequency fs =2700 MHz is used. Choi-Williams Distribution algorithm is applied on the given Frank coded signal sample and results of the CWD output are plotted against the time and frequency using the three dimensional mesh plot. Application of Choi-Williams Distribution algorithm on the multi component signal results in the time frequency graph as shown below. Once these parameters are known, the sub code duration (t b ) can be calculated as the inverse of Bandwidth. The number of cycles of the carrier per phase (cpp) i.e. within each code duration, is given by the sub code duration (t b ) multiplied by the frequency of the signal (f c ) and converting the result to nearest integer. The no of phase changes are determined by dividing the total code duration (T) by the sub code duration (t b ) and converting to nearest integer [5] . In the above results achieved the parameter detection accuracy of the algorithm depends on the number of input sample points (N) used to calculate the CWD. If the N is increased, the more accuracy can be achieved at the cost of computational speed [6] . As a result of this property, the CWD is often thought as a signal's energy distribution in the time-frequency domain.
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IV. Conclusion
Six types of Low Probability of Intercept (LPI) signals were considered in this paper. They are Barker code, Frank code, and P1-P4 code signals. There are some of the signals generated for Choi-Williams Distribution analysis in this paper. The Choi-Williams Distribution is a two-dimension function describing the frequency content of a signal as a function of time. The Choi-Williams Distribution has been noted as one of the more useful time-frequency analysis techniques for signal processing. Using the Choi-Williams Distribution one can identify the frequency and time changes in most of the LPI signals.
