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LEFT-INVARIANT SUB-RIEMANNIAN ENGEL STRUCTURES:
ABNORMAL GEODESICS AND INTEGRABILITY
IVAN BESCHASTNYI AND ALEXANDR MEDVEDEV
Abstract. We provide the first known family of examples of integrable homogeneous sub-
Riemannian structures admitting strictly abnormal geodesics. These examples were obtained
through the analysis of the equivalence problem for sub-Riemannian Engel structures. We
formulate a criterion of strict abnormality in terms of structure functions of a canonical frame
on a sub-Riemannian Engel manifold as well as estimates on conjugate times.
1. Introduction
It is well known that in sub-Riemannian geometry every geodesic must be a projection of a
curve in the cotangent bundle called an extremal and that there are two mutually non-exclusive
types of such curves: normal and abnormal extremals. By a geodesic we mean a curve, whose
short arcs are length minimizing. Until the relatively recent example by R. Montgomery [20]
it was believed that sub-Riemannian minimizers could be only normal. Projections of nor-
mal extremals are smooth, always locally minimizing and in many ways behave similarly to
Riemannian geodesics.
In 1994 Montgomery [20] provided the first example of an integrable sub-Riemannian struc-
ture admitting strictly abnormal (i.e. that are not projections of normal extremals) geodesics.
Since then it became clear that abnormal extremals play a very important role in sub-Riemannian
geometry [5,10,16,24]. For example Sussmann and Liu [25] showed that the projections of “reg-
ular” abnormal extremals for 2-distributions are locally minimizing. Their results suggest that
abnormal geodesics are a typical phenomenon for 2-distributions. This fact is closely related
to the rigidity phenomena for singular curves [11].
Compared to normal geodesics we know very little about abnormal geodesics. For example, it
is not known what kind of singularities the sub-Riemannian wave-front and sphere can have in
a neighborhood of an abnormal geodesic [1]. Some results for non-strictly abnormal geodesics
(i.e. for those that are normal as well) were obtained in [5,8,19]. Most of them rely heavily on the
fact that the considered models had an integrable Hamiltonian system for the normal extremals.
In [10] structures with both strictly and non-strictly abnormal geodesics were considered, but
in the strict case the models did not have an integrable normal geodesic flow, and so only some
limited results could be obtained.
The motivation for this paper was to find sub-Riemannian Engel structures that have strictly
abnormal geodesics and an integrable Hamiltonian system for normal extremals. An Engel
manifold is a 4-dimensional manifold together with a rank-2 distribution of growth (2,3,4).
The global properties of Engel distributions have attracted a lot of interest lately (see [17, 18]
and references therein). In Section 2 using a canonical frame we show that sub-Riemannian
Engel structures are locally defined by 6 structure functions Ti, 1 ≤ i ≤ 6 (see Theorem 1
for details). Then we provide a local classification of left-invariant Engel structures on 4-
dimensional Lie groups. This problem was previously considered in the works of Almeida [6,7],
but the classification there is incomplete.
Engel manifolds are foliated by abnormal geodesics [24]. In Section 3 we characterize Engel
structures that admit strictly abnormal geodesics. That allows us to prove our main result:
Theorem 5. We show that homogeneous sub-Riemannian Engel structures defined there are
super-integrable and admit strictly abnormal geodesics. It is worth mentioning that Gole´ and
Karidi [15] have already shown that even Carnot groups could have strictly abnormal geodesics.
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However integrability was not addressed in their paper. Another closely related result is [21]
where the authors provided an example of a left-invariant sub-Riemannian structure on a Carnot
group whose normal geodesic flow is not integrable.
In Section 4 we discuss local optimality of an abnormal geodesic on a sub-Riemannian Engel
manifold in its C0-neighbourhood. The investigation is governed by the study of the Jacobi
equations and corresponding conjugate points. Absence of conjugate points is sufficient for
minimality if the abnormal geodesic is strict. In Theorem 7 we show how the minimality of an
abnormal geodesic is related to the behaviour of a function
(1) ∆ = T6 +
1
2
T˙2 − 1
4
(T2)
2
along it.
Function ∆ is a curvature invariant similar to the curvature invariants of normal sub-Riemannian
geodesics introduced in [26] by Zelenko and Li. Later this result was used by them in [27] and
by Barilari and Rizzi in [9] to prove comparison theorems like Theorem 7.
In the left-invariant we compute case explicitly all conjugate times for abnormal geodesics.
This times are equal to
(2) tconj =
πk√
∆
, ∀k ∈ Z+.
This also gives a family of explicit examples of sub-Riemannian structures with abnormal
geodesics that lose optimality at finite moments of time. Such examples were previously known
(see [22]), but were mostly limited to non-strictly abnormal geodesics.
Acknowledgements. The authors would like to thank prof. Andrei Agrachev and prof. Yuri
Sachkov for many useful discussions and suggestions. We also would like to thank the anony-
mous referees for the helpful remarks and valuable suggestions that helped to greatly improve
the final text.
2. Equivalence of Engel sub-Riemannian structures
A four-dimensional manifold M with a two-dimensional distribution D is called an Engel
manifold, if D satisfies the following non-integrability conditions
rank([D,D]) = 3,
rank([D, [D,D]]) = 4,
where [D,D] consists of those tangent vectors that can be obtained by taking commutators of
local sections of D. Any two Engel structures are locally equivalent [12,13]. A positive-definite
metric g on D turns M into a metric space with the distance
d(q0, q1) = inf
γ
{∫ 1
0
√
g(γ˙, γ˙)dt
}
,
where the infimum is taken over all absolutely continuous curves γ(t) such that γ(0) = q0,
γ(1) = q1 and γ˙(t) ∈ Dγ(t) for almost every t. Locally minimizing curves are called geodesics.
It is well known that a sub-Riemannian Engel structure can be endowed with a canonical
global frame. We shall now recall the construction for the reader’s convenience.
Let E and V be distributions on an arbitrary manifold. We denote by [E ,V] a distribution
which is generated by brackets of germs of sections of E and V. For an arbitrary distribution
D we use the notation D1 = D and Di = [D,Di−1].
Definition 1. The Levi form L of a distribution E in the point p ∈ M is the bi-linear and
skew-symmetric map:
Lp : Ep × Ep → TpM/Ep,
defined by
Lp(v, w) = [Xv, Xw]p mod E
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where Xv and Xw are smooth vector fields defined in the neighborhood of p which belong to E
and satisfy conditions (Xv)p = v and (Xw)p = w.
It is straightforward to check that the definition of the Levi form does not depend on the
choice of Xv and Xw.
Lemma 1. Let D be an Engel distribution and L be the Levi form on D2. Then the kernel K
of L is one-dimensional and is contained in D.
Proof. First of all L 6= 0 since TM = [D,D2] ⊆ [D2,D2]. Therefore, the kernel is 1-dimensional.
Assume that K 6⊂ D. Then D2 = K ⊕ D and [D,D2] = [D,D ⊕ K] = [D,D] = D2 which
contradicts the definition of an Engel structure. 
Remark 1. The kernel of L in fact defines a characteristic line field of the distribution D.
Its integral lines are abnormal geodesics of any Engel sub-Riemannian structures defined on
(M,D). It is known that in the Engel case sufficiently short arcs of those curves are minimizers
independently of the sub-Riemannian metric on the distribution [24].
Let K be the kernel of the Levi form L. With every 4-dimensional Engel structure we can
associate a canonical, up to an action of Z2×Z2, frame. Namely, let X2 be one of the two unit
vectors in K. Let X1 be an orthogonal complement to X2. Then, the vectors X3 and X4 are
defined as follows:
X3 = [X1, X2], X4 = [X1, X3].
The frame {X1, X2, X3, X4} is unique up to the action of a group Z2×Z2 which is generated
by the following 2 elements:
{X1, X2, X3, X4} → {−X1, X2,−X3, X4},
{X1, X2, X3, X4} → {X1,−X2,−X3,−X4}.
Note that we can omit the Z2 × Z2 ambiguity by fixing the frame orientation as well as the
orientation of the sub-frame X1, X2.
Every sub-Riemannian Engel structure induces a canonical filtration of the tangent bundle
of M :
(3) 0 = F 0 ⊂ F−1 ⊂ F−2 ⊂ F−3 ⊂ F−4 = TM,
where F−1 = RX1, F
−2 = D and F−3 = D2. The associated graded Lie algebra grF =⊕
i F
−i/F−i+1 is isomorphic to the standard nilpotent Engel Lie algebra
[e1, e2] = e3, [e1, e3] = e4.
The projection Γ(TM)→ grF sends Xi to ei.
Consider now the structure functions of the canonical frame
(4) [Xi, Xj] = Xi+j + C
k
ijXk, i < j.
The grading deg(ei) = −i of the standard Engel Lie algebra induces corresponding grading of
the frame deg(Xi) = −i and of the structure function deg(Ckij) = i + j − k. Since the frame
is compatible with the filtration F , all non-zero Ckij have a positive degree, i.e. C
k
ij = 0 if
i+ j − k ≤ 0.
It is well known that the structure constants of a frame together with all covariant derivatives
(i.e. derivatives by the vector fields forming the frame) form a set of invariants which is sufficient
to solve an equivalence problem [23]. Not all Ckij are independent. Due to Jacobi identity, we
can express them using 6 basic invariants T1, . . . , T6, which we describe in the table below.
The next theorem proves this fact.
Theorem 1. For every oriented sub-Riemannian Engel structure (M,D, g) with fixed orienta-
tion on D there exists a canonical frame {X1, X2, X3, X4} given by conditions
(5) [X1, X2] = X3, [X1, X3] = X4, [X2, X3] ∈ span {X1, X2, X3} ,
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Table 1. Basic invariants of Sub-Riemannian Engel structures
Degree Invariant
1 T1 = C
4
14
2 T2 = C
3
23
T3 = C
3
14
3 T4 = C
2
23
T5 = C
2
14
4 T6 = C
1
23
such that orientations of {X1, X2, X3, X4} and {X1, X2} are compatible with orientations of M
and D respectively.
Apart from (5) the structure equations of the canonical frame are:
(6)
[X1, X4] = C
1
14X1 + T5X2 + T3X3 + T1X4
[X2, X3] = T6X1 + T4X2 + T2X3
[X2, X4] = X1(T6)X1 +X1(T4)X2 + (T4 +X1(T2))X3 + T2X4
[X3, X4] = C
1
34X1 + C
2
34X2 + C
3
34X3 + (T4 + 2X1(T2)−X2(T1))X4,
where
C114 =
1
2
(
T1T4 + T1X1(T2)− 3X1(T4) +X2(T3) +X3(T1)−X21 (T2)
)
,
C334 = −
1
2
(
T1T4 + T1X1(T2)−X1(T4) +X2(T3)−X3(T1)−X21 (T2)
)
,
C234 = T2T5 − T3T4 − T1X1(T4)−X2(T5) +X21 (T4),
C134 = T2C
1
14 − T6T3 − T1X1(T6)−X2(C114) +X21 (T6).
In particular, the structure constants depend only on Ti, 1 ≤ i ≤ 6 and their derivatives along
Xj.
Proof. The normalization conditions imply some restrictions on the form of structure functions:
equality C412 = C
2
12 = C
1
12 = 0 follows from [X1, X2] = X3, equality C
3
13 = C
2
13 = C
1
13 = 0 follows
from [X1, X3] = X4 and C
4
23 = 0 follows from the fact that X2 generates the kernel of the Levi
form on D2.
The Jacobi identity yields relations among the Ckij, which we compute in order according to
their degree. In degree 1 there remains only one non-zero structure function C414 and we denote
it by T1. In degree 2 there is only one non-trivial relation which follows from the Jacobi identity.
Denoting by [Y, Z]i the projection of [Y, Z] on Xi we have:
0 = [X1, [X2, X3]]
4 + [X2, [X3, X1]]
4 = [X1, C
3
23X3]
4 − [X2, X4]4 = C323 − C424.
Therefore we are allowed to use the notation C323 = C
4
24 = T2 and C
3
14 = T3. In degree 3 there
are 2 relations. The first one is
0 = [X1, [X2, X3]]
3 + [X2, [X3, X1]]
3 =
[X1, C
2
23X2 + C
3
23X3]
3 − C324 = C223 +X1(C323)− C324
while the second one is
0 = [[X1, X2], X4]
4 + [[X2, X4], X1]
4 + [[X4, X1], X2]
4 =
C434 + [C
3
24X3 + C
4
24X4, X1]
4 − [C414X4, X2]4 = C434 − C324 −X1(C323) +X2(C414)
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Therefore if we define T4 = C
2
23 and T5 = C
2
14 then C
3
24 = T4+X1(T2) and C
4
34 = T2+2X1(C
3
23)−
X2(T1).
We omit the computations for higher degrees since they are more involved, but straightfor-
ward. 
Let us consider the classification problem for the left-invariant Engel sub-Riemannian struc-
tures on Lie groups. The structure functions are constant in this case. The following general
form of the structure equations for the canonical left-invariant frame is a direct consequence of
theorem 1.
Proposition 1. Let {X1, X2, X3, X4} be a canonical left-invariant frame for a left-invariant
Engel sub-Riemannian structure. Then the structure equations of the frame are:
(7)
[X1, X2] = X3, [X1, X3] = X4,
[X1, X4] =
1
2
AX1 + T5X2 + T3X3 + T1X4,
[X2, X3] = T6X1 + T4X2 + T2X3,
[X2, X4] = T4X3 + T2X4,
[X3, X4] = CX1 +BX2 − 1
2
AX3 + T4X4,
where A = T1T4, B = T2T5 − T3T4, C = 12T1T2T4 − T3T6.
Substituting the structure constants from proposition 1 into the Jacobi formula we obtain a
system of restrictions on Ti:
(8)
0 = T1T6 + 2T2T4,
0 = T 21 T4 + 4T2T5,
0 = T1T3T4 − T1T2T5 + 2T4T5,
0 = T1T
2
4 − T 21 T2T4 + 2T1T3T6 + 2T5T6,
0 = T1T
2
4 + 4T
2
2 T5 − 4T2T3T4 + 2T5T6,
0 = T1T
2
2 T4 + T1T4T6 − 2T2T3T6.
Solving the system above we get the classification of the left-invariant sub-Riemannian Engel
structures.
Theorem 2. Any left-invariant sub-Riemannian Engel structure is uniquely locally defined by
the structure constants Ti and belongs to at least one family from Table 2. We list in Table 2
restrictions on Ti that define a family as well as corresponding non-trivial structure equations.
3. Geodesic flow on Engel manifolds and its integrability
The problem of finding length minimizers between q0, qT ∈ M is equivalent to the optimal
control problem
(9) q˙ = u1X1(q) + u2X2(q), u1, u2 ∈ L∞ ([0, T ]) , q(t) ∈M,
(10) q(0) = q0, q(T ) = qT ,
(11) l(q) =
∫ T
0
√
u21 + u
2
2dt→ min,
where ui are the controls.
Definition 2. An admissible curve is a Lipschitz curve that satisfies (9) at almost every point.
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Table 2. Classification of left-invariant Sub-Riemannian Engel structures
# Restrictions Structure Equations
Excluding [X1, X2] = X3, [X1, X3] = X4
I. T2 = T4 = T6 = 0 [X1, X4] = T5X2 + T3X3 + T1X4
II. T4 = T6 = T5 = 0 [X1, X4] = T3X3 + T1X4,
[X2, X3] = T2X3,
[X2, X4] = T2X4
III. T1 = T2 = T5 = 0 [X1, X4] = T3X3,
[X2, X3] = T6X1 + T4X2,
[X2, X4] = T4X3,
[X3, X4] = −T6T3X1 − T4T3X2 + T4X4
IV. T1 = T3 = 0, [X2, X3] = T6X1 + T2X3,
T4 = T5 = 0 [X2, X4] = T2X4.
V. T1 6= 0, [X1, X4] = T1X4 − T
3
1 +8T5
4T1
X3 + T5X2 − 2T2T5T1 X1,
T4 =
1
2
T2(T 21 +4T3)
T1
, [X2, X3] = T2X3 − 4T2T5T 2
1
X2 +
8T 2
2
T5
T 3
1
X1,
T5 = −18T 31 − 12T1T3, [X2, X4] = T2X4 − 4T2T5T 2
1
X3,
T6 = −T
2
2 (T
2
1 +4T3)
T 2
1
[X3, X4] =
2T2T5
T1
(
X3 − 2T1X4 − 4T5T 21 X2 +
8T2T5
T 3
1
X1
)
It is well known that the minimum exists and that after a reparameterization we can assume
that minimal curves have constant speed |q˙|2 = u21 + u22 = const. Then a direct consequence of
the Cauchy-Schwarz inequality implies that an admissible curve with constant speed is a length
minimizer if and only if it minimizes the energy functional
(12) J(q) =
∫ T
0
u21 + u
2
2
2
dt
with T fixed [2].
Definition 3. A geodesic is an admissible curve parametrized by constant speed whose suffi-
ciently small arcs are length minimizers.
In order to describe sub-Riemannian geodesics we use the Pontryagin maximum principle
(PMP) which is equivalent to the usual Lagrange multiplier rule in constrained optimization.
To state it we need some definitions.
Definition 4. We say that the pair control-trajectory (u˜(t), q˜(t)) is an optimal pair, if q˜(t) is
a length minimizer and satisfies (9) with control function u = u˜(t).
Consider the cotangent bundle π : T ∗M →M and the coordinate functions
hi = 〈λ,Xi〉, λ ∈ T ∗M.
Definition 5. The Hamiltonian of the maximum principle is a family of smooth functions,
affine on fibres, parameterized by controls (u1, u2) ∈ R2 and a real number ν ≤ 0, given by
Hu(λ, ν) = 〈λ, u1X1 + u2X2〉+ ν
2
(u21 + u
2
2) = u1h2 + u2h2 +
ν
2
(u21 + u
2
2).
Theorem 3 (PMP, [4]). If a pair (u˜(t), q˜(t)) is optimal in a minimization problem (9)-(11),
then there exists a Lipschitzian curve λ(t) ∈ T ∗q˜(t)M and a number ν ≤ 0, s.t. the following
conditions are satisfied
(1) (λ(t), ν) 6= 0;
(2) λ˙(t) = ~Hu˜(t)(λ(t));
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(3) Hu˜(t) = maxu∈R2 Hu(λ(t), ν).
Definition 6. The curve λ(t) ∈ T ∗q˜(t)M from the formulation of PMP is called an extremal.
Definition 7. If an extremal λ(t) satisfies the PMP with ν = 0 it is called abnormal or
singular, otherwise we say that it is normal. We say that a projection q˜(t) of λ(t) is normal
(resp. abnormal) if the corresponding extremal λ(t) is normal (resp. abnormal). A curve q˜(t) is
said to be strictly abnormal (resp. strictly normal) if it satisfies the PMP with some abnormal
(resp. normal) λ(t) and is not a projection of some normal (resp. abnormal) extremal at the
same time.
A projection of a normal extremal is always a geodesic. In the case of sub-Riemannian Engel
structures a projection of any abnormal extremal is a locally minimizing curve i.e. it is a
geodesic [2, 24], although it is not true in general for other sub-Riemannian structures.
We now look for sub-Riemannian structures of Engel type admitting strictly abnormal
geodesics.
Theorem 4. Abnormal geodesics of an Engel sub-Riemannian structure are integral curves of
X2. An abnormal geodesic is strict if and only if T4 6= 0 along the geodesic.
Proof. Consider a geodesic q(t) and let λ(t) = (q(t), h(t)) be its extremal. The Hamiltonian
system of the PMP for a sub-Riemannian Engel structure is given by
q˙ = u1X1(q) + u2X2(q),
h˙i = {Hu, hi}.
where the Lie-Poisson bracket of vertical coordinate functions hi depends only on the structure
functions of Xi:
{hi, hj} = 〈λ, [Xi, Xj]〉 = Ckij(q)hk.
Using the structure equations eq. (6) and the Leibniz rule we obtain
q˙ = u1X1(q) + u2X2(q),
h˙1 = −u2h3,
h˙2 = u1h3,(13)
h˙3 = u1h4 + u2 (T6h1 + T4h2 + T2h3) ,
h˙4 = u1
(
C114h1 + T5h2 + T3h3 + T1h4
)
+ u2 (X1(T6)h1 +X1(T4)h2 + (T4 +X1(T2))h3 + T2h4) .
To find the optimal controls u = (u1, u2) we use condition (3) from theorem 3. When ν = 0,
the Hamiltonian is of the form
Hu = u1h1 + u2h2.
The only possibility for the maximum to be attained is when h1 ≡ h2 ≡ 0. This implies
h˙1 = −u2h3 = 0 and h˙2 = u1h3 = 0. Since we are interested in curves with non-zero constant
speed q˙ = u21 + u
2
2 we obtain that h3 ≡ 0. The forth equation of (13) implies that either u1 ≡ 0
or h4 ≡ 0. But the non-triviality condition 1 of the PMP yields h4 6= 0 if ν = 0. Therefore,
u1 ≡ 0 and projections of abnormal extremals are integral curves of X2. Along these curves
the last equation reduces to
h˙4 = u2T2h4
whose solutions are sign-definite for non-zero initial data. Therefore the non-triviality condition
is satisfied for all times and (q(t), h(t)) is an abnormal extremal. Moreover q(t) is always a length
minimizer the in Engel case [2], i.e. it is always an abnormal geodesic.
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Let us consider the case ν 6= 0. Without loss of generality we can normalize (λ, ν) in such a
way that ν = −1. Then the maximum is achieved when
∂Hu
∂ui
= hi − ui = 0 ⇐⇒ ui = hi, i = 1, 2.
Substituting the obtained controls in eq. (13) we get
q˙ = h1X1(q) + h2X2(q),
h˙1 = −h2h3,
h˙2 = h1h3,(14)
h˙3 = h1h4 + h2 (T6h1 + T4h2 + T2h3) ,
h˙4 = h1
(
C114h1 + T5h2 + T3h3 + T1h4
)
+ h2 (X1(T6)h1 +X1(T4)h2 + (T4 +X1(T2))h3 + T2h4) .
which is a Hamiltonian system with Hamiltonian
Hu˜(t) = H =
h21 + h
2
2
2
.
Assume that an abnormal geodesic (q(t), h(t)) satisfies (14). Since it is an integral curve
of X2 we must have h1 ≡ 0. Moreover, the Hamiltonian H is a first integral of the system.
Therefore 2H = h21 + h
2
2 = const 6= 0 and so h2 = const 6= 0. Thus from (14) it follows that
h3 ≡ 0. But the forth equation gives us T4h22 = 0, which can hold if and only if T4 = 0 along
the curve. All these conditions reduce the system to the equation
(15) h˙4 = h2T2h4,
which always has a solution.
On the other hand assume that along an abnormal extremal T4 = 0. By substituting h1 ≡ 0,
h2 ≡ 1, h3 ≡ 0 into (14) we reduce the system to (15). This equation always has a sign-definite
solution which guarantees that the abnormal extremal is normal as well. 
One can check from the classification in section 3, that among the type III left-invariant
Engel structures, there are indeed those that have T4 6= 0. The following result says that the
normal geodesic flow on all these algebras is integrable.
Theorem 5. Consider a left-invariant sub-Riemannian Engel structure of type III which is
defined over a Lie group with a Lie algebra
[X1, X2] = X3, [X1, X3] = X4,(16)
[X1, X4] = T3X3, [X2, X3] = T6X1 + T4X2,(17)
[X2, X4] = T4X3, [X3, X4] = −T6T3X1 − T4T3X2 + T4X4,(18)
where vector fields X1, X2 form an orthonormal sub-Riemannian frame. The normal Hamilton-
ian flow of this structure is super-integrable meaning that it has four independent commuting
first integrals including the Hamiltonian H and one more independent first integral that com-
mutes with H. If T4 6= 0 then the abnormal geodesics of the structure are strict.
Before we prove the theorem, let us investigate the structure of corresponding Lie algebras.
First, one can notice that any type III Lie algebra is a central extension of a 3-dimensional Lie
algebra. The center element is
X ′4 = X4 + T4X1 − T3X2.
The underlying Lie algebra is semi-simple if and only if D = (T4)
2 + T3T6 6= 0. If D < 0 and
T3 < 0 (equivalently T6 < 0) then it is so(3,R) or sl(2,R) otherwise.
Consider now the case D = 0. If T4 = T6 = 0 then we have a trivial extension either of the
Lie algebra of Euclidean motions of the plane (T3 > 0) or the Lie algebra of Poincare motions
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of the plane (T3 < 0). Otherwise T4 6= 0 and we obtain a non-trivial extension of a solvable Lie
algebra of dimension 3 with 2-dimensional derived algebra. The whole family already appeared
in the classification of Almeida in [7] and among examples of Engel structures in [14].
Proof of Theorem 5. Instead of the basis for the type III family from Table 2, we use basis
{X1, X2, X3, X ′4} in the proof. Then the only non-zero structure equations are
[X1, X2] = X3,(19)
[X1, X3] = X
′
4 − T4X1 + T3X2,(20)
[X2, X3] = T6X1 + T4X2.(21)
The Hamiltonian function h′4 = 〈λ,X ′4〉 which corresponds to the center element X ′4 is a first
integral. In the basis X1, X2, X3, X
′
4 the Hamiltonian system takes the form
h˙1 = −h2h3,
h˙2 = h1h3,(22)
h˙3 = h1h
′
4 − T4(h21 − h22) + (T3 + T6)h1h2,
where h′4 = const. It is easy to see that (22) has the following first integral
G =
h23
2
− h′4h2 +
T3 + T6
4
(h21 − h22) + T4h1h2.
Let I : g 7→ g−1 be the inverse map of the Lie algebra and XR(g) = I∗XL(g) be the
right invariant fields constructed from the left-invariant ones. Let hRi be the right-invariant
Hamiltonian functions. We know that hRi commute with any left-invariant Hamiltonian function
and thus they commute with H,G, h′4. Therefore the whole family H,G, h
′
4, h
R
1 is commutative
and {H, hR2 } = 0.
We claim that dH, dG, dh′4, dh
R
1 , dh
R
2 are linearly independent almost everywhere. Actually
it is enough to check that only in one, point for example, at the identity. Indeed it is known
that any finite-dimensional Lie group is analytic, i.e. it admits an analytic structure as a
manifold with analytic multiplication. Then the right and left-invariant Hamiltonians and
their differentials are going to be analytic as well. Since the linear dependence is an algebraic
condition on the components of the corresponding vectors, we get that if the differential above
are linearly independent at some point, then they must be independent almost everywhere.
Assume that left-invariant Hamiltonian functions and right invariant Hamiltonian functions
are related by
hRi = a
j
i (g)hj,
where XRi (g) = a
j
i (g)X
L
j (g) and a
j
i (id) = −δji . In [19] it was shown that in the coordinates of
the first kind
∂aki
dxj
(id) = ckji. Using this identity we deduce
 dHdGdh′4
dhR1
dhR2

 =

 h1 h2 0 0 0 0 0 0T3+T62 h1+T4h2 −h′4−T3+T62 h2+T4h1 h3 −h2 0 0 0 00 0 0 1 0 0 0 0
−1 0 0 0 0 −h3 −h′4+T4h1−T3h2 0
0 −1 0 0 h3 0 −T6h1−T4h2 0

.
The determinant of the first, third, fourth, fifth and sixth rows is equal to h1h
3
3. Therefore
H,G, h′4, h
R
1 , h
R
2 are almost everywhere functionally independent first integrals. 
Remark 2. It is straightforward to verify that the normal Hamiltonian flow of the left-invariant
Engel structure admits Casimir functions only for examples of type I and type III. As follows
from the structure equations, type I Lie algebras do not admit strictly abnormal geodesics,
but from the integrability point of view they are simpler and could be worth considering. For
example, type I algebras with structure constants
T1 = n +m− 1, T3 = n+m− nm, T6 = −nm,
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admit polynomial first integrals of order n+1 and m+1, with any m > n ≥ 0, which are given
by
F1 =
(
h3 + h4 − (h2 + h3)n
(1 +m)(m− n)
)(
h4 +mnh2 − (m+ n)h3
(1 +m)(1 + n)
)m
,
F2 =
(
m(h2 + h3)− h3 − h4
(1 + n)(m− n)
)(
h4 +mnh2 − (m+ n)h3
(1 +m)(1 + n)
)n
.
4. Local minimality of abnormal geodesics
In differential geometry local minimality is usually understood in the sense that sufficiently
short arcs of a curve are minimal. That means that for every point t0 on an admissible curve
γ there exists a sufficiently small interval [t1, t2] containing t0 such that γ|[t1,t2] is the shortest
curve among all admissible curves connecting γ(t1) and γ(t2). Such a curve is called geodesic.
However, in calculus of variations the word local in “local minimality” often refers to topology
on a space of admissible curves. Consider a curve γ defined on [0, T ]. We are interested whether
the whole curve γ is shorter then any other sufficiently close admissible curve connecting γ(0)
and γ(T ). The answer to this question depends heavily on the topology we choose. Sobolev
space topology W 1,∞ was studied in [24] for Engel manifolds and [5] for the general case.
Some results on the C1 topology can be found in [11] and local optimality conditions for rank 2
distributions in the C0-topology can be found in Chapter 12 of [2]. We follow the last reference.
Definition 8. An admissible curve γ connecting γ(0) = q0 with γ(T ) = qT is called a C
0-local
minimizer if there exists a C0-neighbourhood U of γ, s.t. any other admissible curve γˆ from U
with γˆ(0) = q0 and γˆ(T ) = qT is not longer then γ.
The Pontryagin maximum principle guarantees that short arcs of normal curves are length
minimizers. The analysis of local minimality of abnormal curves is a subtle question in general.
However, for Engel manifolds short pieces of abnormal curves are C0-local minimizers. This
was proven in [2] by first establishing that abnormal curves on an Engel manifold are H1-
local minimizers and then by showing that H1-local minimality implies C0-local minimality for
continuously differentiable curves.
To determine whether or not the whole geodesic is a C0-local minimizer we investigate the
presence of conjugate points along it. We present here only definitions and the theory related
to the Engel case. For the most general situation see [3] and for some particular cases see [2,4].
Definition 9 ( [2]). Let γ(t) = etX2(q0) be a unit speed abnormal geodesic on an Engel manifold.
The moment of time t > 0 is called conjugate if
etX2
∗
Dq0 = Dγ(t).
Theorem 6 ( [2]). If an abnormal geodesic of an Engel manifold does not contain conjugate
points, then it is a C0-local minimizer. Conversely, if a strictly abnormal geodesic is a C0-local
minimizer, then it does not contain conjugate points.
It is important to note that in general a presence of a conjugate point does not imply that
the abnormal geodesic is not a C0-minimizer. The minimizing property depends on the number
of lifts this geodesic has. If it has a unique lift to the cotangent bundle, then indeed a presence
of at least one conjugate point is sufficient for non-optimality. For the general case see [4,
Theorem 20.3].
The next theorem establishes necessary conditions for C0-local minimality of abnormal
geodesics.
Theorem 7. Let γ(t) = etX2(q0) be an unit-speed abnormal geodesic on an Engel manifold and
let
∆γ(t) = T6(γ(t)) +
1
2
T˙2(γ(t))− 1
4
T2(γ(t))
2.
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If ∆γ ≤ 0 on [0, T ], then γ|[0,T ] is C0-local minimizing. If γ(t) is strictly abnormal and ∆ ≥
C > 0, then γ|[0,τ ] is not a C0-local minimizer for τ ≥ π/
√
C.
Proof. Let us write down and analyse the corresponding Jacobi equation. Obviously etX2
∗
(X2(γ(0))) =
X2(γ(t)) ∈ Dγ(t). So we must consider the evolution of A(t) = etX2∗ X1 along the abnormal curve
γ(t). A time t∗ > 0 is conjugate if and only if A(t∗)(γ(t∗)) ∈ Dγ(t∗). Using the definition of Lie
derivative we see that
(23) A˙(t) = [A(t), X2].
Let A(t) = A1(t)X1+A2(t)X2+A3(t)X3+A4(t)X4. Using the structure constants (6) of the
canonical frame and projecting equation (23) on {X1, X2, X3, X4} we obtain
(24)
A˙1 = −T6A3 −X1(T6)A4,
A˙2 = −T4A3 −X1(T4)A4,
A˙3 = A1 − T2A3 − (T4 +X1(T2))A4,
A˙4 = −T2A4,
where all Ti as well as X1(Ti) are evaluated along the curve γ. The system (24) is linear with
boundary conditions A(0) = (1, 0, 0, 0) and A3(t∗) = A4(t∗) = 0 where t∗ is the supposed
conjugate time. Note that the first, the third and the fourth equations form a closed subsystem.
Moreover from the last equation and the boundary conditions we obtain A4 ≡ 0. This way we
are left to study the non trivial solutions to the boundary value problem
(25)
A˙1 = −T6A3,
A˙3 = A1 − T2A3,
A1(0) = 1, A3(0) = 0, A3(t∗) = 0.
Using the fact that the abnormal curve is smooth since it is an integral curve of a smooth vector
field, we rewrite (25) as a single second order ODE:
A¨3 + T2A˙3 + (T6 + T˙2)A3 = 0,
A3(0) = 0, A3(t∗) = 0, A˙3(0) = 1.
This allows us to use the results from the oscillation theory of second order ODEs. After the
change of variables
y = A3 exp
(∫ t
0
T2(τ)
2
dτ
)
,
we get an equivalent formulation of the boundary value problem
y¨ +
(
T6 +
T˙2
2
− T
2
2
4
)
y = 0,(26)
y(0) = 0, y(t∗) = 0, y˙(0) = 1.(27)
Now the statement of the theorem is a direct consequence of the Sturm comparison theorem. 
In the case of left-invariant structures, i.e. when all Ti’s are constants, we get a sharp result.
Corollary 1. Let γ(t) be an abnormal curve of a left-invariant Engel structure and let ∆ =
T6 − 14(T2)2. If ∆ > 0, then all the conjugate times are given by
tconj =
πk√
∆
, ∀k ∈ Z+
and if, moreover, γ(t) is strictly abnormal then the restriction γ|[0,τ ] is a C0-local minimizer if
and only if τ < π/
√
∆. If ∆ ≤ 0, then the restriction γ|[0,τ ] is a C0-local minimizer for any
τ ∈ (0,+∞).
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Proof. In the left-invariant case ∆ is a constant. Therefore we can solve the boundary value
problem (26)-(27) explicitly. 
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