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Abstract 
A I-spanner of a graph G is a spanning subgraph S in which the distance between every pair of 
vertices is at most t times their distance in G. This notion is motivated by applications in distributed 
systems, communication networks, computational geometry and robotics. In this paper, it is shown 
that for any fixed t 2 2, the problem of determining, for a graph G and a positive integer K, whether 
G contains a t-spanner with at most K edges is NP-complete, even if G is a bipartite graph (for fixed 
t L 3). The problem for digraphs is also shown to be NP-complete, even for oriented graphs (with 
fixed t 2 3). 
1. Introduction 
A t-spanner of a graph G is a spanning subgraph S in which the distance between 
every pair of vertices is at most t times their distance in G. This notion was introduced 
in 1987 by Peleg and Ullman [15], who proposed that sparse spanners (spanners with 
few edges) can be used to transform synchronous algorithms into efficient asyn- 
chronous ones. A similar idea was introduced by Chew [9] in 1986 in the study of the 
approximation of complete Euclidean graphs. The key idea behind the notion of 
spanners is to approximate the pairwise distances in the original graph by its spanning 
subgraphs. In view of this, spanners have applications in distributed systems, com- 
munication networks, computational geometry, robotics, and even in biology 
[3,4,9,15,16]. The study of graph spanners has been very active recently; and most of 
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the work has been focused on finding t-spanners with few edges, light weights and 
small t [1,6,7, 10,12, 13, 14,171. 
This paper is concerned with the complexity of the following MINIMUM 
t-SPANNER problem (where t 2 1 is a fixed number): 
Instance: Graph G and a positive integer K. 
Question: Does G contain a t-spanner with at most K edges? 
From the definition of a t-spanner, it is easy to see that S = ( V, Es) is a t-spanner of 
G = ( V, E) if and only if d,( X, y) I t for each edge xy E E - Es, where ds(x, y) is the 
distance from x to y in S. Therefore, we only need to consider the problem for integral 
t 2 1, since G is an unweighted graph. 
Clear\y MJNIMUM \ -SPANNES\ is jn P, hnce the only l-spanner 05 G is 
G itself. Peleg and Schgfler [I43 have proved the NP-completeness of 
MINIMUM 2-SPANNER by using a reduction from EDGE DOMINATING SET 
(see problem [GT2] in [ll]). From their result, we can establish the 
NP-c~n.,p+&~~ss & MIK<MC7M $-SPAK?‘JER <anr -ary f~ = 3k f 2, k 2 ‘,, by 
taking an instance of MINIMUM 2-SPANNER and subdividing each edge by 
k vertices. However, no simple reduction is known for all fixed t 2 3. In this paper, we 
will use a reduction from 3SAT (see problem [LO21 in [l 11) to prove the following 
result: 
Theorem 1. For arry,fixed t 2 2, MINIMUM t-SPANNER is NP-complete, etlenjbr 
bipartite graphs (withjixed t 2 3). 
It is also natural to consider the complexity of MINIMUM t-SPANNER for 
weighted graphs and for digraphs. For weighted graphs, it has been shown by Cai and 
Corneil [7] that for any fixed rational number t > 1, MINIMUM t-SPANNER is 
NP-complete, whereas MINIMUM l-SPANNER is in P. For digraphs, we will use 
a similar reduction to obtain the following result, where an oriented graph is a digraph 
with no directed 2-cycle. 
We remark that MINIMUM 2-SPANNER on bipartite graphs is in P, since the 
only 2-spanner of a bipartite graph is the graph itself; however, the problem (t = 2) on 
oriented graphs remains open. 
2. The undirected case 
We prove Theorem 1 in this section. Let t 2 2 be an arbitrary fixed integer. It is 
clear that MIWIMUM t-SPANNER is in WP, since a nondeterministic algorithm 
needs only guess a spanning subgraph S = (V, Es) of G and check in polynomial time 
whether d,( x, y) < t for every edge xy E E - Es. 
We transform 3SAT to MINIMUM t-SPANNER. Recall that an instance (U, C) of 
3SAT consists of a set U of n distinct variables and a collection C of m 3-element 
clauses over U, and that for any variable u of U, u and U are liter& over U. Let (U, C) 
be an arbitrary instance of 3SAT. We must construct a graph G and a positive integer 
K such that G contains a t-spanner with at most K edges if and only if C is satisfiable. 
The graph G will be made up of truth-setting components and satisfaction testing 
components. 
Before describing the construction, we note that a t-spanner S of a graph is 
a minimum t-spanner if S has the fewest edges amongst all t-spanners of the graph. Also 
note that a t-puth is a simple path with t edges. The following result gives us a way of 
forcing an edge to be in any minimum t-spanner of a graph. 
Lemma 3. Let e he un arbitrary edge of a graph G, and let G’ he the graph constructed 
from G by adding two distinct t-paths PI and P2 (all internal vertices of PI and P2 are 
new vertices) between the two ends of e. Then for any minimum t-spanner S qf G’, edge 
e belongs to S. 
Proof. Suppose that S does not contain e. Then all edges in PI and P2 must be in S, 
since for any edge e’ of either PI or P,, the only path of length I t in G’ - e’ between 
the two ends of e’ contains edge e. Let e, be an arbitrary edge of PI, and let e, be an 
arbitrary edge of P,. Then S’ = S + e - {e, , e2 ) would be a t-spanner of G’ with fewer 
edges than S, contrary to S being a minimum t-spanner of G’. Hence e belongs to S. q 
From now on, by forcing an edge we mean the addition of two distinct t-paths 
between the two ends of the edge. Such an edge will be called aforced edge, and the 
two t-paths will be calledforcing paths. We say that a path is a forced path if every edge 
in the path is a forced edge. 
To construct the graph G, we first construct the truth-setting component T as follows 
(see Fig. 1): 
(1) take five vertices z, x, x’, y, y’, 
(2) join z to each of the remaining four vertices by an edge, and 
(3) add a distinct forced (t - I)-path (all internal vertices on the path are new 
vertices) between each of the following five pairs of vertices: {x,x’}, {x, y ), {x, y’\i, 
fX’>Y), {X’,Y’). 
Figure 1 illustrates the component T for t = 3, where thick edges indicate forced 
edges; for clarity, the forcing paths in T have been omitted from the figure. 
Now we assign each variable u E U a distinct copy T, of T, and refer to vertices of T, 
by the subscript u. In particular, vertices x, and x: of T, will be used to represent the 
literals u and ii respectively, and will be called literal vertices. We then put these copies 
of T together by identifying vertices z,, u E U, into a single vertex z to form a subgraph 
7” of G. Edges zx, and zx: will be called literal edges. As we will see shortly, the 
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Fig. I. The truth-setting component T for r = 3 and its symbolic representation. 
Fig. 2. The graph G for I = 3 and C = {(u,,u~,u~}, (u,,u,,u,}) 
presence (respectively absence) of a literal edge in a minimum t-spanner of G can be 
used to indicate the truth (respectively false) of its corresponding literal in C. 
To finish the construction of G, we create a new vertex c’, for each clause c E C, join 
it to vertex z by an edge, and add a distinct forced (t - 1)-path (all internal vertices on 
the path are new vertices) between U, and each of the three literal vertices in T 
corresponding to the three literals of c (see Fig. 2). These new edges and paths 
associated with c induce a subgraph S, of G, which will be used to check whether c is 
satisfiable and hence forms a satisfaction testing component. Edge ZU, will be called 
a clause edge, and its absence (respectively presence) in a minimum t-spanner of G will 
be used to indicate the truth (respectively false) of its corresponding clause of C. An 
example of G for t = 3 is shown in Fig. 2, where thick edges indicate forced edges; 
again the forcing paths are omitted for clarity. 
To construct K, we note that every forced edge belongs to any minimum t-spanner 
S of G (by Lemma 3). Furthermore, S must contain at least t - 1 edges from each 
forcing t-path. Therefore, each forced edge has at least 2t - 1 edges of S associated 
with it. Then K’ = (3m + 5n)(t - 1)(2f - 1) is the least number of nonliteral and 
nonclause edges in any minimum f-spanner of G. Now we set K = K’ + n. 
It is easy to see that G and K can be constructed in polynomial time. We need to 
show that C is satisfiable if and only if G has a t-spanner with at most K edges. To do 
so, we first note the following important properties of a minimum t-spanner of G. 
Lemma 4. Any minimum t-spanner S of G contains at least K edges. Furthermore, if 
S contains exactly K edges, then,for each T, exactly one of the two literal edges zx, and 
zxh belongs to S. 
Proof. Suppose that neither zx, nor zxl belongs to S. Then it is not hard to see that 
S must contain both edges zy, and zy:; but S’ = S - (zyU, zyk) + zx, would be 
a t-spanner of G with fewer edges than S, a contradiction. Thus S contains at least one 
literal edge from each T,. Furthermore, S contains at least K’ nonliteral edges, since 
S contains all forced edges of G (by Lemma 3) and at least t - 1 edges from each 
forcing path. Therefore S contains at least K edges as 1 U 1 = n. From the above 
argument, we also see that if S contains exactly K edges, it cannot contain both literal 
edges of T,, since otherwise it would contain more than K edges. Hence S contains 
exactly one literal edge from each T,, when S has exactly K edges. q 
Now suppose that C is satisfiable and let i’ be a satisfying truth assignment for C. 
We construct a subgraph S of G as follows: 
(1) put every forced edge in S, 
(2) for each forcing path, arbitrarily delete one edge, and then put the remaining 
edges in S, 
(3) for each variable u E U, if u is “true” under < then put edge zx, in S else put edge 
zx: in S. 
It is easy to see that S is a spanning subgraph of G. Furthermore, the number of 
edges put into S in steps (1) and (2) equals K’, and the number of edges put into S in 
step (3) equals n. Therefore S contains exactly K edges. It remains to be shown that S is 
a t-spanner of G. For any nonclause edge, it is easy to see that the distance in 
S between its two ends is at most t. So we only need to verify that the distance in 
S between the two ends of any clause edge zuc, c E C, is at most t. Since C is satisfied by 
4, c contains at least one true literal. Let 2 be the literal vertex of G corresponding to 
such a true literal. Then the literal edge zl belongs to S. This edge together with the 
forced (t - 1)-path in G between 2 and v, forms a t-path in S between z and cc, 
implying ds(z, u,) I t. Therefore S is a t-spanner of G with I K edges. 
Conversely, suppose that S is a f-spanner of G with I K edges. By Lemma 4, S is 
a minimum t-spanner of G and contains exactly one literal edge from T, for each 
u E U. Therefore no clause edge belongs to S, since otherwise S would have more than 
K edges. We define a truth assignment & by setting, for each u E CJ, rs(u) = “true” 
whenever the literal edge zx, belongs to S and &(u) = “false” otherwise. It remains to 
be shown that & satisfies C. Let c E C be an arbitrary clause. Since ZD, is not in S, it is 
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easy to deduce that there is a literal vertex x* in G such that the literal edge zx* is in S. 
Then the corresponding literal I* of x* is in c. Notice &(l*) = “true”. It is clear that 
c is satisfied by I&, implying that C is satisfied by 5s. This completes the proof of the 
first part of Theorem 1. 
For the second part of the theorem, we first observe that for a bipartite graph 
G = (X, K E), any path between two arbitrary vertices x E X any y E Y contains an 
odd number of edges. Thus if t is even, G has a t-spanner with at most K edges if and 
only if it has a (t - 1)-spanner with at most K edges. So we only need to consider the 
problem for odd t 2 3. Since the graph G constructed in the proof of the first part is 
bipartite when t is odd, the NP-completeness of the problem on bipartite graphs 
follows immediately. This completes the proof of the theorem. 
3. The directed case 
For digraphs, it was mentioned in [14] that the NP-completeness result for 
undirected graphs is naturally extended to digraphs. Unfortunately, the natural 
“symmetric reduction” of constructing the symmetric digraph G* from G, i.e., replac- 
ing each edge ab of G with two arcs (a, b) and (b,a), does not work. Consider the 
symmetric digraph C: constructed from the t-cycle C, (a cycle with t edges): It is easy 
to see that each of the two directed t-cycles of C: is a minimum (t - 1)-spanner of C:, 
whereas the symmetric reduction method could only yield (t - 1)-spanners of C: with 
2(t - 1) arcs. 
In order to prove Theorem 2, we will use a modification of the reduction used in the 
proof of Theorem 1. First of all, similar to the situation for undirected graphs, we can 
force an arc (a, b) of a digraph to be in any minimum t-spanner of the digraph as 
follows: create two new vertices tl( ab) and u’( ab), add two arcs (c( ab), b) and (u’(ab), b), 
and then add two distinct directed (t - 1)-paths (all internal vertices of the paths are 
new vertices) from v(ab) to a and from d(ab) to a respectively. Let G be the graph 
constructed in the proof of Theorem 1. Call vertices y, and y: in G y-type vertices. We 
now transform G into a digraph D as follows (see Fig. 3): 
For each truth-setting component T,, 
(1) replace each of the four edges incident with z by an arc going out from z, 
(2) replace the forced (t - 1)-path between x, and XL by two distinct forced directed 
(t - 1)-paths, one from x, to XL and the other from XL to xu, and 
(3) replace each of the remaining four forced (t - 1)-paths by a distinct forced 
directed (t - 1)-path from the literal vertex to the y-type vertex; 
and for each satisfaction testing component S,, 
(a) replace the clause edge ZV, by an arc (z, uc), and 
(b) replace each of the three forced (t - 1)-paths between V, and literal vertices by 
a distinct forced directed (t - 1)-path from the literal vertex to v,. 
Figure 3 shows the truth-setting component and the satisfaction testing com- 
ponent for t = 3 in the directed case, where thick arcs indicate forced arcs and black 
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Fig. 3. (a) The truth setting component. (b) The satisfaction testing component. 
vertices indicate literal vertices; again the forcing directed paths are omitted for 
clarity. 
To fhnish the construction. we set K = ,13m t 6qtj t - 1,Il2t - 1) + n. Clearly. the 
transformation is polynomial. Alsa notice that the digraph so constructed contains no 
directed 2-cycle when t 2 3. It remains to be shown that C is satisfiable if and only if 
D contains a t-spanner with at most K edges. Since the proof is almost the same as 
that off Theorem 1,. we leave the details to the reader. 
4. Remarks 
It should be pointed out that when we restrict the input graphs of MINIMUM 
t-SPANNER (t is fixed1 to partial k-trees,. tne prahtem becomes patynomial-time 
solvable. This follows from a result of Arnborg et al. [2], since the problem is an 
extended monadic second-order problem. The problem for degree-bounded graphs 
has recently been studied by Cai a& Gil f&3; however, the compl&ty ofthe problem 
is unknown for many interesting families of graphs, such as planar graphs, tri- 
angulated graphs, and complete Eurlidean graphs (complete weighted graphs induced 
by points in space with Euclidean distances as edge weights). 
Acknowledgement 
The author thanks Derek Corneil for useful discussions. Part of the work [S] in this 
paper was done at Simon Fraser University during the 1990/91 academic year, while 
the author was a visiting graduate student in the School of Computing Science. 
References 
[l] I. Althafer, G. Das, D. Dobkin, D. Joseph and J. Soares, On sparse spanners of weighted graphs, 
Discrete Comput. Geom. 9 (1993) 81-100. 
194 L. cui 
[2] S. Arnborg, J. Lagergen and D. Seese. Easy problems for tree-decomposable graphs, J. Algorithms 12 
(1991) 308-340. 
[3] B. Awerbuch, A. Baratz and D. Peleg, Efficient broadcast and light-weighted spanners, Manuscript 
( 1992). 
[4] H. Bandelt and A. Dress, Reconstructing the shape of a tree from observed dissimilarity data, Adv. 
Appl. Math. 7 (1986) 309 -343. 
[S] L. Cai, Tree 2-spanners, CMPT TR 91-4, School of Computing Science, Simon Fraser University, 
Burnaby, B.C. (1991). 
163 L. Cai. Tree spanners: Spanning trees that approximate distances, Ph.D. dissertation, Universtty of 
Toronto, Toronto, Ont. (1992); also Tech. Rept. 260/92, Department of Computer Science, University 
of Toronto, Toronto, Ont. (1992). 
[7] L. Cal and D.G. Corneil, Tree spanners, SIAM J. Discrete Math.. to appear. 
[8] L. Cai and J.M. Keil. Spanners in graphs with bounded degree, Networks, to appear. 
[9] L.P. Chew, There is a planar graph almost as good as the complete graph, in: Proceedings 2nd ACM 
Symposium on Computational Geometry. Yorktown Heights, NY (1986) 169-177. 
[IO] D.P. Dobkin, S.J. Frtedman and K.J. Supowit, Delaunay graphs are almost as good as complete 
graphs, Discrete Comput. Geom. 5 (1990) 399 -407. 
[I I] M.R. Carey and D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP- 
Completeness (Freeman, San Fransisco, CA, 1979). 
[I21 G. Kortsarr and D. Peleg, Generating sparse 2-spanners, in: Third Scandinavian Workshop on 
Algorithm Theory (1992). 
1133 A.L. Liestman and T.C. Shermer, Grid spanners, Networks 23 (1993) 123-133. 
1141 D. Peleg and A.A. Schaffer, Graph spanners, J. Graph Theory 13 (1989) 99-l 16. 
[IS] D. Peleg and J.D. Ullman, An optimal synchronizer for the hypercube, in: Proceedings 6th ACM 
Symposium on Principles of Distributed Computing, Vancouver, B.C. (1987) 77~~ 85. 
[16] D. Peleg and E. Upfal, A tradeoff between space and efficiency for routing tables, in: Proceedings 20th 
ACM Symposium on Theory of Computing, Chtcago, IL (1988) 43352. 
[I 71 J. Soares, Graph spanners: a survey, Manuscript (1992). 
