integrated with a reliable relative position sensor for practical autonomous aerial refueling. The refueling scenario of an unmanned tanker aircraft refueling an unmanned receiver aircraft using the probe-and-drogue method is addressed. The structured adaptive model inversion controller does not depend on fault detection information, yet reconfigures and provides smooth trajectory tracking and probe docking in the presence of control effector failure. The controller also handles parameter uncertainty in the receiver aircraft model.
of work done by developing a fault tolerant Structured Adaptive Model Inversion (SAMI) controller which does not require an accurate model of the receiver aircraft or the drogue dynamics, yet is able to handle control effector failures. SAMI is based upon dynamic inversion and feedback linearization, and has been used for many spacecraft and aircraft problems. [17] [18] [19] A fault tolerant version of SAMI was developed to handle control effector failures without using a dedicated fault identification algorithm, and was subsequently applied to systems with continuous control effectors 20 and systems with discrete control effectors.
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The original contribution of this paper is the development of a fault tolerant control capability for autonomous air refueling of UAVs using the probe and drogue method. A fault tolerant SAMI controller is developed and integrated with a vision based relative position sensor, for the purpose of tracking a reference docking trajectory which is generated on board the receiver aircraft in real-time. The system is able to provide successful docking in the presence of system uncertainties and control effector failures. Additionally, the fault tolerant SAMI controller developed here can also be applied to the boom and receptacle method for aerial refueling. The paper is organized as follows. Section II describes the VisNav vision based sensor and its measurements. Section III describes the equations used for the reference trajectory generation. Development of fault tolerant SAMI is shown in Section IV along with the stability proof. Section V contains a simulation example to investigate the VisNav sensor performance characteristics and a performance evaluation of fault tolerant SAMI. Conclusions and recommendations for future research are presented in Section VI, and the appendix contains details of the receiver aircraft model.
II. Vision Based Navigation Sensor
One of the important requirements for autonomous aerial refueling is a sensor to measure the relative position and orientation between the receiver aircraft and the tanker aircraft. Some of the methods considered in the past for aerial refueling are Global Positioning System (GPS), and visual servoing with pattern recognition software. 4 While GPS measurements have been made with 1 cm to 2 cm accuracy for formation flying, problems associated with lock-on, integer ambiguity, and low bandwidth present challenges for application to in-flight refueling. Pattern recognition codes are not reliable in all lighting conditions, and with adequate fault tolerance, may require large amounts of computational power to converge with sufficient confidence to a solution.
The vision-based navigation system called VisNav 16 provides high precision, six degree-of-freedom information for real-time navigation applications. The sensors are small in size and need low power and hence are suitable for UAV platforms. They also provide the desired accuracy in measurements which is required for in-flight refueling. When VisNav is operating, the digital signal processor (DSP) commands a beacon controller to signal each beacon to activate in turn. As each beacon turns on, light energy comes through the wide angle lens and is focused onto the position sensing diode (PSD). The focused light creates a centroid, or spot, on the photo diode, which causes a current imbalance in the four terminals on each side of the PSD, as shown in Figure 1 . The closer the light centroid is to one side of the photo diode, the higher the current in the nearest terminal. By measuring the voltage at each terminal, the 2-D position of the light centroid on the PSD can be found with a nonlinear calibration function. From these measurements, unit line-of-sight vectors from the sensor to each beacon can be determined. Once measurements from four or more beacons are collected, they are passed to a Gaussian Least Squares Differential Correction (GLSDC) algorithm. This routine calculates the minimum-variance estimate of the position and orientation of the sensor relative to the target frame. Figure 2 shows the location of the active beacon array mounted on the refueling drogue. In the GLSDC measurement model there are six unknowns: the three relative positions and three relative orientation coordinates. Each available beacon contributes two measurement equations: one for each 2D coordinate of its projection on the PSD. Measurements from at least three beacons must be obtained before the system of equations may be solved, but a unique geometry cannot be obtained using only three beacons since there will be more than one configuration of three beacons which project identically onto the 2D plane. At least four beacons are required to obtain a unique six degree-of-freedom navigation solution, and while using more than four beacons provides robustness to measurement noise, it also adds computational expense. A set of eight beacons provides a good balance between these two factors for the autonomous aerial refueling (AAR) application. 22 GLSDC finds the 'best fit' solution for a given set of measurements and an assumed amount of measurement noise. 1 When measurement noise is accounted for, it is the quality of the geometry (the 3D arrangement of the beacons) and not the number of beacons which determines the accuracy of the pose estimate at a given range. This provides redundancy in case a beacon falls outside of the field of view, and the additional measurements improve the convergence performance of the estimation routine. A second set of beacons which are close together may then be used for close-proximity navigation. A desirable configuration ensures that the lateral extent of the beacon array takes up at least 10% of the sensor field of view within the range of interest. 23 Ref. 8 details how the VisNav sensor system is specifically configured for the aerial refueling task. The same configuration is used for the system in this paper. Figure 3 shows the earth fixed inertial axis system (X n ,Y n ,Z n ) oriented with the X n axis pointing along the heading of both the tanker and receiver aircraft, and the Z n axis pointing in the direction of gravity.
III. Reference Trajectory Generation
The body axis (X b ,Y b ,Z b ) is attached to the receiver aircraft with the origin at its center of gravity.
The initial offset between the mean position of the refueling drogue and the probe attached to the receiver aircraft, as measured along the inertial axis, is given by
The receiver aircraft is initially lined up in the (Y n ,Z n ) plane behind the drogue, and docking is accomplished by modulating the drogue position forward along X n . The reference trajectory is designed using the same idea, in two stages. In the first stage, the refueling probe on the receiver aircraft tries to line up behind the mean position of the drogue so that the initial offset (Y d ,Z d ) becomes zero. The flight trajectory is designed using a 5 th order polynomial to ensure continuity in the position, velocity, and acceleration states at both end points of the 
To enforce the boundary conditions a fifth-order polynomial is selected, so that y r (t) can be written as
The parameters y 0 ..y 5 can be calculated by imposing the boundary conditions introduced previously, and z r (t) for stage 1 can be calculated in a similar manner. To zero the offset X d a similar 5 th order polynomial is used to design the reference trajectory using the initial and final times as the initial time of the first stage (t 0 ), and the final time of the second stage (t 2 ) respectively. The probe follows the drogue positions along the Y n and Z n axis during the second stage. The drogue exhibits random oscillatory behavior in the plane parallel to the (Y n ,Z n ) plane. The drogue is also perturbed in translation along the direction of flight, but the magnitude of these perturbations is small. The mean position of the drogue may be estimated by taking an average of the drogue position over a period of ten seconds prior to initiating the docking maneuver.
The objective is to design the reference trajectory as a smooth transition between the mean drogue position
, along the Y n and Z n axis respectively. Let us consider tracking along the Y n axis. The reference trajectory using the 5 th order interpolation is given by
where κ = 10τ
The time duration of the first and second stages (t 1 and t 
IV. Fault Tolerant Structured Adaptive Model Inversion Control
As mentioned before fault tolerant SAMI does not depend on fault detection information and reconfigures itself if any fault occurs. The mathematical model used for handling the failure is given as in following equation
where D is a constant matrix, E is a constant vector, M applied is the control applied to the system and M calculated is the control calculated by the control algorithm. To illustrate let us consider following equation
In the absence of any failure both the vectors are equal but in presence of failure the applied control effort is not equal to the calculated control effort. In the absence of any failure, entries in D matrix should be diagonal and E matrix should be zero. If there is any control failure, corresponding element in D will go to zero and E will go to a constant value at which control is frozen.
The motion of the vehicle is given by the following set of equations.
σ are position level coordinates and ω represents velocity level coordinates. A(σ, ω) represents the unforced behavior of the system and B(σ, ω) represents the control effectiveness matrix of the system. A reference model with the same states and same structure is selected as given beloẇ
The A(σ, ω) and B(σ, ω) matrices in the original plant contain uncertainties or are not known very well. The errors between the states and reference states are defined as
On substituting the expression for M applied from Equation 7 in Equation 15, the following equation is
The objective is to make the error between reference and plant states to go to zero. Hence the following dynamics is prescribed for error xẋ
where A h is a Hurwitz matrix. A h is selected by the designer and by placing its eigenvalues properly, it can be specified that how fast the velocity error goes to zero. φ is a forcing function on the velocity error dynamics, which helps in achieving the tracking objective. On adding and subtracting Equation 17 to Equation 16, we
It is assumed that all the state variables are measurable. Because the rightmost expression in bracket in Equation 18 is known, let
As system matrices A and B are uncertain and not known exactly, best guesses A est and B est will be used for these matrices. These can be written as
So we can write Equation 18 aṡ
Matrices C * a , D * and E * are unknown and hence the adapted learning matrix C a will be updated on line and will account for uncertainty in A matrix. Similarly D and E matrices will account for uncertainties in B matrix. Using dynamic inversion, we can solve for the control vector so that the velocity error x has the desired dynamics.
Also using Equation 24, ψ can be written as
Equation 23 is updated using the value of ψ
whereC
A. Update Laws
Let tracking error include the error terms of both the kinematic and dynamic states and is defined as
where λ is a positive definite matrix. Adding and subtracting Jω r on RHS of Equation 30
Following error dynamics is chosen to make sure that error converges to zero.
y can be calculated by differentiating Equation 31 with respect to time.
the RHS of Equation 32
JA h x + Jφ +Jx + (J −J r )ω r + (J − J r )ω r + λṡ = A h y (34)
Substitution
To find the update laws for matrices C, D and E following Lyapunov candidate is selected.
where P , W 1 , W 2 and W 3 are positive definite matrices. y constitutes of error between position level and velocity level states andC,D andẼ are the errors between true and estimated matrices. Taking the time derivative of VV
Let Q be a positive definite matrix and using the Lyapunov equation
On substituting the above expression in Equation 39, we get the following equation.
To makeV negative definite following adaptive laws are selected to update these parameters in real time.
B. Stability Analysis
Using the above update lawsV takes the following forṁ
The Lyapunov function is a function ofC,D,Ẽ and error y. Lyapunov function is zero when all these terms are equal to zero. Time derivative of V is zero if y = 0 as it is a function of error y only. This proves thaṫ V is semi negative definite. This shows thatC,D,Ẽ ∈ L ∞ and y ∈ (L 2 ∩ L ∞ ). From the expression of y in Equation 30, it is concluded that error s + λṡ ∈ (L 2 ∩ L ∞ ). Reference trajectories σ r andσ r are bounded and ∈ L ∞ . As s andṡ ∈ L ∞ and reference trajectories are bounded, it is concluded from definition of s andṡ that (σ,σ) ∈ L ∞ . Using the kinematic relation between σ and ω, it is concluded that ω ∈ L ∞ and hence A(σ, ω) and φ ∈ L ∞ . All the terms in expression ofẏ are bounded and henceẏ is also bounded. From the properties of V andV and using the Barbalat's Lemma, 24 it is concluded that σ → σ r and ω → ω r as t → ∞. Hence the perfect tracking can be assured for both the kinematic and dynamic level states.
V. Numerical Examples
The objective of the examples is to evaluate the performance of the combined VisNav sensor and fault tolerant SAMI controller system for fully autonomous probe-and-drogue aerial refueling. The reference trajectory is designed as explained in Section III, and a second-order spring mass damper model is used to simulate the drogue motion. The uncertainties defined in Table 1 Derivative Uncertainty Derivative Uncertainty
performance is evaluated according to tracking errors for both the kinematic and dynamic level states during the docking maneuver, in the presence of control effector failures. Two test cases are presented. In Test Case 1 the rudder is failed at 8 seconds and locked at 2 degrees. In Test Case 2 the elevon is failed at 10 seconds and is locked at 1.2 degrees.
A. Test Case 1
Once the rudder is failed at 8 seconds in Test Case 1, the states of the receiver aircraft drift from the reference trajectory. Fault tolerant SAMI reconfigures and brings the states back to their desired reference values. Figure 4 shows the rudder failure, and the extra control effort demanded of the rest of the control effectors. Figure 5 shows the effect of the rudder failure on the orientations and angular velocity states of the receiver aircraft. The maximum error in bank angle and roll rate is 8 degrees and 16 deg/sec respectively.
Heading angle goes to 10 degrees before it returns to the reference trajectory. Figure 5 compares the fault tolerant SAMI controller to the same controller without a fault tolerance capability, i.e. the adaptation is turned off. It is seen that without a fault tolerant capability there is a steady-state error in bank angle and heading angle, which is undesirable. Figure 6 shows the receiver aircraft translational positions and velocities. As expected there is an error of 1 m/sec in the lateral component of velocity when the failure is introduced at 8 seconds. Since the positions are very smooth the error in the translational states is very small, even when the failure is introduced. Figure 7 shows the probe and drogue trajectories in the Y n − Z n plane. Successful docking is defined as when the probe tip is within a 0.1 m radius of the refueling port at zero angle. Figure 7 shows that even in the case of a rudder failure, successful docking can be achieved using fault tolerant SAMI, but if the fault tolerance is turned off the probe is unable to dock. Figure 8 shows the smooth spline trajectory of the receiver aircraft as seen from the reference frame. Adaptive matrices C, D, and E are also observed at the introduction of the failure. Figure 9 shows the elements of the E matrix, Figure 10 shows the adaptation of the C matrix, and Figure 11 shows the adaptation of the D matrix. Elements of these matrices adapt according to the adaptive laws derived in Section IV, and this helps in handling uncertainties and control failures in the system. It should be noted here that the fault tolerant SAMI algorithm does not require fault identification at any stage of the refueling process.
It is concluded from the results presented in Test Case 1 that for the control effector failure considered, the fault tolerant SAMI controller can track and successfully dock to a non-stationary drogue with negligible error. All control deflections and states are within tolerable limits for the test case considered. Additionally, the controller did not require or use any knowledge of a control effector failure. 
B. Test Case 2
In this case the elevon is failed at 10 seconds and is locked at 1.2 degrees. This failure results in errors primarily in the longitudinal states at the introduction of the failure. Elements in the D and E matrices reconfigure themselves, and the error between the reference states and the receiver aircraft states is reduced to zero. Figure 12 shows that the elevon is locked after 10 seconds, resulting in a sudden high deflection in the rest of the control surfaces immediately afterward. These types of failures may result in high control surface deflections in other working control effectors, which may lead to other problems like saturation or high control rates. However, all of the control surface deflections are within acceptable ranges. Future extension of this work will deal with these problems. All the failures are kept within range for this work so that the healthy surfaces can compensate for the failure and can provide the desired moments without going out of bounds. Figure 13 shows that with fault adaptation turned off, the probe cannot successfully track and dock with the probe in the presence of the elevator failure, but it successfully tracks and docks with the fault adaptation turned on. Figure 14 shows the effect of elevator failure on the receiver aircraft angular states.
There is an initial steady-state error in bank angle which is not due to the introduced failure at 10 seconds. This error is due to uncertainty in the system. Since the adaptation is initially off, uncertainty in the system parameters results in steady-state errors. A simple dynamic inversion based controller is not able to handle the uncertainties in the system. This emphasizes the importance and need for adaptivity in an aerial refueling system. Test Case 2 demonstrates that even in the case of uncertainties and control effector failures, the controller is able to achieve successful docking. The transient response at the introduction of the failure initially produces large angular body rates, but they reduce to zero within a few seconds. This work is being extended to include gust and turbulence effects on the receiver aircraft and drogue, along with a high fidelity model which contains the effects of the tanker flow field on both the receiver aircraft and the drogue. 
VI. Conclusions
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Appendix: Receiver Aircraft Model
The state vector is x = [δX δY δZ δu δv δw δp δq δr δφ δθ δψ] where δ( ) are the perturbations from the steady-state values, and the steady-state is assumed as steady level 1-g flight. Here, δX, δY, δZ are perturbations in the inertial positions; δu, δv, δw are perturbations in the body-axis velocities; δp, δq, δr are perturbations in the body-axis angular velocities; and δφ, δθ, δψ are perturbations in the Euler attitude angles.
Elevon, thrust and nozzle are used as longitudinal controls and aileron and rudder are used as lateral controls. To use the fault tolerant algorithm it is assumed that three nozzles are attached to the UCAV6 for redundancy. These nozzles effect both the lateral and longitudinal states. The control variables δele-elevon, δ%pwr-percentage power, δail-aileron, and δrud-rudder are perturbations in the control effectors from the trim values. The stability derivatives are given in the following table. 
