This paper presents a technique for crowd density estimation in surveillance images, which needs neither individual detection and tracking nor a complex training. This is done by building a set of feature templates for different crowd density scenes, and calculating the similarity between templates and features that are extracted from surveillance video frames. These templates can be selected by staff according to the situation of surveillance scenes. Thus our approach can be deployed with minimal setup for a new site. In order to get sparse features, a generative model of sparse texture representation is improved for crowd scene description: firstly, multi-scale local image patch is generated to deal with perspective projection; secondly, a novel statistic descriptor, Gray-Gradient Dependence Matrix, is introduced to extract features; thirdly, an adaptive clustering is utilized to identify clusters. By computing the weighted average of these clusters, a more compact representation of the image can be obtained. Three aspects of experimental results show that the proposed approach is efficient and accurate in crowd density estimation.
Introduction
With the steady population growth, crowd analysis is receiving more attention in different research disciplines, including computer vision [1] . Crowd density is one of the crucial traffic flow parameters of crowds. Many other descriptions of crowd status can be educed from crowd density, such as the crowd distribution and the trend of abnormal changes of crowd. These metrics make it easy to control the amount of pedestrian or make a quick response to the emergent situations.
The issue of automatic crowd density monitoring is a practical computer vision task that is gaining popularity in the security and surveillance community, because it is more convenient to utilize existing surveillance equipment in train stations, airports, stadiums, subways and other public fields. Estimating crowd density in an image is an important part of crowd monitoring and control. Currently, there are two approaches for crowd estimation in vision-based monitoring. Although there are advantages using these methods to estimate crowd density, there are clear disadvantages as well. The first method is the detection of individual people or tracking them in the scene, and then counting the number of people to calculate the density [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . This method gives a number of challenges with people increasing in the scene. Foremost trouble is the problem of occlusion, which includes inter-object and self-occlusion. Another problem occurs when a large number of people need to be tracked in the scene. This is time and calculation consumption, because it increases the difficulty of detection and tracking with the people increasing. The second kind of method is extracting features in the scene and mapping them to a density value [14] [15] [16] [17] [18] [19] . This method reduces the calculation complexity and gets satisfied results. However, this method contains a training process during the map building in general, it needs a large number of samples to train the classifier before automatic monitoring, and making samples for different scenes is also tedious and tiring.
In this work, a new technique to accomplish the crowd density estimation is presented, which has no need for individual detection and tracking, as well as the complex course of training. In addition to introducing the sparse texture representation [20] as a generative model for crowd scene description, there are three main contributions in this paper. First, the scale-covariant descriptor is proposed to extract features of crowd. Second, the weighted average of clustering results is introduced to create the Crowd Density Estimation Using Sparse Texture Features Nan Dong, Fuqiang Liu, Zhipeng Li sparse features of the crowd scene. Finally, the effect of each component of our approach in crowd estimation is analyzed, and the applicability of optimal combination is demonstrated. The remainder of this paper is organized as follows. In section 2, the previous work on the crowd density estimation problem is reviewed. An overview of our approach is proposed in section 3. In section 4 and 5, the details of sparse texture features extraction method and crowd density estimation are given. The experiments details, performance results and comparisons are presented in section 6. The main conclusions are summarized in section 7.
Previous work
Many methods exist for estimating the crowd density after image processing techniques are introduced to crowd monitoring [21] . All of those methods may generally be divided into two perspectives.
The first kind of crowd density estimation method is counting people by foreground object detection in the scene. Viola et al. [2] detect pedestrian based on boosting appearance and motion features in the condition of few people presence. For crowd situations, histogram-based feature extraction [3] , Bayesian model-based segmentation [4] and integrated top-down and bottom-up processing [5] methods for people counting are proposed. Because they detect the whole pedestrians, these methods tend to suffer significant occlusion in very crowded scenes. Lin et al. [6] presented a technique based on the recognition of head-like contour using Haar Wavelet Transform (HWT) and Support Vector Machines (SVM) to solve body occlusion. Some part-based representations have also been developed for solving occlusion [7] [8] [9] . They divide human body into several parts, and learning a detector by some features. Another technique to solve people occlusion in the scene is individual tracking over time. Rabaud et al. [10] use enhanced KLT tracker and a trajectory set clustering method to identify the number of moving people in a scene, and Brostow et al. [11] present a simple unsupervised Bayesian clustering framework for detecting individuals in moving crowds. There are also approaches using multiple cameras to solve occlusion in people counting [12] [13] .
Above techniques could come down to detection based methods. They explicitly rely on their capability to separate people from scene. But in very crowd situation, their c is unsatisfactory because precise people detection and tracking is nearly impossible.
The Second class is described as mapping based methods. These macroscopic approaches estimate crowdedness of a scene without counting the exact number of people in it. They represent the overall of crowd scene as a set of features, and recognize crowd density by a classifier which is trained before. Marana et al. [14] assume that images of low density crowds tend to present coarse texture, while images of dense crowds tend to present fine textures. Self organizing neural maps [15] combined with texture descriptors like Gray Level Dependence Matrix, Fourier Spectrum Analysis and Minkowski Fractal dimension to classify the crowd image into different crowd density levels, which get good result. The work by Marana is compared in [16] with another method that uses Chebyshev moments, and an optimization of performance under different illumination conditions is discussed. In [17] a privacy preserving method is developed for segmenting the crowd into the subparts of interest and estimates the number of people by analyzing holistic properties of each component. Cho et al. [18] presented a neural-based crowd estimation system for surveillance in complex scenes at underground station platform, which extracts a set of significant features from sequences of images, and then these feature indexes are modeled by a neural network to estimate the crowd density. Ref. [19] proposed a framework that deals with the change detection problem. Within the framework, information from different sources is combined with additional constraints to provide a detection map for crowd density measurement.
Mapping based methods are scalable to large crowds, but they are hard to make scene invariant, tedious training is required for different scenes before surveillance, and how to decide the size of the training dataset remains unclear.
Approach overview
The goal of our approach is to estimate crowd density without individual detecting and tiring course of training. This is done by building a set of feature templates for different crowd density scenes, and calculating the similarity between templates and features which are extracted from surveillance video frames. Block diagram of the proposed approach is shown in Figure 1 . There are two flows in this technique. The right is template building phase, and the left is crowd density estimation phase. ROI Above all, the region of interest (ROI) in the image is picked for different surveillance scenes, as shown in Figure 2 (a). At template building stage, every crowd density level image is selected in terms of the number of people in the ROI. In our approach, the density level can be defined by staff according to situation of surveillance scenes. And then, these selected image regions are converted into crowd density templates through processing of sparse texture feature extraction. During the crowd density estimation phase, the ROI of surveillance image is translated into feature signals by sparse feature extraction process as well. Then the similarity between templates and surveillance image features is calculated. Lastly, the estimation result is decided according to the measurement of similarity.
In all the aforementioned processing phases, the sparse features extraction is a major technique. It consists of the following steps, which is similar to the process used in [20] . Firstly, extract a set of interesting points in the ROI; secondly, generate multi-scale patches around these interesting points and calculate the Gray-Gradient Dependence Matrix features; finally, utilize adaptive clustering algorithm to create compact features.
Sparse features extraction
Feature extraction aims at computing abstractions of image information at interesting point in order to use reduced image representation instead of the full size input. For integrity, we start with a brief introduction of the interesting point detection.
Interesting point detection
Historically, the notion of interest points goes back to the earlier notion of corner detection and blob detection [22] . A comparative evaluation of several state-of-the-art detectors is presented in [23] . The result shows that different detectors extract regions with different properties, so different applications are suggested to use different detectors.
This paper adopts Harris detector to localize interesting points in space [24] . Harris detector is based on the auto-correlation function, which measures the changes of the gray image with patches shifted by a small amount in different directions. The auto-correlation function can be approximated as:
The matrix ) , ( y [25] .
The c M is defined as:
Scales-covariant description
Once interesting points have been detected, the features in the local image patch around the interesting points can be calculated. Because object with the same size will be larger in the image when it is near to the camera, features extracted from the uniform local image patch will contain different quantity of information for the same object. This makes it important to generate multi-scale local image patch for feature extraction.
Multi-scale patches
Here we present a method based on scale factor map to generate a series of multi-scale patches.
Two extreme lines ab and cd are first marked in ROI, as shown in Figure 2 Finally, the scale of interesting patch can be calculated by:
Where scale F denotes the scale factor, and ) (x D is the distance between interesting point location and cd . 
Gray-gradient dependence matrix
Given a set of multi-scale regions, the remaining question is which descriptor is the most appropriate to characterize the regions. In this article, one novel statistic descriptor is introduced to extract features from image patches. We call this descriptor as Gray-Gradient Dependence Matrix (GGDM), which is inspired by the method for texture recognition developed by H.Jiguang [26] . The gray level contains the basic information of one image, and the gradient reflects the outline information of this image. GGDM epitomizes the essential elements in gray image and gradient image.
The   be the spatial domains, the definition of GGDM element can be express as:
where # denotes the number of elements in the set. For instance, 18 ) | 20 , 11 (   C denotes the number of  direction pixel pairs is 18, here the gray value of these pixels in gray image is 11 and the gradient value of these pixels in gradient image is 20. Figure 3 shows the procedure of GGDM calculation, exhibiting the relationship of pixel pairs, and the definition of direction . 
The same goes for gradient image. Let max g and nor g denote the max gradient value and desired max gradient value respectively. The normalized gradient image can be calculated as below:
The normalization reduces the value range of original image pixels in order to reduce the cost of calculation, but the articulation of this image is decreased simultaneously. So weighing the contradictory fact according to practicality is necessary.
Then, using (4) (11) where the U is the total number of interesting patches in the image, and the V is the dimension of feature vector space in each image patches.
Adaptive sparse feature generation
Next, clustering will be utilized to obtain a more compact feature representation of the image. In order to solve the problem of automatic selection the number of clusters, affinity propagation clustering algorithm [27] is adopted to perform clustering on the feature matrix. This algorithm considers all features as candidate centers and gradually identifies clusters simultaneously, so many of the poor solutions that caused by unlucky initializations and hard decisions in other clustering methods will be avoided. (12) where i L is the number of feature vectors in the th i cluster, and U denotes the total number of feature vectors in each image. Then the average of inner-cluster is computed respectively:
where  is weight coefficient of feature vector, and 
Crowd density estimation
Our approach directly estimates the crowd density by comparing similarity between sparse features of surveillance image and standard templates. These standard templates are built by extracting sparse features from different crowd density level images, which can be selected by staff according to situation of surveillance scenes. Example of image templates is show in Figure 4 . There are many other advantages about the EMD except dimension insensitivity mentioned above, and more details on this measure can be found in [28] Each input surveillance image will be compared with standard templates respectively. And then corresponding results of EMD are obtained. Finally, identify the template that works out the smallest result, and the level of this template is the input image density level.
Experimental evaluation
In this section, the performance of the crowd density estimation method is evaluated in three aspects. Firstly, the performance of our approach with different detectors and descriptors is evaluated; and then, a comparative evaluation of our approach with other methods is presented; lastly, our approach is tested by different databases which obtained from surveillance videos recorded in different scenes.
All of the pedestrian pictures were collected from subway surveillance videos. These pictures were extracted (one per second) from original video that was captured at 25 fps with a frame size of 704× 576. According to pedestrian flow definition suggested by Polus et al [29] , the crowd density is defined in four levels: free flow, restricted flow, dense flow, and jammed flow, depending on the number of pedestrians per unit area (square meter) as shown in table1. The implementation of the approach proposed in this paper was coded in MATLAB, and all of the experiments were conducted on pc (Intel@ Pentium @ CPU2.8GHz, 512MB memory).
Comparing different detectors and descriptors
The selection of detector/descriptor pair to generate feature is dependent on different matching strategies [30] . In order to select optimal combination of detector/descriptor pair for our crowd density estimation system, the sparse texture features proposed in this article are designed to support different detectors and descriptors. Since our experimental setup involves three region detectors: Harris detector, Laplacian detector, Hessian detector, as shown in figure 5 , and four descriptors: Grey Level Journal of Convergence Information Technology Volume 5, Number 6, August 2010
Dependence Matrix(GLDM), Histograms of Oriented Gradients(HOG), Gray Level-Gradient cooccurrence Matrix(GLGCM), Gray-Gradient Dependence Matrix (GGDM), we end up with twelve detector/descriptor pairs. For the experiments presented in this part, we use aforementioned clustering algorithm to create sparse representation and utilize EMD to compare the sparse features. The pictures extracted from surveillance video of scene 1 are selected as test database. After the manual density estimation, 1023 pictures were classified into one of the following classes: free flow, restricted flow, dense flow and jammed flow. Figure 4(a) shows samples of crowd density classes in this scene. Table 2 shows the performance of crowd density estimation using different detector/descriptor pairs. It can be seen from the graph that the results generated by every pairs combined with Harris detector are better than the others. Refer back to figure 5 for examples of the three kinds of interesting points detected from our picture. In this figure, we can see that the interesting points extracted by Harris detector contain more profile information of object, whereas the interesting points extracted by the other detectors more focus on parts of object, which can't fully extract the information of objects. So the performance of Harris detector is better. Besides, the experimental result of estimation generated by HOG descriptor is worse, since this descriptor only extracts the information of Oriented Gradient in gray image. The GGDM descriptor produces a better result, as it contains the statistic information in gray image and gradient image.
In addition, the effect of multi-scale patches selection in our crowd density estimation approach is evaluated. Three detector/descriptor pairs (Harris + GGDM ， Laplacian + GGDM ， Hessian + GGDM) are utilized to extract image features. Whether object is near or far from the camera, the feature of this object extracted from scalecovariant patches is uniform. So the result generated by the algorithm containing multi-scale patches selection is better than the ones without it, as shown in table 3. 
Comparing with other methods
In this part, we present a comparative evaluation between our crowd density estimation approach, sparse texture features (STF), and three state-of-the-art methods: self-organizing map neural network (SOM-NN) [14] , Minkowski Fractal Dimension (MFD) [16] and face detection [6] . We still use the aforementioned database to test these methods. The outperformed detector/descriptor pair at previous evaluation, Harris detector and gray-gradient dependence matrix descriptor, is selected to generate feature. The results in figure 6 show that both STF and Face Detection methods outperform the other methods. However, the method of Face Detection not only needs complex training before estimation, but also involves an amount of calculations during estimation. Especially, the overlap among people is great with the number of people increase. This situation causes more failure of face detection. In order to recognize face more efficient and accurate, the Face Detection method needs the picture from frontview face. Such requirement restricts its scope of application. For example, such as scene of platform shown in figure 4(b) , the method of Face Detection can not suit this circumstance.
SOM-NN

MFD
There are little discrimination between STF method and SOM-NN method as shown in figure 6 , but the latter method needs tedious training before estimation. Finally, we test our crowd density estimation approach in different scenes. There are 487 pictures, 396 pictures and 512 pictures extracted from three different surveillance videos respectively, shown in figure 4(b-d). All of them were classified into four classes manually before tested. Figure 7 shows the results of crowd density estimation in four different scenes. From this diagram, we find that our proposed approach work well for these scenes. It is demonstrated that our approach is applicable to various scenes.
Different scenes testing results
It can be seen from the graph that the true estimation ratio in the scenes of platform is lower than other scenes. That is because the shooting angle of camera is lower. In this situation, objects far from the camera in the picture are occluded by the fore objects very seriously, which makes the most of crowd information lost.
Conclusion
In this paper, an approach for the estimation of crowd density by sparse texture features technique is proposed. The major novel contribution of this approach is not only eliminates individual detection and tracking, but also get rids of complex course of training. In order to describe the characteristics of crowd, the GGDM is used to extract the features of crowded scenes. Then, the affinity propagation clustering algorithm is utilized to create more sparse representation of crowd.
In our experiments, the performance of our approach with different detectors and descriptors are evaluated. The best result, 83.96% of true estimation, provided by the Harris interesting point detector, with novel descriptor of the GGDM method, is a very good estimation rate. Comparative research on the effect of the multi-scale patches selection show that this technique could increase the true estimation rate about 5% for any detector/descriptor pairs. In contrast with other state-of-the-art methods, the method presented in this paper brings out satisfying results; meanwhile, this new method has many good characteristics such as without unpleasant training, no need for front-view face images. And then, our approach is tested in different scenes. The best estimation result achieved 85.33% in scene of channels 2, and the estimation result of platform scene is the worst but had also achieved 74.62%. So, our approach can be acceptable in some practical circumstances.
In the future, the work described here could be improved along some of the following points. It can be seen from the experimental results that the combination of detector/descriptor has great influence on estimation result. So some sophisticated methods for detector/descriptor combination should be studied, in order to avoid suffering similar detrimental effects. On the other hand, the technique of feature extraction in this work only considers single images. If the temporal information of time sequence images were used, the estimation results could be slightly improved. Also, the use of more pixel pairs in GGDM measures could provide better results. Finally, the proposed approach is just tested indoors. To achieve a general understanding of the crowd scene in different illumination conditions is also a subject of future work.
