In a chaos-shift-keying (CSK) digital communication system, correlators followed by a comparator are typically used for coherent detection of the signal. Such a detection method, however, does not take the temporal variation of the bit energy into consideration. In this paper, an optimum detection for a binary CSK system is derived, taking into account the temporal variation of the bit energy for minimizing the error rates. Simulations are carried out to compare the performance between the optimum receiver and a typical receiver. The results provide theoretical performance benchmarks of coherent CSK systems for future references.
Introduction
Over the last decade a number of chaos-based digital communication techniques have been proposed Itoh & Murakami, 1995; Kennedy & Kolumbán, 1999; Kis et al., 1998; Kocarev et al., 1992; Kolumbán, 1998; Kolumbán et al., 1998; Sushchik et al., 2000] . Demodulation can take the form of a coherent or noncoherent type of detection. Typically coherent detection requires that synchronized replica of the chaotic signals be reproduced at the receiver, where correlation is performed over the received signal and the synchronized replica, producing an output that can be used by a threshold detector for decoding the symbol. In noncoherent detection Kennedy & Kolumbán, 1999; Kis et al., 1998; Kolumbán, 1998; , however, the chaotic signals at the transmitter need not be regenerated at the receiver. In theory, coherent detection performs better than noncoherent detection in an additive white Gaussian channel. However, the fragility in the reproduction of synchronized replica at the receiver has, up to now, remained the major technical barrier to the implementation of coherent detection. Noncoherent detection, despite being inferior in performance to coherent detection, represents a more practical approach to chaos-based communication. Nonetheless, the performance of coherent detection provides theoretical benchmarks for comparison of performance. In particular the performance of the standard correlator-type detection, when optimized, can provide performance bounds for evaluation of all forms of detection methods.
In this paper, we consider coherent correlatortype detection. Specifically our purpose is to optimize the coherent correlator-type receiver so that performance bounds of chaos-based digital communication systems can be found. The proposed optimization can be extended to systems with multiple generators, where the generators can be different, or identical but with different initial conditions. Our study in this paper focuses on the optimum detection for a binary system employing a chaos-shiftkeying (CSK) modulation. Finally, we compare the performance of our optimum receiver with a typical correlator-type receiver.
Coherent Chaos Shift Keying
Communication System Figure 1 shows a binary CSK communication system [Kennedy & Kolumbán, 1999] . In the transmitter side, a pair of chaotic sequences, denoted by {x
n }, are generated by two different chaotic maps, or by the same map with different initial conditions. Define the spreading factor, β, as the number of chaotic samples used to transmit one binary symbol. Denote the kth transmitted symbol by m k ∈ {1, 2}. During the kth symbol duration, i.e. for n = (k − 1)β + 1, (k − 1)β + 2, . . . , kβ, the transmitted signal, s n , is given by
(1)
Assuming that the channel adds white Gaussian noise to the signal, the input to the receiver is
where ξ n is an additive white Gaussian noise (AWGN) sample with zero mean and variance (power spectral density) N 0 /2. In (2), r stands for "receiver" and s for "sender".
Typical Correlation Receiver

Correlator
Assume that synchronized versions of the chaotic sequences {x
(1) n } and {x
n } can be reproduced at the receiver. The incoming signal correlates with the locally regenerated chaotic sequences and the outputs of the correlators are sampled at the end of each symbol duration. The outputs of the correlators, as shown in Fig. 1 , are given by
and
n .
The sampled outputs are then sent to the detector for decoding.
Detector
For the detector, the decoded symbol,m k , is determined according to the following rule.
That is to say, the detector simply gives the symbol that corresponds to a larger correlator output.
Optimum Correlation Receiver
Basis Sequences
For the kth symbol duration, i.e. for n = (k−1)β+1, (k − 1)β + 2, . . . , kβ, we first compute the two basis sequences {ψ
(1) n } and {ψ
n } using (6) to (12). It should be noted that (6) to (12) constitute the Gram-Schmidt orthonormalization procedure [Proakis, 1995] .
Thus, {x
. . , kβ and i = 1, 2, can be expressed in terms of {ψ
Define the kth bit energies of the sequences {x
Moreover,
Correlator
Instead of correlating with the chaotic sequences {x
n } at the receiver, the incoming signal r n correlates with the basis sequences {ψ n } as defined in the previous section. Figure 2 shows the structure of the correlator. At the end of the kth symbol duration, the output of each of the correlators, {w where
The signal is now represented by the vector
m k ] T , the elements of which depend on the symbol being sent. Since we assume that exact replica of the chaotic sequences are reproduced at the receiver, the chaotic sequences, the basis sequences and hence the signal components, {c
, are all deterministic. The noise components, {η 
for all i, and their covariances are
where δ ij = 1 when i = j, and δ ij = 0 otherwise. Therefore, the noise components are uncorrelated normal random variables with zero mean and variance σ 2 η = N 0 /2. Given the condition that the symbol m k is transmitted during the kth symbol duration, the correlator outputs, {w
k } (i = 1, 2), are Gaussian random variables with mean
and variance
Since the noise components are normal and uncorrelated, they are statistically independent. Therefore, the correlator outputs, {w
k } (i = 1, 2), conditioned on the symbol m k being sent are statistically independent normal random variables. Define the vector
Thus, the conditional probability density function (pdf) of the random variable w k is equal to
Detector
Given the outputs {w
k } (i = 1, 2) from the correlators, our objective is to decide on what m k is, such that the probability of a correct decision is maximized. We need to compute the posterior probabilities defined as
The symbol that corresponds to the maximum of the set of posterior probabilities {Prob(m k |w k ); m k ∈ {1, 2}} will then be selected as the transmitted symbol, i.e. the decoded symbol,m k , is given bym
It can be shown that this choice maximizes the probability of a correct decision and hence, minimizes the probability of error [Proakis, 1995] . This decision criterion is also termed maximum a posteriori probability (MAP) criterion. Applying Bayes rule, (27) is rewritten as
where Prob(m k ) is a priori probability of the symbol m k = 1, 2 being transmitted during the kth symbol duration, and p(w k ) is the pdf of w k . It can be observed that p(w k ) is independent of the symbol being transmitted. Furthermore, if we assume that the symbols are transmitted with equal probability, i.e. Prob(m k ) = 1/2 for m k = 1, 2, selecting the symbol that maximizes (29) is equivalent to selecting the symbol that maximizes p(w k |m k ), which is given in (26). Thus, (28) can be rewritten as
Hence, to demodulate the received signal, we need to compute p(w k |m k ) for m k = 1, 2. Then, the m k that corresponds to the larger value will be the detected symbol. However, the noise spectral density, N 0 /2, is required for computing the probability density function. Since N 0 /2 is not normally available at the receiving end, finding the actual value of p(w k |m k ) may not be practical. Fortunately, the exponential function is a monotonically increasing function. Hence, choosing the m k that maximizes p(w k |m k ) is the same as choosing the m k that minimizes
In other words, the decision rule simplifies to finding c m k that is closest to w k , i.e.
This decision rule is also called minimum distance detection. The structure of the optimum correlation receiver is shown in Fig. 2 . (Note that we have used a Bayesian estimator to perform detection and the assumption of AWGN leads to a least-squares optimal solution. For other noise models, different measures of optimality will be imposed, giving different optimal solutions.)
By expanding (14), (16)- (18), we obtain
On the right-hand side of (32), the first term is independent of m k .
is the correlation between the incoming sequence {r n } and the chaotic sequence {x (m k ) n }, and the third term is the kth bit energy of the sequence {x
is thus the same as maximizing
. The decision rule can thus be re-expressed as
An alternative configuration for the optimum receiver is shown in Fig. 3 . In the figure, half of the symbol energies are subtracted from the correlator outputs before choosing the maximum, thereby compensating for the varying energy levels of the chaotic signals.
Results and Discussions
Simulations are performed to compare the performance of the receivers described in the previous section. Two simple maps, namely cubic map (g(x) = 4x 3 −3x) and logistic map (h(x) = 1−2x 2 ), have been used to generate the chaotic sequences for the user. A typical transmitted signal using the cubic map is shown in Fig. 4 . It is assumed that both generators use the same map but start with different initial conditions. Spreading factors of 5, 10, 20 and 50 are used. Both the typical correlator receiver and the optimum receiver have been used to decode the incoming signals separately and the corresponding bit error rates (BERs) are plotted against the average bit energy to noise power spectral density ratio (average E b /N 0 ) defined as E[ζ Figures 5 and 6 show the BER versus average E b /N 0 when the cubic map is used. It can be observed that the optimum receiver outperforms the typical receiver in all cases. As the spreading factor increases, the superiority of the optimum receiver over the typical receiver reduces. This is because the variation of the bit energies (16) decreases as the spreading factor increases. When both generators use the same map and the variation of the bit energies is negligible over all bits, Fig. 6 . Simulated BER against average bit energy/N0 using cubic map (β = 20 and 50, typical receiver (typ) and optimum receiver (opt)). Fig. 7 . Simulated BER against average bit energy/N0 using logistic map (β = 5 and 10, typical receiver (typ) and optimum receiver (opt)).
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Conclusions
In this paper, an optimum correlator-type receiver for the binary chaos-shift-keying (CSK) communication system is presented. The performance of the optimum correlator-type receiver is compared with a typical correlator-type receiver using simulation. For a small spreading factor, the optimum receiver outperforms the typical receiver significantly. When the spreading factor increases, however, the superiority of the optimum receiver over the typical receiver is less significant because the bit energies vary to a much smaller extent and the decision rule of the optimum receiver resembles that of the typical receiver. Chaos synchronization, which is required in correlator-type receivers, is still a fragile process. Correlator-type receivers may not thus be feasible in practice. However, the theoretical study in this paper can provide performance benchmarks for evaluating other detection schemes in chaosbased digital communications.
