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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ problematikou diferencia´ln´ıch rovnic se zpozˇdeˇn´ım, ktere´
na rozd´ıl od obycˇejny´ch diferencia´ln´ıch rovnic, obsahuj´ı v argumentu nezna´me´ funkce
funkci tzv. zpozˇdeˇn´ı a d´ıky tomu mohou prˇesneˇji popisovat neˇktere´ rea´lne´ syste´my, jenzˇ
se snazˇ´ıme prˇeve´st do matematicke´ho modelu. V praxi to jsou syste´my, v nichzˇ se vysky-
tuj´ı naprˇ´ıklad cˇasove´ prodlevy potrˇebne´ k reakci syste´mu na zmeˇnu stavu.
Prˇ´ıtomnost zpozˇdeˇn´ı je na druhou stranu komplikac´ı prˇi rˇesˇen´ı teˇchto rovnic a prˇ´ıcˇinou
mnoha odliˇsnost´ı od obycˇejny´ch rovnic, z nichzˇ ty hlavn´ı jsou v te´to pra´ci popsane´. Rovneˇzˇ
je uka´za´n princip pouzˇit´ı diferencia´ln´ıch rovnic se zpozˇdeˇn´ım prˇi modelova´n´ı r˚ustu popu-
lac´ı.
Abstract
Bachelor thesis focuses on the issue of differential equations with delay, which, unlike
ordinary differential equations, contain in the unknown function argument the function of
the so-called delay. Therefore, these are capable of a more exact description of certain real
systems we want to convert into mathematic models. Practically, these are those systems
where time delays, necessary for the reaction of the system to the change of status,
occur. The presence of this delay, however, also complicates solution of such equations
and sets further differences in comparison with ordinary equations. The crucial differences
are described in this thesis. Also the principle is shown for the use of delay-differential
equations in population growth models.
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1 U´vod
Rˇesˇen´ı matematicky´ch rovnic je nepop´ıratelneˇ velmi sˇiroky´m odveˇtv´ım z matematicky´ch
discipl´ın. Ve spojen´ı s diferencia´ln´ım pocˇtem se dosta´va´me k velmi d˚ulezˇite´ oblasti ma-
tematicke´ analy´zy. Studium diferencia´ln´ıch rovnic na´m jizˇ neˇkolik desetilet´ı poma´ha´ po-
rozumeˇt spousteˇ prakticky´ch proble´mu˚ z mnoha veˇdn´ıch obor˚u, jako naprˇ´ıklad medic´ına
a biologie, fyzika, strojn´ı inzˇeny´rstv´ı nebo ekonomie, ale rovneˇzˇ na´m umozˇnˇuj´ı urcˇity´m
zp˚usobem tyto prakticke´ proble´my ovla´dat, t´ım pa´dem cˇasto zdokonalovat, pomoc´ı rˇesˇen´ı
teˇchto rovnic a na´sledne´ zpeˇtne´ aplikace z´ıskany´ch poznatk˚u na dany´ proble´m.
Mnohdy si vystacˇ´ıme s obycˇejny´mi diferencia´ln´ımi rovnicemi (ODR), ale sta´le cˇasteˇji
se setka´va´me se slozˇiteˇjˇs´ımi prakticky´mi proble´my, u ktery´ch popis pomoc´ı obycˇejny´ch
diferencia´ln´ıch rovnic nen´ı dostacˇuj´ıc´ı. Prˇedevsˇ´ım se jedna´ o modely, jejichzˇ vy´voj mu˚zˇe
by´t za´visly´ nejen na okamzˇite´m stavu, ve ktere´m se nacha´z´ı, ale jsou ovlivnˇeny i minuly´m
stavem. T´ım se na´m zde objevuje mysˇlenka auto-kontroly syste´mu, ktera´ je dana´ d´ıky
zpeˇtne´ vazbeˇ. Ta se vyznacˇuje regulac´ı vy´voje neˇjake´ho syste´mu za zachova´n´ı stabiln´ıho
stavu. T´ım se dosta´va´me k te´matu te´to bakala´rˇske´ pra´ce, protozˇe diferencia´ln´ı rovnice
se zpozˇdeˇn´ım jsou pouzˇ´ıva´ny pra´veˇ pro tyto modely. Zpozˇdeˇn´ı je doba potrˇebna´ zpeˇtnou
vazbou k poc´ıteˇn´ı zmeˇny stavu syste´mu a na´sledne´ reakci na ni.
Diferencia´ln´ı rovnice se zpozˇdeˇn´ım patrˇ´ı do veˇtsˇ´ı skupiny rovnic tzv. funkciona´ln´ı di-
ferencia´ln´ı rovnice (FDR), z tohoto d˚uvodu o nich neˇkdy mluv´ıme jako o funkciona´ln´ıch
diferencia´ln´ıch rovnic´ıch se zpozˇdeˇn´ım (FDR se zpozˇdeˇn´ım).
Pro rˇesˇen´ı diferencia´ln´ıch rovnic se zpozˇdeˇn´ım nelze obecneˇ pouzˇ´ıt postupy jako prˇi
rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic, to ale nen´ı zdaleka jedina´ odliˇsnost. Neˇktere´ ze
za´kladn´ıch rozd´ıl˚u jsou popsa´ny v te´to pra´ci stejneˇ jako jedna ze za´kladn´ıch metod pro
vy´pocˇet, konkre´tneˇ metoda krok˚u. Po sezna´men´ı s t´ımto zp˚usobem rˇesˇen´ı diferencia´ln´ıch
rovnic a s neˇkolika vlastnostmi je uka´zana´ jejich aplikace na konkre´tn´ıch prakticky´ch
modelech.
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2 Funkciona´ln´ı diferencia´ln´ı rovnice
Pro lepsˇ´ı porozumeˇn´ı problematiky diferencia´ln´ıch rovnic se zpozˇdeˇn´ım a zkouma´n´ı jejich
vlastnost´ı, je vhodne´, se nejprve sezna´mit s nadrˇazenou skupinou rovnic, a to s funk-
ciona´ln´ımi diferencia´ln´ımi rovnicemi. Tyto rovnice vzniknou slozˇen´ım funkciona´ln´ıch a
diferencia´ln´ıch rovnic.
Za funkciona´ln´ı rovnici (FR) povazˇujeme rovnici, ktera´ obsahuje nezna´mou funkci
r˚uzny´ch argument˚u, prˇicˇemzˇ rozd´ıl mezi hodnotou argumentu nezna´me´ funkce a parame-
trem t nazy´va´me odchylkou argumentu.
Definice 2.1. Rovnici ve tvaru
x(t) = f(t, x(t− h(t))), (2.1)
kde f je rea´lna´ funkce definovana´ na dvourozmeˇrne´ oblasti Ω ⊂ R2, h(t) je spojita´ funkce
definovana´ na neˇjake´m intervalu I, nazveme funkciona´ln´ı rovnice. Vy´raz (t− h(t)) je od-
chylka argumentu.
Prˇ´ıkladem FR je naprˇ´ıklad rovnice
x(5t) = x(2t) + x(3t).
Snadno se oveˇrˇ´ı, zˇe jej´ım rˇesˇen´ım je linea´rn´ı funkce x(t) = c(t). Dalˇs´ımi prˇ´ıklady FR
mohou by´t naprˇ´ıklad tyto rovnice
x(3t) + 5x(2t) = 1,
x(t) = t2x(t+ 2)− x(t− 3),
x(x(t)) = x(t) + 2.
Nale´zt obecne´ rˇesˇen´ı teˇchto slozˇiteˇjˇs´ıch funkciona´ln´ıch rovnic je obt´ızˇneˇjˇs´ı, resp. to v˚ubec
nelze.
Obycˇejna´ diferencia´ln´ı rovnice je da´na derivacemi neˇjake´ funkce, kde rˇa´d nejvysˇsˇ´ı de-
rivace nezna´me´ funkce nazy´va´me rˇa´d rovnice.
Definice 2.2. Rovnici, ve ktere´ se vyskytuj´ı derivace hledane´ funkce azˇ do rˇa´du n,
nazy´va´me obycˇejnou diferencia´ln´ı rovnici, a ma´ tvar
x(n)(t) = f(t, x(t), x′(t), ..., x(n−1)(t)), (2.2)
kde n je rˇa´d rovnice, a f je rea´lna´ funkce definovana´ na (n+1)-rozmeˇrne´ oblasti Ω ⊂ Rn+1.
Rˇesˇen´ım rovnice (2.2) rozumı´me n-kra´t diferencovatelnou funkci x(t) na neˇjake´m inter-
valu I, splnˇuj´ıc´ı podmı´nky [t, x(t), x′(t), ..., x(n−1)(t)] ∈ Ω a rovnici (2.2) pro ∀t ∈ I.
Pozna´mka. Pokud jsou vsˇechny odchylky argument˚u konstantn´ı, FR nazy´va´me di-
ferencˇn´ı rovnice. Je-li FDR nulte´ho rˇa´du, lze ji cha´pat jako FR.
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2.1 Problematika rˇesˇen´ı
Je zna´mo, zˇe naj´ıt exaktn´ı rˇesˇen´ı ODR umı´me jen pro specia´ln´ı typy rovnic. Take´ kva-
litativn´ı vlastnosti ODR jsou prozkouma´ny jen pro u´zkou trˇ´ıdu rovnic. Problematika
rˇesˇitelnosti FDR je jesˇteˇ slozˇiteˇjˇs´ı, zamysleme se naprˇ. jenom nad t´ım, na jake´m intervalu
je rˇesˇen´ı FDR v˚ubec definovane´.
Uvazˇujme naprˇ. rovnici
x˙(t) = kx(t− h), (2.3)
kde k, h = konst a k 6= 0. Nyn´ı chceme naj´ıt rˇesˇen´ı te´to rovnice na neˇjake´m libovolne´m
intervalu α ≤ t ≤ β, tedy x : [α, β]→ R, kde β > α+h. Zde vznika´ proble´m, protozˇe pro
α ≤ t < α+ h nen´ı prava´ strana rovnice definovana´, protozˇe t− h < α. Proto definujeme
x(t−h) z prave´ strany rovnice pomoc´ı pocˇa´tecˇn´ı funkce φ, ktera´ je definovana´ na intervalu
α− h ≤ t < β.
Tedy prˇedpokla´da´me
x(t− h) = φ(t− h) pro t− h < α.
Druhou mozˇnost´ı, jak se vyhnout proble´mu s pravou stranou, je, zˇe rˇesˇen´ı bude vyhovovat
rovnici (2.1) pouze na intervalu α + h ≤ t ≤ β. Rˇesˇitelnost´ı FDR se podrobneˇji zaby´va´
[5].
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3 Diferencia´ln´ı rovnice se zpozˇdeˇn´ım
Jak je patrno jizˇ z u´vodu, FDR se zpozˇdeˇn´ım mohou popisovat sˇirokou oblast prakticky´ch
i teoreticky´ch model˚u, naprˇ´ıcˇ r˚uzny´mi veˇdn´ımi obory. At’ uzˇ to je technicky´, fyzika´ln´ı
nebo biologicky´ model, tvar rovnice je za´visly´ prˇedevsˇ´ım na typu zpozˇdeˇn´ı, ktere´ mu˚zˇe
by´t reprezentova´no jednoduchou konstatn´ı funkc´ı nebo nekonstantn´ı funkc´ı neˇjake´ho pa-
rametru. V komplikovaneˇjˇs´ıch prˇ´ıpadech mu˚zˇe zpozˇdeˇn´ı dokonce za´viset i na samotne´m
rˇesˇen´ı a tedy je ve tvaru hi(t, x(t)). V takove´m prˇipadeˇ se oznacˇuj´ı jako autoregulativn´ı.
Z tohoto d˚uvodu je prakticke´ definovat obecny´ tvar FDR se zpozˇdeˇn´ım odpov´ıdaj´ıc´ı
prˇ´ımo dane´ problematice. Pro moji bakala´rˇskou pra´ci budu tedy za FDR se zpozˇden´ım
povazˇovat rovnici podle na´sleduj´ıc´ı definice.
Definice 3.3. Rovnici ve tvaru
x(m)(t) = f(t, x(m1)(t− h1(t)), ..., x(mk)(t− hk(t))), (3.4)
nazveme funkciona´ln´ı diferencia´ln´ı rovnic´ı se zpozˇdeˇn´ım, kde m > mi ≥ 0, ∀i = 1, 2, ...k,
hi(t) ≥ 0 jsou dana´ spojite´ funkce zpozˇdeˇn´ı definovane´ na neˇjake´m intervalu I, a f je
rea´lna´ funkce definovana´ na (k + 1)-rozmeˇrne´ oblasti Ω ⊂ Rk+1. Rˇesˇen´ım rovnice (3.4)
nazveme m-kra´t diferencovatelnou funkci x(t) definovanou a spojitou na R a splnˇuj´ıc´ı
rovnici (3.4).
3.1 Metoda krok˚u
Tato metoda je jednou ze za´kladn´ıch metod pro rˇesˇen´ı FDR se zpozˇdeˇn´ım. Princip spocˇ´ıva´
v deˇleˇn´ı intervalu, na ktere´m rˇesˇen´ı hleda´me, do subinterval˚u jejichzˇ de´lka je da´na veli-
kost´ı zpozˇdeˇn´ı. Na teˇchto subintervalech potom hleda´me cˇa´sti rˇesˇen´ı, ktere´ jsou nakonec
dohromady rˇesˇen´ım na cele´m p˚uvodn´ım intervalu.
Aplikujme metodu krok˚u na rovnici
x˙(t) = f(t, x(t), x(t− h)), (3.5)
pro t ≥ t0, h = konst > 0. Necht’ f : [t0,∞)×R2 → R je spojita´ funkce. Pocˇa´tecˇn´ı funkce
na intervalu [t0 − h, t0] je neˇjaka´ dana´ funkce φ(t− h), na tomto intervalu spojita´, a da´le
necht’ plat´ı pocˇa´tecˇn´ı podmı´nka φ(t0) = x(t0).
Nyn´ı provedeme prvn´ı krok. Ten spocˇ´ıva´ v nalezen´ı rˇesˇen´ı na intervalu [t0, t0 + h],
protozˇe pro t0 ≤ t ≤ t0 + h plat´ı, zˇe t − h ∈ [t0 − h, t0]. V prave´ straneˇ rovnice tedy za
x(t− h) dosad´ıme φ(t− h) a z´ıska´me tak ODR
x˙(t) = f(t, x(t), φ(t− h)),
kterou mu˚zˇeme rˇesˇit. Dostaneme tedy rˇesˇen´ı na intervalu [t0, t0 + h], ktere´ je definovane´
i v bodeˇ t0 + h, z cˇehozˇ na´m plyne pocˇa´tecˇn´ı podmı´nka pro na´sleduj´ıc´ı krok.
Ve druhe´m kroku hleda´me rˇesˇen´ı na intevalu [t0+h, t0+2h]. Potom t−h ∈ [t0, t0+h], a
tedy x(t0−h) je jizˇ definovana´, zna´ma´ z prvn´ıho kroku a tedy se sta´va´ pocˇa´tecˇn´ı funkc´ı pro
krok druhy´. Rovnice (3.5) se opeˇt zmeˇn´ı na ODR, kterou rˇesˇ´ıme s pocˇa´tecˇn´ı podmı´nkou,
ktera´ vyply´va´ z rovnosti rˇesˇen´ı z prvn´ıho a druhe´ho kroku v bodeˇ t0 +h. T´ımto zp˚usobem
postupujeme v dalˇs´ıch kroc´ıch, dokud nedostaneme rˇesˇen´ı na pozˇadovane´m intervalu
(viz [5]).
K z´ıska´n´ı rˇesˇen´ı FDR se zpozˇdeˇn´ım pomoc´ı te´to metody je nezbytne´ zna´t nejen
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pocˇa´tecˇn´ı podmı´nky jako u rˇesˇen´ı ODR, ale podstatna´ je prˇedevsˇ´ım znalost pocˇa´tecˇn´ı
funkce, definovane´ na intervalu o de´lce rovne´ dane´mu zpozˇdeˇn´ı. Tomuto a dalˇs´ım rozd´ıl˚um
oproti ODR se bude veˇnovat kapitola 3.4. Metoda za´roveˇnˇ vyzˇaduje schopnost nalezen´ı
rˇesˇen´ı prˇ´ıslusˇny´ch ODR.
3.2 Prˇ´ıklad
Hleda´me rˇesˇen´ı rovnice
x˙(t) = 2x(t− 5), (3.6)
s pocˇa´tecˇn´ı podmı´nkou φ(t) = 1 pro t ≤ 0.
3.2.1 Rˇesˇen´ı pomoc´ı metody krok˚u
Pro na´zornost postacˇ´ı prove´st trˇi kroky, rˇesˇen´ı tedy budeme hledat na intervalu [0, 15].
Z rovnice vid´ıme, zˇe zpozˇdeˇn´ı je konstantn´ı a jeho velikost je h = 5, cozˇ bude rovneˇzˇ
parametr pro deˇlen´ı subinterval˚u v jednotlivy´ch kroc´ıch.
Prvn´ı krok, t ∈ [0, 5]: x˙(t) = 2 · φ(t) = 2 · 1 = 2
Obecne´ rˇesˇen´ı: x1(t) = 2t+ c1
Pocˇa´tecˇn´ı podmı´nka: 1 = 2 · 0 + c1 ⇒ c1 = 1
Partikula´rn´ı rˇesˇen´ı: x1(t) = 2t+ 1
Nyn´ı jesˇteˇ potrˇebujeme vypocˇ´ıtat hodnotu x1(t) pro t = 5, kterou pouzˇijeme jako pocˇ.
podmı´nku ve druhe´m kroku.
x1(5) = 11
Druhy´ krok, t ∈ [5, 10]: x˙(t) = 2 · x1(t) = 2(2(t− 5) + 1) = 4t− 18
Obecne´ rˇesˇen´ı: x2(t) = 2t
2 − 18t+ c2
Pocˇa´tecˇn´ı podmı´nka: 11 = 2 · 52 − 18 · 5 + c2 ⇒ c2 = 51
Partikula´rn´ı rˇesˇen´ı: x2(t) = 2t
2 − 18t+ 51
x2(10) = 71
Trˇet´ı krok, t ∈ [10, 15]: x˙(t) = 2 · x2(t) = 2(2(t− 5)2 − 18(t− 5) + 51) = 4t2 − 76t+ 382
Obecne´ rˇesˇen´ı: x3(t) =
4
3
· t3 − 38t2 + 382t+ c3
Pocˇa´tecˇn´ı podmı´nka: 71 = 4
3
· 103 − 38 · 10 + 382 · 10 + c3 ⇒ c3 = −1282, 3
Partikula´rn´ı rˇesˇen´ı: x3(t) =
4
3
· t3 − 38t2 + 382− 1282, 3
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3.2.2 Rˇesˇen´ı v programu Matlab
Program Matlab obsahuje ve sve´ knihovneˇ mnoho funkc´ı uzˇitecˇny´ch pro vy´pocˇty r˚uzny´ch
typ˚u rovnic. Jinak tomu nen´ı ani v prˇ´ıpadeˇ FDR se zpozˇdeˇn´ım, kde ma´me k dipozici
naprˇ´ıklad funkci dde23. Velkou vy´hodou pouzˇit´ı programu Matlab je okamzˇite´ vykreslen´ı
rˇesˇen´ı rovnice do grafu.
Ve funkci s na´zvem rovnice zada´va´m rovnici, jej´ızˇ rˇesˇen´ı hleda´m. Samotne´ vy´pocˇty se
prova´d´ı pomoc´ı cyklu, kdy do kazˇde´ho kroku vstupuj´ı hodnoty z prˇedchoz´ıho. Vy´jimka
se musela deklarovat pro prvn´ı krok, kde se mus´ı pouzˇ´ıt pocˇa´tecˇn´ı hodnoty dane´ ze
zada´n´ı. Do promeˇnny´ch lag, k, PP zada´va´m hodnotu zpozˇdeˇn´ı, pocˇet krok˚u a pocˇa´tecˇn´ı
podmı´nku.
function dydt = rovnice(t,y,Z)
ylag = Z(:,1);
dydt = 2*ylag;
end
lag = 5;
k = 3;
PP = 1;
for n = 1:k
if n == 1
sol = dde23(@rovnice,lag,PP,[n*lag,(n+1)*lag]);
else
sol = dde23(@rovnice,lag,sol,[n*lag,(n+1)*lag]) ;
end
end
0 5 10 15
0
50
100
150
200
250
300
350
400
t
x
Obra´zek 1: Rˇesˇen´ı rovnice (3.6)
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3.3 Vytvorˇen´ı matematicke´ho modelu
Princip zpozˇdeˇn´ı lze na´zorneˇ uka´zat pomoc´ı modelu popisuj´ıc´ı sprchuj´ıc´ıho se cˇloveˇka,
ktery´ chce pomoc´ı ota´cˇen´ım kohoutku vodovodn´ı baterie dosa´hnout urcˇite´ teploty vody,
kterou oznacˇ´ıme Tk (Tk = konst). Zmeˇna teploty vody ∆T ve vy´stupu baterie je u´meˇrna´
otocˇen´ı kohoutku o u´hel ∆α s koeficientem k. Necht’ Tb(t) je teplota vody na vy´stupu
baterie v cˇase t, a h = konst je cˇas potrˇebny´ k prˇemı´steˇn´ı vody z mı´sta vy´stupu baterie
na hlavu sprchuj´ıc´ıho se cˇloveˇka.
Prˇedpokla´dejme, zˇe rychlost ota´cˇen´ı kohoutku je u´meˇrna´ k rozd´ılu teploty vody od
pozˇadovane´ teploty Tk s koeficientem κ, jehozˇ velikost za´vis´ı na povaze cˇloveˇka. Protozˇe v
cˇase t cˇloveˇk c´ıt´ı teplotu vody opousˇteˇj´ıc´ı baterii v cˇase t-h, dostaneme na´sleduj´ıc´ı rovnici
α˙(t) = −κ[Tb(t− h)− Tk]. (3.7)
Odtud prˇes prvn´ı zmı´neˇnou za´vislost z´ıska´me rovnici pro teplotu vody na vy´stupu
z baterie Tb
T˙b(t) = −kκ[Tb(t− h)− Tk], (3.8)
ktera´ je typicky´m za´stupcem FDR se zpozˇden´ım.
Z tohoto modelu (podrobneˇ popsane´ho naprˇ. v [5]) lze tedy videˇt, jak mu˚zˇe by´t vy´voj
prˇ´ıtomne´ho stavu neˇjake´ho procesu ovlivneˇn stavem v minulosti.
3.4 Srovna´n´ı FDR se zpozˇdeˇn´ım a ODR
Vzhledem k tomu, zˇe FDR se zpozˇdeˇn´ım, narozd´ıl od ODR, popisuj´ı urcˇity´ stav syste´mu,
ktery´ je ovlivnˇova´n jeho stavem na prˇedcha´zej´ıc´ım cˇasove´m u´seku, mu˚zeme prˇedpokla´dat
mnohem veˇtsˇ´ı obt´ızˇnost prˇi zkouma´n´ı pra´veˇ FDR se zpozˇdeˇn´ım, at’ uzˇ se budeme bavit o
rˇesˇen´ı vzhledem k pocˇa´tecˇn´ım podmı´nka´m, existenci a jednoznacˇnosti rˇesˇen´ı, cˇi stabiliteˇ.
Co konkre´tneˇ povazˇujeme za ODR jsme si jizˇ prˇipomneˇli v definici 2.2. Odliˇsnost
ODR od FDR se zpozˇdeˇn´ım mu˚zˇeme pozorovat uzˇ ve velmi trivia´ln´ım prˇ´ıpadeˇ. Vezmeˇme
si naprˇ´ıklad linea´rn´ı ODR prvn´ıho rˇa´du s pocˇa´teˇcˇn´ı podmı´nkou
dx
dt
= kx, x(0) = 1. (3.9)
Rˇesˇen´ı te´to pocˇa´tecˇn´ı u´lohy dostaneme jednodusˇe pomoc´ı separace promeˇnny´ch:
dx
x
= kdt∫
dx
x
=
∫
k dt
lnx = kt+ c
x(t) = exp(kt) (3.10)
Dı´ky pocˇa´tecˇn´ı podmı´nce nyn´ı mu˚zˇeme vypocˇ´ıtat hodnotu rˇesˇen´ı, v jake´mkoliv cˇase
t > t0 = 0, a minulost rˇesˇen´ı na´m ji nijak neovlivn´ı.
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Trivia´ln´ı rˇesˇen´ı (3.10) se zkomplikuje prˇida´n´ım cˇasove´ho zpozˇdeˇn´ı h = konst do prave´
strany rovnice (3.9). Dostaneme na´sleduj´ıc´ı FDR se zpozˇdeˇn´ım
dx
dt
= kx(t− h), x(t) = 1 (3.11)
pro −h ≤ t < 0. Mı´sto hodnoty rˇesˇen´ı definovane´ho v pocˇa´tecˇn´ım bodeˇ zde jako pocˇa´tecˇn´ı
podmı´nku ma´me funkci definovanou na konecˇne´m intervalu. U te´to rovnice mu˚zˇeme po-
zorovat, narozd´ıl od rovnice (3.9), zˇe mu˚zˇe by´t osciluj´ıc´ı. K te´to vlastnosti se vra´t´ım po
zmı´neˇn´ı na´sleduj´ıc´ı mysˇlenky.
Pozna´mka. Pod´ıvejme se nyn´ı v rychlosti na zaj´ımavou vlastnost funkc´ı sin(t) a cos(t).
Z jejich grafu lze videˇt, zˇe jsou od sebe vza´jemneˇ posunuty o neˇjake´ na´sobky cˇ´ısla pi, nav´ıc
zna´me vztah mezi nimi a jejich derivacemi:
cos(t) = sin(t− 3
2
pi)
d
dt
sin(t) = cos(t)
(3.12)
Pokud tedy zvol´ıme x(t) = sin(t), tak v souladu s vlastnostmi (3.12) vyhovuje x(t) rovnici
x′(t) = x(t− 3
2
pi). Tyto funkce jsou proto zaj´ımave´ ve zkouma´n´ı FDR se zpozˇdeˇn´ım.
Vrat’me se tedy nyn´ı k rovnici (3.11) a dosad’me do n´ı (podobneˇ jako v [3]) partikula´rn´ı
rˇesˇen´ı
x(t) = A sin(ωt). (3.13)
Po dosazen´ı dostaneme
ωA cos(ωt) = kA sin(ωt− ωh) = kA[sin(ωt) cos(ωh)− cos(ωt) sin(ωh)].
Polozˇme poporˇadeˇ ωt = 0 a ωt = pi/2, potom
ωA · 1 = kA[0 · cos(ωh)− 1 · sin(ωh)]
a
ωA · 0 = kA[1 · cos(ωh)− 0 · sin(ωh)].
Odtud dostaneme dveˇ podmı´nky
ω = −k sin(ωh)
0 = cos(ωh)
(3.14)
Druha´ podmı´nka plat´ı pro ωh = pi/2 nebo ωh = 3pi/2. Pro prvn´ı podmı´nku jsou tyto dveˇ
mozˇnosti:
1. ωh = pi/2 a kh = −pi/2
2. ωh = 3pi/2 a kh = −3pi/2
Tedy pro tyto hodnoty kh, ma´ rovnice (3.11) harmonicke´ rˇesˇen´ı (3.13).
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Uvazˇujme nyn´ı podobnou u´lohu jako v (3.9), s napohled nepodstatny´mi zmeˇnami v
rovnici i pocˇa´tecˇn´ıch podmı´nka´ch
dx
dt
= −x, x(0) = 0. (3.15)
Ukazˇme, zˇe tato u´loha ma´ jedine´ rˇesˇen´ı a t´ım pa´dem je jednoznacˇneˇ zadana´.
dx
x
= −dt
ln |x| = −t+ c
x = e−t+c
Po dosazen´ı pocˇa´tecˇn´ı podmı´nky vid´ıme, zˇe jedine´ mozˇne´ rˇesˇen´ı je nulove´.
0 6= ec ⇒ x(t) = 0
Nyn´ı prˇeved’me stejnou u´lohu do oblasti FDR se zpozˇdeˇn´ım t´ım, zˇe do prave´ strany rovnice
(3.15) prˇida´me konstantn´ı zpozˇdeˇn´ı h = pi/2
dx
dt
= −x(t− pi
2
), x(0) = 0. (3.16)
V tomto prˇ´ıpadeˇ je opeˇt rˇesˇen´ım nulove´ rˇesˇen´ı x(t) = 0, ale nav´ıc je u´loha (3.16) splneˇna
i pro x(t) = sin t, protozˇe prˇi dane´ pocˇa´tecˇn´ı podmı´nce plat´ı
cos 0 = − sin(0− pi
2
).
Jednoznacˇnost lze zarˇ´ıdit nahrazen´ım bodove´ pocˇa´tecˇn´ı podmı´nky pomoc´ı pocˇa´tecˇn´ı funkce.
Nab´ız´ı se na´m volba φ(t−h) = cos t na intervalu [−pi
2
, 0]. Potom pomoc´ı metody krok˚u je
dx
dt
= − cos t
x(t) = sin t+ c
a meˇla by platit podmı´nka φ(t0) = x(t0) pro t0 = 0, tedy plat´ı
cos(0− pi
2
) = sin 0 + c
0 = 0 + c ⇒ c = 0.
Volba pocˇa´tecˇn´ı funkce v tomto prˇ´ıpadeˇ byla u´speˇsˇna´, d´ıky tomu dostaneme jednine´
rˇesˇen´ı x(t) = sin t. Tento prˇ´ıklad dokazuje d˚ulezˇitost pocˇa´tecˇn´ı funkce prˇi hleda´n´ı rˇesˇen´ı
diferencia´ln´ıch rovnic a nutnost jej´ı znalosti pro jednoznacˇnost rˇesˇen´ı.
Z toho plyne i dalˇs´ı za´sadn´ı odliˇsnost FDR se zpozˇdeˇn´ım od ODR. V praxi tento
proble´m mu˚zˇe vypadat na´sledovneˇ. Prˇedpokla´dejme, zˇe jsme pomoc´ı neˇjaky´ch pozorova´n´ı
syste´mu sestavili rovnici (FDR se zpozˇdeˇn´ım), ktera´ tento syste´m popisuje a budeme cht´ıt
podle jej´ıho rˇesˇen´ı predikovat vy´voj syste´mu v budoucnosti. Exaktn´ı rˇesˇen´ı nemus´ıme by´t
vzˇdycky schopni exaktneˇ spocˇ´ıtat, ale v neˇktery´ch prˇ´ıpadech mu˚zˇeme rˇesˇen´ı odhadnout.
Proble´m nastane v prˇ´ıpadeˇ nejednoznacˇnosti a na´m se podarˇ´ı odhadnout v´ıce mozˇny´ch
rˇesˇen´ı, potom neznalost pocˇa´tecˇn´ı funkce na´m znemozˇn´ı spra´vnou predikci vy´voje dane´ho
syste´mu.
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3.4.1 Cauchyho u´loha
Definice 3.4. (Cauchyho u´loha pro ODR) Meˇjme libovolny´, ale pevneˇ dany´ bod
(t0, x0, x1, ..., xn−1). U´loha urcˇit rˇesˇen´ı rovnice (2.2), ktere´ vyhovuje n pocˇa´tecˇn´ım podmı´nka´m
x(t0) = x0, x
′(t0) = x1, ..., x(n−1)(t0) = xn−1 (3.17)
se nazy´va´ Cauchyho u´loha (rovneˇzˇ pocˇa´tecˇn´ı u´loha). Rˇesˇen´ım te´to Cauchyovy u´lohy je
stejna´ funkce x(t), ktera´ je uvedena jako rˇesˇen´ı rovnice (2.2), splnˇuj´ıc´ı podmı´nku (3.17).
V prˇ´ıpadeˇ ODR je rˇesˇen´ı, zavisle´ na cˇase, jednoznacˇneˇ definova´no svy´m pocˇa´tecˇn´ım stavem
v dane´m momenteˇ. To u rˇesˇen´ı FDR se zpozˇdeˇn´ım obecneˇ neplat´ı. K vyrˇesˇen´ı pocˇa´tecˇn´ı
u´lohy a tedy k nalezen´ı rˇesˇen´ı potrˇebujeme zna´t nav´ıc tvar rˇesˇen´ı na intervalu jehozˇ de´lka
je rovna dane´mu zpozˇdeˇn´ı. Formulace Cauchyho u´lohy pro FDR se zpozˇdeˇn´ım mu˚zˇeme
tedy definovat na´sledovneˇ s vyuzˇit´ım poznatk˚u z [5].
Definice 3.5. (Cauchyho u´loha pro FDR se zpozˇdeˇn´ım) Pocˇa´tecˇn´ı proble´m pro
FDR se zpozˇdeˇn´ım je u´loha urcˇit rˇesˇen´ı na´sleduj´ıc´ı rovnice vyhovuj´ıc´ı dany´m podmı´nka´m
x˙(t) = f(t, xt(θ)); xt(θ) := x(t− θ), −h ≤ θ ≤ 0, (3.18)
xt0 = φ, (3.19)
kde h je tentokra´t konecˇne´ konstantn´ı zpozˇdeˇn´ı, t0 ∈ R, φ : [−h, 0] → R. Funkci x(t)
nazveme rˇesˇen´ım te´to u´lohy, jestlizˇe je definovana´ na intervalu [t0 − h, t0 +A] pro A > 0,
a splnˇuje rovnici (3.18) a podmı´nku (3.19) na intervalu [t0, t0 + A].
3.4.2 Existence a jednoznacˇnost rˇesˇen´ı
V souvislosti s ODR jsou o existenci a jednoznacˇnosti rˇesˇen´ı zna´me´ prˇedevsˇ´ım dveˇ veˇty,
a to Peanova a Picardova, obeˇ jsou doka´zany naprˇ. v [4].
Veˇta 3.6. (Peanova) Necht’ funkce f(t, x(t), x′(t), ..., xn−1(t)) z rovnice (2.2) je spo-
jita´ v oblasti Ω ⊂ Rn+1 obsahuj´ıc´ı ve sve´m vnitrˇku bod (t0, x0, x1, ..., xn−1). Potom existuje
alesponˇ jedno rˇesˇen´ı pocˇa´tecˇn´ıho proble´mu (3.17), ktere´ je definovane´ a spojite´ v neˇjake´m
okol´ı bodu t0.
Veˇta 3.7. (Picardova) Necht’ funkce f(t, x(t), x′(t), ..., xn−1(t)) z rovnice (2.2) je
spojita´ v oblasti Ω ⊂ Rn+1 obsahuj´ıc´ı ve sve´m vnitrˇku bod (t0, x0, x1, ..., xn−1). Da´le
necht’ ma´ funkce f v kazˇde´m bodeˇ Ω parcia´ln´ı derivaci ∂f/∂x, ktera´ je na Ω ohranicˇena´.
Potom existuje jedine´ rˇesˇen´ı pocˇa´tecˇn´ıho proble´mu (3.17), ktere´ je definovane´ a spojite´ v
neˇjake´m okol´ı bodu t0.
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Podmı´nky existence a jednoznacˇnosti rˇesˇen´ı pro FDR se zpozˇdeˇn´ım shrneme v na´sleduj´ıc´ı
veˇteˇ uvedene´ a doka´zane´ v [5].
Veˇta 3.8. Necht’ φ ∈ C([−h, 0],R) a funkciona´l f : Dh → R je spojity´ a splnˇuje v
neˇjake´m okol´ı kazˇde´ho bodu (t, u) ∈ Dh := [t0,∞]×C([−h, 0],R) Lipschotzovu podmı´nku
ve druhe´m argumentu. Potom existuje tφ = tφ,t0,f ∈ [t0,∞) takove´, zˇe:
1. existuje rˇesˇen´ı x(t) pocˇa´tecˇn´ı u´lohy (3.18),(3.19) na intervalu [t0, tφ];
2. v kazˇde´m intervalu [t0, t1] ⊂ [t0, tφ) je toto rˇesˇen´ı jedine´.
Veˇta 3.8. je obdobou Peanovy a Picardovy veˇty pro FDR se zpozˇdeˇn´ım. Na prvn´ı
pohled lze videˇt veˇtsˇ´ı slozˇitost oproti ODR. Je to z d˚uvodu, zˇe pro FDR se zpozˇdeˇn´ım
je trˇeba silneˇjˇs´ıch podmı´nek nezˇ pro ODR. Kde si u ODR vystacˇ´ıme s podmı´nkami pro
funkci, u FRD se zpozˇdeˇn´ım je nutne´ definovat podmı´nky pro funkciona´l, protozˇe u ODR
stacˇ´ı platnost dany´ch podmı´nek pouze v bodech t, zat´ımco u FDR se zpozˇdeˇn´ım mu˚s´ıme
zohlednit vliv pocˇa´tecˇn´ı funkce pro t0 − h < t < t0. Tedy zavedeme body (t, u), ktere´ pro
kazˇdy´ t maj´ı prˇiˇrazenou funkci φ ∈ C([−h, 0],R). V teˇchto bodech potom vyzˇadujeme
podmı´nky pro existenci a jednoznacˇnost rˇesˇen´ı FDR se zpozˇdeˇn´ım.
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4 Aplikace diferencia´ln´ıch rovnic se zpozˇdeˇn´ım
V kapitole 3.3 jsme si uka´zali model, ktery´ je popsa´n FDR se zpozˇdeˇn´ım a za´rovenˇ jsme si
pomoc´ı neˇj uveˇdomili prakticky´ vy´znam zpozˇdeˇn´ı, ale FDR se zpozˇdeˇn´ım se na´m nab´ız´ı
v daleko v´ıce prˇ´ıpadech a hlavneˇ v prˇ´ıpadech z veˇdn´ıho hlediska mnohem vy´znamneˇjˇs´ıch,
nezˇ sprchuj´ıc´ı se cˇloveˇk. Ukazˇme si nyn´ı vyuzˇit´ı neˇkolika prˇ´ıklad˚u z fyziky a strojn´ıho
inzˇeny´rstv´ı.
4.1 Stabilita za´veˇsu jerˇa´bu
Prˇedstavme si naprˇ´ıklad prˇ´ıstavn´ı jerˇa´b, ktery´ se pouzˇ´ıva´ k nakla´da´n´ı a vykla´da´n´ı velky´ch
kontejnerovy´ch prˇepravn´ıch lod´ı, kde rychlost ovlivnˇuje objem zisku. Proto mus´ı jerˇa´b
pracovat efektivneˇ, cozˇ vyzˇaduje rychle´ prˇemı´steˇn´ı na´kladu. Zde vznika´ proble´m, pokud
se rameno jerˇa´bu bude pohybovat s velky´mi zrychlen´ımi, zp˚usob´ı kyvadlovy´ efekt, ktery´
mu˚zˇe ve´st ke ztra´teˇ kontroly nad pohyby na´kladu. Tomu se v praxi snazˇ´ıme zabra´nit
pouzˇit´ım vhodny´ch materia´l˚u za´veˇsu a prˇedevsˇ´ım jeho konstrukc´ı. Tento model popisuje
rovnice
x′′ + εx′ + sin(x) = −k cos(x)(x(t− h)− x), (4.20)
kde x prˇedstavuje u´hel vychy´len´ı za´veˇsu od svisle´ osy, leva´ strana rovnice popisuje ky-
vadlovy´ oscila´tor a prava´ strana je zpeˇtna´ vazba. Zpozˇdeˇn´ı h zde vznika´ kv˚uli opozˇdeˇne´
pohybove´ reakci za´vazˇ´ı za pohybem samotne´ho ramene nebo za´veˇsu jerˇa´bu. To se promı´ta´
do ovla´da´n´ı, protozˇe opera´tor jerˇa´bu vn´ıma aktua´ln´ı stav za´vazˇ´ı, ktery´ je da´n akc´ı
v prˇedcha´zej´ıc´ım cˇasove´m okamzˇiku. Kdyzˇ uva´zˇ´ıme, zˇe x bude naby´vat maly´ch u´hl˚u,
potom pro rovnova´zˇne´ rˇesˇen´ı x = 0 plat´ı
sin(x) ∼ x,
cos(x) ∼ 1, (4.21)
a rovnici (4.20) mu˚zˇeme prˇepsat do tvaru
x′′ + εx′ + x = −k(x(t− h)− x) (4.22)
Da´le pro male´ hodnoty h mu˚zˇeme polozˇit x(t−h) ∼ x− τx′ a dostaneme rovnici (4.1) ve
tvaru
x′′ + (ε− kτ)x′ + x = 0, (4.23)
ve ktere´m je zpozˇdeˇn´ı h prˇ´ıtomne´ ve cˇlenu oscilace. Pokud je k < 0, pak tento cˇlen roste
se zpozˇdeˇn´ım umozˇnuj´ıc´ım rychle sla´bnut´ı oscilace. Tento model lze nale´zt podrobneˇji
popsa´n v [3] i s vyuzˇit´ım fyzika´ln´ıch rovnic.
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4.2 Plynulost dopravy
V dnesˇn´ı dobeˇ je doprava jake´hokoliv typu ned´ılnou soucˇa´st´ı kazˇdodeˇnn´ıho zˇivota veˇtsˇiny
obyvatel te´meˇrˇ vsˇech zemı´ sveˇta. At’ uzˇ se jedna´ o osobn´ı cˇi na´kladn´ı dopravu, neja-
traktivneˇjˇs´ı z hlediska vyuzˇit´ı FDR se zpozˇdeˇn´ım je automobilova´ doprava, vyuzˇ´ıvaj´ıc´ı
prˇedevsˇ´ım rychlostn´ı silnice a da´lnice, kde prˇedpokla´da´me vza´jemnou interakci mnoha
vozidel.
Na´sleduj´ıc´ı rovnice ve tvaru
x¨n+1(t+ r) = α(x˙n − x˙n+1), (4.24)
odvozena´ naprˇ. v [3], popisuje za´vislost zrychlova´n´ı (prˇ´ıp. zpomalova´n´ı) na´sleduj´ıc´ıho
vozidla na rozd´ılu jeho rychlosti a rychlosti vozidla prˇedcha´zej´ıc´ıho s koeficientem α. Na
zmeˇnu rychlost´ı rˇidicˇ druhe´ho vozidla reaguje se zpozˇdeˇn´ım o reakcˇn´ı dobu r, reakce na
zmeˇnu rychlosti prvn´ıho rˇidicˇe v cˇase t tedy prˇicha´z azˇ v cˇase t+r. Kdybychom pozorovali
rozd´ıl vzda´lenosti dvou vozidel, uka´zalo by se, zˇe pr˚ubeˇh v cˇase by mohl by´t v urcˇity´ch
cˇasovy´ch intervalech velmi nestabiln´ı d´ıky oscilaci, jej´ızˇ vznik podneˇcuje koeficient α. Ten
totizˇ popisuje citlivost reakce rˇidicˇe. Pokud bude rˇidicˇ zrychlovat a zpomalovat rychle
(koeficient α bude velky´), potom zmeˇna rychlosti prˇedcha´zej´ıc´ıho vozidla vyvola´ prudke´
zmeˇny v rychlosti na´sleduj´ıc´ıho, ktere´ se stabilizuj´ı azˇ po urcˇite´ dobeˇ od odezneˇn´ı iniciacˇn´ı
zmeˇny.
Obra´zek 2: Vlevo nahorˇe: Reakce druhe´ho vozidla na zmeˇnu rychlosti prvn´ıho se
zpozˇdeˇn´ım h = 1s. Vlevo dole: Zmeˇna vzda´lenosti vozidel prˇi d0 = 10m, α = 0, 5s
−1,
h = 1. Vpravo: Srovna´n´ı reakce rychlosti x˙2 na zmeˇnu x˙1 s delˇs´ım zpozˇdeˇn´ım h = 1, 5s,
zp˚usobuj´ıc´ı silneˇjˇs´ı oscilaci. (Obra´zky pouzˇity z [3].)
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5 U´vod do modelova´n´ı r˚ustu populac´ı
Predikce vy´voje populace neˇjake´ho druhu z nejen zˇivocˇiˇsne´ rˇ´ıˇse je v mnoha odveˇtv´ıch bio-
logie velmi dulezˇita´. Jedn´ım takovy´m prˇ´ıkladem mu˚zˇe by´t model vy´voje neˇktery´ch druh˚u
bakteri´ı v za´vislosti na podmı´nka´ch, ve ktery´ch se vyskytuj´ı, dalˇs´ı prˇ´ıklad mu˚zˇeme naj´ıt
i u pozorova´n´ı populac´ı chovny´ch i divoky´ch zv´ıˇrat, jehozˇ zmeˇny mohou by´t ovlivnˇova´ny
naprˇ´ıklad mnozˇstv´ım potravy, vy´skytem preda´tot˚u nebo plodnost´ı jedinc˚u.
V mnoha prˇ´ıpadech si vystacˇ´ıme pouze s ODR nebo diferencˇn´ımi rovnicemi. Pro
popsa´n´ı komplikovaneˇjˇs´ıch model˚u, cˇi slozˇiteˇjˇs´ıch stav˚u vy´voje, jako naprˇiklad mozˇne´
fluktuace v populac´ıch, na´m le´pe poslouzˇ´ı FDR se zpozˇdeˇn´ım. Zde zpozˇdeˇn´ı mu˚zˇe re-
prezentovat neˇjakou reakcˇn´ı dobu, jako je naprˇ´ıklad doba obnoven´ı zdroj˚u nebo perioda
dozra´va´n´ı (dosp´ıva´n´ı).
Zaved’me si nyn´ı za´kladn´ı oznacˇen´ı.
Definice 5.9. Necht’ x(t) uda´va´ velikost populace v cˇase t, da´le b = konst je mnozˇstv´ı
narozeny´ch jedinc˚u a d = konst mnozˇstv´ı jedinc˚u zahynuly´ch na cˇasove´m intervalu
[t, t+ ∆t]. Potom plat´ı
x(t+ ∆t)− x(t) = bx(t)∆t− dx(t)∆t. (5.25)
Nyn´ı uprav´ıme rovnici (5.25) tak, zˇe ji podeˇl´ıme ∆t a na´sledneˇ ∆t aproximujeme nulou.
T´ım dostaneme za´kladn´ı rovnici popisuj´ıc´ı exponencia´ln´ı r˚ust populace
dx
dt
= bx− dx = (b− d)x. (5.26)
Rˇesˇen´ı:
dx
x
= (b− d)dt∫
dx
x
=
∫
(b− d) dt
lnx = (b− d)t+ c
x = e(b−d)t+c = ec · e(b−d)t
Partikula´rn´ı rˇesˇen´ı dostaneme, kdyzˇ budeme uvazˇovat pocˇa´tecˇn´ı podmı´nku x(0) = x0, cozˇ
v praxi znamena´, zˇe dana´ populace ma´ na zacˇa´tku pozorova´ni stav x0. Dostaneme tedy
rˇesˇen´ı popisuj´ıc´ı stav populace v cˇase t
x(t) = x0 · e(b−d)t. (5.27)
Oznacˇme (b− d) = r =⇒ x(t) = ert. Parametr r tedy ovlivnˇuje r˚ust nebo pokles popu-
lace, pokud je r > 0 nebo r < 0.
5.1 Logisticka´ rovnice
Rovnice (5.26) a j´ı odpov´ıdaj´ıc´ı rˇesˇen´ı (5.27) mohou fungovat pouze pro kra´tke´ cˇasove´
intervaly, protozˇe populace nemu˚zˇe neusta´le r˚ust pro t→∞, z d˚uvodu mozˇne´ho omezen´ı
nedostatkem zdroj˚u. Tento proble´m rˇesˇ´ı logisticka´ rovnice
dx
dt
= rx(1− x
K
), (5.28)
kde K = konst > 0 je maxima´ln´ı uzˇivitelne´ mnozˇstv´ı populace.
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Pomeˇr x : K v rovnici (5.28) tedy ovlivnˇuje vy´voj populace. Pokud je mnozˇstv´ı zdroj˚u
velke´ a v populaci nen´ı mnoho jedinc˚u, plat´ı x << K a tedy (x/K)→ 0. Naopak pokud
se pocˇet jedinc˚u bl´ızˇ´ı k pocˇtu uzˇivitelny´ch jedinc˚u K, nebo ho dokonce prˇevysˇuje, docha´z´ı
v populaci k souperˇen´ı o potravu a na´sledne´ stagnaci cˇi poklesu populace.
Rˇesˇen´ı rovnice (5.28):
dx
dt
= r
(
x− x
2
K
)
= r
xK − x2
K
K
xK − x2 dx = r dt∫ (
1
x
+
1
K − x
)
dx =
∫
r dt
lnx− ln(K − x) = rt+ c
x
K − x = e
rt · ec
x = Kertec − xertec
x+ xertec = Kertec
x =
Kertec
1 + ertec
(5.29)
Plat´ı opeˇt pocˇa´tecˇn´ı podmı´nka x(0) = x0:
x(0) =
Kec
1 + ec
= x0 ⇒ x0 + x0ec = Kec ⇒ ec = x0
K − x0
Kdyzˇ dosad´ıme za ec do obecne´ho rˇesˇen´ı (5.29) a provedeme neˇkolik u´prav dostaneme
partikula´rn´ı rˇesˇen´ı (5.30) rovnice (5.28):
x(t) =
Kert x0
K−x0
1 + ert x0
K−x0
=
Kx0ert
K−x0
K−x0+x0ert
K−x0
=
Kx0e
rt
((K − x0)e−rt + x0)ert
x(t) =
x0K
x0 − (x0 −K)e−rt (5.30)
V tomto prˇ´ıpadeˇ je r˚ust populace omezen, dokonce se model chova´ tak, jak by bylo
ocˇeka´va´no. Vypocˇ´ıta´me-li totizˇ limitu rˇesˇen´ı (5.30), zjist´ıme zˇe je pro t → ∞ rovna
hodnoteˇ K, tedy pocˇet jedinc˚u v populaci neprˇesa´hne maxima´ln´ı mozˇny´ stav z hlediska
zdroj˚u.
lim
t→∞
x0K
x0 − (x0 −K)e−rt =
[
x0K
x0 − 0
]
= K
Vid´ıme, zˇe limita neza´lezˇ´ı na pocˇa´tecˇn´ı hodnoteˇ x0, takzˇe omezenost vy´voje hodnotou
K plat´ı jak pro prˇ´ıpad x0 > k, tak i pro x0 < K. Tato skutecˇnost je dobrˇe patrna´ i z
grafu rˇesˇen´ı (5.30), ze ktery´ch si lze rovneˇzˇ le´pe udeˇlat prˇedstavu o vy´voji modelu pro
r˚uzne´ hodnoty x0, K a prˇ´ıpadneˇ r. Pro parametr r, ktery´ pro prˇipomenut´ı uda´va´ rozd´ıl
narozeny´ch a zahynuly´ch jedinc˚u za ∆t, ovsˇem nasta´va´ v urcˇite´m prˇ´ıpadeˇ proble´m. K
tomuto proble´mu se budu kra´tce veˇnovat azˇ pozdeˇji. Nyn´ı se pod´ıvejme na 2 za´kladn´ı
prˇ´ıpady pro r > 0.
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Obra´zek 3: Graf 1 (vlevo), Graf 2 (vpravo)
Pro jednoduchost a prˇehlednost je zvolen parametr r = 1. Tedy porodnost a u´mrtnost
je v populaci v podstateˇ vyrovnana´, pouze s malou prˇevahou narozeny´ch jedinc˚u. Graf 1
potom ukazuje vy´voj, kdy pocˇa´tecˇn´ı stav x0 = 300 prˇevysˇuje maxima´ln´ı mozˇny´ stav
K = 50, proto docha´z´ı k poklesu populace, ktery´ se usta´l´ı azˇ v momenteˇ, kdy je aktua´ln´ı
stav bl´ızky´ maxima´ln´ımu.
Druhy´ prˇ´ıpad je popsa´n v grafu 2, kde populace zacˇ´ına´ s velkou rezervou v pocˇtu
jedinc˚u (x0 = 50, K = 300). Docha´z´ı k docˇasne´mu r˚ustu populace, ale i ten je omezen
hodnotou K. Ale i v tomto prˇ´ıpadeˇ s volbou x0 < K, mu˚zˇe populace klesat, pokud se v
n´ı bude rodit me´neˇ jedinc˚u, nezˇ jich bude umı´rat. Potom r = b − d < 0 a limita rˇesˇen´ı
(5.30) bude rovna 0. Podmı´nka x0 < K ⇒ (x0 −K) = −(K − x0) je zde za´sadn´ı.
lim
t→∞
x0K
x0 + (K − x0)ert =
[
x0K
x0 +∞
]
= 0
Sn´ızˇen´ı pocˇtu jedinc˚u potom nen´ı d˚usledkem nedostatku potravy, ale prˇevazˇuj´ıc´ı mortalita
nad natalitou. Tento prˇ´ıpad je popsa´n v grafu 3 pro hodnoty x0 = 250, K = 300 a r = −1.
Ve vsˇech prˇedchoz´ıch prˇ´ıpadech jsme prˇedpokla´dali, zˇe obnovova´n´ı populace je nemeˇnne´
s postupuj´ıc´ım cˇasem (r = konst), to ale cˇasto nemus´ı platit. Parametr r mu˚zˇe by´t rovneˇzˇ
funkc´ı cˇasu, ktera´ mu˚zˇe by´t osciluj´ıc´ı za´visla´ naprˇ´ıklad na neˇjake´ cˇasove´ obdob´ı. Pocˇet
jedinc˚u v populaci pak kol´ısa´, jak jde videˇt v grafu 4, kde r = f(t) = 0.5 sin 2t.
Obra´zek 4: Graf 3 (vlevo), Graf 4 (vpravo)
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5.2 Logisticka´ rovnice se zpozˇdeˇn´ım
Doposud bylo pro modelova´n´ı populacˇn´ıho syste´mu pouzˇito pouze ODR, specia´lneˇ logis-
ticke´ rovnice pokud jsme chteˇli zahrnout omezenost r˚ustu prˇ´ıpadneˇ klesa´n´ı pro t → ∞.
V teˇchto modelech je rychlost r˚ustu populace v cˇase t za´visla´ na velikosti populace ve
stejne´m cˇase, cozˇ vyzˇaduje, aby proces reprodukce byl skoro okamzˇity´. To neplat´ı u veˇtsˇiny
za´stupc˚u zˇivocˇiˇsne´ rˇ´ıˇse, kde obnoven´ı generace je zpozˇdeˇno o dobu reprodukcˇn´ıho cyklu,
jako naprˇ´ıklad l´ıhnut´ı nebo doba brˇezosti. Pocˇet novy´ch jedinc˚u tedy nen´ı za´visly´ na
mnozˇstv´ı zdroj˚u v dobeˇ prˇ´ıchodu na sveˇt, ale uzˇ od zacˇa´tku jejich prenata´ln´ıho veˇku,
tedy v okamzˇiku zplozen´ı. Tyto modely prˇesneˇji popsa´ny pomoc´ı FDR se zpozˇdeˇn´ım,
nejcˇasteˇji pomoc´ı tzv. zpozˇdeˇnou logistickou rovnic´ı
dx
dt
= rx(t)
[
1− x(t− h)
K
]
, (5.31)
pro kterou plat´ı pocˇa´tecˇn´ı podmı´nka
x(θ) = φ(θ) > 0, θ ∈ [−h, 0]. (5.32)
Nyn´ı se pojd’me veˇnovat stabiliteˇ rˇesˇen´ı rovnice (5.31) s (5.32).
Definice 5.10. Rˇekneme, zˇe rˇesˇen´ı x = x∗ rovnice (5.31) je stabiln´ı, pokud pro kazˇde´
dane´ ε > 0 existuje δ > 0 takove´, zˇe pokud |φ(t) − x∗| ≤ δ na intervalu [−h, 0], potom
vsˇechna rˇesˇen´ı x(t) rovnice (5.31) s pocˇa´tecˇn´ı podmı´nkou φ na [−h, 0] splnˇuj´ı |x(t)−x∗| < ε
pro vsˇechna t ≥ 0. Pokud nav´ıc existuje δ0 > 0 takove´, zˇe |φ(t)− x∗| ≤ δ0 na [−h, 0] im-
plikuje limt→∞ x(t) = x∗, potom rˇekneme, zˇe rˇesˇen´ı x∗ je asymptoticky stabiln´ı.
Uvazˇujme trivia´ln´ı rˇesˇen´ı rovnice (5.31):
1. x = 0,
2. x = K.
Je zrˇejme´, zˇe rˇesˇen´ı x = 0 je nestabiln´ı (i male´ zmeˇny od x=0 uzˇ pro rovnici dx/dt = rx
ukazuj´ı, zˇe je x = 0 nestabiln´ı s exponencia´ln´ım r˚ustem). V prˇ´ıpadeˇ x = K to tak
jednoduche´ nen´ı. Necht’ X = x−K, potom
dX
dt
= −rX(t− h)− r
K
X(t)X(t− h).
Tuto rovnici zlinearizujeme a dostaneme rovnici
dX
dt
= −rX(t− h), (5.33)
ke ktere´ hleda´me rˇesˇen´ı ve tvaru X(t) = ceλt, kde c = konst a vlastn´ı cˇ´ısla λ jsou rˇesˇen´ı
charakteristicke´ rovnice
λ+ re−λh = 0. (5.34)
Vı´me, zˇe x = K je asymptoticky stabiln´ı (viz [1]), jestlizˇe vsˇechny vlastn´ı cˇ´ısla (5.34) maj´ı
za´pornou rea´lnou cˇa´st.
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Polozˇme za λ obecne´ komplexn´ı cˇ´ıslo λ = µ + iν, kde µ je rea´lna´ slozˇka a ν ima-
gina´rn´ı. Kdyzˇ oddeˇl´ıme rea´lnou a imagina´rn´ı cˇa´st charakteristicke´ rovnice (5.34) dosta-
neme na´sleduj´ıc´ı
µ+ re−µh cos νh = 0,
ν − re−νh sin νh = 0. (5.35)
Vsˇimneˇme si, zˇe kdyzˇ bude h = 0 charakteristicky´ rovnice (5.34) prˇejde na tvar
λ+ r = 0,
z cˇehozˇ plyne λ = −r < 0. Ze spojitosti plyne, kdyzˇ λ prˇecha´z´ı z hodnoty −r na hodnotu
takovou, zˇe Reλ = µ > 0 s rostouc´ım h, potom existuje neˇjaka´ hodnota h = h0, pro
kterou plat´ı Reλ(h0) = µ(h0) = 0. Potom za´rovenˇ mus´ı charakteristicka´ rovnice (5.34)
mı´t dva komplexneˇ sdruzˇene´ korˇeny ±iν0 pro ν0 = ν(h0). V takove´ prˇ´ıpadeˇ dostaneme
cos ν0h = 0,
cozˇ plat´ı pro
ν0hk =
pi
2
+ 2kpi, k = 1, 2, ....
Nahrad´ıme-li ν0 = r, mu˚zˇeme vyja´drˇit na´sˇ hledany´ vztah (5.36) pro hodnotu h = h0, ve
ktere´ je Reλ = 0.
hk =
pi
2r
+
2kpi
r
, k = 1, 2, ...
h = h0 =
pi
2r
(5.36)
Vsˇechny vlastn´ı cˇ´ısla rovnice (5.34) tedy maj´ı za´pornou rea´lnou cˇa´st pro vsˇechny hodoty
h pro ktere´ plat´ı 0 < h < pi
2r
. Prˇedcha´zej´ıc´ı u´vahy mu˚zˇeme tedy shrnout do na´sleduj´ıc´ı
veˇty.
Veˇta 5.11. (Stabilita x = K)(viz [1])
1. Rˇesˇen´ı x = K je asymptoticky stabiln´ı, pokud 0 ≤ rh < pi
2
.
2. Rˇesˇen´ı x = K je nestabiln´ı pro rh > pi
2
.
3. V rˇesˇen´ı x = K docha´z´ı k bifurkaci, pokud rh = pi
2
. Pro rh > pi
2
existuj´ı periodicka´
rˇesˇen´ı.
Pozna´mka. Logisticka´ rovnice i logisticka´ rovnice se zpozˇdeˇn´ım jsou hloubeˇji zkouma´ny
v [6], kde jsou pouzˇity i prˇi modelaci konkre´tn´ıch syste´mu˚.
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Pojem bifurkace znamena´ rozdvojen´ı a nen´ı spjat pouze s matematikou. Naprˇ´ıklad v
zemeˇpisne´ terminologii mu˚zˇe znamenat rozdvojen´ı tok˚u rˇek. V modelova´n´ı dynamicky´ch
syste´mu˚ umozˇnˇuje dobrˇe pozorovat r˚uzne´ varianty vy´voje dane´ho syste´mu.
Matematickou podstatu bifurkace lze na´zorneˇ uka´zat na trivia´ln´ım prˇ´ıkladeˇ. Meˇjme
rovnici
x3 + cx = 0, (5.37)
ktera´ ma´ pro c ≥ 0 jedine´ rˇesˇen´ı x = 0. Pokud ale bude c < 0, plat´ı
x3 − cx = 0,
x(x2 − c) = 0,
x(x+
√
c)(x−√c) = 0.
Ra´zem dostaneme trˇi mozˇna´ rˇesˇen´ı x = 0, x = −√c, x = −√c a mu˚zˇeme rˇ´ıct, zˇe u rov-
nice (5.37) nasta´va´ v bodeˇ c = 0 bifurkace.
Velmi podobnou bifurkaci rovnice (5.31) vid´ıme na obra´zku 5, ktera´ nasta´va´ pro hod-
notu h = pi
2r
, jak je uvedeno na prˇedchoz´ı straneˇ.
Obra´zek 5: Graf bifurkace rovnice (5.31),[5].
Obra´zek 6: Graf periodicke´ho rˇesˇen´ı zpozˇdeˇne´ logisticke´ rovnice (5.31),[5].
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6 Za´veˇr
Z charakterizace diferencia´ln´ıch rovnic se zpozˇdeˇn´ım a na´sledne´ho srovna´n´ı jejich vlast-
nost´ı s obycˇejny´mi diferencia´ln´ımi rovnicemi jednoznacˇneˇ vyplynula skutecˇnost, zˇe zkouma´n´ı
FDR se zpozˇdeˇn´ım je v mnoha ohledech slozˇiteˇjˇs´ı nezˇ u obycˇejny´ch diferencia´ln´ıch rovnic.
Prˇ´ıtomnost zpozˇdeˇn´ı v argumentu nezna´me´ funkce za´sadneˇ komplikuje rˇesˇitelnost u´loh,
ktera´ je v prˇ´ıpadeˇ uvedene´ metody krok˚u podmı´neˇna´ znalost´ı pocˇa´tecˇn´ı funkce. Na druhou
stranu zpozˇdeˇn´ım vznikle´ komplikace jsou vyva´zˇeny vy´hodami v prˇesnosti matematicky´ch
model˚u odvozeny´ch pomoc´ı diferencia´ln´ıch rovnic se zpozˇdeˇn´ım. Nepoprˇitelna´ skutecˇnost,
zˇe u mnoha rea´lny´ch syste´mu˚, nejen technicky´ch, ale i prˇ´ırodn´ıch, je jejich vy´voj za´visly´
na minule´m stavu, je jasnou motivac´ı pro dalˇs´ı zkouma´n´ı teˇchto rovnic.
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