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A study of the arterial cellular communication may be regarded as of greatest impor-
tance for understanding cellular physiology and its consequences leading to patholog-
ical states of the human arterial diseases. However, it is complex and not an easy
task, as biological structures are heterogeneous on many scales such as micro, macro,
etc. In particular, a small arterial segment consists of billions of cells among which
not only a certain types of cells are connected through cellular gap junctions, but also
thousands of nonlinear ion pathways within each cell, which can be regarded to be in
nano-scale structures. Mathematical models of these communities of cells typically
involve thousands of billions of ordinary differential equations (ODEs), which require
simulation on distributed high performance computer. As a result, an attempt to
incorporate all of these possible structures leads the mathematical modeler to en-
counter difficulties due to the computational size of the models. However, multiscale
analysis and the theory of mathematical homogenisation provide the mathematical
modeler with a way of avoiding vast-scale calculations and are useful in obtaining a
small number of partial differential equations for the study of such complex system.
One of the main goals of this project is to further develop the homogenised partial
differential equations (HPDEs) derived so far into a more comprehensive and cohe-
sive model, so as to predict communication protocols between cells in the macroscopic
arterial domain. In this interest we developed one- and two-dimensional HPDEs for
the homocellular (same type of cells) membrane potential of a population of discrete
and continuous cells around an arterial ring and along the arterial axis, respectively.
ii
For this, each homogenic cell is treated to be an identical and electrical equivalents
of a single FitzHuge-Nagumo (FHN) analogue. Moreover, cells are assumed to as
human arterial smooth muscle cells (SMCs). An argument of using FHN equations
in the modelling of SMCs is given in relation to the local topological (dynamical)
similarities between our FHN equations and the SMC models of koenigsberger et al..
Furthermore, as an application of the homogenised models the effect of macroscopic
potential variation coefficient from the microscopic variation was illustrated by con-
structing numerical examples.
As the next main goal of this project, we carried out a numerical dynamical study
for a ring of three discrete cells. As a result we showed the dynamics of the cellular
membrane potential of SMCs as oscillations when the system undergoes Hopf bifurca-
tion. In the subsequent numerical simulations a spatial patterning of the membrane
potential in one-dimension revealed a propagation of forward and backward plane
waves under the application of a stimulus in the form of a second-order spatially-
varying spline with respect to the Hopf points identified. Numerical simulations of
the HPDEs in two-dimension discovered the membrane potential to be a propaga-
tion of curved wave-fronts and -backs, circular wave-fronts (moving in the direction
of the outward normal) and -backs (moving opposite to the outward normal) and
finally, rigidly rotating spiral waves under a physiological symmetry breaking condi-
tion (zero-state depolarization). Dynamics of these membrane potential waves in one
and two dimensions were explained in terms of multiple steady states based on new
notions, ‘moving point of initiation of waves’ and interference of waves, and drifts,
meanders and wave-breaks, respectively. Finally, mathematical models for the mem-
brane potential heterocellular communication between SMCs and endothelial cells
were derived in one and two dimensions. However, the modelling of HPDEs of these
models and their related dynamics have been left for future work.
iii
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k
n+1 respectively indicate the coupling of n
th cell
with neighbouring (n − 1)th and (n + 1)th cells around the circumference
of the arterial ring. Similarly, the nth cell of the kth ring is coupled with
neighboring nth cell of the (k − 1)th and (k + 1)th cells using conductance
G̃kn and G̃
k+1
n , along the arterial axis . . . . . . . . . . . . . . . . . . . . 31
2.3 Schematic shows a horizontally placed arbitrary ring of cells, that is mod-
elled by FHN nonlinear oscillators, where 3 arbitrary consecutive cells;
n, (n−1) and (n+1), of ms are shown. Notations in this figure are described
in section 2.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Three arbitrary rings, (k − 1), k and (k + 1), of ℓ number of type A rings
are considered along the axial direction. In each ring the nth cell in the
θ-direction is considered for modelling. FHN blocks in orange colour are
identical FHN circuits, each of them models a single cell, see Figure 2.3
for an expanded view of FHN circuit. Applied stimulus are shown by green
color dotted lines. Blue and purple rectangular blocks are used to model gap
junction between cells along the arterial axis and around the circumference,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Schematic shows heterocellular connections (red in colour) between type A
and type B cells in an arterial segment. An arbitrary (n, k)th type A cell and
(ı, ȷ)th type B cell in Figure (c) are respectively modelled in Figure 2.5(a)
and Figure 2.5(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xiii
3.1 Schematic shows the lifted cylindrical geometry (θ → y) of Figure 2.4. All
notations are used in Figure 2.4 and in Section 2.2.3. The (n, k)th type A
cell has been modelled by an FHN analogue. Homocellular gap junctions
between cells along the x and y axes are denoted by blue and red blocks,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1 Schematic shows (a) periodic structure of a heterogenous medium in two-
dimensional macroscopic domain, Ω, consisting number of regular square
cells and (b) a single cell, which interprets the microscopic domain, Λ, after
scaling by 1/ε. The scaled single cell sketched in (b) is now regarded to be
the unit-cell in two-dimension. . . . . . . . . . . . . . . . . . . . . . . . 96
4.2 Schematic of (a) an axial diffusion in Ω where σ denotes the half-membrane
width as the other half is shared with the neighbouring cell, (b) possible
approximated versions of diffusing-type pattern (plotted in Figure 4.2(a))
in Λ. A relevant description of Figures 4.2(b)(i) and 4.2(b) (ii) is given in
Sections 4.2.1 and 4.3.2.2, respectively. . . . . . . . . . . . . . . . . . . . 97
4.3 Schematic of (a) PVC in the macroscopic domain via the pattern of PVC
in the unit-cell (zeroth-order spline, see Figure 4.2(b)(i)), (b) the variation
of the effective PVC as a function of different cellular membrane width (see
Equation (4.2.38)) and (c) the solution, χ, for the unit-cell problem. . . . 107
4.4 Schematic shows microscopic, Λ, and macroscopic, Ω, domains with respec-
tive axis system (z, s) and (x, y). . . . . . . . . . . . . . . . . . . . . . . 109
4.5 Schematic of (a) pattern of PVC in the macroscopic domain by the micro-
scopic domain, (b) the variation of the effective PVCs, D̃ = (D̃x and D̃y),
with respect to different membrane width and (c) the solution, χ, for the
unit-cell problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.6 Schematic shows the variation of effective, relative PVCs for various cell
dimension in terms of κ, not to scale. . . . . . . . . . . . . . . . . . . . 126
xiv
4.7 Schematic shows (a) D̃x and (b) D̃y, against cells of different membrane
width. Curves in red indicate the effective PVCs along the x- and y-
directions in one-dimension, while the effective PVCs along the x- and y-
directions in two-dimension are shown by curves of green and blue. The
green and blue curves illustrate an accelerated and decelerated effective
PVCs, respectively, of the effective PVC shown by the red curves. . . . . . 130
4.8 Schematic shows a 1-periodic solution, χ(z, s), for the unit cell problem for
a set of dimensionless parameter values: σ=0.2, ks=0.5 and κ=10, using
Equations (4.3.107) and (4.3.108). Subplots (a), (b) and (c) together show
the 1-periodicity of χ(z, s) modelled by piece-wise function in the intervals
[0, 0.2], [0.2, 0.8], and [0.8, 1] in Equations (4.3.107) and (4.3.108). . . . . 131
4.9 Schematic shows the microscopic variation of diffusion along (a) z- and (b)
s-direction. Maximum value at the center of the cytosol is set up as Dmax
in both cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.1 Schematic shows a spiral orbit of the cellular membrane potential of cell
one converging to (0.2837512738,−0.1354060515) during the initial time
integration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.2 Schematic shows an existence of Hopf bifurcation for the cellular membrane
potential. Hopf points: H1 ≡ (2.393663, 0.576289) and H2 ≡ (3.576200, 0.723714)
are denoted by red stars. Oscillations of the membrane potential are pre-
dicted between the Hopf points. . . . . . . . . . . . . . . . . . . . . . . 140
5.3 Period of oscillations as I varies. . . . . . . . . . . . . . . . . . . . . . . 141
5.4 Schematic shows (a) moving Hopf points of v as G increases in the interval
[0.020, 0.105], with the first and seconf Hopf points shown respectively along
the H1-line and H2-line and (b) a parallelogram-type oscillatory envelope
for the single (G = 0) type A cell. . . . . . . . . . . . . . . . . . . . . . 143
xv
5.5 Schematic (b) shows a conceptually constructed one-dimensional torus, T,
from the cylindrical shape arterial segment T, shown in (a), by applying
period boundary conditions along the edges of the arterial segment, where
ℓ is the characteristic length of the artery. . . . . . . . . . . . . . . . . . 145
5.6 Schematic shows a periodically setup external stimulus of the form of a
first-order spline applied to the system. Segments R1 and R4 indicate non-
stimulated regions. Other regions are stimulated with the spatial gradient
4/75. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.7 Schematic shows oscillations in all three cells at (a), (e) non-stimulated and
(c) highly stimulated spatial points along the arterial axis and propagation
of forward and backward waves along arterial axis in (b), (f) stimulated cells
1 and 3 and (d) non-stimulated cell 2. R1, R4-nonstimulated regions, R2,
R3-stimulated regions and S-steady states. . . . . . . . . . . . . . . . . . 148
5.8 Schematic shows the variation of frequency in the non-stimulated and stim-
ulated regions R1 and R2. A symmetrical trend can be predicted for R3
and R4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.9 Schematic shows in cells 1, 2 and 3 the (a) excitation and (b), (c) and
(d) moving forward and backward travelling waves at various time points,
obtained from the movie file. R1 and R4 - non-stimulated regions. R2 and
R3 - stimulated regions. Waves are identified by numbers 0 to 8. B - forward
waves. F - backward waves. Horizontal thin red lines separate each of the
cells around the circumference. Regions are separated by vertical yellow
dotted lines. The centre vertical yellow dotted line separates the region R2
from R3 stimulated by I of the positive and negative gradient respectively. 151
5.10 Schematic shows phase difference between and a small change in ampli-
tude of waves moving through successive spatial points in a particular time
interval (900,990). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
xvi
5.11 Schematic shows shrinkage of the LT of steady states (SS) S3, S4 and so
on. Numbers denoted at each point indicate the LT of corresponding SS.
The SS and its LT for the dimensional time period 20 can be modelled by
a relation LT = −0.1SS + 0.533. . . . . . . . . . . . . . . . . . . . . . . 156
5.12 Schematic shows (a), (c) the state of dynamics changes to transient pattern
and (b), (d) a full transient pattern with multiple steady states. . . . . . . 157
5.13 Schematic shows the wave dynamics in the first cell of 5 circumferentially
coupled cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.14 Schematic of the bi-directional spatially varying stimulus I = (Ix, Iy), de-
fined by Equation (5.4.10) where (a) Ix is applied in the x-direction and (b)
Iy is applied in the y-direction. . . . . . . . . . . . . . . . . . . . . . . . 161
5.15 Schematic shows (a) an application of bi-directional stimulus at the centre
of the domain and moving curved fronts towards the boundaries, (b) suc-
cessive circular wave-fronts collide each other, (c) moving cusps away from
each other in the up and down direction, after the collision and (d) waves
spreading with reduced curvature. . . . . . . . . . . . . . . . . . . . . . 163
5.16 Schematic shows (a) excitation of cells due to the application of bi-directional
stimulus at the centre of the domain, (b) highly curved wave-backs at the
top and bottom of the domain, (c) face-to-face moving cusps in the up and
down direction, and (d) a moving, nearly circular wave-back created by col-
lision of cusps shown in Figure (c). Loop A in Figure (c) dissipates in the
region of the stimulated cells. . . . . . . . . . . . . . . . . . . . . . . . 166
5.17 Schematic of changes in cellular membrane potential from steady state to
hyperpolarization via depolarization and repolarization. Figure reproduced
with free accessing license from Wikipedia. . . . . . . . . . . . . . . . . 168
5.18 Schematic shows (a) the formation of free ends, (b) evolution of rotating
spiral arms, (c) and (d) evolution of common tail and birth of the “twin-
spirals”, (e) collision of curved arm portion of the spirals and (f) repetitive
formation of common tail. . . . . . . . . . . . . . . . . . . . . . . . . . 171
xvii
5.19 Schematic shows (a) pairs of twin-spirals with some cells becoming self-
excited, (b) the development of self-excitation (denoted by green circles),
(c) creation of highly curved portion of spiral arms through self-excitation
and (d) diverging spirals rotating clockwise and anti-clockwise. See Figure
5.20 for the direction of rotations of diverging spirals. . . . . . . . . . . . 173
5.20 Schematic shows the direction of rotation of each diverging spiral appearing
at the (a) top left, (b) top right, (c) bottom left and (d) bottom right, of
the sub figures of Figure 5.19. Here (a) and (c) and (b) and (d) are pair of
twin-spirals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.21 Schematic shows for D̃x = 0.0015 the location of the twin-spirals at (a)
t = 720 and (b) t = 1070. Drift is induced through 22 spatial points, over
a time 350, along the x-axis. Rotation of top and bottom spirals are the
clockwise and anti-clockwise, respectively. . . . . . . . . . . . . . . . . . 176
5.22 Schematic shows for D̃x = 0.003 a nonsymmetric pattern of interacting pair
of twin-spirals due to meandering. . . . . . . . . . . . . . . . . . . . . . 177
5.23 Schematic shows a trend of the angular speed of the spiral tip with PVC
in the interval 0.0005 ≤ D̃x ≤ 0.0025. The critical and threshold values of
diffusion below and above which the initiation of plane waves and meander-
ing spirals are shown by the first and second red dotted red vertical lines.
Labels on the graph denote the PVC values used for plotting. . . . . . . . 178
5.24 Schematic shows (a) a systematically created spiral wave, (b) wave break,
(c) stimulus induced drift and (d) drift induced by the interaction of spirals. 180
5.25 Schematic shows the uni-directional stimulus applied in the y-direction.
Peak value of the stimulus is taken as 4.9 with a spatial gradient of 0.35. . 181
5.26 Schematic shows a “static twin-spiral” under the application of uni-directional
stimulus shown in Figure 5.25 with Dx = 0.0005. . . . . . . . . . . . . . 182
xviii
6.1 A completed orbit ABCA denoted by green arrows shows the existence of
homoclinic orbit for the first cell in the ring of three-coupled cells. Homo-
clinic orbit is labeled by ‘HTHom’. Same orbit was obtained for other two
cells in the coupled three-cells system . . . . . . . . . . . . . . . . . . . 191
6.2 Schematic shows a method of conversion of two-dimensional domain into
the traveling wave coordinate. P is an arbitrary point, c is the resultant
velocity of the two-dimensional wave and θ is the wave angle. . . . . . . . 194
6.3 Existence of homoclinic orbit at a critical wave speed c=12.328927 and θ = π/2197
6.4 Variation of critical 2-dimensional wave speed with angle, for which homo-
clinic orbits exist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
xix
Glossary
c: Plane wave speed
Ca2+: Calcium ion
DRS: Double real stable leading eigenvalues








NDSS: New distance to steady state
NPIW: New point of initiation of wave
ODE: Ordinary differential equations
PIW: Point of initiation of wave
PVC: Potential variation coefficient
SMC: Smooth muscle cell
SParam: Stable parameter
UParam: Unstable parameter





There are increasing indications that cell-to-cell communication can have an influence
not only on cellular growth, migration, differentiation and function [6], but also on
an avenue of admitting arterial disease [12]. As an example, signalling between the
smooth muscle cells (SMCs) and the endothelial cells (ECs) in the human artery play
a major role in a chronic inflammation of large and medium-sized arteries due to an
intimal plaque formation (composite of lipids, lipid-laden macrophages, leukocytes,
smooth muscle cells and, at later stages, necrotic cores with cholesterol crystals and
calcification) and hence occludes blood flow [54]. This is known as stenosis and leads
to a pathological state called ‘atherosclerosis’ [100]. This progressive narrowing and
hardening of arteries and the associated complications such as thrombosis, heart at-
tack and stroke are then the leading causes of death in developed and developing
countries [63, 84]. Therefore, studying cellular communication in an arterial segment
between a population of the same type of cells (homocellular communication) and
different types of cells (heterocellular communication) is of vital importance.
1
2
Our research is mainly based on a mathematical modelling of the cellular membrane
potential as a homocellular and heterocellular communication among and between
SMCs and ECs, using FitzHugh-Nagumo (FHN) nonlinear equations, and an at-
tempt to study the similar dynamics of SMCs in R and R2 is made in this thesis. For
the one-dimensional case, we assumed that the diameter of the artery is small enough
for the arterial segment to fix along the real-line R, the x-axis, and hence we avoided
modelling the circumferential direction of the artery. Regardless, a cylindrical geom-
etry of the arterial segment in one-dimension was conceptually created by allowing
the same electrical signal (this can be considered a current due to the movement of
ions) from the last cell to the first cell kept around the arterial circumference.
A higher dimensional problem can be considered in the cylindrical polar coordinates.
However, as stated above, we model homocellular signalling between SMCs of a single
layer. Therefore, in contrast to a multiple layer problem, the radial direction does
not change for the single layer. Thus, the cylindrical polar coordinate system can
be approximated by the two-dimensional Cartesian coordinate system when the cir-
cumferential direction of the artery is lifted along the Cartesian direction y. Similar
argument is suitable for the heterocellular signalling between SMCs and ECs as it
can be regarded as a two thin-layer problem where the radial-direction can be again
neglected. In addition, the curvature effect on large arteries can be neglected where
the wall for large arterial segments can be approximated by Cartesian coordinates.
Therefore, we lift the circumferential direction of the artery along the y-direction and
hence the higher dimensional cellular problem is considered in a two-dimensional lat-
tice. Under these justifications we follow homogenisation process and multiple-scale
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analysis in Chapters 2, 3 and 4, respectively. However, the reader can refer to [73] for
a study of generic FHN reaction-diffusion waves on curved two-dimensional surfaces
and the effect of curvature on the propagation of waves and nucleation.
In the following sections, we describe the existence of homocellular and heterocel-
lular connections and signalling via such connections among and between the SMCs
and ECs. Previous studies are used to justify our results in chapters 5 and 6.
1.1.1 Homocellular and Heterocellular Connections
A longitudinally arranged mono layer of cells along the vessel axis of the lumen region
of all blood vessels is known as the endothelium and consists of approximately 1×1013
ECs [111] (see Figure 1.1). ECs are estimated to weigh almost 1 kg in an average
Figure 1.1: ECs along the arterial axis line the inner wall of the arterial vessel. SMCs are
aligned perpendicularly to the ECs, around the circumference of the artery. These two cell
layers are separated by the layer elastica interna. This Figure is adapted from Wikipedia
with a free copyright license and then modified.
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human [111]. Direct contact between neighbouring ECs is established via tight gap
junctions which have low permeability [27, 50, 89, 120, 122] and allow direct transfer
of small molecules such as 1,4,5-inositol triphosphate (IP3) and calcium ions (Ca
2+)
between the neighbouring cells via intracellular passage [27, 41]. The endothelium
in the artery is surrounded by a layer of SMCs, which are separated by an elastic
matrix layer called elastica interna (see Figure 1.1). This layer allows water-soluble
molecules to diffuse extracellularly between the endothelium and the smooth muscle
by forming a hydrophilic barrier. As for ECs, signalling between SMCs is also known
to be via intercellular gap junctions [26, 27, 29, 33]. Therefore, connections between
neighbouring ECs and similarly, connections between neighbouring SMCs, are cate-
gorized as homocellular connections (gap junctions).
Aside from homocellular gap junctions, heterocellular gap junctions, often called
myoendothelial gap junctions, can occur between ECs and SMCs for a heterocellu-
lar communication. This heterocellular communication through myoendothelial gap
junctions facilitates bidirectional electrical signals in small vessels [18] and allows ions
to move between endothelial and smooth muscle cells (for example, movement of Ca2+
from smooth muscle to endothelium has been shown in in vitro studies [104]). The
existence of myoendothelial gap junctions, mainly in small arteries, were observed via
electron microscopy as well as dye and current transfer experiments [27, 101], even
though it is technically challenging to identify the occurrence and performance of
myoendothelial gap junctions [19]. In the following section, we give a brief review of
literature to describe the electrical communication among and between the ECs and
SMCs via gap junctions.
5
1.1.2 Communication Between ECs and SMCs
It is becoming clear that gap-junctional communication may be strongly associ-
ated with global vascular physiology or pathophysiology [37]. Morphological studies
show a close communication between the EC and SMC membranes without con-
nections, whereas other studies report the presence of heterocellular gap junctions
between these cells [31]. Furthermore, in [31] the endothelium-derived hyperpolariza-
tion (EDH), a radially transmitted hyperpolarization from the endothelium to smooth
muscle cells, is mentioned as one of the factors by which smooth muscle relaxation has
been promoted. Moreover, electrical signals initiated by shear stress or by EDH in
ECs are believed to be transmitted to the underlying SMCs through myoendothelial
gap junctions [19, 31].
EDH and longitudinally propagating responses both in the ECs and SMCs perform
a major part in controlling the degree of constriction experienced by a blood ves-
sel relative to its maximally dilated state [19, 31]. In addition, consistent changes
of hyperpolarization and depolarization in ECs initiated by SMCs were also docu-
mented in [19] and [31]. In particular, in [31], membrane potential has been typically
measured in a cell and subsequently propagation of electrical signals between the
ECs and SMCs was suggested by recorded synchronized action potential in both cell
types. Additionally, [31] tested relaxation and contraction of SMCs promoted by ECs
via direct electrical coupling. Therefore, it is clear that myoendothelial gap junctions
function as a passage for electrical communication between the ECs and SMCs. As
further evidence, variation of lumen (regulation of the arterial diameter) due to hemo-
dynamic forces and a rise in intracellular Ca2+ concentration ([Ca2+]) in SMCs are
6
described in [11] and [55], and [62], respectively. In particular, [62] demonstrated
the role of pulsatile, oscillatory and unidirectional laminar shear stress in the arterial
cellular communication. Good evidence for signal transmission via heterocellular gap
junctions from SMCs to ECs can be seen in the work of [78], where experimental
observations showed a rise in intracellular [Ca2+] in a part of EC population after a
[Ca2+] increase was observed in neighbouring SMCs. Therefore, it is important to
model and study the significance of cellular signalling by electrical or other means.
In this thesis we have developed models for electrical heterocellular communication
between the SMCs and ECs. Apart from all of the above, there is an increasing
amount of computational modelling related to myoendothelial communication, which
is not limited to literature [24], [68], and [112].
The work of [24] developed a computational model imitating a skeletal muscle re-
sistance artery to promote a quantitative understanding of the vascular electrical
cellular communication. As an outcome of this work, homocellular and heterocellu-
lar electrical signals were found to spread out distinctively among and between ECs
and SMCs. An important notion of homocellular and heterocellular communication
among ECs and SMCs is computationally and experimentally studied in [112]. This
work explained the importance of threshold excitation of SMCs in transmitting sig-
nals from SMCs to ECs and the results are summarized as follows: an insufficient
current generated by ions stimulates only a limited number of SMCs, providing only a
weak localized membrane potential response. Hence, responses initiated by SMCs are
not considerably transmitted to ECs via myoendothelial gap junctions. In addition,
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it was suggested that the electrical responses initiated by SMCs are sometimes dissi-
pated due to cellular connectivity properties. Therefore, it is clear that a threshold
current needs to be provided by ions to excite a considerable amount of SMCs, by
which the electrical signals can only be transmitted to the neighbouring ECs through
gap junctions. During our simulation we have taken this notion into consideration
and applied a unidirectional and a bi-directional external stimulus respectively in one
and two dimensions, with a threshold value for the excitation of a sufficient number
of SMCs to produce understandable cellular dynamics.
Another notion in relation to a failure of heterocellular signalling between the ECS
and SMCs is also discussed in [78]. That is, a radial response from SMCs to ECs or
vice versa lasts for a very short time due to the disappearance or less protein density
of myoendothelial gap junctions in large arteries consisting of a thick medial layer. In
contrast, in smaller arteries each SMC may communicate with several ECs and vice
versa; hence heterocellular coupling is more secure in small arteries than in larger
arteries [78]. This is one of the reasons we are motivated to develop one-dimensional
models for an arterial segment of very small diameter, which then fit into a real-line R.
In the following section we describe our FHN models and their relevance in modelling
similar dynamics of the SMCs and ECs.
1.2 FHN Models and Topological Conjugacy
A full dimensionless form of FHN models for the modelling of the membrane potential
v and it’s recovery potential w of a population of discrete cells can be given by
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= g(v)−GAv −w + I , (1.2.1)
dw
dt
= v − γw − p, (1.2.2)
where g(v) is a cubic polynomial, G is a coupling coefficient, A is a discrete cellular
circulant matrix, I is a varying stimulus and ν, γ and p are parameters. In general,
any form of a single unit FHN model is considered to have two variables: the fast
variable, v and the slow variable, w. The fast variable v is known as the excitation
variable, which has cubic nonlinearity g(v) and shortest relaxation time, allowing re-
generative self-excitation via a positive feedback [38, 39, 40, 64]. The slow variable
w is referred to as a recovery variable that has linear dynamics, providing a slower
negative feedback [38, 39, 40, 64]. The recovery variable w plays an important role in
excitation by reacting to the excitation variable. This variable inhibits the excitabil-
ity of the model after excitation has occurred and brings the system to a recovery
stage at the end of the impulse [40]. Moreover, the recovery variable has a relaxation
time of an order greater than the order of the excitation variable [40]. Therefore, we
use the recovery variable for the modelling of the recovery potential, which may be
described in relation to cellular processes such as depolarization, repolarization and
hyperpolarization caused by an action of opening and closing of sodium (Na+) and
potassium (K+) ion channels in the SMCs and ECs.
In addition, we use a cubic nonlinearity in the form of g(v) = v(1 − v)(v − α),
0 < α < 1, as each component of g(v), for modelling the nonlinear time varying ionic
currents through the voltage-dependent channels in SMCs and ECs. Regardless, the
function g(v) can be modelled by various forms such as the classic cubic polynomial
9




−v, v < α/2;
v − a, α/2 < v < (1 + α)/2;
1− v, v > (1 + α)/2,
(see [70] and the references therein). However, since the dynamics of the SMCs and
ECs are more complex, we now seek to discover whether FHN models given by Equa-
tions (1.2.1) and (1.2.2) can be used to model signalling among and between SMCs
and ECs and if so, whether both the SMCs and ECs can be modelled by similar FHN
equations.
To answer the first question, we take advantage of “topological conjugacy” or “equiv-
alent conjugacy” between FHN models given by Equations (1.2.1) and (1.2.2) and
more relevant models of the SMCs and ECs. Here, the term “topological conjugacy”
has been used to explain the dynamical similarities between two systems in modelling
a single dynamical system. Mathematically speaking, topological conjugacy is a no-
tion of possibly constructing a relationship (homeomorphism) between the dynamical
states of the first and second system that becomes equivalently conjugate if it pre-
serves the direction of time. However, in this thesis we do not prove mathematically
the topological conjugacy or equivalent conjugacy, but instead describe the local dy-
namical similarities between our FHN models and the models of Koenigsberger et al.
as they validated by published in vitro experiments results obtained on rat mesenteric
arterial segments. For this, we discuss the dynamical results obtained for the SMCs
and ECs in [74], [75], [105] and [106]. We do not provide models and parameter val-
ues used in these references, as our aim is to explain only the dynamical behaviour of
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the SMCs and ECs those studies report. In [75], the effects of electrical, [Ca2+] and
IP3 on SMC-EC coupling were studied. Results revealed the importance of electrical
coupling for the transition of cytosolic [Ca2+] from steady state to an oscillatory state
and vice versa in a single SMC, under the action of a receptor ligand agonist. Figure
1.2(a), reproduced from [75], shows an envelope of the oscillatory domain of cytosolic
[Ca2+] in the SMC, formed by two Hopf bifurcation points. In addition, the same
research showed a similar domain of oscillations for a pair of coupled SMCs as in
the case of the single SMC, where Hopf points were observed to move towards each
other. The models of Koenigsberger et al. used in [75] are considered physiologically
relevant to the dynamics of the SMCs and ECs, as validated by published in vitro
experiments results obtained on rat mesenteric arterial segments.
In other research, [74], the authors of [75] studied the role of the endothelium on
arterial vasomotion for heterocellular communication between a population of cou-
pled SMCs and ECs by analysing the effects of the SMC vasoconstrictor stimulation
on ECs and the feedback of endothelium-derived factors via cytosolic [Ca2+] dynam-
ics. Results of this work showed the existence of oscillatory domain formed by a pair
of Hopf points for both homocellular communication between the SMCs and hete-
rocellular communication between a single SMC and an EC. This was based on the
decreased [Ca2+] endothelium level in the SMC with respect to the rate of the recep-
tor ligand agonist. Figure 1.2(c), reproduced from [74], shows one of the predicted





Figure 1.2: Schematic shows oscillatory domains predicted for the cytosolic [Ca2+] in an
SMC, respectively in (a) [75] and (b) [105], in an SMC coupled to an EC, respectively in
(c) [74] and (d) [106], and for the membrane potential of (e) an SMC and (f) a 3-coupled
SMCs, in our modelling using our FHN models
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In addition to the above literature, work of [105] and [106] has also shown simi-
lar results for the oscillations of cytosolic [Ca2+]. Particularly, in [105], the authors
used a spatially varying agonist to study computationally the dynamics of a coupled
vascular EC-SMC system and illustrated a relationship between increasing agonist
concentration and oscillatory frequency of the SMC. Figure 1.2(b), reproduced from
[105], shows a domain of oscillations separated from the domain of stable steady
states in an SMC. Further, in the same research, propagation of upstream and down-
stream [Ca2+] waves was also predicted as an effect of high agonist on one cell via
electrochemical coupling. In other research, [106], the same authors used hundreds
of thousands of identical Koenigsberger et al. ordinary differential equations (ODEs)
to mimic an arterial segment of a huge number of cells and solved in a massively
parallel Blue Gene computer to address a micro-macro phenomena of the cellular
system. Results revealed an oscillatory domain for the cytosolic [Ca2+] in an SMC
coupled to an EC, as shown in Figure 1.2(d), obtained from [106]. Furthermore,
propagation of [Ca2+] waves from downstream to upstream cells in the axial direction
of an arterial segment was also reported for the homocellular coupling between SMCs.
From [74], [75], [105] and [106] the existence of transition dynamics from steady state
to an oscillatory state and vice versa in SMCs can be understood as soon as they
are stimulated or undergo a physiological process. Notwithstanding the independent
variable solved for, our results for the cellular membrane potential of an SMC and
coupled SMCs using our FHN models given by Equations (1.2.1) and (1.2.2) show
the birth of steady states and an oscillatory state under an action of varying exter-
nal stimulus. Figure 1.2(e) shows the membrane potential oscillations in an SMC,
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whilst an oval-shape oscillatory domain is predicted for a system of three coupled
SMCs. Hopf bifurcation points are denoted by red stars. These results are discussed
in Chapter 4. Moreover, depletion of the oval-shape oscillatory domain is observed as
Hopf points moved towards each other for a set of increasing values of the coupling
coefficient. This notion is justified by the similar result of moving Hopfs predicted
in [75]. In addition, we have shown in the one- and two-dimensional macroscopic
domains respectively the existence of forward and backward plane waves, which are
similar to the upstream and downstream waves reported in [105] and [106]. Thus,
in spite of the independent variables solved for, we explained the local dynamical
similarities between the experimentally validated Koenigsberger et al. models and
our FHN models for the modelling of the SMCs. We therefore used FHN models in
the interest of simplicity for large-scale cellular nodes.
To answer the second question (whether both the SMCs and ECs can be modelled by
similar FHN equations), we describe the suitability of using the same FHN models
for the modelling of both SMCs and ECs, as supported by literature: [21], [24], [53],
[65], [68], [80], [104] and [120], mainly focused on [24] and [68]. In [24], the authors
developed a computational model mimicking a skeletal muscle artery and studied the
spread of electrical signals among and between SMCs and ECs under the action of
initial stimulus. In that virtual artery, a capacitor and a resistor in parallel were re-
spectively used as electrical equivalents of membrane potential and ionic conductance
of each SMC and EC. Moreover, ohmic and stochastic ohmic resistors (in general,
let us assume R) were respectively used to represent the homocellular gap junctions
among SMCs and ECs and heterocellular (myoendothelial) gap junctions between the
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SMCs and ECs. Finally, using the above mentioned electrical equivalents of cellular
notions, simulation results of [24] were seen to be in agreement with physiological
data obtained from the hamster retractor muscle artery. In addition to [24], with the
application of the same analog components, simulation results obtained in [68] were
also seen to be consistent with the experimental data for vasoreactivity in rat mesen-
teric arteries. In both [24] and [68], though similar electrical components were used
for the modelling of SMCs and ECs, these cells were physiologically differentiated by
assigning different values for the capacitors and ohmic registers.
Authors of [65] and [104] stated a way of determining the properties of ohmic re-
sistor for SMCs and ECs respectively from electrophysiological recordings of hamster
cremaster arteriolar SMCs and from rat coronary ECs. Further, determination of
properties of SMC-SMC and SMC-EC gap junctional ohmic resisters using voltage
claimed neighbouring vascular cells in intact arterioles was discussed in [120]. Sim-
ilarly, by allowing current through two electrodes in an endothelial monolayer, an
estimation of properties of the EC-EC gap junctional ohmic resistor was determined
in [80]. These studies clearly show us that SMCs and ECs can be treated as the
electrical equivalents of capacitors and ohmic resistors, but an individual component
has to be assigned with different values to differentiate one type of cell from the
other. A set of physiological values proposed in the above literature are given by
RSMC-SMC = 90MΩ, REC-EC = 3MΩ and RSMC-EC = 1800MΩ. In addition, the cellu-
lar capacitance in [24] was taken as 1µFcm−1.
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FHN models also use the above mentioned electrical components and are supple-
mented with two more components: an inductor and a battery (see Figure 1.4).
These additional components can be used to further model the physiology of the
cellular system. For this reason (in addition to the local dynamical conjugacy ex-
Figure 1.3: Schematic shows the non-oscillatory behavior of a single EC
plained earlier) we were motivated to model both SMCs and ECs using the same
FHN equations. As previously mentioned, our intention is also here to use different
values for the same parameters appearing in the FHN models given by Equations
(1.2.1) and (1.2.2), corresponding to the dynamics of SMCs and ECs. Figure 1.3
illustrates a well-known dynamics that ECs are not exposed to oscillations, in con-
trast to the oscillatory dynamics of the SMCs. For this simulation, we have used a
set of parameter values: ν = 0.005, α = 0.5, G = 0, γ = 0.15 and p = 0.25, which
are different from the values of the same parameters used for the SMC simulation:
16
ν = 0.01, α = 0.95, G = 0, γ = 0.12 and p = 0.3. By comparing Figure 1.2(e) and
Figure 1.3, we see that while the SMC predicts the oscillatory dynamics, under the
application of the same FHN models given by Equations (1.2.1) and (1.2.2) the EC
only shows an non-oscillatory behaviour. This shows the fact that both cells can
be modelled by FHN equations and more importantly it can be done by assigning a
suitable choice of parameters.
We have described the possibility of using FHN models in relation to the dynam-
ics of the SMCs and ECs, as supported by a number of studies and results obtained
from our initial simulations. In the following description, we explain the importance
of variables and parameters involved in our FHN mathematical models.
1.3 Physiological Meaning of FHN Terms
It is well known that a cell membrane carries a potential across its inner and outer
surface, often called as membrane potential. A basic model for a cell is that of a
capacitor, C, and a resister, R, in parallel (see Figure 1.4). This model utilizes other
additional components: an inductor, L, and a battery, E, in series with R and a
nonlinear current source, F (Vn), where n indicates an arbitrary cell. In addition to
the standard FHN circuit, we introduce conductors Gn and Gn+1 (see Figure 1.4).
A detail derivation of models given by Equations (1.2.1) and (1.2.2), based on these
electrical equivalents as shown in Chapter 2. The physiological meaning of each com-
ponent above in relation to a possible cellular physiology is described as follows.
The capacitor models the membrane capacitance, which reflects the fact that the
17
Figure 1.4: Schematic shows the modified FHN circuit for cellular coupling. Here, the
subscript n indicates the nth cell, and each neighboring cell is coupled through conductances
Gn and Gn+1. The bottom end of the circuit is kept at zero potential to model the problem
by an averaged unique conductance of gap junction depending on space variable
cellular membranes are good electrical insulators. There is always a current leakage
out of the cell [58] and the amount of this leakage depends on the resistivity of the
pathway (or ion channels of the cell). Thus, we model the resistivity of the pathway
by means of the resister R and the current leakage passing through R by in. More-
over, when a cell is at rest in a state of dynamic equilibrium, the leakage of current
is balanced by an ionic pump so that the net current in or out of the cell is zero [58].
This ionic pump may be referred to as the Nernst potential by which the potential
inside the cell is kept below that of the outside at a normal state. Therefore, the
potential gain across the battery E can be used to interpret the notion of the Nernst
potential of the cell.
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The current flow in or out of the cell is due to the movement of cations (different
from the movement of electrons in conductors) and is time dependent. This notion
is captured by the nonlinear time varying current source F (Vn) and different forms
of F (Vn) are described in the previous section. Further, as previously mentioned,
the rate of change of current due to ionic movement during the opening and clos-
ing of ion channels induces a recovery potential and is modelled by the inductor,
L. Additionally, we introduce conductors Gn and Gn+1 to interpret gap junctions
between neighbouring cells. Therefore, currents în and în+1 respectively model the
extracellular current flowing through gap junctions modelled by Gn and Gn+1. We
also note that an intracellular current In is combined as an addition of the following
currents: current through the cellular membrane C dVn
dt
, the leakage current in and
the nonlinear current F (Vn). Furthermore, since SMCs are known to be excitable, we
apply a current injection (external stimulus) Ian for their excitation. Therefore, in the
interest of simplicity for a large scale cellular node to utilize FHN analogue (shown
in Figure 1.4), we propose modelling the cellular communication among and between
SMCs and ECs. As no experimental study for the cellular communication among and
between the SMCs and ECs based on a direct application of FHN equations has yet
been reported, we respectively name the SMC and EC as ‘type A’ and ‘type B’ cells,
and will use these terms in the rest of the thesis.
Mathematical models of a population of type A and type B cells typically involve
higher number of ODEs. For example, an artery of 1cm characteristic length and
80µm diameter consists of about 10,057 type A cells and 3,868 type B cells, based
on a single type A cell’s dimension 50µm×5µm and a single type B’s dimension
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65µm×10µm. Hence, the system consists of a total of 13,925 cells, each of which can
be modelled by coupled FHN ODEs, therefore allows 27,850 equations. Moreover,
the number of cells increases as the size of the artery increases. Therefore, a system
of large numbers of cells requires simulation on a distributed high performance com-
puter to understand the communication among and between type A and type B cells.
Another way to approach this problem is to use homogenisation theory to obtain
a small number of partial differential equations, which will provide a mathematical
understanding of obtaining macro scale behaviour. One of the goals of this project is
to further develop the HPDEs derived so far into a more comprehensive and cohesive
model, so as to predict the communication protocols likely to be in play between
homogenic cells and, in future, between heterogenic cells. In the following section
we give in general a brief description of the theory of homogenisation, which will be
further followed by a short introduction in Chapter 4.
1.4 Concept of the Theory of Homogenisation
Many physical phenomena such as viscosity, diffusion, conduction, elasticity and
porosity are described by different characteristics: homogeneity and heterogeneity
of the medium in terms of at least two different scales, for example microscopic
and macroscopic scales. The microscopic scale appears due to the occurrence of
microscopic-level heterogeneities in the medium [95] and evaluation of the character-
istics of the heterogeneous medium at the microscopic level is very difficult. Therefore,
it is necessary to apply asymptotic analysis in a particular multiscale heterogeneous
media. This immediately leads us to apply the theory of mathematical homogenisa-
tion. By applying multiple scales, we look to derive homogenised partial differential
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equations (HPDEs), which govern the macroscopic structure and behaviour of the
system.
Suppose that the models we are interested in one-dimension are given by a system of
partial differential equations:
∂tv +Av = f1(v, w),
∂tw = f2(v, w),
(1.4.1)
where A is a differential operator,
A = −∇(G(x )∇), x ∈ Ω, (1.4.2)
which describes the domain and G(x ) is the potential coefficient matrix, a function
of spatial variable x . Furthermore, v(x , t) and w(x , t) are the fast and slow variables
and f1 and f2 are nonlinear and linear source terms, respectively, which drive the
system. Furthermore, Ω is a heterogeneous domain possesses a macroscopic structure
of periodic type with repeating cells of equal lengths ε, ε ≪ ℓ, where ℓ is the char-
acteristic length of Ω in each direction. These repeating cells can be accommodated
within a region by scaling up with a factor 1/ε. This domain is further explained in
2-dimension in Figure 4.1 of Chapter 4. Note that there is no spatial derivative in
w-equation of Equation (1.4.1) as w is modelled by an intercellular leakage current
and it is used as a recovery potential while v is modelled by the gap-junctional current
which varies spatially.
To understand the homogenisation problem let us denote the matrix of potential
coefficients and the solution of the problem by Gε and, vε and wε, respectively. We
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write
Gε(x ) = G(x/ε), x ∈ Ω, (1.4.3)
for some Λ-periodic matrix G(z ), where z = x/ε, z ∈ Λ and Λ is the microscopic
domain, which describe various local characteristics of the medium.
Now, let us introduce a sequence {εn}, n ∈ Z+, of positive scales such that εn → 0 as
n → ∞, which attains the scale ε for some n = n0. Similarly, we define a sequence
{Gεn} of coefficient matrices such that
Gεn(x ) = G(x/εn), x ∈ Ω. (1.4.4)
Hence, the problem given by equation (1.4.1)-(1.4.4) can then be written as:
∂tv
ε









The problem given by equation (1.4.5) attains a sequence {vεn, wεn} of unique solutions
with respect to appropriate function space such as Sobolev space.
Hence, the homogenization problem shows the possibility of achieving:
∂tv −∇(D∇v) = f1(v, w),
∂tw = f2(v, w),
(1.4.6)
such that Gεn → D and (vεn, wεn) → (v, w) as n → ∞. This kind of convergence is
called G− or H−convergence (see [13], [94], [95] for methods and applications).
The reaction-diffusion type system given by equation (1.4.6) can be considered for a
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traveling wave solution. Many studies (see below) have proven analytically the ex-
istence and stability of reaction-diffusion equations. As it is not part of this thesis,
we have left theoretical analysis such as convergence and uniqueness of our problem
to be considered in future work. However, [4], [82], [103] and [108] offer studies for
one-dimensional traveling wave solutions with various forms of diffusion coefficient:
[30] for a two-scale convergence for sequences of function in periodic surfaces and [59]
for a multiscale convergence and homogenization of parabolic problems.
In the following section we set out the goals and objectives for this study. These
goals and objectives are defined based on a modelling of cellular membrane potential
as a homocellular and heterocellular communication among and between a popula-
tion of type A and type B cells using our FHN models, with the goal of studying the
dynamics of signalling among type A cells in one and two dimensions.
1.5 Goals and Objectives of the Research
i. To develop a discrete system of ODEs for the cellular membrane potential ho-
mocellular communication between type A cells around the circumference of an
arterial ring of width equal to the width of a single type A cell and to study the
dynamics of that system;
ii. To develop a system of one-dimensional reaction-diffusion type models for a
homocellular and heterocellular communication among and between type A and
type B cells by homogenising the ring considered in i along the arterial axis;
iii. To develop a system of two-dimensional reaction-diffusion type lattice models
for the homocellular and heterocellular communication among and between type
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A and type B cells for the membrane potential by lifting the circumference of
the arterial ring;
iv. To apply the theory of mathematical homogenisation to the one- and two-
dimensional models of the type A system developed in ii and iii and to study
the micro-macro phenomena of the arterial segment by deriving comprehen-
sive homogenised partial differential equations (HPDEs) along with an effective
potential variation coefficient (PVC);
v. To carry out numerical simulations to obtain spatial patterning of the cellular
membrane potential in one- and two-dimensions and to study their related wave
dynamics at the macroscopic level using HPDEs derived in iv;
vi. To apply the method of homotopy in MATCONT for the 1- and 2-dimensional
HPDEs developed in iv to carry out a qualitative analysis as a justification of
the results obtained in v.
1.6 Organisation of the Thesis
The outcomes of the goals and objectives of Section 1.5 are documented and organized
in this thesis as follows:
 In Chapter 2, we attained goals i and ii, as stated. We derived a system of
discrete ODES for a ring of type A cells and showed a method of developing a
one-dimensional reaction-diffusion type system for both homocellular and het-
erocellular communication among and between type A and type B cells that
used discrete cells around the arterial circumference, θ, as well as continuous
cells along the arterial axis, x.
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 In Chapter 3, we illustrated a step-by-step process for developing a system
of both homocellular and heterocellular reaction-diffusion type models in two-
dimension by lifting the arterial circumference, θ along the Cartesian direction,
y. The models are derived to be continuous in R2. Goal iii was achieved in this
chapter.
 In Chapter 4, based on our goal iv, we studied the micro-macro multiscale
structure of the arterial domain by deriving a homogenised version of the ho-
mocellular one- and two-dimensional models derived in Chapters 2 and 3, re-
spectively. For deriving HPDEs and an effective PVC, we employed the theory
of mathematical homogenisation. Results of the effective potential coefficient
were discussed in relation to a number of numerical examples which may be
regarded as physiologically relevant models.
 In Chapter 5, we studied the dynamics of the ring of discrete type A cells by
applying a continuation technique in MATCONT. One- and two-dimensional
HPDEs developed in Chapter 4 for the homocellular membrane potential were
also studied in relation to various spatial patterns stipulated by numerical sim-
ulations. Corresponding results and discussions about the existence of plan
and rigidly rotating spiral waves and their dynamics are detailed. This chapter
fulfilled our fifth goal.
 In Chapter 6 a justification for the existence of plane waves in one and two
dimensions shown by numerical simulations in Chapter 5 was made by con-
structing homoclinic orbits. Corresponding results and discussions were also
given.
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 In the final section we summarized the work and results obtained for this re-
search. This section is followed by a brief proposal for a future work on human
arterial heterocellular communication between type A and type B cells, with a
proposal for a new direction of research incorporating both cellular communi-
cation and cellular level pharmacokinetics.
In this thesis we have developed a reaction-diffusion type system for the cellular mem-
brane potential in one and two dimensions for both homocellular and heterocellular
communication among and between type A and type B cells. However, we have
only studied the dynamics of the homocellular system and study of the heterocellular
system is left as a future work.
Chapter 2
Development and Description of
1-Dimensional Models
2.1 Introduction
In this chapter we will derive one-dimensional models for both homocellular and het-
erocellular connections among and between a population of type A and type B cells.
As described in Chapter 1, type A and type B cells model the smooth muscle cells
(SMCs) and the endothelial cells (ECs), respectively.
The Figure 2.1 shows a geometry of an arterial segment consists of type A and
type B cells around the circumference and along the axis of the arterial segment.
This system resembles the geometry of the SMCs and ECs in the arterial segment.
Length, η, of a type A cell is considered as greater than the width, ς, of type B cell.
Similarly, the length, ζ, of type B cell is taken as greater than the width, δ, of type
A cell. These assumptions are made based on the actual dimension of an SMC and
an EC (the diameter of an EC and SMC respectively ranges from 10µm− 20µm and
3µm − 10µm, whilst the length of them are respectively notified as 39µm − 260µm
and 30µm − 200µm [100]). For example, in [106], diameter and length of the SMC
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Figure 2.1: Schematic shows an arterial segment consists of type A and type B cells. Each
type A cell around the circumference is connected to ℘ number of type B cells. Similarly
each type B cell along the arterial axis is connected to ℓ number of type A cells.
were respectively chosen as 5µm and 50µm, and these were 10µm and 65µm for the
EC. Therefore, each EC was connected to 13 (= 65
5
= length of the EC
width of the SMC
) SMCs along the
arterial axis, and each SMC was connected to 5 (= 50
10
= length of the SMC
width of the EC
) ECs around
the circumference of the arterial segment. However, here we generalise the dimension
of type A and type B cells, so that it can be used for any dimension of SMC and EC
as the dimension of these cells varies with respect to different location in the human
artery. Therefore, we define ζ = ℓδ and η = ℘ς, where ℓ and ℘ respectively denote the
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number of type A cell connections with a single type B cell located in the direction
of the arterial axis, and the number of type B cell connections with a single type A
cell kept around the arterial circumference, see Figure 2.1. In other words, length
of the type A cell is ℘ times greater than the width of a type B cell, and length of
the type B cells is ℓ times grater than the width of a type A cell. Later on in this
chapter and in the next chapter, we will choose ℓ and ℘ to be an odd integer to keep a
structural symmetry in both axial and circumferential directions. Note that, a small
spatial gap between cells in Figure 2.1 is shown only for a pictorial view. However,
cells are assumed as connected via gap junctions that are fully kept within the cellular
membranes.
Now, let us assume that there are m number of type A cells around the circum-
ference of the arterial ring, and r number of type B cells along the arterial axis.
Therefore, according to our assumptions about number of sharing cells in both di-
rections, the total number of type A cells along the arterial axis is rℓ. Similarly, the
total number of type B cells around the circumference of the artery is m℘. In section
2.2, firstly we will derive discrete models for the homocellular connections between
m number of type A cells of the arterial ring (similar method can be applied for the
homocellular connections between m℘ number of type B cells). These models will be
then extended to spatial models by incorporating continuous ring of cells along the
arterial axis. Similarly, in section 2.3, we will derive models for the heterocellular
connections between m × rℓ number of type A cells and m℘ × r number of type B
cells. Furthermore, these models will be then used to derive heterocellular spatial
models of continuous cells along the arterial axis.
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2.2 Derivation of Models for Homocellular Com-
munication
This section consists of three subsections. In subsection 2.2.1, we define a set of nec-
essary notations used in Figure 2.3 for the derivation of models. In subsection 2.2.2,
as we mentioned before, we derive discrete homocellular mathematical models for the
membrane potential of m number of type A cells located in the kth arterial ring, see
Figure 2.2, of width equals to the width of a single type A cell.
Models of a ring of finite number of cells to be developed in Section 2.2.2 can be
regarded as a simple initial system (for small m, for example m ≤ 5) to study the
gap-junctional effect (coupling effect) on the system dynamics. In addition, the dis-
cretized ring of cells may be exposed with different dynamics such as helical waves
when the symmetrical character is broken (we do not prove this in this research and
it has been left as a future work). Therefore, we are motivated to keep discretized
nature of cells around the circumference. To utilize the results of the discretized ring
of cells, we consider the arterial segment to be a collection (or series) of ‘continu-
ous rings’ as shown in Figure 2.2. In addition, as mentioned earlier in Section 1.1,
we assume that the arterial characteristic length is much greater than that in the
circumferential direction. Due to these reasons, in Section 2.2.3, we homogenise the
ring of cells only along the arterial axis while keeping the discretized nature of cells
around the circumference. Hence the resultant models become partially homogenised.
Indeed, these purposefully designed partially homogenised models are useful for the
study of cellular communication as those allow specifically to understand the spatial
dynamics of the ring of discrete cells along the arterial axis (see Figure 2.2).
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In Chapter 4, we consider partially homogenised one-dimensional models to study
multiple scale structure of the artery based on the description and justification ex-
plained in this section.
2.2.1 Notations of Type A Cells
m: total number of cells around the circumference of the arterial ring.
n: an arbitrary cell of m cells.
Vn: membrane potential of the n
th cell.
Gn: conductance of gap junction connecting (n− 1)th and nth cells.
în: current through gap junction Gn.
Ian: stimulus applied to the n
th cell.
În: intracellular current in the n
th cell.
in: leakage current through pathways (channels) in the n
th cell.
































































































































































































































































































































































































































2.2.2 Derivation of Discrete Models
Modelling of the nth cell of m cells in an arbitrary ring, see Figure 2.2, is shown in
Figure 2.3. For this, the nth cell is coupled with it’s neighbouring cells, (n − 1) and
(n+ 1). These cells are modelled by identical FHN nonlinear oscillators.
Figure 2.3: Schematic shows a horizontally placed arbitrary ring of cells, that is modelled
by FHN nonlinear oscillators, where 3 arbitrary consecutive cells; n, (n− 1) and (n+ 1), of
ms are shown. Notations in this figure are described in section 2.2.1
By respectively applying Kirchhoff’s and Ohm’s laws to the nth cell we have
în − în+1 − In + Ian = 0, (2.2.1)
în = Gn(Vn−1 − Vn), în+1 = Gn+1(Vn − Vn+1), (2.2.2)








+Rin = Vn − E, (2.2.4)
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where τ is dimensional time, and F (Vi) = Vi(Vi−α)(1−Vi), i = 1, · · · ,m, 0 < α < 1,
interprets a nonlinear time varying current.
Now, let us assume a homogeneous coupling between the cells around the circum-
ference of the arterial ring. Then, we set
Gn = Gn+1 = Ĝ. (2.2.5)
By substituting equations (2.2.2)-(2.2.5) into equation (2.2.1) we have





+ in + F (Vn)
]




+Rin = Vn − E, (2.2.7)
If we write a similar set of models given by equation (2.2.6) and (2.2.7), for the other
(m-1) cells around the circumference of the arterial ring, then we have, for





+ i1 + F (V1)
]




+Ri1 = V1 − E,





+ i2 + F (V2)
]




+Ri2 = V2 − E,
...
...





+ im + F (Vm)
]








By applying periodic boundary conditions: V0 = Vm and Vm+1 = V1, around the












2 −1 0 . . . 0 −1
−1 2 −1 . . . 0 0
...
...
... . . .
...
...




is a circulant matrix (a special case of Toeplitz matrix) which gives a discrete formu-
lation of cells around the circumference, E is a constant vector, and
V = [V1 V2 . . . Vm]
T , i = [i1 i2 . . . im]
T , I a = [Ia1 I
a




Now, we transform equations (2.2.9) and (2.2.10) into it’s dimensionless form. Let us
define
V̂ = max{V̂1, V̂2, . . . , V̂m}, R̂ = min{R̂1, R̂2, . . . , R̂m},
V = V̂ v , t = R̂τ/L,
(2.2.12)
where, for all i = 1, . . .m, V̂i is the highest stable solution of the differential equation:
dVi
dτ
= −F (Vi), and R̂i is defined by R̂i = 1/F ′(Vi)|Vi=0, see [70] for a definition of
V̂ and R̂, for a single model. A detail description of choosing V̂ and R̂ is given in
section 2.3.4.
By multiplying equation (2.2.9) by R̂/V̂ , and by substituting equation (2.2.12) into
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= g(v)−GAv −w + I , (2.2.13)
dw
dt
= −γw + v − p, (2.2.14)
where
w = R̂i/V̂ , G = R̂Ĝ, γ = R/R̂, p = E/V̂ ,
I = R̂I a/V̂ , ν = CR̂2/L, g(v) = −R̂F (V )/V̂ ,
(2.2.15)
and v and w are respectively the fast (excitation) and slow (recovery) variables.
Moreover, ν,G, and γ are parameters, and p is a constant vector.
From equation (2.2.13), we note the standard FHN equations are modified by an
additional term, GAv , that interprets homocellular coupling between discrete type A
cells around the circumference of the arterial ring.
In the following section we will incorporate a spatial term with the model given
by equation (2.2.13), for studying the spatial variation of the cellular membrane po-
tential along the arterial axis. Hence, our resultant model will be a reaction-diffusion
type of equation of an arterial ring consist of discrete cells around the circumference.
In other words, we will have a system of equations, that will model continuous cells
along the arterial axis as well as discrete cells around the circumference.
2.2.3 Derivation of Reaction-Diffusion Type Equations
As we have shown in the preceding section, each arterial ring of type A cells can be
modeled by equations (2.2.13) and (2.2.14). To study the spatial variation of the
membrane potential we now couple such an arterial ring with it’s neighboring rings,
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along the arterial axis, by connecting them using ‘averaged’ conductors. Therefore,
these conductors model the gap junctions between cells. Note that here we empha-
size the term ‘average’ as there are thousands of gap junctions between cells, and we
model all of them by an averaged nonlinear conductor.
In Figure 2.4, three arbitrary consecutive rings, (k − 1), k and (k + 1), of ℓ num-
ber of arterial rings along the arterial axis are considered. As mentioned above, each
arterial ring is spatially coupled with neighboring arterial rings, such as G̃kn. Cou-
pling between arterial rings is considered with respect to coupling between cells kept
at the same array position in each ring, along the arterial axis, see Figure 2.4. For
example, the 1st cell of the kth ring is coupled with the 1st cell of the (k − 1)th and
(k + 1)th rings. Similarly, the 2nd cell of the kth ring is coupled with the 2nd cell of
the (k − 1)th and (k + 1)th rings, and so on. Therefore, for deriving spatial models,





n , which are shown by rectangular blue blocks. Similarly, discrete
coupling between cells around the circumference, θ-direction, of the arterial rings are
shown by rectangular purple blocks, Ĝkn, etc. Other notations used in Figure 2.4 are
as described below. FHNkn models the n
th cell of the kth ring, and it’s components:
 V kn : membrane potential of the nth cell of the kth ring,
 Ikn: intracellular current in the nth cell of the kth ring,
 Ikan : external stimulus applied to the nth cell of the kth ring,
 ikn: leakage current through pathways (channels) in the nth cell of the kth ring,





















































































































































































































































































































Symbols for circumferential direction are assigned with the hat, ∗̂, sign:
 Ĝkn: conductance of gap junction connecting (n − 1)th and nth cells of the kth
ring.
 îkn: current through gap junction Ĝkn.
Symbols for axial direction are assigned with the tilde, ∗̃, sign:
 G̃kn: conductance of gap junction connecting nth cell of the (k − 1)th and kth
rings.
 ĩkn: current through gap junction G̃kn.
In Figure 2.4, by applying Kirchhoff’s and Ohm’s laws to the nth-cell of the kth-ring,
we write the following relations:












n−1 − V kn ), îkn+1 = Ĝkn+1(V kn − V kn+1). (2.2.18)
As we mentioned in the previous section, let us assume that coupling between discrete
cells around the circumference of the arterial ring is homogeneous. Hence, we have
Ĝkn = Ĝ
k
n+1 = Ĝ. (2.2.19)
By substituting equation (2.2.19) into equation (2.2.18) we have
îkn − îkn+1 = Ĝ(V kn−1 − 2V kn + V kn+1). (2.2.20)
Further, by adding the superscript k in models given by equations (5.2.1) and (2.2.4)
(as the cell is now being modelled in the kth-ring), we write relations for the FHNkn
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+ ikn + F (V
k








n − E. (2.2.22)
Let xk = kδ, where k is the index of the arterial ring as mentioned before, and δ is
the width of a single type A cell, be spatial points along the arterial axis.




n , for the membrane
potential variation in the spatial direction, we have









n(x) + · · · , (2.2.23)
V k−1n (x, t) = V
k





n (x, t) + · · · , (2.2.24)
V k+1n (x, t) = V
k
n (x, t) + δ∂xV
k





n (x, t) + · · · . (2.2.25)
Now, by substituting equations (2.2.23)-(2.2.25) into equation (2.2.17) we have













+ ikn + F (V
k

















n − E. (2.2.28)
Since models given by equations (2.2.27) and (2.2.28) are continuous along the arte-
rial axis, the index k is not further needed. Therefore, we will drop the spatial index
k in the following derivation.
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Moreover, by writing a system of similar equations for other discrete cells around the
circumference of the ring, we have, for
n = 1; C
∂V1
∂τ













+Ri1 = V1 − E,
n = 2; C
∂V2
∂τ













+Ri2 = V2 − E,
...
...
n = m; C
∂Vm
∂τ













+Rim = Vm − E.

(2.2.29)
By applying periodic boundary conditions: V0 = Vm and Vm+1 = V1, around the
















+Ri = V −E , (2.2.31)
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where G̃(x) and A are respectively given by the tensor diagonal matrix,
G̃(x) =

G̃1(x) 0 · · · 0









and by equation (2.2.11), and
V = [V1 V2 . . . Vm]
T , i = [i1 i2 . . . im]
T , and I a = [Ia1 I
a




By following the same non-dimensionalization technique prescribed in the previous
section, with definitions defined by equation (2.2.12), and by defining a new dimen-
sionless form for the spatial variable; x = lx′, where l is the characteristic length of











+ I , (2.2.33)
∂w
∂t
+ γw = v − p, (2.2.34)
where D(x) is a m × m diagonal tensor matrix with diagonal elements defined by
dimensionless ‘potential variation coefficients’ (PVC); Di(x) = δ
2R̂G̃i(x)/l
2, i =
1, . . . ,m, and other parameters in equation (2.2.33) and (2.2.34) are as defined in
equation (2.2.15). Note that, for keeping a usual notation, the dimensionless variable
x′ is again replaced by x, and therefore x is now dimensionless in equation (2.2.33).
Equation (2.2.33) is a reaction-diffusion type of equation for the membrane potential,
which models the homocellular communication between both m number of of discrete
cells around the circumference of the arterial ring, and an infinite number of contin-
uous cells along the arterial axis.
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Remark 2.2.1 Since the membrane potential is not physiologically diffusing, we
call D(x) as PVC (potential variation coefficient) instead of diffusion coefficient, that
interprets the variation of the membrane potential gradient between the neighboring
cells.
Remark 2.2.2 Let D(x) = 0. Then, the system of models given by equations
(2.2.33) and (2.2.34) can be deduced to the single-ring models of type A cells, given
by equations (2.2.13) and (2.2.14).
2.3 Derivation of Models for Heterocellular Com-
munication
As mentioned in section 2.1, this section is devoted to derive models for the membrane
potential of type A and type B cells coupled through heterocellular connections, see
Figure 2.1. For this, we differentiate type A and type B cells using non-identical
FHN models by assigning different circuit components for cells. These non-identical
components allow us to define different parameters for type A and type B cells.
However, connection between homocellular cells are modelled by identical electrical
components as taken in section 2.2.
2.3.1 Notations and Domain Description
In this section we describe necessary notations for deriving models for type A-type B
heterocellular communication. In Figure 2.5, an arbitrary (ı, ȷ)th, ı = 1, · · · ,m℘, ȷ =
1, · · · , r, type B cell in the arterial domain is regarded to get connected with an ar-
bitrary (n, k)th, n = 1, · · · ,m, k = 1, · · · , rℓ, type A cell, see the list of notations
described in this section. Therefore, heterocellular connections between (n, k)th type
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A cell and (ı, ȷ)th type B cell are established based on the geometry illustrated in
Figure 2.1. Hence, it requires further number of type A and type B cells as described
in section 2.1. These connections are shown by red arrows in Figure 2.5.
As described before, since each type A cell is connected to ℘ number of consecutive
type B cells around, the circumference the upper portion of red colour connections
of gap junctional currents is kept to vary from (n− 1)℘+ 1 to n℘, see Figure 2.5(a).
Similarly, since each type B cell is connected to ℓ number of consecutive type A cells
in the axial direction, the lower portion of red colour connections of gap junctional
currents in Figure 2.5(b) is set to vary from (ȷ− 1)ℓ+1 to ȷℓ. Furthermore, arrow in
subscripts denotes the location of type B cell from which signals are passed through
gap junctions to type A cells, see the list of notations for further meaning of sub and
superscripts. Moreover, connections in green and blue colours respectively in Figure
2.5(a) and Figure 2.5(b) denote homocellular links among type A cells and among
type B cells, respectively. Figure 2.5(c) shows a simplified version of heterocellular
connections between type A and type B cells illustrated in Figure 2.5(a) and Figure
2.5(b). All symbols used in Figure 2.5 are defined in the following list of notations.
Cell indices:
 r: total number of type B cells along the arterial axis,
 ȷ: an arbitrary type B cell among r. Thus, ȷ = 1, . . . , r,












































































































































 k: an arbitrary type A cell in the axial direction. Hence, k = 1, . . . , rℓ,
 m: total number of type A cells around the circumference,
 n: an arbitrary type A cell among m. Hence, n = 1, . . . ,m,
 ℘: number of type B cells coupled with a single type A cell around the circum-
ference of the artery,
 ı: an arbitrary type B cell considered around the circumferential direction.
Therefore, ı = 1, . . . ,m℘.
FHN (FHNA, FHNB) components:
 V kn : membrane potential of the (n, k)th type A cell,
 U ȷı : membrane potential of the (ı, ȷ)th type B cell,
 Ikn: intracellular current flowing in the (n, k)th type A cell,
 J ȷı : intracellular current flowing in the (ı, ȷ)th type B cell,
 Ikan : external stimulus applied to the (n, k)th type A cell,
 J ȷaı : external stimulus applied to the (ı, ȷ)th type B cell.
Symbols for circumferential direction are assigned with the hat, ∗̂, sign:
 Ĝkn: nonlinear homocellular conductance of gap junction connecting (n− 1, k)th
and (n, k)th type A cell around the circumference,
 Ĝȷı: nonlinear homocellular conductance of gap junction connecting (ı − 1, ȷ)th
and (ı, ȷ)th type B cell around the circumference,
 îkn: current passing through the homocellular gap junction Ĝkn,
 ĵȷı : current passing through the homocellular gap junction Ĝȷı,
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Symbols for axial direction are assigned with the tilde, ∗̃, sign:
 G̃kn: nonlinear homocellular conductance of gap junction connecting (n, k− 1)th
and (n, k)th type A cell along the arterial axis,
 G̃ȷı: nonlinear homocellular conductance of gap junction connecting (ı, ȷ − 1)th
and (ı, ȷ)th type B cell along the arterial axis,
 ĩkn: current passing through the homocellular gap junction G̃kn,
 j̃ȷı : current passing through the homocellular gap junction G̃ȷı,
Symbols for heterocellular connections are assigned with the bar, ∗, sign:
 GBA: nonlinear heterocellular conductance of gap junction connecting type A
and type B cells, and is assumed to be homogeneous everywhere,
 īkı→n: current passing through the heterocellular gap junction GBA, from (ı, ȷ)th
type B cell to (n, k)th type A cell.
2.3.2 Derivation of Discrete Heterocellular Models
With an understanding of notations described in section 2.3.1, and with a help of Fig-
ure 2.5, here we develop discrete models for heterocellular communication between
type A and type B cells.
For this, we consider an arbitrary Type B cell in the axial direction. According
to the geometry, see Figure 2.1, each type B cell in the axial direction forms an arte-
rial ring consists of additional (m℘-1) number of discretely connected same type cells
around the circumference. Hence, the total number of type B cells in a single type
B ring is m℘ × 1. Since the domain has r number of type B cells along the arterial
axis the total number of type B cells in the domain is m℘ × r. Each of r number
of type B cells passes signals to ℓ number of type A cells, see Figure 2.5(c), along
the arterial axis, and there are m number of type A cells around the circumference.
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Therefore, the total number of type A cells in the domain is m× rℓ. In other words,
we will develop discrete models for a system of m×rℓ number of type A cells coupled
with m℘× r number of type B cells. Moreover, each of m number of type A cells is
connected to ℘ number of type B cells around the circumference, see Figure 2.1, in
their respective order. Here the respective order means that the very first p number of
type B cells are coupled with the very first type A cell. Similarly, the next p number
of type B cells are coupled with the second type A cell, and so on. Therefore, in
general, by counting this way the nth type A cell will be coupled with type B cells
from (n−1)p+1 to np. These cells are connected via gap junctions allowing currents
from īk(n−1)℘+1→n to ī
k
n℘→n in Figure 2.5, and are taken into account for the summation
appeared in equation (2.3.1) below.
2.3.2.1 Models of Type A Cells
By applying Kirchhoff’s law to the (n, k)th type A cell in Figure 2.5, we have






where n = 1, . . . ,m, for every k = 1, . . . , ℓ.










n − V kn ), ĩk+1n = G̃k+1n (V kn − V k+1n ),
īkı→n = GBA(U
ȷ
ı − V kn ).
 (2.3.2)
Let us assume (for deriving discrete models) the coupling around the circumference
as homogeneous, then we have
Ĝkn = Ĝ
k




n = G̃A. (2.3.3)
where ĜA and G̃A are now respectively the homogenous conductance of gap junctions
of type A cells around the circumferential and along the axial direction of the artery.
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By substituting equations (2.3.2) and (2.3.3) into equation (2.3.1) we have
ĜA(V
k




U ȷı − ℘V kn
 = Ikn − Ikan . (2.3.4)




+ ikn + FA(V
k










n − EA. (2.3.6)




+ ikn + FA(V
k
n )− ĜA(V kn−1 − 2V kn + V kn+1)
−G̃A(V k−1n − 2V kn + V k+1n ) +GBA
℘V kn − n℘∑
ı=(n−1)℘+1
U ȷı










Equations (2.3.7) and (2.3.8) represent heterocellular connection of a single type A
cell (nth-cell in the kth ring) with ℘ number of type B cells (given by summation
term in equation (2.3.7)) around the circumference of the arterial ring, and homo-
cellular communication with it’s neighboring type A cells around the circumferential
(2nd term on the left hand side of equation (2.3.7)) and along the arterial axis (3rd
term on the left hand side of equation (2.3.7)) directions. However, according to the
geometry, there are rℓ number of type A cells coupled with r number of type B cell
along the axis, and there are m number of type A cells coupled with m℘ number of
type B cells around the circumference. Hence, we can write a set of similar equations
for the rest of the (m-1)×(rℓ-1) number of type A cells coupled with type B cells by
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applying appropriate boundary conditions.
For a 1-dimensional torus, we set up periodic boundary conditions respectively along
the arterial axis and around the circumference of the artery as follows:






n , ∀n = 1, 2, . . . ,m, (2.3.9)






1 , ∀k = 1, 2, . . . , rℓ. (2.3.10)
















. . . . . . V 1m V
2







where note that the potential components are arranged by collecting terms along the
arterial axis, for every type A cell in the circumferential direction. That is, for the
1st type A cell in the circumferential direction the system is allowed to vary from 1 to
rℓ since there are rℓ number of type A cells along the arterial axis. This is denoted
by the 1st underbrace in equation (2.3.11). Similarly, the 2nd underbrace in equation
(2.3.11) again denotes rℓ number of cells for the 2nd cell around the circumference,
and so on.
For writing vector equations for the full system (n = 1, . . . ,m), we firstly deal with
the 2nd and 3rd terms of the equation (2.3.7).
Hence, for n = 1, by applying the periodic boundary conditions given by Equa-
tions (2.3.9) and (2.3.10), to the Equation (2.3.7), we have
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1 − G̃AV 21 − G̃AV rℓ1 − ĜAV 12 − ĜAV 1m, k =1;




−G̃AV 11 − G̃AV rℓ−11 + 2(ĜA + G̃A)V rℓ1 − ĜAV rℓ2 − ĜAV rℓm , k = rℓ;
= ( [TA] [HA] [0] · · · [0] [HA] )V (2.3.12)
where block matrices are given by
[TA] =

2(ĜA + G̃A) −G̃A 0 · · · 0 −G̃A













−ĜA 0 · · · 0










0 0 · · · 0











Similarly, for other ns, n = 2, 3, . . . ,m, by following the same way, one can be shown
that block matrices in equation (2.3.12) to be circulated among them.
Hence, we have
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( [TA] [HA] [0A] · · · [0A] [HA] )V , n = 1;
( [HA] [TA] [HA] · · · [0A] [0A] )V , n = 2;




( [HA] [0A] [0A] · · · [HA] [TA] )V , n = m.
(2.3.15)




[TA] [HA] [0A] · · · [0A] [HA]











Now, we will find the summing term in equation (2.3.7).





1 . . . U
r
1︸ ︷︷ ︸
for the 1st cell
U12 U
2
2 . . . U
r
2︸ ︷︷ ︸
for the 2nd cell
. . . . . . U1m℘ U
2
m℘ . . . U
r
m℘︸ ︷︷ ︸




where the first underbrace denotes r number of membrane potential since there are
r number of type B cells along the arterial axis, with respect to the 1st type B cell
around the circumference. Similarly, according to the last position of type B cell
around the circumference (the m℘th one) there are r number of potential components
along the arterial axis, which are denoted by the last underbrace.
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2 + . . .+ U
1
℘ ), k = 1, ȷ = 1;
(U11 + U
1
2 + . . .+ U
1





2 + . . .+ U
1
℘ ), k = ℓ;
(U21 + U
2
2 + . . .+ U
2
℘ ), k = ℓ+ 1, ȷ = 2;
(U21 + U
2
2 + . . .+ U
2





2 + . . .+ U
2
℘ ), k = 2ℓ;
...
...
(U r1 + U
r
2 + . . .+ U
r
℘ ), k = (r − 1)ℓ+ 1, ȷ = r;
(U r1 + U
r
2 + . . .+ U
r
℘ ), k = (r − 1)ℓ+ 2;
...
...
(U r1 + U
r
2 + . . .+ U
r
℘ ), k = rℓ,
=

( [C1] [C1] · · · [C1] [0̂] [0̂] · · · [0̂] · · · [0̂] [0̂] · · · [0̂] )U , ȷ = 1;




( [Cr] [Cr] · · · [Cr]︸ ︷︷ ︸
cells: 1→℘
[0̂] [0̂] · · · [0̂]︸ ︷︷ ︸
cells: ℘+1→2℘
· · · [0̂] [0̂] · · · [0̂]︸ ︷︷ ︸
(m−1)℘+1→m℘
)U , ȷ = r,
(2.3.19)
where note that U ȷ1s, ȷ = 1, . . . , r, vary only for every ℓ number of k values as each




0 · · · 0 1 0 · · · 0
0 · · · 0 1 0 · · · 0
... · · · ... ... ... · · · 0









0 0 · · · 0









Therefore, equation (2.3.19) can be written in the form of
n℘∑
ı=(n−1)℘+1




[C1] [C1] · · · [C1]










[0̂] [0̂] · · · [0̂]









By following similar derivation, one can be shown that, for other ns, n = 2, . . . ,m,







( [1] [0] · · · [0] [0] )U , n = 1;
( [0] [1] · · · [0] [0] )U , n = 2;
...
...
( [0] [0] · · · [0] [1] )U , n = m;





[1] [0] · · · [0] [0]










Therefore, once we write for other cells, n = 2, . . . ,m, a set of similar equations given
by (2.3.7) and (2.3.8), and by substituting equations (2.3.16) and (2.3.23) into the


















. . . . . . i1m i
2






























F (V 11 ) F (V
2
1 ) . . . F (V
rℓ
1 )︸ ︷︷ ︸
for n=1
. . . F (V 1m) F (V
2
m) . . . F (V
rℓ









n − αA)(1− V kn ), 0 < αA < 1, ∀n, k,

(2.3.27)
and V , [PA], U and [QA] are respectively given by equations (2.3.11), (2.3.17),
(2.3.18) and (2.3.24).
Equations (2.3.25) and (2.3.26) are the heterocellular discrete models for the mem-
brane potential of type A cells of dimensionm×rℓ, in which heterocellular connections
between type A and type B cells are kept by modelling heterocellular gap junctions.
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Conductance of such gap junctions is modeled by GBA, and connections are made by
the term GBA(℘V − [QA]U ) in equation (2.3.25).
However, to have a complete system of models we are now required to construct
another system of similar equations for type B cells since models given by equation
(2.3.25) are coupled with the membrane potential of type B cells of dimension m℘×r.
This is done in the following section.
2.3.2.2 Models of Type B Cells
Here, we derive models for discrete heterocellular connections of type B cells coupled
with type A cells.










ı − J ȷ
a
ı . (2.3.28)
Here note that the summation in equation (2.3.28) is varied from (ȷ − 1)ℓ + 1 to ȷℓ
as each type B cell in the axial direction is coupled with an ℓ number of type A cells
in their respective order. That is, the very first type B cell is coupled with the very
first ℓ number of type A cells, and similarly, the second type B cell is coupled with
the following ℓ number of type A cells, and so on. Hence, in general, the ȷth type B
cell along the arterial axis will be coupled with type A cells from (ȷ− 1)ℓ+ 1 to ȷℓ.


















ı − U ȷı ), j̃ȷ+1ı = G̃ȷ+1ı (U ȷı − U ȷ+1ı ),
īkı→n = GBA(U
ȷ
ı − V kn ),
 (2.3.29)
where GBA is the heterocellular conductance of nonlinear gap junction between type
A and type B cells.
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where ĜB and G̃B are now respectively the homocellular conductance of gap junctions
between type B cells in the direction of the arterial circumference and arterial axis.
By substituting equations (2.3.29) and (2.3.30) into equation (2.3.28) we have
ĜB(U
ȷ








V kn − ℓU ȷı
 = J ȷı . (2.3.31)
Note that in equation (2.3.31), n varies only for every ℘ number of ı values since a
single type A cell is coupled with ℘ number of type B cells around the circumference.
That is: for ı = 1, . . . , ℘, n = 1; for ı = ℘, . . . , 2℘, n = 2; and so on. Therefore, while
ı varies from 1 to m℘, n will vary from 1 to m. Hence, the system models m and m℘
number of type A and type B cells around the circumference of the artery, respectively.
Now, as we mentioned before, we will use for type B cells an identical set of FHN
circuit models, but they differ from type A cells FHN models.





+ jȷı + FB(U
ȷ










ı − EB, (2.3.33)
where note that the components CB, LB and EB of type B cells are distinguished
from the components CA, LA and EA of type A cells. These distinguished components
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separate the dynamics of type B from type A cells.








ı−1 − 2U ȷı + U
ȷ
ı+1)
−G̃B(U ȷ−1ı − 2U ȷı + U ȷ+1ı ) +GBA
ℓU ȷı − ȷℓ∑
k=(ȷ−1)ℓ+1
V kn






ı − U ȷı + EB = 0. (2.3.35)
The system of equations (2.3.34) and (2.3.35) models heterocellular communication
of a single type B cell, the (ı, ȷ)th cell, with ℓ number of type A cells along the arte-
rial axis. This is indicated by the 4th term on the left hand side of equation (2.3.34).
Moreover, 2nd and 3rd terms on the left hand side of equation (2.3.34) model homocel-
lular communication between (ı, ȷ)th cell with it’s neighboring cells in both directions.
Since there are respectively m℘ and r number of type B cells around the circum-
ference and along the axis of the artery, we will have m℘× r total number of similar
models given by equation (2.3.34), that are coupled with a system of m℘ × r slow
variables given by equation (2.3.35). For this, we set up periodic boundary conditions







ı , ∀ı = 1, 2, . . . ,m℘, (2.3.36)






1, ∀ȷ = 1, 2, . . . , r. (2.3.37)
Now, to write models for the full system (ı = 1, 2, . . . ,m℘), as we have derived in
section 2.3.2.1 we will separately find for ı = 1, 2, . . . ,m℘ the second and third, and
the summing terms of equation (2.3.34). Thus, firstly for ı = 1, by applying periodic
boundary conditions given by (2.3.36) and (2.3.37), we have
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− ĜB(U ȷı−1 − 2U ȷı + U
ȷ





1 − G̃BU21 − G̃BU r1 − ĜBU12 − ĜBU1m℘, ȷ =1;




−G̃BU11 − G̃BU r−11 + 2(ĜB + G̃B)U r1 − ĜBU r2 − ĜBU rm℘, ȷ = r;
= ( [TB] [HB] [0B] · · · [0B] [HB] )U , (2.3.38)
where U is given by equation (2.3.18), and
[TB] =

2(ĜB + G̃B) −G̃B 0 · · · 0 −G̃B













−ĜB 0 · · · 0










0 0 · · · 0











Note that matrices in equations (2.3.13) and (2.3.39) differ only by their dimension.
In the first case the dimension of matrices was rℓ, and it is r in this latter case, since
there are respectively rℓ number of type A and r number of type B cells exist along
the arterial axis.
If we write for other (m℘ − 1) type B cells; that is, ı = 2, . . . ,m℘, around the
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circumference similar models of type given by equation (2.3.38), then we have
− ĜA(V kn−1 − 2V kn + V kn+1)− G̃A(V k−1n − 2V kn + V k+1n )
=

( [TB] [HB] [0B] · · · [0B] [HB] )U , ı = 1;
( [HB] [TB] [HB] · · · [0B] [0B] )U , ı = 2;




( [HB] [0B] [0A] · · · [HB] [TB] )U , ı = m℘.




[TB] [HB] [0] · · · [0] [HB]











Now, we will find a relation for the summing term of equation (2.3.34). Note that for
every ı = 1, 2, . . . ,m℘ around the circumference, ȷ takes values from 1 to r along the
arterial axis.





V 11 + V
2
1 + . . .+ V
ℓ
1 , ȷ = 1;
V ℓ+11 + V
ℓ+2
2 + . . .+ V
2ℓ







1 + . . .+ V
rℓ
1 , ȷ = r;
= ( [L] [0] · · · [0] )r×mrℓV (2.3.42)
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where V is given by equation (2.3.11), and
[L] =

1 1 . . . 1︸ ︷︷ ︸
ℓ times
0 0 . . . 0︸ ︷︷ ︸
ℓ times
. . . 0 0 . . . 0︸ ︷︷ ︸
ℓ times
0 0 . . . 0︸ ︷︷ ︸
ℓ times
1 1 . . . 1︸ ︷︷ ︸
ℓ times






0 0 . . . 0︸ ︷︷ ︸
ℓ times
0 0 . . . 0︸ ︷︷ ︸
ℓ times





and [0] is a matrix of the same dimension of [L], r × rℓ, with all elements zero.
Note that we have fixed n = 1 as it changes only for every ℘ values of ı since a
single type A cell is coupled with ℘ number of type B cells around the circumference.
Therefore, the summation does not change until ı = ℘+1 for which n = 2, and hence
we will have exactly the same relation for all ı = 1, . . . , ℘, given by equation (2.3.42).
Therefore, from equation (2.3.42), we have
ȷℓ∑
k=(ȷ−1)ℓ+1




[L] [0] · · · [0]









Similarly for the next set of ı values, that is, ı = ℘+1, . . . , 2℘ and n = 2, we observe
that [L] matrices in equation (2.3.45) to be moved to the second column (and hence,
we name that matrix as [I2]), and so on for other set of ℘ values of ı.
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[I1]V , ı = 1, . . . , ℘;
[I2]V , ı = ℘+ 1, . . . , 2℘;
...
...
[Im]V , ı = (m− 1)℘+ 1, . . . ,m℘.












0 · · · 0 [L] 0 · · · 0
0 · · · 0 [L] 0 · · · 0
... · · · ... ... ... · · · 0








and Θ = 1, 2, . . . ,m.
Thus, by writing for all m℘ number of type B cells around the circumference a
set of similar models given by equations (2.3.34) and (2.3.35), and by substituting








+RBj −U +EB = 0, (2.3.49)
where V ,U , [PB] and [QB] are respectively given by equations (2.3.11), (2.3.18),
(2.3.41) and (2.3.47), and
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j = [j11 j
2
1 · · · jr1︸ ︷︷ ︸
1st type B cell
, · · · · · · , j1m℘ j2m℘ · · · jrm℘︸ ︷︷ ︸
m℘th type B cell
]T1×m℘r,




1 · · · Jra1︸ ︷︷ ︸
1st type B cell
, · · · · · · , J1am℘ J2
a
m℘ · · · Jr
a
m℘︸ ︷︷ ︸
m℘th type B cell
]T1×m℘r,
FB(U ) = [F (U
1
1 ) F (U
2
1 ) · · ·F (U r1 )︸ ︷︷ ︸
1st type B cell
, · · · · · · , F (U1m℘) F (U2m℘) · · ·F (U rm℘)︸ ︷︷ ︸
m℘th type B cell
]T1×m℘r,




ı − αB)(1− U ȷı ), 0 < αB < 1, ∀ı, ȷ.

(2.3.50)
Hence, from equations (2.3.25), (2.3.26), (2.3.48) and (2.3.49), we have the following
system of coupled discrete models for the heterocellular communication between type
















+RBj −U +EB = 0. (2.3.54)
Note that heterocellular coupling between type A and B cells in equations (2.3.51)
and (2.3.52) is represented by terms GBA(℘V − [QA]U ) and GBA(ℓU − [QB]V ),
where GBA is the heterocellular coupling coefficient that models the heterocellular
gap junctions between type A and type B cells.
The above heterocellular system can be deduced to the ones of homocellular sys-
tem and a single ring model in their respective domain. These are summarized in the
following remarks.
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Remark 2.3.1. Let GBA = 0. Then, models given by equations (2.3.51) and
(2.3.53) can be deduced to models of a system of homocellular discrete type A cells









+RAi = V −EA. (2.3.56)
where [PA] is a matrix of dimension mrℓ×mrℓ, given by equation (2.3.17) which mod-
els homocellular connections between mrℓ number of type A cells. Indeed, models
given by equations (2.3.55) and (2.3.56) are an extension of the single ring homocel-
lular models given by equations (2.2.9) and (2.2.10). To show this, we check these
models with models given by equations (2.2.9) and (2.2.10), for their consistency.
This is done in the following remark.
Similarly, models of a system of homocellular discrete type B cells of dimensionm℘×r
can be obtained by setting again the heterocellular coupling coefficient GBA = 0, in









+RBj = U −EB, (2.3.58)
where [PB] is a matrix of dimension m℘r ×m℘r, and is given by equation (2.3.41).
Remark 2.3.2. To get for type A cells the single ring models given by equations
(2.2.9) and (2.2.10) from equations (2.3.55) and (2.3.56), set the coupling coefficient
between the cells along the arterial axis to be G̃A = 0, and the number of cells along
the arterial axis as rℓ = 1.





2(ĜA + G̃A) −G̃A 0 · · · 0 −G̃A







−G̃A 0 0 · · · −G̃A 2(ĜA + G̃A)

rℓ×rℓ





−ĜA 0 · · · 0










0 0 · · · 0





0 0 · · · 0

rℓ×rℓ
→ [−ĜA]1×1 → [0]1×1
= −ĜA, = 0. (2.3.60)
By substituting equations (2.3.56) and (2.3.60) into equation (2.3.17) we have
[PA] =

[TA] [HA] [0A] · · · [0A] [HA]












2 −1 0 · · · 0 −1











where [A] is given by equation (2.2.11).
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Thus, we have deduced homocellular coupling matrix [PA] of dimension mrℓ×mrℓ to
homocellular matrix [A] of dimension of m×m, the matrix for the single ring. This
proves the result. A similar proof can be shown for type B cells.
From Remark 2.3.1 and Remark 2.3.2 we have shown the deduction of heterocel-
lular discrete system into homocellular discrete system, and is followed by the single
ring model of circumferentially coupled discrete cells. These confirm the consistency
of our models that can be applied at any situation based on the geometry.
Remark 2.3.3 Non-dimensional form of the system given by equations (2.3.51)-
(2.3.54) can be shown by following the detail method of non-dimensionalization de-








+ z − gB(u) + [PB]u +GBA(ℓu − [QB]v) = J , (2.3.63)
dw
dt
+ γAw = v − pA, (2.3.64)
dz
dt
+ γBz = u − pB, (2.3.65)
where [PA] = R̃[PA] and [PB] = R̃[PB], see section 2.3.4 for definitions of all non-
dimensional variables and parameters, and for the method of non-dimensionalization.
In the following section we will drive a system of reaction-diffusion type of equations
for heterocellular connections between type A and type B cells, by using equations
(2.3.62)-(2.3.65).
2.3.3 Derivation of Reaction-Diffusion Type Equations
In this section, we will introduce a spatial variable in the direction of the arterial axis
whilst the discrete behaviour around the circumference of the artery has been kept
unchanged. In other words, cells around the circumference are discrete as well as
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they are continuous in the axial direction. This will reduce the order of complexity
of the system given by equations (2.3.62)-(2.3.65) by a considerable amount while it
will capture the same dynamics of the original system. Hence, we treat the resultant
system as a 1-dimensional one as it is modelled with a unique spatial variable, and
simultaneously, it captures a cylindrical geometry as cells are discrete around the
circumference and are assigned with the period boundary conditions:






1 , ∀k = 1, . . . , rℓ; (2.3.66)






1 , ∀ȷ = 1, . . . , r, (2.3.67)
Hence, for this, we respectively treat the coupling coefficients in the circumferential
and axial direction as homogenous and inhomogeneous. Thus, from equations (2.3.3)
and (2.3.30), for homogeneity, we have
Ĝkn = Ĝ
k
n+1 = ĜA, (2.3.68)
Ĝȷı = Ĝ
ȷ
ı+1 = ĜB. (2.3.69)
Further, since the coupling coefficients of type A and type B cells along the arterial
axis are inhomogeneous (due to the assumption), by applying Taylor’s series expansion
we have
G̃k+1n (x







n + · · · , (2.3.70)
G̃ȷ+1ı (x







ı + · · · , (2.3.71)
where δ and ζ are respectively width of type A cell and length of type B cell. Further,
each spatial point in the type A and type B cell’s domain is respectively defined by
x′ = hδ, x′′ = hζ, h = 1, 2, . . . . (2.3.72)
Note that we will write different length scales x′ and x′′ into a unique length scale x
later in this derivation.
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Since the membrane potential varies in the spacial direction, again by using Tay-






















n − · · · ,
...
V k−1n (x





n − · · · ,
V k+1n (x








































ı − · · · ,
U ȷ+1ı (x







ı + · · · ,
(2.3.74)
where ℓ is assumed as an odd number, and hence there are (ℓ−1)/2 number of terms
exist on both side of V kn . Note that we needed expansion for the membrane potential
of (ℓ − 1) terms as ℓ number of type A cells along the spatial direction are coupled
to a single type B cell.
Since we allow spatial variation only in the direction of the arterial axis, we will
find only the spatial terms (̃ikn − ĩk+1n ) and (j̃ȷı − j̃ȷ+1ı ) respectively appeared in equa-
tions (2.3.1) and (2.3.28) as they model currents through gap junctions in the axial
direction. Therefore, we will replace the corresponding term G̃A(V
k−1
n − 2V kn +V k+1n )
in equation (2.3.7) and G̃B(U
ȷ−1
ı − 2U ȷı +U ȷ+1ı ) in equation (2.3.34) by spatial terms,
and we will leave rest of the terms unchanged.
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For this, we have
ĩkn − ĩk+1n = G̃kn(V k−1n − V kn )− G̃k+1n (V kn − V k+1n ), (2.3.75)
j̃ȷı − j̃ȷ+1ı = G̃ȷı(U ȷ−1ı − U ȷı )− G̃ȷ+1ı (U ȷı − U ȷ+1ı ), (2.3.76)
Now, by comparing equations (2.3.70)-(2.3.76) we have




















Thus, as mentioned above, by substituting equations (2.3.77) and (2.3.78) for terms
G̃A(V
k−1
n − 2V kn + V k+1n ) and G̃B(U ȷ−1ı − 2U ȷı +U ȷ+1ı ) respectively in equation (2.3.7)




+ ikn + FA(V
k
n )− ĜA(V kn−1 − 2V kn + V kn+1) + GBA






























ı−1 − 2U ȷı + U
ȷ
ı+1) + GBA






















ı − U ȷı + EB = 0. (2.3.82)
Since equations (2.3.79) and (2.3.81) are modelled with continuous terms, we do not
further require the spatial index k of type A cell and ȷ of type B cell. However, the
summation in equation (2.3.81) for type A cellular membrane potential varies in the
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spatial direction, and for any ȷ, it is just an addition of ℓ number of terms.
Therefore, by using equation (2.3.73), we find for any ȷ the summing term in terms




















= ℓV kn + δ
2
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Now, by comparing equations (2.3.79)-(2.3.83) and omitting the spatial indices; k and













































+RBjı = Uı − EB, (2.3.87)
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As mentioned before, the 2 different length scales, x′ and x′′, can be transformed into
a single length scale x. It will be done at a later stage of this derivation. Hence, as
we expected at the beginning of modelling of heterocellular connection, the first term
on the right hand side of the equation (2.3.86) interprets a resultant spatial effect of
ℓ number of type A cells on a single type B cell, along the direction of the arterial axis.
Since there are respectively m and m℘ number of type A and type B cells in the
arterial ring, we will write a similar system of equations satisfying the membrane
potential of such number of cells around the circumference of the artery. That is, the
resultant system of equations will interpret variation of membrane potential of a ring
of discrete cells coupled via heterocellular connections along the arterial axis.




V1, ı = 1;
...
V1, ı = ℘;
V2, ı = ℘+ 1;
...
V2, ı = 2℘;
...
...
Vm, ı = (m− 1)℘+ 1;
...
Vm, ı = m℘;




















0 · · · 0 1 0 · · · 0
0 · · · 0 1 0 · · · 0
... · · · ... ... ... · · · 0





















U1 + U2 + · · ·+ U℘, n = 1;
U℘+1 + U℘+2 + · · ·+ U2℘, n = 2;
...
...
U(m−1)℘+1 + U(m−1)℘+2 + · · ·+ Um℘, n = m;




1 1 . . . 1︸ ︷︷ ︸
℘ times
0 0 . . . 0︸ ︷︷ ︸
℘ times
. . . 0 0 . . . 0︸ ︷︷ ︸
℘ times
0 0 . . . 0︸ ︷︷ ︸
℘ times
1 1 . . . 1︸ ︷︷ ︸
℘ times






0 0 . . . 0︸ ︷︷ ︸
℘ times
0 0 . . . 0︸ ︷︷ ︸
℘ times






Now, for the full system, n = 1, . . . ,m and ı = 1, . . . ,m℘, we write a system of
similar models of type given by equations (2.3.84)-(2.3.87). By substituting equations
(2.3.89) and (2.3.93) into the resultant equations, and by applying periodic boundary








































+RBj = U −EB, (2.3.98)
where
V = [V1 V2 . . . Vm]
T , U = [U1 U2 . . . Um℘]
T ,
i = [i1 i2 . . . im]
T , j = [j1 j2 . . . jm℘]
T ,
I a = [Ia1 I
a
2 . . . I
a
m]
T , J = [Ja1 J
a




F (V ) = [F (V1) F (V2) · · ·F (Vm)]T , F (U ) = [F (U1) F (U2) · · ·F (Um℘)]T ,





2 −1 0 . . . 0 −1
−1 2 −1 . . . 0 0
...
...
. . . · · · ... ...





with e = m,m℘, and
G(x̂) =

G1(x̂) 0 · · · 0










x′, for e = m,
x′′, for e = m℘.
(2.3.101)
Now, from equation (2.3.72), each spatial point in type A and type B cell domain is
respectively defined by x′ = hδ and x′′ = hζ, h = 1, 2, . . .. Thus,
x′′ = ℓx′, ℓ = ζ/δ. (2.3.102)
Hence, each spatial point in the type B cell domain can be modelled to be ℓ multiple
of the corresponding point in the type A cell domain. This is true under the assump-
tion that there is no spatial gaps between type A cells, and gap junctions between
them are fully opened through cellular membranes.
Let us define x′ = x̃. Then, we have x′′ = ℓx̃. Therefore, with the help of change of






































+RBj = U −EB. (2.3.106)
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Hence, the resultant system is derived in a unique length-scale (domain with spatial
variable x̃) even though they are originally itself defined in 2 different length-scales
(domains with spatial variable x′ and x′′). Further, from equations (2.3.97) and
(2.3.105), we note that in the unique length scale domain, the membrane potential
variation coefficient (PVC) of type B cell as ℓ multiple of it’s PVC in the original
domain. Therefore, the original PVC in the domain of type B cells can be found
by finding PVC in the unique length-scale domain via scaling by 1/ℓ. Equations
(2.3.103)-(2.3.106) model the heterocellular connections between m number of type
A and m℘ number of type B discrete cells around the circumference of the arterial
ring, as well as the heterocellular connections of continuous cells along the arterial
axis.
2.3.4 Non-dimensionalisation of Heterocellular Models
In this section, we will transform the system given by equations (2.3.103)-(2.3.106)
into a non-dimensional form by defining number of variables and parameters.
Firstly, we define
W̃ = max{V̂ , Û}, (2.3.107)
where, as define in equation (2.2.12),
V̂ = max{V̂1, V̂2, . . . , V̂m},
and V̂i, i = 1, . . . ,m, is the highest stable solution of the corresponding differential
equation: dVi
dτ
= −FA(Vi), with FA(Vi) = Vi(1− Vi)(Vi − αA). Similarly,
Û = max{Û1, Û2, . . . , Ûm℘},




= −FB(Uj), with FB(Uj) = Uj(1 − Uj)(Uj − αB), see [70] for
non-dimensionalisation of a single FHN system. Note that FA(Vi) and FB(Uj) are
differentiated by parameters αA and αB.
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Secondly, to keep for both type A and type B cellular domains a common unique time
scale, we define the followings:
L̃ = max{LA, LB}, R̃ = min{R̂A, R̂B}, (2.3.108)
where, again as define in equation (2.2.12),
R̂A = min{R̄1, R̄2, . . . , R̄m}, R̂B = min{R̆1, R̆2, . . . , R̆m℘},
and R̄i and R̆j are passive resistance of nonlinear time varying components FA(Vi)












see [70] for non-dimensionalisation of a single FHN system.
Remark 2.3.4 We have chosen V̂ and Û so that the maximum of V̂is and Ûjs,
respectively, where i = 1, . . . ,m and j = 1, . . . ,m℘, as the highest stable solution of
the membrane potential of each cell not to become simultaneously zero. Hence, W̃
can not be a zero potential that allows us to have a well defined system as dimen-
sionless models will be derived by scaling equations (2.3.110) and (2.3.112) using the
factor R̃/Ŵ .
Remark 2.3.5 The variation of membrane potential can be studied with respect to
a small time scale as the dynamics of the cell system changes more rapidly with time.
Therefore, to have a small dimensionless time scale t defined by equation (2.3.109),
R̃ and L̃ are respectively chosen as a minimum and maximum of their corresponding
terms, R̂s and Ls, in equation (2.3.108). Hence, the resultant system is modelled with
the small dimensionless time scale corresponding to a fixed dimensional time τ .
By using equations (2.3.107) and (2.3.108) we write
V = W̃v , U = W̃u , τ =
L̃
R̃
t, x̃ = lx, (2.3.109)
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where l is the characteristic length of the arterial segment. Hence, variables v ,u , t
and x are now dimensionless.
Now by multiplying equations (2.3.103) and (2.3.105) by R̃/W̃ , and by substitut-



































































+RBj = W̃u −EB. (2.3.113)






































































































+ γBz = u − pB. (2.3.119)
Equations (2.3.116)-(2.3.119) interpret the non-dimensional form of equations (2.3.103)-
(2.3.106).
Remark 2.3.6 The heterocellular coupling coefficient DAB in equation (2.3.115)












Remark 2.3.7 As stated in Remark 2.3.3, dimensionless form of the discrete het-
erocellular models, equations (2.3.51)-(2.3.54), can be shown as equations (2.3.62)-
(2.3.65) by applying the same technique and, definitions of variables and parameters
as described here in this section, with r = 1 (indicates only a single type B cell along
the arterial axis) and DA = DB = DAB = 0.
2.4 Summary
This chapter has described in detail a comprehensive mathematical modelling tech-
niques of both homocellular and heterocellular communication between 2 different
types of human cells (type A resembles smooth muscle cells, and type B resembles
endothelial cells), in terms of their cellular membrane potential.
Firstly, we have derived a system of discrete models for homocellular connections
between type A cells around the circumference of an arterial ring. The ring shape
was conceptually crated by allowing the same cellular current between the first and
last cells around the circumference. Discrete models of the ring of cells were then
extended to a system of reaction-diffusion type of equations in 1-dimension, by ho-
mogenising the ring along the arterial axis. Hence, the resultant system of equations
modelled both a finite number of discrete cells around the circumference and an infi-
nite number of cells (continuous cells) along the axis of the artery. Then, we coupled
both type A and type B cells and derived initially a system of complete discrete mod-
els for heterocellular communication. Moreover, a system of reaction-diffusion type
of equations were also derived for heterocellular signalling between type A and type
B cells. In addition, the non-dimensionalisation technique of a single FHN system de-
scribed in [70] was extended for the non-dimensionalisation of our multi-dimensional
homocellular and heterocellular FHN models.
The system of models we have derived here is a multidimensional one and, hence,
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the complexity of the problem is substantially high when the number discrete cells
around the circumference increases. In other words, we have thousands of reaction-
diffusion type of equations, even though they have continuous characteristic along
the arterial axis. Therefore, solving such massive number of equations is analytically
impossible, and it is cost in computational time even under an application of a nu-
merical techniques. This is one of the reasons we are motivated to construct a few
number of continuous models instead of using large number of discrete models. In
the next chapter, we have achieved this by developing fully continuous lattice models
in 2-dimension.
Chapter 3
Development and Description of
2-Dimensional Lattice Models
3.1 Introduction

















+Ri = V −E . (3.1.2)
In Equation (3.1.1) the term ĜAV modelled the coupling between m number of
discrete type A cells around the circumference, θ, of an arterial ring, under the as-
sumption that the cells in the θ-direction are homogeneous. In this direction the
conductance of gap junctions, Ĝ, between type A cells was taken to be homogeneous
(refer to Equation (2.2.19) in Section 2.2.3). Similarly, models of the heterocellular
communication between type A and type B cells (see Equations (2.3.103)-(2.3.106))
were also derived based on the same assumption. However, this assumption mod-
els thousands of equations of types (3.1.1) and (3.1.2) for a large m due to the real
world situation of the existence of thousands of cells around the arterial circumfer-
ence. Moreover, the number of equations in the case of heterocellular communication
is double that of the number of equations of the homocellular communication. As
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mentioned in Section 2.4, the order of complexity of the problem increases as number
of cells around the circumference increases. Therefore, in this chapter we lift the
θ-direction of the cylindrical geometry (see Figure 2.1) along the spatial direction y
of the Cartesian coordinates to form a two-dimensional lattice, which considerably
reduces the number of equations.
In Sections 4.2 and 3.3 we will derive lattice models in two-space dimensions for
the homocellular and heterocellular signalling among and between type A and type
B cells, respectively.
3.2 2-D lattice models for homocellular communi-
cation
Figure 3.1 shows a lifted cylindrical domain in the form of a lattice in two-dimension.
By applying Kirchhoff’s and Ohm’s laws to the (n, k)th center cell in Figure 3.1,
respectively, we have












n−1 − V kn ), îkn+1 = Ĝkn+1(V kn − V kn+1), (3.2.3)
where notations in Equations (3.2.1)-(3.2.3) are defined in Section 2.2.3.
Let us assume the domain in Figure 3.1 is nonhomogeneous. Then, we have Ĝkn ̸=
Ĝkn+1 and G̃
k+1
n ̸= G̃kn. Assume a conductance Gkn(x, y) to be exist at the center
node (n, k). This assumption allows to model conductance (Ĝ s and G̃ s) around the
(n, k)th cell in terms of the unique conductance Gkn(x, y), Hence the distance between




n+1 would be a half of the cell length, η, in the y-direction.
Similarly, G̃nk and G̃
k
n+1 along the x-direction can be separated by the half of the cell
width, δ, from Gkn(x, y). We apply this assumption on the modelling Equation (3.2.4).
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Figure 3.1: Schematic shows the lifted cylindrical geometry (θ → y) of Figure 2.4. All
notations are used in Figure 2.4 and in Section 2.2.3. The (n, k)th type A cell has been
modelled by an FHN analogue. Homocellular gap junctions between cells along the x and
y axes are denoted by blue and red blocks, respectively.
By applying Taylors Series expansion for both membrane potential and conductance
we have


















n(x, y) + · · · ,


















n(x, y) + · · · ,
















n(x, y) + · · · ,





















V k−1n (x, y, t) = V
k





n (x, y, t) + · · · ,
V k+1n (x, y, t) = V
k
n (x, y, t) + δ∂xV
k





n (x, y, t) + · · · ,
V kn−1(x, y, t) = V
k





n (x, y, t) + · · · ,
V kn+1(x, y, t) = V
k
n (x, y, t) + η∂yV
k





n (x, y, t) + · · · ,

(3.2.5)
where δ and η are respectively the width and length of a single type A cell.
By substituting Equations (3.2.4) and (3.2.5) into Equation (3.2.2) we have




















Similarly, by substituting Equations (3.2.4) and (3.2.5) into Equation (3.2.3) we have













+ ikn + F (V
k








n − E. (3.2.9)






























n − E. (3.2.11)
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As membrane potential in the domain is modelled at an arbitrary (n, k)th cell, we do
not need further the indices n and k and hence we rewrite Equations (3.2.10) and
























+Ri = V − E. (3.2.13)
Equations (3.2.12) and (3.2.13) model the membrane potential of continuous type
A cells in both x and y directions. In the following section we will transform these
models to their non-dimensional forms.
3.2.1 Non-dimensionalisation of 2-D homocellular models
We apply the same method in Section 2.2.2 for a non-dimensionalisation of models
given by Equations (3.2.12) and (3.2.13). For this, let us define
V = V̂ v, t = R̂τ/L,
x = δx′, y = ηy′.
(3.2.14)
where V̂ is the highest stable solution of the differential equation: dV
dτ
= −F (V ) and
R̂ is defined by R̂ = 1/F ′(V )|V=0 (see [70]).
By multiplying Equation (3.2.12) by R̂/V̂ and substituting Equation (3.2.14) into

































+Ri = V̂ v − E. (3.2.16)
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+ γw = v − p, (3.2.18)
where the non-dimensional variables x′ and y′ are again replaced by x and y in




, g(v) = − R̂
V̂
F (V̂ v), w =
R̂
V̂












Remark 3.1 For D = 0, models of Equations (3.2.17) and (3.2.18) can be deduced
to a single cell FHN models.
Remark 3.2 For D = constant ̸= 0, the right hand side of the equation (3.2.17)
can be deduced to D∇2v, where ∇ is the 2-dimensional Laplace operator.
Remark 3.2 One can observe from the term GAv in Equation (2.2.33), describ-
ing coupling between discrete cells around the circumference of the artery has been




) in Equation (3.2.17) of continuous cells.
3.3 2-D lattice models for heterocellular commu-
nication
Let (x′, y′) and (x′′, y′′) be the spatial coordinates of the domain of type A cells and
type B cells, respectively, for the derivation of two-dimensional lattice models for
heterocellular communication between type A and type B cells.
By recalling models of Equations (2.3.1) and (2.3.28) we have for type A and type B
86
cells, respectively:














For type A cells, we obtain from Equations (3.2.6) and (3.2.7):



















We can write similar equation of type (3.3.3) for type B cells by following the same
method of derivation in Section 4.2 hence we have





















where ζ and ς are length and width of a single type B cell, respectively.








ı − V kn ) = GBA











ı − V kn ) = GBA
 n℘∑
ı=(n−1)℘+1
U ȷı − ℘V kn
. (3.3.6)
From equation (2.3.83), we have
ȷℓ∑
k=(ȷ−1)ℓ+1































Now, we will find a relation for the summation on the righthand side of the Equation
(3.3.6). Consider the (n, k)th type A cell, coupling with ℘ number of type B cells
(from cell (n − 1)℘ + 1 to n℘) along the y-direction (see Figure 2.5(c)). Therefore,
one can observe a (℘− 1)/2 type B cells to be exists on both side of the (ı, ȷ)th type
B cell in the y-direction, where ℘ is assumed to be an odd number. Hence, we need








and the summation is just an addition of ℘ number
of terms for any j.





















ı − · · · ,
...
U ȷı−1(x





ı − · · · ,
U ȷı+1(x





























ı + · · · .

(3.3.10)
From Equation (3.3.10) the summation on the righthand side of the Equation (3.3.6)
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+ · · ·+ U ȷı−1 + U ȷı + U
ȷ





= ℘U ȷı + ς
2
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+ ikn + FA(V
k






+ jȷı + FB(U
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ı − EB. (3.3.17)




+ ikn + FA(V
k
n ) + ℘GBA(V
k



























Similarly, for type B cells, by substituting Equations (3.3.4), (3.3.8) and (3.3.15) into




+ jȷı + FB(U
ȷ
ı ) + ℓGBA(U
ȷ


























Since Equations (3.3.16)-(3.3.19) model an arbitrary type A and an arbitrary type B






























































+RBj = U − EB. (3.3.23)
From Equations (3.3.20) and (3.3.21) we see that type A and type B cells have been
modelled with their corresponding length-scales: (x′, y′) and (x′′, y′′), respectively. We
transform the domain of type A and type B cells into a domain of unique length-scale,
(x̃, ỹ), to avoid using different length-scales.
As defined in Equation (2.3.102), spatial points of type A and type B cells with
respect to the corresponding domain can be defined, respectively:
(x′, y′) = (h1δ, h2η), (x
′′, y′′) = (h1ζ, h2ς), h1, h2 = 1, 2, . . . . (3.3.24)
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Since η = ℘ς and ζ = ℓδ, from Equation (3.3.24), we have
x′′ = ℓx′, ℓ = ζ/δ,
y′ = ℘y′′, ℘ = η/ς.
(3.3.25)
Let us assume x′ = x̃ and y′′ = ỹ. Then Equation (3.3.25) can be written as
x′′ = ℓx̃, ℓ = ζ/δ,
y′ = ℘ỹ, ℘ = η/ς.
(3.3.26)
From Equation (3.3.26) we have
(x′, y′) = (x̃, ℘ỹ), (x′′, y′′) = (ℓx̃, ỹ). (3.3.27)
By applying Equation (3.3.26) and transformations in Equation (3.3.27) to the spatial


























































+RBj = U − EB, (3.3.31)
Equations (3.3.28) and (3.3.29) show modelling of type A and type B cells in the do-
main of unique length-scale, (x̃, ỹ). One can also observe that the potential variation
coefficients (PVCs): GA(x̃, ℘ỹ) and GB(ℓx̃, ỹ) of type A and type B cells in the new
domain to be a uni-directional multiple of PVCs of cells in their original domain. Here
the scaling of GA and GB by ℘ and ℓ, respectively, only in a single direction is meant
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by the term ‘uni-directional multiple’. Moreover, the last term on the right hand
side of Equations (3.3.28) and (3.3.29) respectively models the spatial effect on one
type cell by the other only in one-direction due to the heterocellular communication
between them, as mentioned above.
3.3.1 Non-dimensionalization of 2-D heterocellular models
For the non-dimensionalisation of heterocellular models of Equations (3.3.28)-(3.3.31),
first we define
Ŵ = max{V̂ , Û}, (3.3.32)
where, as define in Equation (3.2.14), V̂ is the highest stable solution of the differ-
ential equation: dV
dτ
= −FA(V ) with FA(V ) = V (1 − V )(V − αA) for type A cell.
Similarly, Û is the highest stable solution of the differential equation: dU
dτ
= −FB(U)
with FB(U) = U(1 − U)(U − αB) for type B cell (see [70]). Note that FA(V ) and
FB(U) are differentiated by parameters αA and αB.
Second we define the following parameters to have a unique time scale t for both
type A and type B cells:
L̂ = max{LA, LB}, R̂ = min{R̂A, R̂B}, (3.3.33)
where R̂A is a passive resistance of nonlinear time varying components FA(V ) and
is defined by R̂A = 1/F
′
A(V )|V=0, see [70]. Similarly, R̂B is a passive resistance of
nonlinear time varying components FB(U) and is defined by R̂B = 1/F
′
B(U)|U=0.
By using Equations (3.3.32) and (3.3.33) we define
V = Ŵv, U = Ŵu , τ =
L̂
R̂
t, x̃ = δx, ỹ = ςy. (3.3.34)
Hence, variables v, u, t, x and y in Equation (3.3.34) are now dimensionless.
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By multiplying Equations (3.3.28) and (3.3.29) by R̂
Ŵ
and by comparing with Equa-






















































































+RBj = Ŵu− EB. (3.3.38)






















































































































Parameters DABA and DABB in Equations (3.3.43) and (3.3.44) can be shown dimen-






















Equations (3.3.39)-(3.3.42) are the dimensionless form of 2-dimensional models for
heterocellular communication between type A and type B cells. Dimensional form
of variables and parameters are defined by equations (3.3.34) and (3.3.43)-(3.3.45).
These models can be deduced to the ones derived for homocellular communication,
as stated in the following remark.
Remark 2.3.4 Let us set DABA = DABB = 0 and L̂ = LA = LB. Then we have
βA = βB = 1 and Equations (3.3.39) and (3.3.41) can be deduced to homocellular
models of type A cells of Equations (3.2.17) and (3.2.18). Similarly, models for the
homocellular communication between type B cells can be deduced from Equations
(3.3.40) and (3.3.42) under the above assumption.
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3.4 Summary
In this chapter we developed a system of two-dimensional lattice models for cellular
membrane potential, describing both homocellular and heterocellular communication
between type A and type B cells. These models were derived in the respective cellular
domain and then transformed to a domain of unique length-scale. A detail derivation
of non-dimensional models for both cellular communication was also provided. A
suitable choice of parameters during non-dimensionalisation made the system with a
unique time-scale. As described previously, derivation of lattice models reduced the
complexity (in terms of number of variables) of the one-dimensional homocellular and
heterocellular models derived in Chapter 2.
In the following chapter, we will analyse multiple-scale structure (micro and macro)
of the arterial domain by applying mathematical homogenisation theory on the one-





In this chapter, we study a multiple scale phenomena of an arterial segment using
one- and two-dimensional homocellular coupled systems developed in Chapters 2 and
3, respectively. For this, we carry out multiple scale analysis and apply the theory of
mathematical homogenisation. For a detail advanced theory of homogenisation using
asymptotic expansion and other methods the reader can refer [13], [45], [60], [94], [95].
In the method of homogenisation we will have two scales; microscopic and macro-
scopic scales. An arterial segment is assumed to be in the macroscopic-scale while
the microscopic-scale is assigned to an individual cell domain. Further, we assume
the microscopic dimension to be smaller than that of the characteristic dimension of
the arterial segment and cells are period. In addition, the microscopic-scale is distin-
guished by a small parameter ε. The parameter ε refers the cell size such as width or
length of the cell. In Chapter 2, we have used the parameters δ and η as the type A
cell width and cell length, respectively. However, in this chapter we will use a formal
asymptotic expansion for homogenisation and the parameters δ and η are replaced by
the parameter ε in an appropriate way for a conventional writing of the asymptotic
expansion. Figure 4.1 (a) shows a two-dimensional regular arrangement of square
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Figure 4.1: Schematic shows (a) periodic structure of a heterogenous medium in two-
dimensional macroscopic domain, Ω, consisting number of regular square cells and (b) a
single cell, which interprets the microscopic domain, Λ, after scaling by 1/ε. The scaled
single cell sketched in (b) is now regarded to be the unit-cell in two-dimension.
cells in the macroscopic domain, Ω. The domain of a single cell in Ω is regarded as a
microscopic domain, Λ, and is scaled by 1/ε (see Figure 4.1 (b)). Hence, Λ interprets
the unit-cell problem, which will lead to study the effects on Ω.
In the microscopic structure (based on our models derived in Chapter 2) each cell
is connected via gap junction, which allows signals to transmit to the neighbouring
cells due to a kind of physiological process (see Remark 2.1). Thus, it is physiologi-
cally relevant to assume that diffusion-type phenomena to be high in the cytosol of a
human cell compared to that of the same phenomena in the cellular membrane. How-
ever, models incorporating cellular pumps may modify this based on the geometry of
the cellular domain. Therefore, we are motivated to assume a suitable diffusion-type
patterns for cellular communication so that they approximate a general diffusing pat-
tern. Figure 4.2(a) shows an appropriate variations of diffusion-type functions. Figure
4.2(b) shows a possible approximations for the variation of general diffusion shown in
Figure 4.2(a). We will explain these models (based on the cellular geometry) later in
this chapter and use them to derive an effective potential variation coefficient (PVC)
and a solution for the unit-cell problem.
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The mathematical theory of homogenisation has been applied to a heterogeneous
medium and hence the process of homogenisation develops macroscopic equations
from the microscopic equations. In particular, for a reaction-diffusion type equation
(a) A general diffusing-type pattern in Ω
(b) Approximated versions of the general diffusion-type pattern in the unit
cell as the (i) zeroth- and (ii) first-order spline, where z denotes the spatial
direction in Λ
Figure 4.2: Schematic of (a) an axial diffusion in Ω where σ denotes the half-membrane
width as the other half is shared with the neighbouring cell, (b) possible approximated
versions of diffusing-type pattern (plotted in Figure 4.2(a)) in Λ. A relevant description of
Figures 4.2(b)(i) and 4.2(b) (ii) is given in Sections 4.2.1 and 4.3.2.2, respectively.
in one-dimension, the macroscopic-diffusion, D(x), is derived from the microscopic-
diffusion, D(z), by applying the homogenisation theory, where x and z are the macro
(slow-scale) and micro (fast-scale) variables, respectively. However, in our modelling,
we begin with PVC of both fast- and slow-scales rather than assigning only in the
fast-scale and obtain PVC in the slow-scale. This assumption allows to incorporate
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a neighbouring coupling effect of microscopic variation as a small fraction of the
macroscopic variation.
4.2 Homogenisation of 1-D models
In this section we consider partially homogenised one-dimensional models of cellular
communication under the assumptions and justifications described in Section 2.2.
For simplicity, we re-write models of a single cell (the nth cell of m’s around the
















+ γwn − vn = p, (4.2.2)
where g(vn) = vn(1 − vn)(vn − α), 0 < α < 1, and other parameters are defined
in Chapter 2. Furthermore, we apply periodic boundary conditions: v0 = vm and
vm+1 = v1, respectively for the first (n = 1) and the last (n = m) cells.
Let us define the microscopic variable (fast-scale variable), z ∈ Λ, in terms of macro-
scopic variable (slow-scale variable), x ∈ Ω (see Figure 4.1 for the domains definition)
such that z = x/ε, ε ≪ 1. Note that we treat the domains Ω and Λ to be one-
dimensional.
Let us assume that the membrane potential varies in different length-scales. Then,
we use the formal asymptotic expansion in ε for vn and wn and hence we have:
vn(x, z, t) = vn,0(x, z, t) + εvn,1(x, z, t) + ε
2vn,2(x, z, t) + · · · , (4.2.3)
wn(x, z, t) = wn,0(x, z, t) + εwn,1(x, z, t) + ε
2wn,2(x, z, t) + · · · , (4.2.4)
where (.)n,i, i = 1, 2, . . ., is the i
th-order component of the membrane potential of
the nth-cell and ε is assumed to be the same for all ns. As stated in Section 4.1,
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D = D(x, z).
By substituting Equations (4.2.3) and (4.2.4) into Equations (4.2.1) and (4.2.2), and
























































− g(vn,0) + wn,0 − In −G(vn−1,0 − 2vn,0 + vn+1,0), (4.2.7)
and for O(ε−2) we have an equation for the recovery variable ωn,0:
∂wn,0
∂t
= vn,0 − γwn,0 − p. (4.2.8)











dz = 0. (4.2.9)














dz = 0. (4.2.10)







dz = 0, (4.2.11)
Now, by positivity of integral we deduce from equation (4.2.11)
vn,0 = vn,0(x, t). (4.2.12)
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We observe from Equation (4.2.12) that the zeroth-order component of the membrane
potential, vn,0, of the n
th cell to be only a possible function of macroscopic variable
x, but not a function of microscopic variable z. Therefore, we see vn,0 to be a ho-
mogenised model, as it is independent of z = x/ε.











where χn(x; z) is the solution of the unit-cell problem defined by Dn and it is a 1-
periodic in z. Definition given by Equation (4.2.13) is valid under the application of











ϕ ∈ L2∗(Λ),∇ϕ ∈ L2∗(Λ)N
}
.
Let f(z) ∈ L2∗(Λ) be a periodic function. There exists a solution in H1∗ (unique up to
an additive constant) of{
−div(D(z)∇χ(z)) = f, in Λ,
z → χ(z), Λ-periodic,









f(z)dz = 0 by 1-periodicity. Hence, the conven-
tional definition given by Equation (4.2.13) becomes possible.



























By integrating Equation (4.2.15) twice over the domain Λ we have








dz + g(x), (4.2.16)
where f(x) and g(x) are arbitrary functions generated by z.
By applying the 1-periodic boundary condition on χn(x; z):
χn(x; 0) = χn(x; 1), (4.2.17)
we show f(x) = 0. Hence, from Equation (4.2.16) we have




One can observe that the first-order term vn,1 of the membrane potential to ba a
function of both macroscopic and microscopic scales.
Now by substituting equation (4.2.18) into equation (4.2.7) and by integrating over

































− g(vn,0) + wn,0 − In −G(vn−1,0 − 2vn,0 + vn+1,0).
(4.2.19)



























− g(vn,0) + wn,0 − In −G(vn−1,0 − 2vn,0 + vn+1,0), (4.2.20)
where wn,0 = wn,0(x, t).
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We note that the second term on the left-hand side of the Equation (4.2.20) van-
























and is the effective PVC of the homogenised problem.
The effective PVC can be given by a diagonal tensor matrix for a system of m cells
around the circumference of the artery as
D̃ =

















and this diagonal tensor matrix is only due to two scales, x and z. If different micro-
scopic scales between cells are allowed it would then get more non-diagonal general
matrix.
Equation (4.2.21) along with Equation (4.2.8) is the homogenised FHN equation de-
rived from the non-homogenised FHN models given by Equations (4.2.1) and (4.2.2),
where the homogenised or effective PVC is given by Equation (4.2.22).








where f(x) is an arbitrary function of integration.
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By comparing Equations (4.2.22) and (4.2.23) we have
D̃n = f(x). (4.2.24)
Hence, the effective diffusion coefficient is only a possible function of macroscopic
variable and we are now required to find f(x) such that χn(x; z) is 1-periodic in z.







By integrating Equation (4.2.25) with respect to z we get





dz′ − z. (4.2.26)
Hence, from Equation (4.2.26) we have
χ(x; 0) = 0, (4.2.27)





dz′ − 1. (4.2.28)





















dz′ − z. (4.2.31)
Hence, the above results express the macroscopic behavior of the effective PVC
whereas the solution of the unit-cell problem incorporates microscopic characteri-
zation in association with the effective PVC.
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4.2.1 Example
In this section we use the homogenised models given by Equations (4.2.30) and
(4.2.31) to find the effective PVC, D̃, and to construct a 1-periodic solution, χ, for
the unit-cell problem.
Let us assume the general PVC to be a function of both microscopic and macro-
scopic scales (see Figure 4.2(a)), which takes a variable separable form defined by
D(x; z) = λ(x)µ(z). (4.2.32)
The function λ(x) can be chosen in a suitable form (sin function), however for the
time being, we write the Equation (4.2.32) for simplicity, as
D(x; z) = µ(z). (4.2.33)
The Equation (4.2.33) defines a microscopic PVC and we will now seek a suitable
form for µ(z) to interpret PVC for the unit cell.
Suppose we assume that the membrane potential varies from the cytosol to the neigh-
bouring cell through the cellular membrane. Hence we make the following assump-
tions:
(A1) diffusion in the cell membranes, at the microscopic level, can be
modeled as low in magnitude and high in the cytosol,
(A2) diffusion in the cytosol and in the cellular membrane are piecewise
constants,
(A3) the width of the membrane is small enough in size compared to the
width of the unit cell.
Now, by the assumptions (A1) and (A2) we propose a piecewise linear model given
in Figure 4.2(b)(i), where Dmax and Dmin are respectively taken to be the PVC in
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the cytosol and the PVC through the cellular membranes to the neighbouring cells
from the cytosol.
Again, by assumption (A1) we have
Dmin = kDmax, 0 < k << 1. (4.2.34)
Moreover, we assume that the PVC through the cellular membrane in the neighbour-
ing cells is taken to be the same, as the cells are assumed as periodic. Therefore, from
equations (4.2.33) and (4.2.34), we define a piecewise constant function given by,
µ(z) =

kDmax, 0 ≤ z ≤ σ;
Dmax, σ ≤ z ≤ 1− σ;
kDmax, 1− σ ≤ z ≤ 1,
(4.2.35)
where 2σ is the membrane width of the cell and is illustrated in Figure 4.2(b)(i).
Further, by assumption (A3), the width of the membrane, 2σ, is much less than


























2(1− k)σ + k
kDmax
. (4.2.37)
Use of this result in Equations (4.2.30) and (4.2.37) shows
D̃ =
kDmax
2(1− k)σ + k
. (4.2.38)











z, 0 ≤ z ≤ σ;
(1− k)σ + kz
kDmax
, σ ≤ z ≤ 1− σ;
z − (1− k)(1− 2σ)
kDmax
, 1− σ ≤ z ≤ 1.
(4.2.39)
By substituting Equations (4.2.38) and (4.2.39) into Equation (4.2.31), we have a
1-periodic solution for the unit-cell problem given by
χ(x, z) =

az, 0 ≤ z ≤ σ;
bσ(1− 2z), σ ≤ z ≤ 1− σ;





2(1− k)σ + k
− 1 and b = (1− k)(1 + a) (4.2.41)
(see Figure 4.3(c) for the 1-periodic solution of Equation (4.2.13)).





2(1− k)σ + k
> 1, (4.2.42)
That is, we get
Dmin < D̃. (4.2.43)











= 1− 2σ(1− k)
2(1− k)σ + k
. (4.2.45)
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From Equations (4.2.34), (4.2.36) and (4.2.45) we reduce to
D̃ < Dmax. (4.2.46)
Hence, from Equations (4.2.43) and (4.2.46) we have
Dmin < D̃ < Dmax. (4.2.47)
As we expected at the initial stage of developing the example, one can observe from
the Equation (4.2.47) that the effective PVC to be within the range of PVCs in the
cytosol and cellular membrane.
Figure 4.3: Schematic of (a) PVC in the macroscopic domain via the pattern of PVC in the
unit-cell (zeroth-order spline, see Figure 4.2(b)(i)), (b) the variation of the effective PVC as
a function of different cellular membrane width (see Equation (4.2.38)) and (c) the solution,
χ, for the unit-cell problem.
Moreover, from Equation (4.2.38), we conclude that D̃ → Dmax as σ → 0 (see
Figure 4.3(b)). This result shows us, for a cell with a very thin membrane layer,
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the effective PVC via the membrane to the neighbouring cells is high in magnitude
and is almost everywhere the same as in the cytosol. Similarly, for a cell with a
thick membrane, the effective PVC is low in magnitude as in the membrane, because
D̃ → Dmin as 2σ → 1 (i.e, the membrane width → the width of the unit cell) (see
Figure 4.3(b)). We note that Figure 4.3(b) interprets variation of effective PVC with
respect to different membrane width and hence this variation cannot be confused with
the constant effective PVC of a particular cell. That is, a cell with thick and thin
cellular membrane experiences low and high effective PVC, respectively. Further,
in Equation (4.2.45), D̃ → Dmax as k → 1 and is true by our definition given by
Equation (4.2.34). In addition, from Equations (4.2.34) and (4.2.38), D̃ → 0 as
Dmin → 0. That is, the macro-domain cannot be predicted with PVC and hence
no further communication between cells along the arterial axis. This result can be
verified by Equation (4.2.21) as the system becomes decoupled in the axial direction
as the effective PVC approaches zero. Therefore, the PVC model of the microscopic
domain may be considered as a relevant model, as it provided appropriate results
based on the effective PVC.
4.3 Homogenisation of 2-D Lattice Models
In this section we derive a homogenised version of models of Equations (3.2.17) and






















= v − γw − p. (4.3.2)
For the derivation of homogenised models, we consider two different scenarios based
on different assumptions. We show a full derivation of homogenised models for both
scenarios. For this, each cell is considered as a two-dimensional geometry so that
the length, η, and the width, δ, of the cell to be in the direction of s and z-axes,
respectively, of the two-dimensional microscopic domain. Figure 4.4 shows the two-
dimensional geometry of macro-micro domain, before scaling the macro-domain. As
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Figure 4.4: Schematic shows microscopic, Λ, and macroscopic, Ω, domains with respective
axis system (z, s) and (x, y).
mentioned previously, in the macroscopic domain, the x-axis represents the arterial
axis and the y-axis is set up by lifting the circumference of the artery onto R with 2π
periodicity (see Figure 4.4).
4.3.1 Scenario 1: Homogenisation with a Unique Microscopic
Scale
For a multiple scale analysis of the system of Equations (4.3.1) and (4.3.2), we make
here a specific assumption based on the macroscopic domain Ω. That is, we assume
that the characteristic length of the lifted circumference, y-direction, is very small
compared to that of the very long characteristic length of the arterial segment, x-
axis, unless both of them are chosen to be the same in lengths. Therefore, for this
scenario, we consider only the fast-scale variable z by scaling x such that z = x/δ,
and y is not regarded for a long time changes. Hence, we do not define another
fast-scale variable s in the direction of y. Therefore, the microscopic domain Λ is
(1, η)-periodic. This scenario can be further explained with a help of an example as
described below.
110
Let us assume a smooth muscle cell of width δ = 5 and of length η = 50. Assume
the arterial diameter and characteristic length to be 50µm and 1cm. Then, using the
definition of s and z, one can find that: s = π×50×10
−6
50×10−6 ≈ 3 and z =
1×10−2
5×10−6 = 2000.
Thus, z is about 667 times greater than s. This means the x-direction undergoes for
the changes of long-lasting period than the y-direction. Hence, we treat the system
with a unique fast-scale variable z corresponding to a long arterial segment, and the
tiniest lifted circumference is regarded only for a very short time changes. Thus, the
microscopic domain Λ is (1,η)-periodic since it is scaled up by 1/δ in the x-direction
only. Therefore, this scenario becomes possible, as stated earlier.




, ε = δ ≪ 1, x ∈ Ω, z ∈ Λ, (4.3.3)

















By applying formal asymptotic expansion in ε we have for v and w the following:
v(x, y, z, t) = v0(x, y, z, t) + εv1(x, y, z, t) + ε
2v2(x, y, z, t) + · · · , (4.3.5)
w(x, y, z, t) = w0(x, y, z, t) + εw1(x, y, z, t) + ε
2w2(x, y, z, t) + · · · . (4.3.6)
By substituting Equations (4.3.4), (4.3.5) and (4.3.6) into Equations (4.3.1) and





























































− g(v0) + w0 − I. (4.3.9)
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Further, for O(ε−2), the recovery variable w0 satisfies
∂w0
∂t
+ γw0 − v0 + p = 0. (4.3.10)











dz = 0. (4.3.11)














dz = 0. (4.3.12)







dz = 0. (4.3.13)
By positivity of integral we deduce from Equation (4.3.13)
v0 = v0(x, y, t). (4.3.14)
Therefore, from Equation (4.3.14), we have a homogenised solution as the zeroth-order
component, v0, of the membrane potential is only a possible function of macroscopic
variables, x and y, and it does not dependent on the fast-scale variable z = x/ε.
Let us define the single-cell problem (here we call ‘single-cell’ instead of ‘unit-cell’











where χ(x, y; z) is the solution of the above single-cell problem and is (1,η)-periodic.



























By integrating Equation (4.3.17) twice over the domain Λ, we have








dz + g(x, y), (4.3.18)
where f(x, y) and g(x, y) are arbitrary functions of integration generated by z.
By applying a 1-periodic boundary condition on χ we have
χ(x, y; 0) = χ(x, y; 1), (4.3.19)
we show f(x, y) = 0. Hence, from Equation (4.3.18) we have
v1(x, y; z) = χ
∂v0
∂x
+ g(x, y). (4.3.20)
Thus, the first-order term v1 of the membrane potential is a function of both macro-
scopic and microscopic variables.
Now, by comparing Equations (4.3.9) and (4.3.20) and by setting an integral over










































− g(v0) + w0 − I. (4.3.21)
By applying the fundamental theorem of calculus and by comparing Equations (4.3.14)



























− g(v0) + w0 − I,
(4.3.22)
113















and w0 = w0(x, y, t).
The coefficients D̃x and D̃y are the homogenised PVCs in the x and y directions,
respectively. Since the effective PVCs in the x and y directions are different, the
medium is globally anisotropic.
By applying the periodic boundary condition to the second term on the left hand





















Equation (4.3.25) along with Equations (4.3.10), (4.3.23) and (4.3.24) are the ho-
mogenised version of the FHN models of Equations (4.3.1) and (4.3.2), in two-
dimension under the assumption made.







= f(x, y), (4.3.26)
where f(x, y) is an arbitrary function of integration.
By comparing Equations (4.3.23) and (4.3.26) we have
D̃x = f(x, y). (4.3.27)
Hence, the effective PVC is only a possible function of slow-scale variables.
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Now, we will find f(x, y) such that χ(x, y; z) is 1-periodic in z.







By integrating Equation (4.3.28) with respect to z we get





dz′ − z. (4.3.29)
Hence, from Equation (4.3.29) we have
χ(x, y; 0) = 0, (4.3.30)





dz − 1. (4.3.31)

























dz − z. (4.3.35)
Thus, the effective PVCs in the x and y directions are given by a harmonic and
























= v0 − γw0 − p, (4.3.37)
where D̃x and D̃y are given by Equations (4.3.33) and (4.3.34), respectively.
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4.3.1.1 Example
In this section, we apply models of Equations (4.3.33) and (4.3.34) to find the ef-
fective PVC, D̃ = (D̃x, D̃y), and use Equation (4.3.35) to construct a solution χ of
1-periodicity.
We re-state the example provided for the one-dimensional case in Section 4.2.1, be-
cause it uses only one fast-scale variable, z, same as the problem concerned in scenario
1. Therefore, with the same assumptions stated in the example in Section 4.2.1, we
recall the microscopic PVC defined by Equation (4.2.35). Hence, we have
D(z) =

Dmin, 0 ≤ z ≤ σ;
Dmax, σ ≤ z ≤ 1− σ;
Dmin, 1− σ ≤ z ≤ 1,
(4.3.38)
where 0 < σ < 1
2
, and σ is the half membrane width.
As we defined in Section 4.2.1, let us take Dmin = kDmax, where 0 < k < 1. Hence,
the Equation (4.3.38) can be written as
D(z) =

kDmax, 0 ≤ z ≤ σ;
Dmax, σ ≤ z ≤ 1− σ;
kDmax, 1− σ ≤ z ≤ 1.
(4.3.39)
Now, by using Equation (4.3.39) we find∫ 1
0




































By comparing Equations (4.3.33), (4.3.34), (4.3.40) and (4.3.41) we have
D̃x =
kDmax
2(1− k)σ + k
, D̃y = [1− 2(1− k)σ]Dmax. (4.3.42)
Further, by following Equations (4.2.39) and (4.2.40) we have
χ(z) =

az, 0 ≤ z ≤ σ;
bσ(1− 2z), σ ≤ z ≤ 1− σ;





2(1− k)σ + k
− 1 and b = (1− k)(1 + a). (4.3.44)
Figure 4.5: Schematic of (a) pattern of PVC in the macroscopic domain by the microscopic
domain, (b) the variation of the effective PVCs, D̃ = (D̃x and D̃y), with respect to different
membrane width and (c) the solution, χ, for the unit-cell problem.
For a cell of very thin membrane layer (or a membrane width of negligible size com-
pare to the cell size), effective PVC is everywhere the same and it is equivalent to the
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potential variation in the cytosol because, from Equation (4.3.42), D̃x, D̃y → Dmax
as σ → 0. This result can be considered as appropriate, as it accepts the definition
of PVC defined by Equation (4.3.38).
The Figure 4.5(a) shows the pattern of macroscopic PVC via a construction of the
microscopic PVC of Equation (4.3.38). As stated earlier, the variation of the effective
PVC components, D̃x and D̃y, with respect to different cellular membrane width is
shown in Figure 4.5(b). Both x- and y-directional PVCs are high for a cell of thin
membrane width and are low for a cell of thick membrane width. In addition, we
note that the effective PVC in the y-direction always greater (rapid variation) than
that of the effective PVC (slow variation) in the x-direction. This result accepts the
assumption made for scenario 1. The 1-periodic solution χ for the unit cell problem
is shown in Figure 4.5(c).
4.3.2 Scenario 2: Homogenisation with Different Microscopic
Scales
In this case we consider slow changes of membrane potential in both x and y-spatial
directions under the assumption that both the lifted circumference and the character-
istic length of the arterial segment are modelled by the equal characteristic lengths.
Therefore, in this case we will have two variables in both macroscopic and microscopic
domains.







, δ, η << 1, x, y ∈ Ω, z, s ∈ Λ. (4.3.45)
Let us take η = κδ, κ ∈ R+. To define a limitation on κ we consider the dimension
of a single smooth muscle cell (SMC) since the type A cell resembles the SMC. The
width, δ, and length, η, of an SMC belong to the intervals [3µm-10µm] and [30µm-
200µm], respectively [100]. Therefore, κ can be constrained as 30
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3 ≤ κ ≤ 66. Moreover, let us take δ = ε for the formal asymptotic expansion and










, ε << 1, 3 ≤ κ ≤ 66, x, y ∈ Ω, z, s ∈ Λ. (4.3.46)






































































where M and m denote the macroscopic and microscopic-domain, respectively, and
hence the Equation (4.3.48) can be written as
∇M −→ ∇M + ε−1∇m. (4.3.50)
By applying on Equations (4.3.1) and (4.3.2) the operator transformations given by
Equation (4.3.47) and by ordering the powers of ε, we have for O(ε−2), O(ε−1) and
O(1), respectively, the following system of equations:
∇m · (D∇mv0) = 0, (4.3.51)
∇M · (D∇mv0) +∇m · (D∇mv1) +∇m · (D∇Mv0) = 0, (4.3.52)
∇M · (D(∇Mv0 +∇mv1)) +∇m · (D(∇Mv1 +∇mv2)) = ν∇tv0 − g(v0)
+w0 − I (4.3.53)
and for O(ε−2), we have for the recovery variable a relation:
∂w0
∂t
= −v0 − γw0 − p. (4.3.54)
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We note that the Equation (4.3.51) is independent of∇M and therefore, by integrating
that equation over the micro-domain Λ and by applying periodicity we have
v0 = v0(x, y). (4.3.55)
Thus, the zeroth-order term of the membrane potential has been predicted in the
macroscopic domain. Therefore, we have a homogenised term, as it is independent of
z and s.
Now, by substituting Equation (4.3.55) into Equation (4.3.52) we get
∇m · (D∇mv1) = −∇mD · ∇Mv0, (4.3.56)
as v0 is independent of z and s.
Let us define the unit-cell problem in two-dimension:
∇mD · I = −∇m · (D∇mχ), (4.3.57)
where I is a unitary operator and χ(x, y; z, s) is 1-periodic in z and s. Moreover χ is
the solution of the problem given by Equation (4.3.57), which can be re-arranged as
∇m ·D(I+∇mχ) = 0. (4.3.58)
By substituting Equation (4.3.57) into (4.3.56) and then by integrating over the do-
main Λ we have




where g(x, y) = (g1(x, y), g2(x, y)) are functions of integration defined on Ω.
Again by integrating over the domain Λ the Equation (4.3.59) we have a compo-
nentwise equation:





dϕ+ h(x, y) (4.3.60)
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where ϕ = z or s and h(x, y) = (h1(x, y), h2(x, y)) is a function of integration defined
on Ω.
Since v1 and χ are 1-periodic in z and s, applying these periodic boundary conditions
result as (g(x, y) = 0)
v1I = χ∇Mv0 + h(x, y) (4.3.61)
Now, by comparing Equations (4.3.53) and (4.3.61) we have
ν∇tv0−g(v0)+w0−I = ∇M .(D(I+∇mχ)∇Mv0)+∇m.(D(∇Mv1+∇mv2)) (4.3.62)
We note that the left-hand side of the Equation (4.3.62) is independent of (z, s).
Hence by integrating the Equation (4.3.62) over the domain Λ, and then applying the
fundamental theorem of calculus in two-dimension and periodic boundary conditions
we have







Since the first and second-order terms, v1 and v2, of membrane potential are 1-periodic
in z and s and by applying the periodic boundary conditions to the Equation (4.3.63)
we obtain










where D̃ = (D̃x, D̃y).
We note that Equations (4.3.64) and (4.3.65) to be the homogenised models as they
are independent of z and s .
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By integrating Equation (4.3.58) over the domain Λ we have
D(I+∇mχ) = f(x, y). (4.3.66)
where f(x, y) = (f1(x, y), f2(x, y)) is a constant vector.
Now, by substituting Equation (4.3.66) into Equation (4.3.65) we get
D̃ = f(x, y). (4.3.67)
That is, from Equations (4.3.65) and (4.3.67), we have a componentwise equation:
D̃x = f1(x, y), D̃y = f2(x, y). (4.3.68)
Hence, the effective PVC are a constant in the macroscopic domain.
Now, we will find f1 and f2 such that χ(x, y; z, s) be a 1-periodic solution in the

















By integrating Equation (4.3.69) with respect to z we have




D(x, y; z′, s)
dz′ − z + g1(x, y; s). (4.3.71)
where g1(x, y; s) is a function of integration in the microscopic domain.









































D(x, y; z, s′)




D(x, y; z′, s)
dz′ + a, (4.3.74)
where a is a constant of integration.
By substituting Equation (4.3.74) into Equation (4.3.71) we obtain




D(x, y; z, s′)
ds′ − z − κs+ a. (4.3.75)
By starting from Equation (4.3.70) and by following the similar approach used earlier
we have another form for χ given by




D(x, y; z′, s)
dz′ − z − κs+ b, (4.3.76)
where b is a constant of integration.
Relations given by Equations (4.3.75) and (4.3.76) should be consistent for a unique
determination of χ.
Hence, by finding χ(x, y; 0, 0) using Equations (4.3.75) and (4.3.76) and by equat-
ing them we have
a = b. (4.3.77)
The Equation (4.3.77) along with Equations (4.3.75) and (4.3.76) shows that the last
three terms on the right hand side of Equations (4.3.75) and (4.3.76) are identical.
Therefore, for consistency of χ, the first term on the right hand side of the Equations
(4.3.75) and (4.3.76) must be identical for any value of z = ẑ and s = ŝ, where











D(x, y; ẑ, s)
ds. (4.3.78)
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Now, we will use an appropriate boundary condition to find f1 and f2 separately so
that the solution, χ, of the unit cell problem to be 1-periodic.
Since the integral in Equation (4.3.75) varies in the direction of s we will fix z =
ẑ ∈ [0, 1] and use the 1- periodic boundary condition: χ(x, y; ẑ, 0) = χ(x, y; ẑ, 1).
Hence, from Equation (4.3.75) we have













By similar argument we find f1 using Equation (4.3.76) and the periodic boundary










D(x, y; z, ŝ)
dz. (4.3.83)
As a special case, let us assume that D to be in the variable separable form:
D(x, y; z, s) = µ(z)µ(s).




























By comparing Equations (4.3.81), (4.3.82), (4.3.84) and (4.3.85), and substituting the















We observe, from Equations (4.3.86) and (4.3.87), that the effective PVC components
to be a multiple of two terms where the one-dimensional harmonic mean has been
scaled by a constant.
Reduction 4.3.2.1: For µ(ŝ) = µ(ẑ) = 1, we deduce the effective PVC to the
one in the one-dimensional problem given by Equation (4.2.30), where D̃x and D̃y
can be separately treated as one-dimensional models. Thus, two-dimensional effec-
tive PVC components are the scaled one-dimensional effective PVCs (see equation
(4.2.30)).
Reduction 4.3.2.2: For µ(ẑ), µ(ŝ) > 1, the two-dimensional PVC is greater than
that of the corresponding one-dimensional PVC, and we call it as ‘accelerated 1D-
PVC’. Similarly, a ‘decelerated 1D-PVC’ can be defined for the two-dimensional dif-
fusion for µ(ẑ), µ(ŝ) < 1.
Reduction 4.3.2.3: From Equations (4.3.78) and (4.3.80)-(4.3.83) we have∫ ẑ
0
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where D̃Rx and D̃
R
y are defined to be the x- and y-directional “relative effective PVC”,









































From Equation (4.3.90), we proved for an arbitrary point (ẑ, ŝ) ∈ [0, 1] × [0, 1] the
y-directional relative effective PVC to be the κ multiple of the x-directional relative
PVC. Since (ẑ, ŝ) is arbitrary, the result is true for all point in the two-dimensional
domain. Therefore, dimension of a single cell play a role in determining the effective
PVC along the axes of the macroscopic system. We will take this result for numerical
simulations in the next chapter.
Reduction 4.3.2.4: We have physiologically restricted κ in the interval [3, 66].
However, if we allow (mathematically) κ to vary from 0 to ∞, then we can summa-
rize the following results;
i. As κ → 1, from Equations (4.3.90), D̃Ry → D̃Rx . That is, our models can be
deduced to homogenised models of a square cell (see the intersection of two
curves in Figure 4.6).
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Figure 4.6: Schematic shows the variation of effective, relative PVCs for various cell di-
mension in terms of κ, not to scale.
ii. From Equations (4.3.90), (4.3.91) and (4.3.92), D̃Ry → ∞ and D̃Rx → 0 as
κ → ∞ (see Figure 4.6). Similarly, D̃Ry → 0 and D̃Rx → ∞ as κ → 0. That
is, as mentioned earlier, D̃y need to be high for a cell of η >> δ to carry the
potential effects along the y-direction and this result is logically true.
4.3.2.1 Example 1
As used in the previous sections, we construct similar examples for illustrating the
effective PVC components, D̃x and D̃y, for the system considered in scenario 2. For
this, we apply the homogenised models given by Equations (4.3.80)-(4.3.83) to derive
the effective PVCs.
Based on similar assumptions stated earlier, for simplicity, we assume the microscopic
PVC D to be in the variable separable form:
D(x, y; z, s) = D(x, y)D(z, s). (4.3.93)
In the interest of studying the macroscopic variation via the periodicity of the micro-
scopic PVC, we only concentrate on D(z, s) rather than on diffusion D(x, y). There-
fore, as one of the forms of the microscopic PVC we choose D(z, s) to be in the
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variable separable form:
D(z, s) = µ(z)µ(s). (4.3.94)
As stated in Section 4.2.1, we model this problem under the following assumptions:
(A1) PVC in the cytosol is higher than the diffusion in the cellular membrane,
(A2) PVC in the cytosol and membrane in the z- and s-direction are different,
(A3) pattern of PVC in the z- and s-direction respectively obeys the form of first-
order spline as shown in Figure 4.2(b)(i),
(A4) the width of the membrane, 2σ, is small enough in size compared to the size of
the unit-cell.
Hence, by assumptions (A1)-(A3) we have
µ(z) =

Dminz, 0 ≤ z ≤ σ;








< z ≤ 1− σ;





Dmins, 0 ≤ s ≤ σ;








< s ≤ 1− σ;
Dmins, 1− σ ≤ s ≤ 1,
(4.3.96)
where Dmax is a superposition of Dmaxz and Dmaxs in the centre of the cytosol,
and Dminz < Dmaxz and Dmins < Dmaxs. Further, by assumption (A1), we have
Dminz = kzDmaxz, and Dmins = ksDmaxs, where 0 < kz < 1 and 0 < ks < 1. More-
over, σ is the half membrane width which satisfies 0 < σ < 1
2
due to the assumption
(A4).
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Thus, Equation (4.3.95) and (4.3.96) can be respectively written as
µ(z) =

kzDmaxz, 0 ≤ z ≤ σ;








< z ≤ 1− σ;





ksDmaxs, 0 ≤ s ≤ σ;








< s ≤ 1− σ;
ksDmaxs, 1− σ ≤ s ≤ 1,
(4.3.98)



















2(1− kz)σ + kz
kzDmaxz
. (4.3.99)





2(1− ks)σ + ks
ksDmaxs
. (4.3.100)
By substituting Equations (4.3.99) and (4.3.100) into Equations (4.3.86) and (4.3.87)
we have the effective PVC components, D̃x and D̃y as follows:
D̃x =
kzDmaxzµ(ŝ)
2(1− kz)σ + kz
, D̃y =
ksDmaxsµ(ẑ)
2(1− ks)σ + ks
. (4.3.101)
where 0 ≤ ẑ, ŝ ≤ 1. Hence, Equation (4.3.101) can be written as
D̃x = µ(ŝ)Dx, D̃y = µ(ẑ)Dy, (4.3.102)
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where Dx and Dy are given by
Dx =
kzDmaxz
2(1− kz)σ + kz
, Dy =
ksDmaxs
2(1− ks)σ + ks
. (4.3.103)
Hence, from Equations (4.3.102) and (4.3.103), we observe that D̃x and D̃y have been
obtained by scaling the one-dimensional effective PVCs; Dx and Dy (see equations
(4.2.38)) by µ(ŝ) and µ(ẑ), respectively. Since µ(ẑ) and µ(ŝ) are defined on the inter-
val [0,1], D̃x and D̃y can be differently defined on [0,1]×[0,1] based on values taken by
ẑ and ŝ. In other words, as stated earlier, D̃x and D̃y are the accelerated or deceler-
ated Dx and Dy corresponding to µ(ŝ) ≷ 1 and µ(ẑ) ≷ 1, respectively. As a simplest
case, for µ(ẑ) = µ(ŝ) = 1, one can see that D̃x and D̃y are deduced to Dx and Dy,
respectively.
As discussed in the earlier examples, for a thin and thick cellular membrane lay-
ers, we analyse the problem in the σ-limit of 0 and 1/2, respectively. From Equations
(4.3.102) and (4.3.103), we have
D̃x −→ µ(ŝ)Dmaxz, D̃y −→ µ(ẑ)Dmaxs, as σ −→ 0,
D̃x −→ µ(ŝ)Dminz, D̃y −→ µ(ẑ)Dmins, as σ −→ 1/2.
(4.3.104)
Further, for ẑ, ŝ ∈ [0, σ] (the case of cellular membrane), from Equations (4.3.95),
(4.3.96) and (4.3.104), we have
D̃x −→ DminsDmaxz, D̃y −→ DminzDmaxs, as σ −→ 0,
D̃x −→ DminsDminz, D̃y −→ DminzDmins, as σ −→ 1/2.
(4.3.105)
Results in Equation (4.3.105) are shown in Figure 4.7. The red curve in the middle
illustrates that how does the effective PVC changes for cells of different membrane
width, in one-dimension (for which Dminz, Dmins = 1). The green and blue curves
illustrate the scaled Dminz, Dmins > 1 and 0 < Dminz, Dmins < 1, respectively, varia-
tion of the effective PVC against cells of different membrane width, in two-dimension.
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Figure 4.7: Schematic shows (a) D̃x and (b) D̃y, against cells of different membrane width.
Curves in red indicate the effective PVCs along the x- and y-directions in one-dimension,
while the effective PVCs along the x- and y-directions in two-dimension are shown by curves
of green and blue. The green and blue curves illustrate an accelerated and decelerated
effective PVCs, respectively, of the effective PVC shown by the red curves.









, 0 ≤ s ≤ σ;
(1− ks)σ + kss
ksDmaxs
, σ ≤ s ≤ 1− σ;
s− (1− ks)(1− 2σ)
ksDmaxs
, 1− σ ≤ s ≤ 1.
(4.3.106)
By substituting Equations (4.3.102) and (4.3.106) into Equation (4.3.75), we have a
1-periodic solution for the unit-cell problem as:
χ(z, s) =

as− z, 0 ≤ s ≤ σ;
bs− z + c, σ ≤ s ≤ 1− σ;







2(1− ks)σ + ks
− 1
)
κ, b = (a+ κ)ks − κ,
c = σ(a− b), d = (1− 2σ)(a− b),
(4.3.108)
and a, c, d > 0 and b < 0 since σ < 1
2
, ks < 1 and κ > 1.
Figure 4.8: Schematic shows a 1-periodic solution, χ(z, s), for the unit cell problem for a
set of dimensionless parameter values: σ=0.2, ks=0.5 and κ=10, using Equations (4.3.107)
and (4.3.108). Subplots (a), (b) and (c) together show the 1-periodicity of χ(z, s) modelled
by piece-wise function in the intervals [0, 0.2], [0.2, 0.8], and [0.8, 1] in Equations (4.3.107)
and (4.3.108).




ξz − κs, 0 ≤ z ≤ σ;
ζz − κs+ ϑ, σ ≤ z ≤ 1− σ;





2(1− kz)σ + kz
− 1, ζ = (ξ + 1)kz − 1,
ϑ = σ(ξ − ζ), ρ = (1− 2σ)(ξ − ζ).
(4.3.110)
The Figure 4.8 shows a 1-periodic solution of χ(z, s). The 1-periodicity is divided
in the sub-intervals (a)[0,σ], (b)[σ, 1 − σ] and (c)[1 − σ, 1], as χ(z, s) is modelled by
piece-wise functions in the respective sub-intervals. For this, we used a set of non-
dimensional parameter values; σ=0.2, ks=0.5 and κ=10, where the half membrane
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width, σ, was set to 0.2. Further, by using ks=0.5, we assumed the microscopic PVC
for the cellular membrane to be a half of the microscopic PVC for the cellular cytosol,
along the s-axis. In addition, the length of the cell was assumed to be 10 times grater
than the width of the cell and hence κ=10. Similar schematic of Figure 4.8 can also
be illustrated for the unit-cell problem using Equations (4.3.109) and (4.3.110).
4.3.2.2 Example 2
In this example we derive an effective PVC in two-dimension using a combination of
zeroth- and first-order splines as shown in Figures 4.2(b)(i) and 4.2(b)(ii), respec-
tively. We assume the PVC to be different along the length-wise direction (s-direction)
in the cytosol, which periodically reduces from the peak value at the centre of the
cytosol to a law value in the cellular membrane. This assumption replaces the as-
sumption (A3) stated in the Example in Section 4.3.2.1 and hence we use the model
in Figure 4.2(b)(ii) for the PVC along the s-direction. Moreover, we apply the model
in Figure 4.2(b)(i) for the microscopic PVC along the z-axis. These two forms are
chosen due to the fact that the variation in s-direction is slower than the z-directional
variation based on the dimension of the single cell. We will otherwise follow all other
assumptions stated in the Example in Section 4.3.2.1.
We use the same definition for D(z, s) = µ(z)µ(s) (see Figure 4.9(a)) and from
Equation (4.3.95) we have
µ(z) =

Dminz, 0 ≤ z < σ;
Dmax, σ ≤ z ≤ 1− σ;
Dminz, 1− σ < z ≤ 1.
(4.3.111)
In addition, we re-define the microscopic PVC along the s-direction (see Figure 4.9(b)




Dmins, 0 ≤ s ≤ σ;









< s ≤ 1− σ;
Dmins, 1− σ ≤ s ≤ 1,
(4.3.112)





(2ς − 1)Dmax +D⋆
2ς
, c = a+ b,
Dminz = kzDmax, Dmins = aσ + b, kz < 1,
(4.3.113)
Figure 4.9: Schematic shows the microscopic variation of diffusion along (a) z- and (b)
s-direction. Maximum value at the center of the cytosol is set up as Dmax in both cases.
and ς is an arbitrary point in the interval [σ, 1
2
] satisfying 0 < ς+σ < 1
2
. Note that the
maximum value of µ(z) and µ(s) is taken as Dmax, which is the value at the centre
of the cytosol.
As derived in the previous example, from Equation (4.3.101), we have the effective
PVC in the x-direction as
D̃x =
kzDmaxµ(ŝ)
2(1− kz)σ + kz
, (4.3.114)
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where µ(ẑ) is given by equation (4.3.111).
Therefore, by comparing Equations (4.3.115) and (4.3.116) we have
D̃y =
a(aσ + b)µ(ẑ)










As predicted earlier, from Equations (4.3.114) and (4.3.117), the effective PVCs in
the x- and y-directions are high or low based on µ(ŝ) ≷1 and µ(ẑ) ≷1, respectively.
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Further, from Equation (4.3.114) we note
D̃x −→ µ(ŝ)Dmax as σ −→ 0,





For example, consider a simplest case: µ(ẑ) = µ(ŝ) = 1. Then, for a cell of thick
membrane layer we have D̃x −→ Dminz and D̃y −→ Dmax as σ −→ 12 . Hence,
D̃x < D̃y. However, the result may vary based on definition of µ(z) and µ(s) as well
as the specific values of µ(ẑ) and µ(ŝ). In addition, a simplest form of the unit cell
solution χ(z, s) can be found as stated in the previous example.
4.4 Summary
In this chapter, we have derived one- and two-dimensional homogenised models for the
reaction diffusion-type equations developed in Chapters 2 and 3. These homogenised
models were derived based on different length scales; macroscopic and microscopic
scales, using formal asymptotic analysis. The potential variation coefficient (PVC)
at the microscopic level was allowed in both fast and slow-scales. Importantly, we
derived the homogenised models based on the dimension of the microscopic (cellular-
level) and macroscopic (arterial-level) domains. Therefore, our models discovered
more comprehensive and cohesive communication protocols between homocellular
cells rather than the homogenised models derived so far. Hence, the method and the
results showed in this chapter can be applied to study the multiple scale structure of
a system with more complexity, such as heterocellular communication. As an applica-
tion of the one- and 2-dimensional homogenised models, we constructed some number
numerical examples under different scenarios and showed some relevant results that
may be considered in relation to cellular physiology. In addition, 1-periodic solution
for the unit cell problem was also illustrated for the numerical examples.
In the following chapter we will numerically solve the one- and two-dimensional ho-




In this chapter we will firstly consider the membrane potential models of a ring of
discrete coupled cells derived in Chapter 2 and study the dynamical properties of that
system under a bifurcation parameter. As the second and third cases, we undertake
a numerical simulation study for describing in detail the dynamics of the cellular
membrane potential variation of type A cells, using the one- and two-dimensional
homogenised partial differential equations (HPDEs) derived in Chapter 4.
5.1 Parameter Determination
This section discusses the possibility of assigning values for the parameters in our
discrete models, given by Equations (5.2.1) and (5.3.1) and in the one- and two-
dimensional HPDEs derived in Chapter 4. Most of the literature on the dynamical
system based on one-dimensional FHN models deal with a single FHN system, in the
absence of the parameter p and in some cases, in the absence of external stimulus I
or with a constant I-value. Moreover, a literature search for two-dimensional FHN
models show a lack of work, to the best of our knowledge, that has used the param-
eters p and I together in an FHN system. However, in our coupled system of cells
these parameters have a great importance, as p models the Nernst potential of the
cell and I is used as the bifurcation parameter for the excitement of cells that varies
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in time and space. Therefore, we set up the values of all parameters in our models in
the presence of p and I. Further, the values of all parameters are dimensionless, as
we have modelled the system with dimension-free equations.
Firstly, we determine the parameter values during the dynamical study of the cou-
pled discrete models given by Equation (5.2.1) in MATCONT. For this, we tune the
values of the parameters until a converging orbit is numerically constructed for the
existence of solution of the discrete system of cells. Based on these numerical ex-
periments, we fixed the parameter values as: ν = 0.01, α = 0.95, γ = 0.12, G = 0.1,
p = 0.3 and initially, I = 0. We also found a small neighbourhood of these parameter
values in predicting possible converging orbits. However, a search for a parameter
space of p and the controlling parameter γ of the recovery variable w during the
numerical simulations of the one- and two-dimensional models again showed a very
small neighbourhood of p = 0.3 and γ = 0.12, which varies through an order of 10−3.
Therefore, for the rest of the simulations these values are fixed as the standard values
of p and γ. Secondly, the values of ν and most of the values of α less than the values
mentioned above were found as cost in computational time during the simulation of
1-dimensional models, as the system became more stiff due to the nonlinear nature
of our coupled FHN system. Therefore, for better results we fixed ν and α as 0.01
and 0.95, respectively. However, different values for α are used for the 2-dimensional
models as they are fully continuous. Finally, we allow the coupling coefficient G in the
discrete system of equations to vary and hence, we studied the corresponding dynam-
ics of the system under the variation of G. However, for the rest of the simulations,
we choose G = 0.1 for better and more precise results.
5.2 Bifurcation in a Ring of Coupled cells
The possible pattern of oscillation for a ring of coupled cells, can be classified by
means of its symmetry groups [14, 46, 83, 88]. However, the existence of periodic
solution of a system of cells may not be proven since in general the system of cells is
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not an equivariant system (in some cases the system may be equivariant under the
action of a suitable group)[83, 88] and by an assertion that “nearest neighbour cou-
pling” (that is, the effect of the nth cell on the m cell does not depend on the kth cell)
[46], [83] and [88]. In certain cases, existence of such solution can be guaranteed by
bifurcation techniques [83]. Therefore, since our system (given by Equation (5.2.1))
is a 2m-dimensional nonlinear system and cannot be solved analytically for simplicity
we have studied a ring of three-cells coupled around the circumference of the arterial
ring and examine the existence of solution by studying the system bifurcation. See
Section 4 of Chapter XVIII in [46] for a discussion about the patterns of oscillation
that generally occur in a ring of three coupled cells.





= g(v) +GAv −w + I ,
dw
dt
= v − γw − p,
(5.2.1)
where all terms are defined earlier.
As mentioned above, for simplicity we consider three cells (m=3) coupled around

























We numerically solve the above 6-variable system using the MATCONT continuation
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toolbox in Matlab. Detailed MATCONT continuation techniques with illustrated ex-
amples are discussed in [22], [48], [61], [77] and [85].
For a time integration, we set up the initial condition as: v(0) = 0 and w(0) = 0.
As mentioned in Section 5.1, the initial value of parameters in Equation (5.2.1) was
tuned until the system was predicted with a converging orbit. Figure 5.1 shows a
spirally converging orbit in the fast-slow plane of the membrane potential of the cell
1. Similar convergence was observed for the other two cells. Therefore, the values of
the parameters were set as: ν = 0.01, α = 0.95, γ = 0.12, G = 0.1 and p = 0.3 and
I = 0.
To study the effect on the stability of the equilibrium, we initiate integration from
the equilibria by allowing the external stimulus I to vary in its parameter space.
Figure 5.1: Schematic shows a spiral orbit of the cellular membrane potential of cell one
converging to (0.2837512738,−0.1354060515) during the initial time integration.
Results revealed the existence of a pair of “Hopf” bifurcation points, H1 and H2,
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denoted by the red star in the bifurcation diagram in Figure 5.2. At these Hopf
bifurcation points the system loses its stability and a periodic solution (orbit) can
emerge [51, 107]. The same Hopf bifurcation points were obtained for the other two
cells as they produced a symmetry solution. Moreover, the limit cycles born from H1
and H2 are stable, corresponding to negative first Lyapunov coefficients. However,
in our case, studying the stability of the Hopfs with respect to a parameter regime
is complicated as our FHN system is six-dimensional. Therefore, the simple Hopf
theorem cannot be applied. This led us to bring the notion of the equivariant Hopf
theorem under a possible group of symmetries (refer to Section 4 of Chapters VII
and VIII in [46]). Furthermore, the application of the Center Manifold Theorem may
Figure 5.2: Schematic shows an existence of Hopf bifurcation for the cellular membrane
potential. Hopf points: H1 ≡ (2.393663, 0.576289) and H2 ≡ (3.576200, 0.723714) are
denoted by red stars. Oscillations of the membrane potential are predicted between the
Hopf points.
also be needed to reduce the higher dimensional system to a two-dimensional system
and to study the stability in the reduced manifold. As this is not an easy task to
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accomplish, we do not deal with in this thesis.
To study the dynamics of the system between the two Hopf points, we start con-
tinuation from the first Hopf point H1 with the intention of plotting a branch of
limit cycles and finding the period of each limit cycle when the bifurcation parameter
I varies. We have found that birth of limit cycles as oscillations between H1 and
H2. That is, the membrane potential loses its stability at H1 and oscillates between
H1 and H2 as I increases from 2.393663 to 3.576200. In Figure 5.2, the oscillatory
domain of the membrane potential is shown by the blue envelope. The two linear
segments plotted outside the oscillatory domain indicate the stable steady states of
the membrane potential. As described in Section 1.2, an oscillatory domain of differ-
ent envelope shapes along with stable steady states were predicted for the cytosolic
[Ca2+] in the smooth muscle cells (SMCs) in [74], [75], [105] and [106]. Therefore,
these references justify our result for type A cells - the SMCs.
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Figure 5.3: Period of oscillations as I varies.
The ‘M’-shaped curve in Figure 5.3 shows the monotonically increasing and decreas-
ing pattern of the period of oscillations as the external stimulus increases during the
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oscillatory period. One can see from the first quarter of the phase of oscillations that
the period of oscillation is prolonged and then shortened in the second quarter of the
oscillatory phase. Similar results are observed in the second half of the oscillatory
phase. A curve of ‘W ’-shaped can be predicted for the variation of the frequency of
oscillations as I grows. Thus, frequency of oscillations increases close to the bifurca-
tion points. This coincides with the theory of bifurcation. In addition, variation of
the period of oscillations can be studied by plotting a phase response curve (PRC),
which demonstrates the effect on the oncoming oscillations of the cell when a small
input pulse is applied to the cell (refer to [22] and [49] for PRC analysis).
5.2.1 Effect of Coupling Coefficient
In the previous section we fixed the value of the coupling coefficient G to 0.1 and
showed that our FHN system is predicted with oscillations between two Hopf bifur-
cation points. However, to study the effect of G on the dynamics of the ring of three
discrete cells, we carried out numerical experiments for a set of values of G. Results
revealed a depletion of the oscillatory domain as the Hopf points move towards each
other along the line of the unstable steady state (the linear line segment with in the
oscillatory domain in Figure 5.2) of the membrane potential when G varies in an
interval [0.020, 0.105] (see Figure 5.4(a)).
For G = 0.110 (> 0.105) and greater, no bifurcation is observed and hence the sys-
tem returns to the steady state. In addition, a single Hopf bifurcation is observed
for G = 0.010, 0.015 (< 0.020). The oscillatory domain in each case is predicted be-
tween the Hopf point on the H1-line and its corresponding Hopf point on the H2-line.
Therefore, from Figure 5.4(b), one can see that the oscillatory domain is depleted as
the first and second Hopf points move towards each other along H1-line and H2-line,
respectively for every G-value increased by 0.005. A similar notion of moving Hopfs
was illustrated in [75]. As described in Section 1.2, for G = 0 (a single FHN oscillator)




Figure 5.4: Schematic shows (a) moving Hopf points of v as G increases in the interval
[0.020, 0.105], with the first and seconf Hopf points shown respectively along the H1-line
and H2-line and (b) a parallelogram-type oscillatory envelope for the single (G = 0) type
A cell.
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to be supercritical and the shape of the oscillatory domain is predicted as shown in
Figure 5.4(b). Similarly, the existence of Hopf points for a single system of FHN
models was discussed in [52].
In the following section we will study the macro-spatial variation of the ring of three
discrete cells in one-dimension using the homogenized models derived in Chapter 4.
5.3 Wave Dynamics of 1-D Cellular Network
In this section we apply the HPDEs given by Equations (4.2.8) and (4.2.21) to study
numerically the spatial variation of the cellular membrane potential of the arterial
ring of three discrete type A cells studied in the previous section. By writing a set of










+ γw − v + p = 0, (5.3.2)
where the macroscopic term (zeroth-order component) of the excitation and recovery
variables of the three cells are given by v and w respectively. Note that D̃ in equation
(4.2.24) is taken as a constant for numerical simulations.
Let us approximate the second derivative modelled by Equation (5.3.1) by a three-





≈ v i−1 − 2v i + v i+1
δ2
, (5.3.3)
where the spatial point and the mesh size are denoted by i and δ (the width of the type
A cell) respectively. For our study we undertook simulations on a one-dimensional
torus, T, by allowing periodic boundary conditions at the ends of the arterial segment.
In addition, we applied periodic boundary conditions between the first and the last
cells of each ring along the arterial axis, which conceptually create a cylindrical shape
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Figure 5.5: Schematic (b) shows a conceptually constructed one-dimensional torus, T,
from the cylindrical shape arterial segment T, shown in (a), by applying period boundary
conditions along the edges of the arterial segment, where ℓ is the characteristic length of
the artery.
of the artery in one-dimension as described in Chapter 1. A corresponding geometrical
interpretation of these boundary conditions is shown in Figure 5.5. Furthermore, we
set up zero-initial conditions to bring the same conditions for the ring of the three
cells studied in Section 5.2. Therefore, we have:
v(x, 0) = 0, w(x, 0) = 0, (5.3.4)
v(x0, t) = v(xN , t), v(xN+1, t) = v(x1, t), (5.3.5)
v0(xi, t) = v3(xi, t), v4(xi, t) = v1(xi, t), ∀ i = 1, . . . , N, (5.3.6)
where the subscript of v denotes the cell number around the circumference of the
arterial ring and N denotes the total number of spatial points along the arterial axis.
We discretized the dimensionless space and time into 250 and 3000 mesh points re-
spectively. Further, we use the same parameter values as used in Section 5.2, that
is: ν = 0.01, α = 0.95, γ = 0.12, G = 0.1 and p = 0.3. Moreover, the macroscopic
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PVC D̃ was tuned during the numerical experiments so that the dynamics are clearly
predictable. Hence, it was finally fixed as D̃ = 0.001.
As found in Section 5.2, in the absence of spatial diffusion there is an oscillatory
domain predicted by two Hopf bifurcation points, H1 : (I, v) ≡ (2.393663, 0.576289)
and H2 : (I, v) ≡ (3.576200, 0.723714) for the ring of three discrete cells. To form
such an oscillatory domain, we applied an external stimulus in the form of a second-
order spline (see Figure 5.6) to create the existing oscillatory state of the ring, using
the specified Hopf values of I while I varies spatially. The spatially varying first-
order spline form of I assigned with the low value 0 (<2.393662) and high value 4
(>3.576186) allows the system to have an oscillatory domain in space. This oscilla-
tory domain is assigned in the regions of R2 (50 < i ≤ 125, the region of positive
gradient) and R3 (125 ≤ i < 200, the region of negative gradient) (see Figure 5.6).
Other regions R1 (1 < i ≤ 50) and R4 (200 ≤ i ≤ 250) are kept with zero-stimulus;
that is, these regions are non-stimulated. In addition, the assumption of I in the form
of the above second-order spline allows the cells in space to experience the external
stimulus as a periodical application with respect to a reference point. This reference
point is assumed to be the middle cell, x = 125 along the arterial axis (see Figure
5.6) where the peak value 4 of I is applied at x = 125. We studied the effect on the
system by applying a periodic stimulus. Using this stimulus, we stimulated only cells
1 and 3 and leave the cell 2 non-stimulated to study the connection effects on the
non-stimulated cell by the neighbouring stimulated cells.
We solve the system given by Equations (5.3.1) and (5.3.2) for the membrane po-
tential v using Equations (5.3.3)-(5.3.6). Results revealed a similar pattern of oscilla-
tions in all cells and a subsequent propagation of forward and backward plane waves
from stimulated regions to non-stimulated regions in all cells. Figures 5.7(a) and
5.7(e) respectively show wave cycles of discrete cells 1, 2 and 3 in the non-stimulated
regions R1 (at i=25) and R4 (at i=225), while Figure 5.7(c) shows wave cycles of
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Figure 5.6: Schematic shows a periodically setup external stimulus of the form of a first-
order spline applied to the system. Segments R1 and R4 indicate non-stimulated regions.
Other regions are stimulated with the spatial gradient 4/75.
highly stimulated first and third cells located in the centre (i=125) of the spatial
domain. From Figures 5.7(a) and 5.7(c) we observe that the number of wave cycles in
all cells has been developed from non-stimulated regions to stimulated regions due to
the influence of stimulus of the first-order spline. Figure 5.8 also shows the variation
of number of wave cycles with respect to spatial points, in the non-stimulated and
stimulated regions R1 and R2. Cells in the non-stimulated regions produce a low
number of wave cycles compared to the cells in the stimulated regions, as they are
excited only by propagating waves from the stimulated regions. We also note that
due to the nearby coupling effect, the spatial domain of cell 2 has the same dynamical
effect as of cells 1 and 3, even though it is not stimulated.
From Figure 5.7, we see the propagation of forward waves (waves move in the positive
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Figure 5.7: Schematic shows oscillations in all three cells at (a), (e) non-stimulated and
(c) highly stimulated spatial points along the arterial axis and propagation of forward and
backward waves along arterial axis in (b), (f) stimulated cells 1 and 3 and (d) non-stimulated
cell 2. R1, R4-nonstimulated regions, R2, R3-stimulated regions and S-steady states.
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Figure 5.8: Schematic shows the variation of frequency in the non-stimulated and stimu-
lated regions R1 and R2. A symmetrical trend can be predicted for R3 and R4.
x-direction, that have patterns formed by fringes of negative gradients) and backward
waves (waves move in the negative x-direction, that have patterns formed by fringes
of positive gradients) in cells. In particular, the non-stimulated region R1 receives
only backward waves transmitted from the region R2 (see Figure 5.7(b)), stimulated
by I of positive gradient (see segment R2 in Figure 5.6). Similarly, the non-stimulated
region R4 only receives forward waves sent out from the region R3 (see Figure 5.7(b)),
stimulated by I of negative gradient (see segment R3 in Figure 5.6). However, stimu-
lated regions R2 and R3 are found with both forward and backward waves. From this
result we understand that there should be a specific spatial location in the stimulated
region from which both forward and backward waves are initially created. We call
this initial point the “point of initiation of waves” (PIW).
We observed the PIW of the first backward wave in R2 region as the first endpoint of
the uppermost inclined broken yellow line (L1) in Figure 5.7(b), which is calculated
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at approximately x = 61. Similarly, a symmetrical point x = 189, the first endpoint
of the lowermost inclined broken yellow line (L1) in Figure 5.7(b)) is the PIW of the
first forward wave in the R3 region. At these points the system is stimulated with an
I-value: (61− 50)× 4/75 = 0.587, where 4/75 is the spatial gradient of I (see Figure
5.6). Therefore, 0.587 is the required threshold value of I for the initiation of wave
propagation under the conditions applied. It is noted that the regions stimulated with
stimulus value greater than 0.587 did not initially produce any visible wave fringes
as they experienced high frequency excitation. However, the possibility of producing
waves in the highly stimulated regions becomes viable when the initial high excitation
is distributed to the surrounding region. This is why we later found that the PIW
moves along the line L1 towards the centre region, finally settling at x = 125. This
important wave dynamics has not been reported in any previous research and helps
us to further understand the dynamics of waves in the non-stimulated region with
multiple steady states.
Initially, the forward and backward waves created at x = 61 at time t = 250, re-
spectively move toward the highly stimulated region of R2 and non-stimulated region
R1. At the same time, symmetrically created forward and backward waves at x = 189,
respectively penetrate the non-stimulated R4 region and highly stimulated region of
R3. This dynamics is clearly pictured in Figure 5.7(b). As time progresses, moving
forward and backward waves towards the centre from x = 61 and x = 189, respec-
tively shrinks the high excitations, while both PIW move along the inclined broken
yellow lines towards the centre from x = 61 and x = 189. These same amplitude
waves moving towards each other cease in the centre until both PIW reach the mid-
dle of the domain at time t = 1763 (a dimensionless time ≃11.75). This cessation of
waves in the centre is shown along the horizontal broken line passing through x = 125
in Figure 5.7(b). After t = 1763, the R2 and R3 regions are found with only backward
and forward waves, respectively as the PIW is now settled at the centre (see 5.7(b)),
where the fringes beyond the vertical line and above and below the horizontal line
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passing through the centre are captured with a unique spatial gradient: the upper
fringes with a positive gradient and the lower fringes with a negative gradient.
To further understand this, the dynamics described above are shown in Figure 5.9
as a time series of snap shots of excitation and moving waves obtained from a movie
file. The horizontal and vertical axes respectively denote the spatial points along the
(a) at t=70 (b) at t=520
(c) at t=560 (d) at t=1850
Figure 5.9: Schematic shows in cells 1, 2 and 3 the (a) excitation and (b), (c) and (d)
moving forward and backward travelling waves at various time points, obtained from the
movie file. R1 and R4 - non-stimulated regions. R2 and R3 - stimulated regions. Waves are
identified by numbers 0 to 8. B - forward waves. F - backward waves. Horizontal thin red
lines separate each of the cells around the circumference. Regions are separated by vertical
yellow dotted lines. The centre vertical yellow dotted line separates the region R2 from R3
stimulated by I of the positive and negative gradient respectively.
152
arterial axis and the three discrete cells around the arterial circumference. The cells
are separated by horizontal red lines (other notations used in Figure 5.9 are given in
the figure description). Figure 5.9(a) shows excited cellular regions, R2 and R3, of
cells 1 and 3. Other regions, R1 and R4 of cells 1 and 3 and the cell 2 do not show
excitation as they are not stimulated.
At the later stage propagation of backward wave into the non-stimulated R1 region
and forward waves into R4 region is shown by numbers 1, 2 and 3, 4 respectively
(see Figure 5.9(b)). In addition, waves indicated by numbers 2 and 5, 6 respectively
represent the backward and forward waves in the stimulated R2 region. Similarly,
numbers 7, 8 and 3 respectively show the propagation of the backward and forward
wave in the stimulated R3 region. The same amplitude waves indicated by numbers
6 and 7 and another pair of same amplitude waves 5 and 8 are moving towards the
centre. These same amplitude forward and backward waves are in a state of super-
posing and are about to cease each other. This is shown by number 0 in Figure 5.9(c).
In addition, the existence of only the forward (F) and backward (B) wave in the
regions of R3 and R2, respectively at time t = 1850 (> 1763) is presented in Figure
5.9(d). These observations clearly support the dynamics described based on Figure
5.9. In the following subsection, we will describe the existence of multiple steady
states as an important dynamics of the cellular membrane potential of type A cells.
5.3.1 Multiple Steady States
The existence of 2N
2
multiple steady states of a discrete 2-dimensional FHN equation,
whereN is the number of spatial points in the x- and y-direction in the absence of slow
variable w and the external stimulus I was proven mathematically for an isotropic
medium in [91]. Further, propagation of waves and the stability of the FHN-related
discrete bistable system has been discussed in [32], [118], [123] and [124]. References
[2], [69] and [81] have also discussed the notion of wave propagation and its failure
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in relation to multi-stability. In particular, in [81] a method of determining critical
coupling coefficients for a general system and the appearance of multistability below
the critical value are provided. In our research, we estimate a critical value for the
distance between the moving PIW and the boundary separating the stimulated and
non-stimulated regions, above that the existence of multiple steady states can be
found. We also use interference of waves to describe multiple steady states.
We will discuss the dynamics of waves in the non-stimulated regions of R1 and R4
in all cells. From Figures 5.7(a) and 5.7(b), one can observe that there are a number
of steady states in the non-stimulated regions R1 and R4 in all cells. These multiple
steady states are denoted by S1, S2,· · · , S7. The first two steady states are predicted
with long lasting time (LT): S1 with a dimensionless time 2.500 and S2 with 2.733,
compared to other steady states for which LTs shrink as time progresses (see Figure
5.7(a)). Steady states S1s appear until the non-stimulated regions R1 and R4 receive
backward and forward waves transmitted from the stimulated regions R2 and R3,
respectively. In other words, R1 and R4 first lose their stability when they receive
nearby coupling effects from R2 and R3. However, the velocity of each wave in R2 and
R3 decreases when it travels towards the non-stimulated region from the correspond-
ing PIW, since the gradient of each wave fringe in Figure 5.7(b) reduces in space.
Note that the gradient of fringes directly measures the velocity of the corresponding
wave, since the schematic is plotted as distance against time.
In addition to the velocity, the distance between each PIW along the inclined broken
line L1 (top and bottom) with respect to each wave and the boundary separating
the stimulated and non-stimulated region (x = 50 and x = 200) increases as time
progresses. These two crucial factors prevent the R1 and R4 regions from receiv-
ing propagating waves after a time of approximately t = 913 (a dimensionless time
≃6.08). Therefore, R1 and R4 attain the second steady state S2. As one of the con-
ditions, one can conclude that there is a critical value for the distance between PIW
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and the boundary separating the stimulated and non-stimulated regions, below which
the non-stimulated region cannot be found with a steady state under the application
of the stimulus used in the form of the second-order spline. This critical value is
known as the “distance to the steady state” (DSS). By taking the fourth wave as the
wave for the DSS, we approximately calculate the distance between the PIW (on line
L1) of the fouth wave and the boundary passing through x = 50. For this, we map
a vertical line on Figure 5.7(b) for the tangent at the PIW of the fourth wave and a
line parallel to the time axis so that the intersection of these two lines at the PIW
gives a required point for determining the DSS. Hence, we find this point of intersec-
tion at (913, 82). Thus, at time t=913, the dimensionless DSS can be calculated as
(82-50)×20/249=2.57, where 20/249 is the size of the spatial mesh.
Aside from the role of DSS, interference of waves due to the excitation of the medium
plays a major role in the attainment of multiple steady states. This notion can be
explained using simulation results, as follows. In Figure 5.7(b), after t = 627, at a
low stimulated region x = 51 and its nearby neighbourhood, the system starts to
reinforce by excitation, as discussed previously for x = 61. In the subsequent mo-
tion, when a wave ‘P’, created at the earliest time step from PIW, passes the above
region, that interferes with another wave, ‘Q’, during its creation in the same region
due to the reinforcement. The relative phase (phase difference) between ‘P’ and ‘Q’
pushes ‘P’ with greater amplitude and sudden increased velocity immediately after
the interference (see the connecting points along line L2 in the Figure 5.7(b)). Figure
5.10 shows a phase difference and a small change in amplitude between waves mov-
ing through three successive spatial points. This dynamics was observed through
increasing interference visibility and speed of the wave ‘P’ after the interference of
‘P’ and ‘Q’ in a movie file. As a result, the reinforced wave ‘P’ (see Figure 5.7(b))
penetrates into non-stimulated regions and hence non-stimulated regions lose their
steady state S2. However, since there is a time lag between two successive inter-
ference, the non-stimulated regions again undergo the next steady state S3 as the
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Figure 5.10: Schematic shows phase difference between and a small change in amplitude
of waves moving through successive spatial points in a particular time interval (900,990).
upcoming wave from PIW has no ability to penetrate the non-stimulated region in
the absence of interference and because the distance between PIW and the boundary
separating the stimulated and non-stimulated regions is 4.34, which is greater than
DSS=2.57. This dynamics continues and leads the system for every other annihilation
of backward waves in R1 and forward waves in R4. Thus, the non-stimulated regions
are predicted with subsequent steady states: S3, S4, and so on, while a new set of
PIW follows the line L2. These new PIWs are the ‘points of interference of waves’
(NPIW) created in the region of law stimulation. Hence, a new DSS corresponding
to NPIW can also be defined, called NDSS, since NPIW moves towards the centre
region along line L2. When NDSS≥DSS, the non-stimulated region can be predicted
with other steady state of long LT, like as S2 in spite of interference.
Figure 5.11 shows a linear variation of the LT of steady states S3,· · · , S7 in the
simulation time t = 3, 000 (dimensionless time=20). The shrinkage of the LT of
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steady states (see Figure 5.7(a)) indicates the existence of further wave propagation
in the non-stimulated region in the subsequent time period. To see this dynamics,
we carry out simulation for extended time periods, each of at 3,000 units (see Figure
5.12). Following a sudden drop in the membrane potential at approximately time
about t = 4, 250 (a dimensional time ≃ 28.33) (see Figure 5.12(a)), and a consequent
sudden rise and drop within the next time interval 550, non-stimulated regions attain
consecutive steady states Sn, Sn+1 and Sn+2. The reason for this sudden change
Figure 5.11: Schematic shows shrinkage of the LT of steady states (SS) S3, S4 and so on.
Numbers denoted at each point indicate the LT of corresponding SS. The SS and its LT for
the dimensional time period 20 can be modelled by a relation LT = −0.1SS + 0.533.
in the membrane potential is not clear. Following this sudden change, the system is
set to a transient pattern with multiple steady states, during t = 6000 : 9000 (see
Figures 5.12(b) and 5.12(d)). These steady states are observed in both stimulated
(50 < x < 75) and non-stimulated (x < 50) regions. The LT of steady states in
the non-stimulated regions is twice that of the LT of steady states observed in the
stimulated regions, as the non-stimulated regions receive only a single wave for every
two waves propagating in the stimulated regions (see Figure 5.12(d)). The reason for
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this dynamics can be explained by three waves, as follows.
First, consider two successive waves, P1 and P2, initiated from PIW along line L1
and moving towards the non-stimulated region. Then, P1 interferes with a hidden
wave, Q1, created at the corresponding NPIW on line L2 by excitation (see Fig-
ures 5.12(c) and 5.12(d)). As described earlier, the interference reinforces Q1 and
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(a) x = 25, t = 3000 : 6000
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(b) x = 25, t = 6000 : 9000
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Figure 5.12: Schematic shows (a), (c) the state of dynamics changes to transient pattern
and (b), (d) a full transient pattern with multiple steady states.
simultaneously weakens P1. Therefore, the weak P1 vanishes immediately while the
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interference pushes Q1 from the NPIW. However, when P2 reaches NPIW the rein-
forcement is weak compared to when P1 is reached. This reinforces wave P2 without
producing another hidden wave Q2 for interference and P2 starts to travel with a low
amplitude compared to the amplitude of the reinforced Q1. The strongly reinforced
Q1 then penetrates and travels through the non-stimulated region while the weak
P2 stops just beyond the boundary separating the stimulated and non-stimulated
regions. This dynamics is repetitive and the system attains multiple steady states at
two different spatial locations: first, in the stimulated region spanned by 50 < x < 75
and second in the non-stimulated region spanned by x < 50 (see Figure 5.12(d)) then
at two more locations by symmetry. As described above, the period of steady states
Figure 5.13: Schematic shows the wave dynamics in the first cell of 5 circumferentially
coupled cells.
in the first region is observed as of time between P2 and Q1, while the time between
two successive Q1s is observed to be the period of steady states in the second region.
Hence, the LT of steady states in the non-stimulated regions is twice that of the LT
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of the steady states in the stimulated regions.
To study the dynamics of increased number of cells around the circumference we
carry out simulation on 5 circumferentially couple cells. Result revealed similar dy-
namical behavior of 3 circumferentially coupled cells, but an increment in the lasting
time of steady states is observed compared to that in case of 3 circumferentially cou-
pled cells. These results are shown in Figure 5.13.
In the following section we will explore the dynamics of a population of cells in
two-dimension.
5.4 Wave Dynamics of 2-D Cellular Network
In this section, we study the dynamics of the 2-dimensional cellular system mod-
elled by HPDEs given by Equations (4.3.25) and (4.3.64) derived in Chapter 4. For






















= v − γw − p, (5.4.2)
where v = v(x, y, t), w = w(x, y, t), I = I(x, y, t) and g(v) = v(v − α)(1 − v), 0 <
α < 1.
Since the HPDEs treat the effective PVCs, D̃x and D̃y, as different, the macro-domain
is an anisotropic medium. Furthermore, for numerical simulations, let us assume D̃x













= v − γw − p. (5.4.4)
We solve the problem of Equations (5.4.3) and (5.4.4) in a rectangular domain, as the
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characteristic length of the artery along the x-axis is different from the characteristic
length of the lifted arterial circumference along the y-axis. For this, we use the Mat-
lab built-in differential equation solver ode45.
We use a five-point finite difference approximation scheme for the modelling of the
















where i and j respectively denotes the spatial points along the x- and y-axes. The
grid size along the x- and y-axes is defined by the width of the cell δ and by the
length of the cell η, respectively such that η = 10δ (as described in Equation (4.3.46)
in Chapter 4, κ = 10).
We initially assign the excitation and recovery variables a zero value and cells are
assumed to be periodic in both x and y directions. Hence, the initial conditions and
periodic boundary conditions are respectively set as follows:
v(x, y, 0) = w(x, y, 0) = 0; (5.4.6)
v(x0, yj, t) = v(xN , yj, t),
v(xN+1, yj, t) = v(x1, yj, t),
 ∀ j = 1, . . . ,M, (5.4.7)
v(xi, y0, t) = v(xi, yM , t),
v(xi, yM+1, t) = v(xi, y1, t),
 ∀ i = 1, . . . , N, (5.4.8)
where M,N ∈ Z+ denote the total number of spatial points along the x- and y-axis,
respectively. For a reasonable computational time, we used: M = 80 and N = 54.
Based on the values of M and N above, our rectangular spatial geometry consists
of 80×54=4,320 cells, among which only 240 cells (five bands, each of which have
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48 cells) along the x-direction and 216 cells (six bands, each of which have 36 cells)
along the y-direction at the centre of the domain are stimulated. We stimulated
456 cells in total, around 10.56% of the total number of cells. We applied a weakly
time-dependent spatially-varying bi-directional stimulus, I(x, y, t), defined by:
I(x, y, t) =
{
(Ix, Iy), 0 ≤ t ≤ ta;
0, ta < t ≤ tT ,
(5.4.9)
where ta and tT are an arbitrary and total time of simulation, respectively.
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(a) Ix vs x
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(b) Iy vs y
Figure 5.14: Schematic of the bi-directional spatially varying stimulus I = (Ix, Iy), defined
by Equation (5.4.10) where (a) Ix is applied in the x-direction and (b) Iy is applied in the
y-direction.
As proposed for the one-dimensional case, Ix and Iy are assumed to be in the form of
the second-order spline (one of the forms of periodicity), defined as:
Ix =

0, 0 ≤ x ≤ 16,
(5/24)x, 17 ≤ x ≤ 40,
5− (5/24)x, 41 ≤ x ≤ 64,
0, 65 ≤ x ≤ 80,
, Iy =

0, 0 ≤ y ≤ 9,
(5/18) y, 10 ≤ y ≤ 27,
5− (5/18) y, 28 ≤ y ≤ 45,
0, 46 ≤ y ≤ 54.
(5.4.10)
Note that from Equation (5.4.10), the strength of the stimulus in the x and y direction
is set up as different by assigning them with a different spatial gradient (see Figure
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5.14 for a geometrical interpretation of Ix and Iy).
In the following subsections we will show the existence of curved wave-fronts, curved
wave-backs, nearly circular waves (target pattern), rigidly rotating spirals with drifts
and meanders and static spirals with continuous drift. In general, most of these
pattern formations were previously discussed in [35], [36], [66], [86], [87], [97], [110],
[113] and [125]. Some were only studied for a few models (for example, Belousov-
Zhabotinsky reaction model in [86], the Berkley model in [93] and a synaptic depres-
sion model in [71]). We show for first time the possibility of a FHN displaying all
of the above spatial patterning together and we describe the corresponding dynamics
based on different parameter values and space-time dependent stimuli.
5.4.1 Curved Wave-Fronts and Nearly Circular Waves
Consider the discretized domain described in the preceding section and solve the
system using the initial and boundary conditions given by Equations (5.4.6)-(5.4.8).
Under the parameters values explained in Section 5.1, we set the parameters of Equa-
tions (5.4.3)-(5.4.5) as follows:
D̃x = 0.001, D̃y = 0.1, a = 0.95, ν = 0.01, γ = 0.12, p = 0.3, δ = 0.1, η = 1,
where D̃x and D̃y are initially assigned with the above values.
Using these parameter values and Equations (5.4.3)-(5.4.10) with ta = tT we solve the
problem in the rectangular domain. Results from the simulation showed an excited
cellular region activated by the spatially varying bi-directional stimulus (see Figure
5.15(a)), where the excited cells are shown by a region of ‘+’ sign. In subsequent time,
initial spatial variation of the membrane potential appears as curved traveling waves
in both the x- and y-directions (see Figure 5.15(a)). These curved traveling waves are
wave-fronts, since the direction of their movement is the same as the normal outward
unit, and they propagate to the surrounding region of zero stimulus. These traveling
wave-fronts convert most of the regions of the cellular network into an excited state.
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Full domain excitation depends on the threshold value of the stimulus applied in each
direction and how far the curved wave-fronts travel from the stimulated region. The
latter depends on the relationship between the curvature and speed of the wave-front.
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Figure 5.15: Schematic shows (a) an application of bi-directional stimulus at the centre
of the domain and moving curved fronts towards the boundaries, (b) successive circular
wave-fronts collide each other, (c) moving cusps away from each other in the up and down
direction, after the collision and (d) waves spreading with reduced curvature.
The curvature-speed relationship can be given by the ‘eikonal’ equation: cf = cp−κD,
where cf , cp, D and κ the speed of the wave-front or back, speed of the plane wave,
the transport coefficient and the curvature of the wave, respectively [86, 113]. For
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a wave-front, c > 0 and κ < 0 and for a wave-back, c < 0 and κ > 0 (see [86]
and [113]). From the eikonal equation, one can observe that an increment in the
positive curvature decreases the speed of wave propagation. In addition to the cur-
vature effect on the wave-front, in our simulation we identified the role of a properly-
assigned spatially-varying bi-directional stimulus in reducing the time lag between
bi-directional wave-fronts. This reduced time lag increases the possibility of forming
a closed loop by connecting the bi-directional wave-fronts. To explain this result, we
carried out numerical experiments for the same region of excitation as pictured in
Figure 5.15, based on the peak value of Ix and Iy (see Figure 5.14 where the peak
value of Ix = Iy = 5).
First, at a peak value of Ix = 4 and Iy = 6, cells are stimulated respectively with the
stimulus of the spatial gradient, approximately 0.17 (=4/(40-16)) and 0.33 (=6/(27-
9)) in the x- and y-direction (see Figure 5.14). In another case, at a peak of Ix = 4
and Iy = 5, the stimulus in the x- and y-direction gradually changes by a spatial gra-
dient of 0.17 and 0.28 (=5/(27-9)), respectively. In both cases, Iy has a high gradient
strength compared to the gradient of Ix and hence simulation results showed the rapid
movement of the wave-front in the y-direction rather than the wave-front moving in
the x-direction. Thus, the time lag between the bi-directional wave-front is greater in
magnitude as the y-directional wave-front moves faster. However, in the actual case,
with a peak value of Ix = Iy = 5, the stimulus gradually changes through increments,
approximately 0.21 (=5/(40-16)) and 0.28 (=5/(27-9)), respectively in the x- and
y-direction. In the first two scenarios the difference between the spatial gradient of
Ix and Iy is 0.33-0.17=0.16 and 0.28-0.17=0.11, respectively. However, in the latter
case the difference is 0.28-0.21=0.07, which intuitively indicates the strength of the
stimulus in each direction is notably distributed compared to the first two cases, as
0.07 < 0.11 < 0.16. In the latter case, the time lag between bi-directional wave-fronts
is small compared to the first two cases. Therefore, the time lag between the x- and
y-directional wave- fronts close to the stimulated region is controlled by the difference
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between the spatial gradient of the stimulus applied along the x and y-direction. At
the peak value of Ix = Iy = 5, as a result of both minimized time lag and high curva-
ture (at a later stage of the simulation), the bi-directional wave-fronts superimpose
at their ends through a chain-wise connection immediately after they created. This
dynamics results at the formation of a closed loop, which turns into a propagation
of a nearly circular wave (target pattern) (see Figure 5.15(b) and Figure 5.15(d)).
Therefore, a bi-directional, spatially-distributed stimulus with a pair of threshold
gradients could have the ability to produce circular waves. For the stimulated re-
gion in Equation (5.4.10), the threshold value of the spatial gradients of the stimulus
in the x- and y-direction is found as 0.21 and 0.28, respectively at two-decimal places.
In the subsequent motion the collision of moving circular periodical waves in the
up and down y direction creates upward and downward moving cusps (see Figure
5.15(c)), respectively in the regions of high curvature. Since these cusps are moving
away from each other, they round off and spread widely and quickly so that the curva-
ture of the wave-front becomes reduced (similar dynamics can be seen in [113]). The
resultant dynamics in our problem makes the system free from the target pattern and
hence is prevented from having other two-dimensional wave patterns, such as closed
loop and spiral patterns, as the curvature becomes reduced or vanishes. By allowing
the system to keep producing target pattern through a connection of cusp points, the
dynamics of the system can be further studied. In this case we hope to form continu-
ous wave-backs (moving opposite to the outward normal) instead of wave-fronts. We
will achieve this in the following section.
5.4.2 Curved Wave-Backs and Nearly Circular Waves
As discussed in the previous section, we show the existence of curved wave-backs and
nearly circular wave-backs (target patterns) by changing the value of the parameters
a and D̃y, for which we set dimensionless values: a = 0.25 and D̃y = 0.05. Other
parameters are set as defined in Section 5.4.1. The initial and boundary conditions
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used are defined by Equations (5.4.6)-(5.4.8). The external stimulus is defined by
Equation (5.4.10) and is applied for the full simulation period, that is, ta = tT .
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Figure 5.16: Schematic shows (a) excitation of cells due to the application of bi-directional
stimulus at the centre of the domain, (b) highly curved wave-backs at the top and bottom of
the domain, (c) face-to-face moving cusps in the up and down direction, and (d) a moving,
nearly circular wave-back created by collision of cusps shown in Figure (c). Loop A in
Figure (c) dissipates in the region of the stimulated cells.
Results reveled the existence of curved wave-backs as the waves moved towards the
stimulated region of cells instead of carrying the activated signals away from the
stimulated region. In other words, the direction of movement of the curved waves
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is opposite to the normal outward unit, and in this case, the excited region of cells
behaves like a sink. Figure 5.16(a) shows excitation of cells around the stimulated
region and in their neighbourhood. Since the periodic wave-backs are moving to-
wards the region of excitation, the collision of moving curved wave-backs in the up
and down y-spatial direction (see Figure 5.16(b)) creates face-to-face moving cusps in
the regions of high curvature (see Figure 5.16(c)). These moving cusps superimpose
each other and hence round off their edges to form a closed loop around the region
of excited cells. The resultant pattern of the loop is a nearly circular wave-back (see
loop A in Figure 5.16(d)). The circular wave-back propagates very rapidly towards
the region of stimulated cells and the resultant shape becomes a disordered pattern,
as long as, the pattern dissipates due to excitation in the middle of the domain (see
the centre of the circular loop in Figure 5.16(d)). This dynamics was found to be
repetitive over the simulation time.
This raises two questions: first, in general, under what circumstances can the symme-
try of a target pattern be broken? Second, if a symmetry breaking of rapidly moving
wave-backs is possible, then what are the underlying dynamics of the cellular system?
The first question has been answered by previous research. For example, in [97], the
insertion of a blast of air into a small portion of the circular wave-front was used
to mechanically brake the symmetry of the system. In [110], wave-fronts exposed to
ultra-violet light caused the partial cessation of the front, resulting in a free spiral
end. Further, a notion of properly assigned initial conditions, and an application of
concentric stimulus at the neighbourhood of the wave-fronts were proposed in [115],
[116] and [117]. These notions were well-tested for the formation of spiral waves in
[15], [16], [44], [96] and [109]. The importance of these spiral waves was then studied
in relation to inducing tachycardia (high frequency-induced heartbeat) and subse-
quent physical condition, the uncoordinated contraction of the cardiac muscle of the
ventricles in the heart (“ventricular fibrillation”) [1, 17, 25, 34, 67, 86, 92, 96, 102, 121].
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As we are modelling communication (in terms of the cellular membrane potential)
between a population of type A cells in the interest of studying its biology-related
dynamics, we conducted a literature search to find a biological process to make our
modelling more meaningful. In references [7], [10], [28] and [98], we noted the impor-
tance of the cellular membrane potential depolarization in relation to some patholog-
ical states (mentioned in the following section) of the human body. Therefore, we will
model a specific state of the cellular membrane potential depolarization for which the
symmetry of the target pattern will be broken.
5.4.3 A Physiological or Pathophysiological Scenario
There are some physiological or pathophysiological situations that can make certain
parts of the cellular system to behave with sudden distinct characteristics [100] that
can be considered deterministic. First, we consider a dramatic electrical change ex-
perienced by a cell. In most cells, the membrane potential is known by the difference
Figure 5.17: Schematic of changes in cellular membrane potential from steady state to hy-
perpolarization via depolarization and repolarization. Figure reproduced with free accessing
license from Wikipedia.
between the potential of negatively-charged cytosol and the surrounding environment
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of the cell [100]. However, in the process of depolarization the negatively-charged
rapidly becomes positive for a very short time (see Figure 5.17). This change in
physiology allows for the spread of electrical impulses as a propagation of waves,
both within a cell and on specific occasions, between cells [100]. Membrane potential
depolarization has been proposed as an important factor in the initiation of muscle
fatigue [98], the silencing of brain electrical activity (spreading depression) [28] and
is associated with a decrease in the stiffness of the endothelial cells [7]. In [10], the
membrane potential depolarization (not due to the increment of intracellular Na+
concentration) has been found to play a role in epithelial wound healing by gradually
extending its spread towards the neighbouring cells from the leading edge of wounds.
The notion of depolarization is therefore essential in the study of cellular activity,
transmission between cells and the function of an organism [100].
Second, we may consider a pathological situation: patches of damaged cells (for
example, cancer cells), which can be considered an appearance of spatial inhomo-
geneity in a homogeneous cellular medium. In both situations the change in mem-
brane potential from negative to positive (or vice versa) could be possible, where
the sudden attainment of zero potential (see red dots in Figure 5.17) and its conse-
quences in a population of cells are paramount. In the following section we introduce
depolarization- or spatial heterogeneity-related “zero-state intermediate condition”
at a particular point in the simulation, for which the membrane potential of a patch
of cells in the domain becomes zero. We call this the “domain of depolarization”.
5.4.3.1 Symmetry Breaking: Rigidly Rotating Spiral Waves
A reaction-diffusion system on a plane is found to be invariant under the Euclidean
group [5] and hence a spiral wave is a symmetry-breaking solution of that system
[5, 86, 113]. The tip of the spiral can be created for slowly moving, highly curved
wave-fronts [113] and wave-backs. In our simulations, we show the existence of spiral
waves by breaking the target pattern (circular waves) obtained through wave-backs
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in Section 5.4.2 (see Figure 5.16(d)). This section is a repetition of the simulation
described in Section 5.4.2, but we introduce the scenario that membrane potential
begins to depolarize in a patch of cells due to the opening and closing of ion channels
or other means. We apply the “zero-state intermediate condition” at an arbitrary
time (t = tdp) at which the “domain of depolarization” attains the zero potential.
For this, we setup the left half of the spatial domain as the domain of depolarization
and one-third of the total simulation time as the time point, tdp, of the zero-state
intermediate condition. The domain of depolarization is defined by 0 < x ≤ 40 and




For simulations, the bi-directional stimulus defined by Equations (5.4.9) and (5.4.10)
is applied until time ta, and was thereafter switched. The time point ta defined in
Equation (5.4.9) was set to be exactly tdp, as we wanted to analyse the long-term
behaviour of the system under the zero-state intermediate condition in the absence of
stimulus. Hence, ta ≈ 667. Further, the values of the parameters are kept the same
as defined in Section 5.4.2:
D̃x = 0.001, D̃y = 0.05, a = 0.25, ν = 0.01, γ = 0.12, p = 0.3, δ = 0.1, η = 1.
From the simulation, at time t = 666 we see the same circular wave-back as predicted
in Figure 5.16(d), since all the conditions applied to the system are the same until
the zero-state intermediate condition is applied at t = 667. That is, the pattern is
repetitive until the breaking time t = 667. Since the domain of depolarization reaches
the zero membrane potential at time t = 667, the first half of the propagating circular
wave-back shown in Figure 5.16(d) is broken up. This break-up causes the ends of the
other half of the circular wave-back to curl around a pair of points (spatial singulari-
ties) and thus produces symmetrical free ends in the upper and lower regions of the
domain (see Figure 5.18(a)). These free ends then become the tips for the formation
of rotating spirals (see Figure 5.18(b)). A qualitative analysis in relation to change of
sign of the normal velocity at a point along the interface separating the excited and
recovery regions can be seen in [35] and [86] for the formation of free spiral ends.
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Figure 5.18: Schematic shows (a) the formation of free ends, (b) evolution of rotating spiral
arms, (c) and (d) evolution of common tail and birth of the “twin-spirals”, (e) collision of
curved arm portion of the spirals and (f) repetitive formation of common tail.
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In the subsequent simulation, the right half of the next available circular wave-back
evolves toward a connecting tail for both spiral arms appearing in the upper and
lower regions. This dynamics is shown in Figures 5.18(a)-Figure 5.18(d) as a contin-
uous time series. A completed birth of rigidly and steadily rotating spiral waves are
shown in 5.18(d), where the top and bottom spirals rotate in counter-clockwise and
clockwise directions, respectively. We name these “twin-spirals” as the tails of the
two spirals are connected. This common tail does not disappear as it is periodically
repetitive in time. The repetition is caused by the collision of the curved portion (see
Figure 5.18(e)) of the spiral arms, which creates a new common tail and supports the
spirals to rotate in the directions mentioned above. Furthermore, since the spirals
rotate steadily and rigidly, under the notion that steadily rotating spirals trace out a
circular path [3, 43], we approximately calculate the angular speed of the spiral tip
from the simulation results and by applying the relation T = 2π/ω. We found a full
rotation of the spiral tip is completed over a dimensionless time 260. This gives a
dimensionless angular speed, ω = 0.02418, to five-decimal places.
In the following section we will study the effect of the x-directional macroscopic
PVC, D̃x, on the pattern formation, while the y-directional macroscopic PVC, D̃y,
remains unchanged.
5.4.3.1.1 Effect of PVC: slow rotation, drift and meander: To study the
effect of PVC, we first reduce D̃x = 0.001 by half, while the other conditions and pa-
rameters are kept the same as in Section 5.4.3.1. Hence, D̃x = 0.0005. Results reveal
that the system is being self-excited (oscillations grow in amplitude) at specific spatial
locations (indicated by green circles in Figures 5.19(a) and 5.19(b)) and regions other
than the self-excitation are exposed with a pair of rigidly rotating twin-spirals. This
is because the slow variation of potential coefficient allows two successive wave-backs
to break up at a time, hence producing an additional twin-spirals not seen in the case
of D̃ = 0.001. Moreover, the self-excitations circled in Figure 5.19 play a major role
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in determining the direction of the rotation of the spirals. This can be described as
follows.
The growing amplitude of the self-excitation of cells in the middle of the four spirals
(see large green circles in Figures 5.19(a) and 5.19(b)) pulls the twin-arms of the spi-
rals towards the region of self-excitation. This dynamics forces the twin-arms to turn
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Figure 5.19: Schematic shows (a) pairs of twin-spirals with some cells becoming self-excited,
(b) the development of self-excitation (denoted by green circles), (c) creation of highly
curved portion of spiral arms through self-excitation and (d) diverging spirals rotating
clockwise and anti-clockwise. See Figure 5.20 for the direction of rotations of diverging
spirals.
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towards the region of self-excitation, hence leading the left and right spirals located in
the upper region to rotate counter-clockwise and clockwise, respectively. This dynam-
ics can also be seen in Figures 5.19(a) and 5.19(b), as the length of the highly curved
section of arms from the tip of the spirals decreases as the self-excitation grows. That
is, the length of the spiral arm is greater in the absence of self-excitation. Similar
dynamics are described for the left and right spirals appearing in the lower region,
rotating in clockwise and counter-clockwise directions, respectively. From Figures
5.19(b) and 5.19(c) we see that the spirals rotate through approximately 180 degrees
in the outward direction over the time period 150 (=1295-1145) due to the maximum
self-excitation (larger green circle in Figure 5.19(c)). Therefore, the spirals are diver-
gent as each of them rotates outwards from its core (see Figure 5.20 for the direction
of rotation of each spiral, observed in a movie file). Such outward rotating spirals
were observed in some systems [90, 119], including calcium wave activities in cortical
tissue culture [114] and a fertilized Xenopus oocyte [79] and in pathological states,
such as heart ventricular fibrillation [17] and retinal spreading depression [47].
In the continuous time series, since the direction of rotation of spirals (in any or-
der other than the diagonal) is contrary to each other, the interaction between spirals
pushes the arms away from each other. The shape of the spirals is then determined
by the interaction induced by self-excitation. In addition, we observed a formation of
thinner spiral waves in contrast to the thicker one seen in the case of D̃x = 0.001. That
is, low-valued D̃x splits thicker spiral waves into a number of thinner ones. This is
why, together with the outward rotation of spirals, we later we found for D̃x < 0.0005,
the conversion of spirals waves into forward and backward plane waves due to more
splits of spirals. Moreover, the tip of the twin-spirals rotates slowly with the same
constant angular speed. As found before, the dimensionless angular speed of the tip
of the spirals in this case is calculated to be approximately 0.01676, since a full circu-
lar path the tip of the spirals is completed over a dimensionless time approximately
375. Note that the angular speed of each spiral tip in D̃x = 0.001 was found earlier
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(a) top left (b) top right
(c) bottom left (d) bottom right
Figure 5.20: Schematic shows the direction of rotation of each diverging spiral appearing
at the (a) top left, (b) top right, (c) bottom left and (d) bottom right, of the sub figures of
Figure 5.19. Here (a) and (c) and (b) and (d) are pair of twin-spirals.
to be ω = 0.02418. Therefore, the slow macroscopic variation of PVC decreases the
angular speed of the spiral tip. However, to prove this result we carried out more ex-
periments to provide a better understanding of the system dynamics. We concluded
that 0.0005 was the critical value of D̃x below which the system can be observed with
a family of forward and backward plane waves as seen in the one-dimensional problem.
To further study the effect, D̃x was increased by half of its earlier value 0.001. Hence,
we set D̃x = 0.0015. As in case of D̃x = 0.001, the system produced a single twin-
spirals. In addition, these spirals are identified with drifting dynamics. The drift of a
spiral wave can be defined by its translocation, with time as a rigidly rotating spiral
only holds one symmetry [5] and therefore it is possible that the location and phase of
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a spiral wave is likely to experience changes when stability of such symmetry is broken
[5]. Therefore, for the increased D̃x value, we found this kind of translocation of the
twin-spirals, as shown in Figure 5.21. Initially, at t = 670, the tip of the twin-spirals
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Figure 5.21: Schematic shows for D̃x = 0.0015 the location of the twin-spirals at (a)
t = 720 and (b) t = 1070. Drift is induced through 22 spatial points, over a time 350,
along the x-axis. Rotation of top and bottom spirals are the clockwise and anti-clockwise,
respectively.
was found near the spatial coordinates (5,17) and (5,37) (not shown in Figure 5.21).
In the subsequent time, spirals were drifted to the spatial coordinates; (24,17) and
(24,37), respectively (see Figure 5.21(a)) at time t = 720 and to (46,17) and (46,37)
(see Figure 5.21(b)) at time t = 1070. Therefore, we identify “PVC induced drifts” for
D̃x = 0.0015, that were not seen in the previous cases (D̃x = 0.0005, 0.001 < 0.0015).
Refer to [5] and [43] for other kinds of drifts such as resonant drift, inhomogeneity
induced drift, anisotropy induced drift, boundary induced drift and drift due to in-
teraction of spirals. In the next section we report another kind of drift: the stimulus
induced drift. In addition to D̃x = 0.0015, we also identified for D̃x = 0.0020, 0.0025
a number of drifts along the x-direction. We concluded that there is a threshold
value for D̃x above which drifts can be induced for rigidly rotating spiral waves. In
our modelling, we found the threshold value of D̃x to be 0.0015. Hence, from the
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above results and discussion, one can be defined an interval 0.0005 ≤ D̃x ≤ 0.0025
for which the system possesses rigidly rotating twin-spirals. As spirals rotate steadily
and rigidly soon after drifts are accomplished, we find the angular speed of the tip of








Table 5.1: D̃x-related angular speed
The time taken by the tip of spirals to complete a full rotation in each case is 165, 135
and 130, respectively. With the angular speed of the tip found earlier for D̃x = 0.0005
and 0.001, the Table 5.1 summarizes the results of D̃x-related angular speed. Now,
we seek to discover the dynamics of the system if D̃x > 0.0025. For D̃x > 0.0025,
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Figure 5.22: Schematic shows for D̃x = 0.003 a nonsymmetric pattern of interacting pair
of twin-spirals due to meandering.
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we report the dynamics as a transition from rigidly rotating spirals to meandering
spirals (path of the spiral tip is not a closed curve, and can form different patterns
such as flower petals), hence forming a non-periodic pattern in the domain. Figure
Figure 5.23: Schematic shows a trend of the angular speed of the spiral tip with PVC in
the interval 0.0005 ≤ D̃x ≤ 0.0025. The critical and threshold values of diffusion below and
above which the initiation of plane waves and meandering spirals are shown by the first and
second red dotted red vertical lines. Labels on the graph denote the PVC values used for
plotting.
5.22 shows a meandering spiral pattern for D̃x = 0.003. The dynamics of spirals mov-
ing near the top and bottom boundaries of the domain are observed with a complex
nature, as they seem to interact with other spirals, creating a kind of rolling motion
with drifts. This rolling motion and the continuous interactions between spirals due
to the increased D̃x causes the system to create meandering spirals. In addition,
the top and bottom spirals rotate in clockwise and anti-clockwise directions, respec-
tively. The middle twin-spirals are initially created near the right boundary and this
pair is directed towards the centre region, as shown in Figure 5.22(b). Rotations of
these spirals are observed in clockwise and anti-clockwise directions. In an other case,
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D̃x = 0.004, we noticed similar dynamics with meanders and drifts and the direction
of the rotation of each spiral was observed to be contrary to the direction of rotations
observed for D̃x = 0.003. Therefore, the direction of the rotation of spirals was de-
termined by both interactions between spirals and the membrane potential coefficient.
The complete dynamics of spiral waves based on D̃x are illustrated in Figure 5.23. It
shows a monotonically increasing variation of angular speed with D̃x in the interval
0.0005 ≤ D̃x ≤ 0.0025 (in which steadily and rigidly rotating spirals were observed),
as summarized in Table 5.1. Other intervals D̃x > 0.0025 and 0 < D̃x < 0.0005
separated by dotted red vertical lines indicating the existence of meandering spirals
and the initiation of forward and backward plane waves. We did not find the angular
speed of the tip of meandering spirals, as they are not stationary and the path of the
spiral tip, in general, does not follow a closed curve.
5.4.3.1.2 Effect of stimulus: wave-break and drifts In the preceding subsec-
tion we studied various membrane potential coefficients for the dynamics of the system
under the influence of a weakly time-dependent, spatially-varying bi-directional stim-
ulus. In this section we report other possible dynamics of the same cellular system,
not only under the influence of the continuous action of bi-directional stimulus defined
by Equations (5.4.9) and (5.4.10), where ta = tT , but we also study the dynamics
induced by a uni-directional stimulus.
For the first case, the parameters are set as defined in Section 5.4.3.1, with D̃x = 0.001.
As explained in Sections 5.4.2 and 5.4.3.1, results reveal the existence of twin-spirals
through the initiation of curved wave-backs followed by nearly circular waves. The
continuous action of the bi-directional stimulus and its high excitation of cells near
the stimulus creates unstable twin-spirals. Thus, the twin-spiral undergoes a “wave-
break”, separating the tails of the spiral from its arms. This dynamics is shown in
Figures 5.24(a) and Figure 5.24(b). Consequently, broken spiral sections experience
drifts towards a region of low excitation where they reform stable spiral shapes (the
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tip of the up and down spirals was in this case found to move approximate spatial
points (5, 9) and (5, 45)), respectively) and start to rotate rigidly and steadily. Simi-
lar kinds of dynamics can been in [5], [17], [43], [92] and [121]. Therefore, wave-break
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Figure 5.24: Schematic shows (a) a systematically created spiral wave, (b) wave break, (c)
stimulus induced drift and (d) drift induced by the interaction of spirals.
and drift are induced by stimulus, but are not due to PVC since this dynamics was
not predicted for D̃x = 0.001 in the previous section. In the subsequent motion,
spirals located in the upper and lower regions experience further drifts respectively
from spatial points near (5,9) and (5,45) to (20,9) and (20,45) (see Figure 5.24(c))
and then to (30,9) and (30,45) (see Figure 5.24(d)). Latter drifts were induced due
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to the interactions between the arms of spirals (see Figures 5.24(c) and 5.24(d) for
their interactions), which drew the spirals to move forward as they rotated contrary
to each other.
Secondly, as an effect of stimulus on the system, we report another dynamics not
previously been observed in any earlier literature. We categorize this as static twin-
spirals (non-rotating spiral form) with continuous drift. For studying this dynamics,
we allowed a uni-directional stimulus only (instead of bi-directional stimulus). We
applied in the y-direction stimulus I defined by Equation (5.4.9) where Ix = 0 and
Iy is taken with a peak value 4.9 (see Figure 5.25). For simulation we considered five
y








Figure 5.25: Schematic shows the uni-directional stimulus applied in the y-direction. Peak
value of the stimulus is taken as 4.9 with a spatial gradient of 0.35.
bands of cells in the centre in the y-direction and stimulated each of them using the
same stimulus, Iy. The domain is setup with spatial points in dimensions of 60×42.
With this domain dimension, the spatial gradient of Iy is now 4.9/(21-7)=0.35 (see
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Figure 5.25). This value is greater than that used in previous scenarios (approxi-
mately 0.28) in order to model the stimulus Iy. Importantly, Iy was switched off at
ta = 850 in Equation (5.4.9) and the simulation was carried out for a dimensionless
time period of 2,500. We used the same parameter values as in the previous section,
but D̃x was taken as 0.0005, the critical value for the nonexistence of spiral waves
predicted earlier. Results revealed the existence of “static twin-spiral” (spiral wave
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Figure 5.26: Schematic shows a “static twin-spiral” under the application of uni-directional
stimulus shown in Figure 5.25 with Dx = 0.0005.
forming with non-rotating dynamics) that undergoes continuous drift along the x-
direction. That is, the fixed form of spiral pattern shown in Figure 5.26 was observed
to move continuously from the left boundary to the right throughout the simulation
time.
To explain the dynamics of the static twin-spirals pattern formation, we recall the
dynamics explained in section 5.4.3.1 for Dx = 0.0005. In that case, we showed
that twin-spirals appeared with slow rotations, as Dx was small and the direction
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of the spiral tips rotation was determined by the self-excitation of cells caused by
bi-directional stimulus I = (Ix, Iy). However, in this case, since the cells were not
stimulated in the x-direction, the self-excitation of cells was limited to a particular
level and stopped when the oscillating circular wave-back was broken. Therefore, slow
rotations of spiral tips ceased in the presence of law Dx as well as in the absence of
self-excitation. This cessation of slow rotation of spirals led the system towards the
formation of static spirals. In addition, these spirals experience a continuous drift
throughout the simulation time, as 0.0005 is considered the critical value for the for-
mation of moving plane waves. This dynamics was noted only for the spatial gradient
of 0.35 (or the peak value 4.9) of the time-dependent, spatially-varying stimulus I
applied to the domain as mentioned previously. The system was not exposed to spiral
waves for any value less than or greater than 0.35. The formation of static twin-spiral
with continuous drift may be considered a long-term pathological state of cells, as it
does not vanish in a long-run and the spiral patterning has been considered to be one
of the pathological indications of some human diseases as described before.
5.5 Summary
In this chapter we have numerically solved the one- and two-dimensional homogenised
partial differential equations of membrane potential. In both cases, we used a spatially-
varying stimulus defined in the form of a second-order spline. This form of stimulus
is introduced based on the Hopf bifurcation points identified for a ring of three cou-
pled, discrete cells in the absence of potential variation coefficient (PVC). The one-
dimensional numerical experiments revealed the existence of forward and backward
plane waves along the arterial axis. This one-dimensional study is also showed the ex-
istence of multiple steady states of the cellular membrane potential in the macroscopic
arterial domain. The existence of multiple steady states were explained in relation
to a critical value of the distance between moving point of initiation of waves and
the boundary separating the stimulated and non-stimulated regions. In addition, the
notion of interference via system reinforcement was also used to describe the multiple
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steady states of the system.
Based on numerical experiments of two-dimensional lattice models, we showed the ex-
istence of curved wave-fronts and -backs, nearly circular wave-fronts and -backs, and
finally, the existence of spiral waves. In the case of spiral waves, we identified an in-
terval for which the system is predicted with rigidly and steadily rotating twin-spirals
with increasing angular speed of the tip of the spirals with respect to an increasing
effective PVC. Dynamics of the spirals were explained in terms of drifts, meanders
wave-break, interpreting the role of PVC and types of stimulus. In addition, we also
reported the existence of moving static twin-spiral (non-rotating spirals). Most of the
dynamics explained in this chapter have not been reported for a multi-dimensional,
discrete as well as continuous FHN system.
Chapter 6
Homoclinic Orbits, Results and
Discussion
In Chapter 4 we showed by numerical simulations the existence of plane waves for
the one- and two-dimensional homogenised partial differential equations (HPDEs)
derived in chapter 4. This result has been justified in this chapter by constructing
homoclinic orbits corresponding to a critical wave speed.
A homoclinic orbit at some parameter values of a dynamical system is a loop which
leaves from the equilibrium as a branch of the unstable manifold and reaches again
the same equilibrium. Thus, any traveling impulse can be defined by a homoclinic
orbit and the type of the equilibrium determines the shape of the impulse (impulse
with monotone tail or oscillating tail is corresponding to a saddle or saddle-focus equi-
librium) [20]. Mathematically speaking, a solution u(t) of the dynamical system is
interpreted by an orbit which is homoclinic to the equilibrium point u0 and u(t) → u0
as t → ±∞. Therefore, a study of the equilibrium’s stability and the construction
of homoclinic orbit in the travelling wave coordinate system justifies the existence of
wave solution we have shown numerically in chapter 5.
For constructing homoclinic orbits we apply the method of homotopy in MATCONT.
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In particular, we follow [20] in which a full detail theoretical description of the ho-
motopy method with illustrative examples can be found. Other work can be found
in [20], [22], [23] and [77]. However, here we briefly explain the necessary step by
step process of the Homotophy method in developing homoclinic orbit for the one-
dimensional problem and follow the same procedure for the two-dimensional problem.
6.1 Homoclinic Orbits of 1-D Homogenised Mod-
els
Let us consider the one-dimensional HPDEs for the system of coupled 3 cells the










+ γw − v + p = 0, (6.1.2)
where all notations in Equations (6.1.1) and (6.1.2) are given in Chapter 2 and
v = (v1 v2 v3)
T and w = (w1 w2 w3)
T.
First, we will analyze the stability of the equilibria of the system given by Equa-
tions (6.1.1) and (6.1.2) as it is important to initiate the method of homotopy for
homoclinic orbits.
6.1.1 Stability of the Equilibrium
Let us define the traveling wave coordinate:
z = x+ ct, (6.1.3)
where c > 0 denotes the dimensionless wave speed.
By substituting Equation (6.1.3) into Equations (6.1.1) and (6.1.2) we have a system
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of ordinary differential equations (ODEs):
cνv ′ = D̃v ′′ + D̃′v ′ + g(v)−GAv −w + I ,
cw′ = v − γw − p,
(6.1.4)
where ′ = d
dz
.
Let us define v ′ = dv
dz
= u , where u = (u1 u2 u3)
T.
The system in Equation (6.1.4) can be written as a system of first-order ODEs:
v ′ = u ,
u ′ =








Most of the work in relation to homoclinic orbits of FHN have been studied for a
single FHN system (that is, G=0) and in the absence of the parameters p and I.
These literature are not limited to [38], [39], [40], [42], [52], [56], [70], [73], [99]. In the
absence of the parameters p and I, previous work considered a trivial unique steady
state (0,0,0) which arose in the absence of G, I and p. However, these parameters
are crucial in our models for the cellular communication, which respectively model
the conductance of gap junctions between cells, excitable behavior of cells and the
Nernst potential.
Now, let us take D̃ = D, a constant. Then the system given by Equation (6.1.5)
can be written as:
v ′ = u , (6.1.6)
u ′ =








For equilibria, we have v ′ = u ′ = w ′ = 0 and hence the steady states of the system
of equations given by Equations (6.1.6)-(6.1.8) can be found by solving the system of
vector algebraic equations:
u = 0, (6.1.9)
w = g(v)−GAv + I, (6.1.10)
v = γw+ p. (6.1.11)
By substituting Equation (6.1.11) in the Equation (6.1.10) we have a cubic vector
polynomial:
γ3w 3 − (1 + α− 3p)γ2w 2 +
(




+ γ GAw − g(p)− I = 0, (6.1.12)
where the powers in the polynomial are raised to the components of the vector w and
g(p) = ( g(p) g(p) g(p) )T with
g(p) = g(v|p) = p(1− p)(p− α). (6.1.13)
Now, we choose the steady state stimulus to be
I = −g(p). (6.1.14)
By substituting Equation (6.1.14) into Equation (6.1.12) we have an obvious real
unique solution w = 0.
By substituting w = 0 in the Equation (6.1.11) the system of three-cells can be
found with a unique steady state:
(v ,u ,w) = (p,0,0). (6.1.15)
That is, the unique steady state given by Equation (6.1.15) can be written in the
form:
(v1, u1, w1; v2, u2, w2; v3, u3, w3) = (p, 0, 0; p, 0, 0; p, 0, 0). (6.1.16)
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We observe, from Equation (6.1.16), that the steady state of the coupled three-cells
system to be depend on the parameter p. In other words, the membrane potential
becomes Nernst potential in the equilibrium state. Hence, this result coincide with
the Nernst equation, as the Nernst equation predicts the membrane potential to be
equal to the Nernst potential when the cellular membrane is in the dynamical equi-
librium with respect to one type of ion (see [72]).
We linearize the three-cells coupled system about the steady state of Equation (6.1.15).
For this, we find the Jacobian (as the circulant matrix) of the 9-dimensional system





























Here we do not derive analytically any constraints for the wave speed c in terms
of other parameters appeared in the Jacobian, as our system of coupled three-cells
modelled by a characteristic polynomial of order 9, which is not easily solve (or impos-
sible) for eigen-values. Therefore, we are only interested in determining numerically
the approximate eigen-values, which will categorize the type of the equilibrium. For
this, we use the same parameter values, as used in the chapter 5 since the set of values
emerged propagation of plan waves in one-dimension. Thus, let us take
α = 0.95, ν = 0.01, D = 0.001, G = 0.1, γ = 0.12, p = 0.3, c = 1.7. (6.1.19)
By substituting these values into the Equation (6.1.18) we find a set of approximated
eigen-values of the Jacobian as 3 reals and 3-pairs of complex conjugates with negative
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real part. Note that we have chosen an initial value 1.7 for c. However, numerical
experiments for other various range of c values also showed the same result (3 reals
and 3-pairs of complex conjugates eigen-values with negative real part). Hence, the
equilibrium point can be categorized as a hyperbolic saddle focus and is unstable.
Therefore, the dimension of the stable and unstable manifolds are found as 6 and 3,
respectively, and this result will be used for the construction of homoclinic orbits in
the following section by defining the initial unstable connection parameters in relation
to the dimension of the stable and unstable manifold.
6.1.2 Existence of Homoclinic Orbits
As mentioned before, we use the method of homotopy in MATCONT for constructing
homoclinic orbits and briefly explain the necessary steps for the time integration and
continuation.
We consider the problem in traveling wave coordinates, for which we use the system
given by Equations (6.1.6)-(6.1.8). The Matlab solver Ode45 is used for numerical
integration. Moreover, we start with the steady state given by Equation (6.1.16), as
an initial point, and ‘connection saddle’ as a curve type for the method of Homotopy.
The initial value of parameters is taken as in Equation (6.1.19). Since we use the
steady state to be the initial point of time integration, we take the initial value of the
stimulus to be its value at the steady state. Hence, by comparing Equations (6.1.13),
(6.1.14) and (6.1.19) we set
I = p(1− p)(α− p) = 0.1365, (6.1.20)
for all cells.
As stated before, since the dimension of the stable manifold is greater than the di-
mension of the unstable manifold we chose the first unstable parameter, UParam1,
to be -1, and we leave the second unstable parameter, UParam2, as 0 (by default).
UParam2 can be set to one of the directional values, -1 and 1, if the dimension of
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the unstable manifold of the cell system is 6 (see [20] for similar argument). The
unstable parameters UParam1 and UParam2 determine the initial direction of in-
tegration; whether in the direction of departing or approaching the equilibrium point
[20]. Hence, we start integration in the direction of leaving the steady state and ex-
pect to approach the same steady state when a homoclinic orbit converges.
The initial time integration produced an orbit of a parabolic-shape curve ABC (see
Figure 6.1), which is denoted by inner and outer green arrows. That is, the curve
Figure 6.1: A completed orbit ABCA denoted by green arrows shows the existence of
homoclinic orbit for the first cell in the ring of three-coupled cells. Homoclinic orbit is
labeled by ‘HTHom’. Same orbit was obtained for other two cells in the coupled three-cells
system
initiated at the steady state A and followed the path of the inner-line AB denoted
by the green arrows. It crossed at B and reached the point C by following the
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path of the outer-line BC denoted by green arrows. Obviously, this curve is good
enough to proceed with the homotopy method. After the initial integration we found
that one of the three stable connection parameters, SParam1, to be non-zero and
other stable connection parameters, SParam2 and Sparam3, to be zero. This result
showed that the end point of the plane tangent to the stable invariant manifold at
the saddle focus was not obtained. Note that, all zero-valued stable connection pa-
rameters confirm the end-point of the plane tangent to the stable invariant manifold
at the saddle focus is obtained (see [20]). Therefore, we carried out continuation by
choosing BVP-discretization of 50 mesh intervals and 4 collocation points. We al-
lowed the wave speed c, the non-zero stable parameter SParam1 and the distance to
the saddle focus from the last point of the orbit (the homoclinic parameter) to be free.
After the discretization process continuation of integration produced (for finding a
best fit) a family of curves denoted by dark blue thinner region and ended up with
the inner curve CB, connecting the outer curve BA denoted by inner and outer red
arrows, respectively (see Figure 6.1). For this curve, we obtained all of the stable pa-
rameters zero. Therefore, this curve lies in the unstable manifold with the end-point
in the stable eigen-space of the equilibrium (see [20]). That is, this curve may be
considered to be the boundary between the stable and unstable manifold.
We start continuation from the point C and, during the integration, we obtained
another family of curves CA (wider dark blue region from the outer line indicated
by the red arrow to the inner line denoted by the green arrow) spiraling towards the
saddle-focus A. Finally, we found a best fit to be the inner curve CA denoted by the
green arrow. We noted that each curve CA in the wider dark blue region has been
connected to a corresponding curve CB and then to a corresponding curve BA in the
thinner blue regions. Therefore, we found a homoclinic orbit ABCA (indicated by
green arrows) which finally set back to the saddle-focus A (see Figure 6.1). For this
homoclinic orbit, the wave speed c was found to be 1.2328888, which is the critical
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value for the existence of homoclinic orbits of the coupled three cells system of Equa-
tions (6.1.1) and (6.1.2), in the traveling wave coordinate system. As equilibrium be
a saddle focus, we conclude that traveling wave is initiated as a traveling impulse of
oscillating tails and propagation of wave is confirmed through construction of homo-
clinic orbit.
In the following section we will show for 2-dimensional models the existence of homo-
clinic orbits.
6.2 Homoclinic Orbits of 2-D Homogenised Mod-
els
As state before, in this section we study (without considering the symmetry breaking
condition introduced in chapter 5) the existence of homoclinic orbits for the two-
dimensional homogenised models of Equations (5.4.1) and (5.4.2).
6.2.1 Stability of the Equilibrium























= v − γw − p, (6.2.2)
where v = v(x, y, t), w = w(x, y, t), I = I(x, y, t) and g(v) = v(v − α)(1 − v), 0 <
α < 1. Further, D̃x and D̃y are homogenised potential variation coefficients (PVCs),
which are taken as constants, defining D̃x = D1 and D̃y = D2 for numerical integra-
tion.
Let us define a traveling wave coordinate (see Figure 6.2):
z =
√






2 which makes an wave angle θ with the positive x-axis in the
two-dimensional domain so that
v(x, y, t) = v(z), w(x, y, t) = w(z). (6.2.4)
Figure 6.2: Schematic shows a method of conversion of two-dimensional domain into the
traveling wave coordinate. P is an arbitrary point, c is the resultant velocity of the two-
dimensional wave and θ is the wave angle.


































































+ γw = v − p, (6.2.10)
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where D = D1 cos
2 θ +D2 sin
2 θ.
The above models can be deduced to the one-dimensional single cell model of Equa-
tion (6.1.4), for which G = 0, D1 = D̃,D2 = 0 and θ = 0.
Let us take v ′ = dv
dz
= u then we have
v′ = u, (6.2.11)
u′ =




v − γw − p
c
. (6.2.13)
Hence, steady states of the system of Equations (6.2.11)-(6.2.13) are given by
u = 0, (6.2.14)
v = γw + p, (6.2.15)
w = g(v) + I. (6.2.16)
By substituting Equations (6.2.15) into Equation (6.2.16) we have a cubic polynomial,
γ3w3 − (1 + α− 3p)γ2w2 +
(
3p2 − 2(1 + α)p+ α + 1
γ
)
γw− g(p)− I = 0, (6.2.17)
where g(p) = g(v|p) = p(1− p)(p− α).
Equation (6.2.17) is similar to the cubic polynomial of Equation (6.1.12) with G = 0.
Therefore, as explained in the one-dimensional case, the unique steady state (under
the steady state stimulus I = −g(p)) of the system of Equations (6.2.11)-(6.2.13) is
given by (v, u, w)=(p, 0, 0).
To study the stability we linearize the system of Equations (6.2.11)-(6.2.13) about
the steady state (v, u, w)=(p, 0, 0). For this, we find the Jacobian of the system of
















where D = D1 cos
2 θ +D2 sin
2 θ.
We define the parameters (other than c and θ) with the same values as in the one-
dimensional case, to compare with the critical value of the one-dimensional wave
speed 1.2328888. Hence, we have
α = 0.95, ν = 0.01, D1 = 0.001, D2 = 0.1, γ = 0.12, p = 0.3. (6.2.19)
Note that PVCs: D1 and D2 has been taken to be the one-dimensional PVC, D, and
the circumferential coupling coefficient, G.
By substituting Equation (6.2.19) in the Equation (6.2.18) of Jacobian and by numer-
ically experimenting a set of different values for c and θ (see columns 1 and 2 in Table
6.1), we find again the steady state (p, 0, 0) to be a saddle focus, as the eigen-values
of the Jacobian with respect to the steady state are one positive real and a pair of
complex conjugates with negative real parts. Therefore, the dimension of the stable
and unstable manifold is 2 and 1,respectively. As discussed in the previous section,
we will assign the first unstable parameter UParam1 by the directional value -1 and
the second unstable parameter UParam2 by its default value 0 for the initiation of
homotopy method.
6.2.2 Existence of Homoclinic Orbits
To construct homoclinic orbits for the models of Equations (6.2.1) and (6.2.2), we
apply the method of homotopy in the traveling wave coordinate system given by
Equations (6.2.11)-(6.2.13). We followed time integration and continuation as de-
scribed in the previous section. Further, we use the same parameter values as given
in the equation (6.2.19). We set the initial value of c corresponding to θ, as given in
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Table 6.1: Initial and critical values of wave speed corresponding to θ, 0 ≤ θ ≤ π/2, for
which homoclinic orbits were obtained.
Table 6.1 and hence continue the integration process for every pair of (θ, c). We show
the existence of homoclinic orbit for every pair of (θ, c). The Figure 6.3 shows a
homoclinic orbit for θ = π/2. The critical wave speed was calculated as c=12.328927.
v














Figure 6.3: Existence of homoclinic orbit at a critical wave speed c=12.328927 and θ = π/2
We obtained similar homoclinic orbits (not shown here) and their corresponding wave
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speed for other θ-values, 0 < θ < π/2, as shown in Table 6.1. We noted the one-
dimensional wave speed 1.2328888 has been obtained for θ = 0 due to the fact that
the two-dimensional models are deducible to the models of one-dimension for θ = 0.
In addition, the wave speed increases as the wave angle θ increases from 0 to π/2.
Therefore, waves move faster along the lifted circumferential direction of the artery
rather than moving along the arterial axis. The Figure 6.4 shows a monotonically
Figure 6.4: Variation of critical 2-dimensional wave speed with angle, for which homoclinic
orbits exist
increasing trend of the wave speed, ccritical, as wave angle θ increases. The relationship
between ccritical and θ can be modelled by a fifth-order polynomial with R
2 = 1 (a
measure of 100% goodness of the fit) and is given by
ccritical = −4×10−9θ5+1×10−6θ4−1×10−4θ3+5.6×10−3θ2+8.65×10−2θ+1.2321.
(6.2.20)
Therefore, the polynomial given by Equation (6.2.20) can be used to determine the
critical wave speed at any angle in the first quadrant, for which homoclinic orbit
exists under the parameter values assumed.
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6.3 Continuation of Homoclinic Orbits
To identify the co-dimension of bifurcation, we proceed with a continuation of ho-
moclinic orbit of one-dimensional plan waves using two-parameter analysis (see [20]).
For this, we allow the parameters α and c to vary along the homoclinic curve. We
identified points for double real stable leading eigenvalues (DRS) in the (α, c)-plane.
That is, while two parameters are varied along the homoclinic orbit, bifurcation oc-
curs corresponding to DRS point which is classified as one of the bifurcation points for
the co-dimension two bifurcation with respect to the equilibrium, see [20]. Similarly,
continuation of homoclinic orbit in the (α, I) parameter space also identified DRS
points for the two-dimensional plane waves. Hence, the two-dimensional macroscopic
system undergoes a codimension two bifurcation.
We compare this results with the results of a number of previous work: [8], [9],
[52], [57] and [76], even though these references dealt with a single FHN system in
the absence of the parameter p. In [52], it has been proved that the existence of
part of a homoclinic orbit as a ‘C’-shape curve as we have shown as the curve CA
denoted by green arrows in Subsections 6.1.2 and 6.2.2. In addition, this kind of C-
shape curve was also reported in [9]. Moreover, we have shown that the existence of
homoclinic orbit for the wave speed 1.2328888 which interprets the existence of slow
waves. Similarly, existence of slow waves has been proved in [42] and discussed in [52].
Further, the existence of homoclinic orbits have been proved in [8] and [57]. In [76],
an application of the exchange lemma has been discussed in proving the existence of
a codimension two bifurcation between waves in (c, ν, α)-parameter space. Therefore,
the existence of codimension two bifurcation we have shown here for homoclinic orbit
by continuation technique has been confirmed according to [76]. Hence, our results
are comparable with the results of the above mentioned literature.
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6.4 Summary
In this chapter, we studied the existence of membrane potential plane waves of the
one- and two-dimensional HPDEs derived in chapter 4, by constructing homoclinic
orbits using the method of homotopy in MATCONT. This study is therefore a justifi-
cation for the existence of plane waves shown by numerical experiments in chapter 5.
Existence of the waves was shown by three main phenomena; type of the equilibrium,
existence of homoclinic orbit with critical wave speed and co-dimension of bifurcation.
For both one- and two-dimensional HPDEs we identified a unique steady state which
was categorized as a hyperbolic saddle-focus. This result confirmed an initiation of
traveling impulse of oscillating tails. Moreover, we confirmed a periodic wave solu-
tion through the construction of homoclinic orbits with a corresponding critical wave
speed. In addition, we noted the speed of the wave has been monotonically increased
in the direction of wave angle increased. Finally, continuation of homoclinic orbits
in a two-parameter space identified a co-dimension two bifurcation for both one- and
two-dimensional HPDEs in the traveling wave coordinate system.
Conclusion
In this research, an attempt has been made to mathematically model human arterial
cellular signalling between a population of cells. This research showed a method of
modelling the dynamics of a biological process and in particular, the dynamics of the
cellular membrane potential. Thus, the method we followed in this research can be
applied in modelling any physiological phenomena of a complex system at different
length scales. In the interest of modelling cellular signalling, we considered the cellular
membrane potential of a population of human arterial smooth muscle cells (SMCs)
and endothelial cells (ECs). Signalling among and between these two cells types
was considered as homocellular and heterocellular communication, respectively. Cells
were then treated as the electrical equivalents of FitzHuge-Nagumo (FHN) nonlinear
models and hence we were able to derive models for both homocellular and hete-
rocellular communication. However, we only studied the dynamics of homocellular
communication between SMCs; the dynamical study of heterocellular communication
between SMCs and ECs has been left for future work.
In Chapter 1, the possibility of modelling both SMCs and ECs using FHN mod-
els was described in terms of local dynamical similarities between our FHN models
and the models of Koenigsberger et al., since the Koenigsberger et al. models were
validated by published in vitro experiments results obtained on rat mesenteric arterial
segments. In addition, a notion of using different values for the same parameters in
our FHN models with respect to each cell type was also described.
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As the first goal of our research, we developed a system of discrete autonomous
ordinary differential equations (ODEs) for a population of cells around the circum-
ference of an arterial-ring. For simplicity, this system was studied for three coupled
SMCs using a standard continuation technique in MATCONT. Results revealed the
existence of Hopf bifurcation followed by a transition from steady state into an os-
cillatory state (and vice versa) in all cells. The oscillatory state of the membrane
potential was predicted between two stable Hopf points under the application of an
external stimulus that acted as a bifurcation parameter. Moreover, an M -shape curve
for the period of oscillations of the cellular membrane potential was also predicted.
Secondly, we have considered continuous rings of discrete cells along the arterial
axis and derived one-dimensional reaction-diffusion type of equations for both homo-
cellular and heterocellular communication among and between SMCs and ECs, by
homogenising the rings along the arterial axis, x. The resultant models were con-
structed so that they were discrete around the circumference of the artery as well
as continuous along the arterial axis. Similarly, a two-dimensional reaction-diffusion
type system was also derived by lifting the arterial circumference in the second Carte-
sian direction y for both homocellular and heterocellular communication among and
between SMCs and ECs. A method of deriving these models was illustrated in Chap-
ters 2 and 3.
We then studied the micro-macro phenomena of the homocellular communication be-
tween SMCs. For this, we applied the theory of mathematical homogenisation with
formal asymptotic expansion to the one- and two-dimensional reaction-diffusion type
equations and derived homogenised partial differential equations (HPDEs), macro-
scopic equations. During the homogenisation process, the one- and two-dimensional
effective potential variation coefficients (PVC) were also derived. These homogenised
models can be regarded as more comprehensive and cohesive versions of the ho-
mogenised models derived so far, as our HPDEs were derived based on the dimension
203
of the macroscopic arterial segment and microscopic cellular domain of SMCs. In
particular, the microscopic PVC was considered in both fast and slow scales rather
than defining them in fast-scale only. This assumption allowed us to incorporate
a neighbouring coupling effect of microscopic variation as a small fraction of the
macroscopic variation. Therefore, our HPDEs can be applied to more complicated
system. As an application of the macroscopic PVC in one and two dimensions, we
constructed numerical examples as a possible form of PVC in the microscopic domain
and applied them to the macroscopic models to illustrate a possible cellular physiol-
ogy. A solution to the unit-cell problem in one and two dimensions was also provided.
As the next goal of this study, one-dimensional HPDEs were numerically simulated
using a three-point finite difference method, zero-initial and periodic boundary con-
ditions and by applying a stimulus in the form of a first-order spline. The first-order
spline form was selected based on the Hopf bifurcation points identified for the ring
of three discrete cells and the periodicity of cells. Results revealed the existence of
membrane potential forward and backward plane waves along the arterial axis. The
dynamics of these waves were then studied using spatial patterning of the membrane
potential and a movie file created for the wave propagation. Frequency of wave cycles
was observed developing from the non-stimulated to stimulated region. The threshold
value of the stimulus for the initiation of waves was found. In addition, non-stimulated
regions and a particular region of the stimulated region were predicted with multiple
steady states. In particular, we discussed the occurrence of multiple steady states
in terms of a new physical parameter not previously reported: the distance between
the point of initiation of waves (PIW) in the stimulated region and the boundary
separating the stimulated and non-stimulated regions and system reinforcement. The
critical value of that distance, ’distance to steady state’ (DSS), was found. Further-
more, we found that DSS and the time lag between two successive reinforcements led
the system to attain every other annihilation of waves in the non-stimulated region
and hence the cessation of waves then became steady states of the system. A line
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of negative-gradient was also predicted for the lasting period of the steady-states, in
the one-third of the total simulation time. Due to a sudden drop and rise in the
membrane potential, we showed the existence of multiple steady states and a corre-
sponding transient spatial patterning in a particular region of the stimulated domain
under a new PIW. However, the reason for the sudden drop in membrane potential is
unclear. Following the attainment of the transient pattern, a period of steady states
in the non-stimulated region was found to be double that of the period of steady
states in the stimulated region.
Finally, we investigated the dynamics of the cellular membrane potential using two-
dimensional HPDEs. For this, the system was simulated using five-point finite differ-
ence method, zero-initial conditions, periodic boundary conditions and by applying
stimulus in the same form of the first-order spline used previously in both x and y
directions. Initial results revealed the propagation of membrane potential as curved
wave-fronts, curved wave-backs, circular wave-fronts and circular waves-backs. We
examined the role of the properly-assigned, spatially-varying bi-directional stimulus
in producing circular loops and found the relative spatial gradient of the x- and y-
directional stimulus was small enough to create circular loops. Detailed results and
discussion on the dynamics of these waves was given in Chapter 5.
To further study the dynamics of the cellular membrane potential, we considered the
physiological process ‘potential depolarization’, and showed breaking of the symme-
try of circular wave-backs when the zero-potential state of the depolarization process
was attained. As a result, the membrane potential was found as waves of rigidly
rotating twin-spirals. In the following study, we investigated in detail the dynamics
of the twin-spirals based on the effect of the x-directional effective PVC. For an in-
creased PVC, spirals waves were predicted with drifting dynamics and subsequently
these waves experienced meanders as PVC was further increased. In addition, slowly
rotating diverging twin-spirals were observed for low-value PVCs. In the case of
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low-value PVCs, a number of twin-spirals were increased due to the self-excitation
of the system and hence this growing number of diverging spirals with considerably
reduced curvature were then converted to forward and backward plane waves. We
found a critical value of PVC for the existence of plane waves and rotating spirals
with drifts and meanders. The intermediate interval between these critical values
showed the existence of rigidly and steadily rotating twin-spirals. In this case, the
angular speed of the spiral tip was found to follow a monotonically-increasing curve
as PVC increases. Drifts of spirals in this study were categorized as PVC-induced
drift, stimulus-induced drift and interaction-induced drift. Furthermore, as an effect
of the stimulus we reported wave break under the action of weakly time-dependent
bi-directional stimulus and a new spiral dynamics defined as ‘static twin-spirals’ with
continuous drift (a non-rotating continuously moving spiral) under the action of uni-
directional stimulus. Alternatively, the zero-potential intermediate condition can be
also considered a spatial heterogeneity of a patch of damaged cells, such as cancer
cells of the smooth muscle or plaque formation of damaged cells. That is, initiation
and re-entrance of spiral waves may be regarded as an indication of a sudden change
in the cellular physiology or as a pathological stage of a disease, such as tachycardia
or ventricular fibrillation as stated in the literature. Interestingly, the static twin-
spirals we have predicted in our modelling may also be considered to be a long-term
pathological state.
As a final goal of this study, we proved the existence of plane waves in one- and two-
dimensions (without considering the symmetry breaking condition in two-dimension)
by constructing homoclinic orbits in a traveling wave coordinate system. Construc-
tion of homoclinic orbits for a system of 5 circumferentially coupled cells (a case of
extended number of cells) in one-dimension showed a computational complexity as
the system became more stiff due to the increased number of nonlinear differential
equations in the travelling wave coordinate system. Therefore, computational time
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increases drastically. For the two-dimensional cellular system, the speed of the mem-
brane potential plane waves was found as a monotonically-increasing function of wave
angle. This result revealed that waves move fast around the circumferential direc-
tion than that along the axial direction. Moreover, the one-dimensional partially ho-
mogenised cellular system can be regarded as a particular case of the two-dimensional
fully homogenised system since the two-dimensional critical speed of the plane waves
is being deduced to the one-dimensional wave speed for the zero wave-angle. In ad-
dition, as said above, we found a critical value of the x-directional macroscopic PVC
below which spiral waves can be turned to forward and backward plane waves in the
one-dimensional case. Therefore, some of the dynamics of the partially homogenised
system can be derived from the fully homogenised system. Moreover, in both sys-
tems, we showed a co-dimension two bifurcation via continuation of homoclinic orbit,
which proved an earlier result for a single unit FHN system.
Future Direction of the Research
This section briefly describes a 3 possible future direction of research with novel
ideas, as an extension of this research. In this thesis, we have well developed for
heterocellular communication between type A and type B cells a system of reaction-
diffusion equations which are both discrete and continuous in one-dimension, and are
a full continuous lattice models in two-dimension. The dimensionless form of these



































































































+ γBz = u− pB, (6.4.8)
where v and u are respectively the cellular membrane potential of type A and type
B cells. Other notations are respectively described in chapter 2 and chapter 3.
Firstly, as a future, work a multiscale analysis and homogenisation of the 1-dimensional
heterocellular models given by equations (6.4.1)-(6.4.4) can be studied. As a result, a
newly developed system of HPDEs can then be numerically simulated for an arterial
macro-domain, for studying the spatial pattern formation and their related dynam-
ics of the heterocellular cellular system, by assigning different parameter values for
type A and type B cells. This work will include enough results for a paper publication.
Secondly, in the similar way explained above, a system of 2-dimensional HPDEs can
be derived from models given by equations (6.4.5)-(6.4.8), which can then be used
to study a spatial patterning and their dynamics in a 2-dimensional macro arterial
domain. It can also be regarded as a standard work for another research paper.
Finally, as an application of the method of study carried out and proposed above
in this thesis, similar kind of spatial models will be developed in the field of Phar-
macokinetics. Up to now, an ADME (absorbtion-distribution-metabolism-excretion)
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process of a specific drug in the human body has been mainly studied as a physio-
logical compartmental study, where human organs are treated as compartments. For
this, a system of ordinary differential equations have been used to model the dynamics
of the drug. However, a cellular level study of a particular human organ has a vital
importance based on a specific disease. For example, specific spatial heterogeneities
of cancer cells need to be identified for a chemotherapeutic treatment, and the most
common way of this treatment has been via intravenous injection. In addition, dur-
ing this treatment it is common that the neighboring cells get affected. Therefore,
as a cellular communication, spatial models in terms of a drug concentration need to
be developed and studied via their multiscale structure, to treat the system at the
cellular level. Hence, as a future direction of a new research, instead of using existing
coupled ordinary differential equations to model the kinetics of a drug, a system of
spatial models need to be developed to understand cellular level pharmacokinetics of
the drug. It will give rise to a new discovery related to new therapeutic strategies,
and we hope to develop such a new area of research and to work on it.
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Jalife, Rectification of the background potassium current a determinant of ro-
tor dynamics in ventricular fibrillation, Circulation research 89 (2001), no. 12,
1216–1223.
[103] Faustino Sánchez-Garduño, Philip K Maini, and E Kappos, A review on trav-
elling wave solutions of one-dimensional reaction diffusion equations with non-
linear diffusion term, Forma 11 (1996), no. 1, 45–59.
222
[104] Shaun L Sandow, Robin Looft-Wilson, Beth Doran, T Hilton Grayson, Steven S
Segal, and Caryl E Hill, Expression of homocellular and heterocellular gap junc-
tions in hamster arterioles and feed arteries, Cardiovascular research 60 (2003),
no. 3, 643–653.
[105] MA Shaikh, T David, and DJNWall, Effects of spatially varying agonist concen-
tration on calcium signalling in coupled vascular endothelial and smooth muscle
cells.
[106] Mohsin Ahmed Shaikh, David JN Wall, and Tim David, Macro-scale phenom-
ena of arterial coupled cells: a massively parallel simulation, Journal of The
Royal Society Interface 9 (2012), no. 70, 972–987.
[107] Sanjiv Sharma, Etienne B Coetzee, Mark H Lowenberg, Simon A Neild, and
Bernd Krauskopf, Numerical continuation and bifurcation analysis in aircraft
design: an industrial perspective, (2014).
[108] JA Sherratt, On the form of smooth-front travelling waves in a reaction-
diffusion equation with degenerate nonlinear diffusion, Math. Model. Nat. Phe-
nom 5 (2010), no. 5, 64–79.
[109] Nitaro Shibata, Peng-Sheng Chen, Ellen G Dixon, Patrick DWolf, ND Danieley,
William M Smith, and Raymond E Ideker, Influence of shock strength and
timing on induction of ventricular arrhythmias in dogs, American Journal of
Physiology-Heart and Circulatory Physiology 255 (1988), no. 4, H891–H901.
[110] Gordon S Skinner and Harry L Swinney, Periodic to quasiperiodic transition
of chemical spiral rotation, Physica D: Nonlinear Phenomena 48 (1991), no. 1,
1–16.
223
[111] Bauer E Sumpio, J Timothy Riley, and Alan Dardik, Cells in focus: endothelial
cell, The international journal of biochemistry & cell biology 34 (2002), no. 12,
1508–1512.
[112] Cam Ha T Tran, Edward J Vigmond, Frances Plane, and Donald G Welsh,
Mechanistic basis of differential conduction in skeletal muscle arteries, The
Journal of Physiology 587 (2009), no. 6, 1301–1318.
[113] John J Tyson and James P Keener, Singular perturbation theory of travel-
ing waves in excitable media (a review), Physica D: Nonlinear Phenomena 32
(1988), no. 3, 327–361.
[114] Alexej Verkhratsky, Richard K Orkand, and Helmut Kettenmann, Glial calcium:
homeostasis and signaling function, Physiological reviews 78 (1998), no. 1, 99–
141.
[115] Arthur T Winfree, Rotating chemical reactions, Scientific American (1974),
no. 230, 82–95.
[116] , When time breaks down: the three-dimensional dynamics of electro-
chemical waves and cardiac arrhythmias, Princeton University Press Princeton,
1987.
[117] , Electrical instability in cardiac muscle: phase singularities and rotors,
Journal of theoretical Biology 138 (1989), no. 3, 353–405.
[118] , Varieties of spiral wave behavior: An experimentalists approach to the
theory of excitable media, Chaos: An Interdisciplinary Journal of Nonlinear
Science 1 (1991), no. 3, 303–334.
[119] , The geometry of biological time, vol. 12, Springer Science & Business
Media, 2001.
224
[120] Yoshimichi Yamamoto, Megan F Klemm, Frank R Edwards, and Hikaru Suzuki,
Intercellular electrical communication among smooth muscle and endothelial
cells in guinea-pig mesenteric arterioles, The Journal of Physiology 535 (2001),
no. 1, 181–195.
[121] H Zhang and AV Holden, Chaotic meander of spiral waves in the FitzHugh-
Nagumo system, Chaos, Solitons & Fractals 5 (1995), no. 3, 661–670.
[122] Gong Zhao, Xiaobin Xu, Manuel Ochoa, Weiqun Shen, and Thomas H Hintze,
Interaction between prostacyclin and nitric oxide in the reflex control of the coro-
nary circulation in conscious dogs, Cardiovascular Research 32 (1996), no. 5,
940–948.
[123] BERTRAM Zinner, Stability of traveling wavefronts for the discrete Nagumo
equation, SIAM journal on mathematical analysis 22 (1991), no. 4, 1016–1020.
[124] Bertram Zinner, Existence of traveling wavefront solutions for the discrete
nagumo equation, Journal of differential equations 96 (1992), no. 1, 1–27.
[125] Vladimir Sergeevich Zykov, Simulation of wave processes in excitable media,
Manchester University Press, 1987.
