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1 INTRODUCTION  
When a riverbed or seabed is eroded by a current, 
the bed usually becomes unstable and bedform 
patterns appear. In this paper our attention is 
mainly focused on subaqueous sedimentary rip-
ples, which are small-scale patterns characterized 
by a height of the order of a centimeter that are 
observed to appear only in hydro-dynamically 
smooth and transitional flows, i.e. for the grain 
Reynolds number Re 24.0p ≤ (Sumer and Ba-
kioglu, 1984). There are important motivations for 
researchers to study the appearance and the time 
development of the ripples: 
y The presence of ripples may change the bed 
roughness, which determine the fluid shear 
stress near the bed; 
y Ripples usually cause the separation of the bot-
tom boundary layer and strongly modify the 
sediment transport; 
There are a few theoretical works describing 
sand wave development from a flat bed: Kennedy 
(1963) is considered to be the first one who laid 
the foundation of the descriptions of the geometry 
of the sand waves on streambeds (Raudkivi 1997). 
The model is based on a two-dimensional inviscid 
potential flow over an erodible bed. He related the 
local sediment transport rate to the local fluid ve-
locity, with a lag distance between the two, which 
is the key factor for producing unstable waves. 
Later, Richards (1980) added viscous effects to 
the flow model with an one-dimensional turbu-
lence model for flows with hydro-dynamically 
rough beds to study the formations of ripples and 
dunes. His results showed that formation of rip-
ples is independent of the flow depth. This work 
was extended to the region of hydro-dynamically 
smooth flows by Sumer & Bakioglu (1984) for 
analyzing ripple formations. This analysis pre-
dicted that ripples would exist only when grain 
Reynolds number Re 24.0p ≤ . 
Several researchers have applied numerical me-
thods to simulate the flows over fixed ripples to 
understand the effects of bedform to the flow 
fields and the implications for sediment transport. 
For example, Zedler and Street (2001) focused on 
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the initial entrainment and transport of suspended 
sediment in flows over fixed ripples. A well-
resolved large-eddy simulation (LES) was em-
ployed to examine in some detail the role and ef-
fect of coherent structures that occur near the bed. 
However, to the authors’ knowledge, there 
have been no reported simulations of the forma-
tion process of ripples from an initially flat bed by 
a well-resolved turbulent flow field. 
Numerical models for simulating bedload 
transport must include a model to solve the flow 
field and thence the stress distribution on the bed 
surface, a model to transport the sediment along 
the bed, and a model to describe the evolution of 
the bed elevation according to the transport of the 
sediment(Kennedy 1963, Richards 1980, Sumer 
and Bakioglu 1984, Bui et al. 2004). Among 
available methods which explicitly represent the 
turbulent flow fields, DNS (Direct Numerical Si-
mulation), LES and RANS (Reynolds-Averaged 
Navier-Stokes equations) can be considered. DNS 
is far too costly, leaving LES and RANS as feasi-
ble candidates (Keylock et al. 2005, Giri and Shi-
mizu 2006) at present. Keylock et al (2005) sug-
gested that LES is preferable for fluvial 
geomorphic and sedimentological research, since 
most RANS models are intended for accurate re-
presentations of the mean flow field only. Chang 
& Scotti (2003) compared LES with a RANS k-
ω model for separating flows over ripples, and re-
ported that RANS substantially under-predicted 
Reynolds stress and over-predicted vertical veloci-
ty, while LES agreed very well with DNS and ex-
periment. 
A two-dimensional numerical model has been 
developed in our lab to study the detailed informa-
tion of ripple initiation and evolution under an 
uniform turbulent current (Nguyen and Wells 
2009). Bedload sediment flux is estimated by the 
van Rijn's (1984) formula from the time-averaged 
bed shear stress distribution obtained from flow 
solutions by a Large-Eddy-Simulation (LES) me-
thod coupled with an Immersed-Boundary-
Method (IBM). Evolution of the bed surface, as 
described by the Exner equation, is computed qu-
asi-simultaneously with the flow field.  
However, when bedforms are three-
dimensional, as often found for ripples formed in 
alluvial channels, the sediment transport is not 
uniform in the spanwise direction, therefore three-
dimensional bedload models are necessary. 
In the two-dimensional model by Nguyen and 
Wells (2008), Re p  was varied in the range [0.5, 
2.5]. The wavelengths of the earliest ripples ob-
tained at each Re p  are plotted in Figure 1, to-
gether with the experimental results by Kuru et al. 
(1995), Coleman and Melville (1996), Coleman et 
al. (2003), and Langlois and Valance (2007). The 
computed points are distributing on the lower lim-
it of the experimental ones shows the agreement 
between them. 
 
Figure 1. Length of the first sand wave developing from a 
flat bed: numerical (Nguyen and Wells 2008) vs. experimen-
tal results. 
As the first step to developing a three-
dimensional model of ripple formation, this paper 
applies the local shear stress instead of the trans-
versely-averaged bed shear stress to compute bed-
load flux. Similar to the two-dimensional model, 
we simulated the formation process of the first 
ripple under hydraulically smooth conditions, 
namely with a grain Reynolds number ReP of 0.5. 
Results of the 2D and 3D models are compared. 
We found that smaller-scale “microforms” appear 
on the bed surface in the three-dimensional model, 
and to distinguish these from the main ripple in-
itiated in both models, we refer to these smaller 
structures as “bumps” in this paper. To understand 
their effect, the distribution of bedload transport 
capacity around fixed “bumps” is discussed. 
2 NUMERICAL MODEL 
To build a computational model to study the initi-
ation and evolution of ripples, simplifying as-
sumptions are unavoidable. The present work as-
sumes that  
y The flow is hydrodynamically smooth (the 
grain Reynolds number Re 2.5p ≤ ), i.e. rough-
ness of the bed is neglected (Yalin 1977); 
y Suspended sediment may be neglected, i.e. only 
bedload transport is observed to dominate rip-
ple formation(Mantz 1992, Coleman and Mel-
ville 1996, Coleman et al. 2003, Langlois and 
Valance 2007); 
y Time scale of flow development is much shorter 
than that of the bedform development (Ri-
chards 1980). Accordingly, the bed surface is 
treated as fixed while the flow field is solved in 
an interval of 100 time steps to allow the flow 
field to adapt to the new bed profile.  
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Figure 2 shows the main computational proce-
dure of the model. First the initial bed profile, 
flow conditions (domain size, grid generation, 
Reynolds number) and sediment conditions are 
specified. Our model uses a rectangular domain 
and a Cartesian grid. The three-dimensional flow 
fields are solved by an LES method coupled with 
IBM while the bed surface is fixed. After solving 
this hydrodynamic model over 100 time steps, the 
time averaged flow fields are applied to compute 
the bed shear stress. Then the bedload flux is es-
timated by the van Rijn's formula (1984), and the 
bed surface is updated by the Exner equation. 
These three steps are iterated continuously. 
2.1 The Governing Equations of Flow 
The governing equations for LES coupled with 
IBM are the incompressible N-S equations, as fil-
tered by a low-pass spatial filter. In IBM an artif-
cial body force f is added to impose the no-slip 
condition at solid boundaries: 
j 0
j
u
x
∂ =∂  (1a) 
21i i ij i
j i
j j j j j
u u p u
u f
t x x x x x
τ νρ
∂ ∂ ∂ ∂ ∂+ = − − + +∂ ∂ ∂ ∂ ∂ ∂  (2a) 
where “¯” indicates the filter operator, iu  is the 
filtered velocity component in the i direction, i =  
 
Figure 3. An example of IBM grid for computing flows over 
a wavy bed. 
 
Figure 4. Forcing strategy in IBM. 
1, 2, 3, and  ( ) ( )1 2 3, , , ,x x x x y z= , ρ  is the fluid 
density, p is the dynamic pressure, ijτ is the sub-
grid stress(SGS), and ν  is the fluid kinematic 
viscosity. 
The subgrid stress model is the Shear-
Improved Smagorinsky model proposed by 
Lévêque et al. (2007): 
1 2
3ij ij kk T ij
Sτ δ τ ν− = −
 (3) 
with 1
2
i j
ij
j i
u u
S
x x
⎛ ⎞∂ ∂= +⎜ ⎟∂ ∂⎝ ⎠
  , 
( ) ( )2T sC S Sν = Δ − , and ( )1/22 ij ijS S S= , 
where Cs=0.16 and ( )1/3x y zΔ = Δ Δ Δ . 
,   and x y zΔ Δ Δ  are the local grid spacings in 
the x, y and z-directions, respectively. < > denotes 
“local ensemble average”, which is performed in 
the spanwise direction for models of two-
dimensional bedload, and in both spanwise direc-
tion and along time in models of three-
dimensional bedload. 
In IBM, the computational domain includes 
both the solid portions, sΩ , and the fluid por-
tions, fΩ , on a fixed Cartesian grid system, and 
the same governing equations are applied on the 
whole domain; see Figure 3. The artificial body 
force f is added to the Navier-Stokes equation to 
account for the presence of the solid portions. 
IBM simplifies grid generation, and avoids rege-
nerating the computational grid as the solid do-
main changes shape.  
 
Figure 2. Computational procedure. 
Equation (1b) & (2b) 
Equation (5)
Equation (13)
Equation (15) 
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The artificial force f is used to represent the 
solid parts, so f is nonzero only on the solid por-
tion, i.e. 0 in i ff = Ω  
There are many strategies for the artificial body 
force f. Fadlun et al. (2000) proposed a linear ve-
locity interpolation method. The velocity of the 
point nearest to the solid surface is computed via a 
linear interpolation so that it satisfies 0iu = right 
on the solid boundary (fixed bed). As shown in 
Figure 4, let Δ  and δ  be the grid spacing and 
the distance from the point outside but nearest to 
the solid surface, respectively; ,i computedu be the ve-
locity obtained from equation (1a) and (2a) at the 
point outside, but nearest to the solid surface; and 
,i forcedu is the imposed velocity at the point inside 
but nearest to the solid surface. According to Fad-
lun et al. (2000), ,i forcedu  can be computed as fol-
lows: 
, ,i forced i computedu u
δ
δ
Δ −= −  (4) 
The governing equation (1a) and (2a) are non-
dimensionalized by the fluid density ρ , mean fric-
tion velocity 0uτ and total flow depth H. Each va-
riable in equation (1a) and (2a) is 
nondimensionalized as followings: 
2 2
0 0 0
0
,   ,   ,   ,
/
  ,    .
i ij
i ij kk
i
i
t x p
t x P
H u H u u
f H u H
f Re
u
τ τ τ
τ
τ
τ
ττ τρ
ν
= = = = +
= =
   
  
where “~” indicates a nondimensionalized pa-
rameter. The governing equations become: 
0j
j
u
x
∂ =∂

  (1b) 
21( )i i ij T i
j j j j
u u P u
u f
t x x Re x xτ
ν∂ ∂ ∂ ∂+ = − + + +∂ ∂ ∂ ∂ ∂
        
 (2b) 
These equations are solved by a finite differ-
ence method on a fixed Cartesian, staggered non-
bodyfitted grid with 4th-order central discretiza-
tion in space and 2nd-order Adams-Bashforth me-
thod for time marching (e.g., Geurts 2003). 
2.2 Boundary Conditions 
Periodic boundary conditions are applied in the 
stream (x) and span (z) directions. No-slip condi-
tions are applied at the lower boundary and free-
slip conditions on upper boundary.  
The artificial force f  by IBM can be replaced 
by an implicit boundary condition: The velocities 
at points inside sΩ  are set to zero, but at points 
nearest to the bed surface they are computed by 
equation (4). 
2.3 Sediment Motion 
In the present model, the shear velocity uτ  is 
computed from the shear stress, as averaged dur-
ing an interval of 100 LES time steps: 
2 uu ςτ
ς
ν η
∂= ∂  (5) 
where uς  is the time-averaged velocity compo-
nent along the bed surface, and η  is the surface-
normal direction. In our model, we use two defini-
tions of uς : transversely averaged velocity in two-
dimensional bed model and local velocity in three-
dimensional bed model.  
Neglecting effects of relative density, local 
bedload flux is normally assumed to depend on 
two nondimensional parameters, the grain Rey-
nolds number: 
0Re p
u dτ
ν=  (6) 
and the local Shields number θ  is: 
( )
22
0
01
u u
s gd u
τ τ
τ
θ θ⎛ ⎞= = ⎜ ⎟− ⎝ ⎠  (7) 
where 0θ  is the mean Shields number: 
( )
2
0
0 1
u
s gd
τθ = −  (8) 
s is the ratio of grain density to fluid density, d is 
the grain diameter. 
There are a number of formulae for bedload 
transport proposed in the literature (Cheng 2002). 
Most of them are valid only for high grain Rey-
nolds numbers. To our knowledge, the only for-
mula that is also valid for low grain Reynolds 
numbers is the equilibrium bedload flux equation 
by van Rijn (1984): 
( )2.1 1/2 1.50.3
*
0.053 1eq
T
q s g d
d
⎡ ⎤= −⎣ ⎦
 (9) 
where eqq  is the equilibrium bedload flux, and 
d∗  is the particle mobility parameter: 
1/3
2
*
0
1 Re pd θ
⎡ ⎤= ⎢ ⎥⎣ ⎦  (10) 
and T is the transport stage parameter 
1.0
c
T
θ
θ= −  (11) 
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in which cθ  is the critical Shields parameter 
which is modeled as a formula of Re p . Kovacs 
and Parker (1994) proposed a vectorial formula-
tion for cθ  on combined transverse and longitu-
dinal sloping beds: 
0
ˆ
tan
c t
n
c s
k
s k
θ
θ ϕ+ =  (12) 
where 0cθ  is the critical Shields number for zero-
slope bed, sˆ  is the direction of shear stress, nk  
(respectively, tk ) is the component of the unit 
vertical vector normal (tangent) to the tangent 
plane to the bed surface. The friction angle sϕ is 
reported in the range of tan sϕ =[0.35-0.72] with an 
average of tan sϕ =0.63(Richards 1980).  
According to Kennedy (1963) and Nakagawa 
& Tsujimoto (1980), one of the principal causes of 
bed instability is a phase lag between the sediment 
transport and the bed shear stress. To model this 
lag, or the non-equilibrium nature of sediment 
transport, “the rate of sediment exchange between 
bed and flow was assumed proportional to the dif-
ference between the actual instantaneous sediment 
load and the equilibrium sediment load, and re-
lated to the so called non-equilibrium adaptation 
length, which characterizes the distance for sedi-
ment to adjust from a non-equilibrium state to an 
equilibrium state” (Phillips and Sutherland 1989). 
Quantifying this concept, Bui et al. (2004) pro-
posed a non-equilibrium bed-load transport equa-
tion: 
( ) ( )b b b eq
eq
q q q q
x z l
α β∂ ∂ −+ = −∂ ∂
   

 (13) 
where bq  is the local bedload transport rate, x is 
the longitudinal direction, z is the transverse direc-
tion, α , β  are the direction cosines determin-
ing the components of bq , i.e. the direction co-
sines of sˆ  in x and z directions, determined by 
equation (12); α =1, β =0 in our two-
dimensional bedload model. eql  is the bedload 
adaption length. Significant dependence of results 
on the adaptation length parameter has been re-
ported (Armanini and Di Silvio 1988, Thuc 1991, 
Wu et al. 2004); here we adopt the adaption length 
taken as the average saltation step length proposed 
by van Rijn, (1984): 
0.6 0.9
*3eq
d
l d T
H
⎛ ⎞= ⎜ ⎟⎝ ⎠

 (14) 
Evolution of the bed surface is described by the 
Exner equation  
( ) ( ) ( )1 b bq qhn
t x z
α β⎛ ⎞∂ ∂∂− = − +⎜ ⎟∂ ∂ ∂⎝ ⎠
  
  (15) 
where h  is the evolution of the bed surface and n 
is the porosity of the bed material. 
More details and validations of the two-
dimensional model can been found in (Nguyen 
and Wells 2008).  
3 NUMERICAL RESULTS AND DISCUSSION 
Figure 5 shows a simulation of the evolution from 
an initial bed profile with one sinusoidal half-
wave by the two-dimensional bedload model 
(Nguyen and Wells 2008), and Figure 6 shows 
corresponding results from the current three-
dimensional bedload model, for H + = 300, 
Re p =0.5 and 0θ  = 0.55， The grid is (256 × 72 
× 32) points in a domain of ( 7.68xH H= ) × 
( yH H= ) × ( 0.96zH H= ) with 30.0,  x z+ +Δ = Δ ≈  
 minand 0.93y+Δ = . The depth of sand is 0.05H and 
the height of the initial sand wave is 0.002A H= . 
The bed profile is plotted at different nondimen-
sionalized time, 0 /t tu Hτ= . 
Again, both models employ a fully 3D turbu-
lent flow solver; the difference is that the 3D 
model uses the local shear stress, instead of the 
shear stress averaged in the z direction over the 
entire width, to estimate the fluxes of the bedload 
transport. In both cases, the crest of the initial 
wave first grows in height. The wave crest then 
broadens streamwise until the downstream end of 
the wave starts being eroded strongly, with the 
scoured sediment deposited further downstream. 
Once two troughs fore and aft of the wave can be 
identified, the wave is identified as “sand-
wavelet”.  
As seen in Figure 6, the 3D bed model predicts 
small “bumps” (much smaller than the new ripple) 
on the bed surfaces because of the unevenly dis-
tributed local shear stress. These “bumps” propa-
gate along the flow direction and have little effect 
on the shape of the initial sand wave. At the time 
t  =6.2, the downstream end began to erode 
strongly in the three-dimensional model, while, 
similar erosion did not start in the two-
dimensional model until t  =7.3. It appears that 
the application of local shear stress shortens the 
time when erosion of the downstream end begins, 
and leads to a decrease of the length of the first 
wave.  
Figure 7 compares the bedforms from the two-
dimensional and three-dimensional models results 
when t =6.2 (the time when the first sand waves 
appeared in the three-dimensional model as in 
Figure 6) and also shows two-dimensional model 
when t  =7.3 (the time when the first sand waves 
appears by two-dimensional model as in Figure 
5). The results of three-dimensional models are 
averaged in the z direction. From these figures, the 
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most important conclusion is that the results 
change rather little when a 3D bed model is em-
ployed. We can see that the three-dimensional 
model results in a slightly slower propagation of 
the sand wave.  
Figure 8 shows the mean streamwise velocity 
of the flow fields near the bed surface(y/H=0.05). 
Ub presents the bulk velocity and <U> is the mean 
streamwise velocity averaged in the x-z plane and 
over time from 100t =  to 200,000t = . The 
mean velocity in the three-dimensional model is a 
little smaller than in the two-dimensional model.  
 
 
Figure 5. Sand wave developing by two-dimensional bed-
load model (From top: t  =0.2, 4.0, 6.2, 7.3) 
As the velocity near the bed is quite slow, the 
difference reaches about 10% at some points near 
the bed. This shows that the existence of “bumps” 
in the 3D model has little effect on the whole flow 
field, but may have a significant effect on the 
near-bed flow field.  
 
 
 
Figure 6. Sand wave developing by three-dimensional bed-
load model (From top: t  =0.2, 4.0, 6.2) 
 
 
Figure 7. Comparison of results from three-dimensional 
model (average in z direction) with two-dimensional model 
when  t  =6.2 and t  =7.3 
In results from the three-dimensional bed mod-
el (Figure 6), the largest height of the small 
“bumps” Y+ is about 1.0. To understand the effects 
of such a bump on the bed shear stress distribu-
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tion, flows over 2D and 3D “bumps” on a flat bed 
with heights Y+=1.0, shown in Figure 9, were si-
mulated. Shear stress and potential sediment flux 
averaged in the z direction are compared in Figure 
10. The peaks of the friction velocity distributions 
always occur upstream of the peak of the 
“bumps”, i.e. there is a phase lag between the two. 
The lag eql  between the shear stress and the se-
diment flux of equation (13) is not visible in this 
figure as the saltation step length is around 5 
crested-ripples. This helps to explain the some-
what slower propagation of the sand wave in the 
3D model. Nguyen (2008) concluded that the 
sandwave is affected by the strong gradient of the 
bed shear stress around the downstream area. The 
existence of the small “bumps” reduces the shear 
stress gradient, thus the sand wave moves slower. 
However, the existence of the small “bumps” may 
increases the sediment flux around a small area, 
which may explain why the three-dimensional 
model shortens the time when erosion of the 
downstream end begins (Figure 7). 
 
Figure 8. Comparison of the mean quantity of flow fields 
near the bed surface(y/H=0.05). Ub presents the bulk veloci-
ty and <U> is the mean streamwise velocity averaged in x-z 
plane and over time 
 
 
Figure 9. Forms of small “bumps” over flat beds (Top: 3D 
bump; Bottom: 2D bump) used in fixed-bed tests 
 
 
Figure 10. Comparison of mean characters over fixed small 
“bumps” on a flat bed (averaged in z direction: a) sediment 
flux bq averaged in the span direction; b) sediment flux 
bq averaged in the central x-y plane (z = nz / 2); c) bed shear 
stress 0τ / < 0τ > averaged in the whole domain; d) bed shear 
stress 0τ / < 0τ > averaged in the central x-y plane (z = nz / 
2); e) bed level Y+). 
4 SUMMARY & CONCLUSION 
A three-dimensional bedload model has been ap-
plied in our computer code for simulating the ini-
tial evolution of ripples. Thanks to the detailed 
flow field information computed by the LES-IBM 
model, the local shear stress is available to esti-
mate the fluxes of three-dimensional bedload 
transport. The comparison to the 2D span-
averaged shear stress model is discussed. Overall 
results for initial ripple development change very 
little from the 2D bed model. With small “bumps” 
on the bed surface, the three-dimensional model 
slightly speeds the process of erosion at the down-
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stream end, and shortens the time to form a new 
sand wave and the length of the first wave.  
Flows over fixed beds with two-dimensional 
and three-dimensional “bumps” help to under-
stand the effect of the shear stress non-uniformity 
in the spanwise direction. We concluded that this 
uniformity can reduce the mean shear stress and 
sediment flux of the ripples.  
Up to the present, our 3D bed model has just 
been tested with a representative value grain Rey-
nolds number Re p =0.5. As shown in Figure 1, 
Re p =0.5 is near the smallest experiment value in 
available literature. That figure shows that wave-
lengths predicted by the 2D bed model are, in fact, 
independent of particle diameter. Thus raising Rep 
to more common values did not change the wave-
length, and we hypothesize that it would not affect 
other characteristics of early-stage ripples. How-
ever, more tests with Re p  varying in the range 
[0.5, 2.5] are needed to confirm or reject this hy-
pothesis. Beyond that, it is important to extend the 
LES-IBM technique to handle transitional rough-
ness, i.e. Re p  > 2.5. 
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