Motivated by online ad allocation, we study the problem of simultaneous approximations for the adversarial and stochastic online budgeted allocation problem. This problem consists of a bipartite graph G = (X, Y, E), where the nodes of Y along with their corresponding capacities are known beforehand to the algorithm, and the nodes of X arrive online. When a node of X arrives, its incident edges, and their respective weights are revealed, and the algorithm can match it to a neighbor in Y . The objective is to maximize the weight of the final matching, while respecting the capacities.
Introduction
Online bipartite matching is a fundamental optimization problem with many applications in online resource allocation, especially the online allocation of ads on the Internet. In this problem, we are given a bipartite graph G = (X, Y, E) with a set of fixed nodes (or bins) Y , a set of online nodes (or balls) X, and a set E of edges between them. Any fixed node (or bin) y j ∈ Y is associated with a total weighted capacity (or budget) c j . Online nodes (or balls) x i ∈ X arrive online along with their incident edges (x i , y j ) ∈ E(G) and their weights w i,j . Upon the arrival of a node x i ∈ X, the algorithm can assign x i to at most one bin y j ∈ Y where (x i , y j ) ∈ E(G) and the total weight of nodes assigned to y j does not exceed c j . The goal is to maximize the total weight of the allocation. This problem is known as the AdWords problem, and it has been studied under the assumption that maxi,j wi,j minj cj → 0, in [21, 8, 9] . Under the most basic online model, known as the adversarial model, the online algorithm does not know anything about the x i 's or E(G) beforehand. In this model, the seminal result of Karp, Vazirani and Vazirani [18] gives an optimal online 1 − 1 e -competitive algorithm to maximize the size of the matching for unweighted graphs where w ij = 1 for each (x i , y j ) ∈ E(G). For weighted graphs, Mehta et al. [21, 8] presented the first 1 − 1 e -approximation algorithm to maximize the total weight of the allocation for the AdWords problem and this result has been generalized to more general weighted allocation problems [8, 12] .
Other than the adversarial model, motivated by applications in online advertising, various stochastic online models have been proposed for this problem. In such stochastic models, online nodes x i ∈ X arrive in a random order, or according to an iid model. In the random order model, given a random permutation σ ∈ S n , the ball x σ(t) arrives at time t for t = 1, 2, . . . , n, and in the iid stochastic models, online nodes are drawn iid from a known or an unknown distribution. These stochastic models are particularly motivated in the context of online ad allocation. In this context, online nodes correspond to page-views, search queries, or online requests for ads. In these settings, the incoming traffic of page-views may be predicted with a reasonable precision using a vast amount of historical data. Two general techniques have been applied to get improved approximation algorithms for these online stochastic problems: primal-based and dual-based techniques. The dual-based technique is based on solving a dual linear program on a sample instance, and using this dual solution in the online decisions. This method was pioneered by Devanur and Hayes [9] for the AdWords problem and extended to more general problems [11, 1, 26] . It gives a 1 − -approximations for the random arrival model if the number of balls n is a prior information to the algorithm, and , where m := |Y |. The primal-based technique is based on solving an offline primal instance, and applying this solution in an online manner. This method applies the idea of power-of-two choices, and gives improved approximation algorithms for the iid model with known distributions. This technique was initiated by Feldman et al [13] for the online (unweighted) matching problem and has been improved [4, 22, 14, 15] and extended to more the weighted settings [14] .
All these stochastic models and their algorithms are useful only if the incoming traffic of online nodes (e.g. page-views) can be predicted with a reasonably good precision. In other words, such algorithms may rely heavily on a precise forecast of the online traffic patterns, and may not react quickly to sudden changes in the traffic. In fact, the slow reaction to such traffic spikes impose a serious limitation in the real-world use of stochastic algorithms in practical applications, and both primal-based and dual-based techniques described above suffer from this limitation. This is a common issue in applying stochastic optimization techniques to the online resource allocation problems (see e.g., [27] ). Various methodologies such as robust or control-based stochastic optimization [5, 6, 27, 25] have been applied to alleviate this drawback. In this paper, we study this problem from a more idealistic perspective and aim to design algorithms that simultaneously achieve optimal approximation ratios for both the adversarial and stochastic models. It is not hard to see the previously known primal-based and dual-based techniques for stochastic models do not result in a bounded approximation ratio for the adversarial model. Our goal is to design algorithms that achieve good performance ratios both in the worst case and in the average case. Such a result would resolve an open problem posed by Devanur et. al [10] .
Our Contributions and Techniques. In this paper, we study simultaneous approximation algorithms for the adversarial and stochastic models for the online budgeted allocation problem. Our goal is to design algorithms that achieve a competitive ratio strictly better than 1 − 1/e on average, while preserving a nearly optimal worst case competitive ratio. Ideally, we want to achieve the best of both worlds, i.e, to design an algorithm with the optimal competitive ratio in both the adversarial and random arrival models. Toward this goal, we show that this can be achieved for unweighted graphs, but not for weighted graphs. Nevertheless, we present improved approximation algorithms for weighted graphs.
For weighted graphs we prove that no algorithm can simultaneously achieve nearly optimal competitive ratios on both the adversarial and random arrival models. In particular, we show that no online algorithm that achieve an approximation factor of 1 − 1 e for the worst-case inputs may achieve an average approximation factor better than 97.6% for the random inputs (See Corollary 5.1). More generally, we show that any algorithm achieving an approximation factor of 1 − in the stochastic model may not achieve a competitive ratio better than 4 √ in the adversarial model (See Theorem 5.1). In light of this hardness result, we aim to design algorithms with improved approximation ratios in the random arrival model while preserving the competitive ratio of 1 − 1 e in the worst case. To this end, we show an almost tight analysis of the algorithm proposed in [21] in the random arrival model. In particular, we show its competitive ratio is at least 0.76, and is no more than 0.81 (See Theorem 3.1, and Lemma 5.1). Combining this with the worst-case ratio analysis of Mehta et al. [21] we obtain an algorithm with the competitive ratio of 0.76 for the random arrival model, while having a 1 − 1 e ratio in the worst case. It is worth noting that unlike the result of [9] we do not assume any prior knowledge of the number of balls is given to the algorithm.
On the other hand, for unweighted graphs, under the assumption of large degrees and an additional mild assumption, we show a generalization of an algorithm in [16] achieves a competitive ratio of 1 − in the random arrival model (See Theorem 4.1). Combining this with the worst-case ratio analysis of [16, 21] , we obtain an algorithm with the competitive ratio of 1− in the random arrival model, while preserving the optimal competitive ratio of 1 − 1 e in the adversarial model. Previously, a similar result was known for a more restricted stochastic model where all bins have equal capacities [23] . For the case of small degrees, an upper bound of 0.82 is known for the approximation ratio of any algorithm for the online stochastic matching problem (even for the under the iid model with known distributions) [22] .
Our proofs consist of three main steps. (i) The main technique is to define an appropriate potential function as an indefinite integral of a scoring function, and interpret the online algorithms as a greedy algorithm acting to improve these potential functions by optimizing the corresponding scoring functions (see Section 2); these potential functions may prove useful elsewhere.
(ii) The second important component of the proof is to write a factor-revealing mathematical program based on the potential function and its changes. (iii) Finally, the last part of the proofs involve changing the factor-revealing programs to a constant-size LP and solve it using a solver (in the weighted case), or analyzing the mathematical program explicitly using an intermediary algorithm with an oracle access to the optimum (in the unweighted case). The third step of the proof in the weighted case is inspired by the technique employed by Mahdian and Yan [20] for unweighted graphs, however, the set of mathematical programs we used are quite different from theirs. All of our results hold under two mild assumptions: (i) large capacities (i.e., maxi,j wi,j minj cj → 0), and (ii) a mild lower bound on the value of OPT: the aggregate sum of the largest weight ball assigned to each bin by the optimum is much smaller than OPT, i.e.,
OPT. Both of these assumptions are valid in real-world applications of this problem in online advertising. The first assumption also appears in the AdWords problem, and the second assumption aims to get rid of some degenerate cases in which the optimum solution is very small. Both of these assumptions are necessary for our results for the weighted case.
Other Related Work. For unweighted graphs, it has been recently observed that the Karp-VaziraniVazirani 1 − 1 e -competitive algorithm for the adversarial model also achieves an improved approximation ratio of 0.70 in the random arrival model [17, 20] . This holds even without the assumption of large degrees. It is known that without this assumption, one cannot achieve an approximation factor better than 0.82 for this problem (even in the case of iid with known distributions) [22] . This is in contrast with our result for unweighted graphs with large degrees.
Dealing with traffic spikes and inaccuracy in forecasting the traffic patterns is a central issue in operations research and stochastic optimization. Various methodologies such as robust or control-based stochastic optimization [5, 6, 27, 25] have been proposed. These techniques either try to deal with a larger family of stochastic models at once [5, 6, 27] , try to handle a large class of demand matrices at the same time [27, 2, 3] , or aim to design asymptotically optimal algorithms that re-act more adaptively to traffic spikes [25] . These methods have been applied in particular for traffic engineering [27] and inter-domain routing [2, 3] . Although dealing with similar issues, our approach and results are quite different from the approaches taken in these papers. For example, none of these previous models give theoretical guarantees in the adversarial model while preserving an improved approximation ratio for the stochastic model. Finally, an interesting related model for combining stochastic and online solutions for the Adwords problem is considered in [19] , however their approach does not give an improved approximation algorithm for the iid model.
Notation
Let G(X, Y, E) be a (weighted) bipartite graph, where X := {x 1 , . . . , x n } is the set of online nodes (or balls), and Y := {y 1 , . . . , y m } is the set of fixed nodes (or bins). For each pair of nodes x i , y j , w i,j represents the weight of edge (x i , y j ). Each online node y j is associated with a weighted capacity (or budget) c j > 0. The online matching problem is as follows: first a permutation σ ∈ S n is chosen (the distribution may be chosen according to any unknown distribution): at times t = 1, 2, . . . , n, the ball x σ(t) arrives and its incident edges are revealed to the algorithm. The algorithm can assign this ball to at most one of the bins that are adjacent to it. The total weight of balls assigned to each bin y j may not exceed its weighted capacity c j . The objective is to maximize the weight of the final matching.
Given the graph G, the optimum offline solution is the maximum weighted bipartite matching in G respecting the weighted capacities, i.e, the total weight of balls assigned to to a bin y j may not exceed c j . For each ball x i , let opt(i) denote the index of the bin that x i is being matched to in the optimum solution, and alg(i) be the index of the bin that x i is matched to in the algorithm. Also for each node y j ∈ Y , let o j be the weighted degree of y j in the optimum solution. Observe that for each j, we have 0 ≤ o j ≤ c j . By definition, we have the size of the optimum solution is OPT = j o j . Throughout the paper, we use OPT as the total weight of the optimal solution, and ALG as the total weight of the output of the online algorithm.
Throughout this paper, we make the assumption that the weights of the edges are small compared to the capacities, i.e., max i,j w i,j is small compared to min i c j . Also we assume that the aggregate sum of the largest weight ball assigned to each bin by the optimum is much smaller than OPT i.e., j max i:opt(i)=j w i,j
OPT. In particular, let
The guarantees of our algorithm are provided for the case when γ → 0. For justifications behind this assumption, see the discussion at the end of the introduction before discussing other related work.
Main Ideas
In this section, we describe the main ideas of the proof. We start by defining the algorithms as deterministic greedy algorithms optimizing specific scoring functions. We define a concave potential function as an indefinite integral of the scoring function, and show that a "good" greedy algorithm must try to maximize the potential function. In Section 2.1, we show that if σ is chosen uniformly at random, then we can lower-bound the increase of the potential in an fraction of process; finally in Section 2.2 we write a factor-revealing mathematical program based on the potential function and its changes.
We consider a class of deterministic greedy algorithms that assign each incoming ball x σ(t) based on a "scoring function" defined over the bins. Roughly speaking, the scoring function characterizes the "quality" of a bin, and a larger score implies a better-quality bin. Unless otherwise specified, we assume that the scoring function is independent of the particular labeling of the bins, and it is a non-negative, non-increasing function of the amount that is saturated so far (roughly speaking, the greedy algorithms try to prevent oversaturating a bin when the rest are almost empty). However, all of our arguments in this section can also be applied to the more general scoring functions that may even depend on the overall capacity c i of the bins. We also assume that the scoring function and its derivative are bounded (i.e., |f (.)|, |f (.)| ≤ 1), and f (1) ≤ 0. At a particular time t, let r j (t) represent the fraction of the capacity of the bin y j that is saturated so far. Let f (r j (t)) be the score of y j at time t. When the ball x σ(t+1) arrives, the greedy algorithm simply computes the score of all of the bins and assigns x σ(t+1) to the bin y j maximizing the product of w σ(t+1),j and f (r j (t)).
Kalyanasundaram, and Pruhs [16] designed the algorithm Balance using the scoring function f u (r j (t)) := 1−r j (t) (i.e., the algorithm simply assigns an in-coming ball to the neighbor with the smallest ratio if its ratio is less than 1, and drops the ball otherwise). They show that for any unweighted graph G, Balance achieves a 1 − 1/e competitive ratio against any adversarially chosen permutation σ. Mehta et al. [21] generalized this algorithm to weighted graphs by defining the scoring function f w (r j (t)) = (1 − e 1−rj (t) ). Their algorithm, denoted by Weighted-Balance, achieves a competitive ratio of 1 − 1/e for the AdWords problem in the adversarial model. We note that both of the algorithms never over-saturate bins (i.e., 0 ≤ r j (t) ≤ 1). Other scoring functions have also been considered for other variants of the problem (see e.g. [19, 12] ). Intuitively, these scoring functions are chosen to ensure that the algorithm assigns the balls as close to opt(x σ(t) ) as possible. When the permutation is chosen adversarially, any scoring function would fail to perfectly monitor the optimum assignment (as discussed before, no online algorithm can achieve a competitive ratio better than 1−1/e in the adversarial model). However, we hope that when σ is chosen uniformly at random, for any adversarially chosen graph G, the algorithm can almost capture the optimum assignment. In the following we try to formalize this observation.
We measure the performance of the algorithm at time t by assigning a potential function that in some sense compares the quality of the overall decisions of the algorithm w.r.t. the optimum. Assuming the optimum solution saturates all of the bins (i.e., c j = o j ), the potential function achieves its maximum at the end of the algorithm if the balls are assigned exactly according to the optimum. A closer value of the potential function to the optimum means a better assignment of the balls. We define the potential function as the weighted sum of the indefinite integral of the scoring functions of the bins chosen by the algorithm:
In particular, we use the following potential function for Balance and the Weighted-Balance, respectively:
Observe that since the scoring function is a nonincreasing function of the ratios, its antiderivative F (.) will be a concave function of the ratios. Moreover, since it is always non-negative the value of the potential function never decreases in the running time of the algorithm. By this definition the greedy algorithm can be seen as an online gradient descent algorithm which tries to maximize a concave potential function; for each arriving ball x σ(t) , it assigns the ball to the bin that makes the largest local increase in the function.
To analyze the performance of the algorithm we lower-bound the increase in the value of the potential function based on the optimum matching. This allows us to show that the final value of the potential function achieved by the algorithm is close to its value in the optimum, thus bound the competitive ratio of the algorithm. In the next subsection, we use the fact that σ is chosen randomly to lower-bound the increase in n steps. Finally, in SubSection 2.2 we write a factor-revealing mathematical program to compute the competitive ratio of the greedy algorithm.
2.1 Lower bounding the increase in the potential function In this part, we use the randomness defined on the permutation σ to argue that with high probability the value of the potential function must have a significant increase during the run of the algorithm. Let E be the event that the arrival process of the balls is approximately close to its expectation. To show that E occurs with high probability, we only consider the distribution of arriving balls at 1/ equally distance times; as a result we can monitor the amount of increase in the potential function at these time intervals. For a carefully chosen 0 < < 1, we divide the process into 1/ slabs such that the k th slab includes the [kn + 1, (k + 1)n ] balls. Assuming σ is chosen uniformly at random, we show a concentration bound on the weight of the balls arriving in the k th slab. Using this, we lower bound
First we use the randomness to determine the weight of the balls arriving in the k th slab. Let I i,k be the indicator random variable indicating that the i th ball will arrive in the k th slab. Observe that for any k, the indicators I i,k are negatively correlated: knowing that I i,k = 1 can only decrease the probability of the occurrence of the other balls in the k th slab (i.e.,
. Define N j,k := i:opt(i)=j w i,j I i,k as the sum of the weight of the balls that are matched to the j th bin in the optimum and arrive in the k th slab. It is easy to see that E σ [N j,k ] = · o j , moreover, since it is a linear combination of negatively correlated random variables it will be concentrated around its mean. Define h(k) :
The following Lemma shows that h(k) is very close to zero for all time slabs k with high probability. Intuitively, this implies that, with high probability, the weight of the balls assigned to each bin in the optimum solution is distributed almost equally in all slabs.
Proof. It suffices to upper-bound P h(k) > 5γ δ OPT ≤ δ ; the lemma can then be proved by a simple application of the union bound. First we use Azuma-Hoeffding concentration bound to compute E [|N j,k − o j |]; then we simply apply the Markov inequality to upper-bound h(k).
Let W j := 2 i:opt(i)=j w 2 i,j , for any j, k, we show
Since N j,k is a linear combination of negatively correlated random variables I i,k for opt(i) = j, and E [N j,k ] = · o j by a generalization of the Azuma Hoeffding bound to negatively correlated random variables [24] we have
Let w max (j) := max i:opt(i)=j w i,j . Since W 2 j is twice the sum of the square of the weights assigned to the j th bin, we can write W j ≤ 2w max (j)o j . Therefore, by the linearity of expectation we have
where the last inequality follows from assumption (1.1).
Since h(k) is a non-negative random variable, by the Markov inequality we get P h(k) > 5γ δ OPT ≤ δ . The lemma simply follows by applying this inequality for all k ∈ {0, . . . , 1/ } and using the union bound.
Let E be the event that ∀k, h(k) ≤ 5γ δ OPT. The next lemma shows that conditioned on E, one can lowerbound the increase in the potential function in any slab (i.e., φ((k + 1)n ) − φ(kn ) for 0 ≤ k < 1/ ):
for the range of ratios that may be encountered in the running time of the algorithm, and E occurs, then for any 0 ≤ k < 1/ , t 0 = kn , and t 1 = (k + 1)n we have
Proof. First we compute the increase of the potential function at time t + 1, for t 0 ≤ t < t 1 . Then, we lower-bound the increase using the monotonicity of the scoring function f (.). Finally, we condition on E and lower-bound the final expression in terms of OPT. Let σ(t + 1) = i, and suppose that x i is assigned to y opt(i) in the optimum. If the algorithm does not assign x i , we have r opt(i) ≥ 1, thus
The last inequality follows from the lemma's assumption f (r) ≤ 0 for r ≥ 1. On the other hand if the algorithm assigns x i to the j th bin (i.e., alg(i) = j), using the mean value theorem of the calculus we have
for some r * ∈ [r j (t), r j (t)+w i,j /c j ]. Since the algorithm maximizes w i,j f (r j (t)) we get
where the second inequality follows by the lemma's assumption |f (r)| ≤ 1, and the last inequality follows from equation (1.1). Putting equations (2.5), (2.6) together, we can monitor the amount of increase in the potential function in the k th slab as follows:
where the first inequality follows from the fact that ALG ≤ OPT, the second inequality follows by the lemma's assumption that f (.) is a non-increasing function , and the equality follows from the definition of N j,k . By lemma 2.1 we know N j,k is highly concentrated around ·o j . Conditioned on E, we have h(k) ≤ 5γ δ OP T , thus:
where the first inequality follows by the lemma's assumption |f (.)| ≤ 1.
Description of the factor-revealing Mathematical Program
In this section, we propose a factorrevealing mathematical program that lower-bounds the competitive ratio of the algorithms Balance and Weighted-Balance. In Sections 3 and 4, we derive a relaxation of the program and analyze that relaxation. Interestingly, the main non-trivial constraints are the lower bounds on the amount of the increase in the potential function. The details of the program is described in MP(1). It is worth noting that the one to the last constraint in this program follows from the monotonicity property of the ratios.
The following proposition summarizes the arguments in SubSection 2.1, and shows that MP(1) is a relaxation for any deterministic greedy algorithm that works based on a scoring function. It is worth noting that the whole argument still follows even if the scoring function is not necessarily non-negative; we state the proposition in this general form.
Proposition 2.1. Let f be any non-increasing, scoring function of the ratios r j (t) of the bins such that |f (r)|, |f (r)| ≤ 1 for the range of ratios that may be encountered in the running time of the algorithm. For any (weighted) graph G = (X, Y ), and > 0, with probability at least 1 − δ, MP(1) is a factor-revealing mathematical program for the greedy deterministic algorithm that uses scoring function f (.).
Since the function F (.) is not necessarily a linear function, MP(1) may not be solvable in polynomial time. In Section 4, we write a simple relaxation that is composed of the lower bound on the amount of increase in the potential function (second equation); after adding a new constraint, we solve the program analytically for unweighted graphs. For weighted graphs, we write a constant-size LP relaxation of the program that lowerbounds the optimum solution (after losing a small error). Finally, we solve the constant-size LP by an LP solver, and thus obtain a nearly tight bound for the competitive ratio of the Weighted-Balance (see Section 3 for more details).
In the rest of this section, we write a simpler factor revealing mathematical program MP(2) for WeightedBalance that will be used later in Section 3. In particular, we simplify the critical constraint that measures the increase in the potential function by further removing the term − 6γ δ OPT. In the next lemma we show that the optimum value of MP(2) is at least (1 − 
Proof. Wlog we can replace OPT = 1 in MP(1). Let
we are done; otherwise we construct a feasible solution s 2 of MP(2) such that the value of s 1 is at least (1 − α) of the value of s 2 . Then the lemma simply follows from the fact that the cost of the value of the optimum solution of MP (1) is at least (1 − α) of the value of the optimum of MP(2).
Define s 2 := {r j (t), c j /(1 − α), o j , φ(t)/(1 − α)}. Trivially, s 2 satisfies all except (possibly) the second constraint of MP (2) . Moreover, the value of s 1 is (1−α) times the value of s 2 . It remains to prove the feasibility of the second constraint of MP(2), i.e.,
for all k ∈ [1/ ]. Since s 1 is a feasible solution of MP (1) we have
where the last inequality follows from the assumption that 0 ≤ r j (t) ≤ 1, and the fact that 1−e x−1 ≥ 1 2 (1−x) for x ∈ [0, 1]. On the other hand, since j r j (n)c j < 1 − α, we can write:
The lemma simply follows from putting the above inequality together with equation (2.7).
The Competitive Ratio of Weighted-Balance
In this section, we lower-bound the competitive ratio of the Weighted-Balance algorithm in the random arrival model. More specifically, we prove the following theorem:
Theorem 3.1. For any weighted graph G = (X, Y, E), the competitive ratio of Weighted-Balance in the random arrival model is at least 0.76(1 − O( 3 √ γ)).
To prove the bound in this theorem, we write a constantsize linear programming relaxation of the problem based on MP(2) and solve the program by an LP solver. The main two difficulties with solving program MP(2) are as follows: first, as we discussed in Section 2.2, MP (2) is not a convex program; second, the size of the program (i.e., the number of variables and constraints) is a function of the size of the graph G. Our relaxation is based on a simple observation that the main constraints in MP(2), those lowerbounding the increase in the potential function, are lower-bounding the increase only at constant (1/ ) number of values. Hence, we do not need to keep track of the ratios and the potential function for all t ∈ [n]; it suffices to monitor these values at 1/ critical times (i.e., at times kn for k ∈ [1/ ]), for a constant . In those critical times it suffices to approximately monitor the ratios of the bins by discretizing the ratios into 1/ slabs.
For any integers 0 ≤ i < 1/ , 0 ≤ k ≤ 1/ , let c i,k be the sum of the capacities of the bins of ratio r j (kn ) ∈ [i , (i + 1) ), and o i,k be the sum of the weighted degree of the bins of ratio r j (kn ) ∈ [i , (i+1) ) in the optimum solution, i.e.,
Now we are ready to describe the constant-size LP relaxation of MP (2). We write the LP relaxation in terms of the new variables c i,k , o i,k . In particular, instead of writing the constraints in terms of the actual ratios of the bins, we round down (or round up) the ratios to the nearest multiple of such that the constraint remains satisfied. The details are described in LP(1).
In the next Lemma, we show that the LP (1) is a linear programming relaxation of the program MP (2):
Proof. We show that for any feasible solution s := {r j (t), c j , o j , φ(t)} of MP (2) we can construct a feasible solution s = {c i,k , o i,k , φ (k)} for LP(1) with a smaller objective value. In particular, we construct s simply using equation (3.8) , and letting φ (k) := φ(kn ). First we show that all constraints of LP(1) are satisfied by s , then we show that the value of LP(1) for s is smaller than the value of MP(2) for s.
The first constraint of LP(1) simply follows from rounding down the ratios in the first constraint of MP(2) to the nearest multiple of . The equation remains satisfied by the fact that the potential function φ(.) is increasing in the ratios (i.e., F w (r) = r − e r−1 is increasing in r ∈ [0, 1]). Similarly, the second contraint of LP (1) follows from rounding up the ratios in the second constraint of MP (2), and noting that the scoring function is decreasing in the ratios (i.e., f w (r) = 1 − e r−1 is decreasing for r ∈ [0, 1]). The third and fourth constraints can be derived from the corresponding constraints in MP (2) . Finally, the last constraint follows from the monotonicity property of the ratios (i.e., r j (t) is a non-decreasing function of t).
It remains to compare the values of the two solutions s, and s . We have
where the inequality follows from the fact that r/e−e r−1 is a decreasing function for r ∈ [0, 1], and the last inequality simply follows from the definition of φ w (.) (i.e., the first constraint of MP (2)).
Now we are ready to prove Theorem 3.1: Proof of Theorem 3.1. By Proposition 2.1, for any > 0, with probability 1 − δ the competitive ratio of Weighted-Balance is lower-bounded by the optimum of MP(1). On the other hand, by Lemma 2.3 the optimum solution of MP (1) is at least (1 − (2) is at least the optimum of LP(1). Hence, with probability 1 − δ the competitive ratio of Weighted-Balance is at least (1− The constant-size linear program LP(1) can be solved numerically for any value of > 0. By solving this LP using an LP solver, we can show that for = 1/250 the optimum solution is greater than 0.76. By taking δ = γ 1/3 , the competitive ratio of WeightedBalance in random arrival model is at least 0.76
Remark 3.1. We remark that the optimum solution of LP(1) beats the 1 − 1/e factor even for = 1/8; roughly speaking this implies that even if the permutation σ is almost random, in the sense that each 1/8 fraction of the input almost has the same distribution, then WeightedBalance beats the 1 − 1/e factor.
The Competitive Ratio of Balance
In this section we show that for any unweighted graph G, under some mild assumptions, the competitive ratio of Balance approaches 1 in the random arrival model. 
First we prove the above theorem for all-saturated instances; we assume that the optimum solution saturates all of the bins (i.e., c j = o j for all j). Lemma 4.1. For any δ > 0, with probability 1 − δ the competitive ratio of Balance on all-saturated instances in the random arrival model is at least 1 − β, where β := 3(γ/δ) 1/6 .
Then we prove Theorem 4.1 via a simple reduction to the all-saturated instances.
To prove Lemma 4.1, we analyze a slightly different algorithm Balance' that always assigns an arriving ball (possibly to an over-saturated bin); this will allow us to LP(1) minimize
keep track of the number of assigned balls at each step of the process. In particular we have
where r j (t) does not necessarily belong to [0, 1]. The latter may violate some of our assumptions in Section 2. To avoid that, we provide an additional knowledge of the optimum solution to Balance' such that it satisfies the conditions of Lemma 2.2, and it achieves exactly the same weight as Balance.
Before describing Balance' we prove a simple structural lemma: Lemma 4.2. Let G = (X, Y, E), x ∈ X, and X = X \ {x}. For any permutation σ ∈ S |X| let σ be the projection of σ onto X . If the matchings obtained by running Balance on σ and σ are not identical, then they differ by a single alternating path starting at x.
The lemma can be proved similar to [7, Lemma 2], we leave the details to the full version of this paper. Applying the lemma repeatedly to remove balls which are not matched in the optimum, it follows that the competitive ratio of Balance is determined by the graphs where optimum matches all of the balls. In the rest of this section we assume that optimum matches all of the balls.
Next we describe Balance', then we show it is a feasible algorithm for the potential function framework studied in Section 2. When a ball x i arrives at time t+1 (i.e., σ(t + 1) = i), similar to Balance, Balance' assigns it to a bin y j maximizing w i,j f u (r j (t)). Unlike Balance if r j (t) ≥ 1 (i.e., all neighbors of x i are saturated), Balance' does not drop x i , and assigns it to the bin y opt(i) . Since the optimum matches all of the balls, y opt(i) is well-defined for all of the balls.
First note that although Balance' magically knows the optimum assignment of a ball once all of its neighbors are saturated, it achieves the same weight matching as Balance. This simply follows from the fact that oversaturating bins does not increase our gain, and does not alter any future decisions of the algorithm. Next we show that Balance' satisfies the conditions of Lemma 2.2, and we write a simple mathematical programming relaxation for it.
By Lemma 2.2, we just need to verify that |f u (.)|, |f u (.)| ≤ 1 for all the ratios we might be encountered in the running time of Balance'. Since f u (r) = (1 − r), and the ratios are always non-negative, it is sufficient to show that the ratios are always upper-bounded by 2. To prove this, we crucially use the fact that Balance' has access to the optimum assignment for the balls assigned to the over-saturated bins. Observe that the set of balls assigned to a bin after it is being saturated, is always a subset of the balls assigned to it in the optimum. Since the ratio of all bins are at most 1 in the optimum, they will not be more than 2 in Balance'.
By Lemma 2.2, and equation (4.9), with probability 1 − δ, MP (3) is a mathematical programming relaxation of Balance' in the all-saturated instances. Now we are ready to prove Lemma 4.1. Proof of Lemma 4.1. First we sum up all 1/ equations of the second constraint of MP(3), and show that φ u (n) is very close to zero (intuitively, the algorithm almost manages to optimize the potential function). Then, we simply apply the Cauchy-Schwarz inequality to φ u (n) to bound the loss of Balance'.
We sum up the equations of the second constraint of MP(3) for all k ∈ {0, 1, . . . , 1 − 1}; the RHS telescopes and we obtain:
where the first inequality follows by the assumption that the instance is all-saturated, and the second inequality follows from applying the first constraint of MP (3) for t = (k + 1)n , and the assumption that optimum matches all of the bins. Since φ u (0) = − 1 2
Since only the non-saturated bins incur a loss to the algorithm, the number of non-matched balls is equal to
Using the lower-bound on φ u (n) we have
where the first inequality follows by the Cauchy-Schwarz inequality, and the second inequality follows from the definition of φ u (n). The lemma simply follows from choosing = 2(2γ/δ) 1/3 in the above inequality. Proof of Theorem 4.1.
Let G = (X, Y ) be an unweighted graph; similar to Lemma 4.1 we analyze Balance' on G. For every bin y j we introduce c j − o j dummy balls that are only adjacent to the j th bin, and let G = (X , Y ) be the new instance. First we show that the expected number of non-dummy balls matched by Balance' in G is at most the expected size of the matching that Balance' achieves in G. We analyze the performance of Balance' on G simply using Lemma 4.1, and eliminating the effect of dummies.
Fix a permutation σ ∈ S |X | ; let W (σ) be the number of non-dummy balls matched by Balance' on σ. Similarly, let W (σ[X]) be the size of the matching obtained on σ[X] in G, where σ[X] is the projection of σ on X. By applying Lemma 4.2 repeatedly to the dummy balls, W (σ) ≤ W (σ[X]) for all σ ∈ S |X | . Hence, to compute the competitive ratio of Balance' on G, it is sufficient to upper-bound the expected number of non-dummy balls that are not-matched by Balance' in G . The latter is certainly not more than the total loss of Balance' on G which is no more than β j c j by Lemma 4.1. Therefore, for any δ > 0, with probability 1 − δ, the competitive ratio of Balance' on G is at least 1 −
OPT . The lemma follows by choosing δ = γ 1/7 .
Hardness Results
In this section, we show that there exists a family of weighted graphs G such that for any > 0, any online algorithm that achieves a 1 − competitive ratio in the random arrival model, does not achieve an approximation ratio better than a function g( ) in the adversarial model, where g( ) → 0 as → 0. More specifically, we prove something stronger:
Theorem 5.1. For any constants δ, > 0, there exists family of weighted bipartite graphs G = (X, Y, E) such that any (randomized) algorithm that achieves a 1 − competitive ratio (in expectation) on at least a δ fraction of the permutations, does not achieve more than 4 √ (in expectation) for a particularly chosen permutation in another graph G .
As a corollary, observe that any algorithm that achieves the competitive ratio of 1 − 1/e in the adversarial model can not achieve an approximation factor better than 0.976 in the random arrival model. Moreover, at the end of this section, we show that for some family of graphs the Weighted-Balance algorithm does not achieve a competitive ratio better than 0.81 in the random arrival model (see Lemma 5.1 for more details). This implies that our analysis of the competitive ratio of this algorithm is tight up to an additive error of 5%. We start by presenting the construction of the hard examples:
Example 5.1. Fix a large enough integer l > 0, and let α := √ ; let Y := {y 1 , y 2 } with capacities c 1 = c 2 = l. Let C and D be two types of balls (or online nodes), and let the set of online nodes X correspond to a set of l copies of C and l/α copies of D. Each type C ball has a weight of 1 in y 1 , and a weight of 0 in y 2 , while a type D ball has a weight of 1 in y 1 and a weight of α in y 2 .
First of all, observe that the optimum solution achieves a matching of weight 2l simply by assigning all type C balls to y 1 , and type D balls to y 2 . On the other hand, any algorithm that achieves a competitive ratio of 1 − in the random arrival model should match the balls in a way "very similar" to this strategy. However, if the algorithm uses this strategy, then an adversary may construct an instance by preserving the first l balls of the input followed by l/α dummy balls. In this new instance it is "more beneficial" to assign all of the first l balls to y 1 . In the following we formalize this observation. Proof of Theorem 5.1. Let G be the graph constructed in Example 5.1, and let A be a (randomized) algorithm that achieves a 1 − competitive ratio (in expectation) on at least δ fraction of permutations σ ∈ S n , where n = l +l/α, for some constant δ > 0. First we show that there exists a particular permutation σ * such that there are at most lα balls of type C among {σ * (1), . . . , σ * (l)}, and algorithm A achieves at least (1 − )2l on σ * . Then we show that the (expected) gain of A from the first l balls is at most 4l √ . Finally, we construct a new graph G = (X , Y ) and a permutation σ such that the first l balls in σ is the same as the first l balls of σ * . This will imply that A does not achieve a competitive ratio better than 4 √ on G . To find σ * it is sufficient to show that with probability strictly greater than 1 − δ the number of type A balls among the first l balls of a uniformly random chosen permutation σ is at most lα. This can be proved simply using the Chernoff-Hoeffding bound. Let B i be a Bernoulli random variable indicating that
, and these variables are negatively correlated. By a generalization of Chernoff-Hoeffding bound [24] we have
where the last inequality follows by choosing l large enough. Hence, there exists a permutation σ * such that the number of type C balls among its first l balls is at most lα, and A achieves (1 − )2l on σ * . Next we show that the (expected) gain of A from the first l balls of σ * is at most 2l(α + /α) = 4l √ . This simply follows from the observation that any ball of type D that is assigned to y 1 incurs a loss of α. Since the expected loss of the algorithm is at most 2l on σ * , the expected number of type D balls assigned to y 1 (in the whole process) is no more than 2l α . We can upperbound the (expected) gain of the algorithm from the first l balls by lα + 2l α + lα, where the first term follows from the upper-bound on the number of C balls, and the last term follows from the upper-bound on the weight of any ball assigned to y 2 .
It remains to construct the adversarial instance G together with the permutation σ . G has the same set of bins, while X is the union of the first l balls of σ * with l/α dummy balls (a dummy ball has zero weight in both of the bins). We construct σ by preserving the first l balls of σ * (i.e., x σ (i) = x σ * (i) for 1 ≤ i ≤ l), filling the rest with the dummy balls. First, observe that the optimum solution in G achieves a matching of weight l simply by assigning all of the first l balls to y 1 . On the other hand, as we showed the (expected) gain of the algorithm A is no more than 2lα+ Corollary 5.1. For any constant > 0, any algorithm that achieves a competitive ratio of 1− in the random arrival model does not achieve strictly better than 4 √ in the adversarial model. In particular, any algorithm that achieves a competitive ratio of 1 − 1 e in the adversarial model does not achieve strictly better than 0.976 in the random arrival model. Next we present a family of examples where the Weighted-Balance does not achieve a factor better than 0.81 in the random arrival model. Example 5.2. Fix a large enough integer n > 0, and α < 1; let Y := {y 1 , y 2 } with capacities c l = n, and c 2 = n 2 . Let X be a union of n identical balls each of weight 1 for y 1 and α for y 2 .
Lemma 5.1. For a sufficiently large n, and a particularly chosen α > 0, the competitive ratio of the Weighted-Balance in the random arrival model for Example 5.2 is no more than 0.81.
Proof. First observe that the optimum solution achieves a matching of weight n simply by assigning all balls to y 1 . Intuitively, Weighted-Balance starts with the same strategy, but after partially saturating y 1 , it sends the rest to y 2 (note that each ball that is sent to y 2 incurs a loss of 1 − α to the algorithm). Recall that r 1 (n) is the ratio of y 1 at the end of the algorithm. The lemma essentially follows from upper-bounding r 1 (n) by 1 + 1/n+ln(1−α(1−e 1/n−1 )). Since the algorithm achieves a matching of weight exactly r 1 (n)n+(1−r 1 (n))nα, and OPT = n, the competitive ratio is r 1 (n) + (1 − r 1 (n))α. By optimizing over α, one can show that the minimum competitive ratio is no more than 0.81, and it is achieved by choosing α 0.55.
It remains to show that r 1 (n) ≤ 1 + 1/n + ln(1 − α(1 − e 1/n−1 )). Let t be the last time where a ball is assigned to y 1 (i.e., r 1 (t − 1) + 1/n = r 1 (t) = r 1 (n)). Since the ball at time t is assigned to y 1 , we have
where the last inequality follows by the fact that the ratio of the second bin can not be more than α · n/c 2 < 1/n, and f w (.) is a non-increasing function of the ratios. Using f w (r) = 1 − e r−1 , and r 1 (t − 1) + 1/n = r 1 (n) we obtain that r 1 (n) ≤ 1 + 1/n + ln(1 − α(1 − e 1/n−1 )).
