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Abstract. Recently Bishop constructed the first example of a bounded-type
transcendental entire function with a wandering domain using a new technique
called quasiconfomal folding. It is easy to check that his method produces an
entire function of infinite order. We construct the first examples of entire func-
tions of finite order in the class B with wandering domains. As in Bishop’s case,
these wandering domains are of oscillating type, that is, they have an unbounded
non-escaping orbit. To construct such functions we use quasiregular interpola-
tion instead of quasiconformal folding, which is much more straightforward. Our
examples have order p/2 for any p ∈ N and, since the order of functions in the
class B is at least 1/2, we achieve the smallest possible order. Finally, we can
modify the construction to obtain functions of finite order in the class B with
any number of grand orbits of wandering domains, including infinitely many.
1. Introduction
Given an entire function f and a point z0 ∈ C, we define the orbit of z0 under
iteration by f as the sequence zn := f(zn−1) = fn(z0), for n ∈ N, where fn denotes
the composition of f with itself n times, fn = f ◦· · ·◦f . For each entire function f ,
we partition the complex plane into the Fatou set of f , or stable set,
F (f) :=
{
z ∈ C : {fn}n∈N is a normal family in some neighbourhood of z
}
and the Julia set of f , J(f) := C \F (f), where the chaotic behaviour takes place.
We refer to a connected component of F (f) as a Fatou component of f . We also
consider the partition of C into the escaping set,
I(f) := {z ∈ C : fn(z)→∞ as n→∞},
the set of points with bounded orbit,K(f) := {z ∈ C : {fn(z)}n is bounded}, and
the set of points with unbounded non-escaping orbit BU(f) := C \ (I(f)∪K(f)).
The book [Mil06] is a basic reference on the iteration of holomorphic functions in
one complex variable. See [Ber93] for a survey on the dynamics of transcendental
entire and meromorphic functions.
Let U be a Fatou component of f , and denote by Un the Fatou component
of f that contains fn(U), for n ∈ N. We say that U is a wandering domain if
Un ∩ Um 6= ∅ implies that m = n. One of the main differences between the iter-
ation of transcendental entire functions and that of polynomials is the existence
of wandering domains. Sullivan [Sul85] proved that rational functions (and, in
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particular, polynomials) do not have wandering domains. This question had been
open since the time of Fatou and Julia, and Sullivan’s use of quasiconformal maps
revolutionized complex dynamics. In the subsequent years, many other applica-
tions of quasicoformal maps in dynamics appeared, see [Shi87] and [BF14] for a
compilation of such techniques known as quasiconformal surgery. Our construction
also uses quasiconformal maps to produce oscillating wandering domains.
Fatou [Fat19] showed that if U is a wandering domain, then all the limit functions
of converging partial sequences (fnk)k on U are constant. Let L(U) ⊆ C ∪ {∞}
denote the set of all possible limit values. For a transcendental entire function f ,
we define the singular set of f as S(f) := sing(f−1), which consists of all singular
values (critical values and asymptotic values) of f as well as their accumulation
points. We also consider the postsingular set, P (f), which is the closure of the
union of the forward orbits of all points in S(f). Baker [Bak70] improved the result
of Fatou by showing that limit functions satisfy that L(U) ⊆ (J(f)∩P (f))∪{∞}.
The last development in this direction is due to Bergweiler, Haruta, Kriete, Meier
and Terglane [BHK+93], who showed that, in fact, L(U) ⊆ (J(f)∩P (f)′)∪ {∞},
where P (f)′ is the derived set of P (f).
According to their orbits and limit functions, wandering domains can be classi-
fied into the following types: we say that
• U is an escaping wandering domain if U ⊆ I(f), that is, L(U) = {∞};
• U is an oscillating wandering domain if U ⊆ BU(f), that is, {∞, a} ⊆ L(U)
for some a ∈ C;
• U is a bounded orbit wandering domain if U ⊆ K(f), that is, ∞ /∈ L(U).
However, it is not known whether wandering domains with bounded orbit exist.
The first example of a transcendental entire function with a wandering domain
was given by Baker [Bak63, Bak76] and consisted of an infinite product that had
a sequence of multiply connected wandering domains escaping to infinity. In fact,
if an entire function has a multiply connected Fatou component, then it must be a
(fast) escaping wandering domain [Bak84, RS05]. In [KS08], Kisaka and Shishikura
constructed functions with multiply connected wandering domains using quasicon-
formal surgery. Further examples of simply connected escaping wandering domains
are due, for example, to Herman [Her84], Baker [Bak84, Example 5.3] and Ere-
menko and Lyubich [EL87, Example 2]. Regarding oscillating wandering domains,
Eremenko and Lyubich [EL87, Example 1] constructed a wandering domain U such
that L(U) is an unbounded infinite set. Observe that every Fatou component in
BU(f) is necessarily an oscillating wandering domain [SO16, Theorem 1.1]. Nowa-
days, the existence of wandering domains for certain classes of holomorphic maps
continues to be an important question in complex dynamics [MR13, ABD+16].
Singular values play an important role in the iteration of entire functions. Hence,
among all transcendental entire functions, the classes of functions where we have
some control on the singular set tend to have nicer properties. Let us introduce the
class of finite-type transcendental entire functions, also known as the Speiser class,
S := {f transcendental entire function : S(f) is finite}.
Eremenko and Lyubich [EL92, Theorem 3] and, independently, Goldberg and Keen
[GK86, Theorem 4.2] were able to modify Sullivan’s proof to show that functions
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in the class S have no wandering domains. Eremenko and Lyubich [EL92] also
considered the dynamics of the larger class of bounded-type transcendental entire
functions,
B := {f transcendental entire function : S(f) is bounded},
which is now known as the Eremenko-Lyubich class. They proved that if f ∈ B,
then I(f) ⊆ J(f) [EL92, Theorem 1]. In particular, this means that functions
in the class B do not have escaping wandering domains. It was a long standing
question whether functions in the class B could have wandering domains at all.
Recently, Bishop [Bis15] developed a revolutionary new technique to construct
transcendental entire functions in the classes S and B known as quasiconformal
folding. Given a bipartite tree T with certain bounded geometry conditions and,
for every component Ω of C \ T , let τΩ : Ω → Hr = {z ∈ C : Re z > 0} be
a conformal map such that diam τΩ(e) > pi for every edge e ∈ T ∩ ∂Ω. Then
[Bis15, Theorem 1.1] provides a function f ∈ S and a K-quasiconformal map φ
such that f = (cosh ◦ τ) ◦ φ−1 outside a thin neighbourhood T (r0) of T . The
function f has critical values at ±1 and no asymptotic value. Bishop also gave
a more general version of this construction, namely [Bis15, Theorem 7.2], that
replaces the tree T by a graph and produces functions in the class B with critical
points of arbitrarily high degree and allows for asymptotic values. Using this
result, Bishop [Bis15, Theorem 17.1] constructed the first example of a function
f ∈ B with a wandering domain, which is of oscillating type. See also Bishop’s
note Corrections for quasiconformal folding1, which contains some clarifications
about this construction.
Since then, several modifications of Bishop’s construction by other authors have
appeared. Fagella, Godillon and Jarque [FGJ15] produced two functions f, g ∈ B
without wandering domains such that f ◦ g has an oscillating wandering domain.
Lazebnik [Laz17] proved that the wandering domains in Bishop’s construction are
bounded, and modified it to create a function f ∈ B with an oscillating wandering
domain U such that fn(U) is unbounded for all n ∈ N. Lazebnik [Laz17] also
constructed a function in B with a wandering domain U such that L(U) is an
uncountable set. Finally, Fagella, Jarque and Lazebnik [FJL17] created a function
f ∈ B with an oscillating wandering domain on whose orbit f is univalent.
We define the order of a transcendental entire function f as
ρ(f) := lim sup
r→+∞
log logM(r, f)
log r
∈ [0,+∞],
where, for r > 0,M(r, f) := max|z|=r |f(z)|. Functions of finite order in the class B
play an important role as Rottenfusser, Rückert, Rempe and Schleicher [RRRS11,
Theorem 1.2] proved that the strong Eremeko conjecture holds for such functions
and compositions thereof, namely every escaping point can be connected to ∞ by
a curve of points that escape uniformly (see also [Bar07] for the disjoint type case).
Furthermore, Barański, Jarque and Rempe [BJR12] showed that the escaping set
of such functions contains an uncountable collection of curves known as a Cantor
bouquet. Note that for a general transcendental entire function, Eremenko [Ere89]
1http://www.math.stonybrook.edu/~bishop/papers/QC-corrections.pdf
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proved that the components of I(f) are all unbounded and conjectured that, in
fact, all the components of I(f) are unbounded, but this remains an open question.
Observe that the function f from [Bis15, Theorem 17.1] has infinite order as
f = g ◦ φ−1 with g(z) = cosh(λ sinh z) for z ∈ S+ \ T (r0), which contains a
horizontal band of fixed height around R+, and φ(z) = z + o(1) as z → ∞, and
possibly even faster growth on other components of C \ T . Our main theorem
provides the first example of a function of finite order in the class B that has a
wandering domain.
Theorem 1.1. There exists a transcendental entire function f ∈ B of finite order
with an oscillating wandering domain.
To prove this result, we construct a transcendental entire function f ∈ B of
order 1 that is a modification of the function g(z) = 2 cosh z. Note that J(g) = C.
We give a brief outline of the proof, which follows some of the ideas from [Bis15] but
is much simpler as it does not require quasiconformal folding and uses quasiregular
interpolation instead. Geometrically, we collapse many simple critical points of g,
which are located at piiZ, into critical points of higher degree to obtain a certain
contraction, and then adjust the position of the critical values which is a much
finer tuning. First, we produce a quasiregular map gw, with w = (wn)n, that
equals g on C\E, where E is a disjoint union of squares {En}n centered along the
imaginary axis (see Figure 3). Inside each square En, we place a disc Dn on which
gw is a power map that has a critical point of multiplicity dn with critical value
wn ∈ D(12 , 18). To join these two holomorphic functions, in the doubly connected
regions {En \Dn}n we use quasiregular interpolation. At this point it is important
to make sure that the dilatation of the interpolating map is idependent of dn.
Then, it follows from the Measurable Riemann Mapping Theorem that there is an
entire function fw and a quasiconformal map φw such that fw = gw ◦ φ−1w ∈ B as
S(fw) = {±2}∪{wn}n and the sequence {wn}n converges to a point w∞ ∈ D(12 , 18)
(see Remark 5.7). In order to show that fw has an oscillating wandering domain U ,
we need to estimate the quasiconformal map φw. To that end, the main ingredient
will be a recent result on quasiconformal maps by Shishikura [Shi18, Lemma 9] (see
Lemmas 4.4, 4.5 and 4.6, which are of independent interest). In order to construct
a wandering domain, we consider a specific inverse orbit Un of 12Dn (more precisely,
φw(
1
2
Dn)) near x0 = 12 , with center cn(w) corresponding to the critical point in
Dn. Our goal is to show that fn+2w (Un) ⊆ gw(12Dn) ⊆ Un+1 by giving estimates on
the size of the domains {Un}n and by choosing the parameter w so that the critical
value wn of gw|Dn hits the next center cn+1(w) for large n. The latter problem (a
simultaneous shooting problem) is solved using Brouwer’s Fixed Point Theorem.
Observe that the function fw has only finitely many grand orbits of critical points
and the wandering domain U satisfies that L(U) = {fnw(w∞)}n ∪ {∞}.
We would like to emphasize that the map from our construction is much more
simple than the previous example involving quasiconformal folding. We only alter
the base map g(z) = 2 cosh z inside the squares {En}n, and the parameters {dn}n
(and also {Rn}n, {hn}n) are given in the beginning with explicit formulas. Using
quasiconformal folding allows for a small support of the Beltrami coefficient µφ, but
one often lose control over the order of the resulting function f , while in our case
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the support of µφ is large in the Euclidean sense, but sparse, and we can achieve
finite order. In [Bis15], since the logarithmic area of suppµφ decays exponentially,
it follows from Dynkin’s Theorem that one can normalise φ so that φ(z) = z+o(1)
as z → ∞. In contrast, our quasiconformal mapping φw may have φw(z) − z
unbounded, but we developed new estimates that allow us to have the necessary
control over φw, for example, we show that
∣∣∣log φw(z)z ∣∣∣ < ε (see Section 4).
Our shooting method is quite different from [Bis15, Theorem 17.1] (as well as
[FGJ15, Laz17, FJL17]). Their argument to choose w is based on a sequence of
successive perturbations so that in each step we obtain a new quasiconformal map
φ, and hence it is key to check that the new map f = g ◦ φ−1 still satisfies the
inclusion relations of domains that we set up in all the previous steps. This is
guaranteed by the thinness of the support of the quasiconformal maps used to
choose the position of the critical values {wn}n, which is achieved by giving a
lower bound for the sequence {dn}n. Note that in order to avoid any circularity,
it is important to first fix the sequence {dn}n and then start choosing {wn}n
inductively (see Bishop’s note1). To do so, it is key to obtain a uniform estimate
for the inner radius of the sets {Un}n in the closure of all quasiconformal maps φ
that arise from this construction with sufficiently large sequences {dn}n and {wn}n
in a compact polydisc, which is a compact subset of the space of homeomorphisms
from C to C. In this paper we determine the {dn}n explicitly at the beginning,
and then use a shooting method to choose {wn}n (see Section 7). Independently,
for a different problem concerning meromorphic functions, Bishop and Lazebnik
[BL18] have developed a similar strategy using a fixed point theorem combined
with Bishop’s quasiconformal folding construction.
The lower order of a transcendental entire function can be defined replacing
the lim sup in the definition of the order by lim inf. By a result of Heins [Hei48],
functions in the class B have lower order (and, hence, also order) greater than
or equal to 1/2. In the following theorem, we adapt the previous construction to
obtain functions with order p/2 for p ∈ N and, in particular, we achieve order 1/2,
which is the smallest possible value in class B.
Theorem 1.2. For every p ∈ N, there exists a transcendental entire function in
the class B of order p/2 with an oscillating wandering domain.
The reason why we only obtain orders that are half integers is that our con-
struction is based on the function g(z) = 2 cosh z which is an even function and
therefore g˘p(z) = 2 cosh(z
p
2 ) is an entire function for every p ∈ N.
In [FGJ15], Fagella, Godillon and Jarque showed that the function from [Bis15,
Theoprem 17.1] has precisely two grand orbits of oscillating wandering domains,
and no other wandering domain. We can modify our construction to obtain func-
tions of finite order in the class B with any number of grand orbits of oscillating
wandering domains, including functions with infinitely many grand orbits of wan-
dering domains.
Theorem 1.3. For every q ∈ N ∪ {∞}, there exists an entire function of finite
order in the class B with exactly 2q grand orbits of oscillating wandering domains.
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The functions from Theorem 1.3 all have an even number of grand orbits of
wandering domains and this is due to the fact in the construction we use a slightly
different function to that in Theorems 1.1 and 1.2, which is symmetric with respect
to the real line but is not an even function as before. However it is also possible to
construct functions with odd numbers of wandering domains (see Remark 11.1).
Structure of the paper. In Section 2 we define the main quantities and sets
involved with the construction, and also prove some growth estimates of the map
g(z) = 2 cosh z which is the base for the construction. We use quasiregular inter-
polation to modify g to a quasiregular function gw such that fw = gw ◦ φ−1w ∈ B
has the desired dynamics; see Figure 3 in p. 13. The proof of our main result, The-
orem 1.1, is in Section 8. In order to keep the outline of the proof of Theorem 1.1
as clear as possible, we placed the details of the construction of the quasiregular
interpolation from Section 3 in Appendix A, and the proofs of the estimates about
the integrating quasiconformal map φw from Section 4 are given in Appendix B.
For those familiar with Bishop’s construction, the domains {Un}n are defined in
Section 5; see Diagram 1 in p. 16 and Figure 6 in p. 19. In Section 6 we estimate
the inner radius of Un and in Section 7 we define w. The modifications to obtain
functions of order p/2 for p ∈ N (Theorem 1.2) and functions with 2q grand orbits
of wandering domains for q ∈ N ∪ {∞} (Theorem 1.3) are done in Sections 9 and
11, respectively.
Notation. Throughout the paper, Z∗ := Z \ {0} and, for N ∈ N, we define
NN := N \ {1, . . . , N − 1} and ZN := Z \ {−N + 1, . . . , N − 1} = NN ∪ (−NN).
Let R+ := {x ∈ R : x > 0} and R− :={x ∈ R : x<0}. For x ∈ R, we use bxc to
denote the largest integer not exceeding x. For z0, z1 ∈ C, we use [z0, z1] for the
line segment joining z0 to z1. We define the Euclidean discs of centre z0 ∈ C and
radius R > 0 by
D(z0, R) := {z ∈ C : |z − z0| < R}
and put D(z0, R) := D(z0, R), D := D(0, 1) and DR := D(0, R). Suppose that
D = D(z0, R) and λ ∈ R+, then λD := D(z0, λR). We denote the upper half-plane
by H := {z ∈ C : Im z > 0} and also use Hl := {z ∈ C : Re z < 0} and
Hr := {z ∈ C : Re z > 0} for the left and right half-planes, respectively.
If Ω ⊆ C is a hyperbolic domain, then distΩ(z, w) is the hyperbolic distance
between two points z, w ∈ Ω. We define the hyperbolic disc of centre z0 ∈ Ω and
radius R > 0 by
DΩ(z0, R) := {z ∈ Ω : distΩ(z, z0) < R}.
We will also consider the cylinder C := C/2piiZ and the distance on C given by
|w|C := inf
n∈Z
|w + 2pini|, for w ∈ C.
Acknowledgments. The authors would like to thank Christopher Bishop, Núria
Fagella, Xavier Jarque, Masashi Kisaka and Kirill Lazebnik for helpful discussions
on this topic.
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2. Setup and properties of the base map g(z) = 2 cosh z
In order to prove Theorem 1.1, we first construct a function f ∈ B of order 1,
that is, the case p = 2, and then we will modify it to obtain functions of order p/2
for any p ∈ N. For the convenience of the reader who may be familiar with the
construction of the oscillating wandering domain from [Bis15, Theorem 17.1] (and
also [FGJ15]), we use a similar notation wherever possible.
The function that is the base of our construction is g(z) := 2 cosh z. Note that
g(z) = ez + e−z ∼ ez for Re z  1. Define the horizontal band
S+ := {z ∈ C : Re z > 0, |Im z| < pi}
and, for x > 1, consider the rectangle
Q(x) := {z ∈ C : |Re z − x| < 1, |Im z| < pi} ⊆ S+.
Later we will modify the function g on some squares centered along the imaginary
axis, but it will be important that this modification takes place outside the hori-
zontal band S+ where the function will equal g(z) = 2 cosh z. In the next lemma
we collect a few basic properties of the function g.
Lemma 2.1. Let g(z) := 2 cosh z and, for R > 0, define
ER := E(2 coshR, 2 sinhR) =
{
z ∈ C : (Re z)
2
(2 coshR)2
+
(Im z)2
(2 sinhR)2
< 1
}
.
(i) The critical points of g are piiZ, and the critical values of g are {−2, 2}.
(ii) The restriction g|S+ : S+ → C \ (−∞,−2] is a conformal isomorphism.
(iii) For x > 1, the function g maps the rectangle Q(x) conformally to the region
Ex+1 \ (Ex−1 ∪ R−).
(iv) Let x∗ := 53 . If x > x∗, then g(Q(x)) ⊇ {z ∈ C : 12ex < |z| < 2ex} \ R−.
Proof. The statements (i) to (iii) follow immediately from the fact that the map g
is the composition of the exponential function and twice the Joukowsky transform
ζ 7→ ζ + ζ−1. For (iv), since coshx > sinhx for all x > 0, we have to check that,
for x > x∗,
2ex < 2 sinh(x+ 1) = ex+1 − e−(x+1) and 1
2
ex > 2 cosh(x− 1) = ex−1 + e−(x−1)
(see Figure 1). Thus, it suffices that
x∗ > 12
(− log(e− 2) + log(2) + 2)
to obtain the desired result. 
From this point, to simplify the notation, whenever we write g−1, we refer to
the inverse branch (g|S+)−1 : C \ (−∞, 2]→ S+.
Definition 2.2 (Reference orbit (xn)n, critical orbit (vn)n). Let x0 := 12 and define
xn :=g(xn−1) for all n ∈ N; we call (xn)n the reference orbit. We also consider the
orbit of the critical point v0 = 0 and define vn = g(vn−1) for all n ∈ N; we refer to
(vn)n as the critical orbit, although g has many other critical points.
In the next lemma we show that indeed the orbits (xn)n and (vn)n escape and
the distance between their points grows exponentially fast.
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g
−2
g(Q(x))
2
x
Q(x)
g(x)0
pii
−pii
S+
Figure 1. The base map g(z) = 2 cosh z and the set g(Q(x)) from
Lemma 2.1 for x > x∗.
Lemma 2.3. Let g(z) = 2 cosh z. Then R ⊆ I(g) ⊆ J(g) and so do all the 2piiZ
translates of R. The reference orbit (xn)n is a strictly increasing sequence and we
have vn < xn < vn+1 with vn+1 − xn > 1 and xn − vn > 1 for all n > 3.
Proof. Since g has only two critical values at ±2 and no asymptotic value, we have
g ∈ B and I(g) ⊆ J(g) by [EL92, Theorem 1]. We show that there exists A > 0
such that g(x)−x > A for all x > 1, and this implies that gn(x) > x+An→ +∞
as n→∞. Since g′(x)− 1 = 2 sinhx− 1 > 2x− 1 > 0 for all x > 1
2
, the previous
statement holds taking A := g(1)− 1 > 1. For x < 1, observe that g(x) > 2, and
then the previous case applies. So R ⊆ I(g).
Since v0 < x0 < v1 and g is a strictly increasing function, we have vn < xn < vn+1
for all n ∈ N. It is easy to check that v2 − x1 > x1 − v1 > 14 and g′(x) > 2 for all
x > 1, so vn+1 − xn > 1 and xn − vn > 1 for all n > 3. 
Next we define some quantities and sets associated to the reference orbit.
Definition 2.4 (Collections of sets {Dn}n, {En}n and {Qn}n). For n ∈ N, let
dn :=
⌊
xn+1
xn
⌋
, Rn :=
(
dn − 13
)
pi, hn := 2pi
⌊
xn+1 + pi
2pi
⌋
. (1)
For n > 3, we define Qn := Q(xn) ⊆ S+,
E±n := {z ∈ C : |Re z| < 2dnpi, |Im z ∓ hn| < 2dnpi} ⊆ C \ S+,
and D±n := D(±ihn, Rn) ⊆ E±n (see Figure 3).
In the following lemma we will provide some further growth estimates about the
sequences that we have just introduced.
Lemma 2.5. The reference orbit (xn)n satisfies that xn+1 > (n!)2xn for all n ∈ N.
Thus,
Rn
hn
<
2pi
(n!)2
and
hn+1
hn
> (n!)2, for all n > 3. (2)
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In particular,
hn + 3Rn + 6nRn <
6
(n!)2
(hn+1 − 3Rn+1), for all n > 3, (3)
and ∞∑
n=1
Rn
hn
< +∞. (4)
Proof. First, observe that xn > (n!)2 for all n ∈ N. Indeed, it is easy to check that
this holds for n 6 3 directly. For n > 4, by induction, we have
xn > e
xn−1 > x2n−1 > ((n− 1)!)4 > (n!)2,
and our claim follows. Thus,
xn+1
xn
>
exn
xn
> xn > (n!)
2, for all n ∈ N.
One can also show easily that
Rn
hn
6
(
xn+1
xn
− 1
3
)
pi
xn+1 − pi <
pixn+1
xn(xn+1 − pi) <
2pi
xn
<
2pi
(n!)2
, for all n > 3,
and
hn+1
hn
> xn+2 − pi
xn+1 + pi
>
((n+ 1)!)2xn+1 − pi
xn+1 + pi
> (n!)2, for all n > 3.
Finally, it follows from these two inequalities that
hn + 3(1 + 2n)Rn
hn+1 − 3Rn+1 <
hn
(
1 + 6pi(1+2n)
(n!)2
)
hn+1
(
1− 3
(n!)2
) < 1
(n!)2
12
11
(
1 +
7pi
6
)
<
6
(n!)2
, for n > 3,
and the series in (4) is finite. 
Observe that inequality (3) in Lemma 2.5 implies that hn+1−2dn+1pi > hn+2dnpi
for all n > 3 and thus, the squares {En}n are disjoint. The next lemma concerns
the first M iterates of the map g.
Lemma 2.6. For n > 1, let g−n be the n-th iterate of g−1 = (g|S+)−1, which is a
univalent function that maps C \ (−∞, vn] into S+. For M > 3, the function g−M
is defined on QM and g−M(QM) ⊆ D(12 , 116).
Proof. Since g : [0,∞) → [v1,∞) is homeomorphic and monotone, the function
g−1 : C \ (−∞, 2] → S+ maps C \ (−∞, vj] onto S+ \ (−∞, vj−1] for j > 2 and
onto S+ for j = 1. Therefore the function g−n : C \ (−∞, vn]→ S+ is defined and
univalent for all n ∈ N.
Let M > 3, and define
R := 104 6 x3 − v3 6 xM − vM .
By the above, ψ = g−M is defined and univalent on D(xM , R), with g−M(xM) = x0
and its image does not contain the critical point 0. By Koebe 1/4-Theorem [Pom75,
Corollary 1.4], we have
1
4
|ψ′(xM)|R 6 |0− x0| = 1
2
.
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Hence, it follows from the Koebe Distortion Theorem [Pom75, Theorem 1.6] that
if 0 < R′ < R, then ψ(D(xM , R′)) ⊆ D(x0, R′′), where
R′′ = |ψ′(xM)| R
′
1− (R′/R)2 .
Now taking R′ = R/32 >
√
1 + pi, we obtain that
R′′ 6 2R
′/R
1− (R′/R)2 6
1
16
and thus g−M(QM) ⊆ D(12 , 116). 
3. Quasiregular interpolation and definition of the function fw
In this section we state the results about how to modify the map g(z) = 2 cosh z
to obtain an entire function fw ∈ B such that, for an appropriate choice of the
sequence w ∈ DNN3/4, has an oscillating wandering domain. In order to make clear
the outline of the proof of the main theorem, we provide all the details in the
Appendix A.
We start with some basic definitions about quasiconformal mappings, see [BF14]
for a reference on quasiconformal mappings with an emphasis on their applications
on holomorphic dynamics.
Definition 3.1 (Quasiconformal map). Let φ : C → C be a C1 homeomorphism
that preserves orientation. We define the complex dilatation (or the Beltrami
coefficient) of φ at a point z by
µφ(z) :=
∂zφ(z)
∂zφ(z)
∈ D
and then, the dilatation of φ at a point z is given by
Kφ(z) :=
1 + |µφ(z)|
1− |µφ(z)| .
We say that φ is a K-quasiconformal map, 1 6 K < +∞, if
K = K(φ) := ess sup
z∈C
Kφ(z).
A map g : C→ C is K-quasiregular if and only if g can be expressed as
g = f ◦ φ,
where φ : C→ C is a K-quasiconformal map and f : φ(C)→ C is a holomorphic
function.
Let suppµφ := {z ∈ C : µφ(z) 6= 0}. Observe that µφ(z) = 0 (or, equiv-
alently, Kφ(z) = 1) if and only if the map φ is conformal at z, and hence a
K-quasiconformal map φ is conformal in the complement of suppµφ. Geometri-
cally, a conformal map sends infinitesimal circles to infinitesimal circles, while a
K-quasiconformal map sends infinitesimal circles to infinitesimal ellipses with ex-
centricity bounded byK. Note thatK-quasiregular maps also satisfy this property
but are not required to be global homeomorphisms.
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We will construct aK-quasiregular map that equals the base map g(z) = 2 cosh z
in the complement of the squares {En}n and is a different power map inside each
disc Dn, followed by a further quasiconformal map. In the doubly connected
sets {En \Dn}n we will interpolate the two holomorphic functions defined on the
boundaries ∂En and ∂Dn by quasiregular maps. In the following lemma we describe
these quasiregular interpolating maps, which have a bounded dilatation that is
independent of d (see Figure 2).
Lemma 3.2 (Cosh-power Interpolation Lemma). Let d ∈ N and consider the
square
E := {z ∈ C : |Re z| 6 2dpi, |Im z| 6 2dpi}.
Define R := (d − 1
3
)pi and let D := DR. There exists K1 > 1 independent of d
and a K1-quasiregular map G : E → E2dpi with suppµG ⊆ E \ D satisfying that
G(−z) = G(z), G(z) = G(z) and
G(z) =

2 cosh z, if z ∈ ∂E ∪ ((E ∩ iR) \D),( z
R
)2d
, if z ∈ D.
(5)
Observe that two definitions of G match at the points z = ±Ri ∈ ∂D ∩ iR as
2 cosh(±Ri) = e±dpiie∓pi3 i + e∓dpiie±pi3 i = (−1)d =
(±Ri
R
)2d
.
The proof of Lemma 3.2 will be given in the Appendix A (see p. 31).
G
2dpii
−2 −1 1 2
D
E
D R 2dpi
E2dpi
Figure 2. The quasiregular map G : E\D → E2dpi from Lemma 3.2
that interpolates g(z) = 2 cosh z on ∂E and h(z) = (z/R)2d on ∂D
with d = 3.
Remark 3.3. Note that Lemma 3.2 is similar to Bishop’s exp-cosh Interpolation
Lemma [Bis15, Lemma 7.1], which claims that given a partition of iR into two
collections of intervals J1 and J2 with endpoints in ipiZ, there exists a quasiregular
mapping ν : Hr → C \ [−1, 1] such that ν(z) = cosh z on J1 and ν(z) = exp z
on J2. Unfortunately, such a quasiregular mapping cannot exist because of the
criticality/non-criticality of the maps. In fact, suppose, for example, ν(iy) =
exp(iy) for y > 0 and ν(iy) = cosh(iy) for y < 0 and νj is quasiregular in Hr. If
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the local map νj near 0 covers the upper half unit disk n times and its complement
(n+ 1) times for some n > 0, let
α =
pi
3pi
2
(n+ 1) + pi
2
n
=
2
4n+ 3
,
then, by composing the branched covering map w 7→ (w− 1)α, h(z) = (νj(z)− 1)α
induces a quasiconformal map onto a smooth Jordan domain near 0, hence it
is quasisymmetric. Therefore the Hölder exponents at 0 from both sides must
coincide, and this contradicts the fact that cosh has a critical point at 0, but exp
does not. However, this can be amended by replacing cosh by a piecewise linear
function on iR that maps ipiZ to {±1} in the same way that cosh does as described
in Bishop’s note1.
Following the strategy of Bishop, each critical point ihn ∈ Dn of gw will produce
a critical value wn ∈ D3/4, the position of which will be adjusted to create the
oscillating wandering domain. In the following result we show that the position of
w = ρw(0) can be chosen using a map ρw with bounded dilatation. This fact was
already used in Bishop’s construction; see the discussion on the map ρ in [Bis15,
p. 28] or the map ρn in [FGJ15, p. 485].
Lemma 3.4. There exists K2 > 1 such that for all w ∈ D3/4, there exists a
K2-quasiconformal mapping ρw : D→ D such that
ρw(z) =
{
z, if z ∈ ∂D,
z + w, if z ∈ D1/8,
(6)
and supp ρw ⊆ D \ D1/8. Moreover the Beltrami coefficient µρw depends continu-
ously and holomorphically on w ∈ D3/4 in the L∞ sense.
The proof of Lemma 3.4 will be given in the Appendix A (see p. 34). One can
find a sketch of the function ρw in Figure 13. Note that ρw(z) = ρw(z) for z ∈ D.
From now on we fix K := max{K1, K2}. We define NN := N \ {1, . . . , N − 1}
and ZN := Z\{−N+1, . . . , N−1} = NN ∪(−NN), where the constant N ∈ N will
be determined in Section 5. Combining the two previous lemmas we can define
the K-quasiregular map gw (see Figure 3).
Definition 3.5 (K-quasiregular map gw). For n ∈ N, let dn ∈ N and Rn, hn ∈ R+
be the quantities given in Definition 2.4. Recall that, for n > 3, we defined
E±n := {z ∈ C : |Re z| 6 2dnpi, |Im z ∓ hn| 6 2dnpi},
D±n := {z ∈ C : |z ∓ ihn| < Rn} ⊆ E±n,
and let Gn : E → E2dpi be the quasiregular mapping from Lemma 3.2 for d = dn
and R = Rn. Then we have E = En − ihn and D = Dn − ihn. For every sequence
w = (wN , wN+1, wN+2, . . . ) ∈ DNN3/4, define the function gw : C→ C as follows:
gw(z) :=

Gn(z ∓ ihn), if z ∈ E±n \D±n with n > N,
ρwn ◦Gn(z ∓ ihn), if z ∈ D±n with n > N,
2 cosh z, otherwise.
(7)
WANDERING DOMAINS FOR FUNCTIONS OF FINITE ORDER IN THE CLASS B 13
Then gw is a K-quasiregular map such that
suppµgw ⊆
⋃
n∈ZN
En \ D
(
ihn,
(
1
8
)1/(2dn)
Rn
)
,
and gw(−z) = gw(z) for all z ∈ C.
gw
gw
pii
−piigw
−2
x0
0 2
D
En−1
Dn−1
ihn−1
ih−n+1
D−n+1
E−n+1
En
Dn
ihn
v2
S+
xn−1
g
x2x1 xn
g
g
g
gn−3
QnQn−1
gg
Figure 3. Sketch of the K-quasiregular map gw : C→ C from Definition 3.5.
Definition 3.6 (Entire function fw andK-quasiconformal map φw). Let gw be the
K-quasiregular map from Definition 3.5. By the Measurable Riemann Mapping
Theorem [Ahl06, Theorem 3 in Chapter V], there exists a uniqueK-quasiconformal
mapping φw : C→ C such that φw(0) = 0, φw(1) = 1 and µφw = µgw . Then define
fw := gw ◦ φ−1w , (8)
which is an entire function in the class B with S(fw) = {±2} ∪ {wn}n.
Remark 3.7. The base function g(z) = 2 cosh z is both even and symmetric with
respect to the real line. However, it is not possible to make the modified func-
tion gw have these two properties at the same time. In Definition 3.5, we chose
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the function gw to be even, but not symmetric with respect to R and therefore φw
(and, consequently, also fw) does not preserve the real line. See Definition 10.1 for
an alternative modification g˜w that is symmetric with respect to R but not even.
4. Estimates on quasiconformal maps
In the previous section we constructed a K-quasiregular map gw and then, using
the measurable Riemann mapping theorem, we obtained an entire function fw ∈ B
such that fw = gw ◦ φ−1w . Despite we know the function gw explicitly, in order to
be able to prescribe the dynamics of fw, we need to estimate the quasiconformal
map φw, which is close to the identity.
Define the cylinder C = C/2piiZ and its distance |w|C = inf{|w+2piin| : n ∈ Z}.
Important estimates on the function φw will be derived from the following result
on quasiconformal maps from [Shi18].
Theorem 4.1 (Key Inequality [Shi18, Lemma 9]). Given K > 1, there exist
0 < δ1 < 1 and C > 0 such that if f : C → C is a K-quasiconformal map with
f(0) = 0 and 0 < |z2| 6 δ1|z1|, then∣∣∣∣log f(z1)z1 −log f(z2)z2
∣∣∣∣
C
6 2C
(∣∣∣∣∫∫
C
µf (z)ϕz1,z2(z)
1− |µf (z)|2 dxdy
∣∣∣∣+∫∫
C
|µf (z)|2|ϕz1,z2(z)|
1− |µf (z)|2 dxdy
)
,
where ϕz1,z2(z) =
z1
z(z−z1)(z−z2) .
The constants δ1, C depend on K and are related to the hyperbolic metric on
the twice punctured plane C \ {0, 1} (see [Shi18, Lemma 5]). In the next corollary
we adapt the Key Inequality to the form in which we will use it in this paper.
Corollary 4.2. Let the constants K>1, 0<δ1<1 and C>0 be as in Theorem 4.1.
If φ : C→ C is a K-quasiconformal map and α, β, γ ∈ C are distinct points with
0 < |γ − α| 6 δ1|β − α|, (9)
then∣∣∣∣log φ(β)− φ(α)β − α − log φ(γ)− φ(α)γ − α
∣∣∣∣
C
6 C(K − 1)
∫∫
suppµφ
|β − α|dxdy
|(z − α)(z − β)(z − γ)| .
(10)
Proof. Applying Theorem 4.1 to f(z) = φ(z+α)−φ(α) with z1 = β−α, z2 = γ−α:∣∣∣∣log φ(β)− φ(α)β − α − log φ(γ)− φ(α)γ − α
∣∣∣∣
C
6 2C
(∣∣∣∣∫∫
C
µφ(z)ϕz1,z2(z − α)
1− |µφ(z)|2 dxdy
∣∣∣∣+∫∫
C
|µφ(z)|2|ϕz1,z2(z − α)|
1− |µφ(z)|2 dxdy
)
6 2C
∫∫
suppµφ(z)
|µφ(z)|+ |µφ(z)|2
1− |µφ(z)|2
|β − α|dxdy
|(z − α)(z − β)(z − γ)| .
Then, the result follows from the fact that
2
|µφ(z)|+ |µφ(z)|2
1− |µφ(z)|2 = 2
|µφ(z)|
1− |µφ(z)| = Kφ(z)− 1 6 K − 1
because φ is a K-quasiconformal map. 
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In the rest of this section, we make the following standing assumption.
Assumption 4.3. Let K > 1 be a fixed constant and, for m ∈ N, consider the
disc Bm := D(ζm, rm) with ζm ∈ C and rm > 0. Assume that
(i)
∑∞
m=1 rm/|ζm| < +∞;
(ii) |ζm| > 4 and rm/|ζm| 6 min{14 , δ1} for all m ∈ N, where 0 < δ1 < 1 is the
constant from Theorem 4.1;
(iii) there is a K-quasiconformal map φ : C → C such that φ(0) = 0, φ(1) = 1
and suppµφ ⊆
⋃∞
m=1Bm.
The following three lemmas are consequences of Corollary 4.2, and their proofs
will be given in the Appendix B. We state the results with large generality (see
Figures 4 and 5). Later we will apply them by reindexing the discs {3Dn}n∈ZN
to {Bm}m∈N and φ will be the quasiconformal map φw from Definition 3.6 (see
Lemma 5.1). Note that 3D±n = D(±ihn, 3Rn) ⊇ E±n for n > N .
Lemma 4.4. Suppose that Assumption 4.3 holds. For every ε > 0, there exists
M1 = M1(ε) ∈ N such that if suppµφ ⊆
⋃∞
m=M1
Bm, then∣∣∣∣log φ(ζ)ζ
∣∣∣∣
C
< ε, for ζ ∈ C \ {0}, (11)
and, in particular,
e−ε|ζ| < |φ(ζ)| < eε|ζ| and |argφ(ζ)− arg ζ (mod 2pi)| < ε, (12)
for all ζ ∈ C \ {0}.
Observe that it is also possible to show that under the hypothesis of Lemma 4.4,
the K-quasiconformal map φ is conformal at ∞, that is, the limit limζ→∞ φ(ζ)/ζ
exists.
Lemma 4.5. Suppose that Assumption 4.3 holds and suppose also that there exists
C1 > 0 such that if z ∈ Bm and z′ ∈ Bm′ with m 6= m′, then |z − z′| > C1
√|zz′|.
For any 0 < κ 6 1, there exists C2 = C2(κ) > 1 such that for any m ∈ N, if
|ζ − ζm| = κrm, then
1
C2
κrm 6 |φ(ζ)− φ(ζm)| 6 C2κrm. (13)
φ
Bm
ζm
ζ
φ(ζm)
φ(ζ)
κrm
C2
C2κrmκrm rm
Figure 4. Sketch of Lemma 4.5.
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Lemma 4.6. Suppose that Assumption 4.3 holds. For every 0 < θ < pi, there
exists C3 > 1 such that if ζ ∈ C satisfies that
Bm ∩ {z ∈ C : |arg z − arg ζ| < θ} = ∅, for all m ∈ N,
then
1
C3
6 |φ′(ζ)| 6 C3. (14)
For every η > 0, there exists M2 = M2(η) ∈ N such that if suppµφ ⊆
∑∞
m=M2
Bm,
then 1 < C3 < 1 + η.
B3
B1
B2
B4
ζ
θ
θ
Figure 5. Sketch of Lemma 4.6.
5. Definition of the domains {Un}n and the centers {cn}n
Let gw, φw, and fw = gw ◦ φ−1w be as in Section 3, where N ∈ N is to be
determined in this section. For simplicity, we may omit w in the notation, that is,
we write g, φ, f instead of gw, φw, fw, respectively.
We are going to introduce two collections of domains Un,j and Ûn,j = φ−1(Un,j),
for n > N and 0 < j 6 n, as in the following diagram. We shall think about
the quasiconformal map φ as a different coordinate. The goal of this section is to
define the sets Un = Un,0, for n ∈ N.
D(1
2
, 1
8
) QM g(QM) QM+1 · · · g(Qj−1) Qj g(Qj) · · ·
Un Ûn,M Un,M+1 Ûn,M+1 · · · Un,j Ûn,j Un,j+1 · · ·
cn cˆn,M cn,M+1 cˆn,M+1 · · · cn,j cˆn,j cn,j+1 · · ·
(φ ◦ g−1)M◦φ g φ g g φ g φ
φ−1◦ fM
⊆
g
⊆ ⊆
φ g
⊆
g
⊆
φ g
⊆ ⊆
φ
∈ ∈ ∈ ∈ ∈ ∈ ∈
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· · · Qn−1 g(Qn−1) Qn g(Qn) φ(12Dn) 12Dn D(wn, (12)2dn)
· · · Ûn,n−1 Un,n Ûn,n D(φ(ihn), R′n) D(wn, (12)2dn)
· · · cˆn,n−1 cn,n cˆn,n φ(ihn) wn
φ g φ g ⊇ φ g
φ g
⊆ ⊆
φ g
⊆ ⊆
f
=
∈ ∈ ∈ ∈ ∈
Diagram 1. The domains Un,j and Ûn,j, for n > N and 0 6 j 6 n. The right
hand side of the top part continues in the left hand side of the bottom part.
In this section we use the results from Section 4 with a particular choice of discs
{Bm}m and quasiconformal map φ. So we need to check that Assumption 4.3
holds. The next lemma follows from Definition 3.6 and the property (4) that we
gave in Lemma 2.5.
Lemma 5.1. There is N > 3 sufficiently large so that if we define {Bm}m∈N by
reindexing the discs {3Dn}n∈ZN and let φ = φw be the K-quasiconformal map from
Definition 3.6, then the Assumption 4.3 holds.
Recall that in Section 2 we considered M > 3, from this point we fix M = 3.
The next two lemmas bound the distortion of the map φ on some sets by supposing
that the constant N ∈ N in Definition 3.5 is sufficiently large. The first lemma
concerns the initial iterates fn of f = g ◦φ−1, namely for n 6M , while the second
lemma deals with the case n > M .
Lemma 5.2. If N > 3 in Definition 3.5 is large enough, then (φ ◦ g−1)M ◦φ maps
the rectangle QM into the disc D(12 ,
1
8
).
Proof. When φ = id, ((φ ◦ g−1)M ◦φ)(QM) = g−M(QM) ⊆ D(12 , 116) by Lemma 2.6.
By Lemma 4.4, we can choose N ∈ N large enough so that the map φ is sufficiently
close to the identity on the finite collection of sets (g−1 ◦ φ)j(QM) for 0 6 j 6M .
So the assertion follows. 
Lemma 5.3. If N > 3 in Definition 3.5 is large enough, then φ(Qj+1) ⊆ g(Qj)
for j >M , and φ(D±n) ⊆ g(Qn) for n > N .
Proof. Since Qj+1 ⊆ {z ∈ C : xj+1 − 1 6 |z| 6 xj+1 + 1 + pi}, it follows from
Lemma 4.4 that, for every ε > 0, there exists M1 = M1(ε) ∈ N such that if
suppµφ ⊆
⋃
m>M1 Bm, then
φ(Qj+1) ⊆ {z ∈ C : e−ε(xj+1 − 1) 6 |z| 6 eε(xj+1 + 1 + pi)},
for all j > M . On the other hand, since xj > xM > x∗ = 53 for j > M by
Lemma 2.3, Lemma 2.1 (iv) implies that
g(Qj) ⊇ {z ∈ C : 12exj < |z| < 2exj} \ R−
for j >M . Setting ε := log 3
2
< 1
2
we obtain that
eε <
2(exj + e−xj − 1)
exj
and eε <
2exj
exj + e−xj + 1 + pi
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and, for N sufficiently large, we have φ(Qj+1) ⊆ g(Qj) ∪ R− for j > M . To show
that φ(Qj+1) ∩ R− = ∅, observe that Qj+1 ⊆ {z ∈ C : |arg z| < pi6}, and hence by
Lemma 4.4, φ(Qj+1) ⊆ {z ∈ C : |arg z| < pi2} for all j >M .
Similarly, we have D±n = D(±ihn, Rn) ⊆ {z ∈ C : hn − Rn 6 |z| 6 hn + Rn}
for n > N , and, by Lemma 4.4,
φ(D±n) ⊆
{
z ∈ C : e−ε
(
xn+1
(
1− pi
xn
)
− 2pi
3
)
6 |z|6eε
(
xn+1
(
1 +
pi
xn
)
+
2pi
3
)}
,
for n > N . It is easy to check that this implies that φ(D±n) ⊆ g(Qn) ∪ R− with
ε = log 3
2
. To show that φ(D±n) ∩ R− = ∅, observe that
D±n ⊆
{
z ∈ C : |arg z ∓ pi
2
| < arcsin Rn
hn
}
,
and by Lemma 2.5, Rn/hn < 1/(n!)2 > pi18 for n > 3 and so arcsin(Rn/hn) <
pi
12
for n > 3. Then, by Lemma 4.4, for N large enough, we have
φ(D±n) ⊆ {z ∈ C : |arg z ∓ pi2 | < pi12 + ε < pi4} ⊆ C \ R−,
and therefore φ(D±n) ⊆ g(Qn) for all n > N as we wanted to prove. 
We now fix N > 3 sufficiently large so that Lemmas 5.2 and 5.3 are satisfied.
In particular, from here onwards the set suppµgw is also fixed and the map gw
(and also φw, fw) depends only on the choice of the sequence w ∈ DNN3/4, where
NN := N \ {1, . . . , N − 1}.
Recall that if λ ∈ R+ and D = D(z0, R) for some z0 ∈ C and R > 0, then we
use the notation λD := D(z0, λR).
Lemma 5.4. There exists C4 > 0 such that if we set R′n := C4Rn for all n > N ,
then D(φ(±ihn), R′n) ⊆ φ(12D±n) for all n > N .
Proof. Define C1 := 12 , we want to show that if z1 ∈ Bm1 and z2 ∈ Bm2 with
1 6 m1 < m2, then |z2 − z1| > C1
√|z1z2|. If m1 and m2 have different parity,
this is clear. Therefore, we may assume without loss of generality that m1,m2 are
both odd. Lemma 2.5 implies that if N is large enough
|z2− z1| > (hn2 − 3Rn2)− (hn2−1 + 3Rn2−1) > C1(hn2 + 3Rn2) > C1 max{|z1|, |z2|}
as required, where n2 ∈ ZN is the value that corresponded to m2 ∈ N before
reindexing. Thus, by Lemma 4.5, for κ := 1
6
, there exists C2 = C2(κ) > 0 such
that
D(φ(ζm), κrm/C2) ⊆ φ(κBm), for all m ∈ N.
Since κrm = 3κRn = 12Rn for all m ∈ N, putting C4 := 3κ/C2 we obtain that
D(φ(±ihn), R′n) ⊆ φ(12D±n) for all n > N . 
We are now ready to define the domains in the middle line of the Diagram 1.
Definition 5.5 (Domains {Un}n). For every n > N , define the set
Ûn,n := g
−1(D(φ(ihn), R′n)) ⊆ Qn,
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which is well defined by Lemmas 2.1, 5.3 and 5.4. Then, for n > j > M + 1, we
can define recursively
Un,j := φ(Ûn,j) and Ûn,j−1 := g−1(Un,j) ⊆ Qj−1,
where the inclusion is guaranteed by Lemma 5.3. Finally, let
Un := (φ ◦ g−1)M ◦ φ(Ûn,M) ⊆ D
(
1
2
, 1
8
)
, for n > N,
by Lemma 5.2.
Keeping a similar notation as in [Bis15], the sets {Un}n will be contained in the
grand orbit of the oscillating wandering domain (see Figure 6). Note that the set
fn+1(Un) in Bishop’s notation corresponds to the set fn+2(Un) in our notation.
fˆw
fˆw
x0
D
En−1
Dn−1
ihn−1
En
Dn
ihn
S+
Ûn−1
Ûn xn−1
fˆw
x2x1 xn
Ûn,nÛn−1,n−1
Ûn,n−1
fˆw
fˆw
fˆn−3w
QnQn−1
fˆwfˆw
Figure 6. The iterates of the domains Ûn from Definition 5.5 by
the function fˆw = φ−1w ◦gw which is conjugated to fw by the map φw.
We now need to show that every domain Un contains a disc D(cn, ρn) with not
too small radius ρn > 0. We first define the points {cn}n that we call the centers
of {Un}n.
Definition 5.6 (Centers {cn}n). For every n ∈ N, define the point
cˆn,n(w) := g
−1(φ(ihn)) ∈ Ûn,n
and, for n > j >M + 1, define recursively
cn,j(w) := φ(cˆn,j(w)) ∈ Un,j and cˆn,j−1(w) := g−1(cn,j(w)) ∈ Qj−1.
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Finally, we put
cn = cn(w) := (φ ◦ g−1)M ◦ φ(cˆn,M(w)) ∈ Un, for n > N.
Note that the maps in the middle row of Diagram 1, such as g : Ûn,j → Un,j+1
and φ : Ûn,j → Un,j, are all conformal isomorphisms. In the top row, the maps
g : Qj → g(Qj) are also conformal isomorphisms and idependent of w ∈ DNN3/4
except the last one, from 1
2
Dn, on which g is analytic and depends on wn. The
maps of the form φ : Qj → g(Qj−1) in the top row are also holomorphic, as Qj is
disjoint from suppµg, but not surjective. We would like to emphasize that all the
domains depend on w, and we may write Un(w).
Remark 5.7. It follows from Lemma 4.6 and the expansivity of the function g on
the rectangles {Qn}n that |cˆn+1,n − cˆn,n| is bounded and hence |cn+1 − cn| → 0
exponentially as n → ∞, so the sequence of critical values {wn}n converges to a
point w∞ ∈ D(12 , 18).
Although the function that maps each sequence w ∈ D(1
2
, 1
8
)NN to the Beltrami
coefficient µφw ∈ L∞(C) is not continuous, we can still prove the following.
Lemma 5.8. Let C(C,C) denote the space of all continuous maps from C to C.
The mapping
D(1
2
, 1
8
)NN −→ C(C,C)
w 7→ φw
is continuous, where we use the product topology in D(1
2
, 1
8
)NN and we use the
compact open topology in C(C,C). As a consequence, for each n > N , the center
cn(w) depends continuously on the sequence w, and the mapping
D(1
2
, 1
8
)NN −→ D(1
2
, 1
8
)NN
w 7→ (cN+1(w), cN+2(w), . . . )
is continuous with respect to the product topology.
We give the proof at the end of Appendix B (see p. 38).
6. Inner radius of Un and derivatives along the orbit of cn
In order to create the oscillating wandering domain, we will prove that for some
choice of w ∈ DNN3/4, there exists N1 > N so that
fn+2(Un) ⊆ Un+1, for all n > N1,
and hence the domains {Un}n are contained in the orbit of the wandering domain
for n > N1. To that end, first we need to make sure that Un contains a disc with
center cn(w) and sufficiently large radius ρn > 0 so that
f
(
φ(1
2
Dn)
)
= g
(
1
2
Dn
)
= D
(
wn,
(
1
2
)2dn) ⊆ D(cn+1(w), ρn+1) ⊆ Un+1,
for n > N1. Then, in the next section we will do the second part of this process,
that consists on choosing the sequence w ∈ DNN3/4.
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We start by giving positive numbers {ρn}n with the property that D(cn(w), ρn) ⊆
Un for all n > N . In other words, ρn is a lower bound of the inner radius of the
domain Un with center at cn for n > N .
Lemma 6.1. There exists a constant C5 > 0 such that if we define
ρn := exp
(
−nC5 −
n−1∑
j=0
xj − xn−1
)
, for n > N, (15)
then D(cn(w), ρn) ⊆ Un for all n > N .
Proof. Let Ψ := (fn+1|Un)−1 which is a univalent mapping from D(φ(ihn), R′n)
onto Un, sending the center φ(ihn) to cn(w). By the Koebe 1/4-Theorem [Pom75,
Corollary 1.4], Un contains a disc with center cn(w) and radius 14 |Ψ′(φ(ihn))|R′n.
So we want to show that ρn 6 14 |Ψ′(φ(ihn))|R′n for all n > N .
By the chain rule, we have
1
Ψ′(φ(ihn))
= (fn+1)′(cn(w)) =
(
(g ◦ φ−1)M)′ (cn(w)) · n∏
j=M
g′(cˆn,j(w)) · 1
φ′(cˆn,j(w))
.
(16)
Since log g′(z) = z + log(1 − e−2z) for the principal branch of log, we have, for
Re z > 0,
|log |g′(z)| − Re z| 6 |log g′(z)− z| = ∣∣log(1− e−2z)∣∣ 6 ∞∑
m=1
|e−2z|m
m
6 e
−2 Re z
1− e−2 Re z .
So for j > M , cˆn,j(w) ∈ Qj and Re cˆn,j(w) > 1, hence log |g′(cˆn,j(w))| 6 xj + 2.
On the other hand, for m ∈ N,
Bm ⊆
{
z ∈ C : |arg z − pi
2
| < arcsin rm|ζm|
}
and by inequality (2) in Lemma 2.5, we have rm/|ζm| < pi6 for all m ∈ N, so
arcsin(rm/|ζm|) < pi4 for all m ∈ N. Since |arg z| < pi6 for all z ∈ Qj with
j > M , Lemma 4.6 with θ = pi
12
implies that for j > M , log |φ′(cˆn,j(w))| is
bounded by some constant. Finally, since cn(w) stays in a bounded region,
log | ((g ◦ φ−1)M)′ (cˆn(w))| is bounded by some other constant.
As R′n = λRn and logRn was log
xn+1
xn
∼ xn− xn−1 up to a constant. We obtain
that there is C5 > 0 such that
logρn=−nC5−
n−1∑
j=0
xj−xn−1 6
n∑
j=M
(
log|φ′(cˆn,j(w))|−log|g′(cˆn,j(w))|
)
+log 1
4
+logR′n,
which implies our assertion. Note that the crucial point here is that the term xn
from logR′n cancels with the term xn coming from log |g′(cˆn,n(w))| in the sum. 
Next, we check that there is a constant N1 > N so that the degrees {2dn}n given
in Definition 2.4 are sufficiently large that diam(fw(12Dn)) < 2ρn+1 for all n > N1.
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Lemma 6.2. There exists N1 > N such that(
1
2
)2dn
< ρn+1, for n > N1. (17)
In particular, if wn = cn+1(w) for n > N1, then fn+2w (Un) ⊆ Un+1 for n > N1.
Proof. The left hand side of the inequality satisfies
log
((
1
2
)2dn)
= −2dn log 2 = −2xn+1
xn
log 2 +O(1), for n > N,
while the right hand side satisfies
log ρn+1 = −(n+ 1)C5 −
n∑
j=0
xj − xn, for n > N,
where C5 > 0 is the constant from Lemma 6.1. Since xn+1 > exn > 6x2n for all
n > 3, and therefore there exists N1 > N such that
log
((
1
2
)2dn)
< −xn+1
2xn
< −3xn < log ρn+1, for n > N1,
as required. If wn = cn+1(w) for n > N1, then
fn+2w (Un) = fw(D(φw(ihn), R′n)) ⊆ fw(φw(12Dn)) = gw(12Dn) = D(wn,
(
1
2
)2dn
)
⊆ D(cn+1(w), ρn+1) ⊆ Un+1,
for all n > N1. 
7. Simultaneous shooting problem
It only remains to solve the equation wn = cn+1(w). Observe that as we vary
the parameters w = (wn)n, the sequence (cn(w))n also moves, but more slowly.
Recall that throughout the paper we use the notation NN = N \ {1, . . . , N − 1},
where the constant N ∈ N was defined in Section 5.
Lemma 7.1. There exists w = (wN , wN+1, . . . ) ∈ D(12 , 18)NN such that
wn = cn+1(w), for n > N. (18)
Proof. Fix T > N and take w′′ = (wT+1, wT+2, . . . ) ∈ D(12 , 18)NT+1 . For example,
we can just set w′′ to be the constant sequence wj = 12 for all j > T . We first try
to solve the finite shooting problem for
w′ = (wN , wN+1, . . . , wT ) ∈ D(12 , 18)NN\NT+1 .
Writing w = (w′,w′′) = (wN , . . . ) ∈ D(12 , 18)NN , by Lemma 5.8, the function
D(1
2
, 1
8
)NN\NT+1 −→ D(1
2
, 1
8
)NN\NT+1
w′ 7→ (cN+1(w), . . . , cT+1(w))
is a continuous mapping from a (T −N + 1)-dimensional closed polydisc to itself.
By Brouwer’s Fixed Point Theorem, this map has a fixed point, which is a solution
of the equation
wn = cn+1(w), for N 6 n 6 T .
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Denote one of these solutions by wT . By the compactness of D(12 ,
1
8
)NN , we can
find a convergent subsequence wTk → w∞ as k →∞. By Lemma 5.8, w = w∞ is
a solution for wn = cn+1(w) for n > N. 
Remark 7.2. When φw is constructed so that µφw is holomorphic with respect to wn
for n > N (as in Definition 3.5), one can also use Rouché’s Theorem repeatedly,
one coordinate at a time. In that case we obtain that the solution is unique.
8. Proof of the main theorem
We are now ready to prove Theorem 1.1. Most of the work has already been
done in the previous sections, but it remains to check that indeed the sets {Un}n
are contained in the grand orbit of a wandering domain U of f for all n > N1.
Proof of Theorem 1.1. Take the sequence w ∈ D(1
2
, 1
8
)NN as in Lemma 7.1, and
consider f = fw. By Lemma 6.2, fn+2(Un) ⊆ Un+1 for n > N1. So it follows by
induction that
fkN1+
k(k+3)
2 (UN1) ⊆ UN1+k ⊆ D
(
1
2
, 1
8
)
, for all k ∈ N. (19)
This means that any point in UN1 has bounded derivatives for fkN1+
k(k+3)
2 , hence
cannot be a repelling periodic point. Therefore UN1 is contained in the Fatou set,
let U be the Fatou component that contains UN1 .
Let us show that U is a wandering domain. Assume to the contrary that U is
an eventually periodic Fatou component. Then (19) implies that there exists a
finite limit function l = limk→∞ fnk on UN1 . Since functions in the class B have
no escaping Fatou components [EL92], ∞ cannot be a limit function, and by the
classification of periodic Fatou components (see [Ber93, Section 4.2]), all other
possible limit functions are bounded on UN1 ⊆ D(12 , 18). On the other hand,
fkN1+
k(k+3)
2
+N1+k+1(UN1) ⊆ fN1+k+1(UN1+k) ⊆ φ(DN1+k), for all k ∈ N, (20)
and, by Lemma 5.3, φ(DN1+k) ⊆ g(QN1+k) ⊆ C \ D(0, exN1+k−1/2) and we have
xN1+k → +∞ as k → ∞. This is a contradiction. Therefore U is a wandering
domain, which must be oscillating by (19) and (20).
It remains to check that the order of f is 1. By Lemma 4.4, it suffices to check
that g = gw has order 1. Suppose that the circle of radius r > 0 intersects the
set En, so hn − 2dnpi < r < hn + 3Rn. The image of the arc that is contained
in En is mapped inside the ellipse E2dnpi ⊆ D(0, 2 cosh(2dnpi)) by g. But we have
g(r) > 2 cosh(hn−2dnpi) > 2 cosh(2dnpi) as hn > 4dnpi for all n > 3 by Lemma 2.5.
So the function M(r, gw) = max|z|=r |gw(z)| = M(r, 2 cosh) for all sufficiently
large r > 0. Hence, ρ(gw) = ρ(cosh) = 1, and this ends the proof of the main
theorem. 
9. Generalisation to entire functions of order p/2
In this section we modify the previous construction to obtain functions of order
p/2 for any p ∈ N. It is of particular interest the case p = 1 which give a function
of order equal to one half. Recall that functions in the class B have lower order
(and hence also order) greater or equal to one half [Hei48]. Therefore, the example
that we provide here with p = 1 has the lowest possible order in the class B.
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Proof of Theorem 1.2. Let p ∈ N. Our model map is now
g˘p(z) := 2 cosh
(
z
p
2
)
, for z ∈ C. (21)
Note that even if p is an odd integer, gp is well-defined because cosh z is an even
function. The reference orbit is now
ξ0 :=
1
2
, ξn := g˘
n
p (ξ0), for n ∈ N, (22)
and the new critical orbit is given by v0 := 0 and vn := g˘np (v0), for n ∈ N. Set
xn := ξ
p
2
n , for n ∈ N. (23)
Then, ξn+1 = 2 coshxn = exn(1 + o(1)) with ξn+1 > exn and xn+1 = ξ
p
2
n+1 > e
p
2
xn
for n ∈ N and thus, the sequence (xn)n also has a fast growth as in Lemma 2.5.
We use (xn)n to define the quantities dn, Rn and hn for n ∈ N as in Section 2. We
use exactly the same function gw as before, which is an even function, and define
gp,w(z) := gw
(
z
p
2
)
, for z ∈ C. (24)
Let φw be the K-quasiconformal mapping with µφw = µgp,w normalised with
φw(0) = 0 and φw(1) = 1, and define the entire function fp,w := gp,w ◦ φ−1w .
At this point one could redo the computations that we did for the function gw for
the function gp,w, but we choose a different approach in order to use as much as
possible of what we know about gw. The Beltrami coefficient µφw is the pull-back
of µgw by the map z 7→ z
p
2 . In Diagram 1, we replace the quasiconformal map φw
by
ψw(z) := φw
(
z
2
p
)
, (25)
which is defined for z ∈ C\R− and, for p > 2, we use the branch of the multivalued
map z 7→ z 2p with image Ap := {z ∈ C : |arg z| < 2pip } (see Diagram 2).
C Ap
φwoo
gp,w
##z
p
2 // C \ R−
ψw
bb
gw // C
Diagram 2. The maps from the construction in Theorem 1.2.
The entire function fp,w extends the composition of the three maps in the central
row, namely
fp,w = gw ◦ ψ−1w = gp,w ◦ φ−1w . (26)
A derivative estimate shows that if |arg ζ| 6 pi/2 and r/|ζ| < 1/4, then the afore-
mentioned branch of z2/p maps D(ζ, r) into D(ζ2/p, c|ζ|2/p−1r) with c = 2
p
(3/4)2/p−1
(if p > 2) and c = 5/2 (if p = 1). The inverse images of ±ihn by the map
z 7→ zp/2 are the p-th roots of −h2n, which can be written as ζn,` = ω2`+1(hn)2/p =
ω2`+1ξn+1(1 + o(1)), where ω = epii/p, for 0 6 ` 6 p − 1. The support of µφw is
contained in discs Bm = D(ζn,`, rn), where
rn = c(hn)
2/p−13Rn = 3c
x
2/p
n+1
xn
(1 + o(1)) = 3c
ξn+1
xn
(1 + o(1)) as n→∞.
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From Lemma 2.5, the discs {Bm}m also satisfy the estimates required for Lemmas
4.4, 4.5 and 4.6. In particular, ψw(12Dn) contains a disc centered at ψw(ihn) =
φw(ζn,0) of radius R′′n = C ′4
ξn+1
xn
for all n > N .
Let us suppose p > 2. Then we take Qj = Q(xj) as before, then g(Qj) contains
the set {z ∈ C : 1
2
exj < |z| < 2exj} \ R−, while the image of Qj+1 by the map
z 7→ z2/p is contained in the disc D(x2/pj+1, cx2/p−1j+1 (1 + pi)) = D(ξj+1, c ξj+1xj+1 (1 + pi)).
Since ξj+1 = exj(1 + o(1)), we have ψw(Qj+1) ⊆ g(Qj) for j > M by Lemma 4.4.
Similarly, from ζn,0 = ωexn(1 + o(1)), we have ψw(Dn) ⊆ g(Qn) for n > N .
For p = 1, we make a special modification: for n >M , we replace the rectangle
Qn by Q′n = Q′(xn) := {z ∈ C : |Re z − xn| < 1, −pi2 < Im z < 3pi2 } so that g(Q′n)
covers ψ(Dn), which in this case is near the negative real axis. It is immediate
to check that in this case we still have that ψw(Q′j+1) ⊆ g(Q′j) for j > M and
ψw(Dn) ⊆ g(Q′n) for n > N .
Let Ψ = (fn+1|Un)−1 : D(ψ(ihn), R′′n)→ Un for any n > N . Since
ψ′w(z) = φ
′
w(z
2/p)
2
p
z
2
p
−1
and, by Lemma 4.6, log |φ′w(cˆn,j(w)2/p)| is bounded, we have the following estimate:
log
(
1
4
|Ψ′(ψ(ihn))|R′′n
)
=
n∑
j=0
(log |ψ′w(cˆn,j(w))|−log |g′w(cˆn,j(w))|)+logR′′n
=
n∑
j=0
(
(2
p
−1) log |cˆn,j(w)|−log |g′w(cˆn,j(w))|
)
+logR′′n+O(n).
As cˆn,j(w) ∈ Q(xj) and log xj = p2 log ξj and log ξj = xj−1 + o(1), we have
log
(
1
4
|Ψ′(ψ(ihn))|R′′n
)
=
n∑
j=0
(
(2
p
−1) log xj−xj
)
+log
(
C ′′
ξn+1
xn
)
+O(n)
=
n∑
j=1
(
(1− p
2
)xj−1 − xj
)
+ xn − p2xn−1 +O(n)
= −p
2
n−1∑
j=0
xj − p2xn−1 +O(n). (27)
In Lemma 6.1, instead of the inner radius {ρn}n, we can take
ρ′n := exp
(
−nC ′5 − p2
n−2∑
j=0
xj − pxn−1
)
, for n > N, (28)
for some constant C ′5, and then the rest of argument goes similarly with dn = bxn+1xn c
for n > N . 
Remark 9.1. Mihaljević-Brandt and Rempe-Gillen [MR13, Theorem 6.1] proved
that if f ∈ B has order ρ(f) < 1, f(R) ⊆ R and all the zeros of f lie in the
negative real line, then f does not have wandering domains. When p = 1, our
construction provides a function f1,w ∈ B that is real and has order ρ(f1,w) = 1/2.
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However, despite the zeros of the base function g˘1(z) := 2 cosh
(
z
1
2
)
lie in the
negative real line, this does not contradict our result as the zeros of f1,w, which
are the image by φw of the zeros of g1,w, are not in the negative real line.
10. Real-symmetric version of the construction
As we mentioned in the introduction, the base function g(z) = 2 cosh z is both
even and symmetric with the real line. However, the modified function gw is
even but not real-symmetric. To construct functions with an arbitrary number of
grand orbits of wandering domains, it is more convenient to use a slightly different
modification g˜w of g that is symmetric with respect to R (but not even).
Definition 10.1 (K-quasiregular map g˜w). For n ∈ N, let dn ∈ N and Rn, hn ∈ R+
be the numbers given in Definition 2.4 and, for n > 3, let the sets E±n, D±n
and the function Gn : E → E2dpi be as in Definition 3.5. For every sequence
w = (wN , wN+1, wN+2, . . . ) ∈ DNN3/4, define the function g˜w : C→ C as follows:
g˜w(z) :=

Gn(z ∓ ihn), if z ∈ E±n \D±n with n > N,
ρwn ◦Gn(z − ihn), if z ∈ Dn with n > N,
ρwn ◦Gn(z + ihn), if z ∈ Dn with n 6 −N,
2 cosh z, otherwise.
(29)
Then g˜w is a K-quasiregular map such that
suppµg˜w ⊆
⋃
n∈ZN
En \ D
(
ihn,
(
1
8
)1/(2dn)
Rn
)
,
and g˜w(z) = g˜w(z) for all z ∈ C.
Definition 10.2 (Entire function f˜w and K-quasiconformal map φ˜w). Let g˜w
be the K-quasiregular map from Definition 10.1. By the Measurable Riemann
Mapping Theorem [Ahl06, Theorem 3], there exists a unique K-quasiconformal
mapping φ˜w : C → C such that φ˜w(0) = 0, φ˜w(1) = 1 and µφ˜w = µg˜w . Then
define
f˜w := g˜w ◦ φ˜−1w , (30)
which is an entire function in the class B with S(fw) = {±2} ∪ {wn, wn}n. Since
g˜w (and, in particular, µg˜w) is symmetric with respect to the real line, it follows
that φ˜w preserves the real line (see [BF14, Exercise 1.4.1]), and so does f˜w.
Recall that in Lemma 2.3 we showed that the base map g(z) = 2 cosh z satisfies
R ⊆ I(g) ⊆ J(g). We now prove that the same holds for the function f˜w for any
w ∈ DNN3/4 provided that N ∈ N is large enough.
Lemma 10.3. The functions φ˜w and f˜w are symmetric with respect to the real
line. If N ∈ N in Definition 10.1 is sufficiently large, then R ⊆ I(f˜w) ⊆ J(f˜w).
Proof. To show that R ⊆ I(f˜w), recall that, by Lemma 4.6, we know there exists
C3 > 1 such that
(φ˜−1w )
′(x) > 1
C3
, for all x ∈ R,
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and we can make this constant be arbitrarily close to 1 by choosing N sufficiently
large. In particular, we can put η = 1 in Lemma 4.6 and choose N > M2(η) so
that 1 < C3 < 2. Then,
f˜ ′w(x)− 1 = 2 sinh(φ˜−1w (x))(φ˜−1w )′(x)− 1 >
2x
C23
− 1 > 0, for x > 2,
and since
f˜w(2)− 2 > 2 cosh(1)− 2 > 1,
arguing as in Lemma 2.3, we obtain that R ⊆ I(f˜w) ⊆ J(f˜w). 
Lemma 10.4. The curves Lk := φ˜w({z ∈ C : Im z = kpi}), k ∈ Z, are a subset
of J(f˜w). For every different n1, n2 ∈ ZN , there is k ∈ Z such that the discs
D(φ˜w(ihn1), R′n1) and D(φ˜w(ihn2), R
′
n2
) lie in different complementary components
of Lk.
Proof. Recall that by Lemma 5.4, D(φ˜w(ihn), R′n) ⊆ φ˜w(12Dn) for all n ∈ ZN . The
result follows from the fact that φ˜w is a plane homeomorphism and that there is
a line of the form {z ∈ C : Im z = kpi} for some k ∈ ZN that separates 12Dn1 and
1
2
Dn2 . 
11. Functions with any number of wandering domains
Now we prove Theorem 1.3, which says that we can obtain functions of finite
order in the class B with 2q grand orbits of oscillating wandering domains for any
q ∈ N ∪ {∞}. We use the R-symmetric version of the construction introduced
in the previous section. The strategy consists of introducing a sequence of sets
{Ejn}n>3+j for each 0 6 j < q that creates a new grand orbit of wandering domains
(see Figure 7). We can do this because the distance between the original sets En
and En+1 tends to infinity sufficiently fast and also because g(Qn) is much larger
than En. To prove that the resulting function has no other wandering domains
apart from the ones given by the construction we follow [FGJ15, Theorem A].
Proof of Theorem 1.3. Fix q ∈ N ∪ {∞}. Let dn ∈ N, hn ∈ 2piN and Rn > 0 for
n ∈ N be as in Definition 2.4. Then, for n > 3 and 0 6 j < n− 2, put
hjn := hn + j6Rn (31)
so that h0n = hn and hjn − hn = j6Rn = j(6dnpi − 2pi) ∈ 2piN. For n > 3 and
0 6 j < min{n− 2, q}, define the sets
Ej±n := {z ∈ C : |Re z| < 2dnpi, |Im z ∓ hjn| < 2dnpi} = E±n ± j6Rn,
Dj±n := D(±ihjn, Rn) = D±n ± j6Rn ⊆ Ej±n.
(32)
Observe that at the level n = 3 we only have the square E03 = E3, when n = 4 we
have E04 = E4 and E14 = E4 + 6R4, and we keep adding one square at a time as
we increase n. Since hn+1 − 3Rn+1 > hn + 3Rn + 6nRn by the inequality (3) in
Lemma 2.5, the squares {Ej±n}n,j are all disjoint (see Figure 7).
For 0 6 j < q, define Nj := max{N, 3 + j} and let
wj = (wjNj , w
j
Nj+1
, . . .) ∈ DNNj3/4 . (33)
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Then, we write w = (w0,w1, . . .). In this case we define the function g˜w as in
Definition 10.1 but with more squares. For N > 3, define
g˜w(z) :=

Gn(z ∓ ihjn), if z ∈ Ej±n \Dj±n with n > N, 0 6 j < min{n− 2, q},
ρwjn ◦Gn(z − ihjn), if z ∈ Djn with n > N, 0 6 j < min{n− 2, q},
ρ
wjn
◦Gn(z + ihjn), if z ∈ Djn with n 6 −N, 0 6 j < min{n− 2, q},
2 cosh z, otherwise,
(34)
where Gn : E → E2dpi is the quasiregular mapping from Lemma 3.2 for d = dn
and R = Rn. Then, the Measurable Riemann Mapping Theorem gives an entire
function f˜w and quasiregular map φ˜w such that f˜w = g˜w ◦ φ˜−1w .
There is N > 3 sufficiently large such that if we define
Bm := D(ihn, hn−3n − hn + 3Rn), for m ∈ N, (35)
where, after reindexing, m ∈ N corresponds to n ∈ ZN as before. For n ∈ ZN , we
have Ejn ⊆ Bm for all 0 6 j < min{n− 2, q} and, by inequality (3) in Lemma 2.5,
the discs {Bm}m and the K-quasiconformal map φ˜w satisfy the Assumption 4.3.
g˜7w
g˜7w
E5
r5
ζ5B5
E15
E25
g
g
g˜6w
B3 E4
E14
E3
g
Q3 Q4 Q5
B1
Figure 7. Sketch of the squares {Ejn}n,j and one possible indexing
of the discs {Bm}m for N = 3 in the construction of Theorem 1.3.
Since the size of the discs {Bm}m is larger now, we may need to increase the
value of N . But it is clear that after that, φ(Qj+1) ⊆ g(Qj) for all j >M and also
φ(1
2
Dj±n) ⊇ D(φ(±ihjn), R′n) for all n > N and 0 6 j < min{n− 2, q} (the values
of R′n may be different from before). We need to check that φ(D
j
±n) ⊆ g(Qn) for all
n > N and 0 6 j < min{n− 2, q}. This follows from the fact that by Lemma 2.5,
eε(hn−3n + 3Rn) =
3
2
(hn + 6(n− 3)Rn + 3Rn) < 2xn+1, for n > N,
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where ε = log 3
2
as in the proof of Lemma 5.3. It follows that, for n > N and
0 6 j < min{n − 2, q}, we can define a domain U jn in the same way that we
defined the domain Un in Definition 5.5 but replacing the disc D(φ(ihn), R′n) by
D(φ(ihjn), R′n). Similarly, we can define the centers cjn(w) ∈ U jn for n > N and 0 6
j < min{n − 2, q}. The estimates from Lemma 6.1 show that D(cjn(w), ρn) ⊆ U jn
for all n > N and 0 6 j < min{n − 2, q}. Finally, we can solve the simultaneous
shooting problem
wjn = c
j
n+1(w), for 0 6 j < q and n > Nj := max{N, 3 + j}, (36)
as in Lemma 7.1. Hence, there exists N1 > N as in Lemma 6.2 such that
f˜n+2w (U
j
n) ⊆ U jn+1, for 0 6 j < q and n > N ′j := max{N1, 3 + j}. (37)
To show that the sets U jn are contained in different Fatou components, we use
the fact that f˜n+1w (U jn) ⊆ φ˜w(12Djn) for all 0 6 j < q and n > N ′j and the sets
{φ˜w(Djn)}n,j are separated by curves of the form Lk = φ˜w({z ∈ C : Im z = kpi})
for k ∈ Z that lie in the Julia set as in Lemma 10.4. Therefore the sets {U jn}n,j
are contained in wandering domains, and for different values of j, these wandering
domains belong to different grand orbits.
Up to now, we have shown that the entire function f˜w ∈ B has at least 2q grand
orbits of wandering domains. To conclude that f˜w has exactly 2q grand orbits of
wandering domains, we will follow closely the results of [FGJ15, Section 4].
Since w∞ is the only accumulation point of the singular values of f˜w (see Re-
mark 5.7), for every wandering domain U of f˜w, a classical argument using normal
families implies that there is a sequence (nk)k such that f˜nkw |U → w∞ as k → ∞
and f˜nk−1w (U) ⊆
⋃
n,j φ˜w(D
j
±n) for all k ∈ N (see [FGJ15, Lemma 4.1]). Then, it
follows from [MR13, Theorem 4.1] that the forward invariant closed set
A := R ∪
q−1⋃
j=0
∞⋃
n=N ′j
n+1⋃
k=0
f˜kw
(
U jn ∪ U jn
)
(38)
containing all the singular values of f˜w (the points ±2, the sequences {wjn}n,j and
the limit point w∞) satisfies that if f˜nw(U) ∩ A = ∅ for all n > 0, then
distV (f˜nk−1w (U), V \ f˜−1w (D(12 , 18)))→ +∞ as k →∞, (39)
where V = C \A (see [FGJ15, Lemma 4.2]). Finally, suppose to the contrary that
f˜kw(U) ∩ (U jn ∪ U jn) = ∅ for all n, j, k, then f˜kw(U) ∩ A = ∅ and since f˜nk−1w (U) ⊆
φ˜w(D
j
±n) for some n, j, the domain φ˜w(D
j
±n) must contain some of the connected
components of A, and it follows from (39) that f˜nk−1w (U)∩ φ˜w(12Dj±n) 6= ∅ for some
n, j, which is a contradiction (see [FGJ15, Lemma 4.3]). This finishes the proof of
Theorem 1.3. 
Remark 11.1. If one wished to construct entire functions in the class B of finite
order with an odd number q of grand orbits of wandering domains, then one may
consider q different reference orbits near the orbit of x0 = 12 and for each of them
define a sequence of rectangles Qn, and carry on the same procedure as in the
proof of Theorem 1.1.
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Appendix A. Detailed construction of the interpolation
Here we provide the details of the construction of the quasiregular interpolation
that we described in Section 3. Our main tool will be the following result on
quasiregular interpolation.
Theorem A.1 (Linear Interpolation Theorem). Let γj : [0, t0]→ C, j ∈ {1, 2},
be C1 curves for some t0 > 0. Suppose that γ1(t) 6= γ2(t) and γ′j(t) 6= 0 for all
t ∈ [0, t0] and j ∈ {1, 2}. Furthermore, suppose that there exist s0 > 0 and r > 0
such that
s0γ
′
j(t)
γ2(t)− γ1(t) ∈ DH (i, r) , for all t ∈ [0, t0] and j ∈ {1, 2}. (40)
Then, the function Φ : [0, s0]× [0, t0]→ C defined by
Φ(s, t) :=
(
1− s
s0
)
γ1(t) +
s
s0
γ2(t) (41)
is locally quasiconformal with Beltrami coefficient µφ satisfying that
|µΦ(s, t)| 6 tanh r
2
, for all (s, t) ∈ [0, s0]× [0, t0], (42)
and hence KΦ 6 er. If, in addition, the segments [γ1(t), γ2(t)] and [γ1(t′), γ2(t′)]
are disjoint for 0 6 t < t′ 6 t0, then the map Φ is er-quasiconformal onto its
image.
In particular, if there exist constants 0 < θ < pi
2
and vmin, vmax, lmin, lmax > 0
such that
0 <
pi
2
− θ 6 arg
(
γ′j(t)
γ2(t)− γ1(t)
)
6 pi
2
+ θ < pi,
vmin 6 |γ′j(t)| 6 vmax and lmin 6 |γ2(t)− γ1(t)| 6 lmax,
(43)
for all t ∈ [0, t0] and j ∈ {1, 2}, then it suffices to choose
s0 =
√
lminlmax
vminvmax
and r = distH
(
s0
vmax
lmin
ei(
pi
2
+θ), i
)
= 2 artanh
∣∣∣∣∣s0
vmax
lmin
eiθ − 1
s0
vmax
lmin
eiθ + 1
∣∣∣∣∣ .
Proof. Identifying the point (s, t) with z = s+ it, we have
µΦ(s, t) =
∂zΦ(s, t)
∂zΦ(s, t)
= −
∂tΦ(s,t)
∂sΦ(s,t)
− i
∂tΦ(s,t)
∂sΦ(s,t)
+ i
= −M
(
∂tΦ(s, t)
∂sΦ(s, t)
)
,
where M(z) = z−i
z+i
(see Figure 8). The partial derivatives of Φ are
∂sΦ(s, t) = − 1s0γ1(t) + 1s0γ2(t) and ∂tΦ(s, t) =
(
1− s
s0
)
γ′1(t) +
s
s0
γ′2(t),
and therefore,
∂tΦ(s, t)
∂sΦ(s, t)
= s0
((
1− s
s0
)
γ′1(t)
γ2(t)− γ1(t) +
s
s0
γ′2(t)
γ2(t)− γ1(t)
)
∈ DH(i, r).
Finally, the image of DH(i, r) by M is the Euclidean disc Dtanh(r/2) and hence
|µΦ(s, t)| 6 tanh r2 for all (s, t) ∈ [0, s0]× [0, t0] as required. 
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DH(i, r)
0
H
s0
vmin
lmax
1 s0
vmax
lmin
M 0
D D
tanh
r
2
i
θ
Figure 8. The Möbius transformation M(z) = z−i
z+i
from Theorem A.1.
We now use linear interpolation to construct a quasiregular map G that interpo-
lates between g(z) = 2 cosh z and a d-th power map in a doubly connected region.
The dilatation KG should be bounded by a constant independent of d ∈ N.
Proof of Lemma 3.2. Consider the set
Ω := (E \ DR) ∩ {z ∈ C : Re z > 0, Im z > 0}.
Since cosh(−z) = cosh(z) and cosh(z) = cosh(z) for all z ∈ C and the map G
is an even power on ∂DR, we have that G(−z) = G(z) and G(z) = G(z) for all
z ∈ ∂E ∪ ((E ∩ iR) \DR)∪ ∂DR. Thus, we only need to do the interpolation in Ω
and then extend it by these relations to (E \ DR) \ Ω.
Let Q := {z ∈ C : 0 6 Re z 6 2dpi, 0 6 Im z 6 2dpi}. First we construct
a quasiconformal map Φ1 : Q → Ω. For example, we can partition both Q and
Ω into four sets Qi and Ωi, i ∈ {1, 2, 3, 4}, as shown in Figure 9 and apply the
Linear Interpolation Theorem A.1 to each pair Qi,Ωi, so that Φ1(Qi) = Ωi for all
p1
Φ1
p2
3
2
dpi3
2
dpi 2dpi2dpi R
0
Ri
Ω1
Ω2Ω3
Ω4
Q1
Q2Q3
Q4
Q Ω
Ri
3
2
dpii
2dpii2dpii
Figure 9. The quasiconformal map Φ1 : Q→ Ω from Lemma 3.2.
i ∈ {1, 2, 3, 4}, Φ1 ≡ id on ∂Qi ∩ ∂Q for all i ∈ {1, 2, 3}, Φ1(z) = R exp
(
i pi
2R
Im z
)
on [0, iR] and Φ1(p1) = p2, where p1 := 32dpi + iR ∈ Q and p2 := 32dpi + i32R ∈ Ω.
It is easy to check that the dilatation of Φ1 is uniformly bounded independently
of d.
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The rest of the proof will be devoted to construct a quasiregular function
Gˇ : Q→ E2dpi so that defining G = Gˇ ◦ Φ−11 on Ω (and extending the definition
of G to the rest of E \DR as described before), then G has the required properties
(see Figure 10). Note that Gˇ has to map the vertical segment [0, iR] ⊆ ∂Q to the
arc of circle {z = eiθ : θ ∈ [0, dpi]} ⊆ ∂D and Gˇ(iR) = (−1)d.
Gˇ
Q
−2 0 2
D
A∗
A
2dpii
dpii
(d− 1
6
)pii
ydi
Ri
0
S
T
Φ3
Φ2
2 cosh z
1 2dpi
E1
E2dpi
Figure 10. The quasiregular map Gˇ : Q → E2dpi from Lemma 3.2
with d odd (here we used d = 3).
Define
yd :=
2d−1
2d
R = R
dpi
(d− 1
2
)pi =
(
d− 5
6
+ 1
6d
)
pi,
then, we have
(d− 5
6
)pi < yd < (d− 12)pi < R.
Let T be the trapezoid of vertices (d − 1
6
)pii, 1 + (d − 1
6
)pii, 1 + (d − 1
2
)pii and ydi
(see Figure 11). Observe that if we consider the translate T˜ := T − (d − 1)pii of
T , then it becomes clear that the shape of T is bounded in the sense that the only
vertex of T˜ that depends on d is y˜di := ydi− (d− 1)pii and satisfies
pi
6
< y˜d <
pi
2
.
The point Ri ∈ ∂T corresponds to 2
3
pii ∈ ∂T˜ . Let A = E1 \ D and define the
region H := g({z ∈ C : Re z > 0, 5
6
pi < Im z < 7
6
pi}) that is bounded by a
hyperbola. Then, define the set A∗ := (A ∩ H ∩ Hl) \ H if d is odd, and let A∗
be the symmetric set with respect to the origin if d is even. We construct a
quasiconformal map Φ2 : T → A∗ such that
Φ2(z)=

2 cosh z, if z ∈ [Ri, (d− 1
6
)
pii
]∪[(
d− 1
6
)
pii, 1 +
(
d− 1
6
)
pii
]∪[
1 + 1
2
pii, 1 + 5
6
pii
]
,
exp
(
idpi
R
Im z
)
, if z ∈ [ydi, Ri] ,
(1− Re z)(−1)d−1i+ (Re z)(−1)d−1(e− e−1)i, if z ∈ [ydi, 1 + (d− 12) pii].
We can partition T and A into quadrilaterals as in Figure 11 and apply again the
Linear Interpolation Theorem A.1 to obtain quasiconformal maps Φ2,1,i : Ri → Ti
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−2
Φ2
1 + (d− 1
2
)pii
ydi
Φ2,2,i
Φ2,1,i
−1
i
(e− e−1)i
e+ e−1
Ri
T3
T4
T A∗1 +
(
d− 1
6
)
pii
R1 R2
T2
R3
R4
R5
R6
T1
T5
T6
A6A2
A1
A3
A4
A5
(
d− 1
6
)
pii
Figure 11. The quasiconformal map Φ2 : T → A∗ from Lemma 3.2
with d odd.
and Φ2,2,i : Ri → Ai for 1 6 i 6 6. Then, it suffices to put Φ2(z) := Φ2,2,i ◦Φ−12,1,i(z)
if z ∈ Ti. This map is well defined since the maps match on the shared boundaries
of Ti because they come from linear interpolation.
There exists a quasiconformal map Φ3,1 from the rectangle [0, 1] + i[0, (d− 12)pii]
onto the trapezoid S with vertices 0, 1, 1 + (d− 1
2
)pii and ydi such that Φ3,1 is the
identity on the right and bottom edges and is given by linear interpolation on the
other two edges (see Figure 12). Define a quasiregular map Φ3,2 from the same
rectangle [0, 1] + i[0, (d− 1
2
)pii] to the annulus A by
Φ3,2(s+ it) := (1− s)eit + s2 cosh(1 + it) = (1− s)eit + s(e1+it + e−1−it).
Observe that |arg(2 cosh(1 + it)) − t| < arcsin(1/e2) < arccos(1/e) and therefore
for every t ∈ [0, (d− 1
2
)pi], the line given by Φ3,2([0, 1]+it) is disjoint from D. Thus,
the Linear Interpolation Theorem A.1 implies that Φ3,2 is a quasiconformal map
with distortion bounded independently of d. Then, we put Φ3 := Φ3,2 ◦ Φ−13,1.
Now we just need to put all the previous maps together to define the quasiregular
map Gˇ : Q→ E2dpi: for z ∈ Q, set
Gˇ(z) :=

Φ2(z), if z ∈ T,
Φ3(z), if z ∈ S,
2 cosh z, if z ∈ Q \ (T ∪ S),
and then put G := Gˇ ◦ Φ−11 on Ω = (E \ DR) ∩H ∩Hr (see Figure 10). From the
construction, it is clear that the different maps that define Gˇ coincide along the
common boundaries of the regions where they are defined.
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Φ3
Φ3,1
Φ3,2
S
0 1
ydi
1 + (d− 1
2
)pii
i
D
(e− e−1)i
A
E1
1 e+ e−1
0 1
1 + (d− 1
2
)pii(d− 1
2
)pii
Figure 12. The quasiregular map Φ3 : S → A from Lemma 3.2
with d odd.
Let us check the values of G˜ on the left side of Q. On the one hand, we have
G˜(yi) = 2 cosh(yi) for R 6 y 6 2dpi. On the other hand, for yd 6 y 6 R,
Gˇ(yi) = exp
(
idpi
R
y
)
and, for 0 6 y 6 yd,
Gˇ(yi) = Φ3(yi) = Φ3,2
(
Φ−13,1(yi)
)
= Φ3,2
(
y
(
d− 1
2
)
pi
yd
i
)
= exp
(
i
dpiy
R
)
.
Thus, Gˇ(yi) = exp(idpiy
R
) for all 0 6 y 6 R. Finally, recall that the two maps
match at the point z = Ri as
2 cosh(Ri) = 2 cos
((
d− 1
3
)
pi
)
= (−1)d = exp (dpii) = exp (idpi
R
R
)
.
If z = Reiθ ∈ ∂DR ∩Q with 0 6 θ 6 pi2 and yi = Φ−1(z), then θ = pi2Ry. Therefore
0 6 y 6 R and Gˇ(yi) = exp
(
idpi
R
y
)
, so G(z) = exp (2dθi) = (z/R)2d as required.
Since the dilatation of every function Φj involved is bounded by a uniform
constant which is independent of d, the dilatation KG is bounded independently
of d. This completes the proof of Lemma 3.2. 
In Lemma 3.4, we introduced the map ρw : D → D for w ∈ D3/4. This map
is the identity on ∂D and ρw(z) = z + w on D1/8. We have to show that ρw is
K2-quasiconformal for some constant K2 > 1 that does not depend on the choice
of w ∈ D3/4.
Proof of Lemma 3.4. First, we use the principal branch of the logarithm to map
the annulus D \ D1/8 to the rectangle
{z ∈ C : − log 8 6 Re z 6 0, −pi 6 Im z 6 pi}.
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Then, we subdivide this rectangle into a certain number of smaller rectangles and
apply Theorem A.1 to each of them (see Figure 13). Observe that we can arrange
them so that the angles of the image partition has angles bounded away from 0
and pi at the corners, so we deduce that the dilatationKρw is bounded by a constant
K2 > 1 for all w ∈ D3/4. 
ρw
log ρ˜w
w
log 1
8
− pii −pii
piilog 1
8
+ pii
0 13
4
1
8
D D
Figure 13. The quasiconformal map ρw : D→ D from Lemma 3.4.
Appendix B. Proofs of the estimates on quasiconformal maps
In this appendix we prove the three results that we stated in Section 4 and also
Lemma 5.8. Recall that throughout the section we had the standing assumption
thatK > 1, the discs Bm := D(ζm, rm),m ∈ N, satisfy that |ζm| > 4 and rm/|ζm| 6
min{1
4
, δ1} for all m ∈ N,
∑∞
m=1 rm/|ζm| < +∞ and there is a K-quasiconformal
map φ : C → C such that φ(0) = 0, φ(1) = 1 and suppµφ ⊆
⋃∞
m=1Bm (see
Assumption 4.3).
The following lemma will be used later in the proofs of Lemma 4.4 and Lemma 4.5.
Lemma B.1. For any α, β ∈ C and r > 0,∫∫
D(α,r)
dxdy
|z − β| 6 2pir. (44)
Proof. We may assume that β = 0. Since∫∫
D(α,r)\Dr
dxdy
|z| 6
1
r
|D(α, r) \ Dr| = 1
r
|Dr \ D(α, r)| 6
∫∫
Dr\D(α,r)
dxdy
|z| ,
we have ∫∫
D(α,r)
dxdy
|z| 6
∫∫
Dr
dxdy
|z| = 2pir,
as required. 
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Now we are ready to prove Lemma 4.4, which states that for every ε > 0, there
exists M1 = M1(ε) ∈ N such that if suppµφ ⊆
⋃∞
m=M1
Bm, then∣∣∣∣log φ(ζ)ζ
∣∣∣∣
C
< ε, for all ζ ∈ C \ {0}.
Proof of Lemma 4.4. Let ε > 0 and suppose that suppµφ ⊆
⋃∞
m=M1
Bm. Setting
α = 0, if 0 < |γ| 6 δ1|β|, then Corollary 4.2 gives the inequality∣∣∣∣log φ(β)β − log φ(γ)γ
∣∣∣∣
C
6 C(K − 1)
∞∑
m=M1
∫∫
Bm
|β|dxdy
|z(z − β)(z − γ)| . (45)
Assume |γ| 6 1
δ1
and |ζm| > 4δ1 , we will give an estimate on the integral on the right
hand side. Note that if z ∈ Bm, then |z| > |ζm| − rm = |ζm|(1− rm/|ζm|) > 34 |ζm|,
and |z − γ| > |ζm|(1 − rm/|ζm| − |γ|/|ζm|) > 12 |ζm|. Let H > 6 and η 6 14 and
assume rm/|ζm| 6 η. Now we split the estimate into two cases.
• Case 1: |β − ζm| 6 1+HηH−1 |ζm|
Note that this includes the case β ∈ Bm, since rm 6 η|ζm| 6 1+HηH−1 |ζm|.
We have∫∫
Bm
|β|dxdy
|z(z − β)(z − γ)| 6
(1 + 1+Hη
H−1 )|ζm|
3
4
|ζm| · 12 |ζm|
∫∫
Bm
dxdy
|z − β| 6
8H(1 + η)
3(H − 1)
2pirm
|ζm| ,
where the last inequality follows from Lemma B.1.
• Case 2: |β − ζm| > 1+HηH−1 |ζm|
In this case, H|β − ζm| − |β − ζm| > |ζm|+Hrm and
|β| 6 |β−ζm|+|ζm| 6 H(|β−ζm|−rm) 6 H(|β−ζm|−|z−ζm|) 6 H|z−β|,
for z ∈ Bm. Hence, |β||z−β| 6 H and∫∫
Bm
|β|dxdy
|z(z − β)(z − γ)| 6 H
∫∫
Bm
dxdy
|z(z − γ)| 6
2piHr2m
3
4
|ζm| · 12 |ζm|
6 16piH
3
r2m
|ζm|2 6
16piHη
3
rm
|ζm| .
By the assumption that
∑∞
m=1 rm/|ζm| < +∞, there exists M1 = M1(ε) ∈ N such
that the right hand side of (45) is less than given ε/2. By taking γ = 1, if |β| > 1
δ1
,∣∣∣∣log φ(β)β
∣∣∣∣
C
<
ε
2
.
Now fix a β with |β| > 1
δ21
, then for any γ with |γ| 6 1
δ1
, we also have∣∣∣∣log φ(γ)γ
∣∣∣∣
C
6
∣∣∣∣log φ(β)β − log φ(γ)γ
∣∣∣∣
C
+
∣∣∣∣log φ(β)β
∣∣∣∣
C
< ε.
This completes the proof of Lemma 4.4. 
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Next we will prove Lemma 4.5. On top of the Assumption 4.3, we also suppose
that there exists a constant C1 > 0 such that if z ∈ Bm and z′ ∈ Bm′ with m 6= m′,
then |z − z′| > C1
√|zz′|. Then, we have to prove that for any 0 < κ 6 1, there
exists C2 > 1 such that for any m ∈ N, if |ζ − ζm| = κrm, then
1
C2
κrm 6 |φ(ζ)− φ(ζm)| 6 C2κrm.
We want to emphasize that C2 depends on κ.
Proof of Lemma 4.5. Fix n ∈ N and apply Corollary 4.2 with α = ζn, β = 0 and
γ = ζ ∈ Bn. Then, since 0 < |ζ − ζn| = κrn < δ1|ζn| by hypothesis, we obtain∣∣∣∣log φ(ζ)− φ(ζn)ζ − ζn − log φ(ζn)ζn
∣∣∣∣
C
6 C(K − 1)
∞∑
m=M1
∫∫
Bm
|ζn|dxdy
|z(z − ζ)(z − ζn)| , (46)
for some M1 ∈ N. We provide a different estimate of this integral according to m.
• For m = n, since |z| > |ζn| − rn > 34 |ζn| for z ∈ Bn,∫∫
Bn
|ζn|dxdy
|z(z − ζ)(z − ζn)| 6
|ζn|
3
4
|ζn|
∫∫
Bn
dxdy
|(z − ζ)(z − ζn)| =
4
3
∫∫
D
dx′dy′
|z′(z′ − κ)| ,
where we represent ζ = ζm + κrmeiθ and then set z = ζm + rmeiθz′ and
z′ = x′ + iy′. Note that the last integral is finite.
• For m 6= n, since z ∈ Bm and ζ, ζn ∈ Bn,
|(z − ζ)(z − ζn)| > C21 |z|
√
|ζ||ζn| >
(
3
4
) 3
2 C21 |ζm||ζn|
as |z| > 3
4
|ζm| and |ζ| > 34 |ζn|, and, by Lemma B.1, we obtain∫∫
Bm
|ζn|dxdy
|z(z − ζ)(z − ζn)| 6
∫∫
Bm
dxdy
|z| (3
4
) 3
2 C21 |ζm|
=
2pi(
3
4
) 3
2 C21
rm
|ζm| .
Therefore the right hand side of (46) is convergent as
∑∞
m=1 rm/|ζm| < +∞, and
bounded by a constant C˜2 > 0 which is independent of n ∈ N. Together with the
estimate from Lemma 4.4, we obtain the inequality∣∣∣∣log φ(ζ)− φ(ζn)ζ − ζn
∣∣∣∣
C
6
∣∣∣∣log φ(ζ)− φ(ζn)ζ − ζn − log φ(ζn)ζn
∣∣∣∣
C
+
∣∣∣∣log φ(ζn)ζn
∣∣∣∣
C
6 C˜2 + ε,
where ε > 0 is sufficiently large so that the constant M1 = M1(ε) from Lemma 4.4
equals 1. Hence, it is suffices to put C2 := exp(C˜2 + ε) > 1 so that
1
C2
6 |φ(ζ)− φ(ζn)||ζ − ζn| 6 C2,
and use the assumption that |ζ − ζn| = κrn to get the result. 
Finally, we prove the third and last result from Section 4. Let ζ ∈ C and suppose
that there exists 0 < θ < pi such that for all m ∈ N,
Bm ⊆ {z ∈ C : arg ζ + θ < arg z < arg ζ + 2pi − θ}. (47)
Then there exists a constant C3 > 1 such that
1
C3
6 |φ′(ζ)| 6 C3.
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Note that C3 depends on θ but not on ζ, provided that ζ satisfies (47).
Proof of Lemma 4.6. Applying Corollary 4.2 with α = ζ, β = 0 and γ = (1 + δ)ζ
with 0 < δ < δ1 so that 0 < |γ − ζ| = δ|ζ| < δ1|ζ|, we obtain∣∣∣∣log φ(γ)− φ(ζ)γ − ζ − log φ(ζ)ζ
∣∣∣∣
C
6 C(K − 1)
∞∑
m=M2
∫∫
Bm
|ζ|dxdy
|z(z − ζ)(z − γ)| ,
for some M2 ∈ N. For z ∈ Bm, let θ′ = arg(ζ/z) ∈ (θ, 2pi − θ). Then cos θ′ 6 cos θ
and
|z − ζ|2 = |z|2 + |ζ|2 − 2 |z| |ζ| cos θ′ > 2 |z| |ζ|(1− cos θ). (48)
Since θ′ = arg(γ/z), there is a similar inequality replacing ζ for γ = (1 + δ)ζ in
(48). Thus,
|z − ζ| |z − ζ| > 2(1− cos θ)|z| |ζ|√1 + δ,
and ∫∫
Bm
|ζ|dxdy
|z(z − ζ)(z − γ)| 6
|ζ|
2(1− cos θ)|ζ|√1 + δ
∫∫
Bm
dxdy
|z|2
6 1
2(1− cos θ)√1 + δ
2pir2m
(3
4
|ζm|)2 .
Note that since ζ /∈ suppµφ, the quantity φ′(ζ) exists. Again, the sum is finite by
the assumption, and letting δ → 0, we obtain that there exists C˜3 > 0 such that∣∣∣∣log φ′(ζ)− log φ(ζ)ζ
∣∣∣∣
C
6 C˜3.
Together with Lemma 4.4, we obtain the desired inequality by proceeding as before
and putting C3 := exp(C˜3 + ε) > 1. The last claim of the lemma follows from the
fact that by choosing M2 = M2(η) > M1(ε) sufficiently large we can make both
C˜3 and ε sufficiently small. 
To conclude this appendix, we prove Lemma 5.8 which says that the sequence of
centers (cN+1(w), cN+2(w), . . . ) depends continuously on w = (wN , wN+1, . . . ) ∈
D(1
2
, 1
8
)NN . This result was important for the shooting argument in Section 7.
Proof of Lemma 5.8. The sets φw(E±n) may be distorted, but Lemmas 4.4 and 4.5
ensure that they will still satisfy the Assumption 4.3 with different constants. So
with K replaced by K2, we obtain a similar estimate as Lemma 4.4. In particular,
for any ε > 0, and any compact set X ⊆ DR, there exists T > N such that if
w,w′ ∈ D(1
2
, 1
8
)NN and wn = w′n for N 6 n < T , then∣∣∣∣log φw′ ◦ φ−1w (ζ)ζ
∣∣∣∣ < ε2eR, for ζ ∈ C \ {0},
that is, if ξ = φ−1w (ζ),∣∣∣∣log φw′(ξ)ξ − log φw(ξ)ξ
∣∣∣∣ < ε2eR, for ξ ∈ C \ {0}.
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Since log(φw′(ξ)/ξ), log(φw(ξ)/ξ) ∈ D and |ez′ − ez| 6 e|z′− z| for all z, z′ ∈ D, we
have ∣∣∣∣φw′(ξ)ξ − φw(ξ)ξ
∣∣∣∣ < ε2R, for ξ ∈ C \ {0},
and
|φw′(ξ)− φw(ξ)| < ε
2
, for ξ ∈ X ⊆ DR.
If w′′ ∈ D(1
2
, 1
8
)NN is chosen so that |w′′n − wn| are small enough for N 6 n < T
and w′′n = w′n for T 6 n, then ||µφw′′ − µφw′ ||∞ will be small, and we can achieve|φw′′(ζ)−φw′(ζ)| < ε/2 on X. Therefore we have |φw′′(ζ)−φw(ζ)| < ε on X, and
this proves the continuity of the map w 7→ φw.
Finally, recall that for each n > N , cn(w) was defined by a local composition of
φw and g−1, so it is continuous. The final claim follows from the definition of the
product topology. 
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