Abstract-Energy storage systems (ESS) have the potential to be very beneficial for applications such as reducing the ramping of generators, peak shaving, and balancing not only the variability introduced by renewable energy sources, but also the uncertainty introduced by errors in their forecasts. Optimal usage of storage may result in reduced generation costs and an increased use of renewable energy. However, optimally sizing these devices is a challenging problem. This paper aims to provide the tools to optimally size an ESS under the assumption that it will be operated under a model predictive control scheme and that the forecast of the renewable energy resources include prediction errors. A two-stage stochastic model predictive control is formulated and solved, where the optimal usage of the storage is simultaneously determined along with the optimal generation outputs and size of the storage. Wind forecast errors are taken into account in the optimization problem via probabilistic constraints for which an analytical form is derived. This allows for the stochastic optimization problem to be solved directly, without using sampling-based approaches, and sizing the storage to account not only for a wide range of potential scenarios, but also for a wide range of potential forecast errors. In the proposed formulation, we account for the fact that errors in the forecast affect how the device is operated later in the horizon and that a receding horizon scheme is used in operation to optimally use the available storage.
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I. INTRODUCTION

E
NERGY storage Systems (ESS) can provide many potential benefits to the electric power: they can serve as a source to balance the variability introduced by intermittent energy sources such as wind and solar generation, allowing for peakshaving or load-leveling, reducing the required ramping and capacity of conventional generators. Storage technologies include pumped hydro, compressed air, flywheels, double-layer or supercapacitors, and various types of batteries (lead-acid, lithiumion, sodium/sulfur) [1] . These technologies differ in their energy capacities and how fast they can charge and discharge, e.g. compressed air potentially has a higher energy capacity but low charge/discharge rates, whereas double-layer capacitors have smaller maximum capacities but high charge/discharge rates [2] . Consequently, depending on the time scale and application considered, some storage technologies may prove more useful than others. This paper focuses on the intra-hour generation dispatch to address not only the intermittency of the wind generation, but also the uncertainty in the wind forecast. Optimal sizing and placement of storage devices has been previously considered in [3] with a lookahead DC OPF formulation; however, forecasts are assumed perfect over the horizon. The problem formulated in the work by [4] poses the sizing/siting problem in multiple stages; however, the framework also ignores forecast errors and performs an optimal scheduling procedure for the storage and generation assuming the entire data is for the considered time periods are known. An hour resolution is assumed; however, some of the benefits from storage are from balancing the intrahourly fluctuations in renewable sources.
Sizing a storage device for various purposes while taking into account uncertainty in the optimization problem has previously been proposed in the literature. E.g. in [5] , persistence scenarios are employed to independently optimize the energy capacity and the charging power, with the conclusion that such a technique can prove to be useful for power capacity sizing but not as much for energy capacity sizing. Both stochastic wind and demand are assumed in [7] , and Monte-Carlo sampling of the distributions, which are assumed to be Gaussian at each timestep, is used to determine the optimal storage size with respect to certain reliability indices taking into account a single day of historical data. In [6] , the optimal sizing problem is considered from the viewpoint of an individual wind/storage plant owner participating in the electricity market and serving as a hedge against wind uncertainties. In this paper, the concern is with the system point of view where the goal is to determine the optimal capacity and charging capacity which maximizes the use of wind and minimizes the generation costs for a range of different load and wind output profiles and prediction errors.
Chance, or probabilistic, constrained programming has been utilized in many areas of power system optimization. Particularly, to take into account wind uncertainty in the energy storage sizing problem, chance constraints are used in [8] , however, Monte-Carlo sampling is used to generate scenarios; i.e., there is no analytical formulation for the consideration of uncertainty. The stochastic unit commitment problem is addressed using chance constraints in [9] by breaking up the original stochastic problem using a multivariate probability constraint into a sequence of easier to solve stochastic problems each of which can be reduced to a deterministic problem. The approach eventually converges to the solution of the stochastic problem. In [10] , a Monte-Carlo approach is taken to solve a different problem, namely the chance constrained AC OPF (optimal power flow) problem. The advantage of deriving an analytic form of the chance constraint is that it only requires a single optimization problem to be solved. Analytical forms of the security constrained OPF including chance constraints in the constraint set are derived in [11] and [17] where the probabilistic constraints are formulated with respect to line flow limits. The assumption required to enable the analytic expression is that the wind forecast error can be modeled as a Gaussian distribution [11] . Convex approximations of chance constraints can be formed as in [12] ; however, these are not exact reformulations.
In this paper, chance constraints are formed on the minimum and maximum state of charge of the storage device where the power and energy capacity of the storage device are both optimization variables. An analytical form of the probabilistic constraints is derived enabling a direct solution of the problem. The control actions are considered on a 10-minute scale rather than on an hourly time scale, allowing for storage to balance intra-hourly fluctuations and uncertainties of wind generation. Furthermore, it is assumed that the storage is operated using a model predictive control scheme, i.e. with a receding horizon, as opposed to a single multi-step optimization problem for the time frame of a scenario as is usually done in the previous literature. By considering aggregated probability distribution functions for the time steps in the optimization horizon, it is also taken into account that prediction errors at the beginning of the optimization horizon influence the operation of the storage at later steps. In contrast to previous work in energy storage sizing, the stochastic, receding horizon approach allows us to consider the planning for energy storage from an operational point of view, including uncertainty and not limited to consider a set number of samples from the error distribution.
The outline of this paper is as follows: Section II gives the model of the system components, describes how the forecast error distribution is computed, and defines the formulation of the objective function and the constraints without uncertainty. Section III describes the two-stage Stochastic MPC problem formulation and discusses a method to perform scenario reduction on the problem. In Section IV, the probabilistic constraints and their analytical reformulation are explained. In Section V, simulation results are shown and discussed for a system with wind and storage. Finally, in Section VI, the conclusion and a summary is given.
II. MODELING AND OPERATION
In this section, the equations used to model the storage system and the objective function as well as the constraints included in the problem are provided, along with the notation used for the variables.
A. Storage Modeling
The model for the ESS used in this paper is given as follows:
The model incorporates separate variables for charging and discharging power as well as separate constants for the charging and discharging efficiencies. This choice of model enables the incorporation of conversion losses. The variable Δt is set to 10 minutes in order to focus on intra-hourly economic dispatch. The power charged or discharged from storage is assumed to be constant over this time interval. In this paper, it is assumed that due to the structure of the problem, the optimization will never find it optimal to simultaneously charge and discharge the storage. Put simply, this is due to the fact that generation costs are being minimized, the available wind is always less than the load, and η c , η d = 0. However, this simplification can be accounted for in other situations by included an additional constraint to prevent simultaneous charging/discharging; i.e., P in (t)P out (t) = 0, ∀t, or
While not having explicitly included this constraint in the current implementation, we have confirmed that the simulation results presented in Section V indeed show no simultaneous charging and discharging.
B. Predictive Optimization
It is assumed that the storage, once placed in the system, is operated using a model predictive control approach. That is, the generation and storage outputs are determined by optimizing over H time steps to minimize the overall supply cost, then the output corresponding to the first step in the horizon is applied, and the optimization is carried out again over a shifted time horizon of H time steps [14] , [15] . Hence, here we formulate the deterministic multi-timestep optimization problem which will be incorporated into the storage sizing problem in the next section.
The generators are modeled using quadratic cost functions defined by cost parameters a i , b i , and c i , minimum and maximum generation limits P min Gi and P max Gi , and ramping limitations R Gi . The resulting cost function for the problem is given by min
subject to the following constraints 1 :
with both load and wind generation being forecasted values for future steps in the horizon.
C. Forecast Error Modeling
In order to incorporate uncertainty into the problem formulation, a model of the typical forecast error is needed. As we will focus on wind generation as the non-dispatchable resource, we use three months of wind forecast and actual wind data from the Bonneville Power Administration [16] to analyze forecast errors in wind predictions. The data, given in five-minute increments, was sampled every 10-minutes to match our simulation time. A histogram of the percent deviation between the actual and forecasted wind is shown in Fig. 1 . A normal distribution with mean μ p and variance σ 2 p is fitted to this data, as proposed in [7] , [17] . The high kurtosis of the data set may indicate that a distribution other than Normal may be more accurate; however, the use of the Normal distribution allows for the convenient reformulation of the chance constraint to an analytical form.
To use arbitrary distribution functions, a Monte Carlo approach would have to be used. However, in order for MonteCarlo simulations to adequately represent the distribution they are sampling from, many trials must be run. There exist techniques to reduce the number of required trials, such as Latin Hypercube Sampling, but regardless, a significant number of simulations must be run in Monte-Carlo whereas the analytical formulation only requires a single simulation. Particularly important in these considerations is the fit of the distribution function at the tails. As discussed in [11] , a Normal fit of the tails of the distribution is more fitting compared to other distributions such as the Weibull distribution when looking at the actual physical modeling of turbulence which motivates the use of a Normal distribution and therefore the use of the proposed analytic approach.
The available wind P W can now be described as the sum of the forecasted wind and the forecast error:
Hence, the output of the wind is not a deterministic value any more but a random variable. In Section IV, we will describe how to integrate this random variable into the problem formulation using chance constraints.
III. TWO-STAGE STOCHASTIC MPC
In this section, the two-stage stochastic optimization is formulated with each scenario corresponding to a day of operation, considering varying demand and wind data. First, the formulation is given assuming that no receding horizon is implemented and then the problem formulation is adjusted to take into account the receding horizon operation.
A. Two-Stage Stochastic Optimization
Stochastic optimization seeks to minimize the total cost over a certain number of scenarios while accounting for various evolutions of the disturbances. In two-stage stochastic optimization [18] , there exist two types of variables: first stage variables, common to all scenarios, and second stage variables, which are scenario-specific and depend on the values of the first-stage variables. The considered storage sizing problem fits perfectly into this problem formulation. The first-stage variables are the storage parameters E ss , P ss , and E 0 , and the second-stage variables are the generation values P G (s, k), charging/discharging rate of the storage P in (s, k) and P out (s, k), and the energy level of the storage E(s, k), where s indicates the scenario and k the time step within the optimization horizon 2 . This concept is illustrated in Fig. 2 .
In the two-stage formulation, all second stage variables are now indexed by time and by scenario. The first stage variables E ss , P ss , and E 0 are not dependent on k or s. These variables are common to all scenarios; their optimal values are calculated while taking into account all of the considered scenarios simultaneously. The overall objective of the two-stage problem, minimizing cost of generation over all scenarios as well as the cost of storage, is as follows:
where T L corresponds to the considered number of days over which the storage is assumed to be fully operational, w s is the probability of occurrence of scenario s, where the sum over w s is equal to one. The same constraints as in (6)−(13) apply but for a time horizon H = K and for each considered scenario s. Note that this formulation corresponds to a multi-step optimization without a receding horizon and the consideration of prediction errors. In the next section, we adjust this formulation to take into account that the device is operated under a receding horizon scheme and in Section IV, we transform some of the constraints to probabilistic constraints.
B. Receding Horizon
In MPC, the optimization takes place over a limited horizon H, but only the first step is implemented. This improves operation as opposed to fully implementing the sequence of control decisions over the entire horizon because it acts as a means to introduce feedback and improved predictions into the decision making process. Here, in order to take into account in the storage planning problem that the horizon is being shifted and decisions are updated, we consider all shifted optimization horizons simultaneously. The resulting objective function for the MPC problem is as follows:
where P G i (s, k, h) indicates the generation output at time step h within the horizon H where this horizon starts at time step k within the horizon of scenario s. This is visualized in Fig. 3 . This objective is subject to the following set of constraints:
for all s = 1 . . . N s and k = 1 . . . K. The constraints now span over scenario, time, and point in the horizon. Constraint (23) ensures that the energy level of the storage device at the beginning of the horizon is the same as the energy level at the end of the horizon. The energy level at the end of the scenario must also equal the initial energy level, as dictated by constraint (24) . If these constraints did not exist, the optimization, minimizing the cost over a horizon, would find it optimal to fully discharge the storage during each horizon. In addition, the scenarios can be thought of as sequential days, meaning that the amount of energy in the storage device at the end of one day must equal the initial amount of energy in the storage device for the subsequent day.
IV. INCLUSION OF UNCERTAINTY
We now introduce chance constraints into the problem formulation to take into account uncertainties in the wind power output forecast. We then reformulate these constraints to obtain an analytical expression for these constraints which can be taken into account directly in the optimization problem. We further discuss how the inter-temporal dependencies of the storage level and the quality of predictions over the time horizon can be incorporated into the formulation.
A. Probabilistic Storage Equations
In Section II, the wind forecast error was defined as a random variable with a Gaussian probability distribution. The consequence is that we should transform some of the deterministic constraints in the original problem formulation into probabilistic constraints; i.e., that they only need to be fulfilled to a certain pre-defined probability. Otherwise, it is possible that the problem might become infeasible or an unrealistically large storage size would result.
Hence, the discrete storage equations are therefore reformulated as follows:
Constraints (30) and (31) now state that with a probability of at least β, the energy level of the storage at any point in time has to be above zero (or a chosen minimum energy level), and less than the maximum capacity of the storage. By formulating these constraints in a probabilistic manner, the storage does not have to increase its capacity to accommodate the entire distribution of forecasting errors.
B. Analytical Reformulation
Because of the assumption that the random variable is Normally distributed, the chance constraint can be reformulated analytically [19] , as done in [11] and [17] for probabilistic line flow constraints. To incorporate forecast errors, we rewrite the energy balance equation (28) to account for these errors:
under the assumption that the charging/discharging conversion losses related to this error are small enough to be neglected. Now having the energy balance as a function of the error, we first consider the upper bound on the storage level (31) and define
The chance constraint is then given by
which states that the constraint should be fulfilled with probability β. Because P err is Normally distributed with mean μ p and variance σ 2 p , the function f (P err ) is also Normally distributed with the following mean and variance:
The left hand side of (34) actually equates to the cumulative distribution function (CDF) of the Gaussian distribution given by parameters (35) and (36) evaluated at zero, i.e.,
where Φ(·) indicates the cumulative distribution function of the standard normal N (0, 1). Taking the inverse CDF of both sides and rewriting it such that all constant terms are moved to the right of the inequality sign, yields
A similar derivation can be done for the chance constraint for the lower storage bound (30), resulting in the following analytical formulation:
Constraints on storage (28)−(29) are still included in the set of constraints, along with the original power balance constraint which must be satisfied for the given forecasted value of wind, i.e., P W (k) = P f (k).
In the current formulation, the storage is responsible for accounting for the entirety of wind forecast errors. In reality, conventional (coal, gas, etc.) generators would also be able to adjust their output to account for these errors, hence, the current formulation could result in an unreasonably large storage size. Thus, in an adjustment to constraints (38) and (39), a reserve for generation up-ramping ΔP
capacity is added to the constraints to allow generators to adjust their output in response to forecast errors:
and
and the following additional constraints are added to the problem:
for h = 0 . . . H − 1 and with ΔP
≥ 0. Constraints (42) and (43) represent the case where, during two time steps, a generator could potentially ramp from its extreme high/low setting to its extreme low/high setting in the next time instance. Because these variables represent reserve ramping capacities for errors and not what action is actually implemented in the system, it needs to be ensured that these potential ramping actions can still be feasible. These ramping capacities must also be penalized in the objective function:
where the parameter r i on the linear generation term is used to penalize ramping for each generator i, which causes wear and tear on the generators and will only be used if it is more expensive/infeasible to charge/discharge the storage.
C. Aggregation Over Time Steps
In the aforementioned chance constrained optimization problem, each step in a scenario is optimized simultaneously, with identical and independent distributions for the wind forecast error at each step. However, as wind forecasts may only be updated every hour or multiple hours yet the predictions may be given on a greater level of granularity, the forecast errors towards the end of the prediction may be less accurate than those towards the beginning. Therefore, the distribution of the forecast error changes depending on the time elapsed from the initial forecast, increasing in variance as we move farther into the horizon.
Furthermore, as the probability constraint is formulated on the energy storage, it needs to be taken into account that the deviations in the energy level from the deterministic energy level for perfect predictions accumulate over the time horizon, e.g., if a decision to charge or discharge storage is made at the current time step due to an error in wind forecasting, this decision will affect the state of charge of the storage at the next time step and must be taken into account as an accumulation of error. Due to the Normal nature of the error distribution and assumption of independent distributions at each time step, these parameters can be summed at each step in the horizon, representing the propagation of forecast errors. The terms μ p P f and σ p P f in equations (40) and (41) are replaced by the following terms for each time step h in the horizon to represent this aggregation of error:
for h = 0 . . . H − 1.
D. Discounted Weight on Constraint Violations
Satisfying the chance constraint with probability β becomes increasingly difficult as the distribution of the forecast error widens. Thus, β will also adapt to account for the current position in the horizon, decreasing the level of required chance constraint fulfillment. For a fulfillment probability β at the first time step in the horizon, β will be updated as follows:
for h = 0 . . . H − 1. With this update, the chosen β will approximately capture the same range of values in the distribution as the original β captured of the original μ and σ , adapting to the changing distribution parameters.
V. SIMULATION RESULTS
In this section, we first give an overview over the simulation setup and then provide a discussion of the results.
A. Simulation Setup
We use the IEEE-57 bus test system for the simulations using MATPOWER's generation cost parameters [20] and replacing the first of the eight generators with a wind generator. The demand data is taken from ISO New England [21] and the data for the wind outputs from the Eastern Wind Integration Transmission Study (EWITS) [22] . It is assumed that the wind predictions in this data are updated every hour and given in 10-minute intervals. The prediction horizon in our simulations is set to one hour at 10 minute intervals, resulting in H = 6. The length of a scenario is one day, resulting in K = 144. It is assumed that the chosen storage technology is a large lithium-ion battery with efficiency η c · η d = 85% and cost parameters d = 600/kWh and e = 400/kW [1] . In addition, a sensitivity analysis is performed and the optimal storage sizes are given for a variety of costs and efficiencies. The storage is assumed to be operating without degradation for the assumed time period of 10 years, i.e., T L = 10 · 365. While neglecting the degradation of the battery is a simplifying assumption in the current framework, accurately and usefully modeling the effects of degradation is beyond the scope of this paper and will be studied further in future work. Due to the reformulation of the chance constraint, the optimization problem is now a convex problem with a quadratic objective function and linear constraints. The CPLEXQP solver [23] in MATLAB 2013b was used to solve the optimization.
B. Optimal Storage Sizing Results
In Table I the optimal storage parameters E ss and P ss for 20% wind energy penetration by supplied energy are given, respectively. The number of simultaneously considered scenarios is set to N S = 10 which already results in over 166,000 variables and 584,000 constraints. However, the diversity of more scenarios could be captured by using a scenario reduction technique such as the one described in [24] . The values for optimal storage capacity are calculated using a constraint satisfaction probability β of one, two, and three standard deviations away from the mean. As expected, as the constraints on the storage are enforced more stringently, the more advantageous it is to have a larger storage capacity.
An example scenario is shown in Fig. 4 . In Fig. 5 , the optimal power charged/discharged from storage and the state of charge of the storage device for this scenario and the storage size for β = 0.95 is given. The amount of total storage energy capacity, as compared to total demanded energy for this scenario is 4.96%, and the amount of power capacity of the storage compared to the peak load is 1.91%. Realistically, this amount of storage in the system would not be contained in one single lithium ion battery, rather, the total capacity requirements would be dispersed over multiple storage devices in the system.
C. Varying Storage Efficiency and Cost
Here, the cost parameters for the energy and power subsystems are varied to study various battery technologies [1] that could be used for long-duration storage with frequent discharging. The results are tabulated in Table II for β = 0.95 and the same 10 scenarios used previously, starting with the battery used in the previous simulations (lithium-ion).
From analyzing the values in the table, the results for varying the price of the energy capacity of the storage are intuitive; the more expensive it is to increase the energy capacity, the lower the capacity. The power capacity, on the other hand, seems to not only be affected by the price per kW, but also the charging/discharging efficiencies. For example, from looking at the results in Table II , the Vanadium Redox battery, with a 65% roundtrip efficiency, has an optimal power capacity of 168.06 MW, much less than the optimal capacity of the Lithium Ion battery at 249.83 MW and an efficiency of 85% but at the same cost per unit. Depending on the specific application, there may be other benefits to using certain storage technologies; for example, the cost of storage is modeled in our problem formulation as a linear function of the capacity, but there may be installation costs associated with each device that vary from technology to technology. The maximum capacity of each storage device also depends on the technology, and when it is optimal to have a large capacity, multiple storage devices may be needed, possibly of varying technologies.
D. Static β
In order to analyze the effect of the adjustment of β within the optimization horizon, we here provide results for simulations where the β is kept constant for all time steps in the horizon. Table III shows the results for the case with 20% wind energy penetration, model predictive control with H = 6, and with error distributions that change within the horizon, except without the corresponding update of β. By requiring the chance constraints to be fulfilled at β percent of the time for the entire horizon, the optimal storage size must be larger to account for the increasing variance in the forecast error distribution. Comparing the row for β = 0.95 in Table III to the Lithium Ion row in Table II , one can notice that the increase in storage capacity is substantial and perhaps overly conservative in the constant β case. Because the optimal values past the first step of each horizon are taken into account but not actually implemented in MPC, they should carry less weight as we move further into the future, which motivates our approach of decreasing the value for β for later steps in the horizon.
E. Validation of the Chance Constraint
To validate the chance constraint formulation and to determine how often the chance constraint is binding, a validation framework is derived. First, because the chance constraint is in terms of the optimal energy level at each time step k, the distribution for the energy level is constructed based on the wind forecast error distribution, load, and optimal values of the generation and other storage variables. The parameters of this distribution for time step k and scenario s for the chance constraint on the upper limit of the storage are given by Fig. 6 . Illustration of the chance constraint validation procedure. The optimal solution is analyzed after-the-fact to ensure that a maximum of (1-β)% of the probability distribution is located outside of the maximum or minimum energy level. and the lower limit by
where the asterisk (*) denotes the optimal value, i.e. the solution of the two-stage stochastic MPC problem. Then, at each step, the cumulative energy distribution that is outside the chance constraint limits is calculated (see Fig. 6 for visualization). The percentage of time when the chance constraint is binding, i.e. cumulative probability of the energy level being within the capacity limit is equal to β , and the percentage of time when this cumulative probability is equal to 0.99 are listed for varying levels of β in Table IV . As the table indicates, the chance constraints are binding about the same percentage of the time for each value of β ; approximately a quarter of the time. The constraints become binding when the storage is close to its upper or lower limit, which is around the same duration in all three cases. Fig. 7 illustrates this for one particular scenario and the resulting energy level curves for the different values for β . As required by the chance constraint, 68%, 95%, and 99% of the energy level distribution must lie between 0 and E ss . As the requirement becomes stricter, the gap between the optimal energy capacity and the actual state of charge becomes larger. This goes in line with the fact that accounting for a larger range of potential forecast errors results in an increased optimal storage capacity.
The percentage of time the chance constraint is fulfilled with a probability greater than or equal to 99% is shown in the second column of Table IV. For the case of β = 0.99, the chance constraint fulfills this probability 100% of the time, as dictated by the constraint itself. However, as the fulfillment probability decreases, the percentage of time the chance constraint is fulfilled at a 99% probability decreases as well. It is important to note that due to the infinite length of the tails of the Normal distribution, in order for 100% of the possible forecast errors to be covered, the storage capacity would have to be infinitely large. In reality, the output of the wind farm would be limited above by its maximum capacity and below by an output of zero, so these tails would be truncated before infinity in either direction.
The simulation results shown here do not take into account optimal siting or number of distributed energy storage devices. The framework would be made more realistic with the addition of network losses, which would likely increase the total storage capacity when compared to the results shown above. In addition, the forecast errors may be even more impactful when the network is considered, due to the fact that poor forecasting could result in network congestions.
VI. CONCLUSION
In this paper, we presented a method for determining the optimal storage size in a power system taking into account the uncertainty introduced by wind power forecast errors. Chance constraints are used to account for this uncertainty and an analytical form for these constraints is derived. To optimally size the storage device for a wide variety of possible system states, twostage stochastic programming is employed, where each scenario corresponds to a 24-hour period of wind and load. Wind forecast errors are modeled as Normally distributed random variables, and the chance constraint is satisfied with a chosen level of probability. Simulation results were shown for varying levels of constraint fulfillment, and with and without adapting the fulfillment probability β within a horizon. Using the optimal values from the two-stage optimization, the probability distribution of the energy level is formed and at each step, the percentage of the distribution outside of the energy storage limit is calculated and ensured that it is within the bounds of the chance constraint, thereby motivating the analytical reformulation of the chance constraint.
Future work will not only address the question of how much storage, but also where the storage should be placed, and how many storage devices are advantageous for a given system. By incorporating line constraints, the value of storage increases as it allows for the alleviation of congestions. The inclusion of multiple buses and mixed-integer programming for storage placement will, however, dramatically increase the size of the problem; as a result, scenario reduction and distributed optimization techniques will be explored to reduce the amount of required computational power to solve the optimization.
In addition, the inclusion of an MPC approach into a planning problem results in the simultaneous consideration of all horizons, over all time periods, in all scenarios, resulting in a computationally cumbersome problem, even if the optimization is performed offline. By utilizing scenario-based decomposition, such as Benders' decomposition, an even larger number of scenarios could be considered in the problem. Lastly, the assumption that the random variable is Normally distributed may not be accurate when modeling other sources of uncertainty. Thus, convex relaxations of chance constraints containing a wider range of distributions will be considered in the future work as well.
