We examine a simple estimator for the multivariate moving average model based on vector autoregressive approximation. In nite samples the estimator has a bias which i s low where roots of the determinantal equation are w ell away from the unit circle, and more substantial where one or more roots have m odulus near unity. W e s h ow that the representation estimated by this m ultivariate technique is consistent a n d asymptotically invertible. This estimator has signicant computational advantages over Maximum Likelihood, a n d more importantly may be more r obust than ML to mis-specication o f t h e v ector moving average model. The estimation method is a p plied to a VMA model of wholesale and retail inventories, using Canadian data on overall aggregate, non-durable a n d d u rable inventory investment, and a l lows us to examine the propagation of shocks between the two classes of inventory.
the asymptotic properties of the e s timates. Simulation results, including the comparison with ML, are present e d i n s ection 3, and section 4 presents the analysis of the inventory investment data. Section 5 concludes.
2. The vector moving a verage estimator
Estimation algorithm
We consider an n-dimensional d iscrete-time multiple time series fX t g; with X t = (X 1t ; X 2t ; : : : ; X nt ) 0 consisting o f z e r o-mean, nite-variance, stationary stochasticprocesses with nite fourth moments. The multiple time series follow s a v ector m o ving average process of order q, t h at is, X t = A 3 0 u t + A 3 1 u t01 + 1 1 1+ A 3 q u t0q (t = 1 ; 2; : : : ; T );
where u t is an n -dimensional white-noise process with covariance matrix 6, and where 
are o n t h e u n it circle. A m o ving average process h a s t h e property t h at its covariance structure is invariant with respect to two classes of transformation:
(i) transformation b y a non-singular n 2 n matrix W; so that v t = W u t ; and C i = (ii) the u n ique transformation of the r epresentation (1) t h at replaces every root of the determinantal equation (2) that is outside the unit circle b y i ts inverse, yielding a determinantal equation with all roots inside the unit circle (see, e.g., Hannan and D e i stler 1988) .
We t h erefore consider, without f u rther loss o f generality, t h e p r ocess (1) to be such that all roots of (2) are inside the unit circle.
Here we will choose a transformation matrix as in (i) above, denoted S; to yield a set of orthogonalized innovations " = Su; where S is the C h olesky decomposition of 6 01 (that is, S 0 S = 6 01 ), so that E(" 0 t " t ) = I:We h a ve X t = A 3 0 S 01 " t + A 3 1 S 01 " t01 + 1 1 1+ A 3 q S 01 " t0q ; (t = 1 ; 2; : : : ; T ):
Next dene A i = A 3 0 S 01 ; i = 1 ; 2; and w e obtain X t = A 0 " t + A 1 " t01 + 1 1 1+ A q " t0q ; (t = 1 ; 2; : : : ; T );
Note that if 6 = I;then A i = A 3 i :
In general, because of the invariance property, m odel (1) can be estimated only up t o transformations of types (i) a n d ( i i). From this point o n , w e t h erefore consider models of the type given in (4), and such t h at all roots of the corresponding determinantal equation are inside the unit circle.
It follows from the determinantal condition (2), with all roots inside the unit circle, that the multiple time series (1) or its transformation (4) can be expressed as an inniteorder VAR process. We examine t h e t r ansformed process, which can be represented as (see, for example, Fuller, 1976) 
B y a m ethod analogous to that o f G a lbraith and Zinde-Walsh (1994), relations of this type can be used to yield estimates of the m oving average coecient matrices. By estimating a V AR approximation to the system, we m ay d educe the VMA coecient matrices from those of the VAR and the set of relations above.
The following algorithm is one method of using the information embodied in the VAR approximation, and is s imilar to the method used by L utkepohl (1988) and L utkepohl a n d Poskitt (1991) 
Finally, t h e e s timated error covariance matrix provides an estimate of B 0 B 0 0 ; from which a n e s timate of A 0 can be obtained as the Cholesky decomposition.
Before examining the performance of this vector analogue of the simple estimator of Galbraith and Zinde-Walsh (1994) , we will summarize briey the results obtained there for the scalar case. First, the simple estimator is biased; in t h e M A(1) case w ith parameter ; for example, the estimator has an asymptotic b i as toward zero which e q u als 0 2p+1 (10 2 ) 10 2p+2 ; and thus declines monotonically with p. Second, the asymptotic mean squared error to O p (T 01=2 ) i s p r ovided, and for the MA(1) case an explicit expression for it is given as a function of ;T and p: Minimization of this part of the mean squared error over choices of p leads to the conclusion that small v alues of p (around 1 t o 3 ) p e r form best, by a s m all margin, for moderate values of (around 0.5 and less) even for quite large sample sizes. 2 L utkepohl (1988) does not orthogonalize the i n novations, being concerned with asymptotic p r operties of the i m pulse responses, which are unaected.
However, f o r near the unit circle, high values of p are needed to minimize the mean squared error. For example, the optimal value of p is about 24 for = :95 and T = 200; small values of p result in quite large mean squared errors in this case.
In the n ext sections we comment on consistency and invertibility o f t h e e s timated representations. We s how that for xed p the simple estimator has an asymptotic bias, which d eclines exponentially if p is allowed to grow with T at an appropriate rate.
Consistency of the estimates
In order to discuss consistency we need notation to distinguish the coecients B i of the innite order system (5) from the coecients of the population analogue of the p-th order least-squares VAR approximation. We will n o w refer to the former as B i (1) 
where i s a n np 2 n matrix of the form Each o f t h e i can be expressed as a linear combination of at most 2q 0 1 m atrices B j ; j p + 1 : From the fact that the B j are t h e coecient m atrices of the i n nite autoregressive representation of an invertible M A(q) p r ocess it follows that the elements of B j ; j p + 1 d ecline in absolute value at an exponential rate as p ! 1 ; and therefore also that the asymptotic bias 1B = 0 01 declines to zero a s p increases. T h erefore, the estimateÂ 1 diers from A 1 by 1 B 1 and so shares the distribution a nd asymptotic bias of 
Asymptotic invertibility o f t h e e s timated representations
The following proposition demonstrates that t h e estimated representation in also invertible as T;p! 1 ; whether or not the original process is invertible, as l ong as there are no roots on the unit circle. +1 1 1 +Â q j = 0 has all roots within the u n it circle (the estimated representation i s i n vertible) with probability a rbitrarily close to 1.
Proof: If X t satises the given determinantal condition, then there exists an invertible VMA(q) p r ocess Y t = C (q) (L) t with an identical autocovariance function (C (q) (L) = A(L); Y t = X t if the original process is invertible.) Being invertible, Y t has an innite VAR representation of the form (5)-(6) based on (C (q) (L)) 01 , which i s w ell dened as a mean square limit (see, e.g., Fuller, 1976; L utkepohl, 1993 ) a n d which, since Y t must b e stationary, i s s tationary as w ell. Let this VAR representation be B 1 (L)Y t = u t : Consider now LS estimation of the VAR(p) m odel B (p) (L)X t = u t : The estimated lag polynomial matricesB i(p) will be identical to those estimated from a VAR(p) model of Y t ; since LS estimation uses only the autocovariances. By the consistency of the LS estimator, Hence the e s timated processB (p) (L)X t = u t will also be stationary for suciently l a rge p; T: Finally consider estimates of the coecient m atricesÂ i of an order{q model of X t , based on (7) and using the estimated matricesB i(p) . Since the latter coecient m atrices approach t h ose of B 1 (L) i n probability a s p; T ! 1 ; the corresponding solutions to (7) converge as well, to those of C (q) (L): Since the process C (q) (L) i s i n vertible, this estimated process will also be invertible, with probability a r bitrarily close to 1, for suciently l a rge
As examples, consider the t wo n o n-invertible VMA (1) Suciently large p ensures stationarity of the VAR(p) representation of the VMA(q) process, by t h e consistency of the estimator. Again, a s u cient condition is that the order p of the V AR approximation increase at t h e rate o(T 1 3 ) a s T ! 1 : A faster rate, close to T 1 3 ; entails a loss of precision in the estimation of parameter matrices of the VAR(p) p r ocess through the loss of degrees of freedom, but is oset by the faster decline in asymptotic bias (for given p) of the VMA estimates. A non-stationary estimated VAR(p) representation is a s ignal that the process is not in fact VMA, or that p is too low. For practical purposes one needs some i ndication of appropriate small-sample orders p; the following section provides some indication, b y s imulation, of appropriate p for moderate sample size and o rder of VMA process.
Simulation results
In order to examine the p e r formance of the simple V AR-based estimator we c hoose a selection of processes yielding real and complex roots of the determinantal equation (2). The processes are described in Table I , and the simulation results for VMA(1) and VMA(2) cases appear in Tables II and III respectively; sample size is T = 200 in each case. In Table  IV we report r esults for m i s-specied models in which V M A(1) models are used for the VMA(2) processes of Table I ( cases v-viii) . Note that all of the processes selected below are i n vertible, and for each, A 0 = I and 6 = I:
In each case we report both the root mean squared error for the estimates based on (7), and the ratio of this RMSE to the corresponding RMSE from a Maximum Likelihood estimator. W e u se an exact ML algorithm in which t h e Kalman Filter is used to generate the likelihood function for the model case in state-space form (see for example L utkepohl, 1993), followed by optimization using the Powell algorithm ( P r ess et al., 1986). Because we perform Monte Carlo simulation with ML, we need an optimization algorithm which is very reliable i n t h e sense o f v ery rarely failing t o c o n verge to a solution; discarding non-convergent cases could lead to systematic bias in the simulation results. The Powell algorithm meets this requirement, and w e w ere able to obtain 1000 (VMA(2) models) or 2000 (VMA(1) models) replications without the necessity of discarding a ny experiments. In ML estimation, we treat 6 as known to be diagonal in order to optimize over only two values in the c o variance matrix. 4 Consider the root mean squared errors ( t h at is, MSE gives lowest R MSE may d ier for dierent elements of the coecient m a trix. A low v alue of p performs relatively w ell in Case i , w h ich h a s the smallest-modulus roots; in each of cases ii{iv there are some parameters for which there i s a s u bstantial improvement i n moving from p = 4 t o p = 8 : It is also noteworthy t h at RMSE's of estimates from (7) show l ittle variation across p arameters, and l i ttle sensitivity t o p within this range.
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This reects in part the fact that with p = 8 biases are low for any o f t h ese models, so that the RMSE reects mainly the estimator's variance. Estimates of A 0 (not reported in the tables) produce similar root mean squared errors.
Relative to ML, we note that ML is generally superior (the indicated RMSE ratio exceeds unity), but that this is not always the case; in case ii, for example, ML gives superior estimates of the (1,1) parameter, b ut (7) performs m uch better for the (2,2) parameter. Note also the relatively high variability a cross parameters of the ratios, reecting relatively high v ariability of Maximum Likelihood RMSE's across parameters.
Similar patterns a r ise in the VMA(2) cases, Table III a/b. For the r st coecient matrix, where roots are complex, p = 8 almost i n variably p r oduces gains relative t o p = 4; for the second coecient m atrix the two v alues produce similar results. Maximum Likelihood produces lower RMSE in a majority ( 3 7 /64) of cases, but ratios are generally near unity, and there a r e cases of substantially better performance by (7) as well as by ML. In general, RMSE's are h igher than for the V M A(1) cases for given p; c a se viii, in particular, i n dicates that for moderately large roots we m ay n eed more than eight lags t o minimize RMSE.
In Table IV we consider mis-specied cases. Note that for the estimator based in (7), the RMSE's are precisely the same as those for the rst parameter matrix in a VMA(2) model (Table I I I a ), since this estimator has the property that estimates of parameters to order q are u naected by whether or not estimates at q + 1 are also calculated. We therefore r eport o n ly the RMSE r atio, as dened above. Here w e s ee, as did Galbraith and Zinde-Walsh (1994) , that mis-specication can aect ML badly; the RMSE for (7) superior in a large majority o f c a s es, s ometimes by a l arge margin. 6 Finally, i t i s i n teresting to compare the results in case iv of Table II (in which the Comparison of the estimates from the r st parameter matrix remains the correct comparison in these mis-specied cases; second-order MA terms d o n ot project onto rst-order terms, a nd so capturing rst-order autocorrelation correctly is the b e s t a c hievable with a mis-specied model of t h is type.
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As noted above, results for p = 12 are not reported in tables given here, but are in this case very close to those for p = 8 : Table I Coecient m atrices and roots of (2) for c a s es considered in Tables II and III VMA (1) Some e n tries in the matrices of case VIII are r o unded relative to the values necessary to generate the indicated roots. The notation \RMSE: (7)" indicates the s quare root of the mean squared error of the estimator based on equation (7); the n otation \(7)/ML" indicates the ratio of this root mean squared error to that of the exact ML estimator described in the text. 4. An application to wholesale and retail inventories
In this section we a p ply the methods just described to estimate VMA models of the bivariate system composed of aggregate Canadian inventory investments by w h olesalers and retailers r espectively. The data are available in real terms, quarterly from 1981 through 1997, and a r e used in seasonally-adjusted form.
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Note that the a vailable span of data comprises only 68 observations. As Galbraith and Zinde-Walsh (1994) noted in u nivariate MA cases, the asymptotic eciency of M L m a y not be realized in small samples, and lower RMSE of estimation may b e a c hieved with methods of the type used here.
Inventories are often considered to be well described by m oving average processes because the periodic resetting of inventories to optimal levels implies a bound o n t h e numb e r o f p e r iods that shocks can aect inventory l evels, and this point b e y ond which autocorrelations are nil is characteristic of the moving average process. Moreover, by a theorem of Granger and Morris (1976) , the a ggregation of a set of MA(q i ) processes will in general lead to an aggregate process which is MA(max i (q i )), so that we expect the same t ype of pattern t o b e v i sible in data which a g gregate dierent rms and sectors.
We therefore expect MA models to provide adequate characterizations of each o f t h e data series just described (used below in de-meaned form).
The p r imary question that we i n vestigate here is the propagation of shocks from wholesalers' i nventories to retailers' inventories, and vice versa. To do so, we begin with a c hoice of order for the approximating autoregressions, followed by estimation of VMA models of (i) aggregate investment i n i n ventories, (ii) investment i n i n ventories of durable goods, (iii) investment i n i n ventories of non-durable goods, b y wholesalers and retailers respectively. W e therefore deal with three bivariate systems, u s ing six data series in a l l.
For each o f t h e three systems, we c hose an autoregressive order of four. Only one of the twelve F -transformed (for better nite-sample properties) LM residual autocorrelation 11
All series are a vailable from CANSIM, and are given in constant 1 992 dollars, seasonally adjusted at annual rates; all refer to business i n vestment i n i n ventories. The series used are: D15576, retail inventories, total; D15577, retail inventories, durable goods; D15579, retail inventories, non-durable goods; D15581, wholesale inventories, total; D15582, wholesale inventories, durable goods; D15583, wholesale i n ventories, non-durable goods. Between the two, durable and non-durable goods make u p t h e largest p art, but not all, of the aggregate gure. tests in these AR models, a gainst autocorrelation in lags 1{4 and 5{8, was signicant a t t h e 5% level; 12 the SIC criterion chose a n A R o r der of four or less for all series except D15576, for which the order chosen was ve (with a value close to that for four). A still lower order was not u s ed because a number of the AR models showed substantial coecients at lag 4, possibly an annual-inventory eect. The choice of a relatively modest order is a l so consistent with the modest roots of the estimated moving-average r epresentations, as we see below, and is in keeping with the restricted sample size as well. Table V reports the r st two V M A c o e cient m atrices derived from this fourthorder bivariate VAR; recall that, by the estimation method above, estimates of VMA (1) parameters are not aected by the presence or absence of VMA(2) or higher terms, a n d so on. There a r e several interesting points and r egularities.
First, the roots of the determinantal equations for the VMA(1) and VMA(2) representations are quite small; these are not highly persistent series. Both retail and wholesale inventory i nvestments show s imilar degrees of persistence. However, t h e immediate transmission of shocks is asymmetric: in the a g gregate, the eect of a s hock t o r etail inventory investment i s t r ansmitted to wholesale inventories with a coecient of 0.47, whereas a shock to wholesale inventories shows only an eect of 0.06 (with standard e r ror of 0.13, and so i n signicantly dierent from zero on this sample).
13
That is, retailers appear able to oset inventory s hock s t o a s u bstantial extent b y c hanging orders from wholesalers; wholesalers do n o t h a ve reciprocal short-term a bility to cause retailers to adjust to their own s hocks. This is compatible with the fact that the purchasing choice is m ade by r etailers in response to demand; nonetheless, there must b e e v entual adjustment to supply factors communicated to retailers b y w h olesalers through price adjustments. W e s ee this at the two-quarter (six-month) lag, w h ere in aggregate data the responses of retailers t o 12 These statistics ranged from a low of 0.71 (lags 5{8, aggregate data, retail, distributed F (4;43) ) to a high of 3.16 (lags 5{8, durables data, wholesale, also distributed F (4;43) ). The second-highest value was 2.41. The 5% critical value is approximately 2.6.
For t h e r st VMA parameter matrix, A 1 ; standard errors are those o f B 1 and are o b tained from the V AR model variances; for the second matrix, A 2 ; the coecients are transformations of those o f B 1 and B 2 ; and approximate standard e r rors for each element are obtained from the Jacobian o f t h e t r ansformation and the VAR variances and covariances, restricting cross-equation covariances to zero. wholesalers' s hocks, and vice versa, are n o w quite close a t 0 . 2 4 and 0.28 respectively.
A similar pattern appears in durable goods i n ventory investment; the cross-eect from wholesalers to retailers is again the only coecient insignicantly dierent f r om zero among the VMA(1) parameters. At t h e t wo-quarter lag, the two a r e m uch closer, at 0.20 and 0.35 respectively (in V M A(3) and VMA(4) representations, not reported in T able V, the c r osseects are 0.33, 0.31 at three quarters and 0.12, 0.13 at four quarters). For non-durable goods, by c o n trast, the cross-eects are s imilar at the one-quarter lag at 0.25 and 0.20; at the two-and three-quarter lags, however, the eect of wholesalers' s h ocks on retailers is very close to zero. Note however that the coecients in the models of non-durables are smaller overall, indicating less persistence in non-durables inventories in g e n eral and less scope for substantial cross-eects at longer lags. This observation w ould be consistent with lower costs of adjustment of non-durables inventories. VAR of orde r 4 p r oves to be a reasonable choice in typical cases for estimation of VMA (1) models, and VAR of order 8 for VMA(2) models. In choosing the order, there is a trade-o betwe e n a m oderate loss of degrees of freedom (therefore eciency) if o rder is chosen too high, versus poorer approximation (greater bias), particularly in models with roots near the unit circle, if order is chosen too low. The algorithm comes close to achieving the overall performance of ML in correctly-specied models, and appears t o b e s ubstantially more robust to mis-specication of the VMA model.
We apply t h e m ethod to estimation o f V M A models of quarterly time series of aggregate inventory i n vestment. The results suggest t h at, because the moving average roots are far from the unit circle, low-order models are s ucient t o c haracterize the data. Although the time series is short, it is nonetheless possible to detect some asymmetry in short-term responses of wholesalers' and retailers' inventories to shocks in the other sector.
