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ABSTRACT
Robotic tasks, like reaching a pre-grasp configuration, are spec-
ified in the end effector space or task space, whereas, robot mo-
tion is controlled in joint space. Because of inherent actuation
errors in joint space, robots cannot achieve desired configura-
tions in task space exactly. Furthermore, different inverse kine-
matics (IK) solutions map joint space error set to task space dif-
ferently. Thus for a given task with a prescribed error tolerance,
all IK solutions will not be guaranteed to successfully execute the
task. Any IK solution that is guaranteed to execute a task (pos-
sibly with high probability) irrespective of the realization of the
joint space error is called a robust IK solution. In this paper we
formulate and solve the robust inverse kinematics problem for re-
dundant manipulators with actuation uncertainties (errors). We
also present simulation and experimental results on a 7-DoF re-
dundant manipulator for two applications, namely, a pre-grasp
positioning and a pre-insertion positioning scenario. Our results
show that the robust IK solutions result in higher success rates
and also allows the robot to self-evaluate how successful it might
be in any application scenario.
1 INTRODUCTION
A fundamental problem in many robotics tasks is to move the
end effector of a manipulator to a desired configuration (posi-
tion and orientation). For example, in grasping, the end effector
is usually moved to a pre-grasp configuration before closing the
fingers. In assembly operations like peg-in-a-hole operations, the
end effector holding a part is usually moved to a pre-insertion
configuration from where the insertion of the peg in the hole is
attempted. One key factor that dictates the success of operations
like grasping or the peg-in-a-hole insertion is the accuracy of the
placement of the end effector in the pre-grasp or pre-insertion
configuration. Because of the inherent inaccuracy in actuation,
it is usually not possible to place the end effector at the desired
configuration exactly. Thus, success of operation depends on the
amount of inaccuracy that can be tolerated for the given task and
whether robot can place its end effector within that error margin.
Furthermore, given a particular accuracy requirement for a given
task, a question of interest is for the robot to evaluate its capa-
bility on whether it can place its end effector so that it is highly
likely that the robot can perform the subsequent operations suc-
cessfully. The goal of this paper is to develop algorithms for
the robot to select its joint angles such that in spite of actuation
and/or sensing errors, the robot can determine if it can place its
end effector within the prescribed error margin and also compute
the solution that is robust to the actuation errors.
Computing the joint angles given end effector (tool) con-
figuration is known as inverse kinematics (IK) problem which
can be formally defined as follows: Given a desired position and
orientation of the end effector of the manipulator, compute the
corresponding joint angles. It is well known that, in general, the
IK problem has multiple solutions, and for redundant robots, the
IK problem has infinitely many solutions. All the solutions are
equivalent in a sense that end effector goes to the same configu-
ration if each joint can be rotated exactly as desired. However,
if there is execution error, the effect of the joint error in the task
space is not identical. For example, consider the 3R manipulator
in Figure1, where the goal is to move the end effector to a given
position in the xy-plane. Since there are only two variables in the
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Figure 1: (Left) multiple ik solutions of 3R robot for a reaching
task. (Right) task space error sets corresponding to IK solutions
in left figure w.r.t. End-effector frame, obtained by propagating
joint space error set. All error sets are centered around O (desired
position) but with different size and orientations because same
error set in joint space mapped to different error sets in task space
for different IK solution
task space (namely, (x,y) coordinates of the end effector), and
the 3R robot has 3 degrees-of-freedom (DoF), the robot is redun-
dant with respect to the positioning task. Hence number of IK
solutions is infinity and some of them are shown in Fig1.
Now let us assume that that the joint space error is bounded
within a 3 dimensional ball of radius r = 0.005. By propagation
of error to task space, we obtain an error ellipse (see Figure1)
for each joint space configuration. As is evident from the Fig1,
the task space error sets for different IK solutions are different.
Therefore, if the positioning task demands minimum error in x-
direction, then IK solution corresponding to the red error-ellipse
is better than the IK solution corresponding to blue error-ellipse
(see Figure2). However if criterion for the positioning task of
the end effector is to have minimum error along y-direction, then
IK solution corresponding to the blue error-ellipsoid is better.
Furthermore, if we can tolerate an error of 5 mm (say) along the
y-axis, the IK solution corresponding to blue ellipse will always
guarantee it, irrespective of the joint space error (as long as it is
bounded within the ball of radius 0.005). Thus, the blue solution
is robust to the task-specific requirement whereas the red solution
is not.
The above planar example illustrates the need for develop-
ing methods to analyze the propagation of the joint space errors
and find IK solutions that are robust to the actuation errors. The
robust IK problem is defined as follows: Given a desired tool
configuration, a joint space error bound, and a tolerance param-
eter ε, compute a joint space configuration such that the error
between the actual tool configuration and the desired configu-
ration is less than ε (with high probability). Although IK is a
classical problem in robotics and there has been recent work on
propagation of joint space errors to task space of robotic manip-
ulators in [1, 2], to the best of our knowledge, there is no work
on finding IK solutions that are robust to actuation errors. Al-
Figure 2: The task space error sets corresponding to Robust
(blue) and worst (red) joint configurations for a task that requires
minimized error along Y axis. Blue ellipse has smaller projection
length as compared to the projection of red ellipse on to Y axis
gorithms to compute robust IK solutions can enable a robot to
determine whether it can successfully accomplish a task based
on given error tolerance. For example, for the planar 3R robot
with the joint space error bound specified above, if the require-
ment was to have a guaranteed error along the y-axis of at most
2 mm, none of the IK solutions could have produced it. Thus,
when there is no solution to the robust IK problem and the robot
can know that it cannot do the task reliably.
Although the robust IK problem is a feasibility problem, we
will formulate and solve the minimization version of the prob-
lem, which is more general. Here, we want to compute the joint
space solution that minimizes the maximum error from the de-
sired configuration, (irrespective of the realization of the joint
space error). We will call this solution the IK solution with best
task-specific error characteristics or simply the best IK solution.
Assuming that the joint space errors are small, we present an
algorithm to compute the best IK solution as well as robust IK
solution (if one exists). The formulation of the robust (or best)
IK problem and it’s solution algorithm is the key contribution of
the paper.
We use a geometric model (e.g., n dimensional ball) to
bound joint space uncertainty, which can be used to have both
set-theoretic and probabilistic interpretation of uncertainty mod-
els. Since there is no bi-invariant metric on the space of rigid
body configurations, SE(3), we use a task-specific metric as a
measure of error between two configurations. This involves se-
lecting a task-specific weighting of rotational error and transla-
tional error. We show that, using task-specific error measure, the
optimization problem for computing best IK solution can be de-
coupled into two separate problems of optimizing over the space
of rigid body translations (R3) and space of rigid body rotations
(SO(3)). We demonstrate the usefulness of computing the robust
IK solution both in simulation and experiment using the Baxter
robot from Rethink Robotics. We use two example scenarios,
one on moving to a pre-grasp configuration for grasping with a
parallel jaw gripper and the other on moving to a pre-insertion
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configuration bi-manual peg-in-hole assembly.
2 RELATED WORK
The error in positioning the end effector of a robot arm arises
due to uncertainties in actuation, sensing, robot model, and con-
trol algorithms. Irrespective of the source of uncertainty, we can
broadly categorize uncertainty into two basic classes, namely
static errors and random errors. Errors in link-lengths, offset
lengths, and/or origin of the joints that are not known precisely
introduce constant biases in end effector configuration which are
often denoted as static errors. They do not change over time and
hence can be estimated offline and compensated during calibra-
tion process of the robot. Works on estimating these parameters
using end effector pose error between kinematics model and ac-
tual pose can be found in [3,4,5,6,7,8,9,10,11,12]. To accurately
collect end-effector pose data to estimate error parameters, [13]
used an external laser tracker. Static pose error minimization for
calibration using partial pose information can be found in [14].
Representation of spatial uncertainty in the context of robotics
can be found in the classic work by [15, 16] and recently in [2].
Authors in [17] presented a method to map rotation errors from
roll-pitch-yaw to quaternion representation of rotations.
The second kind of error corresponds to random actuation
and sensing errors realized in execution time of the robot. They
implicitly affect accuracy in joint rotations which in turn affects
accuracy at the end-effector of a manipulator. This second kind
of error source in positioning tasks is the motivation behind our
work. A group theoretic approach to propagate joint space ran-
dom actuation error into end-effector space has been presented
in [18]. In [18], the authors present a method to obtain error co-
variance at the end of each individual link in closed form due to
errors in desired joint configurations. By repeating this proce-
dure sequentially for each link of a manipulator they obtain final
error covariance at the end effector. To capture the effect of large
joint errors on error covariance authors in [19] presented a second
order theory of error propagation. In essence their method relies
on evaluating desired and erroneous poses at each joints for a few
discrete samples of joint errors so that individual covariances at
each joint can be calculated and finally combine them in sequen-
tial manner using proposed closed form covariance propagation
formula to obtain final error covariance at the last distal frame.
None of the methods for tackling the biases or the random
errors, address the problem of computing the inverse kinematics
configurations for which the propagated error is sufficient for the
task at hand. Our goal in this paper is to tackle this IK problem.
Thus, unlike [18, 19] our method does not rely on individual er-
ror samples and corresponding frame by frame error covariance
computation. We assume small joint errors along with linearized
model of forward position and rotation kinematics to propagate a
geometric description of the joint space error set into task space
error set. Obviously [18, 19] are more effective if joint space er-
rors are large and no prior knowledge about joint error bounds is
available.
3 MATHEMATICAL PRELIMINARIES
In this section, we present notations and definitions that will be
used throughout the paper. Let Rn be the real Euclidean space
of dimension n, Rm×n be the set of all m× n matrices with real
entries. The set of all joint angles, J , is called the joint space or
the configuration space of the robot. In this paper J ⊂ R7, since
we are using a 7 Degree-of-Freedom (7-DoF) manipulator with
joint limits.
Let SO(3) be the Special Orthogonal group of dimension 3,
which is the space of all rigid body rotations. Let SE(3) be the
Special Euclidean group of dimension 3, which is the space of
rigid motions (i.e., rotations and translations). SO(3) and SE(3)
are defined as follows [20]: SO(3) = {R⊂R3×3|RTR=RRT =
I, |R|= 1}, SE(3) = SO(3)×R3 = {(R,p)|R ∈ SO(3),p ∈ R3}
where |R| is the determinant of R and I is a 3×3 identity matrix.
The set of all end effector configurations is called the end effector
space or task space of the robot and is a subset of SE(3).
Unit Quaternion Representation of SO(3): Unit quaternions
are a singularity free representation of SO(3). A quaternion is
a tuple q = (η,εx,εy,εz) which includes a vector ε ∈ R3 with
components εx, εy, εz and a scalar η. For a unit quaternion
‖q‖ = 1. In our paper we extensively make use of vector rep-
resentation of unit quaternions, q = [η εT ]T with its conjugate
q−1 = [η − εT ]T . Rotation about an axis ω with angle φ is a
unit quaternion represented as, q(ω,φ) = [cosφ/2 ω sinφ/2].
Let ε× ∈ R3×3 denote skew symmetric matrix of vector ε ∈ R3.
4 PROBLEM FORMULATION
In this section we formally describe the problem of computing
robust-IK and pose the problem as a constrained optimization
problem. We do it in three steps. First, we describe our set-
theoretic approach to model joint space uncertainty. Then, we
show the steps to propagate uncertainty from joint-space to task-
space through a linearized position and rotation kinematics map.
After second step we will be able to find task error sets for po-
sition and orientation independently. In third step we formulate
the task dependent robust-IK problem. Before we move forward,
we define the term error bound as following: by error-bound
we mean maximum possible error in position or orientation one
may encounter most of the time (with very high probability) due
to actuation or sensing error in joint space.
Uncertainty Modeling in Joint Space:
We use a geometric model of uncertainty in the joint space. More
specifically, we model the joint space error as a ball in Rn cen-
tered at the desired joint angles. The ball can be interpreted as ei-
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ther a set-theoretic model of uncertainty or a probabilistic model
of uncertainty. Depending on the interpretation of the uncertainty
model, the results can be given a worst case interpretation or a
probabilistic interpretation.
In the set-theoretic model, the ball represents the 2-norm of
the joint errors, and the assumption is that the joint errors always
lie within this set and we have no other knowledge that can be
used to define a probability measure on this set.
In the probabilistic model, the ball represents the proba-
bility mass that the uncertain configuration is within the ball
assuming a Gaussian probability measure. The radius of the
ball corresponds to the confidence level with which we want
to know whether the uncertain configuration will lie within the
ball. Thus, the actuation uncertainty, δΘ, is a multivariate Gaus-
sian with zero mean and known n×n covariance matrix (Σ), i.e.,
δΘ ∼ N (0,Σ). The ball model implies that the covariance ma-
trix is diagonal or the error in the joints are uncorrelated and the
variance of all the joints are identical, i.e., Σ = σ2I, where σ is
the standard deviation and I is the n× n identity matrix. Thus,
the uncertainty set in the joint space is
δΘTδΘ ≤ c where c = (kσ)2 (1)
considering error up to k standard deviations about zero mean.
Remark 1. Please note that the ball model is for ease of expo-
sition only. We could have used a more general ellipsoidal model
of the uncertainty, with the covariance matrix non-diagonal. The
problem formulation and the solution techniques applies in this
case also, although the expressions for the propagated uncer-
tainty set becomes more complicated.
We assume that the joint actuation errors are sufficiently
small such that a linear approximation of the forward kinematics
function about the desired position and orientation can be used
to propagate joint space error. To propagate joint space error (as
in equation (1)) into task space, we need to have the mapping
from δΘ ∈ Rn to δT ⊂ SE(3) where δT = (δX ,δq), δX ∈ R3,
δq ∈ SO(3). To find expression of δq in terms of δΘ, we use first
order Taylor’s series approximation of forward rotation kinemat-
ics function q(Θ) :RN→ SO(3). Similarly we derive the expres-
sion for position error term i.e., δX ∈ R3 by linearizing forward
position kinematics function F (Θ) : RN → R3. Since there is
no bi-invariant metric available [21] to quantify error in SE(3),
we optimize two metrics defined over R3 and SO(3) indepen-
dently. To compute robust IK we optimize an objective obtained
by weighted sum of error metrics defined over R3 and SO(3).
4.1 Error Propagation from joint space to R3
Suppose Θ¯ ∈ Rn denotes the nominal joint angle vector of a n
DoF manipulator that takes the end-effector to desired position
∈ R3. Due to joint angle errors δΘ ∈ Rn, actual position of end
effector will be F
(
Θ¯+δΘ
)
instead of desired position F
(
Θ¯
)
.
The Taylor’s series approximation of F (Θ¯+δΘ) gives,
F
(
Θ¯+δΘ
)
= F
(
Θ¯
)
+
∂F
∂Θ
|Θ¯δΘ+O
(
δΘ2
)
(2)
The partial derivative ∂F∂Θ |Θ¯ ∈ R3×n corresponds to the first three
rows of manipulator Jacobian [20, 22]. Denoting ∂F∂Θ |Θ¯ by
J p
(
Θ¯
) ∈ R3×n (position Jacobian), position error vector is
δX = F (Θ¯+δΘ)−F (Θ¯)≈ J pδΘ (3)
where J p ∈ R3×n, n > 6. Therefore,
δΘ = JTp
[
J pJTp
]−1 δX (4)
Substituting (4) into (1) and simplifying, we obtain
δX T
[
J pJTp
]−1 δX ≤ c (5)
Equation (5) describes the set of position errors of the end effec-
tor due to the error in the joint space. Geometrically, the set of
position errors is an ellipsoid.
4.2 Error Propagation from Joint Space to SO(3)
As before, let Θ¯ ∈ Rn denote nominal joint angle vector that
takes end-effector to desired orientation q
(
Θ¯
)
. Because of ran-
dom joint error δΘ, actual orientation of end effector becomes
q
(
Θ¯+δΘ
)
. Using first order Taylor’s series approximation we
get error quaternion δq as,
δq = q(Θ¯+δΘ)−q(Θ¯)≈ ∂q(Θ)
∂Θ
|Θ¯ δΘ+(δΘ)2 (6)
Following [17], for serial chain manipulators, we can show
δq =
∂qr(Θ)
∂Θ
δΘ =
1
2
H T J rδΘ (7)
where H(q) =
[−ε ηI− ε×] (8)
J r =
[
ω1 R1ω2 R1R2ω3 · · · ∏n−1i=1 Riωn
]
where Ri is the rotation matrix of ith frame and ωi is the axis
of rotation of the same. Utilizing the fact that HH T = I3×3 and
Eq (7) we obtain the relationship between δq and δΘ as,
δΘ = 2JTr (J rJ
T
r )
−1H dδq (9)
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where H d = H(qd). Substituting δΘ from Eq (9) into Eq (1) we
get uncertainty set of orientation in task space as follows,
δqT H Td (J rJ
T
r )
−1H dδq ≤ c/4 (10)
Thus we have propagated error set from joint to rotation task
space as in equation (10). Next we formulate the optimization
problem to compute robust-IK solution for a given task defined
in end-effector space.
4.3 Task-dependent Robust IK Solution
Let gd ∈ SE(3) be the desired tool frame configuration, where
gd = (xd ,qd), with xd ∈R3 denoting the desired position and qd
denoting the unit quaternion representation of the desired orien-
tation of the tool frame. Let M be a task-specific metric or mea-
sure of distance between two configurations in SE(3). Note that
technically, there is no bi-invariant metric in SE(3) [21], and the
definition of a metric involves a choice of a weight relating the
rotational error in SO(3) to the translational error in R3. Thus,
we assume M= P+λO, where P is a metric defined on R3 and
O is a metric defined on SO(3). The weight λ is a task-dependent
parameter. Some examples of the metric M of interest are given
in the later sections. Note that due to error in execution, any IK
solution will result in an end effector configuration that is differ-
ent from gd .
Let N (gd) be a neighborhood of the desired configuration
gd , such that any end effector configuration g ∈N (gd) is an ac-
ceptable solution for the task at hand. Let ε be a task-dependent
tolerance. Then N (gd) = {g :M(g,gd)≤ ε}. Formally a robust
IK solution is defined as a joint angle vector for which the end
effector lies within the neighborhoodN (gd) with high (user pre-
scribed) probability irrespective of the realization of the random
joint space error during task execution. Note that for a given gd
there may be multiple IK solutions that are robust. It may also
be possible that there are no robust solutions. Therefore we pose
the robust IK problem as an optimization problem (instead of a
feasibility problem) as follows:
argmin
Θ∈Rn
max
x,q
M
subject to gst(Θ) = gd (11)
δxT
[
J pJTp
]−1 δx ≤ c
qT q = 1
δqT
[
H Td
(
J rJTr
)−1
H d
]
δq ≤ c
4
where x = xd + δx, q = qd + δq. If M ≤ ε, then the optimal
solution is a robust IK, which we will denote by Θ∗. Otherwise,
there is no robust IK solution. In the above formulation, all the
four constraints are dependent on joint vector Θ but for brevity
we have not showed them explicitly. The first constraint ensures
that Θ∗ would indeed be a joint solution of the manipulator that
would take the end effector to desired configuration gd ⊂ SE(3).
The second constraint ensures that position error would lie inside
its respective error set as described by equation (5). The fourth
constraint ensures rotation error will lie inside the error set as in
equation (10). The third constraint makes sure that computed q
is a unit quaternion. The parameter c is from equation (1) and
depends on the confidence level considered while bounding joint
space error.
5 SOLUTION APPROACH
In Eq (11), since M = P+ λO, the objective is separable. The
constraints are either in x or in q. Therefore the optimization
problem in Eq (11) can be written as two decoupled optimization
problems as follows:
argmin
Θ¯
max
δx
P (12)
subject to δxT
[
J p(Θ¯)JTp (Θ¯)
]−1 δx ≤ c
argmin
Θ¯
max
q
O (13)
subject to qT q = 1
δqT
[
H Td
(
J r(Θ¯)JTr
)−1
(Θ¯)H d
]
δq ≤ c
4
Now we discuss methods of solving the inner maximization
problem in Eq (12) and (13) efficiently for one particular Θ¯. Out-
put of these inner max problems are error bounds in position or
orientation respectively. After solving this inner max problem for
multiple IKs, the outer min problem is just finding the minimum
of the computed error bounds.
5.1 Computing position error bound for a given Θ¯
The problem of finding error bounds for a particular Θ¯ that will
satisfy position error ellipsoid constraint in task space is defined
in Eq (14).
maximize
δx
P (14)
subject to δxT
[
J p(Θ¯)JTp (Θ¯)
]−1 δx ≤ c
Please recall that origin of the error ellipsoid is desired tool po-
sition (see figures 1 or 2) whereas any other point lying inside
the error set is a deviation from the desired position. The choice
of metric P may vary depending on whether the task demands to
minimize position error in R3 or any of its sub-spaces. Next we
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discuss on computing position error bounds in R3 and its lower
dimensional sub-spaces, i.e., R and R2 respectively.
Computing position error bound in R3: Maximum possible
position error or position error bound in this case would be the
distance from the center of the task space position error ellip-
soid (which is desired tool position) to the furthest point in the
error ellipsoid. Following the fact the maximum eigenvalue of
an ellipsoid describes the distance of the furthest point from its
center, the optimization problem in equation (12) is reduced to
as in equation (15).
P∗ = max
λ
eig
(
c
[
J p(Θ¯)J p(Θ¯)T
])
(15)
where P∗ denotes max(P) and eig a function that computes all
eigenvalues of an input matrix. J p and Θ¯ are defined as before.
Computing position error bound in along a direction: Com-
puting position error bound along a direction becomes necessary
for tasks such as, drawing a horizontal line by a robot arm. In
that case the arm needs minimum deviation of end-effector along
vertical direction. Therefore position error bound for this case
would be projection length of error ellipsoid onto the vertical
axis. In general if we want to minimize error along a direction
v ∈R3 then position error bound would be P∗ =
∣∣∣L−1c vvT v ∣∣∣, where Lc
is lower-triangular matrix obtained by Cholesky decomposition
of 1c
[
J pJTp
]−1.
Computing position error bound in R2 or along a plane: In
this case position error bound is the projected area of position
error ellipsoid onto the plane along which error minimization is
required. Suppose the given plane equation is defined as PL ≡
{x|x = T t} where T is the basis matrix defining the plane, then
position error bound P∗ = det
∣∣∣(T T T )−T LcLTc (T T T )−1∣∣∣ where
Lc is defined as before.
5.2 Computing rotation error bound for given Θ¯
To compute rotation error bound for an IK, say Θ¯, we need to
solve the inner max-problem as in equation (13). If we consider
orientation error metric to be O= qT qd following [23], then the
inner max problem turns into a min problem since O in this case
would define cosine of the included angle. Then inner optimal
problem now turns out as in equation (16).
min
q
qTd q
s.t. qT q = 1 (16)
δqT H Td
(
J rJTr
)−1
H dδq ≤ c4
The optimization problem in equation (16) is non-convex be-
cause of the strict quadratic equality unit quaternion constraint.
Figure 3: From left: Unit-quaternion sphere with uncertainty
set(ellipsoid) in its tangent space. A vertical slice of uni-
quaternion sphere in the plane defined by qd and δq
Nonconvex problems are hard in general and optimization
solvers ends up to local minimum instead of global minimum
while solving them. We can relax the problem by ignoring unit
quaternion constraint. However to ensure that we still minimize
the included angle between qd and q, we need to scale the ob-
jective in Eq (16) with the length of q. The relaxed optimization
problem is presented in Eq (17).
q∗ = min
q
qT qd/||q|| (17)
s.t. δqT H Td (J rJ
T
r )
−1H dδq ≤ c/4
We have presented a schematic in figure 3 to visualize optimiza-
tion problem in equation (17). The 3D ball represents a unit
quaternion sphere (in gray) whereas blue plane represents the
tangent space of unit quaternion sphere touching it at qd . The
ellipse, lying on the tangent space is the uncertainty set centered
around qd . Any vector lying inside this ellipsoid with the start-
ing point fixed at qd will represent random rotation error δq with
respect to qd . Assuming H dδq = v we get the expression of un-
certainty set as vT (J rJTr )
−1v ≤ c/4. Further we can compute q
from definition of v as following,
H dδq = v =⇒ δq = H Td v =⇒ q = qd +H Td v (18)
Utilizing Eq (18) and the fact that H dqd = 0 we can write op-
timization objective in Eq (17) as, qT qd/||q|| = 1/
√
1+ vT v.
Then optimization problem in Eq (17) can be written as,
v∗ = max
v
vT v
s.t. vT (J rJTr )
−1v ≤ c/4 (19)
The optimization problem in equation (19) represents eigenvalue
problem. Mathematically v∗ = 12
√
cλmaxV max where λmax is
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maximum eigenvalue of [J rJTr ] and V max is the eigenvector as-
sociated to λmax. Once we have computed v∗ we can compute
bounding quaternion q∗ by following equation (18) as,
q∗ = qd +H
T
d v
∗/||qd +H Td v∗|| (20)
Once we obtain q∗, we find rotation error bound as,
O= arccosqTd q∗ (21)
In Algorithm 1 we have presented the steps required to compute
robustIK in concise manner for the ease of implementation.
6 ALGORITHM
Algorithm 1 takes desired end-effector configuration gd , c =
(kσ)2, metric weighing factor λ and allowable error tolerance
ε as input. Output of the algorithm is robust IK, Θ∗. Line 1
separates desired position pd and rotation qd from gd . Line 2
computes M IK solutions [24] and stores them in Γ. Then we
iterate over IK solution set between lines 3 and 8. For each IK
solution we compute error bounds for position (line 5), rotation
(line 6) and finally weighted error bound in line 7. If computed
error bound is lesser or equal to ε, we store the error and corre-
sponding IK solutions in Line 8 and 9 respectively. Line 12 finds
the index j corresponding to minimum error bound IK. In line 13
we retrieve the robust-IK from the IK solution set.
Algorithm 1 Steps to compute RobustIK
Input: gd , c, λ, ε Output: Θ
∗
1: pd ← gd [1 : 3,4] and qd ← rotm 2 q(gd [1 : 3,1 : 3])
2: Γ← IKsolver(gd) where Γ ∈ RM×N
3: for (i← 1 to M) do
4: Θ¯← Γ[i]
5: P← solve Eq (14) using pd ,Θ¯,c
6: O← solve Eq (21) using qd ,Θ¯,c
7: if P+λO≤ ε then
8: D.append(P+λO)
9: sol.append(Θ¯)
10: end if
11: end for
12: j←MinIndx(D)
13: Θ∗← sol[ j, :] return Θ∗
7 SIMULATIONS AND EXPERIMENTAL RESULTS
In this section we demonstrate the usefulness of our algorithm in
the context of two applications: (i) Moving a parallel jaw gripper
to a pre-grasp configuration to grasp a cubical object (ii) Moving
a cylindrical peg to a pre-insertion configuration in a peg-in-hole
assembly scenario. Here we present applications of robust-IK
algorithm in two different situations. The application tasks are
chosen such that in the first case only position error at the end-
effector dictates success in the task and in the second case both
position and orientation error at the end-effector space dictates
success of the task. We present simulation and experimental re-
sults using 7-DoF redundant Baxter research robot [25].
7.1 ROBUST IK FOR PRE-GRASP CONFIGUARTION
In this example, a parallel jaw gripper has to move to a pre-
grasp configuration such that it can grasp the object by closing
it’s grippers (see Fig4). The gripper opening is 72 mm. The
size of the block is 58 mm × W mm × 58 mm. The clearance
between the gripper and the block is thus (72−W )/2 mm. For
our simulation study with Baxter robot, we vary W from 58 mm
to 65 mm to generate results for clearances between gripper and
object varying from 7 mm to 3.5 mm. The size of the object and
grippers are such that small position errors along Xbase and Zbase
directions, as well as orientation errors does not affect success
of the task. However because of small clearance between the
object and gripper opening, success of the task is sensitive to
position error along Ybase. We call the pre-grasp configuration
reaching task successful, if the minimum distance between one
of the gripper faces and object is greater than the clearance. Thus,
the error metric, ε, is same as the distance between gripper frame
and object frame along Ybase.
The joint error distribution for each joint is assumed to be
a Gaussian, N (µ = 0,σ = 0.0045rad). The joint errors are as-
sumed to be independent and drawn from the same distribution.
The uncertainty set in the joint space is considered to be the set
with 95% probability mass, (i.e., k = 2 in Equation (1)). The
choice of σ is such that 95% of the joint error is within ±0.51
degrees of the desired configuration. These error parameters are
in accordance with Baxter robot [25].
The desired end-effector pose is
pd = [0.71305,0.3786,0.300] and qd =
[0.0086,0.9992,0.0370,0.0155]. Using Algo-
rithm 1 we found the best IK solution as Θ∗ =
[0.0052,−0.1660,−2.0927,1.1777,1.6105,2.0793,2.6467]rad.
In Fig 5 instances of successful and unsuccessful pre-grasp
positioning of the end-effector is shown for best and worst IK
solutions respectively. In Fig 6 we have plotted success-rates in
accomplishing the pre-grasp positioning task by best IK solution
(Θ∗) along with the worst IK solution (Θ−) (IK associated to
maximum error bound) while the clearance is varied by varying
block width. Each point in the plot is generated by averaging
over 100 randomly chosen joint space configuration with the
error drawn from N (0,0.0045). Note that when block width
is w = 58mm and desired success-rate is > 80% it does not
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Figure 4: Simulation setup for placing end-effector in pre-grasp
positioning task
Figure 5: Successful and failed instances of positioning tasks by
Θ∗ and Θ− respectively
matter if Θ∗ or Θ− is executed because both have success rate
more than 90%. However if block width is w = 63mm only Θ∗
has success-rate > 80%, hence this solution should be executed
instead of Θ−. Further if block width is w = 65mm none of the
IK solution has desired success-rate indicating that the robot
will like fail in the grasping task for the block width of 65 mm.
Experimental Result: We performed preliminary experiments
with Baxter robot for the same task as in simulation with block
width of 58 mm and Θ∗ and Θ− computed as before. For 10 dif-
ferent trials, Θ∗ and Θ− are executed from different initial end-
effector configurations and outcomes are tabulated in Tab 1. The
Table shows that the best configuration was successful in 9 out
of 10 cases, whereas the worst configuration was successful in 8
out of 10 cases. In Fig 7 we have shown instances of successful
and failed pre-grasp positioning of end-effector after executing
Θ∗ and Θ− respectively. We considered the positioning as un-
successful, if the gripper hit the object while reaching the end
effector configuration. To make sure that the collision was due
to the final gripper configuration and not because of the motion
plan, we take care to place the gripper initially at a configuration
so that the gripper can move straight down to reach the desired
configuration.
Figure 6: Success rate of best and worst solutions with varying
block size while the gripper opening is fixed at 72mm
Figure 7: Instances of successful and failed pre-grasp positioning
of end-effector with best and worst solutions
Trials 1 2 3 4 5 6 7 8 9 10
Θrob 1 1 1 1 1 0 1 1 1 1
Θwst 0 1 0 1 1 0 1 1 0 1
Table 1: Successful and unsuccessful events for best and worst
solutions with respect to each trial. Successful anf unsuccessful
events are denoted as 1 and 0 respectively
7.2 ROBUST IK FOR PEG-IN-HOLE TYPE PROBLEMS
In this example, we study the problem of peg-in-a-hole insertion
(see Fig 10). Our goal is to place a cylindrical peg in a pre-
insertion configuration and then perform the assembly by moving
the peg along the axis of the cylinder. Any pose error at the end-
effector frame i.e., left gripper frame manifests as position error
at the peg tip frame. Let (pd ,qd) is the desired and (p,q) is
the achieved configurations at peg tip frame. Then from position
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Figure 8: Simulation setup for peg-in-hole task. Hole is kept
fixed by right arm while the left arm has to position peg tip frame
within an error margin (based on available clearance) around the
desired pre-insertion position. Frames of interests are also shown
error (epeg tip) at peg tip frame as in Eq (22) we can derive error
metric to minimize in Eq (23).
epeg tip = (p− pd)+ lp(Rz−Rdz) (22)
||epeg tip|| = ||(p− pd)+ lp(Rz−Rdz)||
≤ ||p− pd ||+ lp||Rz−Rdz ||
= ||p− pd ||+ lp|θz| (23)
where Rz and Rdz represents z−axes of realized and desired ro-
tation matrices and θz is the included angle between them. The
term ||p− pd || is equivalent to P of Eq (12), |θz| is equivalent
to O of Eq (13) and lp the length of the peg extended from
left gripper frame is the choice of λ.
The error model in the joint space is same as that of
the previous example. The length of the peg, lp = 0.10 m.
The diameter of the hole, dH = 24 mm, and the diameter
of the peg dP varies from 4 mm and 18 mm. The clearance
between the peg and the hole is (dH − dP)/2 and it varies
from 10 mm and 3 mm. A pre-insertion configuration is
considered successful if the error epeg tip is smaller than the
clearance. In the simulations, the desired le f t gripper frame
configuration of the peg is pd = [0.6165,0.077,0.4025]m,
qd = [0.6839,0.7174,0.0799,−0.1064]. Then us-
ing Algorithm1 we find best IK solution as Θ∗ =
[0.365997,−0.205692,−1.45802, 1.66477, 2.93037,−1.12361,
−0.142083]. Figure 9 shows the success rate of the best (robust)
IK as a function of the clearance. Each data point is generated
by averaging over 1000 random runs with the joint space error
drawn from N (0,0.0045). From the figure, we can see that
for the peg diameter of 10 mm, more than 80% of time the IK
solution was able to place end-effector (i.e., left gripper frame)
inside the allowable neighborhood of desired pose resulting in
successful placement of the peg for assembly. This plot also
shows that given the error tolerance, the robot can evaluate it’s
capability to successfully complete the job. For example, for a
clearance of 3 mm, the robot can evaluate that the assembly plan
will likely fail most of the time. Figure 10 shows instances of
placing end-effector to desired pre-insertion pose with best and
worst IK solutions for dH = 10 mm.
Figure 9: Increase in success rate with increased clearance be-
tween peg and hole for best IK solution
Figure 10: Instances of the pose of the peg after executing
best(left) and worst(right) IK solutions for peg-in-hole task
8 CONCLUSION
In this paper, we formulated and presented a method for
solving the robust inverse kinematics problem. The performance
of a robot in many tasks like grasping or assembly is dependent
on the error of the robot in reaching the pre-grasp or pre-insertion
configuration. Because of inherent actuation errors in joint space,
robots cannot achieve desired configurations in task space ex-
actly. Furthermore, different inverse kinematics (IK) solutions
map joint space error set to task space differently. Thus for a
given task with a prescribed error tolerance, not all IK solutions
will not be guaranteed to successfully execute the task. The ro-
bust IK solution gives the robots an IK solution that is robust to
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joint space errors. It also gives the robots a capability to evaluate
the likelihood of succeeding in a particular task.
We formalized the robust IK (more precisely
it’sminimization version) problem as min-max type con-
straint optimization problem. We exploit the dependencies of the
constraint variables and objective structure to reduce the main
optimization problem into two smaller optimization problems.
We showed that each of these two sub-problems can be posed as
finding maximum eigenvalue problems. Finally using simulation
and experimental results we show that computing robust-IK is
indeed helpful in deciding feasibility of tasks knowing robot
kinematic model and joint error information.
Future Work: In future we plan to see how self evaluation
application of robust IK algorithm can be utilized when there are
uncertainties both in actuation of the robot and pose of the block
to grasp. We also plan to extend this research in propagating
errors to task space of a mobile manipulator with actuation errors
in its base and arm joints.
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