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Abstract
In this paper, we present a convergence analysis for a conforming exponentially %tted Galerkin %nite element method
with triangular elements for a linear singularly perturbed convection–di&usion problem with a singular perturbation param-
eter . It is shown that the error for the %nite element solution in the energy norm is bounded by O(h(1=2‖u‖2+−1=2‖u‖1))
if a regular family of triangular meshes is used. In the case that a problem contains only exponential boundary layers, the
method is shown to be convergent at a rate of h1=2 + h|ln | on anisotropic layer-%tted meshes. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
This paper deals with the %nite element approximation of a singularly perturbed convection–
di&usion problem with a positive singular perturbation parameter . It is well known that solutions
to this kind of problems display sharp boundary layers when 1 so that classic numerical methods
often yield solutions with non-physical, spurious oscillations. To overcome this di:culty upwind
schemes are often used. However, this kind of method may give inaccurate results, especially when
 has the same magnitude as that of the mesh parameter h used (cf., for example, [5,13]). An
alternative way of solving this problem is to use exponentially %tted methods (cf., for example,
[6,7,19,8,26]) based on the idea by Allen and Southwell [1]. These methods are numerically stable
when  is small, and have reasonable rates of convergence. One example is the exponentially %tted
%nite volume=element method proposed in [14] and analyzed in [13] which is stable for all ¿ 0, and
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has an accuracy of order h1=2 with respect to a discrete, -independent energy norm. However, most of
the existing exponentially %tted methods for singularly perturbed convection–di&usion equations in 2
and 3 dimensions are essentially based either on a one-dimensional exponential approximation to the
solution along element edges (cf., for example, [13]), or on a tensor product of the one-dimensional
exponential approximations along element edges parallel to coordinate axes (cf., for example, [16,19])
or on a combination of the one-dimensional exponential approximation along one direction and the
piecewise linear approximation along the other direction (cf., for example, [17]). The construction of
genuine piecewise exponential basis functions on triangular meshes has been sought, but still remains
an open problem. Recently, Wang [25] proposed a set of new exponential basis functions and used
them to formulate a Galerkin %nite element method based on a weighted inner product for the
semiconductor device equations (in which the coe:cients of the convection terms are irrotational).
A similar idea is also proposed independently in [20]. An extension of the method to a more general
problem is proposed and investigated numerically in [24].
While [24] is devoted to the construction of the %nite element and its computational aspects,
we present, in this paper, a convergence analysis for the method. It is shown that when 1, the
error for the approximation error in the energy norm is of order O(h(1=2‖u‖2 + −1=2‖u‖1)) on a
regular family of triangular meshes. This is in contrast to several previous results for triangular %nite
elements in which the errors in the energy norm are bounded by O(h‖u‖2=
√
) (cf. [18, Chapter 3]).
Furthermore, it is shown that, in the case that the mesh is locally condensed near the boundary
layers, i.e., an anisotropic layer-%tted mesh similar to the Shishkin type of mesh (cf. [15]), the
method is convergent at the rate O(h1=2 + h|ln |). The rest of our paper is organized as follows.
The continuous problem and some preliminaries are described in the next section. In Section 3, we
construct the %nite element space by deriving a set of the piecewise exponential basis functions and
use these basis functions to form a Galerkin %nite element method. In Section 4, we derive some
error bounds for the interpolation of a function in this %nite element space and the approximate
solution on a conventional regular family triangular meshes. It is shown that the error of the %nite
element solution in the energy norm is bounded by O(h(1=2‖u‖2 + −1=2‖u‖1)). In Section 5, we
discuss the -uniform convergence of the method on locally condensed or anisotropic layer-%tted
meshes. It is shown that if the problem has only elliptic boundary layers and the mesh sizes near
the boundary layers are of order O(h|ln |), then the method is convergent uniformly in  with the
rate h1=2 + h|ln | when  is small.
2. The continuous problem
Consider stationary, linear, convection–di&usion problems of the form
−∇ · f + Gu=F in 	; (2.1)
f u= ∇u− au; (2.2)
u|@	=0; (2.3)
where 	 ⊂ R2, @	 is the boundary of 	 and  is a positive parameter. For simplicity, we assume
that @	 is polygonal.
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In what follows, Lp(S) denotes the space of p-integrable functions on an open and measurable
set S with norm ‖ · ‖0;p;S and Wm;p(	) the usual Sobolev space with norm ‖ · ‖m;p;S and the kth
order seminorm | · |k;p;S for any 16p¡∞, nonnegative integer m and 06 k6m. Obviously,
W 0;p(S)=Lp(S). When S =	, we omit the subscript in the above notation. Furthermore, we let
Hm(	) :=Wm;2(	), ‖ ·‖m := ‖ ·‖m;2;	 and | · |k := | · |k;2;	. The inner product on L2(	) or on (L2(	))2
is denoted by (·; ·). We put H 10 (	)= {v∈H 1(	): v|@	=0} and the set of functions, which together
with their up to and including m order derivatives are continuous on 	 (or I	) and is denoted by
Cm(	) (or Cm( I	)).
For the coe:cient functions we assume that
a∈ (C1( I	))2; a =(0; 0) in 	; G ∈L∞(	); F ∈L2(	): (2.4)
We also assume that a and G satisfy
1
2∇ · a + G¿ 0 a:e: in 	: (2.5)
We comment that many of the previous schemes are based on the assumption that the left-hand
side of (2.5) is bounded below by a positive constant. Our assumption (2.5) is more general and
realistic, because this covers the momentum equations in the incompressible Navier–Stokes equa-
tion system in which (2.5) becomes an equality. The variational problem corresponding to (2.1)–
(2.3) is
Problem 2.1. Find u∈H 10 (	) such that for all v∈H 10 (	)
A(u; v)= (F; v); (2.6)
where A(·; ·) is a bilinear form on (H 10 (	))2 de7ned by
A(u; v)= (∇u− au;∇v) + (Gu; v): (2.7)
Let ‖ · ‖ be the functional on H 10 (	) de%ned by
‖v‖= [(∇v;∇v) + ((12∇ · a + G)v; v)]1=2:
It is easy to see that ‖v‖ is a norm on H 10 (	) because of (2.5) and that (∇u;∇v) is a norm on
H 1(	) by the well-known PoincarKe–Friedrichs inequality. Then, for any v∈H 10 (	); it can be shown
(cf., for example, [13]) that
A(v; v)= (∇v;∇v) + ((12∇ · a + G)v; v)= ‖v‖2 : (2.8)
This implies that A(·; ·) is coercive on H 10 (	) and so, by the Lax–Milgram Lemma, Problem 2:1 has
a unique solution in H 10 (	).
The following theorem establishes the analytic behavior of the %rst and second derivatives of the
solution to Problem 2:1.
Theorem 2.1. Let (2:5) be satis7ed and let the solution u to Problem 2:1 satisfy u∈H 2(	). Then
we have
3=2‖u‖2 + 1=2‖u‖16C(‖F‖0 + ‖u‖0) (2.9)
for some positive constant C; independent of  and u.
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Proof. The proof of this theorem is similar to that of Lemma 1:18 of Chapter 3 in [18] in which
the left-hand side of (2.5) is assumed to be bounded below by a positive constant.
Let C be a generic positive constant, independent of u and . Choosing v= u in (2.6) and using
(2.8) and (2.5) we have
‖∇u‖206 ‖u‖2 =(F; u)6 ‖F‖0‖u‖0:
Taking square root on both sides and using the PoincarKe–Friedrich inequality we obtain
√
‖u‖16C
√
‖∇u‖06C‖F‖1=20 ‖u‖1=20 6C(‖F‖0 + ‖u‖0): (2.10)
Now, from (2.1), (2.2) and the above inequality we have
‖Lu‖06C(‖∇u‖0 + ‖u‖0 + ‖F‖0)
6C[−1=2(‖F‖0 + ‖u‖0) + ‖F‖0 + ‖u‖0]
6C−1=2(‖F‖0 + ‖u‖0):
Finally, (2.9) follows from this, (2.10) and the inequality
‖u‖26C(‖Lu‖0 + ‖u‖0)
(cf., [18, p. 186] or [11, Chapter I]).
We comment that this theorem implies that ‖u‖1 ∼ −1=2 and ‖u‖2 ∼ −3=2 since both ‖F‖0 and
‖u‖0 are bounded. These will be used later in our error analysis. In the rest of this paper, we assume
that u∈H 2(	) so that (2.9) is always satis%ed.
3. The Galerkin nite element formulation
A detailed discussion on the formulation of the %nite element space can be found in [24] and
here we just give a brief account of it.
Let Th denote a triangular mesh on 	 with each triangle t having diameter less than or equal to
h. The set of vertices of Th not on @	 is denoted by {xi}N1 . Corresponding to the partition Th, we
now construct a space Sh ⊂ H 10 (	) of dimension N using the basis functions {i}N1 de%ned below.
These basis functions that are motivated by the idea proposed by Sever [21] and a simpler case
that a is irrotational and piecewise constant (for the semiconductor device equations) is discussed
in [25].
Let t ∈Th be a triangle with vertices xi; xj and xk . For any point x∈ t we use lm (m= i; j; k) to
denote the segment connecting xm and x, and use em := (em;1; em;2) (m= i; j; k) to denote the unit
vector from xm to x (cf. Fig. 1). Now, for each m= i; j; k consider the following two-point boundary
value problem:
d
dem
(

dgi(z)
dem
− amgi(z)
)
=0; ∀z ∈ lm; (3.1)
gi(xm)= #im; g(x)=i(x); (3.2)
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Fig. 1. Notation associated with the triangle t.
where am= a(x) · em, #im denotes the Kronecker delta and i(x) is the nodal value of i to be
determined. Since am is constant on lm (with respect to z), we can solve (3.1) analytically to obtain
gi(z)=
{
−C1;m=am + C2;meamz=; am =0;
C1;mz + C2;m; am=0;
06 z6 |lm|; m= i; j; k;
where C1;m and C2;m are two constants to be determined and |lm| denotes the length of lm. Using
the boundary conditions in (3.2) we get
C1;m=

|lm|
[
B
(
am|lm|

)
i(x)− B
(
−am|lm|

)
#im
]
; m= i; j; k; (3.3)
where B(z) denotes the Bernoulli function de%ned by
B(z)=


z
ez − 1 ; z =0;
1; z=0:
(3.4)
It is clear that for each x∈ It and each m= i; j; k, C1;m is a constant approximation to the Pux
projection f · em along the segments lm (m=1; 2; 3). Thus, C1;m (m= i; j; k) determine one auxiliary
Pux associated with i(x). If we denote the Pux by pi : = (p1; i ; p2; i), then from (3.4) we de%ne the
following problem for i(x); pi;1(x) and pi;2(x):
Problem 3.1. Find i and pi =(pi;1; pi;2) such that for any x∈ It
D(x)


pi;1
pi;2
i

=


−B(−ai|li|=)
0
0

 ; (3.5)
where D(x) is a 3× 3 matrix de7ned by
D(x)=


|li|ei;1 |li|ei;2 −B(ai|li|=)
|lj|ej;1 |lj|ej;2 −B(aj|lj|=)
|lk |ei;1 |lk |ek;2 −B(ak |lk |=)

 : (3.6)
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Any solution to Problem 3:1 de%nes the point values of the function i and the auxiliary Pux pi
at x∈ It. Similarly, we can de%ne functions j and k associated with xj and xk , respectively. The
following theorem shows that Problem 3:1 is uniquely solvable for all x∈ It, and that i; j and k
form a system of local basis functions on t.
Theorem 3.1. Let t ∈Th. Then; for any x∈ It; there exists a unique solution to Problem 3:1.
Furthermore; we have
i(xi)= 1; i =0 ∀x∈ xjxk ; (3.7)
i + i + k =1; pi + pj + pk =− a ∀x∈ It; (3.8)
where xjxk denotes the edge of t connecting xj and xk .
Proof. For the proof of this theorem we refer to [24], Theorem 3.1.
It has been shown in [24] that i ∈C0( I	) ∩ H 10 (	). Also, when a≡ 0, the basis function i
reduces to the standard piecewise linear basis function. Furthermore, it can be shown that the basis
function i satis%es
06i(x)6 1; ∀x∈ It: (3.9)
A proof in the 3D case can be found in [3].
We comment that although (3.5) de%nes an auxiliary Pux pi, we do not, in general, have pi ≡
f i :=∇i−ai on a triangle t having xi as one vertex. Nevertheless, the following theorem shows
that pi(x)= f i(x) at the three vertices of t.
Theorem 3.2. For any triangle t having vertices xi; xj and xk ; let i and pi be the solution to (3:5)
and f i be the ;ux associated with i. Then we have
f i(xm)= pi(xm) for all m= i; j; k: (3.10)
Proof. We %rst prove the case that m= i in (3.10). For any x∈ t, we parametrize the half line
starting from xi passing though x by s so that s=0 corresponds to x= xi and s= |li| corresponds to
x= xi. Thus, the %rst equation in (3.5) can be rewritten as
pi(s) : = pi(s) · ei = s
[
B
(
ai(s)s

)
i(s)− B
(
−ai(s)s

)]
;
where ai(s)= a(s) · ei. We assume that ai =0, because if ai =0, then this equation reduces to a
simpler one. From this equation we get
(s)=
(ea(s)s= − 1)p(s)
a(s)=
− e
a(s)s= − 1
e−a(s)s= − 1 : (3.11)
In the above expression, we omitted the subscript i for notational brevity. Let w(s)= a(s)=. Di&er-
entiating both sides of the above with respect to s we get
′=
p
w
ews(w + w′s) + (ews − 1)wp
′ − w′p
w2
− (w + w′s)2− e
ws − e−ws
(e−ws − 1)2
=
p
w
ews(w + w′s) + (ews − 1)wp
′ − w′p
w2
− (w + w′s) e
ws − 1
e−ws − 1 :
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Thus, from (3.11) and the above equation we obtain
′ − w=
(
1 +
w′sews
w
)
p+ (ews − 1)wp
′ − w′p
w2
− w′s e
ws − 1
e−ws − 1 :
Taking s→ 0+ on both sides of the above gives
(′ − a)(0)=p(0); (3.12)
since
lim
s→0+
ews − 1
e−ws − 1 =− 1:
Note that (3.12) is in the parametric form. It is equivalent to
f i · ei(xi) ≡
(

di
dei
− a · eii
)
(xi)= p(xi) · ei :
Since ei is the direction from xi to any point x∈ t, (3.10) with m= i follows from the above
equality.
The proofs for the cases that m= j and k in (3.10) are the same as above, because the last
two equations in (3.5) are special cases of the %rst equation in (3.5) (with the last term in (3.11)
replaced by 0). Thus, we have proved the theorem.
We now put Sh=span{i}N1 . From the above discussion we see Sh ⊂ C0( I	) ∩ H 10 (	) and thus
Sh is a conforming %nite element space. Using this %nite element space Sh we de%ne the following
Bubnov–Galerkin problem.
Problem 3.2. Find uh ∈ Sh such that for all v∈ Sh
A(uh; vh)= (F; vh) (3.13)
with A(·; ·) the bilinear form on (H 10 (	))2 is de7ned by (2:7).
Because Sh ⊂ H 10 (	), from (2.8) we have
A(vh; vh)¿ ‖vh‖2 ; ∀vh ∈ Sh; (3.14)
i.e., A(·; ·) is coercive on Sh × Sh. Therefore, there exists a unique solution to Problem 3:2.
For the computation of the system matrix associated with this %nite element method and some
numerical results we refer to [24].
4. Error estimates on conventional meshes
In the previous section, we constructed a conforming %nite element space. Using that space a
Bubnov–Galerkin %nite element problem was formulated which is uniquely solvable. In this section,
we derive some error bounds for the solution to Problem 3:2. We %rst make the following assumptions
on the mesh Th:
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Assumption 4.1. There exists a constant +¿ 0 such that
max
t∈Th
ht
,t
6 +; 0¡h6 h0; (4.1)
where ht and ,t denote the diameters of t and the incircle of t, respectively, and h0 is a constant
smaller than the diameter of 	.
A mesh family {Th} satisfying this assumption is called a regular family of meshes.
Now we consider the interpolation accuracy of the space Sh. Unlike the standard piecewise linear
space, this space is based on a constant approximation to the Pux of a given function on any segment
in an element, and yields an exponential approximation to the function on the element. The following
theorem gives error bounds for the Sh-interpolant and its associated Pux of a smooth function.
Theorem 4.1. Let wI be the Sh-interpolant of a su<ciently smooth function w. If Assumption 4:1
is ful7lled; then there exist positive constants C1 and C2; independent of ; h and w; such that; for
any t ∈Th;
‖ f w − f wI‖0; t6C1ht[| f w|1; t + (h|w|1; t + ‖w‖0;∞; t)|a|1; t]; (4.2)
‖w − wI‖0; t6C2ht max
{
ht

; 1
}
(| f w|1; t + ‖w‖0;∞; t|a|1; t); (4.3)
where ht denotes the diameter of t and f w is as de7ned in (2:2).
Proof. Let C¿ 0 be a generic constant, independent of ; h and w, and for any t ∈Th, let Ia denote
the average of a on t with vertices xi; xj and xk . In the following proof, we use the notation de%ned
in the previous section (cf. Fig. 1).
For any su:ciently smooth function w, we %rst show that the mapping
(∇w − Iaw) → (∇wI − IawI) preserves constants: (4.4)
In fact, if ∇w− Iaw=(d1; d2) with constants d1 and d2, then we have that (d1; d2) and w(x) satisfy
(∇w − Iaw) · em=(d1; d2) · em
for m= i; j; k. Since both Ia and (d1; d2) are constants, we can solve this analytically to get
(d1; d2) · em= |lm|
[
B
(
am|lm|

)
w(x)− B
(
−am|lm|

)
w(xm)
]
for all x∈ lm and m= i; j; k. From this we have
D(x)


d1
d2
w(x)

=


−B(−ai|li|=)w(xi)
−B(−aj|lj|=)w(xj)
−B(−ak |lk |=)w(xk)

 ; (4.5)
where B(·) is the Bernoulli function de%ned in (3.4) and D(x) is the matrix de%ned in (3.6). This
linear system shows that w∈ Sh, and thus the mapping
(∇w − Iaw) → pI preserves constants; (4.6)
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where pI denotes the auxiliary Pux associated with w determined by (4.5). From Theorem 3.2 we
observe that (4.4) holds. Therefore, using a standard argument (cf., for example, [9, Theorem 3:1:4])
we have that
‖(∇w − Iaw)− (∇wI − IawI)‖0; t6Cht|∇w − Iaw|1; t
6Cht(| f w|1; t + |w(a − Ia)|1; t)
6Cht(| f w|1; t + (ht|w|1; t + ‖w‖0;∞; t)|a|1; t);
since Ia is the average of a on t. From this and the triangle inequality we obtain
‖ f w − f wI‖0; t6 ‖(∇w − Iaw)− (∇wI − IawI)‖0; t + ‖(a − Ia)w‖0; t + ‖(a − Ia)wI‖0; t
6Cht(| f w|1; t + (ht|w|1; t + ‖w‖0;∞; t)|a|1; t) + Cht|a|1; t‖w‖0;∞; t ;
because of (3.9). Thus, (4.2) follows from this.
We now show (4.3). For any x∈ It, from Fig. 1 we know that at least one of am := a(x) ·
em (m= i; j; k) is nonpositive. Without loss of generality, we assume that ai = a(x) · ei6 0. Now,
from the construction of Sh we have

dE(y)
dei
− aiE(y)= [( f w(y)− pI) + (a(y)− a(x))w(y)] · ei ; ∀y∈ li;
E(xi)= 0;
where E=w−wI and pI is the auxiliary Pux obtained from (3.5). (Recall that pI is constant on li.)
If we parametrize the line starting from xi passing through x, then the solution of the above initial
value problem at y= x is
E(x)=
eai|li|=

[∫ |li|
0
[
( f w(s)− pI) + (a(s)− a(x))w(s)
] · eie−ais= ds+ K
]
;
where K is a constant to be determined. Since E(xi)= 0, we have K =0. Using the mean value
theorem we have
|E(x)|6 e
ai|li|=

[|( f w(2)− pI) · ei|+ |(a(2)− a(x)) · eiw(2)|]
∫ |li|
0
e−ais= ds
6
eai|li|=

[|( f w(2)− pI) · ei|+ |(a(2)− a(x)) · ei‖w‖0;∞; t]

ai
(1− e−ai|li|=)
= [|( f w(2)− pI) · ei|+ |(a(2)− a(x)) · ei| ‖w‖0;∞; t]
eai|li|= − 1
ai
=
ht

[|( f w(2)− pI) · ei|+ |(a(2)− a(x)) · ei| ‖w‖0;∞; t]B−1
(
ai|li|

)
; (4.7)
where 2= 2(x) is a point on li and B(z) is the Bernoulli function de%ned by (3.4). Since ai6 0
and B(z) is continuous with B(0)= 1, we have that
ht

B−1
(
ai|li|

)
6Cmax
{
ht

; 1
}
: (4.8)
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Note that f w(2) and a(2) are constant approximations to f w and a on li, respectively, both preserving
constants. Thus, from (4.7) and (4.8) we obtain
‖E‖0; t6Cmax
{
ht

; 1
}
(‖ f w − pI‖0; t + ht‖w‖0;∞; t|a|1; t)
6Cmax
{
ht

; 1
}
(‖(∇w − Iaw)− pI‖0; t + ‖(a − Ia)w‖0; t + ht|a|1; t‖w‖0;∞; t);
where Ia is the average of a de%ned above. Finally, using (4.6) and the above inequality we have
(4.3).
The error bound for the solution to Problem 3:2 is contained in the following theorem.
Theorem 4.2. Let u and uh be the solutions to Problems 2:1 and 3:1; respectively. If Assumption 4:1
is ful7lled; then there exists a constant C¿ 0; independent of ; h and u; such that
‖u− uh‖6 Ch√ [‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖∞)|a|1]: (4.9)
Proof. Let C be a generic positive constant, independent of , h and u, and let uI ∈ Sh be the
Sh-interpolant of u. From (2.6) and (3.13) we have
A(uh; vh)=A(u; vh); ∀vh ∈ Sh:
Subtracting A(uI ; vh) from both sides of this equality we obtain, for any vh ∈ Sh,
A(uh − uI ; vh) = A(u− uI ; vh)
= ( f u − f uI ;∇vh) + (G(u− uI); vh)
6
∑
t∈Th
[‖ f u − f uI‖0; t‖∇vh‖0; t + ‖G‖0; t;∞‖u− uI‖0; t‖vh‖0; t]
6C
∑
t∈Th
ht
[
(| f u|1; t + (ht|u|1; t + ‖u‖0;∞; t)|a|1; t)‖∇vh‖0; t
+ max
{
1;
ht

}
(| f u|1; t + ‖u‖0;∞; t|a|1; t)‖vh‖0; t
]
6
Ch√

(| f u|1 + (h|u|1 + ‖u‖0;∞)|a|1)‖vh‖ (4.10)
+
Ch2

(| f u|1 + ‖u‖0;∞|a|1)‖vh‖0: (4.11)
In the above, we used (4.2), (4.3) and the Cauchy–Schwarz inequality. Also, in the last step of
the above, the term Cht(| f u|1; t + ‖u‖0;∞; t|a|1; t)‖vh‖0; t was absorbed by the %rst term, because
‖v‖0; t6C‖∇v‖0; t . Let vh= uh − uI and note that ‖uI‖0 and ‖uh‖0 are bounded above by a positive
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constant. We obtain from (3.14) and the above inequality
‖uh − uI‖26
Ch√

(| f u|1 + (h|u|1 + ‖u‖0;∞)|a|1)‖uh − uI‖ + C
h2

(| f u|1 + ‖u‖0;∞|a|1): (4.12)
Note that
| f u|1 = |∇u− au|16C(‖u‖2 + ‖u‖1):
Thus, from this and (4.12) we have
‖uh − uI‖26C(‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1)
(
h2

+
h√

‖uh − uI‖
)
: (4.13)
This is of the form
y26 c + dy
with positive constants c and d. The above can be rewritten as(
y − d
2
)2
6 c +
d2
4
and thus
y6
(
c +
d2
4
)1=2
+
d
2
6 c1=2 + d: (4.14)
Applying this to (4.13) gives
‖uh − uI‖6 Ch√ [(‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1)
+ (‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1)1=2]:
When  is small, from Theorem 2.1 we have that
(‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1)1=26 (‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1):
Therefore, we have
‖uh − uI‖6 Ch√ (‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1): (4.15)
Analogous to the derivation of the above inequality, we have from (2.7), (2.8), (4.2) and (4.3)
‖u− uI‖2 = A(u− uI ; u− uI)
6
Ch√

[‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1]
(
h√

+ ‖u− uI‖
)
and so
‖u− uI‖6 Ch√ [‖u‖2 + ‖u‖1 + (h|u|1 + ‖u‖0;∞)|a|1]:
Therefore (4.9) follows from the above equation, (4.15) and the triangle inequality.
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Remark. Error estimates for most of the previous triangular %nite elements (cf., for example, [2])
for Problem 2:1 are of the order O(h‖u‖2=
√
) or of the order O(h‖u‖2) if Th is specially aligned
(i.e., each edge of Th is parallel to the x-axis, the y-axis or the line y= x). (For an extensive review
of these results we refer to Chapter 3, Section 3 of [18].) The error bound in (4.9) is dominated
by h(
√
‖u‖2 + −1=2‖u‖1). From Theorem 2.1 we know that ‖u‖2 =O(−3=2) and ‖u‖1 =O(−1=2).
Thus, the accuracy for our method is of O(h=) order while the previous methods have an accuracy
of O(h=2) or O(h=3=2) if Th is specially aligned. This is because our method is based on the
exponentially %tted basis functions while most of the others are based on conventional piecewise
linear basis functions. Estimate (4.9) does not imply that the method is -uniformly convergent.
However, since on a triangle t near a boundary layer the local error in the local energy norm is
essentially bounded by O(ht=), we may re%ne t to control the local error. This is discussed in the
next section.
5. Convergence on anisotropic layer-tted meshes
We now consider, the uniform convergence of the method on locally condensed or anisotropic
layer-%tted meshes. For simplicity, we assume that 	=(0; 1)× (0; 1) and that the two components
a(1) and a(2) of a are bounded above and below by positive constants c1; c2¿ 0, i.e.,
0¡c16 a(1)(x); a(2)(x)6 c2; ∀x∈ I	: (5.1)
In this case, Problem 2:1 has two elliptic (or regular) boundary layers along the boundary segments
x=1 and y=1.
We now divide 	 into four rectangular subregions, 	1; 	2; 	3 and 	4, de%ned by
	1 = (0; 1− 41)× (0; 1− 42); 	2 = (1− 41; 1)× (0; 1− 42);
	3 = (0; 1− 41)× (1− 42; 1); 	4 = (1− 41; 1)× (1− 42; 1);
where 41 and 42 are two positive constants satisfying 41; 42 ∈ (0; 1). The parameters 41 and 42 are
chosen in such a way that the boundary layers are completely covered by I	2 ∪ I	3 ∪ I	4. One choice
is
41 = 42 =
K
c1
 ln
1

; (5.2)
where K¿ 2 is a constant and c1 is the lower bound in (5.1) (cf., for example, [22]).
Now we consider triangulation of 	. The regions I	1 and I	2∪ I	3∪ I	4 are triangulated separately.
We assume that the triangulation of 	1 with mesh parameter h satis%es (4.1). To triangulate the
L-shaped region I	2 ∪ I	3 ∪ I	4, we %rst divide it into rectangles using lines parallel or perpendicular
to one of the axes. Note that, in this partition, the y-coordinates of the latitude lines in 	2 and the
x-coordinates of the longitude lines in 	3 are determined by the mesh nodes of the triangulation for
	1 on the boundary segments I	1 ∩ I	2 and I	1 ∩ I	3. Each of the rectangles is then divided into two
triangles by connecting the diagonal from SW to NE. The triangulations for 	1 and I	2 ∪ I	3 ∪ I	4
form Th on 	. This global triangulation satis%es that on 	1 it is regular, on 	2 and 	3 it contains
long, thin right-angled triangles and on 	4 it is also regular. A typical case is depicted in Fig. 2.
Because the width 41 of I	2 ∪ I	4 is de%ned in (5.2), the projection of the diameter of any triangle
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Fig. 2. A typical anisotropic layer-%tted mesh.
in I	2 ∪ I	4 onto the x-direction is smaller than 41. The actual mesh size for this projection will be
given later. Similarly, the projections of the diameters of triangles in I	3 ∪ I	4 are smaller than 42.
Let u and uh be, respectively, the solutions to Problems 2:1 and 3:2, and let uI be the Sh-interpolant
of u. In the rest of the paper, we assume that
‖u‖m;	16 4; m=0; 1; 2 (5.3)
for some positive constant 4, independent of ; h and u. This assumption is intuitively true as 	1
is away from the boundary layers of width O( ln 1=). Su:cient conditions for (5.1) can be found,
for example, in [10,23]. In 	1, we also assume that
‖uI‖1;	1 ; ‖uh‖1;	16 4: (5.4)
Furthermore, we assume that all %rst and second directional derivatives in the directions parallel to
the boundary layers are uniformly bounded in 	2 and 	3, i.e.,
‖uy‖0;∞;	2 ; ‖uyy‖0;∞;	26 4; (5.5)
‖ux‖0;∞;	3 ; ‖uxx‖0;∞;	36 4: (5.6)
Again, su:cient conditions for these are discussed in several existing papers such as [10,23]. Glob-
ally, we assume that
‖u‖∞; ‖uI‖∞; ‖uh‖∞6 4: (5.7)
Before further discussion, we %rst make the following assumption.
Assumption 5.1. Assume that there exists a constant +¿ 0, independent of u; h and , such that
+6
(u− uI)y − a(2)(u− uI)
(u− uI)x − a(1)(u− uI) in 	2 and +6
(u− uI)x − a(1)(u− uI)
(u− uI)y − a(2)(u− uI) in 	3;
where u denotes the solution to Problem 2:1 and uI is the Sh-interpolant of u.
This assumption shows that the error in the Pux is not parallel to the boundary segments when
restricted in the regions 	2 and 	3. The assumption is realistic because of (5.1) and that, by the
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theoretical results from Chapter 12 of [15], the %rst term does not dominate the second term in each
of the numerators and denominators in the above when  is small. In fact, each term in the above
inequalities is bounded by C−1. Before the discussion of error bounds we %rst prove the following
lemma.
Lemma 5.1. Let (5:1) hold. If  and h are su<ciently small; then there exists a constant ,¿ 0;
independent of h and ; such that for any t ∈Th;2 ∪ Th;3 ∪ Th;4 with vertices xi; xj and xk ;
a · em6− , (5.8)
for at least one of m= i; j; k.
Proof. From the construction of Th;l; i=2; 3; 4 we know that the edges of Th; i; i=2; 3; 4 are either
parallel or almost parallel (with an angle ¡O()) to one of the axes, or parallel to the vector
(1; 1). Since a is bounded by (5.1), the angle of a varies between tan−1 c1=c2 and tan−1 c2=c1. For
l; m= i; j; k, we let em;l denote the unit vector from xl to xm. Then,
|a · ej; k | = |a‖ cos“(a; ej; k)|
¿ c1 min
{
cos
(
tan−1
c2
c1
− O()
)
; cos
(
5
2
− tan−1 c1
c2
+ O()
)}
¿
1
2
c1
c1√
c21 + c
2
2
=: c0 (5.9)
provided that  is su:ciently small. The bounds for the terms |a · ei; j| and |a · ek; i| are similar.
Now, for any x inside t, from Fig. 1 we know that at least one of am ≡ a(x) · em (m= i; j; k)
is nonpositive. We need to show that at least one am¡ − , for a positive constant ,. Let us
assume that ai ¿ 0 at x. Then the extreme case is that one of ej and ek is perpendicular to a, say ek .
x
x
i j
k
i j
x
a
x
ee
ek
αα
β
 θ
ξ
Fig. 3. A typical situation that ai ¿ 0 and ak =0. Note that 6= 7− 8.
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In this case, ej should not be perpendicular to a. Otherwise, x is on the edge xjxk and a⊥xjxk ,
violating (5.9). Therefore, x has to be away from xjxk . A typical case is depicted in Fig. 3. From
this %gure and (5.9) we have
|aj| = |a(x) · ej|¿ |a(x)| cos 6
= |a(x)| cos(7− 8)¿ |a(x)‖cos 7|
¿ (|a(2) · ej; k | − O(h))¿Cc0 = : ,
when h is su:ciently small. This gives (5.8) since aj ¡ 0.
We now discuss the interpolation errors of the %nite element space. The error bounds for the %nite
element space on 	1 are given in Theorem 4.1, and the error bounds on a triangle t not in 	1 are
contained in the following theorem.
Theorem 5.1. Let Assumption 5:1 be ful7lled. Then; there exist some C¿ 0; independent of ; h
and u; such that; for any triangle t ⊂ I	2 ∪ I	3 ∪ I	4;
‖ f u − f uI‖0; t6C[h(1)t ‖f(1)u;x‖0; t +min{h(1)t ; h(2)t }(‖f(2)u;x‖0; t + ‖f(1)u;y‖0; t) + h(2)t ‖f(2)u;y‖0; t]; (5.10)
‖u− uI‖0; t6C[h(1)t ‖f(1)u;x‖0; t +min{h(1)t ; h(2)t }(‖f(2)u;x‖0; t + ‖f(1)u;y‖0; t) + h(2)t ‖f(2)u;y‖0; t
+ ht|a|1; t‖u‖0;∞; t]; (5.11)
where ht denotes the diameter of t; h
(1)
t and h
(2)
t are the projections of ht onto x and y axes;
respectively; and
f(1)u;x = uxx − a(1)ux; f(2)u;x = uxy − a(2)ux;
f(1)u;y = uxy − a(1)uy; f(2)u;y = uyy − a(2)uy:
Proof. We %rst consider the interpolation error in 	2. For any t ⊂ I	2 with vertices xi; xj and xk ,
from the construction of the %nite element space we observe that f uI ·em is a constant approximation
to f u · em for m= i; j; k. Let em=(e(1)m ; e(2)m ). Then, by a standard argument we have, for m= i; j; k,
|( f u − f uI ) · em|6C|lm|
∣∣∣∣d( f u · em)dem
∣∣∣∣
= C|lm‖(e(1)m )2f(1)u;x + e(1)m e(2)m (f(1)u;y + f(2)u;x) + f(2)u;y(e(2)m )2|
6C[h(1)t |f(1)u;x|+min{h(1)t ; h(2)t }(|f(1)u;y|+ |f(2)u;x|) + h(2)t |f(2)u;x|]; (5.12)
where h(1)t and h
(2)
t are the projections of ht onto the x- and y-axis, respectively. From the construction
of the mesh in 	2 we note that t is a long, thin right-angled triangle. Thus, at least one of ei ; ej
and ek is almost parallel to the y-axis (with an angle of order O(=h)). From Assumption 5:1 we
observe that the angle between f u − f uI and the x-axis is bounded below by a positive constant.
Therefore, from the above inequality we have
|( f u − f uI )|6C[h(1)t |f(1)u;x|+min{h(1)t ; h(2)t }(|f(1)u;y|+ |f(2)u;x|) + h(2)t |f(2)u;x|]
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and thus,
‖( f u − f uI )‖t;06C[h(1)t ‖f(1)u;x‖t;0 + min{h(1)t ; h(2)t }(‖f(1)u;y‖t;0 + ‖f(2)u;x‖t;0) + h(2)t ‖f(2)u;x‖t;0]:
(5.13)
Similarly, it is easy to show that (5.13) also holds when t ⊂ I	3 and t ⊂ I	4.
We now prove (5.11). Again, we assume that t ∈	2. The cases t ⊂ 	3 and t ⊂ 	4 are similar to
that of t ∈	2. Let E= u− uI . Similar to the derivation of (4.7), we have
|E(x)|6 [|( f u(2)− f uI ) · em|+ |(a(2)− a(x)) · em‖|u− uI‖0;∞; t]
eam|lm|= − 1
am
for m= i; j; k. From Lemma 5.1 we have that (5.8) is satis%ed for at least one of i; j and k. Without
loss of generality, we assume that m= i satis%es (5.8), and so
eam|lm|= − 1
am
6
1
|ai|6
1
,
:
Thus, using (4.8) and estimate (5.12) we obtain
‖E‖0; t6C[h(1)t ‖f(1)u;x‖t;0 + min{h(1)t ; h(2)t }(‖f(1)u;y‖t;0 + |f(2)u;x‖t;0) + h(2)t ‖f(2)u;x‖t;0
+ ht|a|1; t‖w‖0;∞; t]:
This completes the proof.
Using Theorem 5.1 we have the following estimate for the error in the %nite element solution to
Problem 2:1.
Theorem 5.2. Let u and uh be the solutions to Problems 2:1 and 3:1; respectively; and let 	i; i=
1; 2; 3; 4; be the subregions of 	 de7ned above such that (5:3)–(5:6) hold. If Assumption 5:1
is ful7lled; then; for the triangulation Th of R de7ned above such that ht6 h for all t ⊂ I	1;
h(1)t =O(h ln 1=) for all t ⊂ I	2 ∪ I	4 and h(2)t =O(h ln 1=) for all t ⊂ I	3 ∪ I	4; we have
‖u− uh‖6C(h1=2 + h|ln |) (5.14)
for a positive constant C; independent of ; h and u.
Proof. The proof of this theorem is similar to that of Theorem 4.2. Let uI be the Sh-interpolant of
u and C be a generic positive constant, independent of ; h and u. We also let Th; i be the set of
triangles in 	i for i=1; 2; 3; 4. From the proof of (4.11) we have, for any vh ∈ Sh,
A(uh − uI ; vh) = A(u− uI ; vh)
= ( f u − f uI ;∇vh) + (G(u− uI); vh)
6
4∑
j=1
∑
t∈Th; j
[‖ f u − f uI‖0; t‖∇vh‖0; t + ‖G‖0; t‖u− uI‖0; t‖vh‖0; t]
=:
4∑
j=1
Ij: (5.15)
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Using Theorem 4.1, (5.4) and (5.7) we have
I16C
∑
t∈Th;1
ht[‖∇vh‖0; t + ‖vh‖0; t]
6Ch‖vh‖1;	1
6Ch (5.16)
if vh= uh − uI .
We now consider I2. Using Theorem 5.1 and noting that ‖u‖0; t6C‖∇u‖0; t we have
I26C
∑
t∈Th;2
[
h(1)t ‖f(1)u;x‖0; t +min{h(1)t ; h(2)t }(‖f(2)u;x‖0; t + ‖f(1)u;y‖0; t)
+ h(2)t ‖f(2)u;y‖0; t + ht‖u‖0;∞; t|a|1; t
]
‖∇vh‖0; t
6C
[
 ln
1

h| f u|1;	2 + h(‖uyy‖0;	2 + ‖uy‖0;	2) + h‖u‖0;∞; t|a|1; t
]
‖∇vh‖0;	2
6C
[
 ln
1

h(‖u‖2;	2 + ‖u‖1;	2 + 1) + h(‖uyy‖0;	2 + ‖uy‖0;	2)
+ h‖u‖0;∞; t|a|1; t
]
‖∇vh‖0;	2 ;
where we have used the assumption that h(1)t 6Ch ln 1= in 	2. Using (5.5), (5.7) and (2.4) we
obtain from the above
I26C[h(‖u‖2 + ‖u‖1;	2 + 1) + h|	2|1=2]‖∇vh‖0; t
6Ch
[√
 ln
1

(‖u‖2 + ‖u‖1;	2 + 1) + ln1=2
1

]
‖vh‖
6Ch ln
1

‖vh‖: (5.17)
In the last step of the above we used Theorem 2.1, (5.7) and the fact that |	2|=O( ln 1=). By
symmetry of the problem and the assumption that h(2)t 6Ch ln 1= in 	3 we can show that
I36Ch ln
1

‖vh‖: (5.18)
Note that for any t ⊂ I	4, ht =O(h ln 1=), and that the mesh is quasi-uniform in 	4. Using the
same argument as that for I1 we have
I46Ch ln
1

[| f u|1;	4 + (h|u|1;	4 + ‖u‖0;∞;	4 |a|1;	4)] ‖∇vh‖0;	4
6Ch
√
 ln
1

(‖u‖2;	4 + ‖u‖1;	4 + 1)‖vh‖
6Ch ln
1

‖vh‖: (5.19)
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In the last step of the above we used Theorem 2.1. Substituting (5.16)–(5.19) into (5:15) and
choosing vh= uh − uI we obtain
‖uh − uI‖26C
(
h+ h ln
1

‖uh − uI‖
)
:
Applying (4.14) to this inequality we have
‖uh − uI‖6Ch1=2(1 + h1=2|ln |): (5.20)
Using the same argument as the one for (5.20) we can show that
‖u− uI‖2 =A(u− uI ; u− uI)6C(h+ h‖u− uI‖);
and so
‖u− uI‖6Ch1=2(1 + h1=2|ln |):
Combining this and (5.20) and using the triangle inequality we obtain (5.14).
Remark 5.1. Most of the previous work on uniform convergence need the condition
1
2∇ · a + G¿!¿ 0
(cf., for example, [17,19,12]). This condition is not practical. For example, the momentum equation
in the stationary incompressible Navier–Stokes equation system does not satisfy this condition. In
the present paper, this condition is relaxed.
Remark 5.2. Let us summarize the signi%cant contributions in this paper. Section 4 derives the error
bounds
‖u− uh‖=O
(
h

)
(5.21)
for regular triangulation with the maximal boundary length h. Denote =O(h6); 6¿ 0. Then, when
¿C
√
h with a positive number C, Theorem 4.2 o&ers the -uniform convergence rate
‖u− uh‖=O(h1=2):
However, when 6Ch6 with 6¿ 12 , we have to adopt the re%ned triangulation near the boundary
layers. We employ the anisotropic meshes to 2D model of the singularly perturbed convection–
di&usion equation, and choose very narrow right triangles. The %nal error bound is
‖u− uh‖=O(h1=2[1 + h1=2|ln |]) (5.22)
which is almost free from . In fact, it is easy to see that the above error bound is independent of 
if h1=2|ln |6C, or ¿ e−C=h1=2 with some positive constants C. For a moderate choice that h= 140
and C =5, we have that ¿ 1:85 · 10−14 which probably covers the range of  in most practical
problems.
Now let us count the number of triangles used in the triangulation Th. In 	1, the number of
regular and quasi-uniform triangles is M1 =O(1=h2), where h is the maximal boundary length in 	1.
In 	2 and 	3, we apply the layer-%tted meshes only to one direction in the range [1−O(|ln |); 1]
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with the step length O(h|ln |). Therefore, the division numbers along the two axes are of orders
O(1=h) and O(|ln |=|ln |h)=O(1=h), respectively. Then, the numbers of the total triangles in 	2
and 	3 are M2 =M3 =O(1=h2). In 	4, i.e., [1−O(|ln |)]× [1−O(|ln |)], the number of regular,
re%ned triangles is M4 =O((1=h)2)=O(1=h2): Consequently, the total number of triangles in Th is
Mtol =M1 +M2 +M3 +M4 =O
(
1
h2
)
+O
(
1
h2
)
+O
(
1
h2
)
+O
(
1
h2
)
=O
(
1
h2
)
:
Note that the number of triangles in 	2, 	3 and 	4 is of the same order as that of the triangles in 	1.
Hence, the CPU time cost for 	2, 	3 and 	4 does not dominate the total CPU time. Consequently,
Eq. (5.22) guarantees the almost -uniform convergence with the rate O(
√
h).
In [4], BabuSska and Aziz used similar narrow triangles, whose maximal interior angles have the
upper bounds 5 − #, where #(¿ 0) is independent of h, and proved the validation of very narrow
partition to the FEM using piecewise linear interpolation. In this paper, the narrow right triangles are
employed to the FEM using di&erent interpolants constructed by ODE solutions, and the validation
of using this narrow re%nement partition has also been derived.
6. Conclusion
In this paper, we presented and analyzed an exponentially %tted %nite element method with trian-
gular elements for a singularly perturbed convection–di&usion equation. The method is based on a
set of novel piecewise exponential basis functions. Some error estimates for the Sh-interpolant of a
smooth function and the %nite element solution were derived and it was shown that the error in the
%nite element solution in the energy norm is of order O(h(1=2‖u‖2 + −1=2‖u‖1)). We also showed
that, in the case that anisotropic layer-%tted meshes are used, the method converges almost uniformly
in  to the exact solution in the energy norm at the rate of h1=2 + h|ln |.
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