The play operator minimalizes the total variation on intervals [0, T ], T > 0, of functions approximating uniformly given regulated function with given accuracy and starting from a given point. In this article we link the play operator with so called truncated variation functionals, introduced recently by the second-named author, and provide a semi-explicit expression for the play operator in terms of these functionals. Generalisation for time-dependent boundaries is also considered. This gives the best possible lower bounds for the total variation of the outputs of the play operator and its Jordan-like decomposition.
Introduction
The so called play operator is an important non-linear operator encountered in mathematical models of hysteresis [1] , [6] . It also appears in the models on optimal hedging of options with transaction costs [19] , [20] , [21] . The intuition leading to the play operator may be stated as follows: for a given input function we look for an output function, starting value of which is given and we do no change its value as long as the difference between input and output stays within a given boundary region. Several definitions of the play operator are possible, depending on the regularity of the input, the space in which the input and output attain their values and the boundary conditions (characteristics) [10] , [16] , [4] , [5] . It may be defined for sufficiently regular inputs and boundary conditions (characteristics) e.g. with the Young or Kurzweil integral formalism [10] , [3] . In [3] one finds the following definition of the play operator. Let X be a Hilbert space with inner product ·, · and Z a (not necessarily bounded) convex, closed subset of X, containing a ball with the center at 0 and with radius r > 0. For a given initial condition x 0 ∈ Z and an input function u : [a; b] → X, which is càglàd, i.e. left-continuous with right limits, we look for a càglàd, bounded variation solution ξ : [a; b] → X of the following problem (P) :
1. u (t) − ξ (t) ∈ Z for every t ∈ The integral (K) is understood as the Kurzweil integral and a regulated function is a function with right and left limits. The problem (P) admits a unique solution ξ, which is interpreted as the output of the play operator with the input u.
The play operator may be also defined for time-dependent characteristics (which we will call sometimes boundary conditions or boundaries) [4] , [8] or for more general inputs, like L ∞ ([a; b]) or even Lebesgue measurable functions [9] , [5] , where the Kurzweil integral formalism can not be applied in a straightforward way.
In this article we will restrict to one-dimensional regulated inputs and regulated, time-dependent characteristics. Possible applications are encountered in real industry problems. For example, in [21] we find the following description of a hedging strategy for a European call option with transaction costs: "the numerical calculations show that the optimal hedge ratio ∆ is constrained to evolve between two boundaries, ∆ l and ∆ u , such that ∆ l < ∆ u . As long as the hedge lies within these two boundaries, ∆ l ≤ ∆ ≤ ∆ u , no rebalancing of the hedging portfolio takes place. That is why the region between the two boundaries is commonly denoted as the 'no transaction region'. As soon as the hedge ratio goes out of the no transaction region, a rebalancing occurs in order to bring the hedge to the nearest boundary of the no transaction region."
In this article we link the play operator with functionals called truncated variation and α, β−truncated variation. This link stems from the so called laziness principle of the play operator. Truncated variation functionals give the greatest lower bound for the total variation of any function ξ such that the difference between ξ and a given function u lies between α and β, and may be applied for general regulated inputs and characteristics α ≤ β such that the output has locally bounded variation. It seems that α, β−truncated variation formalism lies in between the Kurzweil (cf. [8] ) or the Lebesgue-Stieltjes integral formalism (cf. [17] ) and the standard approximation arguments, for more general inputs and boundaries. This does not extend much the definition of the play operator beyond the results of [8, Corollary 2.3] but it gives better insight when the output has locally bounded variation. Moreover, it gives (the best possible) lower bounds of the total variation of the output and its Jordan-like decomposition.
In [12] , the best possible lower bound of the total variation of the output of the play operator for a càdlàg (right-continuous with left limits) input and constant, symmetric boundaries was given. The estimates of the total variation of the output of the play operator with constant, symmetric boundaries are now known for broad range of inputs with finite p−variation or being typical paths of stochastic processes, like Brownian motion, diffusions or continuous semimartingales ( [18] , [13] , [14] ). In [15] the author presents a very interesting tree-approach to describe excursions of càdlàg stochastic processes above their global minimums. The results of [15] may be applied to obtain estimates of the total variation of the output of the play operator for inputs being typical paths of fractional Brownian motions and Lévy processes. We briefly report on the mentioned estimates in Subsection 2.2.
Simultaneously to presenting the play operator, we also report on a very similar notion of the Skorohod map and its extensions, acting on the set of càdlàg functions.
Let us comment on the organisation of the paper. In the next section we define play operator for any regulated input and constant, symmetric boundaries, and present its relation with truncated variation. In the third section we extend this definition to the case with time-dependent boundaries and finite variation output, and relate it to the α, β− truncated variation. The last section is devoted to the definition of the play operator for any regulated function and regulated characteristics. In the Appendix we present the proof of the main Theorem 8.
2 The play operator and the Skorohod problem with constant, symmetric boundaries
As it was mentioned in the introduction, there exist several definitions of the play operator, depending on the regularity of the input, the space in which the input and output attain their values, and its characteristics. In this section we will consider the play operator acting on one-dimensional regulated inputs with constant, symmetric characteristics (boundaries) −c/2, c/2 where c > 0. We start with necessary definitions and notation. Let ψ : [0; +∞) → R. By T V (ψ, [a; b]) we denote the total variation of the function ψ on the interval
We also define positive and negative variations of the function ψ on the interval [a; b] , U T V (ψ, [a; b]) and DT V (ψ, [a; b]) respectively, with the following formulas
where (x) + = max {x, 0} . If T V (ψ, [a; b]) < +∞ for any 0 ≤ a < b < +∞ we will call ψ a function with locally bounded variation. For such ψ we have that ψ is a regulated function, i.e. it has left and right limits (with the convention that the left limit at 0, ψ (0−) , equals ψ (0)), and we have the following Jordan decomposition
Let a ∈ R. By G[a; +∞) we will denote the set of real-valued regulated functions, defined on the interval [a; +∞), by BV [a; +∞) we will denote the subspace of G[a; +∞) consisting of functions of locally bounded variation and by D[a; +∞) we will denote the subspace of G[a; +∞) consisting of càdlàg functions, i.e. right-continuous functions with left limits. 
The map
will be called the play operator and it will be denoted ξ = p c/2 ξ 0 , u .
The above definition stems from the laziness principle of the play operator, firstly observed by V. Chernorutskii for continuous inputs, namely that it associates with each function u the function starting from ξ 0 and of minimal total variation within the c/2−neighborhood of u in each subinterval [0; t] , t > 0 of [0; +∞) (cf. [7, Corollary 1.5] ). The correctness of this definition is guaranted by Corollary 12. The operator defined in Corollary 12 satisfies the conditions of Definition 1, moreover, we will see that this operator may be expressed as 
0 are related to the truncated variation, upward truncated variation and downward truncated variation which, for a given c > 0, 0 ≤ a < b < +∞ and ψ : [0; +∞) → R are defined with the formulas 
Thus, for any measurable function Φ with
( denotes here the Lebesgue-Stieltjes integral). From condition (2) of the Skorohod problem we get that dξ u and dξ l are mutually singular measures and equality in (2.7) holds for Φ = 2φ/c, indeed
On the other hand,
Estimates of the total variation of the output
For every c, t > 0 and every regulated input u, the output of the play operator with constant, symmetric boundaries −c/2, c/2 has locally finite total variation which, due to estimates (2.4) and (2.6), is comparable for small cs with T V c (u, [0; t]) . On the other hand, as c ↓ 0, its variation tends to the total variation of the input. The natural question arises, what is the rate of the convergence of T V c (u, [0; t]) to +∞, when T V (u, [0; t]) = +∞. A partial answer to this question was given by [18, Theorem 17] . In [18] , for p ≥ 1 and T > 0 the following classes are defined: V p is the class of functions ψ : [0; T ] → R with finite p−variation
and U p is the class of such functions ψ that lim sup c↓0 c
is greater than 0 but finite. In [18] it was shown that for any p ≥ 1 and δ > 0 we have inclusions V p ⊂ U p ⊂ V p+δ and for p > 1 these inclusions are strict.
In [18] it was also mentioned, that due to the fact that typical path of a standard Brownian motion B t , t ≥ 0, has, with probability 1, finite 2−variation, the variations T V c (B, [0; T ]) have the growth rate 1/c as c ↓ 0 with probability 1. It is not true that with probability 1, B ∈ V 2 when p−variation is defined with formula (2.8), cf. [11] , but the conclusion remains true. In [14, Theorem 1] more general fact was shown -that for any continuous semimartingale A very interesting tree-approach of [15] allows to obtain estimates of the total variation of the output of the play operator for inputs being typical paths of fractional Brownian motions and Lévy processes. Fractional Brownian motion with Hurst parameter H ∈ (0; 1) is a self-similar, continuous, Gaussian process B H t , t ≥ 0, such that for λ > 0, λ −H B H λt , t ≥ 0, has the same probability distribution as B H . The easy consequence of [15, Proposition 3.7] is that the variations T V c B H , [0; T ] have, with probability 1, the growth rate
t which is finite with probability 1. The case of Lévy processes is studied in [15, Proposition 3.14] and this gives e.g. estimates of T V c for α−stable processes. For α ∈ (0; 2] , α−stable Lévy process is a self-similar, càdlàg process X α t , t ≥ 0, such that for λ > 0, λ −1/α X α λt , t ≥ 0, has the same probability distribution as X α t , t ≥ 0. The consequence of [15, Proposition 3.14] is that the variations T V c (X α , [0; T ]) have for α > 1, with probability 1, the growth rate c 1−α as c ↓ 0 (see [15, Formula (3. 3)] and the discussion after the proof of [15, Proposition 3.14]). The mentioned results for self-similar processes may be also obtained via the ergodic theorem.
We also have the following simple general observation allowing to assess the rate of convergence of T V 
then we also have
Proof. From the estimate: for δ ∈ (0; 1) , c > 0 and x, y ∈ R
we immediately get
and
which simplifies to
Now, let θ be the index of the function ϕ. This implies lim c↓0 ϕ (c) /ϕ (δc) = δ −θ . Since ϕ is non-decreasing, we have θ ≥ 0. Now, from (2.9) we get lim sup
and from (2.10) we get
Setting δ arbitrary close to 1 we get the result.
The play operator and the Skorohod problem with time-dependent boundaries
Now we will extend the definition of the play operator to the case when the interval [−c/2; c/2] is replaced by time-dependent, characteristics (boundaries) α, β ∈ G [0; +∞) such that for all t ≥ 0, α (t) ≤ β (t) (α ≤ β in short). In this section we will focus on the case when the output has locally finite variation. We start with necessary definitions and notation. Assume that α, β ∈ G [0; +∞) , α ≤ β, are given and fixed. For ψ ∈ G [0; +∞) let us denote its symmetrization with respect to α and β byψ, i.e. ψ = ψ − 1 2 (α + β) . Moreover, let us define γ := β − α. Now, for 0 ≤ a < b < +∞ we consider α, β−truncated variation of ψ on
Moreover, we define α, β− upward and downward truncated variations:
) and the same holds for U T V α,β and DT V α,β . We have the following simple but important result:
) are the lower bounds for total variation on the intervals
Proof. The first assertion follows easily from the following inequalities. If α ≤ ψ − ξ ≤ β and 0 ≤ s < t < +∞ then
Similarly,
The second assertion follows directly from the inequalities
From Proposition 6 we get immediately the necessary condition for the output ξ of any (not only play) operator with input u and such that α ≤ u − ξ ≤ β, to have locally bounded variation:
Now, from the laziness principle we derive the definition of the play operator with regulated inputs and time-dependent, regulated boundaries.
will be called the play operator with boundaries (or characteristics) α, β and it will be denoted ξ = p α,β ξ 0 , u .
The correctness of this definition is guaranteed by Corollary 11 which is an easy consequence of the following Theorem 8 Let t 0 ∈ [0; +∞), ψ, α, β ∈ G[t 0 ; +∞) and assume that for any t ≥ t 0 , α (t) ≤ β (t) and
There exists a function ψ α,β ∈ BV [t 0 ; +∞) such that for all t ≥ t 0 , α (t) ≤ ψ (t) − ψ α,β (t) ≤ β (t) and
4) and for t ≥ t 0 , ψ α,β (t) may be expressed as
Moreover, for any ξ ∈ G[t 0 ; +∞) such that
we have ξ (t) = ψ α,β (t) for t ≥ t 0 .
A rather technical proof of Theorem 8 is presented in the Appendix.
Remark 9 From (3.3), (3.4) and the Jordan decomposition we get that for any u, α, β ∈ G[0; +∞), with α ≤ β and any 0 ≤ a < b,
Remark 10 It is easy to see that if γ 0 := inf t≥0 (β (t) − α (t)) > 0 for regulated boundaries α, β, then conditions (3.1) and (3.2) for u, resp. ψ hold. Indeed, recall the well known fact that every regulated function may be uniformly approximated with arbitrary accuracy by step functions. Assuming that γ 0 > 0, we approximate the functionψ by a step functionψ 0 with accuracy γ 0 /2. Sinceψ 0 , as a step function, has locally finite variation and since for any t 0 ≤ s 1 < s 2 ≤ t,
Moreover, from the proof of Theorem 8 one may see that when γ 0 > 0, then the function ψ α,β of Theorem 8 is piecewise monotone. Indeed, the function ψ α,β is non-decreasing as long as it does not touch the boundary ψ − α and it is non-increasing as long as it does not touch the boundary ψ − β. There are finitely many "switches" of ψ α,β between these two boundaries, since every such a switch corresponds to the oscillation of ψ − α or ψ − β of magnitude no less than γ 0 , which may take place only finitely many times since ψ − α and ψ − β are regulated. Now, we will see that when condition (3.1) is satisfied and the input and boundaries are regulated, then the play operator may be defined with upward and downward truncated variations. Moreover, this is the only case (for regulated input and regulated boundaries), when the output has locally finite total variation. We have the following 
Proof. First, we prove that for any t ≥ 0, Now we know that condition (3.1) for ψ = u ξ 0 and boundaries α 0 , β 0 hold. Applying Theorem 8 we obtain such a function u
We have that u 
(3.13)
Remark 13
We have the following bounds for the total variation of the output of the play operator. For any t ≥ 0
The lower bound follows immediately from the fact that α ≤ u − p α,β ξ 0 , u ≤ β and the upper bound is simply the estimate of the total variation of the function u α,β,ξ 0 defined in the proof of Corollary 11 and follows from (3.9) since for u α,β,ξ 0 we have
Similar bounds hold for U T V and DT V.
In view of Corollaries 11, 12 and Definitions 7, 1, the play operator may be seen as the special case of the solution of the following minimal variation problem: for given ψ, α, β ∈ G[0; +∞), such that α ≤ β, find a function ψ α,β such that α ≤ ψ − ψ α,β ≤ β with the minimal total variation possible on the intervals [t 0 ; t] , t ≥ t 0 , existence of which is guaranteed by Theorem 8. Unfortunately, when α (t 0 ) < β (t 0 ) the starting point of the solution is not specified in advance and one has to look "forward" to find the optimal starting point. This way we lose the semigroup property of the play operator: for t > t 0 ,
Moreover, the solution of the minimal variation problem may not be unique (this may happen only when the solution is a constant function).
Remark 14
From the proof of Theorem 8 it is possible to infer that the optimal starting point of ψ α,β is
where
Let us mention that when the input as well as boundaries are càdlàg functions, the play operator with characteristics α, β is related to the Skorohod map on 
The generalised play operator
When the condition (3.1) is not satisfied, we naturally can not apply the truncated variation formalism to define the play operator. However, it is possible to extend the definition of the play operator to cases when (3.1) does not hold.
Such an extension for any càdlàg input and (symmetric) càdlàg boundary conditions is given e.g. by [8 Another extensions, for much more general inputs -L ∞ or Lebesgue measurable inputs, but only for constant, symmetric boundaries -were given in [9] and [5] .
Below we extend slightly the definitions of [8] , [17] 
where 0 = t 0 < t 1 < . . . and lim k→+∞ t k = +∞. The set of such functions will be denoted by St [0; +∞) . Now, for any characteristics α, β ∈ St [0; +∞) , with α ≤ β and step input u the value of the output of the play operator is the composition of the following "one-step operators":
and similar representation (with the same t i , i = 0, 1, . . .) holds for β and u. More precisely, for t = t 0 , t 1 , . . . we have p α,β ξ 0 , u (t k ) = ξ 2k and for t ∈ (t k ; t k+1 ) we have p α,β ξ 0 , u (t) = ξ 2k+1 , k = 0, 1, . . . , where ξ 0 is given and ξ i , i = 1, 2 . . . , are defined recursively with (4.1), i.e. ξ i := p i ξ i−1 . This algorithm produces such ξ i that the difference ξ i − ξ i−1 is the smallest possible and the relations
It is not difficult to observe that for a step input and step characteristics the just defined operator p α,β ξ 0 , · coincides with the play operator of Definition 7.
Remark 15
The fact that for step functions both definitions coincide follows easily e.g. by Theorem 8 and by the induction with respect to the number of steps. Unfortunately, it is not the case in higher dimensions. It is possible to construct an example of a step function attaining its values in the space R 2 with the Euclidean metric, showing that even for constant boundary being the unit ball B 2 := (x, y) ∈ R 2 : x 2 + y 2 ≤ 1 the definition based on the counterpart to the greedy recursion (4.1) does not lead to the output with the smallest total variation possible on every interval [0; t], t > 0. For example, for u(t) = (0, 0)1 [0;1] (t) + (0, 2)1 (1;+∞) (t), ξ 0 = (2, 0) such an algorithm would produce the output ξ(t) = (2, 0)1
Now we will prove that for every two one-step operators
we have
Though the inequality (4.2) is elementary, for reader's convenience we present its proof. Proof. For any x, y, z, t ∈ R we have min {z, t} + max {|x − z| , |y − t|} ≥ min {z + |x − z| , t + |y − t|} ≥ min {x, y} and min {x, y} + max {|x − z| , |y − t|} ≥ min {x + |z − x| , y + |t − y|} ≥ min {z, t} , hence max {|x − z| , |y − t|} ≥ |min {x, y} − min {z, t}| .
Similarly, max {|x − z| , |y − t|} ≥ |min {−x, −y} − min {−z, −t}| = |max {x, y} − max {z, t}|
Now, applying these inequalities we get
Now, by (4.2) and by recursion (4.1) we get
By (4.3) and the usual approximation argument (cf. proof of [17, Theorem 4.1] ), the play operator may be extended to any regulated input u and any regulated characteristics α, β, with α ≤ β. Thus we formulate
the limit p αn,βn ξ 0 n , u n exists (in sup norm · [0;+∞) ) and is unique. Hence, we define the generalised play operatorp α,β ξ 0 , · with the following formulã
Of course, we did not proved that the just defined extension coincides with the play operator of Definition 7 for any regulated input u and any regulated characteristics α, β, α ≤ β, satisfying condition (3.1). This is the subject of the following
Proof. Let us fix c > 0 and consider function u From inequality (4.3) and Definition 16 we naturally obtain the Lipschitz continuity of the generalised play operator, i.e. we have
Unfortunately, even when the condition (3.1) is satisfied we shall not expect a similar result for the total variations of the output, i.e. that for any sequences α n , β n , u n ∈ G[0; +∞) and ξ 0 n ∈ R satisfying conditions appearing in Definition 16 we will have convergence, or at least a local uniform bound of the form (cf. [10, Lemma 4.4]): for every t > 0 there exist such C (t) that
However, in the one-dimensional case when γ 0 > 0 (the definition of γ 0 is given in Remark 10) we have the following, more precise statement than [10, Lemma 4.4]:
respectively. Similar convergences hold for total, positive and negative variations of the outputs of the play operators p αn,βn ξ 0 n , u n . Proof. Let us fix T > 0 and notice that for any δ > 0, due to the regularity of u, there exists a number N (T, δ) such that for any 0 ≤ t 0 < t 1 < . .
(4.5) Also, for ε > 0 and the sequences α n , β n , u n ∈ G[0; +∞) we may find n (ε) such that for n ≥ n (ε) and any 0 ≤ s < t ≤ T,
(4.8) By (4.6), for every i = 1, 2, . . . , N such that
we have that
Now, by (4.5) we have at most N (T, γ 0 /2) summands in (4.8) which are nonzero and by (4.6) we have
On the other hand, every sum approximating T V α,β (u, [0; t]) with arbitrary accuracy has at most N (T, γ 0 ) non-zero terms and each of these terms is approximated for n ≥ n (ε) by |ũ n (
Letting ε ↓ 0 we get the claimed uniform convergence of T V αn,βn (u n , [0; ·]) on compacts. Similarly we obtain the claimed convergences of U T V αn,βn (u n , [0; ·]) and DT V αn,βn (u n , [0; ·]) . The convergences for total, positive and negative variations of the outputs of the play operators p αn,βn ξ 0 n , u n are obtained in a similar way, using the representation of Corollary 11.
Appendix. Proof of Theorem 8
Proof. The proof consists of two steps.
Step 1. Proof for step functions. First we will assume that the input ψ and the boundaries α, β are step functions, i.e. ψ has representation
where t 0 < t 1 < . . . and lim k→+∞ t k = +∞, and similar representations (with the same t i , i = 0, 1, . . .) hold for α and β. We will simply construct the appropriate function ψ α,β . First, for i = 0, 1, . . . we define
Without loss of generality we may assume that I U (0) ≤ I D (0) , since the case I D (0) ≤ I U (0) is symmetric. Since for every j ≥ 0, ψ j − α j ≥ ψ j − β j , the value ψ IU (i) − α IU (i) can not be a new minimum to date of the sequence (ψ j − α j ) j≥i By the representation (4.9) we get α (t) ≤ ψ (t) − ψ α,β (t) ≤ β (t) for t ≥ t 0 . By this and by Proposition 6 (the minimality of T V α,β (ψ, [t 0 ; t])) we have T V α,β (ψ, [t 0 ; t]) ≤ T V ψ α,β , [t 0 ; t] < +∞. (4.11) To prove that ψ α,β has the smallest variation possible on the intervals of the form [t 0 ; t] , t ≥ t 0 , equal T V α,β (ψ, [t 0 ; t]) , we will again use the discrete representation (4.10). For sequences p = (ψ i ) i≥0 , a = (α i ) i≥0 and b = (β i ) i≥0 such that α i ≤ β i , i = 0, 1, 2, . . . we denote γ i = β i − α i ,ψ i = ψ i − 
