The condition number (relative to the Frobenius norm) of the n X n matrix p" = [Pi-ltxj)lY,j-l is investigated, where p,( .) = p,( .; dX) are orthogonal polynomials with respect to some weight distribution dX, and xi are pairwise distinct real numbers. If the nodes x j are the zeros of p,, , the condition number is either expressed, or estimated from below and above, in terms of the Christoffel numbers for dh, depending on whether the p, are normalized or not. For arbitrary real xi and normalized p, a lower bound of the condition number is obtained in terms of the Christoffel function evaluated at the nodes. Numerical results are given for minimizing the condition number as a function of the nodes for selected classical distributions dX.
WALTER GAUTSCHI
which is nonsingular for pairwise distinct nodes x1, x2,. . .,x,,. We shall assume here that all nodes are real. Our interest is in the condition of P,. We find it convenient to consider the condition number cond,U'n) = llf'nII#',_lII~ with respect to the Frobenius norm llAllF = [tr(ATA)]'12, or the closely related Turing condition number cond,( I',) = n -' cond F( P, ).
In Section 2 we discuss the case of orthonotmul polynomials {p?( a; dX)} and nodes at the zeros [!n) of p,,. Unnormalized polynomials are considered in Section 3, and arbitrary real nodes in Section 4. In Section 5 we comment on the problem of minimizing the condition number in (1.2).
ORTHONORMAL

POLYNOMIALS-NODES
AT ZEROS OF p,, THEOREM 2.1. Let p,(. ; dX), r = 0,1,2,. . . , be the orttil polynomials with respect to the (positiue) measuredX,andx,=.$"~,v=1,2 ,..., n, the zeros of p,,(*;dX). L.etjiAmmme X,,=xc,"), v=1,2 ,..., n, denote the Christofiel numbers for dh. Then REMARI(. If mA(X), m,(A) denote, respectively, the arithmetic and the harmonic mean of the (positive) numbers h,, h2,...,h,, the result (2.1) may be restated in terms of the Turing condition number as cond,( P') = (2.1') Letting dX vary, for any fixed positive integer n, over all positive measures which admit orthogonal polynomials of degree Q n, it follows that &nd,( P,), hence also cond,( P,), attains its minimum precisely when X 1 = h, = ---= A,. By a classical result [2] this is the case if and only if (p,( .; dh)} are the
Chebyshev polynomials of the first kind. Proof of Theorem 2.1. Let P = P, and h=diag(X, ,..., h,). From the discrete orthogonality property of orthonormal polynomials, it follows that PALI --Q is an orthogonal matrix. Therefore,
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pTp = A-WQTQA-l/2 = A-', ( P-l)TP-l = QAQT, so that llPl[g = tr(PTP) = tr(A-l),
llP-'l1; = tr(QAQr) = t'(A).
??
The proof reveals that l/X, are the squares of the singular values a, of P, from which (2.1) follows also on account of The numerical behavior of the condition number in (2.1) is ihustrated in Table 1 
<A,,. ??
ARBITRARY REAL NODES
We now consider arbitrary real nodes xy, but assume nmmulized otiogonal polynomials p, ( -; dX) . We recall the definition of the Christoffel function (see, e.g. The assertion (4.3) now follows immediately from (4.5), (4.6).
We remark that (4.3) holds with equality if X, = t!"), v = 1,2,. . . ,n, as follows from Theorem 2.1 and the fact that X,(5!")) = x',"), v = 1,2,. . . ,n. We also remark that Theorem 4.1 remains valid, with essentially the same proof, if the nodes are complex and A,( -) is defined as in (4.1), with p2(t) replaced by I PW12*
MINIMIZING THE CONDITION NUMBER
An interesting problem is to determine the optimally conditioned matrix I',, for any fixed measure dh, i.e. to find the nodes xi, x2,. . . , x, which minimize the condition number cond,(P,,) over all pairwise distinct nodes. We report here on attempts to solve this problem numerically.
Recall from (2.2) that real m*(u2) 1'2 cond,(P,,) = n ___
where mA(a2), mH(a2) are, respectively, the arithmetic and the harmonic mean of the squares of the singular values a, of P,,. It follows that cond,(P,,) > n, so that the smallest possible condition number (attained for the Chebyshev measure and Chebyshev nodes; cf. Remark to Theorem 2.1) is equal to n.
Assuming normalized polynomials p,( -; dh), the condition number cond,(P,), or rather its square, can be written explicitly as the product of the two expressions in (4.4) and (4.6). Both expressions, including their gradients, can be computed fairly easily, the integral in (4.4) and similar integrals involved in the gradient being evaluated (exactly) by the n-point GaussChristoffel quadrature rule associated with the measure dX. Using this computation in conjunction with a minimization algorithm, for which we selected the procedures in [3], we were able to obtain the results shown in Tables 2 and 3 . Although only local extrema can be found in this manner, the closeness of the minimum to the absolute minimum n in some of the examples suggests that the results are indeed optimal to within the precision given.
In Table 2 we show the "optimal" nodes and the minimum condition number for Legendre polynomials (dX(t ) = dt on [ -1, 11). Table 3 displays only the optimal condition number (without nodes) for some of the other (3) classical polynomials. In tbe case n = 20 of Laguerre polynomials the minimization algorithm could not be made to converge witbin a reasonable amount of time. Interestingly, some of tbe nodes in the Laguerre case turn out to be negative.
For n = 2 it can be shown by direct computation that the optimal condition always equals cond,(P,) = 2, and that the optimal nodes are the zeros [r, <a of pa( -; A), provided the measure d X is "symmetric" in the sense /n tdX(t)= /,t3dh(t)=0.
In the Laguerre case, the optimal nodes are xi = 0, x2 = 2.
