I. INTRODUCTION
Time-reversal methods [2] have attracted increasing interest recently for a broad range of applications. In the so-called physical time-reversal methods, a time-reversal mirror first records a signal emitted by sources or reflected by targets; then it transmits the time-reversed and complex-conjugated version of the measurements back into the medium. It was shown theoretically and also demonstrated experimentally that the backpropagated wave would refocus around the locations of the sources or scatterers [3] , [4] . Furthermore, the refocused field is much tighter in a nonhomogeneous medium than in a homogeneous one, a phenomenon called the super resolution of the time reversal. This effect is attractive for many applications in which the energy of acoustic or electromagnetic waves needs to be physically focused at the desired destination, e.g., in secure communications or biomedical applications [2] .
Another way of employing the refocusing property is computational time-reversal imaging, in which the backpropagation process is simulated in a computer instead of implemented in a real medium. The power of the simulated backpropagated wave is used as the imaging function, and the generated image can be applied to target detection and estimation. Various computational imaging strategies have been proposed, falling generally into three categories: a) time-domain methods Manuscript received May 3, 2006 ; revised January 9, 2007. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Sven Nordebo. This work was supported by the DARPA/AFOSR grant FA9550-04-1-0187 and AFOSR grant FA9550-05-1-0018. Part of this correspondence was presented at the IEEE Workshop on Sensor Array and Multichannel Processing (SAM), Waltham that use mostly times of arrival and amplitude information, i.e., wideband imaging; b) fixed-frequency methods that use mostly differential phase information on the array, i.e., a narrowband imaging; and c) intensity measurement-based methods, which are a noncoherent processing (see [6] for more details).
In this correspondence, we focus on the narrowband imaging case and interpret power-based computational time-reversal imaging, also called basic time-reversal imaging or matched-field time-reversal imaging [5] , by maximum-likelihood estimate (MLE) of the scattering potential using a single point-scatterer model. We show that the functions of the two imaging methods, though originating from different physical quantities, differ by only a scaling factor that is a function of the imaging position. The time-reversal imaging has a near-far problem, producing weaker images for the areas that are further from the imaging arrays, whereas the MLE of scattering potential-based images are more balanced, thanks to the appropriate scaling.
It is worth emphasizing that we will focus exclusively on the narrowband case in this correspondence. Even though wideband time reversal is of great interest, narrowband imaging is actually a key step in wideband time-reversal imaging, in which wideband signals are usually first transformed into the frequency domain, processed using narrowband time-reversal approaches, and finally synthesized back into the time domain using the inverse Fourier transform (see [5] and [6] for more examples). In [1] , we also proposed a wideband imaging approach and showed its usefulness in resolving grating lobes of sparse arrays.
This correspondence is organized as follows. In Section II, we review the basic time-reversal imaging that uses the power of the backpropagated field, and in Section III, we interpret it by the MLE of scattering potential. Discussions and experimental result are presented in Sections IV and V, respectively. We then conclude the correspondence in Section VI.
II. BASIC TIME-REVERSAL IMAGING
We briefly review basic time-reversal imaging. For a more comprehensive review of time-reversal imaging based on both spectrum and power, the interested reader is referred to [5] and [6] .
Consider a time-reversal mirror [2] which is an N r -element trans- respectively. An illuminator located at s1 sends a signal p(t); then, the incident wave at the location of the mth scatterer, represented in the frequency domain, is 
where p(!) is the Fourier transform of p(t) and G(xm; s1; !) is the background Green function that satisfies the reduced wave equation [5] representing the "propagator" from location s 1 to x m at frequency !. Assuming that there is no direct link from the illuminator to the time-reversal mirror and applying the Born approximation [7] , [8] , the wave received at the jth element of the time-reversal mirror could be modeled as 
We represent (2) Here, we ignore the transfer function from the incident waves to the induced antenna measurements, and in the rest of this correspondence we will also drop the dependence on ! in all notations for the sake of simplicity.
In the physical time-reversal approach, the time-reversed and complex conjugated received signal, or equivalently y 3 in the frequency domain, is to be transmitted back to the environment by the time-reversal mirror, where " 3 " represents the complex conjugate. In contrast, in computational time reversal this process is computed rather than implemented in the real medium. The simulated backpropagated field evaluated at location x 0 is found as
Note that all the information of the medium is included in the background Green function. Here, we assume the reciprocity of the medium in (5), and the background Green function information is required for this computation; otherwise, a reference medium needs to be assumed [6] . In this correspondence, we simplify the problem by assuming that the background Green function is known. By the refocusing property of the time-reversal methods, the back- 
in which a unit scattering potential at x 0 is used because of our lack of knowledge of the scatterer locations and scattering potentials. Note that (6) is a function of x 0 and will also peak locally at the scatterer locations; thus, the following function:
could be used for the imaging, where j 1 j stands for the complex modulus. The created image is called the basic time-reversal imaging or matched-field time-reversal imaging [5] , which could be interpreted as the power of the back-propagated field observed at the illuminator side due to the scattering at each imaging grid. Note that when using a single frequency signal, we could conduct the above imaging based on the estimated channel between the illuminator and the time-reversal mirror instead of on the received signal. This alternative will affect the image only by a constant scaling. The same also holds for using a wideband narrow pulse whose spectrum is ideally flat in the frequency domain. 
and Y is the N r 2 N t measurement matrix of the multistatic response matrix K(x; ) [6] that represents the channel matrix from the illuminator array to the time-reversal mirror. Under the point-scatterer setup, matrix K(x; ) could be modeled using the Born approximation [7] , [8] as 
i.e., we assume only one scatterer in the probed scene even if in reality the number of scatterers is larger than one. Thus, any inference by this simplified model will be suboptimal if there is more than one scatterer. In [1] , we proposed likelihood imaging using this single-scatterer model to initialize the MLE process. Here, we further demonstrate the connection between basic time-reversal imaging and estimation using the model (12 
where "" stands for the Kronecker product [9] . In the last equality, 
Comparing (8) We now see that the two imaging functions, though derived from different physical quantities, differ only by the scaling factor kg t (x s )k 4 F kg r (x s )k 4 F , which depends on the imaging position. In [6] , the authors realized that a Green function vector normalized by its norm should be used in the imaging; however, we suggest that a proper scaling factor should be the square of the norm of the Green function vector according to relationship (17).
IV. DISCUSSION
Since the imaging function (16) based on the MLE of the scattering potential is derived from the simplified single-scatterer model (12) , estimates of the scattering potentials and positions of the point scatterers are suboptimal if there are actually more than one scatterer in the scene. Furthermore, since the basic time-reversal imaging could be related to the MLE of the scattering potential by a scaling factor, it, too, is suboptimal. Now considering the well-resolved-scatterer and high signal-to-noise ratio (SNR) case, we show below that, in this case, the estimate of the scattering potentials and locations of the point scatterers are close to the right solutions.
The well-resolved-scatterer case is defined in [14] as the scatterers that satisfy the following two conditions: 1) the total number of scatterers must be less than or equal to the minimum of (N t , N r ) and 2) the distance between all scatterers must be large compared with the Rayleigh resolution distance associated with the product of the transmit and receive coherent point-spread functions (CSPFs) 
where, in the fourth step, we ignore the part associated with noise term 
where, in the third step, we ignore the second term by the second assumption of the well-resolved-scatterer case, which implies that It is worth mentioning that, for the case in which the scatterers are not well resolved, the above approximations may not be valid; thus, the estimation based on the basic time-reversal imaging (8) and MLE of scattering potential imaging (16) may no longer be accurate. In [1] , we presented the estimation based on the full Born-approximated model (10) as well as a more general physical model based on the Foldy-Lax multiple scattering model.
Note that the analogy between the time-reversal operator and the covariance matrix used for the classical MUSIC algorithm in passive remote sensing was established in [11] , [12] , and the relationship between the MUSIC and MLE estimators [13] is well known. However, the relationship we present in this correspondence is not a corollary of the above two results. In [1] , we compared the MUSIC-based time-reversal imaging and likelihood-based imaging: we showed that the noise subspace of the MUSIC is computed from measurement data and the signal subspace from steering vectors. In contrast, the noise subspace of the likelihood imaging is derived from a physical model and the signal subspace from the measurement. In addition, the likelihood method actually works in a higher dimensional complex vector space compared with MUSIC. See [1] for a more detailed discussion. Also, the relationship between the MUSIC and MLE in [13] , where the MUSIC estimator is a large sample realization of the MLE, is asymptotic, whereas the relationship we present in this correspondence is exact and does not require an asymptotic argument.
V. EXPERIMENTAL EXAMPLE
In Section III, we presented a relationship between the basic time-reversal imaging that uses the power of the simulated backpropagated wave and the MLE of scattering potential imaging. Observing the basic time-reversal imaging function (8), we can see that it is a function of the transmit and receive Green function vectors evaluated at the imaging position. Consequently, the norms of these vectors become smaller when the imaging position goes further away from the illuminator array and time-reversal mirror. As a result, the time-reversal image tends to produce a weaker image for the areas that are further away from the two arrays. This actually can be explained by its power-based imaging strategy, since the power of the received wave induced by scattering at the imaging position will become lower when it is further away. On the other hand, the MLE of scattering potential imaging is balanced: the denominator in (16) successfully compensates for the near-far problem in the time-reversal imaging, which will be demonstrated in the following experimental example. It is worth mentioning that though the near-far problem looks simple, it was actually never realized in the existing time-reversal literature, and the computed time-reversal images were usually not properly scaled.
We used experimental data provided by Carnegie Mellon University to generate the images based on the two imaging strategies. The exper- imental setup is illustrated in Fig. 1 , which is basically a 2-D setup. A transmit array (illuminator array) is represented by "2" and a receive array (time-reversal mirror) is represented by "+"; both are located on the y axis. In the experiment, the transmit and receive arrays are realized by one pair of transmit and receive horn antennas placed at different positions, and K j;k is measured as the channel from the transmit antenna located at the position of the kth element of the transmit array to the receive antenna located at the position of the jth element of the receive array. The background medium is air, which can be treated as homogenous, and cylinder pipes were used as scatterers, which were placed perpendicular to the x-y plane and were represented by their cross sections (circles). An absorbing wall was employed behind the test scene, preventing interference scattering from the laboratory environment. Measurements were taken at 201 frequency points ranging from 4 to 6 GHz by a vector network analyzer, and we used the measurement data taken at 5 GHz.
We employed the zero-order Hankel function [10] of the first kind as the background Green function for this 2-D setup. Using the measurement taken at 5 GHz, we computed the basic time-reversal image by (8) in Fig. 2 and the MLE of the scattering potential image in Fig. 3 by (16). To make the two images comparable, we normalized the functions of the two images to [0; 1]. It can be seen that the scatterer located at (202.7,32.3) appears in Fig. 2 to be much darker compared with the scatterer at (224.7, 014:0), whereas it is much brighter in Fig. 3 . This difference verifies the near-far problem of the basic time-reversal and confirms that the MLE of scattering potential imaging is more balanced due to the proper scaling. In addition, many spurious local peaks can be observed in both images, which are the grating lobes since both the transmit and receive arrays in the experiment have antenna spacing much larger than half of the wavelength. We proposed a wideband imaging approach to exploit frequency diversity and resolved this spatial ambiguity under the sparse array setup. Interested readers are referred to [1] .
VI. CONCLUSION
We demonstrated that basic time-reversal imaging is related to an MLE of the scattering potential under the assumption of a simplified single-scatterer physical model. We showed that the two imaging functions differ by a scaling factor, which is function of the imaging position. The basic time-reversal imaging exhibits the near-far problem, producing a weaker image for the area further away from the imaging array, whereas the MLE-based imaging is balanced due to the proper scaling.
