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EXPLICIT SOLUTIONS TO QUADRATIC BSDES AND APPLICATIONS TO
UTILITY MAXIMIZATION IN MULTIVARIATE AFFINE STOCHASTIC
VOLATILITY MODELS
ANJA RICHTER
Abstract. Over the past few years quadratic Backward Stochastic Differential Equations (BS-
DEs) have been a popular field of research. However there are only very few examples where
explicit solutions for these equations are known. In this paper we consider a class of quadratic
BSDEs involving affine processes and show that their solution can be reduced to solving a system
of generalized Riccati ordinary differential equations. In other words we introduce a rich and
flexible class of quadratic BSDEs which are analytically tractable, i.e. explicit up to the solution
of an ODE. Our results also provide analytically tractable solutions to the problem of utility
maximization and indifference pricing in multivariate affine stochastic volatility models. This
generalizes univariate results of Kallsen and Muhle-Karbe [40] and some results in the multivari-
ate setting of Leippold and Trojani [42] by establishing the full picture in the multivariate affine
jump-diffusion setting. In particular we calculate the interesting quantity of the power utility
indifference value of change of numeraire. Explicit examples in the Heston, Barndorff-Nielsen-
Shephard and multivariate Heston setting are calculated.
1. Introduction
Since Bismut [9] introduced linear BSDEs in the context of Pontryagin’s maximum principle,
they have been intensively studied. Their popularity stems from the fact that they can be applied
to many different areas, e.g. in the study of properties of partial differential equations (PDEs), see
Briand and Confortola [11] and N’Zi et al. [48]. BSDEs also appear in many fields of mathematical
finance, see El Karoui et al. [27] or more recently El Karoui and Hamade`ne [26] for an overview.
Problems such as pricing and hedging of European options (compare [27]), stochastic recursive
utility (see [24]), utility maximization problems (e.g. [36]) and risk measures (e.g. [4, 50]) have
been tackled using BSDE techniques.
For linear BSDEs it is possible under certain integrability and boundedness conditions to describe
the first component of a solution as conditional expectation, compare [27] Section 2. This is already
not possible anymore in the Lipschitz case and therefore solutions and their properties can mostly
be studied numerically. In the meantime there is a huge literature on numerics for Lipschitz BSDEs,
see [29, 10, 6] amongst many others. The present work focusses on BSDEs with drivers of quadratic
growth which were first investigated by Kobylanski [41] in a Brownian setting and later extended
to a continuous martingale setting by Morlais in [46]. Imposing certain growth and Lipschitz
conditions on the generator and assuming bounded terminal conditions existence and uniqueness
of quadratic growth BSDEs are guaranteed. However there exists much less research on numerics
for quadratic BSDEs and only very few examples where an explicit solution is known.
Motivated by this lack of examples and by the most important applications of this theory we
analyze conditions under which one can find explicit solutions to a class of quadratic growth BSDEs.
Our setting is as follows. We consider a forward affine process valued in S+d , the cone of positive
semidefinite d × d matrices, and analyse BSDEs whose terminal condition and generator depend
on this forward process. The main question from a BSDE-point of view addressed here is: Which
structural conditions on the terminal condition and the generator are needed (e.g. linear, affine,
quadratic) to allow us to solve the BSDE explicitly?
Key words and phrases. quadratic BSDEs, affine processes, Wishart processes, utility maximization, stochastic
volatility, explicit solution. AMS 2010: 60H10, 60H30.
The author thanks Josef Teichmann and Peter Imkeller for their helpful comments. The main part of this research
can also be found in the author’s PhD thesis.
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We have chosen the forward process to be an affine process X on S+d . As Kallsen and Muhle-
Karbe [40] in the univariate case we can relate systems with S+d -valued forward processes to mul-
tivariate, realistically modelled utility optimization problems. Notice that affine processes have
found a growing interest in the literature due to their analytic tractability which stems from the
affine transform formula
E
[
e−Tr(Xtu)
]
= exp(−φ(t, u)− Tr(ψ(t, u)X0)),
for all t ∈ [0, T ] and u ∈ S+d . The functions φ and ψ solve a system of generalized Riccati ordinary
differential equations (ODEs), which are specified via the model parameters. Affine processes have
been applied in various fields in mathematical finance such as the theory of term structure of
interest rates, option pricing in stochastic volatility models and credit risk, see e.g. [16, 22, 3, 23]
and the references therein. Note that it is not necessary to look at matrix-valued affine processes
as we do, but we could have equally chosen Rn+ × Rm, which was characterized by Duffie et al.
[25], or Rn × S+d . For the sake of presentation we chose S+d since this state space is complicated
enough to make important pitfalls visible (e.g. no infinite divisibility, no polyhedral property, etc,
see [18]), but still allows for simple notation. We emphasize that most of our results carry over to
the general state space case.
The forward-backward system we consider consists of an affine process X on S+d and a BSDE
whose terminal condition is an affine function of this process. Moreover the generator is allowed
to have a more involved structure including a dependence on X and a quadratic dependence in
the control process Z. In Theorem 3.3 we carry out which analytic form the generator and the
terminal value of the BSDE need for the solution to be determined by a matrix ODE. This ODE is a
generalized Riccati ODE which may explode in finite time because of its quadratic term. Therefore
it is necessary to find conditions such that the ODE possesses a unique finite solution on the whole
time interval [0, T ].
We apply our results to the problem of maximizing expected utility of terminal wealth in multi-
variate affine stochastic volatility models. This problem is typically approached either by stochastic
control methods leading to Hamilton-Jacobi-Bellman equations or martingale methods which we
will use here. The martingale method has also been used in [40], where the authors were able
to solve the power utility optimization problem in several univariate affine models. They obtain
the solution using semimartingale characteristics and represent the optimal strategies in terms of
an opportunity process. Using a combination of martingale methods and our results on explicit
solutions of BSDEs we extend these ideas to higher dimensions. In particular we derive explicit
results for power and exponential utility in multivariate extensions of the model of Heston [34]
and the model of Barndorff-Nielsen and Shephard [3]. The multivariate results presented here are
mostly new and provide a thorough extension of Fonseca et al. [28], where the power utility case
in the multivariate Heston model is treated. We also want to mention the work of Leippold and
Trojani [42] where in a multivariate setting the optimal strategy and the value function for power
utility maximization is given. Their considerations are justified in our general affine setting.
A particularly interesting application of our findings is the following: in the case of exponential
utility we are able to provide analytic expressions for the indifference prices of variance swaps,
which is well-known and can also be found in the literature. In the case of power utility – due to
the additive structure of indifference prices – one cannot find tractable expressions of those prices.
However, the equally interesting concept of indifference value of change of numeraire is again
analytically tractable. The indifference value of change of numeraire is the price one is willing to
pay to swap one numeraire with another one. This can have two applications: one is the case
where an institution actually bases their portfolio optimization, e.g., on fixed interest rates, even
though interest rates are floating. The indifference value of change of numeraire is consequently the
value of a swap contract particularly designed for compensating this model mispecification. The
second one is a foreign exchange situation where replacing one numeraire by another one influences
the optimal portfolio problem and therefore leads to an indifference value. We can provide fully
tractable formulas in all these cases, see Section 4.3.
In Section 2 we introduce necessary notation and collect several results by Cuchiero et al. [18]
who give a complete characterization of affine processes on S+d . Chapter 3 studies explicit solutions
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to BSDEs and the connection with generalized matrix-valued Riccati ODEs. The results are then
applied to expected utility maximization in Section 4.
2. Notation and characterization of affine processes
We start with the notation we use subsequently. We denote R+ = [0,∞), R− = (−∞, 0] and
R++ = (0,∞), R−− = (−∞, 0). We write C for the space of complex numbers. The space Md
stands for d × d matrices with real entries and Id is the d × d-identity matrix. Sd is the space of
symmetric d × d-matrices equipped with the scalar product Tr(xy). This inner product naturally
induces a norm ‖ x ‖=
√
Tr(xx). We write S+d (or S
−
d ) for the closed cone of symmetric d × d
positive (or negative) semidefinite matrices and S++d (or S
−−
d ) for the open cone of d× d positive
(or negative) definite matrices. By ∂S+d = S
+
d \ S++d we denote the boundary of S+d . The cones
S+d and S
++
d induce a strict partial order relation on Sd. We write x  y if y − x ∈ S+d and x ≺ y
if y − x ∈ S++d . For i, j = 1, . . . , d, we also introduce the matrices eij ∈ Md with eijij = 1 and the
remaining entries being 0.
The Borel σ-algebra on a space U ⊆ Sd is denoted by B(U) and bS+d refers to the set of bounded
real-valued measurable functions f on Sd. The vector space R
d is equipped with the Euclidean
norm | · |. We work on the finite time interval [0, T ], where T > 0 is fixed.
Let us consider time-homogeneous Markov processes X with state space S+d and semigroup
(Pt)t∈[0,T ] where
Ptf(x) =
∫
S
+
d
f(ξ)pt(x, dξ),
and x ∈ S+d , f ∈ bS+d and pt a probability transition function. We refer to [51] for further details.
The process X is not necessarily conservative. To construct a conservative process X we use the
one-point compactification S+d ∪∆ of S+d . We correspondingly define
pt(x, {∆}) = 1− pt(x, S+d ), pt(∆, {∆}) = 1,
for all t ∈ [0, T ] and x ∈ S+d with the convention that functions f on S+d are extended to S+d ∪∆
by setting f(∆) = 0 and |∆| =∞. Let us now define an affine process on S+d .
Definition 2.1 ([18] Definition 2.1). A Markov process X is called affine if it satisfies the following
conditions.
(i) X is stochastically continuous, i.e.
lim
s→t
∫
S
+
d
f(ξ)ps(x, dξ) =
∫
S
+
d
f(ξ)pt(x, dξ),
for all f ∈ bS+d and every t ∈ [0, T ], x ∈ S+d .
(ii) The Laplace transform of X depends in an exponential affine way on the initial state.
More precisely, there exist functions φ : [0, T ]× S+d → R+ and ψ : [0, T ]× S+d → S+d such
that
Pte
−Tr(xu) =
∫
S
+
d
e−Tr(ξu)pt(x, dξ) = exp(−φ(t, u)− Tr(ψ(t, u)x)),
for all t ∈ [0, T ] and u, x ∈ S+d .
In [18] Theorem 2.4 the authors establish the Feller property for every affine process X on S+d .
This permits a ca`dla`g representation for a given process X . We may thus define the space Ω of
all ca`dla`g paths ω : [0, T ] → S+d ∪∆ with ω(s) = ∆ whenever ω(t−) = ∆ or ω(t) = ∆ for s > t,
s, t ∈ [0, T ]. For every x ∈ S+d , Px is the (unique) probability measure on (Ω,
∨
t∈[0,T ]FXt ) such
that Px(X0 = x) = 1, where (FXt ) is the natural filtration generated by X . We write F (x) and
respectively (F (x)t ) for the completion of
∨
t∈[0,T ]FXt or (FXt ) with respect to Px. If we define
Ft =
⋂
x∈S+
d
F (x)t , and F =
⋂
x∈S+
d
F (x),
then the filtration (Ft) is right continuous and X is still a Markov process wrt. (Ft) for t ∈ [0, T ].
In the following we will write “a.s.” for “Px-a.s. for all x ∈ S+d ”. We call X a semimartingale if
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Xt1{Xt∈S+d } is a semimartingale on (Ω,F , (Ft),Px) for all x ∈ S
+
d . For the definition of the charac-
teristics of a semimartingale we refer to [37] Section II.2. Note that semimartingale characteristics
are always given wrt. a truncation function χ : Sd → Sd which is a continuous bounded function
such that χ(ξ) = ξ for ξ in a neighborhood of 0.
Definition 2.2. We call (α, b, βij ,m, µ, ι, γ) an admissible parameter set associated to a truncation
function χ if it satisfies the following conditions.
(i) The linear diffusion coefficient α belongs to the cone S+d .
(ii) The constant drift term b is such that b  (d− 1)α.
(iii) The constant jump term m is a Borel measure on B(S+d \ {0}) satisfying∫
S
+
d
\{0}
(‖ ξ ‖ ∧1)m(dξ) <∞. (2.1)
(iv) The linear jump term consists of a d × d-matrix µ = (µij) of finite signed measures on
B(S+d \ {0}) such that µ(E) ∈ S+d for all E ∈ B(S+d \ {0}). The kernel
M(x, dξ) =
Tr(xµ(dξ))
‖ ξ ‖2 ∧1 , (2.2)
satisfies∫
S+
d
\{0}
Tr(χ(ξ)u)M(x, dξ) <∞, for all x, u ∈ S+d with Tr(xu) = 0. (2.3)
(v) The linear drift coefficient is composed of a family (βij)i,j=1,...,d of symmetric matrices
with βij = βji ∈ Sd for all i, j = 1, . . . , d, and such that the linear map B : Sd → Sd with
B(x) =
d∑
i,j=1
βijxij , (2.4)
fulfills
Tr(B(x)u)−
∫
S
+
d
\{0}
Tr(χ(ξ)u)M(x, dξ) ≥ 0, (2.5)
for all x, u ∈ S+d with Tr(xu) = 0.
(vi) The constant killing rate coefficient ι has values in R+.
(vii) The linear killing rate coefficient γ has values in S+d .
A full characterization of affine processes on S+d is given in [18].
Theorem 2.3 ([18] Theorem 2.4). Let X be an affine process on S+d . Then there exists an admis-
sible parameter set (α, b, βij ,m, µ, ι, γ) wrt. a truncation function χ such that the functions φ and
ψ from Definition 2.1 (ii) solve the generalized Riccati ODE
∂φ(t, u)
∂t
= F (ψ(t, u)), φ(0, u) = 0, (2.6)
∂ψ(t, u)
∂t
= R(ψ(t, u)), ψ(0, u) = u ∈ S+d , (2.7)
with
F (u) = Tr(bu) + ι−
∫
S
+
d
\{0}
(e−Tr(uξ) − 1)m(dξ),
R(u) = −2uαu+B∗(u) + γ −
∫
S
+
d
\{0}
e−Tr(uξ) − 1 + Tr(χ(ξ)u)
‖ ξ ‖2 ∧1 µ(dξ),
where B∗ij(u) = Tr(β
iju) for i, j = 1, . . . , d.
Conversely, let (α, b, βij ,m, µ, ι, γ) be an admissible parameter set associated to a truncation
function χ. Then there exists a unique affine process on S+d and the condition of Definition 2.1
(ii) holds for all (t, u) ∈ [0, T ]× S+d , where φ and ψ are given by (2.6) and (2.7).
Every conservative affine process on S+d with killing rate coefficients ι = γ = 0 is a semimartin-
gale.
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Theorem 2.4 ([18] Theorem 2.6). Let X be a conservative affine process on S+d and (α, b, β
ij ,m, µ, 0, 0)
the related admissible parameter set associated to a truncation function χ. Then X is a semimartin-
gale whose characteristics (D,A, ν) with respect to χ are given by
Dt =
∫ t
0
(
b+
∫
S
+
d
\{0}
χ(ξ)m(dξ) +B(Xs)
)
ds,
At,ijkl =
∫ t
0
Aijkl(Xs)ds,
ν([0, t], G) =
∫ t
0
(m(G) +M(Xs, G))ds,
for i, j, k, l ∈ {1, . . . , d}, t ∈ [0, T ] and G ∈ B(S+d \ {0}). The matrix B is given by (2.4), M by
(2.2) and Aijkl by
Aijkl(x) = xikαjl + xilαjk + xjkαil + xjlαik, (2.8)
for all i, j, k, l ∈ {1, . . . , d}, and x ∈ S+d . Moreover there exists a d×d matrix of standard Brownian
motions W such that X has the following canonical representation
Xt = x+
∫ t
0
√
XsdWsΣ +
∫ t
0
Σ⊤dW⊤s
√
Xs (2.9)
+
∫ t
0
(
b+B(Xs) +
∫
S
+
d
\{0}
χ(ξ)m(dξ)
)
ds
+
∫ t
0
∫
S
+
d
\{0}
χ(ξ)
(
µX(ds, dξ) − ν(ds, dξ))
+
∫ t
0
∫
S
+
d
\{0}
(ξ − χ(ξ))µX(ds, dξ),
where Σ ∈ Md satisfies ΣΣ⊤ = α and µX denotes the random measure associated with the jumps
of X.
Remark 2.5. The canonical representation (2.9) follows via the canonical semimartingale represen-
tation (see [37] Theorem II.2.34) and the construction of a matrix-valued Brownian motion. For
the latter one has to find a matrix which coincides with the covariation of the affine process.
Note that the constant drift term of an affine semimartingale is independent of the truncation
function χ while χ influences the linear drift coefficient B.
From now on we fix a truncation function χ, and then write “admissible parameter set” for “ad-
missible parameter set associated to truncation function χ”. The affine process X with admissible
parameter set (α, b, βij ,m, µ, ι, γ) is continuous if and only ifm and µ vanish, i.e. (α, b, βij , 0, 0, ι, γ).
Since we only consider affine semimartingales we write (α, b, βij ,m, µ) for (α, b, βij ,m, µ, 0, 0).
To fix ideas let us give an example of a matrix-valued affine processes, the Wishart processes.
These processes were first rigorously studied in [13] extending squares of matrix Ornstein-Uhlenbeck
processes. The dynamics of a Wishart process satisfies
dXt = (b+HXt +XtH
⊤)dt+
√
XtdWtΣ + Σ
⊤dW⊤t
√
Xt, (2.10)
where b,H,Σ ∈Md and W is a d× d matrix Brownian motion. These processes have been widely
used to model stochastic covariation, see e.g. [14], [20] and [21]. In order to obtain a well defnned
matrix volatility process Bru required the constant drift part b = kΣ⊤Σ for some k > d− 1. Then
X has a Wishart distribution. In the above notation the admissible parameter set for the Wishart
process is (Σ⊤Σ, b, βij , 0, 0) with B(x) = Hx+ xH⊤.
In contrast to affine processes on the state space Rm+ × Rn, which were fully characterized in
[25], and where the diffusion term consists of a constant and linear part, the diffusion term of an
affine process on S+d with admissible parameter set (α, b, β
ij ,m, µ) only allows for a linear part of
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the specific form
d∑
i,j,k,l=1
uijAijkl(x)ukl = 4Tr(xuαu), x, u ∈ S+d . (2.11)
Note that the necessity and sufficiency of conditions (ii) and (v) in definition 2.2 was first shown in
[18]. In particular formula (2.4) allows for a more general form than B(x) = Hx+ xH⊤, x ∈ S+d ,
compare also [18], Chapter 2.1.2.
3. Explicit solutions of quadratic FBSDEs
In this section we examine how the solutions for a class of quadratic BSDEs can be reduced
to solving ODEs. In contrast to many existence results in the literature, e.g. [49, 41, 45] and
[5], where the generator f is usually required to satisfy certain Lipschitz and growth conditions,
we suggest an analytic expression for f which gives the problem extra structure. Consider the
following motivating example where such a form appears naturally.
Take the one-dimensional Heston model (compare [34]) for the dynamics of an asset H . The
stochastic logarithm N of H satisfies
dNt = ηRtdt+
√
RtdQt,
dRt = (b+ λRt)dt+ σ
√
RtdWt, t ∈ [0, T ].
Here R is the stochastic volatility process, b, σ > 0, η, λ ∈ R are constants and Q, W are two
Brownian motions with constant correlation ρ ∈ [−1, 1]. The volatility process R satisfies our
definition of an affine process on R+ with admissible parameter set (
1
4σ
2, b, λ, 0, 0). We study an
investor who is interested in maximizing their expected utility from terminal wealth. The investor’s
initial capital is denoted by x ∈ R and their trading strategies are deterministic functions π of time,
where π(t) describes the amount of money invested in stockH at time t ∈ [0, T ]. The wealth process
Xx,pi for initial endowment x and strategy π is given by
Xx,pit = x+
∫ t
0
π(s)
Hs
dHs = x+
∫ t
0
π(s)dNs,
for t ∈ [0, T ]. We can solve the exponential utility maximization problem
V (x) = sup
pi
E [− exp (−γXx,piT )] , x ∈ R, γ > 0,
by finding the generator f of the BSDE
Yt = 0−
∫ T
t
ZsdWs +
∫ T
t
f(Rs, Zs)ds, (3.1)
such that the process Lpit = − exp(−γ(Xx,pit + Yt)), t ∈ [0, T ], is a supermartingale for all strategies
π and a martingale for a particular strategy πopt. The required generator can be shown (see Lemma
4.13) to be
f(r, z) =
γ
2
(ρ2 − 1)z2 + 1
2γ3
η2r − 1
γ
ηρz
√
r, (r, z) ∈ R2, (3.2)
similarly to [36] Theorem 7. Notice that the generator is quadratic in the z-component. In order
to solve this BSDE we apply the Itoˆ formula to an affine function of R. More precisely we make an
affine ansatz for Yt = Γ(t)Rt +w(t), t ∈ [0, T ], where Γ, w : [0, T ]→ R are differentiable functions.
This leads to
Γ(t)Rt + w(t) = Γ(T )RT + w(T )−
∫ T
t
Γ(s)σ
√
RsdWs (3.3)
−
∫ T
t
(
Γ(s)(b + λRs) +
dΓ(s)
ds
Rs +
dw(s)
ds
)
ds.
It can be immediately read off the equation that Γ and w must satisfy
Γ(T ) = w(T ) = 0 and Zs = Γ(s)σ
√
Rs, s ∈ [0, T ]. (3.4)
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The finite variation parts of (3.1) and (3.3) coincide if for all s ∈ [0, T ]
0 = f(Rs, Zs) + Γ(s)(b + λRs) +
dΓ(s)
ds
Rs +
dw(s)
ds
=
γ
2
(ρ2 − 1)Γ2(s)σ2Rs + 1
2γ3
η2Rs − 1
γ
ηρΓ(s)σRs + Γ(s)(b + λRs) +
dΓ(s)
ds
Rs +
dw(s)
ds
,
where we have used the equation for the generator f and formula (3.4) for Z. Equating coefficients
this leads to an ODE of Riccati type
−dΓ(t)
dt
= qΓ2(t) + lΓ(t) + c, Γ(T ) = 0, t ∈ [0, T ],
with constants
q =
γ
2
σ2(ρ2 − 1), l = λ− 1
γ
σρη, c =
1
2γ3
η2,
and an ODE of the simpler form
−dw(t)
dt
= Γ(t)b, w(T ) = 0, t ∈ [0, T ].
Hence the solution of (3.1) is
Yt = Γ(t)Rt +
∫ T
t
bΓ(s)ds
Zt = Γ(t)σ
√
Rt, t ∈ [0, T ].
Generally, Riccati ODEs have the property that their solution can blow up in finite time, however
our model parameter choices admit a non-explosive solution. In the one-dimensional case considered
here we can even give an fully explicit solution, compare [12] Section 21.5.1.2. More specifically we
distinguish two different cases depending on the value of
d = l2 − 4qc =
(
λ− 1
γ
σηρ
)2
+
1
γ2
σ2η2(1− ρ2) ≥ 0.
If d > 0, then
Γ(t) = −2c e
√
d(T−t) − 1
e
√
d(T−t)(l +
√
d)− l+
√
d
, t ∈ [0, T ].
If d = 0, then ρ = 1, λ = 1
γ
ση and hence
Γ(t) =
1
2γ3
η2(T − t), t ∈ [0, T ].
In both cases the martingale property of − exp(−γ(Xx,piopt+Y )) then gives the value function and
the optimal strategy
V (x) = − exp
(
−γ
(
x+ Γ(0)R0 +
∫ T
0
bΓ(s)ds
))
,
πopt(t) =
1
γ2
η − Γ(t)σρ,
for x ∈ R, t ∈ [0, T ].
In the previous example the ansatz Yt = Γ(t)Rt + w(t) and the method of equating coefficients
enabled us to reduce the solution of a BSDE to solving ODEs. Now that we have seen how we exploit
the affine structure in an one-dimensional example, we generalize this to BSDEs depending on affine
processes on S+d and even an additional process which has affine semimartingale characteristics with
respect to the affine process. The question is how general we are allowed to choose the generator
and the terminal condition in order to still be able to apply the above method.
8 ANJA RICHTER
We associate the affine process X with admissible parameter set (α, b, βij ,m, µ) to a BSDE. To
allow for a more flexible financial modeling, especially in view of pricing of variance swaps, the
BSDE will moreover depend on the matrix-valued process
dOt = σ(t)
√
XtdQˆt + (o1(t) + o2(t)Xt) dt, t ∈ [0, T ], (3.5)
where o1, o2 : [0, T ]→Md and σ : [0, T ]→Md are continuous functions. Here the process Qˆ denotes
a d× d matrix-valued Brownian motion. This process will enable us to calculate indifference prices
and delta hedges for variance swaps, see e.g. Section 4.3.2.
Our (nonstandard) real-valued BSDE will have the following form
Yt = F (XT , OT )−
∫ T
t
Tr(Z⊤s dWs)−
∫ T
t
Tr(Zˆ⊤s dQˆs) (3.6)
−
∫ t
0
∫
S
+
d
\{0}
Ks(ξ)
(
µX(ds, dξ)− ν(ds, dξ))
+
∫ T
t
f(s,Xs, Ys, Zs, Zˆs,Ks)ds,
for t ∈ [0, T ], where the terminal condition F is allowed to depend on the affine process X and on
the process O. Recall that W is the Brownian motion of the underlying affine process X and the
generator is a deterministic Borel measurable function f : [0, T ]× S+d × R×Md ×Md × R→ R.
Definition 3.1. A solution to BSDE (3.6) is a family of processes (Y, Z, Zˆ,K) ∈ R×Md×Md×R
such that:
(i) The equation (3.6) is a.s. satisfied.
(ii) The stochastic integrals Z⊤ ·W , Zˆ⊤ · Qˆ are well-defined.
(iii) The integrability condition
∫ T
0
|f(s,Xs, Ys, Zs, Zˆs,Ks)|ds <∞ holds true.
(iv) The mapping t 7→ Yt is ca`dla`g.
(v) The process K satisfies
∫ T
0
∫
S
+
d
\{0} |Kt(ξ)|(m(dξ) +M(Xt, dξ))dt <∞.
For a certain class of generators and terminal conditions we can give the solution to the above
BSDE in terms of matrix ODEs. Suppose the terminal condition F : S+d ×Md → R is affine, more
precisely
F (x, o) = Tr(ux) + Tr(ao) + v, x ∈ S+d , o ∈Md, (3.7)
where u ∈ Sd, a ∈ Md and v ∈ R. Let us define the set L0 as the space which contains all
functions k : S+d → R. The class of generators f is more involved, more precisely the generator
f : [0, T ]× S+d × R×Md ×Md × L0 → R is allowed to have the following form
f(t, x, y, z, zˆ, k) (3.8)
= Tr(zczz(t)z
⊤) + Tr(zcz√x(t)
√
x) + Tr(cx(t)x) + cy(t)y + ct(t)
+ Tr(zˆczˆzˆ(t)zˆ
⊤) + Tr(zˆczˆz(t)z⊤) + Tr(zˆczˆ√x(t)
√
x)
+
∫
S
+
d
\{0}
gM (t, k(ξ))M(x, dξ)
+
∫
S
+
d
\{0}
(
Tr(zgz
√
x(t, k(ξ))
√
x) + Tr(xgx(t, k(ξ))) + gt(t, k(ξ)) + ygy(t, k(ξ)
)
m(dξ)
+
∫
S
+
d
\{0}
(
zˆgzˆzˆ(t, k(ξ))zˆ
⊤) + Tr(zˆgzˆz(t, k(ξ))z⊤) + Tr(zˆgzˆ√x(t, k(ξ))
√
x)
)
m(dξ),
for all (t, x, y, z, zˆ, k) ∈ [0, T ]× S+d × R×Md ×Md × L0. In the above,
czz , cz
√
x, cx, czˆzˆ, czˆz, czˆ
√
x : [0, T ]→Md,
ct, cy : [0, T ]→ R,
are continuous functions and gM : [0, T ] × L0 → R is an M(x, dξ)-integrable function, x ∈ S+d ,
which is continuous in time. Finally
gz
√
x, gx, gzˆzˆ, gzˆz, gzˆ
√
x : [0, T ]× L0 →Md,
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gt, gy : [0, T ]× L0 → R,
are m(dξ)-integrable functions which are also assumed continuous in time.
Remark 3.2. We restrict ourselves to the case where f does not depend explicitly on O since the
structure of f is already quite involved. If this were not the case we would derive further coupled
ODEs. However the terminal value F depends affine on O. We could allow for jumps in O provided
those jumps have affine characteristics in X , but do not for reasons of brevity. It is possible to only
consider functional forms of time σ(·) rather than
σ(·)
√
X in (3.5).
We can now give the main theorem which describes the explicit form of the solution processes
(Y, Z, Zˆ,K) in terms of the solution to a system of generalized Riccati equations.
Theorem 3.3. Let X be an affine semimartingale on S+d associated to the admissible parameter
set (α, b, βij ,m, µ) such that∫
‖ξ‖>1
‖ ξ ‖ (m(dξ) +M(x, dξ)) <∞, x ∈ S+d . (3.9)
Furthermore suppose that there exists a unique solution Γ(·, u) : [0, T ] → Sd to the generalized
Riccati ODE
−∂Γ(t, u)
∂t
= θ(t,Γ(t, u)), Γ(T, u) = u, (3.10)
with
θ(t, u) = 4uΣ⊤czz(t)Σu+L (t)u+ uL⊤(t) +B∗(u) + C (t) (3.11)
+
∫
S
+
d
\{0}
Tr (u(ξ − χ(ξ))) + gM (t,Tr(uξ))
‖ ξ ‖2 ∧1 µ(dξ)
+
∫
S
+
d
\{0}
(
uΣ⊤gz√x(t,Tr(uξ)) + g
⊤
z
√
x(t,Tr(uξ))Σu+ ugy(t,Tr(uξ)) + gx(t,Tr(uξ))
+ σ⊤(t)agzˆzˆ(t,Tr(uξ))a⊤σ(t) + σ⊤(t)agzˆz(t,Tr(uξ))Σu
+ uΣ⊤g⊤zˆz(t,Tr(uξ))a
⊤σ(t) + σ⊤(t)agzˆ√x(t,Tr(uξ))
)
m(dξ),
for (t, u) ∈ [0, T ]× Sd. The functions L (t) and C (t) are given by
L (t) =
1
2
cy(t) + c
⊤
z
√
x
(t)Σ + σ(t)⊤aczˆz(t)Σ
C (t) = cx(t) + σ(t)
⊤aczˆzˆ(t)a⊤σ(t) + σ⊤(t)aczˆ√x(t) + ao2(t),
for all t ∈ [0, T ]. Let w(·, u, v) : [0, T ]→ R be the solution of
−∂w(t, u, v)
∂t
= ̟(t,Γ(t, u), w(t, u, v)), w(T, u, v) = v, (3.12)
with
̟(t, u, v) = cy(t)v + ct(t) + Tr(ao1(t)) + Tr(ub)
+
∫
S
+
d
\{0}
(Tr(uξ) + gy(t,Tr(uξ))v + gt(t,Tr(uξ)))m(dξ),
for (t, u, v) ∈ [0, T ]× Sd × R. Then the above BSDE has the unique solution

Yt = Tr(Γ(t, u)Xt) + Tr(aOt) + w(t, u, v),
Zt = 2
√
XtΓ(t, u)Σ
⊤,
Zˆt =
√
Xtσ
⊤(t)a,
Kt(ξ) = Tr(Γ(t, u)ξ),
(3.13)
for all ξ ∈ S+d , t ∈ [0, T ].
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Proof. Let Γ and w be the unique solutions of (3.10) and (3.12). We apply Itoˆ’s formula for
semimartingales to the function [0, T ] × S+d ×Md ∋ (t, x, o) 7→ Tr(Γ(t, u)x) + Tr(ao) + w(t, u, v).
Using representation (2.9) and (3.5) this gives
Tr(Γ(t, u)Xt) + Tr(aOt) + w(t, u, v)
= Tr(Γ(T, u)XT ) + w(T, u, v) + Tr(aOT )−
∫ T
t
2Tr
(
ΣΓ(s, u)
√
XsdWs
)
−
∫ T
t
(
Tr(Γ(s, u)b) + Tr(Γ(s, u)B(Xs)) + Tr
(
Γ(s, u)
∫
S
+
d
\{0}
χ(ξ)m(dξ)
))
ds
−
∫ T
t
∫
S
+
d
\{0}
Tr(Γ(s, u)χ(ξ))(µX (ds, dξ)− ν(ds, dξ))
−
∫ T
t
∫
S
+
d
\{0}
Tr(Γ(s, u)(ξ − χ(ξ))µX (ds, dξ)
−
∫ T
t
(
Tr
(
∂Γ(s, u)
∂s
Xs
)
+
∂w(s, u, v)
∂s
)
ds
−
∫ T
t
Tr
(
aσ(s)
√
XsdQˆ
)
−
∫ T
t
Tr (a(o1(s) + o2(s)Xs)) ds,
where we have used basic properties of the trace to derive
Tr
(
Γ(t, u)(
√
XtdWtΣ + Σ
⊤dW⊤t
√
Xt)
)
= 2Tr
(
ΣΓ(t, u)
√
XtdWt
)
.
Because of the admissibility conditions (2.1) and (2.3) and the integrability condition (3.9) on the
measures m and M , we may write the above equation in the following form
Tr(Γ(t, u)Xt) + Tr(aOt) + w(t, u, v) (3.14)
= Tr(Γ(T, u)XT ) + w(T, u, v) + Tr(aOT )−
∫ T
t
2Tr
(
ΣΓ(s, u)
√
XsdWs
)
−
∫ T
t
(
Tr(Γ(s, u)b) + Tr(Γ(s, u)B(Xs)) + Tr
(
Γ(s, u)
∫
S
+
d
\{0}
χ(ξ)m(dξ)
))
ds
−
∫ T
t
∫
S
+
d
\{0}
Tr(Γ(s, u)ξ)(µX(ds, dξ) − ν(ds, dξ))
−
∫ T
t
∫
S
+
d
\{0}
Tr(Γ(s, u)(ξ − χ(ξ))ν(ds, dξ)
−
∫ T
t
(
Tr
(
∂Γ(s, u)
∂s
Xs
)
+
∂w(s, u, v)
∂s
)
ds
−
∫ T
t
Tr
(
aσ(s)
√
XsdQˆ
)
−
∫ T
t
Tr (a(o1(s) + o2(s)Xs)) ds.
Hence the BSDE (3.6) is solved by (3.13) provided the finite variation parts of (3.14) and the BSDE
coincide, i.e. if
f(t,Xt, Yt, Zt, Zˆ,Kt)
= −Tr(Γ(t, u)b)− Tr(Γ(t, u)B(Xt))− Tr
(
Γ(t, u)
∫
S
+
d
\{0}
χ(ξ)m(dξ)
)
−
∫
S
+
d
\{0}
Tr (Γ(t, u)(ξ − χ(ξ))) (m(dξ) +M(Xt, dξ))
− Tr
(
∂Γ(t, u)
∂t
Xt
)
− ∂w(t, u, v)
∂t
− Tr (ao1(t))− Tr (ao2(t)Xt) ,
EXPLICIT SOLUTIONS TO BSDES AND APPLICATIONS TO UTILITY MAXIMIZATION 11
for t ∈ [0, T ]. Using the special form (3.8) of the generator f and formulae (3.13) we calculate
f(t,Xt, Yt, Zt, Zˆt,Kt)
= 4Tr(
√
XtΓ(t, u)Σ
⊤czz(t)ΣΓ(t, u)
√
Xt) + 2Tr(
√
XtΓ(t, u)Σ
⊤cz√x(t)
√
Xt) + Tr(cx(t)Xt)
+ cy(t)Tr(Γ(t, u)Xt) + cy(t)w(t, u, v) + ct(t) + Tr(
√
Xtσ
⊤(t)aczˆzˆ(t)a⊤σ(t)
√
Xt)
+ Tr(
√
Xtσ
⊤(t)aczˆz(t)2ΣΓ(t, u)
√
Xt) + Tr(
√
Xtσ
⊤(t)aczˆ√x(t)
√
Xt)
+
∫
S
+
d
\{0}
gM (t,Tr(Γ(t, u)ξ))M(Xt, dξ)
+
∫
S
+
d
\{0}
(
Tr(2XtΓ(t, u)Σ
⊤gz√x(t,Tr(Γ(t, u)ξ))) + Tr(gx(t,Tr(Γ(t, u)ξ))Xt)
+ Tr(gy(t,Tr(Γ(t, u)ξ))Γ(t, u)Xt) + gy(t,Tr(Γ(t, u)ξ))w(t, u, v)
+ gt(t) + Tr(
√
Xtσ
⊤(t)agzˆzˆ(t,Tr(Γ(t, u)ξ))a⊤σ(t)
√
Xt)
+ Tr(
√
Xtσ
⊤(t)agzˆz(t,Tr(Γ(t, u)ξ))2ΣΓ(t, u)
√
Xt)
+ Tr(
√
Xtσ
⊤(t)agzˆ√x(t,Tr(Γ(t, u)ξ))
√
Xt)
)
m(dξ)
= −Tr(Γ(t, u)b)− Tr(Γ(t, u)B(Xt))
−
∫
S
+
d
\{0}
Tr (Γ(t, u)χ(ξ))m(dξ)−
∫
S
+
d
\{0}
Tr (Γ(t, u)(ξ − χ(ξ))) (m(dξ) +M(Xt, dξ))
− Tr
(
∂Γ(t, u)
∂t
Xt
)
− ∂w(t, u, v)
∂t
− Tr(ao1(t)) − Tr(ao2(t)Xt)),
where the last equality is obtained from (3.10) and (3.12), the definition of the adjoint operator
B∗ and basic properties of the trace. 
Remark 3.4. Obviously our results also apply to ’standard’ FBSDEs, where the BSDE is only
allowed to depend the affine process X itself.
In the remaining section we study the existence of generalized Riccati equations of the form
(3.10). We always assume that (α, b, βij ,m, µ) is an admissible parameter set and that (3.9) holds.
Furthermore we make use of the fact that the ODE (3.10) is equivalent to
∂Γ(t, u)
∂t
= θ(t,Γ(t, u)), Γ(0, u) = u, (3.15)
for (t, u) ∈ [0, T ] × Sd. This is derived via time reversal. The equations (3.10) and (3.12) are
not coupled, in particular given Γ we need only to solve a linear ODE to get w. Thus, our main
objective is to find sufficient conditions for existence and uniqueness of the solution Γ of (3.10).
3.1. Solution of matrix Riccati ODEs in the continuous case. First we consider a simpler
version of equation (3.10), more precisely
−∂Γ(t, u)
∂t
= θ(t,Γ(t, u)), Γ(T, u) = u, (3.16)
θ(t, u) = 4uΣ⊤czz(t)Σu +L (t)u + uL⊤(t) +B∗(u) + C (t).
Note that for arbitrary u ∈ Sd the solution of the above ODE may explode due to the quadratic
term in the equation. In the corresponding continuous case with constant coefficients and terminal
value u = 0 we derive a closed form solution. We start with an assumption.
(A1) Let the linear drift term B be of the form B(x) = xBˆ + Bˆ⊤x, where Bˆ ∈Md.
Proposition 3.5. Let (A1) hold and for t ∈ [0, T ] let the coefficients czz(t) ≡ czz ,L (t) ≡
L ,C (t) ≡ C be constant. Furthermore suppose α, czz ∈ S++d and define the matrix-valued func-
tions A : [0, T ]→M2d, Aij : [0, T ]→Md, i, j = 1, 2, in the following way
A(t) =
(
A11(t) A12(t)
A21(t) A22(t)
)
= exp
(
(T − t)
(
L⊤ + Bˆ⊤ −4Σ⊤czzΣ
C −L − Bˆcx −(2c⊤z√xΣ+ Bˆ)
))
.
12 ANJA RICHTER
Then, for the terminal value u = 0 there exists a unique solution Γ(·, 0) ∈ Sd to (3.16) given by
Γ(t, 0) = A−122 (t)A21(t), t ∈ [0, T ].
Proof. The result relies on theorems from Lie group theory and can be found in [33] Section 2.2.
We only outline the procedure in which they linearize the matrix Riccati ODE. For every t ∈ [0, T ]
let J(t) ∈Md be an invertible matrix and G(t) ∈Md. We set J(T ) = Id, G(T ) = 0 and
Γ(t, 0) = J−1(t)G(t), t ∈ [0, T ], (3.17)
which gives
−∂tG(t) = −∂t(J(t)Γ(t, 0)) = −∂t(J(t))Γ(t, 0)− J(t)∂t(Γ(t, 0)),
and hence using (3.16) we have
∂t(J(t))Γ(t, 0) − ∂tG(t) =4G(t)Σ⊤czzΣΓ(t, 0) +G(t)L ⊤ + J(t)L Γ(t, 0) +J(t)BˆΓ(t, 0) +G(t)Bˆ⊤ + J(t)C .
Equating coefficients, we get a system of 2d linear equations
−∂t
(
G(t) J(t)
)
=
(
G(t) J(t)
)(L⊤ + Bˆ⊤ −4Σ⊤czzΣ
C −L − Bˆ
)
, (3.18)
with terminal value (G(T ), J(T )) = (0, Id). Via exponentiation we deduce its solution to be(
G(t) J(t)
)
=
(
0 Id
)
exp
(
(T − t)
(
L⊤ + Bˆ⊤ −4Σ⊤czzΣ
C −L − Bˆ
))
.

Remark 3.6. In the situation of Proposition 3.5 we can further simplify the computation of the
component Y of the solution to BSDE (3.6) in Theorem 3.3. In order to determine Y it is typically
not only necessary to solve (3.16), but also to numerically integrate Tr(Γ(t, u)b). This can be
circumvented in many cases, compare [33] Chapter 4.2. Let ct(t) ≡ ct, cy = 0 and o1(t) ≡ o1 for
all t ∈ [0, T ]. With the notation from the above proof we have from (3.18)
G(t) =
(
∂tJ(t)− J(t)L − J(t)Bˆ
)
(4Σ⊤czzΣ)−1,
and hence, using (3.17) we get
Γ(t, 0) =
(
J−1(t)∂tJ(t)−L − Bˆ
)
(4Σ⊤czzΣ)−1.
Since
w(t, 0, v) = v +
∫ T
t
Tr(Γ(s, 0)b)ds+
∫ T
t
(ct +Tr(ao1)) ds,
it follows with (3.13) for all t ∈ [0, T ]
Yt = Tr(Γ(t, 0)Rt) + Tr(aOt) + v − log ‖ A22(t) ‖ Tr
(
(4Σ⊤czzΣ)−1b
)
− (T − t)Tr
(
(L + Bˆ)(4Σ⊤czzΣ)−1b
)
+ (T − t) (ct + Tr(ao1)) .
To state further existence results we need additional assumptions, namely
(A2+) czz ∈ S−d and C ∈ S+d ,
(A2−) czz ∈ S+d and C ∈ S−d .
Proposition 3.7. Let (A2+) hold. Then, for every u ∈ S+d , there exists a unique solution Γ(·, u) ∈
S+d to (3.16). Moreover, if t 7→ (czz(t),L (t),C (t)) is real analytic in t ∈ [0, T ] and u ∈ S++d , then
Γ(·, u) ∈ S++d .
Proof. For u ∈ S+d the existence of a solution Γ(·, u) ∈ S+d of (3.10) follows from [19] Theorem
4.3. Indeed the continuous parameter set t 7→ (−4Σ⊤czz(t)Σ, l(t),C (t)) with l(t)(u) = uL⊤(t) +
L (t)u+B∗(u), u ∈ Sd, is admissible in the sense: −4Σ⊤czz(t)Σ,C (t) ∈ S+d and for all u0 ∈ ∂S+d ,
w ∈ S+d such that Tr(u0w) = 0 and t ∈ [0, T ] we have
Tr(l(t)(u0)w) = Tr(u0L
⊤(t)w +L (t)u0w +B∗(u0)w)
≥ Tr(u0L⊤(t)w +L (t)u0w)
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= 0,
where we have used Tr(B∗(x)y) = Tr(B(y)x) for all x, y ∈ Sd, as well as admissibility condition
(2.5) and [18] Lemma 4.1. Since the right hand side of (3.16) is locally Lipschitz in u, uniqueness
follows immediately. [19] Theorem 4.3 now implies the second assertion. 
Corollary 3.8. If (A2−) holds, then there exists a unique solution Γ(·, u) ∈ S−d to (3.16) for every
u ∈ S−d . Moreover, if t 7→ (czz(t),L (t),C (t)) is real analytic in t ∈ [0, T ] and u ∈ S−−d , then
Γ(·, u) ∈ S−−d .
Proof. Fix u ∈ S−d . Finding a solution Γ(·, u) to the ODE (3.16) is equivalent to solving
−∂Γ˜(t,−u)
∂t
= θ˜(t, Γ˜(t,−u)), Γ˜(T,−u) = −u, (3.19)
where Γ˜(t,−u) = −Γ(t, u) and
θ˜(t, u˜) = −θ(t,−u˜) = −4u˜Σ⊤czz(t)Σu˜ +L (t)u˜ + u˜L ⊤(t) +B∗(u˜)− C (t)
for (t, u˜) ∈ [0, T ]× S+d . Assumption (A2+) and Proposition 3.7 imply that the ODE (3.19) has a
unique solution Γ˜(·,−u) ∈ S+d . Hence the unique solution of (3.16) is given by Γ(·, u) = −Γ˜(·,−u) ∈
S−d . The second assertion follows immediately. 
3.2. Solution of generalized matrix Riccati ODEs. Before we derive sufficient conditions for
the existence and uniqueness of equation (3.10) in the presence of jumps, we provide some properties
of the function θ given in (3.11). This enables us to use a comparison result for ODEs and prove
existence of (3.10) with the help of the above existence results. We introduce quasi-monotone
increasing functions in the sense of [54].
Definition 3.9. Let U ⊂ Sd be a an open set. We call a function θ : U → Sd quasi-monotone
increasing if for all w, u ∈ U and x ∈ S+d with Tr(wx) = 0 the inequality
Tr((θ(w + u)− θ(u))x) ≥ 0
holds. Correspondingly we call θ quasi-constant if both θ and −θ are quasi-monotone increasing.
We work under the following conditions which ensure that θ, defined in (3.11) is quasi-monotone
increasing.
(A3+) For all t ∈ [0, T ], the functions gM (t, ·), gx(t, ·), gz√x(t, ·) and gy(t, ·) are non-decreasing
on R+. For all (t, r) ∈ [0, T ]× R+, we have gM (t, r) ∈ R+, gx(t, r) ∈ S+d and
Σ⊤gz√x(t, r) + g
⊤
z
√
x
(t, r)Σ + gy(t, r)  0.
(A3−) For all t ∈ [0, T ], the functions gM (t, ·), gx(t, ·) are non-decreasing on R− and the functions
gz
√
x(t, ·), gy(t, ·) are non-increasing on R−. For all (t, r) ∈ [0, T ]×R−, we have gM (t, r) ∈
R−, gx(t, r) ∈ S−d and
Σ⊤gz√x(t, r) + g
⊤
z
√
x
(t, r)Σ + gy(t, r)  0.
(A4+) For all t ∈ [0, T ], the functions gzˆzˆ(t, ·), gzˆz(t, ·), gzˆ√x(t, ·) are non-decreasing on R+. For
all (t, y) ∈ [0, T ]× R+ we have gzˆzˆ(t, y) ∈ S+d and
σ⊤(t)agzˆz(t, y)Σ + Σ⊤gzˆz(t, y)a⊤σ(t)  0,
σ⊤(t)agzˆ√x(t, y)  0.
(A4−) For all t ∈ [0, T ], the functions gzˆzˆ(t, ·), gzˆ√x(t, ·) are non-decreasing on R− and gzˆz(t, ·)
are non-increasing on R−. For all (t, y) ∈ [0, T ]× R− we have
σ⊤(t)agzˆz(t, y)Σ + Σ⊤gzˆz(t, y)a⊤σ(t)  0,
σ⊤(t)agzˆ√x(t, y)  0.
Lemma 3.10. Suppose (A3+) and (A4+) hold. Then the map θ(t, ·) is quasi-monotone increasing
on S++d for all t ∈ [0, T ].
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Proof. Consider an arbitrary t ∈ [0, T ] and fix w, v ∈ S++d and r ∈ S+d such that Tr(wr) = 0. First
we consider the function
u 7→ 4uΣ⊤czz(t)Σu, u ∈ S++d ,
and prove it is quasi-constant. Indeed, we have
Tr
((
(w + v)4Σ⊤czz(t)Σ(w + v)− v4Σ⊤czz(t)Σv
)
r
)
= Tr
(
w4Σ⊤czz(t)Σwr
)
+Tr
(
v4Σ⊤czz(t)Σwr
)
+Tr
(
w4Σ⊤czz(t)Σvr
)
= 0,
where the last equality follows from Tr(wr) = 0 being equivalent to rw = wr = 0, compare [18]
Lemma 4.1. With the same reasoning we have
u 7→ uL⊤(t) + uL (t) + C (t), u ∈ S++d ,
is quasi-constant. Moreover due to the admissibility condition (2.5) the function
u 7→ B∗(u)−
∫
S
+
d
\{0}
Tr(uχ(ξ))
‖ ξ ‖2 ∧1 µ(dξ), u ∈ S
++
d ,
is quasi-monotone increasing. From the definition of µ together with the fact that gM is non-
decreasing in its spatial variable and Tr(xy) ≥ 0 for all x, y ∈ S+d , the map
u 7→
∫
S
+
d
\{0}
gM (t,Tr(uξ)) + Tr(uξ)
‖ ξ ‖2 ∧1 µ(dξ), u ∈ S
++
d ,
is quasi-monotone increasing. Due to (A3+) we have
Tr
(
r
∫
S
+
d
\{0}
(
(w + v)Σ⊤gz√x(t,Tr((w + v)ξ)) + g
⊤
z
√
x(t,Tr((w + v)ξ))Σ(w + v)
− vΣ⊤gz√x(Tr(t,Tr(vξ))) − g⊤z√x(t,Tr(vξ))Σv + (w + v)gy(t,Tr((w + v)ξ))
− vgy(t,Tr(vξ)) + gx(t,Tr((w + v)ξ))− gx(t,Tr(vξ))
)
m(dξ)
)
= Tr
(
r
∫
S
+
d
\{0}
(
vΣ⊤gz√x(t,Tr((w + v)ξ)) + g
⊤
z
√
x
(t,Tr((w + v)ξ))Σv
− vΣ⊤gz√x(Tr(t,Tr(vξ))) − g⊤z√x(t,Tr(vξ))Σv + vgy(t,Tr((w + v)ξ))
− vgy(t,Tr(vξ)) + gx(t,Tr((w + v)ξ)) − gx(t,Tr(vξ))
)
m(dξ)
)
≥ 0,
which implies that
u 7→
∫
S
+
d
\{0}
(
uΣ⊤gz√x(t,Tr(uξ)) + g
⊤
z
√
x
(t,Tr(uξ))Σu + gy((t,Tr(uξ)) + gx(t,Tr(uξ))
)
m(dξ),
is a quasi-monotone increasing function for all u ∈ S++d . We finally obtain from (A4+) that the
function
u 7→
∫
S
+
d
\{0}
(
σ⊤(t)agzˆzˆ(t,Tr(uξ))a⊤σ(t) + σ⊤(t)agzˆz(t,Tr(uξ))Σu
+uΣ⊤g⊤zˆz(t,Tr(uξ))a
⊤σ(t) + σ⊤(t)agzˆ√x(t,Tr(uξ))
)
m(dξ),
is quasi-monotone increasing for all u ∈ S++d . 
In the following Lemma we show that the growth of θ(t, u) in u, where (t, u) ∈ [0, T ]× S+d , can
be controlled under suitable conditions.
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(A5+) The function czz has values in S
−
d and gM and gx are of linear growth in the spatial
variable, i.e. there exist continuous functions CM : [0, T ] → R++ and Cx : [0, T ] → S++d
such that
gM (t, y) ≤ CM (t)(|y|+ 1),
gx(t, y)  Cx(t)(|y|+ 1),
for all (t, y) ∈ [0, T ] × R+. Also gz√x and gy are bounded above in the spatial variable,
i.e. there exists a matrix valued continuous function Cz
√
x : [0, T ]→ S++d such that
gz√x(t, r) + gy(t, r)  Cz√x(t), for all (t, r) ∈ [0, T ]× R+.
(A5−) The function czz has values in S+d and −gM and −gx are of linear growth in the spatial
variable, i.e. there exist continuous functions CM : [0, T ] → R++ and Cx : [0, T ] → S++d
such that
−gM (t, y) ≤ CM (t)(|y|+ 1),
−gx(t, y)  Cx(t)(|y|+ 1),
for all (t, y) ∈ [0, T ] × R−. Also gz√x and gy are bounded above in the spatial variable,
i.e. there exists a matrix valued continuous function Cz
√
x : [0, T ]→ S++d such that
gz
√
x(t, r) + gy(t, r)  Cz√x(t), for all (t, r) ∈ [0, T ]× R−.
(A6+) The functions gzˆzˆ and gzˆ
√
x, are of linear growth in the spatial variable, i.e. there exist
continuous functions Czˆzˆ : [0, T ]→ S++d such that
gzˆzˆ(t, y) + gzˆ
√
x(t, y)  Czˆzˆ(t)(|y|+ 1),
for all (t, y) ∈ [0, T ] × R+. Also gzˆz is bounded above in the spatial variable, i.e. there
exists a continuous function Czˆz : [0, T ]→ S++d such that
gzˆz(t, y)  Czˆz(t), for all (t, y) ∈ [0, T ]× R+.
(A6−) The functions −gzˆzˆ and −gzˆ√x, are of linear growth in the spatial variable, i.e. there
exists a continuous function Czˆzˆ : [0, T ]→ S++d such that
−gzˆzˆ(t, y)− gzˆ√x(t, y)  Czˆzˆ(t)(|y|+ 1),
for all (t, y) ∈ [0, T ] × R−. Also gzˆz is bounded above in the spatial variable, i.e. there
exists a continuous function Czˆz : [0, T ]→ S++d such that
gzˆz(t, y)  Czˆz(t), for all (t, y) ∈ [0, T ]× R−.
Lemma 3.11. Let (A5+) and (A6+) hold. Then there exists a continuous function K : [0, T ] →
R++ such that for (t, u) ∈ [0, T ]× S+d the following inequality holds
Tr(uθ(t, u)) ≤ K(t) (‖ u ‖2 +1) .
Proof. For every (t, u) ∈ [0, T ]× S+d we deduce that
θ(t, u)  uL⊤(t) +L u+B∗(u) + C (t)
+
∫
S
+
d
\{0}
CM (t) (Tr (uξ) + 1) + Tr (u(ξ − χ(ξ)))
‖ ξ ‖2 ∧1 µ(dξ)
+
∫
S
+
d
\{0}
(
uΣ⊤Cz√x(t) + C
⊤
z
√
x(t)Σu + Cx(t)(Tr (uξ) + 1)
+ σ⊤(t)aCzˆzˆ(Tr(uξ) + 1)a⊤σ(t) + σ⊤(t)aCzˆz(t)Σu
+ σ⊤(t)aCzˆzˆ(t)(Tr (uξ) + 1)
)
m(dξ),
where we have used the Assumptions (A5+) and (A6+). In particular for u ∈ S+d it then follows
that
Tr(uθ(t, u)) ≤ Tr(uuL⊤(t)) + Tr(uL (t)u) + Tr(uB∗(u)) + Tr(uC (t))
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+Tr
(
u
∫
S
+
d
\{0}
CM (t) (Tr (uξ) + 1) + Tr (u(ξ − χ(ξ)))
‖ ξ ‖2 ∧1 µ(dξ)
)
+
∫
S
+
d
\{0}
Tr
(
u
(
uΣ⊤Cz√x(t) + C
⊤
z
√
x(t)Σu+ Cx(t)(Tr (uξ) + 1)
+ σ⊤(t)aCzˆzˆ(Tr (uξ) + 1)a⊤σ(t) + σ⊤(t)aCzˆz(t)Σu
+ σ⊤(t)aCzˆzˆ(t)(Tr (uξ) + 1)
))
m(dξ),
which gives the result. 
The following theorem goes back to [54]. In the form stated here, it is adjusted to symmetric
matrices.
Theorem 3.12. Let U ⊂ Sd be an open set. Suppose θ : [0, T )× U → Sd is a continuous locally
Lipschitz map with θ(t, ·) quasi-monotone increasing on U for all t ∈ [0, T ). Given t0 ∈ (0, T ] let
x, y : [0, t0)→ U be differentiable maps such that x(0)  y(0) and
dx(t)
dt
− θ(t, x(t))  dy(t)
dt
− θ(t, y(t)), t ∈ [0, t0].
Then we have x(t)  y(t) for all t ∈ [0, t0).
We will use this theorem for proving an existence and uniqueness result for the generalized
Riccati ODE (3.10).
(A7) The mappings gM , gz
√
x, gx, gy, gzˆzˆ , gzˆz, and gzˆ
√
x are locally Lipschitz continuous in the
spatial variable.
Note that the map θ(t, ·) may not be Lipschitz at the boundary ∂S+d , see [25] Example 9.3. So we
look for a solution of (3.10) in S++d .
Theorem 3.13. Let the map t 7→ (czz(t),L (t),C (t)) be real analytic and suppose (A2+), (A3+),
(A4+), (A5+), (A6+) and (A7) hold. Then the ODE (3.10) has a unique solution Γ(·, u) ∈ S++d
for every terminal value u ∈ S++d .
Proof. Since u 7→ θ(t, u) is locally Lipschitz on S++d and t 7→ θ(t, u) is continuous, standard ODE
theory gives that there exists a unique local S++d -valued solution Γ(t, u) of (3.15) for t ∈ [0, t+(u))
with
t+(u) = lim inf
n→∞
{
t ≥ 0 : ‖ Γ(t, u) ‖≥ n or Γ(t, u) ∈ ∂S+d
} ∧ T.
Wanting a global solution we thus need to show that t+(u) = T . Since θ(t, ·) may fail to be
Lipschitz continuous at ∂S+d , we look at θ without its jump terms and define
θ˜(t, u) = 4uΣ⊤czz(t)Σu + uL⊤(t) +L (t)u +B∗(u) + C (t),
for (t, u) ∈ [0, T ] × Sd. By assumption (A2+) and since the map t 7→ (czz(t),L (t),C (t)) is real
analytic we may apply Proposition 3.7. Hence there exists a unique S++d -valued solution Γ˜ of
∂Γ˜(t, u)
∂t
= θ˜(t, Γ˜(t, u)), θ˜(0, u) = u,
for all t ∈ [0, T ]. By means of (A3+) and (A4+) we have that for all (t, u) ∈ [0, T ]× S+d
θ(t, u)− θ˜(t, u)
=
∫
S
+
d
\{0}
gM (t,Tr(uξ)) + Tr(u(ξ − χ(ξ)))
‖ ξ ‖2 ∧1 µ(dξ)
+
∫
S
+
d
\{0}
(
2uΣT gz
√
x(Tr(t,Tr(uξ))) + gx(t,Tr(uξ)) + gy(t,Tr(uξ))
)
m(dξ)
+
∫
S+
d
\{0}
(
σ⊤(t)agzˆzˆ(t,Tr(uξ))a⊤σ(t) + 2σ⊤(t)agzˆz(t,Tr(uξ))Σu
+σ⊤(t)agzˆ√x(t,Tr(uξ))
)
m(dξ)
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 0,
and thus for all u ∈ S++d and t ∈ [0, t+(u)) we obtain
∂Γ(t, u)
∂t
− θ˜(t,Γ(t, u))  ∂Γ˜(t, u)
∂t
− θ˜(t, Γ˜(t, u)).
Theorem 3.12 then yields for t ∈ [0, t+(u))
Γ(t, u)  Γ˜(t, u) ∈ S++d ,
and hence t+(u) = lim infn→∞{t ≥ 0 : ‖ Γ(t, u) ‖≥ n} ∧ T . By assumptions (A5+) and (A6+) we
have from Lemma 3.11 that for all u ∈ S++d and t ∈ [0, t+(u))
∂t ‖ Γ(t, u) ‖2 = 2Tr (Γ(t, u)∂tΓ(t, u)) ≤ K(t)
(‖ Γ(t, u) ‖2 +1) ,
for a continuous positive-valued function K. Then Gronwall’s inequality applied to ‖ Γ(t, u) ‖2 +1
gives
‖ Γ(t, u) ‖2 ≤ e
∫
t
0
K(s)ds
(‖ u ‖2 +1) for t < t+(u),
and thus t+(u) = T for u ∈ S++d . 
Corollary 3.14. Let the map t 7→ (czz(t),L (t),C (t)) be real analytic and suppose (A2−), (A3−),
(A4−), (A5−), (A6−) and (A7) hold. Then the ODE (3.10) has a unique solution Γ(·, u) ∈ S−−d
for every terminal value u ∈ S−−d .
Proof. Fix u ∈ S−−d . As we have already seen in the proof of Corollary 3.7, finding a solution
Γ(·, u) to the ODE (3.10) is equivalent to solving
−∂Γ˜(t,−u)
∂t
= θ˜(t, Γ˜(t,−u)), Γ˜(T,−u) = −u, (3.20)
where Γ˜(t,−u) = −Γ(t, u) and
θ˜(t, u˜) = −θ(t,−u˜)
= −4u˜Σ⊤czz(t)Σu˜ +L (t)u˜ + u˜L⊤(t) +B∗(u˜)− C (t)
+
∫
S
+
d
\{0}
Tr (u˜(ξ − χ(ξ))) − gM (t,−Tr(u˜ξ))
‖ ξ ‖2 ∧1 µ(dξ)
+
∫
S
+
d
\{0}
(
g⊤z√x(t,−Tr(u˜ξ))Σu − gx(t,−Tr(u˜ξ))
+ σ⊤(t)agzˆz(t,−Tr(u˜ξ))Σu˜− σ⊤(t)agzˆ√x(t,−Tr(u˜ξ))
)
m(dξ)
for (t, u˜) ∈ [0, T ]× S+d . By Theorem 3.13 the ODE (3.20) has a unique solution Γ˜(·,−u) ∈ S+d and
hence there exists a unique solution Γ(·, u) = −Γ˜(·,−u) ∈ S−d . 
4. Application in multivariate affine stochastic volatility models
In this chapter we apply the results of the previous chapter to the classical problem of utility
maximization in a multivariate stochastic volatility setting. Stochastic volatility models are an
extension of the Black-Scholes model, where the previously constant assumed volatility is now
modeled as a stochastic process. The key feature of affine stochastic volatility models is that their
Fourier-Laplace transform has an exponentially affine form. For a multivariate model consider the
d-dimensional logarithmic price process N whose stochastic volatility is given by an affine process
R on S+d , then the following formula holds
E
[
eTr(uRt)+v
⊤Nt
]
= eTr(Ψ(t,u,v)R0)+v
⊤N0+Φ(t,u,v),
for suitable arguments t ∈ [0, T ], u ∈ Sd+iSd and v ∈ Cd. The functions Φ and Ψ solve a system
of generalized Riccati ODEs which are specified by the model parameters. This formula is the
main reason for the analytic tractability of affine stochastic volatility models. In the multivariate
stochastic volatility models mainly used in the literature, the dynamics of R follow
dRt = (b + BˆRt +RtBˆ
⊤)dt+
√
RtdWtΣ+ Σ
⊤dW⊤
√
Rt + dJt,
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R0 = r ∈ S+d ,
whereW is a matrix-valued Brownian motion possibly correlated with the Brownian motion driving
N . Moreover b is a suitably chosen matrix in S+d , Σ, Bˆ are some invertible matrices and J is a pure
jump process with a compensator that is affine in R. Without jumps this process is a Wishart-
process (see also (2.10) and thereafter). They were introduced by [13] and have been applied to
many different fields such as term structure modeling and derivative pricing in [31, 32, 20, 21].
The authors of [1, 2] consider multivariate stochastic volatility models for a class of matrix-valued
Ornstein-Uhlenbeck processes driven by a Le`vy process of finite variation. Closer to our subject
is the work of [28]. There the authors investigate the power utility maximization problem in a
multivariate Heston model where the covariation process follows a Wishart process. They obtain
the optimal portfolio and utility via a duality approach.
We start with the definition of multivariate affine stochastic volatility models. Thereafter we
carry out the martingale property of the stochastic exponential of some process which will allow
us to prove optimality in the utility maximization problem. More precisely we want to maximize
expected utility of terminal wealth. The wealth process Xx,pi is composed of the initial capital
x ∈ R and gains from trading with strategy π in the market. We want to solve the problem in
presence of random revenues F which are paid at terminal time T , i.e.
V (x) = sup
pi∈A
E [U(Xx,piT + F )] , x ∈ R,
where U is an exponential utility function. Once a notion of admissibility is fixed we call any π ∈ A
an admissible (trading) strategy. Our aim is to explicitly describe the value function V and the
corresponding optimal strategy πopt. Similarly we examine the problem
V (x) = sup
pi∈A
E
[
U(Xx,piT e
F )
]
, x ∈ R,
where U now is a power utility function. It is known that the logarithmic utility maximization
problem with F = 0 can be solved explicitly for almost all semimartingale models, see e.g. [30] and
the references therein. This is why we do not consider logarithmic utility in this work.
4.1. Definition. Multivariate affine stochastic volatility models are characterized via the joint
Fourier-Laplace transform of the stochastic logarithm of the price process and the covariation
process. We suppose that the discounted d-dimensional asset price process H is modeled as a
stochastic exponential
Ht = H0E(N)t, t ∈ [0, T ],
where N is the discounted d-dimensional logarithmic price process with N0 = n ∈ Rd. Let R
denote the stochastic covariation process with states in S+d and starting in R0 = r ∈ S+d .
Definition 4.1 ([17] Definition 5.3.5.). We call a stochastic process (R,N) = (Rt, Nt)t∈[0,T ] with
values in S+d × Rd a multivariate affine stochastic volatility model, if the following conditions are
satisfied.
(i) The pair of processes (R,N) is a stochastically continuous Markov process.
(ii) Under the risk neutral measure Q, the Fourier-Laplace transform of (R,N) is exponen-
tially affine in the initial states (r, n), i.e. there exist functions (t, u, v) 7→ Ψ(t, u, v) and
(t, u, v) 7→ Φ(t, u, v) such that
EQ
[
eTr(uRt)+v
⊤Nt
]
= exp
(
Tr (Ψ(t, u, v)r) + v⊤n+Φ(t, u, v)
)
, (4.1)
for all (t, u, v) ∈ Q, where
Q =
{
(t, u, v) ∈ [0, T ]× Sd + iSd × Cd : EQ
[
eTr(uRt)+v
⊤Nt
]
<∞
}
.
(iii) The asset price process H is a martingale under the risk-neutral probability measure Q.
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4.2. The Martingale property. In the following sections it will play an important role under
which conditions the stochastic exponential of a process involving an affine process becomes a true
martingale. This problem has applications in fields including absolute continuity of distributions
of stochastic processes (see [15]) and the verification of optimality in utility maximization as we
use it here. On the state space Rn+×Rm and in a time-homogeneous setting the problem has been
addressed already in [39, 44], which has then been extended to the state space S+d × Rd in [17].
Suppose R is an affine process with admissible parameter set (α, b, βij ,m, 0) associated with
truncation function χR. Let for all s ∈ [0, T ]∫
{|Tr(σµ(s)ξ)|>1}
eTr(σµ(s)ξ)m(dξ) <∞, (4.2)
and consider the process
Pt =
∫ t
0
σ⊤Q(s)
√
RsdQs +
∫ t
0
Tr
(
σW (s)
√
RsdWs
)
+
∫ t
0
Tr
(
σ
Qˆ
(s)
√
RsdQˆs
)
(4.3)
+
∫ t
0
∫
S
+
d
\{0}
(
eTr(σµ(s)ξ) − 1
)
d(µR(ds, dξ) −m(dξ)ds), t ∈ [0, T ],
where σQ : [0, T ] → Rd and σW , σQˆ, σµ : [0, T ] → Md are continuous functions of time. The
d-dimensional Brownian motion Q is correlated to the matrix Brownian motion W by
dQt = dWtρ+
√
1− ρ⊤ρdDt.
Here D is a d-dimensional Brownian motion independent of W and ρ a d-dimensional vector with
entries ρi ∈ [−1, 1], i = 1, . . . , d, satisfying ρ⊤ρ ≤ 1. The process Qˆ is another independent d× d-
matrix Brownian motion. Finally µR denotes the random measure associated to the jumps of R.
The goal of this section is to show that the stochastic exponential of P is a martingale which
will help us proving optimality in the utility maximization problems considered in the following
sections.
Theorem 4.2. Assume (4.2), then the process E(P ) is a martingale.
It will be crucial that the conditional Fourier-Laplace transform of (R, Pˆ ) with
Pˆ = ln (E(P )) ,
is exponentially affine. This is stated in the following Lemma.
Lemma 4.3. The conditional Fourier-Laplace transform of (R, Pˆ ) has an exponentially affine
form. More precisely, there exist functions (s, t, u, v) 7→ Ψ(s, t, u, v) and (s, t, u, v) 7→ Φ(s, t, u, v)
such that
E
[
eTr(uRt)+vPˆt
∣∣∣(Rs, Pˆs)] = exp(Tr (Ψ(s, t, u, v)Rs) + vPˆs +Φ(s, t, u, v)) , (4.4)
for all (s, t, u, v) ∈ I, where
I =
{
(s, t, u, v) ∈ [0, T ]× [0, T ]× Sd + iSd × C : s ≤ t,E
[
eTr(uRt)+vPˆt
∣∣∣(Rs, Pˆs)] <∞}.
The functions Φ and Ψ have the following form
−∂Φ(s, t, u, v)
∂s
= F (s,Ψ(s, t, u, v), v), Φ(t, t, u, v) = 0, (4.5)
−∂Ψ(s, t, u, v)
∂s
= R(s,Ψ(s, t, u, v), v), Ψ(t, t, u, v) = u, (4.6)
where
F (s, u, v) = Tr(bu) +
∫
S
+
d
\{0}
(
eTr(uξ)−vTr(σµ(s)ξ) − veTr(σµ(s)ξ) + v − 1− Tr(uξ)
)
m(dξ),
R(s, u, v) = 2uαu+B∗(u) +
1
2
v(v − 1)(2σQ(s)ρ⊤σW (s) + σ⊤W (s)σW (s) + σ⊤Qˆ(s)σQˆ(s)
+ σQ(s)σ
⊤
Q(s)
)
+ vu(σQ(s)ρ
⊤ + σ⊤W (s))Σ + vΣ
⊤(σW (s) + ρσ⊤Q(s))u,
for all (s, t, u, v) ∈ I.
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Proof. Since ∆Pt > −1 for all t ∈ [0, T ] we have E(P ) > 0 and hence the process Pˆ is well defined.
Itoˆ’s formula gives
Pˆt = Pt − 1
2
〈P, P 〉t +
∑
s≤t
ln(1 + ∆Ps)−∆Ps (4.7)
= Pt − 1
2
〈P, P 〉t +
∫ t
0
∫
S
+
d
\{0}
Tr(σµ(s)ξ)(µ
R(ds, dξ) −m(dξ)ds)
+
∫ t
0
∫
S
+
d
\{0}
(
Tr(σµ(s)ξ)− eTr(σµ(s)ξ) + 1
)
m(dξ)ds.
Let us assume that there exist functions Ψ : I → Sd+ iSd and Φ : I → C such that the conditional
Fourier-Laplace transform is of the form (4.4), i.e. Ψ(t, t, u, v) = u and Φ(t, t, u, v) = 0. We consider
(s, t, u, v) ∈ I from now on and denote
h(s,Rs, Pˆs) = exp
(
Tr(Ψ(s, t, u, v)Rs) + vPˆs +Φ(s, t, u, v)
)
, s ≤ t.
Then we obtain with Itoˆ’s formula for s ≤ t ∈ [0, T ]
dh(s,Rs, Pˆs)
=
∂h(s,Rs, Pˆs)
∂s
ds+
d∑
i,j=1
∂h(s,Rs, Pˆs)
∂rij
dRij,s +
∂h(s,Rs, Pˆs)
∂pˆ
dPˆs
+
1
2
d∑
i,j,k,l=1
∂2h(s,Rs, Pˆs)
∂rij∂rkl
d〈Rij , Rkl〉s + 1
2
∂2h(s,Rs, Pˆs)
∂pˆ∂pˆ
d〈Pˆ , Pˆ 〉s
+
d∑
i,j=1
∂2h(s,Rs, Pˆs)
∂rij∂p
d〈Rij , Pˆ 〉s
+
∑
s≤t
(
h(s,Rs, Pˆs)− h(s,Rs−, Pˆs−)−
d∑
i,j=1
∂h(s,Rs−, Pˆs−)
∂rij
∆Rij,s − ∂h(s,Rs−, Pˆs−)
∂pˆ
∆Pˆs
)
.
By the law of iterated expectations, for all s ∈ [0, t] and s¯ ∈ [s, t],
h(s,Rs, Pˆs) = E
[
E
[
eTr(uRt)+vPˆt |(Rs¯, Pˆs¯)
]
|(Rs, Pˆs)
]
= E
[
h(s¯, Rs¯, Pˆs¯)|(Rs, Pˆs)
]
.
This means that h(·, R, Pˆ ) is a martingale and hence the bounded variation part in the above
equation has to be zero for all s ≤ t ∈ [0, T ]. Straightforward computations then lead to
0 = h(s,Rs, Pˆs)
(
Tr
(
∂Ψ(s, t, u, v)
∂s
Rs
)
+
∂Φ(s, t, u, v)
∂s
+ 2Tr(RsΨ(s, t, u, v)αΨ(s, t, u, v)) (4.8)
+ Tr((b+B(Rs))Ψ(s, t, u, v)) +
1
2
v(v − 1)Tr(Rs(2σQ(s)ρ⊤σW (s) + σ⊤W (s)σW (s)
+ σ⊤
Qˆ
(s)σ
Qˆ
(s) + σQ(s)σ
⊤
Q(s))) + 2vTr(Ψ(s, t, u, v)(σQ(s)ρ
⊤ + σW (s))Σ)
+
∫
S
+
d
\{0}
(
vTr(σµ(s)ξ) − veTr(σµ(s)ξ) + v + eTr(Ψ(s,t,u,v)ξ)+vTr(σµ(s)ξ) − 1
)
m(dξ)ds
+
∫
S
+
d
\{0}
(
−Tr(Ψ(s, t, u, v)ξ)− vTr(σµ(s)ξ)
)
m(dξ)ds
)
.
Here we have used the representation (2.9) of R, formula (4.7) and
d〈Rij , Rkl〉s = Aijkl(Rs),
d〈Pˆ , Pˆ 〉s = Tr(Rs(2σQ(s)ρ⊤σW (s) + σ⊤W (s)σW (s) + σ⊤Qˆ(s)σQˆ(s) + σQ(s)σ⊤Q(s)))ds,
d〈R, Pˆ 〉s = 2Rs((σQ(s)ρ⊤ + σW (s))Σ)ds, s ∈ [0, T ].
We obtain the ODEs (4.6) and (4.5) by equating coefficients. There exists a unique local solution
for equation (4.6) since it is locally Lipschitz on Sd + iSd. From [52] Theorem 3.7 we know that
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the time before the ODE possibly explodes coincides with the expectation on the left hand side of
(4.4) to exist. This gives the result. 
In a time homogeneous setting [17] Theorem 5.3.4 gives necessary and sufficient conditions for
the exponential of eP˜ of a process P˜ ∈ Rd to be a martingale. We adapt the proof to our time-
inhomogeneous process Pˆ .
Proof of Theorem 4.2. We show that ePˆ is a martingale which gives the result due to ePˆ = E(P ).
Since (4.2) gives ∫
{|∆Pˆs|>1}
e∆Pˆsm(dξ) =
∫
{|Tr(σµ(s)ξ)|>1}
eTr(σµ(s)ξ)m(dξ) <∞,
and P is a local martingale, [38] Lemma 3.1 implies that ePˆ is a σ-martingale. Due to ePˆ > 0
additionally we obtain by [38] Proposition 3.1 that ePˆ is a supermartingale. Hence it is in particular
integrable and thus (s, t, 0, 1) ∈ I for all s ≤ t ∈ [0, T ]. From Lemma 4.3 we have for all s ≤ t ∈ [0, T ]
E
[
ePˆt
∣∣∣(Rs, Pˆs)] = exp(Tr(Ψ(s, t, 0, 1)Rs) + Pˆs +Φ(s, t, 0, 1)) .
Thus, Ψ(s, t, 0, 1) = 0 and Φ(s, t, 0, 1) = 0 for all s ≤ t ∈ [0, T ] would ensure that ePˆ is a martingale.
Indeed Lemma 4.3 implies
F (s, 0, 1) =
∫
S
+
d
\{0}
(
e−1Tr(σµ(s)ξ) − 1eTr(σµ(s)ξ) + 1− 1
)
m(dξ) = 0,
R(s, 0, 1) = B∗(0) +
1
2
1(1− 1)(2σQ(s)ρ⊤σW (s) + σ⊤W (s)σW (s) + σ⊤Qˆ(s)σQˆ(s) + σQ(s)σ⊤Q(s)) = 0,
and hence the solution of
−∂Φ(s, t, 0, 1)
∂s
= F (s,Ψ(s, t, 0, 1), 1) = 0, Φ(t, t, 0, 1) = 0,
−∂Ψ(s, t, 0, 1)
∂s
= R(s,Ψ(s, t, 0, 1), 1) = 0, Ψ(t, t, 0, 1) = 0,
is Ψ(s, t, 0, 1) = 0 and Φ(s, t, 0, 1) = 0 for all s ≤ t ∈ [0, T ]. 
4.3. Solution in a continuous multivariate affine stochastic volatility model. In this sec-
tion we introduce a continuous affine stochastic volatility model which is a natural multivariate
extension of the Heston model. We then formulate the utility maximization problem in this model
and solve it for power and exponential utility. This allows to describe the optimal strategy and
maximal expected utility in terms of the model parameters and a Riccati ODE.
Assume that there exists a financial market with one riskless bond with zero interest rate and d
risky assets H = (H1, . . . , Hd). The process H is modeled as stochastic exponential H = H0E(N),
where N = (N1, . . . , Nd) is given by
dNt = Rtηdt+
√
RtdQt, t ∈ [0, T ], (4.9)
with Q being a vector Brownian motion with values in Rd and η ∈ Rd being a constant vector. The
stochastic volatility process is continuous and affine with admissible parameter set (α, b, βij , 0, 0),
i.e. it satisfies the SDE
dRt = (b+B(Rt))dt+
√
RtdWtΣ + Σ
⊤dW⊤t
√
Rt, R0 = r ∈ S+d , t ∈ [0, T ], (4.10)
where W is a d × d matrix-valued Brownian motion. The Brownian motion Q driving the assets
returns and the Brownian motionW of the stochastic covariation matrix are allowed to be correlated
in a certain way. Let ρ = (ρ1, . . . , ρd)
⊤ be a vector with entries ρi ∈ [−1, 1], i = 1, . . . , d, and such
that ρ⊤ρ ≤ 1. With a d-dimensional Brownian motion D independent of W we can write
dQt = dWtρ+
√
1− ρ⊤ρdDt.
Hence the correlation between the scalar Brownian motions Qi and Wmn is given by ρn if i = m
and else it is 0. The structure of the correlation between Q and W has been chosen in this way in
order to ensure the model to be affine, which can be seen in the following Proposition.
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Proposition 4.4. The pair of processes (R,N) is a multivariate stochastic volatility model with
functions Φ and Ψ solving
∂Φ(t, u, v)
∂t
= bΨ(t, u, v), (4.11)
Φ(0, u, v) = 0,
∂Ψ(t, u, v)
∂t
= 2Ψ(t, u, v)αΨ(t, u, v) +B∗(Ψ(t, u, v)) + (v − η) ρ⊤ΣΨ(t, u, v)
+ Ψ(t, u, v)Σ⊤ρ (v − η)⊤ + 1
2
vv⊤, (4.12)
Ψ(0, u, v) = u,
for all (t, u, v) ∈ Q.
Proof. That (R,N) is stochastically continuous follows by definition. From Theorem 4.2 we obtain
with σW ≡ σQˆ ≡ σµ ≡ 0 and σQ ≡ −η that the process E(X), where Xt = −
∫ t
0
η⊤
√
RsdQs,
t ∈ [0, T ], is a martingale. This means that we can define a new probability measure Q by
dQ = E (X)T dP. The theorems of Girsanov and Le´vy then give that Q˜ = Q +
∫ ·
0
√
Rsηds is a Q-
Brownian motion. Hence N =
∫ ·
0
√
RsdQ˜s is a local Q-martingale and again, according to Lemma
3.1 and Proposition 3.1 in [38] the asset price process H = E (N) is a Q-martingale.
It remains to prove formula (4.1). Since for all t ∈ [0, T ], the covariation d〈Wij , X〉t =
−(√Rtη)iρjdt, i, j = 1, . . . , d, we have by Girsanov’s theorem that
W˜ =W +
∫ ·
0
√
Rsηρ
⊤ds,
is a Brownian motion. Hence the dynamics of (4.9) and (4.10) under Q can be written as
dNt =
√
RtdQ˜t,
dRt = (b +B(Rt)−Rtηρ⊤Σ− Σ⊤ρη⊤Rt)dt+
√
RtdW˜tΣ+ Σ
⊤dW˜⊤t
√
Rt.
Consider the conditional Fourier-Laplace transform EQ
[
eTr(uRt)+v
⊤Nt |(Rs, Ns)
]
under the mea-
sure Q for s ≤ t. Since R and N are time-homogeneous processes, we have that for (t, u, v) ∈ Q
the process
h(t− s,Rs, Ns) = EQ
[
eTr(uRt)+v
⊤Nt |(Rs, Ns)
]
is a martingale. We conjecture that the conditional Fourier-Laplace transform is of exponentially
affine form, more precisely that there exist functions Ψ : Q → Sd + iSd and Φ : Q → Cd such that
h has the form
h(t− s,Rs, Ns) = exp
(
Tr (Ψ(t− s, u, v)Rs) + v⊤Ns +Φ(t− s, u, v)
)
.
Applying Itoˆ’s formula to h(t − s,Rs, Ns) and taking into account that it is a martingale, the
bounded variation term needs to satisfy
0 = Tr
(
∂Ψ(t− s, u, v)
∂s
Rs
)
+
∂Φ(t− s, u, v)
∂s
+ 2Tr(RsΨ(t− s, u, v)αΨ(t− s, u, v)) + 1
2
v⊤Rsv
+Tr
(
(b+B(Rs)−Rsηρ⊤Σ− Σ⊤ρη⊤Rs)Ψ(t− s, u, v)
)
+ 2Tr(Ψ(t− s, u, v)RsΣ⊤ρv⊤),
for s ≤ t. Here we have used the fact that d〈Rij , Nk〉t = 2(ρΣ)iRt,jkdt for i, j, k = 1, . . . , d.
Identifying coefficients leads to the following system of ODEs
−∂Ψ(t− s, u, v)
∂s
= 2Ψ(t− s, u, v)αΨ(t− s, u, v) +B∗(Ψ(t− s, u, v))
+ (v − η) ρ⊤ΣΨ(t− s, u, v) + Ψ(t− s, u, v)Σ⊤ρ (v − η)⊤ + 1
2
vv⊤,
−∂Φ(t− s, u, v)
∂s
= bΨ(t− s, u, v),
with boundary conditions
Ψ(t, u, v) = u, Φ(t, u, v) = 0.
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With a change of variable and since Φ can be determined via integration as soon as Ψ is known,
we derive (4.11), provided there exists a solution to the ODE for Ψ, i.e.
∂Ψ(t, u, v)
∂t
= θ(Ψ(t, u, v), v), Ψ(0, u, v) = u,
with
θ(u, v) = 2uαu+B∗(u) + (v − η)ρ⊤Σu+ uΣ⊤ρ(v − η)⊤ + 1
2
vv⊤,
for all (t, u, v) ∈ Q. Since θ is locally Lipschitz, there exists a unique local solution Ψ of (4.12).
From [52] Theorem 3.7 we know that the time before the ODE possibly explodes coincides with
the expectation on the left hand side of (4.1) to exist. This gives the result. 
Remark 4.5. We have chosen to model the asset price process H as stochastic exponential of N .
It is also possible to model H as ordinary exponential, i.e. H = H0e
N . In this case we have
H = H0E(N˜) with dN˜t =
√
RtdQt + Rt(η +
1
2 )dt, t ∈ [0, T ]. Hence we are back in the setting
considered above.
4.3.1. Power utility. We set F = 0 and assume that the investor’s preferences are described by the
power utility function
U(x) =
1
γ
xγ , x ≥ 0, γ ∈ (0, 1).
Let A be the set of all d-dimensional predictable processes π that satisfy ∫ T0 π⊤s πsds <∞ a.s. Note
that πi denotes the fraction of the wealth invested in stock i, where i = 1, . . . , d. Any process π ∈ A
is called an admissible (trading) strategy. Under these assumptions the wealth process evolves as
follows
Xx,pit = x+
∫ t
0
Xx,pis π
⊤
s dNs = x+
∫ t
0
Xx,pis π
⊤
s Rsη ds+
∫ t
0
Xx,pis π
⊤
s
√
RsdQs,
for t ∈ [0, T ]. It can also be written as stochastic exponential
Xx,pit = xE
(∫ t
0
π⊤s Rsηds+
∫ t
0
π⊤s
√
RsdQs
)
, t ∈ [0, T ].
As described earlier the investor wants to maximize their expected utility of terminal wealth. In
order to model interest and exchange rates later, we want to take the function
F (OT ) = Tr(aOT ),
into account, where a is a d× d-matrix and OT the final value of the process
Ot =
∫ t
0
σ
√
RsdQˆs +
∫ t
0
(o1 + o2Rs)ds, t ∈ [0, T ]. (4.13)
Here o1, o2, σ ∈ Md and Qˆ is a d × d-dimensional Brownian motion independent of the Brownian
motions W and Q. From now on we will write F a,σ,o1,o2 for F (OT ) with OT given by (4.13) to
depict the structure of F in more detail. We want to solve the maximization problem
V a,σ,o1,o2(x) = sup
pi∈A
E
[
1
γ
(
Xx,piT exp(F
a,σ,o1,o2)
)γ]
, x ≥ 0. (4.14)
Our main result describes the value function and the optimal strategy explicitly in terms of the
model parameters.
Theorem 4.6. Let the linear diffusion term α belong to S++d and suppose the linear drift term
B in (4.10) is of the form B(r) = rBˆ + Bˆ⊤r, r ∈ S+d , with Bˆ ∈ Md. Define the matrix-valued
functions A : [0, T ]→M2d and Aij : [0, T ]→Md, i, j = 1, . . . , d, by
A(t) =
(
A11(t) A12(t)
A21(t) A22(t)
)
= exp
(
(T − t)
(
γ
1−γΣ
⊤ρη⊤ + Bˆ⊤ −2α− 2γ1−γΣ⊤ρρ⊤Σ
1
2σ
⊤aa⊤σ + γ2(1−γ)ηη
⊤ + ao2 − γ1−γ ηρ⊤Σ− Bˆ
))
.
(4.15)
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Then the value function and the corresponding optimal strategy are given by
V a,σ,o1,o2(x) =
1
γ
xγ exp
(
Tr(A−122 (0)A21(0)r) +
∫ T
0
Tr
(
A−122 (s)A21(s)b+ ao1
)
ds
)
,
πoptt =
1
1− γ
(
η + 2A−122 (t)A21(t)Σ
⊤ρ
)
, x ≥ 0, t ∈ [0, T ].
Before we prove the above theorem we motivate the present approach which can also be found
in [36]. Note that in contrast to [36] the coefficients in the evolution of N are not bounded. We
solve this problem by using the martingale optimality principle, in particular we aim to construct
processes Lpi as well as a strategy πopt such that
• LpiT = U(Xx,piT exp(F a,σ,o1,o2)) for all π ∈ A,
• Lpi is a supermartingale for all π ∈ A and there is a particular strategy πopt ∈ A such that
Lpi
opt
is a martingale.
Note that our assumptions on the filtration then imply that Lpi0 = C for all π ∈ A and a constant
C > 0. Applying the utility function to Xx,piT exp(F
a,σ,o1,o2) we get
1
γ
(
Xx,piT exp(F
a,σ,o1,o2)
)γ
=
1
γ
xγ exp
(∫ T
0
γπ⊤s Rsηds+
∫ T
0
γπ⊤s
√
RsdQs − 1
2
∫ T
0
γπ⊤s Rsπsds+ γF
a,σ,o1,o2
)
.
This suggests the following choice of Lpi
Lpit = x
γ exp
(∫ t
0
γπ⊤s Rsηds+
∫ t
0
γπ⊤s
√
RsdQs − 1
2
∫ t
0
γπ⊤s Rsπsds+ Yt
)
,
where Y is the first component of the solution of a BSDE with terminal condition γF a,σ,o1,o2 . More
precisely we want to find a generator f for the BSDE
Yt = γF
a,σ,o1,o2 −
∫ T
t
Tr(Z⊤s dWs)−
∫ T
t
Tr(Zˆ⊤s dQˆs) +
∫ T
t
f(Rs, Zs, Zˆs)ds, t ∈ [0, T ], (4.16)
such that its solution (Y, Z, Zˆ) implies that Lpi meets the above requirements.
Lemma 4.7. Let α ∈ S++d , B(r) = rBˆ + Bˆ⊤r with Bˆ ∈ Md and recall (4.15). If the generator
f : S+d ×Md → R is of the form
f(r, z, zˆ) =
1
2
Tr(zz⊤) +
1
2
Tr(zˆzˆ⊤) +
γ
2(1− γ) |
√
rη + zρ|2, (r, z, zˆ) ∈ S+d ×Md ×Md, (4.17)
then (4.16) is solved by
Yt = Tr(A
−1
22 (t)A21(t)Rt) + Tr(aOt) +
∫ T
t
Tr
(
A−122 (s)A21(s)b + ao1
)
ds, (4.18)
Zt = 2
√
RtA
−1
22 (t)A21(t)Σ
⊤,
Zˆt =
√
Rtσ
⊤a, t ∈ [0, T ].
Moreover Lpi is a supermartingale for every strategy π ∈ A and for
πoptt =
1
1− γ
(
η + 2A−122 (t)A21(t)Σ
⊤ρ
)
, t ∈ [0, T ], (4.19)
the process Lpi
opt
is a martingale.
Proof. Let us define the constants
czz =
1
2
Id +
γ
2(1− γ)ρρ
⊤, czˆzˆ =
1
2
Id, cz
√
x =
γ
2(1− γ)ρη
⊤, cx =
γ
2(1− γ)ηη
⊤.
Note that czz is positive definite. By Proposition 3.5 we know that the ODE
−dΓ(t)
dt
= Γ(t)Σ⊤czzΣΓ(t) +B∗(Γ(t)) + 2Γ(t)Σ⊤cz√x + 2c
⊤
z
√
x
ΣΓ(t) +
1
2
σ⊤aa⊤σ + cx + ao2,
Γ(T ) = 0,
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has the solution Γ(t) = A−122 (t)A21(t), t ∈ [0, T ]. We then obtain from Theorem 3.3 that the BSDE
(4.16) with generator (4.17) is solved by (4.18).
We show the local (super)martingale property for Lpi. With Itoˆ’s formula applied to Lpi we have
for all π ∈ A
dLpit
= Lpit
(
γπ⊤t
√
RtdQt +Tr(Z
⊤
t dWt) + Tr(Zˆ
⊤
t dQˆt)
)
+ Lpit
(
γπ⊤t Rtη −
1
2
γπ⊤t Rtπt − f(Rt, Zt, Zˆt)
)
dt
+
1
2
Lpit
(∣∣∣γ√Rtπtρ⊤ + Zt∣∣∣2 + ∣∣∣γ√1− ρ⊤ρπ⊤t √Rt∣∣∣2 +Tr(ZˆtZˆ⊤t )
)
dt,
where we have used dQt = dWtρ+
√
1− ρ⊤ρdDt. If the finite variation part satisfies dt⊗ P-a.e.
Lpit
(
γπ⊤t Rtη −
1
2
γπ⊤t Rtπt − f(Rt, Zt, Zˆt) +
1
2
∣∣∣γ√Rtπtρ⊤ + Zt∣∣∣2 + 1
2
∣∣∣γ√1− ρ⊤ρπ⊤t √Rt∣∣∣2 + 12 |Zˆt|2
)
≤ 0,
then we know that Lpi is a local supermartingale. Indeed, since Lpit > 0 for all t ∈ [0, T ] we only
need to check whether
−f(Rt, Zt, Zˆt) ≤ −γπ⊤t Rtη +
1
2
γπ⊤t Rtπt −
1
2
∣∣∣γ√Rtπtρ⊤ + Zt∣∣∣2 − 1
2
∣∣∣γ√1− ρ⊤ρπ⊤t √Rt∣∣∣2 − 12 |Zˆt|2.
This is equivalent to
−f(Rt, Zt, Zˆt) ≤ −γπ⊤t Rtη +
1
2
γπ⊤t Rtπt −
1
2
|Zt|2 − γ Tr(
√
Rtπtρ
⊤Z⊤t )−
1
2
γ2π⊤t Rtπt −
1
2
|Zˆt|2
=
1
2
γ(1− γ)
∣∣∣∣√Rtπt − 11− γ (
√
Rtη + Ztρ)
∣∣∣∣
2
− γ
2(1− γ)
∣∣∣√Rtη + Ztρ∣∣∣2 − 1
2
|Zt|2 − 1
2
|Zˆt|2.
If we use (4.17), we see that this inequality is true for every π ∈ A. For πopt from (4.19) and
applying the particular form of Z, the above inequality turns out to be an equality and hence the
process Lpi
opt
is a local martingale. Note that πopt ∈ A.
We proceed showing that Lpi is a true supermartingale for all π ∈ A. By definition there exists
a sequence of stopping times (τn)n∈N converging to T such that Lpi·∧τn is a supermartingale. Since
Lpi is bounded below by zero we may use Fatou’s Lemma to pass to the limit:
E [Lpit |Fs] = E
[
lim
n→∞L
pi
t∧τn |Fs
]
≤ lim
n→∞E
[
Lpit∧τn |Fs
] ≤ lim
n→∞L
pi
s∧τn = L
pi
s , s ≤ t ∈ [0, T ].
Note that from (4.18) and (4.19) we have
Lpi
opt
t = x
γE
(
γ
∫ t
0
(πopt)⊤s
√
RsdQs +
∫ t
0
Tr
(
2Σ(A−122 (s)A21(s))
⊤√RsdWs)+
∫ t
0
Tr
(
a⊤σ
√
RsdQˆs
))
.
By choosing σQ(s) = γπ
opt
s , σW (s) = 2Σ(A
−1
22 (s)A21(s))
⊤, σ
Qˆ
(s) ≡ a⊤σ and σµ ≡ 0, s ∈ [0, T ], we
derive from Theorem 4.2 that Lpi
opt
is a true martingale. 
Proof of Theorem 4.6. Note that we derive from Lemma 4.7 for all π ∈ A
E [U(Xx,piT exp(F
a,σ,o1,o2))] = E
[
1
γ
LpiT
]
≤ E
[
1
γ
Lpi0
]
=
1
γ
xγ exp(Y0).
The strategy πopt is indeed optimal since we have that Lpi
opt
is a martingale and hence
E
[
U(Xx,pi
opt
T exp(F
a,σ,o1,o2))
]
= E
[
1
γ
Lpi
opt
0
]
.
This immediately gives the value function. 
Remark 4.8. In dimension d = 1, for the case F (OT ) = 0 and with a slightly different choice of
parameters, this result was derived by the authors of [40]. They represent the optimal strategy
in terms of an opportunity process and use semimartingale characteristics. In our setting the
opportunity process is eY , see also [47] and in particular [35] for a survey on the relationship
between BSDEs and duality methods in utility maximization. On a heuristic level the result for
d = 1 and F (OT ) = 0 appears in [43]. Also using duality methods [28] derive a result similar to
Theorem 4.6.
26 ANJA RICHTER
Finally we are able to give the indifference value of change of numeraire in two examples. Let
us first look at the special situation where
F−Id,0,o3,0 = −Tr(o3)T or F−Id,0,o1,o2 = −
∫ T
0
Tr(o1 + o2Rs)ds, o1, . . . , o3 ∈Md,
and understand this as the possibly stochastic discounting of the investors terminal wealth. The
indifference value p of changing between those two numeraires is then defined by
V −Id,0,o1,o2(x− p(x)) = V −Id,0,o3,0(x).
Proposition 4.9. The indifference value of changing from a fixed interest rate F−Id,0,o3,0 to the
floating one F−Id,0,o1,o2 is
p(x) = x− x exp
(
1
γ
(
Tr(B−122 (0)B21(0)r) +
∫ T
0
Tr
(
B−122 (s)B21(s)b− o3
)
ds
−Tr(A−122 (0)A21(0)r) −
∫ T
0
Tr
(
A−122 (s)A21(s)b− o1
)
ds
))
,
with (
A11(t) A12(t)
A21(t) A22(t)
)
= exp
(
(T − t)
(
γ
1−γΣ
⊤ρη⊤ + Bˆ⊤ −2α− 2γ1−γΣ⊤ρρ⊤Σ
γ
2(1−γ)ηη
⊤ − o2 − γ1−γ ηρ⊤Σ− Bˆ
))
(
B11(t) B12(t)
B21(t) B22(t)
)
= exp
(
(T − t)
(
γ
1−γΣ
⊤ρη⊤ + Bˆ⊤ −2α− 2γ1−γΣ⊤ρρ⊤Σ
γ
2(1−γ)ηη
⊤ − γ1−γ ηρ⊤Σ− Bˆ
))
.
Proof. By Theorem 4.6 we have that
V −Id,0,o1,o2(x− p(x)) = 1
γ
(x − p(x))γ exp
(
Tr(A−122 (0)A21(0)r) +
∫ T
0
Tr
(
A−122 (s)A21(s)b − o1
)
ds
)
V −Id,0,o3,0(x) =
1
γ
xγ exp
(
Tr(B−122 (0)B21(0)r) +
∫ T
0
Tr
(
B−122 (s)B21(s)b− o3
)
ds
)
,
which gives the result. 
In a similar way we can describe the indifference value of change of numeraire from a fixed
exchange rate
F Id,0,o3,0 = Tr(o3)T,
with o3 ∈Md to a random valued exchange rate
F a,σ,o1,o2 = Tr(aOT ),
with a ∈Md and OT from (4.13).
Proposition 4.10. The indifference value of changing from a fixed exchange rate F−Id,0,o3,0 to
the floating one F a,σ,o1,o2 is
p(x) = x− x exp
(
1
γ
(
Tr(B−122 (0)B21(0)r) +
∫ T
0
Tr
(
B−122 (s)B21(s)b+ o3
)
ds
−Tr(A−122 (0)A21(0)r) −
∫ T
0
Tr
(
A−122 (s)A21(s)b+ ao1
)
ds
))
,
with(
A11(t) A12(t)
A21(t) A22(t)
)
= exp
(
(T − t)
(
γ
1−γΣ
⊤ρη⊤ + Bˆ⊤ −2α− 2γ1−γΣ⊤ρρ⊤Σ
1
2σ
⊤aa⊤σ + γ2(1−γ)ηη
⊤ + ao2 − γ1−γ ηρ⊤Σ− Bˆ
))
(
B11(t) B12(t)
B21(t) B22(t)
)
= exp
(
(T − t)
(
γ
1−γΣ
⊤ρη⊤ + Bˆ⊤ −2α− 2γ1−γΣ⊤ρρ⊤Σ
γ
2(1−γ)ηη
⊤ − γ1−γ ηρ⊤Σ− Bˆ
))
.
Since the proof is very similar to the proof of Proposition 4.9 we omit it here.
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4.3.2. Exponential utility. In this section we want to solve the utility maximization problem for
the exponential utility function
U(x) = − exp(−γx), x ∈ R,
where γ > 0 denotes the risk aversion. Note that we have already discussed this problem in the
one-dimensional case in the beginning of Chapter 3 and now study it in a multivariate setting in
detail. We are also interested in pricing variance swaps which depend on the realized variance via
utility indifference pricing. We consider the case where the variance swaps are not available in the
market and the initial capital x is invested in the (incomplete) financial market H . For i = 1, . . . , d,
a variance swap on the i-th asset of maturity T is a contract which pays
1
T
∫ T
0
(Rii)sds
at terminal time T in exchange for a previously fixed amount Ki. That is to say the payoff of a
variance swap on Hi is a function of OT =
∫ T
0
Rsds, more precisely
F i(OT ) = Tr(a
iiOT )−Ki,
where aii = 1
T
eii. If we are only interested in the utility maximization problem without a random
endowment, i.e. F i = 0, we define aii = 0, Ki = 0 for i = 0.
In this section we also need a notion of admissibility. For Rm+ × Rn-valued affine stochastic
volatility models Vierthauer [53] shows in Theorem 3.17 that the optimal strategy in the exponential
utility maximization problem is a deterministic function of time. Motivated by this we introduce
the set A of admissible trading strategies as the set of d-dimensional deterministic functions of
time π = (π(t))t∈[0,T ]. This time, the trading strategy π describes the amount of money invested
in the stocks H so that the number of shares is πj/Hj for j = 1, . . . , d. The wealth process X
x,pi
corresponding to strategy π and initial capital x is then given by
Xx,pit = x+
d∑
i=1
∫ t
0
πi(s)
Hi,s
dHi,s = x+
∫ t
0
π⊤(s)Rsηds+
∫ t
0
π⊤(s)
√
RsdQs.
Remark 4.11. Note that we measure the trading strategies π in different units than in the power
utility case. This then leads to a similar exponential structure in the process L. This was also
deployed in [36] for example.
In the following Theorem we characterize the maximal expected utility from trading in the
financial market in presence of a variance swap on the i-th asset
V F
i
(x) = sup
pi∈A
E
[− exp (−γ (Xx,piT + F i(OT )))] , x ∈ R, (4.20)
and the optimal strategy πF
i
for i = 0, 1, . . . , d.
Theorem 4.12. For i ∈ {0, 1, . . . , d} let Γi be the solution of the ODE
−∂Γ
i(t)
∂t
= Γi(t)
(−2γα+ 2γΣ⊤ρρ⊤Σ)Γi(t) +B∗(Γi(t)) (4.21)
− 1
γ
Γi(t)Σ⊤ρη⊤ − 1
γ
ηρ⊤ΣΓi(t) +
1
2γ3
ηη⊤ + aii,
Γi(T ) = 0,
for all t ∈ [0, T ]. Then the value function has the form
V F
i
(x) = − exp
(
−γ
(
x−Ki +Tr(Γi(0)r) +
∫ T
0
Tr(Γi(s)b)ds
))
, x ∈ R,
and the optimal strategy πF
i
is given by
πF
i
(t) =
1
γ2
η − 2Γi(t)Σ⊤ρ, (4.22)
for all t ∈ [0, T ].
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As before we want to use the martingale optimality principle in order to establish this Theorem.
Therefore we dynamize the problem. For all i = 0, 1, . . . , d, we define
Lpi,it = − exp(−γ(Xx,pit + Y it )), t ∈ [0, T ], π ∈ A,
where (Y i, Zi) is the solution to
Y it = F
i(OT )−
∫ T
t
Tr((Zis)
⊤dWs) +
∫ T
t
f(Rs, Z
i
s)ds, t ∈ [0, T ]. (4.23)
The generator f needs to be selected in a way such that Lpi,i possesses the desired properties. This
is done in the following lemma.
Lemma 4.13. For i ∈ {0, 1, . . . , d}, let the generator f : S+d ×Md → R have the form
f(r, zi) = −γ
2
Tr(zi(zi)⊤) +
1
2γ
∣∣∣1
γ
√
rη − γziρ
∣∣∣2. (4.24)
Then the solution to (4.23) is given by
Y it = Tr(Γ
i(t)Rt) + Tr(a
iiOt)−Ki +
∫ T
t
Tr(Γi(t)b)ds, (4.25)
Zit = 2
√
RtΓ
i(t)Σ⊤,
where Γi ∈ S+d is the solution to (4.21) and Ot =
∫ t
0 Rsds. Furthermore L
pi,i is a supermartingale
for every strategy π ∈ A and for
πF
i
(t) =
1
γ2
η − 2Γi(t)Σ⊤ρ, (4.26)
the process Lpi
Fi ,i is a martingale.
Proof. Fix i ∈ {0, 1, . . . , d} and define
czz =
γ
2
(ρρ⊤ − Id), cz√x = −
1
2γ
ρη⊤, cx =
1
2γ3
ηη⊤ + aii.
Note that czz is negative definite. Indeed, if ρ = 0, we have czz = − γ2 Id ∈ S−−d . If ρ 6= 0, we
know that Id − ρρ⊤ is the inverse of the positive definite matrix Id + 11−ρ⊤ρρρ⊤ and hence is itself
positive definite. The conclusion is that czz ∈ S−−d . Then by Proposition 3.7 there exists a unique
solution Γi ∈ S+d . This allows us to find solution (4.25) via Theorem 3.3.
Fix π ∈ A. By Itoˆ’s formula we see that Lpi,i can be described by the product of the local
martingale
Mpi,it = −Lpi,i0 E
(
−γ
(∫ t
0
π⊤(s)
√
RsdQs −
∫ t
0
Tr((Zis)
⊤dWs)
))
,
and the bounded variation process
Api,it = − exp
(∫ t
0
(
−γπ⊤(s)Rsη + γf(Rs, Zis) +
1
2
γ2|
√
Rsπ(s)ρ
⊤ + (Zis)
⊤|2
+
1
2
γ2|
√
1− ρ⊤ρπ⊤(s)
√
Rs|2
)
ds
)
.
Theorem 4.2 implies that Mpi,i is a true martingale. The process Api,i is non-increasing, if
− γπ⊤(s)Rsη + γf(Rs, Zis) +
1
2
γ2|
√
Rsπ(s)ρ
⊤ + (Zis)
⊤|2 + 1
2
γ2|
√
1− ρ⊤ρπ⊤(s)
√
Rs|2 ≥ 0.
for all s ∈ [0, T ]. This is equivalent to
−f(Rt, Zit) ≤
γ
2
Tr(Zit(Z
i
t)
⊤) + γ Tr(
√
Rtπ(t)ρ
⊤(Zit)
⊤)− 1
γ
π(t)⊤Rtη +
γ
2
|π⊤
√
Rt|2 (4.27)
=
γ
2
∣∣∣∣√Rtπ(t) −
(
1
γ2
√
Rtη − Zitρ
)∣∣∣∣
2
− 1
2γ
(
1
γ
√
Rtη − γZitρ
)2
+
γ
2
Tr(Zit(Z
i
t)
⊤),
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which holds true by formula (4.24). Hence Api,i is non-increasing and Lpi,i = Mpi,iApi,i is a su-
permartingale. From (4.27) we see in particular that Api
Fi ,i = −1 is constant and thus LpiF
i
,i =
−MpiF
i
,i is a true martingale. 
Proof of Theorem 4.12. Follows by the same reasoning as for Theorem 4.6. 
For all i ∈ {1, . . . , d}, the indifference price of the variance swap
F i(OT ) = Tr
(
aiiOT
)−Ki
on the i-th asset is defined as the value pi for which the investor is indifferent between buying F i
for the amount pi and receiving a random income F i at terminal time T or not having it, i.e.
V F
i
(x− pi) = V 0(x),
for all x ∈ R. The optimal strategy πF i which attains the maximal expected utility in the presence
of F i can be decomposed into a sum of a pure investment part π0 and a hedging component ∆i,
i.e.
πF
i
(t) = π0(t) + ∆i(t), t ∈ [0, T ]. (4.28)
We therefore call ∆i the optimal hedge.
Proposition 4.14. For i ∈ {1, . . . , d} the indifference price pi and the optimal hedge ∆i of F i(OT )
are explicitly given by
pi = −Ki +Tr((Γi(0)− Γ0(0))r) +
∫ T
0
Tr((Γi(s)− Γ0(s))b)ds,
∆i(t) = 2(Γi(t)− Γ0(t))Σ⊤ρ, t ∈ [0, T ],
where Γi and Γ0 are the solutions of (4.21).
Proof. Fix i ∈ {1, . . . , d} and recall the value functions
V F
i
(x− pi) = − exp
(
−γ
(
x− pi −Ki +Tr(Γi(0)r) +
∫ T
0
Tr(Γi(s)b)ds
))
,
V 0(x) = − exp
(
−γ
(
x+Tr(Γ0(t)r) +
∫ T
0
Tr(Γ0(s)b)ds
))
,
from Theorem 4.12. Equating them immediately gives the first part of the result. The second part
then follows from (4.22) and (4.28). 
4.4. Solution in a multivariate affine stochastic volatility model with jumps. We now
consider a model with jumps which is a natural multivariate extension of the model of [3] and has
been applied e.g. in optimal portfolio selection, see [7] and the references therein. As before the
asset price process H is modeled as stochastic exponential H = H0E(N) with
dNt = Rtηdt+
√
RtdQt, t ∈ [0, T ], (4.29)
where Q is a d-dimensional vector Brownian motion and η a constant parameter. By R we denote
the Ornstein-Uhlenbeck-type stochastic process with dynamics
dRt = (λ+ λ(Rt))dt+ dJt, (4.30)
and a starting value R0 = r. Here λ ∈ S+d and Λ : Sd → Sd is the linear map Λ(r) =
∑
i,j β
ijrij
with βij = βji ∈ Sd and such that Tr(Λ(r)x) ≥ 0 for all r, x ∈ S+d with Tr(rx) = 0. We denote its
adjoint operator by Λ∗. The process J is an independent affine process with admissible parameter
set (0, bJ , 0,mJ , 0), starting at 0. Our goal is again to maximize the expected terminal wealth from
trading in the market.
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Proposition 4.15. The process (R,N) is a multivariate stochastic volatility model with functions
Φ and Ψ solving
∂Φ(t, u, v)
∂t
= (λ+ bJ)Ψ(t, u, v)−
∫
S
+
d
\{0}
(eTr(ξΨ(t,u,v)) − 1)mJ(dξ), Φ(0, u, v) = 0, (4.31)
∂Ψ(t, u, v)
∂t
= Λ∗(Ψ(t, u, v)) +
1
2
vv⊤, Ψ(0, u, v) = u,
for all (t, u, v) ∈ Q.
Proof. By construction (R,N) is again stochastically continuous. Moreover it follows that H is a
martingale under the probability measure dQ = E(− ∫ ·
0
η⊤
√
RsdQs) as in the proof of Proposition
4.4.
Again similarly to Proposition 4.4 we have that the conditional Fourier-Laplace transform for
(t, u, v) ∈ Q
h(t− s,Rs, Ns) = EQ
[
eTr(uRt)+v
⊤Nt |(Rs, Ns)
]
,
is a martingale. We assume that the conditional Fourier-Laplace transform is of exponentially
affine form, more precisely that there exist functions Ψ : Q → Sd + iSd and Φ : Q → Cd such that
h has the form
h(t− s,Rs, Ns) = exp
(
Tr (Ψ(t− s, u, v)Rs) + v⊤Ns +Φ(t− s, u, v)
)
.
We apply Itoˆ’s formula and stipulate that the bounded variation term needs to be zero. More
precisely, this is equivalent to the equation
0 = Tr
(
Ψ(t− s, u, v)
∂s
Rs
)
+
Φ(t− s, u, v)
∂s
+Tr
(
(λ+ Λ(Rs) + b
J)Ψ(t− s, u, v))+ 1
2
v⊤Rsv
+
∫
S
+
d
\{0}
(eTr(ξΨ(t−s,u,v)) − 1)mJ(dξ),
for s ≤ t. Equating coefficients leads to the following system of ODEs
−Ψ(t− s, u, v)
∂s
= Λ∗(Ψ(t− s, u, v)) + 1
2
v⊤v, Ψ(t, u, v) = u,
−Φ(t− s, u, v)
∂s
= (λ+ bJ)Ψ(t− s, u, v) +
∫
S
+
d
\{0}
(eTr(ξΨ(t−s,u,v)) − 1)mJ(dξ), Φ(t, u, v) = 0.
With a change of variable we see that the above ODEs coincide with (4.31). The ODE for Φ can
be solved via integration, provided there exists a solution to
∂Ψ(t, u, v)
∂t
= Λ∗(Ψ(t, u, v)) +
1
2
vv⊤, Ψ(0, u, v) = u, (t, u, v) ∈ Q.
This is a linear ODE, hence by e.g. [8], there exists a unique solution Ψ(t, u, v) ∈ Sd for all
(t, u, v) ∈ Q. This implies the result. 
4.4.1. Power utility. The investor’s utility function is assumed to be
U(x) =
1
γ
xγ , x ≥ 0, γ ∈ (0, 1),
and we let F = 0. By A we denote the set of all d-dimensional predictable processes π that satisfy
a.s.
∫ T
0 π
⊤
s πsds <∞. For i = 1, . . . , d, πi again denotes the fraction of the wealth invested in stock
i and any process π ∈ A is called an admissible (trading) strategy. Hence, for a trading strategy π
and initial capital x the wealth process has dynamics
Xx,pit = x+
∫ t
0
Xx,pis π
⊤
s dNs = x+
∫ t
0
Xx,pis π
⊤
s Rsηds+
∫ t
0
Xx,pis π
⊤
s
√
RsdQs,
for t ∈ [0, T ] which can also be written as a stochastic exponential
Xx,pit = xE
(∫ t
0
π⊤s Rsηds+
∫ t
0
π⊤s
√
RsdQs
)
, t ∈ [0, T ].
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The investor wants to maximize their expected utility of terminal wealth, i.e. we search for the
value function
V (x) = sup
pi∈A
E
[
1
γ
(Xx,piT )
γ
]
, x ≥ 0.
We are able to describe the value function and the optimal strategy of the maximization problem
in terms of an ODE.
Theorem 4.16. Suppose the jump measure mJ satisfies∫
|Tr(Γ(t)ξ)|>1
e−Tr(Γ(t)ξ)mJ(dξ) <∞, t ∈ [0, T ],
where Γ is the solution of the ODE
−dΓ(t)
dt
= Λ∗(Γ(t))− γ
2(1− γ)ηη
⊤, Γ(T ) = 0. (4.32)
Then the value function is given by
V (x) =
1
γ
xγ exp
(
−Tr(Γ(0)r)−
∫ T
0
Tr(Γ(s)(bJ + λ))ds −
∫ T
0
∫
S
+
d
\{0}
(e−Tr(Γ(s)ξ) − 1)mJ (dξ)ds
)
,
for x ≥ 0, and the optimal strategy πopt is
πoptt ≡
1
1− γ η, t ∈ [0, T ].
As before we solve the problem using the martingale optimality principle. Applying the utility
function to Xx,pi we get
1
γ
(Xx,pit )
γ =
1
γ
xγ exp
(∫ t
0
γπ⊤s Rsηds+
∫ t
0
γπ⊤s
√
RsdQs − 1
2
∫ t
0
γπ⊤s Rsπsds
)
,
for t ∈ [0, T ]. This suggests the following choice of Lpi
Lpit = x
γ exp
(∫ t
0
γπ⊤s Rsηds+
∫ t
0
γπ⊤s
√
RsdQs − 1
2
∫ t
0
γπ⊤s Rsπsds− Yt
)
,
for t ∈ [0, T ], and where Y is the first component of the solution of a BSDE with terminal condition
0. More precisely we want to find a generator f for the BSDE
Yt = 0−
∫ T
t
∫
S
+
d
\{0}
Ks(ξ)(µ
J (ds, dξ) −mJ(dξ)ds) +
∫ T
t
f(Rs,Ks)ds, (4.33)
t ∈ [0, T ], such that with its solution (Y,K) Lpi satisfies the above requirements.
Lemma 4.17. Let the jump measure mJ satisfy∫
|Tr(Γ(t)ξ)|>1
e−Tr(Γ(t)ξ)mJ(dξ) <∞, t ∈ [0, T ], (4.34)
where Γ is the solution of (4.32). Suppose the generator in (4.16) is of the following form
f(r, k) = − γ
2(1− γ)η
⊤rη −
∫
S
+
d
\{0}
(
e−k(ξ) − 1 + k(ξ)
)
mJ (dξ), (4.35)
for all r ∈ S+d and k : S+d → R. Then BSDE (4.33) is solved by
Yt = Tr(Γ(t)Rt) +
∫ T
t
Tr(Γ(s)(bJ + λ))ds +
∫ T
t
∫
S
+
d
\{0}
(1− e−Tr(Γ(s)ξ))mJ(dξ)ds
Kt(ξ) = Tr(Γ(t)ξ), t ∈ [0, T ], ξ ∈ S+d .
Moreover Lpi is a supermartingale for every strategy π ∈ A and if πopt satisfies
πoptt =
1
1− γ η, t ∈ [0, T ], (4.36)
then Lpi
opt
is a martingale.
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Proof. For all y ∈ R we define
cx = − γ
2(1− γ)ηη
⊤, gt(y) = −e−y + 1− y.
Then we can see that by Corollary 3.8 there exists a unique solution Γ with values in S−d to (4.32).
As a result we find the above solution of (4.33) with Theorem 3.3.
We apply Itoˆ’s formula which gives that for all π ∈ A
dLpit = L
pi
t
(
γπ⊤t
√
RtdQt
)
+ Lpit
(
γπtRtη − 1
2
γπ⊤t Rtπt + f(Rt,Kt) +
1
2
γ2π⊤t Rtπt
)
dt
+ Lpit
∫
S
+
d
\{0}
(e−Kt(ξ) − 1) (µJ(dt, dξ) −mJ(dξ)dt)
+ Lpit
∫
S
+
d
\{0}
(
e−Kt(ξ) − 1 +Kt(ξ)
)
mJ (dξ)dt,
where we have used integrability condition (4.34). This means that Lpi is a local supermartingale
for all π ∈ A, if the finite variation part dt⊗ P-a.e. satisfies
Lpit
(
γπ⊤t Rtη −
1
2
γπ⊤t Rtπt + f(Rt,Kt) +
1
2
γ2π⊤t Rtπt
+
∫
S
+
d
\{0}
(
e−Kt(ξ) − 1 +Kt(ξ)
)
mJ (dξ)
)
≤ 0.
Since Lpi > 0, the generator f needs to fulfill
f(Rt,Kt) ≤ −γπ⊤t Rtη +
1
2
γ(1− γ)π⊤t Rtπt −
∫
S
+
d
\{0}
(
e−Kt(ξ) − 1 +Kt(ξ)
)
mJ (dξ),
which is equivalent to
f(Rt,Kt) ≤ 1
2
γ(1− γ)
∣∣√Rtπt − 1
1− γ
√
Rtη
∣∣2 − γ
2(1− γ) |
√
Rtη|2
−
∫
S
+
d
\{0}
(
e−Kt(ξ) − 1 +Kt(ξ)
)
mJ(dξ).
With (4.35) this inequality is true for all π ∈ A and hence Lpi a local supermartingale. Obviously
the inequality is an equality for πopt, for which Lpi
opt
is then a local martingale.
Since Lpi is bounded below by 0, the fact that Lpi is a supermartingale for all π ∈ A follows as
in the proof of Lemma 4.7 by Fatou’s Lemma. Note that the process Lpi
opt
is given by
Lpi
opt
t = x
γE
(∫ t
0
γ(πopts )
⊤√RsdQs +
∫ t
0
∫
S
+
d
\{0}
(e−Ks(ξ) − 1)(µJ (ds, dξ)−mJ(dξ)ds)
)
,
and hence, setting σQ(s) ≡ γ1−γ η, σW (s) ≡ 0 and σµ(s) = −Γ(s), s ∈ [0, T ], we obtain the
martingale property of Lpi
opt
by Theorem 4.2. 
Proof of Theorem 4.16. Note that we have from Lemma 4.17
E [U(Xx,piT )] = E
[
1
γ
LpiT
]
≤ E
[
1
γ
Lpi0
]
=
1
γ
xγ exp(−Y0), π ∈ A.
Due to Lpi
opt
being a martingale we have
E
[
U
(
Xx,pi
opt
T
)]
= E
[
1
γ
Lpi
opt
0
]
and thus (4.19) is indeed the optimal strategy. This also provides the representation of the value
function. 
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4.4.2. Exponential utility. We now show how to solve the utility maximization problem for expo-
nential utility in the presence of jumps and random revenues F . The exponential utility function
is given by
U(x) = − exp(−γx), x ∈ R,
where γ > 0 denotes the risk aversion. As before in Section 4.3.2 the deterministic d-dimensional
functions π = (π(t))t∈[0,T ] form the set of admissible strategies A. For i = 1, . . . , d, πi denotes
again the amount of money invested in stock Hi, where we recall that H = (H1, . . . , Hd) = E(N)
with N defined in (4.29). In particular the wealth process Xx,pi corresponding to a trading strategy
π and an initial capital x ≥ 0 satisfies
Xx,pit = x+
d∑
i=1
∫ t
0
πi(s)
Hi,s
dHi,s = x+
∫ t
0
π⊤(s)dNs
= x+
∫ t
0
π⊤(s)Rsηds+
∫ t
0
π⊤(s)
√
RsdQs.
As in Section 4.3.2, using the same notation, we will also compute the utility indifference prices for
variance swaps. This means that we need to solve the problem
V F
i
(x) = sup
pi∈A
E
[
U
(
Xx,pit + F
i
)]
, x ≥ 0,
for i ∈ {0, 1, . . . , d}, which is done in the following Theorem.
Theorem 4.18. Let i ∈ {0, 1, . . . , d},∫
|γTr(Γi(s)ξ)|>1
eγTr(Γ
i(s)ξ)mJ(dξ) <∞, s ∈ [0, T ],
where Γi is the solution of the ODE
−dΓ
i(t)
dt
= Λ∗(Γi(t)) +
1
2γ
ηη⊤ + aii, Γi(T ) = 0. (4.37)
Then the value function satisfies
V F
i
(x) = − exp
(
−γ
(
x−Ki +Tr(Γi(0)r) +
∫ T
0
Tr(Γi(s)(bJ + λ))ds
− 1
γ
∫ T
0
∫
S
+
d
\{0}
(
eγ Tr(Γ
i(s)ξ) − 1
)
mJ(dξ)ds
))
,
and the optimal strategy πF
i
is given by
πF
i
(t) ≡ 1
γ
η, t ∈ [0, T ].
We will use the martingale optimality principle again and construct for every i ∈ {0, 1, . . . , d},
a process
Lpi,it = − exp(−γ(Xx,pit + Y it )), t ∈ [0, T ], π ∈ A,
where (Y i,Ki) is the solution of
Y it = F
i −
∫ T
t
∫
S
+
d
\{0}
Kis(ξ)(µ
J (ds, dξ)−mJ(dξ)ds) +
∫ T
t
f(Rs,K
i
s)ds, (4.38)
with a generator f such that Lpi,i satisfies the conditions
• the terminal condition Lpi,iT = U(Xx,piT + F i) is satisfied for all π ∈ A,
• the process Lpi,i is a supermartingale for all π ∈ A and there is a πF i ∈ A such that LpiF
i
is a martingale.
The following Lemma shows how the generator of BSDE (4.38) needs to be chosen in order to
meet the above requirements.
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Lemma 4.19. Let i ∈ {0, 1, . . . , d},∫
|γ Tr(Γi(t))|>1
eγTr(Γ
i(t)ξ)mJ(dξ) <∞,
for all t ∈ [0, T ] and with Γi being the solution of (4.37). Let the generator f in (4.38) have the
form
f(r, ki) =
1
2γ
η⊤rη − 1
γ
∫
S
+
d
\{0}
(
eγk
i(ξ) − 1 + γki(ξ)
)
mJ(dξ), (4.39)
for all r ∈ S+d and ki : S+d → R. Then the solution of BSDE (4.38) is given by
Y it = Tr(Γ
i(t)Rt) + Tr
(
aii
∫ t
0
Rsds
)
−Ki +
∫ T
t
Tr(Γi(s)(bJ + λ))ds (4.40)
− 1
γ
∫ T
t
∫
S
+
d
\{0}
(
eγTr(Γ
i(s)ξ) − 1
)
mJ(dξ)ds,
Kit(ξ) = Tr(Γ
i(t)ξ), t ∈ [0, T ], ξ ∈ S+d .
Moreover for all π ∈ A the process Lpi,i is a supermartingale and LpiF
i
,i is a martingale.
Proof. Fix i ∈ {0, 1, . . . , d} and define for all y ∈ R
gx =
1
2γ
ηη⊤ + aii, gt(y) = − 1
γ
(eγy − 1 + γy) .
Using Proposition 3.7 we see that there exists a unique solution Γi ∈ S+d of (4.37). This implies
(4.40) by Theorem 3.3.
Fix π ∈ A. Note that Lpi,i can be written as a product Mpi,iV pi,i of the two processes
Mpi,it = −Lpi,i0 E
(
−γ
∫ t
0
π⊤(s)
√
RsdQs +
∫ t
0
∫
S
+
d
\{0}
(
eγK
i
s(ξ) − 1
)
(µR(ds, dξ)−mJ(dξ)ds
)
,
V pi,it = − exp
(∫ t
0
(
−γπ⊤(s)Rsη + γf(Rs,Kis) +
1
2
γ2π⊤(s)Rsπs
+
∫
S
+
d
\{0}
(
eγK
i
s(ξ) − 1 + γKis(ξ)
)
mJ(dξ)
)
ds
)
.
Setting σQ(s) = −γπs, σW (s) ≡ 0 and σmu(s) = γΓ(s), we have from Theorem 4.2 that Mpi,i is a
true martingale. In order for V pi,i to be decreasing, it needs to be ensured that
−γπ⊤(s)Rsη + γf(Rs,Kis) +
1
2
γ2π⊤(s)Rsπs +
∫
S
+
d
\{0}
(
eγK
i
s(ξ) − 1 + γKis(ξ)
)
mJ(dξ) ≥ 0,
(4.41)
ds ⊗ P-a.e. Taking formulas (4.39) and (4.40) into account this is indeed true, since (4.41) is
equivalent to
−f(Rt,Kit) ≤
1
2
γ|π(t)⊤
√
Rt − 1
γ
η⊤
√
Rt|2 − 1
2γ
η⊤Rtη
+
∫
S
+
d
\{0}
1
γ
(
eγK
i
t(ξ) − 1 + γKit(ξ)
)
mJ (dξ).
Since Mpi,i is a martingale and V pi,i is non-increasing, Lpi,i =Mpi,iV pi,i is a supermartingale. It is
straightforward that V pi
Fi ,i
s = −1 for s ∈ [0, T ] and thus Lpi
Fi ,i = −MpiF
i
,i is a true martingale. 
Proof of Theorem 4.18. The proof follows the same reasoning as the proof of Theorem 4.16. 
Recall that for i ∈ {1, . . . , d} the indifference price of the variance swap F i on the i-th asset is
the value pi such that for all x ∈ R the value V F i(x− pi) equals V 0(x).
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Proposition 4.20. For i ∈ {1, . . . , d} the indifference price pi is explicitly given by
pi = −Ki +Tr((Γi(0)− Γ0(0))r) +
∫ T
0
Tr((Γi(s)− Γ0(s))(bJ + λ))ds
− 1
γ
∫ T
0
∫
S
+
d
\{0}
(
eγTr(Γ
i(s)ξ) − eγ Tr(Γ0(s)ξ)
)
mJ (dξ),
where Γi and Γ0 are the respective solutions of
∂Γi(t)
∂t
= Λ∗(Γi(t)) +
1
2γ
ηη⊤ + aii, Γi(T ) = 0,
∂Γ0(t)
∂t
= Λ∗(Γ0(t)) +
1
2γ
ηη⊤, Γ0(T ) = 0.
Proof. For i ∈ {0, 1, . . . , d} it follows from Theorem 4.18 that the value functions have the form
V F
i
(x − pi) = − exp
(
−γ
(
x− pi −Ki +Tr(Γi(0)r) +
∫ T
0
Tr(Γi(s)(bJ + λ))ds
− 1
γ
∫ T
0
∫
S
+
d
\{0}
(
eγ Tr(Γ
i(s)ξ) − 1
)
mJ(dξ)
))
.
Equating V F
i
(x− pi) and V 0(x) for i = 1, . . . , d, immediately gives the result. 
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