Contextually Propagated Term Weights for Document Representation by Hansen, Casper et al.
Contextually Propagated TermWeights for Document
Representation
Casper Hansen
University of Copenhagen
c.hansen@di.ku.dk
Christian Hansen
University of Copenhagen
chrh@di.ku.dk
Stephen Alstrup
University of Copenhagen
s.alstrup@di.ku.dk
Jakob Grue Simonsen
University of Copenhagen
simonsen@di.ku.dk
Christina Lioma
University of Copenhagen
c.lioma@di.ku.dk
ABSTRACT
Word embeddings predict a word from its neighbours by learn-
ing small, dense embedding vectors. In practice, this prediction
corresponds to a semantic score given to the predicted word (or
term weight). We present a novel model that, given a target word,
redistributes part of that word’s weight (that has been computed
with word embeddings) across words occurring in similar contexts
as the target word. Thus, our model aims to simulate how semantic
meaning is shared by words occurring in similar contexts, which
is incorporated into bag-of-words document representations. Ex-
perimental evaluation in an unsupervised setting against 8 state of
the art baselines shows that our model yields the best micro and
macro F1 scores across datasets of increasing difficulty.
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1 INTRODUCTION
Word embeddings represent words as elements in a learned vector
space by mapping semantically similar words to nearby points
(otherwise put, by embedding them nearby each other). By doing so,
word embeddings adopt the Distributional Hypothesis, which posits
that words appearing in the same contexts share semantic meaning
[9]. An efficient and popular implementation for learning word
embeddings is word2vec [11] and the skip-gram model. Given a
target word, skip-gram is trained to predict the words in the context
of that target word. This prediction practically corresponds to a
score (or weight) given to the predicted word, which can be applied
to a range of tasks.
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Wepresent a novel model1 that, given a target word, redistributes
part of that word’s weight (that has been computed with word em-
beddings) back to words occurring in similar contexts as the target
word. By doing so, our model aims to simulate how semantic mean-
ing is shared by words occurring in the same context, by sharing (or
propagating) the semantic scores computed for these words within
the neighbourhood of contextually similar words. This propagation
is incorporated into bag-of-words document representations. We
experimentally evaluate our model in the task of unsupervised text
clustering against 3 established and 5 state of the art baselines. Our
model yields the best micro and macro F1 scores on average across
all datasets. In addition, our model is efficient and robust across
datasets of different inter versus intra class ratio (i.e. across datasets
of increasing difficulty).
2 RELATEDWORK
A simple, yet often effective practice of outputting document scores
from word embeddings is by the average of the embedding of each
word in a text [8]. A disadvantage of this approach is that all words
are weighted equally, failing to distinguish between more and less
discriminative words. Arora et al. [1] proposed an unsupervised
word embedding weighting scheme using word occurrence proba-
bilities from a large corpus. Each embedded word is weighted by:
α/(α + p(w)) with p(w) being the probability of wordw occurring,
and α being a smoothing parameter. From each averaged vector
the first singular vector is subtracted, which corresponds to remov-
ing common words (e.g. just, when, and even) [1]. The method
of Arora et al. was defined and evaluated for sentences. Kusner et
al. [7] recently presented the unsupervised word mover’s distance
(WMD), which approximates the semantic distance between two
documents by computing the earth mover’s distance between the
embedded words in each document. While WMD experimentally
outperformed several state of the art methods in the task of text
clustering, its main disadvantage is that it is computationally very
costly and cannot be readily used on medium to large scale datasets.
3 CONTEXTUALLY PROPAGATED TERM
WEIGHTS
Given a word embedding [10], we define as the embedded neighbour-
hood of termw j in document di , the set of all similar terms having
cosine similarity to w j at least τ in the embedding space (i.e. the
most similar terms thresholded by a minimum cosine similarity of
1The code is available at: https://github.com/casperhansen/CPTW
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τ ), where τ is a tunable threshold value (discussed in Section 3.3)2.
We use this embedded neighbourhood to define two contextual
document representations, presented next.
3.1 CPTW
Let N (w j ) be the set of words contained in the embedded neigh-
bourhood of wordw j (note that this includesw j itself). Then, for
eachwk ∈ N (w j ), we define:
γ (wk ) = f (wk ,di ) cos(vj ,vk ) (1)
where γ (wk ) is our contextually propagated term weight of wk ,
f (wk ,di ) is the frequency ofwordwk in documentdi , and cos(vj ,vk )
is the cosine similarity between the word embeddings for wordw j
and wk . Eq. 1 computes the term weight of w j and of each word
inw j ’s embedded neighbourhood. Then, based on the above term
weights, we compute the contextually propagated term weights
(CPTW) of document di , denoted CPTW(di ), as:
CPTW(di ) =
M∑
j=1
ej
(
α j
∑
wk ∈N (w j )
γ (wk )
)
(2)
where M is the total number of unique words in the collection
(such that the representation resides in RM ), ej is the vector with
1 at index j and zero everywhere else, γ (wk ) is the term weight
of wk computed using Eq. 1, and α j is a normalization constant,
computed as: α j =
(∑
wk ∈N (w j ) cos(vj ,vk )
)−1
. In Eq. 2, α j en-
sures that all words have the same total weight independent of
the number of words they are similar to. This has the benefit that
a word with a larger embedded neighbourhood (larger N (w j )) is
not weighted higher than a word with a smaller embedded neigh-
bourhood (smaller N (w j )). When the number of unique words is
considered fixed then a τ -tresholded word-to-word similarity ma-
trix can be computed offline, such that the similarity propagation of
CPTW can be trivially done efficiently using sparse vector-matrix
multiplications on a traditional bag-of-words representation. Fig. 1
shows an example of CPTW in practice.
3.2 CPTWIDF
Eq. 1 approximates the weight of term wk according to (i) the
frequency of its occurrence in di (f (wk ,di )), and (ii) how similar
wk is tow j (cos(vj ,vk )). The frequency ofwk indi can be artificially
inflated for terms that occur very often in the collection, not just
in di (just like TF in traditional bag of words computations when
not combined with IDF). To counter this effect, we introduce the
following variation of γ (wk ) that includes an IDF-like component,
thus ensuring that high within-document term frequency and term
discriminativeness in the collection are considered when computing
term weights:
γIDF (wk ) = γ (wk ) log
(
N
df(wk )
α j cos(vj ,vk )
)
(3)
where γ (wk ) is computed as in Eq. 1, df(wk ) is the number of docu-
ments in the collection that contain wordwk , N is the total number
of documents in the collection, and the rest of the notation is the
same as above. Note that in this case α j is placed inside the log
2Note that embedded neighbourhood is not the same as embedding space: the former is
derived from the similarities measured in the latter.
1: The boat is sailing on the sea
2: The ship was cruising on the ocean
3: The cat was relaxing on the couch
Euclidean distance
1↔2 1↔3 2↔3
BOW 0.40 0.40 0.35
CPTW 0.16 0.49 0.40
Figure 1: Example: Our similarity propagation reduces the
Euclidean distance between semantically similar texts com-
pared to bag-of-words with frequency weighting (BOW).
because we propagate the IDF component and still need the nor-
malization for the same reason as above. We define the CPTWIDF
of document di based on the above term weights as:
CPTWIDF(di ) =
M∑
j=1
ej
(
α j
∑
wk ∈N (j)
γIDF (wk )
)
(4)
The purpose of the IDF component is the same as in traditional
TF-IDF; however, in our approach it is computed by propagating
the IDF values for each word in the embedded neighbourhood as
done similarly for term frequency in Eq. 2. This means that the
IDF score for each word is based on a weighted sum of all the IDF
scores of the words in its embedded neighbourhood, thus taking
into account the differences in IDF scores between the words in the
embedded neighbourhood.
3.3 Threshold parameter τ
The optimal value of τ depends on both (i) the quality of the word
embedding (to avoid dissimilar words from being represented as
similar), and (ii) the similarity of the texts in the collection. If the col-
lection consists of texts with vastly different topics, then a low τ is
preferred because there is little overlap of word semantics between
texts with different topics. However, if the topics are similar, then
τ should be higher to avoid including semi-related words that are
shared across topics. If, for the sake of explanation, we assume that
no thresholding is done, then each word contains all words in its
embedded neighbourhood, and thus the value of each word in the
bag-of-words vector would be the sum of cosine similarities to all
other words. As the cosine similarity is a dot product of unit length
vectors, the distributive property of the dot product entails that the
sum of cosine similarities would be, in effect, the dot product of the
embedded word vector and the sum of all other embedded word
vectors. In order to not consider this sum of all other embedded
word vectors, we choose τ to define a smaller neighbourhood such
that the sum only consists of words that are deemed similar enough
to not introduce noise (i.e. minuscule or negative dot products).
4 EXPERIMENTAL EVALUATION
Weexperimentally evaluate our contextually propagated termweights
(CPTW) and CPTWIDF against strong baselines for related docu-
ment representation and document distance methods that use few
to zero parameters, applied to text clustering. For all methods we
apply k nearest neighbour (kNN) classification for evaluation pur-
poses, in order to purely focus on the representation that each
method can generate to discriminative between texts.
4.1 Data
We use 7 openly available datasets commonly used in related work
[5–7, 18]. As seen in Table 1, the datasets are largely varied with
respect to their vocabulary size, number of unique words in each
document, and number of classes.
Dataset #docs unique words #avg. unique words ± std. #classes
bbcsport 737 13106 116.4±55.9 5
twitter 3424 8405 8.9±3.3 3
classic 7095 23624 39.3±28.1 4
amazon 8000 39852 44.47±46.9 4
reuters 7674 23109 38.9±36.9 8
20news 18846 30465 84.1±96.9 20
wiki 19981 46610 474.9±411.7 25
Table 1: Data statistics.
4.2 Baselines and Tuning
We compare our CPTW and CPTWIDF models against bag-of-words
with frequency weighting (BOW) [16], TF-IDF [16], BM25 [14], LSI
[3], LDA [2], Word Embedding Averaging (WE-AVG) [8], Smooth
inverse frequency weighting (SIF) [1], and Word Mover’s Distance
(WMD) [7]. To tune and evaluate all models we use 5-fold cross
validation, where each fold acts as testing data once, while the rest
is used for training and validation. In each iteration, we use 70%
of the 4 folds for training and the remaining 30% for validation.
We tune the parameters of all models using a grid search of the
parameter space and repeat this 3 times in each iteration (the best
parameters across the 3 iterations are chosen for the test fold). For
reuters, 20news, and wiki we use the existing splits.
We use the micro and macro versions of F1 for evaluation, and
for validation we use the micro F1 (corresponding to traditional
accuracy) for choosing the best parameters. In all methods we
search kNN’s k ∈ {1, ..., 19} as done in a similar setup by Kusner
et al. [7], and also tune the following: For LSI and LDA the number
of topics is searched in {10, ..., 1000}. For BM25 k1 ∈ {1.0, ..., 2.0}
and b ∈ {0.5, ..., 1.0}. For SIF α ∈ {10−2, ..., 10−5}. For CPTW and
CPTWIDF τ ∈ {0, ..., 1.0}. We use the best parameters found on the
validation set when evaluating on the test set.
We use word embedding pretrained by the word2vec skip-gram
model on Google News data3. For reproducibility purposes we use
the gensim and scikit-learn python libraries4 for all compared meth-
ods, and use the implementation of SIF provided by the authors5.
We preprocess the datasets to remove non-alphanumeric characters,
to tokenize text into lower cased word-tokens, and to remove stop
words (based on the list by Salton [15]) as per [7].
4.3 Findings
Table 2 displays the performance (micro and macro F1) of all meth-
ods on the 7 datasets.WMD scores are not shown for the 20news and
wiki datasets, because, after running WMD for 5 days, we stopped
experiments with that model on the grounds of its poor efficiency.
Due to this, in Table 2 we report the average scores separately for
all datasets (all⊖WMD) and for the 5 datasets that WMD was run
on (all⊕WMD).
CPTWIDF is the best performing method on both micro and
macro F1 on average across all datasets. CPTW is the second best
performing method as per micro F1 on all datasets, while WMD is
the second best on the 5 datasets it could be run on. With respect
to macro F1, CPTW is the second best performing method on all
3https://code.google.com/archive/p/word2vec/
4https://radimrehurek.com/gensim/ and https://scikit-learn.org/stable/
5https://github.com/PrincetonML/SIF
datasets, and with WMD being the second best when only consid-
ering the 5 datasets WMD could be run on. When considering all
datasets on macro F1, then SIF was the best of the baselines, but
with both CPTW and CPTWIDF performing better. The worst per-
forming method is LDA, which is most likely because LDA works
better on texts with a large number of words. Indeed LDA performs
relatively well on wiki – the dataset with the longest texts on aver-
age – and noticeably worse than the other methods on most of the
other datasets.
4.4 Influence of τ
We further investigate the stability of the threshold τ of our model.
Specifically, we investigate to what extent (or if at all) optimal
values of τ correlate with a large inter versus intra class ratio in the
embedded neighbourhood of a sample document (the intra versus
inter class ratio indicates classification difficulty as explained next).
We conduct this analysis only with CPTWIDF, our best performing
method in Table 2.
We define inter vs intra class ratio (IICR) as the ratio of average
Euclidean distances from each point to its closest inter and intra
class neighbours. Intra class neighbours refer to the points close to
each other within the same class, and inter class neighbours refer to
the points close to each other across different classes. The ratio of
average Euclidean distances for the inter and intra class neighbours
shows how similar the points from one class are compared to the
other classes. We study how IICR varies when τ is changed, and
compute IICR as an average over all classes in a dataset for a specific
τ as follows:
distanceinterc1 =
1
|c1 |
∑
v1∈c1
∑
v2∈Nk (v1,C−{c1 })
| |v1 −v2 | |2 (5)
distanceintrac1 =
1
|c1 |
∑
v1∈c1
∑
v2∈Nk (v1,c1)
| |v1 −v2 | |2 (6)
I ICR =
1
|C |
∑
c1∈C
distanceinterc1
distanceintrac1
(7)
whereC represents the set of classes, and Nk (v1, c1) is the k closest
points to v1 from the c1 class. An IICR score close to 1 means that
inter and intra class samples are highly similar and thus hard to
correctly classify. A higher IICR score than 1 means that inter and
intra class samples are more dissimilar, which makes classification
fundamentally easier. We consider the closest points, instead of all
points, because the space should be transformed such that points
become more similar to close intra class points, and become more
dissimilar to the closest inter class points. We expect a large value
of IICR to correlate well with an appropriate value of τ for a specific
dataset, because we reason that our model should disambiguate
semantically related and unrelated documents better. We choose
the best performing k on each dataset.
We compute the IICR for all datasets when varying τ and plot
it with varying τ (Fig. 2), where the legend in the graphs shows
the optimal averaged τ across the cross validations per dataset.
Generally, the graphs show that maximum ratios are correlated
with τ values close to the optimal found in the cross validation,
except forwiki. This follows our intuition of our model being able to
disambiguate the documents such that intra class samples become
F1 BM25 BOW TF-IDF LDA LSI WE-AVG WMD SIF CPTW CPTWIDF
micro macro micro macro micro macro micro macro micro macro micro macro micro macro micro macro micro macro micro macro
bbcsport .970 .968 .980 .979 .986 .987 .864 .864 .976 .979 .915 .917 .976 .978 .927 .931 .980 .979 .985 .986
twitter .711 .470 .715 .522 .728 .540 .642 .353 .721 .508 .721 .537 .704 .445 .714 .495 .724 .532 .732 .550
classic .849 .860 .935 .935 .947 .950 .840 .845 .921 .920 .926 .933 .963 .964 .931 .937 .955 .958 .957 .960
amazon .866 .866 .892 .893 .899 .898 .762 .761 .834 .832 .915 .915 .909 .910 .914 .914 .899 .900 .918 .918
reuters .925 .859 .894 .818 .873 .814 .916 .833 .955 .864 .956 .885 .961 .910 .958 .888 .950 .877 .942 .894
20news .467 .470 .650 .649 .661 .662 .488 .482 .565 .572 .641 .634 − − .644 .636 .661 .659 .703 .699
wiki .392 .148 .396 .139 .395 .135 .389 .156 .417 .207 .407 .213 − − .409 .214 .407 .217 .403 .173
all⊖WMD .740 .663 .780 .705 .784 .712 .700 .613 .770 .697 .783 .719 − − .785 .716 .797 .732 .806 .740
all⊕WMD .864 .805 .883 .829 .887 .838 .805 .731 .881 .821 .887 .837 .903 .841 .889 .833 .902 .849 .907 .862
Table 2: Micro and macro F1. all⊖WMD is the average score for all datasets, and all⊕WMD is the average score for all datasets
where WMD could be run. Bold denotes best scores.
Figure 2: Each graph shows the IICR as a function of τ . The legend shows the best (average) τ from validation.
more similar compared to inter class samples. This means that
our approach was able to make documents of the same class more
similar when compared to other classes. For wiki most τ values
perform very similar for the best k , and when considering the ratios
we see a similar trend where all ratios are nearly identical.
5 CONCLUSION
We presented Contextually Propagated Term Weights, or CPTW that
propagate the weight of a word (computed via embeddings) to
words occurring in similar contexts. The redistribution of weight
has the effect of generalizing the semantics of a text, leading to
improved discriminative power. CPTW has low computational cost:
state of the art word embeddings are used that can be precomputed
efficiently offline, and the propagation itself can be performed effi-
ciently using sparse matrix multiplications based on a precomputed
matrix of word similarities.
Experimental evaluation against 8 baselines on 7 well-known
datasets shows that CPTW yields the best micro and macro F1
scores on average across all datasets. Most notably, CPTW out-
performs strong embedding based methods such as word mover’s
distance (WMD) [7] and smooth inverse filtering (SIF) [1]; likewise,
the experiments show that CPTW’s notion of embedded neighbour-
hood is robust across datasets of different inter vs intra class ratio
(i.e. across datasets of increasing classification difficulty). Using the
ratio of average euclidean distance between inter and intra class
kNN samples as a measure of classification difficulty of a dataset,
we found that the value of the (sole) parameter τ in CPTW chosen
by cross validation was close to the τ maximizing this ratio.
Our work complements recent efforts to employ word embed-
dings in novel ways that are both (i) computationally efficient, and
(ii) semantics-sensitive in that discriminative power is increased
by exploiting semantic [12, 13, 17] and structural [4] similarities.
Along these lines, future research directions include investigating
whether, and to what extent, multiple similarity thresholds may
improve the overall discriminative power of the method.
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