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Abstract
This work investigates the consensus problem for multi-agent nonlinear systems
through the distributed real-time nonlinear receding horizon control methodol-
ogy. With this work, we develop a scheme to reach the consensus for nonlinear
multi agent systems under fixed directed/undirected graph(s) without the need
of any linearization techniques. For this purpose, the problem of consensus
is converted into an optimization problem and is directly solved by the back-
wards sweep Riccati method to generate the control protocol which results in a
non-iterative algorithm. Stability analysis is conducted to provide convergence
guarantees of proposed scheme. In addition, an extension to the leader-following
consensus of nonlinear multi-agent systems is presented. Several examples are
provided to validate and demonstrate the effectiveness of the presented scheme
and the corresponding theoretical results.
Keywords: multi-agent consensus problems, leader-following consensus
problems, nonlinear receding horizon control, real-time optimization
1. INTRODUCTION
With their sophisticated structure, multi-agent related consensus problems
have attracted significant interest in recent years. The complex nature and
sophisticated framework of multi agent consensus problem serves as a fertile
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ground for the application of advanced control algorithms, and found basis in
many areas including cooperative control, formation control, flocking and ren-
dezvous [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].
So far, the consensus methodologies have been widely explored for multi-
agent linear dynamical systems [14, 15, 16]. However, most physical systems
are nonlinear in their nature or even exhibit the phenomenon of chaos. The
combination of consensus and nonlinear dynamics remains as a major challenge
in literature, although some preliminary results have been presented in recent
years. For instance, in the work of [17], a new rule was introduced for nonlin-
ear protocol design allowing consensus on a general set of values. In [18], the
investigation was concentrated on nonlinear cooperative control for consensus
of nonlinear and heterogeneous systems. [19] discussed the problem of consen-
sus for multi-agent systems with inherent nonlinear dynamics under directed
topologies, where a variable transformation method is used to convert the con-
sensus problem to a partial stability problem. [20] studied the leader-following
consensus of nonlinear multi-agent systems without the assumption that the
topology is connected or fixed.
On the other hand, Receding Horizon Control based methodologies gained
significant momentum in the last two decades which are used to obtain an
optimal feedback control law by minimizing the desired performance index for a
given finite horizon. In that sense, receding horizon control is one of the powerful
methodologies that is adapted to consensus problem of multi-agent dynamics.
Based on this approach, there have been many results developed for consensus
problems and its applications. The work of [21] presented a distributed receding
horizon control law for dynamically coupled nonlinear systems based on its
linearization representative. The robust distributed receding horizon control
methods were studied in [22] for nonlinear systems with coupled constraints
and communication delays. [23] proposed a robust distributed model predictive
control methods for nonlinear systems subject to external disturbances. In a
very recent study [24], brain-storm type of optimization was combined with
receding horizon control strategies for UAV formation flight dynamics.
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Most of the previously conducted studies on nonlinear consensus problem
either employ some sort of adaptation mechanisms (through adaptive control
methodologies) or simplistic linearization methods. In this paper, we propose a
scheme for solving nonlinear consensus problem by utilizing the real-time non-
linear receding horizon control (NRHC) methodology, which avoids such pitfall
and utilizes complete architecture of the nonlinear system. For a given fixed
directed/undirected network, the nonlinear consensus problem is converted to
an optimization framework and the control protocol is designed locally for each
agent by real-time nonlinear receding horizon control algorithm which is an im-
portant extension to the existing literature and presents the novelty of proposed
NRHC procedure. Here, a non-iterative optimization algorithm is applied to
avoid high computational complexity and large data storage. During this pro-
cess, each agent only needs to obtain its neighbor’s state once via the given
network at each time instant, which is more efficient than the other distributed
strategies that involve multiple information exchanges and predicted trajecto-
ries of states. This presents the second major novelty proposed with this ap-
proach. With this formulation, we also provide asymptotic stability guarantees
to achieve consensus within the given topology. The proposed scheme is then
extended to the leader-following consensus problem of nonlinear multi-agent
systems. The effective nature of the proposed methodology is demonstrated
through several examples with different topologies. With this approach, we
demonstrate the applicability of the distributed real-time nonlinear receding
horizon control as a consensus routine on the nonlinear multi-agent systems.
The organization of the paper is as following: In Section-2, some prelim-
inaries and problem statement of the distributed real-time nonlinear receding
horizon control is presented for nonlinear consensus dynamics. The framework
and the detailed control design are investigated in Section-3. Stability analy-
sis is discussed in Section-4. In Section-6, theoretical aspects of the proposed
methodology are applied on Lorenz oscillators and Lu¨ oscillators examples. And
with Section-7, the paper is concluded.
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2. PRELIMINARIES AND PROBLEM STATEMENT
In this section, we introduce the notation used throughout this paper and
we provide a broad definition of the main problem studied. Later on, we present
algorithms for solving this problem.
In this work, R denotes the real space. For a real matrix A, its transpose and
inverse are denoted as AT and A−1, respectively. The symbol ⊗ represents the
Kronecker product. For matrices X and P , the Euclidean norm of X is denoted
by ‖X‖ and the P -weighted norm of X is denoted by ‖X‖P = P
√
XTPX.
In stands for the identity matrix of dimension n. Given a matrix P , P > 0
(P < 0) represents that the matrix is positive definite (or negative definite).
Here, we define the column operation col(x1, x2, · · · , xn) as (xT1 , xT2 , · · · , xTn )T
where x1, x2, · · · , xn are column vectors.
Consider a multi-agent system of M nonlinear agents. For each agent i, the
dynamic system is given by:
x˙i = f(xi,x−i, t) = F(xi) + ui, (1)
where xi = (xi1, xi2, · · · , xin)T is the state vector of the ith oscillator, x−i are
the collection of agent i’s neighbor’s states, the function F(·) is the correspond-
ing nonlinear vector field, and ui is the control input of agent i. Here, function
F(·) satisfies the global Lipschitz condition. Therefore there exists positive con-
stant βi such that
‖F(xi)− F(xj)‖ ≤ βi‖xi − xj‖.
This condition is satisfied if the Jacobians ∂Fi∂xi are uniformly bounded.
There exists a communication network among these agents and the network
can be described as an undirected or directed graph G = (V, E , C). Here V =
{1, 2, · · · ,M} denotes the node set and E ⊂ V × V denotes the edge set. A =
[aij ] ∈ RM×M is the adjacency matrix. In this framework, if there exists a
connection between i and j nodes(agents), then aij > 0; otherwise, aij = 0. We
assume there is no self-circle in the graph G, i.e., aii = 0. A path is a sequence of
connected edges in a graph. If there is a path between any two nodes, the graph
4
is said to be connected. If A is a symmetric matrix, G is called an undirected
graph. The set of neighbors of node i is denoted by Ni = {j|(i, j) ⊂ E}. The
in-degree of agent i is denoted as degi =
∑M−1
j=1 aij and the degree matrix is
denoted as D = diag(deg1, · · · ,degM ). The Laplacian matrix of G is described
as L = D −A.
Definition-1: The nonlinear multi-agent system in (1) with a given network
topology G, and under a distributed control protocol ui = µ(xi,x−i), is said to
achieve consensus if,
lim
t→∞ = ‖xi(t)− xj(t)‖ = 0, j = 1, · · · ,M, (2)
where x−i are the collection of agent i’s neighbor’s states, i.e., x−i = {xj , j ∈
Ni}.
With this in mind, in this specific work, we are interested in designing the
distributed control strategy ui = µ(xi,x−i) using the real-time nonlinear reced-
ing horizon control methodology for each agent i to achieve consensus, within
the given network topology.
3. DISTRIBUTED NONLINEAR RECEDING HORIZON CONTROL
PROTOCOL
In this presented framework, for each agent i, the following optimization
problem is utilized to generate the consensus protocol locally, within the net-
work:
Problem-1:
u∗i (t) = argmin
ui(t)
Ji(xi(t),ui(t),x−i(t)) (3)
subject to
x˙i(t) = F(xi(t)) + ui(t),
5
The performance index is designed as follows:
Ji = ϕi +
1
2
∫ t+T
t
Li(xi,x−i,ui),
=
∑
j∈Ni
aij‖xi(t+ T )− xj(t+ T )‖2QiN +
1
2
∫ t+T
t
(
∑
j∈Ni
aij‖xi(τ)− xj(τ)‖2Qi + ‖ui‖2Ri)dτ,
(4)
where QiN > 0, Qi > 0 and Ri > 0 are symmetric matrices, and T is the
horizon. We denote ϕi to describe the terminal cost for each agent.
Here, we utilize a control scheme to be able to deal with the nonlinear nature
of the graph under scrutiny. With this, it is desired to solve the nonlinear
optimization problem directly, in real-time.
With the construction of the cost function, as given in (4), the consen-
sus problem is converted into an optimization procedure. For this purpose,
we utilize the powerful nature of real-time nonlinear receding horizon control
algorithm to generate the distributed consensus protocol by minimizing the as-
sociated cost function. In this context, each agent only needs to obtain its
neighbors’ information once via the given network which is more efficient than
the centralized control strategy (and the other distributed strategies) that in-
volve multiple information exchanges and predicted trajectories of states. The
performance index evaluates the performance from the present time t to the
finite future t+ T , and then is minimized for each time segment t starting from
xi(t). With this structure, it is possible to convert the present receding horizon
control problem into a family of finite horizon optimal control problems on the
artificial τ axis parameterized by time t.
According to the first-order necessary conditions of optimality (i.e. for δJi =
0), a local two-point boundary-value problem (TPBVP) [25] is formed as follows:
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Λi
∗
τ (τ, t) = −HTxi ,
Λ∗i (T, t) = ϕ
T
xi [x
∗(T, t)],
xi
∗
τ (τ, t) = H
T
Λi ,x
∗
i (0, t) = xi(t),
Hui = 0.
(5)
where Λi denotes the costate of each agent i and Hi is the Hamiltonian which
is defined as
Hi = Li + Λ
∗T
i x˙i
=
1
2
(
∑
j∈Ni
aij‖xi(τ)− xj(τ)‖2Qi + ‖ui‖2Ri) + Λ∗Ti (F(xi) + ui).
(6)
Then we have
Λi
∗
τ (τ, t) = −[
∑
j∈Ni
Qiaij(xi(τ)− xj(τ)) + ΛTi Fxi(xi)],
Λ∗i (T, t) =
∑
j∈Ni
QiNaij(xi(τ)− xj(τ)).
(7)
In (5)-(7), ( )∗ denotes a variable in the optimal control problem so as to
distinguish it from its correspondence in the original problem. In this notation,
Hxi denotes the partial derivative of H with respect to xi, and so on.
In this methodology, since the state and costate at τ = T are determined by
the TPBVP in Eq.(5) from the state and costate at τ = 0, the TPBVP can be
regarded as a nonlinear algebraic equation with respect to the costate at τ = 0
as
Pi(Λi(t),xi(t), T, t) = Λ
∗
i (T, t)− ϕTxi [x∗i (T, t)] = 0, (8)
where Λi(t) denotes the costate at τ = 0. The actual local control input for
each agent is then given by
ui(t) = arg{Hui [xi(t),Λi(t),ui(t)] = 0}. (9)
In this formulation, the optimal control ui(t) can be calculated from Eq.(9)
based on xi(t) and Λi(t) where the ordinary differential equation of λ(t) can be
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solved numerically from Eq.(8), in real-time, without any need of an iterative
optimization routine. Since the nonlinear equation Pi(Λi(t),xi(t), T, t) has to
be satisfied at any time t, dPidt = 0 holds along the trajectory of the closed-loop
system of the receding horizon control. If T is a smooth function of time t, the
solution of Pi(Λi(t),xi(t), T, t) can be tracked with respect to time. However,
numerical errors associated with the solution may accumulate as the integration
proceeds in practice, and therefore some correction techniques are required to
correct such errors in the solution. To address this problem, a stabilized contin-
uation method [26, 27, 28, 29] is used. According to this method, it is possible
to rewrite the statement as
dPi
dt
= AsPi, (10)
where As denotes a stable matrix to make the solution converge to zero expo-
nentially.
To evaluate the optimal control by computing derivative of Λi(t) = Λ
∗
i (0, t)
in real time, we consider the partial differentation of (5) with respect to time t,
δx˙i = fxiδxi + fuiδui,
δΛ˙i = −Hxixiδxi −HxiΛiδΛi −Hxiuiδui
0 = Huixiδxi + f
T
uiδΛi +Huiuiδui.
(11)
Since δui = −H−1uiui(Huixiδxi + fTuiδΛi), we have
δx˙i = (fxi − fuiH−1uiuiHuiui)δxi − fuiH−1uiuifTuiδΛi,
δΛ˙i = −(Hxixi −HxiuiH−1uiuiHuixi)δxi − (fTxi −HxiuiH−1uiuifTui)δΛi,
which leads to the following form of a linear differential equation:
∂
∂τ
 xi∗t − xi∗τ
Λi
∗
t −Λi∗τ
 =
 Ai −Bi
−Ci −ATi
 xi∗t − xi∗τ
Λi
∗
t −Λi∗τ
 (12)
where
Ai = fxi − fuiH−1uiuiHuixi ,
Bi = fuiH
−1
uiuif
T
ui ,
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Ci = Hxixi −HxiuiH−1uiuiHuixi .
And the matrix Huiui should be nonsingular.
In order to reduce the computational cost without resorting to any approxi-
mation technique, the backward-sweep method [25, 28, 29] is implemented. The
derivative of the function Pi with respect to time is given by
dPi
dt
=Λi
∗
t (T, t)− ϕxixixi∗t (T, t) + [Λi∗τ (T, t)− ϕxixixi∗τ (T, t)]
dT
dt
, (13)
where x∗τ and Λi
∗
τ are given by (5).
The relationship between the costate and other variables is assumed as fol-
lows:
Λi
∗
t −Λi∗τ = Si(τ, t)(xi∗t − xi∗τ ) + ci(τ, t). (14)
So we have
Si(T, t) = ϕxixi |τ=T ,
ci(T, t) = (H
T
xi + ϕxixif) |τ=T (1 +
dT
dt
) +AsPi.
(15)
Then according to (14) and (12), we have the following differential equations:
∂Si
∂τ
= −ATi Si − SiAi + SiBiSi − Ci,
∂ci
∂τ
= −(ATi − SiBi)ci.
(16)
Based on (14), the differential equation of the costate to be integrated in real
time is obtained as:
dΛi(t)
dt
= −HTxi + ci(0, t). (17)
Here, at each time t, the TPBVP equations are integrated forward along
the τ axis, and then (16) are integrated backward with terminal conditions
provided in (15). Next, the differential equation of Λi(t) is integrated for one
step along the t axis so as to update the local optimal controller for each agent.
If the matrix Huiui is nonsingular, the algorithm is executable regardless of
controllability or stabilizability of the system.
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Lemma-1: The cost function, defined in Eq. (4), is strictly convex and
guarantees the global minimum.
Proof : Since all weighting functions maintain positive definite nature in
their structure, such as QiN > 0, Qi > 0, Ri > 0, from the Karush-Kuhn-
Tucker(KKT) conditions [30], the proposed method gurantees the global min-
ima. 
4. CONVERGENCE AND STABILITY ANALYSIS
For the sake of clarity, and without loss of generality, here we define the
consensus error as
δ1(t) = xi(t)− x1(t)
for all i and ∆(t) = col(δ1(t), δ2(t), · · · , δM (t)). The optimal control U is de-
noted as U = col(u1, · · · ,uM ) for all i.
The cost function can be written as
J = Φ +
1
2
∫ t+T
t
[∆∗TQ∆∗ + U∗TRU∗]dτ, (18)
where Φ =
∑
i∈M ϕi, Q = col(Q1, · · · , QM ) and R = col(R1, · · · , RM ).
In order to ensure the closed-loop stability of the proposed nonlinear receding
horizon control scheme, we first consider the case that terminal cost Φ = 0 and
introduce following definitions.
In this regard, we assume the sublevel sets
Γ∞r = {∆ ∈ Γ∞ : J∗∞ < r2}
are compact and path connected where J∗∞ =
∫∞
0
[∆∗TQ∆∗ + U∗TRU∗]dτ and
moreover Γ∞ = ∪r≥0Γ∞r . We use r2 here to reflect the fact that the cost
function is quadratically bounded. And therefore the sublevel set of ΓTr = {∆ ∈
Γ∞ : J∗T < r
2} where J∗T =
∫ t+T
t
[∆∗TQ∆∗ + U∗TRU∗]dτ .
Lemma-2: (Dini [31] ) Let {fn} be a sequence of upper semi-continuous,
real-valued functions on a countably compact space X, and suppose that for
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each x ∈ X, the sequence {fn(x)} decreases monotonically to zero. Then the
convergence is uniform.
Theorem-1: [31] Let r be given as r > 0 and suppose that the terminal
cost is equal to zero. For each sampling time ts > 0, there exists a horizon
window T ∗ < ∞ such that, for any T > T ∗, the receding horizon scheme is
asymptotically stabilizing.
Proof. By the principle of optimality, we have
J∗T (∆) =
∫ t+ts
t
(∆∗TT Q∆
∗
T + U
∗T
T RU
∗
T )dτ + J
∗
T−ts(∆
∗
T )
where ts ∈ [t, t + T ] is the sampling time and J∗ts(∆) =
∫ t+ts
t
(∆∗TT Q∆
∗
T +
U∗TT RU
∗
T )dτ , so that
J∗T−ts(∆
∗
T )− J∗T−ts(∆) = J∗T (∆)− J∗T−ts(∆)−
∫ t+ts
t
(∆∗TT Q∆
∗
T + Θˆ
∗T
T RΘˆ
∗
T )dτ
≤ J∗ts(∆) + J∗T (∆)− J∗T−ts(∆)
Since the terminal cost is equal to zero, it is clear that T1 < T2. This implies
that J∗T1(∆) < J
∗
T2
(∆) holds for all ∆ so that
J∗T−ts(∆
∗
T )− J∗T−ts(∆) ≤ J∗ts(∆) + J∗∞(∆)− J∗T−ts(∆).
is satisfied. If we can show, for example, that there exists a T ∗ such that T > T ∗
yields into
J∗∞(∆)− J∗T−ts(∆) ≤
1
2
J∗ts(∆)
for all ∆ ∈ Γ∞r , stability over any sublevel set of J∗T−ts(·) that is contained in
Γ∞r will be assured. To that end, define, for ∆ ∈ Γ∞r
ψT (∆) =

J∗∞(∆)−J∗T−ts (∆)
J∗ts (∆)
, ∆ 6= 0
lim supx→0 ψT (∆), ∆ = 0
where ψT (·) is upper semicontinuous on Γ∞r . It is clear that ψT (·) is a mono-
tonically decreasing family of upper semicontinuous functions defined over the
compact set Γ∞r . Thus, by Dini’s theorem (as stated in [31]), there exists a
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T ∗ < ∞ such that ψT (∆) < 12 for all ∆ ∈ Γ∞r and all T ≥ T ∗. Here, for each
r1 > 0 we have Γ
T−ts
r1 ⊂ Γ∞r satisfied, leading to
J∗T−ts(∆
∗
T )− J∗T−ts(∆) ≤ −
1
2
J∗ts(∆)
for all ∆ ∈ ΓT−tsr1 .

Next, we present the closed-loop stability of the proposed nonlinear receding
horizon control scheme with locally quadratic terminal cost, i.e. Φ =
∑
i∈M ϕi.
Theorem-2: [31] Let r be given as r > 0 and suppose that the terminal
cost is nonnegative and locally quadratically bounded. For each sampling time
ts > 0, there exists a horizon window T
∗ < ∞ such that, for any T > T ∗, the
receding horizon scheme is asymptotically stabilizing.
Proof. We use J∗T,0(·) to denote the cost function with zero terminal cost and
J∗T,1(·) to denote the cost function with locally quadratic terminal cost. It is
clear to show that
J∗T,0(∆) ≤ J∗T (∆) ≤ J∗T,1(∆),
and then
|J∗T (∆)− J∗∞(∆)| ≤ max{J∗∞(∆)− J∗T,0(∆), J∗T,1(∆)− J∗∞(∆)},
for all ∆ ∈ Γ∞r so that J∗T (·) also converge uniformly to J∗∞(·) with respect
to any locally quadratic positive definite terminal cost. The theorem uses the
results of Theorem-1.

Corollary-1: Consider the nonlinear multi-agent system given in Eq.(1)
and assume that the graph G, defining the topology of the multi agent system,
is connected. For the given distributed control protocol in Problem-1, based
on Theorem-2, there exists a large enough value of horizon T which guarantees
the consensus error ∆ to remain asymptotically stable to achieve consensus in
the multi-agent system.
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Although the back-ward sweep algorithm is executable whenever the system
is stable or not, with this result, when the optimization horizon is chosen to be
sufficiently long, the non-increasing monotonicity of the cost function becomes a
sufficient condition for the stability. Therefore, we can also ensure the stability
of the multi-agent nonlinear system by distributed nonlinear receding horizon
control method.
5. EXTENSION TO LEADER-FOLLOWING CASE
In this section, we extend the proposed scheme to the leader-following con-
sensus problem(s). Assume a multi-agent system consisted of M nonlinear
agents and a leader. The dynamics of each agent is given in Eq. (1) and
the leader, indexed as i = 0, has the following dynamical system structure:
x˙0 = f(x0, t) = F(x0(t)), (19)
where x0 = (x01, x02, · · · , x0n)T is the state vector.
To describe the connection between the leader and the followers in G, a
leader adjacency matrix A0 = diag(a10, · · · , aM0), where ai0 > 0 if follower i
is connected to the leader, otherwise ai0 = 0. Then a new augmented matrix
H = A+A0 is defined.
Definition-2: The nonlinear multi-agent system in (1) and (19) with a given
network topology G, and under a distributed control protocol ui = µ(x0,xi,x−i),
is said to achieve the leader-following consensus such that all M follower agents
converge to the leader, if,
lim
t→∞ = ‖xi(t)− x0(t)‖ = 0, i = 1, · · · ,M, (20)
where x−i are also the collection of agent i’s neighbor’s states, i.e., x−i =
{xj , j ∈ Ni}.
According to the presented framework, next, we are interested in designing
the distributed control strategy ui = µ(x0,xi,x−i) using the abovementioned
real-time nonlinear receding horizon control methodology for each agent i to
achieve leader-following consensus, within the given network topology.
13
Similarly, for each following agent i, the following optimization problem is
utilized to generate the consensus protocol locally, within the network:
Problem-2:
u∗i (t) = argminJi(x0,xi,ui,x−i) (21)
subject to x˙0(t) = F(x0(t)),x˙i(t) = F(xi(t)) + ui(t),
The corresponding performance index is designed as follows:
Ji =ϕi +
1
2
∫ t+T
t
Li(xi,x0,x−i,ui),
=
∑
i∈M
ci0‖xi(t+ T )− x0(t+ T )‖2Qi0 +
∑
j∈Ni
cij‖xi(t+ T )− xj(t+ T )‖2QiN
+
1
2
∫ t+T
t
(
∑
j∈Ni
cij‖xi(τ)− xj(τ)‖2Qi + ‖ui‖2Ri)dτ,
(22)
where the terminal cost ϕi =
∑
i∈M ci0‖xi(t+T )−x0(t+T )‖2Qi0+
∑
j∈Ni cij‖xi(t+
T )− xj(t + T )‖2QiN , Qi0 > 0, QiN > 0, Qi > 0 and Ri > 0 are symmetric ma-
trices, and T is also the horizon.
We utilize the same framework and algorithm as in Section-3 to solve the
nonlinear leader-following consensus problem directly. In addition, when the
optimization horizon is chosen to be sufficiently long, the non-increasing mono-
tonicity of the cost function becomes a sufficient condition for the stability.
6. NUMERICAL EXAMPLE AND SIMULATION RESULTS
In this section, we demonstrate the validity and feasibility of proposed
scheme on several multi-agent nonlinear chaotic systems.
Example-1: First, consider a multi-agent system with 5 agents (as shown
14
in Fig. 1), where each agent is modeled as the Lorenz chaotic system [32]:
x˙i1 = 10(xi2 − xi1),
x˙i2 = 28xi1 − xi1xi3 − xi2,
x˙i3 = xi1xi2 − 83xi3,
(23)
where xi = (xi1, xi2, xi3)
T are the state of the i-th agent. The adjacency matrix
A of G is given as 
0 0 1 0 0
1 0 1 0 0
0 1 0 1 0
1 0 0 0 1
1 0 0 0 0

(24)
Here, the initial states are given by
xi1(0)
xi2(0)
xi3(0)
 =

1 2 −10 9
10 −1 20 −10
2 5 8 −2
 , (25)
It can be seen in Fig. 1 that the directed graph G of Lorenz network is
connected. The weighting matrices in the cost function are designed as QiN =
Qi = Ri = diag(1, 1, 1) for all agents. The stable matrix is designed as As =
−50I.
The horizon T in the performance index is given by
T (t) = Tf (1− e−αt), (26)
where Tf = 1 and α = 0.01.
The simulation is implemented in MATLAB, where the time step on the t
axis is 0.01s and the time step on the artificial τ axis is 0.005s. Fig. 2 depicts the
trajectories of this multi-agent Lorenz systems with initial conditions defined
in Eq. (25), where it is possible to observe that the proposed distributed real-
time nonlinear receding horizon control strategy results in a consensus, clearly
demonstrating the effectiveness of the algorithm. Here, the horizon length is
kept sufficiently long to ensure the stability.
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Example-2: Next, consider a multi-agent system with 4 agents (as shown
in Fig. 3), where each agent is modeled as the Lu¨ chaotic system [33]:
x˙i1 = 36(xi2 − xi1),
x˙i2 = −xi1xi3 + 13xi2,
x˙i3 = xi1xi2 − 3xi3,
(27)
Here, xi = (xi1, xi2, xi3)
T represents the state of the i-th agent. In this case,
the adjacency matrix A of G is given as
0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 (28)
It can be seen in Fig. 3 that the undirected graph G of Lu¨ network is connected.
The weighting matrices in the cost function are designed as QiN = Qi = Ri =
diag(1, 1, 1) for all agents.The stable matrix is designed as As = −50I. The
horizon T in the performance index is given in (26) with Tf = 1 and α = 0.01.
The simulation is implemented in MATLAB, where the time step on the t
axis is 0.01s and the time step on the artificial τ axis is 0.005s. Fig. 4 depicts the
trajectories of this multi-agent Lu¨ systems in (27) with initial conditions defined
in Eq. (25) and the corresponding control strategies, where the consensus is
achieved through the suggested distributed real-time nonlinear receding horizon
control method.
Example-3: Consider a leader-following system with one leader and 4 fol-
lowing agents, where each agent and the leader are also modeled as the Lorenz
chaotic system (as shown in Eq. (23)). The augmented adjacency matrix H of
G is given as 
1 1 0 0
1 0 1 0
0 1 1 1
0 0 1 0
 (29)
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where the diagonal elements show the connection between the leader and the
followers. The weighting matrices in the cost function are designed as Qi0 =
diag(10, 10, 10) and QiN = Qi = Ri = diag(1, 1, 1) for all agents. The stable
matrix is designed as As = −50I.
The initial states are given by
xi1(0)
xi2(0)
xi3(0)
 =

0.1 −1 2 −10 9
0.2 10 −1 20 −10
0.3 2 5 8 −2
 , (30)
where i = 0, 1, · · · , 4.
The horizon T in the performance index is given by
T (t) = Tf (1− e−αt), (31)
where Tf = 1 and α = 0.01.
The simulation is implemented in MATLAB, where the time step on the t
axis is 0.01s and the time step on the artificial τ axis is 0.005s. Fig. 5 depicts the
trajectories of this leader-following Lorenz system with initial condition in Eq.
(30) and the corresponding control strategies where the leader-following con-
sensus is reached by using the distributed real-time nonlinear receding horizon
control method.
Example-4: We consider the leader-following multi-agent system with one
leader agent and 4 agents and each agent is modeled as the Chen chaotic system
[34]: 
x˙i1 = 35(xi2 − xi1),
x˙i2 = −7xi1 − xi1xi3 + 28xi2,
x˙i3 = xi1xi2 − 3xi3,
(32)
where xi = (xi1, xi2, xi3)
T are the state of the i-th agent. The adjacency matrix
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H of G is given as 
1 1 1 1
1 0 1 0
0 0 0 1
1 0 0 1
 (33)
The weighting matrices in the cost function are designed asQi0 = diag(10, 10, 10)
and QiN = Qi = Ri = diag(1, 1, 1) for all agents. The stable matrix is designed
as As = −50I. The horizon T in the performance index is given in (31) with
Tf = 0.5 and α = 0.01. Fig. 6 depicts the trajectories of this leader-following
Chen system in (32) with initial condition in Eq. (30) and the correspond-
ing control strategies where the consensus is reached by using the distributed
real-time nonlinear receding horizon control method.
As it can be seen easily from above example, proposed real-time nonlin-
ear receding horizon control methodology is working remarkable within given
network topology and graph. All the agents in the systems are able to reach
consensus. Here, again, the horizon length is kept sufficiently long to ensure the
stability.
7. CONCLUSIONS AND FUTURE WORKS
In this paper, we investigated the multi-agent consensus problem of nonlin-
ear systems by using distributed real-time nonlinear receding horizon control
methodology. Different from the previous works, we solved the nonlinear opti-
mal consensus problem directly, without any need or the utilization of lineariza-
tion techniques and/or iterative procedures. Based on the stabilized continu-
ation method, the backward sweep algorithm is implemented to minimize the
consensus error among the agents and the local control strategy is integrated in
real time. We provided stability guarantees of the systems if the horizon length
is kept sufficiently long. Several benchmark examples with different topologies
demonstrates the applicability and significant outcomes of proposed scheme on
nonlinear chaotic systems. For future studies, it is the authors intention to
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extend the proposed method to the systems with switching topologies and em-
bedded communication time-delays.
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Figure 1: The communication topology of the multi-agent Lorenz chaotic systems with 5
agents.
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Figure 2: The trajectories of all agents xi(t)(i = 1, · · · , 5) of Lorenz chaotic system and all
control protocol ui generated by distributed NRHC.
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Figure 3: The communication topology of the multi-agent Lu¨ chaotic systems with 4 agents.
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Figure 4: The trajectories of all agents xi(t)(i = 1, · · · , 4) of Lu¨ chaotic system and all
control protocol ui generated by distributed NRHC.
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Figure 5: The trajectories of leader and following agents xi(t)(i = 0, 1, · · · , 4) of Lorenz
chaotic system and all control protocol ui generated by distributed NRHC.
25
0 1 2 3 4 5 6 7 8 9 10
−50
0
50
t (sec)
x i
1
0 1 2 3 4 5 6 7 8 9 10
−100
0
100
t (sec)
x i
2
0 1 2 3 4 5 6 7 8 9 10
−100
0
100
t (sec)
x i
3
0 1 2 3 4 5 6 7 8 9 10
−1000
0
1000
t (sec)
u
i
Figure 6: The trajectories of leader and following agents xi(t)(i = 0, 1, · · · , 4) of Chen chaotic
system and all control protocol ui generated by distributed NRHC.
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