In Part I of this paper, a multiple-input, single-output (MISO) model for the dynamics of practical premixed flames has been proposed. A corresponding method for identification of model coefficients was developed and validated against test data generated with a linear time-domain model, designed to be qualitatively representative of a practical premix burner.
INTRODUCTION
In the development of lean-premixed low-emission gas turbines the prevention of combustion oscillations is of great importance. These oscillations occur if heat release rate fluctuations couple with the acoustics of the combustion system. As discussed in Part I, the main interaction mechanism are the time-delayed adjustment of flame shape and position to a change in the upstream flow velocity ("flame front kinematics"), and fluctuations of the fuel concentration [1] [2] [3] [4] . The latter cannot be avoided for practical premix designs, where fuel-injection and -mixing are in general perturbed by acoustic fluctuations, as sketched in Fig. 1 . Fuel inhomogeneities generated by flow perturbations are transported convectively to the flame, where they induce fluctuations of the heat release rate.
In part I of this paper [5] , a multiple-input single-output (MISO) model structure has been proposed to describe the dynamic response of practical premix flames to acoustic perturbations, with provision for a multi-stage, "non-stiff " fuel injection system, where the fuel mass flow rate in the injector nozzles is modulated by acoustic perturbations. Furthermore, a procedure for quantitative determination of model coefficients by correlation analysis of time series data and inversion of the Wiener-Hopf equation has been proposed. The approach was validated successfully against test data generated with a simple, linear, time-domain model representative of a practical premix burner. It was demonstrated that it is possible to clearly differentiate between the different influences of equivalence ratio and mass flow fluctuations on the heat release rate. Flame frequency responses determined from the model coefficients by z-transform can subsequently be used for thermoacoustic stability analysis of practical premixed combustor, and to support the design of passive control strategies based on multi-stage fuel injection or "tuning" of fuel line impedance. First results have been reported in [6] .
In the present paper the approach for MISO model identification is applied to a transient CFD simulation of a generic practical premixed swirl burner with a multi-stage fuel injection system. The purpose is to show that the proposed method can be applied successfully to complex simulations, like the transient CFD simulation of turbulent reacting flow, and to demonstrate that relevant information on flame dynamics can be deduced from unit and frequency responses. Note that a validation against experimental data could not be included in the present work, as to the authors' knowledge pertinent data do not exist. Indeed, the generation of such data is very difficult, as discussed in [5] .
The paper is organized as follows: In the next section the configuration of the combustion systems investigated is described, followed by a summary of the CFD model setup. Simulation results for a combustor with a two-stage fuel injection system are then presented. Both broadband and impulse forcing are utilized. Furthermore it is demonstrated how a physics-based interpretation of flame dynamics can be developed from a careful analysis of impulse and frequency responses, combined with time-varying heat release rate distributions. Then a similar analysis for a three-stage fuel injection system is presented. In all cases, identification quality is examined, applying methods of a posteriori validation developed in part I of this paper [5] . As in part I of this paper, a linear response behaviour of the flame is assumed. Indeed, we have checked by variation of excitation amplitudes that non-linear effects are not significant for the CFD simulations discussed below. The identification of the non-linear response of the flame to large amplitude acoustic fluctuations, which is required to predict limit cycle amplitudes or non-linear instability limits, is outside the scope of the present paper.
COMBUSTOR CONFIGURATION
The configuration investigated in this study is representative of a combustor with practical premixing, as defined in Part I [5] . The layout is similar to a combustion test rig investigated by Komarek et al. [7, 8] and comprises a plenum, an axial swirler / bluff-body flame holder mounted in an annular duct, and the combustion chamber (see Fig. 1 ). The plenum has a length of 0.095 m with a cross-sectional area of 0.0312 m 2 . The length of the combustion chamber equals 0.3 m, with a cross-sectional area of 0.00816 m 2 . A perforated plate with low acoustic reflection coefficient is used as termination of the combustion chamber through which the hot products leave the chamber into the atmosphere.
In the experiments of Komarek et al. [7, 8] , natural gas was injected upstream of a choked cross section, such that the fuel/air mixture was perfectly homogeneous even in the presence of combustion oscillations. The computational model investigated in this paper, however, incorporates additional fuel supply systems, which inject fuel through a number of small holes into the annular duct upstream of the axial swirler, as shown in Fig. 2 . The distances L F2 and L F3 between the fuel injectors and the flame are too short to allow for perfect premixing. More important, fuel concentration at the flame will in general be influenced by acoustic perturbations in the annular mixing duct.
Note that the first fuel injection stage is not resolved in the computational model. Instead, a lean premixture of fuel and air is imposed at the inlet boundary of the computational domain at the upstream side of the plenum. The second fuel injector is located at a position L F2 = 0.125 m upstream of the burner exit. It is designed similar to the one described by Richards and Robey [9] : from a fuel plenum, that is arranged as a ring of rectangular cross-section around the mixing section, fuel is injected radially inward through 8 holes with a diameter of 1.2 mm. The choice of the number and diameter of the holes and the fuel mass flow is a trade-off between the acoustic characteristics and, on the other side, the premixing quality of the air and fuel. Optionally a third fuel injection stage with identical layout as the second one can be placed at an position L F3 = 0.065 m upstream of the burner exit as shown in Fig. 2 . In the following, simulation results obtained with fuel injection through only the first two stages and a fuel split of 50/50%, and through all three stages with a fuel split of 10/36/54% will be presented and discussed. In all cases methane CH 4 was used as fuel. The thermal power was set to 50 kW and the overall nominal equivalence ratio to φ = 0.77.
The MISO model structures for the configurations investigated are shown in Fig. 3 , where u′ b represents the velocity fluctuation at the burner exit andQ′ the fluctuations of heat release rate 1 . The variables φ′ F,i denote the (nominal) equivalence ratio fluctuations at injectors i = 2 for the second injector and i = 3 for the third injector (the first injector is acoustically decoupled, so φ′ F,1 = 0). The (nominal) fluctuations of equivalence ratio at the injectors can in turn be expressed as a function of the velocity fluctuations of the fuel mass flow u' F and the main mass flow u' A at the location of injection.
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Figure 2:
Dimensions of fuel supply and mixing section (mm). The overall fluctuations of heat release rate are determined as a superposition of the response to velocity and equivalence ratio perturbations, respectively:
where F u and F φ represent the flame transfer functions and N the number of fuel injectors in the system. The constants K i depend on the fuel split between the injector stages, as indicated.
NUMERICAL SIMULATION
To determine the flame transfer functions, a three-dimensional unsteady RANS computation of the combustor has been performed using the software package ANSYS-CFX. The computational domain comprises the mixing section, the fuel injection orifices of stages 2 and 3, the axial swirler and the combustion chamber. A second order backward Euler scheme and the high-resolution scheme were used for time and space discretization, respectively. The simulations were performed with the Shear Stress Transport turbulence model and the partially premixed burning velocity combustion model of CFX, which is based on the turbulent flame speed closure formulation for perfectly premixed combustion [10, 11] . To include the in-homogeneously premixed combustion regime, an equation for the weighted reaction progress F = Z (1−c) instead of the reaction progress c is solved, where Z denotes the mixture fraction [12] . The source term due to combustion is calculated using the relation based on the gradient of the progress variable: (2) ρ u is referred as the density of the unburnt gas and s T as the turbulent flame speed, which is calculated using the closure proposed by Zimont and Lipatnikov [10] (3) where is the turbulent velocity fluctuation, s L the laminar flame speed, χ u the thermal diffusivity, and l T is the turbulent length scale. A stretch factor G is introduced to account for the reduction of the flame speed at high turbulent intensities due to strain and stretch. G depends on a critical strain rate g crit ,
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Here the turbulent dissipation rate is denoted by , its standard deviation is denoted by σ. ν is the kinematic viscosity of the fluid. The critical strain rate g grit , an important adjustable parameter, is set to 8500s -1 , in line with the recommendations given by Polifke et al. [12] .
For simplicity all walls are assumed to be adiabatic. The chosen time step is ∆t = 2.5e -5 s. To prevent resonant amplification with high amplitudes in the vicinity of eigenfrequencies, which deteriorates the quality of identification results [13] , partly reflecting boundary conditions are used for the inlets and the outlet. The boundary conditions are based on the NSCBC formulation of Poinsot and Lele [14] , implemented in CFX by Widenhorn [15] . To obtain a response or an excitation of the flame, the inlet boundary conditions for the main air-fuel and the fuel stream(s) are overlaid by acoustic velocity excitation. In Part I the discrete random binary signal (DRBS) showed the best performance, it is therefore taken as the excitation signal for the simulations. As the DRBS with limited frequency content led in total to a non-linear behavior of the heat release rate fluctuations in the CFD simulations, the unlimited signal was used in the following. The excitation amplitude equals 4% of the mean flow velocity in the combustion configuration with two fuel injection stages and 3% for the one with three stages. Time series of areaaveraged velocity fluctuations and the volume integrated heat release rate have been recorded during the simulation as the required input for the identification method.
UNIT IMPULSE AND FREQUENCY RESPONSE FUNCTIONS
The flame frequency response functions F(ω) (also "flame transfer functions") play an important role in combustion dynamics. As discussed in Part I, they can be obtained from the unit impulse response (UIR) by z-transformation [5, 16, 17] . A unit impulse response could in principle be obtained from a transient CFD simulation with impulse forcing imposed on the "signal" variable, e.g. the fuel/air premixture mass flow rate. The time series of the "response" variable -usually the overall heat release rate -would then directly correspond to the UIR vector.
However, it is very difficult to implement a proper unit impulse in a CFD simulation: numerical dissipation and dispersion, reflections at the boundaries and nonlinearities will give spurious contributions to the response signal. Therefore, broadband forcing at low amplitudes over longer simulation times in combination with correlation analysis is a more accurate and robust way to determine the UIR from simulation time series. Furthermore, this approach can be extended to a MISO model structure, such that several response functions can be identified from one simulation run, as demonstrated in Part I.
Nevertheless results obtained with impulse forcing are presented below for the following reason: the results of such a simulation, although not quantitatively accurate, are very helpful in developing a physics-based interpretation of the flame dynamics, as the changes in flame shape, position, heat release rate, etc. in response to the impulse perturbation can be visualized easily.
Combustion configuration with two fuel injection stages
First results of simulations with two fuel injection stages i = 1, 2 are discussed ("Case A"). With a 50/50% fuel split between the injection stages, the factor K 1 , required to ⑀2 calculate the nominal equivalence ratio fluctuations from the mass flow rate fluctuations, equals 0.5.
Unit impulse response
The unit impulse responses of the heat release rate fluctuations due to the velocity fluctuations at the burner exit and due to equivalence ratio fluctuations at the fuel injection location, respectively, are presented in Fig. 4 . These UIRs were obtained with DRBS broadband forcing and system identification. The length of the UIR vectors was set to 520 time steps -at least 50% longer than the mean time delay required for a convective disturbance to travel from the point of injection to the center of the area integrated heat release rate of the flame. As demonstrated below, the chosen length of the UIR was adequate to include all relevant time delays. The simulation was continued for 7600 time steps, corresponding to a total simulation time of T t = 0.19 s and a minimum resolved frequency f min = 5.33 Hz. As discussed in Part I, this modest length of the time series is in comparison to the length of the UIR sufficiently large for accurate identification, provided that the signal-to-noise-ratio is rather high. injection to the flame. The peak response is reached at about 300 time steps, when the fuel arrives at the center of the flame, i.e. the axial location where the area integrated heat release rate reaches a maximum. At later times, the UIR shows very clearly an "undershoot", i.e. a range of coefficients h k < 0. This is a remarkable feature, which has to our knowledge not been observed previously in studies on the response of premix flames to equivalence ratio fluctuations. The discussion will return to this phenomenon in the next section. The response UIR u to velocity fluctuations at the burner exit, which starts after a shorter delay, also exhibits two positive peaks. The first peak at 60 time steps corresponds to fluctuations at the burner exit, whereas the second one at about 100 time steps is the response to fluctuations of velocity at the axial swirler, which in turn generate fluctuations in swirl number. This point is discussed extensively by Komarek and Polifke [8] . The flame kinematic response UIR u also shows an undershoot.
Flame frequency response
The corresponding flame transfer functions (FTF), computed from the UIRs by z-transformation [5, 16, 17] , are presented in the flame. The mean time delay amounts to about τ ≈ 7.5 ms for the response to equivalence ratio fluctuations and τ ≈ 2.1 ms for the response to velocity fluctuations. Fig. 6 shows in addition the auto-correlation of the prediction error ⑀ and the crosscorrelation of ⑀, equivalence ratio fluctuations φ′ and velocity fluctuations at the burner exit u ′ b . The correlation analysis was performed with a length of two times the length of the UIRs. It can be clearly seen that the correlations are below the confidence interval, which are marked by the two horizontal lines. Therefore the remaining 7.3% (100%-Q) of the output heat release rate signal can not be related to the input velocity signals and are in total due to noise. This can also be confirmed in analyzing the auto-correlation of the prediction error. As it stays for most of the time steps inside or close to the confidence interval, it has almost the characteristics of a white noise signal. The deviations at time steps close to zero are due to the low-pass filtering behavior of the flame, whereas reflections at the boundaries seem to be responsible for the further deviations. The high signal to noise ratio indicates that the estimations made regarding the total simulation time guarantee an accurate identification of the flame transfer functions in the present case. The computed Q-value (see Part I for more details) is equal to 92.7%, indicating that 92.7% of the heat release rate fluctuations can be properly described by the unit impulse responses identified. Polifke and Lawn have argued that limits on the quasi-stationary flame response can be deduced from global conservation laws for mass and energy [18] . Both flame transfer functions computed from the UIRs show the correct behavior in the limit of low frequencies, i.e. F(ω → 0) = 1.
At higher frequencies -Strouhal numbers in the range 0.3 to 0.5 -both transfer function show a gain significantly larger than unity, |F| ≈ 2. This has been observed before for the front-kinematic response F u , see e.g. [19, 20] . However, for the response F φ to equivalence ratio fluctuations, previous work has always assumed that a dispersion of convective time delays will result in a low-pass filter behaviour with |F φ | < 1 for frequencies ω > 0 [21] [22] [23] [24] . An explanation of the present result is developed in the next section.
Analysis and interpretation of results
In this section it will be shown that the undershoot of the unit impulse response, h k < 0 for a range of time lags k∆t, and the excess gain of the flame transfer function, |F(ω)| > 1 for a range for frequencies ω, are actually phenomena that are strongly related to each other. Then a physics-based interpretation of the impulse responses to velocity and equivalence ratio fluctuations will be developed. Results obtained with impulse forcing imposed on a transient CFD simulations are analyzed to support our arguments.
First a rigorous mathematical relation between unit impulse and frequency response is presented: For the MISO flame model considered in this paper, conservation of mass and energy requires that both flame transfer functions approach unity in the limit of low frequencies, F(ω → 0) = 1, see Polifke and Lawn [18] for details. With (5) it follows that therefore (6) This results holds for both UIRs with input signals u ′ b and φ′ F 2 , respectively. If all coefficients h k of a unit impulse response vector are positive, then with increasing frequencies ω there will be increasingly destructive superposition between the contributions of the individual coefficients to the overall flame response due to the phase factors exp(−iωk∆t) that appear in the z-transform. In this case, the gain |F(ω)| can never be larger than the gain |F(0)| at zero frequency -the flame will act as a low-pass filter.
On the other hand, if a UIR exhibits positive as well as negative peaks, then it is possible that the phase factors lead to constructive superposition between the contributions At very high frequencies, phase "scrambling" will again decrease the overall gain to low frequencies. Our results show that his happens for both interaction mechanisms. To further elucidate the relevant fluid-dynamic interactions, simulations with impulse forcing were carried out.
Flame response to impulse forcing of velocity at the burner exit
Transient CFD simulation with impulse forcing was set up with excitation of only the main air-fuel velocity inlet, while the fuel mass flow rate at fuel injector "2" was kept constant. The amplitude of the impulse in flow velocity was set to 10% of the mean value. The duration of the impulse was set to 20 time steps. This is not ideal and induces some high-frequency error -but it was not possible to numerically resolve an impulse that is enforced during only one time step. The results obtained are normalized according to the excitation level of the CFD/SI simulation.
The response of the flame should exhibit a similar behavior as the UIR u presented in Fig. 4 . A comparison between the impulse response and the UIR determined with SI from DRBS signals is presented in Fig. 7 . There is qualitative agreement between both response vectors, even good quantitative agreement for short delay times. For later times, the result of the impulse forcing shows oscillations, caused by partial reflection of the impulse signal at the boundaries of the computational domain. These spurious features are not representative of the response of the flame to the impulse excitation. To explain the undershoot of the UIR, the temporal development of flame front surface area and heat release rate are tracked, see Fig. 8 . The flame front is defined as an iso-surface of the progress variable with c = 0.5. In addition a cut through the flame in a meridional plane at several instances in time is presented in Fig. 9 and 10 . The undisturbed flame front is represented in Figs. 8 and 9 as state "A". When the increased mass flow reaches the burner exit the flame is first pushed downstream resulting in a stretched flame front at the burner exit, especially in the inner shear layer. After a short time delay the flame is reacting to the disturbance with an increased flame speed and heat release rate. As a consequence, the flame moves again towards the burner -at the inner shear layer even into the mixing section. This undulating motion, generated at the burner exit in the outer and inner flame front, is then convected along the entire flame, leading to an increase of the overall flame surface area and heat release rate (state "B"). Close to the downstream end of the flame the outer and the inner flame front merge, separating the remaining downstream fuel from the main combustion zone. The downstream end of the flame extinguishes which is denoted as status "C". At this time the disturbance produced at the axial swirler reaches the burner exit where it results in a similar response (state "D", "E"). A similar behavior (states "A", "B", "C") was described by Schuller et. al. [25] . In their work they investigated a laminar premixed flame and observed as well a sudden decrease of the flame surface due to the interaction of neighbouring flame fronts at the tip of the flame.
Flame response to equivalence ratio fluctuations at the burner exit
In a second simulation, impulse forcing was applied to the fuel mass flow rate at injector "2" without perturbation of the main flow. Unit impulse responses of the flame, obtained from impulse and broad-band excitation, respectively, are compared in Fig. 11 . The basic trend matches again, although the amplitude of the impulse response is only 60% of the UIR computed from DRBS forcing with SI. This is due to the small impact of the fuel mass flow added at injector "2" compared to the overall mass flow. The unit impulse is therefore more damped on the way to the flame. An alternating sign of the impulse UIRs for larger time delays is also clearly seen. As above the time response of the flame surface area and the heat release rate are investigated. But first recall that the overall rate of heat release of a premixed flame may be expressed as 
where ρ u is the unburnt gas density, Σ the flame surface per unit volume, S T the (turbulent) burning velocity and ∆H the heat of reaction per unit mass of premixture [18, 26] .
Once the richer fuel-air mixture arrives at the flame front, the heat released per unit mass of premixture ∆H and therefore the overall heat release rate Q . increase, see Fig. 12 . The turbulent burning velocity S T increases also, thus the flame propagates upstream, resulting in a reduction of total flame surface area, see also Fig. 12 . The fluctuation in heat release rate Q . ′ nevertheless is positive for some time, because the reduced total flame surface area is more than compensated for by the increased release of heat per unit mass of premixture and the increased burning velocity. However, once the additional fuel injected by the impulse forcing is consumed, the equivalence ratio returns along with ∆H and S T to its original value and Q . ′ eventually becomes negative. With the burning velocity S T restored to its original value, the flame surface area is now too small to burn the arriving fresh premixture, the flame is thus convected downstream to its original area and position.
In summary, the overall shape of UIR φ and in particular the undershoot can be explained by an interaction of changes in the heat released per mass of premixture and burning velocity with perturbations of flame position and surface area. This argument also makes clear why approaches using steady state CFD simulation to determine F φ simply as "fuel transport time lag distributions" [21, 22, 24, 27, 28] are not able to capture this effect: these methods, no matter whether they use an Eulerian or Lagrangian approach to model the convective transport of fuel to the flame front, assume a fixed position of the flame and therefore a constant flame surface area. The reduction in flame surface due to "front kinematics", which is responsible for the undershoot in the UIR φ and therefore also for the excess gain of F φ , cannot be properly described with such modelling strategies.
Combustion configuration with three fuel injection system
In the second CFD/SI simulation ("Case B") a configuration with three fuel injection stages was analyzed. Ten percent of the fuel are already homogeneously premixed with air as they enter the mixing section at the upstream boundary of the computational domain. At the 2nd and 3rd injector, 36% and 54% of the total fuel are injected, respectively, and therefore K 2 = 0.36 and K 3 = 0.54 (see Eq. 1) Similar to the first case, the total simulation time equals T t = 0.2 s, which is equivalent to 8000 time steps. The length of the UIR vectors was set to M = 440. The unit impulse response vectors and the corresponding flame transfer functions determined are presented in Fig. 13 and Fig. 14. The results demonstrate that the method is able to separate the impact of three different input excitation signals, although they are correlated significantly. The location of the UIR peaks as well as the low-frequency behavior characteristics of the flame transfer functions indicate a proper identification and thus affirms the potential of the proposed identification method. Compared to case A, the UIR of the upstream equivalence ratio φ s shows a similar trend, but exhibits a narrower time delay distribution. The result can be explained in analyzing the heat release rate distribution (not shown here). The upstream fuel injection, which supplies 36% of the total amount of fuel, induces a region of a rich mixture and thus high reaction rates in the outer shear layer close to the burner exit. Indeed, a substantial part of the fuel injected at the upstream fuel injector is consumed in this region. This influence can also be observed in the flame response to the velocity fluctuations. As the velocity increases with increasing radial distance and taking into account the slightly delay distribution as UIR φ in the first configuration. The mean time delays are equal to τ ≈ 6.2 ms for the upstream fuel injection, τ ≈ 4.5 ms for the downstream fuel injection and τ ≈ 2 ms for the velocity fluctuations at the burner exit, respectively. Compared to case A, the shortened time delays are mainly due to the slightly changed heat release rate distribution and to the fact that the mean inlet velocity of case B is about 0.5 m/s less than in case A.
Similar to the first configuration, the influence of noise on the recorded signals is rather low. The quality parameter Q amounts in the present simulation to 90.4%. Fig.  15 shows the auto-and cross-correlation analysis of the prediction error and the input signals φ′ 1 , φ′ 2 and u ′ b . Again the cross-correlation values stay for nearly all considered time delays within the 99% confidence intervall. Only a few values are located slightly at or outside the border. The auto-correlation shows deviations primarily at large delay times, which are probably due to reflections at the boundaries.
SUMMARY AND CONCLUSIONS
In practical premixed combustion systems heat release rate fluctuations may be caused by acoustic disturbances of the velocity at the flame holder or of the equivalence ratio at the location of fuel injection, which in turn are the result of acoustic perturbations at the fuel injector or in the fuel lines. In such a configuration a physically meaningful, consistent and unambiguous description of overall flame dynamics can only be obtained if the flame response is described as a multiple-input single-output (MISO) model with two or more flame transfer functions, which relate the heat release rate of the flame to the various input signals.
The experimental determination of such practical premixed flame transfer functions is rather difficult. In Part I of this paper, a simulation-based method for determining MISO model coefficients and response functions was therefore proposed, which combines transient CFD simulations with broadband forcing and system identification (SI). The method was validated successfully against test data generated with a simple time domain model, designed to qualitatively represent practical premixed flame dynamics.
In this paper, the method was applied to data from transient CFD simulation of a generic configuration of a practical premixed combustor with a multi-stage fuel injection system. The objective was to determine quantitatively from first principles the response functions for the kinematic response of the flame (due to fluctuations of velocity at the burner exit) as well as the response to fluctuations of nominal equivalence ratio at the fuel injectors.
The results achieved demonstrate that the approach developed is very well able to discern the different signal-response relationships and identify the corresponding response functions. Using only about 10 4 time steps from a single CFD run with a broadband, discrete-random-binary excitation, up to three response functions could be extracted from the data with good quality.
Remarkably, all unit impulse response functions exhibit after an initial peak a pronounced undershoot of the flame response, i.e. a range of delay times with negative UIR coefficients h k < 0. Also, all frequency response functions exhibit an excess gain |F(ω)| > 1 in a range of frequencies (It has been shown in the paper that these two features are indeed strongly related to each other.). Such behaviour has been reported for the flame kinematic response F u , but to the knowledge of the authors it has not been observed previously for the response to equivalence ratio fluctuations. For the latter, it has been assumed that a distribution of fuel transport time lags -which corresponds directly to positive UIR coefficients h k > 0 -leads to a comparatively simple low-pass filter response with |F(ω)| < 1 for frequencies ω > 0. Careful analysis and interpretation of our results, considering also additional data generated from transient simulations with impulse forcing, show that this concept is inadequate: fluctuations of equivalence ratio at the flame front modulate the turbulent burning velocity and consequently the flame surface area. In combination, the interactions between equivalence ratio fluctuations and induced flame movement account for the observed features of the response functions.
The results presented in the present paper demonstrate the potential and the advantages of the MISO model structure and the proposed method for identifying model coefficients from CFD simulation data. The chosen model structure is also very suitable for integration with low-order network models or advanced finite-volume or finiteelement based formulations for the system acoustics, thus making possible linear stability analysis for practical premix burners with staged fuel injection. First results on the use of staged fuel injection as a means of passive control have been reported by Huber and Polifke [6] .
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