Abstract
In this paper we focus on the approach where the size of local populations is 142 modelled. Most literature with this approach assume negatively density-dependent 143 (typically, logistic) growth in the local populations ([13, 14, 19, 20, 21, 22, 23, 24, 144 25, 26, 27]). Besides, spatial theory for the case when the local dynamics is governed 145 by the Allee effect is also relatively well developed ([3, 7, 8, 28, 29, 30, 31, 32] ).
146
However, an interesting question-that hasn't been studied yet-is how dispersal and circumstances (e.g., presence of particular predators) vary over the localities.
153
We consider an animal population distributed over several discrete geographical that each patch has an extinction state. We assume that g i is r − 1 times continu-175 ously differentiable for each i ∈ {1, . . . , r}, and consider two different scenarios for 176 population growth in the patches. We assume that for s patches (0 ≤ s ≤ r) the 177 population is subject to a strong Allee effect, while the population growth is given by the logistic function for the remaining r − s patches. To model this, we assume that g a (a ≤ s) has two zeros: one gives the unstable Allee threshold A a (sometimes 180 also called the extinction threshold), and another corresponds to the stable carrying 181 capacity K a ; and we assume that g b (s + 1 ≤ b ≤ r) has only one zero, representing 182 the stable carrying capacity K b of the patch. This is formulated mathematically as
where 0 < A a < K a for a ≤ s. Furthermore, we assume that g a (0) < 0 when a ≤ s satisfy our general assumptions on g a , e.g. describes population growth over time in r locations:
Standard results from the theory of differential equations [37] guarantee that the 198 system is well-posed. We denote our model by (M 0 ) in the special case when there is 199 no spatial dispersal between the patches, that is, α = 0 and the habitats are isolated. 
One immediately derives the following result, that holds for any α and c ij (i, j ∈ 204 {1, . . . , r}, i = j).
205
Theorem 2.1. The system (M α ) has a steady state that corresponds to extinction 206 in all habitats.
207
In the special case when there is no spatial dispersal between the patches (that 208 is, α = 0) the steady state system (2) reads
where we see that the equations decouple, and solving the system requires solving 210 r scalar equations which are pairwise independent. There are s patches that exhibit 211 a strong Allee effect and each has 3 equilibria, moreover all r patches with logistic 212 growth have 2 steady states; therefore, there are 3 s · 2 r−s equilibria in the system
215
Whereas finding the solutions is fairly trivial in the case of isolated patches, solv-
216
ing the steady state system (2) can be very difficult and sometimes impossible when 217 dispersal is incorporated. However, by knowing the roots of (2) without dispersal,
218
the implicit function theorem (see [38] for reference) enables us to retrieve some in-
219
formation on the steady states for small values of dispersal. To this end, we rewrite 220 the system (M α ) in the compact form
defined as the right hand side of the ith equation of the system (M α ), i ∈ {1, . . . , r}.
223
Note that (3) is equivalent to (M 0 ) in the special case when α = 0.
224
The steady state system (2) can be formulated as T (α, X ) = 0. When the patches 225 are isolated then this equation reads T (0, X ) = 0, and we have a perfect understand-
226
ing of the roots. To apply the implicit function theorem, we note that T is an r − 1
227
times continuously differentiable function on R × R r , and the matrix
is invertible for any equilibrium N 0 of the system (M 0 ). Indeed, 
We arrive at the following result. to boundary equilibria of (M 0 ), may also arise with dispersal). We introduce some 279 notation for convenience.
280
Definition 3.1. Consider a boundary equilibrium N 0 of the system (M 0 ).
281
• If a patch i is extinct in N 0 (that is, N 0 i = 0), then we say that patch i is EAD
282
(Extinct in the Absence of spatial Dispersal) in N 0 .
283
• rates is introduced into the system. This result follows from Theorem 2.2.
289
Remark 3.2. Consider a boundary equilibrium N 0 of the system (M 0 ).
290
• If
that is, for small α the function N (α) gives a positive steady state in the system 292 (M α ).
293
• If there is an EAD patch k such that
any small α, which means that the function N (α) doesn't give a biologically 295 meaningful steady state in the system (M α ).
296
To derive
(0) we differentiate the steady state equation T i (α, X ) = 0, and 297 then evaluate at α = 0. Since
holds whenever i is an EAD patch, at α = 0 we obtain
where we used that N j (0) = N 0 j for j = 1, . . . , r, and N 0 i = 0. It holds that g i (0) = 0, 300 so we derive the following equation for the derivative, when i is an EAD patch:
Assume for now that individuals can move directly from any patch to any other 302 habitat, that is, c ij > 0 for all i, j ∈ {1, . . . , r}. This means that the migration 303 network is fully connected, i.e., it forms a complete graph. Since N 0 is a boundary 304 equilibrium, it has some positive components, which implies that
positive. Thus, the sign of the derivative in (4) is opposite of that of g i (0). We recall 306 that g i (0) < 0 when the population of patch i is subject to a strong Allee effect, Figure 1 : Structure of steady states in the model (M α ) for two patches, when individuals can move from patch 1 to 2, and from patch 2 to 1 (that is, the migration network forms a complete graph). In Figure (a) both patches are subject to a strong Allee effect, (b) patch 1 is subject to a strong Allee effect and growth is logistic in patch 2, (c) growth is logistic in patch 1 and patch 2 is subject to a strong Allee effect, (d) growth is logistic in both patches. Red dots indicate equilibria that exist for all movement rates. Steady states which exist only when the patches are disconnected (α = 0) are indicated with green dots. We illustrate by changing the color from green through blue and violet to red, how these equilibria wander in the positive cone as dispersal parameter increases from 0 to 1. For these simulations, we use g a (N a ) = r a (K a − N a )(N a − A a ) for Allee patches and in the numerator of (4) is non-zero, that is,
We remind that, speaking of a boundary equilibrium with mixed positive and zero 
338
In such case, equation (4) is not sufficient to decide whether the fixed point N (α) 339 associated to the boundary equilibrium N 0 , gives a biologically meaningful steady 340 state in the system (M α ), since the derivative of N i is zero.
341
To overcome this difficulty, one has to look at higher order derivatives and the 
Figure 2: Structure of steady states in the model (M α ) for two patches, when individuals can move from patch 1 to 2, but they cannot from patch 2 to 1. In Figure ( a) both patches are subject to a strong Allee effect, (b) patch 1 is subject to a strong Allee effect and growth is logistic in patch 2, (c) growth is logistic in patch 1 and patch 2 is subject to a strong Allee effect, (d) growth is logistic in both patches. Red dots indicate equilibria that exist for all movement rates. Steady states which exist only when the patches are disconnected (α = 0) are indicated with green dots. We illustrate by changing the colour from green through blue and violet to red, how these equilibria wander in the positive cone as dispersal parameter increases from 0 to 1. For these simulations, we use g a (N a ) = r a (K a − N a )(N a − A a ) for Allee patches and
Summarizing, our method exactly determines in a straightforward way whether a to exist as biologically feasible steady states, while equilibria moving inwards persist.
371
The procedure also tells which of those equilibria are stable, and it works for any 372 number of patches and any migration network.
373

Discussion
374
We illustrated that populations in a patchy environment can have a large number 375 of steady states if a strong Allee effect can occur in some of the habitats. We gave
Figure 3: Migration network of five patches, where patches 1 and 2 exhibit a strong Allee effect, and patches 3, 4, and 5 follow logistic growth. The migration pathways are indicated by arrows. In the absence of dispersal, such network of patches has 4 stable and 68 unstable steady states, but only 4 stable and 9 unstable equilibria are biologically meaningful when migration is introduced. 
390
On the other hand, finding the steady states in the system with dispersal is difficult.
391
In this paper, we provided a procedure that describes the structure and stability of the equations of (2) decouple, and the Jacobian is a diagonal matrix with diagonal
. . , r. Thus, eigenvalues arise as the elements in 459 the diagonal, and the stability of an equilibrium N 0 of the system (M 0 ) for isolated 460 local populations is determined by the sign of
. . , r, and unstable if there is a j such that
and the discussion afterwards we described the steady states of local populations as 464 well as the stability of these steady states. Note that in the local dynamics, a negative 465 derivate corresponds to stability whereas a positive derivate means instability.
466
In particular, the extinction equilibrium of the system (M α ) is stable if all patches 
475
We showed that the steady state system (2) can be obtained in the compact form small α E . We remind that the system (2) is equivalent to the system (M 0 ) when 480 α = 0, so by continuity of eigenvalues with respect to parameters, we arrive to the 481 statement of Remark 2.3.
483
For the proof of Theorem 3.4, we make the following preparation.
Lemma 4.1. For any positive integer n such that n ≤ r − 1, it holds that
whenever patch i (i ∈ {1, . . . , r}) is EAD in the boundary equilibrium N 0 , and
Proof. Indeed, we obtain the nth derivative of the steady state equation
Here we used the assumption that g i is r−1 times continuously differentiable. Clearly
It holds by assumption that N i (0) = 0, which completes the proof.
493
Definition 4.2. Consider a patch i that is EAD in the boundary equilibrium N 0 .
494
We define D i as the least nonnegative integer such that in the migration network,
495
there is a path that starts with an OAD patch j, ends with patch i, and contains D i 496 patches in-between. If there is no such path then let D i = r − 1.
497
Definition 4.3. We characterize connectivity between patches.
498
• We say that there is a direct connection from patch j to patch i if c ij > 0. We 499 note that if i is an EAD patch with direct connection from an OAD patch j 500 then D i = 0.
501
• We say that patch i is reachable from patch j if there is a path from j to i. We 
506
Proof. Indeed, the inequality D i 0 ≥ 0 is satisfied for every patch i 0 with N i 0 = 0.
507
The case when D i 0 = 0 is trivial, so we consider a patch i 1 for which D i 1 ≥ 1, and 508 from Lemma 4.1 we derive 
If there is a j such that c 
is zero, so it follows that dN i * L−2 dα (0) = 0, and thus Lemma 4.1 yields
We obtain again that
dα 2 (0) = 0 since all derivatives in the right hand side are 556 zero. Finally, by Lemma 4.1 we derive
561
Following these arguments, one can prove that 
.
implies the positivity of the numerator. As g i (0) > 0 holds, it follows that
is negative, but we showed that erees for their careful reviews and constructive comments that improved the quality 620 of this paper.
