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Abstract
In this work we explore the correspondence between the physical processes associated
with inflationary models inspired by string theory and the subsequent non-Gaussian sig-
natures imprinted in the primordial density perturbations. Specifically, we have chosen
multiple-DBI inflation as a representative model to understand the effect of multiple-field
dynamics and non-canonical kinetic terms on the resultant form of non-Gaussianity.
We begin by introducing inflation as a mechanism to naturally lay down the initial
conditions necessary for the hot big bang. Since the primordial density perturbations
provide the best way to constrain inflationary models, we then review cosmological per-
turbation theory and provide the predictions of standard single-field, slow-roll inflation.
Thereafter, we briefly review extensions to this model and introduce non-Gaussianity as
a way to observationally discern between these otherwise degenerate scenarios.
Thereafter, we study the effect of non-trivial sound speeds on local-type non-Gaussianity
during multiple-field inflation. To this end, we use the 훿푁 formalism and a sum-separable
Hubble parameter to derive an analytic expression for the local-type non-linearity pa-
rameter in the two-field case, valid beyond slow variation. We find that non-trivial sound
speeds can, in principle, curve the trajectory in such a way that significant local-type non-
Gaussianity is produced. Deviations from slow variation, such as rapidly varying sound
speeds, enhance this effect. To illustrate our results we consider inflation in the tip re-
gions of two warped throats and find large local-type non-Gaussianity produced towards
the end of the inflationary process.
We then consider the equilateral contribution to the bispectrum by first calculating
the full third-order action for the field fluctuations using the Arnowitt-Deser-Misner for-
malism. We then derive the corresponding three-point function for the field fluctuations
at horizon-exit, to leading order in slow variation and small sound speeds. Thereafter,
we again use the 훿푁 formalism and a separable Hubble parameter to present the com-
bined local and equilateral contributions to the bispectrum of the curvature perturbation.
We then revisit the case of inflation in two cutoff throats and find that the corresponding
equilateral contribution is prohibitively large in this case.
iv
As an application of the above, we then explore further the parameter space of multiple-
DBI inflation and, in particular, the dependence of large local-type non-Gaussianity on
initial conditions. To this end, we consider an alternative model of inflation in two cut-
off throats that allows analytical solutions for the trajectories. We begin by considering
the canonical limit of the model in which local-type non-Gaussianity is produced by the
curvature of the potential. We find that such behaviour is highly dependent on the initial
values of the fields. We then consider inflation in the tip regions of two cutoff throats
and find that the production of large local-type non-Gaussianity through rapidly vary-
ing sound speeds is similarly dependent on initial conditions. Moreover, the equilateral
contribution remains prohibitively large in such cases.
Finally, we summarise our results and identify directions for future research, before
providing a wider outlook for the inflationary paradigm in light of recent results from
Planck.
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Chapter 1
Preamble
The aim of this chapter is to briefly review the role of inflation in modern cosmology,
leaving a more in-depth account to the following chapter. We then provide an outline of
this thesis and introduce some common conventions that can be found throughout this
work.
1.1 Inflation in modern cosmology
The standard hot big bang scenario makes several successful predictions given an ex-
panding, cooling and decelerating universe (see section 2.1). Assuming a Friedmann-
Robertson-Walker (FRW) metric, the universe expands and cools in inverse proportion to
the scale factor 푎, which measures relative physical scales over time. Whilst the temper-
ature of the cosmic fluid 푇 tends to infinity as 푎 tends to zero, we cannot yet consistently
treat any period within the Planck epoch 푡 ≲ 10−43 s, requiring first a prescription for
quantum gravity. Therefore, some time after the Planck epoch but before the time of
nucleosynthesis 푡 ∼ 1 s, the hot big bang commences with a universe dominated by rela-
tivistic energy density, or ‘radiation’. Radiation dilutes faster than non-relativistic energy
density, or ‘matter’, during the expansion and becomes sub-dominant at 푡 ∼ 104 years.
Both constituent fluids have an equation of state that guarantees decelerated expansion,
that is 푎¨ < 0, where an over-dot denotes a derivative with respect to time. This frame-
work successfully accounts for the primordial nucleosynthesis of light elements [1] and
the production of the cosmic microwave background (CMB) radiation and its statistical
distribution of temperature anisotropies, given an initial spectrum of primordial density
perturbations [2].
1
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Arguably the most fruitful prediction of the hot big bang is the CMB, as it provides
a wealth of cosmological information. Although its prediction [3] was originally over-
looked, attention was renewed when its discovery was published [4] alongside a theoreti-
cal companion paper [5]. The CMB constitutes an almost perfect black-body, formed by
photons that decoupled during the recombination of electrons and baryons when the uni-
verse cooled to 푇 ≃ 3000K after 푡 ≃ 350, 000 years. The photons have since redshifted
with the expansion of the universe to 푇 ≃ 3K. It is the small anisotropies of the CMB,
Δ푇
푇
∼ 10−5, that draw most attention however. Such anisotropies are relics of primordial
density perturbations in the cosmic fluid, which ultimately seed the large scale structures
we observe today. As such, the CMB is an indirect probe of the conditions in the very
early universe.
The successes of the hot big bang must be weighed against the set of specific, seem-
ingly contrived initial conditions on which it relies, however (see section 2.1). These
include the need for seemingly acausal correlations, the ‘horizon-problem’, and a set of
almost Gaussian, adiabatic, scale-invariant primordial density perturbations that seed the
anisotropies of the CMB (see section 2.3 for definitions of these terms). The probability
of such initial conditions prevailing by chance is negligible [6]. Cosmic inflation [7], a
period of rapid accelerated expansion in the earliest epochs, aims to solve such problems
by naturally producing the initial conditions on which the hot big bang relies (see sec-
tion 2.2). Reheating, the subsequent transition to the hot big bang, is a period of huge
entropy production whereby the particles responsible for inflation decay to produce the
thermal bath of relativistic particles from which the hot big bang begins.
Inflation is a paradigm in need of a model however; a physical mechanism to account
for such accelerated expansion. The basic premise is to consider a universe dominated
by an energy component that arises naturally in the early universe and whose equation of
state satisfies the inflationary condition. Scalar fields, the quanta of which represent spin-
0 particles, abound in high energy theories relevant to the early universe and provide such
a candidate. The Higgs boson for example, which has almost certainly been detected at
the Large Hadron Collider (LHC) [8,9], mediates the electroweak symmetry breaking in
the standard model [10]. Alternatively, supersymmetry (SUSY) introduces a multitude
of scalar fields by extending the standard model and pairing each spin-1
2
field with either
a spin-0 or spin-1 field [11–14]. For simplicity however, it is often assumed that the
dynamics of the early universe are governed by a single scalar field, the inflaton, which
is responsible for inflation. Indeed, the minimal model is that of such a scalar field,
described by standard kinetic terms in the Lagrangian, slowly rolling down a shallow
potential. The standard prescription for the field’s initial fluctuations in the Minkowski
limit is the Bunch-Davies vacuum state. Such a model can yield the necessary amount
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of inflation and the required distribution of almost Gaussian, adiabatic, scale-invariant
primordial perturbations (see section 2.3).
Whilst the simplicity of the minimal model is a striking success for the inflationary
paradigm, it remains idealised. The high energy theories in which we hope to identify the
inflaton, such as SUSY or string theory [15–17], contain many degrees of freedom and
none of the underlying assumptions of the minimal model need necessarily be satisfied.
As a result, a plethora of inflationary models exist that satisfy the same standard con-
straints as the minimal model, leaving a degeneracy that has plagued inflationary model
building (see section 2.4). As a result, attention has turned to the small yet important
non-Gaussian signatures in the primordial density perturbations to break this degeneracy
and discern between the variety of physical mechanisms manifest in such models [18]
(see section 2.5). Non-Gaussianity therefore indirectly probes the high energy theory in
which inflation is embedded, something that cannot necessarily be achieved in any ter-
restrial collider. Theoretical interest in non-Gaussianity has also grown in anticipation of
enhanced observations of the CMB by the Planck satellite, which has recently made pre-
cise measurements of the cosmological parameters [19] and placed the tightest bounds
to date on non-Gaussianity [20], superseding observations by the Wilkinson Microwave
Anisotropy Probe (WMAP).
The aim of this thesis then, is to explore the correspondence between the physical pro-
cesses associated with inflationary models inspired by string theory and the subsequent
non-Gaussian signatures imprinted in the primordial density perturbations. Through this
we hope not only to test the viability of the inflationary models themselves but also the
high energy theory in which they are embedded, ultimately helping to further our under-
standing of the physics of the earliest epochs. The majority of this work was undertaken
in anticipation of results from Planck. As such, we present our findings chronologi-
cally and use values for cosmological parameters and bounds on non-Gaussianity from
the final WMAP nine-year data release [21, 22]. As an outlook for future research, we
re-evaluate our findings in light of the recent results from Planck in the conclusions.
1.2 Thesis outline
The outline of this thesis is as follows. In chapter 2 we review the necessary background
material, placing our work in a wider context. We begin by briefly revisiting the hot
big bang in section 2.1, with particular emphasis on its problematic initial conditions.
To ameliorate such problems, we introduce inflation and its most basic realisation in
section 2.2. Inflation is capable of producing the primordial density perturbations that
seed subsequent structure formation and, as such, we review cosmological perturbation
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theory in section 2.3. A plethora of models exist beyond the basic scenario that satisfy
the standard observational constraints however, which we broadly review in section 2.4.
Finally, we introduce non-Gaussianity in section 2.5 as a way to break the degeneracies
that otherwise plague these models. We summarise this chapter in section 2.6.
In chapter 3 we study the effect of non-trivial sound speeds on local-type non-Gaussianity
during multiple-field inflation. Having introduced the chapter in section 3.1, we review
the multiple-DBI model in section 3.2, where we derive the background equations of mo-
tion in Hamilton-Jacobi form. By using a sum-separable Hubble parameter we analyse
the evolution of perturbations analytically using the 훿푁 formalism in section 3.3, before
summarising the necessary conditions for large local-type non-Gaussianity. We illustrate
these results in section 3.4 by studying inflation in the tip regions of two warped throats.
We conclude in section 3.5.
In chapter 4 we consider instead the equilateral contribution to the bispectrum caused
by non-trivial sound speeds in the multiple-DBI scenario. We introduce the chapter in
section 4.1 and in section 4.2 we use the path integral method to calculate the three-
point function of field fluctuations at horizon-exit, having first derived the third-order
action for the multiple-DBI scenario described in the previous chapter. We then use
the 훿푁 formalism to present the corresponding equilateral non-linearity parameter. In
section 4.3 we assume a separable Hubble parameter to combine this result with the local
contribution, giving the total three-point function for the curvature perturbation. We
briefly assess the feasibility of such a signal by revisiting the case of inflation in the tip
regions of two warped throats in section 4.4. Finally, we conclude in section 4.5.
In chapter 5 we use the results of the previous chapters to further explore the pa-
rameter space of mutliple-DBI inflation, with particular emphasis on the effect of initial
conditions on the resultant amplitude of non-Gaussianity. Having introduced the chapter
in section 5.1, we build an alternative analytic model of inflation in the tip regions of two
warped throats in section 5.2. This differs from the case studied in the previous chapters
as it yields analytical solutions for the trajectories. In section 5.3 we study the production
of both local and equilateral-type non-Gaussianity in this scenario and their dependence
on the choice of initial conditions. To verify our numerical analysis we first consider
the canonical regime of the model, before proceeding to the more complicated case of
inflation in two warped throats. We leave our conclusions to section 5.4.
Finally, we conclude in chapter 6. Having summarised our main results in section 6.1,
we provide an outlook for the inflationary paradigm in light of recent results from Planck
in section 6.2.
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1.3 Conventions
For clarity we state here the common conventions and notation used throughout this
work, unless stated otherwise. We use the (−,+,+,+) metric signature and set 푀P =
푐 = ℏ = 1, where 푀P = 1√8휋퐺 is the reduced Planck mass and 퐺 is Newton’s constant.
Capital latin indices label scalar fields and any summation is explicit. Greek indices label
space-time co-ordinates whilst lower case latin indices label spatial co-ordinates only,
where the Einstein summation convention is adopted. Finally, commas denote partial
derivatives and over-dots represent derivatives with respect to cosmic time.
Chapter 2
Inflation, perturbation theory and
non-Gaussianity
The aim of this chapter is to introduce the necessary background material in prepara-
tion for the remaining research chapters. After reviewing the homogeneous Friedmann-
Robertson-Walker universe we introduce inflation as a mechanism to naturally lay down
the initial conditions necessary for the hot big bang. The primordial density perturba-
tions, which can be inferred from the temperature anisotropies of the CMB, provide the
best way to constrain inflationary models. As such, we review cosmological perturba-
tion theory and provide the predictions of the standard, minimal model. Thereafter, we
briefly review extensions to this model and introduce non-Gaussianity as a way to discern
between these otherwise degenerate scenarios.
2.1 The Friedmann-Robertson-Walker universe
We begin by introducing the homogeneous Friedmann-Robertson-Walker universe (for
extensive reviews, as well as general relativity more widely, see [23–25]). Space-time
coordinates are given by [푥휇] = [푡, 푥1, 푥2, 푥3] where 푥푖 = [푥1, 푥2, 푥3] are comoving
coordinates, such that a particle at rest with respect to the cosmic fluid has constant 푥푖.
Fundamental observers have fixed co-moving coordinates and, assuming that the universe
is homogeneous and isotropic, their origin can be placed at any point in space. Time 푡
labels space-like hypersurfaces foliated about a fundamental observer, such that 푡 is the
proper time along their world line. The proper distance 푟푖 to the point 푥푖 at time 푡 is given
by 푟푖(푡) = 푎(푡)푥푖, where 푎 is the scale factor.
6
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Given our assumption of homogeneity and isotropy, the most general cosmological
space-time is the Friedmann-Robertson-Walker (FRW) metric which, in comoving spher-
ical coordinates [푡, 푟, 휃, 휙], is given by
푑푠2 = −푑푡2 + 푎(푡)2
[
푑푟2
1− 푘푟2 + 푟
2푑휃2 + 푟2sin2휃푑휙2
]
. (2.1)
Here 푘 denotes the constant spatial curvature of the universe, where 푘 < 0, 푘 = 0 and
푘 > 0 correspond to hyperbolic, flat and spherical geometries respectively. Note that
all time dependencies of the spatial part of the metric are confined to the scale factor,
such that studying the global dynamics of the universe is tantamount to finding solutions
for the scale factor, given the energy content of the universe. To derive the necessary
equations of motion we must enumerate the components of the Einstein equation
푅휇휈 − 1
2
푔휇휈푅 + Λ푔휇휈 = 푇휇휈 , (2.2)
the left hand side of which is completely determined by the FRW metric, where 푅휇휈 and
푅 are the Ricci tensor and scalar respectively, 푔휇휈 is the metric tensor and Λ is a cosmo-
logical constant. The right hand side specifies the energy content of the universe, through
the energy-momentum tensor 푇휇휈 . In keeping with our assumption of homogeneity and
isotropy we adopt the energy-momentum tensor for a perfect fluid, which neglects heat
conduction and anisotropic stress
푇휇휈 = (휌+ 푝)푢휇푢휈 + 푔휇휈푝, (2.3)
where [푢휇] = [−1, 0, 0, 0] is the four-velocity of the cosmic fluid in a comoving frame and
푝 and 휌 are the total pressure and energy density respectively, which again are functions of
time alone. Given the above, the components of the Einstein equation can be enumerated.
All off-diagonal terms are zero whilst the time-time component results in the Friedmann
equation
퐻2 =
1
3
휌− 푘
푎2
, (2.4)
where 퐻 ≡ 푎˙
푎
is the Hubble parameter. Notice that here and henceforth, unless explicitly
stated otherwise, a cosmological constant contribution has been absorbed into the total
energy density. In spatially flat cosmologies the Friedmann equation takes the particu-
larly simple form
3퐻2 = 휌. (2.5)
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The three remaining space-space components yield the Raychadhuri equation
퐻2 = −푝− 푘
푎2
− 2 푎¨
푎
, (2.6)
where here the cosmological constant contribution has been absorbed into the total pres-
sure. The above can be recast into the more useful acceleration equation using (2.4)
푎¨
푎
= −1
6
(휌+ 3푝). (2.7)
A third basic equation can be derived through the conservation of energy-momentum
∇휇푇 휇휈 = 0, where ∇휇 is a covariant derivative. Given the energy-momentum tensor
(2.3), one finds the continuity equation
휌˙+ 3퐻(휌+ 푝) = 0. (2.8)
Note that the Friedmann, acceleration and continuity equations are not independent, since
(2.4) and (2.7) can be manipulated to derive (2.8). To obtain a third independent equation
to solve for the three parameters 푎(푡), 휌(푡) and 푝(푡) then, we must fully stipulate the
energy content of the universe via an equation of state. This is a relation of the form 푝(휌)
for each fluid component. The simplest example is that of a single barotropic fluid
푝 = 푤휌, (2.9)
where the constant 푤, the barotropic parameter, depends on the fluid component being
considered. Examples include matter (푤 = 0), radiation (푤 = 1
3
) and a cosmological
constant Λ (푤 = −1).
The above framework is sufficient to briefly review the hot big bang and its prob-
lematic initial conditions (see [26–28] for similar reviews). Some time after the Planck
epoch 푡 ≲ 10−43 s, but before the time of nucleosynthesis 푡 ∼ 1 s, the hot big bang be-
gins in a radiation-dominated universe. Thereafter the universe evolves according to the
dynamical equations above. For example, substituting (2.9) into (2.8) yields
휌˙+ 3퐻휌(1 + 푤) = 0, (2.10)
such that
휌 ∝ 푎−3(1+푤). (2.11)
Radiation and matter therefore dilute as 푎−4 and 푎−3 respectively, such that the initially
sub-dominant matter component eventually comes to dominate at 푡 ∼ 104 years. Note
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that through substitution of (2.9) into (2.7)
푎¨
푎
= −1
6
휌(1 + 3푤), (2.12)
we find the following condition for decelerated expansion
푤 > −1
3
, (2.13)
since physically 휌 > 0 and 푎 > 0 by definition. It is clear then that the expansion is ever
decelerating during the radiation and matter-dominated epochs. This behaviour success-
fully accounts for the primordial nucleosynthesis of light elements [1] and the production
of the CMB and its statistical distribution of temperature anisotropies, given an initial
spectrum of primordial density perturbations [2].
However, to account for our current observable universe the hot big bang relies on a
set of seemingly contrived initial conditions, usually formulated as a set of ‘problems’:
1. Flatness problem - The flatness problem is one of extreme fine tuning of initial
conditions, in that the universe appears to have been unnaturally close to spatial
flatness at the onset of the hot big bang. To demonstrate this we recast the Fried-
mann equation (2.4) in terms of the deviation from spatial flatness ∣Ω− 1∣
∣Ω− 1∣ = ∣푘∣
푎2퐻2
=
∣푘∣
푎˙2
, (2.14)
where Ω ≡ 휌
3퐻2
is the density parameter. Observations suggest that our universe is
very close to spatial flatness, with ∣Ω(푡0)−1∣ < 0.1 [21] where 푡0 denotes the value
evaluated today and ∣Ω − 1∣ = 0 corresponds to spatial flatness. Since during the
hot big bang 푎¨ < 0, the deviation from flatness only ever increases with time. As-
suming the hot big bang is valid immediately after the electroweak phase transition
(푡EW ∼ 10−12 s) we require ∣Ω(푡EW)−1∣ < 10−29 [26]. Even the more conservative
choice of nucleosynthesis (푡nuc ∼ 1 s), which is well understood in the framework
of the hot big bang [1], requires the relatively strong bound ∣Ω(푡nuc)− 1∣ < 10−17.
In the absence of a physical mechanism to explain such initial conditions, either
value requires an immense amount of fine tuning.
2. Horizon problem - The horizon problem is again one of unlikely initial conditions,
in that the universe seems to have required acausal correlations at the onset of the
hot big bang. For example, the CMB is extremely isotropic with fluctuations at the
level of Δ푇
푇
∼ 10−5 [21], suggesting the universe was in thermal equilibrium at the
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time of decoupling. The particle-horizon 퐷p delimits the maximal range of causal
correlations achieved by a signal at time 푡 emitted at a minimal time 푡 = 0
퐷p(푡) = 푎(푡)
∫ 푡
0
푑푡′
푎(푡′)
. (2.15)
The result is 퐷p(푡) ≃ 퐻(푡)−1 in a spatially flat universe [23], a quantity we simply
refer to as the ‘horizon’. With this it can be shown that any two regions on the last
scattering surface with separation greater than ≃ 1∘ could not have made causal
contact by decoupling and so could not have thermalised [26]. Thus the hot big
bang alone relies on sufficient initial super-horizon correlations to produce isotropy
of the CMB to one part in 105 at decoupling.
3. Structure problem - The temperature anisotropies of the CMB are relics of den-
sity perturbations in the cosmic fluid at the time of last scattering, through the
Sachs-Wolfe effect [2]. Thereafter, gravitational instability accentuates these over-
densities, producing the structure of galaxies, clusters, and super-clusters we ob-
serve today. We can ultimately trace the origin of such structures to a spectrum of
nearly Gaussian, adiabatic, scale-invariant primordial density perturbations [21],
for which the hot big bang has no explanation (see section 2.3 for detailed dis-
cussion of these terms). To again avoid requiring fortuitous initial conditions, a
mechanism is required to naturally produce such perturbations and their statistical
distribution.
The probability of such initial conditions prevailing by chance is negligible [6]. To
preserve its marked successes then, it is desirable to consider a natural physical process
prior to the hot big bang to instil such initial conditions.
2.2 Inflation
The inflationary paradigm, a period of rapid accelerated expansion prior to the hot big
bang, was introduced to solve such problems by naturally laying down the necessary ini-
tial conditions [7, 29–31] (see also [26–28, 32–34] for introductory reviews of inflation).
Inspection of (2.12) shows that a period in which 푎¨ > 0 requires a dominant component
satisfying
푤 < −1
3
. (2.16)
To illustrate this, consider the case of a fluid with 푤 = −1. Upon substitution into (2.11)
and (2.5), given a spatially flat universe, 휌 and 퐻 remain constant. Since 퐻 = 푎˙
푎
we find
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the de Sitter solution
푎 ∝ 푒퐻푡. (2.17)
Indeed most inflationary models satisfy 푤 ≃ −1, producing quasi-de Sitter expansion.
Since inflation alters the dynamics preceding the hot big bang it must terminate well be-
fore nucleosynthesis. The transition to the hot big bang, reheating, produces the thermal
bath of relativistic particles from which the hot big bang begins. Now however, the hot
big bang begins with a set of initial conditions laid down by inflation, addressing the
classic problems:
1. Flatness Problem - Considering again (2.14), the reversal of the sign of 푎¨ during
inflation now forces the deviation from flatness towards zero. Therefore a natural
value of ∣Ω − 1∣ ∼ 1 before inflation can be driven towards zero during inflation,
allowing the hot big bang to proceed with the required deviation from flatness. It
can be shown that there must be at least 푁 ≃ 60 e-folds of inflation to satisfy this
constraint however [26], where the number of e-folds between some time 푡 and the
end of inflation 푡end is defined by
푁 = ln
[
푎(푡end)
푎(푡)
]
. (2.18)
Since spatial flatness is an attractor during inflation we will henceforth assume
푘 = 0 unless we explicitly state otherwise.
2. Horizon Problem - It is again the sign reversal of 푎¨ during inflation that solves
the horizon problem, since an initially causally connected, thermalised patch will
expand exponentially to super-horizon scales during inflation. With a sufficient
amount of inflation our observable universe will remain inside this causal patch
today, thus explaining the apparent acausal correlations in the CMB. To do so again
requires a minimum of 푁 ≃ 60 e-folds of inflation [26], simultaneously solving
the flatness problem.
3. Structure Problem - Inflation can produce the necessary spectrum of primordial
density perturbations if we assume it is mediated by a single scalar field slowly
rolling down a shallow potential, which satisfies 푤 ≃ −1. We provide here only a
brief summary of this process, since we will treat the subject of scalar fields in the
remainder of this section and the theory of cosmological perturbations in section
2.3. The quantum fluctuations of a light scalar field become frozen when stretched
to super-horizon scales during inflation and re-enter the horizon as classical per-
turbations thereafter. The amplitude of a perturbation on a given length scale is
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governed by the value of 퐻 when that scale exits the horizon and, since 퐻 remains
approximately constant during inflation, the perturbations become approximately
scale invariant. Moreover, the probability distribution function for an almost free
field is approximately Gaussian, which can then be imprinted on the primordial
density perturbations. Finally, the perturbations produced by a single scalar field
rolling down a shallow potential are necessarily adiabatic, since there remains only
a single degree of freedom. Modelling inflation as a scalar field therefore simul-
taneously solves the flatness and horizon problems, given sufficient inflation, and
produces the required spectrum of primordial density perturbations. In practice
it is the primordial perturbations that place the tightest constraints on inflationary
models.
Inflation requires a dominant component that naturally arises in the early universe
and satisfies the inflationary condition (2.16). Scalar fields, single degrees of freedom
generally dependent on space and time, the quanta of which represent spin-0 particles,
are such candidates. A notable example is the Higgs boson. Almost certainly detected
at the LHC [8, 9], the Higgs mediates the electroweak phase transition in the standard
model [10]. Scalar fields abound in extensions to the standard model, for example su-
persymmetry [11–14] and string theory [15–17], which are both high energy theories
potentially relevant to the early universe.
The standard Lagrangian density for a single scalar field 휙(푡, 푥푖) is given by
ℒ = 푋 − 푉 (휙), (2.19)
where 푋 is the kinetic term 푋 = −1
2
푔휇휈휙,휇휙,휈 and 푔휇휈 is the inverse metric tensor. Note
that the form of the kinetic term, which in this case is known as ‘canonical’, can differ
in more complicated scenarios (see, for example, section 2.4). We leave the potential 푉
unspecified for now, although in general it will depend on the interactions of the field.
The energy-momentum tensor follows from the Lagrangian in the standard way
푇휇휈 = − ∂ℒ
∂[휙,휇]
휙,휈 + 푔휇휈ℒ. (2.20)
The simplest model of inflation consists of a homogeneous scalar field 휙(푡) and, substi-
tuting (2.19) into (2.20) and assuming an FRW universe, we find
푇00 =
1
2
휙˙2 + 푉,
푇푖푗 = 푎
2
(
1
2
휙˙2 − 푉
)
훿푖푗, (2.21)
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where 훿푖푗 is the Kronecker delta symbol and the remaining components of the energy-
momentum tensor are zero. Identifying the above with the energy-momentum tensor of
a perfect fluid (2.3), we find
휌 =
1
2
휙˙2 + 푉, (2.22)
푝 =
1
2
휙˙2 − 푉. (2.23)
Generalising (2.9) to the case of a time-dependent barotropic parameter, the condition for
inflation (푤 < −1
3
) requires
휙˙2 < 푉, (2.24)
which is quasi-de Sitter (푤 ≃ −1) in the limit
휙˙2 ≪ 푉. (2.25)
The dynamics of a scalar field are determined by the Euler-Lagrange equation
∇휇
[
∂ℒ
∂(휙,휇)
]
− ∂ℒ
∂휙
= 0, (2.26)
which, again given a homogeneous scalar field in an FRW universe, gives the Klein-
Gordon equation
휙¨+ 3퐻휙˙+ 푉,휙 = 0. (2.27)
As a consistency check, the above can also be derived by conservation of energy-momentum
∇휇푇 휇휈 = 0. Clearly then the condition 휙˙2 < 푉 corresponds to the field rolling down a
gradual incline, such that the potential dominates the kinetic term.
This correspondence between a slowly-rolling field and inflation is often used to con-
struct the slow-roll approximation scheme, where the Friedmann (2.5) and Klein-Gordon
equations (2.27) are approximated by
3퐻2 ≃ 푉, (2.28)
3퐻휙˙ ≃ −푉,휙, (2.29)
implying 푤 ≃ −1. For convenience we introduce two ‘slow-roll’ parameters
휖 ≡ − 퐻˙
퐻2
≃ 1
2
(
푉,휙
푉
)2
, 휂 ≃ 푉,휙휙
푉
, (2.30)
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where (2.28) and (2.29) are used in the second equality for 휖. Qualitatively, 휖 measures
the relative slope of the potential whilst 휂 measures the relative curvature. Using (2.28)
and (2.29), the slow-roll approximation is self-consistent provided
휖, ∣휂∣ ≪ 1. (2.31)
Note that whilst the slow-roll conditions guarantee quasi-de Sitter inflation, they are a
sufficient but not necessary condition for inflation in general, since the slow-roll approx-
imation is used in their derivation. Finally, slow-roll inflation terminates when either
of the above parameters approaches unity, which provides the approximate value of the
field at the end of inflation. Note that there is an alternative formulation of the slow-roll
approximation that utilises the Hubble parameter instead of the potential. Amongst a
number of other useful features, this makes precise the statement that 휖 = 1 corresponds
to the end of inflation. We construct and implement this formulation in chapter 3.
At the end of inflation the scalar field decays and produces the relativistic thermal
bath from which the hot big bang begins, a process called reheating. Models for reheat-
ing abound [34] but in the simplest case of a single scalar field it can be shown that the
predictions for the primordial density perturbations are independent of the model of re-
heating, since the fluctuations become frozen on super-horizon scales (see the following
section). This is no longer true with the introduction of multiple fields however, a subject
we will revisit in section 2.4.
2.3 Perturbation theory
Thus far, aside from some general remarks about the primordial density perturbations
produced during inflation, we have treated only the homogeneous evolution of the uni-
verse. However, the most sensitive probes of inflation are the properties of such fluc-
tuations and so we present here the standard treatment for perturbations in cosmology.
Whilst the following will be sufficient for our purposes, we refer to [35–37] for more
extensive reviews of cosmological perturbation theory. The basic premise is to split the
relevant quantities into a homogeneous background and a small spatially dependent per-
turbation, for example 휙(푡, 푥푖) = 휙¯(푡) + 훿휙(푡, 푥푖). Note that we will omit the bar denot-
ing background quantities where it will not cause confusion. We identify the background
quantities with the homogeneous evolution described in the previous sections. Since the
universe is approximately homogeneous at this time, we need only consider the low-
est orders in perturbation theory to obtain suitably accurate results for the evolution of
fluctuations. Indeed, in this section we consider only up to first order in perturbations.
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2.3.1 Metric and matter perturbations
Care must be taken to consistently treat perturbations in general relativity. For example,
we must consider perturbations in both the metric and matter sectors, since they are
coupled by the Einstein equation (2.2). We therefore need to split the metric itself into
the form 푔휇휈 = 푔¯휇휈+훿푔휇휈 , where the background space-time is described by the spatially
flat FRW metric
푑¯푠
2
= −푑푡2 + 푎2훿푖푗푑푥푖푑푥푗, (2.32)
written here in comoving cartesian coordinates [푡, 푥, 푦, 푧]. The perturbed spatially flat
FRW metric is then given by
푑푠2 =− (1 + 2퐴)푑푡2 + 2푎(퐵,푖 − 푆푖)푑푥푖푑푡
+ 푎2[(1− 2휓)훿푖푗 + 2퐸,푖푗 + 퐹푖,푗 + 퐹푗,푖 + ℎ푖푗 ]푑푥푖푑푥푗 , (2.33)
where the perturbations have been split into three types, according to their transformation
properties on spatial hypersurfaces [38]. We will mostly be concerned with the scalar
perturbations 퐴, 퐵, 휓 and 퐸, since temperature and density perturbations are of this
type. The vector perturbations 푆푖 and 퐹푖 are transverse 푆 ,푖푖 = 퐹
,푖
푖 = 0, where spatial
indices are raised and lowered using the comoving background spatial metric 훿푖푗 . Vector
perturbations generally decay in an expanding universe and so will not be relevant to
our discussion [37]. The tensor perturbation ℎ푖푗 is symmetric, trace-free and transverse
ℎ푖푗 = ℎ푗푖, ℎ
푖
푖 = 0 and ℎ
,푗
푖푗 = 0 respectively. Tensor perturbations, often referred to as
gravitational waves, correspond to the free part of the gravitational field since they are
not sourced by linear matter perturbations. Note that the Einstein equations for the three
perturbation types decouple at linear order [38].
The coordinate freedom of general relativity provides another subtlety in consistently
treating perturbations. Consider the scalar coordinate transformation
푡 −→ 푡 + 훿푡,
푥푖 −→ 푥푖 + 훿푖푗훿푥,푗, (2.34)
where 훿푡 and 훿푥 correspond to the spatial slicing and time threading of space-time, re-
spectively. Using the invariance of the line element (2.33), the scalar perturbations trans-
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form as
퐴 −→ 퐴− 훿˙푡,
퐵 −→ 퐵 + 푎−1훿푡− 푎 ˙훿푥,
휓 −→ 휓 +퐻훿푡,
퐸 −→ 퐸 − 훿푥. (2.35)
The dependence of perturbations on the choice of coordinate system is known as gauge
freedom. There are two approaches to extract consistent results given this freedom.
Firstly, one can specify and consistently work in a particular gauge, through the choice
of 훿푡 and 훿푥. Examples include the spatially flat gauge 휓 = 퐸 = 0 and the Newtonian
gauge 퐵 = 퐸 = 0, so-called because it recovers the Newtonian results in the small
scale limit. Alternatively one can construct gauge-invariant quantities. For example, the
following quantities
Ψ = 휓 + 푎2퐻
(
퐸˙ − 푎−1퐵
)
, (2.36)
Φ = 퐴− 푑
푑푡
[
푎2
(
퐸˙ − 푎−1퐵
)]
, (2.37)
are invariant under the transformations (2.35). Note that this is not an issue for tensor
perturbations however, since ℎ푖푗 is automatically gauge invariant at linear order.
Perturbations in the matter sector are also gauge dependent. For example, energy
density 훿휌, pressure 훿푃 and scalar field 훿휙 perturbations all transform under (2.34)
훿휌 −→ 훿휌− 휌˙훿푡, (2.38)
whilst the momentum potential, which forms the scalar part of the 3-momentum 훿푞,푖,
transforms as
훿푞 −→ 훿푞 + (휌+ 푝)훿푡. (2.39)
Matter perturbations can also be used to partially specify a gauge through the choice
of 훿푡, such as the uniform energy density gauge 훿휌 = 0 and the comoving gauge 훿푞 = 0,
where 퐸 = 0 is often used to specify 훿푥. We can also define analogous gauge invariant
matter perturbations. For example, the gauge invariant comoving density perturbation
훿휌m = 훿휌− 3퐻훿푞, (2.40)
remains unchanged under the transformations (2.38) and (2.39). A second gauge-invariant
matter perturbation can be constructed by analogy with the thermodynamics of a general
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fluid. The pressure of such a system can be characterised by two independent variables,
such as the energy density and entropy 푆, meaning 푃 (휌, 푆). Expanding to first order, we
find
훿푃 = 푃,휌훿휌+ 푃,푆훿푆. (2.41)
A fluid satisfying 훿푆 = 0 is known as adiabatic, since the pressure perturbation is de-
pendent on the density perturbation alone. We therefore identify the difference as the
non-adiabatic pressure perturbation
훿푃nad = 훿푃 − 푃˙
휌˙
훿휌, (2.42)
which again remains unchanged under the transformations (2.38) and (2.39) and is non-
zero in the presence of non-adiabatic, or isocurvature, perturbations.
It is also possible to construct gauge-invariant variables from mixtures of metric and
matter perturbations, an example of which is the curvature perturbations on uniform den-
sity hypersurfaces
휁 = −휓 − 퐻
휌˙
훿휌, (2.43)
which we shall use to characterise the primordial density perturbations. This explicitly
illustrates that what appears as a metric perturbation in one gauge manifests as a matter
perturbation in another. Similarly, scalar field fluctuations can be described in a gauge-
invariant way during inflation with the scalar perturbation in the spatially flat gauge
훿휙휓 = 훿휙+
휙˙
퐻
휓. (2.44)
Note that, since in single-field slow-roll inflation 훿휌
휌˙
= 훿휙
휙˙
, 훿휙휓 is simply a rescaling of 휁
훿휙휓 = − 휙˙
퐻
휁. (2.45)
2.3.2 Power spectra
To define the standard inflationary observables we characterise the scalar degree of free-
dom in the primordial density perturbations using the curvature perturbation on uniform
density hypersurfaces 휁 . This proves to be a useful quantity since it is gauge-invariant and
can be related both to the field fluctuations during inflation and the temperature fluctua-
tions in the CMB. Since we are only able to make predictions for the statistical properties
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of the primordial density perturbations, we introduce the power spectrum 푃휁 using the
two-point correlation function
⟨휁k1휁k2⟩ = (2휋)3푃휁(푘1)훿(3)(k1 + k2), (2.46)
where ki are comoving wavevectors, 훿(3) is the three dimensional Dirac delta function
and 휁k is the Fourier transform of 휁
휁k =
∫
휁(x)푒−푖k⋅x푑3푥, (2.47)
where here we have suppressed the time argument. Note that we have implicitly assumed
statistical homogeneity in the definition of the power spectrum, reflected by the delta
function, and statistical isotropy, such that only 푘 ≡ ∣k∣ enters 푃휁 . If 휁 is a purely Gaus-
sian field then the two-point correlation function completely defines the statistics of the
field. For a non-Gaussian field however, further correlations will be encoded in higher-
order correlation functions, which we discuss further in section 2.5. The dimensionless
power spectrum 풫휁 is often defined, related to the power spectrum by 풫휁 = 푘32휋2푃휁 ,
which approximately measures the squared amplitude of fluctuations on a given scale.
The final WMAP nine-year measurement for the amplitude of the power spectrum at
the pivot scale 푘0 = 0.002Mpc−1 for the standard six-parameter ΛCDM cosmology is
풫휁 = (2.427+0.078−0.079) × 10−9 (68% CL) [21]. Here we have chosen the tightest WMAP
constraint which includes priors from 퐻0 and baryon acoustic oscillation (BAO) mea-
surements, which we shall henceforth refer to as the ‘combined’ value. Moreover, the
spectral index 푛휁 measures the scale dependence of 풫휁 at the pivot scale
푛휁 − 1 = 푑 ln풫휁(푘)
푑 ln 푘
∣∣∣∣
푘=푘0
, (2.48)
where scale invariance corresponds to 푛휁 = 1. The final combined WMAP value is
푛휁 = 0.971±0.010 (68% CL) [21], meaning exact scale invariance is excluded at almost
3휎.
Analogous to scalar perturbations, a dimensionless tensor power spectrum 풫푇 and
tensor spectral index 푛푇 can be defined. However, given that a tensor contribution is as
yet undetected, the tensor-to-scalar ratio 푟 is generally considered
푟 =
풫푇 (푘)
풫휁(푘)
∣∣∣∣
푘=푘0
, (2.49)
where the combined WMAP bound is given by 푟 < 0.13 (95% CL) [21].
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2.3.3 Power spectra in single-field inflation
We provide here the predictions for the spectra of scalar perturbations in standard single-
field, slow-roll inflation. Note that, to illustrate how the simplest scenario can naturally
produce the desired spectrum of primordial perturbations, we here only outline the deriva-
tion. We leave more detailed calculations to the remaining chapters, the results of which
recover the following in the appropriate limits.
We begin by specifying a gauge and, in this instance, it is most convenient to work
in the spatially flat gauge 휓 = 퐸 = 0, removing two degrees of freedom. Inspection
of (2.44) shows that, in this gauge, the scalar field perturbation 훿휙 coincides with the
gauge-invariant quantity 훿휙휓. We eliminate the remaining metric perturbations 퐴 and
퐵 by enumerating and rearranging the perturbed Einstein equations for a single scalar
field with Lagrangian (2.19). This leaves the equation of motion for the single remaining
degree of freedom, the field fluctuations on comoving scale 푘 [39]
훿¨휙+ 3퐻 ˙훿휙+
[
푘2
푎2
+ 푉,휙휙 − 1
푎3
푑
푑푡
(
푎3휙˙2
퐻
)]
훿휙 = 0, (2.50)
where here and for the remainder of this section we omit the subscript 푘 on Fourier
modes. It is convenient to introduce two new variables to recast the wave equation into a
more tractable form. We introduce the Mukhanov variable 푣 = 푎훿휙 and collect together
the background terms 푧 = 푎휙˙/퐻 to arrive at the Mukhanov equation [40, 41]
푣′′ +
(
푘2 − 푧
′′
푧
)
푣 = 0. (2.51)
Here a prime denotes a derivative with respect to conformal time 휏 , where 푑푡 = 푎푑휏 .
The Mukhanov equation takes the form of a harmonic oscillator with a time varying
mass that depends on the background dynamics. To simplify the background behaviour
we consider the pure de-Sitter limit 휖 = 0, 휂 = 0 and 퐻˙ = 0. At zeroth order in slow roll
we can use 푎 = −(퐻휏)−1 to show
푧′′
푧
=
푎′′
푎
=
2
휏 2
. (2.52)
The Mukhanov equation then admits the following solution
푣 = 훼
푒−푖푘휏√
2푘
(
1− 푖
푘휏
)
+ 훽
푒푖푘휏√
2푘
(
1 +
푖
푘휏
)
. (2.53)
To fix the free parameters 훼 and 훽 we must quantise the field. To this end we use the
standard prescription and match our solution (2.53) in the sub-horizon limit 푘 ≫ 푎퐻 , or
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equivalently ∣푘휏 ∣ ≫ 1, to the mode function of the Bunch-Davies vacuum [42]
푣 =
푒−푖푘휏√
2푘
, (2.54)
such that 훼 = 1, 훽 = 0 and we arrive at
푣 =
푒−푖푘휏√
2푘
(
1− 푖
푘휏
)
. (2.55)
We define the power spectrum of field fluctuations 푃훿휙 exactly as we did for 휁 (2.46)
⟨훿휙k1훿휙k2⟩ = (2휋)3푃훿휙(푘1)훿(3)(k1 + k2), (2.56)
and similarly the dimensionless power spectrum 풫훿휙 = 푘32휋2푃훿휙, which is given by
풫훿휙 = 4휋푘
3
(2휋)3
∣∣∣푣
푎
∣∣∣2 . (2.57)
In the super-horizon limit 푘 ≪ 푎퐻 , or equivalently ∣푘휏 ∣ ≪ 1, we find from (2.55) the
well known result
풫훿휙 =
(
퐻
2휋
)2
. (2.58)
Note that in the pure de Sitter limit the above is exactly scale invariant. We can consider
some small time dependence in 퐻 however, if we restrict ourselves to the brief interval
during which observable scales of wavenumber 푘 exit the horizon
풫훿휙★ =
(
퐻★
2휋
)2
, (2.59)
where ★ denotes a quantity evaluated at horizon-exit, when 푘 = 푎★퐻★. Note that the
above analysis can also be performed at first order in slow roll, which recovers the above
result in the appropriate limit [43].
The amplitude of the field fluctuations will generally evolve after horizon-exit how-
ever and, as a result, it is convenient to work instead with the curvature perturbation on
uniform density hyper-surfaces 휁 . Related by (2.45), the curvature perturbation does not
evolve on super-horizon scales in the single-field case [44–46]. To illustrate this, we
follow [34] and study the time evolution of 휁 for a general fluid
휁˙ = −퐻 훿푃nad
휌+ 푃
− Σ, (2.60)
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where Σ is the scalar shear along comoving world lines, which is negligible on super-
horizon scales. Again for a general fluid, the Einstein equations yield the gauge-invariant
generalisation of the Poisson equation
푘2
푎2
Ψ = −1
2
훿휌m, (2.61)
where Ψ is the longitudinal gauge metric perturbation (2.36). In the case of a single
scalar field the non-adiabatic pressure perturbation can be related to the gauge invariant
comoving density perturbation via
훿푃nad = − 2푉,휙
3퐻휙˙
훿휌m. (2.62)
By combining (2.61) and (2.62) it can be seen that the perturbations of a single scalar field
are almost adiabatic on super-horizon scales, such that 휁 is approximately conserved after
horizon-exit. Note that since in the multiple-field case a relation of the form (2.62) does
not generally exist, multiple-field dynamics can lead to non-adiabatic pressure perturba-
tions and evolution of 휁 on super-horizon scales. We will consider this possibility in sec-
tion 2.4. We can therefore use the value of the field fluctuations shortly after horizon-exit
(2.89) to set the initial amplitude of the curvature perturbation, which remains constant
thereafter
풫휁 = 풫휁★ =
(
퐻2★
2휋휙˙★
)2
, (2.63)
where we have used (2.45) to relate 휁 and 훿휙. Using the slow-roll equations (2.28) and
(2.29) the above can be rewritten in terms of the potential and its first derivative
풫휁 = 1
24휋2
푉★
휖★
. (2.64)
Since the curvature perturbation is conserved after horizon-exit we can equate the above
for the mode that exited the horizon 푁 ≃ 60 e-folds before the end of inflation with the
observed value 풫휁 ≃ 2 × 10−9 [21], fixing the energy scale of inflation given a model
with potential 푉 .
With respect to scale-dependence, inspection of (2.46) shows that neighbouring modes
that exit the horizon will have comparable amplitude, since during slow roll 퐻 and 휙˙ vary
slowly. Indeed, the spectral index is given by
푛휁 − 1 = −6휖★ + 2휂★, (2.65)
where we have used the fact that (2.64) is evaluated when 푘 = 푎★퐻★, such that 푑 ln 푘 ≃
퐻푑푡 to leading order in slow roll. Since 휖 and 휂 are much smaller than unity, single-
CHAPTER 2. INFLATION, PERTURBATION THEORY AND... 22
field slow-roll inflation produces an approximately scale-invariant spectrum of primordial
density perturbations.
Finally, we note that the fluctuations of an almost free scalar field are approximately
Gaussian [47], such that the statistics of the fluctuations can be described to very good
accuracy by the power spectrum alone. We develop the subject of non-Gaussianity fur-
ther in section 2.5, having explored extensions to the standard scenario in the following
section. Here however we conclude that single-field, slow-roll inflation predicts a spec-
trum of almost Gaussian, adiabatic, scale-invariant primordial perturbations, in keeping
with observations [21].
2.4 Inflation beyond the minimal scenario
The minimal model presented above can successfully account for the required 푁 ≃ 60
e-folds of inflation and the desired spectrum of primordial perturbations. To fully define
a model however, we must first identify the inflaton 휙 in particle physics and specify
the corresponding potential 푉 (휙). Comparison with observations then places constraints
on the model parameters. We leave an exhaustive review of inflationary modelling to
[48, 49], focussing instead on some representative examples. The simplest approach is
to assume the inflaton is simply a massive scalar field, with potential 푉 = 1
2
푚2휙2, in
an otherwise unspecified field theory [31]. The constraints then placed on the mass 푚
leave this example of chaotic inflation observationally viable [21]. Alternatively, one
can attempt to locate the inflaton in the standard model by identifying it with the Higgs
boson [50]. In this case however, the cosmological constraints are inconsistent with
the Higgs self coupling [51], unless some non-minimal coupling to gravity is assumed
[52–54]. High energy extensions to the standard model, which are necessarily relevant in
the early universe, offer more opportunities to identify the inflaton in fundamental theory.
For example, SUSY introduces a multitude of scalar fields by extending the standard
model and pairing each spin-1
2
field with either a spin-0 or spin-1 field [11–14]. Since
its proposition [55, 56], numerous attempts have been made to embed inflation within
SUSY (see [48,49] and references therein). Similarly, string theory [15–17] offers ample
opportunity to build inflationary models by manipulating moduli and branes in a variety
of constructions [57–59].
The simplicity of the minimal model, that is a single, canonical, slowly-rolling scalar
field in an initial Bunch-Davies vacuum, is obviously appealing. However, none of these
conditions need necessarily be satisfied to successfully produce the required spectrum of
primordial perturbations. In fact, deviations from these conditions are often motivated
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by the high energy theories in which we wish to embed inflation. For example, incor-
poration of quantum gravity effects can alter the standard Bunch-Davies vacuum used in
the minimal model, known as trans-Planckian effects (see [60] and references therein).
As a result, [61] implement inflation in an excited vacuum and find results consistent
with the observed power spectrum. Relaxation of the slow-roll approximation has also
been considered in single-field models with a step in the potential which can, in certain
circumstances, also satisfy current constraints [62, 161–163]. In this work however, we
focus on the consequences of non-canonical kinetic terms and multiple scalar fields in
models motivated by string theory. It is therefore prudent to review these separate effects
in the following sections.
2.4.1 Multiple fields
Given the numerous additional degrees of freedom inherent in SUSY and string theory, it
is natural to consider inflation mediated by multiple scalar fields (see [34, 64] for recent
reviews). In this work we will only consider the effects of multiple dynamical fields
during inflation, classic examples of which include simple two-field [65,66], hybrid [67,
68] and assisted inflation [69]. This is as opposed to the effects of additional fields after
inflation, such as the curvaton [70, 71] or modulated reheating [72, 73]. In this section
we consider the simplest incorporation of additional scalar fields, given by the following
Lagrangian
ℒ =
∑
퐼
푋퐼 − 푉 (휑), (2.66)
where 푋퐼 = −12푔휇휈휙퐼,휇휙퐼,휈 and 휑 is the set of scalar fields 휑 ≡ {휙1, 휙2, ..., 휙푁}. The
homogeneous energy density and pressure are given by
휌 =
∑
퐼
1
2
휙˙2퐼 + 푉, (2.67)
푝 =
∑
퐼
1
2
휙˙2퐼 − 푉, (2.68)
whilst the background evolution is dictated by the Friedmann equation and 푁 copies of
the Klein-Gordon equation
3퐻2 =
∑
퐼
1
2
휙˙2퐼 + 푉, (2.69)
휙¨퐼 + 3퐻휙˙퐼 + 푉,퐼 = 0, (2.70)
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one for each field. Slow roll can again be defined with the multiple-field analogues of
(2.30)
휖퐼 ≃ 1
2
(
푉,퐼
푉
)2
, 휂퐼퐽 ≃ 푉,퐼퐽
푉
, (2.71)
where 휖 =
∑
퐼 휖퐼 and slow roll satisfies 휖퐼 , ∣휂퐼퐽 ∣ ≪ 1. It is often convenient to define the
effective inflaton field 휎 [74–76]
휎˙ =
∑
퐼
휎ˆ퐼 휙˙퐼 , (2.72)
where the inflaton field direction is the direction in field-space that corresponds to the
evolution of the homogeneous fields
휎ˆ퐼 =
휙˙퐼√∑
퐽 휙˙
2
퐽
. (2.73)
The 푁 Klein-Gordon equations (2.70) can then be rewritten as an effective single-field
evolution equation for 휎, analogous to (2.27)
휎¨ + 3퐻휎˙ + 푉,휎 = 0, (2.74)
where the gradient in the inflaton field direction is given by
푉,휎 =
∑
퐼
휎ˆ퐼푉,퐼 . (2.75)
Whilst this reduces the background evolution to that of an effective single field, an im-
portant qualitative difference appears in the multiple-field case. It can be shown that in
single-field slow-roll inflation there is a unique attractor solution to which all trajecto-
ries approach, such that the evolution quickly becomes insensitive to the initial condi-
tions [77, 78]. In the multiple-field case however, there is no unique attractor and there
may be an infinite number of trajectories dependent on the initial conditions [79]. Such
models can become less predictive therefore, since observable quantities could also be-
come sensitive to these initial conditions.
This dependence on initial conditions is closely related to the potential for non-
adiabatic perturbations in multiple-field inflation. To illustrate this consider the multiple-
field analogue of (2.50), the evolution equation for fluctuations on comoving scale 푘 [80]
훿¨휙퐼 + 3퐻
˙훿휙퐼 +
푘2
푎2
훿휙퐼 +
∑
퐽
[
푉,퐼퐽 − 1
푎3
푑
푑푡
(
푎3휙˙퐼 휙˙퐽
퐻
)]
훿휙퐽 = 0, (2.76)
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where we again work in the spatially flat gauge and omit the subscript 푘 on Fourier
modes. Note that in this gauge the field perturbations 훿휙퐼 coincide with the gauge-
invariant multiple-field analogue of the scalar-field perturbation in the spatially flat gauge
(2.44)
훿휙퐼휓 = 훿휙퐼 +
휙˙퐼
퐻
휓. (2.77)
It is convenient to extend the field rotation (2.72) and decompose arbitrary field pertur-
bations into an adiabatic perturbation along the inflaton trajectory and 푁 − 1 entropy
perturbations orthogonal to the field direction [74–76]
훿휎 =
∑
퐼
휎ˆ퐼훿휙퐼 , (2.78)
훿푠퐼 =
∑
퐽
푠ˆ퐼퐽훿휙퐽 , (2.79)
where
∑
퐼 푠ˆ퐼퐽 휎ˆ퐼 = 0. One of the benefits of this basis is that the curvature perturbation
can be related to the adiabatic field perturbation, whilst isocurvature modes are associated
with entropy perturbations. Moreover, the non-adiabatic pressure perturbation can be
written as [74]
훿푃nad = − 2푉,휎
3퐻휎˙
훿휌m − 2훿푠푉, (2.80)
where the additional term with respect to the single-field result (2.62) is the non-adiabatic
perturbation of the potential orthogonal to the inflaton trajectory
훿푠푉 ≡
∑
퐼
푉,퐼훿휙퐼 − 푉,휎훿휎. (2.81)
Whilst 훿휌푚 remains small on large scales through the gauge-invariant generalisation of
the Poisson equation (2.61), the additional contribution caused by non-adiabatic pertur-
bations of the potential need not necessarily be small on such scales. Since the perturba-
tions of a system of multiple scalar fields are in general non-adiabatic, we conclude from
(2.60) that the curvature perturbation on uniform density hypersurfaces 휁 will no longer
necessarily be conserved on super-horizon scales [44–46].
To understand further the role of non-adiabatic perturbations and the conditions under
which the curvature perturbation evolves, we write the evolution equations for fluctua-
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tions (2.76) for two fields, 휙 and 휒, in the adiabatic-entropy basis [74]
훿¨휎 + 3퐻 ˙훿휎 +
[
푘2
푎2
+ 푉,휎휎 − 휃˙2 − 1
푎3
푑
푑푡
(
푎3휎˙2
퐻
)]
훿휎
= 2
푑
푑푡
(
휃˙훿푠
)
− 2
(
푉,휎
휎˙
+
퐻˙
퐻
)
휃˙훿푠, (2.82)
훿¨푠 + 3퐻훿˙푠+
(
푘2
푎2
+ 푉,푠푠 + 3휃˙
2
)
훿푠 =
4휃˙
휎˙
푘2
푎2
Ψ, (2.83)
where tan 휃 = 휒˙/휙˙ and the derivatives of the potential are given by
푉,휎휎 =
(
cos2 휃
)
푉,휙휙 +
(
sin 2휃
)
푉,휙휒 +
(
sin2 휃
)
푉,휒휒, (2.84)
푉,푠푠 =
(
sin2 휃
)
푉,휙휙 −
(
sin 2휃
)
푉,휙휒 +
(
cos2 휃
)
푉,휒휒. (2.85)
A curve in the trajectory corresponds to 휃˙ ∕= 0, which can be seen intuitively by writing
휃˙ as [74]
휃˙ = −푉,푠
휎˙
, (2.86)
where 푉,푠 is the gradient in the potential orthogonal to the inflaton trajectory. Note that
the evolution equations decouple for 훿푠 = 0, such that a purely adiabatic mode will
remain so on large scales, regardless of the trajectory. The entropy perturbation will act
as a source term for the adiabatic perturbation however, whenever the trajectory curves
in field-space. It is exactly this coupling between the entropy and adiabatic modes that
causes the curvature perturbation to evolve on super-horizon scales, which can be seen
explicitly by taking the time derivative of 휁 in the large scale limit [74]
휁˙ = −2퐻
휎˙
휃˙훿푠. (2.87)
We conclude then that care must be taken when considering the curvature perturbation on
super-horizon scales in multiple-field models, since the amplitude of the power spectrum
at horizon-exit will not necessarily be the value observed in the CMB. Moreover, whilst
entropy perturbations may exist during inflation, a mechanism must ensure that the pri-
mordial perturbations are approximately adiabatic, as in [81], since isocurvature modes
are tightly constrained by the CMB [21].
There are two popular approaches to evolve the power spectrum of the curvature
perturbation after horizon-exit. Here we will simply refer to the transfer function ap-
proach [82] and focus instead on the 훿푁 formalism, since we employ it throughout this
CHAPTER 2. INFLATION, PERTURBATION THEORY AND... 27
work. To this end, we must first calculate the power spectra of the 푁 physical field fluc-
tuations 훿휙퐼 . We again use the two-point correlation function to define the power spectra
of the field fluctuations
⟨훿휙퐼k1훿휙퐽k2⟩ = (2휋)3푃퐼퐽(푘1)훿(3)(k1 + k2), (2.88)
where the dimensionless power spectra are related via 풫퐼퐽 = 푘32휋2푃퐼퐽 . Interactions on
sub-horizon scales in (2.76) can be neglected at leading order in slow roll, which we
assume at horizon-exit, leaving 푁 decoupled versions of the single-field equation (2.50).
These equations can be solved exactly as in section 2.3.3, leaving 푁 copies of the single-
field power spectrum 풫퐼퐽 = 풫훿휙훿퐼퐽 , where the amplitude at horizon-exit is again given
by
풫훿휙★ =
(
퐻★
2휋
)2
. (2.89)
We now adopt the 훿푁 formalism [39, 44, 83–85], a powerful technique for evaluating
and evolving 휁 on super-horizon scales using only the field fluctuations at horizon-exit
and the homogeneous field evolution thereafter. To illustrate this, consider the number of
e-folds between times 푡1 and 푡2 in a perturbed FRW universe, where we choose 퐸 = 0
푁(푡1, 푡2, 푥
푖) = ln
[
푎(푡2)
푎(푡1)
(
1− 2휓(푡2, 푥푖)
1− 2휓(푡1, 푥푖)
) 1
2
]
,
≃ 푁¯(푡1, 푡2) + 휓(푡1, 푥푖)− 휓(푡2, 푥푖), (2.90)
where 푁¯ is the number of e-folds in the homogeneous background and we arrive at the
second equality by expanding to first order in perturbations. We can therefore identify
the curvature perturbation 휁 with the difference in the number of e-folds between the
perturbed and background universes between an initially flat hypersurface 푡★ (e.g. shortly
after horizon-exit) and a final uniform density hypersurface 푡푓 (e.g. early in the radiation-
dominated epoch)
휁(푡푓 , 푥
푖) = 푁(푡★, 푡푓 , 푥
푖)− 푁¯(푡★, 푡푓) ≡ 훿푁(푡푓 , 푥푖). (2.91)
It is then possible to use the separate universe approach, whereby each super-horizon
patch acts like a separate, locally homogeneous, FRW universe [39, 44, 84, 86]. This
allows us to trace the perturbed expansion in different super-horizon patches with differ-
ent initial values of the fields using only the background solutions. Specifically, we can
rewrite the functional dependencies in the above as 푁(휙퐼(푡★, 푥푖), 푡푓) and 푁¯(휙¯퐼(푡★), 푡푓),
where the fields are split into a homogeneous background and a local perturbation휙퐼(푡★, 푥푖)
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= 휙¯(푡★) + 훿휙퐼(푡★, 푥
푖). Note that since the Klein-Gordan equation is second order in time
there will be a general dependence on both 휙퐼 and 휙˙퐼 . Here we have assumed slow roll
at horizon-exit to remove the dependence on 휙˙퐼 , since the Klein-Gordon equation is first
order in this case. Expanding to first order, 휁 may be written as
휁 =
∑
퐼
푁,퐼훿휙퐼 , (2.92)
where 푁,퐼 is with respect to the field 퐼 at horizon-exit. The above can be readily extended
to the non-linear regime such that 휁 can be expanded in increasing orders of 훿휙퐼 [85, 87]
휁 =
∑
퐼
푁,퐼훿휙퐼 +
1
2
∑
퐼퐽
푁,퐼퐽훿휙퐼훿휙퐽 +
∑
퐼퐽퐾
푁,퐼퐽퐾훿휙퐼훿휙퐽훿휙퐾 . . . . (2.93)
Using this expansion we are able to calculate the relevant quantities at time 푡푓 given
the field fluctuations at time 푡★ and the homogeneous field evolution between 푡★ and 푡푓 .
For example, by substituting the expansion (2.93) into the two-point function (2.46) we
find [85, 88]
풫휁 =
∑
퐼
푁2,퐼풫훿휙. (2.94)
Similarly, the spectral index can be written as
푛휁 − 1 = −2휖+ 2
퐻
∑
퐼퐽 휙˙퐽푁,퐼푁,퐼퐽∑
퐾 푁
2
,퐾
. (2.95)
Note that for a single scalar field 푁,휙 = −퐻/휙˙ and we recover the single-field results
(2.63) and (2.65) .
We therefore have a prescription for tracking the evolution of the curvature pertur-
bation after horizon-exit. It is important to note that in principle we should follow the
evolution of perturbations from horizon-exit, through reheating and evaluate them when
they are imprinted on the CMB. This is not currently feasible however, owing to our lack
of understanding of the early universe, leaving two popular alternatives. Firstly, one can
assume a specific model of reheating and track the evolution of perturbations through re-
heating until they are imprinted on the CMB [89–91]. The results will generally depend
on the model of reheating however. To avoid this model dependence one can consider
models which approach a regime during or shortly after inflation in which the perturba-
tions become approximately adiabatic, such that the curvature perturbation is conserved
once again. For example, one can consider potentials with a focusing region in which tra-
jectories converge before the end of inflation, suppressing entropy modes and leaving the
curvature perturbation approximately conserved before the end of inflation [92–94]. This
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regime, sometimes referred to as the adiabatic limit, is well motivated since non-adiabatic
perturbations in the CMB are tightly constrained. We will revisit this issue in the specific
model we consider in the following chapters. Here however we conclude that, although
often dependent on the specific inflationary trajectory, multiple-field models can in prin-
ciple produce the desired spectrum of approximately adiabatic, scale-invariant primordial
density perturbations.
2.4.2 Non-canonical kinetic terms
Whilst the minimal inflationary model relies on a single, canonical scalar field, this need
not necessarily be the case. As a result, many authors have considered more general
Lagrangians, often motivated by string theory [57–59]. For example, the most general
theory of a single scalar field minimally coupled to gravity, governed by a second-order
equation of motion to ensure the theory is ghost free, can be found in [95–97]. In this
section however, we focus on a subset of models described by a single scalar field with
the following Lagrangian [98, 99]
ℒ = 푃 (푋, 휙), (2.96)
where for reference 푋 = −1
2
푔휇휈휙,휇휙,휈. This encompasses the minimal model (2.19),
where 푃 (푋, 휙) = 푋 − 푉 (휙), as well as the DBI Lagrangian [100, 101], which we
discuss further at the end of this section. The homogeneous energy density and pressure
are given by
휌 = 2푋푃,푋 − 푃, (2.97)
푝 = 푃, (2.98)
whilst the background evolution satisfies the Friedmann and Klein-Gordon equations
3퐻2 = 2푋푃,푋 − 푃, (2.99)
푋
1
2 (푃,휙 − 2푋푃,푋휙) = 푋˙(푃,푋 + 2푋푃,푋푋) + 2
√
3(2푋푃,푋 − 푃 ) 12푋푃,푋 . (2.100)
An important phenomenological artefact of this kinetic structure is that the phase speed
of the fluctuations is no longer 푐푠 = 1 identically, given instead by [99]
푐푠 =
√
푃,푋
푃,푋 + 2푋푃,푋푋
. (2.101)
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This is often referred to as the ‘sound speed’, although it should be noted that this is
distinct from the adiabatic sound speed [102].
It is often convenient to rewrite the background equations in a form more suited to
non-canonical kinetic terms, leaving the equations more tractable. This is known as the
Hamilton-Jacobi formalism [77, 103]. The basic premise is to promote the scalar field to
the role of the time variable. This places a restriction on the dynamics however, in that
휙 must be a monotonic function of time. We are unable to treat oscillations of the field
therefore, although in practice it is often possible to stitch together several monotonic
phases. With this in mind the background equations are given by
3퐻2 =
4퐻2,휙
푃,푋
− 푃, (2.102)
휙˙ =− 2
푃,푋
퐻,휙, (2.103)
where the former is often referred to as the Hamilton-Jacobi equation. Notice that in this
formalism the analogue of the Klein-Gordon equation is automatically first order in time
without the need for the slow-roll approximation, a feature often exploited to consider
departures from slow roll [104]. A further benefit is that this system of equations can be
solved sequentially, in that for a given 푃 (푋, 휙) one can first re-arrange (2.103) to find
푋(휙), which in turn gives 퐻(휙) in (2.102), before finally solving (2.103) for 휙(푡).
Whilst the analogue of the Klein-Gordon equation is automatically first order in this
approach, it can again be useful to introduce the slow-roll formalism to simplify the
equations of motion for the fluctuations. Note that in this context we should refer instead
to slow variation, since now a slowly-rolling field does not necessarily imply that the
potential is flat. The relevant parameters in this case are given by
휖 =
2
푃,푋
(
퐻,휙
퐻
)2
, 휂 =
2
푃,푋
퐻,휙휙
퐻
, 푠 ≡ − 푐˙푠
푐푠퐻
=
2
푃,푋
푐푠,휙
푐푠
퐻,휙
퐻
, (2.104)
where slow variation satisfies 휖, ∣휂∣, ∣푠∣ ≪ 1 and the additional parameter 푠 ensures the
slow evolution of the sound speed. Notice that in this formalism the Hubble parameter
takes precedent over the potential, which is necessary to account for the more compli-
cated kinetic structure. Notice too that, unlike previous slow-roll parameters, slow varia-
tion does not need to be assumed to arrive at the above expressions. This means that they
are exact and that inflation corresponds exactly to 휖 < 1.
In this case it is more convenient to treat perturbations in the comoving gauge 퐸 =
훿휙 = 0 and work with the curvature perturbation 휁 directly, as in [98]. However, in
the following chapters we will consider multiple-field generalisations of the Lagrangian
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(2.96) and the introduction of multiple fluctuations 훿휙퐼 makes this choice of gauge im-
practical. We therefore again make use of the spatially flat gauge 휓 = 퐸 = 0, as
in [105–108], for consistency. The second-order equation of motion for the fluctuations,
analogous to (2.50) and (2.76) in the single and multiple-field cases respectively, can be
found by varying the second-order action
푆(2) =
1
2
∫
푑4푥 푎3
[(
푃,푋 + 푃,푋푋 휙˙
2
)
훿휙˙2 − 푃,푋훿휙,푖훿휙,푖
−푀훿휙2퐼 +
(
2푃,푋 휙˙− 1
퐻
푃,푋푋푃,푋휙˙
4
)
훿휙˙훿휙
]
, (2.105)
where the effective mass is given by
푀 =− 푃,휙휙 + 1
퐻
(
푃,휙푋푃,푋 휙˙
3
)
− 1
4퐻2
푃 2,푋푃,푋,푋 휙˙
6 − 1
푎3
푑
푑푡
(
푎3
퐻
푃 2,푋 휙˙
)
. (2.106)
We will derive a generalised second-order action, from which the above can be recovered,
in chapter 4. Inspection of the first two terms in the action verifies the expression for the
phase speed of the fluctuations (2.101). The leading order terms in slow variation, which
we assume around horizon-exit, are
푆(2) ≃ 1
2
∫
푑4푥 푎3푃,푋
[
1
푐2푠
훿휙˙2 − 훿휙,푖훿휙,푖
]
, (2.107)
where we have used (2.101) to re-write the first term in terms of the sound speed. It is
again convenient to introduce two new variables to recast the above into a more tractable
form
푣 =
푎
√
푃,푋
푐푠
훿휙, 푧 =
푎
√
2푋푃,푋
푐푠퐻
. (2.108)
The second-order action can then be written as
푆(2) =
1
2
∫
푑4푥
[
푣′2 − 푐2푠푣,푖푣,푖 +
푧′′
푧
푣2
]
, (2.109)
which, after variation and conversion to Fourier space, becomes
푣′′ +
(
푐2푠푘
2 − 푧
′′
푧
)
푣 = 0, (2.110)
where we again omit the subscript 푘 on Fourier modes. Note that, with respect to the
canonical case (2.51), there is an additional factor of 푐2푠 multiplying 푘2. As a result, the
sound-horizon 푘 = 푎퐻/푐푠 replaces the horizon 푘 = 푎퐻 as the characteristic length scale.
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With this interpretation in mind, the field can be quantised exactly as in section 2.3.3 by
first assuming slow variation at sound-horizon-exit
푣 =
푒−푖푘푐푠휏√
2푘푐푠
(
1− 푖
푘푐푠휏
)
, (2.111)
such that the power spectrum is given by
풫훿휙★ =
1
푃,푋★푐푠★
(
퐻★
2휋
)2
, (2.112)
where ★ now denotes a quantity evaluated at sound-horizon-exit, when 푘 = 푎★퐻★/푐푠★. It
can be shown that, as in the canonical case, the pressure is a unique function of the energy
density [102]. The perturbations are therefore approximately adiabatic on super-sound-
horizon scales, such that 휁 is again conserved. As such, we can again use the value of
the field fluctuations shortly after sound-horizon-exit (2.112) to set the initial amplitude
of the curvature perturbation, which remains constant thereafter
풫휁 = 풫휁★ =
1
푃,푋★푐푠★
(
퐻2★
2휋휙˙★
)2
, (2.113)
where we have used the 훿푁 formalism (2.94) with 푁,휙 = −퐻/휙˙ to construct 휁 from the
field fluctuations. The above can then be rewritten in terms of the Hubble parameter and
its first derivative using the analogue of the Klein-Gordon equation (2.103)
풫휁 = 1
8휋2
퐻2★
휖★푐푠★
. (2.114)
The tilt can then be found exactly as in section 2.3.3
푛휁 − 1 = −4휖★ + 2휂★ + 2푠★, (2.115)
where, since 휖, 휂 and 푠 are much smaller than unity, we again find an approximately
adiabatic, scale-invariant spectrum of primordial density perturbations.
As an example of a string-theoretic scenario leading to a Lagrangian of the form
(2.96), we consider DBI inflation [100, 101]. In the simplest model, a probe 퐷3-brane
descends along the radial direction into a five-dimensional warped throat, which joins
smoothly onto a Calabi-Yau manifold in type IIB string theory (see [100, 109, 110] for
more extensive discussions of this geometry). The radial coordinate of the 퐷-brane be-
comes a scalar field in the four-dimensional effective theory, described by the following
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Lagrangian
ℒ = 1
푓(휙)
(
1−
√
1− 2푓(휙)푋
)
− 푉 (휙). (2.116)
Here 푓 is the squared warp factor of the throat and couplings of the 퐷-brane to other
degrees of freedom of the compactification are encoded in the potential 푉 . Note that we
recover the canonical Lagrangian (2.19) for 푓푋 ≪ 1. The sound speed is given by
푐푠 =
√
1− 2푓푋, (2.117)
which acts as an effective speed limit on the field. For example, for a pure anti-de Sitter
(AdS) geometry 푓 = 휆/휙4 [100, 101], where 휆 is a constant that measures the warping
of the throat, and so one finds ∣휙˙∣ ≤ 휙2/√휆. An important phenomenological difference
compared to the canonical slow-roll case is that this speed limit can allow inflation on
a steep potential. To illustrate this behaviour, we consider the background dynamics in
the Hamilton-Jacobi formalism by first substituting the DBI Lagrangian into the effective
Klein-Gordon equation (2.103) to find a relation between 푋 and 휙
푋 =
1
2
(
4퐻2,휙
1 + 4퐻2,휙푓
)
. (2.118)
By substituting the above into (2.117) we find an expression for the sound speed in terms
of 휙 alone
푐푠 =
1√
1 + 4퐻2,휙푓
. (2.119)
With the above, the effective Friedmann and Klein-Gordon equations can be written as
3퐻2 = 푉 − 1
푓
(
1− 1
푐푠
)
, (2.120)
휙˙ = −2푐푠퐻,휙. (2.121)
As a concrete example, we consider a massive scalar field 푉 = 1
2
푚2휙2 in a pure AdS
geometry 푓 = 휆/휙4 (see [111, 112] for the dynamics in more general potentials and
geometries). We can then solve for the late time behaviour of (2.120) and (2.121), which
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corresponds to the limit 푐푠 ≪ 1, to find
퐻 ≃ 1
3
√
휆
(
1 +
√
1 +
3
2
푚2휆
)
휙, (2.122)
휙 ≃
√
휆
푡
. (2.123)
To see that is it the effective speed limit that slows the field as it rolls towards the origin,
we can use the above to find expressions for the sound speed and slow-roll parameter 휖
푐푠 ≃
√
3휆
2
1
푚푡2
, (2.124)
1
휖
≃ 1
3
(
1 +
√
1 +
3
2
푚2휆
)
. (2.125)
The sound speed is a decreasing function of time, further suppressed by the mass. Unlike
canonical slow-roll inflation therefore, 휖 decreases with increasing 푚 and leads to more
efficient inflation. Finally, inflation terminates when the 퐷-brane reaches the tip of the
throat. Reheating in such models remains an important open question. For example, re-
heating could be mediated by subsequent oscillations of the brane, as in [113], or through
annihilation after a collision with an 퐷3-brane in the tip of the throat [114].
2.5 Non-Gaussianity
Thus far we have confronted inflationary models with two numbers that characterise
the distribution of scalar perturbations, the normalisation of the power spectrum at the
pivot scale 풫휁 and its scale dependence 푛휁 . Increased precision of such measurements
continues to reduce the space of viable potentials in standard single-field, slow-roll infla-
tion [115]. For example, such a model with a quartic potential is now excluded [21]. Such
constraints apply to a given form of the Lagrangian however and, as shown in the previ-
ous section, are unable to distinguish between different, physically distinct Lagrangians.
Thus models that include multiple fields or non-canonical kinetic terms, often built in
high energy theories relevant to the early universe, are degenerate with the simplest model
of a massive scalar field in an otherwise unspecified field theory. We therefore have only
limited knowledge of the physics of inflation and, by extension, the high energy physics
relevant during this epoch.
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We therefore require additional observables to break this degeneracy and further
probe the inflationary action. The power spectrum is sensitive to the linear physics of in-
flation, essentially the freely propagating particles in the inflationary background. It is the
interactions, or non-linearities, that differentiate the minimal model from its extensions.
A suitable probe is therefore the potentially important, as yet undetected, non-Gaussian
signature of the primordial density perturbations [18] (see [116, 117] for extensive re-
views of non-Gaussianity as a probe of inflation). If 휁 is a purely Gaussian field then
its statistics are completely defined by the two-point correlation function. Any signature
of non-Gaussianity will therefore be encoded in higher-order correlators, the next order
being the three-point correlation function
⟨휁k1휁k2휁k3⟩ = (2휋)3퐵휁(푘1, 푘2, 푘3)훿(3)(k1 + k2 + k3), (2.126)
where 퐵휁 is known as the bispectrum. Statistical homogeneity demands that the three
momenta k1, k2 and k3 form a closed triangle, reflected by the delta function, whilst
statistical isotropy ensures that only 푘푖 ≡ ∣ki∣ enters 퐵휁 . Broadly speaking, there are two
distinct features of the bispectrum that help us probe the inflationary action. The first
is its overall amplitude, which is often parametrised by the non-linearity parameter 푓NL,
defined below. As discussed in section 2.3.3, the fluctuations of an approximately free
scalar field produce 푓NL ∼ 휖 [47], which is orders of magnitude below forthcoming sen-
sitivities. Any detection of 푓NL will therefore rule out the simplest scenario, highlighting
the potential impact of non-Gaussianity.
The 푘-dependence of the bispectrum provides a further opportunity to probe the infla-
tionary action. The dependence on the relative lengths 푘2/푘1 and 푘3/푘1, whilst keeping
the total momentum 퐾 = 푘1 + 푘2 + 푘3 fixed, is known as the shape dependence of
the bispectrum. The dependence on the overall scale of the triangle, that is the depen-
dence on the total momentum 퐾 = 푘1 + 푘2 + 푘3 with the relative lengths 푘2/푘1 and
푘3/푘1 fixed, is determined by the scale invariance of the power spectrum (see [123,124],
for example, for cases where the bispectrum depends non-trivially on the overall scale).
The configuration of momenta that maximises the bispectrum is called the shape, where
different shapes correspond to different physical processes during inflation (see [118]
for an extensive review of the shape dependence of the bispectrum). For example, the
higher derivative terms in the Lagrangian (2.96) produce non-linear field interactions
that become exponentially damped when the modes of interest exit the horizon. Cor-
relations amongst the modes are therefore strongest for modes that exit the horizon at
approximately the same time, maximising the bispectrum in the equilateral configuration
푘1 ≃ 푘2 ≃ 푘3 (see [119,120] for reviews of equilateral-type non-Gaussianity). Similarly,
the multi-dimensional field-space produced by Lagrangians of the form (2.66) can lead
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to non-linear evolution of the fields on super-horizon scales. Since the separate universe
picture is valid on such scales the interactions occur in causally disconnected patches. In-
teractions that are local in real space therefore maximise the bispectrum in the squeezed
configuration 푘3 ≪ 푘1 ≃ 푘2 (see [121, 122] for reviews of local-type non-Gaussianity).
Unlike the power spectrum therefore, the shape dependence of the bispectrum is capable
of differentiating between these physically distinct Lagrangians.
It is conventional to parametrise the dimensionless amplitude of the bispectrum by
taking the ratio of the bispectrum to a combination of the power spectra
푓NL(푘1, 푘2, 푘3) =
5
6
퐵휁(푘1, 푘2, 푘3)
푃휁(푘1)푃휁(푘2) + 푃휁(푘1)푃휁(푘3) + 푃휁(푘2)푃휁(푘3)
, (2.127)
where the numerical coefficient is a relic of the original definition in terms of the Bardeen
potential Φ = 3
5
휁 . Note there are a number of sign conventions in the literature, which
are neatly summarised in [121]. The dimensionless power spectrum is scale invariant
to a good approximation and so, using the relation 풫휁 = 푘32휋2푃휁(푘), the non-linearity
parameter can be re-written as
푓NL(푘1, 푘2, 푘3) =
5
6
∏
푖 푘
3
푖∑
푖 푘
3
푖
퐵휁(푘1, 푘2, 푘3)
4휋4풫2휁
. (2.128)
Interesting physical insight can be gained by re-writing the three-point function using the
훿푁 formalism, as we did for the power spectrum (2.94) and spectral index (2.95). Using
the expansion (2.93) we are able to write the three-point function for 휁 in terms of the
field fluctuations at horizon crossing and the homogeneous evolution thereafter
⟨휁k1휁k2휁k3⟩ =
∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩+[
1
2
∑
퐼퐽퐾퐿
푁,퐼푁,퐽푁,퐾퐿⟨훿휙퐼k1훿휙퐽k2(훿휙퐾 ★ 훿휙퐿)k3⟩+ 2perms
]
, (2.129)
where here ★ denotes a convolution and ‘perms’ denotes cyclic permutations over the
momenta. The bispectrum of the field fluctuations is defined as
⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩ = (2휋)3퐵퐼퐽퐾(푘1, 푘2, 푘3)훿(3)(k1 + k2 + k3), (2.130)
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and so the first term in (2.129) can be written as∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩ =
(2휋)3
∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾퐵퐼퐽퐾(푘1, 푘2, 푘3)훿
(3)(k1 + k2 + k3). (2.131)
It can be shown that by neglecting the connected part of the four-point function, which
only introduces loop corrections to the final result, and using Wick’s theorem to rewrite
the four-point function as products of two-point functions, the latter term can be ex-
pressed as [85, 88]
1
2
∑
퐼퐽퐾퐿
푁,퐼푁,퐽푁,퐾퐿⟨훿휙퐼k1훿휙퐽k2(훿휙퐾 ★ 훿휙퐿)k3⟩+ 2perms =
(2휋)3 4휋4풫2훿휙
∑
푖 푘
3
푖∏
푖 푘
3
푖
∑
퐼퐽
푁,퐼푁,퐽푁,퐼퐽 훿
(3)(k1 + k2 + k3). (2.132)
By combining these contributions and comparing with the definition of the bispectrum
(2.126), we find
퐵휁(푘1, 푘2, 푘3) =
∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾퐵퐼퐽퐾(푘1, 푘2, 푘3) +
4휋4풫2휁
∑
푖 푘
3
푖∏
푖 푘
3
푖
∑
퐼퐽 푁,퐼푁,퐽푁,퐼퐽(∑
퐾 푁
2
,퐾
)2 , (2.133)
where we have used (2.94) to replace 풫훿휙★ with 풫휁 . Substituting the above into the
definition of 푓NL (2.128) we find two distinct contributions to the bispectrum
푓NL(푘1, 푘2, 푘3) = 푓
(3)
NL(푘1, 푘2, 푘3) + 푓
(4)
NL, (2.134)
where we adopt the notation of [125]. The 푘-dependent parameter
푓
(3)
NL(푘1, 푘2, 푘3) =
5
24휋4풫2휁
∏
푖 푘
3
푖∑
푖 푘
3
푖
∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾퐵퐼퐽퐾(푘1, 푘2, 푘3), (2.135)
contributes to non-Gaussianity in 휁 through the intrinsic non-Gaussianity of the field
fluctuations 훿휙퐼 , since 퐵퐼퐽퐾 = 0 for purely Gaussian fluctuations. It is this term that
contains, for example, the contribution from interactions of higher derivative terms in
the Lagrangian [119, 120]. This is the dominant term for the Lagrangian (2.96) and so
by evaluating the non-linearity parameter in the equilateral limit we can define 푓NL ≃
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푓
(3)
NL ≡ 푓 equilNL . For example, it is reasonable to expect DBI inflation to produce such
equilateral-type non-Gaussianity, since expanding the action in fluctuations 훿휙 requires
the expansion of the square root in the Lagrangian (2.116). We therefore find a factor of
1/푐푠 accompanying each power of the fluctuations and, since 푐푠 ≪ 1, the interactions are
enhanced, giving [126]
푓 equilNL = −
35
108
(
1
푐2푠
− 1
)
. (2.136)
Note that we will explicitly calculate the equilateral contribution to the bispectrum in a
generalised DBI scenario in chapter 4, which recovers the above in the appropriate limit.
The final WMAP nine-year bound on the equilateral non-linearity parameter is [22]
푓 equilNL = 51± 136 (68%CL). (2.137)
Whilst the first term in (2.134) vanishes identically for Gaussian field fluctuations, 휁
can still be non-Gaussian through the second contribution
푓
(4)
NL =
5
6
∑
퐼퐽 푁,퐼푁,퐽푁,퐼퐽(∑
퐾 푁
2
,퐾
)2 . (2.138)
Whilst this term is 푘-independent, it is trivial to check that the contribution of this term
in the bispectrum (2.133) peaks in the squeezed limit. This is the contribution from the
non-linear evolution of 휁 therefore, caused by multiple-field dynamics in models such as
those described by the Lagrangian (2.66). For example, the conversion between entropy
and adiabatic modes during a turn in the trajectory allows the curvature perturbation
to evolve on super-horizon scales and can, in certain circumstances, produce local-type
non-Gaussianity [92–94, 125, 127–145]. Note that we will explicitly calculate the effect
of multiple-field dynamics on local-type non-Gaussianity in a generalised multiple-field
scenario in chapter 3. In the absence of additional contributions, such as higher derivative
terms, this is the dominant term and we can evaluate the non-linearity parameter in the
squeezed limit to define 푓NL ≃ 푓 (4)NL ≡ 푓 localNL . The final WMAP bound on this parameter
is considerably tighter than that on the equilateral non-linearity parameter [22]
푓 localNL = 37± 20 (68%CL). (2.139)
For the remainder of this work we will often refer to ‘large’ local or equilateral-type
non-Gaussianity, by which we mean values for 푓 localNL and 푓
equil
NL that lie between the final
WMAP bounds shown above and the projected sensitivity of Planck ∣푓NL∣ ≳ 5 [146].
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2.6 Conclusions
In this chapter we have introduced inflation as a compelling mechanism to lay down the
otherwise contrived initial conditions on which the hot big bang relies. Having reviewed
cosmological perturbation theory, we have shown that single-field, slow-roll inflation is
consistent with the power spectrum and spectral index of the primordial density pertur-
bations, inferred from observations of the CMB. It is prudent to consider extensions to
the standard scenario however. For example, high energy theories relevant to the early
universe naturally offer multiple scalar fields, often described by non-standard kinetic
terms in the Lagrangian. Here we have shown that both such extensions can satisfy the
constraints on the two-point correlation function of the primordial density perturbations.
Finally, we have introduced the potential non-Gaussian signature of the primordial den-
sity perturbations as a way to break this degeneracy. Focusing on the three-point function,
we have shown how the amplitude and shape dependence of the bispectrum can reveal
information about the inflationary Lagrangian.
Note that in the above we have considered separately the effects of multiple scalar
fields and non-canonical kinetic terms on the inflationary dynamics and the statistical
distribution of the resultant primordial density perturbations. It natural to consider the
effects of both such features simultaneously however. In particular, it is interesting to
explore the effects of non-canonical kinetic terms on local-type Gaussianity, as in [106,
147–156], as well as the effect of multiple-field dynamics on the equilateral signature, as
in [157–159]. Moreover, one would expect that a mixed non-Gaussian signal is possible
in such models, as has been shown in [148, 160]. In this work we attempt to address
such questions by using multiple-DBI inflation as a representative model containing both
multiple scalar fields and non-canonical kinetic terms. We begin by addressing the local
contribution in the following chapter, before proceeding to the equilateral contribution in
chapter 4. Finally, we consider the viability of such a mixed signature in chapter 5.
Chapter 3
Multiple-DBI inflation: Local
contribution
The aim of this chapter is to study the effect of non-trivial sound speeds on local-type
non-Gaussianity during multiple-field inflation. To this end, we consider a multiple-DBI
model and use the 훿푁 formalism to track the super-horizon evolution of perturbations.
By adopting a sum-separable Hubble parameter we derive analytic expressions for the
relevant quantities in the two-field case, valid beyond slow variation. We find that non-
trivial sound speeds can, in principle, curve the trajectory in such a way that significant
local-type non-Gaussianity is produced. Deviations from slow variation, such as rapidly
varying sound speeds, enhance this effect. To illustrate our results we consider two-field
inflation in the tip regions of two warped throats and find large local-type non-Gaussianity
produced towards the end of the inflationary process.
3.1 Introduction
As discussed in the previous chapter, inflation provides a compelling mechanism for
producing the initial conditions on which the hot big bang relies. Since a consistent model
proves elusive however, interest has focused on the potential non-Gaussian signature of
the primordial density perturbations to discern between otherwise degenerate models. As
such, it is important to understand the correspondence between inflationary dynamics and
the resultant form of non-Gaussianity.
Inflation is capable of producing non-Gaussianity in a variety of ways. We have
already noted that, in certain circumstances, the non-linear evolution of the curvature
perturbation on super-horizon scales caused by the conversion between entropy and adia-
batic modes during multiple-field inflation can produce local-type non-Gaussianity [92–
40
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94, 125, 127–145]. Some simplifying assumptions are usually made to make such calcu-
lations analytically tractable however, owing to the increased phase space. For example,
Vernizzi & Wands [125] calculated the non-linearity parameter in canonical two-field
models possessing a sum-separable potential 푉 (휙, 휒) = 푉 (휙)(휙) + 푉 (휒)(휒). Byrnes &
Tasinato [136] extended this beyond slow roll by exploiting the Hamilton-Jacobi formal-
ism [77, 104] and a sum-separable Hubble parameter 퐻(휙, 휒) = 퐻(휙)(휙) + 퐻(휒)(휒).
Note that whilst this was used to probe violation of slow roll after horizon-exit, slow roll
is still required at horizon-exit in order to implement the 훿푁 formalism, as discussed in
section 2.4.1 (see, for example, [161–163] for violations of slow roll at horizon-exit). The
broad conclusion is that a turn in the trajectory, caused by the potential, can produce sig-
nificant local-type non-Gaussianity during inflation. Furthermore, the effect is enhanced
by violations of slow roll.
We have also noted that equilateral-type non-Gaussianity can be produced by interac-
tions of the fields on sub-horizon scales in single-field models with non-standard kinetic
terms. As an example, we discussed DBI inflation [100, 101] where a probe 퐷-brane
moving along the radial direction of a warped throat causes inflation. In this case the
reduced sound speed acts as an effective speed limit, facilitating inflation on a steep po-
tential and producing significant equilateral-type non-Gaussianity.
In more general models however, it is expected that both contributions to non-Gaussianity
will be relevant. The combined effect of non-standard kinetic terms and multiple-field
dynamics has been considered by [106, 147–156], with emphasis generally on the effect
of multiple-field dynamics on equilateral-type non-Gaussianity. Here however, we fo-
cus on the effect of non-canonical kinetic terms on local-type non-Gaussianity, produced
by multiple dynamical fields (see [157–159] for alternative examples). Specifically, we
consider whether non-trivial sound speeds, as opposed to the potential, can produce local-
type non-Gaussianity during a turn in the trajectory. We will return to the corresponding
equilateral contribution in the following chapter.
It should be noted that, in the canonical case, the effect is enhanced by deviations
from slow roll. It is reasonable to expect similar behaviour in the scenario considered
here, corresponding to rapidly varying sound speeds. Such behaviour has been explored
by [164–168] in the single-field case, who find additional features in the equilateral limit
of the bispectrum. In this chapter however, we show that rapidly varying sound speeds in
multiple-field models can lead to large non-Gaussianity of local form.
In this work we choose a multiple-DBI model, akin to that of [154–156], as a concrete
example of multi-component inflation with non-standard kinetic terms. Here inflation is
driven by 푁 probe 퐷3-branes traversing 푁 distinct warped throats glued to a compact
Calabi-Yau in type IIB string theory. We then employ the 훿푁 formalism to track the
super-horizon evolution of perturbations using the field fluctuations at horizon-exit and
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the subsequent background trajectory. The trajectory is a solution of the homogeneous
equations of motion, which we write in Hamilton-Jacobi form. Whilst the dynamics are
described more naturally in this form, it also allows the adoption of a sum-separable
Hubble parameter, as in [136], to treat the two-field case both analytically and beyond
slow variation after horizon-exit. With these expressions, we ascertain whether non-
trivial sound speeds can produce a turn in the trajectory during which local-type non-
Gaussianity is produced. To illustrate our results we consider inflation in the tip regions
of two warped throats, where one expects the sound speeds to increase rapidly and violate
slow variation.
3.2 Background evolution in multiple-DBI inflation
We begin by considering Lagrangians of the form
ℒ =
∑
퐼
푃퐼(푋퐼 , 휙퐼)− 푉 (휑), (3.1)
where we emphasise that 푃퐼 is a function of the single scalar field 휙퐼 and kinetic function
푋퐼 = −12푔휇휈휙퐼,휇휙퐼,휈, whereas the potential 푉 is a function of the set of scalar fields
휑 = {휙1, 휙2, ..., 휙푁}. Note that we return to the canonical case (2.66) when 푃퐼 = 푋퐼 .
For the spatially flat FRW metric the collection of scalar fields act as a perfect fluid with
isotropic pressure and energy density
푝 =
∑
퐼
푃퐼 − 푉, (3.2)
휌 =
∑
퐼
(
2푋퐼푃퐼,푋퐼 − 푃퐼
)
+ 푉. (3.3)
It is convenient to define individual sound speeds, the multiple-field analogue of (2.101)
푐퐼 =
√
푃퐼,푋퐼
휌퐼,푋퐼
=
√
푃퐼,푋퐼
푃퐼,푋퐼 + 2푋퐼푃퐼,푋퐼푋퐼
. (3.4)
We now derive the equations of motion in Hamilton-Jacobi form, the multiple-field ana-
logues of (2.102) and (2.103). Not only is this more suited to the case of non-trivial sound
speeds but it will also prove useful for studying violations of slow variation. This essen-
tially extends the calculation in [77] to non-canonical cases satisfying the Lagrangian
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(3.1). We begin by writing the Lagrangian in the action
푆 =
1
2
∫
푑푡 푑3푥
√−푔
[
푅 + 2
∑
퐼
푃퐼 − 2푉
]
, (3.5)
where 푅 is the Ricci scalar and 푔 is the determinant of the metric tensor 푔휇휈 . We now
recast the above using the Arnowitt-Deser-Misner (ADM) formalism [169], a Hamil-
tonian formulation of general relativity. This formalism proves useful for studying the
background evolution as it naturally produces equations of motion in Hamilton-Jacobi
form [77,104]. The treatment of perturbations is also simplified, since the lapse function
푁 and shift vector 푁 푖 become Lagrange multipliers under variation. This will simplify
the derivation of the equations of motion for perturbations in chapter 4. The ADM metric
is given by
푑푠2 = −푁2푑푡2 + ℎ푖푗
(
푑푥푖 +푁 푖푑푡
) (
푑푥푗 +푁 푗푑푡
)
, (3.6)
where ℎ푖푗 is the spatial 3-metric. In terms of this metric, the action (3.5) and kinetic term
become
푆 =
1
2
∫
푑푡 푑3푥
√
ℎ
[
푁푅(3) +푁퐾푖푗퐾
푖푗 −푁퐾2 + 2푁
∑
퐼
푃퐼 − 2푁푉
]
, (3.7)
푋퐼 =
1
2푁2
(
휙˙퐼 −푁 푖휙퐼,푖
)2
− 1
2
휙퐼,푖휙
,푖
퐼 , (3.8)
where 퐾 = 퐾푖푖 , 푅(3) is the three dimensional Ricci scalar and indices are raised and
lowered using the spatial metric. 퐾푖푗 is the extrinsic curvature, given by
퐾푖푗 =
1
2푁
(
푁푖∣푗 +푁푗∣푖 − ℎ˙푖푗
)
, (3.9)
where ∣푖 denotes the covariant derivative with respect to the spatial metric. It is convenient
to define the traceless part of a tensor with an overbar and we use the extrinsic curvature
as an example
퐾¯푖푗 = 퐾푖푗 − 1
3
ℎ푖푗퐾. (3.10)
It is trivial to check that 퐾¯푖푗 is indeed traceless. Variation of the action (3.7) with respect
to 푁 and 푁 푖 yields the energy and momentum constraints
퐾¯푖푗퐾¯
푖푗 − 2
3
퐾2 −푅(3) + 2휌 = 0, (3.11)
퐾¯푗푖∣푗 −
2
3
퐾∣푖 +
∑
퐼
Π퐼휙퐼,푖 = 0. (3.12)
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Notice that these relations are identical in form to the canonical results of [77], since
the effect of the non-canonical kinetic terms are packaged into the energy density 휌 and
momenta Π퐼 of the fields
휌 =
∑
퐼
(
Π2퐼
푃퐼,푋퐼
− 푃퐼
)
+ 푉, (3.13)
Π퐼 =
푃퐼,푋퐼
푁
(
휙˙퐼 −푁 푖휙퐼,푖
)
. (3.14)
Similarly, variation of (3.7) with respect to the spatial metric yields the gravitational field
equations
퐾˙ −푁 푖퐾∣푖 +푁 ∣푖∣푖 −푁
(
3
4
퐾¯푖푗퐾¯
푖푗 +
1
2
퐾2 +
1
4
푅(3) +
1
2
푆
)
= 0, (3.15)
˙¯퐾푖푗 +푁
푖
∣푘퐾¯
푘
푗 −푁푘∣푗퐾¯푖푘 −푁푘퐾¯푖푗∣푘 +푁 ∣푖∣푗−
1
3
푁
∣푘
∣푘 훿
푖
푗 −푁
(
퐾퐾¯푖푗 + 푅¯
(3)푖
푗 − 푆¯푖푗
)
= 0, (3.16)
where the stress three-tensor is defined as
푆푖푗 =
∑
퐼
(
푃퐼,푋퐼휙퐼,푖휙퐼,푗 + ℎ푖푗푃퐼
)
− ℎ푖푗푉. (3.17)
Again the non-canonical contributions are packaged into (3.17). Finally, the field equa-
tions follow from variation with respect to 휙퐼
푁푃퐼,퐼 −푁푉,퐼 − 1√
ℎ
푑
푑푡
(√
ℎ푃퐼,푋퐼Π퐼
)
+
(
푃퐼,푋퐼푁
푖Π퐼
)
∣푖
+
(
푁푃퐼,푋퐼휙
,푖
퐼
)
∣푖 = 0. (3.18)
In the canonical limit the above system of equations recover the results of [77]. To derive
a set of equations for the homogeneous evolution in Hamilton-Jacobi form we again
follow [77] by expanding in spatial gradients. We consider only terms up to first order in
spatial gradients (e.g. neglecting terms such as 푁 ∣푖∣푖 and 푅¯(3)푖푗) and set 푁 푖 = 0 in order
to simplify the system of equations. The analysis follows [77] very closely and so for
brevity we simply quote the results. The momentum constraint (3.12) becomes
퐻,푖 = −1
2
∑
퐼
Π퐼휙퐼,푖, (3.19)
where we have replaced the trace of the extrinsic curvature with the spatially dependent
Hubble parameter 퐻(푡, 푥푖) = −퐾(푡,푥푖)
3
. Since 퐻,푖 =
∑
퐼 퐻,퐼휙퐼,푖, matching terms with
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(3.19) and considering a spatially flat FRW universe (such that푁 = 1) gives the evolution
equation for the fields
휙˙퐼 = − 2
푃퐼,푋퐼
퐻,퐼 . (3.20)
The Friedmann equation follows directly from either the energy constraint (3.11) or the
equation for the trace of the extrinsic curvature (3.15)
3퐻2 =
∑
퐼
(
4퐻2,퐼
푃퐼,푋퐼
− 푃퐼
)
+ 푉. (3.21)
It is trivial to check the above recover the single-field results (2.102) and (2.103).
We now model inflation as driven by푁 probe퐷3-branes traversing푁 distinct warped
throats glued to a compact Calabi-Yau manifold in type IIB string theory. This was first
considered by [154–156] to study the effect of multiple sound-horizons on equilateral-
type non-Gaussianity. The corresponding expression for 푃퐼 is
푃퐼 =
1
푓퐼
(
1−
√
1− 2푓퐼푋퐼
)
. (3.22)
Here 푓퐼 parametrises the warped brane tension of throat 퐼 and is a function of 휙퐼 only.
This model is then distinct from the first example of multiple-field DBI [170], in which
a single brane descends a warped throat along radial and angular coordinates. Exactly
as in the single-field case (see section 2.4.2), we substitute the multiple-DBI Lagrangian
into the effective Klein-Gordon equation (3.21) to find a relation between 푋퐼 and set of
fields 휑
푋퐼 =
1
2
(
4퐻2,퐼
1 + 4퐻2,퐼푓퐼
)
. (3.23)
By replacing the above into (3.4) we find an expression for the sound speeds in terms of
휑 alone
푐퐼 =
1√
1 + 4푓퐼퐻2,퐼
. (3.24)
With the above, the effective Friedmann and Klein-Gordon equations can be written as
3퐻2 = 푉 −
∑
퐼
1
푓퐼
(
1− 1
푐퐼
)
, (3.25)
휙˙퐼 = −2푐퐼퐻,퐼 . (3.26)
We emphasise that, written in this form, 퐻 , 푐퐼 , 푉 and 휙˙퐼 are generally dependent on the
set of fields 휑 whilst 푓퐼 remains a function of 휙퐼 alone. Finally, we define the following
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slow-variation parameters
휖 ≡ − 퐻˙
퐻2
=
∑
퐼
휖퐼 =
∑
퐼
2푐퐼
(
퐻,퐼
퐻
)2
,
휂퐼 =
∑
퐽
휂퐼퐽 =
∑
퐽
2푐퐽
퐻,퐽
퐻,퐼
퐻,퐼퐽
퐻
,
푠퐼 ≡ − 푐˙퐼
퐻푐퐼
=
∑
퐽
푠퐼퐽 =
∑
퐽
2푐퐼,퐽
푐퐽
푐퐼
퐻,퐽
퐻
. (3.27)
The only general requirement on these parameters is 휖 < 1, corresponding to 푎¨ > 0. We
shall state explicitly when the additional restriction of slow variation is required, which
corresponds to 휖퐼 , ∣휂퐼퐽 ∣, ∣푠퐼퐽 ∣ ≪ 1.
3.3 Perturbations and local-type non-Gaussianity
We now turn our attention to perturbations in the multiple-DBI scenario, with particular
focus on the effect of non-trivial sound speeds on local-type non-Gaussianity. To this
end, we again introduce the two-point correlation function to define the power spectra of
field fluctuations
⟨훿휙퐼k1훿휙퐽k2⟩ = (2휋)3푃퐼퐽(푘1)훿(3)(k1 + k2), (3.28)
where the dimensionless power spectra are related via 풫퐼퐽 = 푘32휋2푃퐼퐽 . To simplify the
calculation of the power spectra we will assume slow variation at sound-horizon-exit. As
we will show in chapter 4, this assumption diagonalises the power spectra 풫퐼퐽 = 풫훿휙훿퐼퐽 ,
where the amplitude is again given by
풫훿휙★ =
(
퐻★
2휋
)2
. (3.29)
Note that it is a peculiarity of the DBI action (3.22) that this expression coincides with
the canonical case (2.89), although it should be emphasised that here the expression must
be evaluated at sound-horizon-exit.
To study the evolution of perturbations after sound-horizon-exit we employ the 훿푁
formalism. In section 2.4.1 we presented expressions for the power spectrum (2.94) and
spectral index (2.95) of the curvature perturbation for the case of multiple canonical fields
using the 훿푁 formalism. To calculate analogous expressions for the multiple-DBI case
however, we must make a further restriction to the background dynamics in addition to
slow variation at horizon-exit. Since our scenario admits multiple sound-horizons we
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demand that these are comparable whilst observable scales exit during inflation, such
that 푐퐼★ ≡ 푐★ for all 퐼 during this interval. Note that the case in which there is a rela-
tively small hierarchy in the sound speeds has been considered by [155, 156], who find
that the field perturbations freeze as they exit their respective sound-horizons. By con-
structing the curvature perturbation at the largest sound-horizon using a generalisation of
the adiabatic-entropy rotation detailed in section 2.4.1, they find an enhancement in the
power spectrum compared to that of the equal sound speed case. However, the case in
which there is a large hierarchy in the sound speeds remains unexplored, as does the evo-
lution of the curvature perturbation after exiting the largest sound-horizon. In our case
however, sound-horizon-exit equates to evaluating a quantity when 푘 = 푎★퐻★/푐★ and, for
brevity, we will often interchange between ‘sound-horizon’ and ‘horizon’ since in this
context the sound-horizon will be the only relevant scale. With this, the 훿푁 formalism
follows exactly as in section 2.4.1
풫휁 =
∑
퐼
푁2,퐼풫훿휙, (3.30)
푛휁 − 1 = −2휖+ 2
퐻
∑
퐼퐽 휙˙퐽푁,퐼푁,퐼퐽∑
퐾 푁
2
,퐾
. (3.31)
Note that whilst it is again a peculiarity of the DBI action (3.22) that the above coincide
with the canonical results (2.94) and (2.95), this need not generally be the case. Turn-
ing to the three-point function, the analysis of the bispectrum also follows exactly as in
section 2.5, giving
푓
(4)
NL =
5
6
∑
퐼퐽 푁,퐼푁,퐽푁,퐼퐽(∑
퐾 푁
2
,퐾
)2 , (3.32)
푓
(3)
NL(푘1, 푘2, 푘3) =
5
24휋4풫2휁
∏
푖 푘
3
푖∑
푖 푘
3
푖
∑
퐼퐽퐾
푁,퐼푁,퐽푁,퐾퐵퐼퐽퐾(푘1, 푘2, 푘3). (3.33)
The aim of this section is to use the above expressions to calculate 풫휁 , 푛휁 and 푓 (4)NL in the
multiple-DBI scenario, with particular emphasis on the effect of non-trivial sound speeds
on local-type non-Gaussianity. We return to the calculation of the power spectra 푃퐼퐽 and
bispectra 퐵퐼퐽퐾 of the fields, and in turn 푓 (3)NL , in the following chapter.
To track the super-horizon evolution of perturbations in the above model using the
훿푁 formalism we must evaluate expressions containing derivatives of the number of e-
folds, 푁,퐼 and 푁,퐼퐽 . Unlike single-field inflation however, there is no unique attractor in
the multiple-field case [79]. There are therefore an infinite number of trajectories and, as
such, the derivatives of 푁 become non-trivial. One is usually limited to numerical studies
unless a further dynamical restriction is made to evaluate such expressions analytically.
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For example, [125] calculate the non-linearity parameter analytically for canonical two-
field models by demanding a sum-separable potential 푉 (휙, 휒) = 푉 (휙)(휙)+푉 (휒)(휒). This
invokes the slow-roll approximation throughout however, to reduce the second-order field
equations to first-order expressions. To study more diverse dynamics, [136] develop an
analogous formalism by writing the field equations in Hamilton-Jacobi form [77,104], in
which they are automatically first order, and consider a sum-separable Hubble parameter
퐻(휙, 휒) = 퐻(휙)(휙)+퐻(휒)(휒). As a result, the slow-roll approximation can be discarded
after horizon-exit and one can reliably study regimes in which slow roll is violated. Note
that this is distinct from scenarios in which slow roll is violated at horizon-exit where,
for example, the potential exhibits a step feature when observable scales exit the horizon
[161–163].
In this section we adopt the method invoked by [136] and demand a sum-separable
Hubble parameter. Whilst allowing the violation of slow variation after horizon-exit, this
also suits the case of non-standard kinetic terms, since the dynamics are more naturally
described in the Hamilton-Jacobi formalism (see section 2.4.2). Given this restriction,
we exploit the resultant integral of motion to derive analytic expressions for the deriva-
tives of 푁 and in turn 풫휁 , 푛휁 and 푓 (4)NL . The calculation closely follows [136] and we
adopt analogous notation to clearly illustrate the additional effects of non-standard ki-
netic terms.
3.3.1 Two-field model with a sum-separable Hubble parameter
We begin by considering the two-field case, with fields 휙 and 휒, and demand a sum-
separable Hubble parameter
퐻(휙, 휒) = 퐻(휙)(휙) +퐻(휒)(휒), (3.34)
which leads to a number of simplifications. From equation (3.24), the sound speeds
become a function of their respective fields only 푐(휙)(휙) and 푐(휒)(휒). Note that, for no-
tational convenience, here and for the remainder of this section we identify the sound
speeds and slow-variation parameters with bracketed superscripts, for example 푐휙 ≡ 푐(휙).
A further simplification is that the cross derivatives of 퐻 (i.e. 퐻,휙휒) become zero. The
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combined effect is to reduce the number of relevant slow-variation parameters to
휖(휙) = 2푐(휙)
(
퐻,휙
퐻
)2
, 휖(휒) = 2푐(휒)
(
퐻,휒
퐻
)2
,
휂(휙휙) = 2푐(휙)
퐻,휙휙
퐻
, 휂(휒휒) = 2푐(휒)
퐻,휒휒
퐻
,
푠(휙휙) = 2푐
(휙)
,휙
퐻,휙
퐻
, 푠(휒휒) = 2푐(휒),휒
퐻,휒
퐻
, (3.35)
where we emphasise that whilst the above are assumed to be much smaller than unity
at horizon-exit, no constraints are placed on 휂(퐼퐼) and 푠(퐼퐼) thereafter. The most crucial
simplification however, is the ability to calculate the derivatives푁,퐼 and푁,퐼퐽 analytically.
To this end, we use (3.34) to write the number of e-folds between 푡★ and 푡푓 as
푁(푡★, 푡푓 ) =
∫ 푡푓
푡★
퐻푑푡 =
1
2
∫ 휙★
휙푓
퐻(휙)
푐(휙)퐻
(휙)
,휙
푑휙+
1
2
∫ 휒★
휒푓
퐻(휒)
푐(휒)퐻
(휒)
,휒
푑휒, (3.36)
which describes the evolution along the classical trajectory. Moreover, (3.34) permits the
following dimensionless integral of motion
풞 = −
∫
푑휙
푐(휙)퐻
(휙)
,휙
+
∫
푑휒
푐(휒)퐻
(휒)
,휒
, (3.37)
which is constant and unique for each classical trajectory, characterising motion orthog-
onal to it. By combining (3.36) and (3.37), we find the following expressions for the first
derivatives of 푁
푁,휙★ =
1
2
(
퐻
(휙)
★
푐★퐻
(휙)
,휙★
− 퐻
(휙)
푓
푐
(휙)
푓 퐻
(휙)
,휙푓
∂휙푓
∂휙★
− 퐻
(휒)
푓
푐
(휒)
푓 퐻
(휒)
,휒푓
∂휒푓
∂휙★
)
,
푁,휒★ =
1
2
(
퐻
(휒)
★
푐★퐻
(휒)
,휒★
− 퐻
(휒)
푓
푐
(휒)
푓 퐻
(휒)
,휒푓
∂휒푓
∂휒★
− 퐻
(휙)
푓
푐
(휙)
푓 퐻
(휙)
,휙푓
∂휙푓
∂휒★
)
, (3.38)
where, for clarity, we have included explicit references to 푡푓 and 푡★ via the corresponding
subscript. The task now is to calculate the derivatives of the fields at 푡푓 with respect to
the fields at 푡★, where we can again invoke the integral of motion (3.37).
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3.3.2 Evaluating the field derivatives
For brevity we focus only on ∂휙푓
∂휙★
, with the remaining combinations following analo-
gously. We begin by using the integral of motion (3.37) to write
∂휙푓
∂휙★
=
푑휙푓
푑풞
∂풞
∂휙★
. (3.39)
With respect to the first term, we note that since 푡푓 is defined as a constant density hyper-
surface, 퐻(휙푓 , 휒푓 ) is a constant in a spatially flat universe. As a result
푑휙푓
푑풞 퐻
(휙)
,휙푓
+
푑휒푓
푑풞 퐻
(휒)
,휒푓
= 0. (3.40)
Furthermore, differentiating (3.37) along 풞 gives
− 1
푐
(휙)
푓 퐻
(휙)
,휙푓
푑휙푓
푑풞 +
1
푐
(휒)
푓 퐻
(휒)
,휒푓
푑휒푓
푑풞 = 1, (3.41)
which, combined with (3.40) yields the first term in (3.39)
푑휙푓
푑풞 = −
1
퐻
(휙)
,휙푓
(
1
푐
(휙)
푓 퐻
(휙)2
,휙푓
+
1
푐
(휒)
푓 퐻
(휒)2
,휒푓
)−1
. (3.42)
The second term is simply given by the definition of 풞
∂풞
∂휙★
= − 1
푐★퐻
(휙)
,휙★
, (3.43)
and we combine (3.42) and (3.43) to find the result for ∂휙푓
∂휙★
∂휙푓
∂휙★
=
1
푐★퐻
(휙)
,휙★
퐻
(휙)
,휙푓
(
1
푐
(휙)
푓 퐻
(휙)2
,휙푓
+
1
푐
(휒)
푓 퐻
(휒)2
,휒푓
)−1
. (3.44)
Finally, we use the slow-variation parameters (3.35) and include the remaining combina-
tions of derivatives to find
∂휙푓
∂휙★
=
퐻푓
퐻★
휖
(휒)
푓
휖푓
(
푐
(휙)
푓
푐★
휖
(휙)
푓
휖
(휙)
★
) 1
2
,
∂휙푓
∂휒★
= −퐻푓
퐻★
휖
(휒)
푓
휖푓
(
푐
(휙)
푓
푐★
휖
(휙)
푓
휖
(휒)
★
) 1
2
,
∂휒푓
∂휒★
=
퐻푓
퐻★
휖
(휙)
푓
휖푓
(
푐
(휒)
푓
푐★
휖
(휒)
푓
휖
(휒)
★
) 1
2
,
∂휒푓
∂휙★
= −퐻푓
퐻★
휖
(휙)
푓
휖푓
(
푐
(휒)
푓
푐★
휖
(휒)
푓
휖
(휙)
★
) 1
2
, (3.45)
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which are used to evaluate the derivatives of 푁 in the following section.
3.3.3 Results
Given the expressions (3.38) and the results (3.45), the first derivatives of 푁 can be
calculated in terms of slow-variation parameters
푁,휙★ =
1√
2휖
(휙)
★ 푐★
푢, 푁,휒★ =
1√
2휖
(휒)
★ 푐★
푣. (3.46)
For brevity we have introduced the following definitions
푢 =
퐻
(휙)
★ + 푍푓
퐻★
, 푣 =
퐻
(휒)
★ − 푍푓
퐻★
, 푍푓 =
퐻
(휒)
푓 휖
(휙)
푓 −퐻(휙)푓 휖(휒)푓
휖푓
. (3.47)
The above neatly demonstrates the nature of the 훿푁 formalism, since the term푍푓 controls
the super-horizon evolution whilst the remaining terms are evaluated at horizon-exit. To
calculate 푛휁 and 푓 (4)NL we also require the second derivatives of 푁 , which are found by
simply differentiating (3.46) to give
푁,휙★휙★ =
1
2
⎛⎝ 1
푐★
−
(
휂
(휙휙)
★ + 푠
(휙휙)
★
)
휖
(휙)
★ 푐★
푢+
√
2√
휖
(휙)
★ 푐★
푍푓,휙★
퐻★
⎞⎠ ,
푁,휒★휒★ =
1
2
⎛⎝ 1
푐★
−
(
휂
(휒휒)
★ + 푠
(휒휒)
★
)
휖
(휒)
★ 푐★
푣 −
√
2√
휖
(휒)
★ 푐★
푍푓,휒★
퐻★
⎞⎠ ,
푁,휙★휒★ =
1√
2휖
(휙)
★ 푐★
푍푓,휒★
퐻★
= − 1√
2휖
(휒)
★ 푐★
푍푓,휙★
퐻★
, (3.48)
where the derivatives of 푍푓 are given by
푍푓,휙★ =
√
2퐻★√
푐★휖
(휙)
★
풜, 푍푓,휒★ = −
√
2퐻★√
푐★휖
(휒)
★
풜. (3.49)
Again for brevity we have introduced the following definition
풜 = −퐻
2
푓
퐻2★
휖
(휙)
푓 휖
(휒)
푓
휖푓
(
1
2
− 휂
푠푠
푓
휖푓
− 1
2
푠푠푠푓
휖푓
)
. (3.50)
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This is equivalent to the parameter 풜 in [136] and both expressions contain the second
term in parenthesis
휂푠푠 =
휖(휒)휂(휙휙) + 휖(휙)휂(휒휒)
휖
. (3.51)
Here we have used the notation of [125], where 휂푠푠 represents the effective mass of
isocurvature perturbations orthogonal to the background trajectory in the canonical case.
Here we use it as an approximate measure of the curvature of the potential orthogonal to
the background trajectory. We also find an additional term with respect to [136] however,
specific to non-standard kinetic terms, given by
푠푠푠 =
휖(휒)푠(휙휙) + 휖(휙)푠(휒휒)
휖
. (3.52)
In analogy with the preceding term, 푠푠푠 is an approximate measure of the second deriva-
tives of the sound speeds orthogonal to the background trajectory. Finally, we substitute
the results for 푁,퐼 (3.46) and 푁,퐼퐽 (3.48) into the expressions for 풫휁 (3.30), 푛휁 (3.31) and
푓
(4)
NL (3.32) to find
푃휁 =
퐻2★
8휋2푐★
(
푢2
휖
(휙)
★
+
푣2
휖
(휒)
★
)
, (3.53)
푛휁 − 1 = −2휖★ − 2
푢
(
1− (휂(휙휙)★ +푠(휙휙)★ )
휖
(휙)
★
푢
)
+ 푣
(
1− (휂(휒휒)★ +푠(휒휒)★ )
휖
(휒)
★
푣
)
푢2
휖
(휙)
★
+ 푣
2
휖
(휒)
★
, (3.54)
푓
(4)
NL =
5
6
푢2
휖
(휙)
★
(
1− (휂(휙휙)★ +푠(휙휙)★ )
휖
(휙)
★
푢
)
+ 푣
2
휖
(휒)
★
(
1− (휂(휒휒)★ +푠(휒휒)★ )
휖
(휒)
★
푣
)
+ 2
(
푢
휖
(휙)
★
− 푣
휖
(휒)
★
)2
풜(
푢2
휖
(휙)
★
+ 푣
2
휖
(휒)
★
)2 .
(3.55)
The above results are valid for the two-field scenario detailed in section 3.2, assuming
comparable sound speeds and slow variation at horizon-exit, in addition to a separable
Hubble parameter. It is straight forward to confirm that (3.53), (3.54) and (3.55) recover
previous results in the appropriate limits. To recover the single-field expressions we
consider 휒˙ → 0, such that 푍푓 → 퐻(휒)푓 , 푢 → 1 and 푣 → 0, since in the single-field
limit the curvature perturbation 휁 is conserved after horizon-exit and all parameters can
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be evaluated at 푡★. With this, we find
푃휁 =
1
8휋2
퐻2★
휖★푐★
, (3.56)
푛휁 − 1 = −4휖(휙)★ + 2휂(휙휙)★ + 2푠(휙휙)★ , (3.57)
푓
(4)
NL =
5
6
(
휖(휙)★ − 휂(휙휙)★ − 푠(휙휙)★
)
, (3.58)
the first two of which give the single-field results (2.114) and (2.115), whilst the third can
be found in [119]. Moreover, it is trivial to check that we recover the canonical results,
since in the limit 푐(휙)= 푐(휒)= 1 the expressions (3.54) and (3.55) coincide with those
of [136].
With regard to the general behaviour of our results, inspection of (3.54) shows that
푛휁 − 1 will remain 풪(휖★), where here 휖 represents first order in slow variation. This is in
keeping with observations of a nearly scale-invariant power spectrum [21]. Notice that,
whilst the expression (3.31) does contain second derivatives of the number of e-folds,
the dependence on 푠(휙휙) and 푠(휒휒) after horizon exit drops out of the final expression for
the spectral index. Notice too that the additional factors of 푠(휙휙)★ and 푠(휒휒)★ with respect
to [136] do not alter the conclusion that 푛휁 − 1 remains 풪(휖★).
Turning to 푓 (4)NL , the first two terms in parenthesis in (3.55) are similarly풪(휖★) and so
would contribute little towards any enhanced non-Gaussianity. Moreover, barring certain
fine-tuned choices for the trajectory, the prefactor of 풜 is generally 풪(1) (see [134] for
a summary of when this term is large in the canonical case). As a result, 풜 provides
the only potential source of significant non-Gaussianity. Whilst the terms preceding the
parenthesis in the expression for풜 (3.50) are풪(휖★), 휂푠푠푓 and 푠푠푠푓 can become much larger
than unity since we not constrained by slow variation after horizon-exit. In the canonical
case for example, [136] show that 휂푠푠푓 can produce enhanced non-Gaussianity as the tra-
jectory descends a potential in which 휂(휙휙) and 휂(휒휒) become large. For non-trivial sound
speeds however, we find the additional factor 푠푠푠푓 which can, in principle, produce a simi-
lar contribution. For example, one might expect an analogous scenario to [136] in which
푠푠푠푓 produces significant non-Gaussianity as the trajectory traverses a warped region in
which 푐(휙) and 푐(휒) change abruptly and so 푠(휙휙) and 푠(휒휒) are enhanced. In the following
section we will apply our general formulae to such a scenario and demonstrate how 푠푠푠푓
becomes large, producing enhanced local-type non-Gaussianity during inflation.
We note here that the expressions (3.53), (3.54) and (3.55) are well suited for describ-
ing the evolution of 풫휁 , 푛휁 and 푓 (4)NL during inflation. However, these are not necessarily
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the observed values since in general we must track their evolution from the end of in-
flation until they are imprinted on the CMB at decoupling. Ideally, one would know
the entire evolution history between these times but, given our lack of knowledge of
the early universe, this is not currently feasible. In light of this, recent work has con-
sidered whether such non-Gaussianity produced during inflation can imprint upon the
CMB [92–94,127,140–143]. For example, [92,93] consider scenarios in which a limit is
reached during or shortly after inflation, in which perturbations become essentially adi-
abatic and approximately conserved. It may be that the potential has a focusing region
in which trajectories converge before the end of inflation and, in certain circumstances,
can imprint upon the CMB. Alternatively, a waterfall field may end inflation whilst 푓 (4)NL
is large, after which it is preserved. If a conserved limit is reached shortly after inflation
however, one must still choose a method for reheating and the results may depend upon
this choice. As a further example, [94, 127] consider sum-separable potentials and find
non-Gaussianity is damped during the transition to single-field behaviour, leaving little
imprint on the CMB. Such study is invaluable for understanding what we can infer about
inflationary dynamics from observations of non-Gaussianity and it would be interesting
to make similar considerations in our case. In this work however, we simply illustrate
the potential production of non-Gaussianity through multiple-field dynamics during in-
flation, facilitated by non-trivial sound speeds as opposed to the potential.
3.4 Inflation in two cutoff throats
To illustrate the more general arguments presented in the previous section, we present a
specific scenario that can be described by the above framework. In particular, we consider
two-field inflation in the tip regions of two warped throats. We find that the combined
effect of rapidly varying sound speeds and multiple-field dynamics can lead to significant
local-type non-Gaussianity towards the end of inflation, for certain initial conditions.
3.4.1 Background trajectory
We model inflation as driven by two probe 퐷3-branes traversing two distinct warped
throats glued to a compact Calabi-Yau in type IIB string theory [154–156], as in fig-
ure 3.1. Each throat is produced by a stack of 푁 퐷3-branes located at the tip of the
conifold, sourcing 푁 units of 5-form flux which warp the space. In addition, we add
푀 wrapped 퐷5-branes at the apex of each throat that source 푀 units of magnetic 푅푅
3-form flux, through the 푆3 of the basis 푇 11 of the cone. The resulting space-time is a
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Figure 3.1: Geometric illustration of our example model. Inflation is driven by two
probe 퐷3-branes traversing two distinct warped throats glued to a compact Calabi-Yau
manifold in type IIB string theory. The radial co-ordinates of the 퐷-branes play the role
of the fields 휙 and 휒.
Klebanov-Tseytlin throat [171] and we refer to [172] for a review of the geometrical as-
pects of this set up and [173] for the case of single-field inflation in a cutoff throat. Given
the above, the warp factors are given by
푓휙 =
휆1
휙4
(
1 + 휆2 ln
(
휙
휆3
))
, (3.59)
where 푓휒 is given by replacing 휙 → 휒. For simplicity we have assumed the same warp-
ing in each throat, such that 휆(휙)푖 = 휆
(휒)
푖 ≡ 휆푖, which does not qualitatively alter our
conclusions. Here 휆푖 control the number of 푅푅 fluxes switched on and, in particular,
휆2 is dependent on 푀 [172]. Geometrically, the logarithmic running of the warp factor
implies that the effective number of units of 5-form flux varies, depending on the position
along the throat. Note the infrared singularity at 휙 = 휆3 푒−1/휆2 where the supergravity
approximation used to obtain the geometry breaks down and the solution becomes unreli-
able. By considering a generalization of the previous setup, obtained by wrapping branes
on a deformed conifold, this singularity can be tamed [174]. However, the inflationary
trajectory we consider does not reach the IR singularity and so we adopt (3.59) for the
warp factors. Figure 3.2 illustrates 푓휙 for representative values of the parameters, which
we will use hereafter. Note that such choices are used for illustrative purposes only, since
a full exploration of parameter space is beyond the scope of this chapter. Given this, we
choose a linear, separable Hubble parameter
퐻(휙, 휒) = ℋ(휙)휙+ℋ(휒)휒, (3.60)
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such that 휂휙휙= 휂휒휒= 0. This guarantees that the only significant contribution towards
푓
(4)
NL in (3.55) must be 푠푠푠, since 휂푠푠 = 0 throughout inflation. Finally, with expressions for
the Hubble parameter and warp factors, the potential is fixed by the Friedmann equation
(3.25) and, throughout most of inflation, is well approximated by
푉 (휙, 휒) ≃ 3ℋ(휙)2휙2 + 3ℋ(휒)2휒2 + 6ℋ(휙)ℋ(휒)휙휒. (3.61)
Whilst this potential is required to suit our analytical approach, it allows us to demon-
strate properties that we expect to be representative of a broader class of potentials. Using
(3.24), we arrive at the following expression for the sound speeds
푐휙 =
1√
1 + 4ℋ
(휙)2휆1
휙4
(
1 + 휆2 log
(
휙
휆3
)) , (3.62)
where 푐휒 is again given by replacing 휙 → 휒. Figure 3.2 illustrates 푐휙 for the 푓휙 plotted
previously. This provides some qualitative insight into the inflationary dynamics. Con-
sidering for a moment the single-field case, inflation progresses efficiently with 푐휙 ≪ 1
and 휖휙 ≪ 1 for 휙 ≳ 0.7, as in the standard single-field DBI case. For 휙 ≲ 0.7 however,
corresponding to the tip of the throat, the sound speed rises rapidly and drives 휖휙 towards
unity, where inflation ends. Similar qualitative arguments hold for the two-field case but
the evolution will depend more on the choice of model parameters.
To study the precise dynamics we must solve the equations of motion. Since the
Friedmann equation is automatically satisfied we need only solve the field equations
(3.26) for a given choice of parameters and initial conditions. As such we choose 휆1 =
6 × 1016, which is typically required in standard DBI [101], 휆2 = 2 and 휆3 = 1 to
characterise the warp factors. Furthermore, we choose 휙(푡★) = 휒(푡★) = 1 as our initial
conditions, where 푡★ is the time at which observable scales exit the horizon. We require
푁 ≃ 60 e-folds between 푡★ and the end of inflation, which we choose to define as 휖 =
1. Note that this choice is a working definition for the end of inflation, since we do
not consider an explicit model of reheating in this work. The choice of parameters and
initial conditions thus far is ‘symmetric’, in the sense that for ℋ(휙) = ℋ(휒) the resultant
trajectory would be a straight line. To facilitate multiple-field behaviour we introduce a
small asymmetry such that ℋ(휙) = 1.188 × 10−6 and ℋ(휒) = 1.192 × 10−6, where we
will find that this is the level of asymmetry required to produce enhanced local-type non-
Gaussianity (see chapter 5 for a more thorough analysis of the fine-tuning required to
produce such an enhancement). Moreover, this choice of parameters produces 푐휙/푐휒 ∼
1+10−3 at 푡★ and is therefore consistent with our approximation that the sound-horizons
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Figure 3.2: Above: The warp factor 푓휙 (solid) and corresponding sound speed 푐휙 (dashed)
plotted as functions of 휙 for the parameter values detailed in the text. Below: The rapid
increase in 푐휙 towards the tip of the throat in further detail.
CHAPTER 3. MULTIPLE-DBI INFLATION: LOCAL CONTRIBUTION 58
are comparable when observable scales exit. Given this, we solve the field equations and
plot the inflationary trajectory in figure 3.3.
As we would expect, given the almost symmetric initial conditions and parameter
choices, the trajectory is approximately straight. However, towards the end of inflation
the trajectory curves in the 휒 direction. To understand this, we show the evolution of the
sound speeds parametrically in figure 3.4. Throughout most of inflation 푐휙 ≃ 푐휒 ≪ 1,
behaving essentially as standard single-field DBI. At the tip of the throats, corresponding
to the last few e-folds of inflation, both sound speeds increase rapidly. By choosing
ℋ(휒) ≳ ℋ(휙) however, 푐휒 increases slightly before 푐휙, producing the upwards turn in
figure 3.4. Since the motion of 휒 is now less inhibited than that of 휙, the trajectory in
figure 3.3 curves in the 휒 direction.
3.4.2 Evolution of 푓 (4)NL
Given this trajectory, we use the expressions in section 3.3.3 to study the evolution of the
relevant quantities (e.g. 푓 (4)NL) as a function of 푡푓 for a fixed 푡★. Considering first the two-
point statistics we find that the conversion between adiabatic and entropy modes during
the turn in the trajectory causes the power spectrum to increase slightly towards the end
of inflation (see figure 3.5). At the end of inflation we find 풫휁 = 2.44 × 10−9, which is
consistent with observations [21]. This conversion between adiabatic and entropy modes
leaves the spectral index unaffected however (see figure 3.5), which remains approxi-
mately constant at 푛휁 − 1 = −0.0108 and is again consistent with observations [21].
This behaviour is specific to this scenario however, since our parameter choices lead to
cancellations in the expression (3.54) that leaves the term responsible for the evolution
of the spectral index subdominant with respect to the leading constant contribution. We
note again that the spectral index is insensitive to the rapidly varying sound speeds at the
end of inflation, as discussed in section 3.3.3.
Considering now the three-point statistics, we find that the rapidly changing sound
speeds allow 푠휙휙 and 푠휒휒 to increase towards the end of inflation. We note again that,
since our approach does not rely on slow variation after horizon-exit, we are able to study
such regimes with confidence in our results. We therefore find that 푠푠푠 increases dramati-
cally, as illustrated in figure 3.6, and so therefore does풜. In addition to the enhancement
of 풜, the small departure from single-field behaviour towards the end of inflation, as
illustrated in figure 3.3, produces a non-zero term preceding 풜 in the expression for 푓 (4)NL
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Figure 3.3: Above: The trajectory in field-space, originating at 휙(푡★) = 휒(푡★) = 1 and
ending after 푁 ≃ 60 e-folds of inflation, when 휖 = 1. Note that, since we work in units
where 푀P = 1, the fields are dimensionless. Below: Enlarged region of the trajectory
(solid) illustrating the turn in the 휒 direction towards the end of inflation. The dashed
line shows the straight line trajectory corresponding to ℋ(휙) = ℋ(휒) for comparison.
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Figure 3.4: Evolution of the sound speeds 푐휙 and 푐휒 (solid). For most of inflation 푐휙 ≃
푐휒 ≪ 1 but during the last few e-folds both rise rapidly, with 푐휒 > 푐휙. This explains the
downward curving trajectory in figure 3.3. For comparison, the dashed line shows the
corresponding evolution for ℋ(휙) = ℋ(휒).
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Figure 3.5: Above: Evolution of 풫휁 with respect to 푡푓 , plotted as a function of 휖 for the
trajectory in figure 3.3. The conversion between adiabatic and entropy modes during the
turn in the trajectory causes the power spectrum to increase slightly towards the end of
inflation, where 풫휁 = 2.44 × 10−9 at the end of inflation. Below: Evolution of 푛휁 with
respect to 푡푓 , plotted as a function of 휖 for the trajectory in figure 3.3, where 푛휁 − 1 =
0.9892 at the end of inflation. This remains approximately constant throughout inflation,
since in this scenario cancellations in the expression (3.54) leave the term responsible
for the evolution of the spectral index subdominant with respect to the leading constant
contribution. Furthermore, neither of the above are sensitive to the rapidly varying sound
speeds at the end of inflation.
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Figure 3.6: Above: Evolution of 푠푠푠 with respect to 푡푓 , plotted as a function of 휖 for
the trajectory in figure 3.3. The rapidly varying sound speeds produce 푠푠푠 ≃ −34000 at
the end of inflation, when 휖 = 1. Below: The corresponding evolution of 푓 (4)NL , where
the combination of rapidly varying sound speeds and a turn in the trajectory produces
푓
(4)
NL ≃ −20 at the end of inflation.
CHAPTER 3. MULTIPLE-DBI INFLATION: LOCAL CONTRIBUTION 63
(3.55). Note that regardless of the magnitude of풜, 푓 (4)NL would remain small for a straight
trajectory (i.e. for ℋ(휙) = ℋ(휒)). The combined effect therefore is a rapid increase
towards 푓 (4)NL ≃ −20 at the end of inflation, as shown in figure 3.6. Note that the negative
sign of the non-linearity parameter in this example is the result of the rapidly increasing
sound speeds, which is disfavoured but not excluded by observations [22]. It would be
interesting to apply similar techniques to [92,93] to further understand the sign of 푓 (4)NL in
such scenarios.
As discussed in section 2.4.2, it is important to remember that DBI type models are
usually considered in the context of equilateral-type non-Gaussianity, through enhanced
field interactions at horizon-exit. For example, for single-field DBI in the equilateral
configuration one finds ∣푓 (3)NL∣ ∼ 푐−2푠 at horizon-exit (see (2.136)), which is preserved
thereafter [101]. Moreover, 푓NL ≃ 푓 (3)NL to a very good approximation, since the local
contribution is negligible in the single-field case. This places a firm lower bound on
the sound speed at horizon-exit. In the scenario considered above the sound speeds at
horizon-exit are similarly small and the naive expectation would be for a prohibitively
large 푓 (3)NL , in addition to the large 푓
(4)
NL we have already discussed. The introduction
of multiple-field dynamics can alter this conclusion however, via conversion between
entropy and adiabatic modes both during horizon-exit and thereafter (see, for example,
[106, 147, 148, 157] for the case of multiple-field DBI in the context of a single throat,
in which 푓 (3)NL is suppressed by such dynamics). We leave an explicit calculation of the
equilateral contribution and its correlation with the local contribution to the following
chapter and, for now, emphasise our main result of large local-type non-Gaussianity from
dynamics associated with non-trivial sound speeds.
Finally we note that, given our working definition of 휖 = 1 as the end of inflation,
at which time we evaluate the relevant quantities, we are unable to track their evolution
from the end of inflation until they imprint upon the CMB. Whilst the implementation of
an explicit model for reheating or the imposition of a transition to adiabaticity is outside
the scope of this work, it would be an interesting topic for future research.
3.5 Conclusions
We have studied the effect of non-trivial sound speeds and multiple-field dynamics on
non-Gaussianity during inflation. In particular, we have shown that rapid changes in the
sound speeds can, in principle, produce local-type non-Gaussianity during a turn in the
trajectory.
As an example of multi-component inflation with non-trivial sound speeds, we con-
sidered a multiple-DBI model and used the 훿푁 formalism to track the super-horizon
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evolution of perturbations. Having expressed the homogeneous equations of motion in
Hamilton-Jacobi form, we adopted the method of [136] and used a sum-separable Hubble
parameter to derive analytic expressions for the relevant quantities in the two-field case,
valid beyond slow variation.
We find that non-trivial sound speeds can, in principle, produce significant local-
type non-Gaussianity. Deviations from slow variation after horizon-exit, such as rapidly
varying sound speeds, enhance this effect. Note that this contribution is in addition to
that of the potential and the general result is a combination of both sources. Note also
that this effect is distinct from the production of equilateral-type non-Gaussianity caused
by violations of slow roll during horizon-exit, which is possible even in the single-field
case [161–163]. To illustrate our results we considered inflation in the tip regions of two
warped throats, in which the sound speeds rapidly increase at the end of inflation. This,
alongside a turn in the trajectory, produces large local-type non-Gaussianity towards the
end of inflation. The non-linearity parameter is negative in this example however, owing
to the rapidly increasing sound speeds.
There are a number of outstanding questions that lend themselves to further work.
Most noteworthy is that, in this chapter, we considered the local contribution to 푓NL from
multiple-field dynamics during inflation. It would therefore be interesting to compare this
to the equilateral contribution produced at horizon-exit by small sound speeds. Whilst
this contribution is dominant in the single-field case, the introduction of multiple fields
may alter this conclusion via conversion between entropy and adiabatic modes (see, for
example, [106, 147, 148]). Moreover, correlations between different contributions may
lead to one of the few explicit examples of models characterised by combined equilateral
and local non-Gaussianities (see [148, 157, 160] for alternatives). We intend to address
these issues in much greater detail in the following chapter.
Other open questions remain regarding the application to more general cases. Firstly,
whilst our example trajectory illustrates the production of local-type non-Gaussianity
through non-trivial sound speeds, it is unclear how generic this behaviour is. It would
therefore prove useful to study a wider parameter space, which we begin to explore
in chapter 5 (see [134] for an example in the canonical case). Similarly, our use of
a sum-separable Hubble parameter, whilst providing analytically tractable expressions,
also restricts the choice of potential. Thus it would be interesting to study more general
cases with alternative analytical or numerical methods. Note that this is also true in the
canonical case. Finally, we highlight that our model based approach explicitly demon-
strates the dynamics necessary for local-type non-Gaussianity. This must be considered
in light of more general methodologies however, such as an effective field theory ap-
proach [175, 176], which offer wider applicability. It would therefore be interesting to
bridge the gap between the two.
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We end by again noting that our approach treats multiple-field dynamics during infla-
tion and, since we did not consider a model of reheating or an approach to adiabaticity,
we cannot conclude that the values calculated here are necessarily those observed in the
CMB. In our illustrative example however, the non-linearity parameter peaks at the end
of inflation, corresponding to a violation of slow variation at the tips of the throats. We
would argue that such scenarios seem the most likely to produce non-Gaussianity during
inflation that can imprint upon the CMB. More generally however, it would be inter-
esting to apply similar techniques to [92–94, 127, 140–143] in the case of non-standard
kinetic terms, to further understand what we can infer about the dynamics of inflation
from observations of non-Gaussianity.
Chapter 4
Multiple-DBI inflation: Equilateral
contribution
The aim of this chapter is to consider the equilateral contribution to the bispectrum in the
multiple-DBI scenario described in the previous chapter. We begin by calculating the full
second-order action for the field fluctuations using the ADM formalism. We then derive
the corresponding two-point function for the field fluctuations at horizon-exit, to leading
order in slow variation. We emphasise that whilst we assume slow variation at horizon-
exit, this need not necessarily apply thereafter. We then progress to the third-order action
and calculate the three-point function of the field fluctuations at horizon-exit, this time
to leading order in slow variation and small sound speeds. Thereafter, we use the 훿푁
formalism and a separable Hubble parameter, as in the previous chapter, to present the
combined local and equilateral contributions to the bispectrum of the curvature perturba-
tion. We then revisit the case of inflation in two cutoff throats and find the corresponding
equilateral contribution is prohibitively large for the parameter set considered in the pre-
vious chapter.
4.1 Introduction
In the previous chapter we studied a multiple-DBI model, akin to that of [154–156], as
a concrete example of multi-component inflation with non-standard kinetic terms. Using
the 훿푁 formalism, we tracked the super-horizon evolution of perturbations using the
field fluctuations at horizon-exit and the subsequent background trajectory. With the
adoption of a sum-separable Hubble parameter, as in [136], we were able to treat the two-
field case both analytically and beyond slow variation to calculate the local contribution.
Moreover, by considering inflation in the tip regions of two warped throats, we illustrated
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that rapidly varying sound speeds can produce large local-type non-Gaussianity during a
turn in the trajectory.
The previous chapter did not include the equilateral contribution produced on sub-
horizon scales however, and it is expected that both equilateral and local contributions
will be relevant in models characterised by non-standard kinetic terms and multiple-field
dynamics [106, 147–156, 160]. Whilst this contribution is dominant in the single-field
case, the introduction of multiple fields can alter this conclusion through the conversion
between entropy and adiabatic modes (see, for example, [106, 147, 148]). In this chapter
we again consider the multiple-DBI model described in the previous chapter and compute
the full third-order action using the ADM formalism [169]. After considering the lead-
ing contributions in slow variation and small sound speeds, we calculate the three-point
function of the field fluctuations at horizon-exit using the path integral approach [177].
Thereafter, we implement the 훿푁 formalism and assume a separable Hubble parameter
as in the previous chapter to calculate, fully analytically, the combined local and equilat-
eral contributions to the bispectrum of the curvature perturbation, giving one of the few
explicit examples of models characterised by both contributions (see [148, 157, 160] for
alternatives). Finally, as a first step towards assessing the viability of such a signal, we
again apply our results to the case of inflation in two cutoff throats. We leave a fuller
exploration of the parameter space to the following chapter.
4.2 The three-point function of field fluctuations
Inspection of (3.33) shows that the calculation of the equilateral contribution to the three-
point function of the curvature perturbation, or 푓 (3)NL , requires first the calculation of the
bispectrum of the field fluctuations at horizon-exit. In preparation for the calculation of
the bispectrum, we begin by using the ADM formalism [169] to derive the second-order
action for the field fluctuations for the more general Lagrangian (3.1), before restricting
ourselves to slow variation around horizon-exit in the multiple-DBI case. We then use
this result to find the power spectrum of field fluctuations at horizon-exit, a result we only
quoted in the previous chapter. We then perform the analogous calculation to construct
the action at third order, before restricting ourselves to both slow variation and small
sound speeds around horizon-exit in the multiple-DBI case. Thereafter, we use the path
integral formalism [177] to calculate the bispectrum of the field fluctuations at horizon-
exit.
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4.2.1 The power spectrum
To calculate the two-point function of the field fluctuations we begin again with the gen-
eral action
푆 =
1
2
∫
푑푡 푑3푥
√−푔
[
푅 + 2
∑
퐼
푃퐼 − 2푉
]
, (4.1)
where we emphasise again that 푃퐼 is a function of the single scalar field 휙퐼 and kinetic
function 푋퐼 = −12푔휇휈휙퐼,휇휙퐼,휈, whereas the potential 푉 is a function of the set of scalar
fields 휑 = {휙1, 휙2, ..., 휙푁}. Again 푅 is the Ricci scalar and 푔 is the determinant of
the metric tensor 푔휇휈 . Whilst in the previous chapter we presented the homogeneous
equations of motion in Hamilton-Jacobi form, here it will be more convenient to use
them in their conventional form
3퐻2 =
∑
퐼
(
휙˙2퐼푃퐼,푋퐼 − 푃퐼
)
+ 푉, (4.2)
퐻˙ = −1
2
∑
퐼
휙˙2퐼푃퐼,푋퐼 . (4.3)
The Klein-Gordon equation, which is not independent of the above, is given by
푃퐼,퐼 = 3퐻푃퐼,푋퐼 휙˙퐼 + 푃˙퐼,푋퐼 휙˙퐼 + 푃퐼,푋퐼 휙¨퐼 + 푉,퐼 , (4.4)
where we note again that here and throughout this work any summation of the fields is
written explicitly. Progressing to perturbations about the homogeneous background, we
construct the second-order action by recasting (4.1) using the ADM formalism [169],
exactly as we did to derive the Hamilton-Jacobi equations in section 3.2 (see [106, 147]
for similar calculations). This will be useful since the lapse function 푁 and shift vector
푁 푖 become Lagrange multipliers under variation. This, along with an appropriate choice
of gauge, will simplify the task of isolating the physical degrees of freedom when we
consider perturbations. Until then, however, we stress that the equations remain exact
with no choice of gauge. In terms of the ADM metric (3.6), the action (4.1) and kinetic
term are again given by
푆 =
1
2
∫
푑푡 푑3푥
√
ℎ
[
푁푅(3) +푁퐾푖푗퐾
푖푗 −푁퐾2 + 2푁
∑
퐼
푃퐼 − 2푁푉
]
, (4.5)
푋퐼 =
1
2푁2
(
휙˙퐼 −푁 푖휙퐼,푖
)2
− 1
2
휙퐼,푖휙
,푖
퐼 , (4.6)
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where 퐾 = 퐾푖푖 , 푅(3) is the three dimensional Ricci scalar and indices are raised and
lowered using the spatial metric. 퐾푖푗 is the extrinsic curvature, given by
퐾푖푗 =
1
2푁
(
푁푖∣푗 +푁푗∣푖 − ℎ˙푖푗
)
, (4.7)
where again ∣푖 denotes the covariant derivative with respect to the spatial metric. We now
derive the energy and momentum constraint equations by varying the ADM action (4.5)
with respect to the lapse function 푁 and shift vector 푁 푖 respectively
푅(3) −퐾푖푗퐾푖푗 +퐾2 − 2
∑
퐼
(
푃퐼,푋퐼
푁2
푣2퐼 − 푃퐼
)
+ 푉 = 0, (4.8)
퐾∣푖 −퐾푗푖∣푗 −
∑
퐼
푃퐼,푋퐼
푁
푣퐼휙퐼,푖 = 0, (4.9)
where for notational convenience we have introduced 푣퐼 = 휙˙퐼 − 푁 푖휙퐼,푖. To solve the
energy and momentum constraints we consider a first-order expansion of the inhomoge-
neous quantities about a spatially flat FRW background
푁 = 1 + 훼, 휙퐼 = 휙¯퐼 + 훿휙퐼 ,
푁푖 = 훽∣푖, ℎ푖푗 = 푎
2
(
(1− 2휓)훿푖푗 + 2퐸∣푖푗
)
, (4.10)
where we consider scalar perturbations only and 훿푖푗 is the Kronecker delta symbol. This
presents 푛 + 4 scalar degrees of freedom: 훿휙퐼 , 훼, 훽, 휓 and 퐸. We eliminate two degrees
of freedom by adopting the spatially flat gauge, whereby 휓 = 0 and 퐸 = 0, such that
푁 = 1 + 훼, 휙퐼 = 휙¯퐼 + 훿휙퐼 ,
푁푖 = 훽∣푖, ℎ푖푗 = 푎
2훿푖푗, (4.11)
leaving 푛 + 2 scalar degrees of freedom. Note that for notational convenience we drop
the overbar on homogeneous quantities for the remainder of this section. To eliminate
two further degrees of freedom we substitute the above into the constraint equations (4.8)
and (4.9), giving algebraic equations for 훼 and 훽 ∣푖∣푖
훼 =
∑
퐼
푃퐼,푋퐼 휙˙퐼
2퐻
훿휙퐼 , (4.12)
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훽
∣푖
∣푖 =−
1
2퐻
∑
퐼
[
푃퐼,퐼푋퐼 휙˙
2
퐼훿휙퐼 − 푃퐼,퐼훿휙퐼 + 푉,퐼훿휙퐼 +
(
푃퐼,푋퐼 + 푃퐼,푋퐼푋퐼 휙˙
2
퐼
)
휙˙퐼훿휙˙퐼+
+
(
3퐻2 +
1
2
∑
퐽
[
푃퐽,푋퐽 + 푃퐽,푋퐽푋퐽 휙˙
2
퐽
]
휙˙2퐽
)
푃퐼,푋퐼 휙˙퐼
퐻
훿휙퐼
]
. (4.13)
As noted by [47, 119], it suffices to consider only a first-order expansion in the energy
and momentum constraints, since higher-order contributions cancel out of the second and
third-order actions. After substituting the above back into the action (4.5) expanded to
second order, removing total derivatives and using the background equations of motion,
we find the second-order action in terms of the 푁 physical degree of freedom 훿휙퐼
푆(2) =
1
2
∫
푑4푥 푎3
∑
퐼
[(
푃퐼,푋퐼 + 푃퐼,푋퐼푋퐼 휙˙
2
퐼
)
훿휙˙2퐼 − 푃퐼,푋퐼훿휙퐼,푖훿휙,푖퐼
−
∑
퐽
푀퐼퐽훿휙퐼훿휙퐽 +
∑
퐽
[
2푃퐼,퐼푋퐼 휙˙퐼훿퐼퐽 −
1
퐻
푃퐼,푋퐼푋퐼푃퐽,푋퐽 휙˙
3
퐼 휙˙퐽
]
훿휙˙퐼훿휙퐽
]
, (4.14)
where the effective mass matrix is given by
푀퐼퐽 = −푃퐼,퐼퐼훿퐼퐽 + 푉,퐼퐽 + 1
2퐻
(
푃퐼,퐼푋퐼푃퐽,푋퐽 휙˙
2
퐼휙˙퐽 + 푃퐽,퐽푋퐽푃퐼,푋퐼 휙˙
2
퐽 휙˙퐼
)
− 1
4퐻2
∑
퐾
푃퐼,푋퐼푃퐽,푋퐽푃퐾,푋퐾 ,푋퐾 휙˙퐼 휙˙퐽 휙˙
4
퐾 −
1
푎3
푑
푑푡
(
푎3
퐻
푃퐼,푋퐼푃퐽,푋퐽 휙˙퐼 휙˙퐽
)
. (4.15)
Note that the above recovers the action (2.105) in the single-field limit. In it instructive to
vary the above with respect to the field fluctuations, which gives the following first-order
wave equation
퐾퐼훿휙¨퐼 − 푃퐼,푋퐼훿휙,푖퐼,푖 +
∑
퐽
[
퐾˙퐼훿퐼퐽+3퐻퐾퐼훿퐼퐽 +푁퐼퐽 −푁퐽퐼
]
훿휙˙퐽
+
∑
퐽
[
푁˙퐼퐽 + 3퐻푁퐼퐽 +푀퐼퐽
]
훿휙퐽 = 0, (4.16)
where we have introduced
퐾퐼 = 푃퐼,푋퐼 + 푃퐼,푋퐼푋퐼 휙˙
2
퐼 , (4.17)
푁퐼퐽 = 푃퐼,퐼푋퐼 휙˙퐼훿퐼퐽 −
1
2퐻
푃퐼,푋퐼푋퐼푃퐽,푋퐽 휙˙
3
퐼 휙˙퐽 , (4.18)
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to keep the equations of motion succinct. The expression for the propagation velocity
of the perturbations can then be determined in the usual way by inspection of the first
two terms in (4.16), which yields exactly the definition (3.4) and trivially recovers the
single-field result.
Considering again the second-order action (4.14) to leading order in slow variation,
which we assume around horizon-exit, the interactions amongst the fields can be ne-
glected and we find 푁 copies of the single-field action (2.107)
푆(2) ≃ 1
2
∫
푑4푥 푎3
∑
퐼
푃퐼,푋퐼
[
1
푐2퐼
훿휙˙2퐼 − 훿휙퐼,푖훿휙,푖퐼
]
. (4.19)
We refer to [106, 148] for analyses of similar models in which the interactions amongst
the fields are not neglected at horizon-exit. For the multiple-DBI Lagrangian (3.22) it
can be shown that 푃퐼,푋퐼 = 1/푐퐼 where, as we did in the previous chapter, we assume
comparable sound speeds at horizon-exit. The above can then be solved exactly as in
section 2.4.2, leaving 푁 copies of the single-field power spectrum 풫퐼퐽 = 풫훿휙훿퐼퐽 , where
the amplitude at sound-horizon-exit is given by
풫훿휙★ =
(
퐻★
2휋
)2
, (4.20)
which is the result we simply quoted in section 3.3. It is a peculiarity of the multiple-
DBI Lagrangian that the above coincides with the canonical result, although it must be
emphasised that here the result must instead be evaluated at sound-horizon-exit 푘 =
푎★퐻★/푐★.
4.2.2 The bispectrum
Whilst the power spectrum required the action expanded to second order, the calculation
of the bispectrum requires the action expanded to third order. After substituting the
expressions for 훼 (4.12) and 훽 ∣푖∣푖 (4.13) back into the action (4.5) expanded to third order,
removing total derivatives and using the background equations of motion, we arrive at
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the third-order action
푆(3) =
∫
푑푡 푑3푥 푎3
[(
3퐻2훼2 + 2퐻훼훽
∣푖
∣푖 +
1
2
(
훽
∣푖
∣푖훽
∣푗
∣푗 − 훽∣푖푗훽 ∣푖푗
))
훼
+
∑
퐼
[(
−1
2
휙˙2퐼훼
3 + 휙˙퐼훼
2훿휙˙퐼 + 휙˙퐼훼훽
∣푖훿휙퐼∣푖 − 1
2
훼훿휙˙2퐼 −
(
훽 ∣푖훿휙˙퐼 +
1
2
훼훿휙
∣푖
퐼
)
훿휙퐼∣푖
)
푃퐼,푋퐼
+
(
휙˙2퐼훼
2 − 3
2
휙˙퐼훼훿휙˙퐼 +
1
2
훿휙˙2퐼 −
(
휙˙퐼훽
∣푖 +
1
2
훿휙
∣푖
퐼
)
훿휙퐼∣푖
)
푃퐼,푋퐼푋퐼푋˜퐼 +
1
2
푃퐼,퐼푋퐼푋퐼 푋˜
2
퐼 훿휙퐼
+
(
1
2
휙˙2퐼훼
2 − 휙˙퐼훼훿휙˙퐼 + 1
2
훿휙˙2퐼 −
(
휙˙퐼훽
∣푖 +
1
2
훿휙
∣푖
퐼
)
훿휙퐼∣푖
)
푃퐼,퐼푋퐼훿휙퐼 +
1
2
푃퐼,퐼퐼푋퐼푋˜퐼훿휙
2
퐼
+
1
2
푃퐼,퐼퐼훼훿휙
2
퐼 +
1
6
푃퐼,퐼퐼퐼훿휙
3
퐼 −
∑
퐽
1
2
푉,퐼퐽훼훿휙퐼훿휙퐽 −
∑
퐽,퐾
1
6
푉,퐼퐽퐾훿휙퐼훿휙퐽훿휙퐾
+
1
6
푃퐼,푋퐼푋퐼푋퐼푋˜
3
퐼
]]
, (4.21)
where for notational convenience we have introduced 푋˜퐼 = 휙˙퐼
(
훿휙˙퐼 − 휙˙퐼훼
)
and we
note again that only the first-order energy and momentum constraints are required. The
first line in the above is the purely gravitational part of the action corresponding to the
Einstein-Hilbert contribution. The remaining terms follow from the matter contribution
and are consistent with an analogous calculation by [106, 147], who consider a slightly
more general action where 푃 is a function of the kinetic functions 푋퐼퐽 = −12푔휇휈휙퐼,휇휙퐽,휈
and the set of scalar fields 휑.
To calculate the three-point function of the fields we will need to consider integrals
from some early time when the modes of interest are deep inside the horizon to some
time shortly after horizon-exit. The dominant contribution to the integrals will be around
horizon-exit however [178] (see also [105, 106, 147]), where we assume slow variation.
To further simplify the calculation we will assume that the sound speeds satisfy 푐퐼 ≪ 1
around horizon-exit also. With this assumption we are justified in neglecting the gravi-
tational part of the action (4.21), since this is known to be sub-dominant in comparison
to terms inversely proportional to powers of the sound speeds in the matter sector. Con-
sidering the remaining terms in the action (4.21) to leading order in slow variation and
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small sound speeds, we find
푆(3) ≃
∫
푑푡 푑3푥 푎3
∑
퐼
[(
1
2
휙˙퐼푃퐼,푋퐼푋퐼 +
1
3
휙˙퐼푋퐼푃퐼,푋퐼푋퐼푋퐼
)
훿휙˙3퐼
−1
2
휙˙퐼푃퐼,푋퐼푋퐼훿휙˙퐼훿휙
∣푖
퐼 훿휙퐼∣푖
]
. (4.22)
Considering now the multiple-DBI scenario, it is straight forward to compute the follow-
ing derivatives from the Lagrangian (3.22)
푃퐼,푋퐼푋퐼 =
푓퐼
푐3퐼
, 푃퐼,푋퐼푋퐼 ,푋퐼 =
3푓 2퐼
푐5퐼
. (4.23)
Substitution of the above into (4.22) and keeping only terms at leading order in small
sound speeds, we arrive at
푆(3) ≃
∫
푑푡 푑3푥 푎3
∑
퐼
[
1
2
1
휙˙퐼푐5퐼
훿휙˙3퐼 −
1
2
1
휙˙퐼푐3퐼
훿휙˙퐼훿휙
∣푖
퐼 훿휙퐼∣푖
]
, (4.24)
where we have used the fact that 푓퐼 ≃ 1/휙˙2퐼 in the limit 푐퐼 ≪ 1. This is the third-
order action for field fluctuations in the multiple-DBI scenario to leading order in slow
variation and small sound speeds, which is valid around horizon-exit. With this we are
now in a position to calculate the three-point function of the fields at horizon-exit. To
this end we follow [177] and adopt the path integral technique, which is equivalent to the
more commonly used ‘in-in’ formalism [47, 116]. We present the calculation explicitly
for the first term in the action (4.24), which we refer to as 퐿(1)3 , and simply present the
result for the second term 퐿(2)3 , since it follows analogously. Writing the time derivative
of the fluctuations in conformal time, the former term can be written as
퐿
(1)
3 =
∑
퐼
1
2
푎
휙˙퐼푐5퐼
훿휙′3퐼 . (4.25)
The contribution of this term to the three-point function is given by the following integral
⟨훿휙퐼(휏1,y1)훿휙퐽(휏2,y2)훿휙퐾(휏3,y3)⟩(1) = 푖
∑
퐿
푎
2휙˙퐿푐5퐿
∫
풞
푑휂 푑3x퐺퐼퐽퐾퐿,
where 휏 and 휂 denote conformal time. The superscript here signifies that this is the con-
tribution to the three-point function from the term 퐿(1)3 . Note that for the purposes of the
integral we treat the background quantities as constant, since the dominant contribution
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to the above will be around horizon-exit and they vary only slowly during this interval.
Here we have defined
퐺퐼퐽퐾퐿 =
∑
Pairs
푑
푑휂
⟨훿휙퐼(휏1,y1)훿휙퐿(휂,x)⟩ 푑
푑휂
⟨훿휙퐽(휏2,y2)훿휙퐿(휂,x)⟩×
푑
푑휂
⟨훿휙퐾(휏3,y3)훿휙퐿(휂,x)⟩, (4.26)
where the sum here is over all the ways of pairing 훿휙퐼(휏1,y1), 훿휙퐽(휏2,y2) and 훿휙퐾(휏3,y3)
with the fields in 퐿(1)3 , which assure we consider only connected contributions to the
three-point function. Converting to Fourier space
⟨훿휙퐼k1(휏1)훿휙퐽k2(휏2)훿휙퐾k3(휏3)⟩(1) =
푖
(2휋)6
∑
퐿
푎
2휙˙퐿푐5퐿
∫ 휏
휏0
푑휂 푑3q1 푑
3q2 푑
3q3×
퐺˜퐼퐽퐾퐿훿
(3)(−q1 − q2 − q3), (4.27)
where we have used the definition of the delta function to perform the integral over space,
휏 is some time shortly after horizon-exit and 휏0 is some early time when the modes of
interest are deep within the horizon. Here 퐺˜퐼퐽퐾퐿 is defined as
퐺˜퐼퐽퐾퐿 =
∑
Pairs
푑
푑휂
⟨훿휙퐼k1(휏1)훿휙퐿q1(휂)⟩
푑
푑휂
⟨훿휙퐽k2(휏2)훿휙퐿q2(휂)⟩×
푑
푑휂
⟨훿휙퐾k3(휏3)훿휙퐿q3(휂)⟩. (4.28)
We now require the propagators and their time derivatives, which are simply obtained
from the second-order theory (4.14)
⟨훿휙퐼 k1(휏1)훿휙퐽 k2(휏2)⟩ = (2휋)3
퐻2
2푘31
(1 + 푖푐퐼푘1휏1)×
(1− 푖푐퐼푘1휏2)푒−푖푘1푐퐼(휏1−휏2)훿퐼퐽훿(3)(k1 + k2), (4.29)
푑
푑휏2
⟨훿휙퐼 k1(휏1)훿휙퐽 k2(휏2)⟩ = (2휋)3
퐻2푐2퐼
2푘1
휏2(1 + 푖푐퐼푘1휏1)×
푒−푖푘1푐퐼(휏1−휏2)훿퐼퐽훿(3)(k1 + k2). (4.30)
Indeed, by considering equal times 휏1 = 휏2 in the super-horizon limit ∣푐퐼푘1휏 ∣ ≪ 1, the
above yields exactly the definition of the dimensionless power spectrum (4.20). Substi-
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tuting the above into (4.27), performing the trivial integrals over momentum-space and
considering the three-point function at equal times 휏1 = 휏2 = 휏3 = 휏 , we find
⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩(1) = −푖(2휋)3
3
8
푐5퐼퐻
5
휙˙퐼
∏
푗(1 + 푖푐퐼푘푗휏)∏
푖 푘푖
∫ 휏
휏0
푑휂×
휂2푒−푖퐾푐퐼(휏−휂)훿퐼퐽훿퐼퐾훿(3)(k1 + k2 + k3), (4.31)
where we have written 퐾 = 푘1 + 푘2 + 푘3 and used 휂 ≃ −(푎퐻)−1 during slow-variation
inflation. This expression also allows us, to a good approximation, to extend the range of
integration from 휏0 = −∞ to 휏 = 0
⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩(1) = −푖(2휋)3
3
8
푐5퐼퐻
5
휙˙퐼
1∏
푖 푘푖
∫ 0
−∞
푑휂×
휂2푒푖퐾푐퐼휂훿퐼퐽훿퐼퐾훿
(3)(k1 + k2 + k3). (4.32)
The above is a standard integral that can be obtained by choosing the appropriate contour
in the complex plane 휏 → −(∞− 푖훿), where 훿 is some small displacement∫ 0
−∞
휂2푒푖퐾푐퐼휂푑휂 =
2푖
(퐾푐퐼)3
, (4.33)
where again we have treated the sound speeds as approximately constant for the purposes
of the integral. Given the above we find the following contribution from 퐿(1)3 to the three-
point function of the field fluctuations
⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩(1)★ = (2휋)3
6
4
퐻4★√
2휖퐼★푐★
1
푐2★
1∏
푖 푘
3
푖
푘21푘
2
2푘
2
3
퐾3
×
훿퐼퐽훿퐼퐾훿
(3)(k1 + k2 + k3), (4.34)
where we note again that we have assumed that the sound speeds are comparable at
horizon-exit 푐퐼★ ≡ 푐★ and we have denoted with a ★ the terms to be evaluated at horizon-
exit 푐★푘 = 푎★퐻★. Note than an extra factor of two appears since we should include the
complex conjugate of the above. Note also that we have used the Klein-Gordon equation
(3.26) to replace 휙˙퐼 , which leads to a sign ambiguity when we then use (3.27) to write
퐻,퐼 in terms of 휖퐼 . The above are valid provided we assume 휙˙퐼 < 0, which will be the
case in the scenarios we consider. The contribution from the second term 퐿(2)3 follows in
exactly the same way, although on this occasion we require two further integrals that can
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be evaluated exactly as in (4.33)∫ 0
−∞
푒푖퐾푐퐼휏푑휏 = − 푖
퐾푐퐼
,
∫ 0
−∞
휏푒푖퐾푐퐼휏푑휏 =
1
(퐾푐퐼)2
. (4.35)
With the above we find
⟨훿휙퐼k1훿휙퐽k2훿휙퐾k3⟩(2)★ = −(2휋)3
1
4
퐻4★√
2휖퐼★푐★
1
푐2★
푘21(k2 ⋅ k3)∏
푖 푘
3
푖
×
(
1
퐾
+
(푘2 + 푘3)
퐾2
+
2푘2푘3
퐾3
)
훿퐼퐽훿퐼퐾훿
(3)(k1 + k2 + k3) + perms, (4.36)
where the permutations are to be taken cyclically over the momenta. Finally then, we
sum these contributions to arrive at the three-point function of the field fluctuations at
horizon-exit, to leading order in slow variation and small sound speeds
⟨훿휙퐼 k1훿휙퐽 k2훿휙퐾 k3⟩★ = (2휋)3
1
4
퐻4★
푐2★
1√
2휖퐼★푐★
Λ(푘1, 푘2, 푘3)∏
푖 푘
3
푖
×
훿퐼퐽훿퐼퐾훿
(3)(k1 + k2 + k3), (4.37)
where the 푘-dependent parameter Λ is given by
Λ(푘1, 푘2, 푘3) =
6푘21푘
2
2푘
2
3
퐾3
−
[
푘21(k2 ⋅ k3)
(
1
퐾
+
(푘2 + 푘3)
퐾2
+
2푘2푘3
퐾3
)
+ perms
]
. (4.38)
It is then trivial to check that the above expressions recover the single-field result [126].
By inspection of the definition (2.130), we arrive at the bispectrum for the field fluctua-
tions at horizon-exit at leading order in slow variation and small sound speeds
퐵퐼퐽퐾★(푘1, 푘2, 푘3) =
1
4
퐻4★
푐2★
1√
2휖퐼★푐★
Λ(푘1, 푘2, 푘3)∏
푖 푘
3
푖
훿퐼퐽훿퐽퐾 . (4.39)
The above represents the main result of this section and forms the input necessary to
calculate the three-point function of the curvature perturbation 휁 at horizon-exit and its
evolution thereafter.
4.3 The total three-point correlation function
Having calculated the bispectrum of the field fluctuations at horizon-exit in the previous
section, we are now in a position to use the 훿푁 formalism to construct and evolve the
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equilateral contribution to the bispectrum of the curvature perturbation in the multiple-
DBI case. We begin by using the expression (3.33) to calculate 푓 (3)NL with no further
restrictions on the background dynamics. We then consider the subset of cases satisfying
a sum-separable Hubble parameter, as we did in the previous chapter, to present fully
analytical results for the total three-point function of the curvature perturbation, that is
both 푓 (3)NL and 푓
(4)
NL .
4.3.1 The equilateral non-linearity parameter
Given the expression for the bispectrum of the field fluctuations at horizon-exit (4.39),
it is then straight forward to find the corresponding contribution to the bispectrum of 휁
using the 훿푁 formalism. To this end, we substitute the result (4.39) into the expression
for 푓 (3)NL (3.33) and consider the two-field scenario with fields 휙 and 휒
푓
(3)
NL(푘1, 푘2, 푘3) =
5
6
1
푐2★
Λ(푘1, 푘2, 푘3)∑
푖 푘
3
푖
(
푁3
,휙√
2휖
(휙)
★ 푐★
+
푁3,휒√
2휖
(휒)
★ 푐★
)
(푁2,휙 +푁
2
,휒)
2
, (4.40)
where we have used (2.94) to replace 풫훿휙★ with 풫휁 . Note that here and for the remainder
of this section we identify the slow-variation parameters with a bracketed superscript, for
example 휖휙 ≡ 휖(휙), in keeping with the notation in section 3.3. The above expression
for 푓 (3)NL is the main result of this section and, in the absence of additional dynamical
restrictions to evaluate the derivatives of푁 , cannot be developed further analytically. The
푘-dependence is unchanged compared to that of the single-field scenario [126], such that
this contribution does indeed peak in the equilateral limit 푘1 = 푘2 = 푘3. By considering
휒˙→ 0, such that 푁,휒 → 0 and 푁,휙 → 퐻휙˙ , and using the background equations of motion
(3.25) and (3.26), it can be shown that the final term becomes equal to one, recovering
the single-field result [126].
We notice then that the above has the form of the single-field result, which is pre-
cluded observationally by the strong 푐−2★ dependence, modulated by an expression de-
pendent on the background evolution after horizon-exit. It seems possible then that, in
certain circumstances, this modulation may suppress the value of 푓 (3)NL to within the final
WMAP bounds (2.137). Such modulation has been found in similar multiple-field DBI
scenarios. For example, [148] use the adiabatic-entropy perturbation basis to obtain the
single-field result modulated by a cos2Θ term, where Θ depends on the background tra-
jectory after horizon-exit. This modulation has then been exploited in concrete examples
to suppress the otherwise observationally precluded value of 푓 (3)NL , as in [160]. It is im-
portant to note however that the structure of the Lagrangian in these models leads to a
modulation that can only ever suppress the value of 푓 (3)NL after horizon exit, reflected by
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the cos2Θ function. Our use of a sum-separable Lagrangian can however, in principle at
least, lead to an enhancement of 푓 (3)NL after horizon exit. It is not a priori obvious if the
necessary suppression is possible in our case by inspection of (4.40), since the behaviour
of this term is highly model dependent. We address this issue in the following section by
considering scenarios in which the derivatives of 푁 can be evaluated analytically, as we
did for the local contribution in the previous chapter.
4.3.2 The three-point function in the two-field separable Hubble case
The expression for 푓 (3)NL (4.40) contains field derivatives of the number of e-folds 푁 .
Given the lack of a unique attractor in multiple-field scenarios however, additional re-
strictions to the background dynamics are required to further develop such expressions
analytically. In the previous chapter we adopted the method of [136] and demanded a
sum-separable Hubble parameter. Not only did this allow the violation of slow varia-
tion after horizon-exit, it also suited the case of non-standard kinetic terms, since the
dynamics are better described in the Hamilton-Jacobi formalism. Given this restriction,
we exploited the resultant integral of motion to derive analytic expressions for the deriva-
tives of 푁 and in turn 푓 (4)NL in the multiple-DBI case. In this section we apply those
results to present an analogous expression for 푓 (3)NL which, to the best of our knowledge,
is the first example of the application of the separable technique towards the equilateral
contribution.
To make analytical progress we again restrict our attention to two-field models that
posses a sum-separable Hubble parameter
퐻(휙, 휒) = 퐻(휙)(휙) +퐻(휒)(휒). (4.41)
With this we were able to show in section 3.3.3 that the derivatives of 푁 can be expressed
in terms of slow-variation parameters
푁,휙★ =
1√
2휖
(휙)
★ 푐★
푢, 푁,휒★ =
1√
2휖
(휒)
★ 푐★
푣, (4.42)
where, for brevity, we have introduced the following definitions
푢 =
퐻
(휙)
★ + 푍푓
퐻★
, 푣 =
퐻
(휒)
★ − 푍푓
퐻★
, 푍푓 =
퐻
(휒)
푓 휖
(휙)
푓 −퐻(휙)푓 휖(휒)푓
휖푓
. (4.43)
CHAPTER 4. MULTIPLE-DBI INFLATION: EQUILATERAL CONTRIBUTION 79
On substitution of the above into the result (4.40) , we arrive at the following expression
for 푓 (3)NL
푓
(3)
NL(푘1, 푘2, 푘3) =
5
6
Λ(푘1, 푘2, 푘3)∑
푖 푘
3
푖
1
푐2★
(
푢3
휖
(휙)2
★
+ 푣
3
휖
(휒)2
★
)
(
푢2
휖
(휙)
★
+ 푣
2
휖
(휒)
★
)2 , (4.44)
which we emphasise is valid for the two-field DBI scenario assuming comparable small
sound speeds and slow variation at horizon-exit, in addition to a separable Hubble pa-
rameter. By setting 휒˙ → 0, we find 푍푓 → 퐻(휒)푓 , 푢 → 1 and 푣 → 0 such that (4.44)
again recovers the single-field result [126]. The above is analogous to the result (4.40),
in that we find the single-field result modulated by a term dependent on the background
evolution after horizon-exit. The advantage here however, is that the behaviour of the
modulation becomes more transparent. For example, we note that this term is approx-
imately 풪(1) in slow variation at horizon-exit. Moreover, since neither of the terms in
the numerator are positive definite it is conceivable that, with a sufficient level of cancel-
lation, the modulation term may suppress the otherwise prohibitively large contribution
of 푐−2★ , providing a value of 푓
(3)
NL at the end of inflation consistent with the final WMAP
bounds (2.137). It remains to be seen if this is possible in a concrete setup however,
which we intend to address in the following section.
The expressions for 푓 (4)NL (3.55) and 푓 (3)NL (4.44) together provide the full expression
for 푓NL, and in turn the bispectrum (2.133), to leading order in slow variation and small,
comparable sound speeds at horizon-exit, given a sum-separable Hubble parameter. We
have noted that both contributions can, in principle at least, produce contributions to
the bispectrum, rendering this one of the few explicit models capable of doing so (see
[157, 160] for alternatives). It remains to be seen if this is possible in practice however.
Ideally, a consistency relation between the two contributions would elucidate this point
further but, given the considerable freedom within the model, finding a general relation
has so far proved difficult. In the absence of a consistency relation therefore, it is useful to
consider some specific models to study the combined local and equilateral contributions.
We leave this for the following section and here simply highlight that this scenario does
indeed provide the potential mechanism to produce a mixed non-Gaussian signal.
Before proceeding to specific scenarios, we again emphasise that whilst the expres-
sions (3.55) and (4.44) describe the production and evolution of non-Gaussianity during
inflation, these are not necessarily the final observed values. As such, recent work has
considered whether such non-Gaussianity produced during inflation can indeed imprint
upon the CMB [92–94,127,140–143]. Such study provides valuable clues as to what we
can infer about inflationary dynamics from observations of non-Gaussianity and it would
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be interesting to include such considerations in this scenario. Here however, we sim-
ply illustrate the potential production of mixed non-Gaussianity through multiple-field
dynamics and small sound speeds during inflation.
4.4 Inflation in two cutoff throats revisited
In the previous section we demonstrated the possibility of producing mixed local and
equilateral non-Gaussianity in the multiple-DBI scenario, through the expressions for
푓
(4)
NL (3.55) and 푓 (3)NL (4.44). The aim of this section is to look more closely at the fea-
sibility of producing such a signal. In the previous chapter we found enhanced local
non-Gaussianity caused by the rapid increase in the sound speeds at the end of inflation
in the tip region of two warped throats. Here we revisit exactly this model and include
the equilateral contribution, to study whether the background evolution is sufficient to
suppress the contribution of 푐−2★ in (4.44).
We choose the model exactly as in section 3.4, in which two probe퐷3-branes traverse
two distinct warped throats glued to a compact Calabi-Yau in type IIB string theory [154–
156]. For the trajectory plotted in figure 3.3, we study the evolution of the relevant
quantities as a function of 푡푓 for a fixed 푡★. We find that the quantities associated with the
two-point statistics are consistent with observations [21], where 풫휁 = 2.44 × 10−9 and
푛휁 − 1 = −0.0108 at the end of inflation. With respect to the three-point function, figure
4.1 shows the evolution of 푓 (4)NL and 푓
(3)
NL in the equilateral configuration, calculated using
(3.55) and (4.44) respectively, as a function of the slow-roll parameter 휖. As discussed in
the previous chapter, the rapidly increasing sound speeds in the tip of the throats produce
푓
(4)
NL ≃ −20 at the end of inflation. Looking now at the equilateral contribution, we see
that the value of 푐★ ∼ 10−2 provides 푓 (3)NL ∼ 104 at horizon-exit. Thereafter however,
the background evolution actually enhances this value between horizon-exit and the end
of inflation, eventually giving 푓 (3)NL ≃ 15100. Note that whilst the increase in the power
spectrum, illustrated in figure 3.5, acts to suppress the value of 푓 (3)NL in the denominator
of (4.44), the numerator is sufficiently enhanced by the background evolution to create
an overall increase in the value of 푓 (3)NL after horizon exit. We conclude then that this
scenario is inconsistent with current observations [22]. Whilst this need not necessarily
be the case for all parameter values, we leave a fuller exploration of the parameter space
to the following chapter.
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Figure 4.1: Above: The evolution of 푓 (4)NL with respect to 푡푓 , plotted as a function of 휖 for
the trajectory in figure 3.3. The rapidly varying sound speeds at the tips of the throats
produce 푓 (4)NL ≃ −20 at the end of inflation. Below: Evolution of 푓 (3)NL in the equilateral
limit with respect to 푡푓 , plotted as a function of 휖 for the trajectory in figure 3.3. The
background evolution after horizon-exit enhances the initial value, producing 푓 (3)NL ≃
15100 at the end of inflation.
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4.5 Conclusions
In the previous chapter we studied a multiple-DBI model as an example of multi-component
inflation with non-standard kinetic terms, showing that rapidly varying sound speeds can
produce large local-type non-Gaussianity during a turn in the trajectory. Here we have
included the equilateral contribution produced on sub-horizon scales, and found the pos-
sibility of an observationally viable mixed non-Gaussian signal.
By first computing the full third-order action using the ADM formalism, we calcu-
lated the three-point function of the field fluctuations using the path integral approach,
assuming slow variation and small sounds speeds at horizon-exit. By using a general
formalism based on the Hamilton-Jacobi approach, which allowed us to go beyond slow
variation, we were able to combine the three-point function for the fields at horizon-exit
with the non-linear evolution of the curvature perturbation on super-horizon scales cal-
culated using the 훿푁 formalism. By assuming a sum-separable Hubble parameter we
obtained fully analytic expressions for the combined local and equilateral contributions
to the bispectrum of the curvature perturbation, giving one of the few explicit examples
of models characterised by both contributions (see [148, 157, 160] for alternatives). The
equilateral contribution includes the usual enhancement for small sound speeds, but is
multiplied by an analytic factor which may suppress the value of 푓 (3)NL to within the final
WMAP bounds (see [148,160] for analogous results). As an application of these results,
we revisited the case of inflation in the tip regions of two warped throats and, whilst we
find detectable local non-Gaussianity, the equilateral signal is not sufficiently suppressed
to evade current observational bounds.
Open issues remain however, the most prevalent being a better understanding of the
likelihood of such a mixed non-Gaussian signal. For example, it would be interesting to
assess more methodically the parameter space of the scenario in section 4.4, an issue we
address in chapter 5. Moreover, a consistency relation between the more general formu-
lae for 푓 (3)NL (4.44) and 푓 (4)NL (3.55) would be desirable, since this would be more widely
applicable. The use of a sum-separable Hubble parameter, whilst providing analytically
tractable expressions, also restricts the choice of potential. Thus it would be more general
still to consider alternative analytical or numerical methods. Finally, we again note that
our approach only treats multiple-field dynamics during inflation and we cannot necessar-
ily conclude that the values calculated here are necessarily those observed in the CMB. It
would be prudent therefore to use analogous techniques to [92–94, 127, 140–143] to fur-
ther our understanding of inflationary dynamics from observations of non-Gaussianity in
the CMB.
CHAPTER 4. MULTIPLE-DBI INFLATION: EQUILATERAL CONTRIBUTION 83
We conclude by noting two further directions to develop the above, in addition to
increased generality. With respect to non-Gaussianity, the four-point function, or equiv-
alently the trispectrum, offers a further probe of the inflationary action. Although it is
both observationally more difficult to measure [179,180] and theoretically more difficult
to calculate [88, 179–187], it would be interesting to further characterise the model by
more rigorously considering its predictions for the trispectrum. Finally, we note again
that in the third-order action (4.24) we worked to leading order in small sound speeds
at horizon-exit. It is conceivable however that the next to leading order terms may still
provide a significant contribution, with the potential to generate shapes distinct from the
local and equilateral types.
Chapter 5
Multiple-DBI inflation: Model
exploration
The aim of this chapter is to further explore the parameter space of multiple-DBI in-
flation and, in particular, the dependence of large local-type non-Gaussianity on initial
conditions. In previous chapters we demonstrated the production of large local-type non-
Gaussianity from rapidly varying sound speeds in a single example of inflation in the tip
regions of two cutoff throats. Here we consider a phenomenologically similar but analyt-
ically tractable model to further study the regimes in which local-type non-Gaussianity
is produced and whether it is possible to simultaneously suppress the equilateral contri-
bution to within the final WMAP bounds. We begin by considering the canonical limit of
the model in which local-type non-Gaussianity is produced by the curvature of the poten-
tial, which is a useful check of our analysis since we recover previous results. Moreover,
we are able to show that such behaviour is highly dependent on the initial values of the
fields. We then consider inflation in the tip regions of two cutoff throats and find that the
production of large local-type non-Gaussianity through rapidly varying sound speeds is
similarly dependent on initial conditions. Moreover, the equilateral contribution remains
prohibitively large in such cases.
5.1 Introduction
In previous chapters we studied a model of multiple-DBI inflation, first considered by
[154–156], as a realisation of multiple-field inflation with non-canonical kinetic terms.
With the aid of the 훿푁 formalism, we studied the super-horizon evolution of perturbations
given the field fluctuations at horizon-exit and the homogeneous evolution thereafter. To
this end, we assumed small, comparable sound speeds and slow variation at horizon-exit,
although our use of the Hamilton-Jacobi formalism [77,103] allowed for deviations from
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slow variation thereafter [104, 136]. Following [136], we used a sum-separable Hubble
parameter to present fully analytical expressions for the local and equilateral-type non-
linearity parameters in the two-field case, 푓 (4)NL (3.55) and 푓 (3)NL (4.44) respectively. Finally,
we implemented these formulae in the case of inflation in the tip regions of two cutoff
throats. As such, we were able to demonstrate the production of large local-type non-
Gaussianity caused by the rapid increase in the sound speeds at the tip of the throats (see
figure 3.6). However, whilst this example illustrated the effect of rapidly varying sound
speeds on local-type non-Gaussianity, it is unclear how sensitive this behaviour is with
respect to initial conditions. Moreover, the equilateral contribution proved inconsistent
with observations, since in this example the conversion between the adiabatic and entropy
modes actually enhanced this contribution (see figure 4.1).
In this chapter we again consider inflation in the tip regions of two cutoff throats to
further study the regimes in which local-type non-Gaussianity is produced. Our aim is
to assess how sensitive this behaviour is to initial conditions and whether it is possible to
simultaneously suppress the equilateral contribution to within the final WMAP bounds
(2.137) in such scenarios (see [148, 157, 160] for alternative examples where this is pos-
sible). The production of local-type non-Gaussianity during inflation, and the likelihood
of such a signature, has been studied intensely [92–94, 125, 127–145]. For example, to
explore the potential correspondence between non-Gaussian signatures and features of
the string landscape, inflation in randomly generated potentials has been studied in both
canonical [144] and non-canonical settings [158]. The broad conclusion in these cases is
that the production of large local-type non-Gaussianity during inflation is exceptionally
rare, although it must be noted that such studies are limited since, at present, there is no
agreement on a suitable measure for the probability distribution of such initial conditions
(see, for example, [188–195] for discussions of probabilities both in the landscape and
more widely in inflation).
In this work however, we focus on the sensitivity of 푓 (4)NL to the initial values of the
fields. To this end we consider a two-field, sum-separable analytic model that is phe-
nomenologically similar to that used in sections 3.4 and 4.4. The important difference
here is that, given our choice of Hubble parameter and warp factors, the background equa-
tions can be solved exactly to give analytical solutions for the trajectories. Not only does
this provide greater intuition with respect to the behaviour of the system, it also allows us
to verify our numerical analysis. This is therefore a first step towards understanding the
more string motivated model we considered previously. Moreover, the scenario we im-
plement here recovers, with certain parameter choices, the canonical model considered
in [136]. Thus to further verify our results we begin by applying our formula for 푓 (4)NL
(3.55) to the case in which local-type non-Gaussianity is produced by the curvature of
the potential towards the end of inflation where, in the language of section 3.3, 푠푠푠 = 0
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and non-linearity manifests in 휂푠푠. To ascertain how sensitive this behaviour is with re-
spect to initial conditions, we pay particular attention to the effect of small perturbations
of the initial field values on the magnitude of 푓 (4)NL . We then consider inflation in the tip
regions of two cutoff throats where the rapidly varying sound speeds again enhance 푠푠푠
towards the end of inflation. This provides the dominant contribution to 푓 (4)NL , on which
we again emphasise the effect of small variations of the initial conditions. Finally, we
explore the effect of such alterations on the equilateral contribution, to further understand
the correspondence between inflationary dynamics and the evolution of 푓 (3)NL .
5.2 The analytic model
In this section we again model inflation as driven by two probe 퐷3-branes travers-
ing two distinct warped throats glued to a compact Calabi-Yau in type IIB string the-
ory [154–156], as we did in section 3.4. Here however we choose forms for the Hubble
parameter and warp factors that, whilst phenomenologically similar to those used pre-
viously, provide analytical solutions for the trajectories. Whilst such choices are not
derived from string theory, they allow us to verify our numerical results and so provide a
first step towards understanding the string motivated model discussed in section 3.4. We
choose the following sum-separable Hubble parameter for the fields 휙 and 휒
퐻 = 퐻0
(
1− 1
2
퐴휙푒
−훼휙 − 1
2
퐴휒푒
−훽휒
)
, (5.1)
which justifies our use of the formulae (3.55) and (4.44) for 푓 (4)NL and 푓 (3)NL , in addition
to some further restrictions on the background dynamics, which we discuss below. We
make the following choice for the warp factors
푓휙 = − 푒
2훼휙
훼2퐴2휙퐻
2
0
(
1− 푒
2(훾−1)훼휙
퐵2휙
)
,
푓휒 = − 푒
2훽휒
훽2퐴2휒퐻
2
0
(
1− 푒
2(훿−1)훽휒
퐵2휒
)
, (5.2)
where we assume that all the parameters introduced above are positive definite and we
only consider dynamics in the positive quadrant of field-space. Whilst we omit an explicit
expression for the potential, which is fixed by the Friedmann constraint (3.21), we plot
the functional form in the following section for given parameter values. The sound speeds
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follow from the expression (3.24)
푐휙 = 퐵휙푒
−(훾−1)훼휙,
푐휒 = 퐵휒푒
−(훿−1)훽휒. (5.3)
To justify our use of the expressions for the non-linearity parameters (3.55) and (4.44), we
ensure in what follows that the above are small and comparable at horizon-exit. Notice
that for 퐵휙 = 퐵휒 = 훿 = 훾 = 1 we find 푓휙 = 푓휒 = 0 and 푐휙 = 푐휒 = 1, which
recovers the canonical model studied in [136]. This offers a further opportunity to verify
our numerical analysis. Note in this case that the expression for 푓 (3)NL (4.44) is no longer
valid, since it relies on the assumption of small sound speeds at horizon-exit. Since the
equilateral contribution is known to be sub-dominant in such cases we will focus only on
the local contribution, the expression for which remains valid since the sounds speeds are
identically one throughout inflation.
On substitution of the above into the effective Klein-Gordon equation (3.26), we find
the following solutions for the trajectories
휙(푡) = 휙0 +
1
훼훾
ln
[
1−
(
훼2퐻0훾퐴휙퐵휙푒
−훾훼휙★
)
푡
]
,
휒(푡) = 휒0 +
1
훽훿
ln
[
1−
(
훽2퐻0훿퐴휒퐵휒푒
−훿훽휒★
)
푡
]
, (5.4)
where we have chosen 휙(0) ≡ 휙0 and 휒(0) ≡ 휒0 as initial conditions. The fields are
therefore decreasing functions of time which, as in section 3.4, progress until they reach
the tips of the throats where the sound speeds rapidly increase and inflation ends. Notice
that, whilst the fields will eventually diverge when the solutions become singular, we
will only consider scenarios in which inflation ends before this point is reached. The
slow-variation parameters are given by
휖휙 =
1
2
퐴2휙퐵휙훼
2퐻
2
0
퐻2
푒−(훾+1)훼휙, 휖휒 =
1
2
퐴2휒퐵휒훽
2퐻
2
0
퐻2
푒−(훿+1)훽휒,
휂휙휙 = −퐴휙퐵휙훼2퐻0
퐻
푒−훾훼휙, 휂휒휒 = −퐴휒퐵휒훽2퐻0
퐻
푒−훿훽휒,
푠휙휙 = −퐴휙퐵휙훼2퐻0
퐻
(훾 − 1) 푒−훾훼휙, 푠휒휒 = −퐴휒퐵휒훽2퐻0
퐻
(훿 − 1) 푒−훿훽휒. (5.5)
In what follows we ensure that all of the above are small at horizon-exit, which is the
final restriction needed to justify our use of the expressions (3.55) and (4.44) for the
non-linearity parameters. We emphasise again that the only restriction thereafter is that
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휖 = 휖휙 + 휖휒 < 1 until inflation ends when 휖 = 1. Finally, using (3.36), the number of
e-folds between 푡★ and 푡푓 for 훿, 훾 ∕= 1 can be written as
푁(푡★, 푡푓) =
1
2 (1− 훾)훼2
(
1
푐휙★
− 1
푐휙푓
)
+
1
2 (1− 훿) 훽2
(
1
푐휒★
− 1
푐휒푓
)
+
퐻0
2
(훾 − 1)
훾
(
1
퐻★∣푠휙휙★∣ −
1
퐻푓 ∣푠휙휙푓 ∣
)
+
퐻0
2
(훿 − 1)
훿
(
1
퐻★∣푠휒휒★∣ −
1
퐻푓 ∣푠휒휒푓 ∣
)
. (5.6)
That the above can be written analytically provides greater intuition with respect to the
behaviour of the system compared to the case we considered in section 3.4. This will
prove useful when numerically analysing this system in the following section.
5.3 Model exploration
The aim of this section is to numerically explore the model described above. In particu-
lar, we focus on scenarios in which large local-type non-Gaussianity is produced during
inflation and consider how sensitive such behaviour is to the initial field values. We
also consider whether the corresponding equilateral contribution can be sufficiently sup-
pressed to within the final WMAP bounds (2.137). To verify our numerical approach,
we first consider the canonical limit of the aforementioned model, in which local-type
non-Gaussianity is produced as the trajectory descends a steep region of the potential
towards the end of inflation. We then consider the case of inflation in the tip regions of
two cutoff throats, where the contribution towards local-type non-Gaussianity from the
rapidly varying sound speeds dominates over that of the potential.
5.3.1 The canonical case
We now consider the canonical limit of the model described above by choosing 퐵휙 =
퐵휒 = 훿 = 훾 = 1, such that 푐휙 = 푐휒 = 1 throughout inflation. The dynamics are now
solely dependent on the potential, which is given by the Friedmann constraint (3.25)
푉 = 3퐻20
(
1− 퐴휙푒−훼휙 − 퐴휒푒−훽휒 + 1
4
퐴2휙푒
−2훼휙 +
1
2
퐴휙퐴휒푒
−훼휙−훽휒 +
1
4
퐴2휒푒
−2훽휒
)
.
(5.7)
This is the potential used in [136] to study local-type non-Gaussianity through the term
휂푠푠 in (3.55). Note that the above receives additional contributions from the warp fac-
tors and sound speeds in the non-canonical case. We choose the following values for
the parameters that characterise the potential: 퐴휙 = 퐴휒 = 0.0199, 훼 = 훽 = 141 and
퐻0 = 6.88× 10−8. Note that reintroducing the Planck mass leaves such values for 훼 and
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훽 much larger than the Planck scale. For this minimal working model we simply choose
values that simultaneously produce enhanced local-type non-Gaussianity and satisfy the
remaining observational constraints. In a more realistic scenario the values of such pa-
rameters would need further consideration to ensure internal consistency of the model.
Note too that for simplicity we have chosen values that ensure the potential, which is
illustrated in figure 5.1, is symmetric around 휙 = 휒. Whilst this need not be satisfied in
general, it allows us to easily study deviations from the effective single-field case, which
corresponds to choosing 휙0 = 휒0 as initial conditions. We leave the dynamics of more
complicated scenarios in which there is large asymmetry in the potential to further work.
We emphasise again that, whilst the potential diverges at small field values, we will only
consider scenarios in which inflation ends before such points are reached.
With the model parameters fixed, the task now is to solve the field equations (3.26)
for a given set of initial conditions, exactly as we did in section 3.4.1. As such, we choose
the symmetric case as a fiducial model where
휙★ = 휒★ = 0.07, (5.8)
where 푡★ is the time when observable scales exit the horizon. The parameters have been
chosen such that there are 푁 ≃ 50 e-folds between 푡★ and the end of inflation, which we
define as when 휖 = 1. Again this is a working definition of the end of inflation since we
do not consider an explicit model of reheating in this work. With this, we then solve the
field equations for a range of initial conditions where
휙Δ★ = (1 + Δ)휙★, 휒
Δ
★ = 휒★, (5.9)
such that Δ = 0 corresponds to the fiducial case. Whilst in principle Δ need not nec-
essarily be small, in what follows we will only consider a range of Δ that satisfies the
constraints on the necessary number of e-folds, the amplitude of the power spectrum 풫휁
and the spectral index 푛휁 . The task then is to study the effect of Δ on the inflationary
dynamics and the evolution and final amplitude of 푓 (4)NL .
To this end, we solve the field equations for a range of initial conditions between
Δ = 0 and Δ = 5.0 × 10−5 and plot the resultant trajectories in figure 5.1. Slow
variation at horizon-exit is indeed satisfied in these cases, since 휖휙★ ≃ 휖휒★ ∼ 10−8 and
휂휙휙★ ≃ 휂휒휒★ ∼ 10−2. As expected, inflation progresses in the symmetric, fiducial case
along the line 휙 = 휒 until the fields reach the region in which the potential curves sharply,
where 휖 rises to unity and inflation ends. This trajectory is clearly unstable, since with
increasing Δ the trajectories tend progressively towards effectively single-field evolution
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Figure 5.1: Above: The potential V in (5.7) for the choice of parameters detailed in the
text. Note that the potential is symmetric around 휙 = 휒. Below: The inflationary trajecto-
ries for a range of initial conditions governed by the value of Δ, which is defined in (5.9).
Inflation continues for 푁 ≃ 50 e-folds until the fields approach the region in which the
potential curves sharply, where 휖 rises to unity and inflation ends. Note that the fiducial,
symmetric case (Δ = 0) is unstable to small perturbations in the initial conditions, since
with increasing Δ the trajectories progressively tend to effectively single-field evolution
in the 휒 direction. Note also that, since we work in units where 푀P = 1, the fields are
dimensionless.
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in the 휒 direction. This is as expected, since the potential is steeper in the 휒 direction in
the region where 휙 > 휒. For the trajectories in figure 5.1 we now study the evolution of
the relevant quantities, such as 푓 (4)NL , between 푡★ and the end of inflation. Our choice of
parameters produces values for the power spectrum 푃휁 and spectral index 푛휁 , which are
given by the expressions (3.53) and (3.54) respectively, that are consistent with observa-
tional constraints [21]. Turning now to local-type non-Gaussianity, we can understand
the behaviour of 푓 (4)NL by considering again the expression (3.55). As discussed in sec-
tion 3.3.3, the magnitude of 푓 (4)NL is largely determined by two competing contributions.
The first is that from the term 휂푠푠 in 풜 (3.50), shown in figure 5.2, that encapsulates the
non-linearity caused by the curvature of the potential. In this case the magnitude of 휂푠푠
grows rapidly towards the end of inflation and is maximised for Δ = 0. This is as ex-
pected from the definition of 휂푠푠 (3.51) since it relies on contributions from both 휂휙휙 and
휂휒휒 and, as discussed above, 휂휙휙 becomes progressively sub-dominant with increasing
Δ. The competing contribution towards 푓 (4)NL is the coefficient of 풜 in (3.55), which we
define here as
퐶 =
5
3
(
푢
휖휙★
− 푣
휖휒★
)2
(
푢2
휖휙★
+ 푣
2
휖휒★
)2 , (5.10)
where 푢 and 푣 are given in (3.47). As shown in figure 5.2, we find 퐶 = 0 for Δ = 0
and so, unlike 휂푠푠, this term takes its minimal value in the fiducial case (5.8). The final
value of the coefficient then approaches its maximal value of 퐶 = 5
3
as the trajectories
progressively tend to effectively single-field evolution in the 휒 direction. The combi-
nation of these effects on 푓 (4)NL is shown in figure 5.3, the final value of which grows
increasingly negative from ∣푓 (4)NL∣ ≪ 1 for Δ = 0 to its maximal value of 푓 (4)NL ≃ −23 for
Δ = 1.0× 10−5, before decaying back towards zero thereafter.
We conclude then that the production of large local-type non-Gaussianity in this sce-
nario is heavily dependent on the choice of initial conditions, since the window of initial
field values for which 푓 (4)NL is enhanced is relatively narrow, peaking around Δ ∼ 10−5.
Indeed, we repeat the above analysis for a much wider range of initial conditions, ranging
from Δ = 0 to Δ = 1.0 × 10−2, where we include the maximal case Δ = 1.0 × 10−5.
Given the shape of the potential, the trajectories quickly tend to effectively single-field
evolution in the 휒 direction, where the time of the transition occurs earlier for increasing
Δ, as illustrated in figure 5.4. As such, the final absolute value of 휂푠푠 promptly decays
whilst the final value of the coefficient rapidly approaches 퐶 = 5
3
. The result is that
∣푓 (4)NL∣ ≪ 1 for the majority of initial conditions we consider here, also illustrated in fig-
ure 5.4. It must be noted that the probability of obtaining the necessary initial conditions
for large local-type non-Gaussianity remains an open question, since no consensus has
been made as to the measure of such probabilities [188–195]. Here we simply conclude
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Figure 5.2: Above: Evolution of 휂푠푠 with respect to 푡푓 , plotted as a function of 휖 for
the trajectories in figure 5.1. The curvature of the potential maximises the final absolute
value of the function for Δ = 0, which decays as the trajectories tend away from the
symmetric case. Below: Evolution of the coefficient 퐶, defined in (5.10), with respect
to 푡푓 , plotted as a function of 휖 for the trajectories in figure 5.1. The final value of the
coefficient approaches its maximal value of 퐶 = 5
3
as the trajectories progressively tend
to effective single-field evolution in the 휒 direction.
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Figure 5.3: Evolution of 푓 (4)NL with respect to 푡푓 , plotted as a function of 휖 for the trajec-
tories in figure 5.1. The combined effect of 퐶 and 휂푠푠 in figure 5.2 is for the final value
of 푓 (4)NL to grow increasingly negative from ∣푓 (4)NL∣ ≪ 1 for Δ = 0 to its maximal value of
푓
(4)
NL ≃ −23 for Δ = 1.0× 10−5, before decaying back towards zero thereafter.
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Figure 5.4: Above: The inflationary trajectories for a wider range of initial conditions
compared to those in figure 5.1, again governed by the value of Δ as defined in (5.9).
Notice that with increasing Δ the trajectories make progressively earlier transition to
effectively single-field evolution in the 휒 direction. Below: Evolution of 푓 (4)NL with respect
to 푡푓 , plotted as a function of 휖 for the trajectories above. The effect of the wider range of
initial conditions is that, for the majority of cases considered here, ∣푓 (4)NL∣ ≪ 1 at the end
of inflation.
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that the production of large local-type non-Gaussianity in such scenarios is strongly de-
pendent on the initial field values.
5.3.2 The non-canonical case
We now consider the non-canonical case, in which inflation ends as a result of the rapidly
varying sound speeds in the tips of the throats, producing both local and equilateral-type
non-Gaussianity. Our analysis follows exactly as in the canonical case. We begin by
choosing values for the parameters that characterise the Hubble function (5.1), where
퐴휙 = 퐴휒 = 0.1, 훼 = 훽 = 57.7 and the overall scale of 퐻 is given by 퐻0 = 1.69× 10−8.
To characterise the sound speeds we choose 퐵휙 = 퐵휒 = 6.42 × 105 and 훿 = 훾 = 11.
Note again that for this minimal working model we simply choose values that simulta-
neously produce enhanced local-type non-Gaussianity and satisfy the remaining obser-
vational constraints. The warp factors are then given by (5.2) whilst the potential is fixed
by the Friedmann constraint (3.25). In this case the inflationary dynamics are depen-
dent on both the behaviour of the potential and the sound speeds, which we illustrate in
figure 5.5. In practice however, we will find that it is largely the variation of the sound
speeds that dictates the inflationary dynamics and the subsequent production of local-type
non-Gaussianity. Notice that we have again chosen a system symmetric in 휙 = 휒, both
for the potential and the behaviour of the sounds speeds. This is again to facilitate the
study of departures from the symmetric, straight line case, when the initial conditions are
chosen such that 휙0 = 휒0. Again we emphasise that, whilst the potential and the sound
speeds diverge at small field values, we will only consider scenarios in which inflation
ends before such points are reached.
Having fixed the model parameters the task now is to solve the field equations (3.26)
for a given set of initial conditions, as in the previous section. We again choose the
symmetric case as a fiducial model. In this case however, we choose
휙★ = 휒★ = 0.04, (5.11)
for the initial field values, where 푡★ is the time when observable scales exit the horizon.
Again the parameters have been chosen such that there are 푁 ≃ 50 e-folds between 푡★
and the end of inflation, which we define as when 휖 = 1. With this, we then solve the
field equations for a range of initial conditions 휙Δ★ and 휒Δ★ , defined in (5.9), where again
Δ = 0 corresponds to the fiducial case. As in the canonical case we will only consider a
range of Δ that satisfies the constraints on the necessary number of e-folds, the amplitude
of the power spectrum 풫휁 and the spectral index 푛휁 . The task then is to study the effect
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Figure 5.5: Above: The potential 푉 for the parameter values detailed in the text. Note
that the potential is symmetric around 휙 = 휒. Below: The behaviour of the sounds
speeds 푐휙 and 푐휒 for the parameter values detailed in the text. It is important to note that
we have plotted two distinct, interlocking surfaces in the same field space, corresponding
to 푐휙 and 푐휒. Again the above is symmetric in 휙 = 휒 and we emphasise that although the
potential and the sound speeds diverge at small field values, we only consider scenarios
in which inflation ends before such points are reached.
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of Δ on the inflationary dynamics and the evolution and final amplitude of both 푓 (4)NL and
푓
(3)
NL . We now solve the field equations for a range of initial conditions between Δ = 0
and Δ = 1.0 × 10−5 and plot the resultant trajectories in figure 5.6. Again slow vari-
ation at horizon-exit is satisfied, since 휖휙★ ≃ 휖휒★ ∼ 10−5, 휂휙휙★ ≃ 휂휒휒★ ∼ 10−3 and
푠휙휙★ ≃ 푠휒휒★ ∼ 10−2. Moreover, our requirement that the sound speeds are small and
comparable at horizon-exit is also satisfied, since 푐휙★ ≃ 푐휒★ ∼ 10−4. As expected, in-
flation progresses in the fiducial case along the line 휙 = 휒 until the fields reach the tips
of the throats, where the sound speeds rapidly increase and 휖 rises to unity, ending infla-
tion. The symmetric trajectory is again unstable, since with increasing Δ the trajectories
progressively tend towards effective single-field evolution in the 휒 direction. Whilst this
behaviour is due in part to the effect of the potential, exactly as in the canonical case, the
dynamics are largely governed by the behaviour of the sound speeds. Inspection of figure
5.5 shows that 푐휒 > 푐휙 in the region where 휙 > 휒 and, as such, motion in the 휒 direction
is enhanced with respect to that in the 휙 direction, causing the downwards turn in the
trajectories. This is consistent with the evolution of the sound speeds for each trajectory,
plotted parametrically in figure 5.6.
We now study the evolution of the relevant quantities, such as 푓 (4)NL , between 푡★ and
the end of inflation, for the trajectories plotted in figure 5.6. Again our choice of param-
eters produces values for the power spectrum 푃휁 and spectral index 푛휁 , which are given
by the expressions (3.53) and (3.54) respectively, that are consistent with observational
constraints [21]. With respect to local-type non-Gaussianity, we again understand the
behaviour of 푓 (4)NL by considering two competing contributions. The first is that from the
term 휂푠푠, as in the canonical case, as well as the term 푠푠푠 in 풜 (3.50), which encapsulates
the non-linearity caused by the rapidly increasing sound speeds. We plot the evolution of
both parameters in figure 5.7. As before, the absolute value of 휂푠푠 grows rapidly towards
the end of inflation and is maximised for Δ = 0. The parameter 푠푠푠 behaves similarly be-
cause, from the definition (3.52), it relies on contributions from both 푠휙휙 and 푠휒휒. Since
the gradient of 푐휙 becomes progressively sub-dominant to that of 푐휒 for increasing Δ, the
contribution of 푠휙휙 to the final value of 푠푠푠 similarly decreases. Notice that the behaviour
of 푠푠푠 is identical to that of 휂푠푠 except for the overall amplitude, which is rescaled by a
factor of 10. This simply follows from the expressions in (5.5), since 푠휙휙 = (훾 − 1)휂휙휙,
푠휒휒 = (훿 − 1)휂휒휒 and here 훾 = 훿 = 11. Thus we conclude that the effect of the sound
speeds dominate the effect of the potential in this case. The competing contribution to-
wards 푓 (4)NL is again the coefficient 퐶 (5.10). Shown in figure 5.8, this behaves exactly as
in the canonical case, where we find 퐶 = 0 for Δ = 0 and so, unlike both 휂푠푠 and 푠푠푠,
this term takes its minimal value in the fiducial case (5.11). Again the final value of the
coefficient approaches its maximal value of 퐶 = 5
3
as the trajectories progressively tend
to effective single-field evolution in the 휒 direction. The result of these effects on 푓 (4)NL is
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shown in figure 5.8, the final value of which grows increasingly negative from ∣푓 (4)NL∣ ≪ 1
for Δ = 0 to its maximal value of 푓 (4)NL ≃ −35 for Δ = 2.5 × 10−6, before decaying
back towards zero thereafter. We conclude again therefore, that the production of large
local-type non-Gaussianity in the case of inflation in two cutoff throats is heavily depen-
dent on the choice of initial conditions. In this case the window of initial field values for
which 푓 (4)NL is enhanced is narrower still, peaking around Δ ∼ 10−6. Again we repeat
the above analysis for a much wider range of initial conditions, ranging from Δ = 0 to
Δ = 1.0 × 10−2, where we include the maximal case Δ = 2.5 × 10−6. The trajectories
again quickly tend to single-field behaviour in the 휒 direction, illustrated in figure 5.9.
As such, the final absolute value of 휂푠푠 and 푠푠푠 promptly decays whilst the final value of
the coefficient rapidly approaches 퐶 = 5
3
. The result is again that ∣푓 (4)NL∣ ≪ 1 for the ma-
jority of initial conditions considered here, illustrated in figure 5.10. As we noted in the
canonical case, the probability of obtaining the necessary initial conditions to produce
large local-type non-Gaussianity remains an open question [188–195], and here we sim-
ply conclude that the production of local-type non-Gaussianity in such scenarios depends
strongly on the initial field values. Note however that we have not considered such be-
haviour in the more general case of an asymmetric potential or asymmetric sound speeds.
We do not expect such behaviour to alter our broad conclusion regarding the dependence
on initial conditions however.
We now turn our attention to the corresponding equilateral contribution, using (4.44)
to study the evolution and final value of 푓 (3)NL . Note that, to produce large local-type non-
Gaussianity and satisfy the constraints on the power spectrum 풫휁 and spectral index 푛휁 ,
we require 푐휙★ ≃ 푐휒★ ∼ 10−4 in the above. We therefore expect a value of 푓 (3)NL ∼ 108
at horizon-exit. Without some further modulation therefore, this contribution far exceeds
the observational constraints [22]. To study such modulation, we plot the evolution of 푓 (3)NL
in the equilateral configuration in figure 5.11 for the range of initial conditions between
Δ = 0 and Δ = 1.0 × 10−5. In the symmetric case, the value remains constant at
푓
(3)
NL ≃ 3.33× 107 throughout inflation, since the modulation term in (4.44) is identically
one in this case. Similar to 푓 (4)NL , the amplitude of 푓
(3)
NL at the end of inflation grows with
increasing Δ, peaking at 푓 (3)NL ≃ 3.75 × 107 for Δ = 2.5 × 10−6, before returning to the
symmetric value. This decay back to the value at horizon-exit is reasonable, since with
growing Δ the trajectories progressively approach effectively single-field evolution in the
휒 direction. This is consistent with figure 5.11, which shows the evolution of 푓 (3)NL for the
wider set of initial conditions between Δ = 0 and Δ = 1.0 × 10−2. The decay to the
fiducial value occurs earlier with increasing Δ, corresponding to the progressively earlier
transition to effectively single-field evolution in the trajectories in figure 5.9. Notice
that the maximum value during inflation in all cases where Δ ≥ 2.5 × 10−6 is 푓 (3)NL ≃
3.75× 107.
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Figure 5.6: Above: The inflationary trajectories for a range of initial conditions governed
by the value of Δ, which is defined in (5.9). Inflation continues for 푁 ≃ 50 e-folds
until the fields approach the tips of the throats, where the sound speeds rapidly increase
and 휖 rises to unity, ending inflation. Note that again the fiducial, symmetric case (Δ =
0) is unstable to small perturbations in the initial conditions, since with increasing Δ
the trajectories progressively tend to effectively single-field evolution in the 휒 direction.
Below: Evolution of the sound speeds 푐휙 and 푐휒 for the trajectories above. For most
of inflation 푐휙 ≃ 푐휒 ≪ 1 but during the last few e-folds both rise rapidly. Notice that
푐휒 > 푐휙 for Δ ∕= 0, which explains the downward curves in the trajectories above.
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Figure 5.7: Above: Evolution of 휂푠푠 with respect to 푡푓 , plotted as a function of 휖 for
the trajectories in figure 5.6. The curvature of the potential maximises the final absolute
value of the function for Δ = 0, which decays as the trajectories tend away from the
symmetric case. Below: Evolution of 푠푠푠 with respect to 푡푓 , plotted as a function of 휖
for the trajectories in figure 5.6. The rapidly increasing sound speeds maximise the final
absolute value of the function for Δ = 0, which decays as the trajectories tend away from
the symmetric case. Notice the behaviour of 푠푠푠 is simply that of 휂푠푠 rescaled by a factor
of 10. We conclude that, in this case, the effect of the sound speeds dominate the effect
of the potential.
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Figure 5.8: Above: Evolution of the coefficient 퐶, defined in (5.10), with respect to 푡푓 ,
plotted as a function of 휖 for the trajectories in figure 5.6. The final value of the coefficient
approaches its maximal value of 퐶 = 5
3
as the trajectories progressively tend to effective
single-field evolution in the 휒 direction. Below: Evolution of 푓 (4)NL with respect to 푡푓 ,
plotted as a function of 휖 for the trajectories in figure 5.6. The combined effect of 휂푠푠 and
푠푠푠 in figure 5.7 and 퐶 above is for the final value of 푓 (4)NL to grow increasingly negative
from ∣푓 (4)NL∣ ≪ 1 for Δ = 0 to its maximal value of 푓 (4)NL ≃ −35 for Δ = 2.5 × 10−6,
before decaying back towards zero thereafter.
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Figure 5.9: Above: The inflationary trajectories for a wider range of initial conditions
compared to those in figure 5.6, again governed by the value ofΔ as defined in (5.9). Note
that with increasingΔ the trajectories make progressively earlier transitions to effectively
single-field evolution in the 휒 direction. Below: Evolution of the sound speeds 푐휙 and
푐휒 for the trajectories above. For most of inflation 푐휙 ≃ 푐휒 ≪ 1 but during the last
few e-folds only 푐휒 rises rapidly. This explains the rapid transitions to the approximately
single-field regimes in the trajectories above.
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Figure 5.10: Evolution of 푓 (4)NL with respect to 푡푓 , plotted as a function of 휖 for the tra-
jectories in figure 5.9. The effect of the wider range of initial conditions is that, for the
majority of cases considered here, ∣푓 (4)NL∣ ≪ 1 at the end of inflation.
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Figure 5.11: Above: Evolution of 푓 (3)NL in the equilateral configuration with respect to
푡푓 , plotted as a function of 휖 for the trajectories in figure 5.6. The final value of 푓 (3)NL
grows from 푓 (3)NL ≃ 3.33 × 107 for Δ = 0 to its maximal value of 푓 (3)NL ≃ 3.75 × 107 for
Δ = 2.5 × 10−6, before decaying back to the symmetric value thereafter. This decay
is due to the fact that, with increasing Δ, the trajectories in figure 5.6 progressively
approach effectively single-field evolution in the 휒 direction. Below: Evolution of 푓 (3)NL
for the wider range of initial conditions in figure 5.9. The result is that, for the majority
of cases considered here, 푓 (3)NL quickly decays back to the symmetric value after an initial
enhancement. Note that this decay occurs earlier with increasingΔ, which corresponds to
the progressively earlier transition to effectively single-field evolution in the trajectories
in figure 5.9.
CHAPTER 5. MULTIPLE-DBI INFLATION: MODEL EXPLORATION 105
The maximum modulation is therefore an enhancement of approximately 12% of the
value at horizon-exit. We conclude then that, whilst the scenario considered here pro-
duces large local-type non-Gaussianity, the corresponding equilateral contribution re-
mains prohibitively large. It therefore remains an open question whether large local and
equilateral signatures can result in this model from the more general case of an asymmet-
ric potential or asymmetric sound speeds. Indeed, [108] consider exactly this scenario
and find an analytical regime in which the equilateral contribution is, at least in principle,
sufficiently suppressed. It remains to be verified whether this scenario can satisfy the re-
maining observational constraints in a concrete set-up however. The same question also
applies to the string motivated model we considered in sections 3.4 and 4.4.
5.4 Conclusions
In previous chapters we were able to demonstrate the production of large local-type non-
Gaussianity in a single example of inflation in the tip regions of two cutoff throats (see
section 3.4). Whilst this example illustrated the effect of rapidly varying sound speeds on
local-type non-Gaussianity however, it was unclear how sensitive this behaviour was to
the choice of initial conditions. Moreover, the case we considered previously produced an
equilateral contribution that proved inconsistent with observations, since in this example
the conversion between the adiabatic and entropy modes actually enhanced the value
at horizon-exit, exacerbating the problem (see section 4.4). In this chapter we further
explored the parameter space of multiple-DBI inflation and, in particular, the dependence
of large local-type non-Gaussianity on initial conditions. We also studied whether it is
possible in such cases to suppress the corresponding equilateral contribution to within
the final WMAP bounds (2.137).
To this end we again considered inflation in the tip regions of two cutoff throats, this
time using a analytic model that is phenomenologically similar to that used in sections 3.4
and 4.4. The important difference here is that our choice of Hubble parameter and warp
factors provided analytical solutions for the trajectories. This allowed us to verify our
numerical analysis and provided greater intuition with respect to the behaviour of the sys-
tem, acting as first step towards understanding the string motivated model we considered
previously. We began by applying our formula for 푓 (4)NL (3.55) in the canonical case, first
studied in [136]. Here local-type non-Gaussianity is produced by the curvature of the po-
tential towards the end of inflation. To understand the sensitivity of such behaviour with
respect to initial conditions, we focused on the effect of small perturbations of the initial
field values on the magnitude of 푓 (4)NL . We then considered inflation in the tip regions
of two cutoff throats where the dynamics were dominated by the effect of the rapidly
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varying sound speeds instead of the potential. This provided the dominant contribution
to 푓 (4)NL , on which we again studied the effect of small variations of the initial conditions.
We found in both cases that the production of large local-type non-Gaussianity is heavily
dependent on the choice of initial conditions. In the canonical case we found that the
window of initial field values for which 푓 (4)NL is enhanced is relatively narrow, peaking
around Δ ∼ 10−5, where Δ is defined in (5.9) and represents the deviation from the
fiducial, symmetric trajectory. In the non-canonical case we found that this window of
initial field values is narrower still, peaking around Δ ∼ 10−6. This is in keeping with
similar studies, [144,158] for example, where it is found that the production of local-type
non-Gaussianity during inflation is similarly dependent on the initial conditions. Whilst
such conditions appear relatively restrictive, the probability of obtaining the necessary
initial conditions to produce large local-type non-Gaussianity remains an open question,
since no consensus has been made as to the measure of such probabilities [188–195].
It must be noted that we have not considered such behaviour in the more general case
of asymmetric sound speeds or the string motivated model we considered in previous
chapters. Moreover, we have explored a relatively small subset of initial conditions. It
would therefore be interesting to implement the two-dimensional contour plots, or ‘heat-
maps’, used in [134,187] to further understand the regions in parameter space capable of
producing large local-type non-Gaussianity.
We then explored the corresponding equilateral contribution to further understand the
correspondence between inflationary dynamics and the evolution and final amplitude of
푓
(3)
NL . In the scenario considered here we required 푐휙★ ≃ 푐휒★ ∼ 10−4 to produce large
local-type non-Gaussianity and satisfy the constraints on the power spectrum 풫휁 and
spectral index 푛휁 . As such, we found that the value of the equilateral-type non-linearity
parameter at horizon-exit is approximately 푓 (3)NL ≃ 3.33 × 107, which far exceeds the
observational bounds [22]. We then found that the maximum modulation of 푓 (3)NL was
an enhancement of approximately 12% of the value at horizon-exit. We conclude then
that, whilst the scenario considered here produces large local-type non-Gaussianity, the
corresponding equilateral contribution remains prohibitively large. It remains an open
question whether large local and equilateral signatures can result in this model from the
more general case of an asymmetric potential or asymmetric sound speeds, or indeed in
string motivated models such as that considered in sections 3.4 and 4.4 (see [148, 160]
for alternative examples in which this is possible).
Chapter 6
Conclusions
The aim of this chapter is to summarise our main results and identify directions for future
research. We then provide a wider outlook for the inflationary paradigm in light of recent
results from Planck.
6.1 Summary
In this work we have explored the correspondence between the physical processes associ-
ated with inflationary models inspired by string theory and the subsequent non-Gaussian
signatures imprinted in the primordial density perturbations. Specifically, we have chosen
multiple-DBI inflation as a representative model to understand the effect of multiple-field
dynamics and non-canonical kinetic terms on the resultant form of non-Gaussianity.
We began in chapter 3 by studying the effect of non-trivial sound speeds and multiple-
field dynamics on local-type non-Gaussianity during inflation. We used the 훿푁 formal-
ism to track the super-horizon evolution of perturbations, having expressed the homo-
geneous equations of motion in Hamilton-Jacobi form. Thereafter we adopted a sum-
separable Hubble parameter to derive analytic expressions for the local-type non-linearity
parameter, valid beyond slow variation. We found that non-trivial sound speeds can, in
principle, produce significant local-type non-Gaussianity during a turn in the trajectory.
Deviations from slow variation, such as rapidly varying sound speeds, enhance this effect.
Note that this effect is distinct from the production of equilateral-type non-Gaussianity
caused by violations of slow roll during horizon-exit, which is possible even in the single-
field case [161–163]. To illustrate our results we considered inflation in the tip regions
of two warped throats, where the rapid increase in sound speeds produced large local-
type non-Gaussianity towards the end of inflation. Our use of a sum-separable Hubble
parameter however, whilst providing analytically tractable expressions, also restricts our
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choice of potential. It is possible therefore that this technique is insensitive to dynam-
ics resulting from more general potentials and so it would be interesting to study more
general cases with alternative analytical or numerical methods that do not require separa-
bility. Moreover, whilst our model based approach explicitly demonstrates the dynamics
necessary for local-type non-Gaussianity, our results must be considered in light of more
general methodologies, such as an effective field theory approach [175,176]. Finally, our
approach treats multiple-field dynamics during inflation and, since we did not consider
a model of reheating or an approach to adiabaticity, we cannot conclude that the values
calculated here are necessarily those observed in the CMB. It would therefore be inter-
esting to apply similar techniques to [92–94, 127, 140–143] in the case of non-standard
kinetic terms, to further understand what we can infer about the dynamics of inflation
from observations of local-type non-Gaussianity.
In chapter 4 we considered the combined effect of non-canonical kinetic terms and
multiple-field dynamics on the corresponding equilateral contribution. By first comput-
ing the full third-order action using the ADM formalism, we calculated the three-point
function of the field fluctuations at horizon-exit using the path integral approach. We
then used the 훿푁 formalism and a sum-separable Hubble parameter to calculate, fully
analytically, the equilateral contribution to the bispectrum of the curvature perturbation
at horizon-exit and its evolution thereafter. Thus we have found one of the few explicit
examples of models characterised by both local and equilateral-type non-Gaussianity
(see [148, 157, 160] for alternatives). Although the equilateral contribution contains the
usual enhancement due to small sound speeds at horizon-exit, it is modulated by a factor
that is dependent on the background evolution of multiple dynamical fields thereafter.
This may suppress the value of the equilateral non-linearity parameter to within the final
WMAP bounds (2.137) (see [148, 160] for analogous results). As an application of this
result, we revisited the case of inflation in the tip regions of two warped throats and found
that the equilateral signal was not sufficiently suppressed to evade current observational
bounds. Open issues remain however. For example, a consistency relation between the
local and equilateral-type non-linearity parameters would be desirable, since this would
be more widely applicable. Moreover, we worked to leading order in small sound speeds
at horizon-exit in the third-order action and it is conceivable that the next to leading order
terms may still provide a significant contribution, with the potential to generate shapes
distinct from the local and equilateral types.
Finally, we further explored the parameter space of multiple-DBI inflation in chap-
ter 5. In particular, we studied the dependence of large local-type non-Gaussianity on
initial conditions and whether it is possible in such cases to simultaneously suppress the
corresponding equilateral contribution to within the final WMAP bounds (2.137). For
this purpose we again considered inflation in the tip regions of two cutoff throats using
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an alternative model to that used in chapter 4, which provided analytical solutions for the
trajectories. We found that the production of large local-type non-Gaussianity is heavily
dependent on the choice of initial conditions, in keeping with similar studies [144, 158].
Whilst such fine-tuning appears problematic, the probability of satisfying such condi-
tions remains an open question, since no consensus has been made as to the measure
of such probabilities [188–195]. It might also be possible that such behaviour is altered
in the more general case of asymmetric sound speeds or the string motivated model we
considered in previous chapters. Moreover, we have explored a relatively small subset
of initial conditions. It would therefore be interesting to implement the two-dimensional
contour plots, or ‘heat-maps’, used in [134, 187] to further understand the regions in pa-
rameter space capable of producing large local-type non-Gaussianity. We then explored
the corresponding equilateral contribution and found that, in all cases considered here,
the production of large local-type non-Gaussianity generated a value for the equilateral
non-linearity parameter that far exceeds the observational bounds. We then found that the
modulation caused by multiple-field dynamics thereafter only acted to enhance the value
of the equilateral non-linearity parameter at horizon-exit. We conclude then that, whilst
the scenario we considered here produces large local-type non-Gaussianity, the corre-
sponding equilateral contribution remains prohibitively large. It would be interesting to
consider whether large local and equilateral signatures can result in this model from the
more general case of asymmetric sound speeds or indeed in string motivated models,
such as that considered in previous chapters (see [148, 160] for alternative examples).
6.2 Outlook
In this work we have considered the predictions for non-Gaussianity in the primordial
density perturbations from inflationary models inspired by string theory, with the hope of
testing both the viability of the models themselves and the high energy theory in which
they are embedded. Such predictions must ultimately be confronted with data however.
During the completion of this work the eagerly anticipated results from Planck were re-
leased (see [196] for a summary of the Planck mission and its principal results). From
observations of the CMB, Planck has placed the tightest constraints on the cosmologi-
cal parameters to date, superseding the final nine-year observations of its predecessor,
WMAP [21,22]. As such, we provide here a discussion of the main implications of these
results, both on our findings and on the inflationary paradigm in general.
We look first at the parameters that characterise the two-point correlation function
of the primordial density perturbations. Confirming previous measurements by WMAP
[21], Planck has detected a deviation from exact scale invariance at more than 5휎, with
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푛휁 = 0.9603 ± 0.0073 (68% CL) [19] at the pivot scale 푘0 = 0.002Mpc−1 for the stan-
dard six-parameter ΛCDM cosmology. Note that this includes WMAP polarization data,
which will apply to all the Planck values quoted in the following. For direct comparison,
the final WMAP only value is 푛휁 = 0.972± 0.013 (68% CL) [21]. Note that this differs
from the combined WMAP value 푛휁 = 0.971± 0.010 (68% CL) [21], which we quoted
in chapter 2 and used throughout this work. This is in excellent agreement with one of
the basic predictions of inflation, since the spectral index is generically expected to be of
order the slow-roll parameters (see, for example, (2.65)), which must be small yet finite
in order for inflation to end. Planck has tightened the bound on the tensor-to-scalar ratio
to 푟 < 0.11 (95%) [19], again at the pivot scale 푘0 = 0.002Mpc−1, where the WMAP
only constraint is 푟 < 0.38 (95%). Both of these values assume no running of the spectral
index. Again this differs from the combined WMAP constraint 푟 < 0.13 (95%). Note
that the Planck bound is liable to change with the introduction of the full Planck polar-
isation measurements, due in the second data release. Planck has markedly reduced the
combined 푛휁 − 푟 parameter space, mainly as a result of its precise measurements of the
fourth, fifth and sixth acoustic peaks. This has important implications for the simplest
single-field models, since they can be described by relatively few free parameters. Gen-
erally speaking, Planck favours models with a concave potential [197], that is 푉,휙휙 < 0,
such as natural inflation [198, 199], or inflation on a simple symmetry breaking poten-
tial [200]. As a result, the simplest monomial potentials are disfavoured. For example,
not only does Planck confirm that inflation driven by a quartic potential is excluded at the
95% CL, it also places considerable tension on the simplest quadratic model, leaving it
at the edge of the 95% CL contour [197].
Moving beyond the two-point correlation function, Planck finds that the statistical
distribution of the primordial density perturbations remains consistent with a Gaussian
[20], providing the tightest constraints to date on the non-linearity parameters of the
bispectrum. This is again in keeping with the simplest model of single-field, slow-roll
inflation. With respect to equilateral-type non-Gaussianity, Planck finds 푓 equilNL = −42±75
(68% CL) [20], where the final WMAP value is given by 푓 equilNL = 51 ± 136 (68% CL)
[22]. This places tight constraints on general models of single-field inflation, since the
lower bound on the speed of fluctuations is given by 푐푠 ≥ 0.02 (95% CL) [20]. As
this bound tightens, such models gradually become canonical, leaving such additional
effects in inflationary model building less well-motivated observationally. Although in
principle our value of 푐푠 ∼ 10−4 in our example of multiple-DBI in section 5.3.2 can
be overcome by sufficient modulation after horizon-exit, satisfying such constraints with
simple single-field inflation remains more economical. With respect to local-type non-
Gaussianity, Planck finds the considerably stronger constraint 푓 localNL = −2.7 ± 5.8 (68%
CL) [20], where we again present the final WMAP value 푓 localNL = 37±20 (68% CL) [22].
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Even this constraint cannot rule out the possibility of multiple dynamical fields during
inflation however since, as we have shown in chapter 5, it is difficult to produce local-
type non-Gaussianity in such scenarios without some prior fine-tuning. Again, whilst
this does not rule out the scenarios considered in this work, one can again argue that
satisfying such constraints with simple single-field inflation remains more economical.
This bound has important consequences for multiple-field models that produce local-
type non-Gaussianity after inflation however, such as the curvaton [70, 71] or modulated
reheating [72,73], which are less reliant on such tunings. For example, this measurement
of 푓 localNL limits the curvaton decay fraction to 푟D ≥ 0.15 (95% CL) [20]. Thus, as this
constraint approaches ∣푓 localNL ∣ ≃ 1, we may be able to distinguish between such scenarios
observationally.
Even with the above constraints on the bispectrum, many prospects remain relatively
unexplored with respect to probing inflation with non-Gaussianity. For example, al-
though it is both observationally more difficult to measure [179, 180] and theoretically
more difficult to calculate [88, 179–187], the four-point correlation function, or equiva-
lently the trispectrum, offers such an opportunity. Indeed, Planck provides the following
conservative bound on one of the local-type non-linearity parameters of the trispectrum
휏NL < 2800 (95%) [20], which constrains models that can, in principle, produce a large
trispectrum with 푓 localNL ≪ 1 (see [134], for example). Moreover, whilst in this work we
considered the simplest case where the local contribution to the bispectrum is scale in-
dependent, attention has turned to the case of a scale-dependent 푓 localNL . This may also
shed light on the inflationary action even if the overall amplitude of non-Gaussianity is
small [123, 124, 161–163]. Finally, the Planck team considered a model-independent,
three-dimensional reconstruction of the bispectrum [20]. At low multipole values they
found no significant non-Gaussian signals not captured by one of the standard templates,
such as the local and equilateral configurations. Some anomalies were detected at high
multipoles however, which may hint towards an unidentified non-Gaussian signal, al-
though it is unclear if this is due to foreground effects, data processing or a more inter-
esting primordial signal. Although such a signal was not predicted a priori, it may still
offer opportunities to constrain inflationary physics.
We now briefly consider some anomalies that may tentatively shed further light on the
inflationary action. Such anomalies were first observed by WMAP [201, 202] and have
since been confirmed by Planck [19,203]. For example, WMAP found that the measured
power spectrum shows a dip relative to the best fit ΛCDM cosmology in the multipole
range 20 ≲ ℓ ≲ 30 and an excess at ℓ ≃ 40. Primordial explanations for this signal were
then considered, including single-field inflation on a potential with a step feature (see, for
example, [161–163, 204, 205]. Attention may turn again to such models now Planck has
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confirmed this signal. Similarly, Planck has tentatively confirmed a hemispherical asym-
metry in the amplitude of the power spectrum, at the level of approximately 10%. Again
primordial explanations have been considered. For example, whilst simple single-field
inflation cannot generate such anisotropy, it has been shown that certain multiple-field
models can [206, 207]. It must be noted however, that such a posteriori explanations for
CMB anomalies are generally considered less appealing than, for example, a priori pre-
dictions of local-type non-Gaussianity in multiple-field models. Such anomalies remain
however and, without adequate foreground or systematic sources, offer opportunities to
probe the physics of inflation.
During this work we have considered various mechanisms capable of producing a
small yet important non-Gaussian signal in the primordial density perturbations. In par-
ticular, we have studied the combined effect of non-canonical kinetic terms and multiple-
field dynamics in models inspired by string theory. We emphasise here however, that ar-
guably the most important conclusion from Planck with respect to early universe physics
is that the primordial density perturbations have been confirmed as almost Gaussian, adi-
abatic and scale invariant to unprecedented new precision. Whilst open issues regarding
the production of non-Gaussianity during inflation remain, it is clear that single-field,
slow-roll inflation has passed its most stringent test to date and remains the leading the-
ory for the origin of structure in the universe.
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