The projector algorithm: a simple parallel algorithm for computing
  Voronoi diagrams and Delaunay graphs by Reem, Daniel
ar
X
iv
:1
21
2.
10
95
v4
  [
cs
.C
G]
  1
2 A
ug
 20
18
THE PROJECTOR ALGORITHM: A SIMPLE PARALLEL
ALGORITHM FOR COMPUTING VORONOI DIAGRAMS AND
DELAUNAY GRAPHS
DANIEL REEM
Abstract. The Voronoi diagram is a certain geometric data structure which has
numerous applications in various scientific and technological fields. The theory
of algorithms for computing 2D Euclidean Voronoi diagrams of point sites is rich
and useful, with several different and important algorithms. However, this theory
has been quite steady during the last few decades in the sense that no essentially
new algorithms have entered the game. In addition, most of the known algorithms
are serial in nature and hence cast inherent difficulties on the possibility to com-
pute the diagram in parallel. In this paper we present the projector algorithm: a
new and simple algorithm which enables the (combinatorial) computation of 2D
Voronoi diagrams. The algorithm is significantly different from previous ones and
some of the involved concepts in it are in the spirit of linear programming and
optics. Parallel implementation is naturally supported since each Voronoi cell can
be computed independently of the other cells. A new combinatorial structure for
representing the cells (and any convex polytope) is described along the way and
the computation of the induced Delaunay graph is obtained almost automatically.
1. Introduction
1.1. Background. The Voronoi diagram is a certain geometric data structure which
appears in many fields in science and technology and has been found numerous appli-
cations, among them in computer graphics, geographic information systems (GIS),
molecular biology, data analysis, astrophysics, signal processing, mesh generation,
coding, computational geometry, material engineering, pure mathematics and many
more areas. See, for instance, [10,22,28,35,42,48,61] for some reviews and illustra-
tions. In its simplest and widespread form, this diagram is a certain decomposition
of the Euclidean plane, or a region X in the plane, into cells induced by the Eu-
clidean distance and by a collection of distinct points p1, . . . , pn (called “sites” or
“generators”). More precisely, the Voronoi cell Rk associated with the site pk is the
set of all the points in X whose distance to pk is not greater than their distance to
the other sites pj, j 6= k.
Because it is widely used, the Voronoi diagram, which has other names as well
(e.g., the Voronoi tessellation, the Voronoi decomposition, Dirichlet tessellation),
has attracted a lot of attention during the last four decades and actually much
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before, especially in the case of 2-dimensional Euclidean setting of point sites. In
particular, many algorithms for computing these diagrams in the above-mentioned
setting have been published. Among them we mention the naive method [61, pp.
230-233], the divide-and-conquer method [5], [61, pp. 251-257], [76], the incremental
method [47], [49], [60], [61, pp. 242-251], methods based on sweep [40], [61, pp. 257-
264], [88], methods based on geometric transforms such as convex hulls [11,16,17,37]
(see also [10, 19, 25] and the references therein) or Delaunay triangulations [21,
Chapter 3], [50], [61, pp. 275-80], methods based on lower envelopes , [75], [77, p.
241] and methods for very specific configurations [4].
It can be seen that the theory of algorithms for computing 2D Euclidean Voronoi
diagrams of point sites is rich and useful, with many different and important al-
gorithms and analyses. However, this theory has been quite steady during the
last decades in the sense that no essentially new algorithms have entered the game
(though several valuable improvements or variations of known algorithms have ap-
peared).
Another property of this theory is that most of the known algorithms are sequen-
tial (serial) in nature and they cannot compute each of the Voronoi cells indepen-
dently of the other ones. Instead, they consider the diagram as a combinatorial
structure and compute it as a whole in a sequential way. This fact casts inherent
difficulties on any attempt to implement these algorithms in a parallel computing
environment. It is therefore not surprising to see claims such as “Parallelizing al-
gorithms in computational geometry usually is a complicated task since many of
the techniques used (incremental insertion or plane sweep, for instance) seem in-
herently sequential” [10, p. 367], or “It is seldom obvious how to generate parallel
algorithms in this area [computational geometry] since popular techniques such as
contour tracing, plane sweeping, or gift wrapping involve an explicitly sequential
(iterative) approach” [3, p. 293], or “our technique, like all previous deterministic
parallel algorithms, is based on the serial algorithm due to Shamos and Hoey” [26, p.
570].
Nevertheless, starting from Chow [23] a corresponding theory for parallelizing
the computation of Voronoi diagrams has been developed [3,14,26,38,46,51,53,
56–58, 64, 72] and has been extended to related geometric structures such as the
Delaunay triangulation and convex hulls [7,15,30,33,41,44,59,69,73,81,83,84].
See [9,45,65,74] and [10, pp. 367-369] for a few surveys.
In the works mentioned above the idea is to somehow share the work between the
many processing units (namely processors, cores, etc.), under certain assumptions
on the computational model. Unfortunately, the above-mentioned sequential nature
of the involved algorithms complicates the implementation of many of these parallel
algorithms. In addition, a common assumption in the above-mentioned works is that
there are many processing units, e.g., O(n) or O(n/ log(n)), where n is the number
of sites. This obviously casts difficulties on a practical implementation when the
number of sites is much larger than the number of processing units, as frequently
happens in real world applications. Additional assumptions which are often imposed
are that the sites do no form degenerate configurations (e.g., no four sites are located
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on the same circle, no two sites have the same first or second coordinate, etc.), that
n is a power of two, and so on. As a result of all of the facts mentioned above,
while these parallel algorithms do have their own advantages, a significant part of
them are either theoretical or not widespread. The case of parallel algorithms for
geometric structures related to Voronoi diagrams is somewhat similar: these (often
theoretical) algorithms are either based on the former works or vice versa, or they
use somewhat similar techniques and impose somewhat similar assumptions.
In addition to the algorithms mentioned above, it is possible to mention other
parallel algorithms of a somewhat different nature of Voronoi diagrams (or closely
related geometric structures), e.g., [43,82,86–88]. However, these algorithms also
contain an inherent serial component and they cannot compute each Voronoi cell
independently of the other cells. Indeed, essentially the parallelization is done by
first dividing (in a preprocessing stage) the world X into sub-domains, then applying
a known serial algorithm (such as divide-and-conquer or sweep) to each sub-domain
simultaneously, and then somehow sharing the information obtained in each sub-
domain (possibly after a merging step between neighbor sub-domains) so that the
global Voronoi cells will be obtained correctly from the Voronoi cells which were
obtained in the sub-domains. These algorithms are mostly suitable for certain dis-
tribution of sites (e.g., uniform distribution or distributions which are not far from
being uniform in the sense that, e.g., after the original domain is divided into sub-
domains, the distribution of sites in each sub-domain is roughly uniform), but they
are less suitable and more complicated (and slower) for other types of distributions,
for instance distributions in which the sites form highly degenerate configurations.
The motivation for developing parallel-in-nature algorithms for computational
tasks stems from several natural reasons. One important reason is the ability to
compute in a fast manner much larger inputs than the ones computed nowadays,
in numerous fields, or to perform in a fast way computations which require many
iterations, such as Centroidal Voronoi Diagrams (CVD) [34,35]. Another reason is
that in recent years most of the computing devices (various types of computers, cell
phones, graphics processors, etc.) arrive with several (sometimes with hundreds or
even thousands) processing units which are just waiting to be used. Large networks
of such computing devices can also be used for parallel computing tasks.
By taking into account all of the above-mentioned considerations, it is natural to
ask whether there exists an algorithm which can compute each of the Voronoi cells
independently of the other ones, and hence can provide a simple way to compute the
Voronoi diagram in parallel. To the best of our knowledge, only one such algorithm
has been discussed in the literature, namely the naive one which computes each of the
cells by intersecting corresponding halfplanes [61, pp. 230-233]. This (very) veteran
algorithm is simple, but its time complexity is relatively slow: O(n2 log(n)) for the
whole diagram of n sites in the worst case (assuming one processing unit is involved).
As claimed in [13], on the average (under the assumption of uniform distribution)
its time complexity should behave as O(n). We have not seen any implementation
which confirms this, and, as a matter of fact, it seems that in general this algorithm
is not used frequently. While a variation of this naive algorithm for the Delaunay
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triangulation case appeared a few years ago [20], no theoretical justification is given
there to the O(n) average case time complexity, and, moreover, a careful verification
of the data given there shows that when the sites are generated according to the
uniform distribution, then the implementation behaves in a way which is worse than
O(n).
Several years ago, a new algorithm which allows the approximate computation of
Voronoi diagrams in a general setting (general sites, general norms, general dimen-
sion) was introduced in [67]. This algorithm is based on the possibility to represent
each Voronoi cell as a union of rays (line segments), and it approximates the cells by
considering a plurality of approximating rays which are shot in various directions (the
endpoint of each ray is approximated too). See Figures 1–2 for an illustration, [68]
for an application, and [66] for an online implementation. This “ray-shooting algo-
rithm” allows the approximate computation of each cell independently of the other
ones. However, although in principle this algorithm may compute the combinato-
rial structure of the cell (e.g., its vertices), to the best of our knowledge, no details
regarding how to do so have been published so far; besides, it seems that even if
somehow the algorithm mentioned in [67] (or the output of the algorithm) can be
used to compute the combinatorial structure of the cell, then this will probably be
done in a non-immediate and non-efficient way; the reason for this expected inef-
ficiency is because one needs to detect somehow the corresponding combinatorial
components, and for achieving this task many rays should be considered, and the
information obtained from them should be analyzed correctly; unfortunately, it is
not clear in advance in which direction to shoot a ray such that it will hit a vertex
exactly, and another issue which complicates the situation is the fact that the end-
points of the rays are computed only approximately (hence accumulating errors can
lead to a wrong conclusion regarding the combinatorial structure). It is therefore
natural to ask whether one can modify somehow the algorithm of [67] in such a
way that the modified algorithm will allow a simple and efficient computation of the
combinatorial structure of the Voronoi cells.
1.2. Contribution of this work. This paper presents and analyzes a new algo-
rithm (the “projector algorithm”) which enables the combinatorial computation of
2D Euclidean Voronoi diagrams of point sites, where each cell is computed indepen-
dently of the other ones. In fact, even portions of the same cell can be computed
independently of other portions. Parallel implementation is therefore naturally sup-
ported. The algorithm is significantly different from previous ones and some of the
involved concepts in it are in the spirit of linear programming and optics. In con-
trast to many known algorithms in the theory of Voronoi diagrams, the sites given
as an input to our algorithm can form any configuration (namely, we do not impose
the common “general position” assumption in order to avoid degenerate cases). A
new combinatorial structure for representing the cells (and any convex polytope) is
described along the way, and the computation of the corresponding Delaunay graph
(Delaunay triangulation) is obtained almost automatically. The time complexity of
the algorithm, as a serial one (one processing unit) for the whole diagram, is O(n2).
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Figure 1. A Voronoi diagram of 7
point sites in a square in the Euclidean
plane.
Figure 2. Each of the cells of Figure
1 is approximated using 44 rays.
This upper bound on the time complexity is better than the one of the naive algo-
rithm and it is not proved to be tight, i.e., to be Θ(n2) (see Subsections 10.5–10.6
for further discussion on this issue). The actual behavior is in fact more or less linear
when the sites are distributed uniformly (see also Theorem 10.1 below). It should
be emphasized that this paper is theoretical. Issues related to implementation and
experimental results are planned to be discussed elsewhere.
1.3. Paper layout. In Section 2 the notation, terminology and several tools are in-
troduced. In Section 3 a schematic description of the algorithm is given. A detailed
description of the algorithm is given in Section 4. A method for finding endpoints
in an exact way is described in Section 5. In Section 6 we discuss an improvement
of the algorithm which is most efficient in the important case where the sites are
uniformly distributed (that is, they are generated independently according to the
uniform distribution). The method for storing the data, as well as a discussion on
some combinatorial issues related to it, are described in Section 7. In Section 8
we briefly discuss how the Delaunay graph can be extracted almost automatically
from the stored data. In Section 9 we present by-products of possible independent
interest, mainly a new combinatorial representation for the cells (in any dimension).
A discussion on several theoretical and practical issues, mainly on the time complex-
ity of the algorithm, is given in Section 10, and in this section the main theorem
(Theorem 10.1) is presented. The proofs of the main theorem and related claims
are given in Section 11. We conclude the paper in Section 12 with a discussion on
implementation issues and possible extensions of the algorithm to other settings.
2. Preliminaries
In this section we present the notation and basic definitions used later, as well as
some helpful tools. Our world X is a convex and compact polygon in the Euclidean
plane (R2, | · |) with a nonempty interior, say a rectangle. Of course, X is obtained
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from the intersection of finitely many half-planes. We denote by d(x, y) or |x − y|
the distance between the points x ∈ R2 and y ∈ R2. We denote by [p, x] and [p, x)
the closed and half-open line segments connecting p and x, respectively, i.e., the sets
{p+t(x−p) : t ∈ [0, 1]} and {p+t(x−p) : t ∈ [0, 1)}, respectively. The inner product
between the points (vectors) x = (x1, x2) and y = (y1, y2) is 〈x, y〉 := x1y1 + x2y2.
A nonnegative linear wedge emanating from a point p ∈ R2 and generated by the
vectors v ∈ R2 and w ∈ R2 is the set {p + λv + µw : λ ≥ 0, µ ≥ 0}. Of course,
such a wedge is two-dimensional whenever there does not exists λ ≥ 0 such that
v = λw or w = λv, namely whenever v and w are not located on the same ray
emanating from the origin. We denote lines by L, M , etc. An edge (namely, a side)
of a polygon located on a corresponding line L is denoted by L˜. In the context
of Voronoi diagrams (Definition 2.1 below and elsewhere), we refer to the inducing
points as sites or generators, and denote them by pk, k ∈ K := {1, . . . , n}. These
sites are assumed to be contained in the interior of X and also to be distinct, namely
pj 6= pk for all j, k ∈ K satisfying j 6= k.
Here is the definition of the Voronoi diagram. This definition can easily be gener-
alized to other settings, e.g., to spaces of higher dimension, to sites located anywhere
in X (possibly on the boundary of X), to the case of sites having a more general form
than just point sites, to sites which have non-trivial intersection between themselves
(possibly even identical sites), to various distance functions and so on, but in this
paper we focus on the 2D Euclidean setting with distinct point sites located in the
interior of the world X .
Definition 2.1. Given n ∈ N and a tuple of distinct point sites (pk)nk=1 in our world
X, the Voronoi diagram induced by these sites is the tuple (Rk)
n
k=1, where Rk ⊆ X
and for each k ∈ K := {1, . . . , n},
Rk := {x ∈ X : d(x, pk) ≤ d(x, pj) ∀j ∈ K, j 6= k}.
In other words, the Voronoi cell Rk associated with the site pk is the set of all points
x ∈ X whose distance to pk is not greater than their distance to the other sites pj,
j 6= k, j, k ∈ K.
The definition of the Voronoi diagram is analytic. However, it can be easily seen
that each cell Rk is the intersection of the world X with halfplanes: the halfplanes
{x ∈ R2 : d(x, pk) ≤ d(x, pj}, j 6= k, j, k ∈ K. Thus each cell is a closed and convex
set which can be represented using its combinatorial structure, namely its vertices
and edges (sides). Because of this property, the traditional approach to Voronoi
diagrams is combinatorial.
In [67], a different representation of the cells was introduced, suggesting to con-
sider each of the cells as a union of rays (lines segments). An illustration of this
representation is given in Figure 2 and is formulated mathematically in Theorem
2.2 below. This representation is related to, but different from, the fact that the
Voronoi cells are star-shaped. The theory of Voronoi diagrams in general and of al-
gorithms for computing Voronoi diagrams in particular, is very diverse, with plenty
of interesting and important facts and ideas. In particular, the star-shaped prop-
erty of the cells is a well-known fact. However, to the best of our knowledge, and
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this is said after an extensive search that we have made in the literature (for many
years) and after conversations with, or in front of, many experts, in various scientific
and technological fields, there has been no attempt to use any kind of ray-shooting
techniques to compute (possibly approximately) the Voronoi cells.
Theorem 2.2. The Voronoi cell Rk of a site p = pk is a union of rays emanating
from p in various directions. More precisely, denote A :=
⋃
j 6=k{pj}. Given a unit
vector θ, let
T (p, θ) := sup{t ∈ [0,∞) : p+ tθ ∈ X and d(p+ tθ, p) ≤ d(p+ tθ, A)}, (2.1)
where d(x,A) := inf{d(x, a) : a ∈ A}. We refer to the point p + T (p, θ)θ as the
endpoint corresponding to the ray emanating from p in the direction of θ. Then
Rk =
⋃
|θ|=1
[p, p+ T (p, θ)θ].
(Note: in [67] a slightly different notation was used for the endpoint corresponding
to the ray emanating from p in the direction of θ: instead of p+T (p, θ)θ, as in (2.1),
the notation was p+ T (θ, p)θ.)
This representation actually holds (after simple modifications) in a more general
setting (any norm, any dimension, sites of a general form, etc.) and it shows that
by “shooting” enough rays in plurality of directions, one can obtain a fairly good
approximation of the cells, as is illustrated in Figures 1–2. It will be shown in later
sections how the idea of shooting rays can be used for obtaining the combinatorial
structure of the cells.
3. A schematic description of the projector algorithm
This section gives a schematic description of the projector algorithm. The method
is based on the fact that the cell of some point site p = pk is a convex polygon
whose boundary consists of vertices and edges. Some of the involved concepts in
this algorithm are in the spirit of optics and linear programming. We first provide
a high-level description and later a detailed one. Recall again that for a unit vector
θ, the point p+ T (p, θ)θ is the endpoint corresponding to the ray emanating from p
in the direction of θ (see Figure 2). Recall also that we assume that all the sites are
distinct points which are given as an input, and no site is located on the boundary
of the world X .
Method 3.1. The Projector Algorithm: a high level description
• Input: A site p;
• Output: The (combinatorial) Voronoi cell of p;
(1) Think of p as being a light source;
(2) emanate a (linear wedge-like) beam of light from p using a projector;
(3) detect iteratively (by possibly dividing the wedge into subwedges) all possible
vertices (and additional related combinatorial information) inside this beam
using corresponding endpoints and an associated system of equations;
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Figure 3. The projector, some of its
subedges, and the beam emanating
from p and corresponding to the sub-
fedge {θ1, θ3}.
(4) continue the process with other beams until the entire world around p is
covered;
The actual generation and handling of the (sub)wedges is done using a projector
(triangle) located around p. See Figure 3. The boundary of this projector is initially
composed of edges, and later these edges are composed of subedges, when we narrow
the search to subwedges (sub-beams). Each such a subedge induces a wedge: the
wedge generated by the rays which pass via the corners of the subedge. Each such
a corner induces a unit vector (denoted by θ) which points in its direction (from
p). Once the corresponding unit vector is known, then so is the ray in its direction.
We use a simple data structure called EdgeQueue which maintains a dynamic list
of subedges so that the whole implementation is based on loops instead of recursive
programming. Initially there are three subedges (the ones of the projector) and later
subedges are added or omitted. We represent a subwedge using its corners (vertices);
for instance, in Figure 3 the right side of the projector is represented by {θ1, θ2},
and later it is subdivided into the subwedges {θ1, θ3} and {θ3, θ2}.
The system of equations mentioned above (Step (3)) is
Bλ = H. (3.1)
Here the vector of unknowns is λ = (λ1, λ2); B is the 2 by 2 matrix with entries
Bij = 〈Ni, Tj〉 and H is a 2D vector with entries Hi = 〈Ni, Ti〉, i, j ∈ {1, 2}; here
Ti := T (p, θi)θi, namely, Ti is the vector in the direction of θi whose length is the
distance between p and the endpoint p+ Ti, i ∈ {1, 2}; the 2-dimensional vector Ni
is a normal to the line Li := {x ∈ R2 : 〈Ni, x〉 = 〈Ni, p+Ti〉} on which the endpoint
p + Ti is located. Of course, solving the linear 2 by 2 system of equations (3.1)
is a simple task, either in an exact way (exact arithmetic) or using floating point
arithmetic.
Equation (3.1) has a simple geometric meaning: the point u := p +
∑2
i=1 λiTi is
in the intersection of the lines L1 and L2 if and only if λ solves (3.1). If we want to
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restrict ourselves to the wedge generated by the corresponding rays, then we consider
only the nonnegative solutions of (3.1), i.e., λi ≥ 0 for i = 1, 2. If equation (3.1)
has a unique nonnegative solution λ, then this means that u is a point in the wedge
which is a candidate to be a vertex of the cell, since it may be (but is not necessary)
in the intersection of the corresponding two different edges located on the lines Li.
If, in addition, u is known to be in the cell, then it is indeed a vertex.
Remark 3.2. To the best of our knowledge, Method 3.1 above, as well as Algorithm
1 below, are new. There are many differences between it and existing algorithms,
e.g., its ability to compute each cell or parts of a cell independently of the other
cells, its use of rays and wedges, the fact that it first detects edges of a cell and later
vertices, etc.
In this connection, we want to say a few words regarding a technique called “geo-
metric probing”, which, although it does not consider Voronoi diagrams, it still uses
rays in order to detect boundary of geometric objects (see, e.g., [6, 27]). At first
glance one may think that the papers which discuss this technique do have some
relation to our method. However, it can be verified quickly that the settings and
methods described there are significantly different from the method described in our
paper. Moreover, the actual relation of these papers to our paper is quite weak and
besides, our paper has not been inspired by them (we have become aware of them
years after developing the ideas described in our paper).
For instance, the probing done in [6, Fig. 1, page 162] is performed by a robot,
which goes, from the outside, around the boundary of the given 2D object, and use
its arms (or an optical device) in order to touch (probe) the boundary of the object.
By this way it obtains a collection of points from the boundary and denotes this
collection by P . Denote by L the collection of rays emanating from the various
locations of the robot when it goes around the object and probes the geometric
object. Then, is as written in [6, p. 163]: “the aim is to join the points of P without
intersecting the rays of L, in order to find a polygonal approximation of the object
boundary”. Similar things can be said regarding [27]. In comparison, in our method
all the rays emanate from a unique point (the site), this point is located inside the
geometric object (the Voronoi cell), the computation of the endpoints is not trivial
(the boundary of the object is not known, in contrast to the geometric probing
case), and the goal is not to connect the endpoints in order to obtain a polygonal
approximation of the boundary of the Voronoi cell, but rather to use these endpoints
in order to detect edges and later vertices of the cell.
4. A detailed description of the projector algorithm
This section presents a more detailed description of the projector algorithm, namely
of Method 3.1. A pseudocode is included too. See Figures 4–5 for an illustration.
Additional relevant illustration is given in Figure 11. The description below and the
one given in Algorithm 1 use the same notation.
First, we create the three unit vectors θi, i ∈ {1, 2, 3} corresponding to a projector
around the point p. After choosing a projector subedge, shooting the two rays in
the direction of θi, i = 1, 2, finding the endpoints p + Ti (using, e.g., Method 5.1
10 DANIEL REEM
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
θ1 
θ2 
L1 
L2 
L4 
L3 
 
endpoint 
u v
p 
~ 
 
~ 
 
~ 
 
~ 
 
endpoint 
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Figure 5. Now the wedge gener-
ated by the subedge {θ1, θ3} is shown.
Since v = L˜1 ∩ L˜3 and v is located in
the wedge and in the cell, v is a vertex
and we do not need to further divide
this wedge.
in Section 5; here Ti := T (p, θi)θi) and finding the corresponding bisecting lines Li,
we want to use this information for finding all of the possible vertices in the wedge
generated by the rays. By using equation (3.1) we find the type of intersection
between the lines L1, L2. This intersection is either the empty set, a point, or a line.
If (3.1) has no solution of any kind (including solutions which are not non-
negative), then the lines L1 and L2 are parallel. This is a rare event but it must be
taken into account. In this case L1 and L2 have the same direction vector φ, i.e.,
Li = {qi+φt : t ∈ R} for some qi ∈ R2, i = 1, 2 and some unit vector φ. We check if
the ray emanating from p in the direction of φ is inside the wedge (this happens if and
only if the solution (α1, α2) to the linear equation φ = α1θ1 + α2θ2 is nonnegative).
If yes, then we denote θ3 := φ and shoot a ray in the direction of θ3. Otherwise, we
denote θ3 := −φ and shoot the ray in the direction of θ3. In both cases this ray will
be contained in the wedge and will hit an edge of the cell not located on the lines
L1 and L2 (the edge may be located on the boundary of the bounded world X). We
divide the current projector subedge using θ3 and continue the process.
If (3.1) has infinitely many solutions, then L1 = L2 (and vice versa). Hence
both endpoints are located on the same line. In this case there is no vertex in the
corresponding wedge (perhaps one of the endpoints p+Ti is a vertex, but this vertex
will be found later using the neighbor subedge: see Lemma 11.19). Hence we can
finish with the current subedge and go to the other ones. Such a case is implicit in
Figure 4 when the rays are shot in the directions of the first and third corners of the
projector and hit L1.
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Algorithm 1: The Projector Algorithm: a detailed pseudocode
input : A site p whose Voronoi cell is to be computed, the other sites
output: The vertices and edges of the cell, other information
1 Create the projector unit vectors;
2 Create the projector edges and enter them into EdgeQueue;
3 while EdgeQueue is nonempty do
4 Consider the highest (first) subedge in EdgeQueue;
5 Denote it by {θ1, θ2};
6 Compute the endpoints p+ Ti (see Methods 5.1 and 6.2), where Ti := T (p, θi)θi, i = 1, 2;
7 Find their neighbor sites ai, i = 1, 2 (see Methods 5.1 and 6.2);
8 Compute the bisector line Li between p and ai, i = 1, 2 (see Methods 5.1 and 6.2);
9 If no such a site ai exists, then p+ Ti is on the boundary of the world. Call the
corresponding boundary line Li;
10 Consider the system of equations (3.1)
11 if det(B) = 0 then // no solution or infinitely many
12 if L1 = L2 then // no vertices here
13 continue;
14 else // parallel lines
15 Let θ3 := φ, where φ is the direction vector of the lines;
16 If the ray from p in the direction of φ is not in the wedge, then let θ3 := −φ;
17 Insert the subedges {θ1, θ3}, {θ2, θ3} into EdgeQueue;
18 else // det(B) 6= 0, unique solution λ = (λ1, λ2)
19 Let u := p+ λ1T1 + λ2T2;
20 if λ is nonnegative then // we’re in the wedge
21 if u is inside the cell then
22 Store u, L1, L2 (and/or neighbor sites); // u is a vertex
23 else // u is outside the cell
24 Let θ3 := (u− p)/|u− p|;
25 Insert {θ1, θ3}, {θ2, θ3} into EdgeQueue;
26 else // u isn’t in the wedge
27 Let θ3 := (p− u)/|p− u|;
28 Insert {θ1, θ3}, {θ2, θ3} into EdgeQueue;
29 Remove {θ1, θ2} from EdgeQueue;
If (3.1) has a unique solution λ = (λ1, λ2), then either it is not nonnegative,
that is, the point u := p +
∑2
i=1 λiTi is not in the wedge, or λ is nonnegative, i.e.,
u is in the wedge. In the first case the ray emanating from p in the direction of
θ3 := (p − u)/|p − u| will hit an edge of the cell contained in the wedge but not
located on L1 or L2. Such a case is described in Figure 4 when considering the
subedge {θ1, θ2}. We divide the current projector subedge using θ3 and continue the
process. In the second case u is in the wedge, but we should check whether u is in
the cell (can be checked, for instance, by distance comparisons). If u is in the cell
(a case corresponding to the case of the subedge {θ1, θ3} in Figure 5, where u = v
there), then it is a vertex and we store it (together with other data: see Section 7).
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We have finished with the subedge and can go to the other ones. Otherwise u is
not a vertex, and we actually found a new edge of the cell corresponding to the ray
in the direction of θ3 := (u − p)/|u − p| (this case is implicit in Figure 4 when one
considers the subedge {θˆ2, θˆ3}, i.e., the subedge induced by the rays which are shot
in the directions of the second and third corners of the projector, respectively; in
this case u is the intersection of L1 and L2). We divide the subedge using θ3 and
continue the process. We also note that u 6= p (and hence θ3 is well defined) since if,
to the contrary, u = p, then, from the fact that u is located on the lines Li, i ∈ {1, 2}
(see the discussion after (3.1)), it follows that p is located on these lines too. This
is impossible since L1 (and also L2) is either the bisector between p and some other
site a1 6= p, and in this case obviously p cannot be located on it, or L1 is a line on
which part of the boundary of X is located and thus again, p cannot be located on
L1 (since p is in the interior of X).
It is possible to avoid a recursive implementation of the algorithm and base it on
loops using a simple data structure called EdgeQueue. This is a list which stores tem-
porarily the projector subedges that are handled during the process (each subedge
is represented by a set of two unit vectors, which correspond to its corners). The
algorithm runs until EdgeQueue is empty. The initial list contains the sides (edges)
of the projector {ψ1, ψ2}, {ψ2, ψ3}, {ψ1, ψ3}, where we can take ψ1 := (
√
3/2,−1/2),
ψ2 := (0, 1) and ψ3 := (−
√
3/2,−1/2). In this connection, it should be empha-
sized that the projector is used for handling the progress of the algorithm (using
EdgeQueue), but the corresponding unit vectors in the direction of the corners of
the subedges are not necessarily on the same line as the one on which the projector
subedge is located. Despite this, it is convenient to represent a projector subedge by
its associated unit vectors.
5. Finding the endpoints exactly
In order to apply Method 3.1, we should be able to find the endpoint p+T (p, θi)θi
emanating from the site p in the direction of θi (see (2.1) and line 6 in Algorithm
1). One possible method is to use the method described in [67], but the problem
is that the endpoint found by this method is given up to some error parameter,
and unless this parameter is very small (which, in this specific case, implies slower
computations), this may cause an accumulating error later when finding the vertices,
due to numerical errors in the expressions in (3.1).
In what follows we will describe a new method for finding the endpoint in a given
direction θ exactly. Of course, when using floating point arithmetic errors appear,
but they are much smaller than the ones described above. See Figure 6 for an
illustration and Remarks 5.2–5.4 for further details regarding some practical issues
related to Method 5.1. The correctness of the method is discussed in Remark 5.5.
Method 5.1.
• Input: A site p and a unit vector θ;
• Output: the endpoint p + T (p, θ)θ.
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Figure 6. Illustration of Method 5.1
for some ray. At the first displayed
iteration CloseNeighbor is a1. The
intersection between L1 (the line on
which the edge L˜1 is located) and the
ray is the point y1. At the next stage
CloseNeighbor is a2 and hence y =
y2. The process terminates since y2 is
in the cell of p, i.e., it is the endpoint.
(1) Shoot a ray from p in the direction of θ and stop it at a point y which is
either in the region X but outside the cell of p (see Method 6.2 below), or it
is the intersection of the ray with the boundary of the region (see Remark 5.2
below). If y is chosen to be outside the cell, then go to Step (4). Otherwise,
let L be the boundary line of X on which y is located;
(2) check whether y is in the cell, e.g., by comparing d(y, p) to d(y, a) for any
other site a, possibly with enhancements which allow to reduce the number
of distance comparisons;
(3) if y is in the cell, then y is the endpoint (and L is a bisector line, unless L is
a boundary line); the calculation along the ray is complete;
(4) otherwise, d(y, a) < d(y, p) for some site a. Let CloseNeighbor := a;
(5) find the point of intersection (call it w) between the given ray and the bisector
line L between p and CloseNeighbor. This intersection is always nonempty.
The line L is easily found because it is vertical to the vector p−CloseNeighbor
and passes via the point (p+ CloseNeighbor)/2;
(6) let y := w; go to Step (2).
Remark 5.2. Below we discuss two simple methods for computing the intersection
between the ray Γθ emanating from p in the direction of θ and the boundary of X .
This ray can be represented as Γθ := {p+ tθ : t ≥ 0}.
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One method is an approximate one, in the spirit of [67]. We fix a small positive
parameter ǫ, select a point y ∈ Γθ which is known to be outside X (just a point
very far from p), denote x := p, select the midpoint z := 0.5(x+ y) between x and
y, and check if z is in X . If yes, then we let x := z, otherwise we let y := z. This
bisecting process continues until the length of the segment [x, y] is smaller than ǫ.
The advantage of this method is that it is simple and general (works for any type of
boundary of X , not necessarily polygonal), but it can be somewhat slow and it does
not lead to an exact output.
The second method is exact and is restricted to the case where we assume that
X is a compact polygon obtained from the intersection of finitely many (say m)
half-planes Hj (the basic assumption in this paper). In this case the boundary of X
is a finite union ∪mj=1Ij of line segments (edges) Ij. Given an index j ∈ {1, . . . , m},
we can write Hj = {x = (x1, x2) ∈ R2 : 〈Nj, x〉 ≤ cj} where Nj ∈ R2 is the
normal to the boundary line Lj = {x = (x1, x2) ∈ R2 : 〈Nj, x〉 = cj} of Hj, and
cj ∈ R is a constant. Since p ∈ X , the inequalities 〈Nj, p〉 ≤ cj should hold for all
j ∈ {1, . . . , m}.
The considered ray intersects Lj if and only if there exists tj > 0 such that
p + tjθ ∈ Lj , i.e., 〈Nj, p〉 + tj〈Nj, θ〉 = cj (the case tj = 0 is impossible since p
is assumed to be in the interior of X). Therefore, either 〈Nj, θ〉 = 0 and then the
ray is parallel to Lj and the intersection is empty, or 〈Nj , θ〉 6= 0 and then
tj =
cj − 〈Nj, p〉
〈Nj, θ〉 , (5.1)
where it should be verified that tj > 0.
Summarizing the above-mentioned discussion, we go over all the boundary edges
Ij and check whether tj defined by (5.1) is well defined (i.e., 〈Nj, θ〉 6= 0) and is
positive. Among those tj which satisfy these conditions we still need to verify that
p + tjθ ∈ X , i.e., that p + tjθ ∈ Hk for all k ∈ {1, . . . , m}. Analytically, we should
verify that for each such j we have
tj〈Nk, θ〉 ≤ ck − 〈Nk, p〉, ∀k ∈ {1, . . . , m}. (5.2)
Any tj which satisfies (5.2) leads to the point of intersection between the ray Γθ and
the boundary of X (usually there will be a unique tj , unless the ray passes through
a vertex of X ; the existence of at least one tj is a consequence of the intermediate
value theorem: see the proof of Lemma 11.6). As a final remark, we note that in
(5.2) we do not really need to go over all k ∈ {1, . . . , m} but rather on those k 6= j
for which tk defined by (5.1) is well defined and positive.
Remark 5.3. Whenever a distance comparison is made with some site a = pj ,
j 6= k (or even with p itself) and it is found that d(y, p) ≤ d(y, a), then there is
no need to consider this site in later distance comparisons. Indeed, the previous
inequality means that y is in the halfspace of p (with respect to a). Because y
always remains on the same ray and gets closer to p, it remains in this halfspace,
i.e., also later temporary endpoints y will satisfy d(y, p) ≤ d(y, a). However, even if
d(a, p) < d(a, y), then the site a should not be considered anymore, since this case
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Figure 7. Illustration of Remark
5.4. Here y is a vertex of the cell
of p (the square having L˜2, L˜5, L˜7,
and L˜8 as its edges), EquiDistList =
{a2, a3, a4, a6, a7}, and Li is the bisec-
tor between p and ai for each i ∈
{3, 4, 6}. The smallest and largest
angles (counterclockwise) ∠pyai ∈
[0, 2π), ai ∈ EquiDistList are ∠pya7
and pya2, respectively, and indeed L7
and L2 contain edges of the cell of p.
implies that y will be moved to the intersection between its ray and the bisector line
between p and a, and so in the next iteration it will satisfy d(y, p) = d(y, a), and
in later iterations it will satisfy d(y, p) ≤ d(y, a) (in particular, the total number of
distance comparisons is not greater than n).
A simple way to perform the above-mentioned operation of not considering a given
site anymore is to go over the array of sites by incrementing an index starting from
the first site. By doing this each site will be accessed exactly one time and when the
index arrives at the last site, the process will end.
Remark 5.4. When finding the endpoint y, one can also find all of its neighbor sites
since in the last time Step (2) is performed, one can easily find all the sites a satis-
fying d(a, y) = d(p, y) simply by storing any site a satisfying this equality. Call the
corresponding list EquiDistList. Each a ∈ EquiDistList induces a corresponding
bisector line L between p and a. In the rare event where y coincides with a vertex of
the cell, there may be a ∈ EquiDistList whose bisector L may not contain an edge
of the cell but rather it intersects the cell only at the vertex y (this can happen only
when EquiDistList has at least three different elements, i.e., at least three distinct
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sites located on a circle around y, and hence this cannot happen when the sites are
in general position). See Figure 7 for an illustration. This is a problem, since we
want to make sure that when we make operations with the endpoint, we use a line
L on which this endpoint is located and on which an edge of the cell is located.
In order to overcome the problem, we need to determine the sites a ∈ EquiDistList
that induce bisectors which contain an edge of the cell, and then to consider these
sites and their associated bisector lines for later operations. This can be achieved by
sorting, in an increasing order, all the angles ∠pya, a ∈ EquiDistList (we choose,
say, the counterclockwise direction and assume that the angles are between 0 and
2π). The sites corresponding to the smallest and largest values are the ones which
induce a desired bisector, and we can associate with y any one of these sites and
their corresponding bisectors.
Remark 5.5. Method 5.1 is correct, as shown below. First, the method terminates
after finitely many steps because there are finitely many sites. The point w in Step
(5) is well defined because y is in the halfplane of CloseNeighbor and hence the
considered ray intersects the boundary L of this halfplane. The point y is outputted
in Step (3), and by the description of this step y is in the Voronoi cell of p. If y is
on the boundary of X , then, since it is in the cell, it is an endpoint (according to
(2.1)). Otherwise y is on a bisector between p and another site, and therefore any
point on the ray beyond y is outside the Voronoi cell of p. Since y is in the cell, this
means that y must be an endpoint (again, see (2.1); here A is the set of all sites
a 6= p and T (p, θ) = |y − p|).
6. Improvement of the algorithm for the case of certain
distributions of sites
This section describes an improvement of Method 5.1 for computing the endpoint
of a given ray. This method is general in the sense that it can be used for any type of
distribution of the sites. However, it is most efficient for the case where the sites are
distributed independently according to the uniform distribution, i.e., the probability
of each site to be in some region is proportional to the area of the region, and there
is no dependence between the sites (when viewed as random vectors). During this
section we assume thatX is a rectangle whose side lengths are integer multiplications
of some real number s > 0.
A rough description of the method is as follows. We first perform a preprocessing
stage, whose time complexity is O(n), in which the sites are inserted into a corre-
sponding data structure (buckets) mentioned in [13]. This data structure is nothing
but a collection of buckets, (each bucket is a square having sides of length s) which
decompose X . Then, when we compute the Voronoi cell of some site p, the buck-
ets allow us to restrict the distance comparisons to sites located near the temporary
endpoint y (up to distance d(p, y)). More precisely, according to Lemma 11.3 below,
farther sites a will automatically satisfy d(y, a) > d(y, p), and hence there is no need
to consider them in the distance comparison stage when we try to see whether y is
in the cell of p. The buckets also help us to find a candidate to the first temporary
endpoint which is usually close to p, since unless some square around y is empty of
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sites (low probability: see Remark 6.3(iii) below), Lemma 11.4 below ensures that
farther sites a will automatically satisfy d(y, a) > d(y, p). The rest of the method is
roughy as Method 5.1.
We use the following terminology. We denote by B[y, r] the disk of radius r > 0 and
center y = (y1, y2) ∈ R2, and by S[y, r] the square of radius r > 0 and center y ∈ R2,
i.e., S[y, r] := {x ∈ R2 : |y − x|∞ ≤ r} where |(w1, w2)|∞ := max{|w1|, |w2|} is the
ℓ∞ norm of a point w ∈ R2. In other words, S[y, r] = [y1− r, y1+ r]× [y2− r, y2+ r].
The integer rectangle SI [y, r] is the rectangle defined as follows:
SI [y, r] :=
[
s⌊(y1− r)/s⌋, s(⌊(y1 + r)/s⌋+ 1)
]
×
[
s⌊(y2 − r)/s⌋, s(⌊(y2 + r)/s⌋+ 1)
]
.
(6.1)
Here ⌊·⌋ is the floor function, i.e., ⌊t⌋ is the largest integer not exceeding t ∈ R.
See Figures 8–9 for an illustration. Usually SI [y, r] is the smallest rectangle which
contains S[y, r] and composed of buckets. The exceptions are when S[y, r] itself is
composed of buckets and then SI [y, r] contains one more column of buckets to the
right, and one more row of buckets to the up. It is convenient to work with the
integer rectangle for the theoretical analysis, and this is what will be done from now
on.
Method 6.1. (Preprocessing)
• Input: A rectangle X (the world), the sites, a positive number s (the side
length of the buckets), two positive integers m1 and m2, a positive number
ω (a width) which is an integer multiplied by s; we also assume that X =
[0, m1s]× [0, m2s], namely the side lengths of X are m1s and m2s.
• Output: a bucketing structure.
(1) Decompose X into m1 · m2 buckets, where each bucket is a square of side
length s.
(2) Associate each site to the bucket containing it and having the lowest indices,
i.e., if the site is, say, a := (a1, a2) ∈ R2, then the indices of the associated
bucket are ij = ⌊aj/s⌋, j ∈ {1, 2}.
(3) Enlarge the grid of buckets around X by the width ω, namely by adding a
shell of buckets (whose thickness is ω) around X where each added bucket is
empty of sites.
The last step in Method 6.1 is performed in order to avoid complications when
some rectangles go out of X . This last stage can be avoided by working with the
intersection of integer rectangles and X , but this complicates a bit the programming
and the analysis.
We now describe Method 6.2 which improves upon Method 5.1. Its theoretical
justification is described in Proposition 6.4, whose proof can be found in Section 11
below.
Method 6.2. (Improved endpoint computation)
• Input: The world X (a rectangle); the sites in the bucketing data structure
mentioned in Method 6.1, with the same parameter s > 0; a site p ∈ X ; a
unit vector θ; an integer β > 0.
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• Output: The endpoint p+ T (p, θ)θ.
(1) Let η := 4
√
2(β+1.01)s and y := p+ηθ. In addition, let yX be the intersection
between the boundary of X and the ray emanating from p in the direction of
θ (see Remark 5.2 regarding the computation of yX).
(2) Check whether y is in X .
(3) If y is not in X , equivalently, if η > d(yX, p), then let y := yX . In this case
we consider y as the first temporary endpoint, and we go to Step (5).
(4) If y ∈ X , then we construct SI [y, 2βs] and check whether d(y, p) ≤ d(a, y)
for all sites a ∈ SI [y, 2βs]. If yes, then let y := yX . Otherwise, y is outside
the cell of p. In both cases we consider y as the first temporary endpoint.
(5) Create the “rectangular list of sites”: this is simply the list of buckets and
sites contained in SI [y˜, d(p, y˜)], where y˜ is the first temporary endpoint (see
Remark 6.3(v) below; note that at this stage y = y˜).
(6) If y is known to be outside the cell of p, then go to Step (9). Otherwise, we
know from previous steps that y = yX . Let L be the boundary line (an edge
of X) on which y is located.
(7) Check whether y is in the cell of p by comparing d(y, p) to d(y, a) for all sites
a in SI [y, d(p, y)] (as a subset of the rectangular list of sites: see Remark
6.3(v) below). Whenever a site a has been considered, it is removed from
the rectangular list of sites and is not considered anymore. If either d(y, p) ≤
d(y, a) for all sites a in SI [y, d(p, y)] or if SI [y, d(p, y)] is empty of sites, then
y belongs to the cell of p (see Remark 6.3(vi) below) and we go to Step (8).
If d(y, a) < d(y, p) for some site a ∈ SI [y, d(p, y)], then we go to Step (9).
(8) If y is in the cell of p, then y is the endpoint and L is its associated line,
namely L is a bisector or an edge of the boundary of X on which y is located.
The calculation along the ray is complete.
(9) Now we know that y is not in the cell of p, namely d(y, a) < d(y, p) for some
site a. Let CloseNeighbor := a (if there are several such sites a, then pick
one of them, no matter which).
(10) Find the point of intersection (call it w) between the given ray and the
bisector line L between p and CloseNeighbor. This intersection is always
nonempty. The line L can easily be found because it is vertical to the vector
p− CloseNeighbor and passes via the point (p+ CloseNeighbor)/2.
(11) let y := w; go to Step (7).
Illustrations related to Method 6.2 can be found in Figures 8–9.
Remark 6.3. Here are a few comments regarding Method 6.2.
(i) The number 1.01 in η from Step (1) is somewhat arbitrary. It can be replaced
by any number greater than 1, e.g., 1.0000001. See the proof of Lemma 11.4.
(ii) The distance comparisons between d(p, y) and d(y, a) in Steps (4) and (7)
can be done, e.g., by starting with shell 0, namely with the bucket in which y
is located, then comparing d(p, y) to d(y, a) for all sites a in shell 0; then (if
d(p, y) ≤ d(y, a) for all sites a in shell 0), comparing d(p, y) to d(y, a) for all
sites a in shell 1 (namely the shell of eight buckets around shell 0), then (if
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Figure 8. An illustration of issues
related to Method 6.2. Here s = 1.
d(p, y) ≤ d(y, a) for all sites a in shell 1) doing the same with shell 2, i.e., with
the shell of 16 buckets around shell 1, and so forth, until some site a in one of
the shells is found to satisfy d(y, a) < d(p, y) or until we go over all sites a in
the corresponding integer rectangle (namely, the integer rectangle is SI [y, 2βs]
in Step (4) and SI [y, d(p, y)] in Step (7)).
(iii) When the sites are independently and uniformly distributed, then there is a
rather low probability that in Step (4) the inequality d(p, y) ≤ d(y, a) holds
for all the sites in a ∈ SI [y, 2βs]. The reason is as follows: elementary con-
siderations show that at least quarter of SI [y, 2βs] is contained in X , and this
quarter is a square of side length (2β + 1)s, namely this square is composed
of 2β + 1 buckets; an analysis similar to the one given in the proof of Lemma
11.24 shows that this quarter contains, with probability which not smaller than
1−ne−(2β+1)2 , at least one site (so, if n = 1015 and β = 3, then this probability
is not smaller than 0.999999); however, any site a located in SI [y, 2βs] satisfies
d(y, a) < d(p, y): this is just a consequence of Lemma 11.4 below.
(iv) The reason for creating the rectangular list of sites (in Step (5)) is to avoid
problems in later computations. Indeed, consider for example the case where
we first compute the endpoint of some ray in the direction of θ. Assume that
instead of creating the rectangular list of sites and removing the sites from it,
we remove, in Step (7), the sites from the global list of sites. If now we want
to compute the endpoint of another ray, or the Voronoi cell of another site,
we are left with much less sites in the global list of sites; in other words, the
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sues related to Method 6.2. Here
s = 1 and Q′ is an integer rec-
tangle contained in X and contains
X ∩ SI [y, d(p, y)]. It also con-
tains the same number of buckets as
SI [y, d(p, y)].
list of sites that we have in our hands for these calculations is erroneous (this
list might even be empty, and so we will not be able to start the computations
related to the Voronoi cell of the sites which have been removed from the list).
(v) The rectangular list of sites is just a bucketing structure of the type mentioned
in Method 6.1, but instead of containing all the buckets and sites in the entire
world X , it contains copies of the buckets and sites contained in the integer
rectangle SI [y˜, d(p, y˜)], where y˜ is the first temporary endpoint. After creat-
ing this rectangular list, each time when we check whether some sites are in
SI [y, d(p, y)], where y is a temporary endpoint, we consider SI [y, d(p, y)] as a
subset of the rectangular list, namely we look for sites which are in the rectan-
gular list and their locations are in SI [y, d(p, y)].
(vi) Lemma 11.3 (parts (ii)–(iii)) below ensures that for the sake of distance com-
parisons, it is sufficient to consider only the sites located inside the integer
rectangles SI [y, d(p, y)], where y is a temporary endpoint. Once it is verified
that d(p, y) ≤ d(a, y) for all a ∈ SI [y, d(p, y)], then y is the true endpoint, or, if
SI [y, d(p, y)] is empty of sites, then y is also the true endpoint.
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(vii) It is possible to formulate other versions of Method 6.2. One possible version is
a one in which in we do not create the rectangular list of sites in Step (5), and in
Step (7) we do not delete the site a from the list of sites after comparing d(p, y)
to d(a, y), but rather we do nothing with a. This version of the method might
be a bit slower (since the site a may be considered again in future distance
comparisons), but it is still correct, for reasons which are quite similar to the
ones given in the proof of Proposition 6.4.
Proposition 6.4. Method 6.2 is correct, namely it outputs, after finitely many
machine operations, the true endpoint.
7. Storing the data
Given a point site p = pk, when a vertex u belonging to the cell of p is found, one
stores the following parameters: its coordinates, the lines from which it was obtained
(namely, u belongs to the corresponding cell’s edges located on these lines), and the
index k. For storing a line L it is convenient to store the index of its associated
neighbor site, namely the index (simply a number or a label) of the site which
induces it (denoted by CloseNeighbor in Method 5.1). If it is a boundary line, then
it has a unique index number which is stored and from this index one can retrieve
the parameters (the normal and the constant) defining the line. Alternatively, these
parameters can be stored directly. For some purposes it may be useful to store also
some endpoints.
A convenient data structure for the storage is a one dimensional array, indexed
by k, in which the vertices (represented, as explained above, by coordinates and
associated neighbor sites) and any additional information, such as endpoints, are
stored. Although the vertices are not stored according to a certain order, the method
of search (Algorithm 1) implies that it is quite easy to sort them later in clockwise
or counterclockwise order, e.g., by labeling the generated rays with suitable values.
8. Computing the Delaunay graph (Delaunay triangulation)
As is widely known, the Delaunay graph is an important geometric structure
which is closely related to the Voronoi diagram and by itself has many applications
[10,21,37,61]. By definition, it consists of vertices and edges. The vertices are the
sites. There is an edge between two sites if their Voronoi cells are neighbors (via an
edge). See Figure 10 for an illustration.
The computation of the restriction of the Delaunay graph to the given bounded
world X , from the stored data structure of the Voronoi diagram, is simple and done
almost automatically: one chooses a given site, goes over the data structure and
finds all the different neighbor sites of a given site. The procedure is repeated for
each site and can be easily implemented in parallel.
Note that here everything is restricted to the given bounded world X . Rarely
it may happen that two sites whose cells are neighbors in the whole plane are not
neighbors in X . This can happen only with cells which intersect the boundary of X .
For overcoming this problem (if one considers this as a problem), one can simply take
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Figure 10. The Delaunay graph of
20 sites, restricted to a square (thick
lines), together with the Voronoi cells
of the sites (thin lines).
X to be large enough or one can perform a separate check for the above-mentioned
boundary cells.
9. A by-product: a new combinatorial representation for the cells
in higher dimensions
As explained in Section 7, each vertex is stored by saving its coordinates and the
edges (actually the corresponding neighbor sites which induce these edges) which
intersect at the vertex. This section extends this idea to higher dimensions and
presents a new combinatorial representation for the Voronoi cells (and actually any
convex polytope) in this setting.
In dimension m = 2, a vertex u is always obtained from the intersection of two
lines. In dimension m ≥ 3 a vertex is usually obtained from exactly m hyperplanes,
but in principle it can be obtained from S hyperplanes, S > m. We call the set
{Li1 , . . . , LiS} of all the hyperplanes from which u was obtained “the combinatorial
representation of u”.
As the examples below show (see also Section 8), once the above-mentioned com-
binatorial representation is known and stored, we can obtain other combinatorial
information related to the cell, say the neighbors of a given vertex, combinatorial
information related to the ℓ-dimensional faces of the cell, ℓ = 0, 1, . . . , m− 1, and so
on, and hence we do not need to store these types of information separately. This
is in contrast to familiar methods for representing the combinatorial information in
which one has to find and store all the ℓ-dimensional faces, ℓ = 0, 1, . . . , m−1 of the
cell. Since the combinatorial complexity of the cell (the number of multi-dimensional
faces) can grow exponentially with the dimension [10,54], our method may reduce
the required space needed for the storage (at least by improving some constants).
The price is, however, that for retrieving some data, certain search operations will
have to be done on the stored information. There is another difference between our
method and other ones. In other methods one starts with the vertices as the initial
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(atomic) ingredients, and from them one constructs higher dimensional faces. For
instance, an edge is represented by the two vertices which form its corners. However,
in our method we start with the highest dimensional faces (located on hyperplanes)
and from them we construct the vertices and the other multi-dimensional faces. As a
matter of fact, our method of storage can be used to represent any multi-dimensional
convex polytope, and even a class of nonconvex or abstract polytopes.
Example 9.1. Information regarding all the various ℓ-dimensional faces of the cell,
ℓ = 0, 1, . . . , m − 1, can be found by observing that any such a face is located on
the intersection of hyperplanes. Indeed, the (m − 1)-dimensional faces are located
on the hyperplanes Li which appear in the representation of the vertices. Thus, in
order to find all the vertices which span a given (m− 1)-dimensional face, say a one
located on the hyperplane Li1 , we simply need to search for all the vertices having
Li1 in ther combinatorial representation. Consider now the (m − 2)-dimensional
faces; we fix an hyperplane Li and look at all the vertices u having Li in their
combinatorial representation; in the representation of any such a vertex u, there are
other hyperplanes Lj , and an (m − 2)-dimensional face is located on Li ∩ Lj . By
going over all the possible hyperplanes of u, all the possible u, and all the possible
Li, we can find and represent all the possible linear subspaces on which the (m− 2)-
dimensional faces are located (note: Li∩Lj can be represented by an array containing
the parameters defining both Li and Lj). We can also find all the vertices which
span a given (m− 2)-dimensional face: such a face is located on the intersection of,
say, the hyperplane Li1 and the hyperplane Li2 ; hence we simply need to find all the
vertices having Li1 and Li2 in their combinatorial representation. Similar things can
be said regarding the other ℓ-dimensional faces, ℓ = 0, 1, . . . , m− 1.
Example 9.2. Given a vertex u with a given combinatorial representation, its neigh-
bor vertices can be found by observing that if u and v are neighbors, then they are
located on the same 1-dimensional face. This face is located on the linear subspace
which is the intersection of m− 1 hyperplanes. Hence, for finding the neighbor ver-
tices of u we simply need to go over the list of vertices v and choose the ones whose
combinatorial representation contains m − 1 hyperplanes which also appear in the
representation of u.
10. Time complexity and other theoretical and practical aspects
related to the algorithm
This section discusses issues related to the time complexity of Algorithm 1, as well
as other theoretical and practical aspects related to this algorithm. For the sake of
convenience of the reading, the section is divided to a few subsections.
10.1. The model of computation. The model of computation is a one in which
each of the processing units can work independently of the other ones and that
the list of sites is available to all units (a shared memory for the list of sites).
The analysis below can be (slightly) modified to the case where more memory cells
are shared between several (perhaps all) processing units. We also assume that
each of the n sites is stored in a memory unit (i.e., a memory cell) of its own, an
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assumption which usually holds in practice (e.g., when these sites are originated
from real-world measurements; note that one can think of cases in which the above-
mentioned assumption does not hold, e.g., when the sites are located on an ideal
lattice and hence their locations are known in advance, at least in principle, and can
be calculated in real time if necessary instead of be stored).
A further assumption in the model is that arithmetic operations (e.g., comparisons
between two numbers), array manipulations, reading or writing to the memory and
so on, are O(1) independently of n. This assumption is implicit in the analyses
of the time complexity of many geometric algorithms, including all of the Voronoi
algorithms that we are aware of. In particular, this assumption implies that each
number is represented by at most MaxBit bits for some known and fixed number
MaxBit (say, 64 or 8196), an assumption which holds true in standard computers
and widely used data structures (different data types, e.g., “int” and “double”, may
be represented using a different number of bits, but MaxBit is an upper bound
on the sizes of all of these types). However, this assumption casts a (very large)
strict upper bound on the size of the input n, namely n ≤ 2MaxBit. If one wants to
take into account the case where arithmetic operations depend on n (including the
number of digits after the floating point) and if an unlimited number of memory cells
is available, then a multiplying factor expressing this dependence (e.g., O(log(n)))
should be added to all of the complexity results in Theorem 10.1 below, as well as
to all of the corresponding complexity results in the literature.
10.2. A time complexity theorem. The following theorem describes several as-
pects related to the algorithm.
Theorem 10.1. Suppose that the world X ⊂ R2 is a compact and convex subset
whose boundary is polygonal. Assume also that the distinct point sites p1, . . . , pn are
contained in its interior. Then:
(a) Algorithm 1 is correct. More specifically, given any site p = pk, the computa-
tion of the Voronoi cell of p by Algorithm 1 terminates after a finite number of
steps and the corresponding entries in the output of the algorithm include all the
vertices and edges of the cell;
(b) the time complexity, for computing the cell of pk, is O(rkek), where rk is the
maximum number of distance comparisons done along each shot ray (compared
between all rays in a given cell), and ek is the number of edges of the cell;
(c) the time complexity, for the whole diagram, assuming one processing unit is
involved, is O(n2) (this upper bound is not necessarily tight);
(d) the time complexity, for the whole diagram, assuming Q processing units are
involved (independently) and processor Qi computes a set Ai of cells, is
max
{∑
k∈Ai
O(rkek) : i ∈ {1, . . . , Q}
}
.
(e) Let ǫ ∈ (0, 1) be arbitrary. Suppose that X is a rectangle and assume that there
are n > 100 sites in X which are distributed independently of each other and
according to the uniform distribution. Suppose further that n is large enough so
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that (10.1)–(10.2) below hold (in what follows ⌊t⌋ is the floor function applied
to the real number t, that is, the greatest integer not exceeding t; in addition, e
is the base of the natural logarithm, namely e ≈ 2.71828):
α1 <
1
3
(⌊0.2m⌋ + 2) , (10.1)
α2 < e
−2(⌊0.2m⌋ + 1) (10.2)
where
m := (⌊√n⌋)2, (10.3)
α1 :=
(⌊√
ln
(
n(1 + 2e−400)
ǫ
)⌋
+OneTwo
)2
, (10.4)
OneTwo =
 1 if
⌊√
ln
(
n(1 + 2e−400)
ǫ
)⌋
is even,
2 otherwise
(10.5)
α2 :=
(
1 +
⌊
8
√
2(β + 1.01)
⌋)2
. (10.6)
β :=
√
α1 − 1
2
, (10.7)
Let m1 and m2 be any natural numbers satisfying
m1m2 = m, min{m1, m2} > 2√α2, (10.8)
e.g., m1 := m2 :=
√
m. Suppose that a preprocessing stage is done in which
X is decomposed into m1 ×m2 buckets (that is, Method 6.1 above). Then with
probability which is at least 1− ǫ, for all k ∈ K and all rays shot during the com-
putation of the cell of pk using Method 6.2 above, one has rk ≤ 3α2. Moreover,
with probability which is at least 1− ǫ , the total number of distance comparisons
done using Algorithm 1 (with one processing unit) for the computation of all of
the Voronoi cells, is at most
(3α2 − 1) · 22n = O
(
n log
(n
ǫ
))
.
Remark 10.2. Here are a few comments regarding Theorem 10.1(e).
(i) First, the parameter OneTwo is needed only to ensure that α1 is an odd number
so that β will be an integer, and also that
√
α1 > ⌊
√
ln (n(1 + 2e−400)/ǫ)⌋,
because of a technical reason needed in the proof.
(ii) Second, the number 1.01 which appears in (10.6) is somewhat arbitrary: any
number greater than 1 is OK, say 1.00000001.
(iii) Third, the conditions (10.1)–(10.2) are always satisfied for large enough n
because the floor function ⌊·⌋ grows at the same rate as the identity function,
and for arbitrary τ1, τ2, τ3 > 0 one has limn→∞(τ1n/ ln
τ2(τ3n)) =∞.
(iv) Fourth, the numbers m1 := m2 :=
√
m mentioned after (10.8) are fine in
the sense that they do satisfy (10.8), because from (10.2) it follows that√
m > 2
√
α2.
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(v) Fifth, it is worth substituting some values in the various parameters involved in
the theorem; for instance, if 200000 ≤ n ≤ 10100 and ǫ = 0.000001, then (10.1)–
(10.2) are satisfied, and, moreover, it is guaranteed that with probability which
is at least 0.999999, not more than 686664n distance comparisons are made
in the computation of all of the Voronoi cells. [Note: the above-mentioned
estimate on the number of distance comparisons is rather practical for the
foreseeable future as explained in the following lines; according to contemporary
estimates, the number of subatomic particles in the observed universe (namely,
the part of the space located in a ball centered at the Earth and having a
radius of about 46 billion light years) is estimated to be between 1080 [63] to
1086 [85]; now, in our model of computation we assume that each of the n
sites is stored in a separate memory unit (namely, in a separate memory cell);
since each such a memory unit is composed of at least one (actually much more
than one) subatomic particle, we conclude that n, namely, the number of sites,
is bounded above by the number of these subatomic particles; therefore n is
bounded above by 1086, and so it definitely cannot exceed 10100.]
(vi) Sixth, it is worth elaborating more on the meaning of the probabilistic estimates
given in Part (e) of Theorem 10.1. In our case, since the ǫ parameter can be
arbitrary small, the estimate 1− ǫ can be arbitrary close to 1, and hence “with
high probability” Algorithm 1 will do at most O(n log(n/ǫ)) distance compar-
isons when it computes the entire Voronoi diagram using one processing unit.
On the other hand, in the literature one can see frequently other “probabilistic
notions” regarding the time complexity of some algorithms, for example that
the time complexity is, “on average”, such and such (other common phrases:
“the expected time complexity” or “the time complexity in expectation” or “the
average case time complexity”). These probabilistic notions are considerably
different from the probabilistic notion that we use, namely different from “with
high probability”.
To see the difference, consider for instance the case where n balls are put in n
boxes so that each ball has the same probability 1/n to be in each of the n boxes,
and the balls are distributed in the boxes in an independent manner (i.e., we
can think of the locations of the balls as being i.i.d random variables distributed
according to the uniform distribution). Elementary considerations show that
the expected number of balls in each box is 1. However, the probability that in
each box there is exactly one ball is n!/nn. As follows from Stirling’s formula
(see (11.7) below), this number tends exponentially fast to 0 as n tends to
infinity. In other words, although on average there is one ball in each box, the
probability that a random configuration (according to the uniform distribution)
of balls in the boxes leads to exactly one ball in each box is very low. Hence,
although there are “linear expected time” algorithms for computing the Voronoi
diagram of uniformly distributed sites [13,36], it definitely does not mean, and,
actually, it has never been proved mathematically, that with high probability
these algorithms do O(n) number of calculations when computing the Voronoi
diagram of a random configuration of sites.
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10.3. Ideas behind the proof. The proof of Theorem 10.1 is quite technical (see
Section 11), but the main idea regarding the bound on the time complexity is simple.
Indeed, suppose that we consider the cell of the site pk. Each time a ray is shot
during the running of Algorithm 1, there can be three cases: either a new edge of
the cell is detected, or a vertex is found, or the subwedge induced by the shot ray
and another ray does not contain vertices. This shows (after a careful counting) that
the number of rays used for each cell is bounded by a universal constant times the
number of edges in the cell. The operations done along a given ray for detecting
its endpoint are mainly distance comparisons and some O(1) operations such as
simple arithmetic and operations related to the memory. The maximum number of
the distance comparisons, compared between all the shot rays, is rk, and the upper
bound follows.
As for the upper bound regarding the time complexity for the whole diagram, one
observes that the total number of edges is of the order of the size of the diagram
and recalls the well known fact that this size is O(n) (see also the proof of Lemma
11.11). Since rk is bounded by O(n) (for each k), the bound O(n
2) follows. When
the sites are distributed independently of each other and according to the uniform
distribution, then with high probability all the endpoints will be not far from their
site (indeed, when a point on a ray which is shot from the site pk is located too
far from the site, then, because the sites are distributed uniformly, there is a high
probability that this point will be closer to other sites, and hence be located outside
the cell of pk). More careful estimates show that rk = O(ln(n/ǫ)) and the bound
O(n ln(n/ǫ)) follows. We believe that a better (in fact, linear) upper bound can be
given: see Section 12.
10.4. Possible improvements. It is not clear whether the bound on the time com-
plexity presented in Theorem 10.1 is tight, since maybe it can be improved, possibly
after taking into account several enhancements to the algorithm, such as the one
presented in Section 6. We believe that such enhancements may give better bounds
or better constants (at least in the one processor case): for example, this may be
achieved by computing the cells in a certain order (e.g., using plane sweep), or by
improving the endpoint computation (Method 5.1), or by taking into account in a
better way the distribution of the sites (for example, by a more general bucketing
technique than the one presented in Section 6), and so on.
10.5. Serial time complexity: a comparison with other algorithms. The
upper bound on the worst case serial time complexity (when one processing unit is
involved) is at least as good as the bound O(n2) of the incremental method [47],
[60], [61, pp. 242-251]. The bound is also better than the corresponding bound of
the naive method [61, pp. 230-233] which is O(n2 log(n)). On the other hand, it
is worse than the O(n log(n)) of some algorithms (plane-sweep, divide-and-conquer,
the method based on convex hulls) [10]. It should be emphasized however that it is
still not known that the established upper bound is tight, and in addition, even if it
is tight, then the main advantage of our algorithm is in its natural ability to support
simple parallel computing in various ways. Furthermore, in common scenarios (such
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as when the sites are distributed uniformly), the performance is better with high
probability (Theorem 10.1(e)).
10.6. Serial time complexity: worst case vs. common scenarios. The dif-
ference between the potential worst case scenarios and the common one is similar
in some sense to the Quicksort algorithm for sorting [29, 52] whose average case
time complexity is O(n log(n)), but its worst case time complexity is O(n2). The
simplex algorithm for linear programming [31, 32] provides another example (effi-
cient in practice, with polynomial average case complexity [80], but exponential time
complexity in the worst case [55]). Related phenomena occur in the Voronoi case,
e.g., the average case complexity O(n log(n)) of the incremental method [49] versus
the O(n2) worst case.
10.7. Parallel time complexity. So far it was assumed that only one process-
ing unit is involved. If Q processing units are involved in the computation of the
whole diagram, and processor Qi computes a set Ai of cells, then the time com-
plexity is max{∑k∈Ai O(rkek) : i ∈ {1, . . . , Q}}. Similarly to the explanation given
in Subsection 11.4, it can be shown that when the sites are (independently and)
uniformly distributed, then with probability which is at least 1 − ǫ no more than
O(rkek) = O(log(n/ǫ)ek) distance comparisons are done, and the time complexity
becomes max{∑k∈Ai O(log(n/ǫ)ek) : i ∈ {1, . . . , Q}} (in fact, only in very rare events
one has rk ≤ 50 and ek ≤ 20; moreover, very often ek = 6). In the above-mentioned
analysis it was assumed that each cell is computed by one processing unit. The
advantage of our algorithm is that it also allows parallelizing of the computation of
each cell, since each subwedge can be handled independently of other subwedges and
so the work can be divided by several processing units.
Returning back to the worst case scenario, one may want to avoid cases where a
certain large cell slows the whole computation. To avoid this, if a certain processing
unit detects a cell having too many edges (e.g., more than 20), then it can halt its
work and go to other cells. The edges and vertices of the problematic cell will be
found using neighbor cells and will be constructed almost automatically at the end.
Alternatively, additional processing units can help to compute the problematic cell.
11. Proof of Proposition 6.4 and Theorem 10.1
In this section we prove Proposition 6.4 and Theorem 10.1. The proofs of these
claims can be found in several subsections. The first subsection (Subsection 11.1) is
devoted to the proof of Proposition 6.4, the second subsection (Subsection 11.2) is
devoted to the proof of most of Theorem 10.1 (with the exception of Part (e)), and
the last subsection (Subsection 11.4) is devoted to the proof of Theorem 10.1(e).
Before presenting the proofs, we want to give a few details regarding our notation
and terminology for this section. In general, we use the notation mentioned in
Section 2. In addition, in the sequel p represents a given site, say p = pk for
some k ∈ K := {1, . . . , n}. As already mentioned, we assume that all the sites are
distinct, known in advance, and no site is located on the boundary of the world
X . In particular min{d(pk, pj) : k 6= j} > 0. Since the distance between p and the
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boundary of the cell is positive, there is a small circle with center p which is contained
in the interior of the cell. On this circle we construct the projector (Figure 3), which,
as a consequence, has a positive distance from the boundary of the cell and from p.
Any other projector which may be used in the algorithm for producing the rays and
detecting the vertices is simply a scalar multiplication of this small projector, and it
produces exactly the same rays (hence enables to detect the same vertices).
We say that a vertex v of the cell corresponds to a subedge F of the projector if v
is located inside the wedge corresponding to F . For instance, in Figure 5 the vertex
v corresponds to the subedge F := {θ1, θ3} and no other vertex corresponds to F .
All the rays that we consider emanate from a given site p = pk and are sometimes
identified with their direction vectors. Given a wedge generated by two rays, the
rays on the boundary of the wedge are called boundary rays and any other ray in the
wedge is called an intermediate ray. For instance, in Figure 5, if we look at the wedge
generated by θ1 and θ2, then these rays are boundary rays and θ3 is an intermediate
ray. Continuing with Figure 5, after additional steps, more rays will be generated
between θ1 and θ3. These rays will be intermediate rays in the wedge generated by
θ1 and θ2 (and also of the wedge generated by θ2 and θ3). Between θ1 and θ3 no
additional rays will be generated. We denote by |A| the number of elements in the
finite set A.
Part of the proof is to analyze the time complexity of the algorithm and, in partic-
ular, to prove that the algorithm terminates after finitely many steps. For doing this
it is convenient to consider the algorithm tree, namely the graph whose nodes are
the main stages in the algorithm, and a node has subnodes (children nodes) when-
ever a subsedge is divided. More precisely, a node contains the various calculations
done with respect to a given subedge until it is removed from EdgeQueue, among
them computing the corresponding endpoints and doing arithmetic operations. Upon
being removed, either the considered subedge is divided into two subedges (in lines
(17), (25) or (28)) with which the algorithm continues (these nodes are the children
nodes of the current node), or nothing happens with it since either the algorithm
detects no vertices in the corresponding wedge (line (12)) or it detects a vertex (line
(21)) and then it stores it. Of course, once we are able to derive an upper bound
on the number of nodes in the tree and on the number of operations done in each
node, we have an upper bound on the time complexity of the algorithm. Figure 11
shows an illustration of the algorithm tree related to the cell mentioned in Figure 4.
11.1. Proof of Proposition 6.4. In this subsection we prove Proposition 6.4. The
proof is based on the following lemmas.
Lemma 11.1. Let p, y ∈ X, p 6= y. Let B[y, d(p, y)] be the disk of radius d(p, y)
and center y. If y′ is in the segment [p, y], then the disk B[y′, d(p, y′)] is contained
in B[y, d(p, y)] and the integer rectangle SI [y
′, d(p, y′)] is contained in the integer
rectangle SI [y, d(p, y)].
Proof. Let x ∈ B[y′, d(p, y′)]. Then d(x, y′) ≤ d(p, y′). Since y′ ∈ [p, y], we obtain
from the triangle inequality that
d(x, y) ≤ d(x, y′) + d(y′, y) ≤ d(p, y′) + d(y′, y) = d(p, y).
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subedge 
{1,2} 
subedge 
{2,3} 
subedge 
{1,3} 
1. Compute parameters    
    (endpoints, u, etc.); 
2. Observe [using system (3.1)]  
     that u is outside wedge  
     (line 26); 
3. Divide subedge into two    
    subedges, then finish  
    with current subedge; 
subedge 
{1,3} 
1. Compute parameters    
    (endpoints, u, etc.); 
2. Observe [using system   
    (3.1)] that u is inside wedge  
    but outside cell (line 23); 
3. Divide subedge into two    
    subedges, then finish  
    with current subedge;  
 
1. Compute parameters    
    (endpoints, u, etc.); 
2. Observe [using system (3.1)]  
    that u is inside wedge and  
    cell, hence u is a vertex  
    (line 21); 
3. Store, then finish with  
     current subedge; 
 
Start 
1. Compute parameters    
    (endpoints, u, etc.); 
2. Observe [using system   
    (3.1)] that L1=L2 (line 12); 
3. Finish with current    
    subedge;      
subedge 
{2,3} 
subedge 
{2,3} 
subedge 
{1,3} 
Figure 11. Illustration of the algo-
rithm tree for the cell of Figure 4.
Thus x ∈ B[y, d(p, y)]. Since x was arbitrary, the inclusion B[y′, d(p, y′)] ⊆ B[y, d(p, y)]
holds.
In order to see the inclusion SI [y
′, d(p, y′)] ⊆ SI [y, d(p, y)], we observe that from
(6.1) one has SI [y, d(p, y)] = J1 × J2 and SI [y′, d(p, y′)] = J ′1 × J ′2, where
Jj := [s⌊(yj − d(p, y))/s⌋, s(⌊(yj + d(p, y))/s⌋+ 1)], (11.1)
J ′j := [s⌊(y′j − d(p, y′))/s⌋, s(⌊(y′j + d(p, y′))/s⌋+ 1)], (11.2)
and where j ∈ {1, 2}, y = (y1, y2), and y′ = (y′1, y′2). The point y′ − d(p, y′)(1, 0)
is in B[y′, d(p, y′)], thus it is in B[y, d(p, y)] from the previous paragraph. Hence
d(y′ − d(p, y′)(1, 0), y) ≤ d(p, y) and thus |y1 − (y′1 − d(p, y′))| ≤ d(p, y). Therefore
y1 − d(p, y) ≤ y′1 − d(p, y′). Similarly the points y′ + d(p, y′)(1, 0), y′ − d(p, y′)(0, 1),
y′ + d(p, y′)(0, 1) are in B[y, d(p, y)] and the following inequalities hold
y′1+ d(p, y
′) ≤ y1+ d(p, y), y2−d(p, y) ≤ y′2−d(p, y′), y′2+ d(p, y′) ≤ y2+ d(p, y).
Since the floor function ⌊·⌋ is increasing on R, the previous inequalities and (11.1)-
(11.2) imply the inclusion SI [y
′, d(p, y′)] ⊆ SI [y, d(p, y)]. 
Lemma 11.2. Consider Method 6.2, and suppose that y is the m-th temporary
endpoint for some m ∈ N. More precisely, if m = 1, then y is the point obtained in
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either Step (3) or Step (4). If m > 1, then y is the point obtained after performing
m times Step (7), assuming in Step (6) one goes to Step (7). If in Step (6) one
goes to Step (9), then y is the point obtained after performing m−1 times Step (11).
Let z be the (m + 1)-th temporary endpoint. Then d(p, z) < d(p, y). In particular,
if y˜ is the first temporary endpoint and y is any temporary endpoint (first or not),
then y ∈ [p, y˜].
Proof. Since m + 1 ≥ 2, it means that during the application of Method 6.2, Step
(11) was performed at least one time. But once we perform this step at least one
time, the m-th temporary endpoint will be the point called w in Step (10), namely
the point of intersection between our ray and the bisector line L between p and
some site a (which we called “CloseNeighbor” in Step (9)). However, w is strictly
inside [p, y]. Indeed, since we arrived at Step (9) before defining z, we know that
y is closer to CloseNeighbor than to p. Thus y is strictly inside the half-plane of
CloseNeighbor (the half-plane whose boundary is L). Since p is in the other half-
plane and since our ray emanates from p and arrives at y, it intersects the boundary
of that half-plane, namely it intersects the bisector L (at w) before it arrives at y.
Hence w is in the half-open line segment [p, y), and obviously w 6= p because w is
on the bisector while p is not. In other words, w is indeed strictly inside [p, y], as
claimed. Because z = w, the assertion follows. Finally, if y˜ is the first temporary
endpoint and y is some temporary endpoint (first or not), then the previous lines
and induction imply that y belongs to [p, y˜]. 
Lemma 11.3. Consider the ray emanating from the site p in the direction of the
unit vector θ.
(i) Given an arbitrary point y located on this ray, for each site a ∈ X which is not
in SI [y, d(p, y)] we have d(y, p) < d(y, a).
(ii) When applying Method 6.2 and performing distance comparisons between the
current temporary endpoint y and some sites, it is sufficient to consider only
the sites in SI [y, d(p, y)] and not any other site in X. If the result of these
distance comparisons is that d(y, p) ≤ d(y, a) for all a ∈ SI [y, d(p, y)], then y is
the true endpoint.
(iii) If y is the current temporary endpoint and SI [y, d(p, y)] is empty of sites, then
y is the true endpoint.
Proof. (i) Let x ∈ B[y, d(p, y)]. Then |x − y| ≤ d(p, y). Since |z|∞ ≤ |z| for all
z ∈ R2, where | · | is the Euclidean norm and | · |∞ is ℓ∞ norm, the inequality
|x− y|∞ ≤ d(p, y) holds. Therefore B[y, d(p, y)] ⊆ S[y, d(p, y)]. The definition
of the integer rectangle implies that S[y, d(p, y)] ⊆ SI [y, d(p, y)]. We conclude
that B[y, d(p, y)] ⊆ SI [y, d(p, y)], and hence, from the choice of a, we have
a /∈ B[y, d(p, y)]. Hence d(a, y) > d(p, y), as claimed.
(ii) Suppose that y is a temporary endpoint and we check, during Method 6.2,
whether y is the true endpoint. According to Part (i), there is no need to
perform any distance comparison between d(p, y) and d(y, a) whenever a is a
site located outside SI [y, d(p, y)], since the result of this comparison is known
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in advance, namely we know in advance that d(p, y) < d(y, a) without doing
the actual comparison.
Suppose now that after performing the distance comparisons between d(p, a)
and d(y, a) for every a ∈ SI [y, d(p, y)], we discover that d(y, p) ≤ d(y, a) for all
a ∈ SI [y, d(p, y)]. Since we already know from Part (i) that d(y, p) < d(y, a)
whenever a /∈ SI [y, d(p, y)], it follows that y is in the Voronoi cell of p. In order
to see that y is the true endpoint, we need to show that the part of the ray
beyond y (in the direction of θ) is outside the cell of p. According to Method
6.2, either y = yX , or y is on the bisector line L located between p and some
site a. In the first case obviously the part of the ray beyond y is outside the cell,
since it is outside X (and the Voronoi cell that we consider is restricted to X).
In the second case the part of the ray beyond y is strictly inside the half-plane
of a (namely, the half-plane determined by the bisector L), and hence any point
z on it satisfies d(z, a) < d(z, p); thus z cannot be in the Voronoi cell of p, as
required.
(iii) The explanation is similar to the one given in Part (ii).

Lemma 11.4. Let p ∈ R2 and let θ be a unit vector. Let β ∈ N, s > 0, and y :=
p+ ηθ˜, where η˜ >
√
2(2β + 1)s. Then any a ∈ SI [y, 2βs] satisfies d(a, y) < d(p, y).
Proof. We first recall that |z| ≤ √2|z|∞ for all z ∈ R2; in addition, since a ∈
SI [y, 2βs], we have d(a, y) = |a − y| ≤
√
2|a − y|∞ ≤
√
2(2β + 1)s; therefore, the
assumption of η˜ and the fact that y = p + η˜θ imply that d(y, a) ≤ √2|y − a|∞ ≤√
2 · (2β + 1)s < η˜ = d(p, y), as required. 
Now we can prove Proposition 6.4.
Proof of Proposition 6.4. First we need to show that Method 6.2 terminates after
finitely many machine operations. It can be observed that any of the steps in this
method terminates after finitely many machine operations (e.g., in Steps (4) and
(7) this is immediate from the fact that there are finitely many sites). In particular,
after finitely many machine operations we will arrive at Step (6). Now we need
to show that no infinite loop can occur, and once we show this, it will follow that
Method 6.2 does indeed terminate after finitely many machine operations.
When we arrive at Step (6) at the first time, either the first temporary endpoint is
some point y located outside the cell of p (we know that it is located outside the cell
of p since in previous steps we found some site a 6= p which satisfies d(y, a) < d(y, p)),
or we do not know whether y is located outside the cell, but we know that y = yX .
In both cases we enter the loop which is composed of Steps (7)–(11) (in the first
case we enter this loop via Step (9)) and, in particular, arrive at Step (7).
In order to see that this loop terminates after finitely many machine operations,
we observe that if, after performing Step (7) at the first time, we find that the
rectangular list of sites is empty, then the loop terminates in Step (8). Otherwise,
we make at least one distance comparison between d(p, y) and d(a, y) for some site
a ∈ SI [y, d(p, y)] (probably many sites), and each time that we do such a distance
THE PROJECTOR ALGORITHM 33
comparison, we remove the considered site from the rectangular list of sites. Hence
the number of sites in the rectangular list of sites strictly decreases. The same
reasoning holds whenever we perform Step (7). Since the number of sites in the
rectangular list of sites is finite (it is not larger than n, namely the total number of
sites), we can perform Step (7) no more than this finite number before either the
list becomes empty or we find that d(p, y) ≤ d(a, y) for every site a ∈ SI [y, d(p, y)].
In both cases the loop terminates at Step (8), as required.
Finally, it remains to see that the output of Method 6.2 is correct, namely that
it is the true endpoint (as defined after (2.1)). We already know from previous
paragraphs that the method terminates after finitely many times in Step (8). Hence,
we can use Lemma 11.3 (either Part (ii) or Part (iii), depending on whether, at the
last time when Step (7) is performed, either SI [y, d(p, y)] is not empty of sites and
d(y, p) ≤ d(y, a) for all a ∈ SI [y, d(p, y)], or whether SI [y, d(p, y)] is empty of sites)
to conclude that the last temporary endpoint y is the true endpoint, as required.
Apparently we finished the proof, but, as a matter of fact, there is one additional
issue which is a little bit subtle (but simple) that should be addressed. The issue is
why, whenever we perform Step (7) and look for sites in SI [y, d(p, y)], as a subset
of the rectangular list of sites, it is indeed true to regard SI [y, d(p, y)] as a subset of
the rectangular list of sites. In other words, we need to show why the sites in the
integer rectangle SI [y, d(p, y)], where y is the temporary endpoint, do belong to the
integer rectangle which induces the rectangular list of sites, namely to SI [y˜, d(p, y˜)],
where y˜ is the first temporary endpoint. The reason is simple: Lemma 11.2 ensures
that y belong to [p, y˜], and hence, according to Lemma 11.1, we have SI [y, d(p, y)] ⊆
SI [y˜, d(p, y˜)], as required. 
11.2. Proof of Theorem 10.1: serial and parallel time complexity (without
improvement). In this section we discuss the proof of most of the parts of Theorem
10.1, with the exception of Part (e). The proof is based on several lemmas.
Lemma 11.5. Any ray generated by the algorithm hits an edge of the considered
Voronoi cell. Moreover, the point hit by the ray is the true endpoint.
Proof. Suppose that our ray, which starts at p, goes in the direction of some unit
vector θ. Since the ray starts at a point located inside the cell (namely, p), and
goes outside the cell, possibly outside the region X (because X is bounded), the
intermediate value theorem implies that this ray intersects the boundary of the cell.
Since the boundary of the cell is composed of edges, the ray hits some edge, say L˜.
As a matter of fact, the point hit by the ray is p + tθ, where t = sup{s ∈ [0,∞) :
p+ sθ in the cell}.
Denote by g the point hit by the ray. We claim that this point is the true endpoint.
Indeed, by the definition of the endpoint (see (2.1) and the lines after it) the ray
has an endpoint p+T (p, θ)θ. Since any point on the ray beyond g is strictly outside
the cell (either because it is it is outside the world X or because it is on a halfspace
of another site), it follows that p + T (p, θ)θ ∈ [p, g], and so [p, p + T (p, θ)θ] ⊆ [p, g].
However, any point beyond [p, p+T (p, θ)θ] is outside the cell, by the definition of the
endpoint. Since we know that g is in the cell (it belongs to the edge L˜), we obtain that
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g ∈ [p, p+T (p, θ)θ]. Thus [p, g] ⊆ [p, p+T (p, θ)θ] and hence [p, g] = [p, p+T (p, θ)θ].
Therefore g = p+ T (p, θ)θ, i.e., g is a true endpoint, as required. 
Lemma 11.6. Consider a projector subedge F = {θ1, θ2} and the corresponding
wedge generated from it. Let L1 and L2 be the lines on which the endpoints p +
T (p, θi)θi, i = 1, 2 are located. Suppose that an intermediate ray in the direction of
θ3 is generated when F is considered. Then the ray of θ3 hits an edge different from
L˜i, i = 1, 2.
Proof. Lemma 11.5 ensures that the ray of θ3 hits some edge, and the point hits by
the ray is the true endpoint.
Now we observe that an intermediate ray is created only when either L1 and L2
are parallel (line 14), or when they intersect in the wedge but outside the cell (line
23), or when they intersect outside the wedge (line 26).
In the first case the ray of θ3 is located on a line which is parallel to L1 and L2,
and so the ray of θ3 cannot hit them either L1 or L2. Therefore L˜3 6= L˜i, i = 1, 2.
Now consider the second case and suppose to the contrary that, say, L˜1 = L˜3. Let
u := L1 ∩ L2. By our assumption u is outside the cell and (see line 23) it is hit by
the ray of θ3. Thus u 6= p + T (p, θ3)θ3. But both u and p + T (p, θ3)θ3 are assumed
to belong to L˜1 and hence to L1. Since a line is fully determined by two distinct
points on it, and since u and p+ T (p, θ3)θ3 are two different points located on both
L1 and the ray of θ3, it follows that L1 contains the whole ray of θ3. In particular,
L1 passes via p. This is impossible since p is in the interior of the cell and hence its
distance to any one of the boundary lines (including L1) is positive. Thus L˜3 6= L˜1,
and similarly, L˜3 6= L˜2.
Now consider the third case and suppose to the contrary that, say, L˜1 = L˜3. Let
u := L1 ∩ L2. By our assumption u is outside the wedge generated by the rays of
θ1 and θ2. Since θ3 is in the direction of p − u (see line 27), its ray does not hit u
and hence u 6= p + T (p, θ3)θ3. But both u and p+ T (p, θ3)θ3 are assumed to belong
to L˜1 and hence to L1. Therefore L1 contains the segment [u, p + T (p, θ3)θ3] and,
in particular, it passes via p. This is impossible since p is in the interior of the cell
and hence its distance to any of the boundary lines (including L1) is positive. Thus
L˜3 6= L˜1, and similarly, L˜3 6= L˜2. 
Lemma 11.7. Consider two different rays generated by the algorithm, say in the
direction of φ1 and φ2. Assume further that they are between, and possibly coincide
with, two initial rays, i.e., between rays induced by two corners of the projector (thus,
in particular, if the initial rays are in the directions of θˆi, i ∈ {1, 2, 3}, then the case
where φ1 is between θˆ1 and θˆ2, and φ2 is between θˆ2 and θˆ3 is forbidden). Consider
an intermediate ray between the rays of φi, i = 1, 2 whose direction vector is θ3.
Then the endpoint of the ray of θ3 and the endpoints of the rays of φ1 and φ2 must
be located on different edges of the cell.
Proof. Suppose to the contrary that the assertion is not true, say the endpoint of
the ray of φ1 and the endpoint of the ray of θ3 are located on the same edge L˜.
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Figure 12. An illustration of
Lemma 11.7.
Because the ray of θ3 is an intermediate ray located between two initial rays, it is
generated from some subedge {θ1, θ2} of the projector. Here θ1 is between φ1 and
θ3 and possibly equals φ1, and θ2 is between θ3 and φ2 and possibly equals φ2. This
generation corresponds to the routines of lines 14, 26, or 23 of the algorithm, and
so in particular θ1 6= θ3 and θ2 6= θ3. Denote by L˜i, i = 1, 2 the edges on which the
endpoints corresponding to θi, i = 1, 2 are located.
Since the endpoint of the ray of φ1 and the endpoint of the ray of θ3 are located
on the same edge L˜, and since the ray of θ1 is between these rays, the ray of θ1
intersects L˜. Denote by g this point of intersection. Then g is the true endpoint of
the ray of θ1, as follows from Lemma 11.5. See also Figure 12. We conclude that
the endpoints of the rays of θ3 and of θ1 are located on the same edge. But this
is impossible, since by our assumption θ3 was created from the projector subedge
{θ1, θ2} and hence, according to Lemma 11.6, the ray of θ3 hits an edge different
from the ones associated with θ1 and θ2. We arrived at a contradiction which proves
the assertion. 
Lemma 11.8. Algorithm 1 terminates after a finite number of steps. In particular,
the number of intermediate rays is finite.
Proof. This follows from Lemma 11.7. Indeed, suppose to the contrary that the
algorithm does not terminate after finitely many steps. This means that the list of
projector subedges EdgeQueue is never empty. But in each stage of the algorithm
(each node), either a subedge is divided (lines 14, 23, and 26) and then replaced by
its children subedges and deleted from EdgeQueue, or it has no children subedges
(lines 12 and 21) and hence it is deleted from EdgeQueue shortly after its creation.
After a subedge is deleted from EdgeQueue it is never created again. As a result,
the fact that the algorithm does not terminate after finitely many steps implies that
we can find an infinite sequence (Fi)
∞
i=1 of nested distinct subedges. Since these
subedges are nested, their rays are located between two initial rays. Now, when
some subedge Fi+1 is created during the algorithm, it is created from Fi by dividing
Fi (in lines 14, 23, and 26) into two subedges, where one of them is Fi+1 and the
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other is some subedge which we are not interested in. In any case, one of the rays
of Fi+1 is equal to one of the rays of Fi, and the other ray is an intermediate ray
between the rays of Fi, and it is different from both rays.
We claim that this intermediate ray is located on an edge of the cell which is
different from any other edge of the cell detected so far, namely any other edge
on which the endpoints of all the previous subedges Fj , j ∈ {1, . . . , i} are located.
Indeed, assume that the claim is not true and denote the intermediate ray by φ′.
Then the endpoint of the ray of φ′ is located on some edge L˜ on which two additional
endpoints are located, say the ones corresponding to the rays of φ′′ and φ′′′. But φ′′
and φ′′′ belong to previous subedges Fj1 and Fj2 for some j1, j2 ∈ {1, . . . , i}, while
φ′ belong to Fi+1, and so the fact that the subedges are nested implies that the ray
of φ′ is located between the rays of φ′′ and φ′′′. This contradicts Lemma 11.7 and
proves what we claimed. In other words, we conclude that when one of the nested
subedges is created, a new edge of the cell is detected. Thus infinitely many distinct
edges are detected, contradicting the fact that each cell has only finitely many edges
(the argument mentioned above actually implies that no more than n new edges can
be detected). Hence the algorithm does indeed terminate after finitely many steps
and, in particular, finitely many intermediate rays are created. 
Lemma 11.9. Given a wedge generated by two distinct unit vectors θ1 and θ2 (located
between initial rays, possibly equal to the initial rays), let eIntRays be the number of
edges of the cell hit by intermediate rays, i.e., rays produced by the algorithm inside
the wedge excluding the boundary rays of the wedge. Then the tree of the restriction
of the algorithm to the given wedge contains exactly 2eIntRays + 1 nodes.
Proof. The proof is by induction on eIntRays. By Lemma 11.8 we know that eIntRays
is finite. Let L˜i be the edge on which the endpoint p+ T (p, θi)θi is located, i = 1, 2.
If eIntRays = 0, then there are two cases. In the first case the rays generated by θi,
i = 1, 2 hit the same edge and in this case (line 12) the current projector subedge is
deleted from EdgeQueue. Thus no subnode of the current node is created, i.e., the
restriction of the algorithm tree to the wedge contains 1 = 2eIntRays + 1 nodes. In
the second case the rays must hit different edges which intersect at a vertex (lines
(21)–(22)), since otherwise either no intersection occurs or the intersection is a point
outside the cell or outside the wedge, and the corresponding ray in the direction of θ3
(lines 14, 23, 26) hits an edge contained in the wedge, contradicting the assumption
that eIntRays = 0. Therefore also in this case the current subedge is deleted from
EdgeQueue and no subnode of the current node is created and the restriction of the
algorithm tree to the wedge contains 2eIntRays + 1 = 1 nodes.
Now assume that eIntRays ≥ 1 and the claim holds for any nonnegative integer not
exceeding eIntRays − 1. We show below that the claim holds for eIntRays too. Indeed,
if the current projector subedge {θ1, θ2}, which induces our wedge, is not divided
into two subedges {θ1, θ3} and {θ2, θ3}, then the restriction of the algorithm tree
to the wedge generated by {θ1, θ2} contains only one node. Hence there cannot be
any edge different from L˜1 and L˜2 which is hit by rays produced by the algorithm,
contradicting the assumption that eIntRays ≥ 1. Therefore {θ1, θ2} is divided, i.e., the
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root node has two children. Consider the number of edges e1,3 and e2,3 of the cell
contained in the wedges generated by {θ1, θ3} and {θ2, θ3} respectively, excluding,
in each wedge, the edges (one or two) hit by the boundary rays. Since eIntRays =
e1,3 + e2,3 + 1 (where the 1 comes from the edge hit by the ray in the direction of
θ3), it follows that e1,3 < eIntRays and e2,3 < eIntRays. Thus the induction hypothesis
implies that the trees of the restriction of the algorithm to the wedges generated
by the subedges {θ1, θ3} and {θ2, θ3} contain exactly 2e1,3 + 1 and 2e2,3 + 1 nodes,
respectively. Hence the tree generated by the restriction of the algorithm to the
original wedge (the one corresponding to {θ1, θ2}) contains (1+2e1,3)+(1+2e2,3)+1 =
2eIntRays + 1 nodes, as claimed. 
Lemma 11.10. Given a cell of some site p = pk, the restriction of the algorithm
tree to this cell contains at most 2ek nodes, where ek is the number of edges of the
cell.
Proof. The set of edges of the cell can be written as the union I1,2 ∪ I2,3 ∪ I1,3 ∪ I0,
where I1,2, I2,3 and I1,3 are the sets of edges hit by the intermediate rays belonging
to the three initial wedges, and I0 is the set of edges hit by the three initial rays, i.e.,
the rays shot in the direction of the corners of the projector. Lemma 11.7 ensures
that (I1,2 ∪ I2,3 ∪ I1,3) ∩ I0 = ∅. Moreover, below we prove that I1,2, I2,3 and I1,3 are
disjoint too. Once this is known, it follows that ek = |I1,2|+ |I2,3|+ |I1,3|+ |I0|. Since
|I0| ≥ 2, we have
|I1,2|+ |I2,3|+ |I1,3| ≤ ek − 2. (11.3)
However, the number of nodes in the algorithm tree restricted to the cell is the sum
of nodes in each of the trees corresponding to the above-mentioned wedges, plus
one additional root (Start) node, and by Lemma 11.9 we know that this number is
1 + (2|I1,2| + 1) + (2|I2,3| + 1) + (2|I1,3| + 1) = 2(|I1,2| + |I2,3| + |I1,3|) + 4. Hence
from (11.3) it follows that the number of nodes in the algorithm tree restricted to
the cell is at most 2ek, as required.
It remains to show that I1,2, I2,3 and I1,3 are disjoint. Consider for instance I1,2
and I2,3. We need to show that no edge L˜ can be hit by an intermediate ray which
belongs to I1,2 and an intermediate ray which belongs to I2,3. Suppose to the contrary
that this happens. Let θ1,2 be the direction of the first intermediate ray which hits
L˜ and belonging to I1,2, and let θ2,3 be the direction of the second intermediate ray
which hits L˜ and belonging to I2,3. Suppose that the first initial wedge is generated
by θ̂1 and θ̂2 (these are the directions of the corners of the projector), and the second
initial wedge is generated by θ̂2 and θ̂3. The ray of θ1,2 and θ2,3 cannot be opposite,
otherwise L˜ will be parallel to itself (without coinciding with itself). Hence the linear
wedge spanned by θ1,2 and θ2,3 (which is not a wedge generated by the algorithm: it
is just a mathematical wedge needed for the proof) is not a half-plane. Since θ̂2 is
strictly inside this linear wedge, we can write θ̂2 = λ1,2θ1,2+λ2,3θ2,3 for some λ1,2 > 0
and λ2,3 > 0. The intersection of the edge L˜ and this linear wedge is the segment
[p+ T (p, θ1,2)θ1,2, p+ T (p, θ2,3)θ2,3].
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A direct calculation shows that the ray of θ̂2 intersects L˜ at a unique point g:
this is done, for instance, by proving that there exist unique t > 0 and α ∈ (0, 1)
satisfying
p+ t(λ1,2θ1,2 + λ2,3θ2,3) = α(p+ T (p, θ1,2)θ1,2) + (1− α)(p+ T (p, θ2,3)θ2,3), (11.4)
e.g., by using the facts that θ1,2 and θ2,3 are linearly independent and T (p, θ1,2) >
0 and T (p, θ2,3) > 0, and then equating the corresponding coefficients. Lemma
11.5 ensures that g = p + T (p, θ̂2)θ̂2. This contradicts Lemma 11.7 which implies
that the endpoint corresponding to θ̂2 is located on an edge different from the ones
corresponding to θ1,2 and θ2,3, i.e., different from L˜. This contradiction proves the
assertion, namely that L˜ cannot be hit by two intermediate rays belonging to two
different initial wedges, as required. 
Lemma 11.11. Let |Xe| be the number of edges of the polygon X. Consider the tree
generated by the algorithm for the whole diagram. Then the number of nodes in this
tree is bounded above by 1 + (12 + 2|Xe|)n = O(n).
Proof. The algorithm tree for the whole diagram is the union of the trees corre-
sponding to each cell and an additional root node. By Lemma 11.10 the tree of
the cell of pk has at most 2ek nodes, where ek is the number of edges of the cell.
The set of edges of each cell can be written as the disjoint union of two sets: the
set of edges located on the boundary of the polygonal world X , and the set of edges
located on a bisector between pk and another site pj, j 6= k. Let wk be the size
of the first set. Then wk is not greater than |Xe|, namely the number of edges of
X . Thus
∑n
k=1wk ≤ n|Xe| = O(n). Denote by bk the size of the second set. It
is well known that
∑n
k=1 bk = O(n), in fact,
∑n
k=1 bk ≤ 6n. Indeed, from [10, p.
347], [62, pp. 173-5] we know that the number of edges in the Voronoi diagram is
at most 3n, and hence, since each edge is counted twice (it is shared by two cells),
we have
∑n
k=1 bk ≤ 6n. (In [10] it is assumed that the sites are in general position,
namely no three sites are located on the same line, and no four sites are located on
the same circle. However, if this is not true, then we can perturb the sites slightly
so that the their new configuration is a general position configuration; such a config-
uration actually enlarges the number of edges in the diagram, as explained in [62].
Hence
∑n
k=1 bk is bounded above by twice the number of edges in a general position
configuration, which is bounded above by 6n, as said before.) Therefore
n∑
k=1
ek =
n∑
k=1
wk +
n∑
k=1
bk ≤ (|Xe|+ 6)n = O(n), (11.5)
and hence the total number of nodes in the algorithm tree of the diagram is bounded
above by 1 +
∑n
k=1 2ek = 1 + (12 + 2|Xe|)n = O(n). 
Lemma 11.12. Let ρk be the number of rays shot during the computation of the cell
of the site pk. Then
n∑
k=1
ρk ≤ (|Xe|+ 7)n. (11.6)
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Proof. We can write ρk as the sum of the number of intermediate rays and the three
initial rays. From the proof of Lemma 11.10 we know that the first term is at most
ek − 2 (see (11.3)). Thus ρk ≤ ek − 2 + 3 = ek + 1. Hence
∑n
k=1 ρk ≤ n+
∑n
k=1 ek.
The proof of Lemma 11.11 (see (11.5)) implies that
∑n
k=1 ek ≤ (|Xe| + 6)n. We
conclude that
∑n
k=1 ρk ≤ (|Xe|+ 7)n. 
Lemma 11.13. The number of calculations needed to find the endpoint in some
given direction, using Method 5.1, is bounded by a linear expression of n.
Proof. As in previous lemmas, one can build the algorithm tree for Method 5.1
(see also Figure 6). Each node (with the exception of the initial node) is a place
where it is checked whether the temporary endpoint y is in the cell, using distance
comparisons. If yes, then the algorithm terminates, and if not, then y is further
gets closer to the given site p = pk. The obtained tree is linear, namely each node
(with the exception of the last one) has exactly one child node. As explained in
Remark 5.3 above, each site a is considered not more than one time for the distance
comparison. It follows that the total number of distance comparisons is not greater
than n. Hence the number of nodes in the tree is O(n). Each calculation done in
a given node is either an arithmetic operation, array manipulations, etc., i.e., it is
O(1), or it involves a distance comparison (each comparison is O(1)). Hence the
total number of calculation is O(n) and the assertion follows. 
Lemma 11.14. The time complexity for computing the cell of pk is bounded above
by O(rkek), where rk is the maximum number of distance comparisons done along
each shot ray (compared between all shot rays), and ek is the number of edges of the
cell.
Proof. Lemma 11.10 implies that the algorithm tree restricted to the cell of pk
contains at most 2ek = O(ek) nodes. The calculations done in each node are either
calculations done when a ray is shot (for computing its endpoint) or some O(1)
calculations, when there is no need to compute a new endpoint (since the considered
endpoints are already known) and only arithmetic operations, array manipulations,
etc., are done. When an endpoint is computed, some operations are done along the
corresponding ray. These operations are either distance comparisons or some related
O(1) operations (arithmetic operations, etc.: see the proof of Lemma 11.13). Hence
the number of operations is linear in the number of distance comparisons and hence
the maximum number of these operations, compared between all the shot rays, is
O(rk). The upper bound O(rkek) follows. 
Lemma 11.15. The time complexity, for the whole diagram, assuming Q processing
units are involved (independently) and processor Qi computes a set Ai of cells, is
max{∑k∈Ai O(rkek) : i ∈ {1, . . . , Q}}.
Proof. This is a simple consequence of Lemma 11.14 because the processing units
do not interact with each other and the cumulative time for computing a set of cells
is the sum of times for computing each cell separately. 
Lemma 11.16. The time complexity of the algorithm for the whole diagram, when
one processing unit is involved, is bounded above by a quadratic expression in n.
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Figure 13. An illustration of one
of the cases described in Lemma
11.17(a).
Proof. By Lemma 11.14 the time complexity of the algorithm for cell k is bounded by
O(rkek). Since rk ≤ n (see Remark 5.3) and since
∑n
k=1 ek = O(n) (see (11.5)), the
time complexity of the algorithm for the whole diagram is
∑n
k=1 rkek = n
∑n
k=1 ek,
and the O(n2) upper bound follows. Alternatively, one can obtain the same bound
by observing that the number of nodes in the algorithm tree of the whole diagram
is O(n) (according to Lemma 11.11), and the number of calculations done in each
node is at most O(n) (according to Lemma 11.13). 
11.3. The correctness of the output of the algorithm. This subsection is de-
voted to the proof that the output of Algorithm 1 is correct, namely it comprises all
the vertices and edges of the considered Voronoi cell.
Lemma 11.17. Let F = {θ1, θ2} be a subedge of the projector and let p+ T (p, θi)θi,
i ∈ {1, 2} be the corresponding endpoints of the rays shot in the directions of θ1 and
θ2, respectively.
(a) If both endpoints are on the same edge, then the only possible vertices correspond-
ing to F are the endpoints.
(b) If one endpoint is on one edge and the other is on another one, and both edges
intersect at some vertex v of the cell, then the only possible vertices corresponding
to F are the endpoints and v.
Proof. We first prove Part (a). This part seems quite obvious, but it turns out that
a complete proof which takes into account all the details requires some work. For an
illustration, see Figure 13. Let Ti := T (p, θi)θi, i = 1, 2. By our assumption, both
endpoints p+Ti, i = 1, 2 are on some edge L˜ of the cell. The segment [p+T1, p+T2]
is contained in L˜ since L˜ is convex. Suppose to the contrary that v is a vertex of
the cell that corresponds to F and v is not one of the endpoints p + T1 or p + T2.
Then v is located strictly inside the wedge generated by the endpoints, that is,
v = p + λ1T1 + λ2T2 for some λ1, λ2 ∈ (0,∞). A simple calculation (similar to that
of (11.4)) shows that the ray emanating from p in direction v − p intersects the
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segment [p + T1, p + T2] at exactly one point w. Lemma 11.5 ensures that w = v.
As a result, v ∈ [p+ T1, p+ T2] ⊆ L˜.
However, since v is a vertex of the cell, it must belong to another edge M˜ . Let
v′ 6= v be some point in M˜ . Then v′ cannot be on the line L on which L˜ is located,
since in this case L˜ ∩ M˜ will include a non-degenerate interval (the interval [v, v′]),
a contradiction to the fact that two different edges intersect at a point or do not
intersect at all. We claim that v′ cannot be in the half-plane generated by L in
which p is located. Indeed, suppose to the contrary that this happens (see Figure
13).
First note that v′ is not on the ray which emanates from v and passes via p; indeed,
if, to the contrary, this happens, then either p ∈ [v, v′] or v′ ∈ [v, p], depending which
point (v′ or p) is located on this ray at a greater distance from v; the first case is
impossible because it means that p ∈ [v, v′] ⊆ M˜ , a contradiction to the fact that
p is an interior point; the second case is impossible too since according to a well
known fact [71, Theorem 6.1, p. 45] (this well-known fact says that if the underlying
subset, namely the Voronoi cell in our case, is convex, and if we consider two points
g and h in the subset, where g is in the subset and h is located in the interior of the
subset, then (g, h] is contained in the interior of the subset), the half-open segment
(v, p] is contained in the interior of the cell because p is in the interior of the cell and
v belongs to the cell; thus v′, which is in (v, p] (because v 6= v′ and we assume that
v′ ∈ [v, p]), is located in the interior of the cell, a contradiction to the fact that it is
on M˜ and hence located on the boundary of the cell; therefore v′ is not located on
the ray which emanates from v and passes via p, as claimed.
Consider now the wedge generated by the rays emanating from p and passing
via v and v′. Denote θv := (v − p)/|v − p| and θv′ := (v′ − p)/|v′ − p|. We know
from the previous paragraph that these two rays are different. A simple calculation
(which is based on the fact that v is in the open segment (p + T1, p + T2) and the
assumption that v′ is located both in M˜ and in the half-plane generated by L in
which p is located) shows that any ray between θv and θv′ which is close enough to
θv (i.e., its generating unit vector φ is close enough to θv) must intersect the segment
[v′, v) ⊂ M˜ , and later it must intersect L˜. See Figure 13 for an illustration. However,
once a ray which emanates from p in the direction of φ intersects the edge M˜ , the
point of intersection, which we denote by g, is the true endpoint of this ray, as follows
from Lemma 11.5. Hence the point of intersection of the ray of φ with L˜ (we denote
this point of intersection by h), which is located beyond g, must be outside the cell.
This is a contradiction to the fact that h is on L˜ and hence it is in the cell.
The above-mentioned contradiction originated from our assumption that v′ is in
the half-plane generated by L in which p is located, and hence this case cannot
happen. As a result, the only possibility for v′ is to be in the other half-plane
generated by L, a contradiction to the fact that any point in this half-space is outside
the cell. This contradiction shows that the initial assumption that the vertex v is
not one of the endpoints p+ T1 or p+ T2 is false, as required.
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their associated rays.
Now consider Part (b). Let θ3 := (v − p)/|v − p|, and let F1 := {θ1, θ3} and
F2 := {θ2, θ3}. The possible vertices corresponding to F are the ones corresponding
to F1 and F2. According to out assumption, the endpoints p + T1 and p + T3 are
located on one edge, and the endpoints p+T2 and p+T3 are located on another edge.
By Part (a) the only possible vertices corresponding to F1 are their endpoints p+T1
and p + T3, and the only possible vertices corresponding to F2 are their endpoints
p + T2 and p + T3. Since actually v = p + T3 (as follows from Lemma 11.5), we
conclude that the only possible vertices corresponding to F are the vertex v and the
endpoints p+ T1 and p+ T2, as required. 
Lemma 11.18. The point u stored in line 22 of Algorithm 1 is a vertex of the cell.
Proof. This is evident, since u is inside the cell and it is the intersection of two edges
of the cell. 
In the following lemmas we use the concept of a “prime subedge”, namely a
subedge created by the algorithm at some stage but which has not been further
divided after its creation. Because of Lemma 11.8 there are finitely many prime
subedges. Any two such subedges either do not intersect or intersect at exactly one
point (their corner), and their union is the projector around p. See Figure 14 for an
illustration.
Lemma 11.19. Let v be a vertex of the cell and assume that it coincides with an
endpoint corresponding to a corner of a prime subedge F . Then v, as a vertex, is
found and stored by the algorithm.
Proof. The proof is not immediate as it may perhaps seem at first, since the algorithm
is able to recognize a vertex only after an intersection between two edges of the cell
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is detected, and so although the algorithm may find v as an endpoint, it is still not
known that v is actually a vertex, and further calculations are needed in order to
decide whether v is a vertex or not. Such a problematic situation mainly occurs at
the routine of line 12 (the endpoints of a given subedge are on the same edges),
because even if one of the endpoints is a vertex, it is not stored. Hence this vertex
must be detected (and stored) in another iteration of the algorithm, namely when it
considers another subedge.
Suppose to the contrary that v, as a vertex, is not found by the algorithm. Let
p+ T1 and p+ T2 be the endpoints corresponding to the corners of F . Let L˜1, L˜2 be
the corresponding edges of the cell on which these endpoints are located. The edges
L˜i, i = 1, 2 are located on corresponding lines L1, L2. By our assumption v coincides
with one of the endpoints, say with p+ T1. See Figure 15.
Since p+ T1 corresponds to a corner of F , this corner is located on another prime
subedge G. Therefore v is also in the wedge corresponding to G. Denote T3 :=
T (p, θ3)θ3 and let p + T3 be the other endpoint corresponding to G. Then p + T3
is located on some edge L˜3 of the cell. Consider the lines L1 and L3 corresponding
to L˜1 and L˜3, respectively. If they do not intersect, or intersect inside the wedge
corresponding to G but outside the cell, or intersect at a point outside the wedge,
then by the definition of Algorithm 1 (see lines (17), (25) and (28), respectively) it
follows that G must be divided, a contradiction to the assumption that G is a prime
subedge. Note also that the equality L˜3 = L˜1 is impossible because it will imply
that v is in the interior of the edge L˜1 and this cannot happen to a vertex. Hence
L1 6= L3 and, from previous lines, it follows that L1 and L3 intersect at a point v13
which is in the wedge and in the cell, i.e., v13 is a vertex. Note that v13 is found, as
a vertex, during the running time of the algorithm at line 21, when the algorithm
considers the subedge G (it must consider it since it is a prime subedge).
Our goal is to show that v = v13. Once we show this, we arrive at a contradiction
since we assumed that v, as a vertex, is not detected by the algorithm. A basic
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property of the polygonal boundary of our bounded cell is that any edge which
belongs to it intersects exactly two additional edges. In particular this is true for
L˜1: one intersection occurs at the vertex v = L˜1 ∩ L˜3 and another one at another
vertex v′′ = L˜1 ∩ L˜2. Consider the line L passing via p and v, namely the line which
contains the ray in the direction of θ1: it separates the plane into two half-planes;
one half-plane contains the ray θ2 and hence also v
′′ and L˜1; the other half-plane
contains the ray θ3 and hence also the edge L˜3. Since we know that L˜3 intersects
L˜1 (at v13) and both edges are located at different half-planes, their intersection is
located on the intersection of these half-planes, namely on L. But L intersects L˜1
only at v, and so v13 = L˜1 ∩ L˜3 ⊆ L ∩ L˜1 = v, that is, v13 = v, as required. 
Lemma 11.20. The algorithm finds all the vertices and edges of the cell.
Proof. By Lemma 11.8 the algorithm terminates after a finite number of steps. Let
(Fj)
m
j=1 be the finite list of all prime subedges, m ∈ N. Suppose to the contrary
that some vertex u is not found. Then u corresponds to some point located on some
prime subedge F of the projector, since the ray in the direction of u − p intersects
the projector at exactly one point, and each point on the projector belongs to some
prime subedge.
Let p+ T1 and p+ T2 be the endpoints corresponding to the corners of F , and let
L˜1, L˜2 be the corresponding edges of the cell on which these endpoints are located.
The edges L˜i, i = 1, 2 are located on corresponding lines L1, L2. Let B the matrix
from (3.1).
Assume first that det(B) = 0. Then it must be that L1 = L2, since otherwise L1
and L1 are parallel and hence F is divided into two subedges (line 14), a contradiction
to the assumption that F is a prime subedge. However, if L1 = L2, then L˜1 = L˜2,
and hence, by Lemma 11.17(a), the only possible vertices corresponding to F are
the endpoints p + T1, p + T2. In particular, the missing vertex u coincides with one
of these endpoints. But then, according to Lemma 11.19, the algorithm finds u as
a vertex, a contradiction to what we assumed regarding u in the beginning of the
proof.
As a result, the case det(B) = 0 cannot occur. Assume now the case det(B) 6= 0.
Then L1 6= L2. It must be that λ from (3.1) is nonnegative, since otherwise F is
divided into two subedges (line 26), a contradiction to the assumption that F is a
prime subedge. The point of intersection between L1 and L2 is v = p+ λ1T1 + λ2T2,
and it must be in the wedge corresponding to F and also in the cell of p, since
otherwise F is divided into two subedges (line 23), a contradiction to the assumption
that F is a prime subedge. Hence v is a vertex corresponding to F and it is found
by the algorithm at the stage when (3.1) is considered. If v = u, then the algorithm
finds u when it considers F , a contradiction to what we assumed regarding u in
the beginning of the proof. Hence v 6= u, and by Lemma 11.17(b) it must be
that u coincides with one of the endpoints p+ T1 or p+ T2. But then, according to
Lemma 11.19, the algorithm finds u as a vertex, a contradiction to what we assumed
regarding u in the beginning of the proof.
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Therefore all the vertices of the cell are detected. As explained in Method 5.1
and Section 7, when a vertex is detected, also the edges which intersect at it are
detected. Since all the possible vertices are found by the algorithm, then so are all
the possible edges. 
Proof of Theorem 10.1 with the exception of Part (e). This is a simple consequence
of Lemmas 11.8, 11.14, 11.15, 11.16, 11.18, and 11.20. 
11.4. Proof of Theorem 10.1(e). In this subsection a proof of Theorem 10.1
is presented. We use the terminology and notation mentioned in the formulation
of the theorem. In particular, unless otherwise stated, e means the base of the
natural logarithm, namely e ≈ 2.71828 . . .. The proof is based on several lemmas.
Before formulating them, it is worth clarifying the phrase “the sites are distributed
independently according to the uniform distribution”. Here the probability space
is X (the sample space) together with the standard normalized Lebesgue measure
which assigns to each region (namely, to each Lebesgue measurable subset of X) its
area divided by the area of X . The location of each site is a random vector (from
X to itself) and the probability for a site to be in some region of area σ is the
ratio between σ and the area of X . All of these random vectors are assumed to be
independent.
We start by formulating the following two known lemmas which will be used later.
The proof of the second one is given for the sake of completeness.
Lemma 11.21. (An improvement of Stirling’s formula by Robbins [70], [39,
pp. 52–53]) Given a natural number ℓ, the following equality holds:
ℓ! =
√
2πℓ
(
ℓ
e
)ℓ
erℓ , (11.7)
where rℓ is a positive number satisfying 1/(12ℓ + 1) < rℓ < 1/(12ℓ). In particular,
ℓ! ≥ √2πℓ(ℓ/e)ℓ.
Lemma 11.22. Let r ≥ 1. Then(
1− 1
r
)r
≤ e−1 and
(
1 +
1
r
)r
≤ e. (11.8)
Proof. The assertion is obvious for r = 1. For all r > 1 let
f(r) :=
(
1− 1
r
)r
, g(r) := ln(f(r)) = r ln
(
1− 1
r
)
.
Then
g′(r) = ln
(
1− 1
r
)
+
r
1− 1
r
· 1
r2
= ln
(
1− 1
r
)
+
1
r − 1 , , g
′′(r) =
1
r − 1
(
1
r
− 1
r − 1
)
.
Therefore g′′(r) < 0 for all r > 1 and hence g′ is strictly decreasing on (1,∞). Since
limr→∞ g′(r) = 0, elementary calculus shows that g′(r) > 0 for all r > 1. It follows
that g is strictly increasing on (1,∞), and hence so is f . This implies the assertion
because of the well known limit limr→∞ f(r) = e−1. The second inequality in (11.8)
can be proved in a similar way. 
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The following four lemmas contain the core of the proof of Theorem 10.1(e).
Lemma 11.23. Let α, γ ∈ N be given. Assume that γ > 1 and
100 < m, 3α < ⌊0.2m⌋ + 2, αγ < n. (11.9)
Denote by EV the event in which a subset V ⊆ X, which is the union of α buckets,
contains at least γα sites, and denote by P (EV ) the probability of this event. Then
P (EV ) ≤ e
4−0.8α
√
γα
(
e
γ
)γα
+
e4+0.2α√
(⌊0.2m⌋ + 1)
(
eα
⌊0.2m⌋ + 1
)⌊0.2m⌋+1
. (11.10)
If, in addition,
√
α ∈ N and √α ≤ min{m1, m2}, then consider the set of all squares
included in X and consisting of α buckets. Denote by GV the event in which at least
one of these squares contains at least γα sites. Then
P (GV ) ≤ n
(
e4−0.8α√
γα
(
e
γ
)γα
+
e4+0.2α√
(⌊0.2m⌋ + 1)
(
eα
⌊0.2m⌋ + 1
)⌊0.2m⌋+1)
. (11.11)
Proof. Let j ∈ [γα, n] be a given natural number. The probability that some site
a will be in the region V is α/m because the sites are distributed according to the
uniform distribution and the ratio between the area of V to the area of X is α/m
(since V is composed of α buckets and X is composed of m buckets). Since the
locations of the sites are independent random vectors, the probability of the event
that certain j different sites ai1 , . . . , aij will be in V and the other n − j sites will
be in X\V is (α/m)j(1 − (α/m))n−j. There are (n
j
)
events of this kind and all of
them are disjoint, so the probability of the event that exactly j sites are in V is(
n
j
)
(α/m)j(1 − (α/m))n−j. The event EV in which at least γα sites are in V is the
disjoint union of the events in which exactly j sites are in V , where j runs from γα
to n. We conclude that
P (EV ) =
n∑
j=γα
(
n
j
)( α
m
)j (
1− α
m
)n−j
. (11.12)
The goal now is to estimate P (EV ) from above. First we observe that
n ≤ m+ 2√m. (11.13)
Indeed, this follows from the facts that
√
m = ⌊√n⌋ is an integer and n = m +
2
√
mr + r2 < m + 2
√
m + 1 for some r ∈ [0, 1). Now let j ∈ [γα, n] ∩ N be given.
Either j ≤ 2√m or j > 2√m. In the first case we have
(m+ 2
√
m)
m
(m+ 2
√
m− 1)
m
. . .
(m+ 2
√
m− (j − 1))
m
≤ (m+ 2
√
m)
m
(m+ 2
√
m− 1)
m
. . .
(m+ 1)
m
. (11.14)
In the second case (11.14) holds too, because the following expression
m
m
· (m− 1)
m
· . . . · (m+ 2
√
m− (j − 1))
m
(11.15)
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appears as a factor in the expression
(m+ 2
√
m)
m
(m+ 2
√
m− 1)
m
. . .
(m+ 2
√
m− (j − 1))
m
, (11.16)
in addition to the expression
(m+ 2
√
m)
m
(m+ 2
√
m− 1)
m
. . .
(m+ 1)
m
,
which appears in (11.16) as well, and the expression in (11.15) is a real number
in (0, 1] (this follows from the inequality j ≤ n and from (11.13)). It follows from
(11.13), (11.14), the inequality α ≤ m, Lemma 11.22 and the inequality m ≤ n,
that(
n
j
)( α
m
)j (
1− α
m
)n−j
=
n(n− 1) . . . (n− (j − 1))
mj
αj
j!
(
1− α
m
)(m/α)α(n−j)/m
≤ (m+ 2
√
m)
m
(m+ 2
√
m− 1)
m
. . .
(m+ 1)
m
αj
j!
eα(j−n)/m
≤
(
1 +
2√
m
)2√m
αj
j!
e−αneαj/m ≤
((
1 +
2√
m
)√m/2)4
αj
j!
e−αeαj/m
≤ e4α
j
j!
e−αeαj/m. (11.17)
As long as j ≤ ⌊0.2m⌋ we have e−αeαj/m ≤ e−0.8α. For larger j we use the trivial
estimate j ≤ n, (11.13), and (11.9) (the fact that m > 100) to conclude that
e−αeαj/m ≤ eα(−1+1+(2/
√
m)) ≤ e0.2α. (11.18)
From (11.9), (11.17), (11.18) and simple arithmetic, it follows that
n∑
j=γα
(
n
j
)( α
m
)j (m− α
m
)n−j
≤
e4−0.8α ⌊0.2m⌋∑
j=γα
αj
j!
 +
e4+0.2α n∑
j=⌊0.2m⌋+1
αj
j!

≤ e4−0.8α α
γα
(γα)!
(
1 +
∞∑
i=1
αi
(γα + 1) . . . (γα + i)
)
+
e4+0.2α
α(⌊0.2m⌋+1)
(⌊0.2m⌋+ 1)!
(
1 +
∞∑
i=1
αi
(⌊0.2m⌋+ 2) . . . (⌊0.2m⌋+ 1 + i)
)
≤ e4−0.8α α
γα
(γα)!
(
1 +
∞∑
i=1
(
α
γα + 1
)i)
+e4+0.2α
α(⌊0.2m⌋+1)
(⌊0.2m⌋+ 1)!
(
1 +
∞∑
i=1
(
α
⌊0.2m⌋ + 2
)i)
=
e4−0.8ααγα
(γα)!
(
1
1− α
γα+1
)
+
e4+0.2αα(⌊0.2m⌋+1)
(⌊0.2m⌋+ 1)!
(
1
1− α⌊0.2m⌋+2
)
,
where the first term in the right-hand side of the first inequality is 0 if γα > ⌊0.2m⌋.
This inequality, together with Lemma 11.21, (11.9), the assumption that γ > 1 (an
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assumption which implies that α/(γα + 1) < 1/2) and simple arithmetic, all imply
that
n∑
j=γα
(
n
j
)( α
m
)j (
1− α
m
)n−j
≤ 2e
4−0.8ααγα√
2πγα
(
e
γα
)γα
+
2e4+0.2αα(⌊0.2m⌋+1)√
2π(⌊0.2m⌋+ 1)
(
e
⌊0.2m⌋+ 1
)⌊0.2m⌋+1
≤ e
4−0.8α
√
γα
(
e
γ
)γα
+
e4+0.2α√
(⌊0.2m⌋+ 1)
(
eα
⌊0.2m⌋ + 1
)⌊0.2m⌋+1
.
This inequality and (11.12) prove (11.10). It remains to show (11.11) under the
assumptions that
√
α is a natural number which satisfies
√
α ≤ min{m1, m2}. Since
the side length of a square Vi consisting of α buckets is
√
α and since X is a rectangle
consisting of m1 × m2 buckets, simple combinatorics implies that the number Isqrs
of these squares is (1 + m1 −
√
α)(1 + m2 −
√
α) (this is a natural number from
the assumption on α), and hence it is bounded above by m1m2 = m ≤ n. The
probability that at least one of these sqaures contains at least γα sites is not greater
than
∑Isqrs
i=1 P (EVi). Since (11.10) implies that
∑Isqrs
i=1 P (EVi) is bounded above by
n times the expression on the right-hand side of (11.10), we conclude that (11.11)
holds. 
Lemma 11.24. In the notation and assumptions of Lemma 11.23, let E be the
event in which at least one square which is composed of α ∈ N buckets is empty of
sites, where
√
α is an integer satisfying
√
α ≤ min{m1, m2}. Then the probability of
E is not greater than ne−α.
Proof. Let V be a square which is composed of α buckets. The probability that some
site a is not in V is 1 − (α/m), because the sites are distributed according to the
uniform distribution. Denote by EV,empty the probability that V is empty of sites.
Since the sites are independent, we have P (EV,empty) = (1− (α/m))n. From Lemma
11.22 and the inequality 0 < α < m ≤ n, we have
P (EV,empty) =
(
1− α
m
)n
=
(
1− α
m
)(m/α)αn/m
≤ e−αn/m ≤ e−α. (11.19)
Consider the set of squares Vi ⊆ X which are composed of α buckets. As explained
at the end of the proof of Lemma 11.23, the number of these squares is Isqrs :=
(1 + m1 −
√
α)(1 +m2 −
√
α) and it is bounded above by m1m2 = m ≤ n. Since
P (E) = P (∪Isqrsi=1 EVi,empty) ≤
∑Isqrs
i=1 P (EVi,empty), it follows from (11.19) that P (E) ≤
ne−α, as claimed. 
Lemma 11.25. In the setting of Lemma 11.23, let β ∈ N be given and assume
that β ≤ (min{m1, m2} − 1)/2. Let E be the event in which each square which is
contained in X and composed of α2 := (1 + ⌊8
√
2(β + 1.01)⌋)2 buckets contains at
most γα2 − 1 sites. Given γ ∈ N, let G be the event in which at most 2(γα2 − 1)
distance comparisons are made in the computation of each endpoint along each ray
THE PROJECTOR ALGORITHM 49
shot from each site pk, k ∈ K, using Method 6.2. Then
P (G) ≥ P (E) ≥
1− n
(
e4−0.8α2√
γα2
(
e
γ
)γα2
+
e4+0.2α2√
(⌊0.2m⌋+ 1)
(
eα2
⌊0.2m⌋ + 1
)⌊0.2m⌋+1)
. (11.20)
Proof. The right-most inequality in (11.20) follows from Lemma 11.23 and the
equality P (E) = 1− P (E ′) (where E ′ is the complement of E) which imply that
P (E) = 1− P (E ′)
≥ 1− n
(
e4−0.8α2√
γα2
(
e
γ
)γα2
+
e4+0.2α2√
(⌊0.2m⌋+ 1)
(
eα2
⌊0.2m⌋ + 1
)⌊0.2m⌋+1)
. (11.21)
For showing the inequality P (G) ≥ P (E), it is sufficient to show that when E holds,
then G holds, i.e., that E ⊆ G. The rest of the proof shows this.
Indeed, consider an arbitrary site pk, an arbitrary unit vector θ. According to Step
(1) of Method 6.2, if y denotes the candidate to be the first temporary endpoint
along the ray which emanates from pk in the direction of θ, then we have y :=
pk + 4
√
2(β + 1.01)sθ. Now we go to Step (2) and there are a few possibilities. In
the first one, y is outside X , namely d(yX , pk) < 4
√
2(β + 1.01)s, and we move y
towards pk by re-defining y := yX , where yX is the intersection of the ray with the
boundary of X . According to Method 6.2, this y is the first temporary endpoint
and we also denote it by y˜. Now we go to Step (5) and create the rectangular list
of sites. Method 6.2 guarantees that from now on all the distance comparisons that
will be done will be restricted to the sites contained in the rectangular list of sites,
namely to the sites located in SI [y˜, d(y˜, pk)].
The integer rectangle SI [y˜, d(y˜, pk)] may not be contained entirely in X , but from
(10.6)–(10.8) its intersection with X is contained in some integer rectangle Q′
which is both contained in X and contains (1+ ⌊8√2(β+1.01))⌋)2 buckets. Indeed,
SI [y˜, d(y˜, pk)]∩X is a rectangle whose side lengths are composed of at most 2d(y˜, pk)+
1 buckets each, and hence at most 1 + ⌊8√2(β + 1.01))⌋ buckets each; however,
each of the side lengths of X is composed of, according to (10.6)–(10.8), at least
2(1 + ⌊8√2(β + 1.01))⌋) + 1 buckets. (As an illustration, if X = [0, 300] × [0, 300]
buckets, s = 1, β = 3, and y˜ = (0.4, 50.2). Then y˜ is in a bucket whose indices
are (0, 50). In addition, 4
√
2(β + 1.01) ≈ 22.68. Hence SI [y˜, 4
√
2(β + 1.01)] ∩ X is
contained in the integer rectangle [0, 24]× [27, 72], which is contained in the integer
rectangle Q′ := [0, 46] × [26, 72] which is indeed contained in X and contains (1 +
⌊8√2(β + 1.01))⌋)2 = 462 buckets. See also Figure 9.)
In the second possibility in Step (2) the result is that y is inside X and hence,
according to Step (4), we consider the integer rectangle SI [y, 2βs] and check whether
d(y, p) ≤ d(y, a) for every site a in SI [y, 2βs]. The number of distance comparisons
done in this process is bounded above by γα− 1, as we prove in the last paragraph
of the proof. Anyhow, if indeed d(y, p) ≤ d(y, a) for every site a in SI [y, 2βs], then
we let y := yX and this y is the first temporary endpoint which we also denote by y˜.
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Otherwise, y is outside the cell of pk and we consider y to be the first temporary end-
point which we also denote by y˜. Now we go to Step (5) and create the rectangular
list of sites. Method 6.2 guarantees that from now on all the distance comparisons
that will be done will be restricted to the sites contained in the rectangular list of
sites, namely to the sites located in SI [y˜, d(y˜, pk)]. This integer rectangle may not be
contained entirely in X , but as explained in the previous paragraph, from (10.6)–
(10.8) its intersection with X is contained in some integer rectangle Q′ which is
both contained in X and contains (1 + ⌊8√2(β + 1.01))⌋)2 buckets.
Summarizing the above-mentioned discussion, starting from Step (5), we need,
for the distance comparisons along the considered ray, to consider only sites located
in SI [y˜, d(y˜, pk)]. This rectangle is by itself contained in some integer rectangle Q
′
which is composed of at most α := (1+⌊8√2(β+1.01))⌋)2 buckets. Since we assume
that the event E holds, it follows that Q′ contains at most γα − 1 sites, and since
SI [y˜, d(y˜, pk)] is contained in Q
′, also SI [y˜, d(y˜, pk)] (namely, the rectangular list of
sites) contains at most γα − 1 sites. Because of the way in which we handle the
rectangular list of sites in Method 6.2, it follows that along the considered ray we
preform at most γα− 1 distance comparisons, starting from Step (5). Since in Step
(4) we also perform at most γα − 1 distance comparisons (as proved in the next
paragraph), and since pk and θ where arbitrary, it follows that indeed the event E
implies the event G, as claimed.
Finally, it remains to show that the number of distance comparisons done in
Step (4) of Method 6.2 is at most γα − 1. Indeed, SI [y, 2βs] ∩ X is a rectangle
whose side lengths are composed of at most 4β + 1 buckets each, and hence less
than 1 + ⌊8√2(β + 1.01))⌋ buckets each; however, each of the side lengths of X
is composed of, according to (10.6)–(10.8), at least 2(1 + ⌊8√2(β + 1.01))⌋) + 1
buckets; these considerations imply that even if SI [y, 2βs] is not contained entirely
in X , its intersection with X is contained in some integer rectangle Q′ which is both
contained in X and contains (1 + ⌊8√2(β + 1.01))⌋)2 buckets. Since we assume
that the event E holds, it follows that Q′ contains at most γα − 1 sites, and since
SI [y, 2βs] is contained in Q
′, also SI [y, 2βs] contains at most γα− 1 sites. Therefore
we preform at most γα− 1 distance comparisons in Step (4), as claimed. 
Lemma 11.26. Consider the setting of Lemma 11.25. Then with probability which
is at least the expression on the right-hand side of (11.20), for all k ∈ K and all
rays shot during the computation of the cell of pk using Method 6.2, one has that
rk, namely the maximum number of distance comparisons done along the rays, is
not greater than 2((1 + ⌊8√2(β + 1.01)⌋)2γ − 1). Moreover, with probability which
is also at least the expression on the right-hand side of (11.20), the total number of
distance comparisons done in the computation of the whole Voronoi diagram (using
Algorithm 1 and Method 6.2) is not greater than (γ(1+⌊8√2(β+1.01))⌋)2−1) ·22n.
Proof. Lemma 11.25 and its proof show that rk ≤ 2(γ(1 + ⌊8
√
2(β + 1.01))⌋)2 − 1)
with probability which is not smaller than the expression on the right-hand side of
(11.20). Denote by ρk the number of rays shot during the computation of the cell of
pk. Then the total number of distance comparisons done in the computation of all the
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cells is bounded by
∑n
k=1 rkρk. Since X is a rectangle, (11.6) shows that
∑n
k=1 ρk ≤
11n and hence, with probability which is not smaller than the expression on the right-
hand side of (11.20), we have
∑n
k=1 rkρk ≤ 2(γ(1 + ⌊8
√
2(β + 1.01))⌋)2 − 1) · 11n,
as claimed. 
It is now possible to prove Theorem 10.1(e).
Proof of Theorem 10.1(e). It is sufficient to use Lemma 11.26 with certain val-
ues of β and γ and to show that the second term in (11.21) is not greater than
ǫ. Let γ := 3 and let β be defined in (10.7). As explained in Remark 10.2, both
(10.1) and (10.2) do hold for all sufficiently large n. The relations (10.1)-(10.6),
combined with straightforward calculations, show that (e/γ)γ < 3/4, that (11.9)
holds with α := α2, and that
α2/α1 > 4
√
2. (11.22)
Therefore (
e
γ
)γα2
≤
(
3
4
)4√2α1
< 0.2α1 < e−α1 .
Since n > 100, it follows form (10.4) and the fact that OneTwo ≥ 1 that α1 > 9.
Hence (10.7) implies that β > 1. Thus we obtain from (10.6) that
α2 > (1 + ⌊8
√
2 · 2⌋)2 = 232 = 529. (11.23)
We conclude from the previous inequalities that
e4−0.8α2√
γα
(
e
γ
)γα2
<
e−419√
1587
e−α1 < e−400e−α1 .
Next we will prove that the second term in the parenthesis in (11.21) is smaller
than e−400e−α1 . Indeed, since (10.2) implies that (eα2)/(⌊0.2m⌋ + 1) < e−1, since
0.2m < ⌊0.2m⌋ + 1, since (10.6) and the fact that m = (⌊√n⌋)2 ≥ 100 imply that
15 + α2 < m, and since (11.23) and (11.22) hold, it follows that
e4+0.2α2√
(⌊0.2m⌋+ 1)
(
eα2
⌊0.2m⌋+ 1
)⌊0.2m⌋+1
< e4+0.2α2e−0.2m < e4+0.2·(−15α2)
< e4−2α2e−α2 < e4−2α2e−α1 < e−400e−α1 .
Consequently, the above-mentioned discussion and (10.4) imply that
n
(
e4−0.8α√
γα
(
e
γ
)γα
+
e4+0.2α√
(⌊0.2m⌋ + 1)
(
eα
⌊0.2m⌋+ 1
)⌊0.2m⌋+1)
< 2ne−400e−α1 < n(1 + 2e−400)e−α1 < ǫ.
Finally, Lemma 11.26 and (10.6) ensure that with probability which is at least
1 − ǫ the number of distance comparisons is bounded above by (3α2 − 1) · 22n =
O(n log(n/ǫ)). 
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12. Concluding remarks
This paper was devoted to the (parallel) computation of the Voronoi diagram, a
geometric data structure which has numerous applications in science and technology.
More precisely, we presented and thoroughly analyzed the projector algorithm: a
new and simple algorithm for computing Voronoi diagrams of point sites in the
Euclidean plane. The algorithm is significantly different from other algorithms in
the literature, and some of the concepts involved in its description are in the spirit
of linear programming and optics. The main advantage of our algorithm is that
it naturally supports parallel computing, since it allows the computation of each
Voronoi cell independently of the other cells, and even allows the computation of
portions of a given cell independently of other portions of the same cell. This is
in contrast to most other Voronoi diagram algorithms which are inherently serial
in their nature and, in particular, cannot compute each cell independently of the
other cells, a fact which has cast serious difficulties on attempts to implement these
algorithms in a parallel computing environment. Another advantage of the new
algorithm is that it can handle in a rather native way degenerate configurations of
sites, again, in contrast to most of the other known algorithms.
Here are additional relevant remarks. First, it should be emphasized again (see
also Section 1) that this paper is theoretical. Hence no experimental data is given.
Our paper is not unique regarding this: the literature in general and the literature
related to Voronoi diagrams in particular, contains many papers discussing algo-
rithms theoretically and without any experimental data. See e.g., [3,6,7,13,18,19,
24–26,40,58,59,64,69,76,81] for a rather partial list of such papers. Despite this,
we want to say something about some practical issues, or, more precisely, about the
current implementation that we have.
Its actual behavior is somewhat strange: for a reason which is not currently well
understood, the running time sometimes grows in a way which is a little bit greater
than linear with respect to the input (number of sites) when one processing unit
is involved. However, when several processing units are involved, then the running
time t(n) is better than linear with respect to the input (i.e., t(αn) < αt(n) for all
tested α ∈ {1, 2, 3, . . .}; this does not contradict the obvious lower bound of Θ(n)).
Perhaps (in both cases) this may be related to something in the memory management
or some influence of the operating system.
Comparing to well-known implementations, our preliminary implementation per-
forms quite good. For example, it runs faster than Qhull 2011.1 [12] when a Voronoi
diagram of 106 sites is computed (a few seconds on an old computer). However, it
does not run faster than Triangle [78,79]. Both Qhull and Triangle are veteran se-
rial implementations (more than 17 years) which have adopted many enhancements
over the years. Despite this, their behavior is worse than linear and their output is
not always correct. In contrast, in our implementation only two people have been
involved, for a not so long period, and only one of them has done the programming
work. Many enhancements are waiting to be implemented. For instance, each ver-
tex usually belongs to three cells and hence it is computed three times, while in
Qhull/Triangle it is computed only once. We also note that in our implementation,
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so far no incorrect output has been observed when double precision arithmetic was
used.
A detailed description of experimental results, including comparisons to other
known implementations such as CGAL [2] and Boost [1], and more details about
implementation issues in various environments, are planned to be discussed else-
where.
The second remark is regarding Theorem 10.1(e). Although an O(n log(n/ǫ))
upper bound on the number of distance comparisons done in Method 6.2 for the
computation of the whole diagram was given with probability 1− ǫ, we believe that
by a better analysis, an O(n) upper bound can be given (with the constant c inside
the big O symbol which may depend on ǫ, say c = 1/ǫ). This conjecture is supported
by experimental tests. It seems that in order to obtain a linear upper bound one
would need to improve the proof of Lemmas 11.23–11.24, since currently the upper
bound on the union events mentioned there (the ones dealing with the set of all the
squares composed of α buckets) is very coarse.
Third, we believe that it is possible to extend the methods described here to
other settings, e.g., to compute Voronoi diagrams in higher dimensions and also to
compute other structures such as arrangements, certain manifolds, certain simplicial
complexes, etc. In this connection, we also note that it is possible to improve and
extend Methods 6.1 and 6.2, e.g., by modifying the bucketing structure so that
it will handle, in a better manner, various types of site distributions (a possible
candidate in this direction: the data structure suggested in [8], or modifications of
it).
Finally, it is worth saying something about non-point sites. Algorithm 1 assumes
that the sites are points. However, it is possible to consider sites of any form and to
use the same algorithm, up to slight modifications. Indeed, suppose that the sites Pk
are compact sets located inside the world X . Each such a set can be approximated to
any required precision by a finite subset of points contained in it. We then consider
these points as Pk and compute the Voronoi cell of each of the points p ∈ Pk,
namely {x ∈ X : d(x, p) ≤ d(x,∪j 6=kPj)}. The Voronoi cell of Pk is nothing but
∪p∈Pk{x ∈ X : d(x, p) ≤ d(x,∪j 6=kPj)}. Now the array used to store the diagram
becomes a 2-dimensional array, where the index p is added to it.
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