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The nonclassical symmetries of a class of Burgers’ systems are considered. This study
was initialized by Cherniha and Serov with a restriction on the form of the nonclassical
symmetry operator. In this paper we remove this restriction and solve the determining
equations to show that (1) a new form of a Burgers’ system exists that admits a
nonclassical symmetry and (2) a Burgers’ system exists that is linearizable.
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1. Introduction
Symmetry analysis plays a fundamental role in the construction of exact solutions to nonlinear partial differential equa-
tions. Based on the original work of Lie [9] on continuous groups, symmetry analysis provides a uniﬁed explanation for the
seemingly diverse and ad-hoc integration methods used to solve ordinary differential equations. At the present time, there
is extensive literature on the subject and we refer the reader to the books by Bluman and Kumei [3], Olver [10] and Rogers
and Ames [12].
In essence, one seeks the invariance of a system of differential equations in (1+ 1) dimensions
Ωi(t, x,u,ut ,ux,utt ,utx, . . .) = 0, i = 1,2, . . . ,n (1)
under the group of inﬁnitesimal transformations
t = t + T (t, x,u)ε + O (ε2),
x = x+ X(t, x,u)ε + O (ε2),
u = u+U(t, x,u)ε + O (ε2), (2)
where u = (u1,u2, . . . ,un) and subscripts with respect to t and x refer to differentiation. This leads to a set of determining
equations for the inﬁnitesimals T , X and U, which gives rise to the symmetries of (1). Once a symmetry is known for a
differential equation, invariance of the solution leads to the invariant surface condition
Tut + Xux = U. (3)
Solutions of (3) lead to a solution ansatz, which when substituted into Eq. (1) leads to a reduction of the original
equation. A generalization of the so-called “classical method” of Lie was proposed by Bluman and Cole [2], which is today
commonly referred to as the “nonclassical method”. Their method seeks invariance of the original equation augmented with
the invariant surface condition. Both the classical and nonclassical methods have been tremendously successful on a wide
variety of differential equations and today there exists an extensive body of literature on the subject (see, for example, [6]
and [7] and the references within).
* Corresponding author.
E-mail address: darrigo@uca.edu (D.J. Arrigo).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.06.026
814 D.J. Arrigo et al. / J. Math. Anal. Appl. 371 (2010) 813–820In this paper we consider the nonclassical symmetries of the Burgers’ systems
ut = uxx + uux + F (u, v)vx, F = 0,
vt = vxx + vvx + G(u, v)ux, G = 0. (4)
This study was initiated by Cherniha and Serov [4] but with a restriction on the form of the nonclassical symmetry operator,
namely they assume the form
Γ = ∂
∂t
+ X(t, x,u, v) ∂
∂x
+ U (u, v) ∂
∂u
+ V (u, v) ∂
∂v
. (5)
In this paper, we remove the restriction that U and V are independent of t and x and complete the analysis obtaining only
symmetries that are truly nonclassical and inequivalent up to point equivalence transformations of the class (4). Here we
will show the following two results:
(i) If F = u + m1, G = v + m2, where m1 and m2 are constant, then the Burgers’ system (4) admits the nonclassical
symmetry
X = u + v
2
+ C(t, x),
U = −1
4
(u +m1)(u + v)2 − m2 −m1
4
u2 − C(t, x)
2
u(u + v)
+
(
U1(t, x) − m1m2
4
)
u − m1C(t, x)
2
v + U3(t, x),
V = −1
4
(v +m2)(u + v)2 − m1 −m2
4
v2 − C(t, x)
2
v(u + v)
− m2C(t, x)
2
u +
(
U1(t, x) − m1m2
4
)
v + V3(t, x),
where C,U1,U3, and V3 satisfy the following equations:
Ct + 2CCx + 2U1x − Cxx = 0,
U1t + 2U1Cx − U3x − V3x − U1xx = 0,
U3t + 2U3Cx −m1V3x − U3xx = 0,
V3t + 2V3Cx −m2U3x − V3xx = 0.
(ii) If F = − u2v , G = − v
2
u then the Burgers’ system (4) admits the nonclassical symmetry
X = −3
x
, U = −3u
x2
, V = −3v
x2
.
2. Nonclassical symmetries
In this section we obtain and solve the determining equations for the nonclassical symmetries of (4). If we let
1 = ut − uxx − uux − F (u, v)vx,
2 = vt − vxx − vvx − G(u, v)ux, (6)
then classical invariance of (6) under the inﬁnitesimal transformations
t¯ = t + T (t, x,u, v)ε + O (ε2),
x¯ = x+ X(t, x,u, v)ε + O (ε2),
u¯ = u + U (t, x,u, v)ε + O (ε2),
v¯ = v + V (t, x,u, v)ε + O (ε2), (7)
is conveniently written as
Γ (2)i
∣∣
1=2=0 = 0, i = 1,2, (8)
where the inﬁnitesimal operator Γ is deﬁned as
Γ = T ∂ + X ∂ + U ∂ + V ∂ , (9)
∂t ∂x ∂u ∂v
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systems (4) are given in [4]. In the nonclassical method we require
Γ (2)i
∣∣
1=2=3=4=0 = 0, i = 1,2, (10)
where
3 = T ut + Xux − U ,
4 = T vt + Xvx − V , (11)
which are the associated invariant surface conditions to 1 and 2. Two cases emerge:
(i) T = 0, (12)
(ii) T = 0, X = 0. (13)
If T = 0, we can set T = 1 without loss of generality. In the second case where T = 0, X = 0, we can set X = 1 without loss
of generality. However, in this paper we will only consider case (i) as case (ii) leads to the “no-go” case. In the “no-go” case
it has been shown that to solve the determining equations is to solve the original system. This was ﬁrst discussed in [5]
for the linear heat equation, extended to single (1 + 1)-dimensional evolution equation in [13] and to arbitrary systems of
evolution equations in [14].
Applying the nonclassical method to the Burgers’ system (4) we have the following determining equations:
Xuu = Xvu = Xvv = 0, (14a)
2Xxu − 2uXu − GXv − Uuu − 2Xu X = 0, (14b)
−2F Xu − v Xv − uXv + 2Xxv − 2Uvu − 2Xv X = 0, (14c)
F Xv + Uvv = 0, (14d)
GXu + Vuu = 0, (14e)
2Xxu − uXu − v Xu − 2V vu − 2GXv − 2Xu X = 0, (14f)
2Xxv − 2Xv X − F Xu − 2v Xv − V vv = 0, (14g)
Ut − F Vx + 2U Xx − Uxx − uUx = 0, (14h)
Vt − GUx − vVx + 2V Xx − Vxx = 0, (14i)
−U + Xxx − uXx + 2XuU + GUv − 2Uxu − F Vu − Xt − 2X Xx = 0, (14j)
FUu − U Fu − uUv + vUv − F Xx − F V v − V Fv − 2Uxv + 2U Xv = 0, (14k)
uVu − vVu − UGu + GV v + 2V Xu − GXx − 2Vxu − GUu − V Gv = 0, (14l)
F Vu − GUv − Xt − 2Vxv − v Xx − V − 2X Xx + 2Xv V + Xxx = 0. (14m)
From (14a) we ﬁnd that
X = A(t, x)u + B(t, x)v + C(t, x), (15)
where A, B and C are arbitrary smooth functions of t and x. Eliminating U and V from (14b)–(14g) gives
2AFu − 2BGv − 2AB + B = 0, (16a)
2(BFu − AFv) − 2B2 − B = 0, (16b)
2(BGu − AGv) + 2A2 + A = 0, (16c)
2AFu − 2BGv + 2AB − A = 0, (16d)
from which we see by subtracting (16a) from (16d) that
4AB − A − B = 0. (17)
Eliminating A from (16b) gives
B
(
2Fu − 2
4B − 1 Fv − 2B − 1
)
= 0, (18)
giving that A and B are at most constant. Thus,
A = a, B = b, (19)
where a and b are both constants. Furthermore, (17) and (18) lead us to two cases, either (a,b) = (0,0) or (a,b) = (0,0).
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Integrating (16b) and (16c) yields
F = 2b + 1
2
u + f (r), (20a)
G = 2a + 1
2
v + g(r), (20b)
where r = au + bv, and f , g are arbitrary smooth functions of r. From either (16a) or (16d), f and g satisfy
2a2 f ′ − 2b2g′ − 2ab + a = 0, (21)
where the primes denote the derivative of a function with respect to its argument.
Integrating further gives
f (r) = −b2S ′′(r) + f1r + f0, (22a)
g(r) = −a2S ′′(r) + g1r + g0, (22b)
where S is an arbitrary smooth function of r and f0, g0, f1 and g1 are arbitrary constants with f1 and g1 satisfying
2a2 f1 − 2b2g1 − 2ab + a = 0. (23)
As (14b)–(14g) are now compatible, we solve for U and V yielding
U = bS − a
3
(
a + 1+ bg1
2
)
u3 − b
4
(6a + 1+ 2bg1)u2v
− b
4
(2b + 2af1 + 1)uv2 − b
2 f1
6
v3 −
(
aC + bg0
2
)
u2
− (af0 + bC)uv − bf0
2
v2 + U1(t, x)u + U2(t, x)v + U3(t, x), (24a)
V = aS − a
2g1
6
u3 − a
4
(2a + 1+ 2bg1)u2v
− a
4
(6b + 2af1 + 1)uv2 − b
3
(
af1
2
+ b + 1
)
v3 − ag0
2
u2
− (aC + bg0)uv −
(
af0
2
+ bC
)
v2 + V1(t, x)u + V2(t, x)v + V3(t, x), (24b)
where Ui and Vi , i = 1,2,3 are arbitrary smooth functions of t and x.
If we introduce the new variable r = au + bv in the remaining 6 equations, (14h)–(14m), and eliminate v , then the
coeﬃcients of u in these equations, once isolated, must be set to zero. From the u3 coeﬃcient of (14m) we obtain
2(a + 3b − 8ab)(a2 f1 − b2g1)− 56a2b2 + 20a2b + 12ab2 − 5a2 + 6ab − 3b2 = 0. (25)
From (17), (23) and (25), we ﬁnd that
a = 1
2
, b = 1
2
, f1 = g1. (26)
Differentiating the u coeﬃcient of (14m) with respect to r gives(
S ′′′(r) − 4 f1
)(
C(t, x) + 2r)= 0, (27)
which gives us a form for S
S = 2
3
f1r
3 + s2r2 + s1r + s0, (28)
where s0, s1 and s2 are arbitrary constants. Returning to our remaining determining equations, substituting r = au+bv and
collecting about r and u, we ﬁnd the following relations:
V2 = U1, (29a)
U2 = s2 − 2 f0
4
C − s1
4
, (29b)
V1 = s2 − 2g0 C − s1 . (29c)
4 4
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forms
F = u +m1, G = v +m2, (30)
for which the nonclassical symmetries are
X = u + v
2
+ C,
U = −1
4
(u +m1)(u + v)2 − m2 −m1
4
u2 − C
2
u(u + v) +
(
U1 − m1m2
4
)
u − m1C
2
v + U3,
V = −1
4
(v +m2)(u + v)2 − m1 −m2
4
v2 − C
2
v(u + v) − m2C
2
u +
(
U1 − m1m2
4
)
v + V3, (31)
where C,U1,U3, and V3 satisfy the system of equations:
Ct + 2CCx + 2U1x − Cxx = 0, (32a)
U1t + 2U1Cx − U3x − V3x − U1xx = 0, (32b)
U3t + 2U3Cx −m1V3x − U3xx = 0, (32c)
V3t + 2V3Cx −m2U3x − V3xx = 0, (32d)
thus establishing our ﬁrst result. We note that by setting C , U1, U3 and V3 suitably, we recover the results in [4]. Further-
more, if we let
Ω =
⎡
⎢⎢⎣
0 0 0 1
− 12 0 −m22 0
− 12 −m12 0 0
U1 U3 V3 C
⎤
⎥⎥⎦ , (33)
then the system (32) becomes the matrix Burgers equation
Ωt + 2ΩxΩ − Ωxx = 0. (34)
Via the matrix Hopf–Cole transformation Ω = −ΦxΦ−1 (see, for example, [8]), (34) is linearized to the matrix heat equation
Φt − Φxx = 0. (35)
If the entries of Φ are denoted by φi j , i, j = 1,2,3,4, each satisfying the heat equation, then from the matrix Hopf–Cole
transformation, or more speciﬁcally ΩΦ = −Φx , we ﬁnd the following:
φ1i x + φ4i = 0, (36a)
φ2i x −
1
2
φ1i − m22 φ3i = 0, (36b)
φ3i x −
1
2
φ1i − m12 φ2i = 0, (36c)
φ1iU1 + φ2iU3 + φ3i V3 + φ4iC + φ4i x = 0, (36d)
for i = 1,2,3,4. The ﬁrst three equations of (36) give restrictions on the elements of Φ whereas the last gives a system of
four equations for the functions U1,U3, V3 and C , which gives the solution of (32).
2.2. (a,b) = (0,0)
From (14c)–(14i) we readily integrate giving
U = U1(t, x)u + U2(t, x)v + U3(t, x), (37a)
V = V1(t, x)u + V2(t, x)v + V3(t, x), (37b)
where Ui and Vi , i = 1,2,3 are arbitrary smooth functions of t and x. With these, (14j) becomes
U2G − V1F − 2U1x − (U1 + Cx)u − U2v − U3 − Ct − 2CCx + Cxx = 0, (38)
which identiﬁes a preliminary form of F and G provided that U2V1 = 0. Thus, it is possible to consider four cases depending
upon whether U2 and V1 are zero. We have found that in all the cases except one, we recover only the classical symmetries.
This exception, where U2 = V1 = 0, is the case we present here. If U2 = V1 = 0 then (14j) and (14m) become
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Ct + 2CCx − Cxx + 2V2x + V3 + (V2 + Cx)v = 0, (39b)
from which we obtain
U1 = −Cx, V2 = −Cx, V3 = U3 = 3Cxx − 2CCx − Ct . (40)
From (14h) and (14i) we ﬁnd
(Cxxv − V3x)F = −Cxxu2 + 2(Cxxx − CCxx)u + U3xx − U3t − 2U3Cx, (41a)
(Cxxu − U3x)G = −Cxxv2 + 2(Cxxx − CCxx)v + V3xx − V3t − 2V3Cx. (41b)
As Cxx = 0 gives only classical symmetries, we will assume that Cxx = 0 giving forms of F and G , namely,
F = −u
2 + f1u + f0
v − k , G =
−v2 + g1v + g0
u − k , (42)
where f0, g0, f1, g1 and k are constants. However, by means of an equivalence transformation (see, for example, [11]), we
can set k = 0 without loss of generality.
Substituting (42) into (14k) and (14l), and isolating the coeﬃcients with respect to u and v give
U3 = 0, V3 = 0,
2U3 − f1Cx = 0, 2V3 − g1Cx = 0,
f1U3 + 2 f0Cx = 0, g1V3 + 2g0Cx = 0, (43)
from which we further deduce that f0 = g0 = f1 = g1 = 0. With this assignment, (40) and (41) give the over determined
system
Ct + 2CCx − 3Cxx = 0, (44a)
Cxxx − CCxx = 0. (44b)
The solution of (44) is given by
C = − 3
x+ x0 , (45)
where x0 is an arbitrary constant which we can set to zero without loss of generality. This, in turn, gives rise to the following
nonclassical symmetries
U = −3u
x2
, V = −3v
x2
, (46)
which apply for F and G of the form
F = −u
2
v
, G = − v
2
u
, (47)
thus establishing our second result. Further, integrating the invariant surface conditions
ut + Xux = U , vt + Xvx = V ,
with C , U and V given in (45) and (46) gives
u = xP(x2 + 6t), v = xQ (x2 + 6t), (48)
and substitution into the original system with F and G given in (47) reduces the original Burgers’ system to
2Q P ′′ + P Q P ′ − P2Q ′ = 0, 2P Q ′′ + P Q Q ′ − Q 2P ′ = 0. (49)
3. A linearization
The rich structure of these symmetries for F and G given in (30) suggests that this Burgers’ system is special. As we will
show it is in fact linearizable. For the system
ut = uxx + uux + (u +m1)vx, (50a)
vt = vxx + vvx + (v +m2)ux, (50b)
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ables
u = u¯ + v¯, (51a)
v = u¯ − v¯, (51b)
transforms (50) to
u¯t = u¯xx + 2u¯u¯x, (52a)
v¯t = v¯xx + 2v¯ u¯x, (52b)
which, under the Hopf–Cole–Darboux transformation (see [5])
u¯ = φx
φ
, v¯ = ψx − φx
φ
ψ, (53)
becomes the linear decoupled system
φt = φxx, ψt = ψxx. (54)
If m1 =m2, then introducing the variables
u = 2m1u¯ − 4v¯ +m1m2
m1 −m2 , (55a)
v = −2m2u¯ + 4v¯ −m1m2
m1 −m2 , (55b)
transforms (50) to
u¯t = 2u¯u¯x + 2v¯x + u¯xx, (56a)
v¯t = 2v¯u¯x + v¯xx, (56b)
which was solved in [5] (see also [1]). The solution of (56) is
u¯ = φψxx − ψφxx
φψx − ψφx , v¯ = −
φxψxx − ψxφxx
φψx − ψφx , (57)
where φ and ψ are solutions of (54).
4. Conclusion
In this paper we have considered the nonclassical symmetries of a class of Burgers’ systems. We have overcome the re-
strictions imposed by Cherniha and Serov [4] and found not only a new form of equation admitting a nonclassical symmetry
but also a linearizable Burgers’ system.
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