[1] A single-column model coupled to a bulk microphysics parameterization (with prognostic cloud liquid water, cloud ice, rain, and snow mixing ratios) is evaluated using cloud properties retrieved at the Surface Heat Budget of the Arctic Ocean experiment (SHEBA) during the period of 1 April to 16 May 1998. Overall, the model accurately simulates the cloud boundaries and total cloud fraction, but has difficulty correctly partitioning the cloud phases and predicting the condensed water contents and paths. In particular, the mean liquid water path (LWP) is underestimated by 76%. This bias is attributed to underpredicting the liquid cloud fraction, that is, underpredicting the frequency of liquid-or mixed-phase clouds. The mean ice water path (IWP) is underestimated by 42%. Glaciation in the model occurs primarily through the preferential depositional growth of pristine ice initiated by deposition-condensation nucleation at the expense of liquid water, in contrast to glaciation mechanisms inferred from observations. Sensitivity tests are conducted to elucidate the relative importance of various microphysical parameters on the modeled cloud properties and processes. The liquid cloud fraction and mean LWP are most sensitive to uncertainties in the ice crystal number concentration, while the mean IWP is sensitive to several cloud ice/snow microphysical parameters, including the collection efficiency for riming and terminal fall velocities. The model evaluation is also discussed in the context of the spatial resolution and the approach to cloud scale separation. The unique spatial scales (particularly in the vertical) associated with Arctic stratiform clouds must be taken into account in order to correctly simulate the observed cloud properties. 
Introduction
[2] The ability to accurately model cloud processes is of primary importance in correctly simulating the Arctic climate system. Cloud parameterizations used in global and regional models have typically been developed for lower latitude regions. Thus, these models are often deficient in simulating Arctic cloudiness [e.g., Curry et al., 1996] . Modeling difficulties arise from several unique cloud properties [Curry et al., 1996] : complex vertical structure with multiple layers, wintertime ice crystal plumes associated with leads, ''clear-sky'' ice crystal precipitation, and persistent mixed-phase clouds. Biases in the modeled bulk and microphysical cloud properties may lead to errors in the surface radiative fluxes and hence uncertainties in the surface energy balance [Curry and Ebert, 1990; Curry et al., 1993] . There is particular interest in improving simulations of Arctic climate because of the importance of Arctic climate processes to global climate feedbacks [Curry et al., 1996] . This interest motivated the Surface Heat Budget of the Arctic Ocean experiment [SHEBA; Uttal et al., 2002] , which provided a comprehensive data set for evaluating model parameterizations.
[3] A common method for testing parameterizations is through a single-column model (SCM), taken to represent a single grid cell in a 3-D model [e.g., Randall et al., 1996] . Large-scale dynamics and advection in a SCM are specified through observational or model analysis [Randall and Cripe, 1999] . Single-column modeling allows for a firstorder evaluation of parameterizations without added complications due to feedbacks with the large-scale dynamics. Preliminary studies have indicated significant biases associated with SCM simulations of clouds observed at SHEBA ; the need for a better understanding and quantification of these biases has motivated the research presented here. In this study, a version of the Dudhia [1989] bulk cloud microphysics parameterization, modified to simulate mixed-phase clouds in the Fifth-Generation Penn State/NCAR Mesoscale Model (MM5; NCAR technical note by G. A. Grell et al., available athttp://www.mmm.ucar. edu/mm5/doc.html, 1995) and the Arctic Regional Climate System Model (ARCSyM; Lynch et al., 1995) , is implemented into a SCM to simulate the 1 April to 16 May 1998 period of SHEBA (hereafter this microphysics parameterization is referred to as the ''MM5mp'').
[4] There are different approaches to testing parameterizations in a SCM, depending upon the level of constraint specified in the model, as described by Randall et al. [1996] . In a more prognostic approach, the thermodynamic profiles are predicted using tendencies calculated for all of the parameterized physical processes (in addition to the tendencies specified by the forcing). In a more diagnostic approach, tendencies due to one or more parameterized processes are specified. The diagnostic strategy would be less useful for the case presented here because the observed tendencies are not well characterized. In addition, feedbacks between the clouds, turbulence, radiative transfer, and atmospheric stability, which may be the primary modulator of low-level Arctic clouds [Curry, 1986] , would be neglected to some degree, depending upon the level of constraint. Therefore, we evaluate the SCM in a more prognostic context, keeping in mind that the results reflect interactions between all of the modeled physical processes, as well as the forcing and initial conditions. Although this approach does not allow us to identify any specific sources of error, it does allow a general evaluation of the modeled clouds, and, in the context of sensitivity tests, gives an idea of the relative importance of uncertainties associated with the various microphysical parameters. In this way, a more general picture of the microphysical parameterization emerges, which may then be clarified through higher resolution, shorter duration case studies and incorporation into 3-D models.
[5] The goal of this study is to determine the effectiveness of a SCM that employs the MM5mp parameterization in simulating clouds observed at SHEBA during the springtime transition season. In addition, we investigate the model sensitivity to a number of specified microphysical parameters and discuss issues associated with modeling Arctic clouds in the context of the general SCM structure (i.e., the model resolution and approach to cloud scale separation).
Model Description
[6] A new single-column model (ARCSCM) has been developed for evaluating parameterizations and studying thermodynamic processes and feedbacks in the Arctic. Prognostic variables include temperature and water vapor, cloud liquid water, cloud ice, snow, and rain mixing ratios. ARCSCM has a sigma coordinate system; thirty vertical levels with increasing resolution toward the surface are used here. The horizontal domain, effectively given by the scale of the dynamic forcing, is approximately 60 Â 60 km. Surface boundary conditions, horizontal wind, vertical pressure velocity, and total (3-D) advection of temperature (including adiabatic compression/expansion) and water vapor mixing ratio are specified. The time tendencies of temperature, T, and water vapor mixing ratio, q v , at each level are given by the following equations:
whereṽ is the horizontal wind vector, w is the vertical pressure velocity, p is the pressure, R d is the gas constant for air, c p is the specific heat of air at constant pressure, RAD is the radiative heating rate, TUR is the turbulent diffusion tendency, MIC is the cloud microphysical tendency, and CON is the convective tendency.
[7] Shortwave radiative transfer is treated using the twostream delta-eddington method with 18 spectral intervals between 0.2 mm and 5 mm, following Breigleb [1992] . The parameterization of cloud optical properties follows from Slingo [1989] for cloud droplets and Ebert and Curry [1992] for cloud ice. The cloud particle effective radius, r e , is specified to be 10 mm for liquid droplets and 40 mm for ice. Longwave radiative transfer is given by the Rapid Radiative Transfer Model (RRTM; Mlawer et al., 1997) , using 16 spectral intervals between 5 and 500 mm. The effects of precipitation-size particles on radiative transfer are ignored. Surface emmisivity is prescribed at 0.99.
[8] The boundary layer parameterization is a first-order nonlocal scheme following Holtslag and Boville [1993] . Turbulent diffusion is calculated for temperature, water vapor, cloud liquid water, and cloud ice. Sensible and latent surface turbulent fluxes are calculated following Schramm et al. [1997] . The effects of leads on the surface fluxes are ignored.
[9] Following the convention of many mesoscale models (e.g., MM5, ARCSyM, and others), cloud and precipitation physics is divided into two categories based upon the separation between large-scale (resolvable) and subgrid scale processes [the ''full-physics'' set-up as described by Zhang et al., 1988] . Large-scale cloud and precipitation processes are explicitly determined with the bulk microphysics parameterization coupled to the grid-box-averaged thermodynamic properties, while subgrid scale processes are implicitly treated with the modified Arakawa-Schubert convective parameterization of Grell [1993] . Even though the large-scale microphysics scheme may explicitly resolve the largest convective elements of cloud systems depending upon the model resolution [Zhang et al., 1988] , given that deep convection is essentially absent in the multiyear ice zone of the Arctic basin (which includes the SHEBA site), we assume that the resolved clouds are stratiform in type, and will refer to them as such for the remainder of the paper. The subgrid convective parameterization does not explicitly calculate cloud water contents, but does feedback to the full column through vertical distributions of heating and moistening and the removal of water vapor through precipitation. Some large-scale models [e.g., Ose, 1993; Fowler et al., 1996] explicitly couple the subgrid and resolvable cloud parameterizations by adding detrained condensed water to the prognostic water of the large-scale cloud scheme. However, since deep convection is very limited in the region, we assume that excluding convective cloud water in the model will have little effect on the overall results. Implications of this approach to cloud scale separation are discussed in section 6.
[10] The microphysics scheme is a version of the MM5mp bulk mixed-phase parameterization currently implemented in MM5 and ARCSyM. Four prognostic condensed water variables are included in the parameterization: cloud liquid water (q c ), cloud ice (q i ), rain (q r ), and snow (q s ) mixing ratios. The time tendencies of these variables are given by the following equations:
where p s is the air pressure at the surface, p top is the air pressure at the top of the model (50 mb), V is the massweighted mean particle terminal fall velocity, g is the acceleration due to gravity, s is the model sigma level, r is the air density, d c and d i are the turbulent flux divergence for cloud liquid water and cloud ice, respectively, and the microphysical processes (e.g., PCC, PRC, PRA, etc.) are given in 
where L v , L s , and L f are the latent heats of vaporization, sublimation, and fusion, respectively. A box diagram (Figure 1) shows the relationship between the various condensed water species and the microphysical processes that transit water between them.
[11] Because of the difficulty in specifying appropriate horizontal advective tendencies of the condensed water species, these terms are neglected. Vertical advection of condensed water is calculated using the specified vertical pressure velocities and the modeled condensed water profiles. Entrainment and fallout of cloud droplets is neglected. Fractional cloudiness within the column is not considered; instantaneous cloud fraction is 1 if any model level has a condensed water content greater than the threshold value of 10 À5 g m
À3
, and 0 otherwise, following ARCSyM. Formulations for the various microphysical processes are given in Appendix A.
Data
[12] The SHEBA field project, conducted from October 1997 to October 1998, provided a comprehensive source of data to force and evaluate climate models. SHEBA was coordinated with the FIRE [First ISCCP (International Satellite Cloud Climatology Project) Regional Experiment] Arctic Clouds Experiment and the Atmospheric Radiation Measurement (ARM) program [Stokes and Schwartz, 1994] . The SHEBA field program consisted of a heavily instrumented icebreaker ship (the Canadian Coast Guard Des Groseilliers) frozen into the sea ice on 1 October 1997, at 75.16°N, 142.41°W. The station drifted with the ice for one year across the Beaufort and Chukchi Seas, with measurements focused on surface energy balance and sea ice mass balance. ARM provided several surface-based instruments to measure clouds and radiation, while FIRE-ACE used research aircraft to provide in-situ and remote measurements of atmospheric and surface characteristics.
[13] Temperature and relative humidity profiles were measured by rawinsondes launched from the ice station two to four times per day during the period of interest. A Nipher shielded snow gauge system measured total accumulations of precipitation on a daily basis (or as new precipitation warranted). The precipitation data were corrected by the SHEBA Project Office to take into account various factors of the high-latitude environment (e.g., blowing snow).
[14] Cloud properties were determined from a collection of ground-based measurements at the SHEBA ice camp. A vertically pointing, 35-GHz, millimeter cloud radar (MMCR) made continuous measurements of radar reflectivity and Doppler velocity up to a height of 13 km over the ice station. Radar data were averaged over 1-minute time periods. Collocated with the radar were a microwave radiometer (MWR) that measured brightness temperatures at 23.8 and 31.4 GHz, and a dual-polarization lidar. These instruments are used to determine the cloud fraction, vertical layering, and microphysical properties.
[15] Retrieval techniques for estimating the cloud microphysical parameters are discussed in detail in Shupe et al. [2001] , and are briefly summarized here. All clouds observed by the MMCR are classified as all-ice, all-liquid, mixed-phase, snow, rain, or drizzle. The classifications are based on radar measurements, lidar depolarization ratios, MWR brightness temperature measurements, temperature and relative humidity soundings, and surface observer codes. The appropriate retrieval method is then applied to each cloud based upon its classification.
[16] Ice water content (IWC), mean particle size, and ice particle concentration are retrieved using three complementary techniques. Empirical relationships of the form IWC ¼ a 1 Z b 1 are used to relate ice cloud parameters directly to radar reflectivity, Z. Mean values of the a 1 and b 1 coefficients for the SHEBA region during the period of interest are used. Additionally, the Matrosov [1999] technique, which uses measurements of IR sky brightness temperature to effectively tune the a 1 coefficient to a given cloud scene, is employed. Third, the Matrosov et al. [2002] technique is applied, where a relationship between radar Doppler fall velocity and particle size is used for retrieving the cloud parameters. Since the radar signal is proportional to particle size to the sixth power, we assume that the ice particles dominate the radar signal from mixed-phase clouds. Therefore, the radar-only techniques (simple empirical and Matrosov et al. [2002] ) are used to retrieve the ice component of mixed-phase clouds. Retrievals for the snow microphysical parameters (IWC, mean particle size, number concentration) are based on the particle size distributions of Gunn and Marshall [1958] . Application of these techniques to mixed-phase clouds is of unknown certainty, but is currently the most reasonable method for retrieving the ice component from these clouds. For cloud ice and snow, ice water path (IWP) is calculated by vertically integrating the IWC profiles. Total column-integrated liquid water path (LWP) and precipitable water vapor (PWV) are retrieved from MWR measurements of brightness temperature according to the method described by Westwater et al. [2001] .
[17] Cloud boundaries are based on combined radar-lidar data [Intrieri et al., 2002] . In general, the lidar is used to determine the cloud base, since the radar responds to precipitation as well as cloud water. The cloud top is typically determined by radar, since the lidar is often attenuated at a lower level in the cloud. Because the radar may not detect small particles near the cloud top, its height may be underestimated [Intrieri et al., 2002] . Various cloud fractions (separated by type and altitude) are based on radar measurements and cloud type classifications.
[18] All water contents and paths presented here are combinations of cloud water and precipitation. However, liquid-phase precipitation during this time period was negligible. Hereafter, ''LWP'' will refer to the combined cloud liquid and rainwater paths, ''IWP'' to the combined cloud ice and snow water paths, and ''IWC'' to the combined cloud ice and snow water contents, for both the modeled and retrieved values. In addition, ''liquid cloud fraction'' will refer to the fraction of time that cloud liquid water or rain is present in the column, and ''ice cloud fraction'' will refer to the fraction of time that cloud ice or snow is present in the column. Therefore, mixedphase clouds contribute to both the liquid cloud fraction and the ice cloud fraction, so that the sum of these fractions may exceed 100%. ''Total cloud fraction'' is the fraction of time that liquid and/or ice is present. Cloud presence is Table 1 . [19] In this study, retrieved values are used as a ground truth to compare with the model results. Instantaneous retrieval uncertainties for various parameters may be significant. Matrosov et al. [2002] showed relative standard deviations of $55% between IWC retrievals and in situ measurements made during late April near SHEBA. Instrument noise and retrieval uncertainties contribute to an instantaneous uncertainty of approximately 25 g m À2 in the LWP retrievals [Westwater et al., 2001] . However, since the retrieval methods were developed using statistically derived relationships, uncertainties in the statistical values of the retrieved cloud properties presented here are expected to be much smaller than uncertainties in the instantaneous values. We infer this from an analysis of the clear-sky LWP retrievals that reveals a Gaussian-type distribution centered at À4 g m À2 .
Since factors contributing to uncertainty in the clear-sky retrievals (e.g., instrument noise, uncertainties in atmospheric profiles, uncertainties in absorption coefficients, etc.) also contribute to uncertainty in the cloudysky retrievals, the small bias in the mean of the clear-sky LWP retrievals suggests that the bias in the mean cloudysky retrievals is small as well (although this does not rule out a systematic error in the cloudy-sky retrievals due to uncertainty in the liquid water absorption coefficients). A similar analysis is not possible for the retrieved IWP, since this is determined from reflectivity measurements (no reflectivity in clear sky by definition) rather than atmospheric brightness temperatures. Thus uncertainties in the ice properties averaged over the time period are not as well characterized.
Baseline Simulation Results
[20] The 1 April-16 May 1998 period of SHEBA is simulated using ARCSCM. Initial and boundary conditions are given by European Centre for Medium-Range Weather Forecasts (ECMWF) model output and SHEBA observations. Hourly values of the total (3-D) temperature and water vapor mixing ratio advection (including adiabatic temperature tendency), horizontal wind, and vertical pressure velocity for the grid cell overlying the SHEBA site were obtained from 12 to 35 hour forecasts of the ECMWF model (version 13R4). The ECMWF data has 31 vertical levels and nominal 60 km grid spacing, and was recently improved by the ECMWF to produce the equivalent of a ''reanalysis.'' A correction factor is also applied at each level to the ECMWF temperature and water vapor mixing ratio advections, following H. Morrison and J. O. Pinto (A new approach for obtaining advection profiles: Application to SHEBA single-column modeling studies, submitted to Monthly Weather Review, 2003) (hereinafter referred to as Morrison and Pinto, submitted manuscript, 2003) . Although this correction factor constrains the time-averaged columnintegrated temperature and water vapor advections to the observed budgets, there is still uncertainty associated with their vertical and temporal distributions. These forcing data are linearly interpolated to ARCSCM levels. Hourly surface temperature, pressure, and albedo are obtained from SHEBA tower measurements [Persson et al., 2002] , while the surface water vapor mixing ratio is given by saturation with respect to ice (<0°C) or liquid water (>0°C). All hourly forcing data are linearly interpolated to the model time step of 1 minute. Simulations are initialized using T and q v profiles derived from a combination of rawinsonde, tower, and ECMWF model data. Below 50 m, where the rawinsonde is prone to error, profiles of T and q v are obtained by linearly interpolating between 10 m tower data and 50 m sonde data. ECMWF model data is used above the maximum height of the sonde ($19 km).
[21] The model evaluation is broadly divided into two parts. First, we compare the statistics of several modeled and observed/retrieved cloud properties, including vertical distribution, fraction, IWP, LWP, and IWC. Second, we examine budgets of the simulated cloud water and supersaturation and conduct sensitivity tests of the model microphysical parameters. Because of the statistical nature of the retrievals, the difference in scale between the model and the observations (see section 6), and the reduced bias in the ECMWF advective forcing when the data are averaged over longer time periods (Morrison and Pinto, submitted manuscript, 2003) , the analysis in this paper focuses on statistics of the cloud properties calculated for the entire period (rather than instantaneous values).
[22] Overall, the modeled cloud heights are fairly wellpredicted, although the mean modeled height of the highest cloud top is higher than observed, and the model produces somewhat thicker and more numerous cloud layers (Table 2) . It should be noted, however, that the observed cloud top height may be biased low (see section 3).
[23] In general, the model has difficulty correctly partitioning cloud phase and tends to underpredict the condensed water paths (see Tables 3 and 4 ). The mean modeled LWP is significantly underestimated, while the modeled LWP n0 (mean mixed-and liquid-phase in-cloud LWP) is larger than the retrieved value. These biases are consistent with the substantial underprediction of liquid cloud fraction. Mean values of the simulated IWP and IWP n0 (mean mixed-and ice-phase in-cloud IWP) are smaller than the retrieved values. The modeled ice cloud fraction and total cloud fraction are fairly close to the observed values. We note that the modeled cloud fractions (liquid, ice, and total) are insensitive to the cloud fraction threshold value over the range of 10 À3 to 10 À7 g m
À3
. Standard deviations of the modeled water paths are about half as large as the retrieved values, which may reflect variability in the observed cloud field that is not captured by the grid-box-averaged cloud properties produced by the model (see section 6).
[24] The temporal distributions of simulated and retrieved LWP clearly illustrate the large biases in mean LWP and liquid cloud fraction (Figure 2) . The retrievals show intermittent liquid water throughout the study period, with the exception of 21-25 April, while the model predicts only three liquid water events: 29 April, 8 -9 May, and 11 -15 May. When liquid water is present in the simulation, however, the LWP is quite large; this feature is consistent with the relatively large modeled values of LWP n0 compared to the retrievals.
[25] The model biases are primarily associated with lowlevel (<3 km), rather than high-level (>3 km) clouds. Modeled means and standard deviations of the IWP and IWP n0 above 3 km are close to retrieved values. In contrast, these values are underpredicted below 3 km (Tables 5 and  6 ). Liquid water predominately occurs below 3 km in both the observations and model. The ice cloud fraction is somewhat overpredicted for both high-and low-level cloudiness. The distribution of bias with height may be interpreted in the context of driving mechanisms for the formation and occurrence of clouds over the Arctic region. Mid and upper-level clouds in the Arctic are believed to be associated with frontal systems [Curry and Herman, 1985] , while low-level clouds are less sensitive to the synopticscale situation and instead tend to form as a result of airmass modification over the polar basin [Curry, 1983] . Therefore, the fairly well-predicted upper-level cloudiness in the model suggests that the synoptic-scale forcing is adequate. On the other hand, the poor simulation of lowerlevel cloudiness indicates deficiencies associated with the model physics.
[26] Biases associated with the modeled IWC are consistent with biases in the IWP and IWP n0 (see Table 7 ), since the cloud thickness and ice cloud fraction are generally well-predicted. The modeled values of mean IWC for all clouds and clouds below 3 km are significantly smaller than the retrieved values. In contrast, the modeled values of mean IWC for mixed-phase clouds and high clouds (>3 km) are similar to the retrieved values. Standard deviations of the modeled IWC are generally much smaller than the retrieved values.
[27] Probability density functions (PDFs) of the simulated and retrieved LWP demonstrate the much smaller mean and variance of the modeled LWP (Figure 3a ). An interesting feature is the difference in shape between the modeled and retrieved PDFs: the retrieved PDF shows a nearly asymptotic rise toward lower values of LWP, while the modeled PDF doesn't have any clear trend between LWP values of 1 and 100 g m
À2
. This difference in shape may be due in part Figure 2. Modeled (solid) and retrieved (dotted) timeseries of LWP (data are 6-hour averages). to horizontal variability in the cloud field that is not captured in the grid-box averaged quantities produced by the model. Considine et al. [1997] show bimodal LWP PDFs for homogeneous layered clouds (when clear-sky values are included), but in clouds with greater horizontal variability, the PDFs instead rise asymptotically toward lower values of LWP. The large difference between the modeled and retrieved PDFs at LWP values less than 25 g m À2 may also be due to retrieval noise in clear-sky conditions. Retrieval noise may be responsible for the relative smoothness of the retrieved PDF in comparison with the model.
[28] In general, the modeled IWP PDF is consistent with the retrieved IWP PDF (Figure 3b ). The primary difference is the reduced variance in the modeled PDF, so that probability densities in the model PDF are generally larger than the retrieved values at IWP values less than $70 g m À2 , while they are generally smaller above $70 g m À2 . The relative smoothness of the retrieved IWP PDF compared with the modeled PDF may be due to retrieval noise.
[29] Biases associated with the low-level clouds are further illustrated by plots of modeled and retrieved values of LWP/TWP (TWP refers to the total condensed water path) versus cloud-top temperature for clouds below 3 km (Figure 4 ). Figure 4 shows modeled values of LWP/TWP larger than 0.5 at temperatures warmer than 260 K, while ice-phase clouds (LWP/TWP equal to zero) are present up to 268 K. Values of the retrieved LWP/TWP near 1 occur at temperatures below 250 K. There are no ice-phase clouds at temperatures warmer than 260 K in the retrievals. It is noted that LWP retrieval noise will lead to uncertainty in the LWP/ TWP values, which could result in ice-phase clouds having a retrieved LWP/TWP ratio greater than zero. However, most of the observed clouds with tops below 3 km contained at least some liquid. Thus the model tends to overpredict the amount of cloud ice relative to liquid, particularly at temperatures below 260 K. This analysis may partially explain why the model more accurately predicts the LWP at the end of the simulation (see Figure 2) , when low-level temperatures are generally warmer than earlier in the period.
[30] Although the model underpredicts the mean condensed water paths, particularly for liquid, an analysis of the bulk (column-integrated) water budget indicates an overall excess of water in the model. The bulk water budget may be expressed as (Morrison and Pinto, submitted manuscript, 2003) :
where dt is the length of the time period, ÁPWV is the change in precipitable water vapor, ADV is the timeaveraged vertically integrated water vapor advection, MF is the time-averaged surface mass flux of water vapor (i.e., surface sublimation/deposition), and PREC is the total precipitation reaching the surface during the time period. The change in condensed water path has been excluded for simplicity; it accounts for only $1% of the total water budget in both the model and observations. Observed and modeled values for the terms in equation (9) are given in Table 8 . The time-averaged vertically integrated advective forcing in the model is constrained to the observed budget through a correction algorithm described by Morrison and Pinto (submitted manuscript, 2003) ; the small difference in this term between the modeled and observed budgets results from interpolating to the ARCSCM model levels. The modeled precipitation flux (predominately cloud ice/snow) is slightly larger than observed. Convection accounts for approximately 3% of the total modeled precipitation. Most of the excess water in the modeled budget is attributed to the surface water vapor flux, which is opposite in sign to the observations. On average, the model sublimates water from the surface, while the observations show a small deposition.
[31] The mean modeled temperature and water vapor mixing ratio profiles are somewhat warmer and more moist than observed (Figure 5a and 5b). The modeled water vapor mixing ratio profile shows a moist plume at 900 mb. This feature may be associated with an unrealistic turbulent transport of water vapor that results in a net moisture flux from the surface to just above the boundary layer, which is consistent with the excess surface water vapor flux in the simulation. In contrast, the mean modeled relative humidity profile (Figure 5c ) shows an overall dry bias, particularly below 900 mb, that is associated with the underprediction of the mean IWP and LWP in the lower-level clouds. The overprediction of precipitation (see Table 8 ), coincident with the underpredicted relative humidity, suggests that excessive precipitation drying may be partially responsible for this low-level relative humidity bias.
Budget Analysis of the Cloud Liquid Water and Supersaturation
[32] The results from section 4 show that the modeled liquid cloud fraction is substantially underestimated. Because cloud liquid water is the main contributor to the modeled LWP (the rainwater path is much smaller), we analyze the cloud water budget during liquid water formation and dissipation to investigate this bias. Initiation of cloud liquid water is determined by the condensation rate (PCC > 0), because condensation represents the only significant source term for cloud liquid water in the model (melting of cloud ice is negligible and advection of liquid water into the column has been excluded).
[33] Dissipation of cloud liquid water is more complicated because there are multiple sink terms (PCC < 0, PSACW, PRA, PRC, NUFCI, HOFCI). In the 10-minute period prior to the complete dissipation of cloud liquid water (defined as the reduction of liquid water content below the threshold of 10 À5 g m
À3
), the mean value of PCC is $30 times larger than the next largest sink term, PSACW. This result is consistent with the formulations for the various microphysical processes in the parameterization (see Appendix A); PCC is the only term in the cloud liquid water budget that is not a function of q c , so that evaporation rates may remain large even as q c becomes small (to the point of complete dissipation). Thus PCC is the primary term directly influencing the duration of the modeled liquid water.
[34] PCC is a function of the psychrometric correction factor (r 1 in equation (A20)), and the absolute supersaturation, dM, where dM = q v À q vs . Other modelers have discussed the role of the saturation relaxation timescale on the condensation rate [e.g., Khvorostyanov and Curry, 1999] . Here, condensation/evaporation is assumed to be an instantaneous process; the saturation relaxation timescale is therefore effectively equal to the model time step.
[35] Processes controlling the evolution of dM are examined to elucidate uncertainties in PCC during cloud liquid water formation and dissipation. Four parameterized processes within the model affect the evolution of temperature and water vapor mixing ratio and thus the supersaturation:
(1) cloud microphysical processes, (2) radiative transfer, (3) T and q v advection and adiabatic expansion (hereafter referred to as ''advection''), and (4) turbulent mixing. The relative contributions of these processes to the formation and dissipation of cloud liquid water (Table 9 ) are determined by calculating the mean supersaturation tendencies during the 10-minute period prior to the increase of PCC > 0 (condensation), and during the 10-minute period after the reduction of PCC < 0 (evaporation). Advection is the primary source for supersaturation prior to condensation, while turbulence and radiative cooling are secondary production terms. It is evident that the cloud microphysics tendency initiates evaporation, since advection, radiative transfer, and turbulence remain sources for supersaturation after the onset of evaporation. Deposition of water vapor onto cloud ice (PRD) and snow (PREI) dominates the cloud microphysical supersaturation tendency. During the lifetime of the mixed-phase cloud, the ice particle growth rate increases due to the positive feedback between the cloud ice/snow mixing ratios and the rate of depositional growth. Eventually, the deposition rate becomes too large to balance the source terms for supersaturation, the relative humidity decreases, and the cloud drops begin to evaporate. Thus, the Bergeron-Findeisen mechanism (i.e., preferential depositional growth of ice over liquid due to the lower saturation vapor pressure) is mostly responsible for glaciating the modeled clouds. The ice particles are primarily initiated by deposition-condensation nucleation prior to the formation of liquid water. In contrast, previous observations of polar maritime clouds suggested that glaciation was initiated by freezing of the larger cloud drops [Rangno and Hobbs, 1991] . Additionally, in-situ observations of Arctic mixedphase stratus during the FIRE-ACE experiment show that vapor-grown crystals comprise only a small percentage of the total distribution of ice particles [Lawson et al., 2001; Rangno and Hobbs, 2001] . This difference between modeled and observed ice initiation mechanisms may have serious implications on the partitioning of the cloud phases in the simulation.
Sensitivity Tests and Discussion
[36] As stated in section 5, the deposition of water vapor onto cloud ice (PRD) and snow (PREI) is primarily responsible for glaciating the modeled clouds. Thus the liquid cloud fraction is expected to be quite sensitive to changes in PRD and PREI. Several model parameters influence PRD and PREI directly (see equations (A5) and (A17)), or indirectly through other cloud ice and snow microphysical processes that in turn determine the cloud ice and snow mixing ratios.
[37] We test the sensitivity of the model to values of the collection efficiency for riming, E ws , the size threshold for autoconversion of cloud ice to snow, D auto , the mean massweighted snow terminal fall velocity, V s , the cloud ice terminal fall velocity, V i , and the intercept of the snow size distribution, N 0s . The ranges used in the sensitivity tests were chosen to encompass all reasonable values for a given parameter. Since the modeled liquid cloud fraction exhibits little sensitivity to these parameters, we only briefly discuss the results. The mean IWC, IWP, IWP n0 , and LWP n0 , however, are relatively more sensitive to changes in E ws , D auto , V s , V i , and N 0s . The total precipitation at the surface is insensitive to changes in these parameters, and instead appears to be primarily influenced by the large-scale forcing [38] We focus in greater detail on the cloud ice number concentration, N i . Several studies have highlighted the importance of N i to the maintenance of mixed-phase Arctic stratus [Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000] . N i is parameterized in the model as a function of T and S i following Meyers et al. [1992;  hereafter M92], which includes contributions from deposition-condensation and contact nucleation (see equations (A2) -(A4)). The deposition-condensation nucleation parameterization was derived from continuous-flow diffusion-chamber experiments. The contact nucleation parameterization was derived from measurements of aerosol/membrane filter and droplet interactions. Uncertainties associated with M92 may be several orders of magnitude at various temperatures and supersaturations when compared to parcel simulations using theoretical ice nucleation rates (V. I. Khvorostyanov [Girard and Curry, 2001; Jiang et al., 2000] . Evidence of low ice nuclei concentrations in Arctic mixed-phase stratus clouds was suggested by observations taken during the FIRE-ACE experiment [Rogers et al., 2001] .
[39] Further insight into the modeled values of N i is gained by discussing the relative contributions of contact and deposition-condensation nucleation. Deposition and condensation-freezing are two distinct nucleation mechanisms, although it is not usually possible to measure their separate contributions [Meyers et al., 1992] ; thus they are combined into a single formulation in equation (A3). Theoretical calculations of deposition nucleation rates by Khvorostyanov and Curry [2000] suggest that this mechanism is limited at temperatures warmer than $250 K. Therefore, the combined deposition-condensation nucleation mechanism is expected to be limited in conditions of water subsaturation at temperatures greater than 250 K, since condensation freezing primarily occurs in conditions exceeding water saturation [Meyers et al., 1992] . Excessive deposition-condensation nucleation in the model is consistent with differences between the modeled and observed glaciation mechanisms. We examine the role of deposition-condensation nucleation by conducting a sensitivity test with this mechanism turned off (contact nucleation is still active when the cloud liquid water content exceeds the threshold of 10 À5 g m À3 ). The results of this sensitivity test are compared with baseline and retrieved values in Table 10 . Liquid cloud fraction is much larger in the sensitivity simulation than in the baseline simulation, while the LWP n0 decreases, so that the mean LWP is relatively unchanged. Similar to the sensitivity tests varying the cloud ice number concentration, the mean IWP and IWP n0 are affected very little. Without deposition-condensation nucleation, however, the ice cloud fraction is somewhat underpredicted, particularly for higher-level clouds (>3 km), which may indicate that deposition nucleation is important above 3 km, where temperatures are generally less than 250 K. In contrast to the simulation with no deposition-condensation nucleation, turning off contact nucleation in the model has little effect on the simulation. These results suggest that a better understanding of ice nucleation in the Arctic environment, particularly regarding deposition-condensation nucleation, is necessary in order to improve the model simulations.
[40] Thus far, we have focused largely on the model sensitivity associated with uncertainties in the microphysical parameters. Several other nonmicrophysical factors may exert a large influence on the simulated clouds, including but not limited to: the advective and dynamic forcing, the surface and boundary-layer turbulent fluxes, the exclusion of horizontal condensed water advection, feedbacks between the clouds and the radiative transfer, and the spatial resolution. While it is beyond the scope of this paper to discuss each of these points at length, we examine in greater detail issues associated with the spatial resolution and the approach to cloud scale separation.
[41] One of the most important aspects of cloud modeling is the multiplicity of scales associated with cloud microphysical and macrophysical properties [e.g., Curry and Herman, 1985] . Differences in horizontal scale between the modeled (60 Â 60 km average) and retrieved (measured at a single location) cloud properties may directly account for some of the model bias. Although the observed clouds during this time period are predominately stratiform (with the exception of ice crystal plumes associated with leads), horizontal variability in the retrieved LWP (estimated using the temporal variability and an advective timescale) suggests that subgrid scale variability in the cloud field is still significant. This difference likely accounts for the much larger overall variability in the retrieved cloud properties. Time-averaging of the modeled and retrieved cloud properties reduces the importance of this difference in scale in the comparisons. However, variability in the cloud field is important in setting values for scale-dependent microphysical parameters (e.g., the autoconversion thresholds), which are supposed to represent local in-cloud values [Fowler et al., 1996] . Ignoring this scale dependence may reflect back on the mean cloud properties due to nonlinearities in the microphysical process rates.
[42] As stated briefly in section 2, ARCSCM distinguishes between two types of cloudiness based upon a separation of scale: resolvable-scale clouds predicted by the bulk microphysics parameterization, and convective clouds predicted by the cumulus parameterization. This approach to scale separation follows that of several mesoscale models, including MM5 and ARCSyM, among others. While the grid-scale microphysics may resolve the largest convective elements of cloud systems depending upon the model resolution [Zhang et al., 1988] , due to the absence of deep convection at SHEBA, we assume that the resolved microphysics is entirely due to stratiform cloud processes. This approach to scale separation works quite well in simulating midlatitude cloud systems [e.g., Zhang et al., 1988] , however, the unique properties of Arctic clouds may necessitate a different type of subgrid parameterization. A critical assumption implicit in the present approach to scale separation is that stratiform cloud processes occur on a scale that is resolvable by ARCSCM, yet there is no physical explanation as to why this is necessarily true. Curry and Herman [1985] suggested that the seemingly anomalous occurrence of horizontally extensive stratiform cloud cover over the Beaufort Sea region in grid boxes (50 km horizontal resolution and 100 mb vertical resolution) with low average relative humidities was due to subgrid scale variability in the vertical. This feature resulted from the thin vertical extent of the clouds combined with a very sharp decrease in relative humidity above the cloud top. While the 100 mb vertical resolution used by the analysis of Curry and Herman [1985] is fairly coarse, observations suggest that the clouds at SHEBA are often subgrid at the resolution of ARCSCM as well (some liquid layers in mixed-phase clouds were observed to have thicknesses on the order of tens of meters). Increased variability in the vertical, relative to lower latitudes, may result from the strong static stability often encountered in the lower Arctic troposphere [Curry et al., 1996] , which inhibits mixing and leads to stratification of the atmospheric fields.
[43] An easy way to test the effects of subgrid scale vertical inhomogeneity is to increase the model resolution; however, in a SCM, where the thermodynamic properties are strongly driven by the external forcing, the resolution of the forcing data must also be increased. High-resolution advective and dynamic forcing is not available at the present time; thus, the model's true sensitivity to changes in vertical resolution is difficult to test. Instead, we lower the liquid water condensation relative humidity threshold to determine an approximate value that is required to mimic the effects of subgrid variability in the saturation and correctly simulate the liquid cloud fraction (Figure 7 ). As expected, mean LWP and liquid cloud fraction increase substantially as the condensation threshold is decreased, while the mean IWP and IWP n0 exhibit comparatively little sensitivity. These results show that the large-scale condensation relative humidity threshold must be substantially lowered from saturation to approximately 88% in order to simulate the observed liquid cloud fraction. Further study is necessary to fully address this issue.
Conclusions
[44] In this study, a single column model (ARCSCM) coupled to the MM5mp cloud microphysics parameterization is evaluated using cloud properties retrieved at SHEBA during the period of 1 April to 16 May 1998. The study is , and values of cloud fractions are given in percent.
b ''Sensitivity'' indicates the sensitivity test conducted with deposition nucleation turned off.
broadly divided into two parts. First, we compare modeled and retrieved cloud properties. Second, we analyze the cloud liquid water and supersaturation budgets and conduct sensitivity tests to determine the relative importance of the various microphysical parameters to the model results. In addition, we discuss nonmicrophysical factors influencing the cloud properties.
[45] Overall, the model accurately simulates the cloud boundaries and total cloud fraction, but has difficulty correctly partitioning the cloud phases and predicting the condensed water contents and paths, particularly for lowlevel cloudiness. Difficulties in the analysis are associated with uncertainties in the advective forcing, differences in scale between the model and the retrievals, and uncertainties in the retrieval statistics, particularly for the ice phase. Key features of the comparison between the model and observations are:
[46] (1) Liquid cloud fraction is substantially underpredicted, leading to an underestimation of the mean LWP by 76%.
[47] (2) The mean in-cloud (mixed-and liquid-phase) liquid water path, LWP n0 , is overpredicted by 43%.
[48] (3) Ice cloud fraction and total cloud fraction are close to the observed values.
[49] (4) Mean IWP is underpredicted by 42%.
[50] (5) Most of the model bias is associated with lowerlevel cloudiness (<3 km). The upper-level (>3 km) mean IWP and IWC are close to the retrieved values.
[51] Underprediction of the mean LWP, resulting from the frequent representation of liquid-and mixed-phase clouds as entirely crystalline, is consistent with Girard and Curry [2001] , using the MM5mp parameterization to model the 1 -20 May period of SHEBA. Other models (SCM version of the CSU GCM [Fowler et al., 1996] and ECMWF) underpredict the liquid cloud fraction and mean LWP in simulations of the May 1998 period of SHEBA as well ].
[52] Biases in the liquid cloud fraction, and, subsequently, the mean LWP, are discussed in the context of errors in the formation and dissipation of cloud liquid water events. An analysis of the cloud liquid water budget suggests that condensation/evaporation of cloud drops, PCC, is the primary term driving both the formation and dissipation of the cloud liquid water events. PCC is in turn determined by the absolute supersaturation, dM. The tendency of dM is dominated by the deposition of water vapor onto cloud ice and snow as a sink term during dissipation of the liquid water. Thus the BergeronFindeisen mechanism is primarily responsible for glaciating the modeled clouds; preferential depositional growth of ice over liquid results in a drying of the atmosphere and subsequent evaporation of the cloud drops. Cloud ice is primarily initiated by deposition-condensation nucleation prior to the formation of the liquid water. Direct freezing of cloud drops is of little importance. In contrast, previous observations of polar clouds suggested that glaciation was initiated by freezing of the larger cloud drops [Rangno and Hobbs, 1991] . This difference between modeled and observed ice initiation mechanisms may have serious implications on the partitioning of the cloud phases in the simulations.
[53] Sensitivity tests reveal that the liquid cloud fraction is influenced very little by changes in the collection efficiency for riming onto snow, the size threshold for autoconversion of cloud ice to snow, the terminal fall velocities of cloud ice and snow, and the intercept of the snow size distribution. However, the mean IWP, IWP n0 , and LWP n0 are quite sensitive to changes in these parameters. The liquid cloud fraction exhibits a large sensitivity to the ice crystal number concentration, given the wide range of uncertainty associated with this parameter. Sensitivity tests suggest that, more specifically, uncertainties in the formulation of deposition-condensation nucleation may be associated with the bias in the liquid cloud fraction. Excessive deposition-condensation nucleation in the model is consis- Figure 7 . Sensitivities of modeled cloud properties to variations in the relative humidity condensation threshold. The baseline threshold relative humidity is 100%. Specific cloud properties and units are indicated in the legend. AAC 9 -12 tent with differences between the modeled and observed glaciation mechanisms. These results suggest that a more detailed treatment of ice nucleation is necessary to adequately model mixed-phase Arctic stratus.
[54] We also discuss issues associated with the model resolution and the approach to cloud scale separation. The difference in scale between the model (60 Â 60 km average) and observations (measured at a single location) likely accounts for the larger variability in the retrieved cloud properties, but is less important in comparing the mean cloud properties due to the time-averaging. However, the spatial scale of the model is important in determining appropriate values for resolution-dependent parameters in the microphysics scheme [Fowler et al., 1996] .
[55] The model's current approach to cloud scale separation, based on distinguishing between large-scale stratiform clouds predicted with the microphysics parameterization and small-scale convective clouds predicted with the cumulus parameterization, may not be appropriate over the Arctic multiyear ice zone where the stratiform clouds appear to be associated with inherently different spatial scales (particularly in the vertical) relative to lower latitudes. Testing the model's sensitivity to increasing resolution is difficult because there is no high-resolution advective forcing available at the present, so instead we lower the liquid water condensation threshold to mimic the effects of subgrid variability in the humidity. It is shown that the threshold relative humidity must be significantly reduced in order to correctly simulate the liquid cloud fraction. Further study is needed to fully understand the importance of subgrid variability in the cloud field in modeling Arctic clouds.
[56] In addition, several other factors that have not been addressed in this paper may have a large influence on the modeled cloud properties. In particular, uncertainties in the temperature and water vapor advective forcing and the exclusion of horizontal cloud water advection may lead to model deficiencies. Uncertainties in the ECMWF advective forcing and their influence on the model results are detailed by Morrison and Pinto (submitted manuscript, 2003) .
[57] Low-level clouds in the Arctic typically form as a result of large-scale air mass modification [Curry, 1983] . Thus, movement and interaction of these air masses may be an additional source of condensed water through the horizontal advection of cloudiness. The relative importance of horizontal advection as a source of cloud water needs to be clarified in future work.
Appendix A: Formulations of the Microphysical Processes
[58] The microphysical scheme is a version of the Dudhia [1989] parameterization modified for use in MM5. Two additional modifications were made during the implementation into ARCSCM: the Flecther [1962] formulation for ice crystal number concentration was replaced by Meyers et al. [1992] , and an equation for the freezing of rain to form snow (NUFCIR) was added.
[59] The initiation (primary nucleation) of cloud ice (PRI) is given by [Dudhia, 1989] :
where M 0 = 10 À12 kg, Át is the model time step, and the number concentration of ice nuclei, N i (kg À1 ), due to condensation-deposition (N i,dep ) and contact-freezing (N i,con ) nucleation is given by Meyers et al. [1992] :
where
The coefficients c 1 , c 2 , c 3 , and c 4 have values of À0.639, 0.1296, À2.8, and 0.262, respectively, T 0 is 273.15 K, and S i is the saturation ratio with respect to ice. Contact nucleation is initiated only if cloud liquid water is present, indicated by a cloud liquid water content (1000 rq c ) greater than or equal to the cloud fraction threshold of 10 À5 g m À3 (see section 2), and the temperature is less than 271.15 K. Following Meyers et al. [1992] , deposition-condensation nucleation is prevented at temperatures warmer than 268.15 K. We note that the Meyers et al. [1992] parameterization is strictly applicable for temperatures between 253 K and 266 K and water supersaturations of À5% to 4.5%; thus, some error may result from extrapolating to other environmental conditions.
[60] The deposition/sublimation of ice crystals (PRD) is given by a diffusional balance [Dudhia, 1989] :
q vsi is the water vapor mixing ratio at saturation with respect to ice, K a is the thermal conductivity of air, R v is the gas constant for water vapor, and x is the diffusivity of water vapor in air. The mean diameter of ice crystals, D i , is found from the mean mass, M i = q i /N i , using the mass-diameter relation for hexagonal plates from Rutledge and Hobbs [1983] , D i = 16.3 M i 1/2 . [61] The heterogeneous freezing of cloud liquid water (NUFCI) is calculated following Bigg [1953] : 
[64] Marshall-Palmer size distributions are assumed for rain and snow, so that the size distribution function, N(D), is given by:
where N 0 is the intercept parameter, and l is the slope:
Here q x is the rain or snow mixing ratio, and r x is the density (1000 kg m À3 for rain, 100 kg m À3 for snow). For rain, the intercept parameter is N 0 = 8 Â 10 6 m À4 [Dudhia, 1989] . For snow, N 0 varies as a function of the snow mixing ratio, following Sekhon and Srivastava [1970] : 
r s is the density of the snow particles, À is the Euler gamma function, and the values of the fall speed parameters a and b are those for snow.
[65] The mass-weighted mean terminal velocity for rain and snow is defined as:
with the appropriate values of l, a, and b for rain or snow.
[66] Autoconversion of cloud liquid water to rain (PRC) is given by [Kessler, 1969] :
where k 1 = 10 À3 s À1 and q crit = 0.5 g kg À1 .
[67] Autoconversion of cloud ice to snow (PRCI) is given by [Lin et al., 1983] :
where M max = 9.4 Â 10 À10 kg and N i is given by equation (A2). M max corresponds to a size threshold of 500 mm, given the mass-diameter relationship for hexagonal plates from Rutledge and Hobbs [1983] .
[68] The accretion of cloud liquid by rain (PRA), cloud ice by snow (PRAI), and cloud liquid water by snow (PSACW) are given by [Dudhia, 1989] :
where E is the collection efficiency (E = 1 for PRA, E = 0.1 for PRAI, and E = 1 for PSACW), N 0 , a, and b are the relevant values of the slope intercept and fall speed parameters for rain (PRA) or snow (PRAI, PSACW), q x is the mixing ratio of cloud liquid water (PRA, PSACW) or cloud ice (PRAI), and l is given by (A10), with the appropriate values for rain (PRA) or snow (PRAI, PSACW). Collisions between cloud ice/rain and snow/rain are neglected.
[69] The condensation/evaporation of rain (PRE) and deposition/sublimation of snow (PREI) are given by [Rutledge and Hobbs, 1983] :
with the relevant values of N 0 , a, and b chosen for rain or snow, and S is the saturation ratio with respect to liquid or ice. l is given by equation ( [70] Melting of snow to form rain (PSMLT) is given by [Rutledge and Hobbs, 1983] :
where N 0 is given by equation (A11) and l is given by equation (A10) with the appropriate values for snow.
[71] Freezing of rain to form snow (NUFCIR) follows from Bigg [1953] :
where values of A, and B, are those used in equation (A7), N 0 is that for rain, and l is given by equation (A10) with the appropriate values for rain.
[72] Cloud liquid water condensation/evaporation (PCC) is calculated after determining the other microphysical process rates (with the exception of fall velocity divergence and HOFCI/MLTIC) [Dudhia, 1989] . First, temperature, cloud water mixing ratio, and water vapor mixing ratio are forecast at the advanced model time step, designated as 
where r 1 is the psychrometric correction associated with the latent heat of condensation:
[73] If dM < 0, then PCC is given by (evaporation):
[74] The fall terms in equations (4) - (6) are calculated at the advanced time step after calculating the microphysical process rates and updating the prognostic condensed water variables. Fall terms are calculated on split time steps to ensure numerical stability. Because of the finite model time step, process rates may occasionally become large enough that the water species can become negative. To conserve the water mass, the individual process rates are divided by the sum of the rates in this instance. 
