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We give here a very simple combinatorial construction of the skew represen- 
tations of S,. For the case of hook shapes we give a purely combinatorial proof 
that our construction does give a representation. In the general case our proof is in 
terms of A. Young’s natural unifs. One of the biproducts of our construction is an 
elementary and direct proof of the Murnaghan-Nakayama rule for the character of 
a general skew representation. ‘c 1989 Academx Press, Inc. 
INTRODUCTION 
It is well known in the branch of algebraic combinatorics which deals 
with the representation theory of S, that the so called skew Schur Functions 
are the Frobenius images of characters of certain skew representations of 
S,. These representations are usually studied through their characters (see 
[2,7, or 1 I]). They may also be defined indirectly as components of 
restrictions of irreducible representations to Young subgroups. Indeed, 
there is a beautiful identity expressing this fact, (see Theorem 3.2 below). 
The earliest version of this identity appears in a paper by Littlewood [9] 
where it is used as a tool for calculating Kronecker products of Schur 
functions. A precise formulation of Littlewood’s identity, in terms of skew 
Schur functions can be found in [2, Lemma 6.31. 
Identities or algorithms involving skew representations are often derived 
through manipulations with symmetric functions and in that setting they 
tend to-appear somewhat mysterious. One s&king example is found in the 
classical derivation of the Littlewood Richardson rule [ 111. This is not to 
say that such developments are not interesting or elegant in themselves. 
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The main point here is that we can work with these representations quite 
directly with a gain in simplicity and insight. 
The only exception to this trend is a paper of James and Peel [6] where 
skew representation modules are studied directly for the first time. Briefly, 
the James-Peel modules may be described as left ideals generated by skew 
tableaux units which are natural generalization to the skew case of 
the straight tableau units and modules used by A. Young in his classical 
work [13, QSA I, II, II]. We find in [6] a beautiful derivation of 
the Littlewood-Richardson rule. Unfortunately, the developments there 
involve rather subtle algebraic and combinatorial manipulations of these 
ideals and are difficult to follow. 
In this paper we shall define skew representations by a direct, purely 
combinatorial, construction of representation matrices. It develops that this 
can be carried out with remarkable simplicity. In this setting, certain 
results, such as the character version of Littlewood’s theorem and the 
Murnaghan-Nakayama rule can be given very natural combinatorial 
proofs. 
Our construction can be found in Section 1, together with number of 
auxiliary facts. An algebraic proof of validity is given in Section 2. In Sec- 
tion 3, we derive an elementary but striking result concerning certain pairs 
of tableaux (the segmentation lemma). Most of our developments in Sec- 
tions 3 and 4 crucially depend on it. This result is essentially the com- 
binatorial reason behind Littlewood’s decomposition theorem. Another 
important result, derived in Section 3, is Theorem 3.1 which yields a very 
simple formula for the character of a skew representation. These two results 
are then combined into a proof of Littlewood’s theorem. The section ends 
with a verification that the Frobenius characteristics of the representations 
we study here are indeed the familiar skew Schur functions. In Section 4 
using the results and methods of Section 3 we give our derivation of the 
classical Murnaghan-Nakayama rule and its generalization to skew 
representations. Finally, in Section 5 we show that in the case of hook 
shapes the proof of validity can be made entirely combinatorial. 
1. THE CONSTRUCTION 
Before we can proceed with our presentation we need to review some 
general facts about permutations and introduce some notation. 
First of all let us recall that the Bruhat order on the symmetric group S, 
(sometimes referred to as the strong order), denoted here by the familiar 
inequality sign <, is the transitive closure of the relation 
Y = (C Ax for some transposition (i, j) 
I(y)>f(x), 
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where here l(x) and Z(y) denote the number of inversions of x and y, 
respectively. In other words x + B y means that x and y differ only by the 
transposition of two entries, which are in the right order in x and in the 
wrong order in y. 
The main properties that will be needed here about the Bruhat order are 
as follows: 
PROPERTY 1. The lexicographic order of permutations, as words in the 
letters 1, 2, . . . . n, is a lineur extention of Bruhat order. 
PROPERTY 2. If we select some entries of a permutation C, rearrange 
them in increasing order and place them back from left to right to occupy the 
same set of positions they did before, then the resulting permutation will 
precede (r in Bruhat order. 
As is customary, we shall identify partitions with Ferrers diagrams. 
The skew diagram D obtained as a difference of the Ferrers diagrams 
corresponding to the two partitions 13 and p is sometimes denoted by the 
symbol A/p. To simplify the artwork all our diagrams will be represented 
here by rows of dots. The number of dots in a diagram D is denoted by 
1 DJ. The notation A +- n as usual indicates that I is a partition of n, or that 
the corresponding diagram has n dots. Sometimes we shall use the term 
straight to emphasize that the diagram we are dealing with is Ferrers and 
not skew. An injectiue tableau (or briefly a tableau) of shape D will mean 
here the array obtained by replacing the dots of D by the integers 1,2, . . . . n 
using each of them once and only once. We say that the tableau is standard 
if the entries are in increasing order from left to right on the rows and from 
bottom to top on the columns. The diagram D itself will be referred to as 
the shape of the tableau. The set of standard tableaux of shape D will be 
briefly denoted by ST,. 
In the picture below we illustrate the skew diagram D = 
(1, 3, 3,4)/(0,0,0,2), a tableau and a standard tableau of shape D 
. 1 6 
. . . 9 2 3 (1.1) 
6 5 7 
T= 
4 7 8 
. . . 235’ 
. . 4 8 1 9 
With a mind to our future needs we might as well recall here that the 
image of a tableau T by a permutation c = c1 (r2 . . . cm, denoted by aT, is 
the tableau obtained by replacing in T, each i, by oi. Let us als recall that 
the collection of permutations leaving invariant the rows of a tableau T is 
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usually referred to as the row group of T. Analogously, the collection of 
permutations leaving invariant the columns of T is referred to as the 
column group of T. These groups will be respectively denoted by R(T) and 
C(T). Thus, for example, the column group of the tableau T given above is 
simply the group generated by the transpositions 
(2,4), (4, 6), (3, 7), (1, 5), (5, 8). 
Sometimes we will need to refer to a specific position in a diagram D; to 
this end we shall number the rows from top to bottom and the columns 
from left to right. The pair (i, j) will then refer to the position determined 
by the intersection of row i and column j. Thus for instance, in the tableau 
T above, 3 is in position (3,2). The word obtained by reading the suc- 
cessive rows of a tableau T from left to right will be denoted by rw(T) and 
referred to as the row word of T. Analogously, the word obtained by 
reading the successive columns of a tableau T from bottom to top will be 
denoted by cw( T) and referred to as the column word of T. For instance, for 
the tableau T above 
rw(T)=6 4 7 8 2 3 5 1 9 and cw(T)=2 4 6 3 7 1 5 8 9. 
Here and in the following, if D is any diagram (straight or skew), we shall 
denote by 
Tf, Tf, . . . . T,“,, (1.2) 
the standard tableaux of shape D arranged in a manner which is com- 
patible with the Bruhat order of their respective column words. For 
instance, by Property 1, the lexicographic order will do. 
Given two tableaux T, and T2, we define as the intersection of T, and T2 
the rectangular figure obtained by placing in the (i, j) position of the 
rectangle the (set) intersection of the ith row of T, with the jth column 
of Tz. 
We illustrate this with the following two examples: 
3 5 
T,-* 2 1 T,-+ 1 4 
5 4 3 2 
1 0 10 1 100 
T,+ 4 5 0 5 4 T,+ 4 5 540 
3 2 3,2 0 0 23032 
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In the first example there is a pair of elements which are in the same row of 
T, and in the same column of T,. In the second, no such event occurs and 
the resulting intersection (the empty sets removed) is also a tableau of 
shape D=(1,2,3)/(0,0, 1). 
What distinguishes the second example is the condition: 
For every position (i, j) in the common shape of the two 
tableaux T, and T,, the intersection of the ith row of T, with 
the jth column of T2 is non-empty. (*) 
This is typical of what happens in general. More precisely, when con- 
dition (*) above is satisfied, then the intersection of the ith row of T, with 
the jth column of T2 is empty if (i, j) falls outside D and consists of a single 
element if (i, j) lies in D. To see this note that each integer 1,2, . . . . n 
appears in the ith row of T, and the jth column of T, for some unique 
(i, j). This implies that there are at most n positions in the intersection 
which have non-empty entries. But by (*) all n positions in D have non- 
empty entries. Hence we must conclude that these are the only positions in 
the intersection which have non-empty entries and that these entries are 
singletons. 
In other words, when condition (*) is satisfied, by deleting all the empty 
sets from the intersection, we always obtain a tableau of shape D. This 
tableau will be denoted by the symbol T, A T, and will be referred to as 
the intersection of T, and T,. We shall also express condition (*) by simply 
saying that 
the intersection of T, and T2 is a tableau. 
Note now that under (*) the tableau T, A T, can be obtained from T, 
by a permutation ui of the row group of T, and similarly the tableau T, 
can be obtained from T, A T, by a permutation f12 of the column group of 
T2. In formulas 
T, A TS=a,Tl, T2 = PAT1 * Td. 
Conversely, we immediately see that this latter property does imply 
condition (*). 
Using similar reasoning it is not difficult to show the general result: 
PROPOSITION 1.1. Let T1 and T, be two tableaux of the same skew shape. 
Then the intersection of T, and T, is a tableau if and only if there are two 
pairs of permutations a,, fl,, u2, fi2, with ai (resp. pi) in the row (resp. 
column) group of Ti satisfying the following three equivalent conditions 
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(A proof in the case of a straight shape can be found in [12].) 
We are finally in a position to give a purely combinatorial definition of 
the skew representations. We set first 
c(T,, T,)= 
s&W2 1 if the intersection is a tableau, 
o otherwise. 
Then, for any permutation (T E S, we let C”(o) denote the matrix whose 
i, j-entry is given by the expression 
c;(o) = c( TD, CT?). 
With these conventions we can state: 
THEOREM 1.1. (a) The matrix 
CD(&) (E denotes the identity of S,) 
is always invertible, and furthermore 
(b) the map 
0 + AD(a) = C”(0) P(E)- (1.3) 
defines an integral representation of S, whose character is the one 
customarily indexed by the skew shape D. 
We shall establish this result in steps. We can prove the assertion of part 
(a) immediately. The fact that AD is a representation will be shown, by an 
algebraic argument in Section 2 (in full generality), and by a combinatorial 
argument in Section 5 (only for hook shapes). We have the following 
remarkable fact 
PROPOSITION 1.2. Under our conventions about the labeling of the 
tableaux Tf, the matrix CD(&) is upper triangular with unit diagonal 
elements. 
We see that this result yields not only the invertibility of the matrix 
CD(&) but also the integrality of AD(o) as asserted in Theorem 1.1. It 
develops that Proposition 1.2 is an immediate consequence of the following 
simple property of intersection: 
LEMMA 1.1. If T,, T2 are any two tableaux of the same shape and T, is 
standard, then 
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Proof. To simplify our presentation we need a notation. Given a par- 
tition Z= {A 1, AZ, . . . . Ak} of the integers 1, 2, . . . . n and a permutation 0 let 
ZT cr denote the permutation that is obtained by selecting, for each 
i = 1, 2, ,,., k, the entries in Ai out of c’, rearranging them in increasing order 
then placing them back to occupy from left to right the same set of 
positions they occupied before. We see from Property 2 that we do always 
have 
ZfO<O. (1.4) 
Similarly, if T is a given tableau and Z is a partition as before, let Zt T 
denote the tableau of the same shape as T whose column word is Zt cw( T). 
That is, Zt T is obtained by selecting, for each i = 1, 2, . . . . k, the entries in Ai 
out of T, rearranging them in increasing order then placing them back in T 
to occupy from bottom to top andfrom left to right the same set of positions 
they did before. 
This given, the proof of Lemma 1.1 can proceed as follows. Assume that 
c( T,, T,) # 0 and that T, is standard as required by our hypotheses. Let R 
and C denote the partitions of the integers 1,2, . . . . n defined respectively by 
the rows and columns of T, and set 
This means that 
cw(T:)= Rfcw(T,). (l-5) 
Clearly, from our construction of T:, it follows that for some permutation 
a, of the row group of T, we have 
T2=u,T;. (1.6) 
It is easily seen that the intersection of T, and T: is also a tableau and in 
fact 
T, A T;= T,. 
In particular, this shows that for some permutation fil of the column group 
of T, we have 
T: = B, T, (1.7) 
and, since T, is standard, this also shows that 
T,=CfT; 
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or, equivalently, that 
CW(T,)=Cfcw(T:). (1.8) 
Using (1.4) in (1.5) and (1.8) and combining the two inequalities gives 
CW(T1)<CW(T:)<CW(T*) 
which is what we wanted to show. 
Incidentally, combining (1.6) and (1.7) we do get that 
which proves another portion of Proposition 1.1. 
Going back to our Proposition 1.2 we see that the upper triangularity of 
the matrix C?(E) is now an immediate consequence of our convention con- 
cerning the labeling of the tableaux in (1.2). Since the diagonal elements 
are trivially equal to one, the proof of Proposition 1.2 is now complete. 
2. NATURAL UNITS FOR SKEW SHAPES 
We need to give a brief review of some material concerning Young’s 
tableau units. Some useful information which is omitted here may be found 
in the original source [13] (see also [ 11). To bring out the simplicity of 
Young’s approach we shall develop our presentation essentially from 
scratch. In doing so we shall, of course, have to present certain arguments 
and auxiliary results which are in the work of Young as well as in 
subsequent literature covering the representation theory of S,. Readers 
familiar with the literature will easily distinguish the novel from the old. 
For a given set A of integers we denote by [A] the formal sum of all 
permutations of A. In other words, if S, denotes the symmetric group of A 
then 
[A]= c 0. 
oes” 
It is convenient to write these permutations as products of cycles, omitting 
the fixed points. For instance, we write 
[248 J = E + (2,4) + (2,8) + (4,8) + (2,4,8) + (2,8,4), 
and this can be interpreted as an element of the group algebra of any S, as 
long as n > 8. We also set 
[A]‘= C sign(0)a. (2.1) 
OE.7~ 
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In particular 
[248]’ = E - (2,4) - (2,8)- (4,8) + (2,4,8) + (2,8,4). 
This given if the rows of a tableau T are R,, R,, . . . . R, and its columns 
are C,, C,, . . . . C, then we set 
f’(T) = CR11 C&l ... C&l, N(T)= CC,]’ CC,]‘... CC,]‘. 
Thus for the tableau T given in (1.1) we have 
P(T)=[478] [235-J [19] and N(T) = [2 4 61’ [3 71’ [l 5 81’. 
For a tableau T of shape D, we set 
E(T) = P(T) N(T). (2.2) 
Given two tableaux of the same shape T, and T, we let a,,,,, denote the 
permutation which sends T2 to T,. Let us then set 
E T,,T~=P(T~)~T,,~~~N(Tz). 
With a fixed skew shape D and a fixed ordering of the standard tableaux of 
shape D (( 1.2) will do for us here) we let c$’ denote the permutation which 
sends T,! to Tf’. For convenience, when there is no danger of confusion, we 
shall abreviate E,p, y to Ef or even to E,. 
It is easy to verify that these units are related by the following identities 
P(T,)o,,,,,=~.,,,,P(T,), 
N(T,)(TT,,~~==[~,,T*N(T*), 
E r,,~~==E(T,)~r,,T2=~TI,T2E(Tz), 
(2.3) 
E;=E(T”)of=a;E(T,~). 
The elements E, where introduced by Young in [ 13, QSA I] for the case 
that D is a straight shape. They are sometimes referred to as the natural 
units, since they are at the root of Young’s construction of the natural 
representation of S,. More precisely, given a partition A, and letting D = 1, 
Young showed that, for each s= 1, 2, . . . . nA, the elements 
Et,, E;,, “., E;;.,, 
span a subspace of the group algebra A(S,) which is invariant under left 
multiplication. In fact, the matrices expressing this action in terms of this 
basis are the same for each s and they give an irreducible representation 
whose character is the one usually indexed by the partition 2. 
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This given, it is tempting to use exactly the same construction for a 
general skew shape D. For the so called diagonal and broken row shapes it 
is easy to see that this construction does indeed work. For instance, when 
. 
. 
D= . 
. 
. 
the corresponding skew representation should be the left regular represen- 
tation of Sg, and in fact, it can be quickly verified that our formula (1.3) 
gives precisely that. In fact, the units Ez in this case reduce to the per- 
mutations 0: which are easily seen to span (for any given S) the full group 
algebra A(S,). The corresponding matrices are precisely the permutation 
matrices expressing left multiplication. 
However, some of the formulas do break down in the skew case, and 
consequently some of Young’s arguments cannot be used. Now it develops 
that intertwined in Young’s work are algorithms, remarks, and ideas which 
can be used to derive several different proofs of the validity of his construc- 
tion of the natural. One of the proofs commonly used in the literature (see, 
for instance, [12]) does break down in the skew case. To give an example 
of the subtelty of the situation, there are two lemmas in [l, (1.4) and 
(1.5)], where the second is derived from the first. Now the first is trivially 
false even in the diagonal case while the second remains true in full 
generality. It develops that Lemma 1.5 of [ 1 ] combined with the so-called 
Young’s straightening algorithm yields precisely what we need to show that 
our formula (1.3) defines a representation for arbitrary shapes. 
We start by stating and proving these two basic tools. 
PROPOSITION 2.1. For any two tableaux T, and T, of the same shape we 
have 
E r,.rz= c c(T,, 07’~) 0. (2.4) 
ass, 
Proof From our definition (and (2.3)), the coefficient of cr in the left- 
hand side is 
But the relation 
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gives 
and since any permutation can be expressed as a product u/3 in at most one 
way, only one term in the sum survives, yielding 
E r,,Tz lo = 
On the other hand, from 
otherwise. 
Proposition 1.1 we get that 
C(Tl, CT,) = 
sign(B) if coT2. T, 
=c$withaER(T1)andfiEC(T,), 
o otherwise. 
Since 
0 oTz, TI = d”T2,T,t 
we see that the two sides of (2.4) are identical as asserted. 
We might refer to the next result as Young’s straightening formula for 
skew shapes. 
PROPOSITION 2.2. For any tableau T of shape D there are some coef- 
ficients a,(T) giving 
E(T) = 2 ai( T) ET:,=. 
i= 1 
Proof The proof is algorithmic and follows quite closely the age old 
process started by Young in [13, QSA II, p. 95, see also QSA III, p. 3561. 
First of all we observe that we need only establish (2.5) for row ordered 
tableaux. For, if T* is the tableau obtained by row ordering T and we have 
(2.5) for T*, then 
E(T)=E(T*)a,... 
(which holds because (TV.,* belongs to R(T*)) yields (2.5) for T as well. 
This given, we order all the row ordered tableaux of shape D according to 
the lexicographic order of the corresponding row words. Clearly, the last of 
these tableaux under this total order is a standard tableau. But for any 
standard tableau the sum in (2.5) is trivially true, indeed it reduces to a 
single term. We thus proceed by reverse induction on this order, and 
assume that T is the last row ordered tableau for which we have not yet 
established formula (2.5). Assume that the first break in standardness in T 
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occurs in position k of row i where the element in this position is smaller 
rather than larger than the element immediately below it. We depict the 
elements of rows i and i + 1 as follows: 
a, -c a2 -c ‘. . < ak -c “. 
A 
... <bk<bk+I< ‘.. <b,. 
The elements of rows i, i+ 1 which are to the right of a& and to the left of 
bk are not relevant to our argument here. The basic observation is that we 
have 
[A u B] E(T) = 0, (2.6) 
where for convenience we have set 
A= {al, a2? . . . . a&} and B= {bk, bk+l, . . . . bh}. 
The reason for this is that the expression in (2.6) is a sum of terms of the 
form 
[A u B] cGV( T) = [A u B] N(aT) a, (a E R(T)) (2.7) 
each of which vanishes because (by the pigeonhole principle), no matter 
what ~1 is, two elements of the set A u B will lie in the same column of the 
tableau NT. Thus [A u B] and the column group of aT will necessarily 
have a transposition in common, which makes the expression in (2.7) equal 
to its negative. 
Finally, we use the familiar left coset decomposition 
CA UN =c ~C-4lCBI (2.8) 
with the sum running over all permutations r in S, UB whose first [A( 
letters and next IBI letters are in increasing order. In other words such a 
permutation, in two-line notation, will have the form: 
A B 
7= [ 1 7A 7B 
with 7A and rB a pair of subsets partitioning A u B. Substitution of (2.8) in 
(2.6) (after cancelling the common factor produced by the absorbtion of 
[A] [B] into P(T)) yields 
E(T)= -c r,?(T)= - c E(zT)c 
IfE T#E 
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Now, this sum may be rewritten in the form 
(2.9) 
where Tr* indicates the tableau obtained by row ordering zT. However, this 
completes the argument since each unit E(Tr*) appearing in the sum in 
(2.9) will necessarily be expressible as indicated by (2.5) because the row 
words of the tableaux TT are all lexicographically greater than the row 
word of T. To derive this latter fact note that: 
(1) The elements in rows 1,2, . . . . i - 1 have not changed. 
(2) As we act with one of the permutations r on T we bring (when 
r # E) at least one of the a’s down to the i+ 1 st row. Since nothing smaller 
can replace it, this makes the word occupying the first k positions in the ith 
row of the resulting row ordered tableau lexicographically greater than 
ala2 “.ak. 
Remark 2.1. It is interesting to note that, in spite of what the proof 
may suggest, to compute the actual values of the coefficients ai( T), we need 
not follow the algorithm implicit in the argument. Indeed, we have all we 
need to actually produce explicit formulas for these coefficients. These for- 
mulas can be easily expressed in terms of the two vectors 
c(T)= (4T Tf,, . . . . c(T, T&D)>, 
a(T) = (a,(T), .--, a,,(T)). 
The result is as follows. 
THEOREM 2.2. a(T) = c(T) CD(&) ~ ‘. 
ProoJ Multiplying (2.5) by CJ~,~; gives 
E r.rp= f a,(T)Ei. 
i= I 
Equating coefficients of E and using Proposition 2.1 we get 
c(T, TjD)= 2 ai c(Ty, T,D), 
i= 1 
or, in matrix form, 
c(T) = a(T) CD(&), 
which is what we wanted. 
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We can now almost guess the proof that (1.3) gives a representation. The 
idea is to show that 
THEOREM 2.3. For each D and each s = 1,2, . . . . no, the group algebra 
elements 
(EP,, E:, ...p E&n,, > (2.10) 
form a basis of a subspace which is invariant under left multiplication. 
Moreover, for all o we have 
a<E:, . . . . E&J = (Ef,, . . . . E&s) B(o), (2.11) 
where 
B(a) = ‘,4o(o-‘). (2.12) 
In other words, the matrix expressing this action in this basis is the transpose 
of the one given in (1.3) evaluated at c ‘. 
Proof: For convenience we drop the superscript D from all our 
formulas. The independence of the elements in (2.10) is immediate since if 
we have 
then upon right multiplication by crSj we get 
1 a,E,=O (for all j= 1, 2, . . . . no). 
Taking coefficients of the identity and using (2.4) gives 
1 a,c(T,, T,)=O (for all j= 1, 2, . . . . no). 
However, because of the non-singularity of the matrix C(E), this implies 
that all the ai must vanish. 
Using Proposition 2.2 with T= aTj we get 
aE( T,) = 5 a,(oTj) E(Ti) oT,,aT,o = 5 ai(oTj) E,. 
i= 1 i=l 
Right multiplication by ajS then gives 
aE,,= f ai(aTj) E,. 
i= I 
(2.13) 
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This shows that each of the indicated subspaces is invariant. Moreover, we 
get (2.11) with 
To identify this matrix we equate coefficients of the identity in (2.13) 
getting 
c(T,, a-IT,)= f q(aT,) c(T,, T,), 
i= 1 
which in matrix form is simply 
C(a-‘)=‘B(a) C(E). 
Thus (2.12) holds true as asserted and our proof is complete. 
3. RESTRICTIONS TO YOUNG SUBGROUPS 
We shall start by establishing a remarkable multiplicativity property of 
the function c( T, , T,). It will be a basic tool for our developments here and 
in the next section. An immediate consequence of this property is the result 
yielding the decomposition of a skew representation upon restriction to 
Young subgroups. To proceed we need some notation. 
In most of our treatment here our tableaux will have entries from the 
basic interval 
[l,n]={l,2 )...) n>. 
However, we shall have occasion to change our alphabet to a more 
convenient interval [a, 61 of integers. In any case, we shall say that the 
successive intervals 
Ai= Cni+ l, ni+ll, i = 1, 2, . . . . k 
give a segmentation of the alphabet A = [a, b] and write 
A=A,+A,+ ... +A, 
if and only if we have 
a-l=n,<n,< ... <nk+,=b. 
We need the same notion for our skew diagrams. For two partitions 1 
and p we shall write 1 c ,U to indicate that the Ferrers diagram of I is 
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contained in that of ,u. If D, D,, and D, are skew diagrams, we shall say 
that D,, D, give a segmentation of D and write 
D=D,+D, 
if and only if we have 
D = i/v, 
with 
D, = lulv, D, = Alp, 
The notation 
D=D,+D,+ ... +D, 
expressing a segmentation of D into k parts is analogously defined. 
If T is a tableau and A is a subinterval of the alphabet then the sub- 
structure of T containing the elements of A will be referred to as the restric- 
tion of T to A and will be denoted by T IA. It is easily seen that if T is a 
standard tableau then the restriction of T to any subinterval of the 
alphabet is also a standard tableau. Moreover, if T is standard of shape D 
in the alphabet A and 
A=A,+A, 
is a segmentation, then the shapes of the two tableaux 
TI Al’ VA, 
also give a segmentation of D. 
This given we have the following basic 
SEGMENTATION LEMMA. Let Z = A + B be a segmentation of the alphabet 
Z and let D = DA + D, be a segmentation of D with 
IDI = I-4, IDAI = IAl, IDA = PI. 
Suppose that T, and T, are tableaux of shape D on the alphabet Z and 
suppose further that 
shape( T, I A) = shape( T2 
and 
IA)=DA 
shape( T, 1 B) = shape( T, IB)=DB. 
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In other words, the restrictions of T, and T, to A are tableaux which occupy 
the same set of positions in D, and the same holds for their restrictions to B. 
Then 
c(T,, Tr)=c(T, IAl T, IA) c(T, IB, T, Id. (3.1) 
Furthermore, the same multiplicative property holds if the analogous 
conditions hold for segmentations of the alphabet and D into more than two 
parts. 
Proof. Clearly if c( T,, T2) =0 then for some position (i, j) in D, the 
intersection of the ith row of T, with the jth column of T, is empty. If this 
position falls in D, then the first factor in (3.1) vanishes and if it falls in D, 
then the second factor vanishes. Thus (3.1) holds true in this case. Suppose 
now that 
c(T,, T,)#O. 
From Proposition 1 .l we then get that 
with CI, and p2 in the row and column groups of T, and T,, respectively. 
We claim that ai and /I2 factor in the form 
with 
4, B: E s, and 6, fife SB, 
where SA and S, denote the symmetric groups of the corresponding 
alphabets. To show this we need to follow the path of an element of A 
under the action of al. Clearly, if such an element leaves D, as we go from 
T, to T, A T,, then the only way it can come back into D,, as we go from 
T, A T, to T, (by means of fi2), is by going down. However, a lowest 
element of T, IA that leaves DA in this manner has no place to go. Thus no 
element of T, IA can leave D, by a, and consequently, no element of T, IB 
can leave DB either. This means that a, acts on T, 1 A and T, ) B separately. 
This gives the first of our factorizations. The second factorization is now 
immediate since the permutation f12a1 itself, by our hypotheses, does also 
factorize in this manner. 
To summarize we have shown that 
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But now Proposition 1.1 gives that 
and 
c(T, lB9 T2 ld=signPf 
and, since 
sign pZ = sign B;’ x sign bf, 
the equality in (3.1) must necessarily follow. The final assertion of the 
lemma can then established by a straightforward induction argument. 
Remark 3.1. We shall say that a skew shape D splits into the direct sum 
of two shapes D,, D, if D is the disjoint union of D, and D2 and no row or 
column intersects both D, and D, simultaneously. In the figure below we 
illustrate the direct sum of the two straight shapes D, = (1,2), D, = (2, 3): 
. 
. . 
. . 
. . . 
A shape which cannot be split in this manner will be briefly referred to as 
connected. 
If T is a tableau and D is a subdiagram of its shape we shall denote by 
T 1 D that portion of T that is contained in D. This given, it is easy to derive 
directly from the definition of our function c(Tl, T2), that when D splits 
into a direct sum of D, and D2, we have also the factorization 
c(T,, Tj)=c(T, ID,’ Tz Io,)c(T, lop T, Id 
We shall see that this simple fact has several very useful implications. 
Remark 3.2. There are three properties of our function c(T,, T,) that 
are worth bringing to attention here. They will be used in some of our 
calculations in the sequel without specific mention. They may be stated as 
follows: Let T,, T, be tableaux of the same shape and with n letter then 
(1) For any permutation g E S, we have 
c(aT,, aT,) = c(T,, 7’2). 
(2) For any element c(, of the row group of T1 we have 
~(a1 T1, TJ=c(T,, Td. 
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(3) For any element p2 of the column group of T, we have 
c(T,, P2T2)=skd82)c(Tl, T2). 
The reader should have no difficulty seeing that these identities are 
immediate consequences of the definition of c( T,, T,). 
The segmentation lemma is a key to a purely combinatorial study of the 
characters of the skew representations which we shall now undertake. Our 
point of departure is the fact that, since characters are class functions, we 
only need to evaluate them on conjugacy class representatives. 
Now it develops that for the representations AD(o) considerable 
simplication is achieved by choosing representatives among permutations 
whose cycles yield a segmentation of the alphabet. To be precise, given a 
composition p = (p,, p2, . . . . pk), and setting 
pj=,Ul+ ‘.. +/Li (for i= 1, 2, . . . . k), 
the permutation whose cycles are 
(P,,PI-1,...,1),(p2,P2--1,...,pl+1),...,(pk,pk-1,...,pk~~+1) 
will be referred to here as the standard permutation of type p. This given, 
we have the remarkable fact: 
THEOREM 3.1. For any standard permutation G we have 
diagonal A “( 0) = diagonal C”(G). (3.2) 
Before we can proceed with the proof we need to make a number of 
preliminary observations. To this end note that since P(E) is upper 
triangular with unit diagonal elements, we can write it in the form 
with 
M= lIM,lI and M,= 
c(T;, T,!‘) if i-c j, 
0 otherwise. 
This gives (dropping the D superscripts) 
A(o)=C(o)-C(o)M+C(o)M2- .f 
and thus 
A(U) I;j=C(U) (ii+ 1 (-l)k C(0) Mk 
k=l 
I ii3 
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where 
C(0) Mk Iii= 1 c(T,, aTj,>c(Tj,, T,)...c(T,, T,). 
jlij2-c ... cjkci 
We aim to prove (3.2) by showing that each of the terms of C(a) M“ Iii 
are equal to zero. For convenience, given two tableaux T1 and T, let us 
write T, + T2 to signify that c( T, , T,) # 0. The vanishing of all these terms 
is an immediate consequence of the following fact: 
PROPOSITION 3.1. When c is a standard permutation, we cannot have 
k > 1 distinct standard tableaux T,, T,, . . . . Tk of the same shape satisfying 
the relation 
T,-rT,+ .‘. +Tk-+aTI. (3.3) 
To prove this we need an auxiliary lemma. Suppose 0 < m < n. For a E S, 
let rr,Ja) be the word consisting of m O’s and n -m l’s which is obtained 
by replacing all letters in (T that are less than or equal to m with 0 and all 
letters that are greater than m with 1. The definition of Bruhat order can be 
extended to sequences of m O’s and n-m l’s by taking the transitive 
closure of the relation 
XB.Y+-+ 
y is obtained from x by interchanging a pair of 
0 and 1 which are in the right order in x. 
It is easy to see that g, <a, implies that rc,(a,)<~,(~~). 
We now observe that 
LEMMA 3.1. Suppose [ 1, n] = A, + A, is a segmentation of the a/&&t 
and (T = gAlaA with aA8e S,, (f or i = 1,2). Then for standard tableaux 
T,, T,, . . . . Tk of the same shape, the relation 
T, -+ T2 -+ . ‘. --+ Tk + CT, 
implies the two relations 
T ,  IA, -+T2 IA,-) ... + Tk IA, + oAfTI IA, (i= 1, 2). (3.4) 
ProojI Let m= IA1J. We have by Lemma 1.1, 
cw(T1)<cw(T2)< ... <~w(T~)<cw(aT,). 
This implies that 
~,(cw(T,))<%,Jcw(T~))< ... ~~,(cw(T,))~~~,(cM’(~T,)). (3.5) 
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It is clear that 
which forces equality in (3.5). Consequently, 
shape( T1 ( ,,,) = shape( T, 1 A) = . . . = shape( Tk 1 A,) 
= shape(oA’T, 1 A,) (i= 1, 2). 
We can then apply the segmentation lemma and derive that 
c(Ts, Ts+l)=c(Ts IA,, T,,, I.~,)c(Tsl/,~, TX+, l,J (s=l>...,k-l), 
and 
These equalities yield (3.4) as desired. 
Proof of Proposition 3.1. Clearly the result holds trivially for tableaux 
with a single latter. We can thus proceed by induction and assume it true 
for tableaux with less than n letters. 
Let us observe first that if D splits into the direct sum of two shapes D, 
and D, then by restricting our tableaux to D, or D, and using Remark 3.1 
we can reduce ourselves to the case of less than n letters. 
We next observe that if o splits into a product r~ = dA02 (with aAtg S,,) 
and A, + A, is a non-trivial segmentation of the alphabet then we can 
apply Lemma 3.1 and again reduce ourselves to the case of less than n 
letters. 
Thus we only have to prove Proposition 3.1 when D is not a direct sum 
and o is the n-cycle (n, n - 1, . . . . 1). 
There are two cases here according as 1 is or is not in the first row of T,. 
Case 1. 1 is in the first row of T,. Clearly, since T, is standard, 1 must 
be the first element of the first row of T, and there are no positions below 
it in D. Since G sends 1 to n, aT, will have n as the only element in the first 
column. This, combined with Tk + CT, and the standardness of Tk, forces 
n to be the last element in the first row of Tk. Now there must be more 
than one position in the first row of D for otherwise we are back in the 
direct sum case. Let m be the first element in the first row of Tk. We can 
easily see then that 
c(T,, UT,) = c((m, n) Tk, aTI) = c(T,, (m, n) aTI), 
which yields that o in the hypothesis (3.3) may be replaced by 
(m,n)(n, n- 1, . . . . l)=(m,r- 1, . . . . l)(n, n- 1, . . . . m+ 1). 
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And this brings us back to the case in which o has more than one cycle. We 
are thus left with one last possibility. 
Case 2. 1 is not in the first row of T,. Here there must be something 
above 1 in T,, for otherwise D would again split into a direct sum. Let this 
element be m. Since 0 sends 1 to n and m to m - 1, the elements m - 1 and 
n are in the same column of aT,. Hence we must have 
c(Tk, oT,) = -c(Tk, (m - 1, n) oT,), 
which yields that o in the hypothesis (3.3) may be replaced by 
(m-l,n)(n,n-l,..., l)=(m-l,m-2 ,..., l)(n,n-l,..., m). 
As in the previous case, this brings us back to a permutation rr with more 
than one cycle. 
Thus the proofs of Proposition 3.1 and Theorem 3.1 are now complete. 
Let us recall that the collection of permutations that leave invariant the 
intervals [ 1, k], [k + 1, n] is usually referred to as a Young subgroup of S, 
and is often denoted, by abuse of notation, Sk x Sri-k. In this vein it will be 
convenient to use the same symbol AD for the skew representation 
corresponding to the shape D whether the underlying alphabet is the stan- 
dard interval (1,2, . . . . n} or some other interval of integers. The character 
of AD will be denoted by the symbol xD with the same convention. 
The segmentation lemma and Theorem 3.1 have as an immediate 
corollary the remarkable formula yielding the decomposition of a skew 
representation upon restriction to Young subgroups. With the above 
conventions this very useful result (see, for instance, [2]) may be stated as 
follows: 
THEOREM 3.2. Let A, + A, + ... + Ak be a segmentation of the alphabet, 
let o=0102 “.ok with (TV E S,, (i= 1, 2, . . . . k). Then 
x”(o) = c XD’(O, ) XD2(O*) . . . xD*(o/c). (3.6) 
D,+Dz+ ... +Dk=D 
I& = I4 
Proof: Clearly we need only prove (3.6) for k = 2. Let then T be any 
standard tableau of shape D and set T, = T 1 A, for i = 1,2. It is clear that 
oTI.,=a,T,, oT[,,=o~T~. 
Thus the segmentation lemma gives 
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Organizing the terms of the sum 
according to the shape of T IA, we get 
trace C”(a) = C 1 1 c(TI,~,T~)c(T~,u~T~) 
D,+D2=D T,ESTD, T~ESTD~ 
IDA = 1,411 
= c trace CDl(O,) trace CDZ(cr,). 
D,+D2=D 
ID,1 = I4 
Since in the calculation of a character we can always work with standard 
permutations, Theorem 3.1 gives (3.6) as asserted. 
Remark 3.3. Formula (3.6) is all we need to verify that the Frobenius 
images of the characters xD are indeed the familiar skew Schur functions. 
To see this recall that the Frobenius map F from the center C(S,) of the 
group algebra A(S,) to the homogeneous symmetric polynomials can be 
defined by the formula 
where, v,(a) denotes the number of cycles of length i in (T, and t+9, denotes 
the power symmetric function 
The expression in (3.7) may be abbreviated to 
Fx=+, 1 x(o) G(o) 
. OES” 
by setting 
In particular, it is well known [ 13, QSA VI, p. 436; see also 23 that for 
x = xz, L + n (Young’s irreducible character corresponding to A), we have 
hi= S,(x), 
the latter denoting the Schur function corresponding to 2. Now, for p + m 
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and v + n + m, we may define the skew Schur function corresponding to 
the shape D = v/p by the formula (see [ 111) 
S”,,(X) = c a.,,;“s,b)? (3.8) 
Icn 
where gi,piy denotes the so called Littlewood-Richardson coefficient giving 
the multiplicity of A’ in the outer tensor product of A’ by A“. Frobenius 
reciprocity theorem yields that we also have 
1 1 
gl.,;” = y$ ; c c PYa,) X%4 X”(a, o*). (3.9) 
. a,ES[l.m] @Z~qm+l.m+“] 
Butnow,formula(3.6)fork=2, A,=[l,m], A,=[m,m+n],andD=v 
may be written as 
Substituting this in (3.9), and using the orthogonality of the classical 
characters xP, we get that 
g,,,;, =$ c xw x”‘“(fJ). 
. acs, 
(3.10) 
Let, for a moment, #D denote the Frobenius image of our character xD. 
What we have just shown may be written as 
(S,? sv,,> =gA,;“= (S*, &I>. (3.11) 
The brackets ( , ) denote here the Hall inner product on symmetric 
polynomials. The first equality follows from (3.8) and the orthogonality of 
Schur functions with respect to the Hall inner product. The second one 
follows from (3.10) and the fact that the Frobenius map preserves inner 
products. However, since the equality in (3.11) is to hold for all 1 I- n and 
the S,‘s form a complete orthonormal set, we necessarily must conclude 
that 
as asserted. 
4. COMBINATORIAL PR~OFOF THE MURNAGHAN-NAKAYAMA RULE 
Let us recall that a skew hook is a connected zig-zag strip of dots of 
width one. The sign of a skew hook D, denoted sgn(D), is defined to be - 1 
if the number of rows of D is even and + 1 if this number is odd. 
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Let p = pi, . . . . pk be a composition and p be the corresponding partition. 
Let $ denote the irreducible character indexed by the partition 1 on the 
conjugacy class determined by the partition p. Using our notation, the 
classical Murnaghan-Nakayama rule, may be expressed by the following 
formula: 
x::= c w(D,) sgn(DJ~~~ w(Dd, (4.1) 
D,+Dz+ +&=D 
ID,1 =PI 
where the sum is over all segmentations of the diagram D = 1 into skew 
hooks D,, D,, . . . . Dk. This rule also holds for characters of skew represen- 
tations. We can easily see that the prior establishment of formula (3.6) 
yields a quick and elegant access to the proof of the Murnaghan- 
Rakayama rule in its full generality. Indeed, we can immediately derive 
(4.1) for any skew diagram D by combining Theorems 3.1 and 3.2 with the 
following result on standard cycles: 
THEOREM 4.1. Let D he a skew shape of size n and let CT be the cycle 
(n, n - 1, . . . . 2, 1). Then 
trace C”( (T) = 
0 if D is not a skew hook, 
w(D) if D is a skew hook. 
(4.2) 
To prove this theorem we shall show that when D is a skew hook there 
is exactly one non-zero diagonal element in C”(a) and when D is not a 
skew hook there is a sign reversing involution on the non-zero diagonal 
elements of C”(o) which forces their sum to be zero. To this end we need 
to introduce some notation and prove two auxiliary lemmas. 
For any standard tableaux T let T* denote the tableau (n, n - 1, . . . . 1) T. 
We define a cyclic tableau to be a standard tableau for which c( T, T*) # 0. 
Cyclic tableaux on more general alphabets are defined similarly. It will also 
be convenient to use the abbreviation 
d(T)=c(T, T*). 
Cyclic tableaux are precisely the tableaux contributing to the trace of 
C”(o) in (4.2). It develops that there is a very simple recursive algorithm 
for constructing them. This is essentially the contents of our next two 
results. 
LEMMA 4.1. If T is a cyclic tableau then 
(a) the shape of T is connected, 
(b) 1 is in the first column of T, 
(c) n is in the first row of T. 
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Proof: (a) Let us suppose that the shape D of T splits into the direct 
sum of the two diagrams D, and D2 with D1 being the higher of the two. 
Let i be the largest entry in T ID?. Then i+ I is in T IDI. Thus in T* i will 
be in D, as well. This forces i to fall outside D in T A T*. However, this is 
in contradiction with the assumption that c( T, T*) # 0. 
(b) Assume that 1 is not in the first column of T. Then the bottom of 
the first column contains some element k # 1. This means that k - 1 is at 
the bottom of the first column of T*. Consequently, k - 1 appears 
somewhere in the first column of T A T*. But that would force k - 1 to be 
either higher or to the right of k in T which would contradict the 
standardness of T. 
(c) Let i fn be the last element of the first row. Clearly, by the 
standardness of T, i+ 1 cannot be in the quadrant southwest of i. Since i in 
T* is in the same position as i+ 1 in T, we deduce that i in T A T* falls 
outside the shape of T which again contradicts our assumption that 
c(T, T*)#O. 
We can now establish the following reduction rules: 
LEMMA 4.2. Let T be a standard tableau: 
(1) If k and n are in the same row of T then 
d(T)=d(TI,,,,,)d(Tl,,+,,,,). 
(2) If 1 and k are in the same column of T then 
d(T)= -d(T),,,,-,,)d(TI,,,,). 
(3) If shape ( T) is connected and 1 is in the first row of T then 
d(T) = 4T I p,n,)- 
(4) If shape (T) is connected and n is in the first column of T then 
d(T)= -4Tlcl,,-l,). 
Proof: (1) Since k and n are in the same row, the transposition (k, n) 
is in the row group of T, thus 
c(T, T*)=c((k,n) T, T*)=c(T, (k,n)(n,n-l,..., 1) T) 
=c(T, (n, n- 1, . . . . k+ l)(k, k- l,..., 1) T) 
= 4T I wc,) 4T I [k+ I,~I), 
with the last step following from the segmentation lemma. 
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(2) Since 1 and k are in the same column of T, n and k - 1 are in the 
same column of T*. Thus the transposition (k- 1, n) is in the column 
group of T* and we have 
c(T, T*)= -c(T, (k- 1, n) T*) 
= - c( T, (n, n - 1, . . . . k)(k - 1, k - 2, . . . . ) T) 
= -d(Tl~,,,-,,)d(Tl~,,.,), 
with the last step following again from the segmentation lemma. 
(3) Since T is standard and 1 is in the first row, 1 is the only element 
in its column. Since shape (T) is connected, 1 is not the only element in the 
first row. If n is not in the first row of T then it is not in the first row of 
T 1 Cz.nl. Hence by Lemma 4.1(c), 
We may now assume that n is in the first row. Thus part (1) yields that 
d(T) = 4TI cl.l,) d(TI C~.n,) = 42-I Cz,n,). 
(4) The proof is similar to (3) except that we use Lemma 4.1(b) and 
part (2). This completes the proof of the lemma. 
An immediate consequence of the reduction rules is the following result 
yielding the skew hook part of Theorem 4.1. 
PROPOSITION 4.1. For any skew hook D there is a unique tableau TD that 
is cyclic of shape D. Furthermore, 
d( TD) = sgn( D). (4.3) 
Proof Clearly, when JD( = 1, TD is trivially defined. When IDI > 1 let 
D’ be the skew hook obtained by removing the first position of the first 
row of D. We can see that cases (b) and (c) of Lemma 4.1 force the 
recursive construction of the tableau TD from TD’. More precisely, for a 
skew hook D we have only two possibilities (see Fig. 4.1) 
‘=ty-ll TD’ + 
FIGURE 4.1 
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(i) The first column consists of the first position of the first row. In 
this case by Lemma 4.1 (b), in a cyclic tableau T of shape D, 1 must occupy 
that position. Lemma 4.2.(3) then gives 
Q’(T) = 4T I p,nj), (4.4) 
(ii) The first row consists of the first position of the first column. In 
this case by Lemma 4.1(c), in a cyclic tableau T of shape D, n must occupy 
that position. Lemma 4.2(4) then gives 
d(T)= -4TIC,.n-ll), (4.5) 
and thus we recursively derive that T ) cl+ 1, is the unique cyclic tableau of 
shape D’ on the alphabet [ 1, n - 11. 
Note that in the first and second cases we have respectively 
sgn( D) = sgn( D’) and sgn( D) = - sgn( D’). 
Comparing with (4.4) and (4.5) we see, by an easy induction, that the 
cyclic tableau TD in both cases satisfies (4.3) as asserted. In truth, our 
argument here only proves uniqueness; nevertheless, it does recursively 
construct a certain well-defined standard tableau TD for each skew hook. 
To prove existence we need only show that TD is cyclic. Now this is clearly 
true when 1 D( = 1. This given, since the reduction rules (3) and (4) only 
require D to be connected, the cyclicity of TD follows immediately by a 
recursive application of these rules. 
In Fig. 4.2 an example of a cyclic tableau of skew hook shape is given. 
Note that the fi satisfying T* = /?( T A T*) is simply a product of column 
cycles of T*. This is true in general and gives a combinatorial explanation 
of (4.3). 
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To complete the proof of Theorem 4.1 we shall now define a shape 
preserving and sign reversing involution 4 on the set of all cyclic tableaux 
of non-skew-hook shape. Let T be a cyclic tableau of non-skew-hook shape 
D on the alphabet [ 1, n]. Using Lemmas 4.1 and 4.2 we can define c$( T) 
recursively according to the following four cases diagrammatically 
illustrated in Fig. 4.3. (Note that in cases (b), (c), (d) k is the element in the 
first row which is to the immediate left of n). 
The map CJ~ is self-explanatory in cases (a), (b), and (c). For case (d), we 
need to describe the tableaux T', and rz depicted there. Let T, = T 1 C,,k,, 
T,= Tl~k+~n,, D, = shape( T,) and D, = shape( Tz). For any segmentation 
of D into skew hooks D, and D, there is a corresponding segmentation of 
D into skew hooks 0; and 0; which is obtained by attaching the tail of D, 
to D, or vice versa, as illustrated in (d). This given, T; and T; denote there 
the unique cyclic tableaux (guaranteed by Proposition 4.1) of skew shapes 
0; and D;, respectively. 
Case a) n IS the only elemenl I,, the first row. 
b-4 L-k 
Case b) shape (T 1 ,,,k,) is not a skew hook: 
Case c/ shape (T 1 /,,k,) is a skew hook and shape (T 1 ,k+, .,) IS not a skew 
hook: 
Casr d) Both shape (T 1 ,,,k,) and shape (T I !kil “II are skew hooks 
FIGURE 4.3 
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PROPOSITION 4.2. The map q5 defined above is a shape-preserving 
involution on the set of cyclic tableaux of non-skew-hook shape. Furthermore 
I$ has no fixed points and 
d(T) = -44(T)). (4.6) 
ProojI It is obvious by induction that 4 is shape preserving. The fact 
that images under 4 are cyclic and that 4 has no fixed points is an 
immediate conequence of (4.6). The latter is easily verified for cases (a), 
(b), and (c) by induction on the size of the shape of T. Induction also gives 
c$(qS( T)) = T in these cases. 
To verify (4.6) for case (d), observe that reduction rule (1) and Lem- 
ma 4.1(c) imply: 
d(~(T))=d(T;)d(T;)=sgn(D;)sgn(D;) (4.7) 
and 
d(T) =d(T,) 4TJ = w(D,) w(W (4.8) 
Now it is easy to see that 
sgn(D,) sgn(D,) = -sgn(D;) sgn(D;). 
Combining this with (4.7) and (4.8) results in (4.6). Since the construction 
that produced 0; and 0; from D, and Dz is invertible, we also have 
4(4( 0) = T. 
This completes the proof of the proposition and hence Theorem 4.1 and 
the Murnaghan-Nakayama rule are also proved. 
5. THE CASE OF Hook SHAPES 
In view of the nature of our definition of the map (1.3), the fact that it 
gives a representation, more precisely the multiplicative property 
AD(cr) AD(B) = AD(@), (5.1) 
expresses a remarkable combinatorial property of standard tableaux. It 
would be desirable if this property could be established in full generality 
without resorting to algebraic manipulations. In this section we shall show 
how this can be done in the case of hook shapes. Before we can proceed we 
need to introduce some notation. 
We recall first that a Ferrers diagram with k rows of length one followed 
by a row of length n -k is customarily called hook. The corresponding par- 
SKEW FORMS OF THE SYMMETRIC GROUP 77 
tition is denoted by 1 k, n - k. Here the k + 1 positions at the start of each 
of its rows will be referred to as the vertical arm of the hook, while the k 
positions at the start of the first k rows will be called the short vertical arm. 
The horizontal arm and the short horizontal arm are analogously defined. In 
the figure below we illustrate the hook corresponding to 14, 6 and its 
corresponding arms. Here, we have indicated the various arms by means of 
the symbols v, h, s standing for vertical, horizontal, and short. 
. 0 SV 
. V so 
. 5 V > sv 
. V sv 
. . . . . . v sh sh sh sh sh h hhhhh 
It will also be convenient, given a tableau T of hook shape to denote by 
v(T) and su( T) the portions of T respectively lying in the vertical and short 
vertical arms of the hook. The symbols h(T) and sh(T) have analogous 
meanings. 
The basic property that yields our result can be stated as follows: 
THEOREM 5.1. Let 1= lk, n -k be a hook, let ST, denote the collection 
of standard tableaux of shape ,I, and let A and B be arbitrary tableaux of 
shape A. Then 
1 c(A, T) c( T, B) = c(A, B). (5.2) 
7-E ST;. 
Proof: We break up the proof into three separate cases. 
Case 1. 1 E u(B). It is clear that when 1 is in the vertical arm of B then 
c( T, B) # 0 if and only if v(T) consists of the contents of v(B) sorted to 
increase upwards and sh( T) consists of the contents of sh(B) sorted to 
increase from left to right. Thus in this case the sum in (5.2) reduces to a 
single term. We claim that for this term we have 
c( A, T) c( T, B) = c( A, B). (5.3) 
It is an easy consequence of the fact that u(T) and o(B) are the same as sets 
that c(A, T) = 0 if and only if c(A, B) = 0. Thus (5.3) holds in this case. 
Suppose now that c(A, T) #O. Applying Proposition 1.1 to both pairs 
(A, T) and (T, B) gives 
B= /IeclrT and T= PruaA 
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with 
BB E C(B), a,~ R(T), P+ C(T), aA E R(A). 
Thus 
It is easy to see that c(~ (the permutation whose inverse sorts s/z(B)) acts 
only on sh( T). On the other hand pT acts on u(T). Thus these two 
permutations commute, and we can write 
But now we can use Proposition 1.1 again (since BT E C(B) and a T E R(A)) 
and get 
6% B) = skn(8dT) = sigNBe) w(B,) = c(T, B) 4% T). 
This completes the proof when 1 E u(B). 
Case 2. 1 E h(A). This case can be treated in an entirely similar manner, 
interchanging the roles of A and B and transposing the argument. 
Case 3. 1 E M(A) and 1 E d(B). In this case we necessarily have 
c(A, B) = 0, since the row of A and the column of B which contain 1 inter- 
sect in a position outside the hook. This given, either all the terms of the 
sum in (5.2) are zero, in which case there is nothing to prove or there is a T 
for which both c(A, T) and c( T, B) are different from zero. For convenience 
let 1, xi, . . . . xk-, denote the sorted contents of w(A) and 1, y,, . . . . yn--k--2 
be the sorted contents of d(B). We see that our conditions on T imply that 
the x;s and the yis must respectively appear in that order up the su( T) and 
from left to right in the sh( T). There are still two elements x < y unaccoun- 
ted for, namely, those of the set 
Note that 
(2, . . . . n} = {Xl, . ..) XL-~) +W)= {yl, . . ..y.-,-,}+uW, 
so we may write 
{x,Y}=~(A)+{~}-.d2(B)=~(B)+{l}-m(A). (5.4) 
Thus T is completely determined by A and B except for x and y which, 
under these conditions, should be placed (in their proper place) in sh( T) 
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and N(T), respectively, or vice versa. It is not difficult to see then that in 
this case there are exactly two tableaux T, and T, (one of which is T itself) 
yielding non-vanishing summands in (5.2). To be precise let S be the 
standard tableau of hook shape lk-‘, n -k - 1 obtained by placing in its 
vertical arm 
1, x 1 , . . . . xk - 1 
and its horizontal arm 
LY,, ... 9 ynpk-2, 
and let T, be the standard tableau of shape lk, 12 -k obtained by inserting 
x and y in their proper places in su(S) and A(S), respectively. Finally, let 
T, be the standard tableau obtained in the same manner but wih y inserted 
in NJ(S) and x in A(S). We then shall have 
where a2 acts on T, by moving x in sh( T,) to the position of y in sh( T,) 
and /I1 acts on T, by moving x in su(T,) to the position of y in su(T2). 
Observe now that we have the following facts: 
(a) CI~ E R(A) n R( T,). This is because the elements of sh( T,) are also 
in h(A). 
(b) fl, E C(B). This is because the elements of su( T,) are all in u(B). 
(c) (x, y) E R(A) n C(B). This follows from (5.4). 
This given, we can easily derive that 
4% TJ = 4(x, Y) a24 (x, Y) a2 T2) 
=4(x, Y) a24 PI T,) = sign B,cM T,). 
Similarly we get 
In summary we have proved that 
c(A, T2)c(T2, B)= -c(A, Tl)c(T,, B) 
and therefore the sum in (5.2) is zero, since the only two contributing terms 
cancel each other. This completes the proof of the theorem. 
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Note now that if T, and T2 are two different standard tableaux with the 
same hook shape, then there always is an element in sh(T,) that is in 
SD( T,) and vice versa. This forces 
c(T,, T,)=c(T,, T,)=O. 
Consequently, P(E) is the identity matrix, when D is a hook and AD(a) 
reduces to C”(a). Thus to show the multiplicative property we need only 
verify that for all pairs of permutations u,, a2 and all i, j we have 
(5.5) 
But since 
C( Ti, a1 az Tj) = c(a;’ T,, a2 T,) 
and 
c(T,, al T,) = da;’ T,, TJ, 
(5.5) reduces to 
c(a;‘T,,azTj)=~c(a,‘Ti, T,)c(T,,a,T,), 
which is easily seen to be an insance of (5.2) for 
A=a;‘T; and B = a2 T,. 
This compIetes our proof of (5.1) for the hook case. 
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