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Introduction
Cylindrical Algebraic Decomposition (CAD) is an important tool for the investigation of real algebraic and semi-algebraic sets. Introduced by Collins in the early 70's Col75] as the basis of his quanti er elimination method, the algorithm for CAD construction has been steadily improved, and has found application in many areas including stability analysis HLS97] and numerical integration Str00].
Given a set A R x 1 ; : : : ; x k ], the CAD algorithm constructs a decomposition of R k into cylindrically arranged cells such that the signs of the elements of A are constant inside any given cell. This cylindrical arrangement means that the projections onto R k?1 of any two cells is either identical or disjoint. CAD construction proceeds in two phases, projection and lifting. The projection phase, which is the focus of this paper, computes a set of polynomials called the projection factor set. The projection factor set contains the irreducible factors of the set A, and, in general, other polynomials as well. The maximal connected regions in which the projection factors have invariant signs are the cells of the CAD that is to be constructed. Thus, the projection factor set provides an implicit representation of the CAD. The lifting phase then constructs an explicit representation of this CAD. General descriptions of CAD construction may be found in CH91, ACM84, Col75] .
The projection phase is typically determined by a projection operator which, from the set A, de nes a set A 0 R x 1 ; : : : ; x k?1 ] such that if c R k?1 is a cell in a CAD produced from A 0 , then the maximal connected regions in c R in which the elements of A have invariant sign are cylindrically arranged. Thus, after applying the projection operator to A to produce A 0 , we are left with the problem of producing a CAD in whose cells the elements of A 0 have invariant sign, i.e. the same problem as we originally faced, but with fewer variables. To produce this CAD we start by applying the projection operator to A 0 to produce A 00 R x 1 ; : : : ; x k?2 ], and so on. Thus, the projection phase consists of repeatedly applying the projection operator until we are left with a set of univariate polynomials in x 1 . The projection factor set is the set of all irreducible factors of the elements of A and of any polynomial produced by any of the applications of the projection operator.
It is crucially important for the e ciency of CAD construction that the projection operator produce as small a set of polynomials as possible, while still ensuring the cylindrical arrangement of cells in the resulting decomposition. For most problems, the current best projection operator is due to McCallum McC84, McC88, McC98] . In this paper it is shown that certain polynomials included in McCallum's projection are in fact unnecessary, and thus the paper provides a reduced projection factor set. Additionally, it is shown that in certain situations in the CAD-based quanti er elimination method, still more polynomials may be eliminated from McCallum's projection. The complete version of this paper will also include a section in which the limitations of McCallum's projection are discussed | namely when it is and isn't applicable, and how it's applicability may be increased. This paper is rmly rooted in McCallum's papers McC88, McC98] , and the reader is referred to those articles for many de nitions and results. McC88] provides a more intuitive presentation of McCallum's projection operator, but is restricted to the 3-variable case. None the less, it provides most of the concepts and terminology required for this paper. Section 2 of this paper provides a brief review of McCallum's projection and the role of projection in CAD construction. The main result of the paper, a reduced McCallum projection operator, is described in Section 3, and the specialized projection for certain types of quanti er elimination problems is introduced in Section 4.
McCallum's projection operator
This section gives a brief description of McCallum's projection operator and the main theorem on which it is based. The reader is referred to McC88, McC98] for a complete presentation. of what this theorem shows is that the maximal connected regions of S R in which f is sign-invariant are also regions in which f is order-invariant.
Based on this theorem, McCallum proposes the projection operator ProjMC such that ProjMC(ffg) consists of the discriminant of f and all coe cients of f (as a polynomial in x k ). If we recursively construct a CAD for ProjMC(ffg), then f will be degree-invariant in any cell of the CAD, since the degree of f is determined by the signs of its coe cients, and D will be order-invariant, by repeated application of the above theorem.
ProjMC is de ned for sets of more than one polynomial as the union of ProjMC for each polynomial individually, and the resultant of each pair of polynomials in the set. (McCallum actually reduces the case of a set of polynomials to that of a single polynomial by considering the product of all elements of the set as a single polynomial to be projected.) The following de nition of ProjMC is from McC98]:
De nition 1 Let A be a squarefree basis in Z x 1 ; : : : ; x k ], where k 2. We de ne the improved projection ProjMC(A) of A to be the union of the set of all nonzero coe cients of the elements of A, the set of all discriminants of elements f of A, and the set of all resultants of pairs f; g of distinct elements of A.
The lifting methods described in CH91, ACM84, Col75] may be used with McCallum's projection to produce a CAD that is order-invariant for the initial set of polynomials as long as no projection factor vanishes identically over any region. McCallum describes how to augment the usual lifting algorithm so that it produces order-invariant decompositions for f when f vanishes identically over a zero-dimensional cell. Thus, McCallum's projection (along with his augmentation of the lifting algorithm) produces an order-invariant CAD from an initial set of polynomials provided that no projection factor vanishes over a region of dimension greater than zero.
A re nement of McCallum's projection
The main result of this paper is that the degree-invariance required by Theorem 1 is actually implied by the order-invariance of the discriminant and the sign-invariance of the leading coe cient, so that adding other coe cients is unnecessary.
Theorem 2 Let f 2 R x; z] be a (k + 1)-variate polynomial of positive degree n in the variable z with discriminant D(x) 6 = 0. Let S be a connected analytic submanifold of R k on which D is order-invariant, the leading coe cient of f is sign-invariant, and f is non-vanishing. f is degree-invariant in S.
Proof. We assume S has positive dimension | the dimension 0 case is trivial | and we assume the leading coe cient of f is zero in S | the case in which it is non-zero is trivial. By connectedness of S, it su ces to show that f is degree-invariant on S near an arbitrary point p 2 S. That is, it is enough to show that for every point p 2 S, there exists a neighborhood N of p such that f is degree-invariant on S \ N. Let p be a point of S.
Let f = f(x; z+ ), where is not a root of f(p; z), and let N be a neighborhood of p such that is not a root of f(q; z) for any q 2 N. Note that the roots of f are exactly the roots of f shifted by . Moreover, disc z (f) = disc z (f). Also note that the constant coe cient (in z) of f is non-vanishing in N.
Let f = z n f(x; 1=z). Since the leading coe cient of f is the trailing coe cient of f, f has constant degree n on N. Note the one-to-one correspondence in N between the nonzero roots of f and the roots of f via the mapping that takes a nonzero root of f and maps it to the root + 1= of f. Moreover, note that disc z (f ) = disc z (f), which implies the order-invariance of disc z (f ) in S.
By Lemma 1 (see Section 5), N can be re ned to a neighborhood of p such that N \ S is a connected analytic submanifold. Then, by Theorem 2 of McC98], f is delineable over N \ S. Let 1 ; : : : ; s be the sections of f over N \ S.
Exactly one section is zero at p, call it i , and it must have multiplicity m i such that n ? m i is the degree of f at p. Re ne N so that none of the other sections are zero anywhere in N \ S. In the re ned N, i is non-zero at point q if and only if the degree of f at q is n. Since by assumption the leading coe cient of f is zero in S, i is zero everywhere in N \ S, which implies that the degree of f is n ? m i at every point in N \ S.
Theorem 2 suggests a reduced McCallum projection in which only leading coe cients, discriminants and resultants appear.
De nition 2 Let A be a squarefree basis in Z x 1 ; : : : ; x k ], where k 2. We de ne the improved projection Proj(A) of A to be the union of the set of all leading coe cients of elements of A, the set of all discriminants of elements f of A, and the set of all resultants of pairs f; g of distinct elements of A.
Theorem 2 states that f will be degree-invariant in a connected submanifold S in which D is order-invariant and the leading coe cient of f is sign-invariant provided that f is not identically zero somewhere in S. Thus, in addition to constructing a CAD in which the discriminant of f is order-invariant and the leading coe cient of f is sign-invariant, we must identify points at which elements of A vanish identically.
As explained in Section 2, McCallum's projection requires that no projection factor vanish identically over any region of dimension greater than zero, so we are only looking for isolated points. Moreover, identifying these points means solving polynomials systems | zero dimensional systems, in fact | which is typically much less computationally demanding than CAD construction. However these points are computed, they simply need to be added to the CAD of . Adding a point to a CAD is easy, and nothing involving the point needs to play a role in the projection process.
In fact, points at which some element of A vanishes identically seem often to end up as zero-dimensional cells in the order-invariant CAD for Proj(A) without having to be explicitly added to the CAD. This will discussed in greater detail in the nal version of this paper.
Projecting bounded sets
Section 3 demonstrated that McCallum's projection could be reduced by leaving all coe cients save leading coe cients out of the projection. This section shows that even leading coe cients may be left out of the projection factor set when using CAD to solve certain kinds of quanti er elimination problems. However, C need not be de ned in this way to ensure that T may be described as the union of cells in C. Suppose that it is known that the set de ned by F is bounded over any bounded subset of R k . The following theorem will be used to show that C may be de ned as an order-invariant CAD for Proj(A) ? fthe leading coe cients of elements of Ag. Since R is a maximal connected region in S R in which f has invariant order, (L(t); h (t)) 2 R for all t 2 0; t 2 ].
If f is nonzero in R, then the fact that R is bounded means that there is an i such that g i (L(t 1 )) < h(t 1 ) < g i+1 (L(t 1 )). Thus, there is some convex combination g i (L(t 1 )) + g i+1 (L(t 1 )) that equals h(t 1 ). Thus, we may de ne h as:
Since R is a maximal connected region in S R in which f has invariant order, (L(t); h (t)) 2 R for all t 2 0; t 2 ]. case 2: The leading coe cient of f is zero at L(t 0 ). In this case, using f and N as de ned in the proof of Theorem 2, there is some neighborhood N around L(t 0 ) such that the roots of f over N \S are given by the analytic functions g 1 ; : : : ; g s such that g 1 < < g s for all points in N \ S. There must be a t 1 2 0; t 0 ] such that L(t) 2 N for all t 2 t 1 ; t 0 ], and for some h 2 H, (L(t); h(t)) 2 R for all t 2 0; t 1 ]. Let t 2 2 (t 0 ; 1] be such that L(t) 2 N for all t 2 t 0 ; t 2 ]. We will extend h to a function h such that (L(t); h (t)) 2 R for all t 2 0; t 2 ], which contradicts the de nition of t 0 .
If f is zero in R, then h(t 1 ) = + 1=g i (L(t 1 )) for some i. Since R, a maximal connected region in S R in which f has invariant order, is bounded, g i (t) 6 = 0 for t 2 t 1 ; t 2 ]. Therefore, we can de ne h as: If f is nonzero in R, then the fact that R is bounded means that there is a root of f(L(t 1 ); z) above and below h(t 1 ). Let + 1=g i (L(t 1 )) be the root immediately below h(t 1 ), and let + 1=g j (L(t 1 )) be the root immediately above. There is some convex combination ( + 1=g i (L(t 1 ))) + ( + 1=g j (L(t 1 ))) that equals h(t 1 ). Moreover, since R is bounded, neither g i nor g j are zero anywhere in N. Thus, we may de ne h as:
Since R is a maximal connected region in S R in which f has invariant order, (L(t); h (t)) 2 R for all t 2 0; t 2 ]. Therefore, our assumption that t 0 6 = 1 is false. Since t 0 = 1, for any > 0 there is a function h 2 H such that (L(t); h (t)) 2 R for all t 2 0; 1 ? ). The above argument can be used with minor modi cation to show that for some suitably small value of , h can be extended to a function h such that (L(t); h(t)) 2 R for all t 2 0; 1]. Thus, the we require is h(1).
Obviously the set de ned by F is the union of certain of the maximal connected regions in which the elements of A are sign-invariant. Let f be the product of all the irreducible factors of elements of A. The set de ned by F is the union of certain of the maximal connected regions in which f is order-invariant. Suppose it is known that the set de ned by F is bounded over any bounded subset of that is in the set de ned by F, and which projects down into c, then p belongs to R, a maximal connected region over c R in which f is order-invariant. The elements of A are sign-invariant in R, so F is identically true in R. Theorem 3 can then be used to show that the projection of R onto 
