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THE INFINITARY n-CUBE SHUFFLE
JEREMY BRAZAS
Abstract. In this paper, we formalize the sense in which higher homotopy
groups are “infinitely commutative.” In particular, we both simplify and extend
the highly technical procedure, due to Eda and Kawamura, for constructing
homotopies that isotopically rearrange infinite configurations of disjoint n-
cubes within the unit n-cube.
1. Introduction
The classical Eckmann-Hilton Principle [3] allows one to construct boundary-
relative homotopies between n-loops, i.e. maps pIn, BInq Ñ pX,xq, that realize
rearrangements of finitely many disjoint n-cubes within In. As an immediate con-
sequence, all higher homotopy groups are commutative. In general, finite config-
urations of disjoint n-cubes play an important role in homotopy theory as they
form the little n-cubes operad [2], which provides a convenient setting in which
one can effectively recognize higher loop space structure [6]. In this paper, we de-
velop methods for rearranging infinite configurations of n-cubes with application to
the higher homotopy groups of Peano continua that admit natural infinite product
(i.e. infinitary) operations, e.g. the n-dimensional Hawaiian earring Hn studied in
[1, 4, 5].
In [4], Eda and Kawamura develop a highly technical sequence of homotopies,
which form a procedure for continuously rearranging infinitely many disjoint n-cube
domains with In. Their argument is applied to n-loops in a shrinking wedge ĂŽmXm
of a sequence tXmumPN of pn´1q-connected spaces with a semilocal contractability
condition at the basepoint, pikpĂŽmXmq is trivial when 1 ď k ď n ´ 1 and the
inclusion ĂŽmXm ÑśmXm induces an isomorphism on pin, giving pinpĂŽmXmq –ś
m pinpXmq. A more broadly applicable rearrangement result appears in the proof
of [5, Theorem 2.1]; however, this only applies to one specific configuration of n-
cubes. Further understanding of the higher homotopy groups of Peano continua
will require infinite and broadly applicable analogues of classical homotopy theory
techniques such as cellular approximation and homotopy excision. However, even in
the classical situation, one must construct homotopies carefully to ensure continuity.
For instance, the proof of the standard cellular approximation theorem requires
one to construct homotopies, which are the constant homotopy on predetermined
subsets of the domain.
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2 J. BRAZAS
The purpose of this paper is to (1) develop broadly applicable techniques for
studying higher homotopy groups that admit geometrically relevant infinite prod-
uct operations (2) provide a simpler proof of the original infinitary n-cube shuffle
argument given in the work of Eda and Kawamura, and (3) strengthen the original
argument by constructing homotopies that shuffle infinitely many n-cubes while
remaining constant on a predetermined set of finitely many n-cubes whose comple-
ment is path connected.
We define an n-domain to be a non-empty finite collection R “ tRk | k P Ku
of n-cubes in In (ordered by a finite or infinite set K Ď N) whose interiors are
pairwise disjoint. Given a sequence tfkukPK of maps fk : pIn, BInq Ñ pX,xq such
that for every neighborhood U of x, all but finitely many of the maps fk have image
lying in U , we may form the R-concatenation
ś
R fk : pIn, BInq Ñ pX,xq, which is
defined as fk on Rk and is constant at x otherwise. If S “ tSk | k P Ku is another
n-domain, the S -concatenation
ś
S fk may be thought of as a rearrangement of
the map
ś
R fk by moving each Rk to the new position Sk. Our main result, which
says that any desired shuffle can be achieved through a continuous homotopy, is
the following.
Theorem 1.1 (Infinitary n-Cube Shuffle). Given n-domains R “ tRk | k P Ku and
S “ tSk | k P Ku and K-sequence tfkukPK in ΩnpX,xq, we have śR fk »śS fk
in X by a homotopy with image in
Ť
kPK Impfkq. Moreover, if there is a finite set
F Ď K such that Rk “ Sk for all k P F and InzŤkPF Rk is path connected, then
we may choose the homotopy to be the constant homotopy on
Ť
kPF Rk.
The difficulty in proving Theorem 1.1 lies in its generality. When K is infinite,
the ordinary Eckmann-Hilton Principle no longer applies; one cannot simply rear-
range finitely many of the n-cubes Rk at a time and expect to continuously perform
all required rearrangements. Additionally, both n-domains R and S might both
be dense in In or might even form an infinite cubical decomposition of In in the
sense that
Ť
kPK Rk “
Ť
kPK Sk “ In. Moreover, infinitely many Rk, Sk might have
diameter 1 and it may also be the case that for every k P K, Rk is nowhere near
Sk within I
n. Hence, one cannot simply perform smaller homotopies for smaller
n-cubes. The difficulty becomes even more pronounced when one is required to
perform the rearrangements while remaining fixed on a finite subset of R.
We refer to the first statement of Theoren 1.1 as the unrestricted case and the
second statement as the restricted case since, in the second statement, we must
construct the homotopy to be constant on a given finite sub-n-domain. Additionally,
we will treat the case where K is finite separately from the case where K is infinite.
Hence, we split up Theorem 1.1 naturally into four (non-mutually exclusive) cases:
finite unrestricted, finite restricted, infinite unrestricted, and infinite restricted,
where the last case is the strongest statement to be proven.
In Section 2, we settle definitions and notation and we also prove the particu-
larly important “n-domain shrinking Lemma” (Lemma 2.3), which we make use
of repeatedly throughout the paper. In Section 3, we prove the unrestricted and
restricted finite cases of Theorem 1.1 (see Corollary 3.3). The finite cases are fairly
standard in homotopy theory [6]. We include these proofs (1) since they are short,
(2) to provide a rigorous foundation for the infinite case using our n-domain frame-
work, and (3) to contrast with the infinite case (See Remark 3.5). In Section 4,
we prove Lemma 4.6 from which the infinite unrestricted case of Theorem 1.1 fol-
lows immediately. The infinite unrestricted case is essentially the extent of what is
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achieved in [4]; our proof utilizes the unrestricted finite case in a way that simplifies
the overall argument given in [4]. We then use both the restricted finite case and
unrestricted infinite case to prove the restricted infinite case and complete the proof
of Theorem 1.1.
In Section 5, we point out some immediate consequences of Theorem 1.1. For
instance, we show that for any sequence X1, X2, X3, . . . of path-connected spaces,
the homotopy long exact sequence of the pair
´ś
mXm,
ĂŽ
mXm
¯
splits naturally
in every dimension n ě 2 (Corollary 5.4), yielding an isomorphism pin
´ĂŽ
mXm
¯
–
pin`1
´ś
mXm,
ĂŽ
mXm
¯
‘śm pinpXmq. After an initial version of this manuscript
was written, the author learned of the paper [5] by Kawamura where the above
isomorphism appears as one of the main results. We conclude the paper with the
brief Remark 5.7, which shows how the framework of the current paper provides a
natural extension of the little n-cubes operad Cnpjq to an infinite term Cnpωq.
2. Preliminary definitions and n-domain shrinking
Throughout this paper, n ě 2 is a fixed integer, I “ r0, 1s is the unit interval,
pX,xq is a path-connected based topological space, and ΩnpX,xq represents the
space of relative maps pIn, BInq Ñ pX,xq (with the compact-open topology) so that
pinpX,xq “ pi0pΩnpX,xqq is the n-th homotopy group. The term n-cube will refer to
subsets of In of the form
śn
i“1rai, bis. Given two n-cubes R “
śn
i“1rai, bis and R1 “śn
i“1rci, dis in In, let LR,R1 : RÑ R1 denote the canonical homeomorphism, which
is increasing and linear in each component. If f : RÑ X and g : R1 Ñ X are maps
such that f “ g˝LR,R1 , then we write f ” g. Given maps f1, f2, . . . , fm P ΩnpX,xq,
the m-fold concatenation
śm
i“1 fi “ f1 ¨ f2 ¨ ¨ ¨ fm is the map pIn, BInq Ñ pX,xq
whose restriction to rpi´ 1q{m, i{msˆ In´1 is fi ˝Lrpi´1q{m,i{msˆIn´1,In . If K is an
ordered set with the order type of N, then a sequence of maps tfkukPK in ΩnpX,xq
is null (at x) if every neighborhood of x contains the image Impfkq for all but
finitely many k P K.
Definition 2.1. Let K Ď N.
(1) An n-domain (over K) is an ordered set R “ tRk | k P Ku of n-cubes in In
whose interiors are pairwise disjoint, i.e. intpRkq X intpRk1q “ H if k ‰ k1.
(2) A finite n-domain tR1, R2, R3, . . . , Rmu is a cubical decomposition of In ifŤm
k“1Rk “ In.
(3) A sequence of maps tfkukPK in ΩnpX,xq is called a K-sequence if either K
is finite or if K is infinite and tfkukPK is null at x.
(4) If R is an n-domain over K, the R-concatenation of a K-sequence tfkukPK
is the map
ś
RtfkukPK P ΩnpX,xq whose restriction to Rk is fk ˝ LRk,In
and which maps InzŤnRn to x.
When K is clear from context, we will refer to an n-domain R over K simply as
an n-domain and we will denote the R-concatenation by
ś
R fk.
Definition 2.2. If R “ tRk | k P Ku and S “ tSk | k P Ku are n-domains, we
call S an sub-n-domain of R if Sk Ď Rk for all k P K.
The next lemma states that we may always replace an n-domain with an arbitrary
sub-n-domain. It provides a crucial technique that we will use repeatedly in the
proof of both the finite and infinite cases of Theorem 1.1.
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Lemma 2.3 (n-domain shrinking). Let S “ tSk | k P Ku be any sub-n-domain
of R “ tRk | k P Ku. If tfkukPK is any K-sequence in ΩnpX,xq, then śR fk »ś
S fk by a homotopy in
Ť
kPN Impfkq. Moreover, if Rk “ Sk, then this homotopy
may be chosen to be the constant homotopy on Rk.
Proof. For each k P K, let Tk “ tpp1´ tqa` tLRk,Skpaq, tq P In ˆ I | a P Rk, t P Iu
be the convex hull of Rkˆt0uYSkˆt1u in In`1 and note that Tk Ď RkˆI. Define
homotopy H : In ˆ I Ñ X by
Hpb, sq “
#
x, if pb, sq P In`1zŤkPK Tk
fkpLRk,Inpaqq if b “ p1´ sqa` sLRk,Skpaq for a P Rk.
Since HpBTkzpintpRkqˆt0uYintpSkqˆt1uqq “ x, H is well-defined. In the case that
K is infinite, the continuity of H follows from the fact that ImpHpTkqq “ Impfkq
for all k P N. The last statement of the lemma is evident from the construction of
H. 
3. The Finite Case
If K is any set, then ΣK will denote the symmetric group of all bijections K Ñ K
and for m P N, Σm will denote the symmetric group of t1, 2, . . . ,mu.
Lemma 3.1. If R “ tR1, R2, . . . , Rmu is an n-domain, f1, f2, . . . , fm P ΩnpX,xq,
and φ P Σm, then śR fk »śmk“1 fφpkq by a homotopy in Ťmk“1 Impfkq.
Proof. WriteRk “śni“1 Jki and find pairwise disjoint sets rc1, d1s, rc2, d2s, . . . , rcm, dms
in I such that rck, dks Ď Jkn for all k P t1, 2, . . . ,mu. Consider the following sequence
of finite n-domains.
(1) Ak “śn´1i“1 Jki ˆ rck, dks and A “ tA1, A2, . . . , Amu,
(2) Bk “śn´1i“1 I ˆ rck, dks and B “ tB1, B2, . . . , Bmu,
(3) Ck “
”
φ´1pkq´1
m ,
φ´1pkq
m
ı
ˆśn´1i“2 I ˆ rck, dks and C “ tC1, C2, . . . , Cmu,
(4) Dk “
”
φ´1pkq´1
m ,
φ´1pkq
m
ı
ˆśni“2 I and D “ tD1, D2, . . . , Dmu.
Each one of R,A ,B,C ,D is an n-domain where we have pairwise inclusions Rk Ě
Ak Ď Bk Ě Ck Ď Dk for all k P t1, 2, . . . ,mu. By Lemma 2.3, we haveź
R
fk »
ź
A
fk »
ź
B
fk »
ź
C
fk »
ź
D
fk “
mź
k“1
fφpkq
where all homotopies may be chosen to have image in
Ťm
k“1 Impfkq. 
Lemma 3.2. Suppose R “ tR1, R2, R3, . . . , Rmu and S “ tS1, S2, . . . Smu are
n-domains such that Rk “ Sk for all k except possibly one value k0 P t1, 2, . . . ,mu.
If f1, f2, . . . , fm P ΩnpX,xq, and F Ď t1, 2, . . . ,muztk0u is such that InzŤkPF Rk is
path-connected, then there is a homotopy
ś
R fk »
ś
S fk with image in
Ťm
k“1 Impfkq
and which is the constant homotopy on
Ť
kPF Rk.
Proof. Supposing that Rk0 ‰ Sk0 (for otherwise the constant homotopy may be
used), find n-cubes R1k0 Ď Rk0 and S1k0 Ď Sk0 such that R1k0 X S1k0 “ H. Applying
Lemma 2.3, we may replace Rk0 with R
1
k0
in R and Sk0 with S
1
k0
in S . Hence,
we may assume that Rk0 X Sk0 “ H. Pick r0 P intpRk0q and s0 P intpSk0q. Since
r0, s0 lie in the simply connected open n-manifold p0, 1qnzŤkPF Rk, we may find
two polygonal arcs a0, a1 Ď InzŤkPF Rk with endpoints r0 and s0, which may be
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thickened to neighborhoods M,N Ď p0, 1qnzŤkPF Rk respectively so that M,N are
homeomorphic to an n-disk and M XN has two components homeomorphic to an
n-disk, one of which lies in intpRk0q and the other in intpSk0q. Using these arcs
and neighborhoods, it is straightforward to construct isotopies G0, G1 : I
n ˆ I Ñ
InzŤkPF Rk such that
(1) At “ G0pIn ˆ ttuq and Bt “ G1pIn ˆ ttuq are n-cubes for all t P I,
(2) A0 “ B1 “ Rk0 , A1 “ B0 “ Sk0 ,
(3) G0pInˆ r0, 1{3qq Ď Rk0 , G0pInˆp1{4, 3{4qq ĎM , G0pInˆp2{3, 1sq Ď Sk0 ,
(4) G1pIn ˆ r0, 1{3qq Ď Sk0 , G1pIn ˆ p1{4, 3{4qq Ď N , G1pIn ˆ p2{3, 1sq Ď Rk0 .
Effectively, the isotopies G0 and G1 switch the positions of the n-cubes Rk0 , Sk0 so
that, at any point during the isotopy, the images of these n-cubes do not intersect
each other nor any of the n-cubes Rk “ Sk, k P F . Let S “ tRk | k P F u and put
g “ śS tfkukPF . Noting that gpRk0q “ gpSk0q “ x, the desired homotopy is the
map H : In ˆ I Ñ X defined so that Hpx, tq “ fk0pG0px, tqq if px, tq P At ˆ ttu,
Hpx, tq “ fk1pG1px, tqq if px, tq P Bt ˆ ttu, and Hpx, tq “ gpxq if px, tq R T “Ť
tPIpAt ˆ ttu YBt ˆ ttuq. The well-definedness and continuity of H are routine to
verify. 
Corollary 3.3. Theorem 1.1 holds when K is finite.
Proof. Suppose K is finite, R “ tRk | k P Ku and S “ tSk | k P Ku are n-
domains, and tfkukPK is a K-sequence in ΩnpX,xq. Applying Lemma 3.1 to R and
S in the case when φ is the identity gives
ś
R fk »
śm
k“1 fk »
ś
S fk where both
homotopies have image in
Ť
kPK Impfkq.
For the second statement of Theorem 1.1, fix n-domains R “ tR1, R2, . . . Rmu
and S “ tS1, S2, . . . , Smu such that F “ tk P K | Rk “ Sku is non-empty
and InzŤkPF Rk is path connected. Let K “ t1, 2, . . . ,muzF and write K “tk1, k2, . . . , kpu. Using Lemma 2.3 to shrink the n-cubes Rk, Sk, k P K, we may
assume that for all k, k1 P K, we have Rk X Sk1 “ H. Let R0 “ R. If we have
defined n-domain Ri´1 “ tRi´11 , Ri´12 , . . . Ri´1m u, set Riki “ Ski and Rik “ Ri´1k
if k ‰ ki. Define Ri “ tRi1, Ri2, . . . , Rimu. We continue recursively until we reach
Rp “ S . Our application of Lemma 2.3 ensures that Ri is a well-defined n-domain
for all 1 ď i ď p. Lemma 3.2 gives homotopiesź
R
fk “
ź
R0
fk »
ź
R1
fk »
ź
R2
fk » ¨ ¨ ¨ »
ź
Rp
fk “
ź
S
fk,
each of which may be chosen to be constant on
Ť
kPF Rk “
Ť
kPF Sk. 
Remark 3.4. We note that the homotopy H : InˆI Ñ X used to prove Corollary
3.3 is “rigid” in the sense that each cube Rk in I
n ˆ t0u is moved isometrically
through a path of n-cubes to Sk in I
n ˆ t1u. More precisely, for each k, there is
an isotopy Gk : I
n ˆ I Ñ In such that for each t P I, there is an n-cube At with
Gkps, tq “ LIn,Atpsq and where A0 “ Rk and A1 “ Sk. Then if s P At, we have
Hps, tq “ fkpLAt,Inpsqq and H is constant at x P X otherwise.
Remark 3.5. It is tempting to think that we might be able prove the first statement
of Theorem 1.1 by performing a sequence of homotopies similar to that in the proof
of Lemma 3.1. However, this approach fails at the first step where we wish to fix a
dimension i P t1, 2, . . . , nu and create a sub-n-domain A of R “ tR1, R2, R3, . . . u
where the i-th projections pi : I
n Ñ I map the interiors of each element of A
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to pairwise disjoint intervals. Indeed, R might have the property that for every
i P t1, 2, . . . , nu, rational number q P I, and  ą 0, there exists Rk P R such
that pipRkq Ď rq ´ , q ` s. Such an n-domain is straightforward to construct
(See Figure 1). If R has this property and S1 Ď R1 is any sub-n-cube, then for
any given i P t1, 2, . . . , nu, the open interval intppipS1qq contains a rational q and
therefore will contain pipRkq (and the i-th projection of any sub-n-cube Sk Ď Rk)
for some k ą 1. For such an n-domain R, it is not possible to make pairwise disjoint
selections in any dimension.
Figure 1. A 2-domain for which the proof of Lemma 3.1 does
not extend to the infinite case.
4. The Infinite Case
Definition 4.1. If R “śni“1rai, bis is an n-cube in p0, 1qn, let CpRq denote the set
of n-cubes in In of the form
śn
i“1Ai where Ai P tr0, ais, rai, bis, rbi, 1su. We give
CpRq “ tC1, C2, . . . , C3nu the natural lexicographical ordering inherited from In so
that the central cube is Cp3n`1q{2 “ R and CpRq forms a cubical decomposition of
In.
Notice that CpRq is obtained by subdividing In using the hyperplane extensions
of the pn´ 1q-dimensional faces of BR.
Definition 4.2. An n-domain R “ tRk | k P Ku is proper at position k0 P K if
Rk0 Ď p0, 1qn and if for every k ‰ k0, we have Rk Ď C for some C P CpRk0q.
Remark 4.3. Suppose R “ tRk | k P Ku is any n-domain and Rk0 Ď p0, 1qn. It is
easy to see that there exists a sub-n-domain S “ tSk | k P Ku of R that is proper
at position k0. In particular, we set Sk “ Rk if Rk already lies entirely in some
element of CpRk0q, including k “ k0. If Rk has non-empty intersection with two or
more elements of CpRk0q, then k ‰ k0 and we may choose Sk to be any n-cube of
the form Rk X C where C P CpRk0q.
Lemma 4.4. If R “ tRk | k P Nu is an n-domain such that R1 Ď p0, 1qn and
tfkukPN is a null-sequence in ΩnpX,xq, then there exists an n-domain S “ tSk |
k ě 2u such that śR fk » f1 ¨ pśS tfkukě2q by a homotopy in ŤkPN Impfkq.
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Proof. Applying Remark 4.3, find a sub-n-domain R1 “ tR1k | k P Nu of R, which
is proper at k “ 1. In particular, we have R11 “ R1. By Lemma 2.3, there exists
a cube-shrinking homotopy
ś
R fk »
ś
R1 fk “ g where the homotopy has image
in
Ť
kPN Impfkq. Since each R1k lies in some element of the cubical decomposition
CpR1q “ tC1, C2, . . . , C3nu of In, each map gj “ g|Cj ˝ LIn,Cj is an element of
ΩnpX,xq. Moreover, if Kj “ tk P N | Rk1 Ď Cju, then Sj “ tLCj ,InpR1kqukPKj
is an n-domain such that gj “ śSjtfkukPKj . In particular, Cp3n`1q{2 “ R1 and
gp3n`1q{2 “ f1.
Choose a bijection φ P Σ3n such that φp1q “ p3n ` 1q{2. Applying Lemma
3.1, we have g » h “ ś3nj“1 gφpjq “ f1 ¨ gφp2q ¨ gφp3q ¨ ¨ ¨ gφp3nq by a homotopy with
image in
Ť3n
j“1 Impgjq “
Ť
kPN Impfkq. Let Aj “
“
j´1
3n ,
j
3n
‰ ˆ In´1 and for each
k P t2, 3, 4, . . . u, if R1k Ď Cj , set S1k “ LCj ,Aj pR1kq. Let Aě2 “
Ť3n
j“2Aj and define
h1 “ h|Aě2 ˝ LIn,Ajě2 : In Ñ X so that h1 is a first-coordinate reparameterization
of gφp2q ¨ gφp3q ¨ ¨ ¨ gφp3nq. Finally, setting Sk “ LI,Aě2pS1kq, we have the desired
n-domain S “ tS2, S3, S4, . . . u for which h1 “śS tfkukě2. 
Definition 4.5. The standard n-domain is the n-domain R “ tRk | k P Nu where
Rk “
”
k´1
k ,
k
k`1
ı
ˆ In. The infinite concatenation of a null-sequence tfkukPN in
ΩnpX,xq is the R-concatenation śR fk where R is the standard n-domain. We
will typically denote this map as
ś8
k“1 fk.
Lemma 4.6. If R “ tRk | k P Nu is an infinite n-domain and tfkukPN is a
null-sequence in ΩnpX,xq, then śR fk »ś8k“1 fk by a homotopy in Ť8k“1 Impfkq.
Proof. Set R0 “ R. Replacing each Rk with a sub-n-cube R1k Ď intpRkq and
applying Lemma 2.3, we may assume that Rk Ď p0, 1qn for all Rk P R0. By Lemma
4.4, there exists an n-domain R1 over t2, 3, 4, . . . u and a homotopy H1 : InˆI Ñ X
from f1 ¨
`ś
R1
tfkukě2
˘
to
ś
R0
fk with ImpH1q Ď ŤkPN Impfkq. Observe from the
proof of Lemma 4.4 that since Rk Ď p0, 1qn for all Rk P R, we have S Ď p0, 1qn for
all S P R1. Applying Lemma 4.4 recursively, we obtain a sequence of n-domains
R1,R2,R3, . . . (where Rm is an n-domain over tm ` 1,m ` 2,m ` 3, . . . u) and a
sequence of homotopies H1, H2, H3, ¨ ¨ ¨ : In ˆ I Ñ X such that Hm is a homotopy
from fm ¨
`ś
Rm
tfkukěm`1
˘
to
ś
Rm´1tfmukěm with ImpHmq Ď
Ť
kěm Impfkq.
This induction is possible due to our initial choice ofR and since from the definition
of the homotopy Hm obtained using Lemma 4.4 we have that (@ S P Rm´1, S Ď
p0, 1qn) ñ (@ S P Rm, S Ď p0, 1qn).
In order to construct a homotopy H from
ś8
k“1 fk to
ś
R fk, we perform an
appropriate gluing of the infinite sequence of homotopies tHmumPN. Let Gm :
In ˆ I Ñ X, Gpx, tq “ fmpxq be the constant homotopy of fm for all m P N. For
simplicity, define the following subsets of In ˆ I:
‚ Am “
“
1´ 1m , 1
‰ˆ In´2 ˆ ” 1m`1 , 1mı,
‚ Bm “
”
1´ 1m , 1´ 1m`1
ı
ˆ In´2 ˆ
”
0, 1m`1
ı
,
‚ C “ t1u ˆ In´2 ˆ t0u.
Notice that In ˆ I “ ŤnPNAn Y ŤnPN ´Bn ˆ ”0, 1m`1ı¯ Y C. We define H by
setting:
‚ H|Am ˝ LIn`1,Am “ Hm,
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‚ H|Bm ˝ LIn`1,Bm “ Gm,‚ HpCq “ x.
It is straightforward to check that H is well-defined, Hpa, 0q “ `ś8k“1 fk˘ paq,
and Hpa, 1q “ `śR fk˘ paq. Since each n-cube in the set tAm, Bm | m P Nu
intersects at most finitely others from this same set, H is clearly continuous at
all points in In`1zC. To check continuity at the points of C, let U be an open
neighborhood of x. Find an M such that Impfmq Ď U for all m ě M . Then we
have ImpGmq “ Impfmq Ď U and ImpHmq Ď Ťkěm Impfkq Ď U all m ě M .
Then C YŤměM pAmYBmq contains a neighborhood V of C, and thus fpV q Ď U ,
completing the proof. 
Figure 2. The homotopy H constructed in the proof of Lemma
4.6 in the case n “ 2. The top of the cube is the domain of śR fk.
The homotopy H1 moves R1 to the top of the cubical domain of
G1, which is the constant homotopy of f1. Similarly H2 shuffles
the image of R2 under H1 to the top of the domain of G2 and so
on.
Proof of Theorem 1.1. The finite case is given by Corollary 3.3. Supposing K is
infinite, we may assume without loss of generality that K “ N.
Unrestricted Case: Suppose R “ tR1, R2, R3, . . . u and S “ tS1, S2, S3, . . . u
are infinite n-domains and tfkukPN is a null-sequence in ΩnpX,xq. Applying Lemma
1.1 twice gives rśR fks “ “ś8k“1 fk‰ “ rśS fks.
Restricted Case: For the second statement of Theorem 1.1, suppose that F
is a non-empty finite subset of N such that Sk “ Rk for all k P F and such that
InzŤkPF Rk is path connected. Let K “ NzF and put α “śR fk and β “śS fk.
We break the remainder of the proof into three steps.
Step 1: Fix a cubical decomposition C “ tC1, C2, C3, . . . , Cmu of In such that
tRk | k P F u Ď C . The n-domain R may form an infinite cubical decomposition
of In and so we must first work to replace C with a finer cubical decomposition,
one element of which meets none of the Rk. Let F
1 “ tj P t1, 2, . . . ,mu | Cj “
Rk for k P F u. Additionally, fix some k0 P K and find an “auxiliary” n-cube
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A Ď intpRk0q. If there exists k1 P K such that intpRk0q X intpSk1q ‰ H, fix this k1
and choose A Ď intpRk0q X intpSk1q
We replace R and S with convenient sub-n-domains: Let S1k “ R1k “ Rk “ Sk
if k P F and if k P K, find n-cubes R1k and S1k such that
(1) R1k Ď intpRkq and S1k Ď intpSkq,
(2) R1k and S1k lie entirely within some element of C ,
(3) pR1k Y S1kq XA “ H.
It is easy to choose R1k and S1k so that (1) and (2) are satisfied. Once this is done,
(3) is achieved by altering the choice of R1k0 so that it lies within intpRk0qzA. If
k1 was fixed such that A Ď intpRk0q X intpSk1q, then we alter the choice of S1k1 so
that it lies within intpSk1qzA. By Lemma 2.3, we may replace R with tR1k | k P Nu
and S with tS1k | k P Nu. Applying this replacement, we may assume that
(1) when k P F , we have Rk “ Sk “ Cjpkq for some jpkq P t1, 2, . . . ,mu,
(2) when k P K, we have Rk Ď Cjpkq for some jpkq P t1, 2, . . . ,mu,
(3) A is disjoint from
Ť
kPNRk Y
Ť
kPN Sk.
Let C 1 be a cubical decomposition of In so that tAuYtRk | k P F u Ď C 1. Applying
Lemma 2.3 in the same fashion as above, we may replace R and S with sub-n-
domains to ensure that Rk “ Sk P C 1 when k P F and so that for every k P K,
each of Rk and Sk lies within some element of C 1. Replacing C with C 1 allows us
to assume that A P C and that for each k P K, Rk and Sk each lie in some element
(possibly distinct) of C zptAu Y tRk | k P F uq.
Step 2: Using the cubical decomposition C obtained from Step 1, write C “
tC1, C2, . . . , Cmu and define F 1 as before. There exists unique j0 P t1, 2, . . . ,mu
such that Cj0 “ A. Let G “ tj P t1, 2, . . . ,mu | j R pF 1 Y tj0uqu. Define a finite
n-domain D “ tD1, D2, . . . , Dmu so that Dj “ Rk if j P F 1 and Cj “ Rk and
Dj Ď A if j P G. Define αj “ α ˝ LIn,Cj and βj “ β ˝ LIn,Cj so that α “
ś
C αj
and β “ śC βj . By Corollary 3.3, there are homotopies śC αj » śD αj andś
C βj »
ś
D βj , which are constant on
Ť
jPF 1 Dj “
Ť
kPF Rk. Therefore, it suffices
to show that
ś
D αj and
ś
D βj are homotopic by a homotopy that is constant onŤ
jPF 1 Cj .
Step 3: The maps
ś
D αj and
ś
D βj agree on I
nzintpAq, which contains ŤjPF 1 Cj .
Therefore, it suffices to show that
ś
D αj |A ˝ LIn,A and
ś
D βj |A ˝ LIn,A are ho-
motopic. However, this follows from the from the unrestricted case and the fact
that the homotopies used are constructed by isotopic rearrangements (recall Re-
mark 3.4). Specifically, if k P K and we have Rk Ă Cp and Sk Ď Cq, then we
may take R1k “ LCp,DppRkq and S1k “ LCq,Dq pSkq. Setting R1 “ tR1k | k P Ku and
S 1 “ tS1k | k P Ku, we have
ś
D αj |A˝LIn,A “
ś
R1tfkukPK and
ś
D βj |A˝LIn,A “ś
S 1tfkukPK . The infinite unrestricted case gives
ś
R1tfkukPK »
ś
S 1tfkukPK ,
completing the proof. 
Remark 4.7. The proof of Theorem 1.1 also works if n-cubes are replaced with
arbitrary n-dimensional convex sets in In and the definitions of n-domain and R-
concatenation are altered accordingly.
5. Some immediate consequences of Theorem 1.1
The following corollaries to Theorem 1.1 state that infinite n-loop concatena-
tions (recall Definition 4.5) may be rearranged in various ways without altering the
homotopy class of the product. As mentioned in the introduction, the author has
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learned that some of these consequences appear in [5]. For instance, Lemma 5.3
appears as [5, Theorem 2.1], one of the main results in that paper.
Corollary 5.1. For any null-sequence tfkukPN in ΩnpX,xq and φ P ΣN, we have“ś8
k“1 fk
‰ “ “ś8k“1 fφpkq‰.
Proof. Let R “ tR1, R2, R3, . . . u be the standard n-domain so that śR fk “ś8
k“1 fk and
ś
R fφpkq “
ś8
k“1 fφpkq. Notice that for n-domain
S “ tRφp1q, Rφp2q, Rφp3q, . . . u,
we have
ś
S fφpkq “
ś8
k“1 fk. Hence,
“ś8
k“1 fk
‰ “ “śS fφpkq‰ “ “śR fφpkq‰ ““ś8
k“1 fφpkq
‰
where the second equality is acquired from applying Theorem 1.1. 
Corollary 5.2. If tfkukPN and tgkukPN are null-sequences in ΩnpX,xq, then
“ś8
k“1pfk ¨ gkq
‰ ““ś8
k“1 fk
‰` “ś8k“1 gk‰.
Proof. Let ak be the midpoint of
”
k´1
k ,
k
k`1
ı
and define Ak,1 “
“
k´1
k , ak
‰ ˆ In´1,
Ak,2 “
”
ak,
k
k`1
ı
ˆ In´1, and Rk “ Ak,1 YAk,2. Let
R “ tA1,1, A1,2, A2,1, A2,2, A3,1, A3,2, . . . u
so that
ś
Rtf1, g1, f2, g2, . . . u “
ś8
k“1pfk ¨ gkq. Define Bk “ LIn,r0,1{2sˆIn´1pRkq,
Ck “ LIn,r1{2,1sˆIn´1pRkq, and consider the n-domainS “ tB1, C1, B2, C2, B3, C3, . . . u
so that
ś
S tf1, g1, f2, g2, . . . u “
`ś8
k“1 fk
˘ ¨ `ś8k“1 gk˘. Overall, we have« 8ź
k“1
fk
ff
`
« 8ź
k“1
gk
ff
“
«˜ 8ź
k“1
fk
¸
¨
˜ 8ź
k“1
gk
¸ff
“
«ź
S
tf1, g1, f2, g2, . . . u
ff
“
«ź
R
tf1, g1, f2, g2, . . . u
ff
“
« 8ź
k“1
pfk ¨ gkq
ff
where the third equality is acquired using Theorem 1.1. 
For an infinite sequence tpXm, xmqumPN of path-connected based spaces, letĂŽ
mXm denote the wedge sum, i.e. one-point union, where the basepoints xm
are identified to a canonical basepoint x0 P ĂŽmXm. We give ĂŽmXm the topol-
ogy consisting of sets U such that U X Xm is open in Xm for all m P N and
if x0 P U , then Xm Ď U for all but finitely many m. We call ĂŽmXm the
shrinking wedge of the sequence tpXm, xmqumPN. Note that there is a canoni-
cal embedding σ : ĂŽmXm Ñ śmPNXm into the infinite direct product. For
k ě 0, if Xm “ Sk Ď Rk`1 is the k-dimensional unit sphere, with basepoint
xm “ p1, 0, . . . , 0q, then Hk “ĂŽmXm is the k-dimensional Hawaiian earring space,
which embeds in Rk`1.
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A based space pXm, xmq is well-pointed if the inclusion txmu Ñ Xm is a cofibra-
tion. Standard arguments in homotopy theory give that Xm is homotopy equiv-
alent (rel. basepoint) to the space Xm` obtained by attaching an interval to Xm
at xm by 1 „ xm and taking the image xm` of 0 (at which Xm is locally con-
tractible) to be the basepoint. In this case, it is straightforward to prove thatĂŽ
mpXm, xmq » ĂŽmpXm`, xm`q rel. basepoint. Hence, by assuming that eachpXm, xmq is well-pointed, we may assume that we are using a shrinking wedgeĂŽ
mXm` to which the results of [4] apply.
Lemma 5.3. [5, Theorem 2.1] For any sequence tpXm, xmqumPN of path-connected
spaces and integer n ě 2, the homomorphism σ# : pin
´ĂŽ
mXm
¯
Ñ pin pśmXmq
splits naturally.
Proof. Fix n ě 2 and identify pin pśmXm, x0q with śm pinpXm, xmq. We define
a section s :
ś
m pinpXm, xmq Ñ pin
´ĂŽ
mXm
¯
of σ#. Consider a sequence of
maps fm P ΩnpXm, xmq, m P N. Since Xm Ď ĂŽmXm, we may form the infi-
nite concatenation
ś8
m“1 fm. Define s : pinp
ś
mXm, pxmqq Ñ pinpĂŽmXm, x0q by
sprf1s, rf2s, rf3s, . . . q “
“ś8
m“1 fm
‰
.
To see that s is well-defined consider another sequence of maps gm P ΩnpXm, xmq
such that fm » gm for all m P N. Let Hm : In ˆ I Ñ Xm be a homotopy from fm
to gm. Let A “ tA1, A2, A3, . . . u be the standard n-domain and define a homotopy
H : In ˆ I Ñ X so that H|AmˆI “ Hm ˝ LIn`1,AmˆI and Hpt1u ˆ In ˆ Iq “ x0.
Since every neighborhood U of x0 contains Xm for all but finitely many m, U
also contains ImpHmq for all but finitely many m. Thus H is continuous and
gives a homotopy from
ś8
m“1 fm to
ś8
m“1 gm. Therefore, sprf1s, rf2s, rf3s, . . . q “
sprg1s, rg2s, rg3s, . . . q, proving s is well-defined. If pm : śmXm Ñ Xm is the pro-
jection, then pm ˝ś8m“1 fm » fm making it clear that σ# ˝ s “ id.
Next, we check that s is a homomorphism. Consider elements prf1s, rf2s, . . . q
and prg1s, rg2s, . . . q in śm pinpXm, xmq. We have
sprf1s, rf2s, . . . q ` sprg1s, rg2s, . . . q “
« 8ź
m“1
fm
ff
`
« 8ź
m“1
gm
ff
“
«˜ 8ź
m“1
fm
¸
¨
˜ 8ź
m“1
gm
¸ff
“
« 8ź
m“1
pfm ¨ gmq
ff
“ sprf1 ¨ g1s, rf2 ¨ g2s, . . . q
“ spprf1s, rf2s, . . . q ` prg1s, rg2s, . . . qq
where the third equality follows from Corollary 5.2. 
Corollary 5.4. [5, Corollary 2.2] For any sequence tpXm, xmqumPN of path-connected
spaces and integer n ě 2, there is a natural isomorphism
pin
ˆĂł
m
Xm
˙
– pin`1
˜ź
m
Xm,
Ăł
m
Xm
¸
‘
ź
m
pinpXmq.
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Proof. By Lemma 5.3, the inclusion σ : ĂŽmXm Ñ śmXm induces a surjec-
tion in every dimension n ě 2 and thus the homotopy exact sequence of the pair´ś
mXm,
ĂŽ
mXm
¯
[7, Chapter IV.2] splits into short exact sequences for n ě 2.
0 // pin`1
´ś
mXm,
ĂŽ
mXm
¯ B // pin ´ĂŽmXm¯ σ# // // pin `śmXm˘ // 0
Since Lemma 5.3 also ensures that σ# splits naturally, the corollary follows. 
Remark 5.5 (Topological homotopy groups). There is a function p :
ś
m Ω
npXm, xmq Ñ
ΩnpŽmXm, x0q given by ppf1, f2, f3, . . . q “ś8m“1 fm. The continuity of f follows
easily from the fact that
ś
m Ω
npXm, pxmqq has the product topology and ĂŽmXm
has the shrinking wedge topology. If h : ΩnpśmXm, pxmqq Ñ śm ΩnpXm, xmq is
the canonical homeomorphism, then the map p˝h is continuous and induces the ho-
momorphism s in Lemma 5.3. Hence, the splitting homomorphism s is continuous
when the homotopy groups are given the natural quotient topology inherited from
the compact-open topology. For instance, if Xm is a sequence of pn´ 1q-connected
CW-complexes, then the results of [4] ensure that pin`1pśmXm,ĂŽmXmq “ 0 and
thus pinpĂŽmXmq –śm pinpXmq is, in fact, a topological isomorphism of an infinite
direct product of the discrete groups pinpXmq.
Example 5.6. For the k-dimensional Hawaiian earring Hk, we have pin pHkq –
pin`1
`ś
m S
k,Hk
˘ ‘śm pinpSkq for all n ě 2. In particular, this means that The
main result of [4] ensures that when k “ n ě 2, we have pin`1 pśm Sn,Hnq “ 0.
In the case n “ 3 and k “ 2, pi3pS2q “ Z is generated by the Hopf fibration.
Hence, as pointed out in [5, Corollary 2.2], pi3 pH2q – pi4
`ś
m S
2,H2
˘‘ ZN, where
the isomorphism type of pi4
`ś
m S
2,H2
˘
remains unknown since classical cellular
approximation and excision arguments fail to apply.
Remark 5.7. All of the technical work required to Prove Theorem 1.1 is carried
out in the domain In and allows one to consider the following infinitary extension
of the little n-cubes operad [2] used for the n-loop-space recognition principle [6].
For any m P N, consider the space Cnpmq of n-domains R “ tR1, R2, . . . , Rmu
indexed by t1, 2, . . . ,mu. Formally, let MpIn, Inq denote the space of self maps of
In with the compact-open topology. Then we take Cnpmq to be the subspace ofśm
k“1MpIn, Inq consisting m-tuples R :“ pLIn,R1 , LIn,R2 , . . . , LIn,Rmq such that
intpRkq X intpRk1q “ H when k ‰ k1. The n-disks operad acts on ΩnpX,xq in the
sense that for every m there is an action Cnpmq ˆ ΩnpX,xqm Ñ ΩpX,xq, given by
pR, tfkumk“1q ÞÑ
ś
R fk.
Sending n Ñ 8 gives the spaces C8pmq “ limÝÑn Cnpmq, which form an E8-
operad. We consider the situation where m Ñ 8. Let Cnpωq denote the sub-
space of the direct product space
ś
kPωMpIn, Inq consisting of ω-sequences R :“pLIn,R1 , LIn,R2 , LIn,R3 , . . . q such that intpRkq X intpRk1q “ H when k ‰ k1. Let
ΩnnullpX,xq denote the set of null sequences tfkukPω topologized as a subspace
of the infinite direct product
ś
kPω ΩnpX,xq. Then Cnpωq acts on the space of
null-sequences by the infinitary action Cnpωq ˆ ΩnnullpX,xq Ñ ΩnpX,xq given bypR, tfkukPωq ÞÑśR fk. A proof that this action is continuous requires a fairly te-
dious analysis of the respective direct product and compact-open topologies but is
straightforward. Moreover, it becomes clear that one can extend the little n-cubes
operad structure maps to include Cnpωq with corresponding structure maps such as
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Cnp2q ˆ Cnpjq ˆ Cnpωq Ñ Cnpωq where
ptA1, A2u, tB1, B2, . . . , Bju, tC1, C2, C3, . . . uq ÞÑ tD1, D2, . . . , Dj , E1, E2, E3, . . . u
for Dk “ LIn,A1pBkq and Ek “ LIn,A2pEkq. Finally, we recall the known fact that
the space Cnpmq is pn´ 2q connected for n ě 2 [6]. The rigidity of the homotopies
used to prove the unrestricted infinite case of Theorem 1.1 implies that Cnpωq is
path connected; whether or not Cnpωq is pn ´ 2q-connected seems plausible but
remains unproven.
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