Abstract. In transfer learning the aim is to solve new learning tasks using fewer examples by using information gained from solving related tasks. Existing transfer learning methods have been used successfully in practice and PAC analysis of these methods have been developed. But the key notion of relatedness between tasks has not yet been defined clearly, which makes it difficult to understand, let alone answer, questions that naturally arise in the context of transfer, such as, how much information to transfer, whether to transfer information, and how to transfer information across tasks. In this paper we look at transfer learning from the perspective of Algorithmic Information Theory, and formally solve these problems in the same sense Solomonoff Induction solves the problem of inductive inference. We define universal measures of relatedness between tasks, and use these measures to develop universally optimal Bayesian transfer learning methods.
Introduction
In Transfer Learning (TL) (e.g. [1], [2] ) we are concerned with reducing sample complexity required to learn a particular task by using information from solving related tasks (see [3] for a review). Each task in TL corresponds to a particular probability measure generating the data for the task. Transfer learning has in general been inspired by noting that to solve a problem at hand, people almost always use knowledge from solving related problems previously. This motivation has been borne out by practical successes; TL was used to recognize related parts of a visual scene in robot navigation tasks, predict rewards in related regions in reinforcement learning based robot navigation problems, and predict results of related medical tests for the same group of patients etc. A key concept in transfer learning, then, is this notion of relatedness between tasks. As we will see, it is not yet clear what the proper way to define this notion is (see also [4] ), and in addition to being conceptually troubling, this problem has also hampered development of even more powerful and principled transfer algorithms.
Many current TL methods are in essence based on the method developed in [1] . The basic idea is to learn m related tasks in parallel using neural networks, with all the tasks defined on the same input space (Fig. 1) . Different tasks are related by virtue of requiring the same set of good 'high level features' encoded by the hidden units. The hope is that by training with alternating training samples from different tasks, these common high level features will be learned quicker. The same idea has been used for sequential transfer -i.e. input-to-hidden layer weights from previously learned related tasks were used to speed up learning of new tasks. So tasks are considered related if they can be learned faster together than individually -i.e. if they have a common near-optimal inductive bias with respect to a given hypothesis space (e.g. the common hidden units in Fig. 1 ).
This case was analyzed extensively in a PAC setting in [5] . Here a probability distribution P was assumed over the space of tasks, and bounds were derived on the sample complexity required to estimate the expected error (with respect to P ) of the m tasks when the tasks were learned using a sub-space of the hypothesis space. That is bounds were derived for sample complexity for estimating fitness of inductive biases. Most work done on TL is subsumed by this analysis, and they all begin with the assumption that tasks have a common, near optimal inductive bias. So no actual measure of similarity between tasks is prescribed, and hence it becomes difficult to understand, let alone answer, questions such as 'how and when should we transfer information between tasks ?' and 'how much information should we transfer ? '. There has been some work which attempts to solve these problems. [4] gives a more explicit measure of relatedness in which two tasks P and Q are said to be similar with respect to a given set of functions F if ∃f ∈ F such that P (a) = Q(f (a)) for all events a. Using F , the authors derive PAC sample complexity bounds for the error of each task (as opposed to expected error in [5] ), which can be smaller than single task bounds under certain conditions. More interesting is the approach in [6] (see Sects. 4.3, 6) which gives PAC bounds in the setting of [5] . Here, the sample complexity is proportional to the joint Kolmogorov complexity of the m hypotheses, and so the Kolmogorov complexity measures task relatedness. However, the bounds hold only for ≥ 8192 tasks (Theorem 3).
In this paper we address the problems with transfer learning mentioned above in the framework of Algorithmic Information Theory. Our aim will be to look at what is the best we can do (most amount of similarity between tasks we can uncover, most amount of information we can transfer etc.) given unlimited amount of computational time and space. We use and extend the theory of Information Distance [7] to measure relatedness between tasks, transfer the right amount of information etc. For our task space we restrict ourselves to probability measures that are lower semi-computable, which is reasonable as it covers all situations where we learn using computers. In this space the Information Distance is a universal measure of relatedness between tasks. We give a sharp characterization of Information Distance by showing it is, upto a constant, equal to the Cognitive Distance (Theorems 3.1 and 3.2, which are quite interesting results in and of themselves). Based on this distance we develop universally optimal Bayesian transfer learning methods for doing sequential transfer (Theorem 4.1). We show that sequential transfer is always justified from a formal perspective (Theorem 4.2). We also show that, while universally optimal parallel transfer/multitask learning methods exist (Theorem 4.3), in contrast to sequential transfer methods, it is not clear that these methods are transfer learning methods or are justified when we do not know a-priori that parallel transfer will be useful.
Preliminaries
We use a := b to mean expression a is defined by expression b. For any finite alphabet A, let A * , A n , A ∞ be the set of all finite strings, length n strings and infinite sequences in A respectively. Let ε be the empty string. For x, y ∈ A * , xy denotes y concatenated to the end of x. Let l(x) denote the length of a finite string x. We use ·, · to denote a standard bijective mapping from A * ×A * → A * . m denotes the m-arity version of this, and 
We use the same convention for all the usual binary inequality relations. Let 2 −∞ := 0, log := log 2 andm the self delimiting encoding of m ∈ IN using l(m) + 2l(l(m)) + 1 bits [8] .
We fix a reference prefix universal Turing machine U : B * × A * → A * , where B := {0, 1} is the alphabet for programs, and A, A ⊃ B, is an arbitrary alphabet for inputs and outputs. Fixing U as a reference machine is fine because of the Invariance Theorem -see [8] . The prefix property means that programs are selfdelimiting and the lengths of programs satisfy the Kraft inequality: p 2 −l(p) ≤ 1. U (p, x) denotes running the program p on input x. When it is clear from the context that p is a program, we will denote U (p, x) simply by p(x). A real function f is upper semi-computable if there is a program p such that for x, t ∈ IN, 1)
−n , and p( x, n ) halts in finite time.
Universal Transfer Learning Distances
In this section we will first describe our task space and the learning problem we consider. Then we will discuss our universal transfer learning distances.
Task Space V and the Learning Problem
We consider as our task space a particular subset of the set of all semi-measures.
f (x) is the 'defective probability' that a particular infinite sequence starts with the prefix string x (f is a probability measure if f (ε) = 1 and the inequality is an equality). So f is equivalent to a probability measure p defined on [0, 1] such that f (x) = p([0.x, 0.x + |A| −l(x) )) where 0.x is in base |A|. The conditional probability of the next letter being a given the string x observed so far is f (a|x) := f (xa)/f (x). [9] showed that the set of all lower semi-computable semi-measures is recursively enumerable. That is, there is a Turing machine T such that T ( i, · ) lower semi-computes f i (·), the i th semi-measure in this effective enumeration. Since U is universal, for each i ∈ IN, there is a program p i such that p i (x) = T ( i, x ). Let V be the enumeration of these programs -i.e. p i ∈ V lower semi-computes f i , and each lower semi-computable semi-measure f is computed by at least one p j ∈ V. We will consider enumerable subsets V ′ of V as our task space, as any probability measure that we may expect to be able to learn must either belong to the set of computable measures, or have a reasonable approximation (however it may be defined) that does. V is the largest superset of this that contains any Bayes mixture of its own elements, which is important in Sect. 4 (see also [10, Sect. 2.6] and [8] ).
The learning problem we consider is the online learning setting. When learning task µ, at each step t, a ∈ A is generated according to µ(.|x), where x is the sequence of length t − 1 generated by µ in the previous t − 1 steps. The learning problem is to predict the letter a at each step (see e.g. [10, Sect. 6.2] for how i.i.d. learning problems are a special case of this setting).
Universal Transfer Learning Distance
We want our transfer learning distance to measure the amount of constructive information µ, ϕ ∈ V contain about each other. Elements of V are strings, and the following defines amount of constructive information any string y contains about another string x. Definition 3.2. The conditional Kolmogorov complexity of x given y, x, y ∈ A * is the length of the shortest program that outputs x given y :
Conditional Kolmogorov complexity measures absolute information content of individual objects, and is a sharper version of information-theoretic entropy which measures information content of ensemble of objects relative to a distribution over them. When y = ε, the above is just called Kolmogorov complexity and denoted by K(x). For m strings we use m -e.g. K(x, y|z, w) := K( x, y | z, w ) etc. We will use the following minimality property of K(x|y) -for any partial, non-negative, upper semi-computable function f :
Kolmogorov complexity is upper semi-computable, which is in agreement with our desire to investigate information transfer in principle. See [8] for the above results and a comprehensive introduction to AIT.
To measure the amount of information two strings contain about each other in [7] the authors defined the following upper semi-computable function:
* is the length of the shortest program that given x outputs y, and vice versa:
So for µ, ϕ ∈ V, E 0 (µ, ϕ) measures the amount of information µ and ϕ contain about each other. Hence E 0 is the natural candidate for a transfer learning distance. We will however use a sharper characterization of E 0 :
* is given by
E 1 is upper semi-computable -we simply upper semi-compute in 'parallel' (by dovetailing) each term in the definition of E 1 . In [7] it was proved:
We will actually prove a sharper version of the above where the log term is replaced by a constant. Now, we need: Definition 3.5. An admissible distance D is a partial, upper semi-computable, non-negative, symmetric function on A * × A * with ∀y x 2 −D(x,y) ≤ 1 ( we will assume D(x, y) = ∞ when it is undefined). Let D be the set of admissible dis-
In [7] it was shown that ∀D ∈ D, ∀x, y ∈ A * E 1 (x, y)
That is, E 1 is universal in D (this was proven via (1) with f = D, as D satisfies the requisite conditions due to its admissibility). Note that [7] showed that the above holds for admissible metrics, but as pointed out in [11] this holds for admissible distances as well. Admissible distances include admissible versions of Hamming, Edit, Euclidean, Lempel-Ziv etc. distances [7, 11, 12] . See [7] for an eloquent account of why admissible distances (and distances satisfying the Kraft Inequality) are interesting for strings. Normalized, practical versions of E 1 has been applied very successfully in various clustering tasks -see [11] and especially [12] . We now state a sharper version of (2) (the proof is in the Appendix).
Theorem 3.1.
Given Theorem 3.1, we now define:
Definition 3.6. The transfer learning distance between two tasks µ, ϕ ∈ V is defined as E 1 (µ, ϕ).
So from the above, we immediately get that transfer learning distance is universal in the class of admissible distances that may be used for measuring task similarity. This formally solves the conceptual problem of how one measures task similarity. We will use this distance function in Sect. 4 to formally solve other problems in transfer learning mentioned in the Introduction and give more reasons why it is sufficient to consider only admissible distances (see discussion following the proof of Theorem 4.1). E 1 and K are sufficient for sequential transfer (Sect. 4.2), however, for parallel transfer/multitask learning (Sect. 4.3), we do not even need this, as it is not clear that these are transfer methods.
Universal Transfer Learning Distance for m Tasks
The material in this section may be skipped as it is not used below, but we include it here for the sake of completeness and because the results are interesting in and of themselves. We also hope that the functions here will find application in task clustering problems which are important for designing 'Long Lived' transfer learning agents [3] , and in clustering problems in general, as in [12] . The distance functions in this section apply to arbitrary strings in addition to elements of V.
) be the set of permutations of elements of X m1 i . Then, to generalize E 0 to measure how much each group of m 1 x j s, 0 < m 1 < m, contain about the other m − m 1 x j s, we define:
* is the length of the shortest program that given any permutation of m 1 x j s, 1 < m 1 < m, outputs a permutation of the other m − m 1 x j s. That is:
1 is upper semi-computable by the same reasoning E 1 is. We can now state the analogue of Theorem 3.1 for m strings (the proof is in the Appendix): 
Universal Bayesian Transfer Learning
In this section we will discuss how to do transfer learning in Bayes mixtures over enumerable subsets V ′ of V, which we consider as our task spaces. That is we will present a transfer learning analogue of Solomonoff Induction [13] . First we will discuss relevant error bounds for Bayesian sequence prediction, and then we will present our transfer learning methods.
Bayesian Convergence Results

A Bayes Mixture M over V
′ is defined by:
where W is a prior with W (µ i ) ≥ 0 for each µ i and µi∈V ′ W (µ i ) ≤ 1. Then the following well-known extraordinary result holds true ∀µ j ∈ V ′ :
Note that, for finite − ln W (µ j ), convergence is rapid; the expected number of times t |M(a|x) − µ j (a|x)| > ǫ is ≤ − ln W (µ j )/ǫ 2 , and the probability that the number of ǫ deviations > − ln W (µ j )/ǫ 2 δ is < δ. Now define:
Definition 4.1. For a prior W , the error bound under (5) is defined as Eb W (µ) := − ln W (µ). A prior W is said to be universally optimal in some
As we wish to investigate transfer in the limit, we will only consider lower semi-computable priors. Of particular interest is the Solomonoff-Levin prior: 2 −K(µi) . In this case, the error bound is K(µ j ) ln 2. This is intuitively appealing because it shows the smaller the code for µ j , the smaller the bound, which is a instantiation of Occam's razor. In addition, for any other lower semi-computable prior W , the error bound − ln W (µ j ) is upper semi-computable, and − ln W/ ln 2 satisfies the conditions for (1) (with y = ε and W (x) undefined if x ∈ V ′ ), so:
i.e. the Solomonoff-Levin prior is universally optimal in the class of lower semicomputable priors. Equation (5) was first proved in [13] for V ′ = V and A = B, and was then extended to arbitrary finite alphabets, V ′ s and bounded loss functions in [10] , [14] . In [10] Hutter has also shown that Bayes mixtures are Pareto optimal, and that if µ j ∈ V ′ , but there is a ρ ∈ V ′ such that ∀t ∈ IN, the t th order KL divergence between ρ and µ j ≤ k, then Eb W (µ j ) = − ln W (ρ) + k.
Universal Sequential Transfer Learning
We assume that we are given tasks ϕ 1 , ϕ 2 , · · · , ϕ m−1 , ϕ i ∈ V, as previously learned tasks. We do not care about how these were learned -for instance each ϕ i may be a weighted sum of elements of V ′ after having observed a finite sequence x W D is defined in terms of g because we do not want to put restrictions on how the distance function D may be used to induce a prior, or even what constraints D must satisfy other than being symmetric. Definition 4.3. Our universal transfer learning scheme is the prior ξ TL (µ i |ϕ) := 2 −K(µi|ϕ) . Our TL distance based universal transfer learning scheme for Bayes mixtures over V ′ is the prior ξ DTL (µ i |ϕ) := 2 −E1(µi,ϕ) .
For ξ DTL we use E 1 instead of E m 1 because E 1 measures amount of information between the m th task and previous m − 1 tasks, which is what we want, whereas E m 1 measures amount of information between all possible disjoint groupings of tasks, and hence it measures more information than we are interested in. ξ DTL is a prior since µi∈V ′ 2 −E1(µi,ϕ) ≤ µi∈V ′ 2 −K(µi|ϕ) ≤ 1 (K(µ i |ϕ) being lengths of programs). As E 1 (·, ϕ) and K(·|ϕ) are upper semi-computable, ξ DTL and ξ TL are lower semi-computable.
So in the Bayesian framework ξ DTL automatically transfers the right amount of information from previous tasks to a potential new task by weighing it according to how related it is to older tasks. ξ TL is less conceptually pleasing as K(µ i |ϕ) is not a distance, and a goal of TL has been to define transfer learning scheme using TL distance functions. But as we see below, ξ TL is actually more generally applicable for sequential transfer.
Theorem 4.1. ξ TL and ξ DTL are universally optimal in the class of transfer learning schemes and distance based transfer learning schemes respectively.
Proof. Let W be a transfer learning scheme. Eb ξTL (µ) = K(µ|ϕ) ln 2 and Eb W (µ) = − ln W (µ|ϕ). W is lower semi-computable, which implies − ln W is upper semicomputable; − ln W/ ln 2, restricted to V ′ , satisfies the requisite conditions for
(1) with y = ϕ, and so Eb ξTL (µ) 
Note that for W D the error bound is given by − ln W D / ln 2 which is ∈ D, and so whether D itself is admissible or not is irrelevant. This further justifies considering only admissible distances. So from the theorem and discussion above, our method formally solves the problem of sequential transfer. It is universally optimal, and it automatically determines how much information to transfer. Additionally, ξ TL does not transfer information when the tasks are not related in the following sense. By (6), the non-transfer universally optimal prior is 2 −K(.) , with error bound K(µ) ln 2. As K(µ|ϕ) + ≤ K(µ) (by definition), we have Theorem 4.2. ξ TL is universally optimal in the class of non-transfer priors.
The above implies, that, from a formal perspective, sequential transfer is always justified -i.e. it never hurts to transfer (see last paragraph of Sect. 4.3).
Universal Parallel Transfer Learning
Multitask learning methods are considered to be 'parallel transfer' methods, but as we will see in this section, it is not entirely clear if this is true. In parallel transfer we learn m related tasks in parallel. There are m generating semi-measures
respectively. At step t, µ i generates the t th bit of sequence x (i) in the usual way. To apply (5) in this scenario, we assume that our semi-measures are defined over an alphabet A m of size |A| m , i.e. we use an m vector of A to represent each element of A m . So given a sequence x of elements of A m , i.e. x ∈ A * m , x (i) will be the i th components of vectors in x, for 1 ≤ i ≤ m. A semi-measure over A m is now defined as in Definition 3.1. Our task space V m is now defined by:
We denote the m different components of ρ ∈ V m by ρ m i . It is easy to see that V m is enumerable: as we enumerate V, we use the m map to determine the elements of V that will be the components of a particular ρ ∈ V m . We will consider as our task spaces enumerable subsets V 
The universal parallel transfer learning scheme is defined as the prior: [6] to analyze multitask learning in a PAC setting (as mentioned in the Introduction). However, ξ PTL is also the non-transfer Solomonoff-Levin prior for the space V m . Therefore, it seems that in multitask transfer, in contrast to sequential transfer, no actual transfer of information is occurring. Plain single task learning is taking place, but in a product space. The benefit of this is not clear from a formal perspective as K(x) + ≤ K(y 1 , y 2 , x, · · · , y m−1 ), and so this type of 'transfer', in general, should not help learning. Note that, for other performance measures (e.g. sum of the errors for the m tasks) where the error bound is − ln W m , via similar arguments as above 2 −K(.) etc. will still be the universally optimal prior. However: In the majority of multitask learning methods used in practice, each x (i) corresponds to training samples for task i. In a Bayesian setting, for each task i, x (j) , j = i now function as prior knowledge, and we have priors of the form : W (µ|x (j) , 1 ≤ j ≤ m, j = i). So current multitask learning methods seem to be performing m sequential transfers in parallel, rather than 'pure' parallel transfer. However, it has been observed that transferring from unrelated tasks hurts generalization [1], which, given Theorem 4.2, seems to contradict the above conclusion. Nonetheless, our own empirical investigations [15] lead us to believe that this is not because of parallel transfer but use of improper algorithms.
Kolmogorov Complexity of Functions
One natural definition of Kolmogorov complexity of a function f given string q is K ′ (f |q), the length of the shortest program that computes f given q as extra information [16, Sect. 7] , [17, Sect 2.2.3] . So one objection to the definitions in this paper may be that, since we are interested in µ ∈ V as semi-measures (i.e. functions), perhaps we should define the complexity of µ ∈ V as K ′ (µ|q). However K ′ is not computable in the limit, so to address this concern, we adapt the definition in [16] , and define K ′′ (µ|q) (which is upper semi-computable):
The above definition means K ′′ (µ|q) is the length of the shortest program that given q as input, outputs a program α that provably lower semi-computes (denoted by ⇑) the same semi-measure as µ. The proof is in a formal system F, in which we can formalize equality of programs in the sense of ⇑. Formulas in F are enclosed in § § -so § ∀x : µ(x) ⇑ α(x) § is true if and only if ∀x, U (µ, x) ⇑ U (α, x). Another property of F we use is that the set of correct proofs is enumerable (see [16] for more details). The following is true:
Lemma 5.1. Let arg K ′′ (µ|q) denote the α that is the witness in Definition 5.1. Then, 1) ∀µ ∈ V, q ∈ A
Proof. The results are mostly self-evident. Part 1 follows from definition since each µ ∈ V provably computes the same function as itself. For part 2, fix q ∈ A * , ϕ ∈ V, and n ∈ IN. Now by the theory of random strings (see [8] ), there exists infinitely many incompressible strings -i.e. strings s such that K(s|ϕ, K(ϕ|q), q) ≥ l(s). Let l(s) = n, and construct a µ ∈ V which is just ϕ with s encoded in it at a fixed position t. Now K(µ|q) + = K(s, ϕ|q), since, using t, given a program to generate µ given q, we can recover ϕ and s from it, and given a program to generate s, ϕ given q, we can construct µ. A fundamental and deep result in AIT, due to Gacs and Chaitin, gives us K(s, ϕ|q)
Part 3 follows from definition. For part 4, for each ϕ ∈ V, by the method in part 2, there are infinitely many µ ∈ V such that ∀x, ϕ(x) ⇑ µ(x) provably . So µi∈V 2 −K ′′ (µi|q) = ∞, as infinitely many µ i s have the same K ′′ (µ i |q) value. ⊓ ⊔ Parts 1 and 2 in the lemma show that the K ′′ s can uncover much more similarity between tasks than K. However, there is no advantage to using K ′′ for Bayesian transfer learning, as for any enumerable set V ′ , the set of programs V ′ proof that are provably equal to the elements of V ′ is also enumerable (because the set of correct proofs in F are enumerable). Therefore we get that for any
Since the error bound in Bayes mixtures depends only on the weight assigned to the generating semi-measure , from part 3 of the above lemma, substituting V ′ with V ′ proof counteracts the benefit of using K ′′ . However, part 2 in the lemma shows that K ′′ deserves further study.
Discussion
In this paper we formally solved some of the key problems of transfer learning in the same sense that Solomonoff Induction solves the problem of inductive inference. We defined universal transfer learning distances and showed how these may be used to automatically transfer the right amount of information in our universally optimal Bayesian sequential transfer method. We also showed that from a formal perspective sequential transfer is always justified, and while optimal parallel transfer method exists, it is not clear that it is a transfer method; so this needs further investigation. We also showed that practical parallel transfer methods (i.e.
[1]) may in fact be sequential transfer methods in disguise. Practical approximations to our methods to transfer information across arbitrary databases from the UCI ML repository are described in [15] . We note that the results and discussion in Sect. 3 and 4 (except the results of Sect. 4.3) also apply when instead of previous tasks we use arbitrary strings. So our methods are also universally optimal Bayesian methods for using prior knowledge. We will conclude with a brief comparison of our method to [6] . [6] deals only with finite sample spaces, and computable tasks and hypothesis spaces, and gives PAC bounds, where the sample complexity required to bound the error for given ǫ, δ is proportional to Kolmogorov Complexity of the m hypothesis being considered. The number of tasks required for the bounds to hold is ≥ 8192 (Theorem 3). In contrast, our results are elegant and far more general. They are incomputable, but serve as explicit guidelines on how one may approximate them to design principled and powerful practical algorithms [12, 15] .
Appendix: Proofs
Proof of Theorem 3.1. E 0 (x, y)
Proof. Let p be a program such that p(x) = y and p(y) = x. So by definition E 1 (x, y) ≤ l(p) for all such p. Since arg E 0 (x, y) is a such a p, we have E 1 (x, y) + ≤ E 0 (x, y). Now we prove the inequality in the other direction. Fix any two strings α, β and set E 1 (α, β) = E1. Now we will derive a program q E1 with l(q E1 ) + = E1 which given α outputs β and given β outputs α. We will do so by constructing a graph G that assigns a unique color/code of length ≤ E1 + 1 to each pair of strings x, y with E 1 (x, y) ≤ E1, and the code will turn out to be more or less the program q E1 we need to convert α to β and vice versa. We note that the proof of (2) also uses a similar graph construction method. Define G := (V, E) with vertices V and undirected edges E: V := {x : x ∈ A} and E := {{x, y} : x ∈ A, y ∈ A x }, where, A := {x : ∃y, E 1 (x, y) ≤ E1} and ∀x ∈ A, A x := {y : E 1 (x, y) ≤ E1} .
The degree of x ∈ V is |A x | by construction. Hence the maximum degree of G is ∆ G = max x∈A |A x |. We define the set of colors/code C E1 as:
C E1 := {p0 : p ∈ B} ∪ {p1 : p ∈ B}, where, B := {p : p(x) = y, x ∈ A, y ∈ A x , l(p) ≤ E1} . q E1 will need to dynamically construct G and C E1 , and assign a valid coloring to the edges in G using C E1 . For this, all we need is E1. We run all programs p with l(p) ≤ E1 on all x ∈ A * in 'parallel' by dovetailing and record triples (p, x, y) such that p(x) = y. Whenever we record (p, x, y) we check to see if we have previously recorded (q, y, x). If so, we add p0, p1, q0, q1 to C E1 , x, y to V and {x, y} to E. Of course, if any of these already exist in the respective sets, we do not add it again. We color a newly added edge {x, y} using a color from C E1 using the First-Fit algorithm -i.e. the first color that has not been assigned to any other {x, w} or {y, z}. So, by dynamically reconstructing G, given x (y) and the color for {x, y}, q E1 can use the color to recognize and output y (x).
That C E1 has sufficient colors to allow valid coloring can be seen as follows. p ∈ B iff l(p) ≤ E1 and for some A x , y ∈ A x , p(x) = y. So for each A x , for each y ∈ A x , ∃p y ∈ B, and p y = p y ′ ∀y ′ ∈ A x , y ′ = y since p y (x) = y ′ . This means, for each A x , |C E1 | ≥ 2|A x |, or |C E1 | ≥ 2∆ G . By the same reasoning and the construction procedure above, as we dynamically construct G and C E1 , the estimates C t E1 and ∆ t G at step t of the construction process also satisfies |C Each color/code in C E1 is at most E1 + 1 in length by construction. So, as we construct G, α and β shows up in the graph at some point with code/color (say) γ, and l(γ) ≤ E1 + 1. From construction of C E1 , γ is a self-delimiting string p, followed by 0 or 1. γ and E1 can be encoded by a string pa0 E1−l(p) 1, where a is 0 if γ = p0, or 1 if γ = p1, and 0 E1−l(p) is 0 repeated E1 − l(p) times. The desired program q E1 has encoded in it the string pa0 E1−l(p) 1 at some fixed position, and q E1 (z) works as follows. q E1 decodes p (which is possible as it is self-delimiting) and then reads the next bit, which is a, to get γ. It computes E1 from counting the number of 0s after a and l(p). When a = 0,
