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Abstract
We prove that three graphs of order n and size less than or equal to n − 3 can be packed
(edge-disjointly) into the complete graph Kn. c© 2001 Published by Elsevier Science B.V.
1. Introduction
We use standard graph theory terminology. We consider in our study only simple
undirected graphs.
Let G = (V; E) be a graph of order n. An embedding of G into the complete graph
Kn is a couple (; ˜) in which  is a bijection V → {1; : : : ; n} = V (Kn) and ˜ is the
injection E → E(Kn) induced by  (i.e. for any edge ij ∈ E, ˜(ij) = (i)(j)). We
will speak more simply of the embedding  of G.
A packing of k graphs G1; G2; : : : ; Gk of order n into Kn is a k-tuple (1; 2; : : : ; k)
in which i is an embedding of Gi = (V; Ei) for 16i6k such that the k sets ˜i(Ei)
are disjoint.
We say that the k graphs Gi are together packable, or that the k-tuple (G1; G2; : : : ; Gk)
is packable if there exist such a packing. We are mainly interested in the packing of
triples, i.e. of three graphs of order n into the complete graph.
Sauer and Spencer proved in [10] the following result (an analogous result for two
graphs was proved earlier in [2]).
Theorem 1. Let G and H be two graphs of order n. If |E(G)|6n− 2 and |E(H)|6
n− 2; then G and H are packable.
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This result has been obtained independently by Bollob.as and Eldridge who made the
following conjecture [1].
Conjecture 2. Let G1; : : : ; Gk be k graphs of order n. If |E(Gi)|6n − k; i = 1; : : : ; k,
then G1; : : : ; Gk are packable into Kn.
The main result of this paper is to prove the case k = 3 of the above-mentioned
conjecture, i.e. the following theorem.
Theorem 3. Let G1; G2 and G3 be three graphs of order n and size less than or
equal to n− 3. Then G1; G2 and G3 are packable into Kn.
Let us mention that some related problems have already been considered. For in-
stance, in the case of trees the hypothesis on the size may be improved.
The Irst theorem concerning the packing of three trees was probably proved in
connection with the following well-known conjecture stated by Gy.arf.as in [3], which
remains still open.
Conjecture 4. Let Ti denote a tree of order i. The sequence of trees T2; T3; : : : ; Tn can
be packed into Kn.
The above conjecture is sometimes called the tree packing conjecture (TPC). Hobbs
et al. [5] proved that
Theorem 5. Any three trees of orders n1¡n2¡n36n; respectively; can be packed
into Kn.
Inspired by the above theorem, a similar result was obtained in [12].
Theorem 6. Any three trees of order n− 1 can be packed into Kn.
Observe that if we study the packing into the complete graph Kn, we can assume
that all the graphs we pack are of order n. For, if we pack graphs of order less than
n, we always may add to them some isolated vertices. So, Theorems 5 and 6 can be
considered as theorems about the packing of forests.
The Irst result concerning trees of order n was found by Hedetniemi, Hedetniemi
and Slater in [4]. It solves the problem of packing two trees.
If one restrains the study to the packing of three copies of the same graph, one can
slightly improve the hypothesis on the size. The following theorem was proved in [14].
Theorem 7. Let G = (V; E) be a graph of order n; G = K3 ∪ 2K1; G = K4 ∪ 4K1. If
|E(G)|6n− 2; then there exists a 3-placement of G.
H. Kheddouci et al. / Discrete Mathematics 236 (2001) 197–225 199
Motivated by this result, Wang and Sauer considered the 3-placement of a tree.
Observe that if there is a 3-placement of a tree T in Kn then we have obviously
3(n−1)6( n2 ) which implies that n¿6. Moreover, since the vertex v ∈ V (T ) such that
d(v) = (T ) must be placed with two other vertices of degree at least one, one must
assume that (T )6n− 3.
However, these trivial necessary conditions are not suKcient as it is shown by the
example of S ′′6 , where S
′
n is a tree obtained from a star Sn−1 by inserting a new vertex
on an edge and S ′′n is a tree obtained from a star Sn−2 by inserting two new vertices
on one edge. This fact was Irst observed by Huang and Rosa in [6].
Wang and Sauer [11] proved the following.
Theorem 8. Let T be a tree of order n; n¿6; T = Sn; T = S ′n and T = S ′′6 . Then
there exists a 3-placement of T .
The general theorem about the packing of three trees of maximal size was given
by Mah.eo et al. in [8] and the general case of the packing of three forests, which
generalizes all above results concerning tree-packing, was given by Sacl.e and Wo.zniak
in [9].
We mention Inally a conjecture closely related to that of Bolloba.s and Eldridge,
maybe with some few exceptions, k copies of the same graph of size at most n−k+1
can be packed together into Kn (this result was proved for k = 3 in [14]).
The main references of this paper and of other packing problems are the last chapter
of Bollob.as’s book [1], the 4th Chapter of Yap’s book [15] as well the survey papers
[13,16].
2. Terminology and lemmas
2.1. Basic deCnitions
The proof of Theorem 3 is by induction on n. The property is obvious for n64 and
easy by a simple inspection of the few cases for n= 5.
In order to achieve the proof, it is suKcient, under the hypothesis that the theorem
holds up to order n−1, to prove that any three graphs of order n and size exactly n−3
are together packable. Note that a graph with the given order and size must have at
least three connected components which are trees (possibly isolated vertices). We will
denote by F(G) the forest-part of the graph G, by I(G) its set of isolated vertices,
and by F ′(G) the induced subgraph F(G) \ I(G).
For 16i6k, let Gi be a graph of order n, and Si be a subset of order l of V (Gi).
Assume there is a packing ′ of the k-tuple (G′1; : : : ; G
′
k) with G
′
i =Gi \ Si into Kn−l=
Kn \ {n − l + 1; : : : ; n}. We say that a packing  of the Gi’s into Kn is an extension
of ′ if its restriction to the G′i ’s is equal to 
′. Almost every proof will consist of
Inding a set Si for each graph of some triple, called set of removed vertices, using
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Fig. 1. Some types of extensions.
the induction hypothesis for the existence of ′, and Inally constructing an extension
 to the original triple. We will name pendent edges the edges between each Si and
the corresponding G′i .
The neighbourhood of any vertex x in a graph G will be called N (x), and N [x] will
denote the set N (x) ∪ {x}, the closed neighbourhood of x. We say that two distinct
vertices x; y have independent neighbourhoods if N (x) ∩ N (y) is empty.
A vertex of degree 1 will be called end-vertex. For any connected component of
size at least 2, the neighbour of an end-vertex is called the knot of this end-vertex.
A knot is simple if it is the knot of only one end-vertex, otherwise it is a multiknot.
2.2. ClassiCcation of graphs
We say that G is a p-extension (of a graph G′) if G has p vertices (called removed
vertices) together covering at least p edges of G.
We will say that a p-extension is obtained by an INS (independent neighbourhood
sets) if p − 2 of the removed vertices are isolated and the two others have indepen-
dent neighbourhoods. For short we will speak of a p-INS-extension. If moreover the
two last vertices are non-adjacent, we call it a p-ICNS-extension (independent closed
neighbourhood sets).
As a special case of p-extensions, we call G a tripod-extension if it is a 3-extension
such that the edges between the three removed vertices and the remaining part of the
graph are independent (see Fig. 1a, for a maximum tripod-extension).
We give special name for some tripod-extensions, which play important roles in
our proof. We call a -extension a tripod-extension with no edge between the three
removed vertices. In this case we will say that G belongs to the class  or simply is
a -graph (see Fig. 1b).
Note that if F ′(G) contains at least three trees, G is necessarily a -graph. So
G may not be a -extension only if F ′(G) is empty, or consists of one star K1;p
(with p¿1), two stars or one star-path-star Sr(p; q) (with p; q; r integers satisfying
p¿q¿1; r¿1), i.e. a tree obtained by joining the center (vertex of degree p) of a star
K1;p to that of a star K1; q, by a path of length r (this is a tree of order p+ q+ r+1).
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We call -extension, or -graph a tripod-extension in which one of the removed
vertices is an isolated vertex of G, the other consequently being two adjacent vertices
of degree 2 (see Fig. 1c). Note that for a graph which is neither a - nor a -graph,
F ′(G) is empty, or consists of one or two stars, or of a Sr(p; q) with r=1 and p¿ 1
or r = 2 and p¿q¿ 1.
We call a -extension, or a -graph, a tripod-extension in which two removed
vertices are end-vertices, and the third is the knot of degree 2 of one (and only one)
of them (see Fig. 1d).
We consider also another type of 3-extension: we call a mushroom-extension a
3-extension in which all the edges from the removed vertices to the rest of the graph
are incident to the same removed vertex (see Fig. 1e). In particular we call an A-graph
a mushroom-extension in which the two other removed vertices are isolated in G. To
say it more simply, it is a graph having two isolated vertices and another vertex of
degree at least 3. We say equivalently that G belongs to the class A.
Some -graphs are also A-graphs, namely:
Lemma 9. A -graph of order n and size n − 3 is an A-graph if and only if it has
(at least) two isolated vertices; i:e: if and only if |I(G)|¿2.
Proof. Indeed, if |I(G)|¿2 and all the degrees in G were 62, the degree sum would
be at most 3 + 2(n − 5) = 2n − 7 while it must be equal to the twice the size which
is 2n− 6 (note that a -graph of size n− 3 has order at least 6).
For the purpose of our proof, we need a classiIcation of the graphs which are not
-graphs. The Irst case occurs when G is an A-graph without being a -extension. In
this case, we will say G is a strict A-graph.
Suppose now that G of order n and size n− 3 is neither a - nor an A-graph. From
the previous remarks, F ′(G) has at most two components, and consequently |I(G)|¿1.
If |I(G)|¿2 all the vertices of G have degree 62, so the components of F(G) are
(possibly empty) paths, F(G) contains (at least) two isolated vertices and a path Pk
of order k¿1, the other components if any contain a total of n− 3− k +1= n− k − 2
edges, for a sum of degrees at most 2(n− k − 2), so all the degrees in them are equal
to 2, and these components are cycles.
On the other hand, if |I(G)|= 1; F ′(G) has two components, necessarily two stars,
say of orders k1 and k2, with ki¿2, and there is no other vertex of degree 61. So
the remaining components give a total of n − 3 − k1 + 1 − k2 + 1 = n − k1 − k2 − 1
edges for a sum of degrees at least 2(n− k1 − k2 − 1), therefore all their vertices are
of degree 2, and they are cycles.
To summarize, if G of order n and size n − 3 is neither a - nor an A-graph, it
must belong to one of the two following disjoint classes:
• We say that G belongs to the class B, or simply is a B-graph if F(G) consists of
two isolated vertices and a third component which is a path Pk of order k (a third
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isolated vertex for k = 1), and G \ F(G) is a disjoint union of cycles. We specify
that G is a Bk -graph according to the order of Pk .
• We say that G belongs to the class C, or simply is a C-graph if F(G) consists of
one isolated vertex, two non-empty stars, and G \F(G) is a disjoint union of cycles.
2.3. Basic lemmas
We begin the proof with some general results. In these lemmas or corollaries, all
the graphs are assumed to be of order n and size 6n − 3, and we suppose that the
theorem is true up to order n− 1. The Irst of these lemmas proves the theorem in the
case of three -graphs.
We shall divide the remainder of our proof into three parts, according to the number
of Gi in the triple, which belong to classes A, B or C. These three parts split into
several cases, according to the classes of these graphs. For instance, we say that a
triple is of the second type if two of its graphs belong to classes A, B or C, and
among these triples, case 2AC concerns the triples consisting of one -graph which is
not the class A, one A-graph and one C-graph. Note that the study of a similar triple,
in which the -graph is also an A-graph, is made in subcase 3AAC. So in case 2AC,
the -graph of the triple is implicitly assumed not to belong to class A.
The case 1A is specially diKcult, and the proof is left to the end of the paper, but
the other cases will be studied in the natural lexicographic order.
We leave to the reader most part of the details, which he may Ind in [7].
Lemma 10. Any triple of -graphs is packable.
Proof. It results from the fact that in the bipartite graph K3;p with 36p69, one may
Ind three distinct triples of independent edges. In the following Igure we show how to
pack the triple in some special case. It is understood that from each graph in the triple
are removed three end-vertices inducing the structure of the -extension. There exists
a packing of the three graphs G′ obtained by removing these vertices, and actually the
Igure gives the three extensions of such a packing to the three graphs, when the three
neighbourhoods of the sets of removed vertices are packed on the same three vertices
of Kn−3. The removed vertices are denoted in each part of the Igure by full disks and
the three locations of their neighbours, by circles. Other analogous Igures, where these
locations are unchanged, omit the circles, and give only the edges incident with the
removed vertices.
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Corollary 11. Any two -graphs are together packable with a tripod-extension.
Proof. It suKces to prove the case when the tripod-extension is maximum, but in
this case, we use the previous result, and without diKculty can add any edge between
the three removed vertices of the last graph. Note that conversely the lemma may be
viewed as a corollary of its corollary!
Lemma 12. For i= 1; 2; 3; let Gi be a - or a -graph. Then the triple (G1; G2; G3)
is packable.
Proof. From the two previous results, it remains only to study the cases with two
or three -extensions. This is left to the reader. The following Igure gives packings
when the three neighbourhoods of the sets of removed vertices are packed on a set of
three vertices in Kn−3 (up to isomorphism, there are only two distinct cases).
Lemma 13. Let G1 be a -graph; G2 a -graph; and G3 a -graph. Then the triple
(G1; G2; G3) is packable.
Proof. Again the most diKcult case is when the neighbour of one removed vertex in
G1, the (non-removed) neighbour of one removed vertex of degree 2 in G2, and the
(other) neighbour of the removed knot in G3 are packed on the same vertex of Kn−3.
Then the extension is given by the following Igure.
Packing of the following Lemmas are easy to Ind.
Lemma 14. Any two A-graphs are together packable with a mushroom-extension.
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Lemma 15. For i = 1; 2; 3, let Gi be a graph of order n and size at most n − 3
such that G1 is an A-graph, G2 and G3 are mushroom-extensions. They are together
packable in the following cases:
(1) G2 and G3 belong to the family {mushrooms with an isolated edge} ∪ {mushrooms
with an isolated vertex and a knot of degree ¿3}.
(2) G2 belongs to the previous family and G3 has a knot of degree 2 in a component
of size ¿3.
(3) G2 has an isolated vertex and a knot of degree ¿3 and G3 has a multiknot of
degree ¿3.
We will use the next result several times.
Lemma 16. Let G1 be an A-graph, let G2 contain a cycle of size 3 as a component
and let G3 be a graph containing an isolated vertex and a set of two non-adjacent
vertices with at least three edges incident to this set. Then there is a packing of the
triple (G1; G2; G3) into Kn.
The following lemma applies to a triple containing two A-graphs of size at least 4.
Lemma 17. For i=1; 2, let Gi be a 4-extension by the removal of two isolated vertices
(and two other vertices covering at least four edges) and G3 be a graph containing a
cycle C4 as a component. Then there is a packing of the triple (G1; G2; G3) into Kn.
Lemma 18 (Independent neighbourhood principle). Let G1 and G2 be two graphs of
order n. Assuming that G1 has an isolated vertex x1 and an end-vertex y1, and that
G2 has two vertices x2; y2 with independent neighbourhoods. Let G′i be the graph
Gi \ {xi; yi}; for i = 1; 2.
If the graphs G′i are together packable into Kn−2, then there exists an extension 
of this packing to the graphs Gi such that (xi) = n− 1; (yi) = n.
Proof. Let ′ be the packing of (G′1; G
′
2) into Kn−2. We may assume that
′(z1) = 1, where z1 is the neighbour of y1 in G1. By hypothesis one of the sets
′(N (x2)); ′(N (y2)) does not contain the vertex 1, say 1 ∈ ′(N (y2)). Then by putting
(x2) = n− 1; (y2) = n we obtain the required extension.
Lemma 19 (Two II principle). Let G1; G2 be two graphs of order n. For i = 1; 2,
denote by G′i the graph Gi\{xi; yi} where xi and yi are independent vertices of degrees
at most 1 having independent neighbourhoods. Then any packing ′ of (G′1; G
′
2) into
Kn−2 admits an extension  to (G1; G2) such that (xi) = n− 1 and (yi) = n.
Proof. We may assume that the four removed vertices are of degree 1, since the
other cases follow from Lemma 18. There is no more diKculty, unless the neighbours
of one removed vertex of each Gi, say of x1 and x2 are packed on the same vertex of
Kn−2. Then letting (x2) = n; (y2) = n− 1 gives an admissible extension, because of
the neighbourhoods independence.
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Lemma 20. For i = 1; 2, let Gi; xi; yi; G′i be as in Lemma 19. Moreover, let G3 be a
graph of order n having at least two isolated vertices and containing as components
respectively one of the following graphs:
(a) a star K1;p
(b) a double star S1(p; q)
(c) an extended star S2(p; q)
(with p¿q¿1 in every case). Let G′3 be obtained by removing from G3, respectively,
the knot and an end-vertex of the star in case (a), the two knots of the stars in the
other cases.
Then any packing ′ of the triple (G′1; G
′
2; G
′
3) into Kn−2 admits an extension to
the triple (G1; G2; G3).
Proof. Use Lemma 19 for extending Irst the packing to G1; G2. Note that the set
I =′(I(G′3)) is of order at least, respectively: (a) p+1, (b) p+ q+2, (c) p+ q+3.
So, in case (a) the subset I ′ of vertices in I not adjacent to n by the above extension,
is of order at least p − 1 and we can pack the knot of the star of G3 on the vertex
n ∈ Kn, packing p − 1 vertices in I ′ for the non-removed end-vertices. In case (b),
I ′ is of order at least p + q, so we can pack as well the knot of the Irst star of
G3 on n and use p vertices of I ′, beginning possibly with vertices adjacent to n− 1,
for the end-vertices of this star. Now there remains at least q vertices in I which are
not adjacent to n − 1 and we can pack the second star with its knot on the vertex
n− 1 ∈ Kn. As for case (c), the set I contains at least one vertex not adjacent to the
set {n − 1; n} and we may use such a vertex as the common neighbour of the two
knots of the extended star, and we Inish as in case (b).
This result allows, as we are going to show, the packing of any triple in which
one of the graphs is the union of isolated vertices and a star or an extended star S1
or S2. Note that these cases concern an A-graph having a tree as its only non-trivial
component, and which is neither a - nor a -graph.
Lemma 21. For i = 1; 2; 3, let Gi be a graph of order n and size at most n − 3.
Assume that G3 is isomorphic to one of the following graphs:
(a) kK1 ∪ K1;p (b) kK1 ∪ S1(p; q) (c) kK1 ∪ S2(p; q) (with p¿q¿1 in every case).
Then (G1; G2; G3) is packable into Kn.
Proof. We may assume n¿6. It suKces to prove the result for three graphs of size
n− 3, so we have k = 2 in every case.
If, for i = 1; 2, the graph Gi has a vertex xi of degree 1, then the G′i s satisfy the
hypothesis of Lemma 20 (if Gi has three non-trivial trees, there is an end-vertex yi in
a component non-containing xi, otherwise there is an isolated vertex yi). Now if for
i = 1; 2; 3 we remove from Gi the same vertices as in Lemma 20, we obtain a triple
packable into Kn−2 according to Theorem 1 since G′3 is empty.
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Note that the minimum degree &i in any component of Gi \ I(Gi) must verify &i =1
or 2 or 4&i6&i(&i + 1)62(n− 3), so in every case &i6p+ 1, and &i6p in case (a).
Assume that G2 has no vertex of degree 1, but G1 has some. If the neighbour of
this vertex is of degree 1 or 2, remove these two vertices from G1, and from G2 a
vertex of degree &2 and an isolated vertex. From G3 we remove the knot of the star
and an isolated vertex in case (a), the two knots in case (c). The triple (G′1; G
′
2; G
′
3) is
packable into Kn−2 according to Theorem 1 and we may extend the packing to (G1; G2)
according to Lemma 18. With arguments as in the proof of the previous lemma, it is
not diKcult to pack the star in case (a) or the extended star in case (c). As regards case
(b), we remove from Gi a set {xi; yi; zi} where x1 is a knot of degree 2 with end-vertex
y1 and z1 a vertex of degree 61 in another component, or y1z1 is an isolated edge and
x1 a vertex of degree &1;y2 is a vertex of degree &2 and x2; z2 two isolated vertices; x3
is the knot of degree q+ 1; z3 the other knot of the extended star, and y3 an isolated
vertex. Now the G′i ’s are together packable into Kn−3 and it is always possible to
extend such a packing by letting (xi) = n− 2; (yi) = n− 1; (zi) = n.
Finally, assume that neither G1 nor G2 has a vertex of degree 1. For i=1; 2, remove
from Gi two isolated vertices and a vertex xi of minimum degree &i¿2, and from
G3 remove the knot with two of its end-vertices in case (a), the two knots with one
isolated vertex in case (b), or with their common neighbour in case (c), so that in
every case G′3 has only isolated vertices. As above, we can pack the G
′
i ’s into Kn−3,
and we extend this packing to (G1; G2) by setting (x1) = n− 2; (x2) = n− 1. Now
in case (a) we may pack the knot on n and in case (b) or (c) the p-knot on n and
the q-knot on n− 1, using the same remarks as above.
Similarly, the following lemma solves the problem for the triples including a C-graph
without cyclic components:
Lemma 22. If one graph in the triple (G1; G2; G3) is isomorphic to K1 ∪ K1;p ∪ K1; q
with p+ q= n− 3, then the triple is packable.
Proof. Let G3 be of the form given in the hypothesis. Call x3 its isolated vertex and
y3; z3, the centre of the star K1;p, and that of the star K1; q, respectively, in G3. We
may assume that p¿q¿1 and p¿2.
Suppose Irst that for i = 1; 2, the graph Gi has two independent vertices xi; yi of
degree 1 whose neighbours are distinct. Then Gi must either be a -graph with a third
vertex of this type, or have an isolated vertex. In both cases call zi this vertex. Remove
then, for i = 1; 2, the set {xi; yi; zi} from Gi. From Theorem 1 there is a packing of
(G′1; G
′
2) into Kn−3 and Lemma 10 allows an extension  of this packing to (G1; G2).
By symmetry, we may assume that in the graph (G1) ∪ (G2), the vertices 2 and 3
(which are of degree 62) have at most one common neighbour. Now it is easy to
pack G3, possibly using this common neighbour for x3, and packing y3 on n; z3 on
n− 1 and an end-vertex of y3 on n− 2.
Suppose now that G2 still has the previous property, but G1 has not (so it must have
at least two isolated vertices, one of which we will call x1). If G1 has all the same a
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vertex of degree 1, we remove from it this vertex together with x1, and for i=2; 3 we
remove from Gi the vertices xi; yi (so G′3 is empty). Theorem 1 gives a packing for
the triple of G′i ’s into Kn−2 and Lemma 19 an extension of this packing to (G1; G2)
with (x1)=n−1. Now we may easily pack G3 by letting (y3)=n and (z3)=n−1.
Otherwise G1 must have three isolated vertices. Let x1; y1 denote two of them, and let
z1 be a non-isolated vertex of minimum non-zero degree &1 (so we have 26&16(n−
3)=26p). If G2 has an isolated edge, call it y2z2, otherwise rename z2 the vertex x2 (of
degree 1) and give the name x2 to its knot. Now the three graphs G′i =Gi \ {xi; yi; zi}
are together packable into Kn−3 and by setting (xi)=n−2; (yi)=n−1 and (zi)=n
we obtain easily an extension to our triple (it suKces, since we have &16p, to pack
&1 end-vertices of y3 with the neighbours of z1).
The same constructions work in the case where G2 has only one independent vertex.
In the second case, with an independent edge in G2 it suKces to use this edge as y2z2
and name x2 any non-isolated vertex, and if G2 has none, it suKces to name z2 any
vertex of degree 1, x2 is a knot, and y2 an isolated vertex.
Finally, if both G1 and G2 have no vertices of degree 1, the last construction still
works by taking for x2 any non-isolated vertex of G2 and for y2; z2 two isolated vertices.
2.4. A few easy cases
Case n=6: The only graphs of size 3 are the -graph 3K2, the A-graph 2K1 ∪K1;3,
the B4-graph (which is a -graph) 2K1 ∪ P4, the B1-graph 3K1 ∪ K3, and the C-graph
K1 ∪ K1;2 ∪ K2.
If the triple includes the last graph, we may use Lemma 22 and if it includes the
A-graph we may use Lemma 21. If it includes only copies of the Irst or the third graph,
use Lemma 12, and a triple consisting of two copies of the Irst and one copy of the
fourth is packable according to Corollary 11. We leave to the reader the packing of
the remaining triples (; B4; B1); (; B1; B1); (B4; B4; B1); (B4; B1; B1) and (B1; B1; B1).
Case 1B: For n¿7, any graph of the class B is a tripod-extension, therefore the
result follows from Corollary 11.
Case 1C: If the graph of class C has no cycle, we use Lemma 22 and otherwise
this graph is a tripod-extension, and we use Corollary 11.
Note that in the two previous proofs, the -graph G1 could also belong to class A.
Case 3AAA: is a corollary of Lemma 14.
3. Triples of the second type
3.1. Case 2AA
If the -graph G1 (not being an A-graph) has a tree of size at least 3, or if it has
an isolated edge, it is a mushroom-extension, so we may use Lemma 14. Thus there
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remains only the case where F ′(G1)=kP3 with k¿2. In this case, we use the following
‘2- principle’.
Lemma 23. A triple (G1; G2; G3) where G2 and G3 are A-graphs; and G1 has two
components isomorphic to P3; is packable into Kn.
Proof. Call T1; U1 the two P3-components of G1. Let x1 be an end-vertex of T1; t1 its
knot and x′1 the other end-vertex. Let y1 be the knot of U1; u1; z1 its end-vertices. Note
that replacing the edge x1t1 by x1x′1 gives another graph isomorphic to G1, so we may
interchange the roles of t1 and x′1. Let, for i = 2; 3, deIne xi be a vertex of maximum
degree in Gi; yi; zi be isolated vertices, and Ni be the neighbourhood of xi. We remove
xi; yi; zi from each Gi.
We extend a packing of the triple (G′1; G
′
2; G
′
3) into Kn−3 by setting 1(x1)=2(y2)=
3(y3) = n− 2; 1(y1) = 2(x2) = 3(z3) = n− 1 and 1(z1) = 2(z2) = 3(x3) = n. For
the moment this extension  may not induce a packing of the Gi’s.
Suppose Irst that 1(u1) is not in N = (N2 ∩ N3). By symmetry, we may assume
1(u1) ∈ 2(N2). Then  is a packing.
Now suppose the converse is true, say for instance 1(u1) = 2(u2) = 3(u3) with
ui ∈ Ni, but that 1({t1; x′1}) is not a subset of N . By the previous remarks, we may
assume 1(t1) ∈ 2(N2). By exchanging 1(x1) and 1(y1) we obtain a
packing.
It remains the case where 1(t1)=2(t2)=3(t3) and 1(x′1)=2(x
′
2)=3(x
′
3), with
{x′i ; ti ; ui}⊂Ni; i = 2; 3. Since we started with a packing ′ of the G′i ’s, t2u2 and t3u3
cannot be both edges, so we may assume t2u2 is not an edge of G2. By exchanging
2(y2) with 2(u2) we obtain a packing.
3.2. Cases 2AB and 2AC
First recall that a -extension having at least two isolated vertices belongs to class
A. On the other hand, for the triples where the A-graph is also a -graph, we can
use the same arguments as in cases 1B or 1C. Therefore, we assume throughout
that:
G1 is a -extension with at most one isolated vertex, hence at least two non-trivial
trees;
G2 belongs to class A and is not a -extension; and
G3 belongs to class B or C.
Note that if G3 is a C-graph, from Lemma 22 we may suppose it has at least one
cyclic component. We distinguish four cases, depending on the form of G1. These
cases are as follows; we show below that they cover all -extensions with at most one
isolated vertex.
Case 1: G1 has a knot of degree two.
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Fig. 2.
Case 2: G1 has two independent multiknots a and b, with independent neighbour-
hoods. Note that, since G1 has at least one vertex adjacent to neither a nor to b, this
case occurs only with n¿10.
Case 3: G1 has an isolated vertex, an isolated edge, and a knot of degree at least 3.
Case 4: G1 has two isolated edges, and a vertex of degree at least 2.
In Cases 3 and 4, we need a characterization of A-graphs of size at least 4 which
are not 4-INS-extensions.
Lemma 24. The A-graphs of order n¿7 and size n−3 which are not 4-INS-extensions
are those of Fig. 2.
We now return to the proof in this case, using, as usual, induction on n.
Case 1: If G3 is a -extension, we can use the following scheme (use the two-II
principle of Lemma 19 to extend the packing to (G1; G3)).
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We may therefore suppose that G3 has cyclic components, which are all triangles.
The following Igures give packing which diSer according to the vertices of Kn−3 to
which we must join the removed vertices of G3. We remove from G1 the knot of
degree 2 with (one of) its neighbour(s) and a vertex of degree 1 at distance at least 3
from this knot (it is obvious that the graph contains such a vertex). Denote by a; b the
vertices of Kn−3 on which are packed the neighbour of the latter vertex, and the other
neighbour of the knot, respectively. Next, we remove one vertex from each of two
C3-components T1; T2 of G3 and an isolated vertex, and as usual from G2 we remove
two isolated vertices and a vertex of degree at least 3.
If a; b are not the locations of the two neighbours of one removed vertex in G3, we
may use the following scheme.
Now suppose that the two non-removed vertices of T2 are packed on a; b.
If no neighbour of the removed vertex in G3 is packed on b use the following.
If none of the previous vertices is packed on a, use the following.
Finally, if a; b are the locations of two neighbours of the removed vertex of G2,
modify the previous packing of this graph by exchanging the isolated vertex located
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on n− 1 with the vertex located on a, as shown in Igure below.
We now give general results for the other three cases.
We may, for the remainder of case 2AC, assume that the graph G3 has no star of
size at least 3, for otherwise Lemma 15 (1) or (3) gives a packing.
Lemma 25. A triple of type 2AB or 2AC where the third graph (the graph of class
B or C) has a C4-component; is packable.
Proof. Since Case 1 is already solved, we may assume that the -graph G1 has no
knot of degree 2. If G1 has not two independent knots together covering at least four
edges, its non-trivial tree-components are all isomorphic to K2. We give two packings,
according to these cases (see the following schemes). Note that, for n¿10, we may
Ind in the A-graph G2, besides the two basic isolated vertices, a set of two independent
vertices which covers at least four edges, unless G2 is the union of two K ′1s and a star,
in which case we may use Lemma 21. For 76n69 two exceptional graphs of another
type are the graphs 1 and 6 of Fig. 2. We make some remarks about these exceptions
according to the following subcases.
In Case 2, only the sixth graph of Fig. 2 need be considered. Since G′1 is empty by
construction, we need only remove from G2 three edges, by removing three isolated
vertices and a vertex of degree 3. The previous picture, after the obvious modiIcations
for G2, still works.
In Case 3 or 4, for n = 7; G′1 and G
′
3 are empty, so there is no problem if we
remove from only three edges the Irst graph of Fig. 2 (by removing the isolated
vertices and the vertex of degree 3). If G2 is the last graph of Fig. 2, G3 is one
of the graphs 2K1 ∪ P3 ∪ C4 and K1 ∪ 2K2 ∪ C4, and G1 one of the three graphs
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3K2 ∪ C3; K1 ∪ K2 ∪ S1(2; 2), and K1 ∪ 2K2 ∪ H where H denotes the non-empty
component of the Irst graph in Fig. 2. The packings for all such triples are left to the
reader.
Lemma 26. If the graph G2 is also a -graph; then the triple is packable.
Proof. If G3 is a -graph, we use Lemma 12, and if it is a -extension, use Lemma
13. There remain the cases where G3 is a B-graph of the form 2K1 ∪ Pk ∪ pC3 with
k = 1; 2; 3; or a C-graph of the form K1 ∪ 2K2 ∪pC3. Removing from G3 two vertices
of one C3 and one end-vertex of the Pk , or of one K2, respectively, creates at least
three isolated vertices in G′3, and since there are at least three possible extensions of
a packing for a pair (;), we may easily extend the packing to G3.
Lemma 27. If the graph G3 contains a cycle of length ¿5 or a path of length ¿4
or two K1;2’s, then the triple is packable.
Proof. Assume Irst that G1 falls under Case 2. Remove from it the two multiknots,
each with one of its end-vertices. Since n¿10, G2 is a 4-INS-extension; remove from
it four vertices inducing this structure, then use the following scheme. By symmetry,
one of the pendent edges in G3 does not end in B1, and by the INS property, the other
does not end in B2, if we use the INP-principle of Lemma 18.
Let us now study the other cases. For the moment, assume that G2 is not the last
graph of Fig. 2. Suppose we are in Case 3 and G2 is a 4-INS-extension. Then we use
the following scheme.
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This scheme still works if G2 is one of the graphs 1–5 of Fig. 2 since in this case
A2 ∩ B2 contains only one vertex; so one pendent edge of G3 does not end on this
vertex.
Now assume that G1 falls under Case 4. Remove from it one isolated edge, an
end-vertex of another one, and a vertex of degree at least 2. If G2 is a 4-INS-extension,
we use the following scheme.
Note that we may assume, thanks to the INS property, that b1 does not belong to
A2. Moreover there are three possibilities for packing the removed vertices in the
Pk - or Ck -component of G3. The left pendent edge either does not end in B2 (up-
per right picture) or does not end in A2 ∪ {b1} (second right picture), or Inally
ends on b1 so does not end in A1, therefore allowing us to proceed as in the third
picture.
If G2 is not an INS-extension, b1 could belong to A2 ∩ B2. So, if G2 is one of the
graphs 1, 2 or 4 in Fig. 2, we use the following scheme (note that if there is a pendent
edge in G2, it may end on vertex other than b1, since G′2 is empty).
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If G2 is the graph 3 or 5 of the same Igure, use the following (the same remark
holds for the pendent edge in G2, and in the second picture for the C-graph G3, the
left pendent edge belonging to a K1;2 component has also two choices for its end-
vertex).
Finally if G2 is the last graph of Fig. 2 we have n= 9 and G3 is one of the graphs
2K1 ∪ P7; 2K1 ∪ K2 ∪ C5; 3K1 ∪ C6. For the two Irst graphs we can use Lemma 15
(2) or (1). The last case is left to the reader (G1 is one of the graphs K1 ∪ K2 ∪
S1(2; 2); 2K2 ∪K1;4 or K1 ∪K2 ∪H , where H is the non-empty component of the Irst
graph in Fig. 2).
Case 2: It remains only to consider the case where G3 contains two C3. Remove
them from this graph, then use the following scheme for the extension of a packing
to (G1; G3) (the intermediate graph gives all the possibilities for extending the packing
to G2).
Since in every case G2 has a 6-extension on two isolated vertices and a set S of
four other vertices such that the induced graph on S is a subgraph of C4, we can easily
pack G2 together with the previous pair.
Case 3: Since G1 has an isolated vertex, we may use Lemma 16.
Case 4: Note that if G1 does not have two isolated edges, and does not fall under
case 2, it must have an isolated vertex. In this case, use Lemma 16. Otherwise, use
the following scheme.
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4. Triples of the third type
4.1. Case 3AAB
If the B-graph has a path of length ¿3 or equal to 1, or if it contains a triangle, we
may use Lemma 14. If it has a C4-component, use Lemma 17. There remains the case
where it has a cycle of length at least 5. If both graphs G1; G2 are 4-INS extensions,
use the following scheme (the INS-structure allows us to assume that the pendent edges
of the cycle in G3 do not end in the set A1 ∪ B2).
Suppose now that G1 is a 4-INS-extension, but G2 is not (note that we have n¿8).
If G2 is one of the graphs 2 to 5 in Fig. 2, the set A2 ∩ B2 contains only one vertex.
For n=8 we have G3 = 2K1 ∪C5 and G′3 empty, so the two pendent edges end on the
same vertex, but there are three possible choices for it, so we may still assume that
this vertex is not in B2. For n = 9 we have G3 = 2K1 ∪ C6 and we may assume that
the right pendent edge does not end on A2∩B2, and therefore by symmetry, not in B2.
If G2 is the last graph of Fig. 2, we have G3 = 2K1 ∪ C6 but the two K2 components
in G′2 and G
′
3 cannot coincide under the packing 
′, so we can maintain the previous
assumption.
Finally, if both G1 and G2 are graphs in Fig. 2, the packing of the triple is easy and
is left to the reader.
4.2. Case 3AAC
If the C-graph is also a mushroom-extension, we may use Lemma 14. Otherwise its
two stars are isomorphic to K1;2 and we use the so-called two--principle (Lemma 23).
4.3. Cases 3ABB, 3ABC and 3ACC
Lemma 28. Let G1 be an A-graph; and G2 a -extension. Let G3 be a graph con-
taining an induced graph isomorphic to P3 on a set of three vertices of degree
2 (respectively; on a set of two vertices of degree 2 and one of degree 1). Then
there is a packing of the triple (G1; G2; G3) into Kn.
Proof. Let x1 be the vertex of degree 3 and y1; z1 two isolated vertices of G1. Let x2
be the isolated vertex and y2; z2 the two adjacent vertices of degree 2 of G2 which
exist by the -extension structure. Let x3; y3; z3 be the three vertices of the induced P3
of G3, in this order, with x3 of degree 1 in the second case. By induction hypothesis,
we can pack the triple of the G′i ’s, where G
′
i=Gi \{xi; yi; zi} into Kn−3. We can extend
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the packing by letting (xi) = n − 2, {y1; z1} = {n − 1; n} and using Lemma 19 for
the other vertices of G2 and G3.
Now let us study the three cases. By Lemma 22 we may assume that any C-graph
has cyclic components. Consider the two B- or C-graphs G2 and G3. If at least one of
them has a component isomorphic to C3, we may in general use Lemma 16 with this
graph as G2. Indeed, a C-graph having a non-trivial star and a non-trivial cycle satisIes
the hypothesis for G3, and so does a B-graph, unless it is isomorphic to 3K1 ∪ C3.
Therefore the only triple which does not work is (2K1 ∪ K1;3; 3K1 ∪ C3; 3K1 ∪ C3), but
this triple is easily packed into K6.
Assume now that neither of G2; G3 has a C3-component, but that one of them has
a Ck -component, with k¿5, or is a Bk with k¿4, then we may use Lemma 28 with
this graph as G3. Indeed the other is either a graph with at least one cycle of length
at least 4, or a Bk -graph with k¿3 and in both cases a -extension.
So there remains only the case where every cyclic component (if any) of graphs
G2; G3 is a C4. In cases ABB or ABC, we may apply Lemma 17 (with the C-graph as
G2 in case ABC). Consider now case ACC. Both graphs G2 and G3 must have at least
one cycle, which is by hypothesis a C4. If both have a star of size = 2 use Lemma 15.
Finally, if both are isomorphic to K1∪2K1;2∪pC4, let xi be an end-vertex of one star
in Gi, yi the knot of this star, zi an end-vertex of the other star, for i=2; 3, and let x1
be a vertex of degree ¿3 in G1 and y1; z1 two isolated vertices of this graph. By the
induction hypothesis, we can pack the triple (G′1; G
′
2; G
′
3), where G
′
i = Gi \ {xi; yi; zi},
into K ′n−3 =K
′
n \{1; 2; 3}. Now it is possible to extend this packing by setting (xi)=1
for i=1; 2; 3, (y1)=(y2)=(z3)=2 and (z1)=(z2)=(y3)=3, since for i=2; 3
there are two possible choices for packing the second edge incident to yi.
4.4. The other cases of the third type
In all remaining cases of the third type the three graphs of the triple belong to classes
B and=or C. If all are -extensions, use Lemma 12. From Lemma 22, we may assume
that all C-graphs in the triple have at least one cyclic component. If any graph in the
triple has a component isomorphic to C4, remove its vertices and use the following
schemes, the Irst if the other graphs are one B- and one C-graph, and the second if
they are both C-graphs; and use Lemma 17 if they are two B-graphs.
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If two graphs in the triple have cycles of length at least 5, use one of the following
schemes.
Finally, if G1 and G2 have only triangles as cyclic components, use one of the
following schemes, depending on whether G3 has a cycle of length ¿5 (upper picture
on the right), or is a B-graph with only triangles as cyclic components (second picture)
or a C-graph with a K1;2 and triangles (third picture) or with isolated edges and triangles
(fourth picture).
5. Case 1A
Case 1A is rather complicated. It is relatively easy to obtain a packing if both 
graphs have at least two big tree components. This is shown in Section 6. The Irst
Ive subsections are devoted to the other cases. The section is organized as follows:
1. We start by some simple observations on the A-graph G3;
2. Next, we consider some cases where the A-graph is not a 4-ICNS-extension;
3. Next, we solve the cases where one of the -graphs has a small tree-component
i.e. a tree of size 1 or 2;
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4. Finally we study the case where the tree-components of the -graphs are all of size
at least 3.
5.1. Preliminary observations
In this section we assume that G1 and G2 are -extensions but not A-graphs and G3
is a graph of class A.
Moreover, in the following we shall suppose that:
1. G3 is not a tripod-extension. Since G1 and G2 are -extensions, we can suppose
that,
2. G3 has no tree component of size greater than one.
Proof. 1. Since G1 and G2 are -extensions, we can apply Corollary 11,
2. Suppose that G3 has a tree component T; T = K1; T = K2.
Clearly, since G3 is not a -graph, this tree component T is a star-path-star. Since
G3 is not a tripod-extension, T must have diameter at most 4, so it is a star on at
least three vertices, or an extended star S1 or S2, and therefore the packing is assured
by Lemma 20.
5.2. Some special cases
Since the case of G3 being a 4-ICNS-extension is used very often in the sequel,
it is preferable to consider Irst the cases where the graph of class A is not such an
extension.
We shall need some lemmas concerning the structure of the graphs of class A.
Lemma 29. Let G be an A-graph which is not a tripod-extension and which does not
contain a tree-component of size ¿3.
Then either G is a 4-ICNS-extension; or it is isomorphic to one of the graphs 3; 5
or 6 given in Fig. 2 or to one of the graphs given in Fig. 3.
Remark 30. All graphs in Fig. 3 are INS-extensions.
Lemma 31. If G1 and G2 are 4-extensions of one of the forms given below; and G3
is one of the Crst three graphs in Fig. 3; or one of the graphs 3; 5; 6 in Fig. 2; then
G1; G2 and G3 are together packable.
Proof. Let ai; bi; ci; di; i=1; 2, be vertices of Gi being 4-extensions of Gi of the form
given above. Observe Irst that G1 and G2 are packable in such a way that the images of
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Fig. 3.
{a1; b1; c1; d1} and {a2; b2; c2; d2} coincide. Then the graphs 3; 5; 6 of Fig. 2, removing
their four vertices of degrees at least 2, can be packed easily together with G1; G2 (as
regards graph 5, note that G′3 is the union of Ive isolated vertices, so the pendent edge
may be easily packed). In cases 1; 2 and 3 of Fig. 3, remove all the vertices of degree
3 with two, one or zero, respectively, common neighbours of degree 2. Since G′3 is
now empty, there is no diKculty to pack the pendent edges of G3 (at most two edges
of (G1 ∪ G2) issue from each vertex of Kn \ Kn−4).
We now consider the graphs with  which are not 4-extensions of one of the forms
considered in the preceding lemma.
Lemma 32. Let G be of order at most 10. If G is a -extension and is neither
an A-graph nor a 4-extension of one of the forms given in Lemma 31; then G is
isomorphic to one of the graphs given in Fig. 4.
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Fig. 4.
Corollary 33. If G3 is one of the graphs 3; 5; 6 in Fig. 2 or one of the Crst three
graphs of Fig. 3; then there is a packing of G1; G2 and G3.
Proof. If both G1 and G2 are 4-extensions of the form given in Lemma 31, then we
are done.
Otherwise one of these graphs, say G2, is isomorphic to one of the graphs of order 9
given by Lemma 32. Suppose G1 is again a 4-extension of one of the previous forms.
If G2 is the Irst graph of Fig. 4, remove from it an end-vertex of each isolated edge,
and one vertex of degree 2. From the second graph of the same Igure, remove an
end-vertex of each isolated edge, the isolated vertex and a vertex of degree 2. Then it
is easy to pack G1 and G2 together, and G3 in the same manner as above.
The case where both G1 and G2 are graphs of Fig. 4 is easy and left to the reader.
From now on, the graph G3 will always be a 4-ICNS-extension, or one of the last
three graphs given in Fig. 3 (which are also 4-INS-extensions).
5.3. G1 or G2 contains P3 as a component
Let us suppose now that G1 has a tree component isomorphic to P3. If G2 has the
same property we use the following scheme.
When G2 has a knot of degree two, we remove from G2 this knot with its two
neighbours and also an end-vertex, say x, of another tree-component. From G3, we re-
move four vertices constituting a 4-INS-extension. The packing is given by the scheme
below, where the INP of Lemma 18 is used with respect to the vertex x in G2 and the
INS structure in G3.
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The same scheme can be also applied when G2 has only isolated edges as non-empty
tree-components. So we can assume that G2 has only big tree components and that all
knots in G2 are of degree at least three. Then we use the scheme below. Observe that
we need the ICNS property in G3.
Finally, the following scheme gives the packing in the case where G3 is one of the
last three graphs of Fig. 3.
5.4. G1 or G2 has an isolated edge
Observe Irst that we can assume that it is not the case for both, otherwise we would
use Lemma 15.
Therefore, we can suppose, without loss of generality, that G1 has an isolated edge
and G2 has not. By the results of the preceding subsection we may also assume that
G2 has no tree-component isomorphic to P3. If G2 has at least one knot of degree two
or an isolated vertex, then we can use Lemma 15.
Therefore, we can assume that all knots in G2 are of degree at least three. If G1 has
a knot of degree three, then we use the following scheme:
We proceed similarly in the case where G1 has a knot of degree two with a neighbour
of degree two.
If G1 has a multiknot of degree greater than three or G1 has a knot of degree two
with a neighbour of degree at least three, we can use one of the following 5-extension
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schemes.
There remains the case where all tree components in G1 are isolated edges. We shall
consider two cases. If G1 has a vertex of degree at least three, then we use the same
scheme as above where in G1 the vertex x is of degree at least three and the edge xy
is removed.
Finally, consider the case where G1 is the union of three independent edges and
some cycles. Let k be the length of the smallest cycle of G1. If k = 3, then for G2,
it remains the case where each one of the three tree-components is of size at least 3
and the minimum degree of each of them is at least 3, then n¿12 and G1 has at least
two triangles. So we can use the Irst scheme of Case 2 in Section 3.2 (by permuting
the roles of the three graphs).
If k = 4, we use the scheme below.
If k = 5 or 6 then we use the Irst or the second of the schemes below.
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Fig. 5.
Finally, if k¿7 we can apply the scheme below.
5.5. Both G1 and G2 have at least two big trees
We shall use 6-extension in G1 and G2 created in the following way: from each
big tree in G1 we remove one multiknot (if there is one) together with two of its
end-neighbours or a simple knot of degree 2 with its two neighbours.
We do the same thing in G2. Next, we pack G′1 and G
′
2. The extension to (G1; G2)
is given in Fig. 5, where the ‘bold’ vertices denote the vertices with which the pendent
edges of the extension are incident.
Observe that in each case, in (G1 ∪G2) we always have two non-adjacent vertices
without any edges connecting them to the part outside the 6-extension. They will be
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Fig. 6.
called ‘free’. More precisely, it is easy to complete the above packing of G1 and G2 if
G3 is a 6-extension of one of the three types shown below. Observe that in particular
six vertices, four are isolated and two cover six or more edges form such an extension.
We shall show that for n¿9, with few exceptions, an A-graph which is not a
tripod-extension and which has no big tree component, is always a 6-extension of the
form given above.
Case 1: G3 has exactly two isolated vertices.
Therefore it has a non-trivial tree-component which must be isomorphic to K2 or
K1;2. If G3 has an isolated edge, it suKces to show that there are two vertices covering
at least Ive edges.
Suppose G3 has a K1;2 component. We remove its vertices together with a set of two
vertices covering at least four edges, and an isolated vertex, which gives an immediate
extension in Cases 2 and 3 of Fig. 6. In the Irst case of this Igure, we remove only the
knot and an end-vertex of this component, together with a set of two vertices covering
at least four edges, and two isolated vertices. It suKces to use the INP principle of
Lemma 18 to pack the pendent edge of the K1;2 component.
Case 2: G3 has exactly three isolated vertices.
Then all other components have size equal to their order. Hence such a component
can be considered as a cycle with some vertices (branching vertices) connecting it to
distinct trees. There are at most two such trees because G3 is not a -extension. If the
cycle is of size at least 4, two neighbours on the cycle cannot both be of degree two
because G3 is not a -extension.
Therefore the cycle is of length either three or four. In both cases it is easy to see
that a 6-extension of the form given above exists.
Case 3: G3 has at least four isolated vertices.
Suppose that G3 has no two vertices covering six or more edges. Observe Irst that
G3 has no vertex of degree Ive.
If G3 has a vertex of degree 4 then it is easy to see that G3 must be isomorphic to
the following graph:
Finally, if all vertices of G3 are of degree at most 3 then it is easy to see that G3
must be isomorphic to one of the graphs 5 and 6 in Fig. 2 (recall that n¿9).
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Now in all three previous exceptional cases for G3 given above, since we have
n − 3 = 6, the graphs G′1 and G′2 are empty and it is easy to pack G′3 even if we
remove only Ive edges from G3.
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