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a b s t r a c t 
Recently, Ammar [1] has discussed the transient behavior of a multiple vacations queue with impatient 
customers. In this paper, a similar technique is used to derive a new elegant explicit solution for an 
M / M /1 vacation queue with impatient customers and a waiting server, where the server is allowed to take 
a vacation whenever the system is empty after waiting for a random period of time. If the server does 
not return from the vacation before the expiry of the customer impatience time, the customer abandons 
the system forever. Moreover, the formulas of mean and variance expressed in terms of the obtained 
possibilities for this model. 
© 2016 Egyptian Mathematical Society. Production and hosting by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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(. Introduction 
In recent years, the study of vacation queues has had a great
ffect on the queueing theory. This has been because of their
ide applications in many areas, especially in the computer com-
unication and ﬂexible manufacturing systems. Since Levy and
echiali [2] have presented a paper about server vacations, many
esearchers have studied queueing systems with vacations. For the
ackground of such vacations systems (see the excellent overviews
f in [3,4] and the monographs in [5,6] . 
The investigation of queueing models with impatient customers
s very helpful and imperative as such systems often arise in
any real life problems, see e.g., [7,8] . Therefore, many researchers
ave studied queueing systems with impatient customers. For re-
ated literature, interested readers may refer to [9] and references
herein. The studies of queueing systems with impatient customers
lassiﬁed according to the causes of the impatience behavior. Thus,
n literatures we accentuation the models that are created by im-
atient customers due to server vacations. 
Recently, Altman and Yechiali [10] have showed a compre-
ensive analysis of some queueing models such as M / M /1, M / G /1E-mail address: sherifamar20 0 0@yahoo.com 
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here customers became impatient only when the servers were on
acation. They discussed both single and multiple vacation cases,
nd obtained various closed-form results. Altman and Yechiali
11] have investigated the inﬁnite server queue with vacations and
mpatient customers. They have acquired the probability generat-
ng function of the number of units in the model and computed
alues of key performance measures. Perel and Yechiali [12] have
tudied M / M / c queues in a 2-phase (fast and slow) Markovian ran-
om environment, with impatient customers. Yue et al. [13] have
nalyzed an M / M /1 queueing system with working vacation and
mpatient customers. They obtained the probability generating
unction of the number of units in the model when the server is
n a working vacation and a service period. Yue et al. [14] extend
he model in [10] by considering a variant of the multiple vacation
olicy which includes both a single vacation and multiple vaca-
ions, they have derived the probability generating functions of the
teady state probabilities and obtained the closed form expressions
f the system sizes when the server is in different states. Adan
t al. [15] have addressed queueing systems with vacations and
ynchronized reneging. 
Padmavathy et al. [16] have studied the steady state behav-
or of vacation queues with impatient customers and a waitingerver. 
. This is an open access article under the CC BY-NC-ND license. 
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P  In spite of the great interest in studying of queuing systems
with vacations, a few works have dealt with the transient solution
of these systems. Kalidass et al. [17] have discussed the transient
behavior of an M / M /1 multiple vacation queue and the possibilities
of catastrophes. Sudhesh and Francis Raj [18] have obtained the
time dependent system size probabilities of a M / M /1 queue with
working vacation. Indra and Sweety [19] have derived the transient
solution of an unreliable M / G /1 vacations queue. 
Recently, Ammar [1] has investigated the transient solution of a
M / M /1 multiple vacations queue and impatient customers. 
As we mentioned earlier in all the previous studies, the server
leaves the system just as the system is empty of customers, but in
the practical life the server waits a certain period of time even if
the system is empty, especially, if we are dealing with human be-
havior. This conduct of the server was initially presented in [20] .
Based on [20] Yechiali [21] has extended the analysis to batch ar-
rival queue. 
Therefore, the main aim of this article is to study the M / M /1
vacation queue with impatient customers and a waiting server. We
have obtained in closed form the transient probabilities, mean and
variance. This work may be regarded as an extension to work in
[22] where the transient probabilities of the system are derived
without impatient customers. 
2. System model 
We consider a M / M /1 vacation queue with customer’s impa-
tience and a waiting server. The assumption of the model are as
follows: 
a) Customers arriving according to a Poisson process with rate λ
and the server has an independently and identically distributed
exponential service time distribution with mean service disci-
pline is FCFS and there is inﬁnite room for customers to wait. 
b) When the busy period is ended the server waits a random du-
ration of time before beginning on a vacation. This waiting du-
ration follows the exponentially distributed with the density
function as follows: 
w (t) = ηe −ηt t ≥ 0 , η ≥ 0 
where η is the waiting rate of a server. 
c) It is assumed that the interval of vacation has an exponential
distribution with the density function as follows: 
v (t) = γ e −γ t t ≥ 0 , γ ≥ 0 
where γ is the vacation rate of a server. 
d) When the server is on a vacation, each customer sets up an
impatience timer independently of the other customers in the
system, which is assumed to be exponentially distributed with
the density function as follows: 
s (t) = ξe −ξ t t ≥ 0 , ξ ≥ 0 
where ξ is the impatience rate of a server. 
e) If the impatience timer expires while the server is on a vaca-
tion, the customer abandons the queue, never to return. 
3. Transient behavior 
Let N ( t )be the number of units in the system at time t , and X ( t )
denote the system state at time t . If X ( t ) = 1, the server is work-
ing and serving units, whilst if X ( t ) = 0, the server is on vacation.
Then { X ( t ), N ( t ), t ≥ 0}is a continuous time Markov chain. Let
P ij ( t ) = P [ X ( t ) = i , N ( t ) = j ] denote the system state in the transient
probabilities. These probabilities satisfy the forward Kolmogorov
differential-difference equations are given by: Please cite this article as: S.I. Ammar, Transient solution of an M/M/1
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′ 
00 (t) = −(λ + γ ) P 00 (t) + ξP 01 (t) + ηP 10 (t) (3.1)
 
′ 
0 n (t) = λP 0 ,n −1 (t) − (λ + nξ + γ ) P 0 n (t) + (n + 1) ξP 0 ,n +1 (t) , 
n = 1 , 2 , 3 , . . . (3.2)
 
′ 
10 (t) = −(λ + η) P 10 (t) + μP 11 (t) + γ P 00 (t) (3.3)
 
′ 
1 n (t) = λP 1 ,n −1 (t) − (λ + μ) P 1 n (t) + μP 1 ,n +1 (t) + γ P 0 n (t) , 
n = 1 , 2 , 3 , . . . (3.4)
nd suppose that initially there is no unit in the system. 
.1. Time dependent probabilities 
.1.1. Evaluation for P 0 n ( t ) 
We obtain expression for P 0 n ( t )by employing the continued
raction and well-known identities of conﬂuent hypergeometric
unction. In the sequel, ˆ g(s ) denotes the Laplace transform of g ( t ).. 
Now, by taking the Laplace transforms on (3.2) , we get. 
ˆ P 0 n (s ) 
ˆ P 0 ,n −1 (s ) 
= λ
s + λ + γ + nξ − (n + 1) ξ ˆ P 0 ,n +1 (s ) 
ˆ P 0 n (s ) 
The above equation can be written as a continued fraction as
ollows, 
ˆ P 0 n (s ) 
ˆ P 0 ,n −1 (s ) 
= λ
s + λ + γ + nξ − (n +1) ξλ
s + λ+ γ+(n +1) ξ− (n +2) ξλ
s + λ+ γ +(n +2) ξ− (n +3) ξλ
s + λ+ γ +(n +3) ξ−... 
(3.5)
y means of the properties of conﬂuent hypergeometric function.
he Eq. (3.5) will take the following form 
ˆ P 0 n (s ) 
ˆ P 0 ,n −1 (s ) 
= λ
ξ
1 F 1 (n + 1 ; s + γξ + n + 1 ; −λξ ) 
( s + γ
ξ
+ n ) F 1 (n ; s + γξ + n ; −λξ ) 
(3.6)
Invoking of the above equation we can obtain for n = 1, 2, 3,
... 
ˆ 
 0 n (s ) = 
(
λ
ξ
)n 
1 ∏ n 
j=1 ( 
s + γ
ξ
+ j) 
1 F 1 (n + 1 ; s + γξ + n + 1 ; −λξ ) 
( s + γ
ξ
+ n ) 1 F 1 (1 ; s + γξ + 1 ; −λξ ) 
P 00 (s )
= ˆ n (s ) ˆ  P 00 (s ) 
Then
 0 n (s ) = n (t) ∗ P 00 (t) (3.7)
here n ( t ) is the inverse transform of ˆ n (s ) and the formula of
t given in Section 3.7 , and where ∗ denotes convolution. 
.1.2. Evaluation for P 1 n ( t ) 
We will evaluate the probability P 1 n ( t ), n ≥ 1. 
Deﬁne 
 i (z, t) = 
∞ ∑ 
n =1 
P in (t) z 
n i = 0 , 1 . (3.8)
The system of Eqs. (3.3) and (3.4) yield 
∂ P 1 (z, t) 
∂t 
= 
[ 
λ(z − 1) − μ
(
1 − 1 
z 
)] 
P 1 (z, t) + 
[ 
μ
(
1 − 1 
z 
)
− η
] 
× P 10 (t) + γ P 0 (z, t)  vacation queue with a waiting server and impatient customers, 
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(
0
0 Integrating 
 1 (z, t) = e −[(λz+ 
μ
z ) −(λ+ μ)] t + 
[ 
(μ − η) − μ
z 
) 
] 
×
∫ t 
0 
P 10 (v ) e −((λz+ 
μ
z ) −(λ+ μ))(t−v ) dv 
+ γ
∫ t 
0 
P 0 (z, v ) e −((λz+ 
μ
z ) −(λ+ μ))(t−v ) dv (3.9) 
It is well known that if α = 2 
√ 
λμ and β = 
√ 
λ/μ, then 
xp 
[ (
λz + μ
z 
)
t 
] 
α = 
∞ ∑ 
n = −∞ 
(βz) n I n (αt) , 
here I n (.) is the modiﬁed Bessel function. 
Comparing the coeﬃcients of z n on right and left hand sides in
3.9) , we get for n = 1, 2, 3,…
 1 n (t) = e −(λ+ μ) t βn I n (αt) + (μ − η) βn 
×
∫ t 
0 
P 10 (v ) I n (α(t − v )) e −(λ+ μ)(t−v ) dv 
−μβn +1 
∫ t 
0 
P 10 (v ) I n +1 (α(t − v )) e −(λ+ μ)(t−v ) dv 
+ γ
∫ t 
0 
∞ ∑ 
k =0 
P 0 k (v ) βn −k I n −k (α(t − v )) e −(λ+ μ)(t−v ) dv dv 
(3.10) 
Taking the Laplace transform of the above equations and sim-
lifying, we have 
ˆ 
 1 n (s ) = 1 √ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n 
+ (μ − η) √ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n 
ˆ P 10 (s ) 
− μ√ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n +1 
ˆ P 10 (s ) 
+ γ√ 
p 2 − α2 
n −1 ∑ 
k =0 
ˆ P 0 k (s ) 
( 
p −
√ 
p 2 − α2 
2 μ
) n −k 
+ γ n (s ) √ 
p 2 − α2 
∞ ∑ 
r=0 
ˆ P 0 r (s ) 
( 
p −
√ 
p 2 − α2 
2 μ
) r 
(3.11) 
here p = s + λ+ μ
As P i ( z, t ) does not contain terms with negative powers of z
he right-hand side of (3.10) with n replaced by −n must be zero.
hus, 
 = e −(λ+ μ) t βn I n (αt) + (μ − η) β−n 
×
∫ t 
0 
P 10 (v ) I n (α(t − v )) e −(λ+ μ)(t−v ) dv 
−μβ−n +1 
∫ t 
0 
P 10 (v ) I n +1 (α(t − v )) e −(λ+ μ)(t−v ) dv 
+ γ
∫ t 
0 
∞ ∑ 
k =0 
P 0 k (v ) β−(n + k ) I n + k (α(t − v )) e −(λ+ μ)(t−v ) dv dv 
(3.12) 
sing I −n ( x ) = I n ( x ). Please cite this article as: S.I. Ammar, Transient solution of an M/M/1
Journal of the Egyptian Mathematical Society (2016), http://dx.doi.org/1For n = 0, 
 = e −(λ+ μ) t βn I 0 (αt) + (μ − η) β−n 
×
∫ t 
0 
P 10 (v ) I 0 (α(t − v )) e −(λ+ μ)(t−v ) dv 
−μβ−n +1 
∫ t 
0 
P 10 (v ) I 1 (α(t − v )) e −(λ+ μ)(t−v ) dv 
+ γ
∫ t 
0 
∞ ∑ 
k =0 
P 0 k (v ) β−k I k (α(t − v )) e −(λ+ μ)(t−v ) dv dv (3.13) 
The Laplace transform of Eq. (3.13) given as follows 
γ√ 
p 2 − α2 
∞ ∑ 
r=0 
ˆ P 0 r (s ) 
( 
p −
√ 
p 2 − α2 
2 μ
) r 
= −1 √ 
p 2 − α2 
{ 
1 + (μ − η) ˆ  P 10 (s ) −
√ 
p 2 − α2 ˆ P 10 (s ) 
− 1 
2 
( p −
√ 
p 2 − α2 ) ˆ  P 10 (s ) 
} 
(3.14) 
Substituting (3.14) in (3.11) , and considerably simplifying the
orking, we obtain 
ˆ 
 1 n (s ) = β
n √ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n 
+ (μ − η) β
n √ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n 
ˆ P 10 (s ) 
− μβ
n +1 √ 
p 2 − α2 
( 
p −
√ 
p 2 − α2 
2 μ
) n +1 
ˆ P 10 (s ) 
+ γβ
n −k √ 
p 2 − α2 
n −1 ∑ 
k =0 
ˆ P 0 k (s ) 
( 
p −
√ 
p 2 − α2 
2 μ
) n −k 
+ n (s ) √ 
p 2 − α2 
{ 
1 + (μ − η) ˆ  P 10 (s ) −
√ 
p 2 − α2 ˆ P 10 (s ) 
− 1 
2 
(
p −
√ 
p 2 − α2 
)
ˆ P 10 (s ) 
} 
hich on inversion yields an explicit expression for us the follow-
ng equation P 1 n ( t ) given by 
 1 n (t) = βn ( I n −1 (αt) − I n +1 (αt) ) e −(λ+ μ) t 
+ (μ − η) β−n P 10 (t) ∗ I n (αt) e −(λ+ μ) t 
−μβ−n +1 P 10 (t) ∗ I n +1 (αt) e −(λ+ μ) t 
+ n (t) ∗ I 0 (αt) e −(λ+ μ) t 
− (μ−η) P 10 (t ) ∗ n (t ) ∗ I 0 (αt) e −(λ+ μ) t + n (t) ∗ P 10 (t) 
+ α
2 
n (t) ∗ P 10 (t) ∗ I 1 (αt) e −(λ+ μ) t 
+ γ
n −1 ∑ 
k =0 
βn −k P 0 k (t) I n −k (αt) e 
−(λ+ μ) t (3.15) 
Thus we have expressed P 1 n ( t ) in terms of P 0 n ( t ) and P 10 ( t ). 
.1.3. Evaluation for P 10 (t) 
Comparing the coeﬃcients of z −1 on both sides of Eq.
3.12) and using I −n ( x ) = I n ( x ), we get 
 = e −(λ+ μ) t β−1 I 1 (αt) + (μ − η) β−1 
×
∫ t 
P 10 (v ) I 1 (α(t − v )) e −(λ+ μ)(t−v ) dv  vacation queue with a waiting server and impatient customers, 
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
 −μ
∫ t 
0 
P 10 (v ) I 0 (α(t − v )) e −(λ+ μ)(t−v ) dv 
+ γ
∫ t 
0 
∞ ∑ 
k =0 
P 0 k (v ) β−(k +1) I k +1 (α(t − v )) e −(λ+ μ)(t−v ) dv dv 
(3.16 )
Taking Laplace transform of (3.16) and simplifying, we get 
ˆ P 10 (s ) = 1 
2 λμ
∞ ∑ 
r=0 
( −1 ) r+1 
(
μ − η
2 λμ
)r (
p −
√ 
p 2 − α2 
)r+1 
+ γ
2 λμ
∞ ∑ 
r=0 
( −1 ) r+1 
(
μ − η
2 λμ
)r (
p −
√ 
p 2 − α2 
)r+1 
×
∞ ∑ 
k =0 
ˆ P 0 k (s ) 
( 
p −
√ 
p 2 − α2 
αβ
) k 
(3.17)
Inverting (3.17) we obtain the expression of P 10 ( t ) as follows 
P 10 (t) = 1 
2 λμ
∞ ∑ 
r=0 
( −1 ) r+1 
(
α(μ − η) 
2 λμ
)r 
[ I r (αt) − I r+2 (αt) ] e −(λ+ μ) t
+ αγ
2 
∞ ∑ 
r=0 
( −1 ) r+1 
(
α(μ − η) 
2 λμ
)r 
×
[
( I r (αt) − I r+2 (αt) ) e −(λ+ μ) t 
]
∗
∞ ∑ 
k =0 
β−k P 0 k (t) ∗ [ I k −1 (αt) − I k +1 (αt) ] e −(λ+ μ) t (3.18)
3.1.4. Evaluation for P 00 (t) 
On applying Laplace transform to the system Eq. (3.1) , we have
(s + λ + γ ) P 00 (s ) = ξP 01 (s ) + ηP 10 (s ) (3.19)
Now, using (3.7) and (3.17) in (3.19) and after some mathemat-
ical manipulation, we obtain 
ˆ P 00 (s ) = η
2 λμ
∞ ∑ 
m =0 
m ∑ 
j=0 
( −1 ) m 
(
m 
j 
)(
γ
2 λμ
)m − j 
× ξ j 
(
1 
s + λ + γ
)m +1 
ˆ r 1 (s ) 
×
[ 
∞ ∑ 
r=0 
( −1 ) r+1 
(
μ − η
2 λμ
)r (
p −
√ 
p 2 − α2 
)r+1 ] m − j+1 
×
⎡ 
⎣ ∞ ∑ 
r=0 
ˆ k (s ) 
( 
p −
√ 
p 2 − α2 
αβ
) k ⎤ ⎦ 
m − j 
which on inversion yields an explicit expression for P 00 ( t ) as 
P 00 (t ) = η
2 λμ
∞ ∑ 
m =0 
m ∑ 
j=0 
( −1 ) m 
(
m 
j 
)(
γ
2 λμ
)m − j 
ξ j e −(λ+ γ ) t 
t m 
m ! 
∗ r 1 (t ) 
∗
[ 
∞ ∑ 
r=0 
( −1 ) r+1 
(
α(μ − η) 
2 λμ
)r 
( I r (αt) − I r+2 (αt) ) e −(λ+ γ ) t 
] ∗(m − j+1)
×
[ 
∞ ∑ 
r=0 
β j−m [ I k −1 (αt) − I k +1 (αt) ] e −(λ+ γ ) t ∗ k (t) 
] ∗(m − j) 
(3.20)
where ∗( m − j + 1) denotes ( m − j + 1)-fold convolution and ∗( m − j )
denotes ( m − j )-fold convolution. 
Thus, Eqs. (3.7) , (3.15) , (3.18) and (3.20) taken together complete
the transient solution. Please cite this article as: S.I. Ammar, Transient solution of an M/M/1
Journal of the Egyptian Mathematical Society (2016), http://dx.doi.org/1.2. Performance measures 
.2.1. Mean 
Let E ( V ( t )) be the average number of customers in the model at
ime t , then E ( V ( t )) is given by the expression 
(V (t)) = m (t) = 
∞ ∑ 
n =1 
n ( P 0 n (t) + P 1 n (t)) 
m ′ (t) = 
∞ ∑ 
n =1 
n ( P ′ 0 n (t) + P ′ 1 n (t)) 
From Eqs. (3.2 )–( 3.4 ) and after considerable mathematical ma-
ipulations, the above equation will lead to the following differen-
ial equation 
 
′ (t) = λ − μ + μP 10 (t) + μ
∞ ∑ 
n =1 
P 0 n (t) − ξ
∞ ∑ 
n =1 
n P 0 n (t) 
Therefore, 
 (t) = (λ − μ) t + μ
∫ t 
0 
P 10 (y ) dy 
+ μ
∞ ∑ 
n =1 
∫ t 
0 
P 0 n (y ) dy − ξ
∞ ∑ 
n =1 
n 
∫ t 
0 
P 0 n (y ) dy (3.21)
here P 0 n ( t ) and P 10 ( t ) are given in (3.7) and (3.18) . 
.2.2. Variance 
Let Var ( V ( t )) be the variance number of customers in the model
t time t , then Var ( V ( t )) is given by the expression 
 ar(V (t)) = E[ V 2 (t)] − [ E(V (t))] 2 
 ar(V (t)) = u (t) − [ m (t)] 2 
here 
 (t) = E[ V 2 (t)] = 
∞ ∑ 
n =1 
n 2 ( P ′ 0 n (t) + P ′ 1 n (t)) 
From Eqs. (3.2) –(3.4) and after considerable mathematical ma-
ipulations, the above equation will lead to the following differen-
ial equation 
 
′ (t) = (λ + μ) + 2(λ − μ) m (t) − 2 ξ
∞ ∑ 
n =1 
n 2 P 0 n (t) 
+ ξ
∞ ∑ 
n =1 
n P 0 n (t) + 2 μ
∞ ∑ 
n =1 
n P 0 n (t) − μ
∞ ∑ 
n =1 
P 0 n (t) − μP 10 (t) 
Therefore, 
 ar(v (t)) = (λ + μ) t + 2(λ − μ) 
∫ t 
0 
m (y ) dy 
−2 ξ
∞ ∑ 
n =1 
n 2 
∫ t 
0 
P 0 n (y ) dy + ξ
∞ ∑ 
n =1 
n 
∫ t 
0 
P 0 n (y ) dy 
+ 2 μ
∞ ∑ 
n =1 
n 
∫ t 
0 
P 0 n (y ) dy − μ
∞ ∑ 
n =1 
∫ t 
0 
P 0 n (y ) dy 
−μ
∫ t 
0 
P 0 n (y ) dy − [ m (t)] 2 (3.22)
.3. Expression for n (t) 
n (s ) = 
(
λ
ξ
)n 
1 ∏ n 
j=1 ( 
s + γ
ξ
+ j) 
1 F 1 (n + 1 ; s + γξ + n + 1 ; −λξ ) 
( s + γ
ξ
+ n ) 1 F 1 (1 ; s + γξ + 1 ; −λξ ) 
(3.7.1) vacation queue with a waiting server and impatient customers, 
0.1016/j.joems.2016.09.002 
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 The Eq. (3.7.1) takes the form 
1 F 1 (n + 1 ; s + γξ + n + 1 ; −λξ ) ∏ n 
j=1 ( 
s + γ
ξ
+ j) = ξ
n 
∞ ∑ 
m =0 
(
n + m 
m 
)
(−λ) m 
∏ n + m 
j=1 (s + γ + jξ ) 
(3.7.2) 
By resolving into partial fractions, we have 
1 F 1 (n + 1 ; s + γξ + n + 1 ; −λξ ) ∏ n 
j=1 ( 
s + γ
ξ
+ j) = ξ
n 
∞ ∑ 
m =0 
(
n + m 
m 
)(
−λ
ξ
)
×
n + m ∑ 
j=1 
(−1) j−1 
( j − 1)!(n + m − j)!(s + γ + jξ ) (3.7.3) 
Also, 
 
F 1 
(
1 ; s + γ
ξ
+ 1 ; −λ
ξ
)
= 
∞ ∑ 
m =0 
(−λ) m ∏ m 
j=1 (s + γ + jξ ) 
= 
∞ ∑ 
m =0 
(−λ) m d m (s ) , m = 1 , 2 , 3 , . . . 
here, 
 m (s ) = 
∞ ∑ 
m =0 
(−λ) m ∏ m 
j=1 (s + γ + jξ ) 
= 
m ∑ 
r=1 
(−1) r−1 
(r − 1)!(m − r)!(s + γ + rξ ) m = 1 , 2 , 3 , . . . 
Using the equality given in [23] , we get 
1 F 1 
(
1 ; s + γ
ξ
+ 1 ; −λ
ξ
)]−1 
= 
∞ ∑ 
m =0 
g m (s ) λ
m , (3.7.4) 
here g 0 ( s ) = 1 and for m = 1, 2, 3,…
 m (s ) = 
∣∣∣∣∣∣∣∣∣∣∣
d 1 (s ) 1 · · ·
d 2 (s ) d 1 (s ) 1 · · ·
d 3 (s ) d 2 (s ) d 1 (s ) · · ·
. . . 
. . . 
. . . 
d m −1 (s ) d m −2 (s ) d m −3 (s ) · · · d 1 (s ) 1 
d m (s ) d m −1 (s ) d m −2 (s ) · · · d 2 (s ) d 1 (s ) 
∣∣∣∣∣∣∣∣∣∣∣
= 
m ∑ 
j=1 
(−1) j−1 d j (s ) g m − j (s ) . 
By substituting ( 3.7.3 ) and ( 3.7.4 ) in ( 3.7.1 ), we obtain, 
n (s ) = λn 
∞ ∑ 
m =0 
λ−k 
(
n + k 
k 
)(
−λ
ξ
)
d n + k (s ) 
∞ ∑ 
m =1 
g m (s ) λ
m 
On inversion, 
n (t) = λn 
∞ ∑ 
m =0 
λ−k 
(
n + k 
k 
)(
−λ
ξ
)
d n + k (t) ∗
∞ ∑ 
m =1 
g m (t) λ
m 
here 
 m (t) = 
m ∑ 
r=1 
(−1) r−1 
(r − 1)!(m − r)! e 
−(γ+ rξ ) t , m = 1 , 2 , 3 , . . . 
g m (t) = 
m ∑ 
j=1 
(−1) j−1 d j (t) ∗ g m − j (t) , m = 2 , 3 , 4 , . . . ;
d 1 (t) = g 1 (t) 
. Conclusion 
In this paper, we discussed the transient solution of an M / M /1
ueue with impatient customers and server vacations under aPlease cite this article as: S.I. Ammar, Transient solution of an M/M/1
Journal of the Egyptian Mathematical Society (2016), http://dx.doi.org/1aiting server. We have derived closed form explicit expressions
nalytically for the system size probabilities, mean and variance by
mploying Laplace transforms, continued fractions and generating
unctions. These expressions can be easily evaluate numerically if
esired. 
. Appendix: conﬂuent hypergeometric function 
We display the deﬁnition of conﬂuent hypergeometric function
nd some properties of this function. The conﬂuent hypergeomet-
ic function is denoted by 1 F 1 ( a; c; z ) and is deﬁned by the power
eries 
 
F 1 (a ; c; z) = 1 + a 
c 
z 
1! 
+ a 
c 
(a + 1) 
(c + 1) 
z 2 
2! 
+ · · ·
= 
∞ ∑ 
k =0 
(a ) k 
(c) k 
z k 
k ! 
(2.1) 
rovided that c does not equal 0, −1, −2,…. Here ( α) k is the rising
actorial function (the Pochhammer symbol), which is deﬁned by: 
(α) n = 
(α + k ) 

(α) 
We observe that 
 
F 1 (0 ; c; z) = 1 . 
The quotient of two hypergeometric functions may be ex-
ressed as continued fractions. The following identity from
orentzen and Waadeland [24] . 
1 F 1 (a + 1 ; c + 1 ; z) 
1 F 1 (a ; c; z) 
= c 
c − z+ 
(a + 1) z 
c − z + 1+ 
(a + 2) z 
c − z + 2+ · · · , 
hich can be rewritten as 
 
1 F 1 (a ; c; z) 
1 F 1 (a + 1 ; c + 1 ; z) 
− (c − z) = (a + 1) z 
c − z + 1+ 
(a + 2) z 
c − z + 2+ · · · . (2.2)
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