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A novel soliton-like solution in quantum electrodynamics is obtained via a self-consistent field
method. By writing the Hamiltonian of quantum electrodynamics in the Coulomb gauge, we separate
out a classical component in the density operator of the electron-positron field. Then, by modeling
the state vector in analogy with the theory of superconductivity, we minimize the functional for the
energy of the system. This results in the equations of the self-consistent field, where the solutions
are associated with the collective excitation of the electron-positron field—the soliton-like solution.
In addition, the canonical transformation of the variables allowed us to separate out the total
momentum of the system and, consequently, to find the relativistic energy dispersion relation for
the moving soliton.
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I. INTRODUCTION
Solitons or solitary waves are the solutions of nonlinear equations of motion, which
describe a localized field state and possess a nondispersive energy density [1]. Initially
obtained in hydrodynamics [2, 3] and solid state physics [4–6] they quickly spread in
different areas of physics and nowadays they also play an important role in quantum
field theory, high energy physics and cosmology [7].
Among the plethora of soliton solutions which have been found, a large amount is
related to model systems and in the general case it is not clear, which physical ob-
ject corresponds to this soliton-like solution. For example, the existence of the Dirac
monopole [8] can immediately explain the charge quantization condition, however, none
of the monopoles has been experimentally observed. Despite of this, it has been proven
that monopoles necessarily arise as soliton solutions in certain gauge field theories [9–11].
At the same time, some situations exist in quantum field theory when the soliton-like
solutions can be experimentally observed [12–14]. One of the most known examples is
the polar model of a metal—the polaron problem [15–20]. In this model an electron is
confined to a potential well, which is created due to the interaction with phonons of a
crystal resulting in a localized state with a renormalized mass, which is substantially
different from the one of the “bare” electron. This model correctly predicts the observable
characteristics of the charge carriers in a crystal.
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2Soliton solutions are significant for the nonperturbative description of states in quan-
tum field theories and some results can not be obtained via a perturbative basis. For
example, in the above mentioned polaron problem in the strong coupling regime the
perturbation theory does not lead to the desired solution and the modeling of a state
vector as a localized state in a self-consistent potential formed by the classical compo-
nent of a quantum field is required. A similar situation arises for strong interactions,
where the modeling of the state vector as a localized state has led to some success in
the description of a hadron, the so called SLAC “bag” model of a quark [21],[22, 23].
Moreover, it was recently demonstrated that a nonperturbative treatment, in which a
soliton solution is separated out in the zeroth-order approximation, leads to the regu-
larization of the perturbation-theory series in the problem of a particle interacting with
a scalar quantum field [24].
In the present work we are interested in seeking a soliton-like solution in the physically
important theory, which describes one of the four fundamental interactions, namely
quantum electrodynamics (QED). It is well known that the two constants contained in
the QED Hamiltonian, i.e. e0 andm0—the “bare” electron charge and the “bare” mass—
are not known. These two constants depend on the momentum cutoff [25–28] and are
excluded from the theory through the renormalization procedure [27, 29–31], introducing
the physical values of the electron charge and the mass in the Hamiltonian. However,
e0 and m0 remain unknown and, therefore, we can consider them as free parameters of
the theory. Next, we assume that the soliton-like solution in quantum electrodynamics
is mainly formed by the self-interaction of the electron-positron field and neglect the
contribution of the transverse electromagnetic field. As a result, we model the state
vector of the electron-positron system in analogy with Ref. [21, 32]. In addition, by
exploiting the self-consistent field method [33–35] we obtain a system of equations which
describes in a self-consistent way the collective excitation of the electron-positron field,
i.e. yielding evidence that our initial assumptions are reasonable. The solution of this
system of equations is associated with the soliton-like solution in QED.
With respect to this, we would also like to mention that a related approach was
exploited in a series of works [36–42], where the total electromagnetic field was separated
into two parts, namely the external field and the electron self-field. This second part
is generated by the nonquantized electron current and thus excluded from the action
via the equations of motion. As a result of this procedure, the effects such as the
spontaneous emission [40], the vacuum polarization [36], the Lamb shift [37, 41] in the
absence of the external field, as well as g − 2 [39] in the presence of the external field
were evaluated.
The article is organized in the following way. In Sec. II, starting from the QED
Hamiltonian written in the Coulomb gauge in the Schrödinger representation based
on the self-consistent field method, we derive the system of Dirac equations with the
self-consistent field for the quasi-particle collective excitation of the electron-positron
system at rest. Proceeding to Sec. III we discuss the separation of variables, which lead
to the equations for the radial part of the Dirac bispinors. Furthermore, we calculate the
integral characteristics, e.g. the total energy of the collective excitation of the electron-
positron field. In Sec. IV we discuss the solution of the second kind, which possesses
the opposite sign of energy. Next, in Sec. V we demonstrate that similar two kinds of
solutions with the opposite sign of charge exist. With this we conclude the formulation
for the soliton-like solution at rest and transfer to Sec. VI, in which we discuss the moving
solitons. In that Sec. VI we perform the canonical transformation of the variables and
separate the total momentum of the system. After this we calculate the energy of the
moving soliton and show that its energy dispersion relation, i.e. the dependence of
the energy on the total momentum is given through the well known relativistic energy-
3momentum relation. At last, the summary of the paper, the discussion of the obtained
results and an intuitive, simple quasi-classical estimation are presented in Sec. VII.
Finally, the details of all relevant calculations can be found in Appendices A to J.
II. EQUATIONS OF THE SELF-CONSISTENT FIELD
Let us start from writing the QED Hamiltonian in the Coulomb gauge [25, 43] in the
Schrödinger representation
HQED =
∑
kλ
ωkc
†
kλckλ +
∫
dx : ψ†(x)(α · p + βm0)ψ(x) :
+
e20
8pi
∫
dxdy
|x− y| : ρ(x) :: ρ(y) : +
∫
dx : ψ†(x)α · (−e0A(x))ψ(x) : (1)
and introducing the notations.
Through the text we use natural units ~ = c = 1 and all operators are written in
straight font. In Eq. (1) p = −i∇ is the momentum operator, the two colon symbol ::
describes the normal ordering of operators, e0, m0 are the charge and the mass of the
bare electron, α and β the Dirac matrices and ψ(x), ψ†(x) the operators at the position
x of the electron-positron field in the secondary-quantized representation
ψ(x) =
∑
ps
1√
V
√
m0
p
(apsupse
ip·x + b†psvpse
−ip·x), (2)
ψ†(x) =
∑
ps
1√
V
√
m0
p
(a†psu
†
pse
−ip·x + bpsv†pse
ip·x). (3)
In Eqs. (2) and (3) a†ps, aps are the creation and annihilation operators of the bare
electron field with the corresponding bispinor ups and (pˆ −m0)ups = 0. A hat on the
top of quantities is defined as the contraction of the Dirac gamma matrices with the
four vectors fˆ =
∑
µ γ
µfµ. b†ps, bps are the creation and annihilation operators of the
bare positron field with the corresponding bispinor vps and (pˆ + m0)vps = 0. p and s
are the momentum and the helicity of the electron (positron) field, respectively. The
operators of the electron-positron field anti-commute, with the only two nonzero anti-
commutators {aps, a†p′s′} = δss′δpp′ and {bps, b†p′s′} = δss′δpp′ and commute with the
operators of the photon field. ρ(x) = ψ†(x)ψ(x) is the density of the electron-positron
field
: ρ :=
1
V
∑
ps,p′s′
√
m0
p
√
m0
p′
(
a†psap′s′u
†
psup′s′e
−i(p−p′)·x + a†psb
†
p′s′u
†
psvp′s′e
−i(p+p′)·x
+ bpsap′s′v
†
psup′s′e
i(p+p′)·x − b†p′s′bpsv†psvp′s′ei(p−p
′)·x
)
. (4)
A(x) is the vector potential of the transverse electromagnetic field
A(x) =
∑
kλ
ekλ√
2V ωk
(
ckλe
ik·x + c†kλe
−ik·x
)
, (5)
4with c†kλ, ckλ being the creation and annihilation operators of the photon with the wave
vector k, the frequency ωk = |k| and the polarization λ. The operators of the photon
field commute with the operators of the electron-positron field with the only nonvan-
ishing commutator [ckλ, c
†
k′λ′ ] = δλλ′δkk′ . We also denote through P =
∫
dxψ(x)pψ(x)
the total momentum of the electron-positron system.
The QED Hamiltonian (1) consists of four terms. The first two terms describe the en-
ergies of the free electromagnetic and the electron-positron fields. The third term, being
quadratic in the density ρ(x), is the so-called instantaneous interaction between charges,
while the fourth one represents the interaction between the transverse electromagnetic
field divA(x) = 0 and the current of the electron-positron field j = ψ†(x)αψ(x).
As was described in the Introduction we are seeking for the soliton-like solution,
corresponding to the case of the vacuum for the transverse electromagnetic field A(x).
Consequently, we consider the vacuum average with respect to the state vectors of the
latter. For this reason we introduce the reduced Hamiltonian operator
H′QED = 〈0ph|HQED|0ph〉 =
∫
dx : ψ†(x)(α · p + βm0)ψ(x) :
+
e20
8pi
∫
dxdy
|x− y| : ρ(x) :: ρ(y) :, (6)
which becomes the starting point for all the subsequent analysis.
It is well known that in quantum field theory the solitons or solitary waves can not
be obtained by treating the interaction terms on the perturbative basis [1, 44, 45]. For
example, in order to obtain a soliton-like solution in the simplest case of a scalar field
[21] with the Hamiltonian
HS =
∫
dx
{
1
2
pi2(x) +
1
2
(
∂φ(x)
∂x
)2
+
g
4
(
φ2(x)− m
2
g
)2}
, (7)
one displaces the classical component φ(x) from the field operators φ(x) and minimizes
the functional
I[φ(x)] =
∫
dx
{
1
2
(
∂φ(x)
∂x
)2
+
g
4
(
φ2(x)− m
2
g
)2}
, (8)
δI
δφ(x)
= 0. (9)
The transition from Eq. (7) to Eq. (8) is based on the application of the variational
principle when the trial state vector |ΨS{φ(x)}〉 of the initial quantum system is chosen
as a coherent state, with a coherent state parameter φ(x)
I = 〈ΨS{φ(x)}|HS|ΨS{φ(x)}〉. (10)
As a result an approximate substitution of the linear Schrödinger equation for the
determination of the state vector |ΨS〉 with the nonlinear equation for the classical
component φ(x) is performed.
However, the fermionic nature of the operators of the electron-positron field in the
QED Hamiltonian (6) does not allow one to substitute them with the corresponding
classical functions (the corresponding expression will contain the Grassman variables
[1]). However, the nonlinear part still can be separated out in this case. For this we
refer to the well know Hartree method of the self-consistent field in the description of
5an atom [46]. There, the interaction term has the same structure as the interaction
term in Eq. (6) and exactly this term leads to a nonlinearity. Then, starting from the
variational method the equations of the self-consistent field are derived, which are indeed
the nonlinear equations.
Consequently, in order to obtain the soliton-like solution in quantum electrodynamics
we will not split the reduced Hamiltonian H′QED into the “bare” and the interaction parts.
Instead we will try to apply the method of the self-consistent field [21, 46–50]. For this
reason, we neglect the quantum fluctuations in the density of the electron-positron field.
This results in the replacement of the exact density operator : ρ(x) : through the mean
density
: ρ(x) :h 〈: ρ(x) :〉 ≡ 〈ψ0| : ρ(x) : |ψ0〉, (11)
where the expectation value is calculated with some trial state vector |ψ0〉. Proceeding
further as in the Hartree method, i.e. by calculating the functional for the energy one
obtains
J[|ψ0〉] =
∫
dx〈ψ0| : ψ†(x)(α · p + βm0)ψ(x) : |ψ0〉
+
e20
8pi
∫
dxdy
|x− y| 〈ψ0| : ρ(x) : |ψ0〉〈ψ0| : ρ(y) : |ψ0〉 (12)
As a result, our task is to adequately choose the state vector |ψ0〉. For this, we employ
an analogy with the theory of superconductivity [4–6], where the trial state vector takes
into account the coupling between electrons with different momenta, which form the
Cooper pair. Consequently, in the case of QED we suppose that the soliton-like state
can be formed by the whole spectrum of the single electron and positron states with all
possible momenta and spins. Since the states a†qs|0〉 and b†qs|0〉 span the single-particle
subspace they provide a complete basis for expanding the trial function. For this reason,
the most general trial state vector of the collective excitation of the electron-positron
field can be chosen as a linear combination of these single-particle states
|ψ0〉 =
∑
qr
(Uqra
†
qr + Vqrb
†
qr)|0〉, (13)
with arbitrary unknown mixing coefficients Uqr and Vqr, describing the population of
the various single-particle states of the electron-positron field. Therefore, if the soliton
solution exists, it will be described by these coefficients.
We mention here, that this nonperturbative approach based on a modeling of a state
vector, which we call the operator method [51] was successfully applied in a large amount
of quantum mechanical problems. For example, the modelling of the initial state vector
for the most pictorial case of the anharmonic oscillator leads to an approximation of the
energy levels, which is uniformly convergent to the exact numerical results in the whole
range of variation of the coupling constant. In addition we have recently demonstrated
the effectiveness of this approach in a nonperturbative description of the interaction
between a particle and a scalar quantum field [24]. Moreover, a different point of view
on the similar Nambu-Jona-Lasinio problem can be obtained with the use of the path
integral formalism in QFT [52, 53].
Coming back to the state vector |ψ0〉, we require it to be normalized, which leads to
the condition on the coefficients
〈ψ0|ψ0〉 =
∑
qr
(|Uqr|2 + |Vqr|2) = 1. (14)
6Another condition on these coefficients is associated with the fact that the charge
operator Q = e0
∑
qs(a
†
qsaqs−b†qsbqs) commutes with the QED Hamiltonian HQED and
consequently any collective excitation of the electron-positron system should possess
some charge e
e = 〈ψ0|Q|ψ0〉 = e0
∑
qr
(|Uqr|2 − |Vqr|2) , (15)
which in the general case is different from the “bare” electron charge e0.
Therefore, we can immediately conclude from Eq. (15) that the unknown coefficients
Uqr, Vqr can not be equally normalized. For this reason, we introduce the quantity C,
which describes the relative population of the electron field with respect to the positron
one. As a result, if we normalize Uqr, Vqr independently∑
qs
|Uqs|2 = 1
1 + C
,
∑
qs
|Vqs|2 = C
1 + C
, (16)
the normalization condition Eq. (14) for the state vector |ψ0〉 will be automatically
fulfilled for an arbitrary value of C. We want to stress here that we are seeking for the
nontrivial solution, when the coefficient functions Uqr and Vqr are differently normalized
and consequently the observed charge is nonvanishing.
We continue with the calculation of the functional defined via Eq. (12), which is
discussed in detail in Appendix A. This yields for the functional J
J[Ψ(x),Ψc(x)] =
∫
dx
{
Ψ†(x)
[
(α · p + βm0) + 1
2
e0ϕ(x)
]
Ψ(x)
−Ψc†(x)
[
(α · p + βm0) + 1
2
e0ϕ(x)
]
Ψc(x)
}
, (17)
where we introduced the potential of the self-consistent field ϕ(x)
ϕ(x) =
e0
4pi
∫
dy
|x− y|
[
Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)] (18)
and the inverse Fourier transforms
Ψ(x) =
∑
qr
1√
V
√
m0
q
Uqruqre
iq·x, (19)
Ψc(x) =
∑
qr
1√
V
√
m0
q
V ∗qrvqre
−iq·x. (20)
of the unknown coefficients Uqr, V ∗qr respectively. In addition, according to their defini-
tion Ψ(x) and Ψc(x) are the Dirac bispinor wave functions.
The wave functions Ψ(x) and Ψc(x) satisfy a normalization condition, which follows
from Eq. (16), i.e.
N[Ψ(x)] =
∫
dxΨ†(x)Ψ(x) =
1
1 + C
, (21)
N1[Ψ
c(x)] =
∫
dxΨc†(x)Ψc(x) =
C
1 + C
. (22)
7One can also determine the asymptotic behavior of the self-consistent potential for
the large values of |x|. Indeed, if we suppose that the functions Ψ(y) and Ψc(y) tend
to zero when |y| → ∞, then the expansion of the denominator in Eq. (18) for the large
values of |x| yields
ϕ(|x| → ∞) ≈ e0
4pi|x|
∫
dy
[
Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)]
=
e0
4pi|x|
1− C
1 + C
. (23)
Before proceeding, we want to discuss the difference of QED with respect to the
hadronic models [21, 54] regarding the change of the vacuum energy for the vacuum state
and the single-charge state. For example, in Ref. [54] the authors considered a bosonic
field as in Eq. (7) and found that, if the first quantum correction η(x) to the classical
component of the bosonic field φ(x) is taken into account, i.e. φ(x) = φ(x) +η(x), then
the vacuum expectation value of terms quadratic in η(x) is not completely cancelled
with the vacuum energy and is of the same order of magnitude as φ(x). Consequently,
this contribution should be taken into account. Contrary to this case, in QED it is
well known [55] that the vacuum diagrams, i.e. the diagrams with no external lines, do
not contribute into any observable values. For this reason, it can be demonstrated (see
Appendix B) that the vacuum energy in the single-charge state is identical to the one
in the vacuum state, and therefore, there is no change in vacuum energies.
Let us come back to the functional for the energy of the system, defined by Eq. (17).
As we already mentioned above, our starting point was the linear Schrödinger equation
for the system state vector. However, the replacement of the density operator through
its classical value and the corresponding modeling of the state vector brought us to the
functional which has terms of the fourth order with respect to the variational functions
Ψ(x) and Ψc(x). These wave functions can be considered as the ones of the electron and
positron components of the unknown soliton-like solution. Moreover, we would like to
stress here that the soliton-like solution is described via the pair of coefficient functions
{Uqr, V ∗qr} or equivalently via their inverse Fourier transforms {Ψ(x),Ψc(x)} and these
functions should be always considered in pairs and never independently of each other.
In order to determine the equations for the wave functions Ψ(x) and Ψc(x) or equiva-
lently for their Fourier transforms Uqr, V ∗qr we proceed as in the usual variational method
[56], in accordance with the SLAC bag model of the quark [21], namely we introduce
two Lagrange multipliers Λ and Λc in order to satisfy the two additional constrains of
Eqs. (21)-(22) and find the minimum of the functional
T[Ψ(x),Ψc(x)] = J[Ψ(x),Ψc(x)]− ΛN[Ψ(x)]− ΛcN1[Ψc(x)] (24)
with respect to the wave functions Ψ(x) and Ψc(x). The variation of this functional is
described in Appendix C. Consequently, this yields the two nonlinear equations
[(−iα · ∇+ βm0) + e0ϕ(x)]Ψ(x) = ΛΨ(x), (25)
[(−iα · ∇+ βm0) + e0ϕ(x)]Ψc(x) = −ΛcΨc(x), (26)
ϕ(x) =
e0
4pi
∫
dy
|x− y|
[
Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)] ,∫
dxΨ†(x)Ψ(x) =
1
1 + C
,
∫
dxΨc†(x)Ψc(x) =
C
1 + C
.
8III. SEPARATION OF VARIABLES. THE METHOD OF SOLUTION.
INTEGRAL CHARACTERISTICS
In the previous section based on the self-consistent field method, we constructed a
nonlinear system of integro-differential equations, which describes the collective excita-
tion of the electron-positron system in the absence of the photon field. In general, the
solution of this system of equations is a nontrivial mathematical problem, as the sepa-
ration of variables is impossible to perform due to the nonlinearity. Consequently, we
separate the variables by employing an ansatz for the wave functions, which we describe
in what follows. We also note here that the analogous approach is used in the polaron
problem [16–20] and in the “bag” model of a quark [21, 54, 57, 58].
In order to proceed we first of all consider the case when the total momentum of the
electron-positron system is equal to zero, i.e. 〈ψ0|P|ψ0〉 = 0 (later we will discuss the
case 〈P〉 6= 0). In this case the system does not possess any preferable vectors defining
some direction. Oppositely to this situation, when 〈P〉 6= 0 the direction of motion is
preferable. As the second step we note that the self-consistent potential ϕ(x) has a
boundary condition as a spherically symmetric function Eq. (23). Furthermore, it is
well known that the Dirac equation allows the separation of variables in a spherical
coordinate system [26, 27, 59]. Consequently, we introduce the spherically symmetric
ansatz for the wave functions
ΨjlM =
(
g(r)ΩjlM
if(r)Ωjl′M
)
, ΨcjlM =
(
g1(r)ΩjlM
if1(r)Ωjl′M
)
, (27)
where j is the quantum number of the total angular momentum operator J, l the quan-
tum number of the orbital angular momentum operator L, l′ = 2j − l, M the quantum
number of Jz and ΩjlM the spherical spinors [26, 27, 59]. The properties of ΩjlM are
briefly presented in Appendix D. The self-consistent potential is calculated through the
density ρ(x), which in turn is calculated through the wave functions themselves. Con-
sequently, the ansatz (27) results in the spherically symmetric self-consistent potential
and therefore the variables in the Dirac equation can be separated in the spherical
coordinates in a self-consistent way.
Further simplification is associated with the fact that we are trying to seek the state
with the lowest nonzero energy. Consequently, as the large eigenvalues j of the total
angular momentum operator J correspond to the larger energy it is quite natural to
assume that our state possesses the minimal possible eigenvalue, namely j = 1/2. As
a result, the two values of the eigenvalue l are possible, i.e. either l = 0 and l′ = 1 or
l = 1 and l′ = 0. In the following, we will demonstrate that the solutions for both these
situations exist. Until then we fix the values for l and l′ as l = 0 and l′ = 1.
The last remark reflects the situation that M = ±1/2 is a two-fold degenerate eigen-
value. For this reason, the most general linear combination of the wave functions (27)
can be written as
Ψ(x) = A 1
2
Ψ 1
2 ,0,
1
2
+A− 12 Ψ 12 ,0,− 12 =
(
g(r)χ0
if(r)χ1
)
,
Ψc(x) = Ac1
2
Ψc1
2 ,0,
1
2
+Ac− 12 Ψ
c
1
2 ,0,− 12 =
(
g1(r)χ
c
0
if1(r)χ
c
1
)
,
(28)
where the spinors χ0, χ1, χc0 and χc1 are defined in Appendix D. In addition, the co-
efficients of these linear combinations satisfy |A 1
2
|2 + |A− 12 |2 = 1, |Ac12 |
2 + |Ac− 12 |
2 = 1
and A∗1
2
Ac1
2
+ A∗− 12
Ac− 12
= 0, such that the wave functions Ψ(x) and Ψc(x) satisfy the
9orthogonality relation
∫
dxΨ†(x)Ψc(x) = 0 and the normalization relations (21), (22)
(see Appendix D).
Let us come directly to the separation of variables in Eqs. (25)–(26). Due to the
choice of the wave functions (28) the angular dependence is fully determined with the
spherical spinors χ0, χ1, χc0 and χc1. Consequently we need to find the remaining radial
functions g(r), f(r), g1(r) and f1(r). This is performed by plugging the wave functions
(28) into the two Dirac Eqs. (25)–(26) as well as in the definition of the self-consistent
potential Eq. (18). This procedure is described in great detail in Appendix D. The final
result written in the dimensionless variables Eq. (D15) (see Appendix D) reads

u′(x)− u(x)
x
− (1− φ(x))v(x) = λv(x),
v′(x) +
v(x)
x
− (1 + φ(x))u(x) = −λu(x),
u′c(x)−
uc(x)
x
− (1− φ(x))vc(x) = −λcvc(x),
v′c(x) +
vc(x)
x
− (1 + φ(x))uc(x) = λcuc(x),
φ(x) =
α0
x
∫ x
0
ρ(y)dy + α0
∫ ∞
x
ρ(y)
y
dy,
ρ(x) = u2(x) + v2(x)− u2c(x)− v2c (x)∫ ∞
0
dx[u2(x) + v2(x)] =
1
1 + C
,
∫ ∞
0
dx[u2c(x) + v
2
c (x)] =
C
1 + C
.
(29)
This system of equations should be complemented with the boundary conditions re-
sulting from the asymptotic behavior of the functions u(x), v(x), uc(x) and vc(x) near
x = 0 and x→∞ respectively:
u(x) ∼ F0x
(
1 +
1− (λ− φ(0))2
6
x2
)
, v(x) ∼ F0 1− (λ− φ(0))
3
x2, x→ 0,
u(x) ∼ F∞e−
√
1−λ2x, v(x) ∼ −F∞
√
1− λ
1 + λ
e−
√
1−λ2x, x→∞,
(30)
with the corresponding equations for uc(x) and vc(x). Here F0 and F∞ are arbitrary
constants of integration.
The eigenvalue problem for the nonlinear integro-differential Eqs. (29) with the corre-
sponding boundary conditions (30) was obtained from the linear Schrödinger equation
with the help of the self-consistent field method and describes the collective excitation of
the electron-positron system in quantum electrodynamics in the absence of the photon
field. The self-consistent potential φ(x) is calculated with the help of functions u(x),
v(x), uc(x) and vc(x). This system of equations is an analog of the Hartree equations
in the description of an atom. Consequently, its solution can be found only numerically.
For this reason in what follows we present the numerical algorithm for the solution of
this system of equations.
First of all, we note that the functions u(x), v(x), uc(x) and vc(x) are differently
normalized. We, however, would like to replace them with functions that are equally
normalized. Therefore, we introduce the new normalized wave functions uN (x), vN (x),
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ucN (x) and vcN (x) as
u(x) =
√
1
1 + C
uN (x), v(x) =
√
1
1 + C
vN (x),
uc(x) =
√
C
1 + C
ucN (x), vc(x) =
√
C
1 + C
vcN (x),∫ ∞
0
dx[u2N (x) + v
2
N (x)] =
∫ ∞
0
dx[u2cN (x) + v
2
cN (x)] = 1.
(31)
As a result the density ρ(x) in the self-consistent potential becomes a function of C
ρN (x) =
1
1 + C
(u2N (x) + v
2
N (x))−
C
1 + C
(u2cN (x) + v
2
cN (x)), (32)
and the system of Eqs. (29) transforms as
u′N (x)−
uN (x)
x
− (1− φ(x))vN (x) = λvN (x),
v′N (x) +
vN (x)
x
− (1 + φ(x))uN (x) = −λuN (x),
u′cN (x)−
ucN (x)
x
− (1− φ(x))vcN (x) = −λcvcN (x),
v′cN (x) +
vcN (x)
x
− (1 + φ(x))ucN (x) = λcucN (x),
φ(x) =
α0
x
∫ x
0
ρN (y)dy + α0
∫ ∞
x
ρN (y)
y
dy,
ρ(y) =
1
1 + C
(u2N (y) + v
2
N (y))−
C
1 + C
(u2cN (y) + v
2
cN (y)),∫ ∞
0
dx(u2N (x) + v
2
N (x)) =
∫ ∞
0
dx(u2cN (x) + v
2
cN (x)) = 1.
(33)
The boundary conditions, however, are not changed (up to notations of constants F0
and F∞).
The solution of this system of equations have been performed numerically with the
use of the continuous analog of Newton method [60–66], which is described in detail
in Appendix E. During the solution we first fixed the values of the parameters C and
α0. Then the system of equations has been solved as described in Appendix E and the
two eigenvalues λ and λc were determined. It was found that for all values of C and
α0 for which the solution exists the eigenvalues λ and −λc coincide with each other,
i.e. λ = −λc. This very important circumstance allows us to simplify the system of
Eqs. (33) significantly as the sets of functions uN (x), vN (x) and ucN (x), vcN (x) coincide
with each other. As the immediate consequence, the system of four Eqs. (33) transforms
into the system of two equations.
For the following it is convenient to change notations. We introduce the new wave
functions u0(x), v0(x), which are normalized to unity and the parameter
q = α0
1− C
1 + C
. (34)
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Consequently, the system of Eqs. (33) transforms into the form
u′0(x)−
u0(x)
x
− (1− φ(x))v0(x) = λv0,
v′0(x) +
v0(x)
x
− (1 + φ(x))u0(x) = −λu0,
φ(x) = qφ0(x), q = α0
1− C
1 + C
,
φ0(x) =
1
x
∫ x
0
ρ0(y)dy +
∫ ∞
x
ρ0(y)
y
dy,
ρ0(x) = u
2
0(x) + v
2
0(x),∫ ∞
0
(u20 + v
2
0)dx = 1.
(35)
which becomes the starting point of all subsequent considerations.
We stress the importance of the parameter q, which is associated with the self-
similarity in our system, manifesting in the equality of the radial functions g(r) = g1(r)
and f(r) = f1(r).
Another important conclusion comes from the fact that the spin part of the wave
functions is determined up to linear combinations of the spherical spinors Ω 1
2 ,l,± 12 in χ0,
χ1 and χc0, χc1 in
Ψ(x) =
(
g0(r)χ0
if0(r)χ1
)
, Ψc(x) =
(
g0(r)χ
c
0
if0(r)χ
c
1
)
. (36)
This reflects the arbitrariness in the choice of the spin quantization direction, which is
quite natural when the total momentum of the system 〈P〉 is equal to zero.
As the last step we need to determine the integral characteristics of the system. For
this, we first mention that in the case of nonlinear equations the total energy of the
system is not equal to the sum of the corresponding eigenvalues. For example, in the
Hartree method the total energy of the system is not equal to the sum of the Lagrange
multipliers i introduced for the solution of the corresponding Schrödinger equations.
Instead, the mean energy of the interaction should be subtracted from this sum [46].
Consequently, in our case the total energy of the system is not equal to the sum of
λ and λc. As a result, we can derive two integral characteristics. The first integral
characteristic results from the equations of motion, while the second one is an outcome
of the direct calculation of the functional Eq. (17).
In order to find the first integral characteristic we multiply the first of Eqs. (35) by
v0(x), the second one by u0(x) and subtract the first result from the second one. This
yields
T + qΠ = λ, (37)
T =
∫ ∞
0
dx
(
[u′0(x)v0(x)− v′0(x)u0(x)]−
2u0(x)v0(x)
x
+ [u20(x)− v20(x)]
)
≡ B +D, (38)
Π =
∫ ∞
0
dxφ0(x)[u
2
0(x) + v
2
0(x)]. (39)
B =
∫ ∞
0
dx
{
[u′0(x)v0(x)− v′0(x)u0(x)]−
2u0(x)v0(x)
x
}
, (40)
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D =
∫ ∞
0
dx[u20(x)− v20(x)]. (41)
The second integral characteristic, namely the total energy of the system can be easily
obtained from the functional (17). In that equation we add and subtract in the square
brackets 12e0ϕ(x) and then employ the equations of the self-consistent field (25), (26).
Consequently one obtains
E0 =
∫
dxΨ†(x)
(
Λ− 1
2
e0ϕ(x)
)
Ψ(x)−
∫
dxΨc†(x)
(
Λ− 1
2
e0ϕ(x)
)
Ψc(x)
=
1− C
1 + C
(
Λ− 1
2
∫
dre0ϕ(r)
[
(rg0)
2 + (rf0)
2
])
=
m0
α0
(
qλ− q
2
2
Π
)
=
m0
α0
(
qT +
q2
2
Π
)
, (42)
where on the last step we expressed (1 − C)/(1 + C) through the parameter q (34)
and introduced the dimensionless variables (D15). We should note here that the direct
calculation from the functional yields, of course, the same result.
At last we want to point out that the radial equations (35) can be obtained by varying
the functional for the energy Eq. (42) with respect to u0(x) and v0(x).
IV. SOLUTION OF THE SECOND KIND
In the previous section we have determined the state vector |ψ0〉 and the integral
characteristics, which describe the collective excitation of the electron-positron system.
Before proceeding with the analysis of the solutions we need to demonstrate that the
solution of the second kind exists
|ψ′0〉 =
∑
qr
(U ′qra
†
qr + V
′
qrb
†
qr)|0〉, (43)
which is orthogonal to the solution of the first kind and satisfies the normalization
condition
〈ψ′0|ψ′0〉 = 1, 〈ψ0|ψ′0〉 = 0. (44)
The ansatz for the inverse Fourier transforms Ψ′(x), Ψ′c(x) of the mixing coefficients
U ′qr, V ′∗qr in the state vector |ψ′0〉, which satisfies the conditions (44) can be chosen as
U ′qr → Ψ′(x) = (α · ν)Ψ(x), V ′∗qr → Ψ′c(x) = (α · ν)Ψc(x), (45)∫
dxΨ′†(x)Ψ′(x) =
1
1 + C
,
∫
dxΨ′c†(x)Ψ′c(x) =
C
1 + C
. (46)
Here ν is an arbitrary unit vector (ν · ν) = 1, along which the quantization axis of the
spherical spinors is directed. We want to emphasize that since the vector ν is arbitrary,
the direction of the quantization axis is also arbitrary. Consequently, the orthogonality
relations ∫
dxΨ′†(x)Ψ(x) =
∫
dxΨ†(x)(α · ν)Ψ(x) = 0,∫
dxΨ′c†(x)Ψ(x) =
∫
dxΨc†(x)(α · ν)Ψc(x) = 0
(47)
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are automatically fulfilled, due to the orthogonality of the spherical harmonics Y00 and
Y1m, m = {−1, 0, 1}.
Further, we proceed exactly as in Sec. II and calculate the functional for the energy.
For this we note, that since the square of the Dirac matrix α2 = 1 and ν is the unit
vector, the term which is quadratic in the density does not change as (α · ν)2 = 1, and
consequently, we obtain
J′[Ψ′(x),Ψ′c(x)] =
∫
dx
[
Ψ†(x)(α · ν)(α · p + βm0)(α · ν)Ψ(x) (48)
−Ψc†(x)(α · ν)(α · p + βm0)(α · ν)Ψ(x)
]
+
e20
8pi
∫
dxdy
|x− y|
[
Ψ†(x)Ψ(x)−Ψc†(x)Ψc(x)] [Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)] .
The reduction of this functional from the full three dimensional form into the one
dimensional one, containing only the integral characteristics (38)–(42) and the radial
functions u0(x), v0(x) is presented in Appendix F. The result yields
J′[Ψ′(x),Ψ′c(x)] = −E0 (49)
+
m0
α0
q
[∫ ∞
0
dx
(
2
3
(u′0(x)v0(x)− v′0(x)u0(x))−
4
3
u0(x)v0(x)
x
)
+ qΠ
]
︸ ︷︷ ︸
X
.
From this equation we observe that the functional J′ is actually different from the
functional J and consequently, the functions u0(x) and v0(x) are different from the
analogous functions of the solution of the first kind.
However, we can assume that the solutions of these two kinds are analogous to the
positive and negative energy solutions of the free Dirac equation for a single particle.
As a result we use the same functions u0(x) and v0(x) in both solutions and require that
the energy of the system for the solution of the second kind is exactly equal to −E0, i.e.
E′0 = −E0. (50)
For this reason we would like to require that the quantityX in Eq. (49) vanishes. Con-
sequently, in order to satisfy this condition we introduce the second Lagrange multiplier
µ in the functional J. This will lead, of course, to the equations for the radial functions
u0(x) and v0(x), which are different from Eqs. (35) of the previous section. Therefore,
our task is to establish weather the solution of these modified equations exists.
As was mentioned in the last paragraph of the previous section, the equations for the
radial functions can be obtained from the variation of the functional Eq. (42). Therefore,
we will start from this functional J and modify it, in order to incorporate the additional
condition X = 0. This new functional I reads as
I =
m0
α0
q
∫
dx
(
[u′0(x)v0(x)− v′0(x)u0(x)]−
2u0(x)v0(x)
x
+ [u20(x)− v20(x)] +
q
2
φ0(x)[u
2
0(x) + v
2
0(x)]
)
− m0
α0
qλ
∫ ∞
0
dx[u20(x) + v
2
0(x)]
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− m0
α0
qµ
∫ ∞
0
dx
[(
2
3
[u′0(x)v0(x)− v′0(x)u0(x)]−
4
3
u0(x)v0(x)
x
)
+ qφ0(x)[u
2
0(x) + v
2
0(x)]
]
. (51)
The Lagrange multipliers λ and µ require the two additional conditions to be fulfilled,
namely X = 0 and the normalization condition of the functions u0(x) and v0(x), respec-
tively. The variation of this new functional is calculated in Appendix G, the resulting
modified equations are(
1− 2
3
µ
)
u′0(x)−
(
1− 2
3
µ
)
u0(x)
x
− [1 + λ− q(1− 2µ)φ0(x)]v0(x) = 0,(
1− 2
3
µ
)
v′0(x) +
(
1− 2
3
µ
)
v0(x)
x
− [1− λ+ q(1− 2µ)φ0(x)]u0(x) = 0,
φ0(x) =
1
x
∫ x
0
dy[u20(y) + v
2
0(y)] +
∫ ∞
x
dy
[u20(y) + v
2
0(y)]
y
.
(52)
It is a remarkable fact that this new system of equations can be reduced to exactly the
same form as the initial system of Eqs. (35). The differences consist in the redefinition
of the parameter q and the rescaling of the radial variable x. Let us demonstrate this.
We start from the change of variable x→ z
x =
(
1− 2
3
µ
)
z,
d
dx
=
1
1− 23µ
d
dz
(53)
and introduce the new radial functions u¯0(z) and v¯0(z), which are normalized to unity
u0(x) = au¯0(z), v0(x) = av¯0(z), (54)∫ ∞
0
dx(u20(x) + v
2
0(x)) =
(
1− 2
3
µ
)
a2
∫ ∞
0
dz(u¯20(z) + v¯
2
0(z)) = 1 ⇒ a =
1√
1− 23µ
.
Furthermore, as demonstrated in Appendix H this change of variables leads to the
change of the amplitude of the self-consistent potential
φ0
((
1− 2
3
µ
)
z
)
=
1(
1− 23µ
) φ¯0(z). (55)
The consequence of this is that the system of Eqs. (52) transforms into
u¯′0(z)−
u¯0(z)
z
−
[
1 + λ− q (1− 2µ)(
1− 23µ
) φ¯0(z)] v¯0(z) = 0,
v¯′0(z) +
v¯0(z)
z
−
[
1− λ+ q (1− 2µ)(
1− 23µ
) φ¯0(z)] u¯0(z) = 0,
φ¯0(z) =
1
z
∫ z
0
dy[u¯20(y) + v¯
2
0(y)] +
∫ ∞
z
dy
[u¯20(y) + v¯
2
0(y)]
y
.
(56)
We conclude that it is identical to the system of Eqs. (35) up to the renormalization
for the magnitude q of the self-consistent potential. For this reason, the bar on the top
of the radial functions and the self-consistent potential will be omitted below.
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For the determination of the Lagrange multiplier µ we need to find the expression for
X in the new variables. As follows from Appendix H this relation is given through
X = a2
∫ ∞
0
dz
{
2
3
[u′0(z)v0(z)− v′0(z)u0(z)]−
4
3
u0(z)v0(z)
z
+ qφ0(z)[u
2
0(z) + v
2
0(z)]
}
= a2
(
2
3
B + qΠ
)
. (57)
The amplitude of the self-consistent potential in the radial Eqs. (56) is now different
from the one in Eqs. (35). However, during the numerical solution we specify the total
magnitude, which we call q¯, and which is related to q as
q¯ = q
(1− 2µ)(
1− 23µ
) . (58)
For this reason, in order to determine the Lagrange multiplier µ from Eq. (57), we
express q through q¯
q = q¯
1− 23µ
1− 2µ (59)
and plug in it into the definition of X, Eq. (57). This yields
2
3
B + q¯
1− 23µ
1− 2µΠ = 0⇒ µ =
B + 32 q¯Π
2B + q¯Π
. (60)
As a result, we have achieved the goal, namely the new set of the radial functions
together with the Lagrange multipliers λ and µ has been determined, which leads to the
energy E′0 = −E0 for the solution of the second kind.
However, in contrast to the integral characteristic Eq. (37) yielding from the equations
of motion, the expression for the energy E0 is now different from the one defined via
Eq. (42). This is related to the fact, that the actual parameter, which defines the solution
is not equal to q, but to q¯. Consequently, the new value for the energy of the solution
of the first kind should be expressed through q¯. As demonstrated in Appendix H this
new value is equal to
E0 =
m0
α0
q¯
1− 2µ
(
B +
(
1− 2
3
µ
)
D +
(
1− 23µ
)
1− 2µ
q¯
2
Π
)
. (61)
As described above we are seeking for the solutions with the lowest nonzero energy E0.
Consequently, we investigated how the energy E0 in Eq. (61) depends on the parameter
q¯, namely whether the minimum of this function exists. The result of the evaluation is
presented in Fig. 1. We have identified the two regions of the parameter q¯, for which
the solution exist, namely q¯ < 0 and q¯ > 0. However, the absolute value of the energy
E0 for q¯ > 0 is larger, than for the case q¯ < 0. For this reason, since we are looking for
the state with the lowest nonzero energy, we discarded the value q¯ < 0 and determined
the radial functions, the self-consistent potential, the values of E0, λ and µ in the point
q¯0 of the minimum of the energy of the system, for the region q¯ > 0
E0
[
m0
α0
]
= −0.82720± 10−5, q¯0 = 3.360± 0.001, λ = 0.007± 0.002,
µ = −478.0± 0.1, T = −1.480± 0.001, q¯0Π = 1.486± 0.002,
(62)
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Figure 1. (color online) Top pane: The dependence of the energy E0, (61) of the collective
excitation of the electron-positron system on the parameter q¯. The dashed green line represents
q¯ < 0 and the blue solid line q¯ > 0. Bottom panes: The dependence of the universal functions
u0(x) and v0(x) as well as the self-consistent potential φ(x) on the dimensionless coordinate
x = m0r.
where the error boundaries are defined by the accuracy of the numerical calculations.
The radial functions u0(x), v0(x) and the self-consistent potential for the above value
of q¯0 are presented in Fig. 1.
From these numerical results we can conclude that the parameter µ is a large value.
This allows one to simplify the expression for the energy E0 of the system, since the
largest contribution is given through the quantity D, which describes the integral dif-
ference between the densities u20(x) and v20(x), respectively. Consequently,
E0 ≈ m0
α0
q¯0
3
D, D = −0.735± 10−4. (63)
V. SOLITON-LIKE SOLUTION WITH A DIFFERENT SIGN OF
CHARGE
In the previous section we have constructed two types of solutions, which possess the
same charge e
e = e0
1− C
1 + C
(64)
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and two different signs of the energy ±E0. However, it appears that exactly the same
two solutions can be constructed with the opposite sign of charge e. Indeed, let us
choose a different ansatz in comparison with Eq. (27), for the inverse Fourier transforms
of the new mixing coefficients U˜qr and V˜qr. We will denote this new type of solutions
with the tilde symbol
|ψ˜0〉 =
∑
qr
(
U˜qra
†
qr + V˜qrb
†
qr
)
|0〉, (65)
Ψ˜(x) =
∑
qr
1√
V
√
m0
q
U˜qruqre
iq·x, Ψ˜c(x) =
∑
qr
1√
V
√
m0
q
V˜ ∗qrvqre
−iq·x,
∫
dxΨ˜†(x)Ψ˜(x) =
C˜
1 + C˜
,
∫
dxΨ˜c†(x)Ψ˜c(x) =
1
1 + C˜
, (66)
where the inverse Fourier transforms are defined as
Ψ˜(x) =
√
C˜
1 + C˜
(
−if˜(r)χ˜1
g˜(r)χ˜0
)
, Ψ˜c(x) =
√
1
1 + C˜
(
−if˜(r)χ˜c1
g˜(r)χ˜c0
)
. (67)
Here we flipped the two component spinors in the Dirac bispinors and changed the
normalization of the corresponding wave functions. This is equivalent to fix l = 1 and
l′ = 0.
One can calculate the expectation value of the charge operator with the help of the
state vector (65)
e˜ = e0
∑
qr
(
|U˜qr|2 − |V˜qr|2
)
= e0
C˜ − 1
C˜ + 1
. (68)
Moreover, by direct substitution, it can be shown that the radial functions g˜(r) and
f˜(r) in Ψ˜(x) and Ψ˜c(x) satisfy exactly the same equations as the radial functions g(r)
and f(r) in Ψ(x) and Ψc(x). As a result, the radial functions with the tilde symbol g˜(r)
and f˜(r) are equal to the radial functions g(r) and f(r). This fixes as in the previous
section the numerical value for q¯0 > 0 and, since α0 > 0, the quantity C > 1.
Therefore, the quantity C˜ = C and, consequently, this new soliton-like solution pos-
sesses the opposite sign of charge
e˜ = −e. (69)
In addition we pay attention to the fact that since the soliton state of the first kind is
described via a pair of wave functions {Ψ(x),Ψc(x)}, one might expect that the soliton
solution with the opposite charge sign can be obtained by applying the charge conju-
gation operator C to {Ψ(x),Ψc(x)}. By observing the structure of the wave functions
Ψ˜(x) and Ψ˜c(x) and by exploiting the definition of the charge conjugation operator [26]
we indeed find that {Ψ˜(x), Ψ˜c(x)} = {βα2Ψ∗(x), βα2Ψc∗(x)}.
Furthermore, it can be demonstrated that the total energy of this solution is equal to
the energy of the solution of the first kind.
VI. STATES WITH NONZERO TOTAL MOMENTUM
In Secs. III and IV we have determined the solutions of two types which have two
different signs of E0, for the case when the total momentum of the system 〈P〉 is equal to
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zero. However, it is well known that the QED Hamiltonian is Lorentz invariant [25–27]
and consequently, we need to generalize the results of the previous sections for the case
when 〈P〉 6= 0.
In the following we will employ the method of canonical transformations of the vari-
ables, which was introduced in Refs. [67–69]. In this method one introduces the collective
field coordinate R, which is canonically conjugated to the momentum P. By construc-
tion the momentum P coincides with the total momentum of the system. We want to
note here, that a similar problem appears in the context of the Nambu-Jona-Lasinio
model [70].
Let us demonstrate this on the example of the separation of the center of mass variable
in the system of N particles with the coordinates ra.
Firstly, we introduce the center of mass coordinate R1 and the relative coordinates
xa in the usual way
R1 =
1
N
N∑
a=1
ra. ra = R1 + xa,
N∑
a=1
xa = 0. (70)
As can be seen from Eq. (70) the introduction of R1 is compensated by the condition
imposed on the relative coordinates xa.
Secondly, we calculate the operators of the new momenta of the system according to
their definition
pa = −i∇a = −
i
N
∇R1 + p′a, P1 = −i∇R1 p′a = −i∇xa +
i
N
N∑
b=1
∇xb ,
N∑
a=1
p′a = 0.
(71)
Consequently, we may conclude from Eq. (71) that the momentum P1 describes the
collective motion of the system.
In what follows1 we would like to apply a similar procedure for the reduced Hamilto-
nian of QED, namely to separate out the center of mass of the collective excitation of the
electron-positron system. For this we note that the secondary-quantized representation
in quantum mechanics is based on the equality of the matrix elements, which are cal-
culated in two different representations for the wave function of the system[25, 46, 71].
In the first representation the system is described via the wave function, which depends
on the coordinates of the individual particles while in the second one the system is de-
scribed by the distribution of the occupation numbers of particles over different states.
Since the “total” operator of the whole system, e.g. the total energy or the total mo-
mentum, is represented as a sum of the single-particle operators, i.e. the linear relation,
the matrix elements of this “total” operator are equal to each other in these two differ-
ent representations. That is, the reduced Hamiltonian of QED can be written in the
completely equivalent coordinate representation as
H′QED = lim
N→∞
N∑
a=1
{
αa · pa + βam0 +
e20
8pi
N∑
b=1
1
|ra − rb|
}
. (72)
Consequently, in this representation we can apply the relations (70) and (71) for the
1 This discussion is based on § 13.1 of the Ref. [25], §64-65 of Ref. [46] and §6.8 of Ref. [71]
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reduced Hamiltonian (72). This yields
H′QED = lim
N→∞
N∑
a=1
{
αa · P1
N
+αa · (−i∇xa) + βam0
+
N∑
b=1
(
e20
8pi
1
|xa − xb| +
i
N
∇xb
)}
. (73)
Furthermore, as demonstrated in Appendix I the absolute value of the Jacobian de-
terminant of the variable transformations Eqs. (70), (71) is equal to N3. Therefore,
during the calculation of the matrix elements of an arbitrary operator M for the system
containing N particles we will change the variables as
〈Φ1|M|Φ2〉 =
∫
dr1 · · · drNΦ∗1({ri})MΦ2({ri})
=
∫
N3dR1dx1 · · · dxN−1Φ∗1(R1, {xi})MΦ2(R1, {xi}), (74)
As a result it is natural to introduce the new variables
NR1 = R,
NP = P1,
(75)
and consequently Eqs. (74) and (73) transform as follows
H′QED = lim
N→∞
N∑
a=1
{
αa · P +αa · (−i∇xa) + βam0
+
N∑
b=1
(
e20
8pi
1
|xa − xb| +
i
N
∇xb
)}
(76)
〈Φ1|M|Φ2〉 =
∫
dRdx1 · · · dxN−1Φ∗1(R, {xi})MΦ2(R, {xi}). (77)
As the last step of the derivation we need to return into the secondary-quantized
representation, for which we investigate the single-particle Hamiltonians Ha
Ha = αa · pa +αa · P + βam0. (78)
From this equation we can immediately conclude that the coordinate R is a cyclic one.
Therefore, the solution of the Dirac equation with the Hamiltonian (78) is easily found
and reads
ψa =
1√
V
√
m0
P+pa
u(P + pa, s)e
iP ·R+ipa·xa , (79)
where u(P + pa, s) are the bispinors of the free Dirac equation with the momentum
P + pa. Consequently, one can deduce from the single-particle solutions Eq. (79) that
in order to return into the secondary-quantized representation the following substitution
for the field operators and bispinors is required
aps → aP+p,seiP ·R, bps → bP+p,seiP ·R
ups → u(P + p, s), vps → v(P + p, s),
p → P+p.
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As a result, the secondary quantized-wave functions read
ψ(x,R,P ) =
∑
ps
1√
V
√
m0
P+p
(
aP+p,su(P + p, s)e
ip·x+iP ·R + b†P+p,sv(P + p, s)e
−ip·x−iP ·R
)
,
ψ†(x,R,P ) =
∑
ps
1√
V
√
m0
P+p
(
a†P+p,su
†(P + p, s)e−ip·x−iP ·R + bP+p,sv†(P + p, s)eip·x+iP ·R
)
.
(80)
By exploiting this expression we can write down the reduced Hamiltonian of QED
H′QED =
∫
dx : ψ†(x,R,P )(α · p +α · P + βm0)ψ(x,R,P ) :
+
e20
8pi
∫
dxdy
|x− y| : ρ(x,R,P ) :: ρ(y,R,P ) :
− lim
N→∞
1
2N
∫
dxdy : ψ†(x,R,P )αψ(x,R,P ) ·ψ†(y,R,P )(−i∇y)ψ(y,R,P ) : .
The last term vanishes when N tends to infinity and we finally obtain
H′QED =
∫
dx : ψ†(x,R,P )(α · p +α · P + βm0)ψ(x,R,P ) :
+
e20
8pi
∫
dxdy
|x− y| : ρ(x,R,P ) :: ρ(y,R,P ) : . (81)
Concluding, we have achieved the goal and have separated the total momentum of
the system in the reduced QED Hamiltonian.
Proceeding with the construction of the soliton-like solutions for a nonzero total
momentum, we require the collective excitation of the electron-positron system to be
Lorentz invariant, i.e. its relativistic energy dispersion law must be fulfilled for an
arbitrary total momentum of the system
E2(P ) = P 2 + E20 . (82)
It is well known that in the general case of a strong coupling theory, e.g. the po-
laron problem [16–20] or in the problem of a particle interacting with a scalar field [24]
the dispersion law Ep(P ) (the index p stands for polaron) is a very complicated func-
tion of the total momentum of the system. Moreover, the energy dispersion relation is
associated directly with the mass renormalization. For this reason, the complicated dis-
persion law is expanded in a power series for small momenta, resulting in the expression
Ep(P ) ≈ E0 + P 2/(2m∗), where m∗ is the renormalized mass. This happens due to
the nonlinear interaction between the particle and the field or equivalently because the
momentum operator of the particle does not commute with the interaction part.
However, in our problem the situation is different, which can be concluded from the
upcoming fact. It follows from the reduced QED Hamiltonian Eq. (76) that the in-
teraction part does not depend on the coordinate of the center of mass R. For this
reason, the total momentum operator P commutes with the reduced Hamiltonian of
QED and, therefore, the self-consistent potential does not change when the translation
of the system is performed. Moreover, by observing Eq. (81) we can conclude that the
coordinate R, which is conjugated to the total momentum P is a cyclic one. Further-
more, the total momentum is coupled only to the spin degrees of freedom. In addition,
it is well known that the relativistic motion can be considered as the transformations in
the spinor space. For example, in Ref. [72] the solution of the free Dirac equation has
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been found firstly for the case of the particle at rest. Then it was demonstrated that
the transformations in the spinor space lead to the solution of the Dirac equation for an
arbitrary momentum.
By exploiting this analogy, we introduce the state vector |ψP 〉, which is normalized to
unity and describes the collective excitation of the electron-positron system with nonzero
total momentum P and try to represent this state vector as a linear combination of the
obtained above resting solutions. Furthermore, we assume that the dependence on the
total momentum is completely absorbed in the coefficients of the linear combination.
In other words, we try to solve the Schrödinger equation with the help of the basis
consisting of a finite number of the known state vectors.
The state |ψ′0〉 contains an arbitrary vector ν Eq. (45), which we direct along the
momentum P , i.e. P = Pν. Proceeding, we form a linear combination of the solutions
of the first and the second kinds
|ψP 〉 = K(P )|ψ0〉+ L(P )|ψ′0〉. (83)
The state vectors |ψ0〉 and |ψ′0〉 are normalized to unity and orthogonal to each other,
i.e
〈ψ0|ψ0〉 = 1, 〈ψ′0|ψ′0〉 = 1, 〈ψ0|ψ′0〉 = 0. (84)
We require the state vector |ψP 〉 to be normalized, which yields the condition on the
coefficients of the linear combination
〈ψP |ψP 〉 = 1⇒ |K(P )|2 + |L(P )|2 = 1, (85)
As was mentioned above we need to solve the Schrödinger equation
H′QED(P )|ψP 〉 = E(P )|ψP 〉, (86)
or by plugging the definition of |ψP 〉 from Eq. (83)
H′QED(P ) [K(P )|ψ0〉+ L(P )|ψ′0〉] = E(P ) [K(P )|ψ0〉+ L(P )|ψ′0〉] . (87)
Let us project this expression on |ψ0〉 and |ψ′0〉. With the help of Eq. (84) this yields
K(P )〈ψ0|H′QED(P )|ψ0〉+ L(P )〈ψ0|H′QED(P )|ψ′0〉 = E(P )K(P ),
K(P )〈ψ′0|H′QED(P )|ψ0〉+ L(P )〈ψ′0|H′QED(P )|ψ′0〉 = E(P )L(P ).
(88)
According to Secs. III–IV the matrix elements
〈ψ0|H′QED(P )|ψ0〉 = E0, 〈ψ′0|H′QED(P )|ψ′0〉 = −E0, (89)
since the expectation value
〈ψ0|
∫
dx : ψ†(x,R,P )(α · P)ψ(x,R,P ) : |ψ0〉
=
∫
dx
(
Ψ†(x)α · PΨ(x)−Ψc†(x)(−α · P )Ψc(x)
)
= 0, (90)
due to the orthogonality of the spherical harmonics Y00 and Y1m, m = {−1, 0, 1}. In
addition, exp(±iP ·R) in the density operator ρ(x,R,P ) does not contribute, as the
only nonzero matrix elements are proportional to a†psaps and b†psbps. Moreover, the
22
same calculation leads to the second equation in Eq. (89) for Ψ′(x), Ψc′(x). Therefore,
the system of Eqs. (88) transforms into the following form
K(P )E0 + L(P )〈ψ0|H′QED(P )|ψ′0〉 = E(P )K(P ),
K(P )〈ψ′0|H′QED(P )|ψ0〉 − L(P )E0 = E(P )L(P ).
(91)
The calculation of the two remaining matrix elements is presented in Appendix J and
the result reads
〈ψ′0|H′QED(P )|ψ0〉 = 〈ψ0|H′QED(P )|ψ′0〉 = P. (92)
This allows us to rewrite the system of Eqs. (91) for the determination of the energy
E(P ) as
K(P )E0 + L(P )P = E(P )K(P ),
K(P )P − L(P )E0 = E(P )L(P ). (93)
This is a system of linear equations and in order to obtain nontrivial solutions its
determinant should be equal to zero. Therefore,∣∣∣∣E0 − E(P ) PP −[E0 + E(P )]
∣∣∣∣ = 0, (94)
or by expanding the determinant we obtain the dispersion law
E20 + P
2 = E2(P ). (95)
Consequently, we have achieved the goal and have found the state vector |ψP 〉, with
the corresponding eigenvalue E(P ), which yields the relativistic dispersion law for the
soliton-like solution. This result can be understood in a way, that due to the motion,
the operator α ·P mixes the two different states |ψ0〉, |ψ′0〉 with the energies ±E0, such
that the relativistic dispersion law holds. This result could have been only achieved as
the interaction part in the reduced QED Hamiltonian is invariant under the translation
of the system as a whole under the vector R.
VII. QUASI-CLASSICAL PICTURE AND SURVEY OF THE RESULTS
In this work we presented a novel soliton-like solution in quantum electrodynamics,
which was obtained by modeling the state vector of the system in analogy with the
theory of superconductivity, by separating out the classical component in the density
operator (11) and by variation of the functional for the total energy of the system. This
leads to the equations of the self-consistent field (25)–(26). We based our derivations
on the assumptions that the parameters of the initial QED Hamiltonian, which are the
“bare” electron charge and the mass are unknown values.
Next by exploiting the spherically symmetric ansatz for the Dirac wave functions,
which resulted in the spherically symmetric self-consistent potential we separated the
variables in the Dirac equation. Due to the commutation of the charge operator with the
QED Hamiltonian the normalization condition for the electron component in the state
vector |ψ0〉, i.e. Uqr, Ψ(x) can not be equal to the normalization of the corresponding
positron component V ∗qr, Ψc(x). Consequently, we introduced the quantity C, which
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describes the population of the electron component with respect to that of the positron
and, which determines the sign of charge
e = e0
1− C
1 + C
(96)
of the quasi-particle collective excitation of the electron-positron system. In addition the
soliton-like solution is described via the pair of functions {Ψ(x),Ψc(x)} or equivalently
via their Fourier transforms {Uqr, V ∗qr}.
After separation of variables we obtained a system of equations (29) for the radial
functions g(r), f(r) and g1(r), f1(r), which determine the density of the self-consistent
potential. This system of integro-differential equations is a nonlinear eigenvalue problem.
In order to provide the solution we employed the continuous analog of Newton method.
During the solution we have found that the radial functions g(r), f(r) and g1(r), f1(r)
are equal to each other, which exhibits the self-similarity. This allowed us to determine
the parameter
q = α0
1− C
1 + C
, (97)
which defines the magnitude of the self-consistent potential.
According to the uncertainty principle, the localization of the electronic and positronic
components of the charge density in a finite volume of space leads to the corresponding
uncertainty in their momentum. Due to the Coulomb attraction between charges, the
positive kinetic energy of the fluctuations compensates for the negative potential energy
and the system equilibrates. This can be viewed as the physical reason for the self-
consistent solution. In order to clarify this statement we will provide a simple qualitative
quasi-classical estimation below.
Let us introduce a characteristic parameter a of the localization region in space for
both components of the charge density. The uncertainty of the momentum is then
defined by the parameter u ∼ 1/a. The integral densities of the electron and positron
components we specify as ρ− = 1/(1 + C) and ρ+ = C/(1 + C) correspondingly. In
addition, we consider that the state vector is normalized according to Eq. (14) such
that ρ− + ρ+ = 1. If the charge is localized in the spacial region a < m−10 , then the
momentum uncertainty u > m0 and the relativistic description for the kinetic energy is
required. Consequently, we can write down the quasi-classical estimation for the energy
of the system
E ≈ ρ−
√
u2 +m20 − ρ+
√
u2 +m20 + ρ−e0ϕC − ρ+e0ϕC, (98)
where ϕC is the estimation for the self-consistent potential, which is created by the
electronic and positronic components of the charge density
ϕC =
ρ−e0
4pia
− ρ+e0
4pia
=
e0
4pi
1− C
1 + C
u. (99)
Consequently, we can write down the estimation for the energy of the system
E ≈ q
α0
√
u2 +m20 +
q2
α0
u. (100)
The parameter q is related to the soliton charge, such that in accordance with Eq. (96)
e = 4piq/e0. The soliton charge is in turn an integral of motion and consequently defines
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the stability of the soliton state with minimal energy. The value q = 0 corresponds to the
state with vanishing charge and energy. However, the energy of the system, Eq. (100),
possesses a nontrivial minimum for q 6= 0. Indeed, the variation of E with respect to q
and u leads to the equations
u√
u2 +m20
+ q = 0,
√
u2 +m20 + 2qu = 0. (101)
Since u > 0 according to its definition, a nontrivial solution exists when q < 0 or
equivalently C > 1 and reads
u = m0, q = − 1√
2
, E = −m0
2α0
. (102)
Concluding, even a rough quasi-classical estimation demonstrates that the soliton-like
solution is energetically more preferable than the solution with vanishing energy. We
also observe that the numerical value of the coefficient in the energy Eq. (102) is close to
the exact quantum mechanical result Eq. (63) (compare −0.5 versus q¯0D/3 ≈ −0.823).
Returning back to the exact formulation, we introduced the solution of the second
kind, with the state vector |ψ′0〉, which is orthogonal to the state vector of the solution
of the first kind and is also normalized to unity. We have demonstrated that the energy
E′0 of this second solution has the opposite sign with regard to the energy of the solution
of the first kind, i.e. E′0 = −E0. This condition is manifested by the parameter µ which
is associated with the renormalization of the magnitude of the self-consisted potential
q = q¯
1− 23µ
1− 2µ ≈ 1.118, q¯ ≈ 3.360, µ ≈ 478. (103)
Finally, by concluding the formulation for the resting soliton-like solutions we deter-
mined two analogous kinds of solutions with opposite sign of charge.
Next we accomplished the transition to the moving soliton and performed the canon-
ical transformation of the field variables. This allowed us to separate out the center of
mass coordinate, with the canonically conjugated total momentum of the system. Our
results are based on the equivalence of the two different representations for the reduced
QED Hamiltonian and the fact that the interaction part is invariant under translations
of the system.
By forming a linear combination of the obtained solutions of the first and the second
kinds we have found the dependence of the energy of the moving soliton on the total
momentum of the system. This has removed the arbitrariness in the orientation of the
quantization axis of the spinor part of the wave function in analogy with the motion of
a free electron and has lead to the well known relativistic energy-momentum relation
E20 + P
2 = E2(P ). (104)
At last, we want to discuss the stability of the soliton-like solution with respect to its
decay with the emission of a photon, as it happens during the annihilation of the bound
state of electron and positron — positronium.
First, we notice that the state vector of positronium is bilinear in the creation oper-
ators
|ΨPs〉 ∼ a†pb†q|0〉, (105)
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which corresponds to a two-particle excitation with vanishing charge. Consequently,
the transition matrix element into the state with one photon |γk〉 = c†k|0〉 from the
interaction Hamiltonian of QED is not equal to zero, i.e.,
MPsif ∼ 〈γk|
∫
dx : ψ†(x)α · (−e0A(x))ψ(x) : |ΨPs〉 6= 0. (106)
At the same time, the state vector |ψ0〉 Eq. (13) is a linear combination of single-
particle excitations. For this reason, the transition matrix element MSif is identically
equal to zero, which corresponds to the conservation of charge and implies the stability
of the soliton-like solution.
Finally, we want to briefly address the physical meaning of the obtained soliton-like
solution in QED. We expect that this solution can describe the observable characteristics
of the “physical” electron. However, this assumption requires an additional, comprehen-
sive analysis, which we envisage to perform in subsequent works.
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A. CALCULATION OF THE EXPECTATION VALUE 〈ψ0|H′QED|ψ0〉
In order to calculate the expectation value 〈ψ0|H′QED|ψ0〉 we note that the vacuum
average of the product of the creation and annihilation operators is not equal to zero
only for the equal number of the former and the latter. As we calculate the expectation
value in the mean field theory all operators in the Hamiltonian can be written in the
general form as
: ψ†(x)Fψ(x) :=
1
V
∑
ps,p′s′
√
m0
p
√
m0
p′
(
a†psap′s′u
†
pse
−ip·xFup′s′eip
′·x
+ a†psb
†
p′s′u
†
pse
−ip·xFvp′s′e−ip
′·x
+ bpsap′s′v
†
pse
ip·xFup′s′eip
′·x
− b†p′s′bpsv†pseip·xFvp′s′e−ip
′·x
)
, (A1)
where the operator F in the case of the kinetic energy is equal to α ·p+βm0 and in the
case of the density to 1.
Consequently, after the counting of the number of creation and annihilation operators
in the corresponding matrix elements 〈ψ0| : ψ†(x)Fψ(x) : |ψ0〉 and the omission of the
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vanishing terms one obtains∫
dx〈ψ0| : ψ†(x)Fψ(x) : |ψ0〉 =
∫
dx
1
V
∑
ps,p′s′
√
m0
p
√
m0
p′
×
(
U∗psu
†
pse
−ip·xFUp′s′up′s′eip
′·x
− Vpsv†pseip·xFV ∗p′s′vp′s′e−ip
′·x
)
=
∫
dx
(
Ψ†(x)FΨ(x)−Ψc†(x)FΨc(x)) , (A2)
where we have introduced the inverse Fourier transforms of the coefficients
Ψ(x) =
∑
qr
1√
V
√
m0
q
Uqruqre
iq·x, (A3)
Ψc(x) =
∑
qr
1√
V
√
m0
q
V ∗qrvqre
−iq·x. (A4)
Consequently, the expectation value of the various terms in the reduced QED Hamilto-
nian looks like
〈ψ0| : ψ†(x)(α · p + βm0)ψ(x) : |ψ0〉
=
(
Ψ†(x)(α · p + βm0)Ψ(x)−Ψc†(x)(α · p + βm0)Ψc(x)
)
, (A5)
〈ψ0| : ρ(x) : |ψ0〉
=
(
Ψ†(x)Ψ(x)−Ψc†(x)Ψc(x)) (A6)
B. CHANGE OF THE VACUUM ENERGY OF THE SINGLE-CHARGE
STATE WITH RESPECT TO THE VACCUM STATE
We would like to demonstrate that the normal ordering of operators in the reduced
QED Hamiltonian is equivalent to counting all energies from the vacuum energy. In
other words we want to demonstrate that the difference of the expectation value of the
single-charge state |ψ0〉 with respect to the vacuum state |0〉 yields the functional (17)
〈ψ0|H′QED|ψ0〉 − 〈0|H′QED|0〉 = J[Ψ(x),Ψc(x)], (B1)
if the normal ordering of operators is not used.
We would like to separate out the classical component in the density operator. For
this reason, let us rewrite the quadratic in density term as
e20
8pi
∫
dxdy
ρ(x)ρ(y)
|x− y| =
e20
8pi
∫
dxdy
ρ(x)Iρ(y)
|x− y| , (B2)
where we have introduced the identity operator I between the densities. This identity
operator is equal to
I = |0〉〈0|+ |ψ0〉〈ψ0|+ |ψ1〉〈ψ1|+ |ψ2〉〈ψ2|+ · · · . (B3)
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The states |ψi〉 form a complete set and the state |ψ2〉, for example, is equal to
|ψ2〉 =
∑
qs
(Uqsa
†
qs + Vqsb
†
qs)(a
†
klb
†
k′l′ + a
†
kla
†
k′l′ + b
†
klb
†
k′l′)|0〉. (B4)
In addition, the states |ψ1〉, |ψ2〉, . . . represent transitions into intermediate states with
a higher number of electron-positron pairs and consequently correspond to the diagrams
with a higher number of vertices. Consequently, in the zeroth-order approximation we
drop the terms |ψ1〉〈ψ1|, |ψ2〉〈ψ2|, . . . in the projector and consider them as higher order
corrections. This is a similar approximation to Ref.[54], where the authors kept only
quadratic terms in η(x) in the zeroth-order approximation of the expansion of the
bosonic field φ(x) = φ(x) + η(x).
Proceeding, we firstly calculate the vacuum expectation value. For this we evaluate
(|0〉〈0|+ |ψ0〉〈ψ0|)ρ(x)|0〉 = |0〉〈0|ρ(x)|0〉, (B5)
since the matrix element 〈ψ0|ρ(x)|0〉 vanishes. Consequently, the vacuum expectation
value from the reduced QED Hamiltonian is equal to
〈0|H′QED|0〉 = −2
∑
p
√
|p|2 +m20 +
e20
8pi
∫
dxdy
|x− y| 〈0|ρ(x)|0〉〈0|ρ(y)|0〉. (B6)
In a similar fashion, when we calculate the expectation value with a single-charge
state we obtain
(|0〉〈0|+ |ψ0〉〈ψ0|)ρ(x)|ψ0〉 = |ψ0〉〈ψ0|ρ(x)|ψ0〉. (B7)
Taking into account the anticommutation relation between the positronic opera-
tors {bps, b†ps} = δ(p − p′)δss′ and the normalization of the single-charge state vector
〈ψ0|ψ0〉 = 1 one easily finds that
〈ψ0|H′QED|ψ0〉 = 〈ψ0| : H′QED : |ψ0〉+ 〈0|H′QED|0〉 (B8)
and consequently Eq. (B1) holds.
C. VARIATION OF THE FUNCTIONAL T
In this Appendix we describe the variation of the functional defined by Eq. (24). Here,
we need to take into account that the self-consistent potential ϕ(x) is a function of Ψ(x)
and Ψc(x). For this reason, the variation of the corresponding term with the potential
in the functional is performed as
δΨ†
(
Ψ†(x)
1
2
e0ϕ(x)Ψ(x)
)
= δΨ†
[
e20
4pi
∫
dxdy
|x− y|
×
(
Ψ†(x)Ψ(x)
[
Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)]
−Ψc†(x)Ψc(x) [Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)])]
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=
e20
4pi
∫
dxdy
|x− y|
[
δΨ† [Ψ
†(x)]ρ(y)Ψ(x) + Ψ†(x)Ψ(x)δΨ† [Ψ
†(y)]Ψ(y)
−Ψc†(x)Ψc(x)δΨ† [Ψ†(y)]Ψ(y)
]
, (C1)
or interchanging x↔ y in the last terms of the previous equation we conclude that
δΨ†
(
Ψ†(x)
1
2
e0ϕ(x)Ψ(x)
)
=
∫
δΨ†Ψ
†(x)e0ϕ(x)Ψ(x)dx. (C2)
The variations with respect to Ψ(x), Ψc(x) and Ψc†(x) are performed in an analogous
way.
Consequently, the variation of the functional T looks like
δT =
∫
dx
{
δ(Ψ†(x)) [(α · p + βm0) + e0ϕ(x)− Λ] Ψ(x)
− δ(Ψc†(x)) [(α · p + βm0) + e0ϕ(x) + Λc] Ψc(x)
+ Ψ†(x) [(α · p + βm0) + e0ϕ(x)− Λ] δ(Ψ(x))
−Ψc†(x) [(α · p + βm0) + e0ϕ(x) + Λc] δ(Ψc(x))
}
. (C3)
D. DERIVATION OF THE RADIAL EQUATIONS
Before proceeding with the derivation of the radial equations of motion we introduce
the spherical spinors ΩjlM , which can be obtained, through the addition of the angular
momentum J and the spin operators S [27]:
ΩjlM =
 CjMl,M− 12 , 12 , 12Yl,M− 12 (n)
CjM
l,M+ 12 ,
1
2 ,− 12
Yl,M+ 12 (n)
 , (D1)
where the Clebsch–Gordan coefficients CjM
l,M− 12 , 12 ,± 12
are defined as [27]
CjM
l,M− 12 , 12 , 12
=
√
l +M + 12
2l + 1
, j = l +
1
2
, CjM
l,M+ 12 ,
1
2 ,− 12
=
√
l −M + 12
2l + 1
, j = l +
1
2
,
CjM
l,M− 12 , 12 , 12
= −
√
l −M + 12
2l + 1
, j = l − 1
2
, CjM
l,M+ 12 ,
1
2 ,− 12
=
√
l +M + 12
2l + 1
, j = l − 1
2
(D2)
and Yl,M±1/2 are the ordinary spherical harmonics [27, 46].
In the following we will need the spherical spinors ΩjlM for j = 1/2, l = {0, 1} and
M = ±1/2. Consequently, with the help of Eqs. (D1) - (D2) one obtains
Ω 1
2 ,0,
1
2
=
(
Y00(n)
0
)
, Ω 1
2 ,0,− 12 =
(
0
Y00(n)
)
,
Ω 1
2 ,1,
1
2
=
−√ 13Y10(n)√
2
3Y11(n)
 , Ω 1
2 ,1,− 12 =
−√ 23Y1−1(n)√
1
3Y10(n)
 , (D3)
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where
Y00(n) =
√
1
4pi
, Y10(n) =
√
3
4pi
cos θ,
Y11(n) = −
√
3
8pi
eiϕ sin θ, Y1−1(n) =
√
3
8pi
e−iϕ sin θ.
(D4)
The following useful properties [26, 27] of the spherical spinors will be used below
σ · n ΩjlM = −Ωjl′M ,
∫
doΩ†jlMΩj′l′M ′ = δjj′δll′δMM ′
σ · p ΩjlM = i1 + κ
r
Ωjl′M , σ · p Ωjl′M = i1− κ
r
ΩjlM ,
κ = l(l + 1)− j(j + 1)− 1
4
, n = x/r.
(D5)
Here σ denotes the vector of the Pauli matrices and
∫
do represents the integration over
the angular variables in a spherical coordinate system do = sin θdθdϕ.
Let us also introduce the abbreviations
χl = A 1
2
Ω 1
2 ,l,
1
2
+A− 12 Ω 12 ,l,− 12 , χ
c
l = A
c
1
2
Ω 1
2 ,l,
1
2
+Ac− 12 Ω 12 ,l,− 12 , (D6)
where the coefficients A± 12 and A
c
± 12
satisfy the normalization condition
|A 1
2
|2 + |A− 12 |
2 = |Ac1
2
|2 + |Ac− 12 |
2 = 1. (D7)
Moreover, with the help of Eqs. (D5)-(D7) one can write
χ†lχl =
1
4pi
,
∫
doχ†lχl′ = δll′ ;
σ · pχ0 = 0, σ · pχ1 = 2i
r
χ0,
σ · nχ0 = −χ1, σ · nχ1 = −χ0,
(D8)
with the analogous expressions for χcl .
Since all the relevant quantities have been defined we can start the calculation of
the density ρ(x) = Ψ†(x)Ψ(x) − Ψc†(x)Ψc(x). For this purpose, we note that the
most general linear combination of the wave functions, which leads to the spherically
symmetric density can be written as
Ψ(x) = A 1
2
Ψ 1
2 ,0,
1
2
+A− 12 Ψ 12 ,0,− 12 =
(
g(r)χ0
if(r)χ1
)
,
Ψc(x) = Ac1
2
Ψc1
2 ,0,
1
2
+Ac− 12 Ψ
c
1
2 ,0,− 12 =
(
g1(r)χ
c
0
if1(r)χ
c
1
)
.
(D9)
In addition, the functions Ψ(x) and Ψc(x) should satisfy the orthogonality relation∫
dxΨ†(x)Ψc(x) = 0. This is achieved with a suitable choice of the coefficients A±1/2
and Ac±1/2, i.e. A
∗
1
2
Ac1
2
+ A∗− 12
Ac− 12
= 0. One can easily demonstrate that the choice of
χl =
1√
2
(Ω1/2,l,1/2 + Ω1/2,l,−1/2) and χcl =
1√
2
(Ω1/2,l,1/2 − Ω1/2,l,−1/2), l = 0, 1 leads to
the orthogonality of Ψ(x) and Ψc(x).
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By calculating the density ρ(x) with these wave functions and by using the properties
of the spherical spinors χ of Eq. (D8) one obtains
ρ(r) =
|g|2 + |f |2
4pi
− |g1|
2 − |f1|2
4pi
. (D10)
Now we are ready to continue the derivation of the radial equations of motion. For
this we firstly note that Eqs. (25) and (26) are identical up to the notations indicated
by the index c. For this reason, we will derive the radial equation of motion only for
the wave function Ψ(x) as the final result for Ψc(x) can be simply obtained by adding
the index c.
First of all we rewrite the Dirac Eq. (25) in matrix form for the two-component spinors(
e0ϕ+m0 σ · p
σ · p e0ϕ−m0
)(
g(r)χ0
if(r)χ1
)
= Λ
(
g(r)χ0
if(r)χ1
)
. (D11)
With the help of Eqs. (D5) we determine how the operator σ · p acts on the two-
component wave function
σ · p(g(r)χ0) = −ig′(r)σ · nχ0 + g(r)σ · pχ0 = ig′(r)χ1,
σ · p(if(r)χ1) = f ′(r)σ · nχ1 + if(r)σ · pχ1 = −f ′(r)χ0 − 2f(r)
r
χ0.
(D12)
Consequently, by plugging Eq. (D12) into Eq. (D11) one obtains
f ′(r) +
2f(r)
r
− (e0ϕ(r) +m0)g(r) = −Λg(r),
g′(r) + (e0ϕ(r)−m0)f(r) = Λf(r),
(D13)
which is cast into the final form through the use of the identity f ′(r) = ((rf(r))′−f(r))/r
(rg(r))′ − rg(r)
r
− (m0 − e0ϕ(r))rf(r) = Λf(r),
(rf(r))′ +
rf(r)
r
− (m0 + e0ϕ(r))rg(r) = −Λg(r).
(D14)
We introduce the dimensionless variables as follows
x = rm0, Λ = m0λ, e0ϕ(r) = m0φ(x),
e20
4pi
= α0,
u(x)
√
m0 = rg(r), v(x)
√
m0 = rf(r),
(D15)
which allows one to rewrite the system of equations (D14) in compact form
u′(x)− u(x)
x
− (1− φ(x))v(x) = λv(x),
v′(x) +
v(x)
x
− (1 + φ(x))u(x) = −λu(x).
(D16)
In order to complete our derivation we need to add the equation for the potential. For
this purpose, we note that the self-consistent potential satisfies the Poisson equation
∆ϕ(x) = −e0ρ(r). (D17)
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This directly follows from its definition Eq. (18).
Since the density ρ(r) on the right hand side of Eq. (D17) is a spherically symmet-
ric function, the self-consistent potential is also spherically symmetric. Consequently,
Eq. (D17) transforms into the following form, which we write in dimensionless variables
(x2φ′(x))′ = −α0(|u(x)|2 + |v(x)|2 − |u1(x)|2 − |v1(x)|2) = −α0ρ(x), (D18)
where prime denotes the differentiation with respect to x.
We continue further with the solution of Eq. (D18), for which we firstly perform the
change of variables
φ(x) =
φ˜
x
; φ′(x) =
φ˜′(x)
x
− φ˜(x)
x2
; φ′′(x) =
φ˜′′(x)
x
− 2φ˜
′(x)
x2
+
φ˜(x)
x3
, (D19)
in which Eq. (D18) looks like
φ˜′′(x) = −α0
x
ρ(x). (D20)
Further solution we perform with the help of the Green function
G(x, y) =
{
x, x > y
y, x < y
(D21)
of the free equation φ˜′′(x) = 0.
Consequently, the general solution of Eq. (D20) can be written as
φ(x) = −α0
∫ x
0
ρ(y)
y
dy − α0
x
∫ ∞
x
ρ(y)dy +
A
x
+A1, (D22)
where the integration constants A and A1 are to be defined from the conditions that
φ(x) is finite at zero and possesses the correct asymptotic behavior at infinity. Hence,
A1 = α0
∫ ∞
0
ρ(y)
y
dy, A = α0
∫ ∞
0
ρ(y)dy. (D23)
By plugging Eq. (D23) into Eq. (D22) we come to the final result for the self-consistent
potential written in the dimensionless variables
φ(x) =
α0
x
∫ x
0
ρ(y)dy + α0
∫ ∞
x
ρ(y)
y
dy. (D24)
Combining all results together, namely the system of Eqs. (D16), with the corre-
sponding system of equations with the subscript c, the equation for the self-consistent
potential Eq. (D24) and the normalization conditions defined in Eqs. (21) and (22), we
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finally obtain

u′(x)− u(x)
x
− (1− φ(x))v(x) = λv(x),
v′(x) +
v(x)
x
− (1 + φ(x))u(x) = −λu(x),
u′c(x)−
uc(x)
x
− (1− φ(x))vc(x) = −λcvc(x),
v′c(x) +
vc(x)
x
− (1 + φ(x))uc(x) = λcuc(x),
φ(x) =
α0
x
∫ x
0
ρ(y)dy + α0
∫ ∞
x
ρ(y)
y
dy,∫ ∞
0
[u2(x) + v2(x) + u2c(x) + v
2
c (x)]dx = 1.
(D25)
This system of equations should be complemented with the boundary conditions re-
sulting from the asymptotic behavior of the functions u(x), v(x), uc(x) and vc(x) near
zero and infinity respectively:
u(x) ∼ F0x
(
1 +
1− (λ− φ(0))2
6
x2
)
, v(x) ∼ F0 1− (λ− φ(0))
3
x2, x→ 0,
u(x) ∼ F∞e−
√
1−λ2x, v(x) ∼ −F∞
√
1− λ
1 + λ
e−
√
1−λ2x, x→∞,
(D26)
with the corresponding equations for uc(x) and vc(x).
Concluding, in this Appendix we derived the system of equations which describes the
collective excitation of the electron-positron system in quantum electrodynamics in the
absence of the photon field.
E. CONTINUOUS ANALOG OF NEWTON METHOD FOR THE
NUMERICAL SOLUTION OF THE SYSTEM OF EQUATIONS
In this Appendix we present the method of the numerical solution of the radial system
of equations of the self-consistent field, which determines the soliton-like solution in
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quantum electrodynamics
u′N (x)−
uN (x)
x
− (1− φ(x))vN (x) = λvN (x),
v′N (x) +
vN (x)
x
− (1 + φ(x))uN (x) = −λuN (x),
u′cN (x)−
ucN (x)
x
− (1− φ(x))vcN (x) = −λcvcN (x),
v′cN (x) +
vcN (x)
x
− (1 + φ(x))ucN (x) = λcucN (x),
φ(x) =
α0
x
∫ x
0
ρ(y)dy + α0
∫ ∞
x
ρ(y)
y
dy,
ρ(y) =
1
1 + C
(u2N (y) + v
2
N (y))−
C
1 + C
(u2cN (y) + v
2
cN (y)),∫ ∞
0
dx(u2N (x) + v
2
N (x)) =
∫ ∞
0
dx(u2cN (x) + v
2
cN (x)) = 1.
(33)
with the corresponding boundary conditions
uN (x) ∼ F0x
(
1 +
1− (λ− φ(0))2
6
x2
)
, vN (x) ∼ F0 1− (λ− φ(0))
3
x2, x→ 0,
uN (x) ∼ F∞e−
√
1−λ2x, vN (x) ∼ −F∞
√
1− λ
1 + λ
e−
√
1−λ2x, x→∞,
(30)
and the analogous expressions for ucN (x) and vcN (x).
Firstly, we would like to represent Eqs. (33) in symmetric form. For this reason, we
make the replacement λc → −λc. Secondly, let us rewrite the boundary conditions in
more convenient form, namely excluding the constants F0 and F∞ from Eqs. (30). This
yields
vN (x)− uN (x)x1− (λ− φ(0))
3
= 0, v′N (x)− u′N (x)x
2
3
(1− (λ− φ(0))), x→ 0
vN (x) + uN (x)
√
1− λ
1 + λ
= 0, v′N (x) + u
′
N (x)
√
1− λ
1 + λ
= 0, x→∞.
.
(E1)
Secondly, we reformulate the system of Eqs. (D25) together with the boundary con-
ditions Eqs. (E1) in matrix form
L¯X¯ = 0
L¯0X¯ = 0
L¯∞X¯ = 0
≡ F[X¯] = 0, (E2)
where
L¯ =
(
L 0
0 Lc
)
, L¯0 =
(
L0 0
0 Lc0
)
, L¯∞ =
(
L∞ 0
0 Lc∞
)
, (E3)
34
L =
(
∂
∂x − 1x −(1 + λ− φ(x))
−(1− λ+ φ(x)) ∂∂x + 1x
)
, L0 =
(
−x 1−[λ−φ(0)]3 1
−x 2[1−{λ−φ(0)}]3 ∂∂x ∂∂x
)
,
L∞ =
 √ 1−λ1+λ 1√
1−λ
1+λ
∂
∂x
∂
∂x
 . (E4)
X¯ =
(
X
Xc
)
, X =
(
uN (x)
vN (x)
)
, Xc =
(
ucN (x)
vcN (x)
)
. (E5)
In order to obtain the set of operators with the index c in Eq. (E3), i.e. Lc, Lc0 and
Lc∞, one needs to add the subscript c to the eigenvalue λ in Eq. (E4).
Consequently, our task consists in the solution of the nonlinear integro-differential
Eq. (E2). This will be achieved with the help of some modification of the continuous
analog of the Newton method [60, 61], which was applied in a large number of physical
problems [63, 73–80]. According to this method the initial problem is substituted with
the corresponding evolution equation
F′[X¯(t)]
dX¯
dt
= −F[X¯(t)], (E6)
where F′[X¯] is the Fréchet derivative of the operator F[X¯] and the desired solution X¯(t)
is a function of the continuous parameter t, 0 ≤ t < ∞. Then, under the sufficiently
general assumptions [61, 62, 64–66, 81] the evolution Eq. (E6) leads to the desired
solution X¯∗, i.e.
lim
t→∞
[
X¯(t)− X¯∗] = 0. (E7)
Before proceeding, we recall here that an analogous system of equations appears in
the polaron problem [16]. However, in that case the two radial Dirac equations are
replaced with the Schrödinger equation for the wave function ψ(r). Nevertheless, the
self-consistent potential is expressed in exactly the same fashion through the density
ρ(r) (ρ(r) = |ψ(r)|2) as in Eq. (18). Moreover, it was demonstrated in Ref. [60] that
the direct application of the evolution Eq. (E6) for the polaron problem does not lead
to the desired solution for the wave function ψ(r), since it was not possible to prove
that the operator (F′[X¯(t)])−1 is bounded from above. Albeit that it is still possible
to find the desired solution for which the modification of the Newton method is to be
carried out. Namely, during the calculation of the Fréchet derivative in Eq. (E6) the
self-consistent potential should be considered as the t-independent function and should
be recalculated according to its definition Eq. (D24). Consequently, in this case the
operator (F′[X¯(t)])−1 is bounded from above and the evolution does indeed Eq. (E6)
lead to the desired solution [60, 61]. For this reason in what follows we will apply this
modified Newton method.
As described in the previous paragraph, the self-consistent potential should be consid-
ered as a t-independent function. This has a very important implication on the solution
of the system of Eqs. (E2). Firstly, we notice that the set of operators Lc, Lc0, Lc∞ is
different from the corresponding set L, L0, L∞ only in terms of the subscript c of the
eigenvalue λ. Secondly, we do not differentiate the self-consistent potential with respect
to t. As a result, due to the block-diagonal structure of the matrices L¯, L¯0, L¯∞, the sys-
tem of equations is split into two equivalent systems, which are coupled only through the
self-consistent potential φ(x). Moreover, during the actual numerical implementation
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the continuous parameter t is replaced through a set of discrete values tk. Consequently,
for a given tk the two systems of equations can be solved independently. After this, in
the next step, viz. tk+1, the self-consistent potential is recalculated according to its
definition of Eq. (D24) and the two systems are again solved independently. For this
reason, the subsequent relations will be presented only for the expressions without the
subscript c, as the final result can be simply obtained by adding the corresponding
subscript c.
In order to continue we insert the system of Eqs. (E2) into the evolution Eq. (E6).
This yields 
LV = −LX + ξMX,
L0V = −L0X − ξM0X,
L∞V = −L∞X + ξκ(1 + λ)2M∞X,
V =
dX
dt
, (E8)
where ξ = dλ/dt and
dL
dt
= −ξM, M =
(
0 1
−1 0
)
, (E9)
dL0
dt
= ξM0, M0 =
(
x
3 0
2
3x
∂
∂x 0
)
, (E10)
dL∞
dt
= − ξ
κ(1 + λ)2
M∞, M∞ =
(
1 0
∂
∂x 0
)
, κ =
√
1− λ
1 + λ
. (E11)
Further, we perform the discrete approximation of the system of Eqs. (E8). For this
purpose, we break the semi-infinite interval 0 ≤ t < ∞ into sub-intervals with grid
points k = 0, 1, . . . , with the lengths τk [63, 81]. Moreover,
t0 = 0, tk+1 = tk + τk,
Xk+1 = Xk + τkVk,
λk+1 = λk + τkξk.
(E12)
The discretization scheme for the differential equation V = dX/dt is based on the Euler
method [82, 83] of the solution of differential equations.
Proceeding, we seek the solution for V in the form
Vk = Zk + ξYk. (E13)
The next step consists of plugging of Eq. (E13) into Eq. (E8) and equating the terms
with the corresponding powers of ξ. This leads us to the following result
LZk = −LXk, LYk = MXk,
L0Zk = −L0Xk, L0Yk = −M0Xk,
L∞Zk = −L∞Xk, L∞Yk = 1κ(1 + λ)2M∞Xk.
(E14)
As the final step the parameter ξ needs to be determined. For this we utilize the
normalization conditions∫ ∞
0
dxX ·X = 1,
∫ ∞
0
dxXc ·Xc = 1, (E15)
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which are the direct consequence of Eqs. (21) and (22). The differentiation of Eqs. (E15)
with respect to t and the use of the definition of V yield
ξk = −1
2
∫∞
0
dxXk ·Xk − 1 + 2
∫∞
0
dxXk ·Zk∫∞
0
dxXk · Yk
, (E16)
ξck = −
1
2
∫∞
0
dxXck ·Xck − 1 + 2
∫∞
0
dxXck ·Zck∫∞
0
dxXck · Y ck
. (E17)
Consequently, we can formulate the algorithm of the numerical solution of the system
of equations of the self-consistent field (D25):
1. The initial approximation X¯k, k = 0 for the vector of unknowns X¯ is specified.
2. Using X¯k, the initial self-consistent potential φk(x), is calculated according to
Eq. (D24).
3. The system of boundary value problems, defined by Eq. (E14), is solved.
4. With the help of Eqs. (E16) and (E17) the unknown corrections ξ and ξc to the
eigenvalues λ and λc are determined.
5. By employing Eq. (E12) the new vector of unknowns X¯k+1 is found.
6. The new value of the self-consistent potential φk+1(x) is recalculated with the help
of X¯k+1.
7. Steps 2. - 6. are repeated until either the corrections ξk and ξck become smaller
than the given error ε or ||X¯k+1 − X¯k|| < ε, for all grid points xi.
In addition, we would like to stress that the speed of convergence increases if the state
vector X¯ is normalized for every iteration.
In actual numerical calculations in order to solve the boundary value problems (E15)
we used a three point template [83] for the approximation of derivatives and the corre-
sponding matrix equations were solved by employing the tridiagonal matrix algorithm
[82, 83]. The spatial grid was logarithmic, i.e. xi = exp (lnx0 + i(lnxf − lnx0)/N),
i = {1, N}, while the grid in t was uniform with τk = τ = 0.7. The actual number of
points N in the spatial grid was ≈ 2 · 103.
In order to evaluate the accuracy of the algorithm we performed a numerical solution
of the Dirac and Schrödinger equations in the Coulomb field, i.e. the Hydrogen atom
and the numerical solution of the polaron problem [16]. The accuracy of the calculation
of eigenvalues for the Hydrogen atom was greater than 6 decimal digits. Moreover, we
were able to reproduce all digits of the well known result for the ground state energy
of the polaron problem Ep = −0.108513 [16, 84], where a similar equation of the self-
consistent field arises.
At last we discuss the choice of the initial approximation X¯0 for the unknown vector
X¯. For this purpose, we use the variational estimation for the functional for the energy
of the system, which is based on the following wave functions
u0N (x) = const · xe−x, v0N (x) = const1 · x2e−x, (E18)
for q > 0 and
u0N (x) = const · x(1 + x2)e−x, v0N (x) = const1 · x2e−x, (E19)
for q < 0. The constants const and const1 are chosen from the normalization condition
Eq. (E15).
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F. CALCULATION OF THE FUNCTIONAL (48)
In this appendix we calculate the expectation value of the functional for the energy
of the solution of the second kind Eq. (48). Since the potential part is exactly the same
as in the functional for the solution of the first kind Eq. (42) we can write
e20
8pi
∫
dxdy
|x− y|
[
Ψ†(x)Ψ(x)−Ψc†(x)Ψc(x)] [Ψ†(y)Ψ(y)−Ψc†(y)Ψc(y)]
=
1
2
1 + C
1− C
∫
dxe0ϕ(x)
g2(r) + f2(r)
4pi
=
1
2
m0
α0
q
∫ ∞
0
dxφ(x)[u20(x) + v
2
0(x)] =
m0
α0
q2
2
Π. (F1)
Here we used the definition of the potential part of the total energy of the system
Eq. (39) and introduced the dimensionless variables Eq. (D15).
In order to calculate the expectation value of the kinetic part we will employ the
properties of the Dirac matrices [26], i.e.,
αiαj + αjαi = 2δij , αiβ + βαi = 0. (F2)
Consequently, the kinetic part of Eq. (48) transforms into∫
dx
[
Ψ†(x)(α · ν)(α · p + βm0)(α · ν)Ψ(x)−Ψc†(x)(α · ν)(α · p + βm0)(α · ν)Ψc(x)
]
=
∫
dx
[
Ψ†(x)((2δij − αiαj)pinj − βm0(α · ν))(α · ν)Ψ(x) (F3)
−Ψc†(x)((2δij − αiαj)pinj − βm0(α · ν))(α · ν)Ψc(x)
]
,
or after simplification Eq. (F3) reads
−
∫
dx
[
Ψ†(x)(α · p + βm0)Ψ(x)−Ψc†(x)(α · p + βm0)Ψc(x)
]
+ 2
∫
dx
[
Ψ†(x)(α · ν)(p · ν)Ψ(x)−Ψc†(x)(α · ν)(p · ν)Ψc(x)] . (F4)
The first integral in this equation coincides, up to the minus sign, with the one from
the solution of the first kind Eq. (38), i.e. −m0/α0qT .
The second integral in Eq. (F4) consists of two parts. Since they are different only
with the normalization of the wave functions and the notations for the spherical spinors
χ0 and χ1, we perform the calculation only with the first part. The calculation of the
second part in the integral is completely analogous to the first one.
In order to calculate the integral in Eq. (F4) we direct the z-axis of the coordinate
system along the vector ν and rewrite this expression in the matrix form
1
1 + C
∫
dx
(
g(r)χ†0 −if(r)χ†1
)( 0 σ3p3
σ3p3 0
)(
g(r)χ0
if(r)χ1
)
=
1
1 + C
∫
dx[−if(r)χ†1σ3p3(g(r)χ0) + C.C]
=
1
1 + C
∫
dx
[
−f(r)χ†1σ3
∂
∂z
(g(r)χ0) + C.C
]
, (F5)
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where C.C denotes the complex conjugate. The spherical spinor χ0 is independent of
the coordinates and consequently, the derivative with respect to z is equal to zero. The
derivative ∂zg(r) = g′r(r)z/r = g′(r)
√
4pi/3Y10. As a result, Eq. (F5) reads
1
1 + C
∫
dx
[
−f(r)χ†1σ3g′(r)
z
r
χ0 + C.C
]
=
1
1 + C
∫
dx
[
− f(r)g′(r)
√
1
3
Y10
(
− |A 1
2
|2
√
1
3
Y ∗10 (F6)
−A 1
2
A∗− 12
√
2
3
Y ∗1−1 −A− 12A
∗
1
2
√
2
3
Y ∗11 − |A− 12 |
2
√
1
3
Y ∗10
)
+ C.C
]
.
By exploiting the orthogonality relation of the spherical harmonics and the condition
for the coefficients |A 1
2
|2 + |A− 12 |2 = 1, one obtains
1
1 + C
∫ ∞
0
r2dr
2
3
f(r)g′(r) =
1
1 + C
2
3
∫ ∞
0
r2drf(r)
(rg(r))′ − g(r)
r
(F7)
=
1
1 + C
m0
1
3
∫ ∞
0
dx
[
(u′0(x)v0(x)− v′0(x)u0(x))−
2u0(x)v0(x)
x
]
.
Here, on the last step we integrated the first term by parts and introduced the dimen-
sionless variables (D15).
The calculation of the integral with the functions with the index c in Eq. (F4) is per-
formed in exactly the same fashion. Consequently, combining these two results together
we can write
2
∫
dx
[
Ψ†(x)α3p3Ψ(x)−Ψc†(x)α3p3Ψc
]
(F8)
=
m0
α0
2
3
q
∫ ∞
0
dx
[
(u′0(x)v0(x)− v′0(x)u0(x))−
2u0(x)v0(x)
x
]
.
Finally, the incorporation of all expressions together yields the expectation value of
the functional for the solution of the second kind
J′[Ψ′(x),Ψ′c(x)] =
m0
α0
(
− qT + q
2
2
Π (F9)
+
2
3
q
∫ ∞
0
dx
[
(u′0(x)v0(x)− v′0(x)u0(x))−
2u0(x)v0(x)
x
])
.
As the last step we add and subtract (q2/2)Π in Eq. (F9). This yields
J′[Ψ′(x),Ψ′c(x)] =
m0
α0
(
− qT − q
2
2
Π (F10)
+
2
3
q
∫ ∞
0
dx
[
(u′0(x)v0(x)− v′0(x)u0(x))−
2u0(x)v0(x)
x
]
+ q2Π
)
= −E0 + m0
α0
q
[∫ ∞
0
dx
(
2
3
(u′0(x)v0(x)− v′0(x)u0(x))−
4
3
u0(x)v0(x)
x
)
+ qΠ
]
.
Here we introduce the energy of the solution of the first kind Eq. (42).
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G. VARIATION OF THE FUNCTIONAL (78)
In this appendix we calculate the variation of the functional (78). In principle this is
a trivial procedure, despite the variation of the self-consistent potential
φ0(x) =
1
x
∫ x
0
dy(u20 + v
2
0)y +
∫ ∞
x
dy
(u20 + v
2
0)y
y
. (G1)
Through this section we will use the notation ()y, which denotes the dependence of
the functions inside the brackets on the variable y.
The variational derivative with respect to u0(x) can be written as
δI
δu0
δu0 = δ
(∫ ∞
0
dx
∫ x
0
dy
(u20 + v
2
0)x(u
2
0 + v
2
0)y
x
+
∫ ∞
0
dx
∫ ∞
x
dy
(u20 + v
2
0)x(u
2
0 + v
2
0)y
y
)
=
∫ ∞
0
dx
∫ x
0
dy
(2u0δu0)x(u
2
0 + v
2
0)y + (u
2
0 + v
2
0)x(2u0δu0)y
x
+
∫ ∞
0
dx
∫ ∞
x
dy
(2u0δu0)x(u
2
0 + v
2
0)y + (u
2
0 + v
2
0)x(2u0δu0)y
y
(G2)
=
∫ ∞
0
dx
∫ x
0
dy
(2u0δu0)x(u
2
0 + v
2
0)y
x
+
∫ ∞
0
dx
∫ x
0
dy
(u20 + v
2
0)x(2u0δu0)y
x
+
∫ ∞
0
dx
∫ ∞
x
dy
(2u0δu0)x(u
2
0 + v
2
0)y
y
+
∫ ∞
0
dx
∫ ∞
x
dy
(u20 + v
2
0)x(2u0δu0)y
y
.
The boundary conditions of the radial functions u0(x) and v0(x) are to be satisfied
at zero and infinity, respectively. Consequently, in the first and the third integrals the
variations are located on the functions, which integration variables have the right limits
of integration, while in the second and the last this condition is not satisfied. The
integration region of the second integral is the infinitely large triangle located in the
first quadrant of the coordinate system (x, y) and lying below the line x = y. However,
in the fourth integral the integration region is a similar triangle, which is located above
the line x = y.
Let us change the order of integration in the second and the fourth integrals
∫ ∞
0
dx
∫ x
0
dy
(u20 + v
2
0)x(2u0δu0)y
x
=
∫ ∞
0
dy
∫ ∞
y
dy
(u20 + v
2
0)x(2u0δu0)y
x
, (G3)∫ ∞
0
dx
∫ ∞
x
dy
(u20 + v
2
0)x(2u0δu0)y
y
=
∫ ∞
0
dy
∫ y
0
dx
(u20 + v
2
0)x(2u0δu0)y
y
. (G4)
By relabeling x ↔ y one can observe that the second integral is equal to the third
one, while the first integral is equal to the last one. Consequently, we find
δI
δu0
δu0 =
∫ ∞
0
dx4u0φ0δu0. (G5)
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As a result we are ready to calculate the full variation of the functional, which yields
δI =
∫ ∞
0
dx
(
− v′0δu0 + u′0δv0 − v′0δu0 + u′0δv0 −
2v0
x
δu0 − 2u0
x
δv0
+ 2u0δu0 − 2v0δv0 + 2qφ0u0δu0 + 2qφ0v0δv0
)
x
− λ
∫ ∞
0
dx(2u0δu0 + 2v0δv0)x
− µ
∫ ∞
0
dx
[
2
3
(−v′0δu0 + u′0δv0 − v′0δu0 + u′0δv0)
− 4
3
u0
x
δv0 − 4
3
v0
x
δu0 + 4qφ0u0δu0 + 4qφ0v0δv0
]
x
=
∫ ∞
0
dxδu0
[
−2v′0 −
2v0
x
+ 2u0 + 2u0φ0q − 2λu0 − µ
(
−22
3
v′0 − 2
2
3
v0
x
+ 4qu0φ0
)]
x
+
∫ ∞
0
dxδv0
[
2u′0 −
2u0
x
− 2v0 + 2v0φ0q
− 2λv0 − µ
(
2
2
3
u′0 − 2
2
3
u0
x
+ 4qv0φ0
)]
x
= 0 (G6)
and therefore Eqs. (52).
H. CHANGE OF VARIABLES IN THE SELF-CONSISTENT
POTENTIAL, X AND E0
In this appendix we would like to demonstrate that the change of variables defined by
Eq. (53), (54) leads to the transformation (55) of the self-consistent potential. Indeed
φ0(x) =
1
x
∫ x
0
dy(u20 + v
2
0)y +
∫ ∞
x
dy
(u20 + v
2
0)y
y
= a2
{
1
x
∫ x
0
dy
[
u¯20
(
y
1− 23µ
)
+ v¯20
(
y
1− 23µ
)]
+
∫ ∞
x
dy
(
u¯20
(
y
1− 23µ
)
+ v¯20
(
y
1− 23µ
))
y
}
=
 y = y
′
(
1− 2
3
µ
)
y = x, y′ =
x(
1− 23µ
)

= a2
{(
1− 23µ
)
x
∫ x
(1− 23µ)
0
dy′(u¯20(y
′) + v¯20(y
′))
+
∫ ∞
x
(1− 23µ)
dy′
y′
(u¯20(y
′) + v¯20(y
′))
}
=
1(
1− 23µ
) φ¯0( x(
1− 23µ
)) . (H1)
41
The same procedure for X yields
X =
∫ ∞
0
dx
[
2
3
(u′0v0 − v′0u0)x −
4
3
(u0v0)x
x
+ qφ0(x)(u
2
0 + v
2
0)x
]
= a2
∫ ∞
0
dx
2
3
(u′0v0 − v′0u0) x
(1− 23µ)
− 4
3
(u0v0) x
(1− 23µ)
x
+ qφ0(x)(u
2
0 + v
2
0) x
(1− 23µ)

= a2
∫ ∞
0
dz
[
2
3
(u′0v0 − v′0u0)z −
4
3
(u0v0)z
z
+ qφ0(z)(u
2
0 + v
2
0)z
]
= 0. (H2)
For the energy one obtains
E0 =
m0
α0
q
∫ ∞
0
dx
[
(u′0v0 − v′0u0)x −
2(u0v0)x
x
+ (u20 − v20)x +
q
2
φ0(x)(u
2
0 + v
2
0)x
]
=
m0
α0
a2q¯
1− 23µ
1− 2µ
∫ ∞
0
dx
[
(u′0v0 − v′0u0) x
(1− 23µ)
−
2(u0v0) x
(1− 23µ)
x
+ (u20 − v20) x
1− 2
3
µ
+
q¯
2
1− 23µ
1− 2µ φ0(x)(u
2
0 + v
2
0) x
(1− 23µ)
]
=
m0
α0
q¯
1− 2µ
∫ ∞
0
dz
[
(u′0v0 − v′0u0)z −
2(u0v0)z
z
+
(
1− 2
3
µ
)
(u20 − v20)z +
q¯
2
1− 23µ
1− 2µ φ0(z)(u
2
0 + v
2
0)z
]
. (H3)
I. CALCULATION OF THE JACOBIAN DETERMINANT
In this Appendix we will demonstrate that the absolute value of the Jacobian deter-
minant of the variable transformations (70), (71) is equal to N3. We start from showing
that the determinant of the transformation of the x-component is equal to N . Indeed,
according to the definition we can write
det Jx =
∣∣∣∣∣∣∣
∂r1x
∂R1x
∂r1x
∂x1x
· · · ∂r1x∂x1x
...
... · · · ...
∂rNx
∂R1x
∂rNx
∂x1x
· · · ∂rNx∂x1x
∣∣∣∣∣∣∣ , (I1)
or by expressing xNx = −
∑N−1
a=1 xax and calculating the derivatives
det Jx =
∣∣∣∣∣∣∣∣∣∣
1 1 0 · · · 0
1 0 1 · · · 0
...
...
...
. . .
...
1 0 0 · · · 1
1 −1 −1 · · · −1
∣∣∣∣∣∣∣∣∣∣
= 1
∣∣∣∣∣∣∣∣∣∣
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−1 −1 −1 · · · −1
∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
N−1
+(−1)
∣∣∣∣∣∣∣∣∣∣
1 1 0 · · · 0
1 0 1 · · · 0
...
...
...
. . .
...
1 0 0 · · · 1
1 −1 −1 · · · −1
∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
N−1
,
(I2)
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where we have expanded the determinant over the first row. Continuing, it is evident
that
|1| = 1,
∣∣∣∣1 11 −1
∣∣∣∣ = −2.
Consequently, by using the mathematical induction and expanding Eq. (I2) one obtains
det Jx = (−1)(−1)(N−1)+1 + (−1)(−1)(N−1)−1(N − 1) = (−1)N−1N,
that is to be proven.
The overall transformation of variables is expressed through a block diagonal matrix
J =
Jx 0 00 Jy 0
0 0 Jz
 , (I3)
and its determinant is equal to the product of the determinants for every coordinate.
Consequently, the absolute value of J is equal to N3.
J. EVALUATION OF THE MATRIX ELEMENTS IN EQ. (91)
In this appendix we evaluate the remaining two matrix elements in Eq. (91), namely
〈ψ′0|H′QED(P )|ψ0〉 and 〈ψ0|HQED(P )|ψ′0〉. This requires some care as the expectation
value of the quadratic operator needs to be evaluated.
We start the calculation from the term, which is quadratic in density. The basis of the
linear combination Eq. (83) consists only of two terms viz. |ψ0〉 and |ψ′0〉. Consequently,
we insert the projection operator between the densities, i.e.
〈ψ0| e
2
0
8pi
∫
dxdy
|x− y| : ρ(x,R,P ) :: ρ(y,R,P ) : |ψ
′
0〉
= 〈ψ0| e
2
0
8pi
∫
dxdy
|x− y| : ρ(x,R,P ) : (|ψ0〉〈ψ0|+ |ψ
′
0〉〈ψ′0|) : ρ(y,R,P ) : |ψ′0〉
=
e20
8pi
∫
dxdy
|x− y|
[
〈ψ0| : ρ(x,R,P ) : |ψ0〉〈ψ0| : ρ(y,R,P ) : |ψ′0〉
+ 〈ψ0| : ρ(x,R,P ) : |ψ′0〉〈ψ′0| : ρ(y,R,P ) : |ψ′0〉
]
,
(J1)
and if one introduces the self-consistent potential and calculates the expectation value
e0
∫
dxϕ(r)
[
Ψ†(x)α3Ψ(x)−Ψc†(x)α3Ψc(x)
]
. (J2)
The self-consistent potential does not depend on the angular variables and, conse-
quently, this integral vanishes due to the orthogonality of the spherical harmonics Y00
and Y10, Y1−1, Y11.
The expectation value of the kinetic part, i.e.
〈ψ0|
∫
dx : ψ†(x,R,P )(α · p + βm0)ψ(x,R,P ) : |ψ′0〉
=
∫
dxΨ†(α · p + βm0)α3Ψ(x)−
∫
dxΨc†(α · p + βm0)α3Ψc(x) (J3)
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is equal to zero. This can be seen if one employs the equations of motion (25)–(26) in
Eq. (J3). This will yield a similar integral to Eq. (J2), which was shown to vanish.
As a result we are left only with the expectation value of the part containing the total
momentum viz.
〈ψ0|
∫
dx : ψ†(x,R,P )(α · P)ψ(x,R,P ) : |ψ′0〉
=
∫
dx
(
Ψ†(x)(α3P )α3Ψ(x)−Ψc†(x)(−α3P )α3Ψc(x)
)
= P. (J4)
Concluding, we have demonstrated that the matrix elements
〈ψ′0|H′QED(P )|ψ0〉 = 〈ψ0|H′QED(P )|ψ′0〉 = P. (J5)
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