ABSTRACT
Artificial neural networks (ANN) have been increasingly used as an "intelligent" alternative to the 3 conventional statistical multivariant analysis methodology, mainly due to the backpropagation 4 learning algorithm (Rumelhart et al. 1986 ). Over 5,000 publications can be found in MEDLINE by 5 conducting a search using the MESH term "neural-networks-computer". The impetus behind the 6 increasing interest in ANN are mainly the consideration of non-linear connections, the inclusion of 7 interactions within the independent variables (input) and not least importantly, the independence from 8 the partially rigid guidelines as we know them from the conventional processes. It is therefore for 9 example, not permitted to evaluate frequent dichotomous variables (male/female, smoker/non-smoker, 10 etc) with a linear discrimination analysis because it requires a normal distribution which is not 11 possible using dichotomous variables per se. 12 13 Due to this advantage ANN produces in general, better overall results in classification (Penny and 14 Frost 1996) and to an extent better results than experts in the corresponding fields (Reggia 1993; Floyd 15 et al. 1994; McGonigal 1994; Baxt 1995; El-Solh et al. 1999; Bottaci et al. 1997; Geddes et al. 1998) . 16 In the case of DNA microarray analysis, Cho and Won recently compared a number of classification 17 methods (Cho and Won 2003) . They concluded that -beside the k-nearest neighbor -backpropagation 18 neural networks are the best classifiers for that purpose. However, in reality, psychological resistance 19 still exists against the application of ANN to support the decision making process in clinical routine. 20 The background is the difficulty to understand the response of an ANN whose learned knowledge is 21 contained in hundreds or thousands of so-called weights (synapses) which results in a black box 22 (Benítez et al. 1997) . This for example cannot be visualized in a single regressions formula. The 23 classification performance of ANNs is constantly being improved (Barnard and Holm 1994; Alpsan et 24 al. 1995; Looney 1996; Orr and Müller 1998) . It is in this sense, that the learning algorithm adaptive 25 propagation (APROP; was developed and implemented in the software ACMD 26 (Approximation and Classification of Medical Data). In addition to APROP, the ACMD considers 27 numerous other learning strategies (Linder and Pöppl 2001) . In order to improve the classificatory accuracy, several ANNs can be combined either by using 3 ensembles of networks (Hansen and Salamon 1990) or by cascading ANNs, which is not to be 4 confused with the previously described cascade correlation networks (Fahlman and Lebiere 1990 ). An 5 ensemble is a collection of a finite number of different classifiers, e.g. ANNs, specified for the same 6 task. When ANNs are trained for different sub-tasks instead for the same task, those approaches are 7 categorized into mixture of experts. That is what the present paper discusses. For example, a two-8 level ANN has displayed superior performance over a single-level ANN (Lin et al. 1996) . The task 9 was to differentiate chest radiographs with lung nodules (class A) from those without lung nodules 10 (class B). To concentrate ANN-learning on patterns difficult to assign, in a first step an ANN 11 differentiated between patterns being "possible a nodule" from those being "probably no nodule". In 12 the second step -when the "probably no nodule" patterns (assigned to class B) has been sorted out - classifiers are summed up, and the class with the greatest overall activity is the winning class. (fig. 6 ).
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Moreover, there are more sophisticated approaches that somehow combine the one-vs-all approach 19 with the all-pairs approach (Yeang et al. 2001) . The approach presented in this study is oriented to the human decision making process. In this 25 situation, a process of exclusion occurs which is the first step where preferences are selected and 26 included in the "narrowed-down choice", after which the final decision is made in a succeeding step. 27 This means that the classification made by the first ANN is interpreted as a preselection to be followed by a final categorization by a successive, second application of ANN. This concentrates the 1 classification on the 2 primary classes, i.e., the 2 most preferred classes with the highest activities of 2 the corresponding output neurons; fig. 7 ). We termed this novel approach "Subsequent ANN" (syn.: In the present study the benefit of SANN was evaluated using the neural network techniques 6 implemented in ACMD. In principle, the SANN approach is applicable to every supervised multiclass 7 classification learning situation. The first evaluation of the SANN approach was based on a well-8 defined set of simulated data to facilitate the interpretation of the effect that the SANN approach 9 actually produces. It was applied to indicate the circumstances under which the application of the 10 SANN approach might be useful. Furthermore, the SANN approach is compared to the alternative 11 strategies listed above.
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The main goal was to evaluate whether the SANN approach could be useful in DNA microarray 14 analysis since it presents a high throughput concept that often faces multiclass classification problems 15 (Bicciato et al. 2003; Mavroudi et al. 2002; Khan et al. 2001 ). Many publications report on cancer 16 classification problems that are comprised of only two classes (Shipp et al. 2002, Rosenwald et al. 17 2002, van't Veer et al. 2002 , Beer et al. 2002 , Golubb et al. 1999 We generated a virtual (i.e., simulated) data set composed of 50 virtual patterns. They were assigned 5 to 3 classes: A, B, and C ( fig. 8) . The patterns encompassed only 2 signals easily plottable within a 2-6 dimensional chart. Clusters of the adjacent classes A and B were intertwined to alter the classification 7 power. Classes B and C overlapped. The ANN and the SANN approach were both applied using the self-written prototypical ANN 27 software tool ACMD running on a Pentium IV double processor (2x1 GHz). We have previously published the learning strategies of ACMD (Linder and Pöppl 2001) . In principle, ACMD provides an 1 expanded version of a multineural network architecture (Anand et al. 1995) , connected to an adaptive 2 propagation algorithm for automatic training . Within the modular network 3 architecture each module represents a single neural network, which determines whether or not a 4 certain pattern belongs to a particular class, thereby reducing a k-class problem to a set of k 2-class 5 problems (one-vs-all approach). In the ACMD network each 5 modules were arranged as an ensemble, 6 which makes them more robust than single networks against unsuccessful runs and more suitable for 7 classifying a small amount of data. The use of adaptive propagation algorithms has been shown to 8 accelerate the convergence of a neural network and to improve its generalization performance (Linder 9 and Pöppl 2001). Adaptive propagation works best with an oversized network architecture (Weigend 10 1994; Sarle 1995; Lawrence et al. 1996 ), e.g. 100 hidden neurons per module. In the present study we 11 restricted modules to 10 hidden neurons in order to save computational time. Each module was trained 12 with early stopping (Finnoff et al. 1993 ) which helps prevent overtraining (Amari et al. 1997 ). Validating the simulated benchmark with six different training strategies led to classification results 5 shown in tab. 2. Since in the current data there is no hierarchical structure including subclasses, the 6 approach used by (Zhou et al. 2002) could not have been considered. The results for the ANN and the SANN approach were evaluated for DNA microarray data (fig 9) . The 12 present results were furthermore compared to the best results achieved elsewhere (Ramaswamy et al. 13 2002). Accuracy tended to rise along with the increasing number of genes used as inputs. For each 14 number of genes investigated, the SANN approach was able to classify better than the corresponding 15 ANN. The previously published results are more constant, therefore more independent from the input.
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In effect they are positioned between the accuracies of the ANN and the SANN approach. Considering the single ANN, none of the misclassifications on the simulated data set were assigned to 8 class B (fig 8) . This is because the ANN considers the 3 classes at once. Neurons supporting a decision Various questions need to be addressed in future studies. Can the classification rate be improved by 27 further dividing the individual classes into subclasses ( fig. 11) Despite all these open questions, the main study was carried out to evaluate the SANN approach in For various reasons, the results displayed above cannot be directly compared with previously 18 published data (Ramaswamy et al. 2002) . Cross-validation with the aforementioned 144 training 19 samples lead to patterns which somewhat resembled those from the aforementioned study ( fig. 9) .
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There, a leave one out validation was applied (and not a 5-fold cross-validation as used in the present 21 study). Using a leave one out validation, more patterns are available for training the classifier, . One can only speculate about the accuracy that the SANN approach might achieve using the 3 same input. For practical use however, this is only an academic question. Due to the well-known 4 dimensionality problem (Jain and Chandrasekaran 1982) particularly arising in evaluating thousands 5 of expression levels there is a strong need for feature selection. In effect, as a rule classifiers are not 6 specified using more than 100 inputs. 
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