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Els sistemes basats en serveis (SBS) són sistemes software altament dinàmics, composats per diferents web 
services. El seu comportament dinàmic requereix de tècniques per avaluar en temps d'execució la seva Qualitat del 
Servei (Quality of Services - QoS). Una d'aquestes tècniques és el testing on-line, que consisteix en invocar un 
conjunt de casos de test als web services per tal d'obtenir la seva QoS. L'objectiu d'aquest projecte és construir una 
plataforma que permeti definir i executar casos de test complexes sobre web services en temps d'execució. La 
plataforma resultant s'integrarà amb SALMon, un framework per a la monitorització de web services del grup de 
recerca GESSI, utilitzat en diferents universitats i centres de recerca d'arreu d'Europa. Construir una plataforma de 
testing per webservices és un objectiu complex, per tal d’aconseguir-lo cobrir hem definit diverses tasques que un 
cop integrades ens proporcionin la plataforma i la seva integració amb SALMon. 
Construir una plataforma de testing per webservices és un objectiu complex, per poder cobrir aquest objectiu 
d’una forma complerta i així tindre més clar quin serà l’abast del nostre projecte, podem parlar dels següents 
objectius més senzills i que la seva integració donarà com a resultat la nostre plataforma de testing: 
 Definició dels fluxos de test  
 Motor d’execució dels tests  
 Desenvolupament d’una eina per configurar l’execució i els paràmetres dels tests  
 Integració amb SALMon  
 Accessibilitat a la plataforma 
  




Són diverses les motivacions que m’han portat a dur a terme aquest Projecte Final de Carrera. En primer lloc,  ja 
tenint clar que volia fer un projecte relacionar amb l’engineria del software,  despès d’haver estat buscant diversos 
possibles projectes vaig anar al Gessi Pizza Day 2012, un esdeveniment on es presentaven diversos projectes de 
recerca així com diverses ofertes per realitzar el projecte final de carrera. Despés d’avaluar diverses opcions, 
aquest projecte va ser el que més em motivava per la seva relació amb els serveis web. D’altra banda, i seguint la 
motivació que em va fer escollir aquest projecte, en paral·lel a la realització del projecte m’he introduït en el mon 
laboral. Hi ha sigut en un entorn ón els seveis web i el seu comportament sota diferents circumstancies son factors 
claus, cosa que ha afegit una motivació extra al projecte. La realització del projecte en paral·lel a una dedicació a 
temps complet dins l’empresa privada m’ha aportat molt en quant a gestió de recursos i carrega de treball. 
1.3. ORGANITZACIÓ DE LA MEMÒRIA 
La present memòria documenta el desenvolupament del projecte de final de carrera Plataforma de testing on-line 
per a web services. La memòria està organitzada en 11 capítols, incloent aquest primer capítol d’introducció que 
conté una petita definició del projecte així com la motivació d’aquest. En el segon capítol parlarem de diversos 
conceptes previs, principalment elements que són necessaris conèixer per entendre el context del nostre projecte, 
així com alguna de les seves dependències. En el tercer capítol explicarem les eines de treball utilitzades per a la 
realització del projecte, ja siguin de desenvolupament, per fer testing o com a suport per generar la documentació 
necessària per aquesta memòria. Un cop definides les eines de treball, en el punt quart parlarem sobre la 
metodologia que hem fet servir pel projecte i la seva motivació. Els punts cinquè i sisè estan dedicats a l’anàlisi, 
tant funcional com tècnic, del projecte i la seva implementació.  Després de parlar de la implementació definirem 
com mantenir com mantenir el software generat, així com les possibles futures tasques del projecte. Els punta 
vuitè i novè cobriran la part més de gestió del projecte, parlant tant de la planificació com de l’estudi econòmic del 
projecte. Finalment en el capítol desè tindrem les conclusions del projecte, i l’onzè el dedicarem a la bibliografia, 
on farem menció als diferents recursos que han ajudat tant a la implementació del projecte com en la redacció 
d’aquesta present memòria.   
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2. CONCEPTES PREVIS 
2.1. WEBSERVICES 
Un servei web o webservice és un mètode de comunicació entre dos dispositius electrònics connectats a una 
mateixa xarxa. Aquest mètode esta composat d’una col·lecció de protocols i estàndards que serveixen per i 
intercanviar dades entre aplicacions. Diferents aplicacions software, desenvolupades en llenguatges de 
programació diferents i executades sobre qualsevol plataforma poden utilitzar els serveis web per l’intercanvi de 
dades en una xarxa com internet. Aquesta gran interoperabilitat s’aconsegueix gràcies a l’adopció d’estàndards 
oberts. Les organitzacions OSASI i W3C són les responsables de l’arquitectura i reglamentació dels serveis web. La 
fet, podem veure que el W3C te la seva pròpia definició de servei web com a: 
Un sistema software dissenyat per suportar interaccions màquina a màquina sobre una xarxa. 
Moltes organitzacions fan servir múltiples sistemes software per les seves tasques de gestió. Els diferents sistemes 
software sovint necessiten intercanviar dades entre ells, i els serveis web és un mètode comunicació que permet 
aquest intercanvi de dades a través de la xarxa, ja sigui la xarxa local com a través d’internet. El sistema software 
que necessita aquestes dades s’anomena sol·licitant del serveis o service requester, mentre que el sistema 
software que processarà la petició i proveirà les dades s’anomena proveïdor de serveis o service provider.  
Diferents sistemes software poden ser construïts fent servir diferents tecnologies, per tant és necessari un mètode 
d’intercanvi de dades que no depengui d’un llenguatge de programació en particular. Per exemple, la majoria de 
sistemes software saben interpretar XML. És per això que molt serveis web fan servir fitxers XML per l’intercanvi 
de dades. 
Per poder establir una comunicació entre dos sistemes diferents d’una forma correcta cal definir certs punts, com 
ara: 
 Com un sistema por demanar dades d’un altre sistema. 
 Quins valors específics s’han de demanar en els paràmetres de la petició per rebre les dades esperades. 
 Quina serà l’estructura de dades rebudes. En la majoria de casos aquest intercanvi és fa amb fitxers XML, 
però també podria vindre en format JSON per exemple. En el cas llenguatges com el XML cal definir com 
validar la seva estructura, fent servir el fitxer .xsd corresponent.  
 La gestió d’errors en cas de problemes en las comunicacions o amb l’estructura de la petició de dades. 
Totes aquests punts sobre com ha de ser la comunicació poden estar definits, no és obligatòria la seva definició, en 
un fitxer anomenat WSDL (Web Service Description Language), el qual te una extensió .wsdl. A continuació podem 
veure un exemple de la definició d’un servei web en un fitxer WSDL. 
 
<?xml version="1.0" encoding="UTF-8"?> 
<definitions xmlns="http://www.w3.org/ns/wsdl"  
             xmlns:tns="http://www.tmsws.com/wsdl20sample"  
             xmlns:whttp="http://schemas.xmlsoap.org/wsdl/http/" 
             xmlns:wsoap="http://schemas.xmlsoap.org/wsdl/soap/" 
             targetNamespace="http://www.tmsws.com/wsdl20sample"> 




<!-- Abstract type --> 
   <types> 
      <xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" 
                xmlns="http://www.tmsws.com/wsdl20sample" 
                targetNamespace="http://www.example.com/wsdl20sample"> 
  
         <xs:element name="request"> ... </xs:element> 
         <xs:element name="response"> ... </xs:element> 
      </xs:schema> 
   </types> 
  
<!-- Abstract interfaces --> 
   <interface name="Interface1"> 
      <fault name="Error1" element="tns:response"/> 
      <operation name="Get" pattern="http://www.w3.org/ns/wsdl/in-out"> 
         <input messageLabel="In" element="tns:request"/> 
         <output messageLabel="Out" element="tns:response"/> 
      </operation> 
   </interface> 
  
<!-- Concrete Binding Over HTTP --> 
   <binding name="HttpBinding" interface="tns:Interface1"  
            type="http://www.w3.org/ns/wsdl/http"> 
      <operation ref="tns:Get" whttp:method="GET"/> 
   </binding> 
  
<!-- Concrete Binding with SOAP--> 
   <binding name="SoapBinding" interface="tns:Interface1"  
            type="http://www.w3.org/ns/wsdl/soap"  
            wsoap:protocol="http://www.w3.org/2003/05/soap/bindings/HTTP/" 
            wsoap:mepDefault="http://www.w3.org/2003/05/soap/mep/request-response"> 
      <operation ref="tns:Get" /> 
   </binding> 
  
<!-- Web Service offering endpoints for both bindings--> 
   <service name="Service1" interface="tns:Interface1"> 
      <endpoint name="HttpEndpoint"  
                binding="tns:HttpBinding"  
                address="http://www.example.com/rest/"/> 
      <endpoint name="SoapEndpoint"  
                binding="tns:SoapBinding"  
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                address="http://www.example.com/soap/"/> 




Actualment existeixen eines que ens poden ajudar en la creació de serveis web, automatitzant part del procés de 
creació d’aquest. Per serveis que fàcil servir WSDL és possible generar-lo a partir d’un conjunt de classes de codi 
existent (model bottom-up), o generar un esquelet amb totes les classes necessàries a partir d’un WSDL existent 
(model top-down) 
  
2.2. SOFTWARE TESTING  
2.2.1. DEFINICIÓ 
El software testing, o proves de software, és un procés de recerca empíric que te com a objectiu proporcionar 
informació a les parts interessades, o stakeholders, sobre la qualitat d’un producte o servei de software. El testing 
també pot proporcionar un punt de vista objectiu i independent sobre el software, que permet apreciar i 
comprendre els riscos de la seva implementació. 
Les tècniques de testing inclouen el procés d’executar el software amb la intenció de trobar bugs de software 
(errors o defectes en el seu funcionament). 
Es tracta de l’execució del sistema o d’un component software per a avaluar una o més propietats d’interès. En 
general, aquestes propietats indiquen el grau de compliment del component o sistema testejat: 
 Compleix els requeriments que han guiat el seu disseny i desenvolupament 
 Respon correctament a tot tipus de situacions esperades 
 Té un rendiment acceptable 
 És prou usable 
 Es pot instal·lar i executar en els entorns preparats per aqueta funció 
 Compleix de forma general els requeriments dels stakeholders 
 
Com el número de possibles tests per un component software simple és pràcticament infinit, per qualsevol procés 
de testing de software cal fer ús d’alguna estratègia per seleccionar els tests de manera que proporcionin una 
major cobertura, tenint en compte el temps i recursos.  
Més enllà de la detecció d’error i fallades de funcionament, el testing pot tindre altres objectius, com ara obtindré 
informació sobre la qualitat del servei del software. Aquest tipus d’informació ens ajudarà a conèixer el sistema 
software, així com el seu comportament en diferents circumstancies.  
El testing d’un projecte pot començar tan aviat com tinguem un software executable ,inclús si està parcialment 
complet. Sovint serà la metodologia de desenvolupament la que indiqui quan començar el testing, en 
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metodologies tradicionals s’acostuma a fasejar el projecte i el testing començarà després de la definició i 
desenvolupament dels requeriments, mentre que en metodologies més àgils el desenvolupament i el testing es 
poden fer a l’hora. 
 
2.2.2. TIPUS DE TESTING 
Tal i com es defineix el testing, podem veure que és definició molt global per poder adaptar-se a les diferents 
situacions on s’aplica aquest tipus de procés. Entrar en detall en tots els diferents tipus de testing escaparia al 
propòsit d’aquest apartat del document, però si que pot ser important mencionar els diferents tipus i saber quins  
apliquen en el nostre projecte: 
 Installation testing 
 Compatibility testing 
 Smoke and sanity testing 
 Regression testing 
 Acceptance testing 
 Alpha testing 
 Beta testing 
 Functional vs non-functional testing 
 Destructive testing 
 Software performance testing 
 Usability testing 
 Accessibility testing 
 Security testing 
 Internationalization and localization 
 Development testing 
 A/B testing 
 Concurrent testing 
 Conformance testing or type testing 
 
2.2.3. TESTING EN EL CONTEXT DEL NOSTRE PROJECTE 
L’objectiu del nostre projecte és crear una plataforma de testing on-line per a webservices, però en aquest cas 
l’objectiu no és descobrir errors o defectes en el funcionament d’aquests serveis, sinó conèixer més informació 
sobre el seu comportament. Els serveis web, com la resta de sistemes software, responen a un model de qualitat 
que descriu els atributs que defineixen la seva qualitat de servei o Quality of Service (QoS), és a dir, com de bé fan 
allò que han de fer. Exemples d’aquests atributs són el temps de resposta, la disponibilitat del servei, i el 
compliment de la funcionalitat. 
Aquests atributs són qualitatius, no quantitatius, és a dir, són atributs que es poden observar, però no es poden 
mesurar directament: Es pot dir que un servei compleix la funcionalitat adequadament o té una mala 
disponibilitat. No obstant, en el món dels serveis i en concret dels serveis web, el que ens interessa és poder 
comparar aquests atributs entre diferents serveis i/o establir unes garanties mesurables. Per a fer-ho, es 
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desglossen aquests atributs en mètriques de qualitat, que són característiques mesurables objectivament que 
influeixen en els atributs del model de qualitat. Per exemple, el temps de resposta màxim d’un servei web en un 
període determinat és una mètrica mesurable (es pot dir que és, per exemple, de 200 mil·lisegons), que ajuda a 
decidir si el temps de resposta d’un servei és bo, dolent, suficient, pitjor que el d’un altre, etc. 
Per a establir unes garanties de qualitat, client i proveïdor del servei acorden unes condicions sobre aquestes 
mètriques, i les expressen en forma d’un acord de nivell de servei o Service Level Agreement (SLA), que no és més 
que un document legal signat per ambdues parts que descriu la relació entre ambdues i el servei, les condicions, i 
si aquestes són obligatòries o bé tenen recompenses o penalitzacions en cas de complir-se o ésser violades, i 
quines. 
De la mateixa manera, la mesura d’aquestes mètriques també es pot automatitzar mitjançant un monitor. Des dels 
inicis de la programació han existit els monitors, programes que serveixen per mesurar mètriques de qualitat 
d’altres programes o de hardware, com ara el rendiment. Tot sistema operatiu modern implementa un munt de 
funcions de monitoratge, com per exemple un visor de l’ús de CPU en temps real. 
En el cas dels serveis web aquesta definició s’amplia, ja que no només es pot monitorar el proveïdor del servei, 
sinó tots els elements que influeixen en la realització del servei3 . A més a més, la forma de monitorar les 
mètriques canvia, ja que parlem de software distribuït que segueix uns protocols i estàndards específics, i per tant 
es necessita un tipus de monitor específic. Aquests monitors, entre altres coses, monitoren l’intercanvi de 
missatges entre client i proveïdor, i en mesuren paràmetres com el moment de l’enviament o recepció, el 
contingut dels missatges o el fet que obtinguin resposta. 
2.3. BUSINESS PROCESS I BPEL 
 
Un dels nostres objectius és poder definir un conjunt de tests complexos. Aquests tests han de permetre 
implementar processos de negoci sobre diversos serveis web i definir la seva orquestració. Tot i que pel nostre 
objectiu farem un ús exclusiu de testing, per intentar aconseguir un propòsit una mica més general podem dir que 
necessitem poder definir i executar processos. 
 
 
2.3.1. BUSINESS PROCESS 




Típicament un procés és una seqüencia d’activitats. Podem definir un procés de negoci (o business process) com a 
un conjunt de tasques o activitats relacionades i estructurades, que produeix un servei o resultat. Un procés de 
negoci pot tindre zero o més paràmetres d’entrada, de la mateixa manera que pot tindre diversos paràmetres de 
sortida o no. Durant l’execució del procés s’executen subprocessos de forma síncrona o asíncrona per produir un 
resultat. Durant l’execució pot interactuar amb humans o altres actors. 
 
En el procés de negoci descrit a la il·lustració està descrit el procés de gestió d’un préstec bancari. Partint d’aquest 
exemple, anem a intentar d’explicar els components basics d’un procés de negoci.  
 Banking customer: És un client qui comença el procés. El client ha de preparar tots el inputs (paràmetres 
d’entrada) per iniciar el procés. 
 Loan request: És un input definit necessari per començar el procés, i que es farà servir durant l’execució. 
En aquest cas pot contindré informació del client, dades bancaries, etc. 
 Receive request process: En aquest subprocés el input “loan request” serà verificat per comprovar si 
compleix els requeriments basics per la concessió del préstec. Aquest procés produeix un resultat que es 
farà servir durant l’execució de la resta del procés de negoci.  
 Verification process: En el diagrama no hi ha cap subprocés anomenat “verification process”. Ens referim 
a l’encapsulament de les expressions lògiques després del subprocés “receive request process”.  
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 Bank employee: En aquest punt tenim la interacció d’un agent extern, en aquest cas una interacció 
humana. En aquest punt el empleat envia una notificació al client.  




2.3.2. QUE ÉS BPEL? 
 
Per cobrir les nostres necessitats farem servir el llenguatge BPEL (Business Process Execution Language), un 
llenguatge d’orquestració de serveis basat en XML que suporta les tecnologies de serveis web (incloent SOAP, 
WSDL, UDDI, WS-Reliable Messaging, WS-Addressing, WS-Coordination i WS-Transaction).  
BPEL representa una convergència entre dos llenguatges WSFL (Web Services Flow Language) i XLANG. WSFL va ser 
dissenyat per IBM i esta basat en el concepte de grafs dirigits. XLANG va ser dissenyat per Microsoft i és un 
llenguatge estructurat per blocs. BPEL, que inicialment va reble el nom de BPEL4WS, combina ambdues 
aproximacions proporcionant un ample vocabulari per a la descripció de processos de negoci. A l’abril de 2003, 
BEA Systems, IBM, Microsoft, SAP i Sibel Systems van decidir lliurar BPELWS 1.1 al comitè tècnic d’OASIS per la 
seva estandardització, rebent el nom de WS-BPEL 2.0 (setembre de 2004). Durant tota aquesta memòria sempre 
que parlem de BPEL estarem fent referencia a la seva versió WS-BPEL 2.0. 
BPEL és un estàndard de-facto per modelar i executar processos de serveis web. És un llenguatge basat en XML 
usat per definir i executar processos, tant de negoci com científics, que fan servir serveis web. En altres paraules, 
BPEL es fa servir per escriure processos composats per serveis webs i una amb orquestració definida entre ells. El 
resultat és un servei web composat que és una composició de serveis web. Tot i que tal com hem explicat 
anteriorment els processos de negoci poden tindre interaccions amb humans, el estàndard WS-BPEL no especifica 
aquestes interaccions. Per tant, un procés definit amb WS-BPEL per si mateix no pot tindre interaccions humanes, 
només amb serveis web.  
 






Tal i com hem dit prèviament BPEL esta basat en XML, de tal forma que per definir un procés hem de crear un 
fitxer amb l’extensió .bpel seguint la següent estructura bàsica: 
 
<process name="nameProcess" ... > 
  <partnerLinks> 
    <!-- Declaració de partner links --> 
  </partnerLinks> 
   
  <variables> 
    <!-- Declaració de variables --> 
  </variables> 
  
  <sequence> 
      <!-- Cos principal de la definició del procés BPEL --> 
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En el següents punts entrarem a descriure en detall la terminologia bàsica de BPEL 
2.3.2.1. ORQUESTRACIÓ VS. COREOGRAFIA  
Els serveis web es poden composar fen sevir dos enfocaments diferents. Aquest enfocaments són l’orquestració i 
la coreografia. En l’orquestració, existeix un director encarregat de coordinar els serveis. Mentre que en la 
coreografia no existeix aquest rol. 
Per la composició de serveis web per un procés de negoci, l’orquestració és la millor opció, ja que simplifica la 
gestió, es redueix l’acoblament entre els diferents serveis web , i facilita la gestió d’errors. 
 
                      
 
2.3.2.2. COMUNICACIÓ ASÍNCRONA I SÍNCRONA EN UN PROCÉS BPEL  
 
Els processos BPEL es poden a categoritzar basant-se en com invoquen les operacions del partner service: de forma 
síncrona o asíncrona. Però, no és possible fer servir els dos mètodes, ja que també depèn del tipus d’operació 
definida en el partner service. 
 Transmissió asíncrona: Un procés BPEL invoca un partner service. Després de la invocació del partner 
process, el procés BPEL continuarà amb el seu procés d’execució mentre el partner service executa la seva 
operació. El procés BPEL obtindrà la resposta de la invocació del  partner service quan l’execució d’aquest 
s’hagi completat. 
 Transmissió síncrona: Un procés BPEL invoca un partner service. El procés BPEL esperarà fins que 
l’operació del partner service s’hagi acabat , i obtingui resposta. Després de rebre la resposta completa del 
partner service, el procés BPEL continuarà amb el seu flux d’execució.  
Normalment es fan servir serveis asíncrons per operacions de llarga durada i serveis síncrons per operacions que 
retornen un valor en un temps relativament curt. Típicament quan es fan servir serveis web de forma asíncrona el 
procés BPEL és també asíncron.  
 
2.3.3. FONAMENTS DE LA TERMINOLOGIA BPEL 
2.3.3.1. DEFINICIÓ D’UN PROCÉS BPEL 
Orquestració Coreografia 




La definició d’un procés BPEL és un document o plantilla emprat per definir un procés de negoci. Com a convenció, 
un fitxer de definició fa servir l’extensió “.bpel”. En quant a la invocació de serveis, un procés BPEL defineix la 
seqüencia de quins serveis web han de ser invocats, ja sigui de forma síncrona o asíncrona. En un escenari típic de 
invocació de serveis web el procés BPEL invoca el  amb uns paràmetres d’entrada (input), i el servei retorna un 
resultat (output) al procés. La invocació de forma síncrona a un parnet service es pot definir de la següent manera: 
 
 
Els paràmetres d’entrada InputVariable depenen de les invocacions prèvies a altres serveis web, o de la 
manipulació interna de les dades del propi procés BPEL. No es obligatori obtindré una resposta per part del servei 
web, més enllà d’una confirmació de recepció de la petició, ja que alguns serveis poden no retornar valors. Podem 
veure que el ServicePartnerLink és l’enllaçament lògic entre el procés BPEL i el partner service. 
A part de invocar serveis web BPEL facilita la gestió interna de la informació , permetent la declaració i manipulació 
de variables, definir comportaments de flux besants en condicions, construir bucles, gestionar errors, etc.  
La definició d’un procés BPEL comença amb l’element  <process /> a nivel de root, amb els namespaces, 
atributs i declaracions corresponents. 
    <process name="name-Of-BPEL-Process" 
        targetNamespace="URI" 
        xmlns="http://docs.oasis-open.org/wsbpel/2.0/process/executable" 
        --- > 
    </process> 
Dins de l’element pare <process /> s’han de definir tots els elements necessaris del procés. Aquests elements 
poden ser: 
1. <extensions /> 
2. <import /> 
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3. <partnerLinks /> 
4. <messageExchanges /> 
5. <variables /> 
6. <correlationSets /> 
7. <faultHandlers /> 
8. <eventHandlers /> 
9. Activity Elements 
Els elements d’activitat són els que es fan servir per a modelar el procés de negoci. Aquests elements poden ser 
dels següents tipus: 
1. <sequence /> 
2. <receive /> 
3. <reply /> 
4. <invoke /> 
5. <assign /> 
Més endavant entrarem a descriure alguns dels elements que són essencials per definir un procés BPEL simple. 
 
2.3.3.2. PARTNERLINKS, PARTNERLINKTYPES 
 
Els processos BPEL fan servir l’etiqueta <partnerLinks /> per definir els partner links. Un partner link és un 
enllaç lògic entre un procés BPEL i un servei web extern. En situacions reals normalment qui dissenya els processos 
fa servir serveis web existents. Per tant,  per poder crear el partner link, primer de tot el partner link type s’ha de 
definir en el partner service. Això es fa afegint l’element <partnerLinkType /> en el descriptor WSDL del 
servei que voldrem invocar (partner service), definint quins rols tindran i quins portType del WSDL farà servir. 
Després de la definició del partner link type, hem d’afegir en el BPEL l’element <partnerLink /> que 
especificarà quin partnerLinkType i quin tipus de rol farà servir. 
- En el WSDL del servei a invocar(partner service)  
<plnk:partnerLinkType name="FunctionProcessService" 
xmlns:plnk="http://docs.oasis-open.org/wsbpel/2.0/plnktype"> 
   <plnk:role name="FunctionProcessServicePortTypeRole" 
portType="tns:FunctionProcessServicePortType"/> 
</plnk:partnerLinkType> 
-  En el procés BPEL 




   --- 
   <partnerLink name="FunctionProcessPartnerLink"  
                xmlns:tns="http://FunctionProcessService.wsdl"  
                partnerLinkType="tns:FunctionProcessService"  
                myRole="FunctionProcessServicePortTypeRole"/> 
</partnerLinks> 
 
Amb els elements <partnerLinks /> i <partnerLinkType /> el procés manté una clara relació amb 
els serveis, i fa més fàcil entendre que els processos interactuen amb múltiples partner services. Tot i que ja hem 
especificat l’enllaç entre el procés i el servei, a nivell de deployment del procés BPEL també hem d’especificar 
aquesta relació amb el partner service. Més endavant parlarem del deployment descriptor i veurem un exemple de 




En els processos BPEL, les variables es fan servir per relaciona les respostes d’un servei amb els paràmetres 
d’entrada d’un altre,  mantindre  l’estar d’execució d’un procés, etc. S’especifiquen amb el tag <variable 
/> dins de l’element <variables />. 
<variables> 
   <variable name="FunctionProcessServiceOperationOutput" 
xmlns:tns="http://FunctionProcessService.wsdl" 
messageType="tns:FunctionProcessServiceOperationResponse"/> 
   <variable name="MultiplyOutput1" messageType="ns1:multiplyResponse"/> 





Tots els exemples del document estan besants en un procés BPEL anomenat “FunctionProcess” el qual implementa 
la següent funció matemàtica fent servir BPEL i tres serveis web: 
f(x,y) = [(x + y) * (x * y)]
2
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Tres funcions matemàtiques han estat implementades com a servei web, des de el procés BPEL aquests tres 
serveis seran invocats i retornaran un resultat d’execució. Les tres funcions matemàtiques bàsiques són: 
 Suma (x + y) – Implementada com a AdderService: aquest servei té dos enters com a paràmetres 
d’entrada, i retorna la seva suma com un enter. 
 Multiplicació (x * y) – Implementada com a MultiplierService: aquest servei té dos enters com a 
paràmetres d’entrada, i retorna la seva multiplicació com un enter. 
 Quadrat (x
2
) – Implementada com a SquareService: Aquest servei té un enter com a paràmetre 
d’entrada, i retorna el seu quadrat com a enter. 
En aquest procés quan rebem els dos paràmetres d’entrada els serveis son invocats en una determinada 
seqüencia. La seqüencia esta indicada amb etiquetes en el diagrama. Les operacions (x + y) i (x * y) s’executen 
primer, en paral·lel. Un cop tenim el resultat, s’executa la multiplicació i finalment el quadrat del resultat. 
 
El procés es por descriure amb el següent diagrama: 
 




En el diagrama podem veure el flux del procés si el seguim de d’alt cap a baix. Analitzant en aquest sentit podem 
veure les següents activities: 
ReceiveRequest – Aquesta activity està a l’espera d’una invocació d’un client del procés. El client ha se fer servir el 
FunctionProcessService per enviar un missatge al procés BPEL. Aquesta interacció esta representada amb una 
fletxa blava que els relaciona. 
Assign1 – Activity – Després de l’activiy ReceiveRequest, el missatge rebut pel client s’emmagatzema en una 
variable. Aquesta variable conté dos nombres enters. Tenint en compte les funcions matemàtiques que farem 
servir, hem d’assignar els hem d’assignat a ambdues activities. Aquestes activities són InvokeAdderService i 
InvokeMultiplierService1. Després d’això, les dues activities poden invocar al seu servei web corresponent. 
Flow1 – En aquest punt les dues invocacions de InovkeAdderService i InvokeMultiplierService1 són en paral·lel.  
 
 
InvokeAdderService – Aquesta activity invoca el partner web service AdderService. 




InvokeMultiplierService1 – Aquesta activity invoca el partner web service MultiplierService. 
 
Assign2 - Activity – Després de la invocació als serveis prèvia hem d’assignar els resultats retornats per poder 
invocar al proper servei InvokeMultiplierService2. Aquestes assignacions es fan dins aquesta activity. 
InvokeMultiplierService2 – Aquesta activity invoca el partner web service MultiplierService agafant com a 
paràmetres els resultats de les operacions anteriors. 
 
Assign3 - Activity – Assigna l’enter del resultat de InvokeMultiplierService2 al parametre d’entrada de  
InvokeSquareService.. 
InvokeSquareService – Aquesta activity invoca el partner web service SquareService agafant com a paràmetre el 
resultat de l’operació anterior. 
 
Assign4 - Activity – Assigna l’enter del resultat de InvokeSquareService a l’activity Reply1. 
Reply1 – En aquesta activity s’envia el resultat de l’operació anterior com a resultat del procés a través de 
FunctionProcessService. 
A continuació podem veure en detall el contingut de tots els fitxers necessaris que formen part del procés BPEL de 
l’exemple. L’estructura dels fitxers és la següent: 
 FunctionProcess.bpel - Descripció del procés en llenguatge BPEL 
 FunctionProcessService.wsdl – Descriptor de la interfície d’entrada pel procés descrit  
 AdderService.wsdl – Descriptor del servei extern AdderService 
 MultiplierService.wsdl - Descriptor del servei extern MultiplierService 
 SquareService.wsdl – Descriptor del servei extern SquareService 
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Tester serà al nom escollit per fer referencia a l’element principal d’aquest projecte, si ve bé més endavant 
entradem en detall en la definició del components, des de aquest moment podem dir que ens referirem al Tester 
com a conjunt de la plataforma desenvolupada, o també com el component principal encarregat de gestionar la 
integració de la resta de components secundaris, això com de la gestió dels tests i la seva configuració. 
Sobre aquest punt tornarem a fer referencia diverses vegades durant la memoría, tant des de el punt de vista 
funcional per conèixer els seus requeriments, com desde el punt de vista tècnic per veure els detalls del disseny i la  
implementació de la solució. 
  





SALMon (Service Level Analyzer Monitor) és una eina desenvolupada pel grup de recerca GESSI de la UPC 
1
que 
permet monitoritzar i fer testing de serveis web, així com analitzar posteriorment la qualitat del seu servei. En el 
context del nostre projecte farem servir SALMon per monitoritzar les invocacions als diferents serveis web. Al estar 
parlant d’un projecte de recerca en constant desenvolupament, quan parlem de les seves funcionalitats cal 
assumir que són les que presenta en el moment actual, i que en un futur podria tindre més funcionalitats o les 
descrites en aquest document podrien tindre un comportament diferent al exposat. 
Per a monitoritzar els serveis web i les seves operacions, SALMon considera que cada servei web es composa de 
diferents operacions, i per cada una d’aquestes podem definir diferents mètriques que serà monitorades. 
 
L’arquitectura de SALMon consta de tres serveis web que comparteixen una mateixa base de dades: Analyzer, 
Monitor i Proxy. 
 El servei Analyer permet registrar condicions sobre mètriques una a una, i configura el servei Monitor per 
a que monitori les mètriques. 
 El servei Monitor permet registrar serveis web, les seves operacions que es volen monitorar i les 
mètriques que s’en vol obtenir. També permet obtindré tots els valors monitoritzats fins al moment d’una 
operació, així com els missatges de petició i resposta de cada crida SOAP. 
 El servei Proxy permet enviar un missatge SOAP a un servei web concret si es trobat registrat pel Monitor, 
i en calcula i emmagatzema la QoS (quality of service) amb les mètriques que el Monitor hagi enregistrar. 
També permet la simulació de valors de QoS per a mètriques concretes. 
 
                                                                
1
Marc Oriol, Jordi Marco, Xavier Franch, David Ameller, "Monitoring Adaptable SOA-Systems using SALMon", In 
Workshop on Service Monitoring, Adaptation and Beyond (Mona+), pp. 19-28, December 2008. 





SALMon únicament permet monitoritzar serveis web SOAP, i les mètriques que és capaç de monitoritzar són tres 
mètriques bàsiques i les seves derivades: 
 ResponseTime o temps de resposta: El temps que passa entre que el servei Proxy envia el missatge al 
servei web monitorat i en rep la resposta. 
 Availability o disponibilitat: permet controlar si una operació ha tingut una resposta funcionalment 
correcta dins d’un interval de temps màxim definit a l’hora de enregistrar el servei. 
 RondTripTime: El temps que passa entre que el servei Proxy demana el document descriptor (WSDL) del 
servei web a monitorar i el rep. Aquesta mètrica només resulta útil en cas que el documents WSDL estigui 
disponible al mateix servidor que el servei web, d’aquesta manera podem obtindré una referencia del 
temps de resposta del servidor per una crida sense tasques costoses. 
Les mètriques que SALMon deriva d’aquests són: 
 ResponseTime i RoundTripTime 
o Mínim històric 
o Màxim històric  
o Mitjana absoluta 
 Availability 
o Percentatge de temps de disponibilitat 
o Percentatge de temps de no disponibilitat 
o Temps mig de recuperació 
  
  
Plataforma de testing on-line per a web services   Facultat de Informàtica de Barcelona 
25 
 
3. EINES DE TREBALL 
3.1. IDES 
Es tracta d’un entorn de desenvolupament integrat, també conegut com IDE (integrated development 
environament), es un programa composat per un conjunt d’eines de programació. Els seus components basics són: 
 Editor de text 
 Compilador 
 Intèrpret  
 Depurador 
 Client  
 Control de versions 
Tot i que dona suport a la integració d’altres components, així com a l’ús de diversos llenguatges de programació. 






Nom de l’eina: Eclipse Platform 
Versió: 3.3.2 Europa 
Web: http://www.eclipse.org/platform 
Tipus de llicència: Eclipse Public License Version 1.0 ("EPL") 
http://www.eclipse.org/legal/epl-v10.html 
Ús en el projecte: El mòdul Tester ha sigut desenvolupat fent servir aquest IDE, seguint les recomanacions de 
compatibilitat amb la infraestructura on s’executarà, i aprofitant la integració de Eclipse amb el llenguatge de 
programació Java i el servidor d’aplicacions Tomcat. 
 






3.1.2. INTELLIJ IDEA 
Nom de l’eina: IntelliJ IDEA 
Versió: 14 ultimate 
Web: https://www.jetbrains.com/idea/ 
Tipus de llicencia:  
 Community edition: Apache 2.0 License 
 Ultimate edition: Trialware 
Ús en el projecte: 
Per desenvolupar la integració del frontal amb el Tester, així com 
el propi frontal, he fet servir aquest IDE ja tenia més llibertat que amb Eclipse 3.3.2, ja que al ser una versió antiga ( 
es una versió de 2008) no era compatible amb els plugins que necessitava.  
Un cop descartat Eclipse 3.3.2, vaig decidir fer servir IntelliJ IDEA 14 enlloc de Eclipse 4.4 (la versió més actual) per 
que ja estava familiaritzat amb el seu ús i em permetia integrar les eines necessàries per desenvolupar el frontal i 
la seva integració amb el mòdul Tester: Node.js, Jade, HTML, javascript, CSS. 
 











Nom de l’eina: SoapUI 
Versió: 5.0.0 
Web: http://www.soapui.org/ 
Tipus de llicencia: European Union Public Licence (EUPL) 
Descripció de l’eina: SoapUI es una eina per fer testing de webservices open-source, està preparada per treballar 
amb SOA (arquitectura orientada a serveis) i REST (representational State transfers). 
Ús en el projecte: Durant el desenvolupament del projecte he fet servir SoapUI per poder comunicarme amb els 
diferents components del projecte per separat. I així poder detectar error de forma prèvia i avançar la fase de 











Nom de l’eina: 
Versió: 5.5 
Web: http://tomcat.apache.org/ 
Tipus de llicencia: Apache License 2.0 
Descripció de l’eina: Apache Tomcat (també conegut com Jakarta Tomcat o 
simplement Tomcat) funciona com un contenidor de servlets  desenvolupat dins 
el projecte Jakarta en la Apache Software Fundation. Tomcat implementa les 
especificacions dels servlets i de JavaServer Pages (JSP) de Oracle. 
Tomcat és un contenidor web que suporta servlets i JSPs, no es un servidor d’aplicacions com JBoss o JOnAS. Inclou 
el compilador Jasper, que compila JSPs convertint-les en servlets. El motor de servlets de Tomcat sovint es 
presenta amb conjuntament amb el servidor web Apache. 
Ús en el projecte: 
Tomcat es farà servir dins el projecte per poder desplegar els mòduls Tester i SALMon. La versió de Tomcat venia 









Nom de l’eina: Node.js 
Versió: 0.10.33 
Web: http://nodejs.org/ 
Tipus de llicencia: Llicencia MIT 
Descripció de l’eina: Node.js és un entorn de programació en la capa de servidor, és open source i multi 
plataforma. Les aplicacions Node.js estan escrites Javascript i poden ser executades en diferents sistemes 
operatius (OS X, Microsoft Windows, Linux i FreeBSD). 
Node.js proporciona una arquitectura orientada a events i una API no bloquejant d’I/O que optimitza el rendiment 
i l’escalabilitat de les aplicacions. S’acostuma o utilitzar en aplicacions web en temps real. 
Node.js fa servir el motor de JavaScript v8 desenvolupat per Google per executar el codi. El entorn inclou una 
llibreria integrada que permet a las aplicacions actuar com a servidor web sense la necessitat de fer servir software 
com Apache HTTP Server o ISS. 
Ús en el projecte: Node.js es farà servir en el projecte per fer el backend de la capa de presentació. Creant una API 
REST per que el navegador pugui fer les peticions directament e interpretar els JSON de resposta. 
 
3.5. BOOTSTRAP 
Nom de l’eina: Twitter bootstrap 
Versió: v3.3.1 
Web: http://getbootstrap.com/ 
Tipus de llicencia: Llicencia MIT 
Descripció de l’eina: Bootstrap és un framework open-source per crear 
webs i aplicacions web. Conté plantilles de disseny basades en HTML i CSS per tipografies, formularis, botons i 
altres components de la interfície, així com possibles extensions JavaScript. Facilita la creació de webs amb disseny 
responsive preparades per adaptar-se a diversos dispositius amb facilitat. 




Nom de l’eina: Draw.io 
Web: https://www.draw.io/ 
Tipus de llicencia: Copyright amb versió d’ús gratuït 
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Descripció de l’eina: Editor de diagrames de tot tipus: gestió de projectes, diagrames de flux, software, mock-ups, 
enginyeria i altres tipus de gràfiques. És un editor web, i es pot fer servir des de qualsevol navegador web entrant a 
la pagina del producte. També proporciona integració amb diversos serveix d’emmagatzemament al núvol.  
Ús en el projecte: S’ha fet servir per crear la majoria de diagrames del projecte, tant de component, 




Nom de l’eina: Gantter 
Web: http://www.gantter.com/ 
Tipus de llicencia: Copyright amb versió d’ús gratuït 
Descripció de l’eina: Editor web que permet fer diagramés de gant a través d’una interficie d’ús senzilla, ens 
permet assignar les diferents tasques als recursos que les duran a terme i gestionar tant el seu cost com el del 
projecte sencer. També proporciona integració amb diversos serveix d’emmagatzemament al núvol.  
Ús en el projecte: S’ha fet servir per crear un project plan i fer l’estimació de costos del projecte. 














Es considera metodologia el conjunt de procediments fets servir per arribar a un objectiu o un conjunt d’objectius 
dins l’àmbit científic, o d’una tasca que necessiti habilitats o coneixements específics. Però en els projectes de 
software sempre que parlem de metodologia, s’acostuma a parlar directament de la metodologia del 
desenvolupament de codi. Deixant una mica de banda la metodologia per desenvolupar totes les altres tasques no 
tècniques del projecte, així com la gestió de la carrega de feina, que molts cops no queden cobertes d’una forma 
adient per la metodologia desenvolupament. Això vol dir que podem tindre més d’una metodologia en el projecte, 
sempre que cadascuna d’aquestes cobreixi àmbits diferents dels projecte i estiguin alineades entre elles. 
En el nostre cas, al tractar-se d’un projecte individual de desenvolupament de software amb certes tasques de 
recerca, he decidit escollir unes metodologies que estiguin enfocades més a la gestió del treball i la distribució de 
la seva carrega que no pas al treball en equip i la gestió de les tasques amb diverses persones implicades. També, 
en el nostre cas al tractar-se d’un projecte sense gaire dependències externes, i on la metodologia no ve imposada 
en forma de protocol de treball, farem servir les diferents metodologies de treball com un suport i referencia per 
poder assolir els diferents objectius del projecte, tant en forma com en el temps. 
Seguint el raonament prèviament descrit he escollit fer servir una metodologia de desenvolupament àgil per les 
parts més tècniques i relacionades amb el desenvolupament de codi, complementada amb Kanban, una 
metodologia més a nivell global del projecte i que te com a principal objectiu vetllar per tindre una distribució de 
feina uniforme, això com un control constant de la carrega de treball. 
4.1. DESENVOLUPAMENT ÀGIL  
4.1.1. INTRODUCCIÓ 
El desenvolupament àgil és una de desenvolupament de projectes d’enginyeria de software que es basa en el 
desenvolupament iteratiu i incremental, on els requeriments i les solucions van evolucionant a través de la 
col·laboració de grups auto organitzats i multidisciplinaris. Aquest desenvolupament iteratiu ens permet tindre 
iteracions amb un cicle de vida amb una durada més curta, en contraposició de projectes on el cicle de vida d’una 
iteració és molt més gran. 
Existeixen diverses metodologies de desenvolupament basades en els principis de la programació àgil, la majoria 
d’aquestes metodologies intenten minimitzar el risc del desenvolupament organitzant-lo en iteracions, que 
típicament duren d’una a quatre setmanes. Cada iteració és com un projecte en miniatura del projecte final, i 
inclou totes les tasques necessàries per després implementar les funcionalitats noves: planificació, anàlisi de 
requeriments, disseny, codificació, testing i documentació. Tot i que una iteració pot no afegir prou funcionalitats 
per garantir l’entrega del producte, un projecte de software àgil pretén ser capaç de ser entregable al final de cada 
iteració. Malgrat tot, a final de cada iteració, l’equip revalua les prioritats del projecte. 
Les metodologies àgils prioritzen la comunicació cara a cara per sobre dels documents escrits. És per això que 
s’aconsella que els equips de desenvolupament es trobin situats a la mateixa oficina. De manera que la 
comunicació entre tots el membres de l’equip, no només desenvolupadors, pugui ser fluida i no suposi una 
dificultat pel projecte. 
Totes les diferents metodologies àgils es basen en aquests principis basics: 
 Els individus i les seves interaccions per sobre dels processos i les eines 
 El software que funciona per sobre de la documentació exhaustiva 
Plataforma de testing on-line per a web services   Facultat de Informàtica de Barcelona 
34 
 
 La col·laboració amb el client per sobre de la negociació de contractes 
 La resposta davant el canvi per sobre de seguir amb el pla original   
4.1.2. HISTÒRIA 
 
La definició moderna de desenvolupament de software àgil ha anat evolucionant en la meitat dels 1990 com a part 
d’una reacció encontra de les metodologies pesades, molt estructurades i estrictes, com és per exemple la 
metodologia en cascada. Els processos originats des de l’ús de la metodologia en casa, es veien com burocràtiques, 
lentes, sense significat, i inconsistents amb els mètodes amb que els enginyers de software realment 
desenvolupament feina efectiva i productiva.   
Inicialment les metodologies àgils eren anomenades “metodologies lleugeres” o “lightweight methods”. En el 
2001, membres prominents d’aquesta comunitat van adoptar el nom de “metodologies àgils”. Posteriorment, 
alguns d’aquest membres van forma The Agile Alliance, com una organització no lucrativa que promogués les 
metodologies àgils. 
Metodologies similars o que compleixen els principis de les metodologies àgils van ser creades anteriorment. Entre 
elles destaquem el Scrum ( 1986), Crystal Clear, Extreme Programming ( 1996), Adaptative Software Development, 
Feature Driven Development, i DSDM ( 1995) 
  






Kanban és una paraula japonesa que significa “targetes visuals”. Aquesta tècnica es va crear a Toyota, i es fa servir 
per controlar el progres de la feina, en el context d’una línia de producció. Kanban està dintre de l’estrategia 
Kaizen, la qual intenta aconseguir una millora continua dels processos de treball. 
Kanban no és una técnica especifica del desenvolupament software, el seu objectiu és gestuibar de manera 
general com es van completant les tasques, però en els últims anys s’ha fet servir en la gestió de projectes de 
desenvolupament software, sovint de forma combinada amb Scrum, el que es coneix com a Scrumban. 
 
 
Kanban pot tindre dues implementacions, la més superficial només el fa servir com un sistema de gestió visual on 
representar les diverses fases del nostre procés de desenvolupament, així com les tasques del nostre projecte i el 
seu estat. L’altra implementació, coneguda com el mètode kanban cerca una millora del procés evolutiu i 
incremental per les organitzacions. 
 
 
4.2.2. EL MÈTODE KANBAN 
 
El mètode Kanban el va formular David J. Anderson, i és una aproximació a un procés gradual, evolutiu i al canvi de 
sistemes per les organitzacions. Fa servir un sistema d’extracció limitada de treball en curs com a mecanisme bàsic 
per a exposar els problemes de funcionament del sistema (o procés) , i estimula la col·laboració per aconseguir una 
millora continua del sistema.  
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El principal objectiu d’aquest mètode és aconseguir una millora global del sistema a través de millorar el seu 
rendiment. I considera que la millor forma de millorar aquest rendiment és reduint els bloquejos i colls d’ampolla, 
ja que són aquests els que tenen el pitjor efecte sobre tot el procés. 
Fent servir el pipeline d’un desenvolupament com a exemple: si els testers només són capaços de testejar 5 
funcionalitats per setmana, mentre que els desenvolupadors i analistes són capaços de produir 10 funcionalitats 
per setmana, el rendiment del sistema com a conjunt és de només 5 funcionalitats per setmana, per l’impacte que 
suposa el coll d’ampolla dels tests. 
 
 
Les principals regles del mètode Kanban són aquestes tres: 
 Visualitzar el treball i les fases del cicle de producció o flux de treball. 
 Determinar el límit de treball en curs (work in progress) 
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5. ANÀLISI FUNCIONAL 
5.1. USER STORIES 
Una història d’usuari ,de l’anglés User story, és una representació d’un requeriment per un projecte de software 
escrita en una o dues frases fent servir el llenguatge comú de l’usuari. Les històries d’usuari es fan servir dins de les 
metodologies de desenvolupament agils per a l’especificació de requeriments (acompanyades de les discussions 
amb els usuaris i les proves de validació). Cada història d’usuari a ha de ser limitada, s’hauria de poder escriure en 
una petita nota adhesiva (un post-it). Dintre de la metodologia XP (eXtreme Programming) les històries d’usuari 
han d’estar escrites pels clients.  
 
Les històries d’usuari són una forma ràpida d’administrar requeriments dels usuaris sense haver d’elaborar una 
gran quantitat de documents formals i sense requerir gaire tems en la seva administració. Les històries d’usuari 
permeten respondre ràpidament als requeriments canviants. 
Les històries d’usuari han de ser 
 Independents unes de les altres: de ser necessari, s’hauria de combinar les històries dependents o buscar 
una altre manera de dividir les històries per tal de que resultin independents 
 Negociables: la història en si mateixa no és suficientment explicita com per a considerar-se un contracte, 
la discussió amb els usuaris han de permetre aclarir el seu abast y aquest ha de relaxar-se en forma de 
prova de validació 
 Valorades pels clients o usuaris: els interessos dels clients i els usuaris no sempre coincideixen, però en 
tot cas, cada història ha de ser important per algun d’aquests més enllà que per el propi desenvolupador 
 Estimables: Un dels avantatges històries d’usuari és que aquestes han de ser estimables fàcilment, de 
manera que a durant la discussió amb els usuaris/clients és por fer una estimació del seu cost. Cosa que 
ajudarà a tindre una estimació del tems total del projecte. 
 Petites:  les històries d’usuari molt llargues són difícils d’estimar i imposen restriccions sobre la 
planificació del desenvolupament iteratiu. 
 Verificables: Les històries d’usuari han de cobrir requeriments funcionals, per tant generalment són 
verificables. Quan sigui possible la verificació s’hauria d’automatitzar, de manera que pugui ser verificada 
a cada entrega del projecte.  




5.1.1. HISTÒRIES D’USUARI DEL PROJECTE 
 
Per l’anàlisi funcional del projecte farem servir una descripció funcional orientada a histories d’usuari. Com per 
organitzar la carrega de treball hem fet servir una metodologia pensada per treballar amb històries d’usuari, he 
cregut que valia la pena fer un anàlisi previ dels requeriments fent servir històries d’usuari. Aquest anàlisi previ ens 
servirà de base per construir els diversos casos d’ús. 
1.Com a usuari final 
#Història Com a.. Vull.. Per a.. 
1.1 Usuari del sistema enregistrar processos dins el sistema a través 
d’una interfície amigable 
Poder donar d’alta el 
processos en el sistema 
1.2 Usuari del sistema crear configuracions d’execució 
parametritzables pels processos del sistema a 
través d’una interfície amigable 
Configurar una o diverses 
execucions dels processos 
enregistrats en el sistema 
1.3 Usuari del sistema obtenir el resultat de les execucions del 
processos a través d’una interfície amigable 
Verificar que els serveis 
testejats estan funcionant 
correctament 
 
2.Com a client 
#Història Com a.. Vull.. Per a.. 
2.1 Client del sistema enregistrar processos dins el sistema a través 
d’una interfície de serveis web 
Poder donar d’alta el 
processos en el sistema 
2.2 Client del sistema crear configuracions d’execució 
parametritzables pels processos del sistema a 
través d’una interfície de serveis web 
Configurar una o diverses 
execucions dels processos 
enregistrats en el sistema 
2.3 Client del sistema Obtenir una llista dels processos enregistrats en 
el sistema a través d’una interfície de serveis 
web 
Poder oferir una millor 
informació a interfícies de 
tercers que vulguin fer 
servir el sistema 
2.4 Client del sistema obtenir el resultat de les execucions del 
processos a través d’una interfície de serveis 
web 
Verificar que els serveis 
testejats estan funcionant 
correctament 
 
3.Com a administrador de l’aplicació  
#Història Com a.. Vull.. Per a.. 
3.1 Administrador de 
l’aplicació 
Poder tindre persistència de dades a la 
plataforma 
Poder apagar el servidor 
sense perdre els 
processos enregistrats 
pels usuaris 
3.2 Administrador de 
l’aplicació 
Poder eliminar els processos enregistrats i les 
seves configuracions 
Poder resetejar la 
plataforma i deixar-la com 
en el moment inicial 




5.2. ANÀLISI DE REQUERIMENTS 
5.2.1. PROPÒSIT DE L’ANÀLISI DE REQUERIMENTS 
 
Els objectius principals d’aquest artefacte, l’anàlisi de requeriments és l’obtenció de les condicions i capacitats que 
ha de satisfer l’aplicació per tal que les necessitats del client es vegin acomplertes per l’eina. En aquest capítol es 
tractarà de: 
 Obtenir tots els requeriments de l’usuari pel que fa a l’eina que no es van poder satisfer en la versió 1 de 
l’aplicació o que s’han de tornar a implementar. 
 Definir de manera inequívoca cadascun d’aquests requeriments mitjançant una descripció completa de 
les necessitats de l’usuari en cada aspecte 
 Validar els requeriments obtinguts i que s’han d’acomplir en el sistema final mitjançant l’aprovació de la 
client Gemma Grau. 
 Prioritzar els requeriments segons la seva importància en el projecte. 
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5.2.2. ANÀLISI DE REQUERIMENTS EN EL NOSTRE PROJECTE 
Com hem vist a l’apartat anterior hem fet un anàlisi basat en histories d’usuari el qual ha cobert totes les 
necessitats dels nostres usuaris. Però aquest tipus d’anàlisi en certs casos pot no acabar de definir de forma 
acurada algun requeriment del projecte, i crear certa ambigüitat. En un projecte on el product owner estigués 
implicat directament es detectaria i corregiria en algun dels sprints corresponents. Però pel nostre cas he cregut 
convenient fer un anàlisi més en detall d’un requeriment que no ha quedat prou clar. 
A diverses histories d’usuari hem fet menció a que les configuracions d’execució dels processos han de ser 
parametrizables, aquesta definició pot donar lloc a una interpretació força confusa. 
 
Req. #: 1  
Name: 
Configuració d’execució parametritzable 
Description & Rationale: 
La configuració d’execució de processos ha de ser parametritzable, donant la possibilitat a 
definir valors escollits per l’usuari pels següents paràmetres: 
 Procés a configurar 
 Temps d’inici de l’execució 
 Número d’execucions  
 Segons entre execucions 
 Missatges a enviar 
Fit Criteria: 
El procés s’executa dins del component BPEL engine, i acaba invocant als seu serveis externs 
segons els paràmetres que s’han definit . 













El component Tester serà l’encarregat de gestionar l’enregistrament de processos i la serva configuració, també 
serà qui executarà el processos a partir de les configuracions prèviament definides. Aquest component es pot 
considerar el principal de la nostre plataforma, ja que serà el responsable d’oferir la possibilitat de donar d’alta 
diferents processos, i coordinar la seva gestió amb la gesta de components. Aquesta possibilitat s’oferirà a través 
d’una capa de serveis ben definida, per oferir la possibilitats de crear un o diversos clients que serviran com a 
interfície de la plataforma per l’usuari final. 
Per aquest component s’ha dèficit fer un desenvolupament propi enlloc de fer servir un producte existent en el 
mercat, al tindre un propòsit prou específic com per a poder aprofitar algun ja existent. 
 
5.3.3. CLIENT TESTER 
La necessitat de fer arribar els serveis oferts pel Tester a una interfície amigable per l’usuari final ha sigut la 
principal motivació per crear un client del Tester dins la definició del nostre projecte, aquesta interfície també ens 
ajudarà durant la fase de testing de la plataforma. Definirem el client del Tester no com una simple capa frontal del 
propi Tester, sinó com un independent que interactuarà amb aquest a través de la seva capa de serveis. 
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5.3.4. BPEL ENGINE 
 
El motor d’execució de BPELs o BPEL engine, serà el component encarregat de 
gestionar tota la lògica dels processos BPEL i les seves invocacions als serveis 
externs. Un cop tinguem definits el processos BPEL amb tot el seu contingut 
necessari: BPEL, descriptor del process, xml amb l’informacio del process, i els 
descriptors dels serveis externs a invocar. Serà el BPEL engine l’encarregat de 
emmagatzemar aquests processos, i executar-los sempre que rebi una petició 
d’execució per un procés determinat.  
Per tant, aquest component software s’encarregarà executar els processos de 
negoci que vulguem testejar, essent l’encarregat de parlar amb tots els serveis 
webs implicats en cada procés de negoci definit. Suporta processos simples i 
complexes, gestionant l’ús dels serveis implicats fent servir la tècnica de 
l’orquestració, on és el propi motor qui fa de director d’orquestra.  
Tot i que no és una característica necessària per a ser un BPEL engine, la majoria 
d’ells permeten modificar de forma dinàmica els missatges generats per 
l’execució del BPEL. Pel nostre desenvolupament aquesta característica és n 
requeriment necessari, ja que la farem servir per fer arribar els missatges al 
SALMon a través de redireccions. 
Un altre característica necessària de cara a trobar un BPEL engine adient pel projecte és que aquest disposi d’una 
interfície programable (API), que ens permetrà donar d’alta nous processos i configuracions desde altres 
components sense requerir una interacció manual directament amb component software. 
 
5.3.5. SALMON 
Tal i com hem vist anteriorment SALMon és un framework bastant ampli i ens proporciona les eines necessàries 
per monitoritzar i mesurar la qualitat de servei de diversos serveis web. Per la seva integració en el nostre projecte 
necessitem fer servir la serva interfície Monitor per donar d’alta els diferents serveis,  les seves operacions i les 
mètriques a monitoritzar. Un cop donats d’alta aquest paràmetres dins del SALMon, aquest s’encarregarà de medir 
la qualitat del servei d’aquests i posteriorment podrem consultar aquesta informació a través de la pròpia interfície 
del Monitor.  
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6. ANÀLISI TÈCNIC 
6.1. BPEL ENGINE 
 
Un cop entès el paper d’aquest component dins el projecte, és necessari parar i tornar a analitzar-lo des de el punt 
de vista tècnic i de la seva implementació. Les funcions d’aquest component seran: 
 Enregistrar processos  
 Executar els processos prèviament enregistrats 
 Fer les crides als serveis web externs corresponents 




Ara que hem vist les funcions que ha de cobrir el component, podem concloure que el desenvolupament d’un 
motor d’execució BPEL queda forà de l’abast del nostre projecte. És per això que farem servir un dels molts 
productes que ja es troben al mercat. 
6.1.1. ELECCIÓ DEL BPEL ENGINE 
 
Un dels punts claus del projecte a nivell tècnic ha sigut l’elecció del motor d’execució BPEL (BPEL engine), ja que es 
tracta de l’element central del projecte i per tant el disseny dels components propis dependrà de les 
especificacions del producte escollit.  
Tal i com s’ha explicat en l’apartat anterior un BPEL engine és un component complex i la seva implementació 
afegiria una complexitat extra el projecte, és per això que escollirem un BPEL engine dels ja existents en el mercat. 
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I per l’elecció d’aquest primer hem de definir el requeriments necessaris i les característiques que valorarem de 
cadascuna de les alternatives.  
Requeriments necessaris: 
 Compatibilitat amb WS-BPEL 
 Codi lliure o llicencia sense cost per ús no comercial 
 Interfície de gestió web service que permeti enregistrar i gestionar els processos BPEL 




Característiques a valorar:  
 Actualitzacions recents 
 Manuals i documentació complerta, especialment per la instal·lació i la integració web service 
 En cas d’escollir un producte open source suport de la comunitat 
 Compatible amb l’ecosistema escollit pel projecte i la resta de components, en concret compatible amb la 
JVM (Java Virtual Machine) i servidor d’aplicacions Tomcat 
 
6.1.2. LLISTAT D’OPCIONS 
 
Després de fer una recerca per trobar els diversos productes que podem trobar a l’actualitat per aquest tipus de 
component he realitzat la següent taula amb la informació bàsica de cada producte, d’aquesta manera serà més 
senzill intentar escollir el producte adient pel nostre project
                                                                
2
 http://en.wikipedia.org/wiki/WS-Addressing 




Product Vendor Edition 
Release 
Date 
Framework Compatibility License 
ActiveVOS Active Endpoints [5] 8.0 2010-09 


















HumanTask with Apache 
HISE ) 
Apache 




BPEL, BPMN, RFID, WS
DL, UDDI, WS-*, ... 
Proprietary 





iBolt Server Magic Software Enterprises  
  
Java EE BPEL4WS Proprietary 
jBPM jBoss 6.0.1 2014-01-27 Java EE BPMN 2.0 Apache 2.0 




Open ESB OpenESB Community 2.3.1 2013-10-01 Java EE, JBI WS-BPEL 2.0 CDDL 
Oracle BPEL Process 
Manager 
(formerly Collaxa BPEL 
Orchestration Server) 
Oracle Corporation 11g 2010-04 Java EE WS-BPEL 2.0, BPMN 2.0 Proprietary 





WS-BPEL 2.0 LGPL  





Petals BPEL Engine Petals Link 1.0.1 2009-12-08 Java EE 





SAP AG 3.0 
  
BPEL Proprietary 
Virtuoso Universal Server OpenLink Software  4.5 2006 
 
UDDI, WS-BPEL, WS-* GPL and Proprietary 
WebSphere Process Server IBM 6.0.1.3 2006-09-29 Java EE WS-BPEL 
Proprietary 
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Un cop llistades totes les possibles alternatives el següent pas és triar-ne prenent com a referencia els 
requeriments descrits a l’apartat anterior, on el no compliment d’un requeriments necessaris farà descartar el 
producte de la decisió final, i els compliment dels requeriments a valorar sumarà punta a l’hora d’escollir el 
producte final. 
6.1.3. TRIA FINAL  
 
Compatibilitat amb WS-BPEL 
La gran majoria de les opcions ja suporten aquesta especificació de BPEL orientada a serveis web, però d’altres 
opcions no tenen un suport garantit o només tenen suport per la versió anterior del llenguatge (BPEL4WS) 
Per tant, podem descartar: 
 JBPM: Només dona suport a BPMN 
 iBolt Server: Només dona suport a BPEL4WS 




Codi lliure o llicencia sense cost per ús no comercial 
Com el projecte no te pressupostada cap quantitat per llicencies de software, un requeriment és que el producte 
escollit no tingui cost econòmic per un ús no comercial. Però de cara a no limitar les possibles futures aplicacions 
del projecte per el cost de la llicencia segons el tipus d’ús s’ha decidit descartar tots els productes amb una 
llicencia de tipus propietària. 
Per tant, podem descartar: 
 ActiveVOS 
 BizTalk Server 
 ExpressBPEL 
 Oracle BPEL Process Manager 
 Parasoft BPEL Maestro 
 SAP Exchange Infrastructure 
 Virtuoso Universal Server 
 WebSphere Process Server 




Interfície de gestió web service que permeti enregistrar i gestionar els processos BPEL 
Sobre aquest requeriment tots els productes no descartats disposen d’una interfície de gestió per gestionar els 
processos a executar dins del motor d’execució BPEL. Però cadascun ofereix diversos mecanismes i cal entrar a 
valorar les característiques  de cadascun d’ells. Tots ells ofereixen una capa d’integració JBI (java business 
integration) i addicionalment Apache ODE proporciona una capa de serveis web SOAP.  Tot i que la integració de 
components per JBI és compatible amb l’arquitectura del projecte, seria preferible l’ús d’una tecnologia que no 
limités les característiques la resta de components. 
Degut a aquest requeriment no descartarem cap de les opcions, però donarem una valoració extra per l’Apache 
ODE degut a la seva capa de serveis web. 
 
Possibilitat de modificar els missatges cap els serveis externs 
Aquest requeriment va aparèixer durant el desenvolupament del projecte, necessitem fer servir redireccions ws-
addressing per a permetre fer arribar els missatges generats pels processos BPEL al SALMon i al seu destí original 
alhora i d’una forma senzilla, eficaç i confiable. 
Al no formar part de la llista de requeriments inicials no s’ha avaluat per tots els possibles productes, però si que 
hagués causat un canvi de producte un cop començat el desenvolupament si el producte triat no hagués complert 
aquest requeriment. 
 
Finalment després de tindre en compte la llista de característiques desitjables i valorar-les per cadascuna de les 
opcions, la conclusió és que Apache ODE és el motor d’execució BPEL que millor s’adapta als requeriments del 
d’aquest projecte. 
 
6.1.4. CONCLUSIONS DESPRÉS DE L’ELECCIÓ 
 
Tot i fer un anàlisi rigorós per l’elecció del BPEL engine, durant el desenvolupament han sorgit diversos fets que 
crec que fan necessari aquest apartat, fent un seguiment a l’elecció i les seves conseqüències en el 
desenvolupament del projecte.  
 
Falta de documentació 
Si bé l’existència de documentació del producte a integrar era un dels punts valorats durant l’elecció del producte, 
la documentació que s’anuncia al seu lloc web és massa simple, inclús la majoria de vegades inexistent. 
Documentació com el javaDoc del projecte o exemples d’ús del producte no esta disponible en l’enllaç que es 
proporciona. 
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Tot i disposar d’una capa de serveis web SOAP, amb la qual interactuarem des de la resta de components, aquests 
serveis no estan dissenyats de la millor manera, inclús en alguns casos durant el desenvolupament hem vist que 
alguns dels serveis publicats no estaven operatius.  
A continuació podem veure un exemple d’un servei web mal dissenyat, on l’únic paràmetre d’entrada és el conjunt 
de fitxers que conformen el procés BPEL comprimit i codificat en Base64
3
, donant una orientació a serveis molt 
limitada i on la gestió de errors es limita a indicar si tot ha anat correctament o hi ha hagut un error, però sense 





   <soapenv:Header/> 
   <soapenv:Body> 
      <pmap:deploy> 
         <name>NewPackagedProcess</name> 
         <package> 
            <dep:zip xm:contentType="application/?"><<Missatge en  Base64>></dep:zip> 
         </package> 
      </pmap:deploy> 
   </soapenv:Body> 
</soapenv:Envelope> 
                                                                
3
 http://es.wikipedia.org/wiki/Base64 






6.1.5. APACHE ODE 
Un cop descrites les funcionalitats així com les característiques necessàries d’un BPEL engine en el context del 
nostre projecte, i justificada l’elecció de Apache ODE com a motor d’execució BPEL escollit pel projecte, dedicaré 
aquest apartat a la descripció tècnica dels components que en formen part. D’aquesta manera podrem 
comprendre les seves funcionalitats i la divisió de responsabilitats entre els seus components. 
La intenció d’aquest apartat és descriure a alt nivell l’arquitectura del Apache ODE. En primer lloc descriurem els 
objectius de l’arquitectura, després els diversos components ODE i com interactuen entre ells.  
6.1.5.1. OBJECTIUS 
 
El principal objectiu a l’hora de dissenyar l’arquitectura de ODE van ser crear un component segur, compacte i 
integrable capaç de gestionar l’execució de processos de negoci definits fet servir BPEL com a llenguatge de 
descripció de processos. El desenvolupament s’ha fet enfocat en construir petits mòduls amb les dependències 
mínimes que puguin ser acoblats de forma fàcil per construir un BPMS (software gestor de processos de negoci) 
amb totes les funcionalitats. 
6.1.5.2. COMPONENTS 
 
Els components claus de l’arquitectura de ODE són: ODE BPEL Compiler, ODE BPEL Engine Runtime, ODE Data 
Access Objects (DAOs), ODE Integration Layers (ILs). En la següent figura es pot veure una representació a alt nivell 
de la relació entre aquests components. 





ODE BPEL COMPILER 
El compilador BPEL és l’encarregat de convertir els fitxers font de l’artefacte BPEL (processos BPEL, WSDLs, i 
esquemes) en una artefacte compilat adequat per a l’execució . El output del procés de compilació pot ser una 
representació compilada de l’artefacte tractat, o una llista de missatges d’error indicant els problemes dels fitxers 
font que no han permès la compilació.  
La representació del BPEL generada pel compilador és un objecte similar en estructura al procés BPEL subjacent. 
Però, la representació compilada ha resolt el nom de les referencies dins el BPEL (com el nom de les variables), 
extret la informació necessària dels WSDL i generat diversos components necessaris per l’execució. El resultat del 
procés de compilació, típicament un fitxer amb l’extensió .cbp, és l’únic artefacte necessari pel BPEL runtime. 
 
ODE BPEL ENGINE RUNTIME 
 
El ODE BPEL Engine Runtime es troba en el mòdul d’execució de BPELs i s’encarrega de l’execució dels processos 
BPEL prèviament compilats. El runtime gestiona l’execució proporcionant implementacions de diversos BPEL 
constructs. El runtime també implementa la lògica necessària per determina quan s’ha de crear una nova instancia, 
i cap a quina instancia ha d’enviar els missatges d’entrada. Finalment el runtime implementa la Process 
Management API que s’utilitza per interactuar amb el engine. 
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Per aconseguir execucions segures de processos en entorns no segurs, el runtime es basa en Data Access Objects 
(DAOs) que facilita la persistència. La implementació d’aquests DAOs pot ser personalitzada, però típicament 
s’utilitzarà una base de dades relacional.  
La implementació BPEL constructs a nivell d’instancia que fa servir el runtime és via ODE’s Java Concurrent Objects 
(JaCOb) framework. JaCOb proporciona un mecanisme de concurrència a nivell d’aplicació (no delega la gestió 
únicament als threads) i un mecanisme transparent per interrompre les execucions i persistir l’estat de l'execució. 
En resum, JaCOb proporciona una maquina virtual persistent per l’execució de BPEL constructs. 
 
ODE DATA ACCESS OBJECTS 
 
ODE Data Access Objects s’encarrega de intermediar entre el BPEL Engine Runtime i el data Store corresponent. 
Típicament el data Store és una base de dades relacional JDBC: en aquest cas, els DAOs estan implementats 
mitjançant la llibreria d’accés OpenJPA. És possible crear una implementació personalitzada del DAO que faci servir 
un mecanisme diferent de JDBC per a la persistència. 
 
ODE INTEGRATION LAYERS 
 
El ODE BPEL Engine Runtime no pot existir en el buit. És a dir, per si mateix és incapaç de tindre cap interacció amb 
l’exterior. Per evitar això confia en el ODE Integration Layers (ILs). La capa d’integració incrusta el runtime en un 
entorn d’execució. Per exemple, hi ha capes d’integració per AXIS2 i JBI. La funció fonamental d’una capa 
d’integració és proporcionar canals de comunicació pel runtime. La capa d’integració AXIS2 ho aconsegueix fent 
servir les llibreries AXIS2 per permetre al runtime tindre interaccions via serveis web. Mentre que la capa 
d’integració JBI aconsegueix el mateix objectiu enllaçant el runtime a un bus de comunicació JBI. 
És una d’aquestes capes d’integració, concretament la capa AXIS2, la que ens permet complir uns dels nostres 
requeriments a l’hora d’escollir un BPEL engine, la modificació de forma dinàmica dels missatges produïts per les 
execucions dels processos. Fent servir les opcions que ens proporcionen les pròpies llibreries de AXIS2, i la seva 
executions chain
4
 podem afegir les capçaleres de WS-Addressing necessàries. 
 
 
A part de les vies de comunicació, una capa de integració proporciona al runtime un mecanisme de planificació de 




                                                                
4
 https://axis.apache.org/axis2/java/core/docs/webadminguide.html 
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6.1.6. INTEGRACIÓ AMB APACHEODE 
Sobre aquest component ja hem parlat en detall en apartats anteriors, i ara que ja coneixem tant la seva funció 
dins el projecte com el seus components, podem entrar a definir com farem la seva integració i quins canvis hem 
de fet en la seva configuració.  
Un cop instal·lat dins en nostre servidor d’aplicacions Tomcat, podem veure que dins les carpetes de recursos web 






Per cobrir les necessitats del projecte només necessitem els serveis per publicar i eliminar processos dins 
l’ApacheODE, que trobem dins el descriptor Deploy.wsdl, però sempre es positiu tindre en consideració els serveis 
de gestió de processos i instancies dins l’ApacheODE de cara a propers desenvolupaments dins el projecte. 
A continuació podem veure en detall el contingut del fitxer Deploy.wsdl que conté la definició dels serveis que 
farem servir: 
<!-- 
  ~ Licensed to the Apache Software Foundation (ASF) under one 
  ~ or more contributor license agreements.  See the NOTICE file 
  ~ distributed with this work for additional information 
  ~ regarding copyright ownership.  The ASF licenses this file 
  ~ to you under the Apache License, Version 2.0 (the 
  ~ "License"); you may not use this file except in compliance 
  ~ with the License.  You may obtain a copy of the License at 
  ~ 
  ~    http://www.apache.org/licenses/LICENSE-2.0 
  ~ 
  ~ Unless required by applicable law or agreed to in writing, 
  ~ software distributed under the License is distributed on an 
  ~ "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY 
  ~ KIND, either express or implied.  See the License for the 
  ~ specific language governing permissions and limitations 
  ~ under the License. 
  --> 
<definitions 
  name="DeploymentService" 
  targetNamespace="http://www.apache.org/ode/deployapi" 
  xmlns:tns="http://www.apache.org/ode/deployapi" 
  xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/" 
  xmlns:xsd="http://www.w3.org/2001/XMLSchema" 
  xmlns:xmime="http://www.w3.org/2005/05/xmlmime" 
  xmlns="http://schemas.xmlsoap.org/wsdl/"> 
  <types> 
    <xsd:schema elementFormDefault="qualified" 
      targetNamespace="http://www.apache.org/ode/deployapi"> 
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      <xsd:import namespace="http://www.w3.org/2005/05/xmlmime" 
        schemaLocation="xmlmime.xsd" /> 
      <xsd:complexType name="package"> 
        <xsd:all> 
          <xsd:element name="zip" type="xmime:base64Binary" 
            xmime:expectedContentType="application/zip" /> 
        </xsd:all> 
      </xsd:complexType> 
      <xsd:complexType name="packageNames"> 
        <xsd:sequence> 
          <xsd:element name="name" type="xsd:string" minOccurs="0" 
maxOccurs="unbounded" /> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="processIds"> 
        <xsd:sequence> 
          <xsd:element name="id" type="xsd:QName" minOccurs="0" maxOccurs="unbounded" 
/> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="deployUnit"> 
        <xsd:sequence> 
          <xsd:element name="name" type="xsd:string" /> 
          <xsd:element name="id" type="xsd:QName" 
            maxOccurs="unbounded" /> 
        </xsd:sequence> 
      </xsd:complexType> 
    </xsd:schema> 
  </types> 
  <message name="deployInput"> 
    <part name="name" type="xsd:string"/> 
    <part name="package" type="tns:package"/> 
  </message> 
  <message name="deployOutput"> 
    <part name="response" type="tns:deployUnit"/> 
  </message> 
  <message name="undeployInput"> 
    <part name="packageName" type="xsd:QName"/> 
  </message> 
  <message name="undeployOutput"> 
    <part name="response" type="xsd:boolean"/> 
  </message> 
  <message name="listDeployedPackagesInput"/> 
  <message name="listDeployedPackagesOutput"> 
    <part name="deployedPackages" type="tns:packageNames"/> 
  </message> 
  <message name="listProcessesInput"> 
    <part name="packageName" type="xsd:string"/> 
  </message> 
  <message name="listProcessesOutput"> 
    <part name="processIds" type="tns:processIds"/> 
  </message> 
  <message name="getProcessPackageInput"> 
    <part name="processName" type="xsd:QName"/> 
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  </message> 
  <message name="getProcessPackageOutput"> 
    <part name="packageName" type="xsd:string"/> 
  </message> 
  <portType name="DeploymentPortType"> 
    <operation name="deploy"> 
      <input message="tns:deployInput"/> 
      <output message="tns:deployOutput"/> 
    </operation> 
    <operation name="undeploy"> 
      <input message="tns:undeployInput"/> 
      <output message="tns:undeployOutput"/> 
    </operation> 
    <operation name="listDeployedPackages"> 
      <input message="tns:listDeployedPackagesInput"/> 
      <output message="tns:listDeployedPackagesOutput"/> 
    </operation> 
    <operation name="listProcesses"> 
      <input message="tns:listProcessesInput"/> 
      <output message="tns:listProcessesOutput"/> 
    </operation> 
    <operation name="getProcessPackage"> 
      <input message="tns:getProcessPackageInput"/> 
      <output message="tns:getProcessPackageOutput"/> 
    </operation> 
  </portType> 
  <binding name="DeploymentBinding" type="tns:DeploymentPortType"> 
    <soap:binding style="rpc" transport="http://schemas.xmlsoap.org/soap/http"/> 
    <operation name="deploy"> 
      <soap:operation soapAction="" style="rpc"/> 
      <input> 
      <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </input> 
      <output> 
        <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </output> 
    </operation> 
    <operation name="undeploy"> 
      <soap:operation soapAction="" style="rpc"/> 
      <input> 
      <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </input> 
      <output> 
        <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </output> 
    </operation> 
    <operation name="listDeployedPackages"> 
      <soap:operation soapAction="" style="rpc"/> 
      <input> 
      <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </input> 
      <output> 
        <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </output> 
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    </operation> 
    <operation name="listProcesses"> 
      <soap:operation soapAction="" style="rpc"/> 
      <input> 
      <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </input> 
      <output> 
        <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </output> 
    </operation> 
    <operation name="getProcessPackage"> 
      <soap:operation soapAction="" style="rpc"/> 
      <input> 
      <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </input> 
      <output> 
        <soap:body namespace="http://www.apache.org/ode/pmapi" use="literal"/> 
      </output> 
    </operation> 
  </binding> 
  <service name="DeploymentService"> 
    <port name="DeploymentPort" binding="tns:DeploymentBinding"> 
      <soap:address location="http://localhost:8080/ode/processes/DeploymentService"/> 
    </port> 
  </service> 
</definitions> 
 
Per poder deployar un procés fent serveis aquests serveis, necessitarem crear un contenidor amb tots els fitxers 
necessaris per la definició del process, i aplicar-li una compressió ZIP, un com feta la compressió serà aquest fitxers 
codificat en Base64 el que farem arribar a l’ApacheODE a través de la seva capa de serveis. Aquest tipus d’interfície 
de serveis no és l’ideal, ja que dificulta qualsevol tipus de validació estàtica sobre els tipus enviats i afegeix la 
dificultat dels processos previs, compressió i codificació, on és podria corrompre el missatge inicial. Per aquest 
motiu li aquesta part del desenvolupament s’ha fet amb especial cura. 
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Un cop instalar l’ApacheODE i feta la seva integració per poder crear nous processos, ja teniem un BPEL engine 
operatiu i un component que s’encarregaba de definir, configurar i invocar als processos. Però calia fer arribar els 
missatges a serveis externs generats en aquestes invocacions als processos fins l’encarregat de la seva 
monitorització, en aquest cas el SALMon. Per aconseguir-ho, aprofitant que tal i com ja hem vist en apartats 
anteriors sabem que l’ApacheODE fa servir les llibreris AXIS2 per invocar serveis externs, hem fet servir la 
tecnología WS-Addressing. D’aquest manera redireccionarem les peticions a un servidor on tenim un reverse proxy 
que s’encarregarà de fer arribar una petició a seu destí original i un altre al SALMon. 
 
Per poder fer aquesta redirecció a través de l’ús de les llibreris d’AXIS2, hem d’implementar un Handler java que 
contigui la nostra lògica i configurar-lo per que l’AXIS2 l’executi en el moment indoni de la seva execution chain. El 
handler ha seguir l’especificació que mostrem a continuació, extenent de la clase AbstractHandler, i sobrescribint 
el metode invoke que és el que s’executarà dins de la cadena d’execució i on hem de posar tota la nostra lògica.  
 
A continuació podem veure el Handler que hem implementat per aquest propòsit. Aquest handler s’encarregarà de 
substituir el endpoint original de la petició per la URL del nostre Proxy (http://gessi.lsi.upc.edu:8280/), i afegirà una 
capçalera WSA:TO amb el endpoint original de la petició. Com per totes les peticions, tant d’entrada com de 
sortida, de l’ApacheODE s’executen els handlers definits, hem hagut d’afegir un control addicional per tractar 
només les peticions de sortida.  










public class MyMessageHandler extends AbstractHandler implements AddressingConstants { 
    private Logger log = Logger.getLogger(MyMessageHandler.class); 
    private SOAPFactory factory; 
 
    @Override 
    public InvocationResponse invoke(MessageContext msgcontext) throws AxisFault { 
 
        if (msgcontext != null) { 
            if ("http://www.w3.org/2005/08/addressing/anonymous".equals(msgcontext.getTo().getAddress())) { 
                return InvocationResponse.CONTINUE; 
            } 
            log.error(msgcontext.getTo().getAddress()); 
            factory = (SOAPFactory)msgcontext.getEnvelope().getOMFactory(); 
 
            EndpointReference endpointReference = new EndpointReference("http://gessi.lsi.upc.edu:8280/"); 
            EndpointReference originalEndpoint = msgcontext.getTo(); 
            msgcontext.setTo(endpointReference); 
            msgcontext.setWSAAction(msgcontext.getSoapAction()); 
 
            OMNamespace addressingNamespaceObject = factory.createOMNamespace(originalEndpoint.getAddress(), 
WSA_DEFAULT_PREFIX); 
 
            msgcontext.getEnvelope().getHeader().addHeaderBlock(WSA_TO, addressingNamespaceObject); 
            log.error(msgcontext.getEnvelope().toString()); 
 
        } 
 
        return InvocationResponse.CONTINUE; 
    } 
} 
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Un cop implementat el handler s’ha de modificar la configuració de l’AXIS2 per que s’executi en el moment 
adequat pel nostre propòsit. Per això hem de modificar el fitxer axis2.xml que es troba a la ruta 
$ODE_HOME\WEB-INF\conf 
... 
<!-- ================================================= --> 
<!-- Phases  --> 
<!-- ================================================= --> 
<phaseOrder type="InFlow"> 
  <!--  System pre defined phases       --> 
  <phase name="Transport"> 
    <handler name="RequestURIBasedDispatcher" 
class="org.apache.axis2.dispatchers.RequestURIBasedDispatcher" /> 
    <handler name="SOAPActionBasedDispatcher" 
class="org.apache.axis2.dispatchers.SOAPActionBasedDispatcher" /> 
    <handler name="ODEAxisServiceDispatcher" 
class="org.apache.ode.axis2.hooks.ODEAxisServiceDispatcher" /> 
  </phase> 
  <phase name="Security" /> 
  <phase name="Addressing"> 
    <handler name="ODEAxisOperationDispatcher" 
class="org.apache.ode.axis2.hooks.ODEAxisOperationDispatcher" /> 
    <handler name="AddressingBasedDispatcher" 
class="org.apache.axis2.dispatchers.AddressingBasedDispatcher"> 
      <order phase="Addressing" /> 
    </handler> 
  </phase> 
  <phase name="PreDispatch" /> 
  <phase name="Dispatch" class="org.apache.axis2.engine.DispatchPhase"> 
    <handler name="RequestURIBasedDispatcher" 
class="org.apache.axis2.dispatchers.RequestURIBasedDispatcher" /> 
    <handler name="RequestURIOperationDispatcher" 
class="org.apache.axis2.dispatchers.RequestURIOperationDispatcher" /> 
    <handler name="HTTPLocationBasedDispatcher" 
class="org.apache.axis2.dispatchers.HTTPLocationBasedDispatcher" /> 
  </phase> 
  <!--  System pre defined phases       --> 
  <!--   After Postdispatch phase module author or or service author can add any phase 
he want      --> 
  <phase name="ProcessHeader"> 
    <handler name="SessionInHandler" 
class="org.apache.ode.axis2.hooks.SessionInHandler"> 
      <order phase="PostDispatch" /> 
    </handler> 
  </phase> 
  <phase name="OperationInPhase" /> 
  <phase name="soapmonitorPhase" /> 
</phaseOrder> 
<phaseOrder type="OutFlow"> 
  <!--      user can add his own phases to this area  --> 
  <phase name="Redirect"> 
    <handler name="MyMessageHandler" class="MyMessageHandler"> 
      <order phase="Addressing" /> 
    </handler> 
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  </phase> 
  <phase name="ProcessHeader"> 
    <handler name="SessionOutHandler" 
class="org.apache.ode.axis2.hooks.SessionOutHandler"> 
      <order phase="PreDispatch" /> 
    </handler> 
  </phase> 
  <phase name="soapmonitorPhase" /> 
  <phase name="OperationOutPhase" /> 
  <!--system predefined phase--> 
  <!--these phase will run irrespective of the service--> 
  <phase name="PolicyDetermination" /> 
  <phase name="MessageOut" /> 
  <phase name="Security" /> 
</phaseOrder> 
<phaseOrder type="InFaultFlow"> 
  <phase name="Security" /> 
  <phase name="Addressing"> 
    <handler name="AddressingBasedDispatcher" 
class="org.apache.axis2.dispatchers.AddressingBasedDispatcher"> 
      <order phase="Addressing" /> 
    </handler> 
  </phase> 
  <phase name="PreDispatch" /> 
  <phase name="Dispatch" class="org.apache.axis2.engine.DispatchPhase"> 
    <handler name="RequestURIBasedDispatcher" 
class="org.apache.axis2.dispatchers.RequestURIBasedDispatcher"> 
      <order phase="Dispatch" /> 
    </handler> 
    <handler name="SOAPActionBasedDispatcher" 
class="org.apache.axis2.dispatchers.SOAPActionBasedDispatcher"> 
      <order phase="Dispatch" /> 
    </handler> 
    <handler name="SOAPMessageBodyBasedDispatcher" 
class="org.apache.axis2.dispatchers.SOAPMessageBodyBasedDispatcher"> 
      <order phase="Dispatch" /> 
    </handler> 
  </phase> 
  <!--      user can add his own phases to this area  --> 
  <phase name="OperationInFaultPhase" /> 
  <phase name="soapmonitorPhase" /> 
</phaseOrder> 
<phaseOrder type="OutFaultFlow"> 
  <!--      user can add his own phases to this area  --> 
  <phase name="soapmonitorPhase" /> 
  <phase name="OperationOutFaultPhase" /> 
  <phase name="PolicyDetermination" /> 
  <phase name="MessageOut" /> 
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Al ser un mòdul propi i alhora el principal del projecte, és en aquest mòdul en el que s’han fet les tasques 
tècniques més complexes, tant a nivell d’anàlisi com de desenvolupament. Durant aquest apartat veurem com 
s’han implementat els requeriments del sistema que impliquen a aquest component, i farem una menció especial a 
les decisions tècniques que siguin importants dins el conjunt del projecte. 
6.2.1.1. DIAGRAMA DE CLASSES  
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6.2.1.2. ALTA DE PROCESSOS 
Tal i com ja hem comentat anteriorment, el nostre sistema permet enregistrar processos, o workflows, de tal 
manera que el paper del Tester en aquest punt és validar que l’entrada sigui valida i coordinar l’alta del procés en 
els diferents components. Com dins del Tester els processos no s’executen, i en molts casos els gestiona com un 
paquet de fitxers, internament farem servir el nom Package per fer referencia al conjunt de fitxers que conformen 
un procés, aquest nom també s’ha escollit tenint en consideració la possible implementació en un futur de 
processos complexes, on un Package podria tindre més d’un procés tal i com l’entenem nosaltres. 
El primer pas que farem és validar les dades d’entrada i convertir-les en el format de Package, un cop feta aquesta 
transformació caldrà enregistrar-lo a l’Apache ODE. Per poder-lo enregistrar caldrà convertir tota la informació en 
fitxers, agrupar-los amb una compressió zip i codificar el fitxer resultar en Base64, ja que aquest és el format 
acceptat per la API de l’ApacheODE a l’hora de donar d’alta un nou paquet. Un cop enregistrat correctament  el 
procés el guardarem, tant en memòria com en un fitxer per poder tindre persistència de dades. Finalment cal 
donar d’alta els serveis i les seves operacions dins el SALMon, és en aquest punt en el primer moment que des de 
el Tester entrem a interpretar con contingut dels fitxers que ens han passat per paràmetre. Com les crides a serveis 
externes dins dels processos BPEL es decideixen en temps d’execució, s’ha considerat la millor opció el donar d’alta 
totes les operacions dels descriptors de serveis externs que té el paquet. Per extreure la llista de operacions a 
partir d’un fitxer WSDL farem servir la llibreria SOA-MODEL, que ens dona eines per treballar amb aquest tipus de 
fitxers. Com a resposta de la petició entrant retornarem l’identificador del procés enregistrat.  
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6.2.1.3. CONFIGURACIÓ I EXECUCIÓ DELS PROCESSOS 
Un cop tenim el sistema amb diversos processos enregistrats, volem ser capaços d’automatitzar l’execució 
d’aquests processos, de forma que a partir d’una configuració amb uns paràmetres determinats puguem 
programar diverses execucions dels procés al llarg del temps, així com diversos missatges d’entrada per cada 
execució. Per aconseguir-ho, el primer que hem fet ha sigut crear un servei que ofereixi tota la llista de processos 
prèviament enregistrats, d’aquesta manera qualsevol client del Tester serà capaç de poder crear una configuració 
d’un procés, encara que no l’hagi creat ell mateix. 
 
 
Un cop el client té la llista de processos disponibles per a crear una la configuració, el sistema permet definir els 
següents paràmetres dins de la configuració: 
 Procés a configurar: identificador del procés que volem configurar 
 Temps d’inici: el valor d’aquest paràmetre ens permetrà definir configuracions futures 
 Número de repeticions: número de vegades que volem que s’executi el procés amb aquesta configuració 
 Temps entre repeticions: amb aquest paràmetre podem establir cert delay entre les execucions del 
processos.  
 Llista de missatges: si definim més d’un missatge, cada execució farà servir un missatge d’entrada 
diferent pel procés, en cas contrari sempre es farà servir el mateix. En cas de que es defineixi un número 
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de missatges inferiors al número de repeticions s’accedirà a la llista de forma circular, tornant a començar 




Un cop rebuda la petició de ConfigureWorkflow serà el InstanceManager l’encarregat de gestionar la lògica 
d’aquesta transacció. En primer lloc anant a buscar el Package a configurar dins el PackageManager, i així validant 
que es tracta d’una referència correcte. Després es crea un objecte InstanceConfiguration amb tota la informació, i 
s’introdueix dins els planificador de instancies. Que serà l’encarregat de gestionar i executar les diferents 
configuracions de les quals n’és responsable. 
D’altra banda i de forma asíncrona, amb independència de les peticions externes que rep el Tester, la classe 
InstanceScheduler crearà un thread cada segon que s’encarregarà de revisar totes les configuracions existents en el 
sistema. En cas d’estar actives i complir les regles per la seva execució, crearà un altre thread anomenat 
ExternalCallThread i la seva tasca serà fer la petició POST cap al procés corresponent del BPEL engine. Per última 
abans de finalitzar la seva exeució, el InstanceSchedulerThread revisarà quines de les configuracions ja han estat 
completes, i part tant, ja poden ser eliminades del nostre sistema. 

















public class InstanceSchedulerThread implements Runnable { 
  private final List<InstanceConfiguration> activeConfigurations; 
  private final List<Instance> instanceScheduled; 
 
  public InstanceSchedulerThread(List<InstanceConfiguration> activeConfigurations, List<Instance> instanceScheduled) { 
    this.activeConfigurations = activeConfigurations; 
    this.instanceScheduled = instanceScheduled; 
  } 
 
  @Override 
  public void run() { 
    List<InstanceConfiguration> completedConfigurations = new ArrayList<InstanceConfiguration>(); 
    for (InstanceConfiguration instanceConfiguration : activeConfigurations) { 
      if (instanceConfiguration.isCompleted()) { 
        completedConfigurations.add(instanceConfiguration); 
      } else if (isTimeToSchedule(instanceConfiguration)) { 
        Package pack = instanceConfiguration.getPack(); 
         
        String message = instanceConfiguration.getNextMessage(); 
        ExternalCallThread exCallThread = new ExternalCallThread(pack.getProcessEndPoint(), message); 
        instanceConfiguration.setLastScheduledDate(Calendar.getInstance()); 
        instanceConfiguration.increaseNumExecutions(); 
 
        exCallThread.run(); 
      } 
    } 
    activeConfigurations.removeAll(completedConfigurations); 
  } 
 
Plataforma de testing on-line per a web services   Facultat de Informàtica de Barcelona 
69 
 
  private boolean isTimeToSchedule(InstanceConfiguration instanceConfiguration) { 
    Calendar currentDate = Calendar.getInstance(); 
    if (!instanceConfiguration.getTimeToStart().before(currentDate)) { 
      return false; 
    } 
    if (instanceConfiguration.getLastScheduledDate() == null) { 
      return true; 
    } 
    Calendar nextSchedule = Calendar.class.cast(instanceConfiguration 
        .getLastScheduledDate().clone()); 
    nextSchedule.add(Calendar.SECOND, instanceConfiguration 
        .getSecondsBetweenRepetitions()); 
    return !nextSchedule.before(currentDate); 
 
  } 
   
} 
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6.2.1.1. RESET DEL COMPONENT  
Igual que hem definit una operació per donar d’alta els serveis, també s’ha considerat necessari definir un altre 
operació per donar-los de baixa, en aquest cas de forma global. Aquesta operació s’encarrega d’esborrar els 
processos del Tester, així com dels seus components relacionats: SALMon i ApacheODE.  
 
 




Aquest component farà de client del Tester, oferint accés a les seves funcionalitats a través d’una interfície web 
amigable i usable. A nivell tècnic s’ha decidit definir-lo com un component totalment independent del Tester, i no 
només una capa frontal integrada en aquest. Això implica que com a component software independent, ha de ser 
autocontingut, amb una arquitectura pròpia un canal de comunicació clar i ben definit amb la resta de 
components.  
6.2.2.1. NODE.JS 
Node.js és un entorn de programació a la capa del servidor que es basa en el llenguatge de programació Javascript, 
amb E/S (I/O) de dades amb una arquitectura orientada a esdeveniments i basat amb el motor Javascript V8. Es va 
crear amb l'objectiu de ser útil per a la creació de programes de xarxa altament escalables, com per exemple, 
servidors web. La seva arquitectura orientada a esdeveniments fà una gestiò asíncrona d’aquests, de manera que 
mai bloqueja fa una espera bloquejant el fil d’execució, i qualsevol espera que necessitem fer per executar codi 
després d’un altre esdeveniment s’haurà de fer mitjançant callbacks. 
 
Al basar-se en un model de servidor on és un únic thread l’encarregat de gestionar totes les peticions entrants, 
delegant-les després en events asíncrons, aconseguir un alt rendiment en casos d’alta concurrència de peticions 
gracies a no haver de crear un fil d’execució per cada petició entrant. 
 
  




La part del servidor, o backend, és l’encarregada de rebre i gestionar les peticions http dels navegadors web 
clients. Segons siguin aquestes peticions pot fer diferents accions, retornar contingut estàtic o  dinàmic, o be 
interactuar amb el Tester a través de la seva capa de serveis per poder enregistrar i configurar els diversos 
processos. 
Addicionalment s’ha creat una capa de serveis dins aquest component, que es farà servir per enregistrar accions 
de creació o modificació de processos i per servir contingut dinàmic al frontal. Aquesta capa de serveis farà servir 
el llenguatge JSON per a les comunicacions. 
 
6.2.2.3. FRONT-END 
El component ofereix una capa frontal a la qual podrem accedir des de qualsevol navegador web, oferint una 
interfície amigable per l’usuari final. A través del formulari web l’usuari podrà crear i configurar els seus propis 
processos . Per l’alta dels processos s’ha decidit fer servir un formulari web on l’usuari pugui entrar les dades 
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SOAP (sigles de Simple Object Access Protocol) és un protocol estàndard que 
defineix com dos objectes en diferents processos poden comunicar-se 
mitjançant un intercanvi de dades XML. Aquest protocol deriva del protocol 
XML-RPC creat per Dave Winer a l’any 1998. SOAP va ser creat per Microsoft, 
IBM entre d’altres. Actualment és el W3C l’encarregat de la seva especificació. 
És un dels protocols fets servir en els serveis web. 
SOAP ens proporciona un protocol sobre el qual podem treballar amb un 
paradigma de missatgeria unidireccional i sense estat, i es pot fer servir per 
formar protocols més complexes segons les necessitats de les aplicacions que 
l’implementen. Aquest protocol té tres característiques principals: 
 Extensibilitat: security i WS-routing són extensions aplicades en el desenvolupament 
 Neutralitat: SOAP es por fer servir sobre qualsevol protocol de transport com HTTP, SMTP, TCP o JMS 
 Independència: SOAP permet qualsevol model o llenguatge de programació 
Un missatge SOAP és un document XML ordinari amb una estructura definida en l’especificació del protocol. 
Aquesta estructura esta formada per les següents parts: 
 Envelope: arrel de l’estructura, és la part de identifica el missatge SOAP com a tal. 
 Header: aqueta part és un mecanisme d’extensió que permet enviar informació relativa a com ha de ser 
processat el missatge. És una eina per que els missatges puguin ser enviats de forma correcta a les 
aplicacions. L’element Header es composa de Header Blocks que delimiten les unitats d’informació dins el 
header. 
 Body: conte la informació relativa a la crida i al valor dels paràmetres de la petició i la seva resposta. 
 Fault: aquest bloc conté la informació relativa als errors que s’hagin produït durant el processat del 
missatge i l’enviament des de el SOAP Sender fins al Ultimate SOAP Reciever. 
Aquí podem veure un parell d’exemples de missatges SOAP: 
<soap:Envelope xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/"> 
   <soap:Body> 
     <getProductDetails xmlns="http://warehouse.example.com/ws"> 
       <productId>827635</productId> 
     </getProductDetails> 
   </soap:Body> 
</soap:Envelope> 
  






  <S:Header> 
    <wsa:MessageID> 
     http://example.com/SomeUniqueMessageIdString 
    </wsa:MessageID> 
    <wsa:ReplyTo> 
      <wsa:Address>http://myClient.example/someClientUser</wsa:Address> 
    </wsa:ReplyTo> 
    <wsa:FaultTo>           
      <wsa:Address> 
        http://myserver.example/DemoErrorHandler 
      </wsa:Address> 
    </wsa:FaultTo> 
    <wsa:To>http://myserver.example/DemoServiceURI</wsa:To> 
    <wsa:Action>http://myserver.example/DoSomething</wsa:Action> 
  </S:Header> 
  <S:Body> 
 <!-- The message body of the SOAP request appears here --> 
  </S:Body> 
</S:Envelope> 
 
6.3.1.2. APLICACIÓ EN EL PROJECTE 
 
Aquest protocol és el que fa servir diversos components del nostre projecte per construir la seva capa de serveis 
per integracions amb tercers. Algun d’aquests components no són propis i l’ús de SOAP ha vingut imposat amb 
l’elecció del component, mentre que a d’altres el fet d’oferir serveis SOAP ha sigut una decisió de disseny pròpia.  
Per generar els clients dels serveis SOAP dins el projecte hem fet servir la llibreria axis2, que ens proporciona una 
utilitat per generar les classes java necessàries dins el nostre projecte.  





En el cas del component Tester hem escollit, per decisió de disseny dins el projecte, fer servir un protocol SOAP. Els 
principals motius han sigut: la quantitat d’eines que faciliten el treball amb aquest tipus de protocol 
independentment de la tecnologia, i el fet de tenir una llista de serveis ben definits i amb una estructura també 
definida i no canviant. 
A continuació  podem veure el descriptor dels serveis oferts per aquest component: 
 




<?xml version="1.0" encoding="UTF-8"?> 
<wsdl:definitions xmlns:wsdl="http://schemas.xmlsoap.org/wsdl/" xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/" 
xmlns:tns="http://gessi.lsi.upc.edu/salmon/services/Tester/" xmlns:xsd="http://www.w3.org/2001/XMLSchema" name="Tester" 
targetNamespace="http://gessi.lsi.upc.edu/salmon/services/Tester/"> 
  <wsdl:types> 
    <xsd:schema targetNamespace="http://gessi.lsi.upc.edu/salmon/services/Tester/"> 
      <xsd:complexType name="ArrayOfMessages"> 
        <xsd:sequence> 
          <xsd:element maxOccurs="unbounded" name="item" type="xsd:string" /> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="fileList"> 
        <xsd:sequence> 
          <xsd:element maxOccurs="unbounded" minOccurs="0" name="wsdl" type="tns:file" /> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="file"> 
        <xsd:all> 
          <xsd:element name="name" type="xsd:string" /> 
          <xsd:element name="value" type="xsd:string" /> 
        </xsd:all> 
      </xsd:complexType> 
      <xsd:complexType name="workflowId"> 
        <xsd:all> 
          <xsd:element name="id" type="xsd:string" /> 
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          <xsd:element name="name" type="xsd:string" /> 
        </xsd:all> 
      </xsd:complexType> 
      <xsd:complexType name="ProcessesInfo"> 
        <xsd:all> 
          <xsd:element name="wsdl" type="tns:file" /> 
          <xsd:element name="bpel" type="tns:file" /> 
          <xsd:element name="externalWSDL" type="tns:fileList" /> 
          <xsd:element name="deployInfo" type="xsd:string" /> 
        </xsd:all> 
      </xsd:complexType> 
      <xsd:element name="Workflow"> 
        <xsd:complexType> 
          <xsd:all> 
            <xsd:element name="workflowName" type="xsd:string" /> 
            <xsd:element name="process" type="tns:ProcessesInfo" /> 
          </xsd:all> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="Settings"> 
        <xsd:complexType> 
          <xsd:all> 
            <xsd:element name="timeToStart" type="xsd:dateTime" /> 
            <xsd:element name="numberOfRepetitions" nillable="true" type="xsd:int" /> 
            <xsd:element name="secondsBetweenRepetitions" type="xsd:int" /> 
            <xsd:element name="BPELid" type="xsd:int" /> 
            <xsd:element name="requestMessages" type="tns:ArrayOfMessages" /> 
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          </xsd:all> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="Response"> 
        <xsd:complexType> 
          <xsd:all> 
            <xsd:element name="ident" type="xsd:int" /> 
            <xsd:element name="message" type="xsd:string" /> 
          </xsd:all> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="getWorkflows"> 
        <xsd:complexType /> 
      </xsd:element> 
      <xsd:element name="getWorkflowsResponse" type="tns:workflowIdList" /> 
      <xsd:element name="removeAllWorks"> 
        <xsd:complexType> 
          <xsd:sequence> 
            <xsd:element name="in" type="xsd:string" /> 
          </xsd:sequence> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="removeAllWorksResponse"> 
        <xsd:complexType> 
          <xsd:sequence> 
            <xsd:element name="out" type="xsd:string" /> 
          </xsd:sequence> 
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        </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="getMonitoringInfo" type="tns:workflowIdList" /> 
      <xsd:element name="getMonitoringInfoResponse" type="tns:monitoringInfoResponse" /> 
      <xsd:complexType name="workflowIdList"> 
        <xsd:sequence> 
          <xsd:element maxOccurs="unbounded" name="workflowId" type="xsd:string" /> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="workflowList"> 
        <xsd:sequence> 
          <xsd:element maxOccurs="unbounded" name="workflow"> 
            <xsd:complexType> 
              <xsd:all> 
                <xsd:element name="id" type="xsd:string" /> 
                <xsd:element name="name" type="xsd:string" /> 
              </xsd:all> 
            </xsd:complexType> 
          </xsd:element> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:complexType name="monitoringInfoResponse"> 
        <xsd:sequence> 
          <xsd:element name="monitoringWorkflow"> 
            <xsd:complexType> 
              <xsd:sequence> 
                <xsd:element name="workflowId" type="xsd:string" /> 
Plataforma de testing on-line per a web services   Facultat de Informàtica de Barcelona 
80 
 
                <xsd:element name="workflowName" type="xsd:string" /> 
                <xsd:element name="operationList"> 
                  <xsd:complexType> 
                    <xsd:sequence> 
                      <xsd:element maxOccurs="unbounded" minOccurs="0" name="operation"> 
                        <xsd:complexType> 
                          <xsd:sequence> 
                            <xsd:element name="name" type="xsd:string" /> 
                            <xsd:element name="monitoringInfoList"> 
                              <xsd:complexType> 
                                <xsd:sequence> 
                                  <xsd:element maxOccurs="unbounded" minOccurs="0" name="monitoringInfo"> 
                                    <xsd:complexType> 
                                      <xsd:sequence> 
                                        <xsd:element name="name" type="xsd:string" /> 
                                        <xsd:element name="monitoringValueList"> 
                                          <xsd:complexType> 
                                            <xsd:sequence> 
                                              <xsd:element maxOccurs="unbounded" minOccurs="0" name="monitoringValue"> 
                                                <xsd:complexType> 
                                                  <xsd:sequence> 
                                                    <xsd:element name="key" type="xsd:string" /> 
                                                    <xsd:element name="value" type="xsd:int" /> 
                                                  </xsd:sequence> 
                                                </xsd:complexType> 
                                              </xsd:element> 
                                            </xsd:sequence> 
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                                          </xsd:complexType> 
                                        </xsd:element> 
                                      </xsd:sequence> 
                                    </xsd:complexType> 
                                  </xsd:element> 
                                </xsd:sequence> 
                              </xsd:complexType> 
                            </xsd:element> 
                          </xsd:sequence> 
                        </xsd:complexType> 
                      </xsd:element> 
                    </xsd:sequence> 
                  </xsd:complexType> 
                </xsd:element> 
              </xsd:sequence> 
            </xsd:complexType> 
          </xsd:element> 
        </xsd:sequence> 
      </xsd:complexType> 
    </xsd:schema> 
  </wsdl:types> 
  <wsdl:message name="outGetWorkflows"> 
    <wsdl:part name="parameters" element="tns:getWorkflowsResponse" /> 
  </wsdl:message> 
  <wsdl:message name="inConfigureWorkflow"> 
    <wsdl:part name="parameters" element="tns:Settings" /> 
  </wsdl:message> 
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  <wsdl:message name="getMonitoringInfoResponse"> 
    <wsdl:part name="parameters" element="tns:getMonitoringInfoResponse" /> 
  </wsdl:message> 
  <wsdl:message name="removeAllWorksRequest"> 
    <wsdl:part name="parameters" element="tns:removeAllWorks" /> 
  </wsdl:message> 
  <wsdl:message name="inNewWorkflow"> 
    <wsdl:part name="parameters" element="tns:Workflow" /> 
  </wsdl:message> 
  <wsdl:message name="outResponse"> 
    <wsdl:part name="parameters" element="tns:Response" /> 
  </wsdl:message> 
  <wsdl:message name="getMonitoringInfoRequest"> 
    <wsdl:part name="parameters" element="tns:getMonitoringInfo" /> 
  </wsdl:message> 
  <wsdl:message name="removeAllWorksResponse"> 
    <wsdl:part name="parameters" element="tns:Response" /> 
  </wsdl:message> 
  <wsdl:message name="inGetWorkflows"> 
    <wsdl:part name="parameters" element="tns:getWorkflows" /> 
  </wsdl:message> 
  <wsdl:portType name="TesterSoap"> 
    <wsdl:operation name="NewWorkflow"> 
      <wsdl:input message="tns:inNewWorkflow" /> 
      <wsdl:output message="tns:outResponse" /> 
    </wsdl:operation> 
    <wsdl:operation name="GetWorkflows"> 
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      <wsdl:input message="tns:inGetWorkflows" /> 
      <wsdl:output message="tns:outGetWorkflows" /> 
    </wsdl:operation> 
    <wsdl:operation name="ConfigureWorkflow"> 
      <wsdl:input message="tns:inConfigureWorkflow" /> 
      <wsdl:output message="tns:outResponse" /> 
    </wsdl:operation> 
    <wsdl:operation name="RemoveAllWorks"> 
      <wsdl:input message="tns:removeAllWorksRequest" /> 
      <wsdl:output message="tns:removeAllWorksResponse" /> 
    </wsdl:operation> 
    <wsdl:operation name="GetMonitoringInfo"> 
      <wsdl:input message="tns:getMonitoringInfoRequest" /> 
      <wsdl:output message="tns:getMonitoringInfoResponse" /> 
    </wsdl:operation> 
  </wsdl:portType> 
  <wsdl:binding name="TesterSoap" type="tns:TesterSoap"> 
    <soap:binding style="document" transport="http://schemas.xmlsoap.org/soap/http" /> 
    <wsdl:operation name="NewWorkflow"> 
      <soap:operation soapAction="http://gessi.lsi.upc.edu/salmon/services/Tester/NewWorkflow" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
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    <wsdl:operation name="GetWorkflows"> 
      <soap:operation soapAction="http://gessi.lsi.upc.edu/salmon/services/Tester/GetWorkflows" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="ConfigureWorkflow"> 
      <soap:operation soapAction="http://gessi.lsi.upc.edu/salmon/services/Tester/ConfigureWorkflow" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="RemoveAllWorks"> 
      <soap:operation soapAction="http://gessi.lsi.upc.edu/salmon/services/Tester/RemoveAllWorks" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
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    <wsdl:operation name="GetMonitoringInfo"> 
      <soap:operation soapAction="http://gessi.lsi.upc.edu/salmon/services/Tester/GetMonitoringInfo" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
  </wsdl:binding> 
  <wsdl:service name="Tester"> 
    <wsdl:documentation>Tester service</wsdl:documentation> 
    <wsdl:port name="TesterSoap" binding="tns:TesterSoap"> 
      <soap:address location="http://gessi.lsi.upc.edu/salmon/services/Tester" /> 
    </wsdl:port> 
  </wsdl:service> 
</wsdl:definitions> 
 





WebSocket és una tecnologia que proporciona un canal de comunicació bidireccional i full-duplex sobre 
un unic sockets TCP. Està dissenyada per ser implementada en navegadors i servidors web, però es pot 
utilitzar per qualsevol aplicació client/servidor. La API de WebSocket està essent normalitzada pel W3C, 
mentre que el protocol WebSocket ja va ser normalitzada per la IETF amb el RFC-6455. Degut a que les 
connexions TCP comuns sobre ports diferents al 80 són habitualment bloquejades pels administradors 
de la xarxa, l’ús d’aquesta tecnologia proporciona una solució a aquest tipus de limitació. 
 
A la banda del client, WebSocket ja està implementat per els principals navegadors web (Mozilla Firefox, 
Google Chrome, Safari i Internet Explorer). 
Per establir una connexió WebSocket, el client envia una petició de negociació WebSocket, i el servidor 
envia una resposta de negociació WebSocket, com les que podem veure a continuació: 
 
Petició del navegador al servidor: 
GET /demo HTTP/1.1 
Host: example.com 
Connection: Upgrade 
Sec-WebSocket-Key2: 12998 5 Y3 1 .P00 
Sec-WebSocket-Protocol: sample 
Upgrade: WebSocket 





Plataforma de testing on-line per a web services   Facultat de Informàtica de Barcelona 
87 
 
Resposta del servidor: 









Els 8 bytes amb valors numèrics que acompanyen als camps Sec-WebSocket-Key1 i Sec-WebSocket-Key2 
són tokens aleatoris que el servidor utilitzarà per construir un token de 16 bytes al final de la negociació 
per confirmar que ha llegit correctament la petició de negociació del client. 
 
6.3.2.2. APLICACIÓ EN EL PROJECTE 
 
Per poder representar els resultats de l’execució en el frontal hem decidit fer servir un WebSocket, 
d’aquesta manera evitarem fer peticions HTTP des de el client per consultar si hi ha dades noves. Aquest 
mecanisme ens permet que sigui el servidor, un cop creat el websocket, qui notifiqui als clients quan hi 
hagi nova informació sobre els serveis que s’estan monitoritzant. 
 
Per implementar el WebSocket hem fet servir la llibreria Socket.IO, una llibreria Javascript que ens 
facilita la creació i gestió del sockets. A continuació podem veure un exemple de com creat un 
WebSocket entre un servidor Node.js i un client navegador fent servir la llibreria Socket.IO, a l’exemple 
el servidor enviarà la seva hora de sistema al client amb una freqüència d’un segon. 
Codi del servidor Node.js: 
var io = require('socket.io')(server); 
 
io.on('connection', function (socket) { 
    function tick() { 
        socket.emit('tick', Date()); 
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    }; 
    setInterval(tick, 1000); 
}); 
 
Codi del client (navegador): 
script(type='text/javascript'). 
   var socket = io.connect('http://localhost:3000'); 
   socket.on('tick', function (data) { 
      $('#time').html(data); 
      //console.log(data); 












El patró de disseny singleton (instancia única) està dissenyat per restringir la creació d’objectes d’un 
tipus a una única instancia d’aquest objecte. L’objectiu és poder garantir que una classe només tingui 
una instancia i proporcionar un punt d’accés global a aquesta. 
 
El patró singleton s’implementa creant en la nostra classe un mètode que crea una instancia de l’objecte 
si encara no existeix, i en cas de ja existir la retorna sense crear-ne una de nova. Per assegurar-nos que 
la classe no por ser instanciada novament s’ha de restringir la visibilitat del seu constructor, declarant-lo 
com a private o protected . 
L’ús d’aquest patró por ser delicada en programes amb múltiples fils d’execució. Si dos fils necessiten 
accedir a la instancia única, però encara no existeix, només un d’ells ha de ser capaç de crear l’objecte. 
La solució clàssica per solucionar aquest problema és afegir una clàusula d’exclusió mútua (en Java fem 
servir synchronized) en el mètode de creació de la classe que implementa el patró. 
Les situacions més habituals d’aplicació d’aquest patró són aquelles en les que la classe controla l’accés 
a un recurs físic únic (com podria ser el ratolí o un fitxer de disc) o quan cert tipus de dades han d’estar 
disponibles des de qualsevol punt de l’aplicació. 
Amb tot això podem dir que el patró singleton proporciona una única instancia global gracies a que: 
 La pròpia classe és responsable de crear l’única instancia 
 Permet l’accés global a la instancia en un mètode de classe 










El patró adaptador, o Adapter, és un patró de disseny de software orientat a la gestió d’interfícies. 
Aquest patró permet que dues classes amb diferents interfícies puguin treballar de manera conjunta a 
partir de la creació d’un objecte que les comunicarà i per tant, que permetrà que s’utilitzin els mètodes 
de la classe a adaptar. 
L’ús del patró adaptar està pensat per quan es vol utilitzar una classe però la seva interfície no concorda 
amb la que necessitem, o volem emmascarar part de la lògica de la interfície en una capa intermitja,  
aïllant la segona interfície i facilitant la seva modificació en cas de ser necessari.  
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Per les diverses integracions amb els components externs des de el mòdul Tester hem fet servir aquest 
patró. La construcció d’aquesta interfície pròpia abans de la del servei extern ens permet encapsular 
certa lògica, com ara la compressió i codificació del missatge en el cas de l’ApacheODE  
 
6.4.3. OBSERVER 
El patró observador, en anglès observer, és un patró de disseny de software orientat a la gestió 
d’esdeveniments i la seva notificació. Aquest patró es fa servir principalment per a implementar 
sistemes de tractament d’esdeveniments distribuïts 
 
 
L’essència d’aquest patró és que un o més objectes (anomenats observadors) són registrats, o es 
registren ells mateixos, per a observar un esdeveniment que pot ser llençat per l’objecte observat. 
L’objecte que pot llençar un esdeveniment generalment manté una col·lecció d’observadors. 
Dins el nostre projecte el SALMon dona suport a aquest tipus d’integració, oferint l’opció de rebre les 
notificacions dels diferents esdeveniments que es generen a partir de l’execució de les operacions 
invocades dels processos. Però finalment no s’ha implementat per la complexitat que aporta aquest 
patró en entorns de desenvolupament no preparats, ja que requereix que l’entorn on es troba el 
component observador pugui rebre peticions directament des de dispositius que poden no estar a la 
mateixa xarxa, i aquesta configuració no acostuma a ser la que trobem en els dispositius de xarxa com 
ara routers i firewalls.  
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6.5. ALTRES EINES 
Un cop identificades les tasques principals del projecte, i per tal de facilitar el seu desenvolupament he 
fet servir diverses eines tècniques, principalment llibreries de tercers, que m’han permès estalviar temps 
desenvolupant funcionalitats complementaries i utilitzar components de qualitat ja testats en altres 






En el mòdul Tester per cada workflow que es vol donar d’alta en el sistema s’han de donar d’alta els seus 
serveis externs, així com les operacions d’aquests, al SALMon.  
El desenvolupament d’aquesta tasca requeria de la implementació d’un parser capaç d’interpretar els 
fitxers WSDL i extreure la definició dels seus serveis, així com les operacions d’aquests serveis. Un cop 
analitzada la tasca i el seu abast, vaig decidir cercar una eina ja existent per aquesta tasca. 
Després d’analitzar diverses alternatives, finalment vaig decidir fer servir soa-model, ja que era l’eina 
que s’adaptava més als requeriments que necessitava. A continuació podem veure un exemple de com 
extreure informació d’uns WSDL(http://www.thomas-bayer.com/axis2/services/BLZService?wsdl) fent 
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El fet de decidir que par de l’entrada de dades sigues a través de l’ús de fitxers, va condicionar bastant el 
disseny del frontal. És per això que durant el desenvolupament del frontal, tot i fer servir el ja descrit 
framework bootstrap, va caldre fer servir una llibreria extra per els camps d’entrada de fitxers del 










Un dels requeriments no funcionals més habituals dins dels projectes de software és l’escalabilitat de la 
plataforma. Podem definir l’escalabilitat com la capacitat de reaccionar i adaptar-se sense perdre la 
qualitat, o bé reaccionar al creixement continu d’una manera fluida. 
En general, també es podria definir com la capacitat que té el sistema per canviar la seva mida o 
configuració per adaptar-se a les circumstancies canviants. En aquest cas, quan parlem de canvi de 
configuració o de mida, estem parlant a nivell de hardware, on aquest plànol l’escalabilitat por ser de 
dos tipus: 
 Escalabilitat vertical: Un sistema escala verticalment o cap a dalt, quan al afegir més recursos a 
un node en particular del sistema, aquest millora en conjunt. Per exemple, afegir memòria o un 
disc dur més ràpid a un equip pot millorar el rendiment global del sistema. 
 Escalabilitat horitzontal: Un sistema escala horitzontalment si al afegir més nodes al mateix el 
seu rendiment millora. Per exemple, quan al afegir un nou equip a un sistema o balancejar la 
carrega entre l’antic i el nou, fa millorar el rendiment de tot el sistema. 
 
 
En el nostre projecte la possible escalabilitat no seria un problema, però cal tindre una bona estratègia 
de com dur-la a terme. Cada component pot requerir un tipus d’escalabilitat diferent, així com uns 
canvis previs a nivell de l’arquitectura del sistema abans de poder començar a créixer. 
Un canvi previ del sistema abans de començar a augmentar els nodes o la capacitat d’aquests seria 
modificar la capa de persistència. Actualment el Tester persisteix directament en el sistema de fitxers 
tota la informació sobre els processos i les seves configuracions, una configuració amb una escalabilitat 
molt limitada, per tant hauríem de canviar la persistència a una base de dades. Aquest canvi, apart de 
guanyar en eficiència, també ens permet compartir una font de dades entre diversos nodes del Tester. 
Si la base da dades escollida fos una base de dades distribuïda, llavors tots els nostres components 
permetrien una escalabilitat horitzontal. Un escenari molt favorable, que ens permetria confiar 
l’escalabilitat de la plataforma a un dels molt serveis d’autoescalat que existeixen actualment al mercat, 
com per exemple el que ofereix Amazon en el seu EC2. 




Aquest tipus de serveis s’encarreguen de controlar el nombre de nodes actius de cada component 
segons la carrega del sistema, permetent arrencat automàticament més nodes si fos necessari. Així com 
apagar-ne en cas d’una baixa carrega del sistema. 
 
  




7.1. PROCÉS DE MANTENIMENT I EXTENSIÓ 
 
En l’enginyeria del software, s’entén per manteniment del software la modificació del producte després 
de la seva entrega per corregir errors, millorar les prestacions o altres atributs o per adaptar el producte 
a un entorn diferent a l’inicial ( ISO/IEC 14764). 
7.1.1. ETAPES DEFINIDES DEL MANTENIMENT 
 
Aquest estàndard internacional descriu els sis processos de manteniment del software com: 
1) El procés d’implementació conté la preparació del software i activitats de transició, com per 
exemple la concepció i creació d’una pla de manteniment, la preparació del tractament de 
problemes identificats durant el desenvolupament, i el seguiment en la gestió de la 
configuració 
2) El procés d’anàlisi del problema i modificació, que és executada un cop l’aplicació ha 
esdevingut responsabilitat del grup de manteniment. El programador de manteniment ha 
d’analitzar cada requeriment, confirmar-lo ( mitjançant la reproducció de la situació) i 
comprovar la seva validesa, investigar i proposar una solució, documentar la petició i la solució 
proposada, i , finalment, obtenir totes les autoritzacions requerides per tal d’aplicar les 
modificacions 
3) El procés considerant la implementació una modificació en si mateixa 
 
4) El procés d’acceptació de la modificació, mitjançant la seva comprovació amb els stakeholders 
implicats en la funcionalitat que havien sol·licitat les modificacions per  tal d’assegurar que el 
resultat final satisfà els seus requeriments. 
5) El procés de migració és excepcional, i no es part de tasques de manteniment diàries. Si el 
software ha de ser portat a alguna altra plataforma sense cap canvi de funcionalitat. 
6) El darrer pas, és la retirada de la peça del software obsoleta. 
 





7.2. TIPUS DE MANTENIMENT DE SOFTWARE 
La tipologia del manteniment del Software segons la seva finalitat està definida en quatre grans grups: 
 Corrective Maintenance: Manteniment desenvolupat per a corregir errors en hardware o 
software. Es tracta bàsicament de solucionar tots els bugs no tractats en la versió 1 de 
l’aplicació. A tal efecte, es comproven totes les funcionalitats amb tots els casos possibles 
d’interacció per assegurar la fiabilitat del producte. Un cop identificats, són resolts amb la 
implementació pertinent. 
 Adaptative Maintenance: És el manteniment de software desenvolupat per fer que una 
aplicació sigui usable en un entorn que ha canviat. [ IEEE 90 ]. Aquesta part tracta sobre portar i 
migrar l’aplicació a una altra arquitectura. 
 Perfective Maintenance: És el manteniment de software desenvolupat per millorar les 
prestacions, la mantenibilitat i altres atributs d’una aplicació [ IEEE 90 ]. 
 Preventive Maintenance: Es tracta bàsicament de millorar la documentació de totes les 
funcionalitats, per tal de que si es necessari un manteniment sobre aquests sigui fàcil pel 
programador saber quines són les operacions que s’han d’utilitzar. En aquest sentit, totes les 
operacions de l’aplicació estaran documentades, seguint l’estàndard que proporciona el java a 
tal efecte, anomenat JavaDoc. Per altra banda, també es proporciona la pròpia memòria que 
conté tota la informació que puguin requerir els futurs desenvolupadors de l’eina. 
 
 
El desenvolupament de la nova versió comportarà el desenvolupament de tots els quatre tipus de 
manteniment descrits.  





8. PLANIFICACIÓ I EXECUCIÓ DEL PROJECTE 
8.1. PLANIFICACIÓ 
En el següent diagrama de gant podem veura la planificació de l’execució del projecte, amb les diferents taques i 
els seus responsables. Per fer la planificació s’ha tingut en compte que, tot i tindre definits diversos rols dins els 
projecte, només contarem amb la dedicació d’una persona i per tant s’ha hagut de limitar l’execició de diverses 
tasques en paral·lel. També s’ha considerat que el recurs que tenim pel projecte tindria una dedicació total, punt 
en el que entrarem en detall més endavant. 
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8.2. EXECUCIÓ DEL PROJECTE 
Tot i tindre una planificació de uns 110 dies de durada del projecte, aquesta és una situació ideal, que ha quedat 
lluny de la real. La dedicació estimada per fer la planificació del projecte era de 6 hores diàries, i finalment les 
hores que s’ha pogut dedicar han sigut una mitja de 2,5-3h al dia. De manera que la durada del projecte s’ha 
allargat quasi el doble. Aquesta variació de les hores de dedicació també por haver afectat a l’estimació de 1084 
hores de feina, ja que al reduir la dedicació diària s’ha incrementat la pèrdua de temps inherents a cualsevol treball 
que requereixi cert nivell de concentració, com el temps necessari per obtindré un bon rendiment i els canvis de 
contexte. 
8.3. ANÀLISI DE RISCOS 
Un risc és la possibilitat que succeeixi un inconvenient durant el desenvolupament del projecte. Tot risc té una 
probabilitat de succeir i un impacte, que és el cost, no necessàriament econòmic, que té per al projecte si succeeix.  
Si un risc és important, bé perquè és probable que succeeixi, bé perquè el seu impacte seria greu, cal analitzar-lo i 
assignar-li una mitigació i una contingència.  
 La mitigació és el conjunt d’accions que cal dur a terme per reduir la probabilitat de que el risc succeeixi o 
l’impacte que tindria. Cal assignar-los recursos inicials, doncs formen part de l’estratègia del projecte, 
s’hauran de realitzar. 
 La contingència és el conjunt d’accions que caldria realitzar si el risc succeís per a poder pal·liar els seus 
efectes. No s’hi assignen recursos inicials, ja que si tot va bé no s’haurà d’aplicar, però cal estar preparat 
per a fer-ho. 
8.4. FUTURES TASQUES 
Durant el desenvolupament del projecte sovint s’han pres decisions per poder cobrir la funcionalitat sense 
comprometre la planificació, d’altres s’ha agut de reduir l’abast de projecte per limitacions tècniques i en altres 
casos durant etapes avançades del projecte han sortit diverses característiques desitjables. En aquest apartat 
parlarem de totes aquests futures, així com d’altes tasques que puguin aportar una millora al projecte. 
8.4.1. BASE DE DADES 
Actualment la persistència del nostre sistema fa servir el sistema de fitxers directament, aquesta decisió es va 
prendre per no complicar l’arquitectura del sistema afegint un component nou, aprofitant que la informació 
persistida s’adaptava fàcilment a aquest tipus d’emmagatzemament, i per estalviar el temps disseny i configuració 
de la base de dades.  
La migració de la capa de persistència a una base de dades aportarà característiques com la fiabilitat de les dades, i 
facilitarà la seva consulta d’una forma estandarditzada. D’altra banda, si escollim una base de dades distribuïda ens 
facilitarà una possible escalabilitat horitzontal del projecte, tal i com s’ha argumentat en l’apartat d’escalabilitat.  
8.4.2. SUPORT DE PROCESSOS AMB MÉS D’UN BPEL 
L’especificació del llenguatge WS-BPEL no només permet la interacció amb serveis web, sinó que també permet 
interactuar amb altres processos BPEL. Per evitar afegir complexitat a la definició i gestió dels processos es va 
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decidir des de l’inici del projecte només donar suport a processos BPEL simples, es a dir que només tinguin un  sol 
procés BPEL. 
Per fer aquest canvi, caldria revisar el suport a aquest tipus de processos que proporciona el BPEL engine, així com 
la modificació de les diverses interfícies d’entrada de dades. 
8.4.3. SUPORT DE DIFERENTS PROCESSOS QUE COMPARTEIXIN EL MATEIX WEBSERVICE 
Durant l’anàlisi tècnic de la integració del Tester amb el SALMon vem trobar una limitació del model tal i com 
estava plantejat. En el Tester enregistrem processos, que es basen en la definició d’un fitxer BPEL que invoca 
diferents serveis web, mentre que al SALMon enregistrem serveis web i les seves operacions. Aquest model, tal i 
com està definit actualment, fa que no siguem capaços de monitoritzar diversos processos que comparteixen un o 
més d’un serveis web als que invoquen, ja que el SALMon només rep les peticions al serveis descontextualitzades, 
sense saber quin procés ha originat la crida al servei. 
Quan vam trobat aquesta limitació es va decidir acceptar-ho com una limitació d’aquesta primera versió del 
projecte. Per aquesta tasca caldria una forta carrega d’anàlisi per resoldre la limitació actual, sempre intentant que 
tingui l’impacte mínim sobre la solució i el model actual.   
8.4.4. DISSENY I MODIFICACIÓ DE BPELS 
L’actual client desenvolupat en la primera fase del projecte ens permet introduir processos BPEL ja creats en el 
sistema, gestionant-los com a fitxers. Una futura tasca de desenvolupament seria crear un nou client del Tester 
que permetés crear i modificar processos, i donar-los d’alta directament dins del Tester. La manca d’aquest client 
actualment ens força a l’ús  d’un producte extern per dissenyar els processos. 
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9. ESTUDI ECONÒMIC  
Per fer l’estudi econòmic del projecte només hem tingut en consideració el preu del capital humà que serà 
responsable del anàlisi, disseny, desenvolupament i testing del projecte, així com de la seva gestió. Per poder fer 
una estimació acurada, hem fet servir les següents estimacions sobre el preu per hora de cadascun d’aquests rols: 
Rol Preu/hora 




Amb aquestes estimacions, agafant com a referencia el project plan prèviament descrit, hem calculat el cost total 
del projecte. 
Name Duration Cost Resources 
Aprenentatge 19.17d €4950   
BPEL 80h €3600 Analista 
Conceptes SOAP 20h €900 Analista 
Eines de treball 15h €450 Desenvolupador 
Instal·lació de l'entorn 10h €300 Desenvolupador 
BPEL engine 16.25d €6900   
Elecció del BPEL engine 50h €2250 Analista 
Anàlisi del ApacheODE 60h €2700 Analista 
Instal·lació del component 20h €600 Desenvolupador 
Redirecció dels missatges 45h €1350 Desenvolupador 
Tester 112d €12500   
Anàlisi 100h €4500 Analista 
Disseny del WSDL 30h €900 Desenvolupador 
Desenvolupament 90.4d €6780   
alta processos 40h €1200 Desenvolupador 
integració ApacheODE 40h €1200 Desenvolupador 
integració SALMon 80h €2400 Desenvolupador 
configuració processos 50h €1500 Desenvolupador 
persistència 16h €480 Desenvolupador 
Testing 80h €320 Tester[20%] 
Tester Client 16d €3480   
Definició del component 24h €1080 Analista 
Back-end 6d €1560   
Anàlisi 8h €360 Analista 
Desenvolupament 24h €720 Desenvolupador 
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Name Duration Cost Resources 
Integració amb el Tester 16h €480 Desenvolupador 
Front-end 24h €720 Desenvolupador 
Testing 30h €120 Tester[20%] 
Gestió del projecte 50h €3000 Cap de projecte[10%] 
Documentació 30d €1305   
Informe previ 12h €540 Analista 
Memoria 170h €7650 Analista[6%] 
Total Projecte 1084h €39570  
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10. CONCLUSIONS  
Com a resultat del projecte hem obtingut una plataforma que ens permet testejar la qualitat de servei per 
diferents serveis web a partir de la seva definició dins d’un procés. El fet de fer servir un llenguatge com BPEL per a 
la definició de processos ha sigut un fet positiu alhora que ha incrementat la complexitat del projecte. El treballar 
amb definicions de processos de negoci obre possibilitats a la plataforma més enllà d’un perfil d’usuari totalment 
tècnic, implicant a possibles usuaris amb un perfil més de negoci que podran fer servir els seus propis processos 
BPM, així com oferir-nos les avantatges de treballar amb un llenguatge estandarditzat per aquest tipus de propòsit. 
Però al no tractar-se d’un llenguatge pensat per treballar amb ells de forma directa, en la majoria de casos sempre 
es genera a partir d’un editor o alguna altre eina, ens ha fet invertir molt recursos del projecte en comprendre el 
seu funcionament, poder definir i tractar els nostres propis processos i trobar eines que donessin el suport esperat 
per aquest tipus de processos.  
Aquest projecte és el resultat del meu pas per la Facultat d’Informàtica de Barcelona, on he pogut sintetitzar els 
coneixements adquirits durant els 5 anys de carrera, no només tècnica sinó també de gestió. Treballant àmbits 
com l’enginyeria de requisits, l’algorísmia, el disseny de software o la gestió d’un projecte. El fet de compatibilitzar 
el projecte amb una activitat laboral a temps complet no ha sigut fàcil, però m’ha permès també aplicar el 
coneixement adquirit a l’empresa privada, que en el meu cas al treballar directament amb diferents serveis web i 
les seves tecnologies m’ha sigut de molta ajuda. 
Vivim en un món orientat a serveis, actualment poques vegades un sistema software és autocontingut, i cada cop 
més els sistemes estan distribuïts fent ús de serveis tant propis com de tercers. Aquest projecte és un petit pas cap 
aquesta evolució, ajudant a mesurar la qualitat de servei en el context de l’execució d’un procés de negoci real.    
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