Matrices equivariant under a group of permutation matrices are considered. Such matrices typically arise in numerical applications where the computational domain exhibits geometrical symmetries. In these cases, group representation theory provides a powerful tool for block diagonalizing the matrix via the Generalized Fourier Transform. This technique yields substantial computational savings in problems such as solving linear systems, computing eigenvalues and computing analytic matrix functions.
Introduction.
As a motivation for the general theory, we briefly recapture the theory of circulant matrices. Let I = {0, 1, . . . , n − 1} be a set of indices. A matrix A ∈ C n×n is circulant if there exists a function A : I → C such that A i,j = A i−j mod n,0 = A(i − j mod n) for all i, j ∈ I.
Circulants form one of the most important classes of matrices in computational science. Their omnipresence is due to the fact that circulants represent discretizations of shift invariant linear operators, and their computational usefulness arise because they can be diagonalized via the Discrete Fourier Transform (DFT). Employing the Fast Fourier Transform, important operations on circulants such as computing products, inverses and matrix exponentials can be done in just O(n log n) operations. This is fundamental for many algorithms in digital filter theory, spectral methods for differential equations, variable precision arithmetic and computational number theory.
A point of departure for understanding these remarkable properties of circulants is noting that A is circulant if and only if it is equivariant with respect to cyclic shifts of the domain. That is, AS = SA, where S is the cyclic shift matrix, we find, using the following homomorphism property of the eigenfunctions
.3) that the Fourier transform diagonalizes convolutions,Ĉ(k) =Â(k)B(k).
All the above theory is readily generalized to the multidimensional case. For example, on a 2D grid, periodic in both directions, we say that A is 2D circulant if it satisfies the equivariance AS x = S x A and AS y = S y A , where S x and S y represent cyclic shifts in x and y-directions. Since shifts commute, S x S y = S y S x , they have a common set of eigenvectors, which are also eigenvectors for A. The 2D DFT is an expansion in this basis, which diagonalize any 2D circulant matrix, or equivalently any 2D circulant convolution.
The 2D DFT is a well-known example of classical Fourier analysis and circulant matrix theory, which is concerned with equivariance under commutative or abelian groups. In this case the existence of a complete set of common eigenvectors for all elements in the group provides an adequate tool for diagonalizing circulants.
This paper is concerned with generalizations of circulant matrix theory to non-commutative groups G, in which case a complete set of common eigenvectors for all G ∈ G cannot be found. Instead there always exists a complete set of irreducible representations for G. This brings us into the beautiful topic of representation theory and non-commutative Fourier analysis, a very useful mathematical tool which has not received the attention it deserves in the computational science communities. Our goal is to provide a self contained introduction to this field, with matrix computations as our main application. The Generalized Fourier Transform (GFT), expands vectors in terms of the basis given by the irreducible representations. Under this change of basis, any G-equivariant matrix A is block-diagonalized rather than diagonalized. For a wide range of computational problems, such as solving linear equations, computing matrix functions and eigenvalue computations, the computational savings obtained by GFT based block diagonalizations are substantial.
Group representation theory was invented by Frobenius in the late 19th century, and has since grown to a major branch of pure mathematics. For our applications in numerical linear algebra, it is, however, sufficient to understand the very basics of this theory. The basic algorithm for solving linear systems with symmetries, presented in Section 5.1, is due to Allgower et al. [5] , and the extention to the case of symmetries with fixed points in Section 5.2 was first done in [4] . The numerical algorithms, including eigenvalue computations and symmetric preconditioners, has been developed in a series of papers [3, 10, 11, 19] . Related to these techniques is the theory of domain reduction of PDEs, described in [7, 8, 9] . A group theoretic development of symmetric FFTs on domains with discrete symmetries is developed in [15] .
In our current exposition we have aimed at presenting the mathematical theory in such a way that the basic underlying structures become visible, and the proofs become as simple as possible. Our development differs from the above references by its emphasis on the equivalence of G-equivariant matrices and convolutional operators in the group algebra. One advantage with our reformulation is that we can more easily relate to the theory of fast GFT algorithms. See [14, 16] for an overview of this field and [18] for parallel computing aspects. We have also simplified the formulas for handling fixed points.
The paper is organized as follows. In Section 2 we define groups acting on domains and arrive at the definition of G-equivariant matrices, which is a generalization of circulants. Section 3 establishes the equivalence between equivariant matrices and convolutions. In Section 4 we introduce fundamentals of group representation theory and Fourier analysis on (finite non-commutative) groups. Finally, in Section 5 we discuss applications of Fourier based block diagonalizations in numerical linear algebra, and in Section 6 a few numerical examples are presented.
2 Equivariance and domain symmetries.
The Triangle Example.
An important class of computational problems where non-commutative equivariance groups appear, is equations with domain symmetries. As a motivating example, we consider the simplest non-commutative case, the symmetries of an equilateral triangle. There are six linear transformations that map the triangle onto itself, three pure rotations and three rotations combined with reflections. In Figure 2 .1a we indicate the two generators α (rotation 120
• clockwise) and β (rightleft reflection). These satisfy the algebraic relations α 3 = β 2 = e, βαβ = α −1 , where e denotes the identity transform. The whole group of symmetries is known as the dihedral group of order 6 with the elements D 3 = e, α, α 2 , β, αβ, α 2 β . Suppose we want to solve a linear elliptic PDE Lu = f on the triangle, where both α and β are symmetries of the elliptic operator, i.e. (Lα)u = (αL)u and (Lβ)u = (βL)u for any u satisfying the appropriate boundary conditions on the triangle.
Let the domain be discretized with a symmetry respecting discretization, see Figure 2 .1b. In this example we consider a finite difference discretization represented by the nodes I = {1, 2, . . . , 10}, such that both α and β map nodes to nodes. In finite element discretizations one would use basis functions mapped to other basis functions by the symmetries. On the grid, the linear maps α and β are represented by two permutation matrices G α and G β acting on a vector x ∈ C 10 as Gα(x1, x2, x3, x4, x5, x6, x7, x8, x9, x10)
The operator L is discretized as a matrix A ∈ C 10×10 satisfying the equivariances AG g = G g A for g ∈ {α, β}. It is important to note that since G g are permutation matrices, the equivariance of A can be expressed in terms of symmetries of the matrix indices. Thus we have e.g.
The above relations can also be understood by considering Figure 2 .1b. For example, by rotating the dependence between nodes 1 and 6 (i.e. A 1, 6 ) we see that A 3,2 , the dependence between nodes 3 and 2, must be identical.
In the following, we will present a systematic way of representing and utilizing symmetries of this kind in numerical linear algebra. This Triangle Example will recur throughout the text.
Groups and actions.
A group is a set G with a binary operation g, h → gh, inverse g → g −1 and identity element e, such that g(ht) = (gh)t, eg = ge = g and gg
We let |G| denote the number of elements in the group. In this paper most groups are finite, |G| < ∞. Important examples of groups are groups of matrices, where the group operation is the matrix product and e is the identity matrix, and groups of permutations, where the group operation is the composition of two permutations and e is the identity permutation.
Let I denote the set of indices used to enumerate the nodes in the discretization of a computational domain. We consider permutations acting on the indices I and the corresponding linear transformations acting on the vectorspace C |I| . We say that a group G acts on a set I (from the right) if there exists a product (i, g) → ig :
The map i → ig is a permutation of the set I, with the inverse permutation being i → ig −1 . An action partitions I into disjoint orbits
We let S ⊂ I denote a selection of orbit representatives, i.e. one element from each orbit. The action is called transitive if I consists of just a single orbit, |S| = 1.
For any i ∈ I we let the isotropy subgroup at i, G i be defined as
The action is free if G i = {e} for every i ∈ I, i.e., there are no fixed points under the action of G. We remark that the relation |G i ||O i | = |G| holds. Example 2.1. In the Triangle Example we may pick orbit representatives as S = {1, 7, 10}. The action of the symmetry group is free on the orbit O 1 = {1, 2, 3, 4, 5, 6}, while the points in the orbit O 7 = {7, 8, 9} have isotropy subgroups of size 2, and finally O 10 = {10} has isotropy of size 6.
Equivariant matrices.
Consider a group of permutations G acting on I. Let n = |I|. For any permutation g ∈ G there corresponds a permutation matrix P (g) ∈ C n×n defined by permutations of vector indices
denote the standard basis for C n , this implies that
Note that P (g)P (h) = P (gh) for all g, h ∈ G and P is thus called a permutation representation
Proof. For a permutation matrix P = P (g) we have
The implication in the opposite direction follows similarly. and extend to all of D 3 using (2.2). Thus we obtain G α = P (α) and
3 Equivariance and convolutions.
To establish a relationship between G-equivariant matrices and convolutions, we find it convenient to coordinate the nodes in I via two indices. Recall that S is a selection of orbit representatives. Define a map λ : S × G → I as
The theory will be developed in three stages:
1. If the action is both free and transitive, then S consists of a single element 0 ∈ I, and λ establishes a natural 1-1 correspondence between G and I. The tool for studying equivariant matrices is convolutions in the group algebra, a vectorspace where the elements of G are the basis vectors.
2. If the action is free, but not transitive, then I splits into m = |S| orbits, each of size |G|, and λ is a 1-1 identification of S × G and I. In this case we will obtain matrix block convolution formulae, where the size of each block is m. In short, we will identify C |I| = C |S|×|G| .
3. In the general case where the action is not free, then I splits into m = |S| orbits, each of size
as the linear subspace consisting of all the vectors being invariant under the actions of h ∈ G i on S × G given by (i, g) → (i, hg).
Free transitive actions and the group algebra.
Assume that A is equivariant with respect to a permutation group G acting transitively and freely on I. The adequate tool for studying equivariance in this case is the group algebra. Since G and I are identified through λ in (3.1), we may also identify the basis {k i } i∈I with G, via The convolution product * : CG × CG → CG is induced from the product in G as follows. For basis vectors g, h ∈ G ⊂ CG, we set g * h ≡ gh, and in general if a = g∈G a(g)g and
where
The convolution is associative, i.e., a
Recall that when the the action is free and transitive, we have a 1-1 correspondance between the indices and the group, and we may identify I with G. Corresponding to A there is a unique A ∈ CG, given as A = g∈G A(g)g, where A is the first column of A, i.e.,
A(gh
Similarly, any vector x ∈ C n corresponds uniquely to x = g∈G x(g)g ∈ CG, where x(g) = x g for all g ∈ G. Consider the matrix vector product:
If A and B are two equivariant matrices, then AB is the equivariant matrix where the first column is given as
Thus, we have shown that if G acts freely and transitively then the algebra of G-equivariant matrices acting on C n is isomorphic to the group algebra CG acting on itself by convolutions from the left. Also the action of the permutation matrices P (g) on C n can be understood as convolutions in CG,
i.e. convolutions from the right by g −1 . Note that AP (g) = P (g)A follows from associativity of the convolution,
In fact, the reason for choosing a right group action i → ig in (2.3) is that this corresponds to the equivariant matrices acting as convolutions from the left. Alternatively, one can define the group action from left, in which case left matrix multiplication will correspond to right convolutions in CG.
Example 3.1. In the Triangle Example, a free transitive action would correspond to a discretization which only uses nodes 1 to 6 of Figure 2 .1b. A D 3 -equivariant A ∈ C 6×6 maps to A ∈ CG via (3.3). The vectors x and b = Ax ∈ C 6 correspond directly to x and b = A * x ∈ CG via the identification of I and G, e.g., b(g) = b g .
Free non-transitive actions and block convolutions.
In the case where A is G-equivariant w.r.t. a free, but not transitive, action of G on I, we need a block version of the above theory.
Let C m× G ≡ C m× ⊗ CG denote the space of vectors consisting of |G| matrix blocks, each block of size m × , thus A ∈ C m× G can be written as
The convolution product (3.2) generalizes to a block convolution * :
and A(h)B(h −1 g) denotes a matrix product. We will establish an isomorphism between the algebra of G-equivariant matrices acting on C n and the block-convolution algebra C m×m G acting on C m G. We use λ in (3.1) to define the mappings (the subscript "f" stands for "free"; general actions will be treated below) µ f :
Note the indexing convention: y ∈ C n corresponds to y ∈ C m G, and we have
A is indexed accordingly. The introduced mappings reflect the equivariance of A since only a fraction of A is stored in A; the number of elements in A is n 2 = m 2 |G| 2 and the number of elements in A is m 2 |G|. Proposition 3.1. Let G act freely on I. Then µ f is invertible and ν f is invertible on the subspace of G-equivariant matrices. Furthermore, if A, B ∈ C n×n are G-equivariant, and y ∈ C n , then
Proof. Invertability of µ f follows from invertability of λ in (3.1). Invertability of ν f for equivariant A follows from
Equation (3.8) follows from the following computation, where i ∈ S and g ∈ G:
and (3.9) follows from a similar computation. Example 3.2. In the Triangle Example, a free non-transitive action would correspond to a discretization with no fixed points and with m > 1 orbits. A D 3 -equivariant A ∈ C 6m×6m maps to A ∈ C m×m G via (3.7). The vectors x and b = Ax ∈ C 6m correspond x and b = A * x ∈ C m G via (3.6).
Convolutions in the general case.
The proof of µ f (Ax) = ν f (A) * µ f (x) above does not hold in the case of general actions, since the double sum j∈S,h∈G A ig,jh y jh covers each orbit O j exactly |G j | times. This is easily addressed by scaling the mappings ν f and µ f . One possible choice is
Note that the general mappings ν and µ equals ν f and µ f , if the action is free. Now since
we see, with a computation similar to the proof of Proposition 3.1, that:
. For a general action it holds that
However, if the action is not free, µ is no longer a bijection between C n and C m G, because their dimensions differ. We introduce a subspace V ⊂ C m G:
We also seek characterisations of the image of ν :
thus π is averaging x i over each coset G i g. This projection is studied in detail in Section 5.2, where it is shown to be the orthogonal projection on V with respect to the natural inner product on C m G given in (4.12). Proposition 3.4. For A ∈ C m×m G, the following statements are equivalent:
We have a decomposition
From Proposition 3.4 iii), we see that for A = ν(A) both V and W are invariant subspaces:
It can be shown that W = V ⊥ in the inner product (4.12). Example 3.3. In the Triangle Example, the discretization in Figure 2 .1b corresponds to a general action with three orbits, c.f. Example 2.
The vectors x and b = Ax ∈ C 10 correspond x and b = A * x ∈ C 3 G via (3.10). Note that the image V of µ is a pure subspace of C 3 G, due to the fixed points.
4 The Generalized Fourier Transform.
Finite non-commutative groups.
In the introductory discussion on circulant matrices, we saw that the shift matrix eigenfunctions χ k diagonalize convolutions because they satisfy (1.3). A non-commutative group G has in general too few common eigenvectors for the permutation matrices {P (g) | g ∈ G} to obtain a basis for CG. To circumvent this problem, Frobenius invented the concept of group representations:
Generalizing the definition of Fourier coefficients (1.2) we define for any A ∈ C m×k G and any
Proof. The statement follows from
Let d R denote the dimension of the representation. For use in practical computations, it is important that A * B can be recovered by knowing ( A * B)(R) for a suitable selection of representations, and furthermore that their dimensions d R are as small as possible. Note that if R is a representation and X ∈ C d R ×d R is non-singular, then alsoR(g) = XR(g)X −1 is a representation. We say that R andR are equivalent representations. If there exists a similarity transform R(g) = XR(g)X −1 such thatR(g) has a block diagonal structure, independent of g ∈ G, then R is called reducible, otherwise it is irreducible.
Luckily, any group possesses exactly the necessary number of irreducible representations to provide a basis for CG:
Theorem 4.2 (Frobenius). For any finite group G there exists a complete list R of nonequivalent irreducible representations such that
R∈R d 2 R = |G|.
Defining the Generalized Fourier Transform (gft) for
we may recover a by the inverse GFT (igft):
Complete lists of irreducible representations for a selection of common groups are found in Appendix A.
The list R is not unique, but the number of representations in R and their sizes d R are invariants of G. It is important to note that the list R can always be chosen such that R(g) are unitary matrices for all R ∈ R and all g ∈ G. In this case the GFT can be seen as an orthogonal transform. Define an inner product on CG as
where a H denotes complex conjugate for scalars and complex conjugate transpose for matrices.
be the space of Fourier coefficients, equipped with the inner product
Proof. For g, h ∈ G ⊂ CG we have g, h = δ g,h . Note thatĝ(R) = R(g) and in particular e(R) = I d R . From unitarity we have R(g)
Thus the gft sends an orthonormal basis to an orthonormal basis.
Returning to the the block transform of A ∈ C m×k G given in (4.2), we see that the gft and the igft are given component-wise aŝ
Thus the block transforms (i)gft b relate to the scalar transforms (i)gft s as 
The orthogonality of the gft is important for computational algorithms, since this ensures that the gft is numerically well-conditioned.
We conclude this section with a non-commutative analog of the important basic result of commutative Fourier analysis; that a 2D transform can be computed by doing 1-D transforms first on the rows and subsequently on the columns of the dataset. The corresponding general statement ( [12] ) concerns the direct product of two groups G 1 and G 2 , defined as the set of all pairs
where the product is componentwise (
Proposition 4.4. Let R 1 and R 2 be complete lists of irreducible representations for G 1 and
The gft of a ∈ CG can be computed aŝ
The fact that the gft on any direct product of groups splits nicely into a 'first rows then columns' type transform is important for decreasing the computational complexity of the transform.
Commutative groups.
As a reference we will briefly summarize the Fourier analysis on finite commutative (abelian) groups. Let Z n , + denote the group of integers {0, 1, . . . n − 1} under addition modulo n. A basic result of algebra states that any finite commutative group is isomorphic to a direct product
Thus elements g ∈ G are represented as g = (g 1 , . . . , g d ), where 0 ≤ g i < n i , the group operation is
and the inverse operation is −g = (−g 1 mod n 1 , . . . , −g d mod n d ). This additive representation has an equivalent multiplicative representation. Let C n = {exp(2πij/n) : j ∈ Z n } denote the cyclic group, where the group operation is product of complex numbers. The exponential map is an isomorphism between Z n and C n . It is common to use C n to denote commutative subgroups of non-commutative groups, and Z n when non-commutativity is not an issue.
It is well-known that all the irreducible representations of any commutative group G are 1-dimensional. We write them as R ≡Ĝ = {χ k }. It might be remarked that alsoĜ has the natural structure of a commutative group such that χ k · χ = χ k+ . This is called the dual group of G. The finite case is particularly simple in which caseĜ = G. ThusĜ = {χ k } k∈G , where
The (scalar and block) finite commutative version of the Fourier and inverse transforms (4.4)-(4.5) is called the Discrete Fourier Transform:
For A ∈ C m×m G, these can be computed in O(m 2 n log(n)) operations via the Fast Fourier Transform, where n = |G|. A group theoretical explanation of the FFT algorithm is based on group duality theory, but will not be discussed here.
Block diagonalization and numerical algorithms.
We have seen that a G-equivariant matrix A ∈ C n×n can be represented in terms of a convolutional operator A ∈ C m×m G, where m is the number of orbits in the index set I under the action of G. Via the GFT, A can again be transformed intoÂ which is a block matrix with blocksÂ(R) ∈ C md R ×md R for each of the irreducible representations R ∈ R. There is a number of computational algorithms that may benefit from this block diagonalization of A, e.g.:
• Solving linear systems Ax = b by direct or iterative methods.
• Computing matrix functions, e.g. A → exp(A).
• The matrix exponential applied to a vector x → exp(A)x.
• Computing some or all of the eigenvalues and eigenvectors of A.
We will in this paper mainly focus on the direct solution of linear systems, but also briefly comment on other matrix computations. 
Solving linear systems; free actions.
If G acts freely on I then an equivariant A is isomorphic to a convolutional operator A, which again is isomorphic toÂ = gft(A), as illustrated in Figure 5 .1.
As an example, consider solution of Ax = b. Using µ and ν, this equation transforms to A * x = b, and the gft further transforms it into a block-diagonal matrix equation:
A(R)x(R) =b(R), for every R ∈ R,
whereÂ(R) ∈ C md R ×md R , and bothx(R),b(R) ∈ C md R ×m . In summary, when A is equivariant w.r.t. a free group action, the gft can be exploited to solve A x = b as follows: 
Fourier transform:Â = gft(A),b = gft(b).

For each R ∈ R, solveÂ(R)x(R) =b(R).
4. Inverse transform the solution: x = igft(x).
Finally, construct x from x.
Note that the mappings x ↔ x etc. only permute data, and they can therefore be incorporated in the transforms.
Solving linear systems; general actions.
In Section 3.3 we saw that if the action is not free, then the map µ : C n → C m G is not surjective, and hence the convolutional operator A = ν(A) becomes singular. In Proposition 3.3 we characterized the subspace V ⊂ C m G on which µ is an isomorphism. To solve linear systems we seek characterizations of V andV = gft(V ) in terms of orthogonal projections, and for this purpose we study functions in CG invariant under subgroup actions.
Let H be a subgroup of G. Consider the subspace CG|H ⊂ CG consisting of all functions invariant under the left action of H on G:
Since
an equivalent characterization is
Associativity h * (x * y) = (h * x) * y yields: Proof. We see from (5.1) that π is averaging y over each orbit of H, from which it follows that it is a projection. To see orthogonality, we compute the components of π with respect to the orthogonal basis spanned G ⊂ CG: 
The projectionπ : CG → CG|H is defined for an arbitraryŷ ∈ CG as
Proof. Since the gft is an algebra isomorphism and since CG|H is a right ideal, the first statement follows immediately. Sinceĥ(R) = R(h), equation (5.2) yields the description of CG|H as well as ofπ.
Let r R = rank(π(R)) = trace (π(R)). To compute a basis for CG|H we factorπ(R) into matrices Q(R) and
Thus P defines a basis for CG|H. Note that sinceπ is an orthogonal projection, we may let
H , but other factorizations can also be used. Letx denotex ∈ CG|H expressed in terms of the basis given by P . Thusx
We seek an efficient computation of x →x for x ∈ CG|H. Recall that a subgroup H partitions G into disjoint subsets Hg = {hg ∈ G | h ∈ H} called the (right) cosets. Let C ⊂ G denote a selection of coset representatives (one element from each coset). Note that if x ∈ CG|H then x takes a constant value on each coset, x(Hg) = x(g).
Proposition 5.4. For x ∈ CG|H we havê
where R (g) = |H|Q(R)R(g).
Proof. We have that
from which the result follows. We return to the question of solving linear systems Ax = b for G-equivariant A, and consider the following alternatives:
1. Iterative methods.
Regularization via projections.
3. Direct methods using a basis for V .
If iterative methods are employed, the singular part ofÂ is not a problem. SinceÂ maps V to V , andx 0 = gft(µ(x 0 )) ∈ V , we may simply employ standard iterative techniques onÂ(R)
Regularization is considered by [5] . Briefly, the idea is as follows.
IfÂ is regular onV andπ is the projection ontoV , then we may replaceÂ(R) with the regularized matrixÂ(R) + (I −π(R)), where is a regularization parameter. Note that ifx ∈ V then (I −π(R))x(R) = 0, hence we may replace the system with (Â(R) + (I −π(R)))x(R) =b(R).
For sufficiently small , the regularized matrix is non-singular on C m G.
In our numerical examples, we have concentrated on alternative 3; direct methods using a basis for the space V defined in (3.14) . This is motivated by the fact that A is dense in many applications where equivariance may be exploited, for example boundary element method applications. Note that x ∈ V is characterized by invariance of each component x i ∈ CG under the subgroup action of G i . Let π i : CG → CG denote the projection onto CG|G i defined in Proposition 5.2, and let π i (R), P i (R) and Q i (R) be given aŝ
By insertion we verify the following result: Theorem 5. 
Solving the equivariant system Ax = b is equivalent to solving the block diagonal systemÂ(R)x(R) =b(R) on the subspace V . Expressed in terms of the local basis for V given by P i (R), this becomes
where C ⊂ G represents the cosets G i g, and where R i (g) = |G i |Q i (R)R(g). ForÂ , we can simplify further, since A i,j ∈ CG takes constant values on each of the double cosets G i gG j ⊂ G defined as
This relation partitions
By rewriting the summation above we obtain
Other numerical algorithms and issues.
We briefly comment on various issues regarding symmetry based GFT diagonalization of an equivariant A for various linear algebra computations.
Eigenvalue computations are discussed in [3] , some details and numerical results are found in [1] . Commutativity of the diagram in Figure 5 .1 yields
Thus all eigenvalues of A are also found as eigenvalues forÂ. In the case of non-free actions, we saw in (3.21) that A has an invariant eigenspace W = V ⊥ with eigenvalue 0, and henceÂ has an invariant eigenspaceŴ with eigenvalue 0. This eigenspace does not correspond to eigenvectors of the original A. It is, however, not difficult to remove the spurious 0 eigenvalues inÂ, since these correspond exactly to the kernel ofπ. Alternatively, we may work directly with a representation ofÂ in terms of a local basis on V . In this case the spurious 0 eigenvalues will not appear.
For computation of matrix exponentials, we note that
thus exp(A) is recovered from exp(Â) by the igft and inverting ν. For any matrix iterative algorithm for computing eigenvalues or solving linear systems, we remark that sinceÂ :V →V , the GFT based algorithms work fine both in the free and the non-free case. For example, in iterative solution of Ax = b, we have thatb ∈V , thus an iterative algorithm producesx ∈V .
Almost equivariant matrices. In circulant matrix theory, it is well known that any matrix can be approximated by a circulant by averaging over the circulant diagonals. The approximation is optimal in the Frobenius norm. This has applications in circulant preconditioners. Similar results hold in the more general case. By averaging the original matrix over the G-orbits, one obtains the best Frobenius norm approximation in the space of equivariant matrices, see [19] .
Partially equivariant matrices. Bonnet [6] discusses applications where the domain consists of two disconnected components where only one of the components is symmetric. The resulting matrix will then be partially equivariant, and this part may be block-diagonalized. C2 120 {1, 1, 3, 3, 3, 3, 4, 4, 5, 5} 29.5 3541
Computational complexity.
Consider a free action of G on I, which partitions I into m orbits. Let W direct denote the computational work, in terms of floating point operations, for performing a given linear algebra algorithm on the original data A, b, etc., and let W fspace be the cost of doing the same algorithm on the corresponding block diagonal gft transformed dataÂ,b etc. First we consider algorithms of complexity O(n 3 ), such as solving linear systems and computing eigenvalues.
R and the ratio becomes
As an illustration, Table 5 .1 tabulates this factor for the symmetries of the triangle, the tetrahedron, the 3D cube and the maximally symmetric discretization of a 3D sphere (icosahedral symmetry with reflections).
The computational complexity of the gft is an interesting open problem. Let W gft (CG) denote the cost of the gft. We say that G allows a fast transform if there exists an algorithm such that W gft (CG) = |G| log c (|G|) for some c. It is conjectured but not proven [16] that any group allows a fast transform. It is known that e.g. all the symmetric groups S n allow fast transforms. A slow transform is a direct computation of the gft (4.4). It is straightforward to verify that the cost of the slow transform (counting real flops) is:
From (4.10) and Proposition 4.4 we find:
Thus, even if we use the slow transform, the cost of the transform on C m×m G becomes O((m|G|) 2 ), which is significantly less than W direct .
For linear algebra algorithms of complexity O(n 2 ), such as e.g. iterative solution of Ax = b in the case where A is a dense well conditioned matrix, the speed of the transform is more important. The cost of the direct matrix vector multiplication is W direct = c(m|G|) 2 whereas the same operation in the transformed space costs W fspace = c R (md R ) 2 d R , yielding the ratio
See Table 5 .1 for typical values of this factor. The cost of a slow gft on C m×m G is of the same order as W direct and the gain os more modest, which emphasizes the need for fast transforms in the O(n 2 ) case. Our numerical examples in Section 6.3 indicate that the issue of efficiently implementing the gft is important for the total runtime of GFT based algorithms in the O(n 3 ) case as well. 
Numerical examples.
We present examples of block-diagonalizing equivariant matrices under various groups. First, we discuss equivariance under the simplest non-abelian group, D 3 , introduced in Section 2. We continue with equivariance under the group of the cube, and conclude with some numerical results.
Triangular symmetry.
The Triangle Example has been used throughout this text to exemplify the theory. We have now developed the required tools for summing up this example.
Recall that we want to solve a linear system of equations, Ax = b, where A is equivariant w.r.t. D 3 . Thus, A ig,jg = A i,j for all g ∈ D 3 acting on all i ∈ I.
The case where the action is free and transitive corresponds to I = {1, . . . , 6} in Figure 2 .1. In this case the equivariance of A would yield a matrix with the structure illustrated to the left in Figure 6 .1. In numerical applications, one would typically compute and store only the first column of A, and represent A as A according to (3.3) . In order to exploit equivariance fully, we apply the gft (4.4). Complete lists of irreducible representations R for D n is given in Appendix A, stating that the three irreducible representations of D 3 have dimensions 1, 1, and 2, respectively. Therefore, the transformed block matrixÂ has the structure shown to the right in Figure 6 .1. The transformed vectors have, in the case of free transitive actions, the same block structure. The original 6 × 6 system is thus transformed into three independent systems, where the first two are trivial 1 × 1 "systems" and the third is a 2 × 2 system with two right hand sides.
For non transitive actions, the method is readily generalized via block GFTs. Assume a free action with m orbits, which implies that each orbit is of size |D 3 | = 6. The original system of size 6m × 6m is transformed via the block GFT, yielding three independent systems of sizes m × m, m × m, and 2m × 2m, respectively. Again, the third of these systems has two right hand sides.
To illustrate general actions, we use the discretization in Figure 2 .1, where I = {1, . . . , 10}. In this case, we choose S = {1, 7, 10} and the three orbits are O 1 = {1, . . . , 6}, O 7 = {7, 8, 9}, and O 10 = {10}. The rank r i,R of the projection matricesπ i (R) is given in Table 6 .1, for each i ∈ S and each R = ρ ∈ R. The transformed equation system inV will therefore have the structure shown in Figure 6 .2. 
The cube.
The group of the cube consists of all linear transformations that maps a cube onto itself. This group is K = S 4 × C 2 , which can be seen by the following discussion given in [17, p.43] . Consider a cube with vertices in (±1, ±1, ±1 ). Let C 2 = ζ , where ζ(x 1 , x 2 , x 3 ) = −(x 1 , x 2 , x 3 ). Consider the tetrahedron with corners in (1, 1, 1), (1, −1, −1), (−1, −1, 1), and (−1, 1, −1) . The group of the tetrahedron consists of all linear transformations that maps a tetrahedron onto itself. Since every such mapping can be expressed simply by stating how each of the 4 corners is mapped onto each others, we see that this group is isomorphic to S 4 , the group of all permutations of 4 symbols. It is clear that g ∈ S 4 as well as ζ maps the cube with its corners in (±1, ±1, ±1) onto itself. Moreover, we note that gζ = ζg for each g ∈ S 4 . An alternative way to express K is to combine the 6 transformations that permute coordinates (x 1 , x 2 , x 3 ) with the 8 reflections (x 1 , x 2 , x 3 ) → (±x 1 , ±x 2 , ±x 3 ). We conclude that |K| = 48 and we have K = S 4 × C 2 .
In order to generate a symmetry respecting discretization of the cube surface, we note that it is enough to discretize a fundamental domain given by the triangle ABC in Figure 6 .3, and then use the group K to obtain a discretization of the whole cube boundary.
If the discretization of ABC only contains points in the interior Ω, it implies that the action is free. In this case, the approach described in Section 5.1 is used. As K = S 4 × C 2 , the 10 irreducible representations ρ i are obtained from the irreducible representations of C 2 and S 4 , see
be a list of irreducible representations for K, where the irreducible representations σ i for S 4 are given in Appendix A.
If the discretization contains points on the boundary of the fundamental domain ABC, the action will no longer be free and we apply the general algorithm in Section 5.2. To illustrate how this affects the dimensions of the transformed quantities, Table 6 .2 lists the ranks r i, = rank(π i (ρ )) for the the various domains of ABC. For the interior Ω of the triangle ABC, the action is free. In this case, r i, = d , the dimension of ρ . Notice that it holds that O(x i ) = 9 =0 r i, d . Table 6 .2 can be used for computing the size ofÂ(ρ ). If a discretization of the fundamental domain contains q ∆ points of each domain ∆ in the table,Â(ρ ) has ∆ q ∆ r ∆, rows and columns. We demonstrate performance results for solving equation systems via a direct method. The experiments are done in Matlab and executed on a Sun Enterprise 420R, which has 4 UltraSPARC-II with 450MHz. The purpose is to illustrate how the GFT based algorithms perform for a few different groups. We consider equivariance under free actions of D 3 , S 4 and K-i.e., the group of the triangle, the tetrahedron, and the cube, respectively. In Figure 6 .4, we show the total time used for solving systems with n unknowns. Figures 6.5 and 6.6 show the time spent for the Fourier transforms and for the solves in the Fourier spaces, respectively. Tables 6.3-6.5 summarize the results for each group. For comparison, we list execution times for solving systems using direct solves in Table 6 .6. We use real data and real representations, see Appendix A.
We stress the following points.
• Exploiting symmetry via the GFT leads to a considerable gain. For n = 5760, the gain is a factor 10 for S 4 and a factor 16 for K. The gain increases with n.
• For a small group such as D 3 , the time for performing the gft is negligable when n grows. For larger groups, and moderate sized matrices, the big gain comes from the fact that the diagonal blocks become small. Computing t direct /t solve for the different groups, we find that the ratios for n = 5760 are 16, 119, and 340, for the three symmetry groups, respectively. This is significant, even if it is less than what was predicted in Section 5.4. The discrepancy is explained by the fact that the cn 3 model for the solution times is not adequate in the current range, see data in Table 6 .6.
• When computing the gft, it is important to exploit structure. In our implementation, each gft for the cube exploits two gfts for S 4 . For example, for m = 120 orbits, t gft for the cube is about twice t gft for S 4 , as it should be. For m = 180, the factor has increased, which we believe is due to cache size limitations and other memory effects.
Summary.
We have summarized how non-commutative Fourier analysis can be exploited in numerical analysis, based on a generalized Fourier transform. In particular, we have pointed out the role of the convolutions in the group algebra and the relation to standard Fourier analysis. For the case with fixed points, we have extended previous work and developed formulas which exploit invariance under isotropy subgroups.
We have carried out numerical experiments for solving linear systems of equations, equivariant under D 3 , S 4 , and K, the symmetry groups of the triangle, the tetrahedron and the group, respectively. For the cube, we exploit that K is a direct product S 4 × C 2 , which allows the use of a fast transform. The numerical results are supported by complexity analysis. In our exposition, we have strived to use a coherent notation for the various mathematical entities. We find that this is a very important issue, not only for understanding and conveying the ideas, but also when considering implementation. In [13] , we have started to explore how to use modern programming techniques such as generic programming in order to obtain both general and efficient software. We also want to consider parallel aspects.
For practical 3D applications, we finally notice that the number of finite groups which we need to consider is actually limited, see, e.g., the discussion in [2] . Any finite subgroup of SO(3) (3 × 3 orthogonal matrices with determinant 1, corresponding to groups of rotations) is isomorphic to either a cyclic group, a dihedral group, the alternating group A 4 on 4 symbols, S 4 , or A 5 . Any finite symmetry group in 3D is either one of these, or a direct product with C 2 and one of these. The symmetry group of the icosahedron, for example, is C 2 ×A 5 . Our goal is to provide an efficient library for all of these symmetries. Particularly, we believe that an efficient implementation of the GFT for the icosahedron may be useful as an approximation for the sphere. 
A.1 Representations for dihedral groups.
The dihedral groups D n correspond to the symmetries of regular n-sided polygons, and are generated by D n = α, β | α n = β 2 = e, αβ = βα −1 .
The complete set of irreducible representations depends on whether n is odd (2q + 1) or even (2q + 2). Table A 
A.2 Representations for S 4 .
The group of all permutations of 4 symbols can be generated by the cyclic permutations α = (1 2), β = (1 2 3), and γ = (1 2 3 4).
Every g ∈ S 4 can written as α i β j γ k where i ∈ {0, 1}, j ∈ {0, 1, 2}, and k ∈ {0, 1, 2, 3}. The size of the group is |S 4 | = 24. A complete set of irreducible representations contains 5 representations of dimensions 1, 1, 2, 3, 3, see Table A .2. 
