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Modular Construction of
Free Hyperplane Arrangements
Shuhei Tsujie∗
In this article, we study freeness of hyperplane arrangements. One of the
most investigated arrangement is a graphic arrangement. Stanley proved
that a graphic arrangement is free if and only if the corresponding graph is
chordal and Dirac showed that a graph is chordal if and only if the graph
is obtained by “gluing” complete graphs. We will generalize Dirac’s con-
struction to simple matroids with modular joins introduced by Ziegler and
show that every arrangement whose associated matroid is constructed in the
manner mentioned above is divisionally free. Moreover, we apply the result
to arrangements associated with gain graphs and arrangements over finite
fields.
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1 Introduction
A (central) hyperplane arrangement A over a field K is a finite collection of subspaces
of codimension 1 in a finite dimensional vector space Kℓ. A standard reference for ar-
rangements is [17]. Let S denote the polynomial algebra K[x1, . . . , xℓ], where (x1, . . . , xℓ)
is a basis for the dual space (Kℓ)∗. Let Der(S) denote the the module of derivations
of S, that is,
Der(S) := { θ : S → S | θ is S-linear and θ(fg) = fθ(g) + θ(f)g for any f, g ∈ S } .
The module of logarithmic derivations D(A) is defined by
D(A) := { θ ∈ Der(S) | θ(αH) ∈ αHS for all H ∈ A } ,
where αH is a linear form such that ker(αH) = H.
Definition 1.1. An arrangement A is called free if D(A) is a free S-module.
Although the definition of free arrangements is algebraic, Terao’s celebrated factoriza-
tion theorem [27, Main Theorem] shows a solid relation between algebra, combinatorics,
and topology of arrangements. Terao’s conjecture asserts that the freeness of an ar-
rangement is determined by its combinatorial property and it is still widely open.
One of typical family of arrangements is graphic arrangements. Let Γ = ([n], EΓ)
denote a simple graph, where [n] := {1, . . . , n}. Define a graphic arrangement A(Γ)
by
A(Γ) := { {xi − xj = 0} | {i, j} ∈ EΓ } .
A simple graph is chordal if every cycle of length at least 4 has a chord, which is an
edge connecting nonconsecutive vertices of the cycle. Freeness of graphic arrangements
is characterized in terms of graphs as follows.
Theorem 1.2 (Stanley, see [9, Theorem 3.3] for example). A graphic arrangement A(Γ)
is free if and only if Γ if chordal.
A vertex of a simple graph is called simplicial if its neighborhood form a clique.
Theorem 1.3 (Dirac [7, Theorem 1, 2, and 4]). The class of chordal graphs coincides
with the smallest class C of graphs satisfying the following conditions.
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(i) The null graph is belongs to C.
(ii) Suppose that a simple graph Γ has a simplicial vertex v and Γ\v ∈ C. Then Γ ∈ C.
(iii) Let Γ be a simple graph on V = V1∪V2. Suppose that the induced subgraph Γ[V1∩V2]
is complete (including the null graph) and EΓ = EΓ[V1] ∪ EΓ[V2]. If Γ[V1] ∈ C and
Γ[V2] ∈ C, then Γ ∈ C.
Note that every complete graph Kn belongs to C by the condition (i) and (ii), and the
condition (ii) is unified with the condition (iii) for non-complete graphs. Thus a chordal
graph is constructed by by gluing complete graphs.
The purpose of this paper is to generalize the class consisting of chordal graphs in terms
of matroids with conditions described in Theorem 1.3 and associate it with freeness of
hyperplane arrangements. See Oxley [18] for basic terminologies of matroids.
There are some generalizations of chordality for matroids in terms of circuits and
chords (See [21]). These are different from our generalization.
Let L be a geometric lattice. An element X is called modular if
r(X) + r(Y ) = r(X ∧ Y ) + r(X ∨ Y ) for all Y ∈ L,
where r denotes the rank function of L. A flat X of a simple matroid M is called
modular if X is modular in L(M), the lattice of flats of M .
Definition 1.4. A simple matroid M on the ground set E is said to be amodular join
if there exist two proper modular flats E1 and E2 of M such that E = E1 ∪E2. We also
say that M is the modular join over X, denoted M = PX(E1, E2) = PX(M1,M2),
where Mi :=M |Ei for i = 1, 2 and X := E1 ∩ E2.
Remark 1.5. Ziegler [38] introduced a modular join, which is a special case of a gener-
alized parallel connection or a strong join investigated by Brylawski [6] and Lind-
stro¨m [15]. Our definition of a modular join is different from Ziegler’s one. However,
they are equivalent (See [38, Propositioin 3.3] and [6, Proposition 5.10]). In addition,
note that X is modular in M1,M2, and M .
Definition 1.6. A matroidM is called round (or nonsplit) if the ground set is not the
union of two proper flats. A subset S of the ground set of M is round if the restriction
M |S is round.
It is well known that the graphic matroid of a simple graph without isolated vertices
is round if and only if the graph is complete (See [5, Theorem 4.2] for example) and
that any induced subgraph isomorphic to a complete graph corresponds to a modular
flat of a graphic matroid (See [18, Proposition 6.9.11 and below] for example). Our
generalization of chordal graphs is defined as follows.
Definition 1.7. Let ME be the minimal class of simple matroids which satisfies the
following conditions.
(i) The empty matroid is a member of ME .
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(ii) If a simple matroid M has a modular coatom X and M |X ∈ ME , then M ∈ ME .
(iii) Let M be a modular join of M1 and M2 over a round flat. If M1,M2 ∈ ME , then
M ∈ ME .
We say that a simple matroid in ME is modularly extended.
Comparing the conditions in Theorem 1.3 and Definition 1.7, we can prove that a
simple graphic matroid is modularly extended if and only if the associated graph is
chordal.
Recent studies [26] and [29] treat a similar class for signed graphs and their associated
arrangements. Moreover, we will study modularly extended matroids associated with
gain graphs in § 4.
The linear dependence of an arrangement A determines a simple matroid M(A) on
itself. Namely, a subset {H1, . . . ,Hn} ⊆ A is defined to be independent if the codimen-
sion of the intersection H1∩ · · · ∩Hn is equal to n. The main theorem of this paper is as
follows (See Definition 2.12 and 2.13 for the definition of divisional flags and divisional
freeness).
Theorem 1.8. Every modularly extended matroid has a divisional flag. In particular, if
the linear dependence matroid M(A) on an arrangement A is modularly extended, then
A is divisionally free.
A simple matroid is supersolvable if it has a saturated chain consisting of modular
flats, or equivalently it belongs to the minimal class satisfying (i) and (ii) in Definition
1.7. It is known that supersolvable arrangements are inductively free by [12, Theorem
4.2], and hence divisionally free by [1, Theorem 1.6]. Clearly, the class ME contains all
supersolvable matroids. Furthermore, we have the following theorem.
Theorem 1.9. The class ME coincides with the minimal class which contains all su-
persolvable simple matroids and is closed under taking modular joins over round flats.
A graphic arrangement is supersolvable if and only if the corresponding graph is
chordal [24, Proposition 2.8]. Therefore freeness and supersolvability are equivalent in
the class of graphic arrangements.
As Ziegler [38] mentioned, there exists a modular join of supersolvable matroids which
is not supersolvable. Therefore the class ME is strictly larger than the class of super-
solvable matroids.
In order to see an example, let M ∈ ME be a non-supersolvable matroid which is a
modular joinM = PX(M1,M2) of supersolvable matroidsM1 andM2. The rank ofM is
computed by r(M) = r(M1)+r(M2)−r(X) by Brylawsky [6, Propositioin 5.2]. SinceM
is not supersolvable, we have r(Mi) ≤ r(M)− 2 for i ∈ {1, 2} and r(X) ≥ 1. Therefore
r(M) ≤ 2r(M) − 5 and hence r(M) ≥ 5. Actually, there exists a non-supersolvable
matroid in ME whose rank is exactly 5 as follows.
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Example 1.10. Let A1 be an arrangement over R consisting of the following 7 hyper-
planes
{z = 0}, {x1 = 0}, {x2 = 0}, {x1 − z = 0}, {x2 − z = 0}, {x1 − x2 = 0}, {x1 + x2 = 0}.
Then A1 is supersolvable with modular coatom {x1 = x2 = 0}. Let A2 be an isomorphic
copy of A1 and take a modular join of A1 and A2 over {z = 0}, that is, an arrangement
A consisting of the following 13 hyperplanes
{z = 0}, {x1 = 0}, {x2 = 0}, {x1 − z = 0}, {x2 − z = 0}, {x1 − x2 = 0}, {x1 + x2 = 0},
{y1 = 0}, {y2 = 0}, {y1 − z = 0}, {y2 − z = 0}, {y1 − y2 = 0}, {y1 + y2 = 0}.
Then r(A) = 5,M(A) ∈ ME , and by Theorem 1.8, A is divisionally free. The arrange-
ment A is represented by using a signed graph as mentioned in Example 4.12 and we
can conclude that A is not supersolvable.
The organization of this paper is as follows. In §2, we recall basic properties about
simple matroids and geometric lattices, including modularity. In addition, we introduce
divisional atoms and study them for modular joins. In §3, we give a proof of Theorem
1.8. Finally, in §4, we give applications to arrangements corresponding to gain graphs
and arrangements over finite fields.
2 Preliminaries
2.1 Simple matroids and geometric lattices
In order to avoid confusion, we do not use geometrical terminology such as “point” and
“hyperplane” for matroids and we call an element of a matroid an atom and a flat
of corank 1 of a matroid a coatom. This is lattice theoretic terminology due to the
following well-known theorem.
Theorem 2.1 (See [30, p.54 Theorem 2] for example). The correspondence between a
simple matroid and its lattice of flats is a bijection between simple matroids and geometric
lattices.
Thus any properties about simple matroids are translated into properties of geometric
lattices, and vice versa. For example, the contraction and the restriction of matroids are
just intervals in the lattice of flats as follows.
Proposition 2.2 ([18, Proposition 3.3.8]). Let X be a flat of a matroid M . Then
(1) L(M/X) ≃ [X, 1ˆ] = { F ∈ L(M) | X ≤ F }.
(2) L(M |X) ≃ [0ˆ,X] = { F ∈ L(M) | F ≤ X }.
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Note that the contraction of a simple matroid is not simple in general. However, we
can associate the simple matroid si(M) with a matroid M and this operation does not
affect the lattice of flats, that is, L(M) ≃ L(si(M)).
If A be an arrangement and M(A) the simple matroid on A, then for any hyperplane
H ∈ A, we have M(AH) ≃ si(M(A)/H), where AH denotes the restriction defined by
AH := {K ∩H | K ∈ A \ {H} } .
Note that the restriction of an arrangement does not correspond to the restriction
of a matroid but the simplification of the contraction. The restriction of a matroid
corresponds to the localization of an arrangement.
2.2 Characteristic polynomials
Let L be a geometric lattice. The characteristic polynomial χ(L, t) ∈ Z[t] is defined
by
χ(L, t) :=
∑
X∈L
µ(X)tr(1ˆ)−r(X),
where r denotes the rank function of L and µ : L→ Z denotes the one-variable Mo¨bius
function of L defined recursively by
µ(X) :=


1 if X = 0ˆ,
−
∑
Y <X
µ(Y ) otherwise.
The characteristic polynomial of M is defined by χ(M, t) := χ(L(M), t).
The intersection lattice L(A) of a central arrangement A is defined by
L(A) :=
{ ⋂
H∈B
H
∣∣∣∣∣ B ⊆ A
}
with a partial order by reverse inclusion. Note that L(A) is a geometric lattice and
naturally isomorphic to L(M(A)). The characteristic polynomial χ(A, t) ∈ Z[t] is
defined by
χ(A, t) :=
∑
X∈L(A)
µ(X)tdimX .
Since the rank function of L(A) is given by the codimension, χ(A, t) = tℓ−rχ(M(A), t),
where ℓ is the dimension of the ambient space and r is the rank of L(A). When ℓ = r
we say that A is essential. It is well known that there exists an essential arrangement
A0 for every arrangement A such that L(A) = L(A0) and A is free if and only if A0 is
free (See [17] for details).
6
2.3 Modularity
We excerpt some conditions equivalent to modularity from Brylawski [6].
Proposition 2.3 (Brylawski [6, Theorem 3.3]). Let X be an element of a geometric
lattice L. Then the following conditions are equivalent.
(1) X is modular.
(2) For Y ≤ Z in L, Y ∨ (X ∧ Z) = (Y ∨X) ∧ Z.
(3) For all Y ∈ L, [X ∧ Y,X] ≃ [Y,X ∨ Y ].
(4) For any atom e 6≤ X, [0ˆ,X] ≃ [e,X ∨ e] and X ∨ e is modular in [e, 1ˆ].
Theorem 2.4 (Brylawski [6, Theorem 3.11] (The modular short-circuit axiom)). Let
M be a simple matroid on the ground set E and X ⊆ E a nonempty subset. Then X
is a modular flat of M if and only if for every circuit C of M and an atom e ∈ C \X
there exist an atom x ∈ X and a circuit C ′ such that e ∈ C ′ ⊆ {x} ∪ (C \X).
Theorem 2.5 (Brylawski [6, Corollary 3.4]). A coatom X of a simple matroid on E is
modular if and only if for any distinct two atoms e, e′ ∈ E \X there exists e′′ ∈ X such
that {e, e′, e′′} forms a circuit.
We give some properties of modularity required in this article.
Proposition 2.6 (Jambu-Papadima [11, Lemma 1.3 and 1.9]). Let X be a modular
coatom of a simple matroid M on E. Then for any two distinct atoms a, b ∈ E \ X,
there exists unique f(a, b) ∈ X such that a, b, f(a, b) form a circuit. Moreover, for any
three distinct atoms a, b, c ∈ E \X, the atoms f(a, b), f(a, c), f(b, c) form a circuit.
Proposition 2.7 (Brylawski [6, Proposition 3.5]). Let X be a modular flat of a simple
matroid M and Y a modular flat of the restriction M |X, then Y is a modular flat of M .
Proposition 2.8 (Brylawski [6, Proposition 3.6]). Let X and Y be modular flats of a
simple matroid. Then X ∩ Y is a modular flat.
Proposition 2.9 (Probert [21, Corollary 4.2.8]). Every modular flat of a round matroid
is round.
Theorem 2.10 (Stanley [25, Theorem 2]). If X is a modular element of a geometric
lattice L, then χ([0ˆ,X], t) divides χ(L, t).
2.4 Divisionality
The following theorem plays an important role in this article.
Theorem 2.11 (Abe [1, Theorem 1.1 (Division theorem)]). An arrangement A is free
if there exists H ∈ A such that AH is free and χ(AH , t) divides χ(A, t).
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Theorem 2.11 leads to the concepts of a divisional flag, which is originally defined for
arrangements. However, we define it for simple matroids as follows.
Definition 2.12. A divisional flag of a simple matroid M of rank n is a sequence of
flats
∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xn = E
such that r(Xi) = i for i ∈ {0, . . . , n} and χ(M/Xi+1, t) | χ(M/Xi, t) for i ∈ {0, . . . , n−
1}.
Note that since χ(M/Xn, t) = 1 and χ(M/Xn−1, t) = t − 1 in the definition, the
conditions χ(M/Xn, t) | χ(M/Xn−1, t) and χ(M/Xn−1, t) | χ(M/Xn−2, t) are always
satisfied.
Definition 2.13. An arrangement called divisionally free if the matroid M(A) has a
divisional flag.
Note that, by Theorem 2.11, every divisionally free arrangement is free. In order to
find a divisional flag, define a divisional atom as follows.
Definition 2.14. An atom e of a simple matroid M is called divisional if χ(M/e, t)
divides χ(M, t).
Proposition 2.15. A nonempty simple matroid M has a divisional flag if and only if
there exists a divisional atom e such that si(M/e) has a divisional flag.
Proof. Suppose that M has a divisional flag ∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xn = E. Then
e := X1 is a divisional atom and the images of X1, . . . ,Xn under the isomorphism
[e, 1ˆ] ≃ L(si(M/e)) given by Proposition 2.2(1) form a divisional flag of si(M/e). The
converse holds by a similar argument.
Abe [2, Proposition 5] proved that every supersolvable arrangement is divisionally free
by constructing a divisional flag from a saturated chain of modular flats. The following
lemma is a generalization for simple matroids.
Lemma 2.16. Let M be a simple matroid on the ground set E and X a modular coatom
of M . Then every atom e ∈ E \ X is divisional and si(M/e) ≃ M |X. In particular,
every supersolvable matroid has a divisional flag.
Proof. Take an atom e ∈ E \X, and e is a complement of X, that is, X ∧ e = 0ˆ and
X∨e = 1ˆ. By Proposition 2.3(3), we have [0ˆ,X] ≃ [e, 1ˆ], which impliesM |X ≃ si(M/e).
Moreover, by Theorem 2.10, the characteristic polynomial χ(M/e, t) = χ(si(M/e), t) =
χ(M |X, t) = χ([0ˆ,X], t) divides χ(M, t) and hence e is divisional.
When M is supersolvable, si(M/e) is supersolvable. Therefore M has a divisional flag
by induction and Proposition 2.15.
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2.5 Modular joins
We review some properties of modular joins and will show a relation between modular
joins and divisional atoms.
Proposition 2.17 (see also Ziegler [38, Lemma 3.10]). Let X be a minimal flat of a
simple matroid M such that M is a modular join M = PX(M1,M2) over X. If M1 has
a modular coatom, then M1 has a divisional atom not belonging to X.
Proof. Let Z ⊆ E1 be a modular coatom of M1, where E1 denotes the ground set of
M1. By Lemma 2.16, every element in E1 \ Z is a divisional atom of M1. Assume that
E1 \ Z ⊆ X. Then Z ∩ X ( X and M is a modular join M = PZ∩X(M |Z,M2) over
Z ∩X, which is a contradiction to the minimality of X. Hence E1 \ Z 6⊆ X and every
element E1 \ (Z ∪X) is a desired atom.
Theorem 2.18 (Brylawski [6, Theorem 7.8]). Let M = PX(M1,M2) be a modular join.
Then
χ(M, t) =
χ(M1, t)χ(M2, t)
χ(M |X, t)
.
The following proposition is essentially due to Brylawski for generalized parallel con-
nections. However, since we treat the special case of modular joins, we give a proof of
the proposition below.
Proposition 2.19 (Brylawski [6, Theorem 5.11.4]). Let M be a modular join M =
PX(M1,M2) and e an atom of M1 not belonging to X. Then si(M/e) is isomorphic to
a modular join of si(M1/e) and M2, and
χ(si(M/e), t) =
χ(si(M1/e), t)χ(M2, t)
χ(M |X, t)
.
Proof. Let E1 and E2 be the ground sets of M1 and M2, which are modular flats of M .
Take an atom e ∈ E1 \X. The matroid si(M/e) corresponds the interval [e, 1ˆ] of L(M)
under the correspondence mentioned in Proposition 2.1. Note that E1 is modular in
[e, 1ˆ] by Proposition 2.3(2) and E2 ∨ e is modular in [e, 1ˆ] by Proposition 2.3(4).
The atoms of si(M/e) are identified with the atoms of the interval [e, 1ˆ]. These atoms
coincide with { e ∨ e′ | e′ ∈ E \ {e} }, where E = E1 ∪ E2 denotes the ground set of
M . If e′ ∈ E1, then e ∨ e
′ ≤ E1. Suppose that e
′ ∈ E2. Then e ∨ e
′ ≤ e ∨ E2.
Thus si(M/e) is a modular join of matroids corresponding to [e,E1] and [e,E2 ∨ e].
The matroid corresponding to [e,E1] is isomorphic to si(M1/e). By Proposition 2.3(3),
[e,E2 ∨ e] ≃ [0ˆ, E2]. Hence the matroid corresponding to [e,E2 ∨ e] is isomorphic to M2.
Thus si(M/e) is isomorphic to a modular join of si(M1/e) and M2.
By Proposition 2.3(2), E1 ∧ (E2 ∨ e) = (E1 ∧ E2) ∨ e = X ∨ e. Using Theorem 2.18
and Proposition 2.3(3), we have
χ(si(M/e), t) =
χ([e,E1], t)χ([e,E2 ∨ e], t)
χ([e,X ∨ e]), t
=
χ([e,E1], t)χ([0ˆ, E2], t)
χ([0ˆ,X]), t
=
χ(si(M1/e), t)χ(M2, t)
χ(M |X, t)
.
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Lemma 2.20. Let M be a modular join M = PX(M1,M2). Every divisional atom of
M1 not belonging to X is a divisional atom of M .
Proof. Let e be a divisional atom of M1 such that e 6∈ X. Then there exists an integer
a such that χ(M1, t) = (t− a)χ(si(M1/e), t). Using Proposition 2.19, we have
χ(M, t) =
χ(M1, t)χ(M2, t)
χ(M |X, t)
=
(t− a)χ(si(M1/e), t)χ(M2, t)
χ(M |X, t)
= (t− a)χ(si(M/e), t).
Thus e is a divisional atom of M .
3 Proof of main theorems
3.1 Proof of Theorem 1.8
Lemma 3.1. The class ME is closed under taking restrictions to modular flats.
Proof. Let M ∈ ME and X a modular flat of M . We proceed by induction on the rank
of M . The case r(M) = 0 is trivial. Hence we suppose that r(M) ≥ 1.
First assume that M has a modular coatom Z such that M |Z ∈ ME . If X ⊆ Z, then
X is a modular flat of M |Z. By the induction hypothesis, M |X = (M |Z)|X ∈ ME .
Assume X 6⊆ Z. Then X ∨ Z = E, the ground set of M . By Proposition 2.8, X ∩ Z is
a modular flat of M and hence M |Z. By the induction hypothesis, M |(X ∩ Z) ∈ ME .
Moreover, by the modularity,
r(X)− r(X ∩ Z) = r(X ∨ Z)− r(Z) = r(E)− r(Z) = 1.
Therefore X ∩ Z is a modular coatom of M |X and hence M |X ∈ ME .
Next we suppose that M is a modular join M = PY (E1, E2) over a round flat Y with
M |Ei ∈ ME for i = 1, 2. If X ⊆ Ei for some i, then M |X = (M |Ei)|X ∈ ME by
the induction hypothesis. Otherwise, Xi := X ∩ Ei 6= ∅ is a proper subset of X and
M |Xi = (M |Ei)|Xi ∈ ME by the induction hypothesis for i = 1, 2. Since both X1 and
X2 are modular by Proposition 2.8 and X = X1 ∪X2, it follows that M |X is a modular
join of M |X1 and M |X2. Moreover X1 ∩ X2 = X ∩ Y is round by Proposition 2.9.
Therefore M |X ∈ ME .
Theorem 3.2. Every nonempty simple matroid M ∈ ME has a divisional atom e such
that si(M/e) ∈ ME.
Proof. We will proof the following claims by induction on the rank of M .
(i) If M has a modular coatom, then there exists a divisional atom e such that
si(M/e) ∈ ME .
(ii) If X is a minimal round flat of M such that M is a modular join M = PX(E1, E2).
Then, for each i = 1, 2, there exists a divisional atom ei ∈ Ei \ X such that
si(M/ei) ∈ ME .
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First suppose that r(M) = 1, that is, the ground set of M is a singleton. Then only
the case (i) occurs and the atom of M satisfies the assertion.
Now suppose that r(M) ≥ 2. IfM has a modular coatom X, then every atom e ∈ E\X
is divisional and si(M/e) ≃ M |X ∈ ME by Lemma 2.16 and 3.1. Thus the assertion
holds.
Next we suppose that M is a modular join. We assume that X is a minimal round
flat of M such that M = PX(M1,M2). Since every modular flat in X is also round by
Proposition 2.9, X is a minimal flat such that M is a modular join over X.
We will show thatM1 has a divisional atom e1 not belonging toX such that si(M1/e1) ∈
ME . Note that M1 is a member of ME by Lemma 3.1. Assume that M1 has a modular
coatom. Then, by Proposition 2.17, M1 has a divisional atom not belonging to X such
that si(M1/e1) ∈ ME . . Hence we may assume that M1 has a minimal round flat Y
such that M1 is a modular join M1 = PY (F,F
′). Since X is round, we have F ⊇ X or
F ′ ⊇ X. Without loss of generality, we may assume that F ′ ⊇ X. By the induction
hypothesis, M1 has a divisional atom e1 ∈ F \ Y such that si(M1/e1) ∈ ME . . Assume
that e1 ∈ X. Then e1 ∈ F
′ and hence e1 ∈ F ∩F
′ = Y , which contradicts e1 6∈ Y . Thus
M1 has a divisional atom e1 not belonging to X such that si(M1/e1) ∈ ME . .
By Lemma 2.20, e1 is a divisional atom ofM . Moreover, by Proposition 2.19, si(M/e1)
is isomorphic to a modular join of si(M1/e1) and M2, and hence si(M/e1) ∈ ME .
Proof of Theorem 1.8. Use Theorem 3.2 and Proposition 2.15.
3.2 Proof of Theorem 1.9
Lemma 3.3. Let X be a modular coatom of a simple matroid M on E such that M |X is
a modular join M |X = PY (F1, F2). Then M is a modular join PY (F
′
1, F2) or PY (F1, F
′
2),
where F ′i is some flat of M such that Fi is a modular coatom of M |F
′
i for each i.
Proof. Recall that, for e, e′ ∈ E \ X, f(e, e′) denotes a unique element in X such that
e, e′, f(e, e′) form a circuit (See Proposition 2.6). Assume that there exist three distinct
atoms a, b, c ∈ E \X such that f(a, b) ∈ F1 \ F2 and f(a, c) ∈ F2 \ F1. By Proposition
2.6, the atoms f(a, b), f(a, c), f(b, c) form a circuit. Therefore if f(b, c) ∈ F1, then
f(a, c) ∈ F1, and if f(b, c) ∈ F2, then f(a, b) ∈ F2. The both cases contradict the
assumption. Hence without loss of generality, we may assume that f(a, b) ∈ F1 for any
two distinct two atoms a, b ∈ E \X. Let F ′1 := (E \X) ∪ F1.
Now we will show that M = PY (F
′
1, F2). Clearly, F
′
1 ∩ F2 = F1 ∩ F2 = Y . Hence it is
satisfied to show that the subset F ′1 is a modular flat of M . We will prove it by using
Theorem 2.4. Let C be a circuit of M and take an atom e ∈ C \ F ′1. We will construct
a desired circuit by induction on m := |C ∩ (E \X)|.
First, consider the case m = 0. By modularity of F1, we have an atom x ∈ F1 ⊆ F
′
1
and a circuit C ′ such that e ∈ C ′ ⊆ {x} ∪ (C \ F1) = {x} ∪ (C \ F
′
1), which is a desired
circuit.
Second, suppose that m = 1. Let C ∩ (E \X) = {a}. Since C \ {a} ⊆ X and C is a
circuit, we have a ∈ clM (X) = X, which is a contradiction. Hence the case m = 1 does
not occur.
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Finally, assume that m ≥ 2. Let a, b ∈ C ∩ (E \X) be distinct atoms. By Proposition
2.6, T := {a, b, f(a, b)} is a circuit. Using the strong circuit elimination axiom (See [18,
Proposition 1.4.12] for example), we obtain a circuit C1 such that e ∈ C1 ⊆ (C∪T )\{a} =
(C \ {a}) ∪ {f(a, b)}. Note that C1 \ F
′
1 ⊆ C \ F
′
1 since f(a, b) ∈ F1. Furthermore, the
circuit C1 satisfies |C1∩(E\X)| ≤ m−1. Therefore, by the induction hypothesis, we have
an atom x ∈ F ′1 and a circuit C
′ such that e ∈ C ′ ⊆ {x}∪(C1\F
′
1) ⊆ {x}∪(C\F
′
1), which
is a desired circuit. Thus F ′1 is a modular flat and hence M = PY (F
′
1, F2). Moreover F1
is a modular flat of M |F ′1 by Theorem 2.5.
Proof of Theorem 1.9. It suffices to show that every non-supersolvable matroid M ∈
ME is a modular join M = PY (M
′
1,M
′
2) over a round flat Y such that M
′
1,M
′
2 ∈ ME .
We proceed by induction on the rank r(M). If r(M) ≤ 2, then M is supersolvable and
we have nothing to prove. Assume that r(M) ≥ 3.
We may assume that M has a modular coatom X such that M |X ∈ ME . If M |X is
supersolvable, then so isM , which is a contradiction. ThereforeM |X is not supersolvable
and, by induction, there are simple matroids M1,M2 ∈ ME and a round flat Y such
that M |X = PY (M1,M2). By Lemma 3.3, M is also a modular join M = PY (M
′
1,M
′
2)
with M ′1,M
′
2 ∈ ME .
4 Applications
4.1 Arrangements associated with gain graphs
Gain graphs yield two important classes of arrangements. One includes the Weyl ar-
rangements of type A,B, and D and the other includes the Catalan, Shi, and Linial
arrangements. In this subsection, we study modularly extended matroids associated
with gain graphs.
4.1.1 Basic notions
A gain graph is a tuple Γ = (VΓ, EΓ, LΓ, GΓ), where
• VΓ is a finite set.
• LΓ is a subset of VΓ.
• GΓ is a group.
• EΓ is a finite subset of { (u, v, g) ∈ VΓ × VΓ ×GΓ | u 6= v } divided by the equiva-
lence relation ∼ generated by (u, v, g) ∼ (v, u, g−1).
Let {u, v}g denote the equivalence class containing (u, v, g) and hence {u, v}g = {v, u}g−1 .
Elements of VΓ, EΓ, and LΓ are called vertices, edges, and loops of the gain graph Γ
respectively and GΓ is called the gain group of Γ. We quite simplify the notion of gain
graphs. See Zaslavsky [33] for a general treatment. Note that every simple graph can
be regarded as a loopless gain graph over the trivial group.
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A cycle of a gain graph Γ a loop or a subset of EΓ consisting of edges
{v1, v2}g1 , {v2, v3}g2 , . . . , {vm−1, vm}gm−1 , {vm, v1}gm
with distinct vertices v1, . . . , vm (m ≥ 2), where {v1, v2}g1 6= {v2, v1}g2 if m = 2. The
cycle above is said to be balanced if g1g2 · · · gm = 1. Note that whether or not the
value equals the identity is independent of indexing the vertices of the cycle and hence
being balanced is well-defined. Every loop is defined to be unbalanced.
A subset S ⊆ EΓ ⊔ LΓ is called balanced if every cycle in S is balanced (and hence
S has no loops). The set S is said to be contrabalanced if S has no balanced cycles.
Moreover, S is called balance-closed if
{ e ∈ EΓ \ S | there exists a balanced cycle C such that e ∈ C ⊆ S ∪ {e} } = ∅.
A path on distinct vertices v1, . . . , vm (m ≥ 1) is a subset of EΓ consisting of edges
{v1, v2}g1 , {v2, v3}g2 , . . . , {vm−1, vm}gm−1 .
A tight handcuff is the union of two cycles C1 and C2 such that C1 and C2 have just
one common vertex. A loose handcuff is the union of two cycles C1 and C2, and a
path P from v1 to v2 of positive length such that P and Ci meet only at vi and the
cycles C1 and C2 does not share vertices. A handcuff is a tight or loose handcuff. A
theta is the union of three paths meeting only at their endvertices.
Suppose that G is a finite group. Let KGn denote the loopless gain graph on the vertex
set [n] = {1, . . . , n} with gain group G and edges
{ {i, j}g | i, j ∈ [n] with i 6= j and g ∈ G }
and let K˚Gn denote the gain graph K
G
n together with all possible loops. Note that both
of KG0 and K˚
G
0 mean the null graph.
A gain graph is connected if there exists a path between every pair of vertices of
the graph. If a gain graph is disconnected, then it is decomposed into the connected
components in a usual manner. A connected component of a subset S ⊆ EΓ ⊔ LΓ is a
connected component of the gain graph (VΓ, S ∩ EΓ, S ∩ LΓ, GΓ).
Let W ⊆ VΓ. A subgraph induced by W is a gain graph Γ[W ] = (W,EΓ[W ],W ∩
LΓ, GΓ), where EΓ[W ] := { {u, v}g ∈ EΓ | u, v ∈W }. An induced subgraph of Γ is a
subgraph induced by some subset of VΓ. Moreover, Γ \ v := Γ[VΓ \ {v}].
4.1.2 Frame matroids and the associated arrangements
Theorem 4.1 (Zaslavsky [34, Theorem 2.1]). Let Γ be a gain graph. Then the following
conditions define the same matroid on EΓ ⊔ LΓ.
(a) A subset of EΓ ⊔ LΓ is independent if and only if every connected component of it
has no balanced cycles and at most one unbalanced cycle.
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(b) A subset of EΓ⊔LΓ is a circuit if and only if it is a balanced cycle, a contrabalanced
handcuff, or a contrabalanced theta.
We call the matroid the frame matroid of Γ, denoted by M×(Γ).
The frame matroid M×(K˚
G
n ) is known as The Dowling geometry Qn(G) introduced
by Dowling [8]. When n ≥ 3, the Dowling geometry Qn(G) is representable over a field
K if and only if G is isomorphic to a subgroup of K× [8, Theorem 9].
When Γ is a gain graph on [n] whose gain group G is a subgroup of the multiplicative
group K× of a field K, we may associate Γ with an arrangement A×(Γ) in K
n defined
by the following.
A×(Γ) := { {xi − gxj = 0} | {i, j}g ∈ EΓ } ∪ { {xi = 0} | i ∈ LΓ } .
Example 4.2. When G = {1} ⊆ K×, the arrangement A×(Γ) is the graphic arrange-
ment. Especially, A×(K
{1}
n ) is the braid arrangement, also known as the Weyl ar-
rangement of type An−1. If G = {±1} ⊆ R
×, then the arrangements A×(K˚
{±1}
n ) and
A×(K
{±1}
n ) are known as the Weyl arrangements of type Bn and Dn. More specifically,
A×(K
{1}
n ) = { {xi − xj = 0} | 1 ≤ i < j ≤ n } ,
A×(K˚
{±1}
n ) = { {xi ± xj = 0} | 1 ≤ i < j ≤ n } ∪ { {xi = 0} | 1 ≤ i ≤ n } ,
A×(K
{±1}
n ) = { {xi ± xj = 0} | 1 ≤ i < j ≤ n } .
Theorem 4.3 (Zaslavsky [36, Theorem 2.1 (a)]). The linear dependence matroid on
A×(Γ) is isomorphic to the frame matroid M×(Γ).
Note that if Γ is a simple graph, then M×(Γ) and A×(Γ) coincide with the graphic
matroid and arrangement. Moreover, recall that the graphic matroids associated with
complete graphs are round. Here we have a generalization for frame matroids.
Proposition 4.4. Suppose that G is a finite group. Then the frame matroids M×(K
G
n )
and M×(K˚
G
n ) are round except for M×(K
{±1}
2 ).
Proof. First we prove that M×(K
G
n ) is round except for M×(K
{±1}
2 ). Let E be the
ground set of M×(K
G
n ) and suppose that E = F1 ∪ F2.
Now consider the case n = 2. If |G| = 1, then M×(K
G
2 ) is trivially round. Assume
that |G| ≥ 3. Then we may suppose that |F1| ≥ 2. Since every contrabalanced handcuff
is a circuit by Theorem 4.1(b), we have F1 = E and hence M×(K
G
2 ) is round.
Suppose that n ≥ 3. Define a relation ∼ on the vertex set KGn by u ∼ v if u = v or
there exists an edge in F1 connecting u and v. Since every balanced triangle is a circuit
by Theorem 4.1(b), the relation ∼ is an equivalence relation. Assume that there exist
two or more distinct equivalence classes. Consider the equivalence relation ≈ among
vertices defined by u ≈ v if u = v or there exists an edge in F2 between u and v. If
u 6∼ v, then u ≈ v since E = F1 ∪F2. When u ∼ v, take a vertex w such that u 6∼ w and
v 6∼ w. Then u ≈ w and v ≈ w. Therefore u ≈ v. Namely, all vertices are equivalent
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under the relation ≈. Hence without loss of generality we may assume that every two
distinct vertices are connected by an edge in F1.
If |G| = 1, then F1 = E and hence M×(K
G
2 ) is round. Therefore we assume |G| ≥ 2.
Suppose there exists a pair of vertices such that there exist two different edges in F1
connecting them. Since a contrabalanced theta and a contrabalanced tight handcuff
are circuits by Theorem 4.1(b), we have F1 = E and M×(K
G
2 ) is round. Hence we may
assume that there exist no such pairs, that is, there exists exactly one edge in F1 between
each pair of vertices.
If |G| ≥ 3, then F2 has at least two edges between every pair of vertices, which implies
F2 = E. Therefore M×(K
G
2 ) is round. Hence we may assume that |G| = 2. Focus on a
triangle in F1. If the triangle is unbalanced, then there exists another edge in F1 such
that it forms a balanced triangle with two edges in the triangle since every balanced
triangle is a circuit. Therefore F1 has a pair of vertices such that there exist at least two
edges between them, which contradicts to the assumption of F1. Therefore the triangle
is balanced and hence F2 has an unbalanced triangle. By the same argument, F2 has a
pair of vertices such that there exist at least two edges between them. This implies that
F2 = E. Thus M×(K
G
2 ) is round.
Next, we prove that M×(K˚
G
n ) is round. Let S be the subset of the ground set E
of M := M×(K˚
G
n ) corresponding to the subgraph K˚
{1}
n . Then M |S = M×(K˚
{1}
n ) ≃
M(Kn+1), which is round. Every edge {i, j}g of K˚
G
n forms a contrabalanced handcuff
with the loops attached to the endvertices i and j. Since a contrabalanced handcuff is
a circuit by Theorem 4.1(b), we have clM (S) = E. The assertion holds by the following
proposition.
Proposition 4.5 (Kung [14, Lemma 4.1], Probert [21, Lemma 4.2.7]). Let S be a subset
of the ground set of a matroid M . If S is round, then clM (S) is round.
Example 4.6. The matroids onWeyl arrangementsA×(K
{1}
n ) of typeAn−1 andA×(K˚
{±1}
n )
of type Bn are round. The matroid on Weyl arrangement A×(K
{±1}
n ) of type Dn (n ≥ 4)
is also round.
In the case of simple graphs, recall that a subgraph isomorphic to a complete graph
corresponds to a modular flat. Here is a generalization for frame matroids.
Proposition 4.7. Let Γ be a gain graph with a finite gain group G. Suppose that Γ
has an induced subgraph isomorphic to K˚Gn . Then the corresponding flat of M×(Γ) is
modular.
Proof. Let X denote the corresponding flat. We will prove modularity of X by using
Theorem 2.4. Let C be a circuit and take an atom e ∈ C \ X. Suppose that S is the
connected component of C \X containing e. We may assume that C ∩ X 6= ∅. Then
S is an independent set. By Theorem 4.1(a), S has no balanced cycles and at most
one unbalanced cycle. Moreover S has at least one vertex of the subgraph K˚Gn since
C ∩X 6= ∅.
First, assume that S has an unbalanced cycle containing e (including the case e itself
is a loop). Then the unbalanced cycle and the loop x ∈ X of a vertex belonging to both
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Figure 1: The flat corresponding to KG2 is not modular
S and K˚Gn with the path connecting them form a handcuff C
′, which is a desired circuit
since e ∈ C ′ ⊆ {x} ∪ S ⊆ {x} ∪ (C \X).
Second, suppose that S has an unbalanced cycle not containing e. If we delete the
unbalanced cycle, then the remaining graph is a forest. Hence we can obtain a path
which contains e and connects the unbalanced cycle and a leaf. The leaf is a vertex of
the subgraph K˚Gn since every circuit has no leaves by Theorem 4.1(b). Then the loop
x ∈ X of the leaf and the unbalanced cycle with the path form a handcuff, which is a
desired circuit.
Finally, consider the case S has no unbalanced cycle. In this case, S is a tree. Therefore
we can obtain a path which contains e and connecting leaves of S. This path contains
at least 3 vertices since e 6= X. The endvertices of the path belong to the subgraph K˚Gn .
We can choose x ∈ X between the endvertices such that x and the path form a balanced
cycle, which is a desired circuit and hence we can conclude X is modular.
Remark 4.8. Contrary to Proposition 4.7, KGn (|G| ≥ 2) may yield a non-modular
flat. For example, see Figure 1. The edges between the middle and right vertices denote
the flat corresponding to KG2 . Choose two edges in it and consider the contrabalanced
loose handcuff formed with the loop and the edge between the left and middle vertices,
which is a circuit by Theorem 4.1(b). Using Theorem 2.4, we can conclude that the flat
corresponding to KG2 is not modular. In a similar way, we can construct a frame matroid
in which the flat corresponding to KGn (n ≥ 3) is not modular.
Next, we introduce bias-simplicial vertices, which is a generalization of simplicial ver-
tices of simple graphs.
Definition 4.9. A vertex v in a gain graph Γ is called bias simplicial if the following
conditions hold.
(i) If {u, v}g, {v,w}h ∈ EΓ, then {u,w}gh ∈ EΓ.
(ii) If {u, v}g, {u, v}h ∈ EΓ, and g 6= h, then u ∈ LΓ.
(iii) If {u, v}g ∈ EΓ and v ∈ LΓ, then u ∈ LΓ.
Zaslavsky [35, Theorem 2.1] characterized modular coatoms of frame matroids. The
following theorem is an excerpt. (Note that one type of modular coatom is missing in
the classification. See Koban [13, Theorem 2.1′] for the complete classification.)
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Theorem 4.10 (Zaslavsky [35, Theorem 2.1(1)]). Let Γ be a gain graph and v a bias-
simplicial vertex. Then the flat of M×(Γ) corresponding to the induced subgraph Γ \ v is
modular.
One can show that the frame matroid M×(K˚
G
n ) is supersolvable for any finite group
G by Theorem 4.10.
Zaslavsky [35, Theorem 2.2] characterized supersolvability of frame matroids as the
minimal class of gain graphs which satisfies the conditions (i) - (v) in the following
theorem and is closed under taking disjoint unions. We can replace disjoint unions with
modular joins for modular extendedness (condition (vi)).
Theorem 4.11. Let G be a finite subgroup of the multiplicative group of a field K and
CG× the minimal class of gain graphs with gain group G which satisfies the following
conditions.
(i) The null graph is a member of CG× .
(ii) KG2 ∈ C
G
× .
(iii) If {±1} ⊆ G, then K
{±1}
3 ∈ C
G
× .
(iv) If {±1} ⊆ G, then every connected loopless gain graph Γ over {±1} such that the
positive edges form a chordal graph, the negative edges form a star {u, v1}−1, . . . , {u, vr}−1,
and v1, . . . , vr form a clique consisting of positive edges is a member of C
G
× .
(v) If Γ has a bias-simplicial vertex v and Γ \ v ∈ CG× .
(vi) If there exists a decomposition VΓ = V1 ∪ V2 such that Γ[V1],Γ[V2] ∈ C
G
× , EΓ =
EΓ[V1] ∪ EΓ[V2], and Γ[V1 ∩ V2] ≃ K˚
G
n for some n ≥ 0, then Γ ∈ C
G
× .
Then for every Γ ∈ CG× the corresponding arrangement A×(Γ) is divisionally free.
Proof. By Proposition 4.4, Proposition 4.7, and Theorem 4.10, the frame matroidM×(Γ)
is modularly extended. By Theorem 1.8 and Theorem 4.3 we can conclude that A×(Γ)
is divisionally free.
Example 4.12. Let ⊲⊳ be a signed graph described in Figure 2, where a signed graph
is a gain graph with gain group {±1}. Let ⊲˚⊳ denote the signed graph ⊲⊳ with the
loops attached to every vertex. Then ⊲˚⊳ ∈ C
{±1}
× and the arrangement A×(⊲˚⊳) is the
arrangement A in Example 1.10, that is, an arrangement consisting of the following
hyperplanes
{z = 0}, {x1 = 0}, {x2 = 0}, {x1 − z = 0}, {x2 − z = 0}, {x1 − x2 = 0}, {x1 + x2 = 0},
{y1 = 0}, {y2 = 0}, {y1 − z = 0}, {y2 − z = 0}, {y1 − y2 = 0}, {y1 + y2 = 0}.
The signed graph ⊲˚⊳ is not of type (i) - (iv) in Theorem 4.11. Moreover, ⊲˚⊳ has no
bias-simplicial vertex. Therefore A×(⊲˚⊳) is not supersolvable but divisionally free.
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Figure 2: The signed graph ⊲⊳ (Dashed line segments denote negative edges)
Remark 4.13. Since K
{1}
n , K˚
{±1}
n ∈ C
{±1}
× , the Weyl arrangements of type An−1 and
Bn are divisionally free (actually these are supersolvable). If n ≥ 4, then K
{±1}
n 6∈ C
{±1}
×
since K
{±1}
n has no bias-simplicial vertices and is not of type (vi) in Theorem 4.11.
However, it is well known that every Weyl arrangement is free by Saito [22, 23], including
the Weyl arrangement A×(K
{±1}
n ) of type Dn.
4.1.3 Extended lift matroids and associated arrangements
Theorem 4.14 (Zaslavsky [34, Theorem 3.1]). Let Γ be a loopless gain graph. Then the
following conditions define the same matroid on EΓ ⊔ {∞}.
(a) A subset of EΓ⊔{∞} is independent if and only if has no balanced cycle and contains
at most either ∞ or one unbalanced cycle.
(b) A subset of EΓ⊔{∞} is a circuit if and only if it is a balanced cycle, a contrabalanced
tight handcuff, a contrabalanced theta, the union of two vertex-disjoint unbalanced
cycles, or the union of {∞} and an unbalanced cycle.
(c) A subset X ∈ EΓ ⊔ {∞} is a flat if and only if X satisfies the one of the following
conditions.
(i) X 6∋ ∞ and X is balanced and balance-closed.
(ii) X ∋ ∞ and X \ {∞} is the union of the edge sets of the induced subgraphs
Γ[W1], . . . ,Γ[Wr], where W1, . . . ,Wr are mutually disjoint subsets of VΓ.
We call the matroid the extended lift matroid of Γ, denoted M+(Γ).
When Γ is a loopless gain graph on [n] whose gain group is a subgroup of the additive
group K+ of a field K, we may associate Γ with an arrangement A+(Γ) in K
n+1 defined
by the following.
A+(Γ) := { {z = 0} } ∪ { {xi − xj = gz} | {i, j}g ∈ EΓ } ,
where z, x1, . . . , xn denote the coordinate of K
n+1. This arrangement is the cone over
the affine arrangement consisting of hyperplanes corresponding to edges of Γ and the
element ∞ corresponds to the hyperplane at infinity {z = 0}.
Remark 4.15. Consider gain graphs with gain group Z. For a positive integer a, the
arrangements A+(Γ) with edge sets
{ {i, j}g | 1 ≤ i < j ≤ n, g ∈ {−a,−a+ 1 . . . , a} } ,
{ {i, j}g | 1 ≤ i < j ≤ n, g ∈ {−a+ 1,−a+ 2, . . . , a} } ,
{ {i, j}g | 1 ≤ i < j ≤ n, g ∈ {−a+ 2,−a+ 3, . . . , a} } ,
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are the cones of the extended Catalan, Shi, and Linial arrangements. The cones of the
extended Catalan and Shi arrangements are known to be free [10, 3, 31]. Postnikov
and Stanley [20] computed the characteristic polynomials of the deformations of Weyl
arrangement of type A, including these arrangements. Moreover, all roots of the char-
acteristic polynomial of the extended Linial arrangement have real part (2a− 1)n/2 [20,
Theorem 9.12]. Combining Terao’s factorization theorem [27], we have that if n = 3,
then the cone over the extended Linial arrangement is not free and thus every cone over
the extended Linial arrangement is not free since it contains the extended Linial arrange-
ment of dimension 3 as a localization (see, for example [17, Theorem 4.37]). Recently,
Nakashima and the author [16] give explicit formulas for the number of flats of extended
Catalan and Shi arrangements with theory of gain graphs and combinatorial species.
Theorem 4.16 (Zaslavsky [36, Theorem 3.1 (a)]). The linear dependence matroid on
A+(Γ) is isomorphic to the extended lift matroid M+(Γ).
Note that if Γ is a simple graph, then M+(Γ) and A+(Γ) are the graphic matroid and
arrangement with an extra element independent from the other elements. Recall again
that a subgraph isomorphic to a complete graph yields a round and modular flat. The
following propositions are generalizations for extended lift matroids.
Proposition 4.17. Suppose that G is a non-trivial finite group. Then the extended lift
matroid M+(K
G
n ) is round.
Proof. When n = 1, the assertion is trivial since M+(K
G
1 ) = {∞}. Hence we suppose
that n ≥ 2 and assume that there exist two proper flats X and Y such that X ∪ Y =
EΓ ⊔ {∞}. We may assume that X ∋ ∞. Then there exist mutually disjoint subset
W1, . . . ,Wr of VΓ such thatX\{∞} is the union of the edge sets of the induced subgraphs
Γ[W1], . . . ,Γ[Wr] by Theorem 4.14 (c). Note that r ≥ 2 since X is a proper flat.
If Y 6∋ ∞, then Y is balanced by Theorem 4.14 (c). However, Y must contain all
edges between a vertex in W1 and a vertex in W2, and hence Y is unbalanced since the
gain group G is non-trivial, which is a contradiction.
Now suppose that Y ∋ ∞. Let Z be the flat consisting of the edges of the subgraph
K
{1}
n . Then we have Z = (X∩Z)∪(Y ∩Z). This contradicts the roundness of the graphic
matroid of the complete graph. Hence we can conclude that the assertion holds.
Proposition 4.18. Let Γ be a loopless gain graph with a finite gain group G. Suppose
that G has an induced subgraph isomorphic to KGn . Then the corresponding flat ofM+(Γ)
is modular.
Proof. Let X denote the corresponding flat and we show X is modular by using Theorem
2.4. Let C be a circuit and e ∈ C \X. We may assume that C∩X 6= ∅. Then C \X 6∋ ∞
and it is independent has no balanced cycle and contains at most one unbalanced cycle
by Theorem 4.14 (a).
Assume that C \X has an unbalanced cycle containing e. Then the unbalanced cycle
and ∞ form a circuit by Theorem 4.14 (b), which is a desired circuit.
19
Now suppose that there exists no unbalanced cycle containing e. By Theorem 4.14 (b),
there exists a cycle in C containing e. Therefore we can find a path in C \X containing
e whose endvertices belong to the subgraph KGn Choose a suitable edge between the
endvertices, and we obtain a balanced cycle, which is a desired circuit. Thus we can
conclude that the assertion holds true.
We introduce link-simplicial vertices which are another generalization of simplicial
vertices of simple graphs and are fit to loopless gain graphs and extended lift matroids.
Definition 4.19. A vertex v in a loopless gain graph Γ is called link simplicial if the
following condition holds.
• If {u, v}g , {v,w}h ∈ EΓ, then {u,w}gh ∈ EΓ.
Zaslavsky characterized modular coatoms of extended lift matroids. We excerpt from
the theorem.
Theorem 4.20 (Zaslavsky [35, Theorem 3.1]). Let Γ be a loopless gain graph and v
a link-simplicial vertex. Then the flat of M+(Γ) corresponding to the induced subgraph
Γ \ {v} is modular.
From this theorem, one can show that the extended lift matroid M+(K
G
n ) is super-
solvable for any finite group G.
Zaslavsky [35, Theorem 3.2] also characterized supersolvability of extended lift ma-
troids as the minimal class satisfying the conditions (i) and (ii) in the following theorem.
We can consider the additional condition (iii) for modular extendedness.
Theorem 4.21. Let G be a finite subgroup of the additive group of a field K and CG+
the minimal class of loopless gain graphs with gain group G which satisfies the following
conditions.
(i) The null graph is a member of CG+ .
(ii) If Γ has a link-simplicial vertex v and Γ \ v ∈ CG+ , then Γ ∈ C
G
+ .
(iii) If there exists a decomposition VΓ = V1 ∪ V2 such that Γ[V1],Γ[V2] ∈ C
G
+ , EΓ =
EΓ[V1] ∪ EΓ[V2], and Γ[V1 ∩ V2] ≃ K
G
n for some n, then Γ ∈ C
G
+ .
Then for every Γ ∈ CG+ the corresponding arrangement A+(Γ) is divisionally free.
Proof. The extended lift matroid M+(Γ) is modularly extended by Proposition 4.17,
Proposition 4.18, and Theorem 4.20. Using Theorem 1.8 and Theorem 4.16, we can
conclude that A+(Γ) is divisionally free.
Example 4.22. Let ⊲⊳ be a signed graph described in Figure 2. Here we regard the
gain group {±1} the additive group of F2. Then ⊲⊳ ∈ C
F2
+ and the arrangement A+(⊲⊳)
consists of the following 9 hyperplanes
{z = 0}, {x1 + z = 0}, {x2 + z = 0}, {x1 + x2 = 0}, {x1 + x2 = z},
{y1 + z = 0}, {y2 + z = 0}, {y1 + y2 = 0}, {y1 + y2 = z}.
Since ⊲⊳ has no link-simplicial vertices, A+(⊲⊳) is not supersolvable but divisionally free.
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Remark 4.23. Theorem 4.21 requires that the gain group G is finite. Hence we cannot
say anything about the extended Catalan and Shi arrangements, where the gain group
is Z, although they are free.
4.2 Arrangements over finite fields
Free arrangements are investigated Ziegler [37] and Yoshinaga [32]. Recently, Palezzato
and Torielli [19] shows relations between freeness of arrangements over Q and freeness
of arrangements over finite fields.
Let A(n, q) denote the hyperplane arrangement consisting of all hyperplanes in n-
dimensional vector space over the finite field Fq. The linear dependence matroid of
A(n, q) is known as the projective geometry PG(n−1, q). Since the lattice L(PG(n−1, q))
is the lattice of subspaces of the vector space Fnq , every flat of PG(n − 1, q) is modular.
Therefore PG(n − 1, q) and A(n, q) are supersolvable.
Proposition 4.24. The linear dependence matroid on A(n, q), that is, the projective
geometry PG(n− 1, q) is round.
Proof. Assume that the ground set of PG(n − 1, q) is written as the union of two flats
F1, F2. Let V1 and V2 be the subspaces of F
n
q corresponding to the flats F1 and F2. Then
Fnq = V1 ∪ V2. This yields V1 ⊆ V2 or V2 ⊆ V1. Thus PG(n− 1, q) is round.
Proposition 4.25 (Oxley [18, Corollary 6.9.6]). LetM be a simple matroid representable
over Fq. Suppose that X is a flat of M such that M |X is isomorphic to the projective
geometry PG(n, q). Then X is modular.
Theorem 4.26. Let Fq be the minimal class consisting of simple matroids representable
over Fq satisfying the following conditions.
(i) Every supersolvable matroids over Fq belongs to Fq.
(ii) Fq is closed under taking modular joins over the projective geometry PG(n, q).
If the linear dependence matroid of an arrangement A over Fq belongs to Fq, then A is
divisionally free.
Proof. It follows that Fq is a subclass of ME by Proposition 4.24, 4.25, and Theorem
1.9. Therefore, by Theorem 1.8, every arrangement in Fq is divisionally free.
Example 4.27. Ziegler [38, Example 4.3] constructed a binary matroid which is not
supersolvable but obtained by taking a modular join of supersolvable matroids. We
show that the binary arrangement corresponding to the matroid is divisionally free. The
arrangement A is constructed as follows. Let A1 be an arrangement of rank 4 in F
4
2
consisting of the following 11 hyperplanes
{z1 = 0}, {z2 = 0}, {z1 + z2 = 0},
{x1 = 0}, {x2 = 0}, {x1 + x2 = 0}, {x1 + z1 = 0}, {x2 + z1 = 0},
{x1 + x2 + z1 = 0}, {x1 + z1 + z2 = 0}, {x2 + z1 + z2 = 0}.
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Then we can prove that
{x1 = 0} ⊆ {x1 = x2 = 0} ⊆ {x1 = x2 = z1 = 0} ⊆ {x1 = x2 = z1 = z2 = 0}
is a saturated chain consisting of modular flats in L(A1) by Theorem 2.5 and Proposition
2.7. Therefore A1 is supersolvable (see also [28, Corollary 2.17] and [4, Theorem 4.3]).
Let A2 be an isomorphic copy of A1 and A the modular join of A1 and A2 over {{z1 =
0}, {z2 = 0}, {z1+z2 = 0}} ≃ PG(1, 2), that is, A consists of the following 19 hyperplanes
{z1 = 0}, {z2 = 0}, {z1 + z2 = 0},
{x1 = 0}, {x2 = 0}, {x1 + x2 = 0}, {x1 + z1 = 0}, {x2 + z1 = 0},
{x1 + x2 + z1 = 0}, {x1 + z1 + z2 = 0}, {x2 + z1 + z2 = 0},
{y1 = 0}, {y2 = 0}, {y1 + y2 = 0}, {y1 + z1 = 0}, {y2 + z1 = 0},
{y1 + y2 + z1 = 0}, {y1 + z1 + z2 = 0}, {y2 + z1 + z2 = 0}.
By Theorem 4.26, A is divisionally free. According to Ziegler [38, Example 4.3], A is
not supersolvable.
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