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1. Introduction
In the study of linear stability for equilibria of (holonomic) mechanical systems,
one usually encounters a type of second-order ordinary differential equation (ODE)
which is called a linear dissipative Lagrangian system (LDLS), i.e.
Mq¨ + (S +G)q˙ +Kq = 0, (1)
where q ∈ Rk , M,S,K are real symmetric k × k matrices satisfying M,S  0,
and G is a skew symmetric k × k matrix. The stability of q = 0 is determined
by the so-called characteristic roots of (1), i.e. solutions (λ) for det(λ2M + λ(S +
G)+K) = 0. LDLSs were extensively studied by Rayleigh and Kelvin amongst
others; one can see [2,10,12], for references. In [24], Zajac presented a theorem
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describing the correspondence between the number of characteristic roots of (1)
in the open right half-plane and the number of negative eigenvalues of K . More
precisely,
Theorem 1.1 (Strong Kelvin–Tait–Chetaev Theorem). In Eq. (1), assume that the
matrices M and S are symmetric and positive definite, G is skew symmetric and
detK /= 0, then the number of characteristic roots of (1) in the open right half-plane
equals the number of negative eigenvalues of K . Moreover, there is no characteristic
root on the imaginary axis.
Several generalizations of this theorem (keeping S  0) have been considered by
many authors, we mention a few of them:
(i) Allowing K to have non-trivial kernel, see [2,6].
(ii) Allowing S to be positive semi-definite, see [2,10].
(iii) Allowing M to be indefinite, [11,22].
(iv) Allowing the space to be infinite dimensional, [1,13,18,20].
On the other hand, in the study of linear stability for relative equilibria of mechan-
ical systems with symmetry, one usually has, instead of LDLS, a type of first-order
ODE which is called a linear dissipative Hamiltonian system (LDHS).
Definition 1.2. An LDHS in Rn is a linear equation of the form
x˙ = (J −D)Qx, (2)
where x ∈ Rn, J is a real skew symmetric n× nmatrix, D and Q are real symmetric
n× n matrices, and D satisfies the dissipativity condition
D  0.
Eq. (2) firstly appeared in [12] where n was assumed to be even and J was as-
sumed to be non-singular (the symplectic case); however, it had been considered in
the works of Grmela [8], Morrison [14], and Bloch et al. [3] by different forms. Note
that system (2) has the energy function (Hamiltonian) H(x) = 12 〈Qx, x〉, and the
dissipativity condition implies
d
dt
H(x) = −〈DQx,Qx〉  0.
A more general type of LDHS can be found by linearizing the dissipative Poisson
system defined in [9] and the resulted equation is
x˙ = (JQ1 −DQ2)x, (3)
where x ∈ Rn, J is a real skew symmetric n× n matrix, D, Q1 and Q2 are real
symmetric n× n matrices satisfying the condition
Sym(Q1DQ2)  0,
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where the operation Sym is the symmetric part of a matrix, i.e. Sym(A) = 12 (A+
AT). In this paper, our discussion will be restricted on system (2); for (3), a remark
will be made in Section 5.
Note that, the LDLS (1) can be represented as a special form of LDHS (cf. [3,12])
by letting x = (q,M−1q˙)t,
Q =
(
K 0
0 M−1
)
, J =
(
0 I
−I −G
)
, and D =
(
0 0
0 S
)
. (4)
In this case, the stability problem of (1) corresponds to that of (2). (cf. [3] and Ex-
ample 2.8 in this paper).
Recall that the inertia of a square matrix A is a triple of integers
In(A) := (π(A), ν(A), δ(A)),
where π(A), ν(A) and δ(A) denote the number of eigenvalues (counting multiplic-
ities) of A having positive, negative, and zero real part, respectively. In [12], it was
proved that for an even number n and non-singular matrices J andQ, under a suitable
condition (see the crossing condition (6) in Section 2), In(−(J −D)Q) = In(Q);
the proof was done by the method of continuity (similar to the method of [24]). In
this paper, more general assumptions are made due to the followings: first, it can be
observed that, without changing the proof of [12], n is allowed to be any positive
integer and J is allowed to be singular; secondly, motivated by the result of [2], Q
may not be necessarily non-singular.
The material of this paper is organized as follows. In Section 2, via the method of
[2], we prove In(−(J −D)Q) = In(Q) (under a suitable crossing condition) where
Q has a non-trivial kernel. In Section 3, it will be shown that the results in [3,4] can
be recovered without their assumption on the smallness of the dissipation. In Section
4, the results obtained in Sections 2 and 3 will be used to study the linearized stability
for equilibria of some electromechanical systems. Finally, in Section 5, remarks are
made concerning a generalization to (3) and the synchronization of two identical
linear Hamiltonian systems.
2. The linear dissipative Hamiltonian system
The following weak version of a theorem via Ostrowski and Schneider [17, Cor-
ollary 4] will be used.
Theorem 2.1. Let A and H be square matrices with real entries, suppose H is
symmetric and the symmetric part of A := Sym(A) is positive semi-definite, then
π(AH)  π(H), ν(AH)  ν(H).
By this theorem, one can prove the following theorem.
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Theorem 2.2. For the LDHS (2),
ν((J −D)Q)  π(Q), π((J −D)Q)  ν(Q).
Furthermore, if δ((J −D)Q) = 0, then
ν((J −D)Q) = π(Q), π((J −D)Q) = ν(Q).
Proof. LetA=−J +D, then Sym(A) = D. By the dissipativity condition, Sym(A),
is positive semi-definite. Using Theorem 2.1 (with H = Q), the first two inequalities
are obtained. Note that π(AQ)+ ν(AQ)+ δ(AQ) = n = π(Q)+ ν(Q)+ δ(Q). It
follows that
δ((J −D)Q)− δ(Q)
= [π(Q)− ν((J −D)Q)] + [ν(Q)− π((J −D)Q)]  0, (5)
i.e. δ((J −D)Q)  δ(Q)  0. Hence, if δ((J −D)Q) = 0, then [π(Q)− ν((J −
D)Q)] = [ν(Q)− π((J −D)Q)] = 0. 
Next, we introduce a condition from [12] to guarantee δ((J −D)Q) = 0.
Definition 2.3. The matrix (J −D)Q satisfies the crossing condition, if
Re(u∗QDQu) > 0 for all u satisfying JQu = λu, λ ∈ iR. (6)
Remarks:
1. If u is a non-zero vector such that Qu = 0, then the crossing condition fails; hence
the crossing condition implies that Q is non-singular.
2. Recall the completely damped condition for the LDLS (1) (see [10])
every null vector for λ2M +K, λ ∈ iR, does not lie in the kernel of S. (7)
Let us show that the crossing condition for (2) implies the condition (7) for the
LDLS (1) as follows: suppose λ is an imaginary number and (λ2M +K)u0 = 0
in Rk . Define x0 = (u0, λMu0)T ∈ R2k , by the correspondence (4),
JQx0 =
(
0 I
−I 0
)(
K 0
0 M−1
)(
u0
λMu0
)
=
(
λu0
−Ku0
)
= λx0,
and
0 < x∗0QDQx0 = |λ|2u∗0Su0,
hence u0 /∈ kerS.
3. It is important to know that the crossing condition comes from the following result
of a perturbation argument.
Proposition 2.4. Let λ() be an eigenvalue of (J − D)Q with eigenvector v()
such that λ(0) = λ0 is a simple, imaginary eigenvalue for JQ. Assume λ() and
v() are analytic and Q is non-singular. Let λ() = λ0 + λ1 + O(2), v()=v0 +
v1 + O(2). Then
S.-J. Chern / Linear Algebra and its Applications 357 (2002) 143–162 147
Re λ1 = −〈QDQv0, v0〉〈v0,Qv0〉 .
The crossing condition implies the non-vanishing of the numerator, which shows
that λ() leaves the imaginary axis iR, for small .
With the crossing condition, we prove the following theorem.
Theorem 2.5. In the LDHS (2), if the crossing condition is satisfied, then
δ((J −D)Q) = 0.
Proof. Suppose the conclusion is false, then there exists a v ∈ Cn such that
(J −D)Qv = iβv, β ∈ R.
Take (complex) inner product with Qv, we have
v∗Q(J −D)Qv = iβv∗Qv.
Note that Q is symmetric, the item iβv∗Qv is imaginary; also, J is skew-symmet-
ric, hence v∗QJQv is imaginary. We conclude that (v∗QDQv) = 0, i.e. DQv = 0.
(This comes from the dissipativity.) It follows
(J −D)Qv = JQv = iβv,
a contradiction to the crossing condition. 
We have seen that the crossing condition requires the invertibility of Q; however,
as pointed out in [2], for many bifurcation problem Q is singular, i.e. δ(Q) /= 0.
In this case, it is obvious that 0 is an eigenvalue for both Q and (J −D)Q; the
following modified crossing condition:
Re(u∗QDQu) > 0 for all u satisfying JQu = λu, λ ∈ iR\{0}. (8)
provides a possibility to get information on δ((J −D)Q).
Theorem 2.6. Suppose the modified crossing condition (8) holds and J −D is
non-singular, then (J −D)Q has no non-zero imaginary eigenvalue and
δ((J −D)Q) = δ(Q).
Proof. Following the proof of Theorem 2.5, it can be shown (from the modified
crossing condition) that (J −D)Q has no imaginary eigenvalues except 0. Hence
δ((J −D)Q) = dim(ker((J −D)Q)). Now if J −D is non-singular, then
ker((J −D)Q) = ker(Q), and δ((J −D)Q) = δ(Q). 
Combining (5) and Theorem 2.6, we have
Theorem 2.7. Under the assumption of Theorem 2.6, In(−(J −D)Q) = In(Q).
Example 2.8. A strong Kelvin–Tait–Chetaev theorem with singular potential (cf.
[2]).
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Consider the LDLS (1)
Mq¨ + (S +G)q˙ +Kq = 0,
where M is non-singular, M , S and K are symmetric and G is skew symmetric. By
(4), solving the stability problem is equivalent to studying the inertia theorem for the
corresponding LDHS, i.e. inertia of((
0 I
−I −G
)
−
(
0 0
0 S
))(
K 0
0 M−1
)
.
Suppose S is positive definite, it can be shown that the modified crossing condition
holds by the following argument:
If the condition (8) fails, then there is an eigenvector u = (u1, u2)T such that
JQu = λu, λ ∈ iR\{0} and u∗QDQu = u∗2M−1SM−1u2 = 0, i.e.(
K 0
0 M−1
)(
u1
u2
)
=
(
u3
0
)
and (
0 I
−I −G
)(
u3
0
)
= λ
(
u1
u2
)
, λ ∈ iR\{0}.
It follows that u2 = u1 = 0. Hence the modified crossing condition holds.
By Theorem 2.7 and the fact that
J −D =
(
0 I
−I −G− S
)
is non-singular, we have In(Q) = In(−(J −D)Q) and (J −D)Q has no non-zero
imaginary eigenvalues.
3. Some normal forms of the LDHS from reduction
In [3,4], some LDHSs were derived and studied by the following procedures:
1. Consider a Hamiltonian system with symmetry, reduce the system by reduction
theory and linearize the reduced system at a relative equilibrium ze.
2. Add internal Rayleigh type dissipation to the linearized equation.
3. Relate the unstable spectrum of the linear dissipative system in Step 2 with the
negative spectrum of δ2Hξ(ze) (the second variation of the energy–momentum
function Hξ at the relative equilibrium ze).
According to the symmetries, these dissipative systems have three types of normal
forms. The first is the abelian type, the second is the non-abelian type and the third
involves a dissipation induced by a double bracket. We study these three types of
linear equations by the inertia theorem for the LDHS and, in contrast to [3], do not
assume the smallness of dissipation.
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Case I. Abelian symmetry
When the symmetry is abelian, the Hamiltonian system has cyclic variables, hence
some momenta are just constant, i.e. some equations can be ignored. The resulted
normal form is equivalent to a linear dissipative Lagrangian system with K having a
non-trivial kernel. It was known that when the matrix K has a non-trivial kernel, the
equation can be changed into a (blocked) form with
M =
(
M1 0
0 M2
)
, K =
(
0 0
0 K2
)
,
where the matrices M1, M2 are positive symmetric and K2 is symmetric and non-
singular. Decompose q = (q1, q2) ∈ Rk such that q1-space corresponds to kerK .
Let p1 = M1q˙1, p2 = M2q˙2. Then this linear dissipative Lagrangian system can be
reduced (i.e. after cancelling the variable q1) to the following LDHS:q˙2p˙1
p˙2
 = (J −D)Q
q2p1
p2
 , (9)
where
J =
 0 0 I0 −G11 −G12
−I −G21 −G22
 , (G11 G12
G21 G22
)
= G,
D =
0 0 00 S11 S12
0 S12 S22
 , (S11 S12
S21 S22
)
= S, Q =
K2 0 00 M−11 0
0 0 M−12
 .
Note that p1 = 0 implies q˙1 = 0, i.e. q1 =a constant. Hence the stability of the or-
igin in (q2, p1, p2)-space implies the stability of (0, 0) in (q1, q2)-space modulo
q1-translation; moreover, it also implies orbital stability of uniform translation in
q1-direction.
To use the inertia theorem, we should prove the following lemma.
Lemma 3.1. For the system (9), the crossing condition (6) holds.
Proof. If not, there is an u = (u1, u2, u3)T /= 0 such that JQu = λu, λ ∈ iR and
u∗QDQu = 0, then DQu = 0 and there is an u′ = (u′1, 0, 0)T so that
Qu =
K2 0 00 M−12 0
0 0 M−12
u1u2
u3
 =
u′10
0
 .
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This implies K2u1 = u′1 and u2 = 0, u3 = 0. Since JQu = λu, i.e. 0 0 I0 −G11 −G12
−I −G21 −G22
u′10
0
 =
 00
−u′1
 = λ
u10
0
 ,
we have u′1 = 0. Since K2 is non-singular, u1 = K−12 u′1 = 0, i.e. u = 0, a contradic-
tion. 
Case II. Non-abelian symmetry
When the symmetry is non-abelian, the Hamiltonian system can be reduced (like
the rigid body motion); namely, after a change of variables, the number of equations
is reduced. This case has the following blocked normal form: r˙q˙
p˙
 =
 −L−1µ Aµ 0 −LµCM−10 0 M−1
−CTL−1µ Aµ −K −(G+ S)M−1
rq
p
 , (10)
where Aµ is a symmetric matrix (the Arnold form), M > 0 is the inertia matrix, Lµ
is a non-singular skew symmetric matrix (the co-adjoint orbit symplectic form), C is
a suitable matrix representing the coupling between internal and rotational dynamics,
K is a symmetric matrix, G is a skew-symmetric matrix and S is a positive definite
symmetric matrix (the dissipative term). If Aµ and K are non-singular, (10) can be
written as an LDHS
x˙ = (J −D)Qx (11)
with
x =
rq
p
 , J =
 −L−1µ 0 −L−1µ C0 0 I
−CTL−1µ −I −G
 ,
D =
0 0 00 0 0
0 0 S
 , Q =
Aµ 0 00 K 0
0 0 M−1
 .
We have seen that the energy for (11) is 12 〈Qx, x〉, hence the block Aµ in Q
is related to the kinetic energy of rotation (e.g., of a rigid body), and the blocks
K and M−1 are related to the usual potential and kinetic energies for vibrational
and translational motions. Like the abelian case, the stability of the origin for (10)
means orbital stability for steady rotations or steady translations. Now we have the
following:
Lemma 3.2. Suppose, in addition to the above assumptions, Aµ and K are non-
singular and CT is injective, then system (11) satisfies the crossing condition (6).
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Proof. The proof is quite similar to that of Lemma 3.1. Suppose the condition (6) is
not true for (10), then there is an u = (u1, u2, u3)T /= 0 such that JQu = λu, λ ∈ iR
and u∗QDQu = 0, then there is an u′ = (u′1, u′2, 0)T with
Qu =
Aµ 0 00 K 0
0 0 M−1
u1u2
u3
 =
u′1u′2
0
 .
It follows that u3 = 0, Ku2 = u′2, Aµu1 = u′1. Since
JQu=
 −L−1µ 0 −L−1µ C0 0 I
−CTL−1µ −I −G
u′1u′2
0

=
 −L−1µ u′10
−CTL−1µ u′1 − u′2
 = λ
u1u2
0
 ,
we have λu2 = 0, CTu1 = u′2. If λ /= 0, then u2 = 0 so that CTu1 = u′2 = Ku2 = 0.
By the injectivity of CT, u1 = 0, i.e. u = 0, a contradiction. If λ = 0, then Qu ∈
kerJ = {0}, i.e. Qu = 0, but Q is non-singular, u = 0, which is again a contradic-
tion. 
Remark. If K or Aµ are singular and C is injective, the above argument can show
that the modified crossing condition (8) holds.
According to Lemma 3.2, Theorem 2.7, we have the following theorem.
Theorem 3.3. For Eq. (10), assume CT is injective. We have
1. The origin is exponentially stable if Aµ and K are positive definite.
2. The origin is exponentially unstable if either Aµ or K has at least a negative
eigenvalue.
Case III. Double bracket dissipation
In [4], a class of systems with an additional dissipation induced from a double
bracket were considered. This case differs from case II by a dissipative term only.
The equation linearized at an equilibrium is r˙q˙
p˙
 =
−L−1µ Aµ − −1Aµ 0 −LµCM−10 0 M−1
−CTL−1µ Aµ −K −(G+ S)M−1
rq
p
 , (12)
where all the notations are the same with (10) except that  is a symmetric, positive
definite matrix and S is just positive semidefinite.  is induced from the double
bracket dissipation and S is the usual linear Rayleigh dissipation. Let us rewrite this
equation into an LDHS
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x˙ = (J −D)Qx, (13)
where
x =
rq
p
 , J =
 −L−1µ 0 −L−1µ C0 0 I
−CTL−1µ −I −G
 ,
D =
−1 0 00 0 0
0 0 S
 , Q =
Aµ 0 00 K 0
0 0 M−1
 .
We check that this system satisfies condition (6).
Lemma 3.4. Assume Aµ and K are non-singular,  is symmetric and positive defi-
nite, and the condition
if Cv = 0 and Sv = 0, then v = 0 in p-space (14)
holds, then system (13) satisfies the crossing condition (6).
Proof. If not, then there is an u = (u1, u2, u3)T /= 0 such that JQu = λu, λ ∈ iR
and u∗QDQu = 0, then there is an u′ = (0, u′2, u′3)T with
Qu =
Aµ 0 00 K 0
0 0 M−1
u1u2
u3
 =
 0u′2
u′3
 .
It follows that u1 = 0, Ku2 = u′2, M−1u3 = u′3 ∈ ker S. Since
JQu =
 −L−1µ 0 −L−1µ C0 0 I
−CTL−1µ −I −G
 0u′2
u′3
 =
 −L−1µ Cu′3u′3−u′2 −Gu′3
 = λ
 0u2
u3
 ,
thenCu′3 = 0, u′3 = λu2,−Gu′3 − u′2 = λu3. By condition (14), u′3 = 0 so that u3 =
Mu′3 = 0. Hence u′2 = −Gu′3 − λu3 = 0 and u2 = K−1u′2 = 0. This is a contradic-
tion to the assumption that u /= 0. 
Many concrete mechanical systems having these normal forms of LDHS were
presented in [3,4], the interested reader could check these papers. In Section 3, it will
be shown that these three types of LDHS also appear in electromechanical systems.
4. Stability theory for electromechanical systems
Lumped parameter electromechanical systems are usually used to model electric
and magnetic machines; for example, when considering the dynamics of a robot arm
driven by a DC motor (the actuator dynamics), one has an electromechanical system
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(see [21]). In this section, the stability analysis for electric instruments with constant
external voltages are discussed. The understanding of the dynamics of such systems
is helpful for knowing how to control the electromagnetic forces to manipulate the
mechanical parts; for example, a control with successive constant voltages or a real-
ization of stabilization could be considered. The method used here is quite standard;
however, the results in Section 3 simplify the stability analysis for examples in the
literatures (cf. [16,19,23]).
4.1. Inductance machines
Consider electromechanical systems whose inductance depends on position vari-
ables, the class of electromagnetic instruments will be studied first, and then the
magnetoelectric instruments (see [16]). Denote the charge and the current by (q, q˙)∈
TRr and the mechanical variables by (θ, θ˙) ∈ TRs . The Lagrangian for an electro-
magnetic instrument is
L(q, q˙, θ, θ˙) = 1
2
 r∑
i,j=1
Mij (θ)q˙i q˙j +
s∑
i,j=1
Nij (θ)θ˙i θ˙j
− V (θ), (15)
where M = Mij is the ‘inductance’ tensor, N = Nij is the ‘inertia’ tensor, both are
symmetric and positive definite. V is the mechanical potential. The virtual work of
the external and dissipative forces is
δA = (E − Rq˙) · δq − Sθ˙ · δθ,
where E ∈ Rr is the external voltage, R ∈ GL(r,R) (the set of non-singular r × r
matrices) is the resistance matrix and S is the friction matrix. Both R and S are
assumed to be symmetric. Note that q does not appear in L, the dynamics live in
(q˙, θ, θ˙) space. Rewrite q˙ = I , then the equations of motion are
M(θ)I˙ +
(
s∑
k=1
M
θk
θ˙k
)
I = E − RI, (16)
N(θ)θ¨ +
(
s∑
k=1
N
θk
θk
)
θ˙
= 1
2

θ
 r∑
i,j=1
Mij (θ)IiIj +
s∑
i,j=1
Nij (θ)θ˙i θ˙j
− Sθ˙ − V
θ
. (17)
Assume E is a constant vector, each equilibrium (Ie, θe, θ˙e) satisfies
θ˙e = 0,
Ie = R−1E,
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
θ
V (θ)
∣∣∣∣∣
θe
= 1
2

θ
 r∑
i,j=1
Mij (θ)(Ie)i(Ie)j
∣∣∣∣∣
θ=θe
.
If we define Vˆ (θ) = V (θ)− 12
∑r
i,j=1 Mij (θ)(Ie)i(Ie)j , then θe is a critical point
for Vˆ .
To study the stability of an equilibrium (Ie, θe, 0), we linearize the system at the
equilibrium, thenp˙Iθ˙
p˙
 =
−RM(θe)−1 0 −GN(θe)−10 0 N(θe)−1
GTM(θe)
−1 −K −SN(θe)−1
pIθ
p
 ,
where G is a r × s matrix with entries
Gkl =
r∑
i=1
Mki(θe)
θl
(Ie)i and K = d2Vˆ (θe).
It can be written as an LDHSp˙Iθ˙
p˙
=
 0 0 −G0 0 I
GT −I 0
−
R 0 00 0 0
0 0 S

×
M(θe)−1 0 00 K 0
0 0 N(θe)−1
pIθ
p
 . (18)
Note that this equation belongs to Case III in Section 3, so we have:
Lemma 4.1. Suppose R is positive definite and S is positive semidefinite such that
kerG ∩ kerS = {0}, then system (18) satisfies the crossing condition (6).
The linearization principle shows that the exponential stability/instability for (18)
implies the exponential stability/instability for the equilibrium of (16) and (17). We
summarize the results in the following theorem.
Theorem 4.2. Under the assumptions of Lemma 4.1,
1. If d2Vˆ (θe) is positive definite, then the equilibrium (Ie, θe, 0) is exponentially
stable.
2. If d2Vˆ (θe) has one or more negative eigenvalues, then the equilibrium (Ie, θe, 0)
is exponentially unstable.
In the following, we take some simple examples to illustrate the theory, it can be
checked in [16,23] for more examples.
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Example 4.3. The spring and plunger system [15,19,23].
This system has Lagrangian L : R2 × [0, 1
B
)× R → R of the form
L(q, q˙, θ, θ˙) = 1
2
[
2M(θ)q˙2 + J θ˙2]− V (θ), (19)
where M(θ) = A/(2(1 − Bθ)) and V (θ) = 12kθ2, B > A > 0, k > 0 and 0  θ <
1/B. The virtual work done by the dissipative and external forces is
δA = (V0 − Ri)δq − Sθ˙δθ, S  0.
Let q˙ = i, the equilibria satisfy
V0 − Ri − AB
(1 − Bθ)2 θ˙ i = 0, θ˙ = 0,
−Sθ˙ − kθ + 1
2
i2
AB
(1 − Bθ)2 = 0.
Assume V0 /= 0, then an equilibrium is of the form (V0/R, θ0, 0), where θ0 satisfies
θ30 −
2
B
θ20 +
1
B2
θ0 − 12
(
V0
R
)2
A
kB
= 0, 0  θ0 < 1
B
. (20)
This bifurcation problem can be recognized as an unfolding of the canonical prob-
lem θ30 −  = 0, which is a hysteresis (cf. [7]). However, since 0  θ0 < 1/B, more
details of the solutions should be done by elementary calculus and there always is a
solution outside the interval (0, 1/B).
Let
 = 4
27B2
− 1
2
(
V0
R
)2
A
k
,
we found the following table.
Condition No. of solutions 0  solutions < 1/B
 > 0 1 0
 = 0 2 1
 < 0 3 2
According to Theorem 4.2, if V0 /= 0, the solution with θ0 ∈ (0, 1/3B) is stable;
and, instability occurs if
k < L30
(
V0B
RA
)2
,
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where L0 = 2M(θ0). Note that
k = 1
2
(
V0
R
)2
B
A
L20
1
θ0
,
we have
0 <
1
2θ0
< L0
B
A
,
which is equivalent to θ0 > 1/3B. So the bifurcation diagram is in fact a ‘cut’ hys-
teresis (or, more precisely, a saddle-node).
Example 4.4. An electromagnetic instrument in [16].
In [16], the Lagrangian
L(q, q˙, θ, θ˙) = 12
[
(L1 + 2M(θ)+ L2)q˙2 + J θ˙2
]− V (θ), (21)
with M(θ) = M0 sin θ , L1 + 2M(θ)+ L2 > 0 and V (θ) = 12kθ2 was considered.
The virtual work for the dissipative and external forces is δA = (E − Rq˙)δq − Sδθ .
We check the non-linear bifurcation problem
kθ0 = M0
(
E
R
)2
cos θ0. (22)
This equation is not finitely determined. However, we are interested in the case of
θ0 ∈ [−π, π) and the result is the following table.
Condition No. of solutions
ζ > π 2(−,+)√
1 + θ2∗ < ζ  π 3(−,−,+)√
1 + θ2∗ = ζ 2(−,+)
ζ <
√
1 + θ2∗ 1(+)
where
ζ = M0
k
(E
R
)2
and θ∗ is such that tan θ∗ = 1/θ∗. Assume L1 and L2 are such that L1 + 2M(θ)+
L2 > 0 and ζ /= 0, by Theorem 4.2, if d2Vˆ (θ0) = V ′′(θ0)− (E/R)2M ′′(θ0) = k +
M0 sin θ0i20 > 0, then the equilibrium (i0, θ0, 0) is stable for all other parameters
> 0; if k +M0 sin θ0i20 < 0, then the equilibrium is unstable.
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Example 4.5. The electrodynamic loudspeaker [16].
The Lagrangian L : R6 → R is
L(q1, q˙1, q2, q˙2, θ, θ˙ ) = 12 [L1q˙21 + 2M(θ)q˙1q˙2 + L2q˙22 +mθ˙2] − V (θ).
The virtual work for the external and dissipative forces is
δA =
2∑
i=1
(Ei − Riq˙i)δqi − Sθ˙δθ.
An equilibrium (i1, i2, θe, θ˙e) satisfies
θ˙e = 0, (23)
i1 = E1
R1
, i2 = E2
R2
, (24)
Vˆ ′(θe) = V ′(θe)− E1E2
R1R2
M ′(θe) = 0. (25)
Theorem 4.2 says that, when (i1, i2) /= (0, 0), we only need to check the second
variation d2Vˆ (θe) to test the stability for the equilibrium. Obviously, this criterion is
much simpler than the Routh sequence analysis.
Example 4.6. A model of robot manipulator [21].
This model has equations of motion being the following form:
L
dI
dt
+ RI +K1θ˙ = u,
M(θ)
d2θ
dt2
+ (G(θ)+ S(θ))θ˙ +K(θ)θ = K2I,
where I = (I1, I2, . . . , Ir )t is the current vector, θ = (θ1, θ2, . . . , θr )t is the joint
vector, R > 0 is the resistance matrix (symmetric), M,S,K are symmetric matrices
such that M,S > 0, detK /= 0, K1,K2 are appropriate diagonal matrices, and u is a
control input. Obviously, its linearized equation can be written as an LDHS.
Secondly, we consider the class of magnetoelectric instruments with mutual in-
ductance depending on mechanical positions; its Lagrangian is of the form
L(q, q˙, θ, θ˙)= 1
2
 r∑
i,j=1
ij q˙i q˙j +
s∑
i,j=1
Nij (θ)θ˙i θ˙j

+
r∑
i,j=1
Mij (θ)(i1)i q˙j − V (θ),
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where  = ij is a constant positive definite symmetric matrix, N = Nij (θ), M =
Mij (θ) are symmetric positive definite matrix and i1 is a constant vector. The virtual
work for the external and dissipative forces is the same
δA = (E − Rq˙) · δq − Sθ˙ · δθ.
In the variables (q˙, θ, θ˙) = (I, θ, θ˙), the equation of motion is
I˙ +
(
s∑
k=1
M
θk
θ˙k
)
i1 = E − RI, (26)
N(θ)θ¨ +
(
s∑
k=1
N
θk
θk
)
θ˙
= 
θ
 r∑
i,j=1
Mij (θ)(i1)iIj + 12
s∑
i,j=1
Nij (θ)θ˙i θ˙j
− Sθ˙ − V
θ
. (27)
Assume E is a constant vector, any equilibrium (Ie, θe, θ˙e) satisfies
θ˙e = 0,
Ie = R−1E,

θ
V (θ)
∣∣∣∣∣
θ=θe
= 
θ
 r∑
i,j=1
Mij (θ)(i1)i(Ie)j
∣∣∣∣∣
θ=θe
.
If we define Vˆ (θ) = V (θ)− 12
∑r
i,j=1 Mij (θ)(i1)i(Ie)j , then θe is a critical point
for Vˆ . Now we linearize the system at the equilibrium (Ie, θe, 0) as in the case of
electromagnetic instruments. The linearized equation has the same form of the LDHS
(18), therefore, it goes back to our previous discussions, and we conclude:
Corollary 4.7. Theorem 4.2 holds for system (26) and (27).
Example 4.8. The galvanometer [5,16].
The Lagrangian function L : R4 → R is
L(q, q˙, θ, θ˙) = 1
2
[
q˙2 +Nθ˙2 + 2M(θ)i1q˙
]
− V (θ),
where M(θ) = M0 sin θ . The equilibrium (i0, θ0, p0) satisfies
i0 = E/R,
p0 = 0,
V ′(θ0) = i1i0M ′(θ0).
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Assume Vˆ (θ) = V (θ)− i1i0M(θ), then θ0 is a critical point for Vˆ . The bifurcation
equation is
kθ0 = i1M0i0 cos θ0,
which is similar to Eq. (22). Assume E /= 0, by Corollary 4.7, if M0 sin θ0i0i1 + k >
0, then the equilibrium is stable; if M0 sin θ0i0i1 + k < 0, then the equilibrium is
unstable.
4.2. Capacitance machines
Next, we study the effect from capacitance. A typical example is the microphone
model (see [16]). Following the above notations, we let (q, q˙, θ, θ˙) ∈ TRr+s be the
generalized coordinates, the Lagrangian function is
L(q, q˙, θ, θ˙) = 1
2
〈N(θ)θ˙ , θ˙〉 −
[
V (θ)+ 1
2
〈Z(θ)q, q〉
]
,
where N(θ) = (Nij (θ)) is the inertia matrix, Z(θ) = (Zij ) = (Cij )−1 is the inverse
of the capacitance matrix. Both are symmetric and positive definite. V (θ) is the me-
chanical potential. The virtual work of external and dissipative forces is
δA = (E − Rq˙) · δq + (F − Sθ˙) · δθ,
where R ∈ GL(r,R), D ∈ GL(s,R) are symmetric, positive definite and E ∈ Rr ,
F ∈ Rs . The equations of motion are
q˙ = R−1(E − Z(θ) · q), (28)
N(θ)θ¨ +
(
s∑
k=1
N
θk
θk
)
θ˙
= 1
2

θ
 s∑
i,j=1
Nij (θ)θ˙i θ˙j
+ F − Sθ˙ − 
θ
V − 1
2
s∑
i,j=1
Zij
θ
qiqj . (29)
Assume the force F = 0, then an equilibrium (qe, θe, θ˙e) satisfies
E = Zij (θe) · qe,
θ˙e = 0,

θ
(V )(θe)+ 12
r∑
i,j=1
Zij
θ
(θe)(qe)i(qe)j = 0.
Define V̂ (q, θ) = V (θ)+ 〈Z(θ)q, q〉 − 〈E, q〉, then a point (qe, θe, 0) is an equi-
librium iff ∇V̂ (qe, θe) = 0. Now, we linearize Eqs. (28) and (29) at the equilibrium
(qe, θe, 0), then
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p˙θ
 =
R
−1 · 2V̂
q2
(qe, θe) R
−1 2V̂
qθ (qe, θe) 0
0 0 N(θe)−1
− 2V̂θq (qe, θe) − 
2V̂
θ2
(qe, θe) −SN(θe)−1

 qθ
pθ
 .
Again, this problem can be formulated as an LDHS
x˙ = (J −D)Qx, (30)
where
x =
 qθ
pθ
 , J =
0 0 00 0 I
0 −I 0
 ,
D =
R−1 0 00 0 0
0 0 S
 , Q =
qq V̂ qθ V̂ 0θq V̂ θθ V̂ 0
0 0 N−1

(qe,θe)
.
By Lemma 3.4 and Theorem 2.7, we have the following theorem.
Theorem 4.9. Suppose, in (30), R and S are positive definite,
1. If d2Vˆ (qe, θe) is positive definite, then the equilibrium (qe, θe, 0) is exponentially
stable.
2. If d2Vˆ (qe, θe) has one or more negative eigenvalues, then the equilibrium (qe,
θe, 0) is exponentially unstable.
Example 4.10. A microphone model [16].
Let r = s = 1, assume V (θ) = k2 (θ − θ1)2 is the potential for the spring and
VC(q, θ) = 12C(θ)−1q2 > 0 is the potential for the capacitor, J (θ) = m > 0 and
R,D, k > 0. An equilibrium (qe, θe, 0) satisfies
E − VC
q
= 0 ⇐⇒ EC(θe) = qe.

θ
(V + VC) = 0 ⇐⇒ −k(θe − θ1)+ q
2
e
2
C′(θe)
C2(θe)
= 0.
By Theorem 4.9, if the second variation of V̂
d2V̂ (qe, θe) =
(
C(θe)
−1 −qe C′(θe)C2(θe)
−qe C′(θe)C2(θe) k + 2q2e (
1
C
)′′(θe)
)
is positive definite, then the equilibrium (qe, θe, 0) is stable; if d2V̂ (qe, θe, 0) has
one or more negative eigenvalues, then (qe, θe, 0) is unstable. For example, in [16] a
model with C(θ) = a
θ
, a > 0 was discussed, the criterion for stability is recovered.
Example 4.11. A doubly excited electric field-coupled electromechanical system
[23].
S.-J. Chern / Linear Algebra and its Applications 357 (2002) 143–162 161
Roughly speaking, this system is composed of two mechanical nodes and two
electrical terminals. The potential for the mechanical nodes is V (θ1, θ2) = 12 (k1θ21 +
k2θ
2
2 ). The potential for the electrical part is VC(θ1, θ2, q1, q2)= 12 (q1, q2)C(θ1, θ2)−1
(q1, q2)t, where C(θ1, θ2) is a symmetric matrix. The inertia matrix J (θ1, θ2),
Rayleigh dissipation S and resistance R are diagonal positive definite matrices.
The theorem can reduce the stability computation from a 6 × 6 matrix to a 4 × 4
matrix.
5. Conclusions and remarks
It has been shown that the dissipative Hamiltonian system in the Poisson set-
ting is appropriate for studying the stabilities of the equilibria and relative equilibria
in mechanical and electromechanical systems. It is useful in simplifying computa-
tions when the second variation of the Hamiltonian function has a blocked form
which happens to be true for most mechanical systems. We also found that, with-
out mechanical damping, the electric resistance sometimes dominates the dissipative
mechanism for the whole electromechanical system. In the following, we would like
to make some remarks on related topics.
1. The dissipative term in (2), DQx, provides a way of coupling two identical linear
Hamiltonian systems to produce synchronization. More precisely, consider the
coupled system
x˙1 = JQx1 −DQ(x1 − x2),
x˙2 = JQx2 −DQ(x2 − x1).
The difference z = x1 − x2 satisfies
z˙ = (J − 2D)Qz. (31)
Hence, if (31) satisfies the crossing condition and Q is positive definite, then z =
x1 − x2 tends to 0 as t → 0. On the other hand, if Q has negative eigenvalue(s),
then there exist basins such that synchronization fails.
2. For the more general class of LDHS (via [9])
x˙ = (JQ1 −DQ2)x,
we have already seen that the dissipativity condition is Sym(Q1DQ2)  0. By
assuming that Q1 is non-singular, one can try to use the method in Section 2 to
generalize the theory. The crossing condition is changed to
Re (u∗Q1DQ2u) > 0 for u satisfying (JQ1 −Q−11 Skew(Q1DQ2))u
= λu, λ ∈ iR,
where the operation Skew means the skew symmetric part of a matrix. However,
it is more difficult to check this crossing condition.
3. Shkalikov’s method [20] is a possible way to generalize the theory to infinite
dimensional LDHSs since his results work for finite dimensional LDHSs.
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