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a b s t r a c t
In this paper, the short memory principle (SMP) is applied for solving the Abel differential
equationwith fractional order.We evaluate the approximate solution at the end of required
interval, and construct a suitable iteration scheme employing this end point as initial value.
Numerical experiments show that our iteration method is simple and efficient, and that a
proper length of memory could maintain the validity of the short memory principle.
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1. Introduction
The fractional calculus, an active branch of mathematics analysis, is as old as the classical calculus which we know
today. The original ideas of fractional calculus can be traced back to the end of the seventeenth century when the classical
differential and integral calculus theories were created and developed by Newton and Leibniz [1]. In 1695, L’Hospital wrote
to Leibniz and asked what the non-integer derivative of a function meant [1]. It is nowadays commonly accepted as the
first occurrence of what we call a fractional derivative, and the fact that L’Hospital specially asked for a fraction (of non-
integer) actually gave rise to the name of this kind of calculus. Although the concepts and calculus of fractional differential
equations are several centuries old, it has not been realized until some decades ago that these derivatives could be employed
inmodeling the real world excellently. Thus in recent thirty years, more andmore scientists are attracted to study fractional
differential equations in physics, chemistry, engineering, finance, and other sciences; for instance, see [1–6]. Most results
about solving fractional differential equations are obtained by using numerical methods, because only some particular
fractional differential equations can be solved analytically [7–14].
In this paper, we employ the short memory principle (SMP) [2] for solving Abel differential equation with fractional
order:
Dαy(x) = a(x)y3 + b(x)y2 + c(x)y+ d(x), 0 < α < 1, (1)
where a(x), b(x), c(x) and d(x) are meromorphic functions of x, and a(x) ≠ 0. Dα is the differential operator of order α in
the sense of Grünwald–Letnikov [2].
The Abel differential equation has a long history and therefore it can be easily found in many areas of pure mathematics
and applied mathematics [3,15]. With the contributions and endeavors of the predecessors, many methods are developed
and used for solving fractional differential equations. For instance, the variational iteration method (VIM) is applied to
differential equations of fractional order in [16], and the Adomian decomposition method (ADM) and the Homotopy
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perturbation method (HPM) are also implemented to give approximate solutions for linear and nonlinear systems of
differential equations of fractional order in [16–20]. The term ‘short memory’ in the work of Igor Podlubny [2] means taking
into account the behavior of y(x) only in the recent past. Choosing a proper length of memory could always give one order
approximation of fractional order derivative in the sense of Grünwald–Letnikov. This principle has been proved to be an
easy and powerful way for various kinds of fractional differential equations by many authors; see [2] and related references
therein.
In this paper, we will solve Eq. (1) by using the short memory principle to approximate to its fractional derivative, and
get a satisfying numerical solution rapidly. The rest of this paper is organized as follows. Section 2 presents some necessary
definitions and preliminaries of fractional differential equations. Section 3 introduces the short memory principle. Some
applications and numerical results are given in Section 4. Finally, we give a conclusion based on the algorithm for solving
the Abel differential equation with fractional order.
2. Basic definitions
In this section, we introduce some basic definitions and properties of the fractional calculus theory which will be used
in the remainder of this paper. As we know, in the classical calculus, derivative can be expressed as differential quotient,
i.e., limit of difference quotient. For instance, if we use backward difference of order n and according step size h, denoted
and defined by
∆nhf (x) :=
n
k=0
(−1)k
n
k

f (x− kh), (2)
to conclude the following classical theorem.
Theorem 2.1 ([1,2]). Let n ∈ N, f ∈ Cn[a, b] and a < x ≤ b. Then
Dnf (x) = lim
h→0
∆nhf (x)
hn
. (3)
The theorem above is not only very useful for analysis, but also gives us a straightforward numerical approximation for
the classical derivatives when proper length h is chosen instead of the limit operation h → 0. In view of these advantages of
this representation, it is evidently desirable to have an analogue also for the fractional case. Such a construction is possible
and it dates back to the work of Grünwald and Letnikov [1,2].
Definition 2.1 ([1,2]). Let α > 0, f ∈ Cm[a, b] and a < x ≤ b. Then
aDαx f (x) = limN→∞
∆αhN f (x)
hαN
= lim
N→∞
1
hαN
N
k=0
(−1)k
α
k

f (x− khN), (4)
with hN = x−aN is called the Grünwald–Letnikov fractional derivative of orderα of the function f (x), wherem is theminimum
natural number larger than α.
Another definition of fractional derivative is called the Riemann–Liouville fractional derivative, but before we give
the definition, the Riemann–Liouville fractional integral operator needs to be given since we will use it for defining
Riemann–Liouville fractional derivative.
Definition 2.2 ([1,2]). Let α ∈ R+. The operator Jαa , defined on L1[a, b] by
Jαa f (x) =
1
Γ (α)
 x
a
(x− t)α−1f (t)dt, (5)
for a ≤ x ≤ b, is called the Riemann–Liouville fractional integral operator of order α. For α = 0, J0a = I denotes the identity
operator.
Definition 2.3 ([1,2]). Let α ∈ R+,m be the minimum natural number not less than α. The operator aDαx , defined by
aDαx f (x) = DmJm−αa , (6)
is called the Riemann–Liouville fractional differential operator of order α, where Dm is the classical differential operator. For
α = 0, aD0x = I denotes the identity operator.
The following result explains the relation between the Grünwald–Letnikov fractional derivative and the Rie-
mann–Liouville fractional derivative. That is, with some suitable assumptions, they are equivalent.
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Theorem 2.2 ([1]). Let α ∈ R+, m be the minimum natural number not less than α, and f ∈ Cm[a, b]. Then, for x ∈ (a, b],
aDαx f (x)=a Dαx f (x). (7)
Remark 2.1. It isworthy to illustrate that there is onemore fundamental difference betweendifferential operators of integer
and the non-integers (i.e. the Riemann–Liouville fractional derivative and the Grünwald–Letnikov fractional derivative). The
former are local operators, the latter are not. The meaning of the word ‘local’ here is as follows. In order to calculate Dα f (x)
forα ∈ N, it is sufficient to know f (x) in an arbitrarily small neighborhood of x. This follows from the classical representation
of Dα as a limit of a difference quotient. However, to calculate aDαx f (x) for α ∈ R− N, the definition tells us that we need to
know f (x) throughout the entire interval [a, x] [1].
Remark 2.2. Since the Riemann–Liouville fractional derivative is equivalent to the Grünwald–Letnikov fractional derivative
according to Theorem 2.2, we can treat these two kinds of differential equations as the same. Without loss of generality, the
method employed for the differential equations of Grünwald–Letnikov derivative can be popularized to the sense of the
Riemann–Liouville fractional derivative without any modification or revamp.
Another two important theorems about the relation between fractional differential equations and fractional integral
equations are as follows.
Theorem 2.3 ([1]). Let α > 0, α ∉ N and m be the minimum number not less than α. Moreover, let K > 0, h∗ > 0, and b1, . . .,
bm ∈ R. Define
G =

(x, y) ∈ R2: 0 ≤ x ≤ h∗, y ∈ R for x = 0 and
xm−αy− m
k=1
bkxm−k
Γ (α − k+ 1)
 < K else

,
and assume that the function f :G → R is continuous and bounded in G and that it fulfills a Lipschitz condition with respect to
the second variable, i.e. there exists a constant L0 > 0 such that, for all (x, y1) and (x, y2) ∈ G, we have
|f (x, y1)− f (x, y2)| < L0 |y1 − y2| .
Then the differential equation
0Dαx y(x) = f (x, y(x))
equipped with the initial conditions
Dα−k0 y(0) = bk, (k = 1, 2, . . . ,m− 1), lims→0+ J
m−α
0 y(s) = bm
has a uniquely defined continuous solution y ∈ C(0, h] where
h := min

h∗, h1,

KΓ (α + 1)
M
 1
m

,
with M := sup(x,z)∈G |f (x, z)| and h1 being an arbitrary positive number satisfying the constraint
h1 <

Γ (2α −m+ 1)
Γ (α −m+ 1)L
 1
α
.
Theorem 2.4 ([1]). Assume the hypotheses of Theorem 2.3 hold and let h > 0. The function y ∈ C(0, h] is a solution of the
differential equation
Dα0y(x) = f (x, y(x)),
equipped with the initial conditions
Dα−k0 y(0) = bk, (k = 1, 2, . . . ,m− 1), lims→0+ J
m−α
0 y(s) = bm,
if and only if it is a solution of the Volterra integral equation
y(x) =
m
k=1
bkxα−k
Γ (α − k+ 1) +
1
Γ (α)
 x
0
(x− t)α−1f (t, y(t))dt. (8)
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3. The short memory principle
In this section, we employ the short memory principle (SMP) [2] to obtain the approximate solutions for the Abel
differential equation of fractional order. The principle has been developed as follows.
From the definition of Grünwald–Letnikov, we use the following approximation,
aDαt f (t)≈a∆αh f (t). (9)
Theorem 3.1 (Error Relates to Memory Length). If there exists M > 0, such that |f (t)| < M for all a ≤ t ≤ b. And let L denote
the memory length. Then
(1) ∆(t) ≤ ML−α
Γ (1−α) , where∆(t) is the error, and α is the order of fractional derivative;
(2) for any ϵ0 is given,∆(t) < ϵ0 if L ≥
 Mϵ0Γ (1−α)  1α .
Proof. (1) By using the definition of fractional derivative, for a+ L ≤ t ≤ b,we get
∆(t) = |aDαt f (t)−t−L Dαt f (t)|
=
 1Γ (−α)
 t
a
f (τ )
(t − τ)α+1 dτ −
1
Γ (−α)
 t
t−L
f (τ )
(t − τ)α+1 dτ

≤
 1Γ (−α)
 ·  t−L
a
f (τ )
(t − τ)α+1 dτ +
 t
t−L
f (τ )
(t − τ)α+1 dτ −
 t−L
a
f (τ )
(t − τ)α+1 dτ

=
 1Γ (−α)
 ·  t
a
f (τ )
(t − τ)α+1 dτ −
 t−L
a
f (τ )
(t − τ)α+1 dτ

=
 1Γ (−α)
 ·  t
t−L
f (τ )
(t − τ)α+1 dτ

≤
 1Γ (−α)
 · M ·  t
t−L
1
(t − τ)α+1 dτ

= ML
−α
Γ (1− α) .
So we obtain the inequality in the first part.
(2) It is obvious. This completes the proof of the theorem.
Thus, we can construct the suitable scheme based on the short memory principle. According to the definition of the
Grünwald–Letnikov derivative, we have the first order approximate scheme of fractional derivative operator
aDαt f (t)≈t−L Dαt f (t) = h−α
N
i=0
cif (t − ih), (10)
where N = min [ th ], [ Lh ].
Then Eq. (1) could be written as follows:
a(x)y3 + b(x)y2 + c(x)y+ d(x) ≈ h−α
N
i=0
ciy(x− ih), 0 < α < 1. (11)
Without loss of generality, we can fix 0 ≤ x ≤ T , and set f (0) = x0. First of all, according to Theorem 2.4, we could calculate
the numerical solution at x = T by using the initial values and Volterra integral equation, i.e.
y(T ) = x0 +
 T
0
(T − t)α−1 a(t)y3(t)+ b(t)y2(t)+ c(t)y(t)+ d(t) dt. (12)
In order to compute the next point, i.e. x = T − h (h is the step size), we can begin with x = T . Here we use equally
spaced nodes just for simplicity of explaining ourmethod; in the following it is obvious that equally-spaced is not a required
condition.We have theway named predictor–correctormethod for computing y(T−h), the explicit scheme as the predictor
is considered somewhat simple and convenient,
a(T )y3(T )+ b(T )y2(T )+ c(T )y(T )+ d(T ) = h−α(c0y(T )+ c1y(T − h)). (13)
4800 Y. Xu, Z. He / Computers and Mathematics with Applications 62 (2011) 4796–4805
From (13), we get
y1(T − h) := h
α[a(t)y3(t)+ b(t)y2(t)+ c(t)y(t)+ d(t)] − c0y(T )
c1
. (14)
The other implicit scheme as the corrector which is a little complex since it need to solve a nonlinear equation at every
iteration, i.e.,
a(T − h)y3(T − h)+ b(T − h)y2(T − h)+ c(T − h)y(T − h)+ d(T − h) = h−α(c0y(T )+ c1y(T − h)). (15)
The solution of the cubic equation (15) could be found skilly. We employ the famous Newton iteration method with initial
value y1(T − h), then we can get a convergence numerical solution y2(T − h). So the numerical solution at x = T − h is
y(T − h) := y2(T − h).
The following steps are similar as before. Suppose that we have evaluated the numerical solutions until x = T−kh, based
on the discussion above, we can deduce the formula for calculating numerical solution at x = T − (k+ 1)h, i.e.,
y(T − (k+ 1)h) = y2(T − (k+ 1)h), (16)
where y1(T − (k+ 1)h) is the numerical solution of
k+1
i=0
ciy(T − ih) = hα

a(T − kh)y3(T − kh)+ b(T − kh)y2(T − kh)+ c(T − kh)y(T − kh)+ d(T − kh),
and y2(T − (k+ 1)h) is the numerical solution of
k+1
i=0
ciy(T − ih) = hα[a(T − (k+ 1)h)y3(T − (k+ 1)h)+ b(T − (k+ 1)h)y2(T − (k+ 1)h)
+ c(T − (k+ 1)h)y(T − (k+ 1)h)+ d(T − (k+ 1)h)],
with initial value y1(T − (k+ 1)h) via the Newton iteration method.
Remark 3.1. Eq. (16) provides a train of thought that we can solve the fractional Abel differential equation one point after
one point in its required interval, and the numerical results from the implicit method by using iteration solution from the
explicit method as initial value can give a more accurate approximation. Even if some disconnected points are in domain,
the method is still efficient.
4. Examples
To demonstrate the performance and efficiency of our numerical method based on the short memory principle, we
give some examples of fractional Abel differential equation. These examples are somewhat difficult to find their analytical
solutions even if the fractional orderα is an integer. In the first three examples, we compute numerical results based on short
memory with the memory length L = 0.99 for maintenance to the accuracy of computation, while in the last example, we
compute the approximate solutions of fractional operator by using different memory lengths. All the results are calculated
by using the smart mathematical software Matlab.
Example 4.1. Consider the nonlinear fractional Abel differential equation of the first kind
0Dαx y(x) = y3 sin x− xy2 + x2y− x3, x ∈ (0, 1],
y(0) = 0. (17)
For the sake of simplicity, we can restrict α ∈ (0, 1), and the other cases are the same in general. First, we shall transform
the initial value problem (17) into an equivalent Volterra integral equation. Thus we can evaluate the approximate solution
at x = 1 by solving this integral equation
y(1) = y(0)+ 1
Γ (1)
 1
0
(1− t)α−1 y3(t) sin t − ty2(t)+ t2y(t)− t3 dt
=
 1
0
(1− t)α−1 y3(t) sin t − ty2(t)+ t2y(t)− t3 dt.
Fig. 1 shows the approximate results of Example 4.1 obtained for α = 0.80, 0.85, 0.90, 0.95, and 0 ≤ x ≤ 1.
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Fig. 1. Solutions of Example 4.1 with different orders of fractional derivative based on the short memory principle.
Fig. 2. Solutions of Example 4.2 with different orders of fractional derivative based on the short memory principle.
Example 4.2. Consider the nonlinear fractional Abel differential equation of first kind0Dαx y(x) = e−xy3 −
y2
sin x
+ x2y− x3 tan(2− x), x ∈ (0, 1],
y(0) = 0.
(18)
Using Theorem 2.4, Eq. (18) can be transformed as follows
y(1) = y(0)+ 1
Γ (1)
 1
0
(1− t)α−1

e−ty3(t)− 1
sin t
y2(t)+ t2y(t)− t3 tan(2− t)

dt
=
 1
0
(1− t)α−1

e−ty3(t)− 1
sin t
y2(t)+ t2y(t)− t3 tan(2− t)

dt.
Fig. 2 shows the approximate results of Example 4.2 obtained for α = 0.80, 0.85, 0.90, 0.95, and 0 ≤ x ≤ 1.
Example 4.3. Consider the nonlinear fractional Abel differential equation of second kind0Dαx y(x) = y
2 cos x− x2y+ α+2tan x
y+ ex + 9 , x ∈ (0, 1],
y(0) = 0.
(19)
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Fig. 3. Solutions of Example 4.3 with different orders of fractional derivative based on the short memory principle.
Table 1
Maximal errors and estimating convergence of Example 4.4.
α Stepsize Maximal errors Convergence order
0.95 0.10 0.0396 1.4021
0.05 0.0190 1.3265
0.02 0.0064 1.2925
0.01 0.0021 1.3360
0.90 0.10 0.0322 1.4926
0.05 0.0154 1.3926
0.02 0.0052 1.3444
0.01 0.0017 1.3801
0.85 0.10 0.0260 1.5843
0.05 0.0127 1.4569
0.02 0.0043 1.3948
0.01 0.0015 1.4137
0.80 0.10 0.0217 1.6628
0.05 0.0333 1.1355
0.02 0.0178 1.0303
0.01 0.0065 1.0930
According to Theorem 2.4, Eq. (19) can be transformed as follows
y(1) = y(0)+ 1
Γ (1)
 1
0
(1− t)α−1

y2(t) cos t − t2y(t)+ α+2tan t
y(t)+ et + 9

dt
=
 1
0
(1− t)α−1

y2(t) cos t − t2y(t)+ α+2tan t
y(t)+ et + 9

dt.
Fig. 3 shows the approximate results of Example 4.3 obtained for α = 0.80, 0.85, 0.90, 0.95, and 0 ≤ x ≤ 1.
Example 4.4. Consider the nonlinear fractional Abel differential equation of first kind
0Dαx y(x) = x2y3 + xy2 +
√
xy+ tan x, x ∈ (0, 1],
y(0) = 0. (20)
According to Theorem 2.4, Eq. (20) can be transformed as follows
y(1) = y(0)+ 1
Γ (1)
 1
0
(1− t)α−1

t2y3(t)+ ty2(t)+√ty(t)+ tan t

dt
=
 1
0
(1− t)α−1

t2y3(t)+ ty2(t)+√ty(t)+ tan t

dt.
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a b
c d
Fig. 4. (a), (b), (c), (d): Solutions of Example 4.4 with different step sizes of fractional order α ∈ {0.95, 0.90, 0.85, 0.80}, respectively.
Table 2
Errors of fractional operator’s approximation with different
memory lengths in Example 4.4, all computation in this table are
based on choosing stepsize h = 0.01, 0 ≤ x ≤ 1.
α 0Dαx L t−LDαx AbsError RelError
0.95 5.8704 0.99 5.4311 0.4393 7.48%
0.80 1.6979 4.1725 71.08%
0.70 1.2007 4.6697 79.55%
0.50 0.6492 5.2212 88.94%
0.90 8.2044 0.99 7.3212 0.8832 10.76%
0.80 1.8095 6.3949 77.94%
0.70 1.2501 6.9543 84.76%
0.50 0.6624 7.5420 91.93%
0.85 14.7991 0.99 12.1071 2.6920 18.19%
0.80 1.9547 12.8444 86.79%
0.70 1.3100 13.4891 91.15%
0.50 0.6774 14.1217 95.42%
0.80 69.0432 0.99 38.4198 30.6234 44.35%
0.80 2.1520 66.8912 96.88%
0.70 1.3842 67.6590 98.00%
0.50 0.6946 68.3486 98.99%
Note: the term AbsError stands for absolute error, while RelError
stands for the relative error.
We compute Example 4.4 by using different step sizes in the short memory principle, and analyze the errors in cases of
α = 0.80, 0.85, 0.90, 0.95, respectively. The estimating convergent order and maximal error of step size are shown in
Table 1, and the whole numerical results and error curved lines in 0 < x ≤ 1 are displayed in Figs. 4 and 5. The errors of
fractional operator’s approximation by using different memory lengths are revealed in Table 2.
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Fig. 5. (a), (b), (c), (d): Errors of Example 4.4 with different step sizes of fractional order α ∈ {0.95, 0.90, 0.85, 0.80}, respectively.
5. Conclusions
The Abel differential equation (or of fractional order) has an important role in calculus theory and applications in physics
and engineering. It is very difficult to handle analytically so we always get the approximate solutions. The analysis and
simulation exhibit the applicability of the short memory principle to solve fractional Abel differential equation. The work
realizes our expectation that the short memory principle is a practical method which can be used to solve Abel differential
equation of fractional order. First, we construct an iteration scheme which asks for the approximate of the boundary value,
and we transform the initial value problem into its equivalent Volterra integral equation and evaluate the boundary value.
Second, we use the iteration scheme to compute the numerical solutions of other places. An advantage of this principle
over the general difference approximation method is that we can estimate the memory length based on characteristics of
concrete initial value problem and expect required precision. The initial value problem can be restricted to a somewhat
small interval so that the amount of calculation will reduce. In the last example, we realize that keeping a long memory
length could maintain a proper good approximation of calculation, but it is natural that approximation with a little bit
shorter memory could still hold accuracy if the equation satisfies some assumptions. Generally speaking, the short memory
principle is promising and applicable to a broad class of fractional ordinary differential equations in the theory of fractional
calculus [2].
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