Abstract-We propose an integrated mechanism for discarding derogatory features and extraction of fuzzy rules based on an interval type-2 neural fuzzy system (NFS)-in fact, it is a more general scheme that can discard bad features, irrelevant antecedent clauses, and even irrelevant rules. High-dimensional input variable and a large number of rules not only enhance the computational complexity of NFSs but also reduce their interpretability. Therefore, a mechanism for simultaneous extraction of fuzzy rules and reducing the impact of (or eliminating) the inferior features is necessary. The proposed approach, namely an interval type-2 Neural Fuzzy System for online System Identification and Feature Elimination (IT2NFS-SIFE), uses type-2 fuzzy sets to model uncertainties associated with information and data in designing the knowledge base. The consequent part of the IT2NFS-SIFE is of Takagi-Sugeno-Kang type with interval weights. The IT2NFS-SIFE possesses a self-evolving property that can automatically generate fuzzy rules. The poor features can be discarded through the concept of a membership modulator. The antecedent and modulator weights are learned using a gradient descent algorithm. The consequent part weights are tuned via the rule-ordered Kalman filter algorithm to enhance learning effectiveness. Simulation results show that IT2NFS-SIFE not only simplifies the system architecture by eliminating derogatory/irrelevant antecedent clauses, rules, and features but also maintains excellent performance.
I. INTRODUCTION
R ECENTLY, a considerable number of type-2 fuzzy logic systems (T2FLSs) to contend uncertainties associated with fuzzy rule bases are proposed in [1] - [10] . When the circumstances are uncertain (data corrupted by noise) to determine exact membership grades, T2FLS is a very promising tool to effectively address this problem. Like a type-1 FLS, a T2FLS too involves fuzzifier, rule base, fuzzy inference engine, and output processor. For acquiring a type-1 fuzzy output and crisp values, in case of T2FLS, the output processor involves a type-reducer and a defuzzifier. As a result, many researchers have reported [11] - [15] to construct premise parts of fuzzy rules using type-2 fuzzy sets. However, for a general type-2 fuzzy system, it is difficult to use type reduction, which is computationally intensive. Consequently, type-2 fuzzy systems generally use interval type-2 fuzzy sets. Many methods have been proposed to design of interval type-2 neural fuzzy systems (IT2NFSs) [11] , [12] , [16] - [30] having capability of fuzzy reasoning to handle uncertain situation and learning abilities like that of neural networks. The IT2NFSs have been successfully applied in many applications, including control [19] , [29] , identification [11] , [16] - [18] , bioengineering [31] , temperature prediction [62] , [63] , and time series forecasting [20] , [22] . In [17] , a self-evolving IT2NFS is proposed for addressing nonlinear time-varying plants, where it uses hybrid learning algorithms-a gradient descent scheme to tune the premise part parameters and the rule-ordered Kalman filter to tune the consequent part parameters. Abiyev and Kaynak [29] propose a type-2 fuzzy neural structure for identification and control of time-varying plants, where the constructed structure is based on type-2 Takagi-Sugeno-Kang (TSK) fuzzy rules, whose antecedent parts are derived by interval type-2 fuzzy sets and the composition of the consequent part uses crisp linear functions. The tasks of identification of the fuzzy neural network (FNN) as well as realization of good performance by the identified system are often significantly dependent on the input variables. If the input is in high dimension, the identification of useful fuzzy systems becomes very difficult. Moreover, in high dimension, it loses its interpretability by human beings, where interpretability is one of the main attractions of a fuzzy system. It is also known that more inputs do not necessarily favor the system identification task if there are useless features as well as redundant features. For a neural fuzzy system (NFS), a few redundant features may result in a higher computational cost and lead to more difficulty in identifying the system. Therefore, for high-dimensional inputs, use of the useful features as done in [32] - [37] is always desirable and it could reduce the computational complexity. Lee et al. [33] have used a measure of fuzzy entropy as the criterion to select useful features in conjunction with the backward elimination method. On the other hand, feature selection using mutual information for fuzzy random variables is presented in [36] . According to [36] , the use of features selected by mutual information for fuzzy rule-based system may be desirable because in a fuzzy rule base, we use fuzzified variables. Hence, they defined and used mutual information between two fuzzified random variables. Silipo and Berthold [35] proposed a method that quantifies the discriminative power of input features on a fuzzy model and this is used for feature relation in connection with designing fuzzy models. For feature selection and fuzzy rule extraction, [31] , [34] , and [38] - [41] have used neural network-based methods. Chakrborty and Pal [31] , Chakraborty and Pal [38] , and Lin and Cunningham, III, [39] proposed the use of feature modulators that are tuned through the process of learning to select useful features in an integrated manner simultaneously with designing of the decision making system. The modulator functions associated with the antecedent clauses play significant roles in the selection of good features (removing the bad features and associated antecedent clauses). An integrated mechanism to select useful features is also proposed in [42] , which designs the rule base for function approximation type problems in the Takagi-Sugeno framework. Some of these studies [31] , [38] , [39] , [43] , and [44] using layered architectures have proposed integrated mechanisms for feature selection and rule extraction, which can exploit subtle nonlinear interaction between features and that between features and the fuzzy rule base to identify useful features and hence rules.
All of aforementioned models and methods are based on type-1 fuzzy systems. To the best of our knowledge, there is no type-2 fuzzy rule-based system or NFS for simultaneous feature selection and system identification. These methods either reject a feature or accept it. These methods cannot deal with situations when a particular feature is useful for some rules but not for all. This is what we develop here. We develop a feature modulator based on a self-evolving IT2NFS with simultaneous feature selection and rule extraction schemes. The proposed model has several distinguished characteristics as follows: 1) the selfevolving property in the interval type-2 NFSs for online system identification and feature elimination (IT2NFS-SIFE) can automatically evolve the required network structure and parameters in the presence of the training data; 2) the proposed IT2NFS-SIFE enables us to eliminate derogatory or harmful features to economize computational cost. In other words, our proposed network can reject truly bad features and simplify fuzzy rules; 3) it can identify partially useful features that are important for some rules but not for all; 4) for the consequent updated parameters, the IT2NFS-SIFE uses the rule-ordered Kalman filter algorithm to enhance network's performance; and 5) the convergence of the IT2NFS-SIFE is faster, and it achieves a lower root mean square error (RMSE) than other models, as shown in Section V.
The concept of modulator-based feature selection for type-1 systems is well developed. However, there are a few distinct differences. All type-1 approaches either select a feature or discard a feature. Therefore, every rule uses the same set of linguistic (input) variables. The proposed system is a further generalization of the concept. Here, we have a separate modulator for every atomic antecedent clause. Therefore, depending on the rule, the number of input variables involved could be different. The type-1 approaches can only eliminate poor features, but the present approach can also eliminate useless rules. Moreover, this is the first attempt to use such a concept for type-2 systems. Many studies [35] , [36] , and [40] used two phases to build a whole framework: first feature selection to find useful attributes and then designing neural fuzzy networks as classifiers. The other studies [50] and [58] used the selforganizing FNN with growing and pruning strategy to enable the network to optimize the size of the FNN. In this paper, we present a self-evolving approach that embeds a pruning strategy into the fuzzy rule generation process for function approximation. Unlike the above-mentioned methods, our proposed method employs a simple function as an attenuating gate to probe, which features may affect the system's performance adversely to discard them. The method not only speeds up the structure learning process but also removes less useful and invalid weights and rules to achieve a parsimonious FNN that can obtain comparable performance and accuracy.In Section II, we described the pros and cons of various approaches.
The remainder of this paper is organized as follows. Section II presents brief survey of some existing methods. Section III introduces the IT2NFS-SIFE structure. Section IV presents the structure and parameter learning in the IT2NFS-SIFE. Section V outlines the simulation results obtained from the different cases. Finally, Section VI offers a conclusion.
II. BRIEF SURVEY OF SOME EXISTING METHODS
In real-world problems, the obtained information is often uncertain and imprecise, and hence it is difficult to analyze through a type-1 FLS. The T2FLS was developed to deal with such problems. Practical applications of T2FLSs have drawn much attention in a wide variety Fields, such as control, biomedical application, temperature prediction, and signal processing [11] , [16] - [19] , [29] , [31] , [62] , [63] . Since a general type-2 FNN (T2FNN) is computationally intensive, the IT2FLS, which uses interval type-2 fuzzy sets in the premise part of fuzzy rules, is developed to simplify the computational complexity of general type-2 fuzzy systems. Afterward, considerable research has been devoted to develop the combination of T2FLS and NN (named T2NFS) [11] , [16] - [19] , [27] , [29] . Hagras [21] and Wang et al. [23] proposed a method for dynamic optimal training of a two-layer consequent part of an interval T2FNN with fixed antecedents. To yield a better performance, genetic algorithms (GAs) are used to search for the global optimal solutions of the relevant weights in terms of the premise and consequent fuzzy clauses. In [45] - [49] , GAs are used to evolve the number of rules required.
In [29] , the structure of a type-2 TSK fuzzy neural system was presented, and its structure identification was done using a type-2 fuzzy c-means (FCM) algorithm, which is an extended version of the type-1 FCM. The use of an FCMtype clustering algorithm demands that data must be collected in advance, and thus, it is not suitable for addressing dynamic system modeling. There are many studies [16] , [17] , [27] , [44] , and [50] - [52] where researchers have advocated online structure identification and parameter learning approaches to effectively deal with the problems of time-varying system. One of well-known online learning networks is a self-evolving interval T2FNN (SEIT2FNN) [17] with concurrent structure and parameter learning. Apart from the natural benefits of using T2FLS, other advantages of SEIT2FNN come from two sources: the rule adaptation mechanism that generates rules online as the system receives the training data and the rule-ordered Kalman filter algorithm that enhances network's performance. Consequently, considerable research effort has been focused on developing a self-organizing protocol that is superior for real-life applications. Although the aforementioned T2FNNs possesses a distinguished characteristic that could address uncertainties associated with data and information in the knowledge base of the process very well, it still has no mechanism that can automatically discard derogatory features as the learning proceeds.
Features could be classified four groups [53] : 1) essential features, which are necessary regardless of the modeling tools used; 2) derogatory features, which must be dropped; 3) indifferent features, which are useless and neither help nor cause problems except possibly increasing cost; and 4) redundant features, which are useful but all of them are not needed because of dependency. Feature selection is important not only to reduce the cost of design and decision making but also to make the learning efficient and easy. Ishibuchi et al. [54] - [56] , who made important contributions in feature selection, dealt with a combinatorial optimization problem with two conflicting objectives: minimization of the number of rules and maximization of the accuracy. Sánchez et al. [36] presented a novel feature selection scheme using mutual information for fuzzy random variables that could prevent poor features to impact the performance of the system. However, these methods perform feature selection in an offline manner for the classification task. To tackle this problem, several methods of integrated feature selection and rule extraction are proposed using layered networks [31] , [38] , [42] , [50] , [57] , [58] . The demerits of some of the proposed networks include conflicting rules that need to be eliminated by postprocessing [31] , [38] . Chen [57] presented an integrated mechanism that can account for possible subtle nonlinear interaction between features for simultaneous extraction of fuzzy rules and selection of useful features. However, that approach only discards harmful features but cannot simplify the network's size. In [50] , a novel growing and pruning mechanism is proposed, which optimizes the structure of a FNN. The structure identification relies on sensitivity analysis. These models do not consider issues like feature selection to reduce input dimension and rule adaptation. Reducing the numbers of useless fuzzy rules and/or insignificant/poor features, which enhances the interpretability of the system, usually has a positive impact on the performance of system. Here, the objectives of this paper are to select useful Membership Functions (MFs) (antecedent clauses) and features and to eliminate derogatory features and not-useful MFs through a modulation operation that could easily identify good/bad features during the leaning process, and then use the significant features to achieve better system performance.
III. IT2NFS-SIFE STRUCTURE
Here, we introduce the structure of the multiple-inputsingle-output IT2NFS-SIFE. The antecedent part of the IT2NFS-SIFE uses interval type-2 fuzzy sets with uncertain means and fixed standard derivation (STD). The consequent part of the IT2NFS-SIFE is of TSK type with interval weights. Fig. 1 shows the proposed five-layered IT2NFS-SIFE structure. The details of each layer are discussed next.
A. Layer 1 (Input Layer)
Each node in this layer represents a crisp input variable. The input variablesx = (x 1 , . . . , x n ) are fed into this layer. Since this is a fan-out layer, there is no weight to be adjusted in this layer.
B. Layer 2 (Modulated MF Layer)
Each node in this layer performs the fuzzification task and it also modulates memberships depending on the utility of the associated feature to solve the problem. First, we use a Gaussian primary MF with a fixed STD and uncertain mean that acquires values in [m 1 , m 2 ] (Fig. 2 ). Thus given a crisp value of the input variable, the output of the interval type-2 Gaussian MF,Ã i j , can be represented as an interval
(
Here,Ã i j is the i th interval type-2 fuzzy set on the input variable x j , j = 1, . . . , n. The footprint of uncertainty (FOU) of this MF is represented by the bounded area defined in terms of a lower MF μ i j and an upper MF μ i j , where
and
For feature selection, our purpose is to modulate the MF associated with features in this layer. To realize this, we combine a modulator function and the Gaussian MF in a judicious manner. For a harmful feature, the interval type-2 membership should be changed in such a manner that it does not influence the firing interval that will be computed in the next layer. However, there could be features that are useful for some rules and not for some other rules. To account for this, unlike previous methods here we have separate modulators for each MF (linguistic value, in other words with each antecedent clause). We shall explain how to use the modulator in this layer after we look at how we compute the firing strength in the next layer.
C. Layer 3 (Firing Strength Layer)
Each node in this layer represents the antecedent part of a fuzzy rule and it computes the firing strength. To acquire the spatial firing strength F i , each node performs a fuzzy meet operation on inputs that it receives from layer 2 using an algebraic product operation. In this layer, there are M nodes, each of which represents one rule. The firing strength is an interval type-1 fuzzy set, involving upper and lower firing strengths, and is computed as follows [3] :
where M is the total number of rules. In (5), μ is the modulated membership value. Now, let us get back to the modulator functions that are used in the previous layer. If a feature is not useful for a rule, then we do not want that feature to influence the firing strength in (5) of the associated rule. This can be realized if for every value of that feature both the lower and upper membership values of the associated fuzzy set become 1. If a feature is bad, then we do not want it to influence the firing interval of any rule and hence none of the type-2 fuzzy sets defined on that harmful features should affect firing interval of any rule. Hence, for every value of the bad feature, both the lower and upper membership values should become 1 for all fuzzy sets defined on that bad feature. Following the idea used for type-1 system, we use the modulator function
where λ is a modulator parameter that is a scalar variablethere will be exactly one modulator parameter for every input variable. Therefore, the modulated interval MF for the j th input variable of the i th rule can be computed as
where
If modulator parameter λ j is close to 0, then μ i j ≈ μ i j . On the other hand, if magnitude of λ is very high, then the modulated membership value is nearly 1 (μ i j ≈ 1). During the learning process, we shall set appropriate values to the modulator parameters. Our goal is to make the modulator high if a feature is not useful for a rule and make it nearly zero (0) when it is useful for the rule. This is a very general setup. If our intention is to select useful features, then we associate only one modulator with each feature as explained. In this case, a feature is either rejected or used by all rules. This is also done in [42] for type-1 systems. In this paper, we move one step ahead. In general, there could be a derogatory feature, which must be discarded, but there could also be a feature that is useful for some rules but not required for some other rules. This leads to the problem of selection of antecedent clauses (linguistic values). Using the concept of modulator, we shall learn which antecedent clause is important and which is not. If all antecedent clauses of a rule are not important, then that rule can be discarded. If some antecedent clauses are not important, then only the rule and hence the structure is simplified by removing those antecedent clauses. If all antecedent clauses defined on a linguistic variable are not important, then that variable (feature) can be discarded.
D. Layer 4 (Consequent Layer)
Each node in this layer represents a TSK-type consequent that is a linear combination of current input variables, where the weights of a linear combination are intervals. Each node in this layer receives inputs from layer 3 as well as the input data in layer 1. Each rule node in layer 3 has its own corresponding consequent node in layer 4. The output is an interval type-1 set and can be denoted as [w i l , w i r ], where indices l and r denote left and right limits, respectively. Therefore, the node output is expressed by (12) where
E. Layer 5 (Output Processing Layer)
Each node in this layer receives input from the corresponding node of layer 4 as well as that from layer 3 because to compute the output both the firing interval as well as the consequent values are needed. The output from a node in this layer is an interval type-1 set [y l , y r ], where subscripts l and r denote left and right end points, respectively. We use the Karnik-Mendel (K-M) iterative procedure [8] to find L and R end points, and then compute the type-reduced outputs y l and y r . One important norm of using this procedure is that the consequent parameters must be reordered in ascending order, such that the original consequent parameters
The relationship between w l , w r , v l , and v r can be expressed as follows: v l = Q l w l and v r = Q r w r (13) where Q l and Q r are M × M appropriate permutation matrices to reorder the values. These two permutation matrices use elementary vectors (i.e., vectors, all of whose elements are zero except one element, which is equal to one) as columns, and these vectors are arranged (permuted) so as to move elements in w l and w r to new locations in ascending order in the transformed vectors v l and v r , respectively. Accordingly, the firing strengths f i s must also be transformed to the rulereordered firing strength g i . Then, the outputs y l and y r can be computed by
F. Layer 6 (Output Layer)
Each node in this layer corresponds to one output variable. Because the output of layer 5 is an interval set [y l , y r ], nodes in layer 6 compute the defuzzified value of the output linguistic variable y by computing the average of y l and y r as
IV. IT2NFS-SIFE LEARNING
In this section, the two-phase learning scheme is discussed. Fig. 3 shows the entire learning procedure of IT2NFS-SIFE. The aim of the first phase is structure learning that discusses how to construct the IT2NFS-SIFEs rules. The learning starts with no rule in the IT2NFS-SIFE and all fuzzy rules are evolved by an online structure learning scheme. The second phase is the parameter learning phase that describes how we use a gradient descent algorithm and the ruleordered Kalman filter algorithm to learn the parameters of the system.
A. Structure Learning
In structure learning, the system determines whether a new rule should be extracted and added from the training data or not. The ideal is from [51] on type-1 fuzzy rule generation. The first incoming data point x is used to generate the first fuzzy rule with mean and width of the fuzzy MFs as
where x is a constant to determine the initial type-2 fuzzy set interval range and σ fixed is a predefined value (we use σ fixed = 0.3 in this paper). The x indicates the width of uncertain mean region. If x is made too small, then the type-2 fuzzy set approximately becomes a type-1 fuzzy set. On the contrary, if x is too large, then a type-2 fuzzy set will cover most of the input domain. Subsequently, at time t, when a new input comes, we compute the firing strengths (firing intervals) of that input for all M(t) rules and then compute the mean value of firing strength f i c (t) for each rule i as
f c helps us to determine whether a new rule should be generated according to a predefined threshold f th . Thus, for subsequent incoming data, we find
where M(t) is the number of existing rules at time t.
If f I c (t) ≤ f th , then a new fuzzy rule is generated and M(t + 1) = M(t) + 1. The idea behind this is that if the current data point does not match well the existing rules, then a new fuzzy rule is evolved. The uncertain means of type-2 fuzzy sets associated with this rule are defined exactly in the same manner as done for the first rule, i.e., the uncertain means of the corresponding type-2 fuzzy sets are defined as (20) and the width of the new rule is defined as follows:
where β > 0 determines the overlap degree between two fuzzy sets. Equation (21) indicates that the initial width is equal to the Euclidean distance between current input data x and the center of the best matching rule for this data point times an overlapping parameter. Here, β is set to 0.5 in this paper and it indicates that the width of new type-2 fuzzy set is half of the Euclidean distance from the best matching center, and a suitable overlap between adjacent rules is realized. Similar protocols were also followed in [16] , [18] , and [27] . In addition to assigning the initial antecedent parameters, the initial consequent parameters should also be assigned when a new rule is generated. The initial consequent parameters c i 0 , i = 1, . . . , M, are set to the desired output y d corresponding to the current input x . Other initial parameters c i j , j = 1, . . . , N, are set to small values, e.g., 0.05. A parameter s is used to define the output interval range. If the interval range is too small, the output is similar to singleton. On the other hand, if the interval range is too large, then it would cover the whole output domain. In this paper, we use parameters s i j = 0.005, j = 1, . . . , n for all variables.
B. Parameter Learning
The parameter learning is also done during the learning of the structure. All free parameters of the IT2NFS-SIFE are adjusted with each incoming training data regardless of whether a rule is newly generated or already existing. The antecedent parameters, involving m 1 , m 2 , and λ, in the IT2NFS-SIFE are adjusted with each incoming input by gradient descent algorithm that is suitable for supervised method. The consequent part parameters are tuned through a rule-ordered Kalman filter algorithm to improve the network accuracy. Here, we consider the single output case just for clarity. The training algorithm minimizes the error function
where y(t + 1) represents the actual network output and y d (t + 1) represents the desired output. Note that (22) represents the instantaneous square error and with each incoming data point, and only one step of update of all parameters is done using gradient descent (the learning rules will be derived later). As reported in [17] , a rule-ordered Kalman filter algorithm is applied for the learning of the consequent parameters. Next, we describe the rule-ordered Kalman filter algorithm explicitly. Based on K-M iterative procedure for computing y l and y r in (14) and (15), the consequent values w l and w r should be rearranged in ascending order. As the consequent values w l and w r change, their orders and corresponding rule orders should also change accordingly. Equation (13) indicates the relationship between the original and arranged values. As in [1] , (14) and (15) can be reexpressed as the following rule-ordered form:
where (28) and e i and ε i are unit vectors. The rule-ordered Kalman filter algorithm [17] tunes the consequent parameters in the IT2NFS-SIFE. Therefore, (23) and (24) can be reexpressed as
y r = φ T r w r where
Thus, the output y in (16) can be reexpressed as
where φ l = 0.5φ l and φ r = 0.5φ r . During the online structure learning, the dimension of w l and w r increases with time, and the positions of c i j and s i j change accordingly within the same vector. For keeping the position of c i j and s i j unaltered in the vector, the rule-ordered Kalman filtering algorithm rearranges elements in rule order in (31) . Let w TSK ∈ 2M(n+1) denote all of consequent parameters. That is (32) where the consequent parameters are placed according to the rule order. Equation (31) can then be expressed as (33) where φ cj = φ l j + φ r j and φ s j = φ r j − φ l j , j = 1, . . . , M. The consequent parameter vector w TSK is updated by executing the following rule-ordered Kalman filtering algorithm:
where κ is a forgetting factor (0 < κ ≤ 1). In this paper, we have used κ = 1. The dimensions of vectors w TSK and φ TSK , and matrix S increase when a new rule is evolved. When a new rule is generated at time t + 1, the dimension of φ TSK , w TSK , and S(t) can be expanded and expressed by the following formulas: (35) where ρ 0 ≡ 1, and (36) and
where C is a large positive constant, and I is an identity matrix. Note that the dimension of initial S is a 1 × 1. For convergence analysis of the Kalman filter with varying input dimensions, the proposed network uses resetting of the matrix S to CI after 10 iterations of learning. This resetting operation keeps S bounded and helps avoid a divergence problem.
In [1] , [8] , and [17] , a gradient descent algorithm is used for the parameter learning, and let m i j 1 , m i j 2 , σ i j , and λ i j represent the antecedent and modulator parameters, then the learning rules are
where η and η are learning coefficients for the antecedent parameters and the modulators, respectively. Now, we can compute the learning rules as follows: 
and where
(48)
Similarly, if w i j represents m i j 1 , m i j 2 , and σ i j , the derivation of premise parts can be expressed as
If w i j = m i j 1 , then we have
consequently, if w i j = m i j 2 , then we have
finally, if w i j = σ i j , then we have
For each piece of incoming data, only one epoch of the gradient descent algorithm and the rule-ordered Kalman filter algorithm is performed irrespective of whether it is an old sample from repeated offline learning or a new sample from online learning. To begin the learning process, we need to initialize the modulator parameters, λs. For an effective learning, we initialize the λ values in such a manner that at the beginning all features as well as all antecedent clauses are unimportant, i.e., all modulated membership values are close to 1. Therefore, we set the initial λ values to 1.6. Then with iteration, the modulators for useful antecedent clauses are adapted (reduced) faster as those can reduce the error, while for bad features/not-useful antecedent clauses, the values of λ will increase and the modulated membership will approach 1. The entire learning process is summarized as an algorithm named learning algorithm of IT2NFS-SIFE (see Algorithm 1). This algorithm specifies how a rule and its MFs are initialized.
V. SIMULATIONS
In this section, four examples are used to assess the performance of the IT2NFS-SIFE, including system identification (Example 1), Hang data (Example 2), Chem data (Example 3), and Auto MPG6 (Example 4). Table I shows the summary of the data sets used. Our simulation studies demonstrate that the IT2NFS-SIFE is able to effectively prune redundant features and simplify structure simultaneously with online learning of the system.
A. Example 1 (System Identification)
This example uses the IT2NFS-SIFE to demonstrate that the use of modulator function is able to remove redundant inputs and simplify the network architecture. The plant has been Compute error function using (22) Parameter Learning Phase: Use the rule-ordered Kalman filter algorithm (34) to tune the consequent parameters. And then use gradient descent algorithm (38)- (41) Update all relevant parameters Use the rule-ordered Kalman filter algorithm (34) to tune the consequent parameters. And then use a gradient descent algorithm (38)- (41) to update the other free parameters } } presented in [17] and [51] , and is described by the difference equation
where the training signal is generated with u(t) = sin(2πt/100), t = 1, . . . , 200. The inputs in the IT2NFS-SIFE are u(t) and y d (t) and the desired output is y d (t +1). Here for observing the merit of IT2NFS-SIFE, we artificially generate two irrelevant input variables. These derogatory inputs are (59) where y(t + 1) represents IT2NFS-SIFE output. The structure threshold and learning rate are set to 0.02 and 0.07, respectively. The learning rate for modulator parameters is set to 2 × 10 −4 . Training is performed for 200 epochs, each with 200 steps and three fuzzy rules are generated. After training, the RMSE obtained is 0.018. Fig. 4 shows that the convergence curve of the training process is quite fast. Fig. 5 shows a very good match between the actual output and the network output. For this example, we also compare the performance of IT2NFS-SIFE with two well-known models, as shown in Table II. Table II exhibits the network performance, including TABLE III  MODULATOR VALUES ASSOCIATED WITH INPUTS AND   RULES FOR EXAMPLE 1 FOR A TYPICAL RUN the number of rules, test RMSE, and compares them with its competitors presented in [17] and [51] . Table II reveals that IT2NFS-SIFE outperforms the other competitors. To compare with a feedforward type-1 FNN, we use a self-organizing neural fuzzy inference network (SONFIN) [51] , which is a powerful network with both structure and parameter learning abilities. The consequent part of the SONFIN is of Mamdani type. All free parameters in SONFIN are learned using a gradient descent algorithm. We also compare with another a feedforward T2FNN, which is the SEIT2FNN [17] . This network too possesses simultaneous structure and parameter learning abilities. The consequent part in the IT2NFS-SIFE is of TSK type. Parameter learning philosophy of SEIT2FNN is the same as that of IT2NFS-SIFE. These two well-known models are applied to investigate whether two invalid inputs will significantly affect the final output. The test RMSE of SONFIN is obtained as 0.0198 when inputs do not involve two invalid variables. The test RMSE of the SEIT2FNN is obtained as 0.0166 with three fuzzy rules. From these results, we see that SEIT2FNN outperforms SONFIN. Table II shows that the RMSE of SONFIN and SEIT2FNN, respectively, increases to 0.088 and 0.071. Thus, the two irrelevant inputs significantly affect the identified systems and their outputs and even add to computational complexity. However, our proposed network could effectively reduce the impact of the two derogatory inputs without degrading the network's performance.
Here, we can see an interesting phenomenon in Table III -IV the modulator parameter for all antecedent clauses defined on the irrelevant inputs (x 3 and x 4 ) have increased from their original value of 1.6, and they have become bigger than the modulator values for all antecedent clauses defined on the original inputs (x 1 and x 2 ). This suggests that we can discard both x 3 and x 4 and simplify the network structure. Since there is no rule for which all modulator parameters are high, we cannot delete any rule.
B. Example 2 (Hang Data)
Now, we consider the Hang data [32] , [42] that is a synthetic data set to demonstrate the distinguished characteristic of IT2NFS-SIFE. This data set is generated by the following:
where x 1 and x 2 are input variables for the IT2NFS-SIFE input layer, and y represents a single output. To obtain the training data, (60) is used to generate 50 I-O data points randomly from 1 ≤ x 1 x 2 ≤ 5. To show the capability of our system, we have augmented this data set by adding two useless variables x 3 and x 4 with random values in [1, 5] . Fig. 6 shows a pictorial representation of the Hang data. The structure threshold and learning rate are set as 0.1 and 0.07, respectively. The learning rate for modulator function is set to 7 × 10 −4 . After 200 epochs of training, three rules are generated. Like the previous example, we compare the performance of IT2NFS-SIFE with that of SONFIN and SEIT2FNN. Like IT2NFS-SIFE, these two models, SONFIN and SEIT2FNN, use the same data set obtained from [32] . The RMSE on the test data for the SONFIN and SEIT2FNN is, respectively, 0.226 and 0.207, when they use only the two useful (original) features x 1 and x 2 . When the irrelevant features are used by these two systems, the test RMSE increases to 0.385 and 0.313, as shown in Table V . However, using all four features, the test RMSE of our system is only 0.228. We note that the results in Table V are obtained using a five-fold crossvalidation framework as we have fixed data set without any training-test partition. Thus, from Table V , we find that the performance of SONFIN and SEIT2FNN is severely affected by the presence of derogatory features, but our system is not. The modulator values in Table VI indicate that x 3 and x 4 are bad features and should be discarded and Rule 3 is also not important as it does not affect the system output and hence can be discarded without any loss. Note that, the earlier attempts that use modulators for type-1 fuzzy systems do not have the capability of removing a rule. 
C. Example 3 (Chem Data)
In this example, the IT2NFS-SIFE is conducted to address a real-world problem relating to operator's control of a chemical plant for producing a polymer by polymerization of some monomers [32] . There are five inputs and one output. The input variables are: monomer concentration (u 1 ), change of monomer concentration (u 2 ), monomer flow rate (u 3 ), and two local temperatures inside the plant (u 4 and u 5 ). The output y represents the set point for monomer flow rate. This data set contains 70 samples. Sugeno and Yasukawa [32] indicate that u 4 and u 5 do not influence the system output. Sugeno and Yasukawa [32] and Pal and Saha [42] also confirmed the same observation. Hence for this data set, we do not add any extra feature and use the five features to analyze the influence of irrelevant features on our network. The structure threshold and learning rate for modulators for this data set are set to 0.4 and 3 × 10 −4 , respectively. There are four fuzzy rules generated after 100 epochs of training. Fig. 7 shows the outputs of the Chem data and those of the IT2NFS-SIFE. The RMSE on this data set for SONFIN and SEIT2FNN, without involving two local temperatures, are, respectively, 148.64 and 84.37. As shown in Table VII 
D. Example 4 (Auto MPG6)
This is a real dataset that involves the prediction of automobile city-cycle fuel consumption in miles per gallon (MPG). The data set contains 392 samples and can be downloaded from University of California-Irvine (http://archive.ics.uci.edu/ml/). As done in [59] and [60] , the data set is divided into two subsets with 320 samples for training and remaining 72 samples for test. There are seven input variables, involving cylinders (x 1 ), displacement (x 2 ), horsepower (x 3 ), weight (x 4 ), acceleration (x 5 ), model year (x 6 ), and origin (x 7 ), and one output variable, mpg (y). It is evident from the description of the input features that x 6 and x 7 are not relevant features and that is why other studies such as in [61] , these two features are ignored. However, we shall use all seven features to investigate whether our system can eliminate these to irrelevant features or not. The structure threshold and learning rate for modulators are used as 0.005 and 6×10 −5 , respectively. Fig. 8 shows that the best matching between estimated output and actual output for the auto-MPG problem. In all other examples, the learning rates for the premise and consequent parameters are taken as 0.07 but for this example, we are required to use a lower value of the learning coefficient for a smooth convergence of the training. After 100 epochs of training, three fuzzy rules are generated. When the system uses the five features, (x 1 , . . . , x 5 ), the RMSEs obtained for SONFIN and SEIT2FNN are 2.98 and 2.81, respectively. Juang et al. [61] also use five significant features (x 1 , . . . , x 5 ) to predict automobile city-cycle fuel consumption.
As can be observed in Table IX , both for SONFIN and SEIT2FNN use of the two irrelevant features leads to a degradation in performance. As revealed by Table IX , the test RMSE of IT2NFS-SIFE is lower than its competitors. Table X EXAMPLE 4 shows that the input variables x 6 and x 7 are not important as their modulator values are high for all rules. Table X shows that the modulation parameters of x 6 and x 7 are significantly bigger than those of other input variables, consequently input variables x 6 and x 7 may be discarded without much effect on the performance.
VI. CONCLUSION
In this paper, we propose a new IT2NFS called IT2NFS-SIFE that can reduce the effect of bad or derogatory features (in fact can remove bad features), it can also simplify network structure by removing antecedent clauses that are not important for a rule. Unlike most self-organizing FNNs, it has the flexibility of learning different rules involving different sets of variables, if that makes the system identification easier. According to our knowledge, this is the first type-2 fuzzy neural system that can select features and adapt its structure and learn parameters simultaneously. It uses the concept of membership modulators that eliminates the impact of a type-2 fuzzy MF on the output if that MF (hence, the associated antecedent clause) is not useful. The self-evolving ability in our network enables it to efficiently identify the required structure of the network and does not need any initial IT2NFS-SIFE structure to start with. For the parameter learning in the IT2NFS-SIFE, the antecedent part and modulation parameters are trained using the error back-propagation learning, and the rule-ordered Kalman filter algorithm helps improve network accuracy by tuning the consequent part parameters. To demonstrate the effectiveness of IT2NFS-SIFE, we have tested it on four commonly used data sets and compared its performance with that of two competitive algorithms. For all four cases, the system not only was able to yield better performance in terms of RMSE but also could simplify the system drastically. IT2NFS-SIFE was able to identify the irrelevant features as well as irrelevant rules and clauses.
