The three-dimensional numerical computational fluid dynamics computer program SSIIM was used to predict the flow field and the sediment transport at the Kapunga water intake in Tanzania. It solved the Reynolds-averaged Navier -Stokes equations in three dimensions to compute the water flow and used the finite-volume method as the discretisation scheme. The model was based on a threedimensional, non-orthogonal, structured grid with a nonstaggered variable placement. The k -1 1 model was used to predict the turbulence and the SIMPLE method to compute the pressure. The suspended sediment transport was calculated by solving the convection -diffusion equation with the bed boundary condition provided by an empirical formula for the reference concentration. The results from the numerical model were verified using observed performance ratios at the water intake. These ratios were calculated from the sediment concentrations in the river upstream of the intake and passing into the water intake. The computed performance ratios corresponded well with those derived from field measurements. Sensitivity tests showed that the use of a fine grid in combination with a second-order upstream scheme gave the best results. Varying the bed roughness showed that the results were not unduly sensitive to the method used to determine that parameter. The results from the SSIIM model and the field measurements were also compared to the results of an earlier numerical model study in which the commercial computational fluid dynamics program PHOENICS had been used.
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INTRODUCTION
Appropriate sediment control at water intakes is one of the primary goals of their design. The storage volume of any sedimentation chamber downstream has to last as long as possible and, in the case of a hydro power plant, the turbines must be protected from the incoming sediments. The design of an intake has traditionally been refined by carrying out physical model studies. It has recently become more popular to improve the design process using the results from a three-dimensional (3-D) numerical model study. Applying computational fluid dynamics (CFD) in this field of engineering can improve the final design and accelerate the design process. 1 Demny et al. 2 also used CFD to investigate modifications at the trash rack of a water intake. The use of a 3-D model instead of a two-dimensional (2-D), depth-averaged one is strongly recommended as the change in sediment concentration in the vertical direction is the key aspect when designing a water intake and an appropriate sediment excluder. By ignoring the third dimension a model can not be used to test alternative designs for separating water from sediments near the intake. Another advantage of a 3-D model in comparison with a 2-D, depth-averaged one is in the prediction of the secondary currents.
The topic of the present study is the use of a 3-D numerical model to predict the suspended sediment distribution in the flow approaching a water intake. Intake performance can be assessed by a performance ratio PR, defined by equation (1) 1
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indicates no concentration reduction between the river and the canal. A performance ratio less than zero indicates that an intake is aggravating sediment concentrations. Within this study, measurements at the Kapunga water intake in Tanzania are compared with the results from two independent 3-D numerical models. First, Atkinson 3 simulated the distribution of the sediment concentration at Kapunga (and an intake in the Philippines) using the commercial 3-D software package PHOENICS. Second, and it forms the focus of this study, the software package called SSIIM 4 was applied to the Kapunga intake. SSIIM had already been tested by modelling sediment flow in a sand trap 5, 6 as well as modelling flushing processes in a reservoir. 7 The aim of the investigation was therefore to test the model on more complex geometries and to give recommendations for the further use of CFD in this field of engineering.
THE KAPUNGA WATER INTAKE
The Kapunga water intake supplies the primary canal of the 3800 ha Kapunga Rice Project in southern Tanzania (Fig. 1 The head works were designed by Sir William Halcrow and Partners, using the principle of a curved channel sediment excluder and the design was refined using a physical model study. As water flows round a bend in a channel, secondary currents are set up which direct the flow towards the inside of the bend at the bed of the channel, and towards the outside of the bend at the surface. Thus, if an intake is sited on the outside of a bend, the sediment-laden water close to the bed of the channel is excluded. The Kapunga intake is located on the outside of a natural bend which has been stabilised using training works. Further sediment control is provided by a curved sluice channel, as shown in Fig. 1 . The outflow from the head works structures is divided between the water intake, the sluice outflow and the flow over the weir. Table 1 shows the discharges for each of these outflows for the five occasions when measurements were taken.
DATA
Atkinson 8,9 presents measurements of sediment concentrations at the Kapunga water intake. A detailed set of measurements at the intake was taken to quantify its performance in excluding sediment. The field observations were carried out during the wet season, from February to May in 1991 and in 1992. The geometry of the river bed was taken at the cross-sections shown in Fig. 1 . Flow and sediment load were monitored in the river at about 160 m upstream from the weir, in the sluice channel and at the water intake. Sediment concentrations were measured using a pump sampling technique. The measurements were performed at up to seven verticals across the river and up to four heights at each vertical. Both the mean velocity and concentration were obtained by fitting measured values to theoretical profiles and then by integrating. Analysis of these data enabled the sand exclusion performance of the intake to be assessed. The results are listed in Table 2 . The performance ratio was found to vary in the range 0 . 42 -0 . 79. To simulate the turbulence Atkinson used the k -1 model. In the case of the Kapunga intake the bed roughness was set to an equivalent roughness height calculated beforehand from an alluvial friction predictor. The sediment transport was simulated by treating each size fraction as a concentration in the flow with settling velocity imposed as a simple downward flux proportional to the local concentration. The boundary condition for the simulation of sediment concentration was assumed to be a function of the bed shear stress following equation (2) E ¼ kt t a where the entrainment rate is denoted by E, the bed shear stress by t and k is a constant. The value of constant a was in the range 1 . 0-2 . 5 to give more accurate results. 10 A representative set of conditions was simulated by the model and equation (2) was used to set the entrainment rate. 11 The coefficient k was then determined by calibration: the value of k was set so that the mean concentration predicted by the model was equal to the mean concentration at those conditions predicted by a sediment transport prediction formula. The ratio of the diffusion coefficient to the eddy viscosity, the factor b, was set using the following formula
THREE-DIMENSIONAL SIMULATION
where w is the sediment fall velocity and u Ã is the shear velocity.
The calculated performance ratios were compared to the field measurements. The main results are presented in Fig. 6 and listed in Table 3 and will be discussed in detail later in this paper.
Numerical model SSIIM
The numerical model used in the present study is called SSIIM and is described in detail by Olsen. 12 It solves the Reynoldsaveraged Navier -Stokes equations in three dimensions to compute the water flow; the discretisation method employed is the finite-volume method. 4 In CFD there are different numerical methods available to solve the convection diffusion equation on the surfaces of the control volume defined for each computational cell. In the present study, both a first-and a second-order upstream scheme were chosen so that the impact of the calculation method on the results could be tested. A firstorder scheme uses linearly interpolated information from only one cell upstream of the cell surface. This procedure converges easily, but can lead to inaccurate results due to the production of false diffusion. Values for the second-order method are calculated using linearly interpolated information from two upstream cells. Although the method involves only the convective fluxes, in theory it should give more accurate results.
For the spatial discretisation, a structured grid with a nonstaggered variable placement was used. The k -1 turbulence modelling scheme 13 was used to compute the turbulent viscosity and diffusivity and the SIMPLE method 14 was used to solve for the pressure. The SIMPLE method stands for 'semi-implicit method for pressure-linked equations' and solves the unknown pressure field with an iterative process based on the continuity defect. The suspended sediment transport was calculated by solving the transient convection -diffusion equation (equation (4)) for sediment concentration
where the Reynolds-averaged water velocity is denoted U, the particle fall velocity w, the general space dimension x and the vertical dimension z. The diffusion coefficient G was set equal to the eddy viscosity taken from the k-1 model. To define the boundary conditions for the suspended sediment concentration, van Rijn's formula 15 (equation (5)) was applied to the cells adjacent to the bed
where a is a reference level set equal to half of the bed form height, 15 d 50 is the sediment particle diameter, t is the shear stress, t c is the critical bed shear stress according to a Shields parameter of 0 . 047, r S is the density of sediments, r W is the density of water, n is the kinematic viscosity of water and g is the gravitational acceleration.
Configurations and results
The Kapunga intake was modelled with two different grid sizes. The coarse grid is shown in plan on simulation of sediment transport with natural geometries can be prohibitively time-consuming. Making some simplifying assumptions can greatly reduce the computation time. In the case of the Kapunga water intake, no bed changes were calculated. This assumption could be made due to the fact that only minor bed changes were observed during the measurement period.
Computations for all the five situations listed in Table 1 were carried out to compare the sediment concentrations at the intake with the field measurements. Initially a flat bed with no bed forms was assumed, so according to van Rijn 16 the bed roughness k s was set to 3 Â d 90 of the bed material. The d 50 of the transported suspended material was equal to 0 . 18 mm. 3 The computations were carried out with two different grid sizes and two different discretisation schemes. For the coarse grid with the second-order upstream scheme the computational time was about 30 min on a 3 . 0 GHz PC depending on the discharge configuration. The computational time was directly proportional to the numbers of grid cells. The difference in computational time between the first-and second-order schemes was very small. Figure 4 illustrates the velocity vectors at the water surface. The calculations were based on the coarse grid and the second-order upstream scheme for a discharge of Q ¼ 28 . 4 m 3 /s. According to the figure, the flow is deflected towards the outer part of the bend producing two large recirculation zones. Due to the lack of velocity data, the results of the simulation could not be verified; however, the velocity field produced by the CFD model had been tested previously on an intake, 17 and on an open channel with groynes. 18 In Fig The main results of the computations are illustrated in Fig. 6 and listed in Table 2 . In Fig. 6 the performance ratios of the different configurations of SSIIM and those of PHOENICS are plotted against the field measurements. The black line is the line of perfect fit.
Describing firstly the results using the coarse grid of 9000 cells, the calculation of the performance ratios at the Kapunga water intake for five different discharges were calculated using a firstorder discretisation method ('POW' in Table 2 ). The results were in fairly poor agreement with the measurements, except for the river discharge 28 . /s showed a deviation of up to 37% from the measurement. In order to improve the results, the grid size was doubled in the horizontal direction and a more accurate discretisation was applied. The simulated performance ratios improved with both of these changes but more so with the use of the second-order discretisation scheme. For the first-order scheme with the finer grid the average deviation from the observed ratios was reduced from 23 to 20%. Using the second- Table 3 . Performance ratios by field measurements, PHOENICS and SSIIM order upstream scheme with the coarse grid caused the deviation to decrease to 15% (Table 2 ). Further improvement was achieved when the two measures were applied at the same time. The performance ratios then deviated from observation by an average of only 14%. To sum up the results, the values obtained for the best-fitting configuration were compared to the results obtained by Atkinson 3 using PHOENICS. The values are listed in Table 3 . It can be seen that, except for the data set with a 38 . 0 m 3 /s river discharge the calculated values by SSIIM fitted the measurements much better. The PHOENICS simulations predicted the performance ratios with an average deviation of 34% whereas SSIIM resulted in an average deviation of 14%.
Discussion of the results
Use of a fine grid and application of a second-order discretisation scheme should both improve accuracy in a numerical model. The calculation with SSIIM showed that the best results were indeed obtained with these improvements. The performance ratios predicted for the different discharges showed agreement with the measurements to within an average deviation of 14%, which is good agreement. It is estimated that the accuracy of the field measurements was about 20%, so the accuracy of the computed results was a good as could be expected. Table 4 and illustrated in Fig. 7 . Here, the performance ratios for the three different bed roughness configurations are plotted for each discharge together with the measured values. In general it can be seen that the results are not unduly sensitive to the uncertainties in the bed roughness value.
The average values for the deviation varied from 15 to 19%. Looking at the results in detail in Table 4 one can see that there was an improvement for calculating the 38 . 0 m 3 /s case when using the roughness calculation method of Ackers and White. However, the same approach failed when predicting the . . (Table 4) .
Some bed forms were observed in the field, affecting the bed roughness. No measurements of the magnitude of the bed forms could be taken. It would be possible to use empirical formulae to compute the bed form height and hence the equivalent bed roughness (for example the formulae given by van Rijn
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). This would involve considerable uncertainty due to the empirical coefficients employed. The roughness due to the bed forms was therefore not taken into account in the present study. We believe this should be a topic for further studies in CFD modelling of sediment transport in rivers.
CONCLUSIONS
The 3-D model presented in this study is able to calculate the distribution of sediment concentration in a river reach at an intake. The calculated performance ratios at the Kapunga water intake showed an accuracy of 15 -20% when compared with the measurements. A sensitivity analysis showed that a more accurate discretisation scheme is more important than doubling the number of grid cells. The use of the second-order upstream scheme instead of the first-order method reduced the average deviation by about 8%, whereas the doubling of the number of grid cells improved the result by only about 3%. When using the combination of these two measures, the best results were obtained. The study also showed that the results are not very sensitive to the variation of the bed roughness. Three different approaches were investigated; with regard to the average performance ratio, the method of van Rijn 16 showed the best agreement with the measurements. 
