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Abstract: High-level driving behavior decision-making is an open-challenging problem for connected vehicle technology, especially
in heterogeneous traffic scenarios. In this paper, a deep reinforcement learning based high-level driving behavior decision-making
approach is proposed for connected vehicle in heterogeneous traffic situations. The model is composed of three main parts: a data
preprocessor that maps hybrid data into a data format called hyper-grid matrix, a two-stream deep neural network that extracts the
hidden features, and a deep reinforcement learning network that learns the optimal policy. Moreover, a simulation environment,
which includes different heterogeneous traffic scenarios, is built to train and test the proposed method. The results demonstrate that
the model has the capability to learn the optimal high-level driving policy such as driving fast through heterogeneous traffic without
unnecessary lane changes. Furthermore, two separate models are used to compare with the proposed model, and the performances
are analyzed in detail.
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1 Introduction
Connected vehicle (CV) technology is capable of provid-
ing efficient and safe driving by perceiving comprehensive
environmental information through the vehicle to everything
(V2X) communication. Considering, however, that the tran-
sition period when CV share the roadway with human-driven
vehicles may last several decades, it is crucial to ensure the CV
could run efficiently in heterogeneous traffic situations.
For the development of CV technology, one of the crucial
topics on autonomous driving is to make the optimal driving
policy or supervisor that (1) provides high efficient driving
strategies to improve traffic efficiency, and (2) ensures safety
during the driving process under complex traffic conditions.
The high-level driving policy aims at making the appropriate
decision, i.e., choosing driving behaviors to achieve some op-
timal purpose such as driving through dense traffic at a higher
speed.
In order to make the high-level driving policy have the ca-
pacity to handle both efficiency and safety in such a hetero-
geneous traffic scenario, it is critical to propose a high-level
driving behavior decision-making model.
In conventional research on the driving strategies of the CV
technology, there are two main approaches: (1) model-based
framework which contains information perception, path plan-
ning, motion planning, and motion control and (2) learning-
based framework such as deep learning based or deep RL
based. Although these state-of-art rule-based methods[1] can
generate precise path and control in specific environments, the
complexity and variety in real life road traffic environment
limit the traditional method application. Thus, the learning-
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based algorithms are widely exploited in recent researches,
since it can handle complex environments with tremendous
power [2][3].
An active area of the research is deep learning based ap-
proaches. Bojarski [4] proposed an end-to-end approach based
on the deep convolutional neural network to train the network
map raw pixels from a single front-facing camera directly to
steering commands. Baidu [5] proposed a convolutional neu-
ral network (CNN) and convolutional long short-term mem-
ory based end-to-end reacting control model, which includes
lateral control and longitudinal control. Al-Qizwini [6] pro-
posed a deep learning based direct perception approach for
autonomous driving using GoogLeNet (GLAD) which makes
no unrealistic assumptions about the autonomous vehicle or
its surroundings using deep learning. For the reinforcement
learning based methods, Zuo [7] proposed a continuous rein-
forcement learning method which integrates Deep Determin-
istic Policy Gradient with human demonstrations. The algo-
rithm can learn more demonstrator‘s preferences and acceler-
ate the training process at the same time. Fridman [8] created a
simulation where one of the vehicles is a reinforcement learn-
ing agent operating according to the Q-function estimated by a
neural network. The results demonstrate that the reinforcement
learning algorithm can be remarkably powerful for driving pol-
icy learning. Min [9] proposed an autonomous driving frame-
work using deep Q-learning to determine advanced driver as-
sistance system (ADAS) functions known as high level driving
policy determination.
However, the above approaches have three main limitations:
(1) some models learned the driving strategy by outputting the
proper steering angle and amount of throttle and brake directly,
which means the proposed driving policy will change every
time the parameters of the vehicle changed; (2) some models
assumes that all the other vehicles are the non-intelligent ve-
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hicle and have the same driving behavior policy which is ob-
viously not realistic in real-life traffic situations; and (3) they
used the raw data, which perceived from the simulation envi-
ronment, as the input of the deep neural network directly. Al-
though these frameworks worked well in their simulation envi-
ronment, using simulated raw data as input directly will limit
the generalization capacity of the model, because the real-life
traffic environments are far from the same as these simulated
ones.
In this paper, we proposed (1) a deep RL-based high-level
driving behavior decision-making model for the CV in het-
erogenous dense traffic situations; (2) a data mapping algo-
rithm to transform the raw V2X information into a unified data
format, named as hyper-grid matrix (HGM), which decoupled
the raw V2X data and the neural network; and (3) a parameter-
sharing two-stream deep neural network to cope with the hy-
brid input data.
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Fig. 1: The schematic diagram of the deep RL based high-level
driving behavior decision-making model.
Fig.1 shows a schematic diagram of the proposed high-level
driving behavior decision-making model based on deep RL.
The learning process consists of two phases: the observing
phase and the training phase. During the observing phase,
data are collected and stored in the database as memory data.
During the training phase, these data are fed into a simulation
environment where the agent learns how to take the optimal
action (high-level driving behavior) based on the observation
state (V2X data and raw image) and reward function. Through
these interactions, an optimal policy, or high-level driving be-
havior decision-making model is generated, i.e., deciding the
appropriate high-level driving behavior to achieve the driving
purpose. The model, or policy, can be continuously updated
when more data are fed in. This optimal policy will act as the
executing policy in the CV driving process. In order to train the
proposed model and test its performance, a simulation environ-
ment is developed. The performance of the proposed model is
compared with two different models and tested in heteroge-
neous traffic scenarios.
This paper begins with a description of deep reinforcement
learning algorithms. The simulation traffic scenario and pro-
posed deep RL based high-level driving behavior decision-
making model are then specified, followed by training and per-
formance evaluation of the model. The final section is devoted
to the conclusion.
2 Deep reinforcement learning
Deep reinforcement learning (DRL) combines deep learning
(DL) with reinforcement learning (RL) to learn control strate-
gies directly from high-dimensional raw data. With Alpha
Go [10] defeating the strongest human players, reinforcement
learning demonstrates its remarkable capacity for policy learn-
ing. With the proliferation for deep RL algorithm, an increas-
ing number of deep RL algorithms, such as deep Q network
(DQN) [2], Double DQN [11], Dueling DQN [12], etc., have
been proposed and applied in various studies [13]. In addition,
the algorithms are briefly explained as follows.
2.1 DQN
Deep Q Network is a combination between the convolu-
tional neural network (CNN) and Q-Learning algorithm. The
input of CNN is the original image data (as observation state
O), and the output is the evaluation value (Q-value) corre-
sponding to each action in state A. Then, according to the e-
greedy algorithm, an action is selected from the action space.
After the execution of action At, a reward Rt and an observa-
tion state Ot+1 can be get from the environment.
2.2 Double DQN
Although DQN has been applied for many applications, it
has a problem of overestimating. Thus, an optimal DQN ar-
chitecture named double DQN (DDQN) was developed to op-
timize the overestimation problem. For conventional DQN,
both selecting and evaluating network use the same Q-function
which cause the overestimation of action value. In order to
optimize the performance limited by overestimation, DDQN
constructed a novel network architecture which includes two
Q-functions for selecting and evaluating action.
2.3 Dueling DQN
In many visual perception-based DRL tasks, the value func-
tions of different state actions are disparate, but in some states,
the size of the value function is independent of the action.
Thus, Dueling DQN is constructed with two streams which
separately estimate (scalar) state-value and the advantages of
each action and shows significant performance improvement
than DQN.
2.4 Selected Algorithm
In this study, considering that the high-level driving be-
havior decision-making is a discrete output problem, Dueling
DQN and prioritized experience replay [14] algorithms are ap-
plied to build our proposed model because of their remarkable
performance in learning efficiency and robustness. The equa-
tion for calculating Q-value of Dueling DQN, shown as follow,
is designed to aggregate the states-value and action advantages.
Q(St, At; θ, α, β) = V (St; θ, β) +A(St, At; θ, α)
− 1|A|
∑
At
A(St, At; θ, α)
(1)
As is shown in the equation, α represents the parameters
of A (the advantage function). Besides, β represents the pa-
rameters of V (the state-value function) and θ is parameters of
neural network.
3 Approach to The Proposed Model
3.1 Simulation Setup
To train and evaluate the proposed approach, we constructed
a simulation platform which includes several traffic scenarios.
The simulation environment, developed by Unity ML-Agent
framework, is heterogeneous traffic scenarios, i.e., a host vehi-
cle (HV) driving through the dense traffic in a five-lane high-
way road situation which is shown in Fig.2. For the dense
traffic flow, all vehicles have five high-level driving behaviors
or known as actions which include acceleration, deceleration,
lane change to the left lane, lane change to the right lane, no
action.
Fig. 2: The description of heterogeneous traffic scenario.
In the considering of the characteristics of heterogeneous
traffic, the perceptive patterns of the deep RL based HV are set
as follows: (1) the HV could get data from other CV through
V2X communication, and (2) there is a front camera that can
get the general image data. There are four kinds of vehicles
which are the conservative human-driven vehicle (CHV), ag-
gressive human-driven vehicle (AHV), normal CV (NCV), and
deep RL based CV separately (Host Vehicle). The vehicle
model is shown in Table 1.
3.2 Observation State
For conventional state-of-art reinforcement learning based
driving policy learning model, most of the observation states
are constructed by raw data collected from the simulation en-
vironment. In this paper, we proposed a new data format called
Hyper-Grid Matrix (HGM) which mapped the raw V2X data
into a high dimensional unified data format, shown as Fig.3.
For environment perception, the red vehicle is set as the HV
(the agent) which can communicate with other CV through
V2X communication. The V2X data includes the current speed
Vt, absolute position Pi(x, y) and collision volume of the ve-
hicle (cix, ciy) where i means the number of the vehicle. The
perception range is set to Dr centered on the HV. In this case,
Fig. 3: The visualization of the HDM mapping process.
the Dr is set to 40 meters and the (cix, ciy) is set by the Unity
Model.
The mapping algorithm from V2X data to the HGM is
shown as Algorithm 1. Firstly, the absolute coordinates of the
vehicle are converted to relative coordinates based on the po-
sition of the host vehicle. Secondly, the mapping position and
size of the vehicle in the hyper grid are determined based on
the relative position and collision volume of the vehicle. Fi-
nally, the value of the HDM is set to the normalized value of
the vehicle speed.
3.3 Vehicle Action Space
In this paper, the primary purpose is to find an optimal pol-
icy to generate the appropriate high-level driving behavior for
the CAV to achieve efficiency and safety. Thus, for the action
space which is known as the high-level driving behavior space,
we defined the action space based on the driving characteris-
tics of the dense traffic. There are 5 actions are built in total
which are (1)Acceleration, (2)Deceleration, (3)Change lane to
the left, (4) Change lane to the right, and (5)Take no action.
The descriptions about the action space and vehicle dynamics
are defined as follow:
aacc = −adec =
{
alon, vmin ≤ v ≤ vmax
0, vt = vmax
(2)
vtoRight = −vtoLeft =
{
vlat, moving
0, finished
(3)
Algorithm 1 Framework of hyper grid matrix mapping.
Input:
The V2X communication range Dr;
The CAV data: position Pi(xi, yi), speed vi, collision size
cix,ciy;
Output:
The hyper grid matrix, HDM [m][n];
1: Set the V2X communication range, Dr;
2: Initialize the matrix, HDM [m][n] = 0;
3: Initialize the position of host vehicle, P (x0, y0)
4: if other CAV is within the V2X communication range, |yi−y0| <
Dr; then
5: Receive the CAV data Pi(xi, yi), speed vi, collision size
cix,ciy
6: end if
7: if (xi− cix) < m < (xi+ cix) and (yi− ciy) < n < (yi+ ciy)
then
8: HDM [m][n] = v−(vmax+vmin)/2
(vmax+vmin)/2
9: end if
10: return HDM [m][n];
where aacc, adec, vtoRight, vtoLeft, alon, vlat represent the
value of acceleration, deceleration, speed of change lane to
right, speed of change lane to left, longitude acceleration, and
latitude velocity separately. Moreover, the action model of all
kinds of vehicles are defined as Table 1, where rlon and rlat
represent the ratios of choosing the longitude and latitude ac-
tions randomly.
Table 1: The model of all kinds of vehicle
Type alon vlat rlon rlat
CHV 2m/s2 1m/s 0.2 0.2
AHV 4m/s2 2m/s 0.4 0.4
NCV 2m/s2 1m/s 0.2 0.2
HV 2m/s2 1m/s 0.0 0.0
3.4 Reward Function
In order to make the autonomous driving policy and hu-
man driving habits more compatible, some principles of re-
ward based on human driving behavior habits were considered:
(1) Avoid any collisions, (2) Prevent dangerous action which
may end up with a hazardous saturation, (3) Change lanes as
little as possible, (4) Get higher speed, and (5) Overtake more
vehicles. Based on these principles, the reward function is de-
signed as Algorithm 2, where vt represents the current speed of
host vehicle, the vmax is the maximum speed specified and the
vmin is the minimum speed specified. Rv(vt) and Rovertake
represent the reward for speed and overtaking other vehicles
respectively. In addition, Rcollision, Rdangerous, Rlanechange
represent the penalty for host vehicle collision, making dan-
gerous actions and lane changing respectively. Finally, Rall
means the whole reward at time t with action a. The parame-
ters of reward are given in Table 2
3.5 Network Architecture
The network architecture of the proposed approach for high-
level driving behavior decision-making is shown as Fig.4. The
Algorithm 2 Reward Function Descriptions.
Input:
The state of host vehicle S(t);
Output:
The reward value Rall(t);
1: Initialization: Rall = Rv = Rc = Rd = Rl = Ro = 0
2: Rv(vt) = (1 +
vt−vmin
vmax−vmin )
2 − 1;
3: if Collision happens; then
4: Rc = Rcollision
5: end if
6: if Dangerous action happens; then
7: Rd = Rdangerous
8: end if
9: if Lane-change action happens; then
10: Rl = Rlanechange
11: end if
12: if Host vehicle overtakes another; then
13: Ro = Rovertake
14: end if
15: Rall = Rv(vt) +Rc +Rd +Rlc +Ro
16: return Rall;
Table 2: Parameters for Reward
Reward vmax vmin rc rd rl ro
Parameters 80km/h 40km/h -20 -2 -1 5
network consists of three parts: (1) getting raw image data and
transforming the V2X data into HGM; (2) the camera data and
HGM data will be fed into a two-stream deep neural networks
whose parameters are shared; and (3) the RGB stream and Hy-
per Grid stream will be concatenated together and then fed
into two separate full connected neural networks (FCNN) to
get the state value and advantage value which consist the Q
value to choose action (the high-level driving behavior); The
parameters of the neural network are shown as Table 3. Fur-
Table 3: Parameters for deep neural network
Layer Actuation Patch size Stride Filter Unit
Conv1 ReLU 8*8 4 32 -
Conv2 ReLU 4*4 2 64 -
Conv3 ReLU 3*3 1 64 -
Dense1/2 1 ReLU - - - 512
Dense1/2 2 ReLU - - - 256
Dense1/2 3 ReLU - - - 1
thermore, in the first part, multi-frame HGM and image data
was stacked into a higher dimensional data format base on
time series. Thus the stacked data could contain both spatial
and temporal information. Considering the correspondence of
RGB image and HGM, two streams should interact with each
other. Thus, the convolutional parameters of two streams are
shared and updated simultaneously. Finally, the concatenated
data was fed into two separate FCNNs built by the structure of
Dueling DQN. For the two streams of FCNN, one was used to
generate the state-value, and the other is used to generate the
action-advantage. Finally, the state value and advantage are
combined to create the Q value which is used to determine the
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Fig. 4: Architecture of the proposed deep neural network.
optimal action.
3.6 Network Update and Hyperparameters
At each learning step, the weight coefficients of the pro-
posed network were updated using the adaptive learning rate
trick Adam[15] in order to minimize the loss function .
The network parameters were updated as follows: consider-
ing the current state is s(t), The evaluation network can predict
the Q(t) value of different actions corresponding to the current
state. Then the greed policy was used to select the action with
the largest Q value for the state transition. Through the target
network, the Q values at time t+1 was generated and calculate
the loss and then the evaluation network was updated.
The adopted hyperpatameters, parameters whose value are
set prior to the beginning of the learning process, are shown in
Table4.
Table 4: Hyperparameters and correspofing descriptions.
Hyperparameters Value Description
Learning rate α 0.0025 Learning rate used by Adam
Discount factor γ 0.99 Q-learning discount factor
Minibatch size 64 Number of training cases
Observatioin step 10000 Steps used for observation
Replay memory size 10000 Training cases in replay memory
Target update steps 10000 Steps for target network update
Traning steps 1M Steps for the training phase
Testing steps 200000 Steps for the testing phase
4 Training and Test
4.1 Model Traning
For the model training platform, the experimental environ-
ment is equipped with Intel(R) Core(TM) i7-6700 CPU @
3.4GHz, 32 GB RAM, and an NVIDIA GTX 980 GPU. For
the external brain of unity ML-Agent, the deep reinforce-
ment learning neural networks were built by Tensorflow with
Python. For the heterogeneous traffic scenario, the ratio of CV,
AHV, CHV were set at 0.5, 0.25, and 0.25 separately. In the
training process, hyperparameters are set as Table 4 and the
simple exploration policy used in an ε-greedy policy with the
ε decreasing linearly from 1 to 0.1 over 1M steps.
4.2 Test Procedure
The proposed high-level driving behavior decision-making
model was tested under the heterogeneous traffic flow with dif-
ferent ratio of CV and human-driving vehicles. There were 5
simulation environments were built to test the capacity of the
proposed model, and the details of these simulation environ-
ments are shown in Table5. In order to demonstrate the per-
formance of the proposed method, we compared the proposed
method with Mins method [9] and Coordinate method. In the
Coordinate method, the HGM was not applied in the full al-
gorithm, i.e., the V2X data was fed into the model directly.
Thus, the capacity of HGM will be demonstrated through the
comparison between the proposed method and the Coordinate
method.
Table 5: Test descriptions of heterogeneous traffic scenarios
Scenario NO. 1 2 3 4 5
The ratio of CV 0.00 0.25 0.50 0.75 1.00
The ratio of AHV 0.50 0.375 0.25 0.125 0.00
The ratio of CHV 0.50 0.375 0.25 0.125 0.00
5 Results and Analysis
After the training and testing proceeds, all the results are
shown as Fig.5, Fig.6, Fig.7, and Table 6. Firstly, the av-
erage speed performance was demonstrated. In Fig.5, there
are four curves which represent the performance of the pro-
posed model, Mins model, the Coordinate model, and the non-
intelligent model separately. It is obvious that all three learning
based methods could make the host vehicle learn the policy to
drive faster than the non-intelligent vehicle, but the proposed
model has faster training speed and better training results in
driving speed.
Fig. 5: Average speed by proposed method, Min’s method,
Coordinate method, and Human-driven vehicle.
Secondly, Fig.6 shows the performance of lane change num-
ber based on these three learning-based models. In this case,
although all the method can reduce the lane-change number
during training, the lane-change number of proposed method
decrease drastically which means the proposed model has a
higher efficiency in learning the lane-change policy. During
the testing procedure, the average lane-change number of the
proposed model is also less than the others, which is shown in
Table.
Fig. 6: Average lane-change numbers by proposed method,
Min’s method, Coordinate method.
Thirdly, the performance of the overtaking number is shown
in Fig.7. During the training procedure, Mins method has
higher fluctuation in overtaking number while the proposed
method and Coordinate method has less fluctuation.
The testing results are shown in Table 6. There are five test-
ing simulation heterogeneous traffic scenarios which are de-
fined in Table 5. In considering of the testing results, it is
obvious that the proposed method has better generalization
capability in coping with heterogeneous traffic flow because
the performance is related to the CAV ratio. On the contrary,
Fig. 7: Average overtaking numbers by proposed method,
Min’s method, Coordinate method.
Mins method, which based on the raw image as input only, has
nearly the same appearances in these cases. For the Coordinate
method, the result shows that the performance will decrease
without HGM, i.e., the capacity of the HGM is verified in this
case. All the training and testing above demonstrated that the
proposed method can successfully generate the optimal high-
level driving behavior for CAV in dense heterogeneous traffic
situations to achieve an optimal driving policy and has better
generalization ability in coping with different heterogeneous
traffic scenarios.
Table 6: Test results of heterogeneous traffic scenarios
Scenario NO. 1 2 3 4 5
Proposed 1927 1937 1950 1974 1969
Min 1911 1893 1901 1907 1903
Coordinate 1868 1893 1867 1875 1907
6 Conclusion
In this paper, we proposed a deep RL based high-level driv-
ing behavior decision-making model to learn the optimal driv-
ing policy for CV in heterogeneous dense traffic. Through the
HGM mapping process, the raw V2X data is transformed into
a unified data format which improves the model performance.
Moreover, the proposed deep RL neural network, which com-
bines a two-stream parameter-sharing neural network and Du-
eling DQN network, successfully learns the optimal high-level
driving policy which is driving fast without unnecessary lane
changes. Furthermore, the results of this study show that the
proposed model has not only better performance in learning ef-
ficiency and robustness but also has significant generalization
capability in different heterogeneous traffic scenarios.
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