Abstract. New dynamic Bayesian models for survival data analysis are applied in a study of contributory factors to unemployment. The models treat survival data as time series data, reflecting the need to model time varying relationships with explanatory variables that cannot be accommodated within standard proportional hazard models. In the present study, prior expectations that the effects of various socio-economic variables on unemployment spells are time dependent are verified. Assessment of these effects are given and uses of the model in predicting unemployment illustrated.
Introduction
Models for survival time data find wide application in scientific and technological areas, particularly in medicine and reliability engineering. More recently such models have been considered in newer application areas in financial and socio-economic studies and this trend is sure to continue. In large scale economic systems studied over time, however, modellers should be continually aware of the dynamic, or time-varying, nature of relationships amongst observable quantities, that may confuse and confound inferences derived from standard, time-static regression models. Survival data is inherently time series data, although rarely modelled as such to date: here we explore the use of time series concepts in analysing a survival data set in an area where regression type effects are highly likely to vary over time.
The data concerns the durations of unemployment spells (the survival times) as recorded by the DHSS Cohort Study of the Unemployed and previously studied by Narendranathan et al. (1985) . Major interests lie in assessing and predicting the effects of various socio-economic factors on the lengths of time that individuals remain unemployed after initial registration as such. The results of the model used in this article, and some tentative conclusions, are described in Sections 4 and 5 below. Initially we introduce the model concepts and outline the analysis. The class of models used is designed to allow for dynamic effects over time, as in more standard time series problems; technical details and medical applications can be found in Gamerman (1985) .
Model description
Perhaps the most commonly used approach to survival data analysis is that based on the proportional hazards (PH) model of Cox (1972 
where, for i= 1, 2, . ., ai are constants to be estimated. Our models take (1) and (2) as a starting point. Initially the time intervals Ii must be specified, identifying the points at which the baseline hazard is allowed to change. With data in this economic application area it is convenient and natural to identify these intervals as consecutive full weeks, since economic covariates are updated on a weekly basis. The dynamic time-series model is now developed by considering (2) more closely. It is not realistic that the ai be unrestricted from week to week. More plausible is a model that relates consecutive values over time via a simple random walk type of evolution a1i=ai-1+wi where the zero-mean evolution error terms w1 determine stochastic movement in AO. This movement is controlled by the variance of wi which may be chosen to allow for a range of behaviours, from slow steady change over time to more erratic, discontinuous jumps when the model is similar to (2).
The 
Analysis
The analysis requires an initial prior specification of the moments of (6OIDo), mo and C0. A relatively vague prior is used here ; mo = 0 and Co =1000 I. The only other requirement is the discount factor 8 that determines the evolution error variances Wi in (3). 8 close to 1 leads to a very slow evolution; J small leads to larger errors wi that allow greater jumps in 6i. In this analysis 8= 0 9, reflecting a prior belief in a relatively smooth, steady evolution of the parameter vector consistent with relatively slowly varying effects of the regressor variables. Given this, the analysis can be performed, producing the on-line moments for (61IDi) over the intervals i= 1, 2, . . ., N=48. Before discussing the analysis further, a rough guide as to whether the dynamic model is at all an improvement over the more conventional, static model (2) can be made using the Bayes' factor for the model with 8= 0 9 versus that with 8= 1. Details of calculation of predictive densities that provide the Bayes' factor are given by Gamerman (1985) . In fact the Bayes' factor is enormous, about 62 on a log scale, highly favouring the dynamic (NPH) model with 8= 0 9 over the PH model with 8= 1, indicating that timevarying regression coefficients are supported.
Plots providing the estimated time trajectories for some of the elements of Oi, i= 1,..., 48 corresponding to days t=29-364 inclusive appear in Fig. l(a-d) The plots clearly indicate a decay over time in the explanatory power of the three most important factors. This is most evident in Fig. 1(d) , the estimated time trajectory of the coefficient of unemployment income. During the first 4 or 5 months of unemployment, a high unemployment income markedly depresses the likelihood of a return to work. As time passes, however, this effect decays with the estimated coefficient being rather stable near zero over the latter half of the year, and so Z8 has essentially no explanatory power here. A similar though less marked trajectory is obtained for fl7, the coefficient of income at work, and much less markedly although still apparent for /ll, the age coefficient. This tendency towards zero is consistent with a view that strong and common social effects eventually tend to dominate the factors that are so important in the early stages. Fig. l(a) indicates a relatively stable baseline hazard although there is a slight suggestion that XO(t) increases up to midway through the year, decreasing thereafter. Similar plots for the other coefficients and the information in Table 1 allow us to  identify Finally, the predictive survival function for any further individual can, as mentioned in Section 2, be obtained conditional on DN using methods in Gamerman (1985) . Two such survival curves appear in Fig. 2 , for two hypothetical individuals. Individual 2 is younger than individual 1, has lower unemployment income, does not rate the educational indicator and has an unfavourable employment history with Z5= 1. Unlike PH models whose survival functions are related via a power transformation and so can never cross, the much more flexible dynamic models allow for a variety of relationships and here the survival curves intersect after 44 months. The interpretation is that the age and high unemployment income of individual 1 lead to a relatively lower likelihood of an early return to work. After a few months, however, his prospects increase relative to individual 2 due to the decay of the age and income effects whilst the education and employment history factors are still in his favour. 
Comments
It is worth reiterating that the models used here are, conceptually, natural extensions of the more conventional proportional hazards models in (1) and (2). Equations (3) and (4) are simple and fairly obvious extensions to a flexible non-proportional hazards model that derive from a shift in attitude and approach from standard regression to dynamic time series modelling. Survival data is inherently time series data and as in more standard time series, it is unnatural not to expect effects to change over time. Simple presentation graphics such as Fig. 1 provide illuminating insight into the nature of the time dependence of covariate effects via the entire time trajectories of dynamic regression parameters. They clearly indicate the necessity of the dynamic model in this study, and stress the inadequacies of a proportional hazards model. The evolution model (3) is the simplest, yet possibly most generally appropriate, dynamic model in the survival analysis context. Others could be considered using standard time series ideas (West et al., 1985) to provide for specific features such as growth in regression parameters, deterministic changes, functional forms over time for the baseline hazard, incorporation of new regressors during an analysis, and so forth. These and other extensions are covered by the general theoretical and computational details developed in Gamerman (1985) .
