Researchers' incentives to publish in top-tier journals are examined by a theoretical model. Using incentives to deliver optimal quality of research as a benchmark, the model concludes that the former incentives result in misallocation of resources and welfare loss. The main reasons behind it are lack of unpublishable but otherwise valuable research, misalignment between effort and value of research, and suboptimal choices of research topics. A bibliographic data set is used to empirically test predictions of the model. Indeed, while choosing a field of study, researchers tend to be more focused on their ability to publish rather than on their ability to deliver valuable research. Alternative methods of evaluating research output are suggested to mitigate these problems.
Introduction
Measuring impact of scientific output has been increasingly becoming a subject of a heated debate. On one hand, nominal academic research spending increased from $18.9 billion in 1992 to $65.8 billion in 2012 in the United States alone (see NSF, 1993, and NSF, 2013) . This is an average increase per year of 6.4% in nominal and 4% in real terms. On the other hand, advances in information technology and availability of data allow for better understanding of impacts research projects have. This in turn results in growing popularity of measures like impact factors or h-indices.
Measuring value of research output is a challenging task with a numerous obstacles.
Nevertheless, despite their shortcomings, various measures of research impact and quality are used commonly, and they support decisions that shape allocation of resources in science (see for example Hirsch, 2005) . The quality of these measures is thus of great importance as they guide choices governing a multi-billion dollar markets.
These choices include, for example, answers to following questions: What research topics should receive more grants? Who should receive grants? Whom to employ at our research department? Whom to promote? What salary to offer? Answer to each of these questions usually depends on a multitude of factors, but almost always there are some numerical measures involved that allow for a straightforward comparison between two options (see Stephan, 2010 , for an overview of measures used to allocate grants).
In this article I focus on a measure which is popularly used to justify hiring and salary decisions at research departments all over the world. The measure in question is a number of papers published in top-ranked journals. The goal of this paper is to propose and give credibility to the notion that this measure results in a misallocation of resources. In particular, that it results in a suboptimal amount of effort a researcher invests into a research project as well as suboptimal choices of research topics. To achieve this objective I build a theoretical model and the empirically test some of its predictions.
The question of essence is whether people responsible for these decisions really take the aforementioned measure into account. A sizeable research literature explicitly or implicitly assumes that productivity of a researcher is described by his or her ability to publish in top-ranked journals (see for example Laband, 1985; Levin and Stephan 1991; Oster and Hamermesh, 1998; Mittal, Feick and Mursched, 2008; O'Keefe and Wang, 2013) . Furthermore, according to Gomez-Mejia and Balkin (1992) indeed such a measure can be in some cases the most important determinant of faculty's pay as opposed to other potential measures. Singh, Haddad, and Chow (2007) as well as Franzoni, Scellato, and Stephan (2011) present a lot of anecdotal evidence in favor of this claim and Oswald (2007) provides details on why using numbers of publications in top-tier journals can be wrong.
Is there any measure that could be employed in place of the number of publications in top-tier journals? Number of citations per paper is often suggested as a good proxy for paper's quality (see Medoff, 2003 , for comprehensive discussion). Various derivatives of this measure are increasingly often used to evaluate researcher's output; especially Hirsch (2005) inspires more and more followers. Hamermesh, Johnson, and Weisbrod (1982) as well as Sauer (1988) present evidence that numbers of citations can be used as a determinant of faculty pay in economic institutions. I argue that use of these measures is superior to use of journal-based measures.
Therefore, throughout this paper the following simplifying assumptions are made:
1. Article's quality, impact, and value are synonymous and can be measured by number of citations to this article. A research project is and endeavor aimed at delivering an article.
2. A top-tier journal is a journal with a high-ranking impact factor and a publication in such a journal is a certification of the quality of an article.
3. Number of publications in a top tier journal is a measure that is employed to reward faculty. This measure is at least dominant among other measures at least within some groups of researchers. Rewards can be pecuniary (e.g. salary, employment opportunities) or non-pecuniary (e.g. prestige).
The paper consists of six sections. The second section describes a simple game-theoretic model built on the above assumptions which is aimed at identification of potential sources of welfare loss. The following sections of the paper contain data analysis aimed at testing whether predictions of the theoretical model can be confirmed empirically. Section three explains how the theoretical model from the section two can be tested empirically. Section four describes source of data and how data were obtained and justifies use of particular variables. Section five presents and discusses results of estimation.
Finally, the sixth section discusses general results and suggests policy implications.
Theoretical framework
To illustrate potential sources of welfare loss, let's introduce a simple game. Assume that researchers are evenly distributed over a unit square. There are two fields of study (let's name them X and Y) and in each field of study there is one journal publishing only papers that are related to its field of study. For simplicity, let's assume that every researcher is involved in up to one research project and every research project relates to only one field of study. Each journal serves up to 1/3 of the total population of researchers. Therefore, there will always be at least 1/3 of researchers whose work has not been published. Journals seek to maximize total social value of the research they publish, given their limited space.
Assume that the researchers' payoffs depend on journals' reputations ( and respectively for fields X and Y). Therefore, a researcher's utility is = − 2 or = − 2 depending on value of she chooses and whether she chooses to publish in the field X or Y.
In the first stage of the game, researchers choose the field and the value of research they are going to deliver. In the second stage journals accept research for publication and researchers receive payoffs.
The equilibrium of this game is depicted on Figure 1 . The figure was created using parameters = 1, = 1.3, and = 0.9. Researchers who got admitted to publish in the first journal (field X) are in the area ZDXW. Researchers who got admitted to publish in the second journal (field Y) are depicted by area ABYWX. A third of the researchers (area WYCZ) do not involve in any research project. All researchers who manage to publish in a particular journal deliver exactly the threshold value that is required to get a publication, because further increase of value of their research yields higher costs without higher benefits. Now, let's tweak the game so that the researchers' payoffs depend on value of the research and equal either = − 2 or = − 2 depending on the field chosen. Then, each researcher produces research even though not all of it gets published. Assuming that a social planner would take total value of research as output and cost of conducting research as input, this game yields an outcome that is socially optimal. Under the socially optimal setting, the researchers split along AQ line and researchers in ABCQ area produce research in the field Y, meanwhile researchers in area AQD produce research in the field X.
Area APX depicts researchers who in the original setting choose field Y even though it is socially optimal for them to choose field X. Area PRW depicts researchers who choose field X even though it is socially optimal for them to choose field Y. Areas XLKD and ABNMX depict researchers who deliver less value than is socially optimal for them given the topic they choose. Areas MNYW and KLWZ depict researchers who deliver more value than is socially optimal for them given the topic they choose. Area WYCZ depicts researchers who deliver no value at all even though it is socially optimal for them to conduct research.
The central feature of this model is the difference between reputations of journals which in reality can be translated into difference in prestige across different fields. Since in reality the relationship between journals and fields is many-to-many, researchers' choice of the field is guided by field's prestige derived from the reputation of journals that are likely to publish research from this field.
Researchers choose fields according to their perceived reputation and field reputation depends on the value of research delivered by researchers. This establishes a two-way relationship for which a longrun equilibrium can be identified. Indeed, assuming that reputation in the next period in our game is equal to value of research published by a paper in the previous period, equilibrium exists and it is stable.
Moreover, as long as easiness to deliver research in both fields is equal, both fields will have the same reputation (prestige) in the long run. Since we don't observe convergence in fields' prestige, a preliminary conclusion from the model is that different fields have different prestige because it is easier to produce research in some of them and harder in others. Difference in easiness to deliver value in various fields will undergo empirical scrutiny in the empirical part of the paper.
Based on this simple model, the potential sources of inefficient allocation of resources in science can be identified as the following:
1. Some researchers may give up on socially valuable research because they can't get published.
2. Some researchers may deliver less value than is socially optimal because they know they have a "publishable chunk" already.
3. Some researchers may spend too many resources on their research just to get a publication.
4. Some researchers may choose a field of study that is inconsistent with their skills just because some fields are more prestigious than others.
Is it possible that any of these can be real phenomena? Let's consider the following situations:
1. A researcher has a possibility to put together a data set which may be used by somebody else in their research project.
2. A researcher has spotted a flaw in somebody else's article as she is not able to replicate it. 3. A researcher was able to confirm another research project by replicating it with another data set.
4. A researcher conducts a research project in which she fails to obtain statistically significant results even though confidence intervals rule out any economic significance.
5. A young researcher without established reputation writes a controversial paper.
All these are situations where valuable work could be done. In all these situations however it is hard to get published. With few exceptions, most reputable journals will not publish information that somebody has an "interesting" database unless solid conclusions are drawn from it. As Hamermesh (2007) points out, replication studies are heavily discriminated against in spite of their unambiguous importance (for discussion, see for example Dewald, Thursby, and Anderson, 1986) . De Long and Lang (1992) as well as Stanley (2005) find that publication bias causes among others exclusion of studies with non-significant results. Finally, remember how hard it was for Akerlof (1970) to publish his original paper on information asymmetry. As a result, researchers are discouraged from pursuing these productive activities because they are valued not according to the actual impact but according to the prestige of the journal while no journal wants to publish them.
Given the paper is destined for publication, there is still a lot of potential sources of waste arising from manipulations that have nothing to do with increasing quality of the paper but require resources or actually decrease value of the research project. These include:
1. Splitting one research project into a number of "publishable chunks".
2. Leaving mistakes (or willful deceits) that are likely to be overlooked by referees but improve paper's chances.
3. Working on formalities to make a paper compatible with publisher's format.
4. Working too much because of unreasonable demands from referees.
There aren't many studies that would make an attempt at empirically quantifying magnitude of these effects, but it is not hard to find anecdotal evidence for at least some of them. For example Frey (2003) provides compelling argument against unreasonable demands put on an author by the peer-review process and Ellison (2000) provides a lot of insight into mechanisms forming these unreasonable demands.
The last source of waste arises from the fact that some researchers can choose research topic that delivers less value but can be published in a better journal. The empirical strategy to test this hypothesis is presented in the remaining part of the paper.
Empirical strategy
The first hypothesis of interest is whether in some fields it is harder to carry out research than in others. Testing this hypothesis allows us to reject a preliminary conclusion of a theoretical model derived in the previous section. Failing to reject it is a necessary condition for the model to be accurate as equality in easiness for the fields would mean that there is a need to identify alternative reasons for different reputations of fields. Unfortunately due to methodological difficulties I refrain from trying to establish causality between field difficulties and field reputations. Identifying one potential reason for differences in reputations must suffice for now.
For that purpose I will assume that value of research is a function of researcher's overall ability, field's easiness to produce research and a random disturbance. This relationship can be modeled as
where:
is value of research project number coauthored by researcher , is researcher 's ability to create valuable research (average value of research delivered),
indicates whether research project number coauthored by researcher belongs to field , denotes average effect of field on the quality of the research project, and is a random disturbance.
The parameter of interest is . Under the null hypothesis the fields have the same difficulty and
Any potential endogeneity in this setting would mean that researchers tend to deliver more valuable research in some fields, but neither because of field's characteristics (which we intend to capture) nor because of researcher's characteristic which is already included in the equation as a control for self-selection of researchers.
A plausible source of such an endogeneity would be a time trend in average perceived value of research and a time trend in a number of papers published in that particular field. A remedy for this problem is to control for time. Then any trend in variables of interest will not cause endogeneity. Thus, the final form of the model is:
(1)
is a year in which research project number coauthored by researcher has been published and is an effect of year on value of research.
Since de-meaning will pick up any researcher-specific fixed effects any occurrence of serial correlation of the error term is unlikely. The only potential source of inconsistency of covariance matrix is heteroscedasticity. It is then better to use heteroscedasticity robust standard errors. Including proper controls and taking care of heteroscedasticity should be enough to get consistent estimators for both the parameters of interest and their covariance matrix.
After showing that fields indeed differ in their difficulty levels, I will focus on showing that researchers may choose their fields of study not according to their skills but according to perceived prestige of a field. This is the main empirical conclusion that is drawn in support of the theoretical model presented in section two.
I assume that each researcher has some information about what and how influences her utility and makes decisions based on this information. Sources of such utility can be for example (a) getting tenure, (b) salary, (c) reputation as a productive scientist. A researcher makes choices about what field of study she should choose in order to maximize this utility based on her information. For the purpose of this study, I assume that pieces of information relevant to making such choices are (a) her ability to deliver high quality research in each field and (b) her ability to get a publication in a top-tier journal.
At the onset of her career, a researcher has some prior information that guides her decisions, and over time this information improves. Most importantly, over time a researcher is able to observe results of her work, its perceived value, and how this value affects her utility. Then she adjusts her choices. This is an ongoing process for every active researcher. However, for every researcher I analyze, I need a cut-off date that separates period when she observes her ability from the period when she makes choices based on her observations. This simplification allows me to establish causality.
For estimation purposes, I assume that when researcher decides what field to choose for her next research project, she takes into account her relative ability to create value in the field and the field's prestige. Formally, probability that she chooses field can be modeled as:
denotes the outcome field, is a field number, ̌ is ability of the researcher in field relative to her ability in other fields, is reputation or prestige of field , and is a random disturbance.
Relative ability of the researcher in field is derived by dividing average value of research projects that belong to field by overall average value of research projects for that particular individual.
The choice set for each researcher (that is set of s that can appear on the left hand side of the equation) is the set of fields that she had previously published in. This effectively means that I restrict the sample to informed decisions and disregard uninformed decisions.
The hypothesis is based on the comparison between the two games described in the previous section. According to the former game, researchers will consider both their relative ability and reputation of the field while making the choice. This is undesirable since in the socially optimal case, the researchers will take into account their relative ability only, as shown in the latter game. Hence the null hypothesis is that has no effect on ( = ).
The simplest way to test it is to build a linear share regression model:
where observations are derived from researchers' choices made after their relative ability in the fields has been observed. Moreover:
is a fraction of research projects undertaken by researcher in field after ability has been observed, ̌ is relative ability of the researcher in field , is reputation of field , and is a random disturbance.
The null hypothesis is = 0.
Reputation of a field depends in long run on researchers' decisions about whether to publish in this field and how much value to deliver. This effectively means that our left-hand side variable contributes to the value of our right-hand side variable. However, the magnitude of this contribution is extremely low compared to the reverse relation. Therefore I am going to neglect this as a potential source of endogeneity.
Endogeneity could also arise if fields of study had some characteristics that correlate with the reputation and which are taken into account by a researcher making a decision. A plausible example of such a characteristic is popularity of the field. I am going to include it as a control variable.
Finally, if a researcher had chosen a field before, she might have accumulated knowledge and experience in this field as well as connections to potential co-authors that make her more likely to choose this field in future despite her low productivity. In order to separate effect of observed ability it is hence important to control for volume of past experience with the field. Therefore, the final formula for this model is:
is popularity of the -th field and is a fraction of research projects undertaken by researcher in field before ability has been observed ("field exposure" from now on).
Note that it is unlikely for a strong heteroscedasticity to exist in this model. What can cause inconsistency of the conventional covariance matrix is potential autocorrelation of the errors terms within clusters encompassing observations coming from the same author. This can be alleviated by using clustering in the regression procedure.
A significant fraction of researchers may have choice sets that are superior for the sets of previously chosen fields. For such researchers the left hand-side variables within their clusters add up to one. This however should not be a problem because right-hand side of the equation does not add up to one within the cluster. Hence, there is no threat that covariance matrix could be singular. RePEc has a database that contains information on over 1.4 million published articles and working papers out of which 0.4 million were JEL coded. Information is entered by volunteers as well as by publishing companies. There are 1917 economics journals covered in RePEc as opposed to 335 covered by Web of Science. It also has working papers in its database. Moreover RePEc has an easily accessible database which is available freely to everybody interested.
Data
RePEc's database is by no means perfect. It has a number of issues coming mostly from the fact that there is no central authority to enforce quality of entries. According to RePEc itself, 1% of the entries are incorrect 4 . Moreover, some of the journals are not covered fully, although this issue pertains mostly to less popular journals. Finally, content of the database relies heavily on the use of text processing programs, which are not always able to parse content of the documents properly.
Despite its shortcomings, RePEc is a valuable source of data about patterns in authors' behavior.
It has been used before for research purposes for example by Krapf, Ursprung and Zimmermann (2014) .
A thorough discussion of content, capabilities and limits of RePEc database can be found in Zimmermann (2013) .
The data set used to estimate equation (1) was constructed by using every coauthor-article combination for which: (a) year of publication of the article was identified and it was 1994 or later, (b) JEL codes of the article were identified, (c) the author of an article was identified. As a result I got 85,083
observations. Summary statistics of this data set has been presented in Table 2 . Note that variables indicating field do not add up to 1 because one paper can belong to a number of fields.
Before I started construction of a data set for estimation of equation (2), it was necessary to get information on each field that was going to be used as explanatory variables in the regression. The fields are summarized in Table 3 . Every field has the average number of citations to an article from that field, its size measured by number of articles, and three measures of reputation: number of papers published in top 10 journals 5 ranked by impact factors (TOP10), number of papers published in top 50 journals ranked by impact factors (TOP50) and average impact factor of journals that publish papers from that field (IF).
[Add a list from ISI and comment according to Ranking Leading Econometrics Journals Using Citations
Data from ISI and RePEc].
Each row of the dataset used to estimate equation (2) is an element of a researcher's choice set.
Only researchers whose publication activity spanned two or more years were taken into account. This period for each researcher was split into a "learning period" and a "decision period". Activity from the "learning period" was used to compute explanatory variables. Activity from the "decision period" was used to compute the dependent variable. Because the volume of papers registered in RePEc database increases over time, activity period was split so that for each researcher .79 of it covers "learning period" and subsequent .21 covers "decision period", rounded to whole years. These proportions have been chosen so as to maximize overlap between choice sets and fields chosen in the decision period, and therefore to maximize sample size. The outcome data set contains 45,866 field-researcher observations.
Along with the data based on published articles, an indicator whether researcher is working in the United States of America has been constructed. This was done based on email addresses of the researchers. Email addresses ending with ".edu", ".gov", and ".us" were treated as indication that researcher works in the United States of America. There are 5,921 observations falling into this category.
Summary statistics are presented in Table 4 .
Results
The results of estimation of equation (1) are presented in Table 5 . Year 1994 dummy has been omitted due to co-linearity with other year dummies. It is clear from these regressions that some fields Table 5 from column "Average # of citations" in Table 3 gives us average ability of a researcher publishing in a field.
Equation (2) has been estimated in 6 variants and results of these estimations are presented in Table 6 . First, each of the three field reputation measures is used to ensure robustness of the results with respect to this choice. Secondly, every estimation is carried out for the full sample and for a US In all regressions all coefficients have signs that are consistent with predictions. Field exposure is consistent across specifications both in magnitude and statistical significance. A 10 percentage point (pp) increase in fraction of research that has been done by a researcher in a particular field of study in the past, increases the chances of choosing this field in future by around 3 pp.
Author's ability is always significant for the entire sample at 0.001 level but never significant for the US subpopulation. This may indicate that especially researchers in the United States are prone to ignore their ability and pragmatically choose what is in their best interest according to popularly used measures. Note relatively weak economic significance of this variable. An increase in ability by a standard deviation causes an increase in probability of choosing a field between 0.0004 and 0.0038 across specifications.
Field's reputation, the variable of interest, is significant at 0.05 level across all specifications except when IF measure of reputation is used for the entire sample. This pattern is also consistent with the notion that especially researchers in the US are more likely to pay attention to field's reputation than their own ability when choosing the field. Similarly to author's ability, this variable also has relatively weak economic significance. An increase in field's reputation by a standard deviation causes an increase in probability of choosing a field between 0.0019 and 0.0107. Impact of field's reputation is bigger than impact of author's ability in all specifications except when IF measure of reputation is used for the entire sample. It is not likely that small economic significance invalidates the point of the study, since a lot of information has been lost while preparing the data for estimation. Simplifying assumptions like arbitrary splitting researchers careers in two is one of the examples why magnitudes of coefficients can be underestimating real effect of the underlying mechanisms. A lot more accurate study will be needed to make an estimate of actual welfare loss expressed in dollars.
Field's popularity also is statistically significant at 0.05 level across all specifications. A field that is twice as big adds between 1.1 and 2.4 pp to the probability that researcher will choose that field in future, depending on specification. This indicates that holding everything else constant, authors have a tendency to switch to more popular topics. The general results are robust to whether field popularity is measured by raw number of papers in the field or by its natural logarithm.
Conclusions
Taking the results literarily, my empirical analysis shows then when choosing a field of study, researchers care slightly more about the frequency with which papers from this particular field of study get published in top-tier journals than about the numbers of citations they can get. This supports the claim that incentive structure for researchers is at least partially focused on the numbers of papers they published in top-tier journals. And my theoretical model shows that acting in order to maximize number of publications in top-tier journals leads to a welfare loss.
There is no question that a measure to evaluate research output both with respect to quantity and quality is needed. People making decisions do not have time and resources to carefully check every piece of work for its quality. The question then, is how to construct such a measure so that it can be used in practice and so that it minimizes distortion of human behavior.
In practice, two sources on information about quality of research projects proved to be useful and Finally, publication in a good journal not only provides less information than number of citations but it also alters human behavior in a way that leads to suboptimal quality of their work, as my theoretical model indicates.
Use of bibliographic measures for evaluating documents has been booming during past two decades. Page et al. (1999) developed an algorithm based on bibliographic measures that evaluate websites. This idea proved to be practical and extremely efficient in weeding out low-quality documents as indicates the commercial success of Google Inc. However, the analogy between websites and scientific articles has its limitations. In scientific community there is often pressure to evaluate research projects even before they have been published, without giving them any time to accumulate citations. Therefore, it may be worthwhile to consider to proxy value of such research paper with an impact factor of the journal it is being published in. On the other hand, research that is a few years old can be easily judged by its citation count adjusted for the age of the article. Exact construction of such a measure would depend on its purpose -whether it is used to compare candidates for a job opening, ranking of researchers, or as a performance indicator for an entire research institution.
Use of bibliographic measures is increasingly easier thanks to popular and free search engines.
For instance, Google Scholar counts all documents that cite a particular research project and eliminates duplicates. Card and DellaVigna (2013) describe advantages and provides an example how data from this tool can be used in research. As long as the information on citation numbers is neglected and coarser measures are in place, resources in science are mismanaged in spite of an available easy fix. 
