Abstract. In this paper we are going to study the zero location and asymptotic behavior of extremal polynomials with respect to a generalized non-diagonal Sobolev norm in which the product of the function and its derivative appears. The orthogonal polynomials with respect to this Sobolev norm are a particular case of those extremal polynomials. The multiplication operator by the independent variable is the main tool in order to obtain our results.
Introduction.
Weighted Sobolev spaces are an interesting topic in many fields of Mathematics. In the classical book [16] we can find the point of view of Partial Differential Equations. We are mainly interested in the relationship between this topic and Approximation Theory in general, and Sobolev orthogonal polynomials in particular.
Sobolev orthogonal polynomials have been more and more investigated in recent years. In particular, in [13] and [14] , the authors showed that the expansions with Sobolev orthogonal polynomials can avoid the Gibbs phenomenon which appears with classical orthogonal series in L 2 . In [27] , [28] , [29] and [30] the authors developed a theory of general Sobolev spaces with respect to measures in the real line, in order to apply it to the study of Sobolev orthogonal polynomials.
Sobolev orthogonal polynomials on the unit circle and, more generally, on curves is a topic of recent and increasing interest in approximation theory; see, for instance, [4] and [11] (for the unit circle) and [23] and [2] (for the case of Jordan curves). The papers [1] , [2] , [4] , [11] , [20] and [22] deal with Sobolev spaces on curves and more general subsets of the complex plane.
One of the central problems in the theory of Sobolev orthogonal polynomials is to determine its asymptotic behavior. In [21] the authors show how to obtain the n-th root asymptotic of Sobolev orthogonal polynomials if the zeros of these polynomials are contained in a compact set of the complex plane. Although the uniform bound of the zeros of orthogonal polynomials holds for every measure with compact support in the case without derivatives, it is an open problem to bound the zeros of Sobolev orthogonal polynomials. The boundedness of the zeros is a consequence of the boundedness of the multiplication operator M f (z) = z f (z); in fact, the zeros of the Sobolev orthogonal polynomials are contained in the disk {z : |z| ≤ 2 M } (see Theorem 2.1).
In [1] , [28] , [30] , [31] and [32] , there are some answers to the question stated in [21] about some conditions for M to be bounded: the more general result on this topic is [1, Theorem 8.1] which characterizes in a simple way (in terms of equivalent norms in Sobolev spaces) the boundedness of M for the classical "diagonal" case
(see Theorem 2.2 below, which is [1, Theorem 8.1] in the case N = 1). The rest of the papers mention several conditions which guarantee the equivalence of norms in Sobolev spaces, and consequently, the boundedness of M . In [20] , the authors study the asymptotic behavior of extremal polynomials with respect to the following "non-diagonal" Sobolev norms. Given a finite Borel measure µ with compact support S(µ) consisting of infinitely many points in the complex plane, let us consider the diagonal matrix Λ := diag(λ j ), 0 ≤ j ≤ N , with λ j positive µ-almost everywhere measurable functions, and U := (u jk ), 0 ≤ j, k ≤ N , a matrix of measurable functions such that the matrix U (x) = (u jk (x)), 0 ≤ j, k ≤ N , is unitary µ-almost everywhere. If V := U ΛU * , where U * denotes the transpose conjugate of U (note that then V is a positive definite matrix), and 1 ≤ p < ∞, we define the Sobolev norm
It is not difficult to verify that under the assumptions imposed, · W N,p (Vµ) defines a norm on the space of polynomials P. If U is not the identity matrix µ-almost everywhere, then (1) defines a generalized nondiagonal Sobolev norm in which the product of derivatives of different order appears. We say that q n = z n + a n−1 z n−1 + · · · + a 1 z + a 0 is an n-th monic extremal polynomial with respect to the norm (1) if
It is clear that there exists at least an n-th monic extremal polynomial. Furthermore, it is unique if 1 < p < ∞ (see e.g. [5, pp. 22-23] ). If p = 2, then the n-th monic extremal polynomial is precisely the n-th monic Sobolev orthogonal polynomial with respect to the inner product corresponding to (1).
The following is one of the basic results of [20] . 
µ-almost everywhere. Let {q n } n≥0 be a sequence of extremal polynomials with respect to (1) . Then the zeros of the polynomials in {q n } n≥0 are uniformly bounded in the complex plane.
This result is interesting since it allows the authors to obtain the asymptotic behavior of extremal polynomials (see [20, Theorems 2 and 6] ). To require compact support for µ is a natural hypothesis: if S(µ) is not bounded, then we can not expect to have zeros uniformly bounded, even in the classical case (orthogonal polynomials in L 2 ). If we are interested in such a general result as Theorem 1.1, then the definition of the weight matrix V as V := U ΛU * considered in Theorem 1.1 is the most appropriate. The main aim of our paper is to obtain the same thesis as in Theorem 1.1, but with hypotheses directly on the matrix V (rather than on the diagonal matrix Λ which appears in its factorization); in exchange for a certain loss of generality, we require weaker hypothesis than (2) .
Since a wide majority of works about Sobolev spaces (both pure and applied) are focused on the case N = 1, we will assume that this is the situation throughout the current paper. That is why we consider directly the weight matrix V as
where a, b and c are measurable functions, and V is a positive definite matrix µ-almost everywhere. We say that it is elliptic if |b| 2 ≤ (1 − ε)ac, µ-almost everywhere for some fixed 0 < ε ≤ 1. Notice that this is not a very restrictive condition, since V is a positive definite matrix and therefore |b| 2 < ac. In fact, ellipticity is a weaker condition than (2) (see Proposition 2.10). Furthermore, note that this ellipticity condition is much simpler and weaker than the commonly used in PDE's: the function b takes real values and there exist constants A and B verifying
2 and x ∈ R; in particular, this latter condition implies A ≤ a(x), c(x) ≤ B for every x ∈ R.
A particular case (simpler to state) of our main result (Theorem 2.7) is the following. In our context there is no such thing as the usual three term recurrence relation for orthogonal polynomials in L 2 . Therefore it is very complicated to find an explicit expression for the extremal polynomial of degree n. Hence, it is especially important to count with an asymptotic estimate for the behavior of extremal polynomials.
As an application of Theorem 2.7, we can deduce the asymptotic behavior of extremal polynomials (see Theorems 3.1 and 3.2). In particular, we obtain the n-th root and the zero counting measure asymptotics both of those polynomials and their derivatives of any order. The asymptotics of the n-th root is a classical problem in the theory of orthogonal polynomials (see e.g. [20] , [21] , [22] , [34] , [35] ).
Furthermore, in Theorem 3.2 we find the following asymptotic relation:
We also have similar results for the case 1 ≤ p < 2; however, since they are not so simple to state as the results for 2 ≤ p < ∞ (see Theorem 2.4 and the remark after its proof), we prefer not to announce them in this section.
The advantages of our results with respect to earlier results (see Theorem 1.1 and Theorem 2.2) are mainly the following:
• We generalize the characterization of the boundedness of the multiplication operator in the diagonal case appearing in Theorem 2.2 to the non-diagonal case.
• The condition (3) in Theorem 1.2 refers to the coefficients of V instead of to its eigenvalues, which is much more natural: although we also have the need to factor out the matrix V , we do it just inside our proofs, but not in the statements of the theorems.
• We have replaced the double inequality λ 0 ≤ Cλ 1 , λ 1 ≤ Cλ 0 by the single one c ≤ Ca (see Theorem 1.2), which is a much weaker condition, and by the ellipticity condition. On the one hand, this ellipticity condition is just a bit more restrictive that the hypothesis of V being a positive definite matrix; on the other hand, in Proposition 2.10 we show that (2) implies the ellipticity of V , and that the converse is false.
• We have even a stronger version of Theorem 1.2 (see Theorem 2.8).
• Note that the boundedness of the zeros of extremal polynomials is a direct consequence of the boundedness of the multiplication operator M . Our Theorem 2.7 is sharp in the sense that it gives a characterization of the boundedness of M . • Besides, Theorem 2.7 is also sharp for the "diagonal case" b = 0, whereas the condition (2) in Theorem 1.1, although useful, is not sharp at all for the diagonal case. Note that condition (2) is the best possible in the context of [20] , since starting from the factorization of V it is not possible to distinguish between the roles of the eigenvalues (the choice of the names λ 0 and λ 1 is arbitrary).
As an application that shows the power of our results, we include a very natural and general example. It makes clear that our theorems can be applied for a much wider range of cases than Theorems 1.1 and 2.2 (see the example at the end of Section 2).
As we have mentioned before, the main idea of this paper is to change the point of view of Theorem 1.1. We will focus directly on the matrix V instead of on its factorization. This will allow us to obtain a sharp result on equivalent norms in Sobolev spaces, and as a consequence of it, we will get the boundedness of zeros and the asymptotic behavior of extremal polynomials.
The outline of the paper is as follows. Section 2 is devoted to the results on equivalent norms, and their applications to the study of the multiplication operator and the location of zeros of extremal polynomials. In Section 3 we obtain the results on asymptotic of extremal polynomials.
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The multiplication operator.
As we have mentioned in the introduction, given a finite Borel measure µ with compact support S(µ) consisting of infinitely many points in the complex plane, and a positive definite matrix µ-almost everywhere
for any 1 ≤ p < ∞ and any polynomial q, we define the Sobolev norm of q in W 1,p (aµ, cµ) by
It is obviously much easier to deal with this norm than with the one defined in (1). Therefore, one of our main goals is to provide weak hypotheses to guarantee the equivalence of both norms (see Theorem 2.3).
In order to bound the zeros of polynomials, one of the most successful strategies has certainly been to bound the multiplication operator by the independent variable M f (z) = zf (z), where
Regarding this issue, the following result is known. We prove now the announced result about the equivalence of the norms. Proof. Without loss of generality we can assume that ε ∈ (0, 1), since if ε = 1 then V is a diagonal matrix and the result is straightforward. The characteristic polynomial of V is λ 2 − (a + c)λ + ac − |b| 2 , and it means that its two eigenvalues, respectively λ + = λ + (z) and λ − = λ − (z), are given by the formula:
On the one hand, it is obvious that:
On the other hand, taking into consideration that the matrix V is positive definite, we know:
By (6) and (7) we conclude that λ + max{a, c}. Next, we will do something similar for λ − , the second eigenvalue. Notice that
In order to obtain a lower bound for λ − let us define the following function:
On the other hand, using the fact that V is elliptic,
If we define t := max{a, c}/ min{a, c}, the last term in the expression above can be written as f (t). Using that f is increasing on [1, ∞), we deduce,
And then,
By (8) and (9) we conclude that λ − min{a, c}. Let v 0 be an eigenvector of V corresponding to λ 0 . Multiplying v 0 by an appropriate constant, we obtain an eigenvector u 0 with u 0 = 1 and such that its first coordinate is a real number. Notice that we can write:
Let us define now
for some θ = θ(z) and ϕ = ϕ(z). We define now
Note that u 1 = 1 and < u 0 , u 1 >= 0. Therefore, u 1 is an eigenvector of V corresponding to λ 1 , and the unitary matrix we get (11).
Since V is elliptic, the inequality (11) is true for p = 2; therefore it will be sufficient to check
for every p ≥ 2. But this is true since
for every t > 0 and p ≥ 2. Then, V 2/p is, indeed, elliptic.
We will show now that a p a 2/p and c p c
In what follows we assume that a ≥ c; the proof in the other case is similar. Note that in this situation, a ≥ c, we have already proved that λ 0 = λ + a and λ 1 = λ − c.
We distinguish two cases.
(A) If a/2 ≤ c ≤ a, then by (6), (7), (8) and (9) we deduce both that a ≤ λ + ≤ 2a and 1
By (10), we have λ
and, in particular,
Using these equalities, the fact that V is positive definite and that c < a/2, it holds
Now we are going to estimate an upper bound for c p .
By (10) and taking into account that 2 (a − c) 2 + 4|b| 2 ≥ 2(a − c) ≥ a (we have used here the hypothesis c < a/2), we have
and we just need to prove that sup s≥1 f p (s) < ∞. This is clear because f p is continuous on [1, ∞) and lim s→∞ f p (s) < ∞, since p ≥ 2 and
as s → ∞. Then, we have proved, in both cases, that a p a 2/p and c p c 2/p .
Finally, we will prove that the norms are equivalent. Notice that, for every z, w ∈ C,
Hence,
Therefore, by (12) and (13), for every polynomial q
We finish the proof combining the inequalities above with the fact that a p a 2/p and c p c 2/p .
The thesis of Theorem 2.3 does not hold when 1 ≤ p < 2, but it is possible to obtain a similar result requiring the ellipticity of V 2 instead of the ellipticity of V . Proof. The same proof of Theorem 2.3 is valid replacing V by
With this argument we prove that a p a We finish this section with the following result, which shows that the ellipticity of V (or of V 2 ) is a weaker condition than (2) 
In the proof of Theorem 2.3 we have seen the latter inequality is equivalent to
Consider now a and c such that either a/c or c/a are not in L ∞ (µ), and b = 0. It is straightforward that V 2/p is elliptic for every 1 ≤ p < ∞, since it is a diagonal matrix, but that the inequality (2) does not hold, since λ 0 = a and λ 1 = c.
The following example shows how Theorem 1.2 improves in a fundamental way the earlier results in the literature (Theorems 1.1 and 2.2). 
Since V is a positive definite matrix, we have 2β ≥ α + γ, and this inequality also guarantees the ellipticity of V . 
Asymptotic of extremal polynomials
The class Reg of regular measures is defined in [35] . For measures supported on a compact set of the complex plane, the authors prove that (see Theorem 3.1.1) µ ∈ Reg if and only if
where Q n denotes the nth monic orthogonal polynomial (in the standard sense) with respect to µ, · L 2 (µ) is the usual norm in the space L 2 (µ) of square integrable functions with respect to µ and cap(S(µ)) denotes the logarithmic capacity of S(µ).
Given a polynomial q whose degree is exactly n, we define the normalized zero counting measure of q as
where z 1 , z 2 , · · · , z n are the zeros of q repeated according to their multiplicity, and δ z j is the Dirac measure with mass one at the point z j . By ω S(µ) we denote the equilibrium measure of S(µ). Proof. It is sufficient to follow the proof offered in [20, Theorem 2] , taking into consideration that the hypothesis removed in our theorem are equivalent to the fact that, in our context, the multiplication operator is bounded (see Theorem 2.2) and the norms of W 1,p (Vµ) and W 1,p (aµ, cµ) are equivalent (see Theorem 2.3).
Let Ω be the unbounded component of the complement of S(µ). We denote by g Ω (z; ∞) the Green's function for Ω with logarithmic singularity at ∞. If S(µ) is regular with respect to the Dirichlet problem, then g Ω (z; ∞) is continuous up to the boundary and it can be extended continuously to all C, with value zero on C \ Ω. Proof. The proof in [20, Theorem 6] is valid taking into account again that, in our context, the multiplication operator is bounded (see Theorem 2.2) and the norms of W 1,p (Vµ) and W 1,p (aµ, cµ) are equivalent (see Theorem 2.3).
