This paper concerns the study of the correlation measures of finite binary sequences, more particularily the dependence of correlation measures of even order and correlation measures of odd order.
Introduction
In 1997 Mauduit and Sárközy [13] initiated the systematic study of finite binary sequences E N = {e 1 , e 2 , . . . , e N } with e 1 , e 2 , . . . , e N ∈ {+1, −1} (see [14] for the generalization to k symbols). They proposed to use the following measures of pseudorandomness:
The well-distribution measure of E N is defined as W (E N ) = max a,b,t t−1 j=0 e a+jb where the maximum is taken over all a, b, t ∈ N with 1 ≤ a ≤ a+(t−1)b ≤ N, while for k ∈ N, k ≥ 2 the correlation measure of order k of E N is defined as
e n+d 1 e n+d 2 . . . e n+d k where the maximum is taken over all M ∈ N and non-negative integers
Since 1997 numerous papers have been written on this subject. In the majority of these papers special sequences are constructed and/or tested for pseudorandomness (see [8] for references), while in [1] , [2] , [4] , [5] , [6] , [7] , [11] , [15] and [16] the measures of pseudorandomness are studied. In particular in [4] Cassaigne, Mauduit and Sárközy compared correlations of different order.
They proved the following
Theorem A a) For k, ℓ, N ∈ N, k | ℓ, E N ∈ {−1, +1}
N we have
This result shows some kind of independence between C k and C ℓ when k ∤ ℓ and ℓ ∤ k. In this paper we will show a link between C k and C ℓ when k and ℓ have different parity.
Cassaigne, Mauduit and Sárközy [4] asked the following related question:
In [12] Mauduit also asked another closely related question Problem 2. Let k, ℓ ≥ 2 be integers. Is it true that for every E N ∈ {−1, +1} N we have
where the implied constant factor depends only on k and ℓ? Or at least
where the implied constant factor and the constant
only on k and ℓ?
First Gyarmati [7] solved both Problem 1 and Problem 2 in the weaker form (1) when k ≥ ℓ. The answer follows from the main result of [7] :
It follows trivially that
then we have
where the implied constant factor depends only on k and ℓ. (This is the case
in Problem 2.) Later Anantharam [3] sharpened Theorem A and he proved the following:
Theorem C solves Problem 2 in the stronger form in the special case (2k + 1, 2ℓ) = (3, 2), so (1) holds with c = 1.
Results
In this paper we would like to generalize the results in the previous section.
Theorem B studies only the case 2k + 1 > 2ℓ while Theorem C involves only C 2 and C 3 . Here we study the general case, when there is no restriction of the order of the correlation measures. The proof uses methods from [3] and [7] . We will prove the following:
Theorem 1 There is a constant c k,ℓ depending only on k and ℓ such that if
where the implied constant factor depends only on k and ℓ.
Remark 1 Theorem 1 is optimal: For
Remark 2 It is an important question whether condition (2) is necessary in Theorem 1. Cassaigne, Mauduit and Sárközy [4] proved that for every ε and
holds with probability 1 − ε. Fix a sequence E N for which (4) indeed holds and N is large enough. From (3) and (4)
follows. Since (5) is true for an N large enough we get from (5):
and thus
But in Theorem 1 2ℓ can be less than 2k + 1 so we need an additional assumption on the size of C 2k+1 (E N ) and C 2ℓ (E N ).
Let us see some corollaries of Theorem 1.
where the implied constant factor depends on k and ℓ.
Corollary 3
where the implied constant factor depends only on k and ℓ and where
Remark 3 Corollary 3 solves Problem 2 in the stronger form when k ≥ ℓ and in the weaker form (1) when k < ℓ.
Our method can be adapted in the n-dimensional case. This theory has been extended to n dimensions by Hubert, Mauduit and Sárközy [10] . They introduced the following definitions:
Denote by I n N the set of n-dimensional vectors whose coordinates are integers between 0 and N − 1:
This set is called an n-dimensional N-lattice or briefly an N-lattice.
In [10] the definition of binary sequences is extended to more dimensions by considering functions of type
. . , x n )) then we will slightly simplify the notation by writing η(x) = η(x 1 , . . . , x n ).
Such a function can be visualized as the lattice points of the N-lattice replaced by the two symbols + and −, thus they are called binary N-lattices. Binary 2 or 3 dimensional pseudorandom lattices can be used in encryption of digital images.
Gyarmati, Mauduit and Sárközy [9] introduced the correlation measures for binary lattices:
The correlation measure of order k of the lattice η : I n N → {−1, +1} is defined by
where the maximum is taken over all distinct d 1 , . . . , d k ∈ I n N and all set B of the special form
We get in the n-dimensional case Theorem 2 There is a constant c k,ℓ,n depending only on k, ℓ and n such that for an n-dimensional binary lattice η : I n N → {−1, +1} we have
where the implied constant factor depends only on k, ℓ and n.
We will give a sketch of the proof at the end of the paper.
Proof of Theorem 1
Let L = [N/2] and 1 ≤ M ≤ N/2 be integers, where the value of M will be fixed later. Consider the following equation
We will use the following lemmas Lemma 1 For all t, A ∈ N, t ≤ A there is a polynomial p t,A (x) ∈ Q[x] with the degree t such that if x 1 , x 2 , . . . , x A ∈ {−1, +1} then
Denote the coefficients of p t,A by a r,t,A :
Then a r,t,A = 0 if r ≡ t (mod 2), and (−1) (t−r)/2 a r,t,A ≥ 0 if r ≡ t (mod 2).
If t is even we also have:
Proof of Lemma 1. This is Lemma 2 in [7] .
Proof of Lemma 2 This follows from Lemma 3 and Lemma 5 in [7] . (Indeed in [7] by Lemma 3 we get |a r,t,A | ≤ d i,j A (t−r)/2 . In [7] ω j is defined by
Next we return to the proof of Theorem 1. First we rearrange A. For a moment we fix the value of n 1 , n 2 , . . . , n 2k+1 in the first sum. Next we use Lemma 1 with t = 2ℓ, A = M and x u = 2k+1 i=1 e n i +u for 1 ≤ u ≤ M. We get
e n i +u .
Similarly we rearrange B. For a moment we fix the value of
in the first sum. Next we use Lemma 1 with t = 2k + 1, A = L and
We denoted the coefficients of p t,A (x) by a r,t,A in Lemma 1. Using these notations we get
By Lemma 1 a 0,2k+1,L = 0. From this and (6) we get
e n i +u 2ℓ−1
e n i +u
Again by Lemma 1 there is a constant c 1 depending only on k and ℓ such that
By Lemma 1 a r,t,A = 0 if r ≡ t (mod 2). Using this and the triangle-inequality we get from (7)
By the definition of the correlation measures we have
By this and (8) we get
By this and Lemma 2
Lemma 3
where the implied constant factor depends only on ℓ.
Proof of Lemma 3 See in [1] and [11] .
By this for 1 ≤ r ≤ 2k + 1 we have
Using this and (9) we get there is a constant c 2 depending only on k and ℓ such that
Now we fix the value of M. Let M = c 3 C 2k+1 (E N ) 2 , where the value of the constant c 3 will depend only on k and ℓ. We choose the value of c 3 such that
holds. Now we fix the constant c k,ℓ in Theorem 1, we put c k,ℓ = 1 2c 3 . Then (10) and (11) we get
which was to be proved.
The proofs of Corollary 1 and 2 are immediate from Theorem 1.
Proof of Corollary 3
If C 2k+1 (E N ) ≫ N 1/2 then Corollary 3 is trivial since by Lemma 3
If k < ℓ by Theorem 1 and Lemma 3:
If k ≥ ℓ then by Theorem 1
Since the method of the proof is very similar to the proof of Theorem 1
we only write a sketch of the proof.
Let P t (S) denote the set of those subsets of S which contains exactly t elements. Let L = [N/2] and 1 ≤ M ≤ N/2 be integers where the value of M will be fixed later. In order to compare C 2k+1 (η) and C 2ℓ (η) consider the following equation
Then by using the same arguments as in the proof of Theorem 1 we get
Here we need the following extension of Lemma 3:
Lemma 4 If η : I n N → {−1, +1} is an n-dimensional binary lattice then
where the implied constant factor depends only on ℓ and n.
Proof of Lemma 4 For n = 1 this is Lemma 3. For n = 2 this is Theorem 4 in [9] and the proof can be easily extended for n > 2 thus we omit here the proof.
Using this and (12) we get there are constant c 1 and c 2 depending only on k, ℓ and n such that
Now we fix the value of M. Let M = c 3 C 2k+1 (η) 2 , where the value of the constant c 3 will depend only on k and ℓ. We choose the value of c 3 such that Then similarly to the proof of Theorem 1 from (13) we obtain
