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Abstract
Sparse alpha-norm regularization has many data-rich applications in Marketing and Economics.
Alpha-norm, in contrast to lasso and ridge regularization, jumps to a sparse solution. This fea-
ture is attractive for ultra high-dimensional problems that occur in demand estimation and fore-
casting. The alpha-norm objective is nonconvex and requires coordinate descent and proximal
operators to find the sparse solution. We study a typical marketing demand forecasting prob-
lem, grocery store sales for salty snacks, that has many dummy variables as controls. The key
predictors of demand include price, equivalized volume, promotion, flavor, scent, and brand
effects. By comparing with many commonly used machine learning methods, alpha-norm regu-
larization achieves its goal of providing accurate out-of-sample estimates for the promotion lift
effects. Finally, we conclude with directions for future research.
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1 Introduction
High-dimensional sparse regression is central to prediction with massive datasets and many
predictors. Amazon, Facebook, Google, and Walmart employ data analytics to analyze customer
behavior and to maximize customer value given purchase histories. For example, Amazon has
an ”anticipatory shipping” patent to pre-ship products to reduce waiting times based on purchase
order history, search history, and shopping cart activities1. Netflix and Spotify rely heavily on ex-
tensive user databases to provide recommendations, make bids for rights of television dramas, and
suggest movies to license2. Uber calculates fares automatically and dynamically using GPS and
street data, the rider’s history, traditional routes, and other factors. Its carpooling service helps
reduce average cumulative trip miles by 40%, and the process takes millions of cars off the roads.
Alpha-norm (ℓα-norm) regularization provides an attractive high-dimensional predictor selec-
tion method to handle massive datasets. Proximal algorithms can find sparse solutions as they are
scalable and use Majorization-Minimization (MM) and Iterative Shrinkage-Thresholding (IST) for
convergence. Our algorithm design uses coordinate-descent ([13, 14]) together with a closed-form
proximal operator of ℓα penalty ([17]). Convergence results are provided in [4] which describes the
ℓα objective and derives its necessary Kurdyka-Łojasiewicz (KL) condition. [21] improves this by
eliminating the requirement that the columns of the design matrix be normalized, and introduces
a step-size parameter to enhance the algorithm. [7] provide convergence results for MM-based
algorithms.
Our approach uses the closed-form proximal operator for ℓα sparsity, where 0 < α < 1. Under
ℓ0 sparsity, which penalizes the number of non-zero coefficients directly, Single Best Replacement
(SBR) provides a fast, scalable alternative to direct posterior sampling using spike-and-slab priors,
see [18]. [15] discuss the limitations of the lasso ℓ1-norm versus ℓα-norm. The key property of ℓα
regularization is that it “jumps” to a sparse solution, which we exploit in our application.
Sparsity in marketing and economics arises due to large internet-related economic transac-
tional data where machine-learning tools are required for estimation and forecasting. Market-
demand forecasts are necessary for predicting future sales, inventory planning, and understanding
1https://www.marketingweek.com/2014/01/22/amazon-has-seen-the-future-of-predictability/
2https://blog.kissmetrics.com/how-Netflix-uses-analytics/
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the effects of potential marketing strategies. Two approaches are used to avoid in-sample overfit-
ting: imposing an informative structure and regularization and model selection through penaliza-
tions on parameter proliferation. Model selection is especially useful with well-defined subpopu-
lations or segments. Nonparametric approaches are used to estimate incremental effects, see [19].
Quantitative variables of interests include lift of non-targeted promotions (see [8]), targeted promo-
tions (see [11]), and joint lift of price and promotions predictions (see [9] and [16]).
Scanner-panel data typically includes many discrete categorical variables, such as product and
store attributes, over a long time span and dummy variables to control for the individual effects. [2]
show that a homogeneous demand model with random in-store heterogeneity can achieve similar
accuracy to model with various heterogeneity specification. Tailored methods have been developed
to deal with discrete quantities and quantity discounts for packaged goods (see [1]) and endogenous
dummy regressors, see [3]. In our empirical study, we find that ℓα regularization provides better
out-of-sample performance compared to linear and traditional shrinkage methods.
The rest of the paper is outlined as follows. Section 2 shows the performance of the alpha
norm in simulation studies. We demonstrate how the ℓα can achieve better prediction and reduce
bias in coefficient estimation in a general setting. Section 3 shows the alpha norm can also produce
more accurate prediction (smaller RMSE) in a simulated log-linear model and demand-estimation
context. Section 4 applies our methodology to scanner-panel data of sales for salty snacks within
one grocery store chain. Our model can achieve smaller out-of-sample RMSE and substantially
shrink the number of predictors. Section 5 concludes with directions for future research.
2 Sparse ℓα Regularization
Consider an ultra high-dimensional regression model for an output, y, with many predictors
X = (x1, x2, . . . , xp) ∈ RN×p. The columns of X are standardized such that ‖xi‖2 = 1 for all
i ∈ {1, 2, ..., p}. Hence, our model assumes:
y = Xβ + ǫ, (1)
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where y ∈ RN×1 are the response observations, β ∈ Rp×1 is the sparse coefficient of interest, X ∈
R
N×p is the design matrix, and ǫ ∼ N(0, σ2IN ) is the noise.
The ℓα regularization is equivalent to an optimization problem which minimizes the following
objective function with penalty parameter λ > 0,
J(β) :=
1
2
||y −Xβ||22 + λ||β||αα, where ||β||α :=
(
p∑
i=1
|βαi
) 1
α
. (2)
For a given λ, we calculate a regularization path for βˆλ.
Define the proximal operator, τλ(z), by τλ(z) = argminβ
1
2(z−β)2+λ|β|α. Then all its solutions
are given by
τλ(z) =


0, if |z| < hλ,α
{0, sgn(z)bλ,α}, if |z| = hλ,α
sgn(z)β¯, if |z| > hλ,α
where bλ,α := [2λ(1 − α)]
1
2−α and hλ,α := bλ,α + λαb
α−1
λ,α , and β¯ > 0 satisfies β¯ + λαβ¯
α−1 = |z|. We
derive two solutions, and set β¯ ∈ (bλ,α, |z|) to be the larger one in implementation.
Our algorithm is based on the result of [12] who provide a solution to ℓα minimization. First,
as α → 0+, the limit of τλ(z) is hard thresholding with the threshold value hλ,0 =
√
2λ, whereas as
α → 1−, the limit of τλ(z) is soft thresholding with the threshold value λ. For comparison, τλ(z)
for different α are plotted in Figure 1. The value of τλ(z) at the point z = hλ,α is not unique with
solution set {0, sgn(bλ,α)}.
To show an improvement in the objective function, we use Lemma 1 of [14]:
J(β−i + τλ(zi)ei) ≤ J(β), for any β. (3)
Define zi = z(β−i) as x
T
i (y−Xβ−i) is the adjusted gradient for the i-th coordinate and β−i := β−βiei
where ei has a 1 in the i-th position and 0’s in the rest. Similar to the soft-thresholding rule of lasso,
τλ(z) function maps the gradient z to 0 when it’s smaller than the threshold hλ,α. Therefore, ℓα
regularization selects a null model (all coefficient estimates are 0) if max|(xi, y)| < hλ,α (we assume
x and y are centered and ‖x‖2 = 1).
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Coordinate-descent can then be used to iteratively minimize the objective function. In each
iteration, the algorithmminimizes along one coordinate and solves the scalar optimization problem
with zi replaced by the adjusted gradient. If α = 1, this is equivalent to the R package glmnet of
[10] . At each step of the coordinate-descent, we use the closed-form proximal operator for ℓα.
Unlike soft-thresholding, τλ(z) jumps immediately from 0 to bλ,α when z arrives to hλ,α, which
results in discontinuity of the coefficient-regularization path. When λ is small, hλ,α > λ, and when
λ is large, hλ,α < λ, thus the estimates are sparser than those given by lasso when we choose a small
λ (increase the shrinkage of βˆ when true β = 0). On the other hand, they are more robust for λ’s
that are too large (reduce the shrinkage of βˆ when true β 6= 0). In Figure 2, we show τλ(z) when
α = 0.5 and λ = 1, 10. The larger α is, the quicker hλ,α changes with λ.
Appendix A provides full details of the algorithm.
3 Applications
3.1 Linear Regression Simulation
To illustrate the ℓα-norm estimator, we simulate data from the model:
y = Xβ + ǫ, where ǫ ∼ N(0, σ2IN ), β ∈ Rp, σ2 = 1,
and we minimize the objective function over a regularization path λ > 0:
J(β) = ‖y −Xβ‖22 + λ‖β‖αα. (4)
The design matrices X = [X1,X2, ...,Xp] are drawn from a multivariate normal distribution where
each Xi has variance 10
2 and mean 0. We also introduce correlation among Xi’s, Cor(Xi,Xj) =
0.1|i−j|/3. The noise variance σ2 = 1 and β is the coefficient vector. For three different values of
α ∈ (0.1, 0.5, 0.9), we show how coefficient estimates given by ℓα change with regularization pa-
rameter λ. We set three different data dimensions—p = 50, 100, and 500—whereas the true model
dimension is fixed as small as 5. Specifically, β = [5, 5, .., 5, 0, 0, ...0] so that only the first five coeffi-
cients are non-zero. The number of observations is N = 600.
5
Figure 3 shows simulation results. The dataset dimension p’s are 50, 100, and 200 from top
to bottom. The left column illustrates the case of non-zero coefficient β1 = 5. As λ increases, the
estimate βˆ1 is penalized from 5 to 0. Also note the jumps in the ℓα-paths, especially when α = 0.1,
which is expected and due to the discontinuity nature of the τ function, as discussed previously.
As the columns X1,X2, ...,X5 are positively correlated, the drop of one βˆ increases the estimated
value of others. Figure 3 shows the path of lasso (α = 1) looks smoother and shrinks quickly. The
behavior of ℓ0.9 regularization is similar to the lasso.
The larger α is, the quicker βˆ1 shrinks. This finding suggests the ℓα estimator is less biased than
the lasso estimator (α = 1) regarding the true non-zeros, and we can further reduce estimation bias
by choosing a smaller α. Figure 4 shows that when βˆ drops to 0 as λ increases, the regularization
paths of other βˆ’s are affected and immediately make jumps.
For a suitable range of λ, ℓα regularization introduces more sparsity than lasso. The right
column in Figure 3 shows how the number of non-zero βˆi’s change with λ. We point out that, the
path of ℓ0.1 drops most quickly when log(λ) is less than 0. Though the regularized models with this
range of λ are still redundant since number of non-zero βˆi’s is greater than the true value, ℓα gives
a more sparse model than lasso.
Once the true model is achieved, ℓα tends to stay on it though the regularization parameter λ
keeps increasing, especially when α is small. In other words, when λ is small and there are many
redundant variables in the model, the regularization of ℓα is stronger than lasso; when λ is large
and we are close to the true model, the regularization of ℓα is weaker than lasso. In Figure 3, we
see that when log(λ) is close to 0, the performances of ℓ0.1 and lasso are similar. This is where the
relative strength of regularization gets reversed. The plots summarize the estimated regularization
paths and indicate again that ℓα regularization is less biased and more robust for variable selection.
ℓα regularization possesses better performances with a wider range of λ.
We also show the performance of ℓα regularization under two different correlation strengths:
Cor(Xi,Xj) = ρ
|i−j|/3, where ρ = 0.1, 0.6, representing low and high correlation, respectively. In
this example, the regularization parameter λ is chosen using five-fold cross-validation. The sizes
of the datasets are N train = 600, N test = 600, and the total number of runs is 100. In Table 1, we
list the average prediction RMSE (out of sample), and the bias/variance of coefficient estimates (in
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sample) of ℓα with other linear methods, including lasso, OLS, and the elastic net. For the elastic
net, we always use the penalty 12‖β‖1 + 14‖β‖22. The dataset dimensions are p = 50, 100,and 500 as
before. Lasso is a benchmark, and normalize results by their counterparts under lasso. The RMSE
is simply calculated as
RMSE(Y, Yˆ ) =
√√√√ 1
n
n∑
i=1
(yi − yˆi)2
where (y1, y2, . . . , yn) are observed values and (yˆ1, yˆ2, . . . , yˆn) are the predicted values.
We find that ℓα gives more accurate predictions in all dimensional and correlation settings. By
comparing the average RMSE, we see that small α produces small prediction errors. ℓα also pro-
duces less bias than lasso and elastic net in almost all cases, though the estimator variances get larger
for those non-zero estimates. For β6 = 0, we also emphasize that in the high-correlation setting, ℓα
estimates β6 with great accuracy. Both ℓ0.1 and ℓ0.5 give the correct βˆ6 = 0 with zero estimator
variance. ℓα performs extremely well when dealing with those redundant variables. Imagining ℓα
encourages sparser models than the lasso and elastic net is therefore not hard. This advantage of ℓα
regularization tends to stay even under a high-correlation and high-dimensional design setting.
3.2 Predictive Performance
The purpose of this section is to compare the prediction performance of our ℓα regularization
and other commonly used machine-learning methods. We follow the literature of market-demand
estimation, particularly [5, 6]. Marketing researchers use measures such price elasticities and lift
estimates to assess the effectiveness of promotions. ℓα provides less biased estimates with a pre-
diction error that is only slightly higher for those black-box nonlinear methods. We compare the
performance of the alpha norm with other widely used machine-learning methods: OLS, general-
ized linear model boosting (GLMBoosting), random forests, support vector machines (SVMs), lasso,
ridge, and the elastic net.
GLMBoosting improves the predictive ability by iteratively reweighting the estimated regres-
sion and classification functions. Reducing the bias is profitable but may sacrifice some prediction
accuracy as the trade-off. Random forests are the most popular machine-learning method. Dur-
ing the training process, the model constructs multiple decision trees and outputs the class that is
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the mode of the classes (classification) or mean prediction (regression) of the individual trees. This
method is often time-consuming and overfits the data without proper trimming. A Support Vec-
tor Machine(SVM) map points into different categories in space, and choose the hyperplane that
maximizes the distance between the nearest data points on each side.
Adding machine-learning methods checks the robustness of our results. Random forest can
achieve better prediction in some cases, whereas ℓα is easier to interpret. From a computational per-
spective, the ℓα estimator takes a far shorter time in tuning and run-time relative to non-parametric
tree methods.
3.2.1 Discrete Choice Model
The goal is to analyze customers’ preferences among products, where our products are collec-
tively exhaustive, mutually exclusive, and finite. Suppose we have J products and observe their
sales in M markets, and each market has Nm customers. Assuming each customer only chooses
one product based on higher expected utility, the probability of customer n in market m choosing
product j is defined as
Pmnj = P(customer n in marketm choose product j).
Since each customer only chooses one product in each market,
∑
j Pmnj = 1, 0 ≤ Pmnj ≤ 1, j =
1, . . . , J . The choice of product j by person n in market m, denoted by ymnj , is given by
ymnj =


1, Umnj > Umnk, k 6= j
0, otherwise.
Here Umnj is the utility of product j for customer n in marketm:
Umnj = β0 +Xmjβ + ǫmnj , (5)
where Xmj is a vector of characteristics of product j in market m. The parameter β is a set of
parameters giving the effects of variables on probabilities in the market, and ǫmnj captures the
individual difference for product j in marketm, specifically for person n. The choice probability is
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given by
Pmnj =P(ymnj = 1) = P(∩k 6=j{Umnk < Umnj})
=P(∩k 6=j{ǫmnk − ǫmnj < Xmjβm −Xmkβm}).
In our simulation, we primarily explore the case of one product. Then we have the choice of
choosing the product and not choosing the product (option 1 vs option 0):


Umn1 = β0 +Xmβ + ǫmn
Umn0 = 0
ǫmn ∼ Logis(0, 1).
(6)
Here Umn1 is the utility of this product for customer n in marketm. β describes how characteristics
influence the expected utility, and is also a vector of length K, and it independently comes from a
multivariate normal distribution. β0 + Xmβ is the systematic utility of this product in market m,
and ǫmn is the random utility for customer n in market m. Here Umn0 is the utility of not choosing
the product, and we set it to be 0. HereXm is a vector ofK product characteristics.
Then Pmn1 have a type 1 extreme distribution as
Pmn1 =
exp(β0 +Xmβ)
1 + exp(β0 +Xmβ)
. (7)
For large enoughN , the sample probability of product 1 being chosen inmarketm converges to
this extreme distribution value. [6] construct a data generating process for each of the characteristics
Xm. We simulate them independently and identically from multivariate log-normal distribution:
Xm ∼ logNormal(0,Σm),diag(Σm) ∼ Unif(0.5, 1.5;K).
Next we add confounding variables. Given Kc confounding variables here, and that they are
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weakly correlated with true variables, we are actually constructing
(Xm,X
c
m) ∼ logNormal(0,Σ),Σ =

 Σm C1
CT1 Σ
c
m

 ,
whereXcm is thematrix of confounding variables, C1 is the covariance matrix ofXm andX
c
m, andwe
control their correlation to be weak. Σcm is the covariance matrix of Xm. To control the correlation
among true variables and confounding variables, we construct the big covariance matrix Σ as
[Σ]i,j = ρ
|i−j|
3 . (8)
Here ρ is a pre-set correlation parameter, 0 < ρ < 1. Combining Xm and X
c
m gives us the total
characteristics of the product in marketm: Xtm = (Xm,X
c
m):
Then we add categorical variables into the datasets. Specifically, we create binary variables by
setting a cutoff value T and let
X˜mk =


1, Xmk > T
0, otherwise.
The sample share of the product in marketm is defined as
Sm =
1
Nm
Nm∑
n=1
1{Umn1>0}. (9)
HereNm is the number of customers in marketm. To make the case simpler, we assume the number
of customers in each market is the same. If we set Nm large enough, Sm follows the extreme value
distribution and converges to the real share. Following our empirical analysis in Section 4, instead
of using sample shares as a response, we model the log of the quantity(unit) sold in each market:
log(Qm) = log(
Nm∑
n=1
1{Umn1>0}),
where log(Qm) = (log(Q1), log(Q2), . . . , log(QM ))
′ is the vector of the log of units of this product
sold in each market. Xm = (X
t
1,X
t
2, . . . ,X
t
M )
′ is this product’s characteristics in each market.
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3.2.2 Empirical results: Model comparison
To estimate and perform model comparison, we partition the data into two parts: training
DGP(1) and testing DGP(2). And we control DGP(1) and DGP(2) to be the same size. For DGP(1),
we use this part of the data to estimate the best tuning parameters for SVM, GLMBoosting, and
random forests. We find the best λˆ and best αˆ for the alpha norm via a five-fold cross-validation,
where α is chosen from {0.1, 0.5, 0.9}. We also use five-fold cross-validation to choose the best λˆ for
lasso, ridge, and the elastic net. We plug in the tuning parameters to construct all models {fi}.
For DGP(2), we obtain yˆi = predict(fi,DGP
(2)) for each method, and we estimate their corre-
sponding out-of-sample RMSE.
As our panel data in Section 4 only have two continuous predictors, we include two continuous
predictors in the true-predictor set. We try two different true-predictor cases. In the first instance,
we include two continuous predictors and two binary predictors as true predictors. We estimate
the RMSE of all models in different situations and calculate their RMSE ratios with the alpha norm
as the benchmark. Table 2 displays the results. Similarly, in the second case, we use two continuous
and 20 binary predictors as true predictors, and present the results in Table 3. To further explain our
data-generating process, for the rest of the redundant predictors, we control their correlation with
the true predictors via ρ in equation 8. In the low-correlation case, we let ρ = 0.1,whereas in the
high-correlation case, we make ρ = 0.6. The confounding predictors are 50% numerical and 50%
categorical. Wewant to show our ℓα method outperforms other linear methods in a high-correlation
and high-dimensional case, by altering correlation ρ, market size M , and the number of predictors
in totalK .
From the results in Table 2 and Table 3, we see that most of the entries are larger than 1, and
ratios tend to be greater in the high-correlation case, or in the high-dimensional case, where K is
equal to or greater thanM . In most cases, our ℓα method outperforms the other methods except the
random forest. The alpha norm can provide proper model selection and marginal effect estimates,
however, whereas the random forest is difficult to interpret and lacks flexibility when we want to
define subgroups.
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4 Store-Level Market Demand Data
4.1 Sales Prediction
Themarketing example is about grocery store sales for salted snacks. Our dataset uses scanner-
panel data on grocery stores from IRI Marketing Research. A unit of observation is product j,
uniquely defined by a UPC (Universal Product Code), in store m in week t. The number of obser-
vations is 15,339, which includes 100 unique products.
Let qjmt be the number of bags of salty snack j sold in storem in week t. If qjmt = 0, the possible
situation can be zero sale, being out of stock or missing observation. The price pjmt is defined as the
quantity-weighted average of prices for product j in store m in week t. Therefore, if qjmt = 0, the
weight is also set to zero. The general regression model is of the form
Yjmt = f(Xprice,jmt,Xproduct,jmt,Xpromotion,jmt,Xweek,t) + ǫjmt.
Table 4 provides detailed summary information on our predictors. In our model, we do not use the
variable iri key, which is a unique label for each store, because it is severely unbalanced in the data.
The weeks are transformed into a combination of year and week. Specifically, we use six years and
52 weeks to present the 300 weeks in our dataset to deal with the unbalanced data issue.
For model validation, again we randomly separate the dataset into two parts: training DGP(1)
and testing DGP(2). Then we use DGP(1) to estimate the best tuning parameters and construct the
model and apply the models to DGP(2) to evaluate the out-of-sample RMSE.
In total our dataset contains 15 predictors with three continuous variables: quantity (number
of units sold), price, and equivalized volume (or all commodity volume), which represent the store
revenue from all products sold. Quantity ranges from 1 to 1,505 with mean 16.36 and standard devi-
ation 40.37. Price ranges from 0.2 to 9.99 with mean 2.11 and standard deviation 1.003. Equivalized
volume ranges from 0.0469 to 3 with mean 0.5139 and standard deviation 0.266.
Table 5 provides out-of-sample RMSE ratios for the ℓα estimator as the benchmark and R
2 of
all models . Out-of-sample R2
OOS
is simply calculated as
R2OOS = 1−
∑
(yˆi − yi)2∑
(yi − y¯)2 , (10)
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where yˆi and yi are the predicted and observed values, respectively. The ℓα regularization beats all
other linear methods, with a smaller RMSE and larger R2. The final solution selects 158 predictors.
To better understand the process of regularization, we plot the trend of changes in RMSE, and
the number of predictors of the ℓα and ridge regressionwhenwe change lambda in Figure 5. (Notice
we do not draw this plot with lasso from glmnet; instead, we use the alpha norm with α = 1.)
The top predictors of those regularized methods can be found from the penalization path in
Figure 5. The top predictors we can extract from the path include price, equivalized volume, pro-
motion, brands (e.g., Lays and Ruffles), flavors (e.g., original, classical, regular, and sour cream and
onion), the cooking method (e.g.,kettle-cooked), and fat content (e.g., reduced fat). Among these
top predictors, many strands of literature have discussed the effect of price, promotion, brand, and
equivalized volume. Our method, however, provides an even closer look at the incremental effect of
a particular brand, flavor, cooking method, and fat content, which can help grocery stores develop
detailed strategies to improve their inventory. For example, a larger proportion of Lays snacks stock
leads to higher sales.
4.2 Promotion Lift Estimates
Section 4.1 shows promotion is always selected as a top predictor. Now we estimate the lift of
a promotion. The products in our dataset are tagged with a promotion label if their price deduction
is greater than 5%. We want to see the incremental effect on sales generated by promotion (see [6]).
First, we split the data into a training set DGP(1) and testing set DGP(2). DGP(1) contains all
the records with no promotion, and DGP(2) contains all the records with promotion. We find that
we have 11,348 non-promotion records, which account for 74% of our data. We use DGP(1) to train
all models and provide predictions for DGP(2). Then we calculate the lift factor:
Lift factor =
Actual sales
Baseline sales
=
y
yˆ
.
We use the predictions from the non-promotion model as the baseline sales and compare them
to the actual sales. The incremental effect on the lift factor is defined by
∆Q = Lift factor · Baseline sales− Baseline sales = (Lift factor− 1) · Baseline sales.
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When we predict the sales using a log-linear model of the form:
log(Q) = α− η log(P ) +
p∑
i=1
βiXi,
log(Q′) = α− η log((1 − γ)P ) +
p∑
i=1
βiXi + βpromProm.
Here, Q is the quantity of products in the absence of promotion, and Xi is all the predictors. P is
the price of the product, Q′ is the quantity of products when promotion is considered, and Prom is
the dummy indicator for promotion. βprom is the corresponding coefficient and γ is the discount
applied to price in the promotion, and in our model, γ > 0.05.
The lift factor is calculated from the comparison of the two models as
log(Lift) = log(Q′)− log(Q) = −ηlog(1− γ) + βpromProm,
Lift factor =
Q′
Q
= exp(−ηlog(1 − γ) + βprom.Prom).
The average of realized lift factors can predict the future lift from a promotional event. Figure 6
plots the distribution of log(lift) calculated under different models. The distributions generated
from different models are similar, and the mean of each distribution is positive as expected.
Figure 6 shows that a large number of models have negative estimates for log(Lift), though the
average effect of promotion is positive and statistically significant. Wewant to investigate what may
play a significant role in deciding the magnitude and sign of the promotional effect. Finally, models
of log(lift) are helpful in determining promotional strategies concerning an individual product.
Our lift estimates based on the ℓα estimation are less biased than linear regression methods.
We use resampling bootstrap to get the distribution of βProm from OLS estimate, and we hope it
will approximate to the true distribution since OLS gives unbiased estimates. For each resampling
model, we randomly select half of the observations and use them to fit the OLS. We plot the dis-
tribution of βProm in Figure 7. The plot of log(lift) estimated by the alpha norm is very close to the
mean of OLS bootstrapping. And it is expected to be less biased than rf and svm. All methods give
positive average lifts, with positive and negative increments in the estimate. The large variance
in the estimation suggests the negative lifts come from variance rather than bias, see [6]. Further
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improvements in lift estimates occur if we use the variables selected in lasso or the alpha norm.
5 Discussion
ℓα regularization provides a useful tool for predictor selection in marketing and economics.
Scanner-panel data usually have thousands of binary dummy variables, and many of the predictors
do not predict sales; hence, variable selection is needed. Our ℓα regularization can jump to a sparse
solution. Post-lasso variables can increase the fit of the model in high-dimensional sparse cases. For
the applications we use here, ℓα regularization finds a better solution to in-sample overfitting and
is more adaptive than lasso, as the degree of the norm can be chosen from 0 to 1, thus applying to
both sparse and extreme sparse models.
Our empirical analysis shows ℓα regularization does improve predictions versus traditional
linear regression andmachine-learning black-box techniques. Predicted sales and selected variables
can be used for inventory planning and can predict the outcome of potential marketing strategies.
Also, the alpha norm can be particularly useful when the practitioners want to study the significant
predictors for a particular subpopulation. Our alpha norm can efficiently shrink the predictor size
and pick significant predictors according to the features of the response.
In contrast to machine-learning approaches, the ℓα regularization benefits from interpretabil-
ity of the marginal effects. The impact of a particular product or flavor can be assessed. ℓα regu-
larization is more efficient in estimating the model than nonlinear methods while providing rela-
tively similar performance. A further extension could be to apply our methodology to demand and
supply-demand estimation as in [20], when targeting a specific incremental effect, such as the lift
of promotion. Similar approaches can be applied to estimate lift of in-store displays, which usually
have multiple levels.
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Appendix
A ℓα Regularization Algorithm
Specifically, in [14], the algorithm starts with an initial estimate of β, for example, βˆols or 0,
which is denoted as β1. Then the initial residual is calculated as r1 := y−Xβ1. Let k be the iteration
counter and let i be the coefficient coordinate to be updated in the k-th iterate. Because β ∈ Rp, we
simply have i = p when 0 ≡ k mod p, and i = k mod p otherwise. A complete iterate includes the
calculation of adjusted gradient zki , a proximal map, and the update of β
k
i .
a) Calculate the adjusted gradient zki := z(β
k
−i) for i ∈ {1, 2, . . . , p} by
zki = x
T
i r
k + βki . (11)
This expression of zki follows easily from the definition of z
k and rk. Here, ||xi||2 = 1 , ∀i.
b) Using zki and the ℓα optimization, calculate the map
T (zki , βki ) :=


τ(zki ), if |zki | 6= hλ,α
sgn(zki )bλ,α, if |zki | = hλ,α, and βki 6= 0
0, otherwise,
when |zki | = hλ,q, τ(zki ) = {0, sgn(zki )bλ,α} is implied.
c) Update βk by
βk+1 = βk−i + T (zki , βki )ei. (12)
Then J(βk+1) ≤ J(βk) by the definition of T (·) and (3).
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d) Update the residual:
rk+1 = y −Xβk+1
= y −X
(
βk−i + β
k+1
i ei
)
=
(
y −Xβk−i − βki xi
)
− βk+1i Xei + βki xi
= rk −
(
βk+1i − βki
)
xi. (13)
e) Update the iteration counter k by k = k + 1.
f) Update i by i = pwhen 0 ≡ k mod p, and i = k mod p otherwise.
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Table 1: Comparison of Different Linear Methods
P Measure ℓ0.1 ℓ0.5 ℓ0.9 lasso ols elastic net
low correlation
50
RMSE 0.99 0.99 0.99 1 1.03 1.01
Bias β1 0.46 0.39 0.68 1 -0.12 1.14
Var β1 1.29 1.18 1.04 1 0.95 1.14
Bias β6 0.23 0.20 0.32 1 -0.07 1.28
Var β6 0.35 0.40 0.30 1 10.68 1.33
100
RMSE 0.99 0.99 0.99 1 1.08 1.01
Bias β1 0.39 0.34 0.78 1 0.01 1.07
Var β1 1.05 1.08 1.02 1 0.78 0.93
Bias β6 -0.23 -0.19 -0.01 1 -1.80 1.63
Var β6 0.64 0.41 0.08 1 35.09 2.82
500
RMSE 0.98 0.98 0.99 1 2.42 1.01
Bias β1 0.36 0.28 0.67 1 0.12 1.04
Var β1 1.32 1.06 0.95 1 5.67 1.08
Bias β6 -0.69 0.00 -0.11 1 11.44 4.91
Var β6 3.49 0.00 0.10 1 6.28E+02 10.85
high correlation
50
RMSE 0.99 0.99 1.00 1 1.03 1.00
Bias β1 1.13 0.64 0.71 1 0.04 0.92
Var β1 0.98 1.36 1.09 1 0.91 1.02
Bias β6 0.00 0.00 0.08 1 0.65 3.76
Var β6 0.00 0.00 0.04 1 17.66 4.18
100
RMSE 0.99 0.99 1.00 1 1.08 1.00
Bias β1 0.97 0.81 0.79 1 -0.08 0.84
Var β1 0.85 1.37 1.07 1 0.76 0.94
Bias β6 0.00 0.00 0.06 1 1.79 3.87
Varβ6 0.00 0.00 0.02 1 17.67 5.05
500
RMSE 0.99 0.99 0.99 1 2.41 1.01
Bias β1 0.74 0.25 0.61 1 -6.56E-03 1.10
Var β1 0.89 1.37 1.06 1 5.54 1.07
Bias β6 0.00 0.00 0.00 1 -10.80 6.96
Var β6 0.00 0.00 0.00 1 2.94E+02 12.52
Note: N train = 600, N test = 600 and the total number of runs is 100. Cor(Xi, Xj) = ρ
|i−j|/3 where ρ = 0.1, 0.6. The
regularization parameter λ is chosen 5-fold cross-validation. We use lasso as a benchmark and divide all the result values
by their counterparts given by lasso. RMSE is the out-of-sample performance in the test sample (averaged by 100 runs).
Bias and variance are the in-sample performance in the training sample.
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Table 2: Model Comparison for Discrete-Choice Models I
M K lm lasso ridge elastic net ℓα glmboosting rf svm
low correlation
100
50 4.68 0.95 1.12 1.05 1 1.11 1.04 1.18
100 NA 0.98 1.26 0.98 1 1.02 1.10 1.28
500 NA 0.98 1.13 0.98 1 1.28 0.78 1.19
500
50 1.11 0.97 0.99 0.95 1 0.99 0.38 0.82
100 1.07 0.95 0.90 0.92 1 0.99 0.32 0.67
500 NA 0.95 1.09 0.90 1 1.05 0.77 1.59
1000
50 1.07 0.99 1.07 0.99 1 1.01 0.65 0.90
100 1.08 1.00 1.01 0.95 1 1.01 0.63 0.95
500 7.447 0.95 1.06 0.89 1 1.01 0.51 1.25
high correlation
100
50 118.3 1.00 1.14 1.02 1 1.18 1.11 1.23
100 NA 0.94 1.09 1.01 1 1.03 0.48 1.05
500 NA 0.98 1.13 0.98 1 1.28 0.78 1.19
500
50 1.07 1.00 1.05 1.01 1 0.99 1.02 1.18
100 1.28 0.99 1.07 1.05 1 1.05 0.31 0.94
500 NA 1.00 1.79 1.03 1 1.13 0.34 2.4
1000
50 1.03 1.00 1.04 1.01 1 1.00 0.55 0.77
100 1.26 1.14 1.24 1.1 1 1.08 1.33 1.47
500 41.07 1.00 1.39 1.04 1 1.04 0.50 1.63
Note: In this case, we have two continuous and two binary predictors as true predictors for 100 customers in each market.
We report the ratio of RMSE of other models compared to the alpha norm when applied to same datasets. We use five-
fold cross-validation to choose tuning parameters, and we want to see how the alpha norm outperforms other models in
different sample sizes forM andK.
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Table 3: Model Comparison for Discrete-Choice Models II
M K lm lasso ridge elastic net ℓα glmboosting rf svm
low correlation
100
50 1.22 1.19 0.68 1.18 1 0.88 0.49 0.67
100 NA 0.95 1.03 0.97 1 0.97 0.55 1.01
500 NA 1.01 1.31 0.98 1 0.94 1.74 2.41
500
50 1.20 1.03 1.19 1.05 1 1.05 0.60 1.12
100 1.18 0.97 0.99 0.92 1 1.02 0.56 0.74
500 NA 1.03 1.28 1.06 1 1.27 0.60 1.31
1000
50 1.03 0.99 1.03 1.00 1 0.99 1.24 1.10
100 1.15 1.02 1.12 1.03 1 1.03 0.50 0.99
500 17.03 0.96 1.34 0.97 1 1.18 0.84 1.42
high correlation
100
50 10.41 1.05 1.37 1.12 1 1.19 0.69 1.22
100 NA 1.32 2.17 1.29 1 1.24 2.2 2.08
500 NA 0.88 0.93 0.88 1 0.91 0.49 1.04
500
50 1.19 1.01 1.12 1.00 1 1.00 0.55 0.93
100 1.27 0.98 1.05 0.98 1 1.00 0.49 0.99
500 NA 1.09 1.52 1.07 1 1.16 0.50 1.54
1000
50 1.01 1.04 1.06 1.03 1 1.00 0.92 0.96
100 1.17 1.00 1.02 0.99 1 1.06 0.43 0.80
500 16.18 0.99 1.33 1.00 1 1.05 0.55 1.71
Note: In this case, we have two continuous and 20 binary predictors as true predictors for 100 customers in each market.
We report the ratio of RMSE of other models compared to the alpha norm when applied to same datasets. We use five-
fold cross-validation to choose tuning parameters, and we want to see how the alpha norm outperforms other models in
different sample sizes forM andK.
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Table 4: List of Marketing Predictors
Variable Description
Yjmt log of quantity/units of product j sold in store m at week t , i.e, log(qjmt)
Xprice,jmt log of price of products at time t in store m
Xproduct,jmt vector of attributes of the product j in store m at time t,
such as brand, volume, flavor, cut type, cooking method, package size, fat, salt levels
Xpromotion,jmt vector of promotional variables of product j in store m at time t,
such as promotions, display, and features
Xweek,t label of which week the record represents
Xstore reference information of store, such as equivalized volume and iri key
Table 5: Out-of-Sample RMSE Ratio and R2 of Different Models
Method lm glmboosting rf svm lasso ridge elastic net ℓα
RMSE ratio 1.027 1.000 0.970 0.995 1.002 1.010 1.001 1
R2 0.325 0.360 0.398 0.367 0.358 0.347 0.359 0.360
Note: Here we show the out-of-sample RMSE ratio and R2 of all models compared to the alpha norm when applied to
DGP(2). We can see in this case that the alpha norm performs the best among the linear models. The alpha norm, lasso,
and ridge use the same λ here. The best ℓα model selects 158 predictors (intercept included) in total, and α = 0.9, λ = 1.
The RMSE of the alpha norm is 0.979 in this analysis.
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Figure 1: τλ(z) Function
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Note: We show τλ(z) when λ = 10 and α = 0, 0.2, 0.5, 0.9, 0.99. τλ(z) = {0, sgn(bλ,α)} at the point z = hλ,α. τλ(z)
function maps the gradient z to 0 when it’s smaller than the threshold hλ,α. It jumps immediately from 0 to bλ,α when z
arrives hλ,α, which results in discontinuity of coefficient regularization path.
24
Figure 2: τλ(z) vs. λ and log(hλ,α) vs. log(λ)
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Note: The top panel is τλ(z):λ = 1, α = 0.5.(red dashed lines are z = ±λ); The middle panel is τλ(z): λ = 10, α = 0.5;
The bottom panel is threshold of τ function versus λ. When λ is small, hλ,α > λ and when λ is large, hλ,α < λ. The
larger α is, the quicker log(hλ,α) changes with log(λ). Thus estimates given by ℓα(α < 1) are sparser than those given by
lasso when we choose a small λ. On the other hand, they are more robust for too large λ’s.
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Figure 3: Simulation Example: Linear Regression Model
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Note: The true number of non-zero coefficients is 5. The dataset dimension p are 50, 100, 500 from top to bottom. The left
column is βˆ1 when β1 = 5; The right column is the number of non-zero βˆi. In the left column, as λ increases, the estimate
βˆ1 is penalized from 5 to 0. The path of lasso (α = 1) looks smoother and shrinks most quickly. The behavior of ℓ0.9
regularization is similar to lasso. The larger α is, the quicker βˆ1 shrinks. In the right column, the path of ℓ0.1 drops most
quickly when log(λ) is less than 0.
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Figure 4: Regularization Paths for Nonzero Coefficients
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Note: In this figure, we plot the regularization paths of (βˆ1, βˆ2,..., βˆ5), where N = 600, p = 500 and α = 0.1. Discontinu-
ous points in the regularization path of a specific βˆj can be explained by other βˆi’s dropping to 0, a special feature of ℓα
regularization caused by the discontinuity of the τ function at hλ,α. Because x1, x2, ..., x5 are positively correlated, the
drop of one βˆ increases the estimated value of others.
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Figure 5: Out-of-Sample RMSE and Number of Predictors under Different Models
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(b) Number of predictors selected
Note: Figure (a) shows how out-of-sample RMSE changes when lambda increases. Figure (b) shows the number of
selected predictors selected. We can see that when the λ is growing, the penalty terms in these methods are also growing,
which encourages a sparser model with fewer predictors. The alpha norm removes predictors faster than lasso when λ
is small and removed predictors are often useless, but slows down the speed when λ is larger and removed predictors
are more significant.
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Figure 6: Distribution of Log(Lift)
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Note: We plot the distribution of estimated log lift of each model here. We can see the shapes of different models are
quite similar. Though the means are obviously positive, the distributions all have a small proportion of negative values,
which indicates that in some cases, the promotion may not have an incremental effect on sales.
Figure 7: Accuracy of Log(Lift) estimate
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Note: We generate this plot using 1,000 resampling bootstraps of the OLS model as in Section 4.1. We can see the
distribution of βpromotion in the OLSmodel is close to Gaussian with an average of 0.4. The mean of estimated lift given
by ℓα model is close to 0.4, which is expected to be much less biased than svm and rf.. The vertical lines are the mean of
estimated log lift in Section 4.2, and except for the SVM and random forests, they appear to be close to the expectation
given by the OLS model.
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