The physical properties of a liquid in contact with a solid are largely determined by the solid-liquid surface tension. This is especially true for nanoscale systems with high surface area to volume ratios. While experimental techniques can only measure surface tension indirectly for nanoscale systems, computer simulations offer the possibility of a direct evaluation of solid-liquid surface tension although reliable methods are still under development. Here we show that using a mean field approach yields great physical insight into the calculation of surface tension and into the precise relationship between surface tension and excess solvation free energy per unit surface area for nanoscale interfaces. Previous simulation studies of nanoscale interfaces measure either excess solvation free energy or surface tension, but these two quantities are only equal for macroscopic interfaces. We model the solid as a continuum of uniform density in analogy to Hamaker's treatment of colloidal particles. As a result, the Hamiltonian of the system is imbued with parametric dependence on the size of the solid object through the integration limits for the solid-liquid interaction energy. Since the solid-liquid surface area is a function of the size of the solid, and the surface tension is the derivative of the system free energy with respect to this surface area, we obtain a simple expression for the surface tension of an interface of arbitrary shape. We illustrate our method by modeling a thin nanoribbon and a solid spherical nanoparticle. Although the calculation of solid-liquid surface tension is a demanding task, the method presented herein offers new insight into the problem, and may prove useful in opening new avenues of investigation.
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I. INTRODUCTION
Most of the physical properties of a liquid in contact with a solid depend on the solid-liquid surface tension. Development of methods that allow for the determination of solid-liquid surface tension using molecular simulation is still an ongoing task. 1 Reliable simulation methods are of crucial importance because experimental techniques cannot directly measure surface tension at the nanoscale ͑e.g., for small colloids͒; instead experimental measurements of contact angles are used in conjunction with a theoretical framework to estimate the surface tension. 2 However, assignment of surface tension from contact angle data for nanoscale interfaces is a controversial and unresolved issue. 3, 4 The calculation of solid-liquid surface tension is undoubtably a challenging task. While we make no pretension here to fully resolve all of the difficulties, we believe that the method to be described offers new insight into the problem, and may prove useful in opening up new lines of attack, for example, when combined with the recent method of Leroy et al. 1 In most simulation studies the surface tension has been determined by using the virial expression; for a planar interface this involves the difference of pressure tensor components normal and tangential to the interface, ␥ = L Ќ ͑P ʈ − P Ќ ͒, where L Ќ denotes the simulation unit cell length perpendicular to the interface. 5, 6 Salomons and Mareschal 7 rigorously proved that the virial expression is equivalent to the thermodynamic definition of surface tension ␥ = ͑‫ץ‬F / ‫ץ‬A͒ NVT , where F is the Helmholtz free energy and A is the surface area of the interface. They went on to formulate a novel method based directly on the thermodynamic definition in which the free energy of a small isothermal, volume-conserving deformation of the system which increased the interfacial area was computed. Furthermore, this alternative method was suggested as being applicable to geometries other than planar.
In a similar spirit to Salomons and Mareschal, we introduce here a novel method to compute the surface tension of a planar interface based directly on the thermodynamic defi-nition. Importantly, our method also applies to curved interfaces and reveals the exact relationship between the surface tension and the excess solvation free energy per unit surface area. These quantities are not equivalent for nanoscale interfaces, yet most simulation studies of nanoscale interfaces have measured excess solvation free energy and not surface tension. [8] [9] [10] [11] [12] [13] [14] We present below the formulation for planar interfaces of finite width and spherical interfaces of positive curvature. Other geometries, including interfaces of negative curvature, follow in a straightforward manner but are beyond the scope of the present study.
The methods we present here rely on a mean field treatment of the solid objects. Such an approach has a long history in science. For example, Hamaker based his 1937 paper on the van der Waals attraction between solid spherical particles on such a treatment, 15 and this treatment underlies the Derjaguin, Landau, Verwey, and Overbeek theory of colloids. In terms of computer simulations, such approaches for calculating surface tension go back at least to 1976 when Miyazaki et al. computed the free energy of converting a solid-liquid interface to a liquid-vapor interface by sliding a solid wall outwards and integrating the derivative of the free energy with respect to the position of the wall. 16 The advantages to using such a mean field approach are fourfold. First, it allows us to get rid of inessential details of real materials which might otherwise obscure the universal features of the curvature and nanoscale size phenomena in question. Second, it allows us to use ideal defect-free substrate surfaces, thus eliminating a lot of practical complications. Third, in contrast to experiments, it allows us to easily vary parameters such as the solid-liquid interaction strength and monitor the resulting surface tensions. Fourth, it allows us to develop analytic expressions which reveal the underlying physics and the relationship between surface tension and excess solvation free energy.
We begin by casting the thermodynamic expression for surface tension in a form amenable to a mean field treatment. Based on this formulation, we outline how one would compute the solid-liquid surface tension without using the mean field description in order to illustrate the nature of the full problem. We then proceed to use a mean field description for the solid and present in detail the treatment of planar and spherical interfaces. Our analysis shows that the surface tension and the excess solvation free energy per unit surface area of a nanoscale interface are in general inequivalent; their precise relationship is derived for each of the interfaces we consider and their inequivalence is validated with extensive molecular dynamics ͑MD͒ simulation data.
II. THERMODYNAMIC DEFINITION OF SOLID-LIQUID SURFACE TENSION
The surface tension, ␥, of an interface is defined in thermodynamics as
where F is the Helmholtz free energy of the system, G is the Gibbs free energy, and A is the surface area of the interface.
Consider an interface between a liquid and a solid. Let us assign a size a with units of length to the solid object in some manner, and use the chain rule to write ͑with an equivalent formula for F͒
.
͑2͒
This formulation accommodates a range of solids, from spherical where A͑a͒ =4a 2 with a the radius, to truncated icosahedral where A͑a͒ =3a 2 ͑10 ͱ 3+ ͱ 5 ͱ 5+2 ͱ 5͒ with a the edge length, to any other shape for which the surface area can be written as a function of a single parameter.
III. MEAN FIELD MACHINARY
We will use a mean field approach in Secs. VI and VII which imbues the solid-liquid intermolecular potential energy with parametric dependence on a. In this section we wish to explore the consequences of such an approach on Eq. ͑2͒. As pointed out by Onsager, parameters which appear in the potential of the intermolecular interactions have essentially the same status as the parameters of external force and may be manipulated in the same manner. 17 Hence, we may write
where Q is the canonical partition function, x represents all the particle coordinates and momenta, U is the potential energy of the system, and the angle brackets are understood to be evaluated in the canonical ensemble. Likewise, we have
where ⌬ is the isothermal-isobaric partition function and the angle brackets are understood to be evaluated in the isothermal-isobaric ensemble. The PV term is usually negligibly small 8 but can easily be computed either by simply monitoring the unit cell size in MD simulations for different values of a ͑keeping the number of liquid particles fixed͒, or by assuming the liquid is incompressible in which case the known dependence of the solid volume on the size a can be used. The mean field approach will allow us to compute ͗‫ץ‬U / ‫ץ‬a͘ from a single equilibrium MD simulation. This is our machinery: we have turned ‫ץ‬G / ‫ץ‬a into an expression which can be easily computed from an equilibrium MD run which through Eqs. ͑1͒ and ͑2͒ gives us the surface tension.
IV. HOW TO CALCULATE SOLID-LIQUID SURFACE TENSION WITHOUT THE MEAN FIELD APPROACH
The advantage of using the mean field approach can be illustrated by the problem of not using it. In this context, we wish to conduct a thought experiment to directly compute the surface tension of a solid-liquid interface using MD simulations without any idealizations. From Eqs. ͑1͒-͑3͒ we are required to evaluate ͗‫ץ‬U / ‫ץ‬a͘. We assume the ergodic hypothesis and replace the ensemble average with a time average, 18 ͳ ‫ץ‬U ‫ץ‬a
Consider a particular time t i , sketched in Fig. 1͑a͒ . At this stage of the argument, since we have not yet replaced the solid with a mean field, we can evaluate ‫ץ‬U / ‫ץ‬a by finite difference as follows. Assume that the solid particle in Fig.  1͑a͒ is of characteristic size a. As shown in Fig. 1͑b͒ , let us replace the solid atoms in the range ͑a − ⌬a , a͒, measured from the center of the solid, with liquid particles using, for example, an alchemical free energy perturbation approach. 19 These liquid particles are initially out of equilibrium because, among other reasons, they have the wrong local density. We can run a short MD simulation to let them diffuse and come to equilibrium with the existing fluid phase, shown in Fig. 1͑c͒ . Then, we can form ‫ץ‬U / ‫ץ‬a by finite difference
where the superscripts ͑a͒ and ͑c͒ refer to the systems in Figs. 1͑a͒ and 1͑c͒, respectively. However, there is a numerical problem with this calculation because of how systems ͑a͒ and ͑c͒ differ from one another. Clearly the solid-liquid interface is different since we have explicitly changed it ͑e.g., it has a different curvature͒. Unfortunately, the noninterfacial solid particles and the noninterfacial liquid particles have evolved through various mechanisms such as librations and diffusion. Ultimately such fluctuations in the noninterfacial parts of the system cancel out in the equilibrium average of Eq. ͑5͒ and hence do not contribute to ␥. However, their contribution to the individual measurements on the right hand side of Eq. ͑6͒ dominates over the interfacial contribution simply due to the respective number of particles involved; the former ͑bulk͒ region is three dimensional and the latter ͑interfacial͒ region is two dimensional. In other words, the signal is swamped by the noise. The mean field approach, as demonstrated in Secs. VI and VII, eliminates these fluctuations or, in other words, removes the noise from the signal and allows an accurate estimation of ͗‫ץ‬U / ‫ץ‬a͘.
V. LIQUID FORCE FIELD AND SIMULATION DETAILS
We used two different liquid models to illustrate the general applicability of our mean field method: the LennardJones ͑LJ͒ model and a coarse grain water model. For the LJ model, the potential energy between liquid particles is given by u ll ͑r͒ =4⑀ ll ͓͑ ll / r͒ 12 − ͑ ll / r͒ 6 ͔. Reduced units are used for all reported quantities where the unit of length is ll , the unit of energy is ⑀ ll , the unit of mass is the particle mass, and the unit of temperature is ⑀ ll / k B where k B is Boltzmann's constant. We used a temperature of T = 0.75 and a time step of =5ϫ 10 −4 . 20, 21 The interaction between LJ particles is truncated at 3 ll and no long-range corrections are included for either the energy or pressure. For the interaction between the solid strip and the liquid, we take sl = ll and measure the solid-liquid interaction energy ⑀ in units of ⑀ ll ͑see Sec. VI͒.
The interaction between water molecules is modeled using the recent coarse grain force field of Shinoda. 22, 23 This model reproduces the experimental liquid-vapor surface tension which is the most importance physical property of the solvent related to our study. The potential energy between water sites is given by
͔, where r is the distance between the molecules and where ⑀ ll = 0.895 kcal/ mol and ll = 4.37 Å. We used a temperature of 303 K and a time step of 3 fs for the water-solid and short-ranged water-water interactions and 30 fs for longranged ͑r Ͼ 6 Å͒ water-water interactions. The water-water interaction is truncated at 15 Å and no long-range energy or pressure corrections are included.
The MD simulations were performed using the CM3D and MPDYN MD packages. 24, 25 All simulations were run under the isothermal-isobaric ensemble at the specified temperature and atmospheric pressure. For each of the 10 values of ⑀ shown in Fig. 2 , 3500 liquid particles were simulated for FIG. 1. Schematic plan to measure the surface tension of a solid-liquid interface with an explicit representation of the solid. At various times i during an equilibrium MD simulation ͑panel a͒, the interfacial area is reduced using alchemical free energy perturbation techniques ͑panel b͒, and then equilibrated ͑panel c͒. See the text for details. Fig. 5 , we performed 30 equilibrium simulations for 10 ns each with spheres of radii 1 , 2 , . . . , 30 Å in unit cells with between 5000 and 30 000 water sites. The solid objects are treated as follows: the planar strip can be viewed as being infinitely long and is hence assigned an infinite mass; on the other hand the solid sphere is finite in extent and is assigned a mass proportional to its volume and is thus displaced during the MD simulations according to the forces it experiences from the liquid particles.
VI. PLANAR STRIP
Consider a planar strip of solid material, for example, a graphene nanoribbon, characterized by a width 2a; assume for convenience the strip is in the x-y plane, oriented along the x-axis. In the mean field approach, we replace the lattice sites which constitute the solid with a continuum in analogy to Hamaker's treatment. 15 To derive the resulting solid-liquid interaction potential, we suppose that the strip has an atomic number area density = 1.6 ͑expressed as the number of atoms per unit area in dimensionless units; see Sec. V͒, and that the van der Waals interaction energy between one of these atoms and a liquid atom is given by u sl ͑d͒ =4⑀͓͑ sl / d͒ 12 
͑7͒
Notice that ⑀ and appear simply as linear factors in Eq. ͑7͒; choosing a different value for yields the same potential U͑y 0 , z 0 ; a͒ if ⑀ is rescaled appropriately. The y integral can be performed to arrive at an analytic expression for U͑y 0 , z 0 ; a͒ but the resulting expression is too long to include here; analytic expressions also exist for the force ͑0,−‫ץ‬U / ‫ץ‬y 0 ,−‫ץ‬U / ‫ץ‬z 0 ͒ on the liquid particle. The derivative needed to access the surface tension, ‫ץ‬U / ‫ץ‬a, is simply
͑8͒
The strip area is given by
where L x is the unit cell dimension in the x-direction and the parameter ␦ accommodates any particular choice of the Gibbs dividing surface. From Eqs. ͑2͒ and ͑4͒ we may write the surface tension as
where i indices the liquid particles. The strip surface tension data for a strip width of 2a = 8 is compared in Fig. 2 to the surface tension of an infinitely extended planar interface computed using the virial expression. The infinitely extended interface is described by taking a → ϱ, yielding 
͑11͒
The agreement is seen to be quantitative because the strip is wide enough to essentially be free of finite size effects. Through 
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we may identify G͑a͒ with the excess solvation free energy of the solid object where the right hand side of Eq. ͑12͒ is understood to be evaluated by thermodynamic integration; w here is a dummy integration variable representing the strip half-width. G͑a͒ can be thought of as the free energy cost of growing the solid object in the solvent from a vanishingly small size to size a, or equivalently, as the free energy cost of transferring the planar strip of half-width a from an ideal gas reference state into the solvent. We define the excess solvation free energy per unit surface area using Eq. ͑9͒ by
and denote it with ␥ to distinguish it from the surface tension ␥. From Eq. ͑13͒ we have
Combining this with Eq. ͑10͒ gives
which is a differential equation relating ␥ and ␥ . The surface tension and the solvation free energy per unit surface area are seen to be different if ␥ depends on a. To simplify the analysis of Eq. ͑15͒, let us take ␦ = 0 and assume that L x is independent of a, which could be realized by adjusting the number of liquid particles between simulations to compensate for the different planar strip excluded volumes. We then see that
from which it is clear that ‫␥ץ‬ / ‫ץ‬a is nonzero if ␥ varies with a over some range of a-values. Specifically, we see from Eq. ͑16͒ that the difference between ␥ and ␥ as per Eq. ͑15͒ depends on how quickly ␥ reaches its plateau value; the data in Fig. 3 shows that this happens very quickly. Nonetheless, ␥ and ␥ are clearly distinguishable for all strip widths considered in Fig. 3 . Moreover, a careful examination of the data shows that the a = 4 value of ␥ is ever so slightly different from its a → ϱ extrapolation, which explains the very small but systematic discrepancy between the two curves of Fig. 2 .
VII. SOLID SPHERE
Consider a solid sphere of radius a and suppose that the van der Waals interaction energy between a lattice site in the solid and a liquid site is given by u sl ͑d͒ = 27⑀ / 4͓͑ sl / d͒ 9 − ͑ sl / d͒ 6 ͔, where d is the distance between the sites, ⑀ is the tunable solid-liquid interaction strength, and sl = 4.0 Å. The LJ 9-6 functional form used here is typical of coarse grain force fields. 22, 23 The potential energy between a single liquid site and the entire solid sphere is obtained in the mean field model by integrating over the continuum solid, U = ͐ V u sl dV where V is the volume of the sphere and is the number density of lattice sites in the solid sphere. For purposes of integration, we can without loss of generality place the solid at the origin and the liquid site at ͑0,0,R͒. An interaction site in the solid is located at position ͑r sin cos , r sin sin , r cos ͒, so that the integral can be written explicitly as
where a is the sphere radius, R is the distance between the sphere center and a liquid molecule, and 2 = r 2 −2rR cos + R 2 .
The integration can be performed analytically, yielding
We use = 3.76ϫ 10 −2 Å −3 . Once again, notice that ⑀ and appear simply as linear factors in Eq. ͑18͒; choosing a different value for yields the same potential U͑R ; a͒ if ⑀ is rescaled appropriately.
The interfacial area of the sphere is given by
where the parameter ␦ accommodates any particular choice of the Gibbs dividing surface. From Eqs. ͑2͒ and ͑4͒, we may write
where i indices the liquid particles. We define the excess solvation free energy per unit surface area using Eq. ͑19͒ by
and denote it with ␥ to distinguish it from the surface tension ␥, where G͑a͒ is the excess solvation free energy of the solid sphere defined in an analogous manner to Eq. ͑12͒. From Eq. ͑21͒ we have
Combining this with Eq. ͑20͒ gives
which is a differential equation relating ␥ and ␥ . Our formalism makes this relationship explicit, which is one of its great strengths. Clearly lim a→ϱ ␥ = lim a→ϱ ␥ ϵ ␥ ϱ , which corresponds to the surface tension of a planar solid-liquid interface. 26 In Fig. 4 we explicitly compare ␥ and ␥ for three different values of the solid-liquid interaction strength ⑀ and two different choices of the dividing surface ␦. The asymptotic value ␥ ϱ is determined by the strength of the solid-liquid interaction energy ⑀. There is no restriction on the sign of ␥ ϱ as long as the liquid-vapor surface tension is positive. 27 
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Let us express ␥ in inverse powers of the sphere radius a
Up to second order, Eq. ͑23͒ yields
In their analysis of hard sphere solutes, Huang et al. 8 truncated the series expansion for ␥ at first order and identified c 1 / 2 as the Tolman length; 28 one can see from Eq. ͑25͒ that the coefficient of the 1 / a term in the series expansion for ␥ is c 1 / 2 because of the relationship between ␥ and ␥ given in Eq. ͑23͒. Interestingly, the coefficient c 2 cancels from the a −2 term in the series expansion of ␥; this fact could be used as justification for truncating the ␥ series at first order.
Even though we obtained ␥ directly using the mean field approach through Eq. ͑20͒, in general it is conceptually simpler to measure ␥ since the solvation free energy is unambiguously defined and can be accurately measured. [8] [9] [10] [11] [12] [13] [14] Since the mean field approach gives us ready access to both ␥ and ␥ , we can assess the accuracy of the route suggested by Eq. ͑23͒ to obtain ␥ indirectly from ␥ . In Fig. 5 the surface tension ␥ from Eq. ͑20͒ is plotted against its reconstruction through Eq. ͑25͒ for ␦ = 0 and ␦ = 4 Å. The fidelity of the reconstruction is quantitative for a Ͼ 7 Å in the ␦ = 0 case and a Ͼ 15 Å in the ␦ = 4 Å case. In order to capture the surface tension behavior below this size, we would need to include higher order terms in the series expansion of Eq. ͑24͒. One can also see from Fig. 5 that the second order term, which is only present for nonzero ␦, makes the reconstructed surface tension less accurate at small a values but more accurate at large a values. It could be expected that ␦ = 4 would lead to a more accurate reconstruction than ␦ = 0 because it is equal to sl and hence accounts for the excluded volume of the solid-liquid interaction on the location of the solid-liquid interface; however we see the actual situation is more complicated than this because there is also a dependence on the solid-liquid interaction energy ⑀.
VIII. CONCLUSIONS
The computation of solid-liquid surface tension is challenging, especially for nanoscale interfaces. We demonstrated that great physical insight could be achieved by using a theoretical framework in which the solid was represented as a continuum of uniform density in analogy to Hamaker's treatment of colloidal particles. As a result of this mean field treatment the Hamiltonian of the system was imbued with parametric dependence on the size of the solid object through the integration limits for the solid-liquid interaction energy. Since the solid-liquid surface area is a function of the size of the solid, and the surface tension is the derivative of the system free energy with respect to this surface area, we obtained a simple expression for the surface tension ␥ of an interface of arbitrary shape. This expression is ␥ = ͑‫ץ‬G / ‫ץ‬A͒ NPT = ͑͗‫ץ‬U / ‫ץ‬a͘ + P͗‫ץ‬V / ‫ץ‬a͒͑͘dA / da͒ −1 where a is the size of the solid object, U is the solid-liquid interaction energy, A is the surface area of the interface, and the angle brackets are understood to be evaluated in the isothermalisobaric ensemble; equivalently ␥ = ͑‫ץ‬F / ‫ץ‬A͒ NVT = ͗‫ץ‬U / ‫ץ‬a͘ ϫ͑dA / da͒ −1 in the canonical ensemble. Moreover, our formalism yielded a differential equation relating the surface tension ␥ to the excess solvation free energy per unit surface area ␥ ; these quantities converge to a common value for macroscopic interfaces but are distinct on the nanoscale. We explored in detail the relationship between these two quantities for a thin nanoribbon and a solid spherical nanoparticle immersed in liquid using MD simulations.
Knowledge of the precise relationship between ␥ and ␥ is important because most simulation studies report one or the other but not both. Intriguingly, we showed that assignment of the Tolman length depends on which quantity is analyzed.
In summary, we have formulated an approach to the calculation of solid-liquid surface tension and excess solvation free energy per unit surface area by introducing a size parameter a of the solid object into the system Hamiltonian through a mean field treatment. If desired, information about the actual solid-liquid interface ͑which, for example, could have defect sites͒ could be recovered by using algorithms from the literature. The size parameter a can encode for a variety of nanoscale interfaces, for example, spherical ͑where a is the radius͒ or ribbonlike ͑where a is the ribbon width͒ as considered here, or polyhedral ͑where a can be the edge length͒, cylindrical ͑where a can be the radius͒, conical ͑where a can be the cone angle͒, or of negative curvature such as a spherical or cylindrical cavity.
