Global existence and uniqueness of solutions for fuzzy differential equations under dissipative-type conditions  by Gong, Zengtai & Shao, Yabin
Computers and Mathematics with Applications 56 (2008) 2716–2723
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Global existence and uniqueness of solutions for fuzzy differential
equations under dissipative-type conditions
Zengtai Gong ∗, Yabin Shao
College of Mathematics and Information Science, Northwest Normal University, Lanzhou Gansu, 730070, China
a r t i c l e i n f o
Article history:
Received 24 April 2008
Accepted 27 May 2008
Keywords:
Fuzzy number
Fuzzy differential equation
Global existence and uniqueness theorem
Dissipative-type conditions
a b s t r a c t
In this paper, using the properties of a differential and integral calculus for fuzzy set
valuedmappings and completeness of metric space of fuzzy numbers, the global existence,
uniqueness and the continuous dependence of a solution on a fuzzy differential equation
are derived under the dissipative-type conditions.We also present the global existence and
uniqueness of solutions for a fuzzy differential equation on a closed convex subset of fuzzy
number space.
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1. Introduction
The fuzzy differential equation was first introduced by Kandel and Byatt [1]. Since 1987, the Cauchy problems for fuzzy
differential equations have been extensively investigated by several authors [2–12] on the metric space (En,D) of normal
fuzzy convex set with the distanceD given by themaximum of the Hausdorff distance between the corresponding level sets.
In particular, Kaleva [2] studied the initial value problem
x′(t) = f (t, x(t)), x(t0) = x0
where f : T × En → En is a continuous fuzzy mapping, T = [a, b], En is a fuzzy number space and x0 ∈ En. The result was
obtained as follows
Theorem 1.1. Let f : T × En → En be continuous and assume that there exist a k > 0 such that
D(f (t, x), f (t, y)) ≤ kD(x, y)
for all t ∈ T , x, y ∈ En. Then the above initial value problem has a unique solution on T .
Since then, many authors have studied the existence and uniqueness of solutions for the initial value problem for fuzzy
differential equations under some conditions and obtained several meaningful results. However, those research findings
were not satisfactory. Until 1999 when Nieto [3] proved the initial value problem for fuzzy differential equations has
solutions if f is a continuous and bounded function. It is well known that the Lipschtz conditions can not be educed if f
is a continuous and bounded function. That is to say, the results in [3] were perfect complement for the Theorem 1.1. What’s
more, Wu and Song [5–7] and Song, Wu and Xue [8] changed the initial value problem of fuzzy differential equations into a
abstract differential equations on a closed convex cone in a Banach space by the operator j that is the isometric embedding
from (En,D) onto its range in the Banach space X . They established the relationship between a solution and its approximate
solutions to fuzzy differential equations. Furthermore, they obtained the local existence theorem under the compactness-
type and dissipative-type conditions. Park and Han [9] obtained the global existence and uniqueness of fuzzy solution of
fuzzy differential equation using the the properties of Hasegawa’s function and successive approximation. Song, Guo and
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Feng [10] pointed out a variety of results which assure global existence of solutions to fuzzy differential equations. Bymeans
of the topological degree method, Ding, Ma and Kandel [11] studied the existence of the solutions of the following fuzzy
differential equations with parameters
x′(t) = f (t, x(t), ε), x(t0) = x0 ∈ En
where f : [0, T ] × En × (−ε0, ε0) → En is a fuzzy mapping. In addition, Seikkala [12] discussed the fuzzy initial value
problem of differential equations and the initial value problem of the fist order fuzzy linear fuzzy differential equations.
Based on those preceding works, in this paper, we discuss the global existence and uniqueness of fuzzy solutions of fuzzy
differential equation under dissipative-type conditions using the the properties of Hasegawa’s function [9] and the Radstorm
embedding results in [15].
As preliminaries we firstly recall some basic results on fuzzy number space (En,D), and list several comparison theorems
on classical ordinary differential equations and properties of the Hasegawa’s functions. In Section 3, we establish several
global existence and uniqueness theorems on (En,D) and a closed convex subset of (En,D) for fuzzy differential equations.
Finally,we shall show that the continuous dependence of solution onparameters by using the local existence anduniqueness
theorems to fuzzy differential equations.
2. Preliminary
Let Pk(Rn) denote the family of all nonempty compact convex subset of Rn and define the addition and scalar
multiplication in Pk(Rn) as usual. Let A and B be two nonempty bounded subset of Rn. The distance between A and B is
defined by the Hausdorff metric
dH(A, B) = max{sup
a∈A
inf
b∈B ‖ a− b ‖, supb∈B infa∈A ‖ b− a ‖}
where ‖ · ‖ denotes the usual Euclidean norm in Rn [16].
Denote by
En = {u : Rn → [0, 1]|u satisfies (1)–(4) below}
is a fuzzy number space, where
(1) u is normal, i.e. there exists an x0 ∈ Rn such that u(x0) = 1,
(2) u is fuzzy convex, i.e. u(λx+ (1− λ)y) ≥ min{u(x), u(y)} for any x, y ∈ Rn and 0 ≤ λ ≤ 1,
(3) u is upper semi-continuous,
(4) [u]0 = cl{x ∈ Rn|u(x) > 0} is compact.
For 0 < α ≤ 1, denote [u]α = {x ∈ Rn|u(x) ≥ α}. Then from above (1)–(4), it follows that the α-level set [u]α ∈ Pk(Rn)
for all 0 ≤ α < 1. According to Zadeh’s extension principle, we have addition and scalar multiplication in fuzzy number
space En as follows: [u+ v]α = [u]α + [v]α, [ku]α = k[u]α , where u, v ∈ En and 0 ≤ α ≤ 1.
We recall some integrability and differentiability properties in [2,18,17,13,14] for fuzzy set-valued mappings.
Let x, y ∈ En. If there exist a z ∈ En such that x = y+ z, z is called the H-difference of x and y. That is denoted x− y. For
brevity, we always assume that it satisfies the H-differencewhen dealingwith the operation of subtraction of fuzzy numbers
throughout this paper.
Definition 2.1 ([2]). A mapping F : T → En is differentiable at t0 ∈ T , if there exist a F ′(t0) ∈ En, such that the limits
lim
h→0+
F(t0 + h)− F(t0)
h
, lim
h→0+
F(t0)− F(t0 + h)
h
exist and are equal to F ′(t0).
Here the limits are taken in the metric space (En,D). At the endpoint of T , we consider only one-side fuzzy derivatives.
If F : T → En is differentiable at t0 ∈ T , then we say that F ′(t0) is the fuzzy derivative of F(t) at the point t0.
The fuzzy mapping F : T → En is called strong measurable, if for all α ∈ [0, 1] the set-valued mapping Fα : T → Pk(Rn)
defined by Fα(t) = [F(t)]α is Lebesgue measurable, where Pk(Rn) is endowed with the topology generated by the Hausdorff
metric dH .
A mapping Fα : T → En is called integrable bounded, if there exist a integrable function h such that ‖ x ‖≤ h(t) for all
x ∈ F0(t).
Definition 2.2 ([13]). Let F : T → En. The integral of F over T , denote by ∫T F(t)dt , is defined level-wise by the equation[∫
T
F(t)dt
]α
=
∫
T
Fα(t)dt
=
{∫
T
f (t)dt|f : T → Rn is a measurable selection for Fα
}
for all 0 < α ≤ 1.
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A strongly measurable and integrable mapping Fα : T → En is said to be integrable over T if
∫
T F(t)dt ∈ En. From [14],
we know that if Fα : T → En is continuous, then it is integrable.
Theorem 2.1 ([17,18]). If F ,G : T → En be integrable and λ ∈ R, then
(1)
∫
T (F(t)+ G(t))dt =
∫
T F(t)dt +
∫
T G(t)dt,
(2)
∫
T λF(t)dt = λ
∫
T F(t)dt,
(3) D(F(t),G(t)) is integrable,
(4) D(
∫
T F(t)dt,
∫
T G(t)dt) ≤
∫
T D(F(t)+ G(t))dt.
Define D : En × En → [0,∞)
D(u, v) = sup{dH([u]α, [v]α) : α ∈ [0, 1]},
where dH is the Hausdorff metric defined in Pk(Rn). Then it is easy see that D is a metric in En. Using the results in [16], we
know that
(1) (En,D) is a complete metric space,
(2) D(u+ w, v + w) = D(u, v) for all u, v, w ∈ En,
(3) D(λu, λv) = |λ|D(u, v) for all u, v, w ∈ En and λ ∈ R.
The metric space (En,D) has a linear structure, it can be imbedded isomorphically as a cone in a Banach space of
function u∗ : I × Sn−1 −→ R, where Sn−1 is the unit sphere in Rn, with an imbedding function u∗ = j(u) defined by
u∗(r, x) = supα∈[u]α 〈α, x〉 for all 〈r, x〉 ∈ I × Sn−1 [16,20]. For more detailed results about embedding, we refer the reader
to [18]. For a development, see Ma [19].
Theorem 2.2 ([15]). There exist a real Banach space X such that En can be imbedding as a convex cone C with vertex 0 into X.
Furthermore the following conditions hold true:
(1) the imbedding j is isometric,
(2) addition in X induces addition in En,
(3)multiplication by nonnegative real number in X induces the corresponding operation in En,
(4) C − C is dense in X,
(5) C is closed.
Let the functions [·, ·]1 and [·, ·]2 be define as follows [9]:
[u, v]1 = lim
h→0
1
h
(‖ju+ hjv‖ − ‖ju‖) and [u, v]2 = 12 ([u, v]1 − [u,−v]1)
for u, v ∈ En, where j is the embedding in Theorem 2.2.
Theorem 2.3 ([9]). For u, v andw in En,
(1) |[u, v]1| < ‖jv‖,
(2) [u, v + w]1 ≤ [u, v]1 + [u, w]1,
(3) [u, ru+ v]2 = r‖ju‖ + [u, v]2 for r ∈ R,
(4) [u, v]2 ≤ [u, v]1,
(5) [u, v + w]2 ≤ [u, v]2 + [u, w]1,
(6) [u, v]2 ≤ [u, v − w]2 + ‖jw‖, where j is the embedding in Theorem 2.2.
Theorem 2.4 ([9]). Let u(t) be a fuzzy-valued function defined on a real interval I such that u′(t) and (d/dt)‖ju(t)‖ exist for
a.e. t ∈ I . Then (d/dt)‖ju(t)‖ = [u(t), u′(t)]2 for a.e. t ∈ I.
In the following we list several comparison theorems on classical ordinary differential equations.
Theorem 2.5 ([21]). Let G ⊂ R2 be an open set. g ∈ C[G, R1], (t0, u0) ∈ G. Suppose that the maximum solution of initial value
problem
u′(t) = g(t, u), u(t0) = u0
and its largest interval of existence of right solution is [t0, t0 + a), If [t0, t1] ⊂ [t0, t0 + a), then there exists an ε0 > 0 such that
the maximum solution r(t, ε) to the initial value problem
u′(t) = g(t, u)+ ε, u(t0) = u0 + ε
exists on [t0, t1] whenever 0 < ε < ε0, and r(t, ε) uniformly converges to r(t) on [t0, t1] as ε → 0+.
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Theorem 2.6 ([21]). Let G ⊂ R2 be an open set. g ∈ C[G, R1], (t0, u0) ∈ G. Suppose that the maximum solution of initial value
problem
u′(t) = g(t, u), u(t0) = u0
is r(t) and its largest interval of existence of right solution is [t0, t0 + a). If m(t) ∈ C[[t0, t0 + a), R1] satisfies (t,m(t)) ∈ G, for
all t ∈ [t0, t0 + a),m(t0) ≤ u0 and
Dm(t) ≤ g(t,m(t)), ∀t ∈ [t0, t0 + a) \ Γ ,
where D is one of the four Dini derivative, Γ at most is a countable set on [t0, t0 + a). Then we must have
m(t) ≤ r(t), ∀t ∈ [t0, t0 + a).
3. Global existence and uniqueness of the solutions to fuzzy differential equations
Consider the initial value problems
x′(t) = f (t, x(t)), x(t) = x0 ∈ En (1)
where f : R+ × En → En be a continuous fuzzy-valued function(it is denoted by f ∈ C[R+, En]).
Lemma 3.1 ([8]). Let f ∈ C[R0, En] and D(f (t, x), 0˜) ≤ M(M > 0) such that
[x− y, f (t, x)− f (t, y)]2 ≤ g(t,D(x, y)) (2)
for all (t, x), (t, y) ∈ R0, and 0˜ ∈ En. We denote R0 = [t0, t0 + p] × B(x0, q), where p > 0, q > 0, x0 ∈ En and
B(x0, q) = {x ∈ En|D(x, x0) ≤ q}, and g ∈ C[[t, t0 + p] × R+, R] and the maximum solution of the initial value problem
u′(t) = g(t, u), u(t0) = u0
is 0 on [t0, t0+p]. Then the initial value problems (1) has a unique solution x ∈ C1[[t0, t0+α], B(x0, q)], whereα < min{p, q/M}.
Theorem 3.1. Let f ∈ C[R+ × En, En] and there exists M = M(T , L) > 0 such that
D(f (t, x), 0˜) ≤ M, ∀t ∈ [0, T ], D(x, 0˜) ≤ L. (3)
for all T > 0 and L > 0. Assume that there exists λ ∈ C[R+, R] such that
[x− y, f (t, x)− f (t, y)]2 ≤ λ(t)D(x, y) (4)
for all x, y ∈ En and t ≥ 0. Then the initial value problems (1) has a unique solution x define on [t0,+∞] for t0 ≥ 0, x0 ∈ En.
Proof. We take t0 > 0, x0 ∈ En. According to Lemma 3.1, there exists α > 0, such that the uniqueness solution of problem
(1) exists on [t0, t0 + α]. Let
V = {x(t)|x(t) is define on [t0, βx) and is the solution of the initial value problems (1)}.
Then V 6= φ. Taking T = sup{βx|x(t) ∈ V }, there exists a uniqueness solution of (1) which is defined on [t0, T ] and denoted
by x(t, t0, x0). If T = +∞, obviously, the theorem is proved. Hence we suppose T < +∞ and define
m(t) = D(x(t, t0, x0), x0), t0 ≤ t < T .
Then we have
m′−(t) = [x(t, t0, x0)− x0, f (t, x(t, t0, x0))]2
≤ [x(t, t0, x0)− x0, f (t, x(t, t0, x0))− f (t, x0)]2 + [x(t, t0, x0), f (t, x0)]1
≤ λ(t)m(t)+ D(f (t, x0), 0˜). (5)
for t ∈ [t0, T ). Consequently, there exists L > 0 such that D(x(t, t0, x0), x0) < L(t ∈ [t0, T ]). According to Eq. (2), there
existsM > 0 such that
D(x(t, t0, x0), x(s, t0, x0)) = D
(
x0 +
∫ t
t0
f (m, x(m))dm, x0 +
∫ s
t0
f (m, x(m))dm
)
= D
(∫ t
t0
f (m, x(m))dm,
∫ s
t0
f (m, x(m))dm
)
≤ D
(∫ t
s
f (m, x(m))dm, 0˜
)
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≤
∫ t
s
D(f (f (m, x(m))dm, 0˜))ds
≤ M|t − s|. (6)
That is to say, limt→T− x(t, t0, x0) exists and it is finite. Nowwe let x1 = limt→T− x(t, t0, x0) and consider the initial problem
x′(t) = f (t, x(t)), x(T ) = x1.
According to Lemma 3.1, its uniqueness solution exists on [T , T + δ] and denoted by x1(t). We define
x∗(t) =
{
x(t, t0, x0), t0 ≤ t ≤ t < T ,
x1(t), T ≤ t < T + δ.
Obviously, x∗(t) is a solution of the initial value problem (1) on [T , T+δ]. This contradicts with the definition of T . The proof
is concluded. 
Theorem 3.2. Let f ∈ C[R+ × En, En] and there exists δ = δ(T , ε, L) > 0 (T > 0, L > 0, ε > 0), such that
D(f (t, x), f (s, x)) ≤ ε (7)
for all (t, x), (s, x) ∈ [0, T ]× En, |t− s| ≤ δ, and D(x, 0˜) ≤ L. Assume that there exists λ ∈ C[R+, R] such that Eqs. (3) hold true
for all x, y ∈ En and t ≥ 0. Then the initial value problems (1) has a unique solution x define on [t0,+∞] for all t0 ≥ 0, x0 ∈ En.
Proof. Let T and x(t, t0, x0) as in the proof of Theorem 3.1. According to Theorem 3.1, there exists L > 0 such that
D(x(t, t0, x0), 0˜) ≤ L for all t ∈ [t0, T ). Let h < δ, we define
n(t) = D(x(t + h, t0, x0), x(t, t0, x0)), t ∈ [t0, T − h).
Then we have
n′−(t) = [x(t + h, t0, x0)− x(t, t0, x0), f (t + h, x(t + h, t0, x0))− f (t, x(t, t0, x0))]2
≤ [x(t + h, t0, x0)− x(t, t0, x0), f (t, x(t + h, t0, x0))− f (t, x(t, t0, x0))]2
+ [x(t + h, t0, x0)− x(t, t0, x0), f (t + h, x(t + h, t0, x0))− f (t, x(t, t0, x0))]1
≤ λ(t)n(t)+ D(f (t + h, x(t + h, t0, x0)), f (t, x(t + h, t0, x0)))
≤ λ(t)n(t)+ ε. (8)
Integrating and according to Theorems 2.5 and 2.6, we find that limt→T− x(t, t0, x0) exists. At last, the proof same as
Theorem 3.1. The proof is completed. 
Corollary 3.1. Let f ∈ C[En, En], there exists a constant M > 0 such that
[x− y, f (x)− f (y)]2 ≤ M · D(x, y) (9)
for all x, y ∈ En. Then the initial value problems (1) has a unique solution x define on [t0,+∞] for all t0 ≥ 0, x0 ∈ En.
Proof. We let λ(t) = M and notice that Eq. (7) holds true in Theorem 3.2. 
Theorem 3.3. Assume that f ∈ C[En, En] and for all x, y ∈ En, we have
[x− y, f (x)− f (y)]2 ≤ g(D(x, y))
where g ∈ C[R+, R], g(0) = 0, and the maximum solution of the initial value problem u′(t) = g(t, u) u(t0) = u0 is u ≡ 0.
Then the initial value problems (1) has a unique solution x define on [t0,+∞] for all t0 ≥ 0, x0 ∈ En.
In what follows, we give the local existence and uniqueness of solution of the initial value problems (1) by means of
Lyapunov like function on a closed subset of fuzzy number space (En,D).
Assume that En is a fuzzy number space and F is a closed subset of (En,D). Let x0 ∈ F , B(x0, q) = {x ∈ En|D(x, x0) ≤ q}
and F0 = F ∩ B(x0, q)(q > 0).
Definition 3.1 ([8]). Assume that V : [t0, t0 + p] × B(x0, b)× B(x0, b) → R+ is a continuous function provided
(1) V (t, x, x) = 0, V (t, x, y) > 0(x 6= y) for all t ∈ [t0, t0 + a], x, y ∈ B(x0, q) and that
lim
n→∞ V (t, xn, yn)
implies limn→∞ D(xn, yn) = 0 whenever {xn} ⊂ B(x0, q), {yn} ⊂ B(x0, q).
(2)
|V (t, x, y)− V (t, x1, y1)| ≤ L · (D(x− x1)+ D(y− y1)) (10)
for every t ∈ [t0, t0 + p], x, y, x1, y1 ∈ B(x0, q), where L > 0 is a constant. Then V is called a function of L− D type.
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Lemma 3.2 ([6]). Let F is a closed subset of (En,D), and f ∈ C[[t0, t0 + α] × F , En], x0 ∈ F , if there exist r > 0, x ∈
C1[[t0, t0 + r], F ], then
lim
h→∞
1
h
inf
z∈F D(x0 + hf (t0, x0), z) = 0.
Lemma 3.3 ([6]). Let (En,D) is a fuzzy number space, F is a nonempty closed convex subset of (En,D), and satisfies:
(1) For x0 ∈ F exists F ⊂ B(x0, b), where B(x0, b) = {x ∈ En : D(x, x0) ≤ b},
(2) For f ∈ C[[t0, t0 + a] × F , En],D(f (x), 0ˇ) ≤ M, for all x ∈ F ,
(3) limh→∞ 1h infz∈F D(x0 + hf (t0, x0), z) = 0, for all x ∈ F , for all ε > 0, supposed 0 < εn < ε, εn > εn+1, εn → 0. So for
all n, the initial value problem (1) has such polygonal approximate solution xn ∈ C[[t0, t0 + a′], F ] (where a′ = min{a, bM+ε })
that there exist a sequence {tni : tn0 < tn1 < · · · < tni < · · ·}, provided that
(a) tn0 = t0, tni → t0 + a′ (i → ∞), tni − tni−1 ≤ εn (i = 1, 2, . . .),
(b) xn(tn0 ) = x0,D(xn(t), xn(s)) ≤ M + ε|t − s|,∀t, s ∈ [t0, t0 + a′],
(c) xn(tni−1) ∈ F , and xn(t) is leaner combination of two fuzzy numbers on [tni−1, tni ] such that xn(t) = xn(t
n
i )−xn(tni−1)
tni −tni−1 (t −
tni−1)+ xn(tni−1) (i = 1, 2, . . .),
(d) D(
xn(tni )−xn(tni−1)
tni −tni−1 , f (t
n
i−1, xn(t
n
i−1))) ≤ εn (i = 1, 2, . . .),
(e) (t, y) ∈ [tni−1, tni ] × F ,D(y, xn(tni−1)) ≤ (M + ε)(tni )− xn(tni−1) implies that
D(f (t, y), f (tni−1, xn(t
n
i−1))) ≤ εn (i = 1, 2, . . .).
Definition 3.2. Assume that f ∈ C[[t0, t0 + p] × F , En] and there exist a function V of L− D type such that
D−V (t, x, y) ≤ g(t, V (t, x, y)) (11)
for all t ∈ [t0, t0 + p], x, y ∈ B(x0, q), where
D−V (t, x, y) = lim¯h→0+
1
h
[V (t, x, y)− V (t − h, x− hf (t, x), y− hf (t, y))],
and g ∈ C[[t0, t0 + p] × R+, R], g(t, 0) = 0 and maximum solution of the scalar differential equation
u′ = g(t, u), u(t0) = 0,
is u = 0 on [t0, t0 + p]. Then f is said to satisfy Lyapunov dissipative-type conditions on [t0, t0 + p] × F0.
Theorem 3.4. Assume that
f ∈ C[[t0, t0 + p] × F , En], D(f (t, x), 0˜) ≤ M, ∀(t, x) ∈ [t0, t0 + p] × F0,
and f satisfies Lyapunov dissipative-type conditions on [t0, t0 + p] × F0. And let
lim
h→∞
1
h
inf
z∈F D(x0 + hf (t0, x0), z) = 0, ∀t ∈ [t0, t0 + p], x ∈ F . (12)
Then, the initial value problems (1) has a unique solution x ∈ C1[[t0, t0 + α], F ], where α = min{p, qM+1 }.
Proof. According to Lemma 3.3, the initial value problem (1) has polygonal approximate solution xn ∈ C1[[t0, t0 +
α], B(x0, F)] provided (a)–(e). According to proposition (c) of Lemma 3.3 and the convex of F0, we known that xn(t) ∈
F0(∀t ∈ [t0, t0 + α]). For fixed natural numberm and n, we define
m(t) = V (t, xn(t), xm(t)), t ∈ [t0, t0 + α].
According to Eq. (10), we have
m′−(t) ≤ lim¯h→0+
1
h
[V (t, xn(t), xm(t))− V (t − h, xn(t)− hf (t, xn(t)), xm(t)− hf (t, xm(t)))]
+ L[‖jx′n(t)− jf (t, xn(t))‖ + ‖jx′m(t)− jf (t, xm(t))‖] (13)
if t ∈ (tni , tni+1) ∩ (tmj , tmj+1). In addition, according to (b) of Lemma 3.3 we have D(xn(t), xn(tni )) ≤ (M + 1)(t − tni ). Then
from (d) and (e) of Lemma 3.3, we have
‖jx′n(t)− jf (t, xn(t))‖ =
∥∥∥∥j xn(tni )− xn(tni−1)tni − tni−1 − jf (tni , xn(tni ))
∥∥∥∥+ ‖jf (tni , xn(tni ))− jf (t, xn(t))‖
≤ 2εn. (14)
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For the same reason, we have ‖jx′m(t)− jf (t, xm(t))‖ ≤ 2εm. Thus from Eqs. (11) and (13), we have
m′−(t) ≤ g(t,m(t))+ 2L(εn + εm) (15)
for all t ∈ (tni , tni+1) ∩ (tmj , tmj+1). So Eq. (15) holds true for all t ∈ [t0, t0 + α] except for at most countable points. Since
m(t0) = 0, from Theorems 2.5 and 2.6 we know that
m(t) ≤ rn,m(t, t0, 0), t ∈ [t0, t0 + α]
where rn,m(t, t0, 0) is the maximum solution of the of initial value problem
u′(t) = g(t, u)+ 2L(εn + εm), u(t0) = u0
and it converges uniformly to 0 on [t0, t0 + α] asm, n → ∞. We conclude
lim
m,n→∞ V (t, xn(t), xm(t)) = 0.
From Definition 3.1, we know that {xn(t)} be a uniformly convergent Cauchy sequence. Then there exists x(t) : [t0, t0 +
α] −→ En such that xn(t) converges uniformly to x(t) on [t0, t0 + α]. Since xn(t) ∈ F we have x(t) ∈ F . By the proof of
Theorem 2.1 in [9], we know that x(t) is a solution of initial value problem (1). 
Next, we prove the uniqueness. Suppose y(t) is another solution of initial value problem (1) on [t0, t0 + α]. Letm1(t) =
V (t, x(t), y(t)). Then, similar to the proof of Eq. (15), we havem′1(t) ≤ g(t,m1(t)). By Theorem 2.6, and we notice that the
maximum solution of the initial problem u′ = g(t, u), u(t0) = 0 is u = 0. That is to say, x(t) = y(t). The proof is concluded.
In the following, we give global existence and uniqueness of solution of the initial value problems (1) on a closed subset
of fuzzy number space (En,D) by using the functions [·, ·]1 and [·, ·]2 be defined as Theorem 2.3.
Theorem 3.5. Let f ∈ C[F , En] and there exists M = M(T , L) > 0 such that
D(f (t, x), 0˜) ≤ M, ∀t ∈ [0, T ], D(x, 0˜) ≤ L
for all T > 0 and L > 0. Assume that there exists λ ∈ C[R+, R] such that
[x− y, f (t, x)− f (t, y)]2 ≤ λ(t)D(x, y)
for all x, y ∈ F and t ≥ 0. And let
lim
h→∞
1
h
inf
z∈F D(x0 + hf (t0, x0), z) = 0, ∀t ∈ [t0, t0 + p], x ∈ F .
Then the initial value problems (1) has a unique solution x define on [t0,+∞] for t0 ≥ 0, x0 ∈ F .
Theorem 3.6. Let f ∈ C[F , En] and there exists δ = δ(T , ε, L) > 0(T > 0, L > 0, ε > 0), such that
D(f (t, x), f (s, x)) ≤ ε
for all (t, x), (s, x) ∈ [0, T ] × En, |t − s| ≤ δ, and D(x, 0˜) ≤ L. Assume that there exists λ ∈ C[R+, R] such that Eq. (4) hold true
for all x, y ∈ F and t ≥ 0. And let
lim
h→∞
1
h
inf
z∈F D(x0 + hf (t0, x0), z) = 0, ∀t ∈ [t0, t0 + p], x ∈ F .
Then the initial value problems (1) has a unique solution x define on [t0,+∞] for all t0 ≥ 0, x0 ∈ F .
Theorem 3.7. Assume that f ∈ C[F , En] and for all x, y ∈ En, we have
[x− y, f (x)− f (y)]2 ≤ g(D(x, y))
where g ∈ C[R+, R], g(0) = 0, and the maximum solution of the initial value problem u′(t) = g(t, u), u(t0) = u0 is u ≡ 0. And
let
lim
h→∞
1
h
inf
z∈F D(x0 + hf (t0, x0), z) = 0, ∀t ∈ [t0, t0 + p], x ∈ F .
Then the initial value problems (1) has a unique solution x define on [t0,+∞] for all t0 ≥ 0, x0 ∈ En.
We remark that the proof of above three theorems are similar to the proof of Theorem 3.4, we omit it here.
Finally, in this paper, we shall show that the continuous dependence of a solution on parameters by using Theorem 3.1.
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Theorem 3.8. Assume that f ∈ C[R+ × En, En], for all t ∈ R+, x, y ∈ En we have
[x− y, f (t, x)− f (t, y)]2 ≤ g(t,D(x, y)), (16)
where g ∈ C[R+×R+, R], g(t, 0) = 0 and u(t) ≡ 0 is themaximum solution of the initial value problem u′ = g(t, u), u(0) = 0.
Let r(t, t0, u0) is the maximum solution of the initial value
u′(t) = g(t, u), u(t0) = u0 ≥ 0,
which depend continuously on parameter (t0, u0) ∈ R+ × R+. Then the solution of the initial value problems (1) depend
continuously on parameters (t0, x0) ∈ R+ × En.
Proof. According to Lemma 3.1, the solution of the initial value problems (1) is local existence and uniqueness for all
(t0, x0) ∈ R+ × En. Then the largest interval of existence of any solution of (1) is unique. Let x(t, t1, x1) and x(t, t2, x2)
are solutions of x′ = f (t, x) under initial value condition x(t1) = x1 and x(t2) = x2, respectively. Without any loss of
generality, we let t1 ≤ t2 and define
m(t) = ‖jx(t, t1, x1)− jx(t, t2, x2)‖ (t ≥ t1).
From Eq. (16), hence we have
m′−(t) ≤ g(t,m(t)), t ≥ t1.
Sincem(t1) = ‖jx1 − jx(t1, t2, x2)‖, according to Theorem 2.5, we get
m(t) ≤ r(t, t1, ‖jx1 − jx(t1, t2, x2)‖), t ≥ t1.
Again, r(t, t0, u0) depend continuously on (t0, u0), we have
lim
t→t1,x1→x2
m(t) ≤ lim
t→t1,x1→x2
r(t, t1, ‖jx1 − jx(t1, t2, x2)‖)
= r(t, t2, 0) ≡ 0.
This complete the proof. 
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