Abstract. The fractional Sturm-Liouville eigenvalue problem appears in many situations, e.g., while solving anomalous diffusion equations coming from physical and engineering applications. Therefore to obtain solutions or approximation of solutions to this problem is of great importance. Here, we describe how the fractional Sturm-Liouville eigenvalue problem can be formulated as a constrained fractional variational principle and show how such formulation can be used in order to approximate the solutions. Numerical examples are given, to illustrate the method.
Introduction
Fractional calculus is a mathematical approach dealing with integral and differential terms of non-integer order. The concept of fractional calculus appeared shortly after calculus itself, but the development of practical applications proceeded very slowly. Only during the last decades, fractional problems have increasingly attracted the attention of many researchers. Applications of fractional operators include chaotic dynamics [46] , material sciences [29] , mechanics of fractal and complex media [12, 28] , quantum mechanics [19] , physical kinetics [47] and many others (see e.g., [15, 43] ). Fractional derivatives are nonlocal operators and therefore successfully applied in the study of nonlocal or time-dependent processes [39] . The well-established application of fractional calculus in physics is in the framework of anomalous diffusion behavior [10, 13, 17, 27, 33, 35] : large jumps in space are modeled by space-fractional derivatives of order between 1 and 2, while long waiting times are modeled by the time derivatives of order between 0 and 1. These partial fractional differential equations can be solved by the method of separating variables, which leads to the Sturm-Liouville and the Cauchy equations. It means that, if we are able to solve the fractional Sturm-Liouville problem and the Cauchy problem, then we can find a solution to the fractional diffusion equation. In this paper, we consider two basic approaches to the fractional Sturm-Liouville problem: discrete and continuous. In both cases, we note that the problem can be formulated as a constrained fractional variational principle. A fractional variational problem consists in finding the extremizer of a functional that depends on fractional derivatives (differences) subject to boundary conditions and possibly some extra constraints. It is worthy to point out that the fractional calculus of variations has itself remarkable applications in classical mechanics. Riewe [41, 42] showed that a Lagrangian involving fractional time derivatives leads to an equation of motion with non-conservative forces such as friction. For more about the fractional calculus of variations we refer the reader to [6, 22, 30, 31] while for various approaches to fractional Sturm-Liouville problems we refer to [3, 4, 23, 24, 25, 45] .
The paper is divided into two main parts dedicated, respectively, to discrete (Section 2) and continuous (Section 3) fractional problems. In the first part we give a constructive proof of the existence of orthogonal solutions to the discrete fractional Sturm-Liouville eigenvalue problem (Theorem 2.4), and show that the smallest and largest eigenvalues can be characterized as the optimal values of certain functionals (Theorem 2.5 and Theorem 2.7). Our results are illustrated by an example. In the second part we recall the fractional variational principle and the spectral theorem for the continuous fractional Sturm-Liouville problem. Since for most problems involving fractional derivatives (equations or variational problems) one cannot provide methods to compute the exact solutions analytically, numerical methods should be used for solving such problems. Discretizing both the fractional Sturm-Liouville equation and related with it isoperimetric variational problem we show, by an example, how the variational method can be used for solving the fractional Sturm-Liouville problem.
Discrete Fractional Calculus
In this section we explain a relationship between the fractional Sturm-Liouville difference problem and a constrained discrete fractional variational principle. Namely, it is possible to look for solutions of Sturm-Liouville fractional difference equations by solving finite dimensional constrained optimization problems. We shall start with necessary preliminaries. There are various versions of the fractional differences, we can mention here those introduced by Diaz and Osler [16] , Miller and Ross [36] , Atici and Eloe [7, 8] or the Caputo difference [1] . In this paper, we use the notion of Grünwald-Letnikov [20, 39] .
Let us define the mesh points x j = a + jh, j = 0, 1, . . . , N, where h denotes the uniform space step and set D = {x 0 , . . . , x N }. In what follows α ∈ R and 0 < α ≤ 1. Moreover, we set
Definition 2.1. The backward fractional difference of order α, where
is the forward fractional difference of function f .
Fractional backward and forward differences are linear operators.
Theorem 2.2. (cf. [38] ) Let f, g be two real functions defined on D and β, γ ∈ R. Then
The following formula of the summation by parts for fractional operators will be essential for proving results concerning variational problems.
2A. The Sturm-Liouville Problem. In this subsection our topic is the Sturm-Liouville fractional difference equation:
with boundary conditions:
) is defined and real valued for all x i , i = 0, . . . , N , and λ is a parameter. It is required to find the eigenfunctions and the eigenvalues of the given boundary value problem, i.e., the nontrivial solutions of (2-5)-(2-6) and the corresponding values of the parameter λ. Theorem below gives an answer to this question. 
and they span R N −1 : any vector ϕ = (ϕ(x k ))
The coefficients c i are given by
Proof. Observe that equations (2-5)-(2-6) can be considered as a system of N −1 linear equations with N − 1 real unknowns y(x 1 ), . . . , y(x N −1 ). The corresponding matrix form is as follows:
where the entries A ij of A are
and R = diag{r(x 1 ), . . . , r(x N −1 )}. Writing (2-7) as
we get an eigenvalue problem with the symmetric matrix R −1 A. Because of the equivalence of problem (2-5)-(2-6) with problem (2-8) it follows from matrix theory that the Sturm-Liouville problem (2-5)-(2-6) has N − 1 linearly pairwise orthogonal real independent eigenfunctions with all eigenvalues real. Now we would like to find constants c 1 , . . . , c N −1 such that ϕ(
2B. Isoperimetric Variational Problems. In this section we prove two theorems connecting the Sturm-Liouville problem (2-5)-(2-6) with isoperimetric problems of discrete fractional calculus of variations.
Theorem 2.5. Let y 1 denote the first eigenfunction, normalized to satisfy the isoperimetric constraint
associated to the first eigenvalue λ 1 of problem (2-5)-(2-6). Then y 1 is a minimizer of functional
subject to boundary condition y(x 0 ) = 0, y(x N ) = 0 and isoperimetric constraint (2-9). Moreover
Proof. Suppose that y is a minimizer of J. Then, by Theorem 5 [32] , there exists a real constant λ such that y satisfies equation
together with y(x 0 ) = 0, y(x N ) = 0 and isoperimetric constraint (2-9). Let us multiply (2-11) by y(x k ) and sum up from k = 1 to N − 1, then
By summation by parts (2-4)
As (2-9) holds and y(x N ) = 0 we obtain
Any solution to problem (2-9)-(2-10) that satisfies equation (2-11) must be nontrivial since (2-9) holds, so λ must be an eigenvalue. According to Theorem 2.4 there is the least element in the spectrum being eigenvalue λ 1 , and the corresponding eigenfunction y (1) normalized to meet the isoperimetric condition. Therefore J[y (1) ] = λ 1 .
Definition 2.6. We will call functional R defined by
where J[y] is given by (2-10) and I[y] by (2-9), the Rayleigh quotient for the fractional discrete Sturm-Liouville problem (2-5)-(2-6).
Theorem 2.7. Assume that y satisfies boundary conditions y(x 0 ) = y(x N ) = 0 and is nontrivial. Proof. We give the proof only for the case (i) as the second case can be proved similarly. Suppose that y satisfying boundary conditions y(x 0 ) = y(x N ) = 0 and being nontrivial, is a minimizer of Rayleigh quotient R and that value of R in y is equal to λ. Consider the following functions
we deduce that
Moreover, notice that
and
Having in mind that
I[y] = λ, η(x 0 ) = η(x N ) = 0 and using the summation by parts formula (2-4) we obtain
Since η is arbitrary, we have
(2-12)
As y = 0 we have that λ is an eigenvalue of (2-12). On the other hand, let λ i be an eigenvalue and y i the corresponding eigenfunction, then
Similarly to the proof of Theorem 2.5, we can obtain
= λ i . Finally, since the minimum value of R at y is equal to λ, i.e.,
we have λ = λ 1 .
Example 2.8. Let us consider the following problem: minimize
subject to
and y(x 0 ) = y(x N ) = 0, where N is fixed. In this case the Euler-Lagrange equation takes the form Observe that problem (2-14)-(2-15) can be treated as a finite dimensional constrained optimization problem. Namely, the problem is to minimize function J of N − 1 variables: k=1 y 2 k = 1 and the first eigenfunction of (2-16) is the minimizer of this problem. Other eigenfunctions and eigenvalues of (2-16) we can found by using the first order necessary optimality conditions (Karush-Kuhn-Tucker conditions), that is, by solving the following system of equations:
(2-17) 
Continuous Fractional Calculus
This section is devoted to the continuous fractional Sturm-Liouville problem and its formulation as a constrained fractional variational principle. Namely, we shall show that this formulation can be used to approximate the solutions. As in the discrete case there are several different definitions for fractional derivatives [21] , the most well known are the Grünwald-Letnikov, the Riemann-Liouville and the Caputo fractional derivatives.
respectively; (2) the left and right Caputo fractional derivatives of order α by
respectively.
The Caputo derivative seems more suitable in applications. Let us recall that the Caputo derivative of a constant is zero, whereas for the Riemann-Liouville is not. Moreover, the Laplace transform, which is used for solving fractional differential equations, of the Riemann-Liouville derivative contains the limit values of the Riemann-Liouville fractional derivatives (of order α − 1) at the lower terminal x = a. Mathematically such problems can be solved, but there is no physical interpretation for such type of conditions. On the other hand the Laplace transform of the Caputo derivative imposes boundary conditions involving the value of function at the lower point x = a which usually are acceptable physical conditions. The Grünwald-Letnikov definition is a generalization of the ordinary discretization formulas for integer order derivatives. 
respectively. i . Relations between those three types of derivatives are given below and can be found respectively in [39, 21] . 
, respectively. It is well known that we can approximate the Riemann-Liouville fractional derivative using the Grünwald-Letnikov fractional derivative. Given the interval [a, b] and a partition of the interval x j = a + jh, for j = 0, 1, ..., N and some h > 0 such that
that is, the truncated Grünwald-Letnikov fractional derivatives are first-order approximations of the Riemann-Liouville fractional derivatives. Using the relation (3-1), we deduce a decomposition sum for the Caputo fractional derivatives:
3A. Variational Problem. Consider the following variational problem: to minimize the functional 
Relations like (3) (4) (5) (6) are known in the literature as the Euler-Lagrange equation, and provide a necessary condition that every solution of the variational problem must verify. Adding to problem (3) (4) 
where K is a fixed constant and g : [a, b] × R 2 → R is a differentiable function with respect to the second and third arguments, we get an isoperimetric variational problem. In order to obtain a necessary condition for a minimizer we define the new function
where λ 0 , λ are Lagrange multipliers. Then every solution y of the fractional isoperimetric problem given by (3-4)- (3) (4) (5) and (3-7) is also a solution to the fractional differential equation
Moreover, if y is not a solution to
then we can put λ 0 = 1 in (3-8).
3A.1. Discretization Method 1. Using the approximation formula for the Caputo fractional derivative given by (3-2), we can discretize functional (3) (4) in the following way. Let N ∈ N, h = (b − a)/N and the grid x j = a + jh, j = 0, 1, . . . , N . Then
This is the direct way to solve the problem, using discretization techniques.
3A.2. Discretization Method 2.
By the previous discussion, the initial problem of minimization of the functional (3-4), subject to boundary conditions (3) (4) (5) , can be numerically replaced by the finite dimensional optimization problem
subject to y 0 = y a and y N = y b where y k := y(x k ).
Using the first order necessary optimality conditions given by the following system of N − 1 equations: 3B. Sturm-Liouville problem. Consider the fractional differential equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) subject to the boundary conditions
Equation (3-13) together with condition (3-14) is called the fractional Sturm-Liouville problem.
As in the discrete case, it is required to find the eigenfunctions and the eigenvalues of the given boundary value problem, i.e., the nontrivial solutions of (3-13)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) and the corresponding values of the parameter λ.
In what follows we assume: (A): Let 1 2 < α < 1 and p, q, r α be given functions such that:
Under assumption (A), the fractional Sturm-Liouville Problem (3-13)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) has an infinite increasing sequence of eigenvalues λ 1 , λ 2 , ..., and to each eigenvalue λ k there is a corresponding continuous eigenfunction y k which is unique up to a constant factor.
The fractional Sturm-Liouville problem can be remodeled as a fractional isoperimetric variational problem. (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) associated to the first eigenvalue λ 1 of problem (3-13)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) and assume that function D α b (p C D α a y 1 ) is continuous. Then, y 1 is a minimizer of the following variational functional: and isoperimetric constraint (3-15) . Moreover,
3B.1. Discretization Method 3. Using the approximation formula for the Caputo fractional derivatives given by (3-2)-(3-3), we can discretize equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) in the following way. Let N ∈ N, h = (b − a)/N and the grid x j = a + jh, j = 0, 1, . . . , N . Then at x = x i , (3-13) may be discretized as:
which in the matrix form, may be written as
where
reducing in this way the Sturm-Liouville problem to an algebraic eigenvalue problem. 
. Discretizing the problem, as explained in Section 3A.1, we obtain a finite dimensional constrained optimization problem: (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) subject to Using the Maple package Optimization, we get approximations of the optimal solutions to (3-19)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) for different values of N . Table 3 shows values of λ 1 for N = 5, 10, 15. Note that λ 1 is the value of (3-21), where y = [0, y 1 , . . . , y N −1 , 0] is the optimal solution to (3-21)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) .
In other words, λ 1 is an approximation of the minimum value of functional (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) and the first eigenvalue of the Sturm-Liouville (which is the Euler-Lagrange equation for considered variational problem). Observe that the unique solution to the Euler-Lagrange equation (cf. (3-10) ) associated to the integral constraint is y(x) = 0. As y(x) = 0 is not a solution to (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) -(3-20) (condition 1 0 y 2 (x) dx = 1 fails), we can consider λ 0 = 1 in (3-8) . Therefore the auxiliary function is
Thus,
and the computation of ∂Φ/∂y j leads to
Solving system of equations (3-23) together with (3-22) we obtain not only an approximation of the optimal solution to problem (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) - (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , but also other solutions to the Euler-Lagrange equation (3) (4) (5) (6) (7) (8) (9) as N → ∞. In other words, we get some approximations of the eigenvalues and eigenfunctions of the Sturm-Liouville problem. Table 4 presents approximations of the eigenvalues obtained by this procedure for N = 5, 10, 15. In Figure 3 we present the optimal solution for this procedure, that corresponds to the eigenvector associated with the eigenvalue λ 20, 40, 80, 160 only the first 14 eigenvalues are listed). In Figure 3 .8 we present normalized eigenfunctions, obtained for N = 100, corresponding to the eigenvalues λ 1 , λ 2 , λ 3 and λ 4 .
Conclusions
Since 1986, when the seminal works were published [37, 44] , fractional differential equations have become a popular way to model anomalous diffusion. As it is stated in [33] this type of approach is the most reasonable: the fractional derivative in space codes large particle jumps (that lead to anomalous super-diffusion) while the time-fractional derivative models time delays between particle motion. Fractional diffusion equations have been used, e.g., to model pollution in ground water [9] and flow in porous media [18] . Many other examples can be found in [33, 34] . Table 5 . Approximation of the eigenvalues using method 3B.1.
It was proved in [26] that, under appropriate assumptions, the following space-time fractional diffusion equation a r α (x)f (x)g(x) dx, E β the one-parameter Mittag-Leffler function, y k and λ k (k = 1, 2, . . .) are the eigenfunctions and the eigenvalues of the fractional Sturm-Liouville problem (3-13)- (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . Thus numerical methods, presented in this paper, for finding the eigenvalues and eigenfunctions of fractional Sturm-Liouville problems can be also used to approximate solution to fractional diffusion problems of the form (4-1)-(4-3). We have presented a link between fractional Sturm-Liouville and fractional isoperimetric variational problems that provides a possible method for solution of those firstly mentioned problems. Discrete problems with the Grünwald-Letnikov difference were analyzed: we proved the existence of orthogonal solutions to the discrete fractional Sturm-Liouville eigenvalue problem and showed that its eigenvalues can be characterized as values of certain functionals. For continuous problems with the Caputo fractional derivatives, in order to examine the performance of the proposed method, the approximation based on the shifted Grünwald-Letnikov definition were used. This type of discretization is most popular in practical application, when solving numerically fractional diffusion equations, due to the fact that codes are mass-preserving [14] .
