Abstract Past research has shown a performance bias: People expect their future performance level on a task to match their current performance level, even when there are good reasons to expect future performance to differ from current performance. One explanation of this bias is that judgments are controlled by what learners can observe, and while current performance is usually observable, changes in performance (i.e., learning or forgetting) are not. This explanation makes a prediction that we tested here: If learning becomes observable, it should begin to affect judgments. In three experiments, after practicing a skill, participants estimated how they performed in the past and how they expected to perform in the future. In Experiments 1 and 2, participants knew they had been improving, as shown by their responses, yet they did not predict that they would improve in the future. This finding was particularly striking because (a) they did improve in the future and (b) as Experiment 3 showed, they did hold the conscious belief that past improvement predicted future improvement. In short, when learning and performance are both observable, judgments of learning seem to be guided by performance and not learning.
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There is a difference between performance and learning, just as there is a difference between position and speed. For instance, when a person takes a test, performance is a function of their level of knowledge. Learning is how much their knowledge changes as a result of taking the test. Performance and learning sometimes diverge. This phenomenon can be seen in research on desirable difficulties: By making studying more difficult, it is possible to decrease performance during study and, at the same time, increase learning (E. L. Bjork & Bjork, 2011; R. A. Bjork, 1994) .
In this article, we investigated the influences of learning and performance on judgments of learning (JOLs), which are predictions of how well one will do when tested in the future. First, a note on our use of the term performance. We define objective performance as how accurately and quickly one responds while studying or being tested. Objective performance can differ from subjective performance, which is the learner's internal feeling of how accurately they are doing a task and how easy or difficult it is. There are times when these two kinds of performance are similar, such as when someone is quizzing themselves using flashcards; objective and subjective estimates of accuracy will tend to be similar, and response time will be correlated with subjective difficulty. At other times they can diverge-for example, when one reads two pages of text, one simple and one complex. Subjective performance will be high and low, respectively, while objective performance might not differ, given that there is no accuracy to be measured and reading speed might not differ much. Moreover, objective and subjective performance can differ when subjective performance is wrong, such as when someone is overconfident. In this article, at times we specify that we are referring to objective or subjective performance, and at other times we use the unmodified term performance to refer to situations where either or both types of performance are relevant.
The primary goal of studying is learning, not performance. As people study, it behooves them to make accurate JOLs, and accurate JOLs entail being sensitive to how much one is learning. Research suggests, however, that a person's current level of subjective performance has an oversized influence on JOLs. The amount the person is learning, by contrast, seems to have little influence on JOLs. Again, desirable difficulties provide evidence for this claim: As one example of desirable difficulty, spacing or interleaving one's practice increases long-term learning as compared to massing practice (Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006) , but massing increases subjective performance during practice (Rohrer & Taylor, 2007; Taylor & Rohrer, 2010) . If a JOL is made while one is studying, it is possible to ask which guides JOLs, learning or performance, because the two are at odds: There is more learning in the spaced condition and better subjective performance in the massed condition. If JOLs were guided by learning, they would be higher following spaced or interleaved practice; instead, JOLs seem to be guided by subjective performance, given that people consistently rate massing as being more effective than spacing or interleaving (Dunlosky & Nelson, 1994; Kornell, 2009; Kornell & Bjork, 2008; Zechmeister & Shaughnessy, 1980; Zulkiply, McLean, Burt, & Bath, 2012) .
Another example of the strong influence of current performance on JOLs comes from research on the memory for past test heuristic (Finn & Metcalfe, 2007 , 2008 . In these studies, participants are tested on an item and then restudy the item on subsequent trials. When they are asked to make a JOL after some number of subsequent trials, their JOL seems to be determined based on their performance the last time they took a test on that item (i.e., it is correlated with a previous experience of objective performance) more than by the subsequent study trials. Given that people see tests as more diagnostic of their knowledge than restudy (Kornell & Bjork, 2007; Kornell & Son, 2009) , it seems that participants are making JOLs on the basis of their performance the last time they were tested and failing to be influenced by the learning that has happened on subsequent trials. (For the purpose of this article, we will consider a judgment based on memory for a past test to be a judgment of current subjective performance because we assume that they are judging how well they know the information now based on objective performance that occurred on a previous trial.)
In short, JOLs seem to be guided by what we will call a performance bias: People expect their future level of performance to match their current level of performance.
1 When making judgments about their memories, this means they expect their future knowledge to match their current knowledge. The performance bias is a more general form of another bias in the metacognitive literature, known as the stability bias: JOLs tend to be the same regardless of what participants expect to happen in the future. For example, JOLs are the same regardless of whether people are judging their ability recall items in 10 minutes or a week, but recall is not (Koriat, Bjork, Sheffer, & Bar, 2004) . Similarly, JOLs are the same regardless of how many times people are told they will be allowed to study in the future, but memory accuracy is higher when people they are allowed to study more (Kornell & Bjork, 2009; Kornell, Rhodes, Castel, & Tauber, 2011) . It is worth noting that participants in these studies did not lack the explicit belief that they forget over time and that they learn by studying. Indeed, when learning or forgetting was manipulated on a within-participant basis, making the manipulation more salient, participants made (more) accurate JOLs. In the between-participants studies, therefore, it appears that participants' error was not inaccurate beliefs but rather a failure to apply their beliefs when making judgments. (To foreshadow, we observed a similar phenomenon in the studies reported here.) Thus, it seems that three disparate sets of findings can be explained by the performance bias: the memory for past test heuristic, the stability bias, and metacognitive errors under conditions of desirable difficulty. These sets of findings are different in an important way. In the case of desirable difficulty and memory for past test, performance bias results from looking backward and failing to be sensitive to the amount of learning that has already occurred; in the case of the stability bias it results from looking forward and failing to appreciate the importance of what will happen in the future. Given that performance bias is a single (albeit simple) mechanism that explains these three phenomena, it appears to be a fairly general metacognitive heuristic.
The cause of performance bias
In this study, we investigated what causes the performance bias. One important factor may be that, as E. L. Bjork and Bjork (2011) point out, performance is easier to observe than learning:
Performance is what we can observe and measure during instruction or training. Learning-that is, the more or less permanent change in knowledge or understanding that is the target of instruction-is something we must try to infer, and current performance can be a highly unreliable index of whether learning has occurred. (p. 57) Desirable difficulties, such as spaced practice, are an example of this unreliability: Subjective performance is not only highly unreliable as a guide to learning, it is downright backward (e.g., Kornell & Bjork, 2008) .
The subjective experiences one has while learning have a relatively strong effect on JOLs (Jacoby & Kelley, 1987; Koriat, 1997) . One kind of subjective performance is the ease or difficulty or retrieving information from memory on a test; people give higher JOLs after answering a question correctly and quickly than after answering slowly or not at all (Benjamin, Bjork, & Schwartz, 1998; Dunlosky & Nelson, 1992; Kelley & Lindsay, 1993) . We also consider the ease, or fluency, of perceptual processing as a kind of subjective performance, in the sense that people often think that they are doing well when they find the information they are learning easy to process (Besken, 2016; Rhodes & Castel, 2008 , 2009 Undorf, Zimdahl, & Bernstein, 2017) . While cues like retrieval fluency and processing fluency influence JOLs, the amount one is learning does not necessarily affect one's experience at the time of the JOL.
The present experiments examined two possible explanations of why the performance bias occurs. One, which we call the observability hypothesis, relies on the idea that people are only influenced by things they can observe. The performance bias comes about, according to the observability hypothesis, because it is possible to observe current performance, but it is frequently impossible to observe learning while it is happening (E. L. Bjork & Bjork, 2011; Soderstrom & Bjork, 2015) . The observability hypothesis makes a testable prediction: The performance bias should decrease or disappear if learning becomes observable. In other words, when people know they have been improving by practicing, they should predict that they will continue to improve if they continue to practice, because both current performance and learning are observable.
A second explanation of performance bias, which we call the disregard hypothesis, says that the problem is deeper than observability. According to the disregard hypothesis, the performance bias would come about even if learning were observable, because when we make JOLs we are heavily influenced by performance but we disregard learning. The disregard hypothesis makes its own prediction: The performance bias should persist if learning becomes observable.
As an analogy, consider someone who has just failed to stop at a stop sign that is hidden behind a tree branch. According to the observability hypothesis, our driver is competent and can be counted on to stop at stop signs; his problem is that he could not see the sign. The disregard hypothesis says our driver is incompetent, and would have not have stopped even if the sign had been visible. In the studies reported here, we attempted to make learning observable-or in the analogy, make the stop sign visible-and see whether our or not this led our participants to make competent responses about their expected future performance.
Previous research in which learning was observable
Existing evidence is consistent with the disregard hypothesis. We review this evidence next. (To foreshadow, this evidence is also consistent with other explanations, as we explain later.) Koriat, Sheffer, and Ma'ayan (2002) reviewed data from 10 experiments in which participants learned word pairs through at least three study-test cycles. On each study trial, participants made a JOL for the subsequent test. At the time when participants made their JOLs regarding Test 3, their past learning was, at least potentially, observable: Actual recall had improved from Test 1 to Test 2. Consistent with the performance bias, participants did not expect to improve much from Test 2 to Test 3 (even though their actual recall continued to improve).
Research by Kornell and Bjork (2009) also supports the disregard hypothesis. In their Experiment 12, participants were tested on word pairs and then given feedback. In the key condition, for our purposes, participants went through the same set of pairs four times, and each time they were asked to predict how they would do their fourth time through the list. At the time of their third judgment they could have observed their improvement from Test 1 to Test 2, and at the time of their fourth judgment they could have observed their improvement from Test 1 to Test 3. Consistent with the disregard hypothesis, participants did not seem to expect to keep improving; even though they were predicting their response accuracy on the fourth test, they consistently predicted they would do as well in the future as they had on their previous test, whether it was Test 1, 2, or 3. (One might wonder whether they had noticed their own improvement, but Experiment 11 in the same article suggests that they had.)
The studies just reviewed are consistent with the disregard hypothesis, but they can also be explained other ways, one of which is that participants did not actually observe their own learning. A stronger test of this hypothesis would need to ensure, and verify, that learning was observable. In the studies just described, observing improvement was not easy; participants improved across only two or three test trials, and tracking their improvement might have been difficult given that they were studying many different items and only improving on some of them (Koriat et al., 2002; Kornell & Bjork, 2009 ). It is not clear whether, or how much, participants thought they had been improving. Furthermore, for any given item, the only way to improve is to answer the item correctly, but doing so prevents any future improvement from occurring on that particular item; in other words, at the level of individual items, once a participant had improved, there was no room for them to expect to keep improving.
Our study went beyond previous research by making it very easy for participants to observe, and respond to, their improvement. To this end, we allowed participants to practice a skill for 50 or 60 trials, rather than two or three, before making a judgment, and thus build up a longer history of improvement. We asked them to judge how well they would do on this skill across a set of trials, so that they had room for improvement. We also made past improvement highly salient: Immediately before they were asked how much they would improve in the future, participants answered questions that made their own past improvement explicit. Our study differs from previous studies in two additional ways: We examined procedural skill learning rather than verbal learning, and in Experiment 1 we manipulated improvement, with random assignment to an improvement condition or a control condition. In short, the present studies represent a strong test of the disregard hypothesis: Past improvement was made so obvious that the observability hypothesis clearly predicts JOLs should predict future improvement; only by disregarding past improvement could participants' JOLs fail to predict future improvement.
The present experiments
We pitted the observability and disregard hypotheses against each other by allowing participants to observe their learning as they practiced a new skill and then asking them to predict how they would do in the future if they kept practicing. These predictions took the form of an aggregate JOL, because each participant made a single prediction, instead of making separate predictions for each individual item. In Experiment 1 we manipulated the amount participants thought they were improving across trials in a numerical estimation task (estimating the number of stars on a screen). In one condition participants received honest feedback, whereas in the other they received specious feedback designed to make them think they were improving more than they actually were. In Experiments 2 and 3, which did not involve deception, participants improved through successive trials of learning the positions of letters in the alphabet (e.g., A = 1). After completing 50 trials (Experiment 1) or 60 trials (Experiments 2 and 3), participants made three judgments. They estimated their accuracy in the first and second half of the trials they just completed. Then they predicted their accuracy on future trials. Experiments 1 and 2 asked participants to predict the number of those future trials they would get correct. In Experiment 3, to make learning even more salient, we framed the prediction of future performance in terms of how much better or worse they would do on additional trials relative to their prior performance.
Assuming that we succeeded in making learning observable (which the results show we did), there are two opposing predictions. The observability hypothesis predicts that participants should have expected to do better on future trials than they were currently doing. The disregard hypothesis predicts that the performance bias should persist, and therefore that predictions of future performance should have been about the same as estimates of current performance.
Experiment 1
On each trial in Experiment 1, participants were shown an image containing 11 to 20 stars for 2 seconds; they were asked to estimate how many stars were in the image. The feedback was honest in the honest feedback condition, but in the specious feedback condition, feedback was manipulated slightly in a way that made participants seem to be improving in the task. After 50 trials, participants were asked how well they had done on the first 25 trials and second 25 trials, and how they would do on the next 25 trials.
Method
Participants One hundred nine participants were recruited using Amazon's Mechanical Turk and were paid $2.00 for completing Experiment 1. At the end of the experiment we asked if they noticed anything unusual about the experiment. Five participants (four in the specious feedback condition and one in the honest feedback condition) wrote that they believed the feedback was not always truthful. We excluded these participants because we assume they did not believe the feedback they were given.
The 104 remaining participants were included in the data analysis. Fifty-three were randomly assigned to the honest feedback condition (32 females, 21 males; median age = 34 years, range: 23-74), and 51 were randomly assigned to the specious feedback condition (27 females, 24 males; median age = 32 years, range: 18-64). All participants reported living in the United States and being fluent English speakers, except for three who did not answer the country question and one who did not answer the language question.
Materials
The materials were 50 images of between 11 and 20 stars (asterisks) arranged irregularly. There were five different arrangements for each number of stars. Figure 1 shows an example of an item with 17 stars.
Procedure There were two phases: a learning phase and a JOL phase. During the learning phase, the 50 star images were shown in a random order. Each one was shown for 2 seconds, which meant that participants typically did not have enough time to count the stars. Then, with the stars no longer on the screen, participants had 4 seconds to type their guess for how many stars had just been displayed. Feedback was then given for 2 seconds.
Participants were assigned to either the honest or specious feedback condition. In the honest feedback condition, participants were given truthful feedback about the number of stars that had been shown, and whether or not they had been correct. In the specious feedback condition, participants were given false feedback designed to make it seem as though their performance was improving throughout the experiment. We could have examined participants whose performance actually improved versus those whose performance did not improve, but that would have led to subject selection effects (e.g., perhaps improvers are generally optimistic about the future regardless of whether they have been improving recently). Instead, we decided to lie so that we could randomly manipulate how frequently participants were told their responses were correct. By indicating that they had done a little worse at the start and a little better at the end than they had, we attempted to create the impression that participants were improving. To prevent participants from noticing the lies, our paradigm gave false feedback as infrequently as possible. The paradigm worked as follows. We considered the 50 trials as five blocks of 10 trials, though this was not apparent from the participants' perspective. In the first block of 10 trials, we gave truthful feedback most of the time, but said that three correct answers were actually incorrect. When we erroneously told participants they were incorrect, we also told them the correct answer was some number of stars that was randomly chosen to be between two fewer and two more stars than the correct answer they had actually given. For example, if a participant correctly said that 17 stars were shown, we might have told them that they were wrong, and that the correct answer was 15, 16, 18, or 19. In the second block of 10 trials, we only said one correct answer was incorrect. In the third block of 10 trials, we gave truthful feedback. Finally, in the last two blocks of 10 trials, we made performance appear better than it actually was. We told participants they were correct when they were actually wrong on one and three trials in the fourth and fifth block, respectively. Of the eight lies we told, four were negative and four were positive, so they cancelled each other out, and the number of trials a participant was told they had gotten correct was the same, across all 50 trials, as the number they had actually gotten correct (e.g., a participant who responded correctly 24 times end up being told they had been correct 24 times). For this reason, we expected to observe no difference between conditions in terms of how many times participants were told they had been correct overall.
The JOL phase followed the learning phase. During the JOL phase, participants estimated their previous performance and predicted their future performance. (We use the term JOL for all of these judgments even though a judgment of past performance is technically a confidence judgment, not a JOL.) When estimating previous performance, participants were told they just completed 50 trials and then asked two questions: How many of the first 25 of the past 50 trials do you think you got correct? How many of the second 25 of the past 50 trials do you think you got correct? When predicting future performance, they were asked how many they thought they would get right if they completed 25 more trials. Whether a participant was asked to estimate past performance first or predict future performance first was counterbalanced across participants.
Results
In the honest feedback condition, accuracy was similar on the first 25 trials (M = .44, SD = .22) and second 25 trials (M = .46, SD = .23). In the data analyses presented here, accuracy in the specious feedback group refers to accuracy according to the false feedback, not to actual proportion correct. In the specious feedback condition, we manipulated accuracy to be lower on the first 25 trials (M = .22, SD = .17) than on the second 25 trials (M = .57, SD = .21).
JOLs are presented in Fig. 2 . We first analyzed judgments of past performance by computing the difference between JOLs for the second 25 trials and the first 25 trials. Consistent with the accuracy data, participants in the specious feedback condition judged that they had improved more than participants in the honest feedback condition, t(102) = 4.59, p < .001, d = .88. Thus, participants were able to observe their own improvement.
Next, we analyzed predictions of future performance. Half of the participants estimated previous performance first, and half of the participants predicted future performance first. To examine the effect of question order, we conducted a 2 (learning condition: honest vs. specious feedback) × 2 (question order: previous-first vs. next-first) mixed-design analysis of variance. There was no main effect of question order on predicted improvement, F(1,100) = .03, p = .85, η p 2 = .0004, and no significant interaction between condition and question order, F(1,100) = .81, p = .37, η p 2 = .008. Therefore, we collapsed our data across question order. To answer our primary question, we computed an improvement score for each participant by calculating the difference between their second 25 estimate and their next 25 estimate. The observability hypothesis predicted that participants in the specious feedback condition would expect to keep improving and thus predict better performance in the future. This hypothesis was not supported: Predicted improvement scores in the specious and honest feedback conditions were not significantly different, t(102) = .40, p = .69, d = .08 (see Fig. 2 ). There was actually a slight decline in predicted performance for both groups, but it was not significant in the honest feedback condition (M = -.03, SD = .18), t(52) = −1.02, p = .31, d = .28, or the specious feedback condition (M = −.01, SD = .12), t(50) = −.78, p = .44, d = .22.
Discussion
The results showed that participants in the specious feedback condition thought they had learned more than those in the honest feedback condition. In other words, learning was observable in Experiment 1. Yet predicted future performance did not differ between the specious and honest feedback conditions. In fact, the specious feedback condition did not expect to improve at all. These findings are inconsistent with the observability hypothesis. The bias seems deeper than that: Even when learning was observable, people seemed to estimate their future performance based on their current performance (i.e., how they did on the most recent set of trials), which is consistent with disregard hypothesis.
The fact that we lied to participants is a potential limitation of Experiment 1. It leaves open the possibility that participants did not actually think they were getting better at the task. Participants who noticed our deception were excluded from the analyses, but still, one could argue there is a problem:
Even if the participants all believed the feedback, it is possible that they chalked up their improvement to the vagaries of luck rather than to actual learning. We addressed this possibility in Experiments 2 and 3 by using a task where the learning was real. Another virtue of the task used in Experiments 2 and 3 was that performance never came near perfection and thus it was always possible to improve on future trials.
Experiment 2
Experiment 2 was a conceptual replication of Experiment 1. In this case, there was no deception and participants actually improved, instead of just being told they had improved. The question, again, was whether they would expect to continue to improve in the future. Participants learned the numerical position of letters in the alphabet (e.g., G = 7). As in Experiment 1, participants completed the learning phase and then predicted their performance on future trials. Unlike in Experiment 1, participants went on to complete these additional trials. In Experiment 2, therefore, predictions of future performance were compared to actual future performance, whereas in Experiment 1 they had been compared to the predictions of future performance in the control condition. (This meant there was no need for a control condition in Experiment 2.)
Method
Participants Ninety-three participants were recruited using Amazon's Mechanical Turk and were paid $2.00 for completing Experiment 2. None of these participants said they had already memorized the numerical position of the letters of the alphabet before the experiment started. Six participants were excluded for reaching 100% accuracy during the learning phase, since they could not improve further.
We analyzed the data from the remaining 87 participants (55 females, 32 males; median age = 32 years, range: 18-61). All participants reported living in the United States and speaking English, except for three who did not report whether they were fluent English speakers.
Materials and procedure There were three phases: a learning phase, a JOL phase, and a test phase. During the learning phase and test phase, participants were shown a letter on the screen and had 4 seconds to enter its numerical position in the alphabet. For example, H is the eighth letter in the alphabet. We used only letters G (7) through U (21), to prevent participants from counting up to or down to a given position of the letter in the alphabet. The correct answer was then shown for 2 seconds. There was no false feedback.
In the learning phase, the list of 15 letters was tested four times, for a total of 60 trials. The letters were presented in a random order each time through the list. The JOL phase was next. Similar to Experiment 1, participants were told they had just completed 60 trials and were asked to estimate how they did on the first 30 trials and the second 30 trials. They also predicted how they would do if they did 30 more trials. Again, the order of the question about past performance and the question about future performance was counterbalanced across participants. Then came the final test phase, in which the list of 15 letters was tested two additional times, for a total of 30 more trials. As in the learning phase, the letters were tested in a random order each time through the list.
Results and discussion
Actual accuracy improved during the learning phase from the first 30 trials to the second 30 trials (see Fig. 3 ). JOLs increased at a similar rate. We computed improvement scores by calculating the difference between the second 30 and first 30 trials for both actual accuracy and JOLs. There was no significant difference between the actual and estimated improvement scores, t(86) = 1.55, p = .12, d = .17. Thus, our participants learned and they accurately observed their own learning.
Once again, our primary question was whether predictions of future performance would be sensitive to observable learning. For each participant, we calculated a predicted improvement score by subtracting their second 30 estimate from their next 30 prediction. Then we calculated an actual improvement score by subtracting second 30 accuracy from next 30 accuracy. As in Experiment 1, half of the participants estimated past performance and then predicted future performance, while the other half predicted future performance first.
Neither predicted or actual improvement scores were significantly affected by question order. A 2 (predicted vs. actual improvement) × 2 (previous-first vs. next-first) mixed-design analysis of variance revealed no significant main effect of question order, F(1, 85) = 3.53, p = .06, η p 2 = .03, and no significant interaction effect, F(1, 85) = .014, p = .90, η p 2 = .0002. Therefore, we collapsed our data across question order and compared predicted and actual improvement scores.
Actual improvement from second 30 to next 30 was significantly larger than predicted improvement, t(86) = 2.34, p = .02, d = .27. In fact, consistent with Experiment 1, predicted improvement scores were not significantly different from zero, t(86) = .43, p = .67, d = .09 (see Fig. 3 ).
In short, with a new task that led to actual learning, participants were able to accurately estimate how much they learned during practice, but they did not expect to improve in the future. Taken together, Experiments 1 and 2 suggest that judgments of learning are sensitive to current performance but not observable learning. These findings substantiate the disregard hypothesis but not the observability hypothesis.
Experiment 3
Given that our participants knew they had been improving, why did they not expect to keep improving? Experiment 3 contrasted two possibilities. One possibility is that participants believed they had reached their maximum performance level after 60 trials and could not improve in the future. The other possibility is that participants believed that past improvement portended future improvement, but this belief did not affect their predictions of future performance.
To sort out which of these explanations is correct, we borrowed a strategy that has been successful in prior research (e.g., Koriat et al., 2004) : We made improvement very salient at the time the JOLs were made. Koriat et al.'s participants predicted the same level of performance on a memory test regardless of the retention interval (e.g., 1 day vs. 1 week). They became sensitive to retention interval when Koriat et al. made forgetting salient, though. They did this either by manipulating retention interval as a within-participants variable or by having participants predict the number of items they would forget (instead of the number of items they would remember). Oddly, predictions of future learning seem to be even more resistant to remediation; Kornell and Bjork (2009) found that JOLs were insensitive to the amount of learning that would occur in the future, even when future learning was manipulated within-participants design (which should have made it salient). Thus, it is not clear whether making future learning highly salient should affect JOLs in Experiment 3.
Experiments 2 and 3 were nearly identical, but to make learning salient, we changed the framing of the JOL question to be about learning instead of absolute performance. Previous research suggests that the framing of the JOL question can affect JOLs (Finn, 2008; Koriat et al., 2004; Tauber & Rhodes, 2012) . In Experiment 2 we asked, "How many of the next 30 trials do you think you will get correct?" In Experiment 3 we asked, "How well do you think you will do on the next 30 trials in comparison to the previous 30 trials?" If our participants believed that that past improvement heralds future improvement, we expected them to apply those beliefs in answering this question.
Method
Participants Fifty-one participants were recruited using Amazon's Mechanical Turk and were paid $2.00 for completing Experiment 3. The number of participants was smaller than in the previous studies because, based on prior research (e.g., Koriat et al., 2004) , we expected a large average increase in JOLs rather than the small increases in Experiments 1 and 2. None of these participants reported knowing the numerical position of the letters of the alphabet before the experiment started. One participant was excluded for reaching 100% accuracy on at least one block of letter trials during the learning phase because he could not improve further.We analyzed the data from 50 participants (27 females, 23 males; median age = 31 years, range: 20-54). All but one participant reported that English was their first language and all participants reported living in the United States, except for two who did not report a country.
Materials and procedure Experiment 3 was very similar to Experiment 2. The only difference was the JOLs phase in the middle of the experiment. Unlike Experiment 2, all participants were asked to estimate past performance first (first 30 and second 30) and then predict future performance. The other change was the phrasing of the question that asked participants to predict future performance. In Experiment 3 participants were asked, "In comparison the last 30 trials you completed, how do you think you will do on the next 30 trials?" A drop-down menu appeared and participant could choose Same 1 worse, 2 worse, 3 worse, etc., or 1 better, 2 better, 3 better, etc. This phrasing made level of improvement very salient; some might even say it created a demand characteristic that impelled participants to report that they would do better.
Results and discussion
As in Experiment 2, participants improved throughout the training phase and their estimates of their performance on the first 30 and second 30 trials were largely consistent with their actual accuracy (see Fig. 4 ). Participants' JOLs significantly increased from the first 30 trials to the second 30 trials, t(50) = 6.34, p < .001, d = 1.79, indicating they were aware of their learning. However, actual improvement between the first 30 and second 30 was significantly larger than estimated improvement, t(49) = 2.80, p = .007, d = .50.
We were primarily interested in participants' predictions about their performance on the next 30 trials. In the first two experiments, we calculated predicted improvement from second 30 and next 30 estimates, but doing so was unnecessary in Experiment 3 because we asked participants to predict their improvement directly. On average, participants predicted that they would improve by nearly three trials on the next 30 from the second 30 (M = 2.96, SD = 2.86), which translates into an improvement in accuracy of 0.098, a value significantly greater than zero, t(50) = 7.33, p < .0001, d = 1.02. We calculated actual improvement by subtracting second 30 accuracy from next 30 accuracy. Predicted improvement was greater than actual improvement, t(50) = 3.44, p = .001, d = .48.
That our participants expected to improve relative to their past performance is consistent with previous research examining what has been referred to as a performance heuristic (Critcher & Rosenzweig, 2014) . The performance heuristic is the tendency of people who have performed well in the past to expect to improve a large amount in the future. Critcher and Rosenzweig's studies were similar to Experiment 3 in the sense that they made the concept of future improvement highly salient. However, their data analysis asked a different question than ours. Ours asked whether participants use past improvement to predict future improvement and did not consider overall levels of performance. Critcher and Rosenzweig asked whether participants think that high levels of past performance predict future improvement and did not examine past improvement. Although Critcher and Rosenzweig's question was not important for our hypothesis, the data we collected in Experiment 3 allowed us to examine it. For the sake of completeness, we did so. Specifically, we computed a correlation between performance during the first 60 trials and expected improvement. Although Critcher and Rosenzweig's performance heuristic would predict a positive correlation, we did not find one (r = −.01). This finding is not a failed replication because their paradigms (which involved playing darts and solving anagrams) differed from ours in multiple ways, but it might suggest a limitation to the generalizability of their findings.
In summary, Experiment 3 suggests that when observable improvement is made highly salient, participants do believe past improvement will tend to continue in the future. Given that Experiment 2 was almost identical to Experiment 3, it is safe to assume participants in Experiment 2 held similar beliefs. It seems clear, therefore, that mistaken beliefs cannot explain participants' failure to predict future learning in Experiment 2. Instead, apparently, these participants failed to apply their beliefs.
General discussion
This article began with a question: Why are judgments of future performance so closely tied to current performance? According to the observability hypothesis, people are sensitive to whatever they can observe, and it is usually easy to observe current performance, but difficult to observe learning or improvement. Our data did not support this hypothesis. Experiments 1 and 2 showed that participants' JOLs were largely controlled by their current performance even when they had clearly observed (and reported on) their own improvement. One could criticize these experiments by agreeing that participants knew they had improved in the past, but hypothesizing that, perhaps because of features of the task, they did not believe they would continue to improve in the future. This criticism would be inconsistent with Experiment 3, which showed that our participants did believe past improvement portended future improvement; the problem, apparently, was that our participants did not apply this belief in Experiments 1 or 2.
These findings are consistent with the disregard hypothesis: When making judgments about future performance, participants are controlled by their current performance even if they know they have been improving up until now. The disregard hypothesis, in turn, is consistent with-and an explanation for-the broader performance bias, whereby people's judgments of learning are controlled by their current performance.
The finding that our participants predicted no improvement at all in Experiments 1 and 2 is particularly striking given how salient the concept of improvement was in both experiments. Our paradigm made it easy to perceive one's own improvement while doing the trials. Moreover, at the time of the JOL, improvement became even more explicit: In short order, our participants estimated their performance in the first half and second half of the preceding trials-and could hardly have failed to notice that the numbers they entered showed improvement-and then predicted their future performance (or they made the prediction first, but the results were the same in either order). In short, the performance bias must have been powerful indeed for participants to fail to predict future improvement, given how obvious past improvement was in these studies.
As mentioned in the introduction, the performance bias is helpful in explaining the memory for past test heuristic (Finn & Metcalfe, 2007 , 2008 ) the stability bias (Koriat et al., 2004; Kornell et al., 2011) , and the metacognitive error of rating desirable difficulty as harmful to learning (e.g., E. L. Bjork & Bjork, 2011) . The stability bias and the studies presented here have something else in common: Participants based their judgments on current performance and ignored their beliefs.
One question that remains is why our participants disregarded their improvement, and their beliefs, when predicting future performance. One possibility has to do with the role of experience. Metacognition theories make a distinction between cues that can be experienced and cues that cannot be, and predict that the former will influence judgments much more than the latter (R. A. Bjork, Dunlosky, & Kornell, 2013; Jacoby & Kelley, 1987; Koriat, 1997; Koriat et al., 2004; Kornell et al., 2011) . In the present experiments, improvement could not be experienced on any particular trial; it had to be estimated by comparing across trials. Thus, the cause of the performance bias might be that even when learning or improvement can be observed, they are not typically experienced on any given trial, and that is why they do not influence judgments.
However, recent research suggests that experience-based cues do not always dominate metacognitive judgments.
Researchers have begun to test the relative importance of beliefs versus processing fluency for judgments of learning. Mueller, Tauber, and Dunlosky (2013) carried out a series of studies showing that participants gave higher JOLs for related than for unrelated words. Mueller, Dunlosky, Tauber, and Rhodes (2014) found that JOLs were higher for large-font words than small-font words. The novelty of these studies is that the authors claim, based on their evidence, that it was beliefs (about relatedness and font size) that controlled participants' responses, not processing fluency. These claims are controversial, however (e.g., Besken, 2016; Frank & Kuhlmann, 2016; Undorf & Erdfelder, 2015) , and research in this area has stimulated a healthy debate about the relative importance of beliefs and processing fluency. The studies presented here cannot settle this debate, because we measured neither perceptual fluency nor relatedness, and the relative balance between beliefs and fluency surely varies from one metacognitive cue to the next. We would simply point out that in the present studies, participants clearly had beliefs about the relationship between past improvement and future improvement (as shown by Experiment 3), and just as clearly, those beliefs had no effect on their estimates of future performance in Experiments 1 or 2. Consistent with other findings, beliefs only influenced JOLs when they were made highly salient (e.g., Koriat et al., 2004) .
In the present experiments, current performance affected metacognitive judgments, but we assume it could also affect metacognitive control. For example, performance bias could influence how much effort students put into studying for exams or practicing skills. A person whose goal is to reach a certain level of performance, or knowledge, will be better off if she sees it as possible to improve her performance through practice. If, instead, the performance bias makes her underestimate how much better she can become in the future, she will presumably be more likely to lose hope and give up. For example, children, those inveterate learners, seem to struggle with the performance bias; the girl who tries a new skill twice, decides it is impossible, and gives up, is often the same girl who, after some parental encouragement, is successful and happy after 10 tries-as long as she tries 10 times.
