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O conceito de qualidade tem vindo a ser desenvolvido ao longo das últimas décadas 
constituindo-se hoje como um instrumento fundamental para os novos paradigmas de gestão pelo 
seu contributo na compreensão e modelação da variabilidade dos processos e consequentemente 
na tomada de decisão. Assim, a qualidade é hoje o foco da maioria das organizações, que se 
esforçam por transmitir as valências deste conceito a todos os envolvidos nos processos produtivos, 
tornando possível o crescimento sustentável das empresas. 
A monitorização da qualidade dos produtos e processos é essencial num ambiente produtivo, 
contudo a realidade difere muitas vezes da teoria e os processos são geralmente mais complexos 
do que a sua idealização. Assim sendo, nos processos industriais os pressupostos para a 
aplicabilidade de técnicas estatísticas como as cartas de controlo tradicionais nem sempre são 
respeitados, tornando inviável a sua implementação. Deste modo, a existência de dados 
autocorrelacionados é cada vez mais um fator a ter em consideração por ser uma das principais 
causas para o aumento do número de falsos alarmes, conduzindo consequentemente a conclusões 
erróneas relativamente ao processo. Nestas situações, surge a necessidade da aplicação de 
diversas técnicas e ferramentas estatísticas que permitam o tratamento devido dos dados com o 
intuito de extrair as informações fundamentais relativamente aos processos. No caso da não 
independência dos dados, uma metodologia a utilizar consiste na utilização de modelos ARIMA para 
a extração dos resíduos independentes e consequente construção das cartas de controlo baseadas 
nos resíduos e nos erros de previsão.  
Pelo acima exposto, a metodologia definida foi implementada numa média empresa do 
mercado das argamassas, IRP – Indústria de Rebocos de Portugal, com o intuito de compreender 
e validar a sua aplicabilidade. Esta metodologia consiste na implementação de cartas de controlo 
univariado e multivariado, tanto para a Fase I como para a Fase II do Controlo Estatístico do 
Processo (SPC). Com os resultados obtidos pretende-se concluir quanto à sensibilidade das duas 
abordagens, univariada e multivariada, do controlo estatístico do processo. 
Todo este estudo permite ainda uma avaliação da estabilidade e da capacidade dos 
processos produtivos da referida empresa, contribuindo deste modo para o crescimento e 
desenvolvimento sustentável da mesma através da identificação das causas responsáveis pela 
variabilidade existente nos seus processos e consequentemente das respetivas ações corretivas. 
 
Palavras Chave: Controlo Estatístico do Processo, Variabilidade, Independência, Cartas de 









The concept of quality has been developed over the last decades and is nowadays a 
fundamental instrument for the new management paradigms for its contribution in understanding and 
modeling process variability and consequently in decision-making. Thus, quality is currently the focus 
of most organizations, which strive to convey the value of this concept to all parties involved in the 
production processes, making the sustainable growth of companies possible. 
Monitoring the quality of products and processes is essential in a productive environment, yet 
reality often differs from theory and processes are often more complex than what was foreseen. 
Therefore, in industrial processes, the assumptions for the applicability of statistical techniques, such 
as traditional control charts are not always respected, making the implementation impossible. For 
this reason, the existence of autocorrelated data is increasingly a factor to be taken into account as 
one of the main causes for the growth of false alarms, leading to erroneous conclusions regarding 
the process. In these cases, it is crucial to apply several statistical techniques and tools that allow 
the correct data processing, in order to extract the fundamental information concerning the 
processes. In the case of non-independence of data, a methodology to be used consists of the use 
of ARIMA models for the extraction of independent waste and hence, the construction of waste-
based control charts and forecasting errors. 
Considering the above, the methodology defined was implemented in an average company of 
the mortars, IRP - Indústria de Rebocos de Portugal, with the purpose of understanding and 
validating its applicability. This methodology consists on the implementation of univariate and 
multivariate control charts for both Phase I and Phase II of the Statistical Process Control (SPC). 
With the results obtained, we intend to conclude on the sensitivity of the two approaches, univariate 
and multivariate, of the statistical control of the process. 
All this study also allows an evaluation of the stability and the capacity of the productive 
processes of the referred company, contributing in this way to the growth and sustainable 
development of the same, through the identification of the causes responsible for the existing 
variability in its processes and consequently of the respective corrective actions. 
Controlo Estatístico do Processo, Variabilidade, Independência, Cartas de Controlo, Controlo 
Multivariado do Processo, Melhoria de processos, Capacidade do Processo. 
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𝐶𝑝𝑚  
Índice de capacidade potencial corrigido pelo desvio da média em 
relação ao valor nominal 
𝐶𝑝𝑀  Índice de capacidade potencial multivariado 
𝐶𝑝𝑚𝑘 
Índice de capacidade corrigido pelo desvio da média em relação ao 
valor nominal 
𝐷1 , 𝐷2 , 𝐷3, 𝐷4 Fatores para construção das cartas de controlo de variáveis 
𝑑 Ordem de diferenciação de um modelo ARIMA; Estatística de teste 
de Kolmogorov-Smirnov 
𝑑2 Fatores para construção das cartas de controlo de variáveis 
𝑑𝑖 
Estatística para determinar qual a variável i é responsável pela 
situação de fora de controlo da carta T2 
𝐷𝑐𝑟í𝑡𝑖𝑐𝑜  Valor crítico para o teste Kolmogorov-Smirnov 
𝑑𝑒𝑡(∑𝑖
−1) Determinante da inversa da matriz ∑𝑖 
𝐸(𝑋) Valor esperado da característica da qualidade 𝑋 
𝑒𝑡  Resíduo (erro) no instante 𝑡 
𝑒𝜏(𝑇) Erro de previsão para o período 𝑇 + 𝜏 
𝐹𝑝,𝑁−𝑝 Função de distribuição de Fisher com p e 𝑁 − 𝑝 graus de liberdade 
𝐹𝛼;𝑝,(𝑚−𝑝−1) 
Percentil à direita, para uma probabilidade 𝛼, da distribuição de 
Fisher com parâmetro 𝑝 e 𝑚 − 𝑝 − 1 
𝐻0 Hipótese Nula 
𝐻1 Hipótese alternativa 
𝐼(𝑑) Componente Integrativa com grau de diferenciação 𝑑 
𝑘 Número de classes segundo a Regra de Sturges 
𝐿 Distância dos limites de controlo à Linha Central 
xxx 
 
𝐿𝐼 Índice de capacidade multivariado 
𝑀𝐴(𝑞) Modelo de média móveis de ordem 𝑞 
𝑚 Número de amostras 
𝑀𝐶𝑝 , 𝑀𝐶𝑝𝑘 , 𝑀𝐶𝑝𝑚 , 𝑀𝐶𝑝𝑚𝑘  Índices multivariados da capacidade do processo de Wang e Chen 
𝑀𝑅 Amplitude móvel 
𝑀𝑅𝑖  Amplitude móvel da amostra 𝑖 
𝑀𝑅̅̅ ̅̅̅ Média de amplitudes móveis 
𝑁 Número de dados 
𝑁(𝜇, 𝜎2) Distribuição Normal com média 𝜇 e variância 𝜎 
𝑁𝑝(𝝁,∑) 
Distribuição Normal multivariada com vetor média μ e matriz das 
covariâncias 𝚺 
𝑛 Dimensão da amostra 
𝑛𝑝 Número de unidades não conformes 
𝑃𝑉 
Índice de capacidade multivariado, que compara as localizações dos 
vetores 𝛍 e 𝐓 
𝑝 
Proporção de unidades não conforme; também número de 
características da qualidade para o controlo multivariado do processo 
𝑅 Amplitude amostral 
?̅? Média de amplitudes de amostras 
𝑅𝑖 Valor da amplitude na amostra 𝑖 
𝑟𝑘 Valor estimado de 𝜌𝑘 
𝐒 Matriz das Covariâncias amostrais 
𝑆 Desvio Padrão Amostral 
?̅?2 Média das variâncias das amostras 
𝑆𝑖
2 Variância da amostra 𝑖 
𝑆𝑗ℎ Covariância entre as características da qualidade 𝑗 e ℎ 
𝑆𝑆(?̂?, ?̂?) Soma dos quadrados dos resíduos 
𝐓 Vetor dos valores nominais das 𝑝 características da qualidade 
𝑇2 Estatística multivariada de Hotteling 
𝑇𝑖
2 
Estatística multivariada de Hotteling para todas as variáveis do 
processo à exceção da variável 𝑖 
?̂? Valor estimado de 𝑉𝑎𝑟(𝑟𝑘) 
𝑋 Característica da qualidade 
xxxi 
 
𝑿 Vetor constituído pelos valores das 𝑝 variáveis 
?̅? Média amostral 
?̅? Vetor média amostral 
?̿? Média das médias amostrais 
?̃? Mediana amostral 
?̅̃? Média das medianas amostrais 
𝑿𝑘 Vetor media, no instante 𝑘, constituído pelas 𝑝 médias de amostras 
𝑋𝑡  Valor da característica 𝑋 para o período 𝑡 
𝑋𝑇+𝜏 Valor 𝑋 para o período 𝑇 + 𝜏 
?̂?𝑇+𝜏(𝑇) Previsão realizada no período 𝑇 para o período 𝑇 + 𝜏  
𝑍 Variável da normal reduzida 
𝛼 Nível de significância, risco do produtor 
𝛼𝑗  Nível de significância para a característica 𝑗 
𝛽 Risco do consumidor 
𝛽𝛼;𝑝 2⁄ ,(𝑚−𝑝−1) 2⁄  
Percentil à direita, para uma probabilidade 𝛼, da distribuição Beta 
com parâmetros 𝑝/2 e (𝑚 − 𝑝 − 1)/2 
𝜒2 Estatística do Qui-quadrado 
𝜒𝛼;𝑝
2  
Percentil à direita, para uma probabilidade 𝛼, da distribuição Qui-
quadrado com parâmetro 𝑝 
𝜀 Ruído branco (variável Normalmente distribuída segundo 𝑁(0, 𝜎𝜀
2) 
𝜀𝑡  Resíduo ou erro de previsão para o instante 𝑡 
𝜙𝑗  Parâmetro da componente autorregressiva 
𝜙𝑘𝑘  Coeficiente de autocorrelação parcial de ordem 𝑘 
𝜙𝑝(𝐵) Polinómio autorregressivo de ordem 𝑝 
𝛾𝑘  Autocovariância de desfasamento k 
𝜇 Média do Processo 
𝝁 Vetor média do processo 
?̂? Média do processo estimada 
𝜇𝜔  Média de uma carta de controlo 
𝑣 Graus de liberdade 
𝜃𝑗 Parâmetro da componente media móvel 
xxxii 
 
𝜃𝑞(𝐵) Polinómio de medias moveis de ordem q 
∑ Matriz das covariâncias amostrais 
𝜌 Coeficiente de correlação médio 
𝜌𝑘 Coeficiente de correlação de desfasamento 𝑘 (“lag” 𝑘) 
𝜎 Desvio padrão do processo 
𝜎2 Variância do processo 
?̂? Valor estimado do desvio padrão do processo 
𝜎𝑒𝑝 Desvio padrão dos erros de previsão 
𝜎𝜀
2 Variância relativa ao ruído branco 𝜀 
𝜎𝜔  Desvio padrão de uma carta de controlo 
𝜔 Estatística de uma carta de controlo 
𝜉 Termo independente do modelo 𝐴𝑅(𝑝) que  
𝛹𝑗 Coeficiente do polinómio 𝛹(𝐵) 
𝛹(𝐵) Polinómio determinado a partir de 𝑋𝑡 = 𝛹(𝐵) ∙ 𝜀𝑡 





Este primeiro capítulo tem como principal objetivo a introdução do tema a desenvolver através 
do enquadramento, do objetivo e das motivações que levaram à escolha do mesmo. Adicionalmente, 
será ainda discriminada a metodologia utilizada para a investigação, bem como a estrutura do 
presente documento. 
 
 Enquadramento, Motivação e Justificação do Tema 
Atualmente, a indústria está perante um cenário de constantes alterações derivadas da 
competitividade que se faz sentir nos mercados nacionais e internacionais. Esta competitividade 
associada à evolução tecnológica e à abertura dos próprios mercados, impõe às empresas uma 
constante adaptação às exigências dos clientes, não só a nível de custos ou a nível de prazos de 
entrega, mas principalmente ao nível da qualidade (Inácio, 2009).  
Por outro lado, a evolução do mercado depende em muito dos consumidores, que cada vez 
mais procuram constantemente um equilíbrio entre a qualidade dos produtos e o respetivo preço. 
Assim sendo, a qualidade tem vindo a tornar-se num foco importantíssimo relativamente às 
diferentes estratégias adotadas pela maioria das empresas, quando pretendem aumentar a sua 
competitividade nos mercados através de elevados níveis produção e custos de produção 
reduzidos. É de extrema relevância garantir uma produção de produtos conformes e de boa 
qualidade, que, acima de tudo, sejam consistentes com a qualidade exigida pelos clientes (Pereira 
& Requeijo, 2012). 
A globalização, por outro lado, caracterizada pela aposta das empresas em mercados 
externos, origina um aumento exponencial da concorrência nos mercados internos, que passa a 
contar também com concorrentes internacionais (Acs, Léo-Paul, & Jones, 2003). Esta concorrência 
faz-se sentir de forma expressiva nas pequenas e médias empresas (PME’s). Este tipo de empresas 
representam uma estrutura fundamental para a conjuntura económica dos países. Portugal não é 
exceção e, de acordo com os dados do Instituto Nacional de Estatística de Portugal (2012), as PME’s 
dominam a estrutura empresarial nacional, representando 99,6% das unidades empresariais do 
país, criando cerca de 75% dos postos de trabalho no setor privado e sendo responsáveis por mais 
de metade das transações realizadas (56,4%). Desta forma, é possível afirmar que em 2012 
existiam em Portugal cerca de 297 mil PME’s, que geraram cerca de 2,1 milhões de postos de 
trabalho e 170,3 mil milhões de euros de faturação. 
Presentemente, as PME’s enfrentam um desafio único naquela que é a sua envolvente de 
negócios e precisam de encarar as forças que prevalecem para a mudança. Só assim terão 
capacidade para sobreviver e crescer, adaptando-se com sucesso aos avanços tecnológicos e às 




Deste modo, e tal como já foi referido anteriormente, as empresas sentem-se impelidas a 
aumentar a sua competitividade num mercado cada vez mais global e exigente, através do 
desenvolvimento de ações e implementação de métodos e ferramentas que potenciem as vantagens 
competitivas das mesmas.  
Foi com este intuito que, no decorrer do século XX, se iniciou o desenvolvimento do Controlo 
Estatístico do Processo (SPC), no âmbito da Gestão da Qualidade, através de metodologias que 
permitem obter um conhecimento aprofundado dos diversos fatores que influenciam os processos 
produtivos e que garantem a qualidade dos produtos. Assim, o Controlo Estatístico dos Processos 
permite monitorizar os processos produtivos através da construção de cartas de controlo, redução 
da variabilidade e consequente determinação da capacidade dos mesmos em produzir, de acordo 
com as especificações definidas à priori, através da estimação dos parâmetros relevantes para o 
processo. 
Adicionalmente, com o desenvolvimento das indústrias e com a necessidade de agilizar os 
processos produtivos, as metodologias e técnicas do Controlo Estatístico do Processo (SPC) têm 
vindo a ser desenvolvidas para que seja possível a sua aplicação perante as mais diversas 
realidades industriais, desde processos em série com níveis de produção extremamente elevados 
até produções mais complexas e com um número reduzido de dados disponíveis. 
Neste contexto surge a IRP – Indústria de Rebocos de Portugal, S.A, como uma oportunidade 
para desenvolver uma dissertação no âmbito do SPC nas suas instalações em Rio Maior. Esta 
empresa encontra-se atualmente num processo de certificação segundo as normas de Qualidade 
ISO9001 e, por isso, há o desejo da implementação do controlo estatístico do processo com o intuito 
de obter conhecimento global do processo em estudo, para que, em caso de necessidade, se 
proceda à redução da variabilidade do mesmo.  
Finalmente, esta dissertação vai permitir, através da implementação de metodologias para 
controlo estatístico dos processos, contribuir para o crescimento e desenvolvimento de uma 
pequena empresa que foi outrora líder de mercado que tem vindo a ganhar relevo na gestão das 
organizações industriais. Este estudo vai permitir confirmar e reforçar a qualidade dos produtos 
desenvolvidos pela empresa, reafirmando-se a mesma como uma empresa de destaque no 
panorama nacional das argamassas, mercado que, resultado da crise no setor da construção, se 






O principal objetivo deste estudo passa pela implementação do SPC a uma indústria de 
argamassas e a consequente análise da capacidade dos seus processos. Pretende-se, assim, 
melhorar o desempenho global do processo produtivo através da deteção prévia de alterações e 
desvios nos processos/produtos. Adicionalmente, pretende-se avaliar a implementação das 
diferentes técnicas bem como os pressupostos para a aplicação deste tipo de metodologia, como a 
Normalidade e a Independência dos dados.  
Para a implementação das ferramentas acima descritas será realizada uma pesquisa 
bibliográfica exaustiva de conteúdos que auxiliem a implementação do controlo estatístico de 
processos. Posteriormente, o SPC será aplicado em duas etapas distintas. 
Numa primeira fase (Fase I) será analisada a estabilidade dos processos produtivos da 
empresa com vista à estimação dos parâmetros e ao estudo da capacidade dos mesmos em 
produzir de acordo com as especificações técnicas. Posteriormente, após a verificação da 
estabilidade dos processos, estimados os seus parâmetros e comprovada a sua capacidade, inicia-
se a Fase II, onde se procede à monitorização em tempo real dos mesmos. Esta segunda fase 
permite ainda definir, se necessário, estratégias para melhorar os processos produtivos, de modo a 
que os produtos finais excedam sempre as expectativas dos clientes. Por último, será ainda 
realizado um estudo multivariado, onde são estudadas as diversas características em simultâneo, 
com intuito de estabelecer uma comparação com o estudo univariado. 
Finalmente, todo o trabalho desenvolvido permitirá adquirir conhecimentos relativos aos 
processos produtivos de argamassas bem como desenvolver e fomentar a prática de aplicação de 
conceitos teóricos de Controlo Estatístico de Processos numa unidade de produção industrial.  
 
 Metodologia de Investigação 
Para o desenvolvimento de qualquer estudo de caso, é fundamental ter uma estratégia de 
abordagem definida, mas flexível, que acompanhe os diversos desenvolvimentos que vão surgindo 
e que permita atingir o objetivo previamente definido. Ao longo desta dissertação foram claramente 
definidas diversas fases que permitiram o avanço de forma progressiva e que são apresentadas de 
seguida. 
• 1ª Etapa: Estado da arte 
Para iniciar o estudo de caso proposto é fundamental começar pela exploração em detalhe 
dos desenvolvimentos já realizados na área do SPC, bem como explorar as diversas metodologias 
e ferramentas que possam vir a contribuir para o avanço da presente dissertação. Neste contexto, 




• 2ª Etapa: Recolha de dados 
Após conhecidos os diversos avanços no âmbito da temática e definidos quais os objetos que 
estarão sob o escrutínio do estudo, procede-se à recolha dos dados com a frequência e método 
mais indicados para o caso em questão. Por último, é fundamental estabelecer contacto com os 
responsáveis pela produção e com os operadores ligados ao processo produtivo, com o intuito de 
definir planos de recolha de amostras que não prejudiquem significativamente o processo produtivo. 
• 3ª Etapa: Realização de uma primeira abordagem - Univariada 
Esta é a fase em que se torna possível dar início ao estudo do caso propriamente dito, com 
o início da análise dos dados recolhidos referentes às diversas características dos diversos 
produtos. Deste modo, é fundamental começar pela criação das cartas de controlo mais apropriadas 
para os processos em questão. Neste momento, torna-se ainda possível iniciar o estudo da 
capacidade do processo, garantindo que os dados recolhidos cumprem todos os requisitos referidos 
na revisão bibliográfica. É importante destacar que nesta fase realiza-se um estudo individual para 
cada uma das características dos diversos produtos. 
• 4ª Etapa: Desenvolvimento da segunda abordagem - Multivariada 
De forma análoga à fase anterior, neste ponto será avaliado todo o processo com recurso ao 
SPC utilizando metodologias que se baseiam no uso simultâneo dos dados relativos às diferentes 
características que se desejam estudar para cada produto. Posteriormente, procede-se novamente 
à construção das cartas de controlo que melhor se adequem ao processo, analisando-se novamente 
a capacidade do processo (multivariado), mas, desta vez, segundo o estudo simultâneo das diversas 
características. 
• 5ª Etapa: Comparação dos resultados segundo as duas bordagens desenvolvidas 
Com o intuito de responder a um dos principais objetivos definidos, serão realizadas 
considerações que permitam concluir qual das abordagens apresentadas é mais vantajosa e 
consecutivamente mais adequada, por apresentar uma maior sensibilidade, resultando num controlo 
estatístico mais exigente. 
• 6ª Etapa: Verificação da estabilidade do processo, conclusões e sugestões de 
melhoria 
Finalmente, um dos objetivos fulcrais da presente dissertação passa por analisar e concluir 
no que respeita à estabilidade dos processos produtivos da empresa para os diversos produtos e à 
capacidade dos mesmos em produzir de acordo com as especificações técnicas previamente 
definidas. Por último, serão apresentadas sugestões de melhoria retiradas a partir dos resultados 




 Estrutura da Dissertação 
A presente dissertação é dividida em cinco capítulos principais, encontrando-se os anexos 
disponíveis no final. Apresenta-se seguidamente um resumo dos assuntos abordados em cada um 
dos temas.  
• Capítulo 1 – Introdução 
Neste presente capítulo é realizado um enquadramento do conteúdo da dissertação, são 
definidas as motivações e os objetivos, bem como as metodologias utilizadas para os alcançar. 
• Capítulo 2 – Controlo Estatístico do Processo 
Este segundo capítulo contempla uma abordagem detalhada à evolução do conceito de 
Qualidade, bem como uma extensa revisão da literatura, onde são apresentadas em detalhe alguns 
dos principais conceitos teóricos que suportam o Controlo Estatístico dos Processos. Assim, este 
capítulo inicia-se com a definição do conceito de qualidade e a importância que o SPC representa 
para a conjuntura atual das empresas. Finalmente, são detalhados todos os conceitos teóricos e 
metodologias essenciais para o desenvolvimento do estudo de caso, permitindo assim concluir se 
o processo produtivo produz de acordo com os requisitos pré-estabelecidos   
• Capítulo 3 – A organização: IRP – Indústria de Rebocos de Portugal 
No Capítulo 3 é apresentada uma breve caracterização da empresa onde foi realizado este 
estudo assim como do respetivo processo produtivo, e que serviu de base para a implementação 
do SPC. 
• Capítulo 4 – Estudo de Caso  
Neste quarto capítulo é apresentada em detalhe a implementação das diversas metodologias 
descritas e exploradas no Capítulo 2. Neste capítulo estão ainda contemplados os resultados 
experimentais do trabalho prático realizado na empresa, tendo como base a metodologia mais 
adequada para as diversas situações práticas que surgem. 
• Capítulo 5 – Conclusões, Considerações e Sugestões para Trabalhos Futuros 
Por fim, no último capítulo são apresentadas não só algumas considerações retiradas ao 
longo do desenvolvimento do trabalho prático na referida organização, mas também as conclusões 
finais do estudo apresentado no Capítulo 4. Para além disso, são ainda sugeridas temáticas para 
trabalhos futuros com o intuito de estimular o desenvolvimento sucessivo da metodologia e técnicas 









2. Controlo Estatístico do Processo 
A realização da presente dissertação inicia-se com este capítulo, onde são abordados os 
conceitos teóricos por detrás de todo o desenvolvimento do Controlo Estatístico do Processo. Deste 
modo, torna-se fundamental a introdução do conceito Qualidade pela dimensão que tem vindo a 
adquirir na sociedade atual, sendo este crescimento fulcral para o sucessivo desenvolvimento de 
técnicas e metodologias do SPC. 
Com isto, depois de uma breve introdução histórica, serão apresentados em detalhe os 
diversos métodos de implementação do SPC, bem como técnicas e ferramentas estatísticas que 
permitem contribuir para uma melhor Gestão da Qualidade. Para além disso, serão ainda abordadas 
as diversas cartas de controlo de Shewhart devido ao papel fundamental que tiveram no 
desenvolvimento do estudo de caso, permitindo a implementação e avaliação da metodologia a 
seguir. 
 
 Conceito de Qualidade e evolução Histórica 
A globalização e o avanço da tecnologia têm-se demonstrado como um dos principais 
responsáveis pela dimensão adquirida pelo conceito Qualidade. O aumento da competitividade que 
se faz sentir nos mercados internos, obriga as empresas a evoluírem e inovarem no sentido de 
garantir vantagens competitivas sobre os seus concorrentes. Desta forma, a qualidade do produto 
final torna-se um fator fundamental a controlar, com o intuito de garantir não só a satisfação dos 
clientes, mas também garantindo a sua fidelização à marca.  
Atualmente, as empresas procuram uniformizar e objetivar a noção de qualidade dentro das 
suas próprias organizações. Segundo Doty (1996), pretende-se que diferentes pessoas interpretem 
o conceito de forma semelhante, contribuindo para o crescimento sustentável das empresas e 
garantindo que todos os colaboradores trabalham com o mesmo propósito. Este autor define ainda 
a qualidade como um processo de avaliação do output gerado, garantindo que é produzido de 
acordo com as especificações técnicas. Apenas deste modo é possível responder às necessidades 
dos clientes finais, garantindo em simultâneo a satisfação dos mesmos. 
Contudo, ainda que não seja fácil tornar ampla e objetiva a noção de qualidade, o conceito 
de Qualidade sempre esteve intrínseco à evolução da espécie humana através da forma como se 
deseja um produto ou a prestação de um serviço (Montgomery, 2009). Com efeito, existem 
evidências históricas que permitem concluir que mesmo as civilizações mais primitivas 
demostravam preocupação com aspetos da qualidade nas suas atividades diárias, procurando 
sempre executar o melhor possível as suas tarefas. De facto, desde a escolha do material, formato 
e dimensão das suas ferramentas, garantido as características mais adequadas para as suas 




verifica-se que a normalização, metrologia e controlo da Qualidade constituíram sempre uma 
preocupação para as diversas civilizações (Pereira & Requeijo, 2012). Neste período da Idade 
Média e até ao século XVIII, a produção de bens e serviços era confinada a uma pessoa ou a um 
grupo muito reduzido de indivíduos, sendo responsabilidade do artesão identificar as necessidades 
dos clientes, conceber o produto, inspecioná-lo e prestar assistência pós-venda. Vivia-se, assim, a 
fase controlo da qualidade pelo operador (operator quality control period) (Feigenbaum, 1981). 
Contudo, existem diversos marcos fundamentais nos mais recentes séculos que tiveram um 
impacto significativo na forma como o conceito Qualidade evoluiu. Em primeiro lugar, a Revolução 
Industrial do século XVIII resultou em alterações significativas ao nível dos processos produtivos, 
passando da produção manual para sistemas de linha de produção e montagem automatizados, 
contribuindo para a produção em massa com custos progressivamente mais reduzidos (Correia, 
2014). 
Com o surgimento da produção em massa, como a indústria não estava preparada para os 
elevados níveis de procura a que estava sujeita, surgiu a necessidade de aumentar a capacidade 
de resposta das unidades industriais, que procuravam focar-se no preço final dos produtos e assim 
alargar a acessibilidade aos vários estratos sociais. Com o objetivo de melhorar o panorama da 
época, Frederic Winslow Taylor iniciou a sua pesquisa visando a melhoria da capacidade de 
resposta da eficiência das unidades produtivas. Desenvolve, deste modo, a sua teoria ligada à 
especialização das tarefas, ao separar o planeamento da execução. Porém, ainda que esta teoria 
tenha contribuído significativamente para o aumento da produtividade, teve consequências 
negativas ao nível da qualidade dos produtos. De imediato, procurou-se aumentar a qualidade 
através da criação de departamentos autónomos de inspeção, em vez de se atuar ao nível da 
produção. Para além disso, outro fator que contribuiu para a diminuição da produção com qualidade 
foi o contínuo afastamento da gestão de topo dos processos produtivos e consequentemente dos 
desafios que estes apresentavam (Pereira & Requeijo, 2012). 
O segundo marco fundamental para o desenvolvimento do conceito Qualidade foi a 1ª Guerra 
Mundial. Com o intuito de reduzir o impacto das falhas que surgiam nos equipamentos militares, 
iniciaram-se inúmeros estudos para detetar a origem das mesmas. Todos estes desenvolvimentos 
contribuíram para a criação de gigantescos departamentos de inspeção do produto final, procurando 
garantir que o equipamento militar fora de especificação não fosse utilizado em serviço (Pereira & 
Requeijo, 2012). Ou seja, a garantia da qualidade passou a ser centrada na inspeção dos produtos 
à saída do processo por ser mais económico intervir nesta fase comparativamente a intervir no 
processo produtivo (Mast, 2008). 
Com a evolução dos sistemas produtivos e o aumento sucessivo da concorrência nos 
mercados internos e externos, a indústria depara-se com o problema da inspeção da totalidade dos 
produtos se torna demasiado dispendiosa. Surgem assim técnicas estatísticas de avaliação da 




Walter A. Shewhart (1891-1967) desenvolveu as cartas de controlo com o intuito de obter uma 
ferramenta fácil de usar e que possibilitasse a monotorização dos processos, para que pudessem 
ser geridos o mais economicamente possível (Pereira & Requeijo, 2012). Mais tarde, durante a 2ª 
Guerra Mundial surge a necessidade de garantir a fiabilidade dos equipamentos, resultando na 
implementação de novas medidas ao nível da gestão da produção, como a normalização e a 
elaboração de especificações técnicas. 
Finalmente, e considerado como um dos marcos principais para a relevância que a Qualidade 
tem hoje nos processos produtivos, surge a crise económica e social do Japão. Para colmatar as 
dificuldades sentidas pela indústria japonesa, esforços começaram a ser desenvolvidos no sentido 
de melhorar os processos de controlo da Qualidade. Deste modo, as empresas Japonesas iniciaram 
o seu processo de recuperação através da incorporação dos princípios da qualidade em todos os 
níveis da organização, obtendo melhorias notáveis ao nível da qualidade e do custo dos produtos e 
tornando-se desta forma altamente competitivas nos mercados internacionais (Pereira & Requeijo, 
2012). 
Com o desenvolvimento da tecnologia no final do seculo XX e início do século XXI, a 
diversidade de produtos produzidos pelas empresas aumentou substancialmente, tornando os 
processos produtivos mais complexos e exigentes. Surge então o conceito de melhoria contínua, 
que afirma que a qualidade de uma organização é transversal a todos os participantes dessa mesma 
organização. Com o objetivo de integrar o desenvolvimento, manutenção e a melhoria contínua, 
Feigenbaum (1981), baseado nas filosofias de Deming e Juran, introduz o conceito de Qualidade 
Total. Este conceito define-se como um sistema de gestão capaz de agregar diversas equipas de 
uma organização com o intuito de desenvolver e fornecer um produto ou serviço que satisfaça as 
necessidades dos clientes a um menor custo possível. Pereira & Requeijo (2012) define ainda um 
conjunto de fatores críticos essenciais para a implementação com sucesso numa organização de 
estratégias baseadas nos princípios da Qualidade Total: 
• Envolvimento e responsabilidade da gestão de topo;  
• Prioridade dada à qualidade e não à quantidade;  
• Orientação para o cliente, cujas exigências começaram a assumir o primeiro lugar na lista 
de preocupações na empresa;  
• Aplicação do princípio “fazer-bem-à-primeira” que reforçou a importância de conceber e 
desenvolver adequadamente os produtos e de prevenir a ocorrência de defeitos em 
detrimento da sua deteção no produto final;  
• Formação intensiva em técnicas e métodos da qualidade extensível a todos os níveis 
hierárquicos;  
• Criação dos círculos da qualidade, reconhecidos e apoiados pela gestão de topo, com o 




Finalmente, Gomes (2004) destaca ainda a importância de Ishikawa para o desenvolvimento 
do conceito de Qualidade com a criação de ferramentas como o diagrama de causa-efeito, definindo 
que a gestão da qualidade depende do desenvolvimento, produção e serviço de um produto de 
forma económica, útil e satisfatória (Pereira & Requeijo, 2012). 
  
 Controlo Estatístico Univariado do Processo   
O Controlo Estatístico do Processo (SPC) define-se como um conjunto de métodos e 
ferramentas estatísticas que têm como objetivo a melhoria da qualidade dos produtos e serviços 
através da análise e monotorização do processo produtivo. Deste modo, através da construção de 
cartas de controlo, pretende-se com a implementação do SPC reduzir a variabilidade e aumentar a 
capacidade do processo em produzir de acordo com as especificações técnicas (D. Montgomery, 
2009). 
O Controlo Estatístico do Processo surge em 1931 por intermédio de Walter Shewart, tendo-
se revelado como uma ferramenta poderosa no controlo dos processos produtivos, despertando, 
entre outros, o interesse de diversos autores de renome tais como Doty (1996), Juran e Godfrey 
(1999), Quesenberry (1991), Montgomery (2009) e Pereira e Requeijo (2012). 
 Ao longo século XX foram desenvolvidas um conjunto de ferramentas, designadas pelas 
catorze Ferramentas da Qualidade, que contribuíram para a resolução dos mais variados problemas 
e para o desenvolvimento da melhoria contínua. Destas 14 ferramentas, existem sete que se 
destacam e que são habitualmente designadas como as ferramentas básicas da qualidade e que 
suportam o Controlo Estatístico do Processo (D. Montgomery, 2009; Pereira & Requeijo, 2012): 
• Fluxograma; 
• Folhas de Registo e Verificação; 
• Histograma; 
• Diagrama de Pareto; 
• Diagrama de Ishikawa; 
• Gráfico de Dispersão; 
• Cartas de Controlo. 
Tal como mencionado anteriormente, um dos principais objetivos do SPC passa pela 
diminuição da variabilidade do processo, procurando sempre aumentar a capacidade do mesmo. 
Esta variabilidade, segundo Pereira & Requeijo (2012), pode resultar de diversas fontes de variação, 
entre elas a mão de obra, o meio ambiente, as matérias-primas, os equipamentos, os métodos e a 
metrologia que assumem um papel de destaque. Estas fontes de variação são responsáveis pelo 
surgimento de variações no produto a curto ou longo prazo. Por sua vez, estas variações podem 




causas especiais de variação. Diferem pela imprevisibilidade do padrão de variações provocadas 
pelas causas especiais, enquanto as causas comuns produzem uma variação controlada, com um 
padrão estável ao longo do tempo. Ou seja, é possível afirmar que as causas comuns produzem 
uma variabilidade natural no processo, sendo resultado do acumular de diversas fontes de variação 
que se caracterizam por ser inevitáveis e não significativas quando tratadas individualmente. Por 
outro lado, as causas especiais de variação provocam alterações na distribuição dos dados do 
processo, tornando-o instável e imprevisível (Wheeler, 1995).  
As Cartas de Controlo tornam-se assim uma ferramenta extremamente poderosa na avaliação 
da conformidade do material e consequente redução de custos. Porém, segundo Taguchi, é muito 
importante para as empresas realizarem uma introspeção com o intuito de reduzir a variabilidade 
apenas até ao momento em que se torna economicamente desvantajosa a sua redução (Woodall, 
2000). 
 
 Cartas de Controlo de Shewhart 
As cartas de controlo tradicionais, habitualmente designadas por cartas de controlo de 
Shewhart, representam uma das sete ferramentas básicas da qualidade. Segundo Montgomery 
(2009) devem ser utilizadas como um instrumento de obtenção de informação para reduzir a 
variabilidade do processo, tanto quanto possível. Para além disso, segundo Shewhart (1931), as 
cartas de controlo podem ser divididas em dois tipos, cartas de controlo de variáveis, quando a 
característica em estudo é medida numa escala contínua e cartas de controlo de atributos, quando 
a característica a medir assume unicamente valores discretos.  
Uma carta de controlo permite a representação gráfica da evolução de uma estatística (ω) ao 
longo do processo, em função do tempo. Este tipo de gráfico é composto por duas linhas limite, 
limite inferior de controlo (LIC) e limite superior de controlo (LSC) e por uma linha central (LC), tal 
como representado na Figura 2.1. 




A área delimitada pelos limites de controlo define a variação aleatória (admissível) do 
processo. Deste modo, se todos os pontos estiverem contidos no intervalo definido pelos limites, 
assume-se que provavelmente o processo se encontra sob controlo estatístico. Se forem detetados 
pontos fora dos limites de controlo, ou existirem evidências de sequências de pontos especiais, 
sistemáticas e não aleatórias, significa que o processo apresenta causas especiais de variação. 
Assim sendo, torna-se importante investigar e implementar medidas corretivas que permitam 
identificar e eliminar as causas responsáveis pelas respetivas ocorrências, melhorando o processo 
produtivo. 
Tal como já foi referido anteriormente, e com o intuito de generalizar um modelo de uma carta 
de controlo, a linha central (LC) corresponde ao valor esperado, isto é, representa o valor médio da 
estatística (ω). Relativamente aos limites superiores e inferiores, representam-se por duas linhas 
simétricas relativamente à linha central e definem a variação esperada de uma série de 
observações. Considerando-se que os valores da estatística (ω) seguem uma distribuição Normal, 
com média 𝜇𝜔 e desvio padrão 𝜎𝜔, LC, LSC e LIC são dados segundo a equação 2.1 (Montgomery 
& Runger, 2006) 
 
 𝐿𝑆𝐶𝜔 = 𝜇𝜔 + 𝐿𝜎𝜔  
 𝐿𝐶𝜔 = 𝜇𝜔 2.1 
 𝐿𝐼𝐶𝜔 = 𝜇𝜔 − 𝐿𝜎𝜔  
 
L representa a distância dos limites de controlo à linha central, sendo usual considerar 𝐿 = 3. 
Nesse caso, a distância dos limites de controlo é de 3𝜎𝜔 e por isso, para observações Normalmente 
distribuídas, a probabilidade de um ponto se encontrar dentro dos limites é de 99,73%. Por oposição, 
a probabilidade de existir um ponto fora dos limites de controlo, quando o processo se encontra sob 
controlo estatístico, é de 0,27%, definindo-se como o valor de α. Esta probabilidade α designa-se 
por risco do produtor, ou risco do tipo I e associa-se à probabilidade de se considerar que um 
processo está fora de controlo estatístico quando na realidade está dentro de controlo. O risco do 
tipo I é definido por: 
α = 𝑃{Erro Tipo I} = 𝑃{Rejeitar 𝐻0| 𝐻0 é verdadeira}  
 Deste modo, e mantendo a mesma linha de raciocínio, Pereira & Requeijo (2012) afirma que, 
para 𝛼 = 0,27%, existirá, em média, um falso alarme de 370 em 370 pontos pelo facto de se supor 
erradamente que o valor de ω não pertence à distribuição que se está a considerar. Este valor é 
designado por ARL, Average Run Length, e define-se como o número médio de pontos numa carta 
de controlo antes de um ponto indicar uma situação de fora de controlo. Quando o processo está 










Quando um processo se encontra sob controlo estatístico, e tendo em consideração o 
significado do ARLEC, é sempre desejável que seja o maior possível, minimizando os falsos alarmes. 
Contudo, e caso o processo se encontre fora de controlo estatístico, é possível considerar o valor 
de ARLFora de Controlo, que pode ser obtido através da equação 2.3. Neste caso, é fundamental que o 
valor seja o menor possível de modo a que seja detetada o mais rapidamente possível uma alteração 
do parâmetro do processo. 
 
 





 Relativamente ao ARLFora de Controlo, relaciona-se com o risco do tipo II ou risco do consumidor. 
Este tipo de risco associa-se à probabilidade (β) de se assumir que um processo se encontra sob 
controlo estatístico, quando na realidade não está. Neste caso define-se por: 
 
 𝛽 = 𝑃{Erro Tipo II} = 𝑃{Não Rejeitar 𝐻0| 𝐻0 é falsa} 2.4 
 
 
Este método de inferência estatística, utilizado para definir tanto α como β, define-se como 
Teste de Hipóteses. Este teste permite verificar se uma hipótese realizada relativamente a uma ou 
várias populações deve ou não ser rejeitada a partir dos resultados obtidos de uma amostra. A 
hipótese a ser testada como verdadeira denomina-se como Hipótese Nula (H0) e assume-se como 
verdadeira até que hajam evidências estatísticas que permitam rejeitá-la. Nesse caso surge a 
Hipótese Alternativa (H1), hipótese considerada verosímil e que se pretende verificar. Quando se 
realiza um teste desta natureza existe sempre a possibilidade de verificar um dos dois tipos de erros 
descritos anteriormente: 
• Erro do Tipo I: Rejeitar a Hipótese nula quando esta é verdadeira; 
• Erro do Tipo II: Não rejeitar a Hipótese Nula quando este é falsa. 
 
2.3.1. Fases de Implementação das Cartas de Controlo 
Existem diversos autores que consideram que a construção e implementação das cartas de 
controlo caracteriza-se por um processo iterativo composto por duas fases distintas, a Fase I, na 
qual ainda são desconhecidos os parâmetros do processo produtivo e se realiza um controlo 




do mesmo. Ou seja, na primeira fase procede-se à recolha de dados para que, se possível, proceder 
à verificação da estabilidade e à estimação dos parâmetros. Na segunda fase procura-se monitorizar 
o processo produtivo em tempo real com o intuito de verificar a existência de causas especiais de 
variação (Pereira & Requeijo, 2012; Quesenberry, 1997). 
Pereira & Requeijo (2012) definiu uma série de passos a realizar no desenvolvimento da Fase 
I do SPC. 
1. Selecionar a caraterística da qualidade;  
2. Desenvolver um plano de controlo em que conste a dimensão da amostra, a frequência de 
amostragem, o equipamento de medição e o método de medição;  
3. Selecionar o tipo de carta em função da estatística amostral a monitorar; 
4. Recolher m amostras de dimensão n durante um determinado período de tempo, num total 
4de N unidades, por forma a que 𝑁≥100; 
5. Calcular a estatística a controlar para cada uma das m amostras; 
6. Determinar os limites de controlo e a linha central, tendo em conta as estatísticas calculadas 
a partir das m amostras; 
7. Verificar a existência de causas especiais de variação; 
8. Eliminar os pontos correspondentes às causas especiais de variação;  
9. Determinar os limites revistos e a linha central; 
10. Construir a carta de controlo revista;  
11. Verificar se o processo apresenta unicamente causas comuns de variação. 
 
Para além dos passos acima referidos, para concluir a Fase 1 é ainda necessário verificar a 
aleatoriedade, a Normalidade e a independência dos dados. Por último, e posteriormente à 
estimação dos parâmetros, é possível realizar uma análise à capacidade do processo, averiguando 
se os processos produzem de acordo com as especificações técnicas.  
Quanto à Fase II, e considerando que já foram definidos os parâmetros do processo, Pereira & 
Requeijo (2012) apresenta o seguinte procedimento de implementação: 
1. Representar no gráfico os limites de controlos definidos na Fase 1 (LIC, LC e LSC).  
2. Recolher a amostra i, determinar a estatística 𝜔𝑖 e representar o valor no gráfico.  
3. Verificar se esse valor corresponde a uma causa especial de variação.  
4. Caso se detete uma situação de fora de controlo, identificar a causa e implementar ações 
corretivas.  
5. Recolher a amostra 𝑖+1, calcular 𝜔𝑖+1, representado no gráfico o valor.  





2.3.2. Regras para a Deteção de Causas Especiais 
Tal como foi referido anteriormente, quando um processo se encontra sob controlo estatístico, 
os pontos que surgem numa carta de controlo devem apresentar um padrão aleatório. Assim, o 
surgimento de pontos fora dos limites de controlo, ou evidências de um comportamento sistemático 
ou não aleatório indiciam a existência de causas especiais de variação. Deste modo, existe um 
conjunto de regras, sugeridas por diversos autores, que permitem reconhecer padrões de pontos 
não aleatórios e que, por isso, se tornam bastante úteis no processo de deteção de causas 
especiais. 
No entanto, de acordo com Oakland (2003), para que seja possível a aplicação das regras de 
deteção de causas especiais, é necessário ter em consideração que uma carta de controlo pode ser 
dividida em três zonas iguais e simetricamente distribuída em relação à linha central, a zona C, a 
zona B e a zona A. Esta divisão está representada na Figura 2.2 e é estabelecida em função dos 
limites de controlo, definidos por 𝜇𝜔 ± 3𝜎𝜔. Isto significa que cada uma das zonas apresenta uma 
largura de 1𝜎𝜔 (Baldassarre et al., 2010). 
 Finalmente, e considerando que as diversas regras definidas e publicadas ao longo dos 
anos não divergem muito entre sí, definiu-se a Norma ISO 7870-2:2013, caracterizada por um 
conjunto de oito regras que afirmam que existe uma causa especial de variação quando: 
• Regra 1: Um qualquer ponto fora dos limites de ação.  
• Regra 2: Nove pontos consecutivos na zona C, ou além desta zona, do mesmo lado da 
linha central.  
• Regra 3: Seis pontos consecutivos no sentido ascendente ou descendente.  
• Regra 4: Catorze pontos consecutivos crescendo e decrescendo alternadamente.  
• Regra 5: Dois de três pontos consecutivos na zona A, ou além desta zona, do mesmo lado 
da linha central.  
• Regra 6: Quatro de cinco pontos consecutivos na zona B ou A, ou além destas zonas, do 
mesmo lado da linha central.  
• Regra 7: Quinze pontos consecutivos na zona C acima e abaixo da linha central.  
• Regra 8: Oito pontos consecutivos de ambos os lados da linha central, sem nenhum na 
zona C.  
 
Na Figura 2.2 - Regras para a deteção de causas especiais (Retirado de Pereira & Requeijo, 
2012) apresenta-se uma esquematização dos padrões representativos de cada uma das regras, 






Estas regras, ainda que representem um grande auxílio na deteção de padrões de pontos 
não aleatórios, é fundamental relembrar que têm apenas um papel de orientação, no sentido de 
aumentar a sensibilidade das cartas de Shewhart na deteção de causas especiais. No entanto, 
segundo Pereira & Requeijo (2012) “a aplicação simultânea de várias regras pode aumentar 
significativamente o número de falsos alarmes, originando um agravamento substancial dos custos 
da qualidade”. Ou seja, o autor desaconselha o uso frequente destas regras no momento pós-
implementação, quando as alterações a detetar são de pequena dimensão. 
 
2.3.3. Recolha de Dados 
O processo de recolha de dados caracteriza-se por ser de extrema importância na 
implementação do Controlo Estatístico do Processo, podendo condicionar as conclusões finais 
obtidas a partir das cartas por não ter sido realizado da maneira mais conveniente. Desta forma, 
para que não surjam indicações na carta que não correspondam à realidade, não só as unidades 
constituintes de uma amostra devem obedecer a determinados requisitos, mas também torna-se 
fundamental definir a dimensão da amostra e a frequência de amostragem (Pereira & Requeijo, 
2012). 
Para melhorar a aplicabilidade das cartas de controlo, Shewhart (1931)  introduziu o conceito de 
subgrupos ou amostras racionais. Segundo Montgomery (2009), isto significa que, para a 
construção adequada das cartas de controlo é de extrema relevância que os subgrupos ou amostras 
sejam selecionados com o intuito de maximizar a probabilidade de deteção de diferenças entre 
subgrupos, enquanto a probabilidade de serem detetadas diferenças dentro dos grupos deve ser 
minimizada. Por outro lado, Ryan (2011) afirma ainda que os dados escolhidos para cada subgrupo 
devem fazer parte da mesma população, uma vez que, a inclusão de dados provenientes de 
diferentes equipamentos, operadores ou métodos pode causar a realização de análises erradas e 

























Requeijo (2012) afirma que apenas se recomenda a implementação de acordo com as 
circunstâncias descritas, isto é, a utilização de uma carta de controlo comum a diversas unidades, 
se estudos preliminares indicarem que não existem diferenças significativas entre as unidades, 
nomeadamente entre equipamentos distintos que realizem a mesma tarefa. 
Por razões diversas, alguns processos não permitem a realização de subgrupos racionais e, 
deste modo, torna-se necessário proceder a uma análise baseada em observações individuais. Esta 
condição torna o controlo da dispersão do processo impraticável aquando da utilização do método 
tradicional. Assim sendo, torna-se fundamental a definição da amplitude móvel como medida de 
dispersão, caracterizando-se a mesma pela diferença entre a observação recolhida no instante t e 
no instante t-1. 
Finalmente, é imprescindível definir o número de amostras (𝑚) a serem recolhidas em 
consequência da dimensão da amostra (𝑛) pretendida. Para além disso, é ainda importante definir 
a frequência de amostragem, procurando sempre reduzir-se quaisquer impactos negativos que a 
recolha possa ter no processo produtivo. Os dados recolhidos são fundamentais para a realização 
da Fase I, permitindo o cálculo dos limites de controlo e a estimação dos parâmetros do processo. 
Para a recolha dos mesmos, a regra prática habitualmente seguida na aplicação das cartas de 
controlo passa pela recolha de 25 a 30 amostras com uma dimensão de 4 ou 5, para que se perfaça 
no mínimo um total de 100 observações individuais (Pereira & Requeijo, 2012). 
No entanto, existem diversos autores que não concordam com esta prática. Por exemplo, 
Quesenberry (1997) defende que tal critério não é suficiente e, deste modo, estabelece uma relação 
entre o número de amostras e a dimensão da amostra, representada na equação 2.5. O mesmo 
autor defende ainda que no caso de as amostras serem constituídas por observações individuais, o 








2.3.4. Tipos de Cartas de controlo 
Tal como referido anteriormente, Shewhart (1931) divide as cartas de controlo em dois tipos, 
dependendo de como são expressas as variáveis em estudo. Deste modo, quando as características 
em estudo são expressas numa escala contínua, definem-se cartas de controlo de variáveis. Para 
a utilização deste tipo de cartas é sempre necessário a construção de duas cartas de controlo, uma 
que permita controlar o parâmetro de localização e outra para controlar o parâmetro de dispersão. 
Por outro lado, existem determinadas características da qualidade, nomeadamente o número de 
defeitos, que apenas assumem valores discretos, sendo por isso necessário proceder à construção 




obedecem ou não a um determinado requisito específico, sendo apenas necessário a construção 
de uma carta.  
Na Tabela 2.1 e na Tabela 2.2 apresentam-se respetivamente os principais tipos de carta de 
controlo de variáveis e atributos a serem aplicadas de acordo com a natureza das características 
estudadas. 
Tabela 2.1 - Tipos de cartas de controlo de variáveis 
  
Tabela 2.2 - Tipos de cartas de controlo de atributos 
 
Ao longo da presente dissertação apenas serão abordadas as cartas de controlo de variáveis 
para amostras de dimensão constante, uma vez que são mais adequadas às características 
estudadas neste caso. 
 
Cartas de Controlo de Variáveis 
Tipos de Cartas de Controlo Aplicabilidade 
Carta ?̅? e Carta 𝑅 Média e Amplitude 
Carta ?̅? e Carta 𝑆 Média e Desvio Padrão 
Carta ?̅? e Carta 𝑆2 Média e Variância 
Carta ?̃? e Carta 𝑅 Mediana e Amplitude 
Carta 𝑋 e Carta 𝑀𝑅 Observações Individuais e Amplitudes Móveis 
Cartas de Controlo de Atributos 
Tipos de Cartas de Controlo Aplicabilidade 
Carta 𝑝 
Proporção de unidade não conformes numa amostra de 
tamanho variável ou constante 
Carta 𝑛𝑝 
Número de unidades não conformes numa amostra de 
dimensão constante 
Carta 𝑐 Número de defeitos numa amostra de dimensão constante 
Carta 𝑢 
Número de defeitos por unidade derivados de uma amostra de 




2.3.5. Cartas de controlo de variáveis  
O primeiro passo a realizar na Fase I passa por garantir que o processo se encontra sob 
controlo estatístico. Apenas depois, se torna possível a estimação dos parâmetros e o cálculo da 
capacidade do mesmo processo. 
Tal como referido anteriormente, a construção das cartas de controlo tradicionais assenta na 
verificação da Independência e Normalidade das observações. No caso de estas condições não 
serem garantidas, é necessário recorrer a outros métodos para controlar os dados não Normais e/ou 
autocorrelacionados, abordados mais à frente.  
Para além disso, a construção de cartas de controlo de variáveis caracteriza-se por ser muitas 
vezes vantajosa relativamente ao uso de cartas de atributos, uma vez que é relativamente fácil 
proceder à sua implementação, atendendo à existência de diversos processos com diversas 
características mensuráveis, que contém mais informação que uma avaliação quantitativa. Por outro 
lado, ainda que possa ser habitualmente mais dispendioso recolher informações sobre este tipo de 
características, são necessários menos dados, podendo representar na globalidade um custo mais 
reduzido para a empresa. Finalmente, e considerando que a utilização destas técnicas representa 
uma enorme vantagem competitiva pela facilidade de obtenção de informação, num período de 
tempo relativamente curto, é fundamental destacar que o uso destas cartas de controlo, para 
controlar variáveis numa escala contínua, apenas deve acontecer em situações onde existe 
viabilidade económica para tal.  
De seguida serão apresentados os procedimentos de construção das cartas acima descritas 
para as Fases I e II, considerando que os dados respeitam as condições de Normalidade e 
Independência. 
 
• Fase I – Parâmetros do Processo Desconhecidos 
 Cartas de Controlo da Média e da Amplitude 
Tal como o nome indica, para a construção destas cartas, o primeiro passo consiste na 















Tendo em consideração que nesta fase do SPC os parâmetros ainda não são conhecidos, o 
cálculo dos limites das cartas ?̅? e 𝑅 é realizado com base nos dados recolhidos. Para a carta da 
média, os limites de controlo e a linha central calculam-se através da equação 2.8, enquanto para a 
carta de controlo da amplitude, recorre-se à equação 2.9. No caso dos valores das constantes A2, 
D3 e D4, foram obtidas com recurso à tabela do Anexo A e dependem unicamente da dimensão da 
amostra.   
 
 𝐿𝑆𝐶?̅? = ?̿? + 𝐴2?̅?  
 






 𝐿𝐼𝐶?̅? = ?̿? − 𝐴2?̅?  
 
 𝐿𝑆𝐶𝑅 = 𝐷4?̅?  






 𝐿𝐼𝐶𝑅 = 𝐷3?̅?  
 
 Carta de Controlo da Média e do Desvio Padrão 
Tal como Pereira & Requeijo (2012) recomenda, no caso de amostras com dimensão superior 
a 10, a amplitude não deve ser utilizada para estimar a dispersão do processo. Nesse caso, devem 
ser utilizadas as cartas de controlo da média e do desvio padrão.  
Para a construção da carta da média (?̅?) recorre-se novamente à equação 2.6. Por outro lado, 










No caso da carta da média, a linha central e os limites de controlo podem ser calculados 
através da equação 2.11. Para o cálculo dos limites de controlo e da linha central da carta do desvio 
padrão, recorre-se à equação 2.12. Mais uma vez, os valores das constantes necessárias 






 𝐿𝑆𝐶?̅? = ?̿? + 𝐴3𝑆̅  
 






 𝐿𝐼𝐶?̅? = ?̿? − 𝐴3𝑆̅  
 
 𝐿𝑆𝐶𝑆 = 𝐵4𝑆̅  
 






 𝐿𝐼𝐶?̅? = ?̿? − 𝐵3𝑆̅  
 
 Carta de Controlo da Média e Variância 
Por outro lado, existe a possibilidade de implementação de uma carta que controle a variância 
amostral S2 em vez do típico desvio padrão. Estas cartas são recomendadas quando são utilizadas 
amostras de dimensão constante n. De referir que neste momento da Fase I, os parâmetros ainda 
não são conhecidos. A carta da média (?̅?) controla novamente, para cada amostra i, a estatística 
calculada a partir da equação 2.6. Por outro lado, a variância (S2) de cada uma das amostras pode 











Relativamente aos limites de controlo e à linha central para a carta da média e da variância, 
podem ser calculados respetivamente pelas equações 2.14 e 2.15. Os valores de 𝜒𝛼
2
;𝑛−1




representam respetivamente os valores críticos superior e inferior da distribuição do Qui-Quadrado 
(𝜒2), para (𝑛 − 1) graus de liberdade e para um nível de significância 𝛼. 
 
 
















































 Carta de Controlo da Mediana e Carta da Amplitude 
Para a construção da carta da mediana (?̃?) são representados os valores das observações 
individuais para cada amostra e o respetivo valor da mediana. Geralmente, devem ser utilizadas 
amostras de dimensão ímpar para facilitar o cálculo do valor da mediana amostral. Por outro lado, 
a carta da amplitude (R) controla, para cada amostra i, a estatística calculada através da equação 
2.7 
Relativamente à linha central e aos limites de controlo relativos que constituem a carta da 
mediana, podem ser calculados através da equação 2.16. Por outro lado, e à semelhança da carta 
da amplitude descrita anteriormente, a linha central e os limites de controlo podem ser obtidos 
através da equação 2.9. 
 
 𝐿𝑆𝐶?̃? = ?̅̃? + ?̃?2?̅?  
 






 𝐿𝐼𝐶?̃? = ?̅̃? − ?̃?2?̅?  
 
Os valores da constante ?̃?2 para n = 3, 5, 7 e 9 são os seguintes: 
 




 Carta de Controlo de Observações Individuais e Amplitudes Móveis 
Quando se trata de amostras formadas por uma única observação individual, ou seja, quando 
𝑛 = 1, recorre-se às cartas de controlo de observações individuais (X) e amplitudes móveis (MR – 
Moving Range). Este tipo de cartas tem um papel importante quando a recolha de amostras é 
n 3 5 7 9 




demasiado dispendiosa, quando os testes se caracterizam por ser destrutivos ou simplesmente 
quando não é possível recolher amostras com mais do que uma observação, entre outros.  
Assim sendo, com a utilização de observações individuais deixa de ser possível a obtenção 
de uma estatística que reflita a dispersão do processo. Nesse caso, recorre-se à utilização de 
amostras fictícias constituídas por observações consecutivas, permitindo assim analisar a referida 
dispersão do processo através do cálculo da amplitude móvel. Este cálculo é realizado recorrendo 
à equação 2.17 (Pereira & Requeijo, 2012). 
 
 𝑀𝑅𝑖 = |𝑋𝑖 − 𝑋𝑖−1| 2.17 
 
A linha central e os limites de controlo para a carta de observações individuais e para a carta 
de amplitudes móveis calculam-se recorrendo às equações 2.18 e 2.19 respetivamente. Mais uma 
vez, o valor das constantes d2, D3 e D4 podem ser obtidos com recurso à tabela do Anexo A e 
depende unicamente do número de observações utilizadas para o cálculo das amplitudes móveis 
(𝑛 = 2 no que trata ao estudo de caso da presente dissertação).  
 
 



















 𝐿𝑆𝐶𝑀𝑅 = 𝐷4𝑀𝑅̅̅̅̅̅  
 






 𝐿𝐼𝐶𝑋 = 𝐷3𝑀𝑅̅̅̅̅̅  
 
• Fase I – Estimação dos Parâmetros do Processo  
Após ter sido garantido que o processo se encontra sob controlo estatístico, procede-se à 
estimação dos parâmetros do processo, média (μ) e desvio padrão (σ). Atendendo que para cada 
uma das cartas referidas existem diferentes estimadores dos parâmetros do processo, torna-se 
fundamental a discriminação das diversas fórmulas de cálculo dos estimadores para as respetivas 




Tabela 2.4 - Estimadores dos parâmetros do processo para Cartas de Controlo Variáveis 
 
• Fase II – Parâmetros do Processo Conhecidos (Estimados na Fase I) 
Depois de verificada na Fase I a estabilidade do processo e estimados os respetivos valores 
dos parâmetros, é possível dar início a Fase II do Controlo Estatístico do Processo. Nesta fase, dá-
se continuidade ao controlo do processo através da sua monotorização, garantindo que o mesmo 
mantém a estabilidade verificada na Fase I.  
O principal fator a ter em consideração, para dar início a esta segunda fase, relaciona-se com 
a dimensão da amostra utilizada. Assim, o valor dos limites determinados na fase anterior apenas 
se mantém se a dimensão da amostra for a mesma. Caso contrário, procede-se à construção de 
novas cartas de controlo com base nos parâmetros estimados na fase anterior, tal como indicam as 
equações presentes na Tabela 2.5. 
Tabela 2.5 - Limites para Cartas de Controlo de Variáveis com parâmetros do processo conhecidos 
 
Mais uma vez, o valor das diversas constantes necessárias depende unicamente da 
dimensão da amostra e podem ser obtidas através da tabela do Anexo A. 
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 Condições de Aplicação 
Para a construção e implementação das cartas descritas anteriormente, é fundamental 
garantir que os dados relativos à característica em estudo respeitem três pressupostos: a 
aleatoriedade, a Normalidade e a independência. Resumindo, pressupõe-se que os dados se 
caracterizem por ser independentes e identicamente distribuídos, segundo uma distribuição Normal 
com média μ e variância σ2. 
Assim sendo, é necessário a realização de um estudo preliminar para verificar se os 
pressupostos são respeitados, garantindo uma maior credibilidade dos resultados obtidos.  
 
2.4.1. Aleatoriedade dos Dados 
Dados aleatórios são aqueles que apresentam um comportamento não sistemático e por isso 
imprevisível no tempo, sem quaisquer correlações entre eles. Deste modo, torna-se impossível 
prever o desenvolvimento dos dados futuros através de padrões determinísticos.  
A não aleatoriedade dos dados pode ser resultado de uma panóplia de fatores como a mistura 
de diferentes populações ou a existência de correlação entre observações consecutivas ou 
desfasadas no tempo, entre outras. Assim, foram desenvolvidos por diversos autores um conjunto 
de métodos que permitem verificar a aleatoriedade dos dados, nomeadamente Teste de 
Sequências, Teste das Sequências Ascendentes e Descendentes e Teste Modificado do Quadrado 
Médio das Diferenças Sucessivas (Pereira & Requeijo, 2012). 
 
2.4.2. Normalidade dos dados 
Relativamente ao segundo pressuposto, é fundamental que os dados relativos à característica 
em estudo devam ser identicamente distribuídos segundo uma distribuição normal.  
Ainda que autores como Lipson & Sheth (1973) afirmem que, em caso de falta de informação 
contraditória, os dados possam ser sempre considerados Normalmente distribuídos, existem outros 
como Montgomery (2009) que defendem que, no caso deste pressuposto não ser satisfeito, a 
aplicação das cartas de controlo pode resultar em conclusões erróneas relativamente ao 
comportamento do processo.  
Destacam-se então os testes do Qui-Quadrado e Kolmogorov-Smirnov (KS), entre outros, 
para verificação da Normalidade dos dados, caracterizando-se o segundo por ser ligeiramente mais 
consistente e robusto, pelo facto de não depender do número de classes consideradas. Para além 




do Qui-Quadrado apresenta uma distribuição aproximada. Por outro lado, o teste do Qui-Quadrado 
não implica distribuições populacionais contínuas e completamente especificadas (Pereira & 
Requeijo, 2012). Na presente dissertação será dada especial relevância ao teste KS, realizado com 
auxílio de softwares como o Statistica. Sugere-se a consulta de Pereira & Requeijo (2012) para um 
aprofundamento da temática em questão. 
 
2.4.3. Independência dos Dados 
A independência dos dados caracteriza-se por ser o terceiro pressuposto fundamental para a 
aplicação das cartas de controlo de Shewhart. A existência de autocorrelação entre os dados 
significa que os dados não são independentes entre si e, deste modo, o valor de uma determinada 
variável observada para um instante t depende do valor da mesma variável no instante anterior ou 
dos valores dos instantes anteriores. Assim, os dados dizem-se autocorrelacionados quando as 
observações podem ser modeladas, isto é, quando seguem um modelo adaptável ou se comportam 
de acordo com uma função determinística. 
A importância da verificação da existência de dados autocorrelacionados advém da 
possibilidade do aumento de falsos alarmes no processo, ou seja, na diminuição do ARLEC. Deste 
modo, o assumir de forma errada a independência dos dados tem um impacto negativo na estimação 
dos limites de controlo e dos parâmetros do processo pelo facto de as cartas tradicionais não 
estarem preparadas para este tipo de situação. O impacto é de tal modo significativo que Alwan & 
Roberts (1988)  afirmam que, mesmo na presença de níveis relativamente baixos de autocorrelação, 
observam-se alterações significativas nas propriedades das cartas de controlo, causando 
diminuição na performance das mesmas. Além disso, diversos autores defendem ainda que a 
existência sistemática de padrões não aleatórios inviabiliza a distinção entre causas comuns e 
causas especiais de variação, tornando difícil a análise ao estado inicial do processo e aos desvios 
existentes (Alwan & Roberts, 1988; Montgomery & Mastrangelo, 1991). 
De acordo com Pereira & Requeijo (2012), a realização do estudo à independência dos dados 
deve ser feita através da determinação da Função Autocorrelação (FAC) e da Função 
Autocorrelação Parcial (FACP). O principal objetivo destas funções é a verificação da independência 
através da comparação entre o valor que uma variável assume num determinado instante e o valor 
que assumiu em instantes anteriores. 
 
• Função de Autocorrelação  
Conforme anteriormente referido, a existência de autocorrelação manifesta-se através da 
existência de correlação entre observações que podem ser sucessivas ou estar desfasadas de k 




duas observações desfasadas de k instantes, com k = 0,1,2, …,. Designa-se Função de 
Autocorrelação (FAC) ao conjunto de coeficientes de autocorrelação 𝜌𝑘 e pode ser obtida através 
da equação 2.20, onde 𝐶𝑜𝑣(𝑋𝑡 , 𝑋𝑡+𝑘) representa o valor da covariância entre as observações 






, 𝑘 = 0,1,2, … 2.20 
 
Tendo em consideração que a função de autocorrelação é desconhecida, torna-se necessário 
estimar o seu valor através dos valores que a variável aleatória 𝑋(𝑋1, 𝑋2, … , 𝑋𝑘 , … , 𝑋𝑁) apresenta. 
Assim, considerando que diversos autores têm desenvolvido estimadores para 𝜌𝑘, Pereira & 
Requeijo (2012) recomenda a estimação 𝑟𝑘 como sendo a mais satisfatória. O conjunto de 
coeficientes estimados, 𝑟𝑘, com uma distribuição aproximadamente Normal, define-se como a 
Função de Autocorrelação Estimada (FACE) e pode ser determinada através da equação 2.21. 
 
 
𝑟𝑘 = ?̂?𝑘 =
∑ (𝑋𝑡 − ?̅?)(𝑋𝑡+𝑘 − ?̅?)
𝑁−𝑘
𝑡=1





O valor do coeficiente 𝑟𝑘 está compreendido entre -1 e 1 sendo que, quanto maior for o seu 
valor absoluto, maior é a correlação entre os dados. Deste modo, e com o intuito de verificar se 
existe ou não autocorrelação entre os dados de uma determinada variável, procede-se à construção 
de um gráfico da FACE em função de k. Assim sendo, verifica-se se os valores de 𝑟𝑘 estão contidos 
no intervalo de confiança definido pela equação 2.22, permitindo retirar conclusões relativamente à 
independência dos dados. 
 
 −𝑧𝛼∕2√?̂? ≤ 𝑟𝑘 ≤ 𝑧𝛼∕2√?̂? 2.22 
 
Por último, é importante destacar que este intervalo de confiança é determinado com base no 

















Contudo, um bom estimador de 𝑉𝑎𝑟(𝑟𝑘) é dado pela seguinte equação 2.24. 
 
 








Um exemplo de um gráfico correspondente a um FACE, que revela a existência de 
autocorrelação dos dados, uma vez que nem todos os valores de 𝑟𝑘 pertencem ao devido intervalo 
de confiança, é apresentado na Figura 2.3. 
 
 
• Função de Autocorrelação Parcial 
O principal objetivo da Função de Autocorrelação Parcial é avaliar a correlação entre 
observações 𝑋𝑡 e 𝑋𝑡+𝑘 após removido o efeito das k observações intermédias (𝑋𝑡+1, 𝑋𝑡+2, … , 𝑋𝑡+𝑘−1) 
(Murteira et al., 1993). Para além disso, de acordo com Box et al. (2008) esta função tem um papel 
fundamental no processo de decisão sobre qual o modelo ARIMA (Autoregressive Integrated Moving 
Average) que melhor se adequa aos dados do processo. 
Tendo em consideração o uso de um modelo do tipo autorregressivo de ordem p, AR(p), para 
apresentação da metodologia, a Função de Autocorrelação Parcial define-se como o conjunto de 
coeficientes de correlação parcial 𝜙𝑘𝑘 e pode ser obtida através das equações de Yule-Walker 
(Pereira & Requeijo, 2012). 







1 𝜌1 𝜌2 … 𝜌𝑘−1
𝜌1 1 𝜌1 … 𝜌𝑘−2
⋮ ⋮ ⋮ … ⋮













Ou, utilizando notação matricial, 
 
 𝛟𝐤 = 𝐏𝐤
−𝟏𝛒𝐤 2.26 
 
Os coeficientes de autocorrelação são desconhecidos e podem ser estimados através da 
substituição dos valores 𝜌𝑘 nas equações anteriores pelos valores estimados 𝑟𝑘, obtendo-se as 
estimativas ?̂?11, ?̂?22, ?̂?33, …. Analogamente à FAC, ao conjunto formado pelos coeficientes de 
autocorrelação parcial ?̂?𝑘𝑘, denomina-se de Função de Autocorrelação Parcial Estimada (FACPE) 
(Murteira et al., 1993). Segundo Box et al. (2008) os coeficientes de autocorrelação para processos 
AR(p) são Normalmente distribuídos e, extrapolando o raciocínio anterior, podem ser estimados 




?̂?𝑘 − ∑ ϕ̂𝑘−1?̂?𝑘−𝑗
𝑘−1
𝑗=1





À semelhança do processo realizado anteriormente para a FACE, a verificação da existência 
de autocorrelação parcial deve ser realizada com recurso ao gráfico da FACPE. Analogamente, se 
todos os valores de 𝜙𝑘𝑘 estiverem contidos no intervalo de confiança, calculado através da equação 
2.28, então, conclui-se que os dados não são autocorrelacionados. 
 
 
−𝑧𝛼∕2√𝑉𝑎𝑟(ϕ̂𝑘𝑘) ≤ ϕ̂𝑘𝑘 ≤ 𝑧𝛼∕2√𝑉𝑎𝑟(ϕ̂𝑘𝑘) 2.28 
 
Este intervalo de confiança é calculado em função do valor esperado 𝐸(𝑟𝑘) ≅ 0 e da variância 










Um exemplo de FACPE é apresentado na Figura 2.4. Neste exemplo verifica-se a existência 
de dados autocorrelacionados, uma vez que nem todos os valores de ?̂?𝑘𝑘 pertencem ao respetivo 
intervalo de confiança. 
 
• Modelos ARIMA 
De acordo com o atrás referido, é cada vez mais comum encontrarem-se processos que 
contenham estruturas autocorrelacionadas, derivado da automatização na aquisição de dados e por 
inerência à natureza dos próprios processos. Assim sendo, e considerando que o fenómeno da 
autocorrelação impede a implementação correta do SPC tradicional, surgem os modelos ARIMA 
desenvolvidos por (Box et al., 2008) com o intuito de facilitar a modelação de processos cujos dados 
recolhidos apresentem autocorrelação. Para tal, os mesmos autores propõem a modelação do 
processo através de uma metodologia de modelação de análise de sucessões cronológicas 
denominada por ARIMA (Autoregressive Integrated Moving Average). De seguida, descreve-se de 
forma sucinta, os modelos em causa. Para uma abordagem mais detalhada recomenda-se o 
trabalho de Box et al. (2008). 
Um modelo ARIMA pode ser definido através da equação 2.30, onde B representa o operador 
de desfasamentos, ∇ representa o operador de diferenças, 𝑋𝑡 a observação no instante t, 𝜀𝑡 o ruído 
branco no instante t (𝜀𝑡~𝑁(0, 𝜎𝜀
2)), 𝜙𝑝(𝐵) o polinómio autorregressivo de ordem p e 𝜃𝑞(𝐵) o polinómio 
de médias móveis de ordem q (Pereira & Requeijo, 2012). 
 
 𝜙𝑝(𝐵)∇
𝑑𝑋𝑡 = 𝜃𝑞(𝐵) 𝜀𝑡 2.30 
 
Onde,  
 𝜙𝑝(𝐵) = (1 − 𝜙1𝐵 − 𝜙2𝐵
2 −⋯− 𝜙𝑝𝐵
𝑝) 2.31 




















= 1 − 𝐵 2.34 
 
Os modelos ARIMA permitem essencialmente que os valores de uma série sejam previstos 
com base em valores históricos. Desta forma, este tipo de modelos pode dividir-se em três, tendo 
em consideração as diversas componentes:  
• AR(p) – componente autorregressiva de ordem p; 
• MA(q) – componente de médias móveis de ordem q; 
• I(d) – componente integrativa com grau de diferenciação d. 
 É importante salientar que estas diversas componentes podem estar todas presentes numa 
sucessão cronológica, ou apenas um subconjunto das mesmas, tornando-se possível diversas 
alternativas de modelos de análise do processo. No entanto, quando um processo se caracteriza 
por ser estacionário, o ajustamento da série temporal deve ser realizado por um modelo ARMA(p,q). 
No caso do processo não ser estacionário, é necessário proceder à diferenciação em d e assim 
torná-lo estacionário e finalmente ajustar o modelo ARIMA(p,d,q) a um modelo ARMA(p,q). A 
diferenciação é realizada através do operador de diferenças, que permite transformar a variável 
original X numa variável estacionária Y. Esta variável define-se no instante t por 𝑌𝑡 = ∇
𝑑𝑋𝑡.  
 Deste modo, é possível dividir os processos estacionários em três grandes grupos AR(p). 
MA(q) e ARMA(p,q) que apresentam diversas características na análise da FAC e FACP de um 
processo, tal como se pode verificar na Tabela 2.6. 
Tabela 2.6 - Caracterização das FAC e FACP dos vários modelos 
Modelo FAC FACP 
𝑨𝑹(𝒑) 
Decréscimo exponencial a partir de 
determinada ordem sem nunca 
atingir o valor zero 
Picos significativos através de 
desfasamento 𝑙𝑎𝑔(𝑝) 
𝑴𝑨(𝒒) 
Picos significativos através de 
desfasamento 𝑙𝑎𝑔(𝑝) 
Decréscimo exponencial a partir de 
determinada ordem sem nunca 
atingir o valor zero 
𝑨𝑹𝑴𝑨(𝒑, 𝒒) 
Decréscimo exponencial a partir de determinada ordem, positivo ou 




A identificação do modelo que melhor se ajusta ao processo caracteriza-se por ser uma etapa 
fundamental e, em virtude disso, as opiniões relativamente ao número de observações necessárias 
divergem entre os autores. Ainda que alguns autores sugiram o uso de pelo menos 50 observações, 
a maioria discorda relativamente a este valor por ser demasiado reduzido, aconselhando um mínimo 
de 100 observações (Pereira & Requeijo, 2012). De seguida, apresenta-se ainda uma definição 
sucinta dos modelos referidos anteriormente. 
 
 Modelo Autorregressivo 𝑨𝑹(𝒑) 
No modelo autorregressivo, o valor de 𝑋𝑡 pode ser calculado através da média ponderada 
das p observações anteriores à variável, de acordo com a equação 2.35. Para além disso, para este 
modelo a média, 𝐸(𝑋𝑡), e a variância, 𝑉𝑎𝑟(𝑋𝑡), podem ser obtidos através das equações 2.36 e 2.37, 
respetivamente. 
 
 𝑋𝑡 = 𝜉 + 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 +⋯+ 𝜙𝑝𝑋𝑡−𝑝 + 𝜀𝑡 2.35 
 
 
𝐸(𝑋𝑡) = 𝜇 =
𝜉






𝑉𝑎𝑟(𝑋𝑡) = 𝛾0 =
𝜎𝜀
2





Nas equações anteriores, 𝜉 representa o parâmetro utilizado para determinação da média do 
processo, 𝜙𝑗 o parâmetro de ordem j do modelo AR ou ARMA, 𝑋𝑡−𝑝 o valor da variável X no instante 
𝑡 − 𝑝, 𝜎𝜀
2 a variância do erro 𝜀 e 𝜀𝑡 que representa o resíduo ou erro de previsão no instante t. Uma 
característica relevante da variável associada aos resíduos é o facto de ser Normalmente distribuída 




 Modelo de Médias Móveis 𝑴𝑨(𝒒) 
Neste tipo de modelo, os valores da variável de 𝑋𝑡 são obtidos através da combinação linear 
de um número finito (q) de componentes aleatórias 𝜀𝑡 e podem ser calculados com recurso à 
equação 2.38. Relativamente aos valores da média, 𝐸(𝑋𝑡), e da variância, 𝑉𝑎𝑟(𝑋𝑡), podem ser 





 𝑋𝑡 = 𝜇 − 𝜀𝑡 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡−2 −⋯− 𝜃𝑞𝜀𝑡−𝑞 2.38 
 
 𝐸(𝑋𝑡) = 𝜇 2.39 
 
 





      ; 𝜃0 = 1 2.40 
 
 Modelo Misto Autorregressivo de Médias Móveis 𝑨𝑹𝑴𝑨(𝒑, 𝒒) 
O principal objetivo deste modelo é melhorar o nível de ajustamento do modelo às séries 
temporais de dados em determinadas situações, através de uma combinação entre o modelo 
Autorregressivo e do modelo de Médias Móveis. Deste modo, os valores da variável 𝑋𝑡 podem ser 
obtidos através da equação 2.41, enquanto os valores da média 𝐸(𝑋𝑡) e da variância 𝑉𝑎𝑟(𝑋𝑡) podem 
ser calculados com recurso às equações 2.42 e 2.43, respetivamente. 
 
 𝑋𝑡 = 𝜉 + 𝜙1𝑋𝑡−1 +⋯+ 𝜙𝑝𝑋𝑡−𝑝 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 −⋯− 𝜃𝑞𝜀𝑡−𝑞 2.41 
 
 
𝐸(𝑋𝑡) = 𝜇 =
𝜉






𝑉𝑎𝑟(𝑋𝑡) = 𝛾0 =∑ 𝜙𝑗𝛾𝑗
𝑞
𝑗=0




 Cartas de Controlo para Dados Autocorrelacionados 
Tal como já foi referenciado, as cartas de controlo tradicionais apenas são aplicáveis quando 
os dados referentes a um processo respeitam o pressuposto da independência. Contudo, devido a 
inúmeros fatores, o pressuposto da independência é frequentemente violado e muitos processos 
apresentam dados autocorrelacionados, dificultando o processo de tomada de decisão.  
Para colmatar esta adversidade, diversos autores têm vindo a desenvolver diferentes 
abordagens no âmbito da aplicação de cartas de controlo, quando se verifica a presença de dados 
autocorrelacionados. Estas abordagens dividem-se essencialmente em duas vertentes distintas, 




• Aplicação das cartas de controlo tradicionais de Shewhart, CUSUM (Somas Acumuladas) e 
EWMA (Média Móvel Exponencialmente Amortecida) com limites de controlo modificados; 
• Aplicação das cartas de controlo de Shewhart, CUSUM e EWMA aos resíduos e erros de 
previsão. 
Estas duas abordagens distinguem-se pela necessidade, ou não, de aplicação de um modelo 
matemático, no caso da aplicação das cartas aos resíduos e erros de previsão. Assim, diversos 
autores como Vasilopoulos & Stamboulis (1978), Yashchin (1993), entre outros, defendem a 
primeira abordagem, propondo a aplicação de cartas de controlo com limites modificados, evitando 
o ajuste do processo através de um modelo matemático. Por outro lado, autores como Alwan & 
Roberts (1988) contribuíram de forma marcante para o desenvolvimento da segunda abordagem 
que, pela sua simplicidade metodológica, suscitou bastante interesse em muitos outros 
investigadores.  
Na presente dissertação, a metodologia definida e adotada para a implementação do controlo 
estatístico do processo, tendo em consideração a existência de dados autocorrelacionados, passa 
pela construção das cartas de controlo de resíduos e erros de previsão. Segundo esta abordagem, 
após todas as etapas de construção de um modelo ARIMA, torna-se possível definir as duas fases 
do SPC, em que os resíduos, calculados para cada instante t segundo a equação 2.44, são 
controlados na Fase I e os erros de previsão são monitorizados na Fase II. 
 
 𝑒𝑡 = 𝑋𝑡 − ?̂?𝑡 2.44 
 
2.5.1. Cartas de Shewhart para Controlo de Resíduos 
Perante a existência de dados autocorrelacionados, o primeiro passo é identificar o modelo 
ARIMA que melhor se ajusta ao processo em causa. É importante referir que a metodologia utilizada 
para este caso em tudo se assemelha à metodologia de construção das cartas de controlo 
tradicionais, com a ressalva de que os dados a controlar passam a ser os resíduos em vez dos 
dados originais. Deste modo, através da equação 2.44 procede-se ao cálculo dos resíduos e à 
posterior verificação da sua independência. Finalmente, com a confirmação da independência dos 
resíduos, torna-se possível iniciar a Fase I do SPC. 
De salientar ainda que todas as considerações feitas para as cartas de Shewhart são válidas 
para as cartas de controlo de resíduos, à exceção do processo de eliminação das causas especiais 
de variação, isto é, quando se verifica a existência de uma causa especial de variação não se deve 
proceder à eliminação da respetiva amostra, mas sim substituí-la pelo valor esperado. Por último, o 
modelo deve ser reajustado e, determinados os novos resíduos, procede-se à construção das cartas 




Novamente, à semelhança do que acontece relativamente aos dados originais, os resíduos 
podem ser controlados por amostras ou observações individuais. No que concerne ao controlo de 
amostras, devem ser utilizadas as cartas da média (?̅?), da amplitude (R) e do desvio padrão (S), 
podendo as estatísticas para estas cartas serem calculadas através das equações 2.45, 2.46 e 2.47, 
respetivamente. Por outro lado, no controlo de observações individuais são utilizadas as cartas de 
resíduos (𝑒) e das amplitudes móveis (MR). Para estas cartas as estatísticas podem ser calculadas 




















 𝑀𝑅𝑡 = |𝑒𝑡 − 𝑒𝑡−1| 2.48 
 
Os valores médios para ?̅?, 𝑆̅ e 𝑀𝑅̅̅̅̅̅, tendo em consideração m amostras com dimensão n ou 

























Relativamente aos limites de controlo para as diversas cartas anteriormente referidas, estes 
são apresentados na Tabela 2.7. Os valores das constantes A2, A3, B3, B4, D1, d2 e D2 são obtidos 





Tabela 2.7 - Limites de controlo para Cartas Tradicionais de Resíduos 
 
Finalmente, após verificada a estabilidade do processo, torna-se possível estimar os 
parâmetros do processo. Contudo, esta estimação depende do modelo ARIMA aplicado. Para 
modelos do tipo AR(p) recorre-se as equações 2.36 e 2.37, enquanto que se o modelo utilizado for 
do tipo MA(q) utilizam-se as equações 2.39 e 2.40. Por último, para modelos do tipo ARMA(p,q) 
aplicam-se as equações 2.42 e 2.43. De forma análoga, também o cálculo do desvio padrão dos 
resíduos, 𝜎𝜀, depende da carta utilizada e deste modo pode ser estimado através das seguintes 




















2.5.2. Cartas de Shewhart para Controlo de Erros de Previsão 
Após realizada a Fase I do SPC, onde se pretende verificar a estabilidade do processo, surge 
a necessidade de monitorizar os dados futuros do mesmo processo, Fase II do SPC. Para tal, e 
tendo em consideração que os dados são autocorrelacionados, podem ser aplicadas cartas de 
Shewhart baseadas nos erros de previsão. Ou seja, a partir do modelo estimado, é possível efetuar 
uma previsão dos valores futuros que a característica em estudo vai assumir e de seguida 
determinar os erros de previsão 𝑒 𝜏(𝑇), que podem ser calculados a partir da equação 2.55. À 
 Média e Amplitude Média e Desvio Padrão 
Resíduos e Amplitudes 
Móveis 

















semelhança dos resíduos, a distribuição dos erros de previsão apresenta um valor esperado de zero 
e uma variância 𝑉𝑎𝑟(𝑒 𝜏(𝑇)) que pode ser obtida através da equação 2.56, onde T representa o 
período atual, ou seja, o último valor da série inicial de dados, e 𝜎𝜀
2 a função da variância dos 
resíduos calculada na Fase I (Pereira & Requeijo, 2012). 
 
 𝑒 𝜏(𝑇) = 𝑋𝑇+𝜏 − ?̂?𝑇+𝜏(𝑇) 2.55 
 
 
𝑉𝑎𝑟(𝑒 𝜏(𝑇)) = 𝜎𝜀














Nas equações anteriores considera-se: 
𝑋𝑇+𝜏 – valor de X para o período 𝑇 + 𝜏 
?̂?𝑇+𝜏(𝑇) – previsão realizada no período T para o período 𝑇 + 𝜏 
𝜎𝜀
2 – variância dos resíduos para o período  𝑇 + 𝜏 
 𝛹𝑗 – coeficientes do polinómio 𝛹(𝐵) = 𝛹0 +𝛹1𝐵 + 𝛹2𝐵
2 +⋯  
𝑆𝑆(?̂?, ?̂?) – soma dos quadrados dos resíduos 
r – número de resíduos 
M – número dos parâmetros estimados 
Relativamente aos coeficientes 𝛹𝑗 são calculados de forma distinta dependendo do método 
aplicado. No caso da presente dissertação, foram utilizados apenas modelos AR(p) e, assim sendo, 
apresenta-se de seguida a demonstração para o cálculo dos diversos valores de 𝛹𝑗, com 𝛹0 = 1 
Assim, sabendo que um modelo AR(2) se define por 𝜙𝑝(𝐵)𝑋𝑡 = 𝜀𝑡 e 𝑋𝑡 =  𝛹(𝐵)𝜀𝑡 então 
obtém-se que 𝜙(𝐵)𝛹(𝐵) = 1. Deste modo, desenvolvendo esta equação:  
 
 (1 − 𝜙1𝐵)( 𝛹0 +𝛹1𝐵 + 𝛹2𝐵
2 +⋯) = 1 
𝛹0 + (𝛹1 − 𝛹0𝜙1)𝐵 + (𝛹2 − 𝛹1𝜙1 − 𝛹0𝜙2)𝐵
2 + (𝛹3 − 𝛹2𝜙1 − 𝛹1𝜙2)𝐵







Conclui-se que os valores dos coeficientes 𝛹𝑗, para um modelo do tipo AR(p), podem ser 
obtidos através da seguinte equação: 
 
 𝛹𝑗 = 𝜙1𝛹𝑗−1 + 𝜙2𝛹𝑗−2 +⋯+𝜙𝑝𝛹𝑗−𝑝 2.58 
 
Tendo novamente em consideração a natureza dos dados, para a motorização dos erros de 
previsão de amostras aplicam-se as cartas da média, ?̅?, da amplitude, R, e do desvio padrão, S, 
enquanto que para observações individuais aplicam-se as cartas dos erros de previsão, e, e das 
amplitudes móveis, MR. O cálculo das estatísticas é feito através das equações 2.45, 2.46, 2.47 e 
2.48. Por outro lado, o cálculo dos limites de controlo para as cartas referidas é realizado de acordo 
com a Tabela 2.8. 
Tabela 2.8 - Limites de controlo para Cartas Tradicionais dos Erros de Previsão 
 
Os valores das constantes A, B5, B6, D1, d2 e D2 são obtidos através da tabela do Anexo A e 
dependem unicamente da dimensão da amostra. O desvio padrão dos erros de previsão, 𝜎𝑒𝑝, 
calcula-se através da equação 2.59. 
 






2.5.3. Cartas Especiais para Controlo de Resíduos e Erros de Previsão 
Além das cartas de Shewhart, existe um conjunto de cartas especiais que, segundo Pereira 
& Requeijo (2012), se caracterizam por ser um conjunto de técnicas estatísticas mais adequadas 
para a deteção de pequenas alterações nos parâmetros do processo. Estas cartas denominam-se 
 Média e Amplitude Média e Desvio Padrão 
Erros de Previsão e 
Amplitudes Móveis 

















de CUSUM e EWMA e podem ser aplicadas perante a existência de dados autocorrelacionados, 
baseando-se nos resíduos ou nos erros de previsão, em vez dos valores originais da característica 
em questão. Contudo, estas cartas não serão aplicadas na presente dissertação e por isso, não 
serão apresentadas em detalhe. Para um estudo mais aprofundado destas cartas, sugere-se a obra 
de Pereira & Requeijo (2012). 
 
 Capacidade Univariada do Processo 
Posteriormente à verificação de todos os pressupostos já descritos e construídas as cartas 
de controlo, torna-se fundamental analisar a aptidão do processo em produzir de acordo com as 
especificações técnicas. É importante referir que as principais causas que contribuem para a 
incapacidade de um processo são a variabilidade inerente ao mesmo (causas comuns de variação) 
e/ou a deslocação do valor médio em relação ao valor nominal da especificação. Pelo exposto, o 
controlo estatístico tem um papel essencial na redução da variabilidade do processo em torno do 
valor alvo. 
Segundo Pereira & Requeijo (2012), o estudo da capacidade do processo é de extrema 
relevância para um programa global da qualidade, pois permite: 
• Prever se o processo é capaz de produzir de acordo com as especificações; 
• Ajudar a selecionar ou a modificar um processo ou uma máquina; 
• Selecionar fornecedores; 
• Reduzir a variação do processo. 
Com a importância que a qualidade tem vindo a adquirir no mundo industrial, têm sido 
explorados diversos métodos que permitam analisar a capacidade de um processo, tais como 
histogramas ou gráficos de probabilidade, cartas de controlo e desenho de experiências (D. 
Montgomery, 2009). No entanto, na presente dissertação, o foco serão as cartas de controlo que, 
com recurso aos índices de capacidade, permitem obter informação importante relativamente ao 
processo.  
Ainda que a não Normalidade dos dados possa influenciar o estudo da capacidade do 
processo, neste capítulo apenas será abordado o estudo da capacidade para dados Normalmente 
distribuídos. Contudo, relativamente à temática da não Normalidade dos dados não explorada nesta 





2.6.1. Índices de capacidade para dados Normalmente distribuídos 
A utilização dos índices de capacidade é fulcral na avaliação da capacidade de um processo. 
Na grande maioria dos processos define-se que a variação aceitável para uma determinada 
característica é de 6𝜎. Isto significa que, considerando que os processos são Normalmente 
distribuídos com uma média μ e um desvio padrão σ, 99,73% dos dados se encontram distribuídos 
pelo intervalo 𝜇 ± 3𝜎, tal como se pode ver na Figura 2.5. 
 
Com a evolução das metodologias associadas à Qualidade, também as ferramentas como os 
índices têm vindo a ser desenvolvidos. Assim, Juran (1999) definiu o índice de capacidade potencial, 
𝐶𝑝, que permite relacionar a amplitude da especificação com a amplitude natural do processo. 
Quanto maior for o valor de 𝐶𝑝, maior será a capacidade potencial do processo em satisfazer as 
especificações exigidas. No entanto, este índice apenas pode ser aplicado quando as características 
em estudo apresentam uma distribuição bilateral, podendo ser calculado através da equação 2.60, 








Relativamente ao valor deste índice, Juran & Gryna (1993) definem que 𝐶𝑝 ≥ 1,33 é um valor 
aceitável para um estudo a curto prazo. Contudo, diversos autores como Pereira & Requeijo (2012) 
dizem que para determinados processos não é suficiente e que a capacidade do processo deve ser 
o mais alta possível, permitindo reduzir ao máximo a variabilidade. 
Uma limitação do índice de capacidade potencial é que, apesar de demonstrar o potencial do 
processo em produzir dentro das especificações, não considera a média do processo e, assim 
sendo, mesmo que um processo apresente um valor aceitável de 𝐶𝑝, pode sempre conter uma 
grande percentagem de observações fora da especificação,+ no caso de a média do processo não 
estar de acordo com o valor nominal, tal como representado na Figura 2.6. 





Para colmatar esta limitação do índice 𝐶𝑝, surgem assim os índices de segunda geração 𝐶𝑝𝑘 
e 𝐶𝑝𝑚. O primeiro, definido por Kane (1986), distingue-se do 𝐶𝑝 pelo facto de, não só ter em 
consideração o desvio padrão mas também a média do processo. Este índice, válido para 
especificações bilaterais ou unilaterais, pode ser obtido através da equação 2.61, que compara os 
valores de (𝐶𝑝𝑘)𝑖 e de (𝐶𝑝𝑘)𝑠 definidos pelas equações 2.62 e 2.63, respetivamente. 
 
















A partir destes índices, quando (𝐶𝑝𝑘)𝑆 = (𝐶𝑝𝑘)𝐼, é possível concluir que o processo está 
centrado, ou seja, a média do processo coincide com o valor nominal de especificação. Por outro 
lado, quando (𝐶𝑝𝑘)𝑆 ≠ (𝐶𝑝𝑘)𝐼, diz-se que processo não está centrado. Um processo diz-se que 
apresenta capacidade quando 𝐶𝑝𝑘 ≥ 1,33. 
Relativamente ao índice 𝐶𝑝𝑚, foi desenvolvido por Hsiang & Taguchi (1985) e considera, para 
além da variabilidade do processo e dos limites de especificação, o desvio da média em relação ao 
valor nominal, T. Este índice, à semelhança do 𝐶𝑝, apenas pode ser utilizado para características 
que apresentem especificações bilaterais e calcula-se através da equação 2.64. 








6√𝜎2 + (𝜇 − 𝑇)2
 2.64 
 
Analogamente aos índices apresentados anteriormente, quanto maior for a variabilidade de 
um processo, menor será o valor do 𝐶𝑝𝑚. Da mesma forma, um aumento da distância da média do 
processo em relação ao valor nominal causa um aumento no valor do denominador, resultando 
numa diminuição do valor do índice. 
Finalmente, Pearn, Kotz, & Jonhson (1992) propõem o índice de capacidade do processo 
𝐶𝑝𝑚𝑘 que tem como principal objetivo destacar quaisquer aumentos na variância do processo e/ou 




𝐶𝑝𝑚𝑘 = 𝑚𝑖𝑛 {
𝜇 − 𝐿𝐼𝐸
3√𝜎2 + (𝜇 − 𝑇)2
,
𝐿𝑆𝐸 − 𝜇
3√𝜎2 + (𝜇 − 𝑇)2
} 2.65 
 
A utilização destes índices para avaliar a capacidade do processo implica a necessidade de 
definir o critério segundo o qual é possível concluir se o processo é ou não capaz. Neste âmbito, 
Montgomery (2009)  sugere os valores mínimos dos índices de capacidade apresentados na Tabela 
2.9. 
Tabela 2.9 - Valores mínimos recomendados para os índices de capacidade (Retirado de Montgomery, 2009) 
 
 
 Característica Especificação Bilateral Especificação Unilateral 
Processos 
Existentes 
Comum 1,33 1,24 
Crítica, de resistência 




Comum 1,50 1,45 
Crítica, de resistência 





 Controlo Estatístico Multivariado do Processo 
No mundo industrial de produção é frequente haver a necessidade de controlar diversas 
características em simultâneo, relativamente à qualidade de um determinado produto. Assim, ainda 
que o Controlo Estatístico do Processo possa ser realizado individualmente, torna-se logisticamente 
complicado o uso de diversas cartas e pode conduzir a conclusões erradas, provocadas pela 
correlação entre as diferentes características. Deste modo, uma análise conjunta de diversas 
características permite identificar a existência de dados que apresentem comportamento diferente 
de todos os outros (Montgomery, 2009). 
Para além disso, segundo o mesmo autor, quando se controla duas variáveis em simultâneo, 
a probabilidade de um ponto se situar fora dos limites de controlo (probabilidade de cometer o erro 
do tipo I) para ambas as variáveis quando o processo se encontra sob controlo estatístico é igual a 
(0,0027) ∙ (0,0027) = 0,00000729, enquanto a probabilidade de qualquer ponto se encontrar 
simultaneamente, entre os limites de controlo é de (0,9973) ∙ (0,9973) = 0,99460729. Contudo, o 
aumento do número de variáveis em controlo faz aumentar a distorção entre o estudo univariado e 
o estudo multivariado. Assim sendo, se as p características da qualidade de um produto forem 
independentes e Normalmente distribuídas, é possível calcular o risco do tipo I, representado por α, 
pode ser calculado através da equação 2.66, enquanto a probabilidade de um qualquer ponto se 
encontrar, simultaneamente, entre os limites de controlo é dado pela equação 2.67. 
 
 











A primeira referência que surge no âmbito da abordagem multivariada foi proposta por 
Hotelling em 1947, que apresenta um conjunto de técnicas que permitem o estudo de diversas 
variáveis em simultâneo (Montgomery, 2009). Contudo, a carta T2 de Hotelling surge através dos 
desenvolvimentos de Alt (1985) e pode ser aplicada quando os dados surgem em amostras ou em 
observações individuais. Na presente dissertação, recorreu-se unicamente à carta T2 para 
observações individuais pelo facto de ser a mais adequada aos dados que foram objeto de estudo 
e por isso será apresentada de seguida de forma mais detalhada. No caso da carta T2 para médias 
de amostras, recomenda-se o trabalho de Pereira & Requeijo (2012) para aprofundamento. 
Para a implementação de cartas de controlo multivariadas é necessário analisar se os 




podem ser verificados através das metodologias propostas para o estudo univariado. Analogamente 
às cartas tradicionais, no caso de ser comprovada a existência de autocorrelação de uma ou mais 
variáveis, as cartas devem ser elaboradas com base nos resíduos/erros de previsão de todas as 
variáveis. O método para o cálculo dos resíduos encontra-se detalhada na secção 2.5. 
Finalmente, o controlo multivariado também pode ser dividido em duas fases distintas. A Fase 
I relaciona-se com a estabilidade do processo para se proceder à estimação dos seus parâmetros 
e a consequente averiguação da capacidade do processo. A Fase II representa, assim, a fase de 
monitorização do processo. 
Nas subsequentes abordagens, considere-se p características que seguem uma distribuição 
Normal multivariada 𝑁𝑝(𝛍, 𝚺) com o vetor média 𝛍
𝐓 = (𝜇1, 𝜇2, … , 𝜇𝑝) e a matriz das covariâncias . 
 
2.7.1. Cartas T2 para Observações Individuais 
A construção destas cartas começa com a recolha das m observações individuais 
relativamente às p características. Segundo Pereira & Requeijo (2012) devem ser recolhidas no 
mínimo 100 observações individuais para que seja possível proceder à construção da carta 𝑇2. 
Posteriormente, prossegue-se com a Fase I através do cálculo das médias,?̅?𝑗, as covariâncias, 𝑆𝑗𝑗, 
e as covariâncias amostrais, 𝑆𝑗ℎ, através das equações 2.68, 2.69 e 2.70. Nestas equações 𝑋𝑗𝑘 e 
𝑋ℎ𝑘 representam a observação k da característica da qualidade j e h, enquanto ?̅?𝑗 e ?̅?ℎ, representam, 






























Deste modo, o vetor média, 𝐗, é constituído pelas médias ?̅?𝑗 e pode ser obtido através da 
equação 2.71. Por outro lado, a matriz das covariâncias amostrais, S, calcula-se através das 







 𝐗 = (?̅?𝟏, ?̅?𝟐, … , 𝐗𝐩)
′ 2.71 
 
 𝐗𝐤 = (?̅?1𝑘, ?̅?2𝑘 , … , ?̅?𝑝𝑘)
′ 2.72 
 
Finalmente, para a construção da carta 𝑇2 relativa à Fase I, é necessário proceder ao cálculo 
não só da estatística a ser controlada, através da equação 2.73, mas também dos limites de controlo, 
que podem ser obtidos com recurso às equações 2.74 e 2.75. 
 
 (𝑇2)𝑘 = (𝐗𝐤 − 𝐗)






𝛽𝛼;𝑝 2⁄ ,(𝑚−𝑝−1) 2⁄  2.74 
 
 𝐿𝐼𝐶𝑇2 = 0 2.75 
 
Na equação 2.74, 𝛽𝛼;𝑝 2⁄ ,(𝑚−𝑝−1) 2⁄  corresponde ao percentil à direita da distribuição Beta, para 
uma probabilidade α e parâmetros 𝑝 2⁄ , (𝑚 − 𝑝 − 1) 2⁄ . Este valor pode ser obtido de uma de duas 
formas, ou através do recurso a softwares, ou ainda através da relação que a distribuição Beta tem 
com a distribuição de Fisher, permitindo calcular o valor de 𝛽𝛼;𝑝 2⁄ ,(𝑚−𝑝−1) 2⁄ , em função desta última 
distribuição, através da equação seguinte (Pereira & Requeijo, 2012). 
 
 
𝛽𝛼;𝑝 2⁄ ,(𝑚−𝑝−1) 2⁄ =
𝑝








Analogamente ao estudo univariado, deteta-se uma causa especial sempre que               
(𝑇2)𝑘 > 𝐿𝑆𝐶𝑇2 e nesse caso, as observações são removidas e o estudo é reiniciado. De outra forma, 
perante a existência de dados autocorrelacionados, e à semelhança do realizado anteriormente para 
o estudo univariado, as observações devem ser substituídas pelo valor esperado de acordo com o 
modelo utilizado para a modelação. Posteriormente, procede-se ao reajustamento do modelo e, com 
os novos resíduos obtidos, reinicia-se o estudo multivariado. 
Relativamente à Fase II, aplica-se novamente a carta 𝑇2 para proceder à monitorização do 
processo. Para tal, o valor da estatística e do limite inferior de controlo são calculados novamente 




controlo, existem diferenças na forma como se procede ao cálculo deste valor, podendo o mesmo 








Na Fase II existe ainda a possibilidade de utilizar a carta 𝜒2, dependendo da validação dos 
parâmetros do processo 𝛍 e 𝚺. Contudo, para a aplicação desta carta, é necessário garantir primeiro 
que o processo se encontra sob controlo estatístico durante algum tempo. A estatística a controlar 
para esta carta pode ser obtida segundo a equação 2.78, enquanto os limites de controlo calculam-
se recorrendo às equações 2.79 e 2.80. 
 
 (𝜒2)𝑘 = (𝐗𝐤 − 𝛍)
T∑−1(𝐗𝐤 − 𝛍) 2.78 
 
 𝐿𝑆𝐶𝜒2 = 𝜒𝛼;𝑝
2  2.79 
 
 𝐿𝐼𝐶𝜒2 = 0 2.80 
 
À semelhança do que já foi referido anteriormente, caso seja detetada uma causa especial 
de variação nestas cartas, (𝑇2)𝑘 > 𝐿𝑆𝐶𝑇2 ou quando (𝜒
2)𝑘 > 𝐿𝑆𝐶𝜒2, a variável ou variáveis 
responsáveis devem ser imediatamente identificadas e tomadas as medidas corretivas devidas.   
 
2.7.2. Interpretação das Cartas T2 
A interpretação dos resultados obtidos a partir de cartas de controlo é um processo tão ou 
mais importante que a conceção das mesmas cartas, pois permite-nos tirar conclusões 
fundamentais relativamente ao processo. De referir que o surgimento de um ponto fora dos limites 
de controlo pode dever-se a uma ou mais variáveis, ou ainda à alteração da correlação entre duas 
ou mais variáveis. Deste modo, torna-se fulcral a identificação da variável ou variáveis, responsáveis 
pelo surgimento da causa especial de variação, para que seja possível a identificação das causas 
por detrás do problema e tomadas as respetivas medidas de correção. Para este fim, têm vindo a 
ser desenvolvidos diversos métodos que permitam identificar essas mesmas variáveis. Alt (1985) 
sugere a utilização de cartas univariadas das p variáveis em estudo, utilizando limites baseados nas 
desigualdades de Bonferroni. Por outro lado, Jackson (1985) propõe o Método de Decomposição 




Decomposição em Componentes Ortogonais. Nesta dissertação abordar-se-á o método proposto 
por Montgomery (2009) denominado por método aplicado à estatística d. 
 
• Método Aplicado à Estatística d 
De acordo com o referido anteriormente, este método pretende identificar a variável, ou 
variáveis, responsáveis pelo surgimento da causa especial, através do cálculo da estatística d 
recorrendo à equação 2.81 (Pereira & Requeijo, 2012). Esta estatística permite decompor a 
estatística 𝑇2, de forma a verificar a contribuição individual de cada variável. Por outro lado, 𝑇(𝑗)
2  
representa a contribuição das variáveis p-1, ou seja, corresponde ao valor da estatística calculado 
a partir das p variáveis, excetuando a variável j. 
 
 𝑑𝑗 = 𝑇
2 − 𝑇(𝑗)
2 ,         𝑗 = 1,2, … , 𝑝 2.81 
 
Finalmente, se a condição  𝑑𝑗 > 𝜒𝛼;1
2  for verificada, então é possível concluir que a variável j 
contribuiu significativamente para a situação fora de controlo. Contudo, se nenhum dos valores de 
𝑑𝑗 for superior ao valor crítico, a causa especial de variação deve-se a uma alteração da correlação 
entre as variáveis e, deste modo, deve-se proceder à utilização do Método de Decomposição em 
Componentes Ortogonais. 
 
2.7.3. Capacidade Multivariada do Processo 
Após a garantia da estabilidade do processo e à semelhança do que acontece no SPC 
univariado, é possível realizar o estudo da capacidade multivariada do processo. Este tema tem 
vindo a ser desenvolvido ao longo dos anos por diversos autores e consequentemente, diversas 
técnicas têm vindo a ser criadas e desenvolvidas no sentido de melhorar e facilitar o estudo da 
capacidade multivariada dos processos. Assim, entre os principais trabalhos, destacam-se Shahriari 
et al. (1995), com o vetor de capacidade multivariado, Wang & Chen (1998), que sugerem um 
conjunto de quatro índices, 𝑀𝐶𝑝, 𝑀𝐶𝑝𝑘, 𝑀𝐶𝑝𝑚 e 𝑀𝐶𝑝𝑚𝑘, determinados a partir da decomposição em 
componentes principais, e Xekalaki & Perakis (2002) que, baseados neste mesmo estudo, 
desenvolvem mais tarde um conjunto de novos índices de capacidade multivariada para processos 
com especificação unilateral. 
Na presente dissertação, o método adotado para o estudo da capacidade multivariada para 
especificações bilaterais foi o vetor de capacidade multivariada. Este método, tal como mencionado 




índices, 𝐶𝑝𝑀, 𝑃𝑉, 𝐿𝐼. Relativamente a outros métodos, sugerem-se as obras já referenciadas 
anteriormente. 
 
• Índices de Capacidade Multivariada 
O primeiro índice, pertencente ao vetor acima referido, caracteriza-se por ser o 𝐶𝑝𝑀, que se 
assemelha ao índice  𝐶𝑝 para o estudo univariado por se tratar de um índice de capacidade potencial. 
Este índice procede à comparação do volume da região referente à especificação técnica com o 




𝑉𝑜𝑙𝑢𝑚𝑒 𝑑𝑎 𝑟𝑒𝑔𝑖ã𝑜 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑡𝑒 à 𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎çã𝑜






Mediante o número de características em estudo, p, a região definida pela especificação 
técnica representa a área (𝑝 = 2) ou o volume (𝑝 ≥ 3) definidos pelos limites de especificação, 
enquanto o denominador é dado pela região modificada do processo. Para melhor compreender 
esta situação, na Figura 2.7 está representada a região modificada do processo quando 𝑝 = 2. 
Assim sendo, quando 𝑝 = 2, ou seja, quando se controlam simultaneamente duas 
características, a região definida pela especificação técnica é um retângulo, enquanto a região 
definida pelo processo se caracteriza por ser uma elipse, contida no retângulo que representa a 
região modificada do processo. Por outro lado, no caso de 𝑝 = 3, a região definida pela 
especificação técnica passa a ser representada por um prisma, a região definida pelo processo por 
uma elipsoide e a região modificada do processo por um prisma que contém esse mesmo elipsoide. 
 





O volume da região referente à especificação técnica pode ser obtido com recurso à equação 
2.83, onde 𝐿𝑆𝐸𝑖 e 𝐿𝐼𝐸𝑖 representam os limites de especificação superior e inferior da característica 
i. Analogamente, o cálculo do volume modificado referente ao processo é realizado através da 
expressão 2.84, em que 𝐿𝑆𝑃𝑖 e 𝐿𝐼𝑃𝑖 correspondem respetivamente aos limites superior e inferior do 
processo, dados pelas equações 2.85 e 2.86. 
 
 






























Nas equações anteriores, considera-se: 
𝑑𝑒𝑡(∑𝑖
−1) – determinante da inversa da matriz ∑𝑖; 
∑𝑖 – matriz das covariâncias que se obtém desprezando a coluna i e a linha i da matriz ∑; 
𝜒𝛼;𝑝
2  – percentil à direita, para uma probabilidade α, da distribuição 𝜒2 com p graus de 
liberdade. 
 
Na prática, os valores de 𝛍 e ∑ são desconhecidos e por isso, as suas estimativas são dadas 
respetivamente pelo vetor média 𝐗 (ou 𝐗) e pela matriz das covariâncias S, para as p características 
da qualidade. 
O segundo índice que pertence ao vetor atrás citado define-se como o índice PV, que pode 




processo com a localização do vetor dos valores nominais da especificação T, onde                              
𝐓 = (𝑇1, 𝑇2, … , 𝑇𝑝)
𝑇. O cálculo deste índice assume o papel de nível de significância de uma 
estatística 𝑇2 de Hotelling e calculado segundo a suposição de que o centro da especificação técnica 
corresponde ao valor alvo do processo (Pereira & Requeijo, 2012). 
 
 
𝑃𝑉 = 𝑃(𝑇2 >
𝑝(𝑁 − 1)
𝑁 − 𝑝
∙ 𝐹𝑝,𝑁−𝑝) 2.87 
 
A utilização desta equação pressupõe a utilização da distribuição de Fisher com p e 𝑁 − 𝑝 
graus de liberdade. Relativamente ao valor da estatística 𝑇2, pode ser obtida através da expressão 
2.88. 
 
 𝑇2 = 𝑛(?̂? − 𝐓)𝑻∑−𝟏(?̂? − 𝐓) = 𝑛(𝐗 − 𝐓)𝑇𝑺−1(𝐗 − 𝐓) 2.88 
 
Por fim, o índice LI caracteriza-se por ser o último de vetor e pretende comparar o intervalo 
associado à especificação com o intervalo da região modificada. Ou seja, analisa se alguma parte 
da região definida pelo processo está ou não contida na região definida pela especificação. Deste 













Uma forma de determinar o valor de LI é através da comparação dos intervalos de 
especificação e do processo para as p características da qualidade. Assim sendo, atribui-se o valor 
1 a LI se, para 𝑗 = 1,2, … , 𝑝 se [𝐿𝐼𝑃, 𝐿𝑆𝑃]𝑗 ⊂ [𝐿𝐼𝐸, 𝐿𝑆𝐸]𝑗 (Pereira & Requeijo, 2012). 
Finalmente, a conjugação de todos estes índices pode determinar a capacidade de um 
processo se, simultaneamente, 𝐶𝑝𝑀 ≥ 1,33, 𝑃𝑉 ≅ 1 e 𝐿𝐼 = 1.  
se a região modificada do processo está 
contida na região da especificação 
 
se a região modificada do processo está 





3. Caracterização da Empresa 
Neste capítulo será realizada uma breve introdução à IRP – Indústria de Rebocos de Portugal, 
empresa na qual foi realizado o presente estudo de caso. Adicionalmente, apresentar-se-á um 
resumo das evoluções que a empresa tem sofrido ao longo da sua existência. Relativamente ao 
processo produtivo, será dada uma breve explicação do funcionamento do mesmo, ainda que, por 
questões de confidencialidade, existam algumas restrições na informação que pode ser divulgada, 
nomeadamente fórmulas de produtos. 
 
 IRP – Indústria de Rebocos de Portugal 
A IRP caracteriza-se por ser uma empresa de média dimensão, 100% nacional, composta por 
uma única unidade fabril em Rio Maior. Atualmente, incorpora-se no grupo Secil Argamassas, 
assumindo-se como uma marca de referência no mercado nacional.  
A empresa emprega aproximadamente 20 colaboradores, distribuídos pelos diversos 
departamentos que trabalham com o único intuito de produzir uma gama de mais de 20 produtos de 
excelência, que vão desde as argamassas gerais, para o mercado da construção, a produtos 
especiais, para o mercado da reabilitação. Deste modo, são produzidos diariamente nesta unidade 
de produção mais de 16 000 sacos dos diversos produtos, cujo destino final é não só o mercado 





A IRP nasce em 1998 a partir de uma empresa denominada Lusocil, que pertencia ao Dr. 
Pedro Soveral, natural de Rio Maior. A Lusocil era uma empresa que se dedicava maioritariamente 
à produção de Cimentos Cola. Com o passar dos anos, e ciente do crescimento da construção civil 
em Portugal, o Dr. Pedro, fundador e atual CEO da IRP, toma a decisão de enveredar num novo 
mercado que estava, até à altura, pouco ou nada desenvolvido, as argamassas. Assim sendo, a 




Lusocola, marca detida pela Lusocil, acabou por ser vendida à multinacional Weber. Nasce assim a 
IRP. 
A existência na zona de abundantes recursos em matérias-prima e o conhecimento do setor 
das areias siliciosas adquirido com o pai, Adriano Soveral, representaram fatores fulcrais para a 
decisão de estabelecer uma nova empresa na zona. Por outro lado, o surgimento da IRP representa 
também um marco fundamental no mercado em questão pelo surgimento de uma empresa capaz 
de desenvolver novas e melhores soluções. Produtos inovadores e de qualidade excecional 
tornaram a IRP numa empresa de referência nacional, que rapidamente cresceu e se tornou líder 
de vendas no mercado do reboco ensacado em Portugal.  
Com a entrada do novo milénio e com o crescimento exponencial do mercado em causa, 
surge a necessidade de renovar todo o processo produtivo da empresa, tornando possível aumentar 
não só a capacidade de produção, mas também os níveis de eficiência como é possível produzir. 
Deste modo, em 2004, a IRP inicia a produção numa nova e mais atual unidade. Contudo, os 
elevados níveis de produção necessários para colmatar a procura num mercado em constante 
crescimento, obrigaram à manutenção em funcionamento da antiga unidade, ficando responsável 
pela produção de diversos produtos especiais. 
Finalmente, e como reconhecimento de todo o trabalho desenvolvido até à data, em 2005 a 
empresa Secil Martingança adquire 70% da empresa. Esta aquisição veio permitir à IRP expandir e 
consolidar a sua posição no mercado através do estabelecimento de parcerias comerciais com 
outras empresas do grupo, revelando-se um passo fulcral no sentido de obter vantagens 
competitivas sobre a concorrência. 
Atualmente, e incorporada no grupo Semapa, tal como se pode observar na Figura 3.2, é 
responsável pela produção da maioria das argamassas de revestimento da marca conjunta, 
procurando constantemente inovar e marcar a sua posição como uma empresa de referência no 
mercado nacional. 
 
 Estrutura Organizacional 
Para falar da estrutura organizacional da empresa, é necessário realçar que se trata de uma 
empresa de origem familiar e que, por isso, tal como já foi descrito anteriormente, apresenta um 
número reduzido de colaboradores. Por outro lado, a inserção no grupo Secil veio facilitar a gestão 
de alguns departamentos através da centralização de algumas funções. Assim, na Figura 3.3 
apresenta-se um organograma da atual estrutura da empresa, estando representados os diversos 
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 Processo Produtivo 
O processo produtivo das argamassas caracteriza-se por ser bastante simples e com um 
número reduzido de etapas. Na Figura 3.4 estão esquematizadas as diversas fases que compõem 
a generalidade do processo produtivo para todas as empresas do grupo Secil Argamassas. Ainda 
que nem todas as fases representem etapas de valor acrescentado, é importante referir que todas 
elas são imprescindíveis para o processo produtivo e, por isso, é fundamental que estejam, sempre 
que possível, em pleno funcionamento. 
 
 
• Fase 1: Armazenamento e dosagem de matérias-prima 
Esta fase incorpora todas as atividades que decorrem desde o armazenamento das matérias-
prima até à dosagem dos diversos componentes que compõem os vários produtos. 
Primeiramente, é importante dividir as entradas que chegam dos diversos fornecedores em 
matérias-prima e restantes insumos, fundamentais para o fabrico do produto final, como as paletes, 
filme para plastificação, sacos, entre outros. Relativamente às matérias-prima, chegam através de 
camiões de cisternas e são diretamente descarregados para um dos diversos silos existentes, tal 
como vemos na Figura 3.5. Nesta fase realiza-se uma verificação periódica da qualidade das 
matérias através de amostras recolhidas aleatoriamente à entrada dos silos.  
Fase 1: 
Armazenamento 





















Finalmente, e dependendo da fórmula do produto que se pretende produzir, existe um sistema 
de dosagem que, através de um conjunto de balanças, permite o doseamento dos vários 
componentes que compõem as diversas misturas dos diferentes produtos. Este sistema é composto 
por duas balanças distintas, sendo uma responsável pela dosagem dos maioritários (inertes e 
ligantes) e outra pela pesagem dos minoritários (aditivos).  
 
• Fase 2: Mistura das matérias-prima 
Após o processo de doseamento de cada uma das matérias-prima que compõem o produto 
a produzir, procede-se, por ação da gravidade, à sua introdução no misturador. O misturador possui 
um conjunto de pás que permitem a obtenção de uma mistura homogénea. Um batch ou lote, 
representa uma mistura completa e permite a produção aproximada de uma palete de material, ou 
seja, aproximadamente 50 sacos de 30 kg. Isto significa que diariamente são realizadas perto de 
200 misturas, sendo de extrema importância a coordenação da produção para permitir satisfazer a 
procura e despender o menor tempo possível em setups, nomeadamente a limpeza do misturador. 
Na Figura 3.6 é possível observar o Posto de Controlo da dosagem e mistura das matérias-prima. 












• Fase 3: Ensacamento de produto acabado 
Obtida uma mistura homogénea, o produto é libertado por ação da gravidade para silos 
existentes sobre cada uma das três ensacadoras. Cada ensacadora permite o enchimento de um 
saco em segundos, libertando posteriormente os mesmos para uma tela de movimentação. É 
importante destacar que nem todos os produtos são vendidos em sacos com o mesmo peso e, por 
isso, as ensacadoras estão equipadas com células de carga que permitem o doseamento da 
quantidade desejada. Finalmente, todos os sacos produzidos são registados em sistema, 
numerados e identificados com a data e hora de produção. Na Figura 3.7 é possível observar o 
mecanismo de enchimento de sacos. 
 
 
Figura 3.6 - Posto de Controlo do processo de doseamento e mistura das matérias-prima 




• Fase 4: Paletização e Plastificação  
Nesta fase, os sacos provenientes das ensacadoras, através da tela, são agrupados em oito 
fiadas de 6 sacos, constituindo uma palete. Os sacos são empilhados de forma cruzada com o intuito 
de garantir a máxima estabilidade da palete. Posteriormente, a palete segue para uma plataforma 
giratória onde é realizado o processo de plastificação. Este processo é composto por dois momentos 
distintos, sendo o primeiro caracterizado pela introdução de um carapuço na palete e o segundo 
pelo envolvimento de toda a palete numa película de filme. Analogamente ao empilhamento 
estratégico dos sacos, a plastificação tem como objetivo garantir a estanqueidade da palete até ao 
seu destino final. Para além disso, permite ainda o manuseamento da mesma em segurança. Na 
Figura 3.8 possível observar o momento em uma palete finaliza o processo de plastificação, estando 














• Fase 4: Armazenamento e Expedição 
Como conclusão do processo produtivo, procede-se ao armazenamento das paletes. Tendo 
em consideração que as paletes são plastificadas, torna-se possível, em caso de necessidade, o 
armazenamento das mesmas na zona exterior ao edifício. Para compreender o processo de 
expedição da IRP, é importante referir que+ as encomendas são normalmente realizadas no próprio 
dia da expedição do material ou, quanto muito, com 1 a 2 dias de antecedência. Isto obriga a que 
seja realizada uma gestão de stocks minuciosa e em tempo real para que o processo de carga dos 




semi-reboques seja o mais eficiente possível. Ainda assim, quando se trata produtos que têm 
normalmente pouca rotação, acontece frequentemente que as paletes saiam diretamente da 
produção para o semirreboque, eliminando o processo de armazenamento. Na Figura 3.9 está 
representada a zona de armazenagem do pavilhão da IRP onde, simultaneamente se procede à 
expedição dos produtos. 
 
 Sistema de Gestão da Qualidade 
A IRP está atualmente em processo de certificação relativamente à norma ISO:9001, 
associada ao sistema de gestão da qualidade. Deste modo, a implementação do SPC vem contribuir 
para a obtenção deste certificado, conferindo à empresa um reconhecimento internacional. De 
seguida, apresentam-se na Tabela 3.1 algumas vantagens da obtenção deste tipo de certificação. 
 
Tabela 3.1 - Vantagens da certificação segundo a Norma 9001 
• Melhorar o desempenho da Organização; 
• Satisfazer as necessidades e expectativas do cliente através da melhoria da 
capacidade de fornecimento; 
• Garantir uma fidelização dos clientes, assegurando competitividade no mercado e um 
desenvolvimento sustentável; 
• Permitir o acesso a novos e mais exigentes mercados; 




• Obter uma confiança acrescida nos processos de conceção, planeamento, produção do 
produto e/ou fornecimento do serviço; 
• Garantir uma maior notoriedade e uma melhoria de imagem no mercado; 
 
Com a certificação, a IRP está a trabalhar no sentido de reforçar a sua posição no mercado 
nacional como líder de excelência, através dos seus produtos inovadores e com uma qualidade 
reconhecida a nível nacional. Assim sendo, a empresa procura crescer e expandir-se como um dos 
principais fornecedores de argamassas em Portugal, colocando sempre em primeiro lugar as 










4. Estudo de caso 
No presente capítulo são apresentados os desenvolvimentos do estudo, no âmbito da 
implementação do Controlo Estatístico de Processos, numa empresa de argamassas, IRP. Todos 
os conceitos teóricos por detrás desta execução prática foram escrutinados no Capítulo 2 e serão, 
de seguida, postos em prática de forma pormenorizada e descritiva, com o intuído de estudar o 
possível interesse da aplicação destas ferramentas da qualidade na indústria das argamassas.   
 
 Âmbito do Estudo de caso 
Com o intuito de realçar os objetivos da presente dissertação, será realizada uma breve 
explicação daquela que é a situação atual da unidade industrial onde será desenvolvido o estudo 
de caso. Para além disso, pretende-se ainda explicitar quais os produtos a ser controlados 
estatisticamente, bem como os métodos de recolha dos dados utilizados nas fases seguintes. 
 
 Situação Atual da Empresa 
Atualmente, a IRP é uma empresa que se encontra a meio do processo de certificação de 
acordo com as normas de qualidade ISO 9001:2015 e que, deste modo, com o intuito de garantir a 
qualidade desejada aos clientes, pretende estudar a implementação do SPC na unidade industrial 
de Rio Maior.  
Até à data, os testes laboratoriais realizados nesta unidade prendiam-se maioritariamente 
com a análise da qualidade das matérias-primais mais relevantes, nomeadamente dos inertes, 
areias siliciosas e fillers calcários, e com o desenvolvimento de novos produtos ou 
alteração/melhoria dos antigos. No entanto, apesar da realização destes controlos periódicos à 
qualidade das matérias-prima, não existe, até à data, uma análise proativa com vista à melhoria 
desses mesmos dados. Assim sendo, e constatando que as duas principais fontes de produção não 
conforme são desvios na qualidade das matérias-prima e quaisquer avarias que possam surgir nos 
mais variados equipamentos, expostos ao desgaste do processo produtivo, a empresa pretende, de 
momento, debruçar-se sobre a qualidade e passar a realizar testes periódicos aos seus produtos. 
Este procedimento vai permitir que defeitos na produção e consequentemente falhas no processo 
produtivo sejam detetados com maior facilidade e rapidez, diminuindo possíveis prejuízos não só 
financeiros, mas também associados à imagem da empresa no mercado em questão. Deste modo, 
e dada a importância acrescida que tem sido atribuída à qualidade no mercado, a direção da 
empresa pretende a implementação de uma metodologia que permita aumentar o nível de controlo 





Assim, a IRP tem como objetivo principal o aumento da produção, tendo em conta a notável 
recuperação que se tem verificado nos últimos anos no setor da construção civil em Portugal. 
Contudo, pretende que este aumento não se traduza consequentemente num aumento de produto 
não conforme, mas que seja acompanhado de uma melhoria sucessiva da qualidade. Para tal, a 
implementação do SPC vem contribuir para um aumento do controlo da qualidade dos produtos 
finais e, desta forma, manter a admirável reputação que a empresa tem vindo a criar ao longo dos 
anos como líder de mercado no que toca à excelência dos seus produtos. 
 
4.2.1. Produtos e Características em Estudo 
Tal como mencionado anteriormente, este estudo pretende avaliar a principal linha de 
produção da IRP. Deste modo, conjuntamente com a administração da empresa, foram 
selecionados os três produtos de maior relevância pelo facto de representarem não só volumes de 
vendas significativos, mas também por serem representativos de determinadas gamas de produtos 
e por isso apresentarem composições semelhantes. Além disso, a direção entendeu ainda que é de 
maior relevância estudar produtos cuja aplicação final seja exterior, uma vez que estes produtos são 
expostos a condições de aplicabilidade mais adversos e, por isso mesmo, são os produtos que estão 
sujeitos a um maior escrutínio por parte dos clientes. Posto isto, os produtos selecionados foram 
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Armazenamento 























Não Conforme  
Desperdício 




Reboco Cinza Exterior (RCE), Reboco Branco Exterior (RBE) e Reboco Manual Cinza Exterior 
(RMCE).  
No que concerne às características em estudo, os testes possíveis a realizar ao produto final, 
que permitem uma avaliação da qualidade do mesmo, podem dividir-se essencialmente em testes 
químicos e testes físicos. No entanto, a realização de um conjunto de testes químicos a uma amostra 
caracteriza-se por ser um processo extremamente moroso e que apenas pode ser realizado em 
laboratórios especializados, tornando-se inviável a utilização dos mesmos para uma análise 
contínua da qualidade dos produtos. Assim sendo, a única solução passa pela realização de testes 
físicos que, através da conjugação dos valores obtidos para cada característica, permitem avaliar a 
conformidade dos produtos. 
Mais uma vez, em conjunto com a administração da IRP e com o departamento da qualidade 
do grupo Secil Argamassas, definiram-se quais as quatro características físicas, cujo estudo 
permitirá não só uma avaliação da qualidade dos produtos, mas também a deteção de falhas que 
possam ter ocorrido no processo produtivo. Para começar, é importante dividir as características 
estudadas em duas, dependendo da necessidade ou não de introdução de água na amostra no 
momento da realização do teste, como será explicado no próximo subcapítulo. Para além disso, é 
ainda fundamental referir que os resultados obtidos na análise dos valores das diversas 
características são complementares e, por isso, através de uma análise conjunta é possível 
identificar, em caso de produção de material não conforme, a causa para o defeito de produção. 
Desta forma, e começando pelas características cuja medição implica a adição de água, a 
primeira característica a ser avaliada é a massa volúmica, que permite detetar de uma forma simples 
se a composição do produto acabado não apresenta grandes variações e se se mantém dentro dos 
limites especificados na Tabela 4.1. Uma variação invulgar no valor da massa volúmica (g/dm3) pode 
sugerir discrepâncias entre a composição real do produto e a prevista na fórmula, indicando a 
existência de uma anomalia no processo produtivo. A segunda característica a ser analisada é o 
espalhamento (mm), que por sua vez, permite uma maior perceção da presença de componentes 
químicos ligantes na argamassa, permitindo prever a espessura e trabalhabilidade do produto final. 
Finalmente, a última característica a ser medida a partir da amostra onde foi misturada água é o ar 
contido (%) que permite essencialmente detetar falhas na mistura relativamente à quantidade de 
matérias-prima finas e químicos contidos. Isto porque são estes componentes que atribuem à 
argamassa determinadas características fundamentais para o seu desempenho e aplicação.  
Por último, definiu-se que seria igualmente importante realizar ainda um teste de 
granulometria, que permitisse avaliar essencialmente a qualidade e a quantidade do filler contido na 
amostra. O filler define-se como o material obtido através da moagem fina de calcário, basalto e 
materiais carbonáticos. Caracteriza-se por apresentar uma granulometria muito fina e é utilizado 
para aumentar a trabalhabilidade e diminuir a permeabilidade das argamassas. Deste modo, torna-




final, permitindo controlar significativamente não só a quantidade de filler introduzido, mas também 
se não se verificam variações reveladoras da falta de componentes químicos nas misturas. 
A Tabela 4.1 apresenta os valores das especificações técnicas para cada característica em 
estudo para os diferentes produtos.   
Tabela 4.1 - Valores das especificações dos produtos em estudo 
 
 
 Recolha de Dados 
Após a identificação dos produtos em estudo e das características com maior interesse para 
a empresa, procedeu-se à recolha dos dados. As amostras foram obtidas pela equipa de produção 
na zona do ensacamento, etiquetadas e posteriormente levadas para o laboratório. A medição das 
características é realizada em equipamentos específicos, devidamente calibrados pelo 
departamento de Qualidade e segundo as Normas Europeias para Testes a Argamassas EN-1015. 
A obtenção dos dados necessários para a implementação do SPC é baseada em amostras de lotes 
produzidos ao longo dos dias. É importante referir que um lote representa uma mistura produzida e 
que cada mistura representa aproximadamente uma palete de produto final. 
Tal como foi referido anteriormente, os testes realizados podem ser divididos em dois, a 
obtenção dos dados para as Características X1, X2 e X3, cujo teste necessita da introdução de água 
na mistura, e para a Característica X4, cujos valores são obtidos através da introdução de 100 
gramas de produto num peneiro mecânico, durante 10 minutos. Após a peneiração do produto e a 
respetiva separação de partículas, é pesada a quantidade de material depositada no último peneiro 
com uma balança que, de acordo com as normas, deve ter no mínimo uma precisão de 0,1 grama. 
O procedimento adotado para a obtenção dos dados referente à característica em questão está 
exemplificado na Figura 4.2. Por último, e tendo em consideração a necessidade de valores 
estatisticamente mais significativos, os dados obtidos para a característica X4 são baseados na 
média de três amostras recolhidas a partir do mesmo lote. Os valores são introduzidos diretamente 
numa folha de cálculo, para que a posteriori se proceda à sua análise.  
 RCE RBE RMCE 
 LIE LSE LIE LSE LIE LSE 
Massa Volúmica (g/dm3) – X1 1785 1985 1760 1960 1840 2020 
Espalhamento (mm) – X2 140 172 138 172 145 175 
Ar Contido (%) – X3 11 20 13 21 11 19 





Para a obtenção dos dados relativamente às restantes três característica, cujos testes 
dependem da adição de água, são misturados 2 kg de produto com uma quantidade de água 
específica, atendendo ao tipo de produto. Para o RCE e RBE introduz-se 16,5% de água enquanto 
no caso do RMCE introduz-se 14,5%. A mistura é introduzida num misturador durante 1 minuto. 
Posteriormente, é retirada, envolvida manualmente com uma espátula e introduzida novamente no 
misturador por mais 30 segundos. Finalmente, parte do produto misturado é introduzido num 
recipiente com 1 dm3 e pesado, obtendo-se assim a massa volúmica da respetiva amostra (X1), tal 
como exemplificado na Figura 4.3.  
 
Figura 4.3 - Procedimento para obtenção dos dados referentes à característica X1 




Seguidamente, com auxílio de equipamento especializado, é introduzida água sob pressão 
na mistura com o intuito de avaliar a quantidade de ar contido (X3), tal como mostra a Figura 4.4 
 
Por último, o restante produto misturado é introduzido dentro de um molde cónico truncado 
numa plataforma de espalhamento, sendo posteriormente removido o molde. De acordo com as 
normas previamente referidas, a plataforma deve estar configurada para “sacudir” o produto 15 
vezes, a uma frequência constante de aproximadamente 1 por segundo. Terminado este processo, 
torna-se possível avaliar o espalhamento da amostra através da medição, com recurso a um 
paquímetro, do diâmetro da base do cone, tal como é visível na Figura 4.5. 
 
É importante realçar que houve a preocupação de manter uma uniformidade no procedimento 
utilizado para a realização dos testes, procurando diminuir ao máximo quaisquer variações 
associadas à obtenção dos dados. 
Figura 4.4 - Procedimento para obtenção dos dados referentes à característica X3 




O número de observações utilizadas na presente dissertação foi de 120 para cada produto, 
respeitando as indicações relativas à recolha de dados de Pereira & Requeijo (2012), tal como 
descrito na secção 2.3.3. Para tal, foram necessários sensivelmente três meses de recolha de 
amostras e respetivos testes até serem obtidos os dados desejados. De referir que os dados 
constituem amostras de dimensão 𝑛 = 1, ou seja, caracterizam-se por ser observações individuais 










 Análise dos Dados 
No decorrer deste subcapítulo será apresentado o desenvolvimento das duas abordagens 
com base nos conceitos e metodologias definidos no Capítulo 2. Numa primeira fase será aplicado 
o estudo univariado tendo em consideração um estudo preliminar do processo. É ainda importante 
referir que a metodologia apresentada de seguida foi adotada de forma análoga para todas as 
características de todos os produtos. No entanto, de seguida será apenas apresentado o raciocínio 
detalhe relativo à característica X1 do produto RCE com base nas 120 observações individuais 
recolhidas, seguindo o seguinte procedimento: 
 
• Estudo Preliminar 
- Verificar a existência de autocorrelação significativa dos dados através da FACE e da 
FACPE; 
- No caso de se verificar a existência de dados autocorrelacionados, modelar os mesmos 
através de um modelo ARIMA; 
- Verificar a independência dos resíduos através da FACE e FACPE aplicada aos resíduos. 
 




• Estudo Univariado 
 Fase 1 
- Elaborar cartas de controlo 𝑒 −𝑀𝑅 aplicadas aos resíduos para as diferentes 
características do produto RCE; 
- Analisar se o processo se encontra sob controlo estatístico; 
- Verificar se os respetivos resíduos seguem uma distribuição Normal ou se é necessário 
proceder à sua transformação; 
- Estimar os parâmetros do processo; 
- Analisar a capacidade do processo. 
 
 Fase 2 
- Elaborar cartas de controlo 𝑒 −𝑀𝑅 aplicadas aos erros de previsão para dados 
autocorrelacionados; 
- Monitorizar o Processo. 
 
• Estudo Multivariado 
 Fase 1 
- Construir a carta T2 aplicada aos resíduos para dados autocorrelacionados; 
- Analisar se o processo se encontra sob controlo estatístico; 
- Estimar os parâmetros do processo; 
- Analisar a capacidade do processo. 
 
 Fase 2 
- Construir a carta T2 aplicada aos erros de previsão para dados autocorrelacionados; 
- Monitorizar o processo. 
 
Assim, e tendo em conta o procedimento acima descrito, apresenta-se de seguida o estudo 
preliminar univariado relativo à Característica X1 do Produto RCE, podendo ser consultado no Anexo 
C o respetivo procedimento aplicado às Características X2, X3 e X4 do mesmo produto. Isto porque, 





4.4.1. Verificação da Independência dos Dados 
A verificação da independência dos dados foi feita com recurso ao software Statistica que 
permite a elaboração automática da FACE e da FACPE das 120 observações individuais. Mais uma 
vez, é importante referir que a Figura 4.7 e Figura 4.8 são referentes à característica X1 do produto 
RCE, e que a análise, das restantes características do produto RCE, assim como as características 






















Figura 4.7 - FACE referente à Característica X1 do Produto RCE 




Através da análise da FACE e da FACPE pode-se concluir que existe autocorrelação 
significativa dos dados, visto que, na FACE existe um decréscimo exponencial e, para além disso, 
na FACPE os coeficientes de autocorrelação estimados para o lag 1 (?̂? = 0,611) e para o lag 2           
(?̂? = 0,209) não pertencem ao intervalo de confiança. 
Pela análise de ambos os gráficos, é possível concluir que o processo relativo à característica 
em estudo pode ser modelado através de um modelo do tipo AR(2), cujos parâmetros, apresentados 
na tabela, foram obtidos com recurso ao software Statistica. 
Tabela 4.2 - Parâmetros do modelo AR(2) referentes à Característica X1 e do Produto RCE 
 
Posteriormente à modelação do processo, é necessário verificar a independência dos 
resíduos através de uma análise à FACE e FACPE dos resíduos, que se apresenta na Figura 4.9 e 












Característica X1 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1885,0 5,3885 
𝛷1 0,4108 0,0897 
𝛷2 0,2688 0,0903 













Uma análise à FACE e FACPE dos resíduos da característica em estudo permite concluir que 
os mesmos são independentes, i.e., não apresentam autocorrelação significativa, uma vez que 
todos os coeficientes de autocorrelação estão contidos nos respetivos intervalos de confiança. 
Um procedimento análogo foi realizado para as restantes características do produto RCE e 
para as características dos produtos RBE e RMCE. Assim sendo, os resultados obtidos para a 
modelação de todas as características dos produtos em estudo, usando modelos ARIMA, estão 
resumidamente apresentados na Tabela 4.3. No Anexo D é apresentado o estudo realizado para 
todas as características dos vários produtos. 
Tabela 4.3 - Resumo da modelação das diversas Características dos diversos Produtos 
  Modelo 
Coeficiente de Correlação 





𝜌1̂ = 0,554 
𝜌2̂ = 0,263 
ϕ1 = 0,41082 
ϕ2 = 0,26883 
X2 AR(2) 
𝜌1̂ = 0,395 
𝜌2̂ = 0,458 
ϕ1 = 0,21434 
ϕ2 = 0,46065 
X3 AR(2) 
𝜌1̂ = 0,591 
𝜌2̂ = 0,209 
ϕ1 = 0,47072 
ϕ2 = 0,21294 
X4 AR(1) 𝜌1̂ = 0,789 ϕ1 = 0,79007 
RBE 
X1 AR(2) 
𝜌1̂ = 0,577 
𝜌2̂ = 0,199 
ϕ1 = 0,46880 
ϕ2 = 0,20044 
X2 AR(1) 𝜌1̂ = 0,444 ϕ1 = 0,44623 
X3 AR(3) 
𝜌1̂ = 0,585 
𝜌3̂ = 0,194 
ϕ1 = 0,48368 
ϕ3 = 0,19971 
X4 AR(1) 𝜌1̂ = 0,709 ϕ1 = 0,71515 




  Modelo 
Coeficiente de Correlação 





𝜌1̂ = 0,685 
𝜌4̂ = 0,226 
ϕ1 = 0,62067 
ϕ4 = 0,22366 
X2 AR(2) 
𝜌1̂ = 0,662 
𝜌2̂ = 0,236 
ϕ1 = 0,52305 
ϕ2 = 0,25187 
X3 AR(4) 
𝜌1̂ = 0,676 
𝜌4̂ = 0,266 
ϕ1 = 0,60432 
ϕ4 = 0,27299 
X4 AR(2) 
𝜌1̂ = 0,553 
𝜌2̂ = 0,316 
ϕ1 = 0,38019 
ϕ2 = 0,31974 
 
4.4.2. Fase I: Estudo Univariado 
Como referido anteriormente, e com base no estudo preliminar onde se concluiu a não 
independência dos dados, realizou-se um ajustamento dos mesmos segundo o modelo ARIMA, 
permitindo deste modo “eliminar” a autocorrelação e obter-se resíduos independentes. Os resíduos 
vão assim permitir a realização da Fase I do SPC através da elaboração de cartas de controlo do 
tipo e – MR com base nos valores que respeitam a condição de independência. 
Posteriormente, através da análise das referidas cartas de controlo, é analisada a estabilidade 
do processo produtivo e, caso se verifique a existência de pontos que estejam foram dos limites de 
controlo, procede-se à sua substituição pelo valor esperado para esse instante, segundo o modelo 
ARIMA definido. 
Por último, procede-se à estimação dos parâmetros e, deste modo, analisa-se a capacidade 
do processo produtivo através dos índices Cp e Cpk. Para tal, torna-se fundamental a verificação 
prévia da Normalidade dos resíduos. Este procedimento será apresentado para a Característica X1 




do Produto RCE, sendo que, para as restantes características deste produto e dos restantes 
produtos, pode ser consultado o Anexo D. 
Analisando as cartas de controlo apresentadas na Figura 4.11 - Carta de Controlo e - MR dos 
resíduos para a Característica X1 do Produto RCE (1ªModelação), verifica-se a presença de várias 
causas especiais de variação, nomeadamente uma na carta e, e três na carta MR. Torna-se assim 
fundamental descobrir quais as observações responsáveis pelo surgimento destas variações e, em 
vez de proceder à sua eliminação, substituí-las pelo respetivo valor esperado, de acordo com a 
equação 4.1. No caso da causa especial, que surge associada à observação nº36, pode-se verificar 
que o ponto responsável por esse mesmo valor é a observação nº35 e, por isso, deve ser essa 
observação X substituída pelo seu valor de esperado. O mesmo acontece com o valor de MR nº70, 
substituindo-se nesta situação a observação nº69. Relativamente aos pontos nº11 e nº15, evidencia-
se que as próprias observações são as responsáveis pela respetiva causa especial, e por isso 
devem também ser substituídas pelo valor esperado, novamente segundo as equações 4.1 e 4.2. 




1 − (𝜙1 + 𝜙2)
 4.2 
 
De referir que a substituição dos valores de X referentes às das causas especiais de variação 
caracteriza-se por ser um processo iterativo, sendo por isso realizadas sucessivas modelações, até 
que se garanta que o processo está sob controlo estatístico. No caso aqui descrito, foram 
necessárias três modelações, sendo que a primeira já foi apresentada anteriormente. Deste modo, 
procedeu-se à substituição das observações acima referenciadas pelos valores esperados, tendo 
em consideração a primeira modelação realizada, tal como é possível observar na Tabela 4.4. 
Tabela 4.4 - Substituição das observações pelos valores esperados de acordo com um modelo AR(2) 
 
Modelo: AR(2) 
𝜇 = 1885,0 
𝛷1 = 0,411 
𝛷2 = 0,269 
𝜉 = 603,860 
Observação Xt-1 Xt-2 ?̂?𝑡 
RCE-11 1857,1 1884,5 1873,4 
RCE-15 1877,2 1886,5 1882,2 
RCE-35 1917,9 1919,2 1907,7 




Mais uma vez, e após a substituição das observações em questão pelos valores esperados, 
com o intuito de eliminar as causas especiais de variação e garantir que o processo se encontra sob 
controlo estatístico, procede-se a mais uma iteração, obtendo-se assim as cartas e – MR 
representadas na Figura 4.12. É importante referir que, à medida que as interações se vão 
desenrolando, obtêm-se consecutivamente novos modelos, sendo por isso necessário a verificação 
da autocorrelação dos dados, através dos gráficos FACE e FACPE, e consequente independência 
dos resíduos, calculados segundo o respetivo modelo ARIMA.  
 
Após mais uma modelação, pode verificar-se que ainda existem causas especiais de variação 
na carta MR, nomeadamente nos pontos nº23 e nº24. Consequentemente, e tendo em consideração 
os parâmetros do novo modelo gerado, procede-se novamente à substituição das observações 
responsáveis pelo surgimento das causas especiais. No caso em questão, procedeu-se unicamente 
à substituição da observação nº23, considerando que o valor de MR do ponto nº24 depende do valor 
anterior. Assim sendo, a substituição deu-se de acordo com os parâmetros definidos na nova 
modelação, tal como podemos verificar na Tabela 4.5 - Substituição das observações pelos valores 
esperados de acordo com um modelo AR(2). 
Tabela 4.5 - Substituição das observações pelos valores esperados de acordo com um modelo AR(2) 
 
Modelo: AR(2) 
𝜇 = 1885,8 
𝛷1 = 0,476 
𝛷2 = 0,237 
𝜉 = 541,582 
Observação Xt-1 Xt-2 ?̂?𝑡 
RCE-023 1885,1 1856,6 18738,6 




De acordo com a metodologia adotada, procedeu-se ainda a uma nova modelação e, desse 
modo, a uma nova verificação da carta de controlo e – MR, que se apresenta na Figura 4.13, para 
garantir que as substituições realizadas são suficientes para que seja possível afirmar que o 
processo se encontra sob controlo estatístico.  
 
Finalmente, analisando as cartas de controlo da 3ª modelação, verifica-se que já não existem 
pontos fora dos limites de controlo, sendo por isso, possível afirmar que o processo se encontra sob 
controlo estatístico. De novo, e com o intuído de ratificar o ajustamento do novo modelo utilizado, é 
necessário realizar-se o estudo preliminar para garantir que os dados apresentam autocorrelação e 
que os resíduos gerados são, por outro lado, independentes. Na Tabela 4.6 apresenta-se o resumo 
do estudo preliminar, após garantia de que os processos se encontram sob controlo estatístico, ou 
seja, após o reajustamento do modelo ARIMA derivado da alteração da série de dados inicial. 
Tabela 4.6 - Resumo da verificação da independência após revisão das características de todos os produtos 
  Modelo 
Coeficiente de Correlação 




X1 AR(1) ρ1̂ = +0,642 ϕ1 = 0,64817 
X2 AR(2) 
ρ̂1 = +0,431 
ρ̂2 = +0,508 
 ϕ1 = 0,21285 
 ϕ2 = 0,51187 
X3 AR(2) 
ρ̂1 = +0,591 
ρ̂2 = +0,257 
 ϕ1 = 0,44240 
 ϕ2 = 0,26204 
X4 AR(1) ρ̂1 = +0,815 ϕ1 = 0,81636 




  Modelo 
Coeficiente de Correlação 





ρ̂1 = +0,591 
ρ̂2 = +0,204 
ϕ1 = 0,47801 
ϕ2 = 0,20502 
X2 AR(1) ρ̂1 = +0,461 ϕ1 = 0,46336 
X3 AR(1) ρ1̂ = +0,628 ϕ1 = 0,64428 
X4 AR(1) ρ1̂ = +0,740  ϕ1 = 0,74909 
RMCE 
X1 AR(4) 
ρ̂1 = +0,685 
ρ̂4 = +0,226 
ϕ1 = 0,62067 
 ϕ4 = 0,22366 
X2 AR(1) ρ̂1 = +0,697 ϕ1 = 0,72874 
X3 AR(1) ρ̂1 = +0,737  ϕ1 = 0,73770 
X4 AR(2) 
ρ̂1 = +0,566 
ρ̂2 = +0,362 
ϕ1 = 0,36382 
 ϕ2 = 0,36713 
 
De imediato, é ainda fundamental realizar um estudo à Normalidade dos resíduos obtidos a 
partir da última modelação recorrendo ao software Statistica que permite a realização do teste 
Kolmorov-Smirnov. Para a realização deste teste aplicou-se a Regra de Sturges, descrita na 
equação 4.3, para determinação do número de classes (k), onde 𝑁 = 120. O estudo apresentado 
representa a verificação da Normalidade dos resíduos relativos à característica X1 do Produto RCE. 
 𝑘 = 1 + 3,322 × log(120) = 7,91 ≅ 8 4.3 
 
A Figura 4.14 apresenta o histograma que permite verificar que os resíduos relativos à 
Característica X1 do Produto RCE seguem uma distribuição Normal, uma vez que, para 𝛼 = 5%, 
𝑑 < 𝐷𝑐𝑟í𝑡𝑖𝑐𝑜. Para este exemplo verificou-se 𝑑 = 0,07076. O valor de 𝐷𝑐𝑟í𝑡𝑖𝑐𝑜 pode ser calculado 
















O procedimento descrito anteriormente foi realizado para os resíduos relativos às restantes 
características do Produto RCE e dos restantes produtos. A Tabela 4.7 apresenta um resumo dos 
diversos estudos da normalidade realizados, sendo que os valores de 𝑁 e 𝐾 são constantes e 
transversais. 
Tabela 4.7 - Resumo do estudo da Normalidade de todas as Características dos diferentes produtos 
  Dcrítico d Conclusão 
RCE 
X1 0,0809 0,0708 Normal 
X2 0,0809 0,0557 Normal 
X3 0,0809 0,0744 Normal 
X4 0,0809 0,0690 Normal 
RBE 
X1 0,0809 0,0500 Normal 
X2 0,0809 0,0611 Normal 
X3 0,0809 0,0553 Normal 
X4 0,0809 0,0556 Normal 
RMCE 
X1 0,0809 0,0424 Normal 
X2 0,0809 0,0689 Normal 
X3 0,0809 0,0433 Normal 
X4 0,0809 0,0661 Normal 
 
Garantida a estabilidade dos processos produtivos e garantidas as condições de aplicação 
das cartas de controlo, procede-se, assim, à estimação dos parâmetros do processo. Estes 
parâmetros são calculados recorrendo ao software Statistica, tendo em consideração que apenas 
foram utilizados modelos Autorregressivo AR(p). 
Deste modo, à semelhança do que foi realizado anteriormente, na Tabela 4.8 apresentam-se 
os parâmetros do processo referentes às características de todos os produtos. 
Tabela 4.8 - Parâmetros estimados referentes às diversas características dos diversos produtos na Fase I do 
estudo univariado 
  ?̂? ?̂? 
RCE 
X1 1885,20 23,004 
X2 156,27 3,719 
X3 15,71 0,950 




  ?̂? ?̂? 
RBE 
X1 1858,90 22,808 
X2 158,23 4,380 
X3 16,68 1,093 
X4 29,68 0,845 
RMCE 
X1 1936,80 19,538 
X2 160,00 4,321 
X3 14,85 0,844 
X4 24,06 0,875 
 
Para terminar a Fase I do estudo Univariado, resta apenas concluir relativamente à 
capacidade do processo produtivo em produzir de acordo com as especificações técnicas. 
Consequentemente, procedeu-se ao cálculo dos índices de capacidade, apresentados na Tabela 
4.9. 
Tabela 4.9 - Índices de Capacidade para as diversas características dos diversos produtos 
  
  𝐶𝑝  𝐶𝑝𝑘 (𝐶𝑝𝑘)𝑠 (𝐶𝑝𝑘)𝑖 Conclusão 
RCE 
X1 1,376 1,374 1,379 1,374 Capaz 
X2 1,389 1,365 1,413 1,365 Capaz 
X3 1,403 1,329 1,478 1,329 Capaz 
X4 1,394 1,385 1,403 1,385 Capaz 
RBE 
X1 1,461 1,441 1,482 1,441 Capaz 
X2 1,370 1,352 1,387 1,352 Capaz 
X3 1,524 1,470 1,579 1,470 Capaz 
X4 1,579 1,455 1,703 1,455 Capaz 
RMCE 
X1 1,450 1,334 1,566 1,334 Capaz 
X2 1,350 1,350 1,350 1,350 Capaz 
X3 1,581 1,523 1,639 1,523 Capaz 




Através dos resultados obtidos e apresentados na Tabela 4.9, pode concluir-se que os 
processos produtivos dos diversos produtos se caracterizam por ser capazes para as diversas 
características em virtude de (𝐶𝑝 ⋀𝐶𝑝𝑘) ≥ 1,33. No entanto, para algumas características é possível 
concluir também que o processo produtivo é centrado, visto que (𝐶𝑝𝑘)𝑖   (𝐶𝑝𝑘)𝑠  𝐶𝑝, como é o caso 
da Característica X1 do Produto RCE, que tem vindo a ser analisado. 
Porém, torna-se ainda necessário realizar uma análise mais aprofundada à centralidade dos 
processos, permitindo verificar se a média dos processos coincide ou não com o valor nominal da 
especificação. Para tal, aplicou-se o método empírico apresentado na Tabela 4.10 e considerando 
um critério de aceitação de 10%, isto é, considera-se que um processo é centrado se  
∆𝐶𝑝𝑘 for inferior a 10% do valor de 𝐶𝑝𝑘. 
Tabela 4.10 - Método empírico para as diversas características dos diversos produtos 
  𝐶𝑝𝑘  ∆𝐶𝑝𝑘  (∆𝐶𝑝𝑘/𝐶𝑝𝑘)% Conclusão 
RCE 
X1 1,374 0,005 0,36 Centrado 
X2 1,365 0,048 3,52 Centrado 
X3 1,329 0,149 11,21 Não Centrado 
X4 1,385 0,018 1,30 Centrado 
RBE 
X1 1,441 0,041 2,85 Centrado 
X2 1,352 0,035 2,59 Centrado 
X3 1,470 0,109 7,41 Centrado 
X4 1,455 -0,248 17,04 Não Centrado 
RMCE 
X1 1,334 0,232 17,39 Não Centrado 
X2 1,350 0,000 0,00 Centrado 
X3 1,523 -0,116 7,62 Centrado 
X4 1,499 0,049 3,27 Centrado 
 
Ainda que nem todos os processos se encontrem centrados, ou seja, que nem todos os 
processos estejam a produzir de acordo com o valor nominal da especificação, o estudo irá 





4.4.3. Fase II: Estudo Univariado 
Concluída a Fase I com a garantia da estabilidade do processo, torna-se possível iniciar a 
segunda fase do estudo univariado. Nesta Fase II, o objetivo principal é monitorizar o processo em 
tempo real, no que respeita às diversas características de qualidade. Para tal, e tendo em 
consideração que foi verificada a autocorrelação dos dados, serão adotadas as cartas de Shewhart 
baseadas nos erros de previsão. Estas cartas baseiam-se nas estatísticas e – MR, utilizadas para 
a construção de cartas de controlo da média e da amplitude móvel. Assim sendo, a Tabela 4.11 
apresenta não só as estatísticas, caracterizadas pelo erro de previsão (𝑒) para o instante 𝑇 + 𝜏 e 
pela amplitude móvel no instante 𝑡, mas também os limites de controlo. 
À semelhança do procedimento adotado anteriormente, apresenta-se o raciocínio adotado 
para a Característica X1 do produto RCE sendo que, os resultados desta fase para as restantes 
características encontram-se no Anexo E. 
 
Tabela 4.11 - Estatísticas e Limites de Controlo para as Cartas e-MR baseados nos erros de previsão 
Carta Estatística LIC LC LSC 
Média 𝑒𝜏(𝑇) = 𝑋𝑇+𝜏 − ?̂?𝑇−𝜏(𝑇) −3𝜎𝑒𝑝 0 +3𝜎𝑒𝑝 
Amplitude 
Móvel 
𝑀𝑅𝑇 = |𝑒𝑡 − 𝑒𝑡−1| 𝐷1𝜎𝑒𝑝 𝑑2𝜎𝑒𝑝 𝐷2𝜎𝑒𝑝 
 
É importante referir ainda que todas as modelações realizadas ao longo do presente estudo 
foram do tipo AR(p). No caso específico da Característica X1 do Produto RCE, modelou-se segundo 
um modelo AR(1) e por isso obtém-se: 
 

























 𝛹0 = 1 
 
𝛹1 − 𝜙1 × 𝛹0 = 0 
𝛹1 = 𝜙1 × 1 = 𝜙1 
 
𝛹2 − 𝜙1 × 𝛹1 = 0 






Na Tabela 4.12 podemos encontrar os diferentes valores de j utilizados para a construção 
das cartas em questão. 
Tabela 4.12 - Valores de Ψj para a fase II do estudo univariado da característica X1 do produto RCE 
 
Prosseguindo com a Fase II, e tendo sempre em mente que esta Fase tem por base a 
monitorização do processo foram recolhidas e avaliadas vinte novas amostras com o intuito de 
construir as cartas da Média e das Amplitudes Móveis baseadas nos erros de Previsão. Na Figura 
4.15 apresentam-se as respetivas cartas para a Característica X1 do Produto RCE.  
𝛹0 𝛹1 𝛹2 𝛹3 𝛹4 𝛹5 𝛹6 𝛹7 𝛹8 
1 0,42012 0,17650 0,07415 0,03115 0,01309 0,00550 0,00231 0,00097 
𝛹9 𝛹10 𝛹11 𝛹9 𝛹10 𝛹11 𝛹12 𝛹13 … 
























Erros de Previsão - Carta e
e LICe LCe LSCe





Por observação das cartas anteriores, evidencia-se que não existem quaisquer pontos que 
surjam fora dos limites de controlo. Contudo, na carta MR é possível evidenciar uma grande 
quantidade de pontos abaixo da linha de controlo, ou seja, 𝑀𝑅 < 𝐿𝐶𝑀𝑅. Torna-se assim fundamental 
tentar interpretar o respetivo gráfico para perceber a razão dos baixos valores de MR. Sendo a carta 
MR uma carta que apresenta pouca sensibilidade, a existência de valores reduzidos de MR pode 
significar que a correlação existente não foi totalmente eliminada na fase I. Uma das razões para 
esta sensibilidade não ter sido totalmente eliminada pode ser resultado da intervenção que foi feita 
junto dos fornecedores. Esta intervenção surge no âmbito de, ao longo da realização dos testes e 
durante a análise dos dados obtidos para a presente dissertação, terem sido verificadas 
irregularidades na qualidade das matérias-prima. Deste modo, alterações na qualidade das 
matérias-prima por parte dos fornecedores pode ter resultado numa diminuição da variabilidade 
associada ao produto final, resultando em valores reduzidos de MR. Mais a frente será realizada 
uma análise às conclusões possíveis de retirar a partir dos resultados obtidos para as diferentes 
características dos diferentes produtos, permitindo averiguar relativamente à existência de mais 
evidências que permitam reiterar a teoria acima referida. 
 
4.4.4. Fase I: Estudo Multivariado 
Nesta fase do estudo, será dado início ao SPC multivariado, onde serão estudadas 
simultaneamente as diversas características para cada produto em estudo. A grande vantagem 
deste estudo multivariado é identificar o verdadeiro impacto que as características têm no produto. 
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produtos, a Fase I do controlo estatístico de processos multivariado inicia-se com base nos resíduos 
obtidos na Fase I do estudo univariado.  
Na Fase I do estudo multivariado utilizaram-se cartas de controlo 𝑇2 para o controlo dos 
resíduos e das amplitudes móveis, tendo sido construída uma para cada produto. Os limites das 
respetivas cartas de controlo são obtidos de acordo com as equações 2.74 e 2.75, utilizando um 
nível de significância de 𝛼 = 1,08%. O valor da significância é calculado através da equação 4.11, 
onde 𝛼𝑖 = 0,27% e 𝑝 = 4, o correspondente ao número da característica em questão.  
 𝛼 = 1 − (1 − 𝛼𝑖)
𝑝 4.11 
 
A análise da carta de controlo 𝑇2 é análoga à realizada na Fase I do estudo univariado. Neste 
caso, verifica-se a existência de uma causa especial sempre que 𝑇𝑘
2 > 𝐿𝑆𝐶, procedendo-se à 
substituição do ponto pelo valor esperado para esse instante e ajustando-se simultaneamente o 
modelo. Para a identificação da característica ou características responsáveis pelo surgimento da 
causa especial e consequente substituição dos respetivos valores, recorre-se ao método aplicado à 
estatística d. Por último, após novo cálculo dos valores 𝑇𝑘
2 e verificada a ausência de pontos fora 
dos limites de controlo (processo estabilizado, i.e., sob controlo estatístico), procede-se ao estudo 
da capacidade do processo, através da estimação dos índices de capacidade multivariados 𝐶𝑝𝑀, PV 
e LI. 
De seguida, apresenta-se a Fase I do estudo multivariado para o Produto RCE, de modo a 
manter uma sequência lógica com o estudo univariado detalhado. A ferramenta utilizada ao longo 
do desenvolvimento deste estudo foi o software Excel que, com todas as suas funcionalidades, foi 
fulcral na obtenção dos valores das variâncias e covariâncias entre as diversas características, na 
construção das cartas e finalmente no cálculo dos índices de capacidade. 
No entanto, é importante destacar que todo o estudo multivariado, com exceção da obtenção 
dos índices de capacidade, foi realizado através de uma análise aos resíduos obtidos com as 
modelações realizadas no estudo univariado. Consequentemente, na Tabela 4.13 apresentam-se 
todos os elementos da matriz das covariâncias, S, para o produto RCE. 
 
Tabela 4.13 - Elementos da matriz das covariâncias, S, do Produto RCE 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 







Posteriormente, procedeu-se então à construção da carta 𝑇2, que se apresenta na Figura 4.16.  
 
Com base na observação da carta multivariada, é possível verificar a existência de um ponto 
fora do intervalo definido pelos limites de controlo, na observação nº 23. Deste modo, e tal como já 
referido, torna-se fundamental perceber, através do método aplicado à estatística d, qual a 
característica responsável pelo surgimento desta causa especial, para que se possa proceder à 
substituição do respetivo valor pelo seu valor esperado nesse instante. O método aplicado encontra-
se descrito na Tabela 4.14. 
Tabela 4.14 - Método aplicado à estatística d 
Observação nº23 T2 𝑇(𝑗)




9,176 4,396 6,505 
X2 10,584 2,988 6,505 
X3 2,809 10,763 6,505 
X4 13,436 0,136 6,505 
 
Os resultados obtidos e apresentados na Tabela 4.12 permitem assim concluir que a 
característica responsável pelo surgimento da causa especial no ponto nº23 é a característica X3. 
Procede-se então à substituição do valor da característica X3 da observação nº23 pelo seu valor 
esperado nesse instante t, procedendo-se a uma nova modulação e obtendo-se assim os respetivos 
novos parâmetros.  
É importante referir que o procedimento acima descrito é realizado iterativamente até não se 
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sob controlo estatístico. No presente caso, e relativo ao Produto RCE, foi realizada mais uma revisão 
à carta, apresentada no Anexo F. Na Tabela 4.15 encontra-se assim o vetor média final das diversas 
características do Produto RCE e na Tabela 4.16 os elementos da matriz final das covariâncias, 
calculados com base nos resíduos revistos. 
Tabela 4.15 - Elementos do vetor da média, 𝐗 do Produto RCE, após revisão final 
?̅?1 ?̅?2 ?̅?3 ?̅?4 
1885,10 156,27 15,69 29,97 
 
Tabela 4.16 - Elementos da matriz das covariâncias, 𝐒, do Produto RCE após revisão final 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 
518,260 13,730 0,879 1,230 -14,169 -11,477 3,858 0,696 -0,072 -0,151 
 
Finalmente, e após a revisão final, apresenta-se na Figura 4.17 a carta multivariada através 
da qual é possível verificar que o processo se encontra sob controlo estatístico. Para além disso, é 
então possível concluir que os vetores da média e da matriz das covariâncias apresentados 
respetivamente na Tabela 4.15 e na Tabela 4.16 são boas estimativas dos valores parâmetros do 
processo, visto corresponderem à última revisão da carta multivariada na Fase I. 
 
Por último, segue-se o estudo da capacidade multivariada através dos índices 𝐶𝑝𝑀, PV e LI, 
calculados através das equações 2.82, 2.87 e 2.89 descritas na secção 2.7.3. Na Tabela 4.17 
apresentam-se os valores dos índices de capacidade multivariados obtidos para os três produtos e 
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Tabela 4.17 - Índices de capacidade multivariada para o Produto RCE 
 𝐶𝑝𝑀 PV LI 
RCE 1,331 0,993 1 
RBE 1,433 0,978 1 
RMCE 1,345 0,980 1 
 
Conclui-se assim que, através de uma análise aos valores dos índices multivariados de 
capacidade para os diversos produtos, os processos são capazes, visto verificar-se 
simultaneamente que 𝐶𝑝𝑀 ≥ 1,33, 𝑃𝑉 ≅ 1 e 𝐿𝐼 = 1. 
 
4.4.5. Fase II: Estudo Multivariado 
Concluída a Fase I do estudo multivariado e verificada a estabilidade do processo, torna-se 
possível iniciar o Fase II do controlo estatístico, i.e., a monitorização multivariada do processo 
produtivo. No presente estudo, à semelhança do realizado na Fase I, será aplicada a carta T2 
baseada nos erros de previsão, uma vez ter-se verificado a existência de autocorrelação dos dados. 
Para a construção desta carta recorre-se à estatística 𝑇𝑘
2 determinada a partir dos erros de previsão, 
utilizando a equação 2.73. Por outro lado, os limites de controlo podem ser obtidos recorrendo às 
equações 2.75 e 2.77. Perante o surgimento de causas especiais nesta carta, ou seja, se 𝑇𝑘
2 > 𝐿𝑆𝐶, 
recorre-se novamente ao método aplicado à estatística d para identificar a característica, ou 
características, responsáveis e devem ser tomadas as medidas corretivas necessárias para corrigir 
o processo produtivo. É de destacar que, com o intuito de manter a coerência no raciocínio, a carta 
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Através da observação da carta acima apresentada não foi detetada nenhuma causa especial 
de variação na Fase II, pelo que é possível concluir que o processo se encontra sob controlo 
estatístico na fase de monitorização do produto RCE, à semelhança do que tinha sido concluído no 
estudo univariado. Relativamente à segunda fase do estudo multivariado para os restantes produtos, 
todos os procedimentos podem ser consultados no Anexo G   
 
 Conclusões  
Após implementadas as técnicas de controlo estatístico univariado e multivariado, torna-se 
fundamental a realização de uma análise comparativa das duas, tanto para as Fase I como para as 
Fases II de ambos os estudos. 
 
4.5.1. Análise da Fase I – SPC vs MSPC 
Numa primeira fase desta análise e atendendo que no estudo multivariado foram utilizados 
os resíduos finais obtidos a partir do estudo univariado e relativos ao processo já estabilizado, o 
expectável seria não surgirem quaisquer causas especiais na primeira fase do estudo Multivariado. 
Contudo, é possível verificar que ao longo da realização da Fase I surgiram pontos fora dos limites 
de controlo em todas as características. Assim sendo, pode concluir-se que a análise multivariada 
aparenta ser mais sensível que a realização de um estudo univariado.  
Seguidamente, e prosseguindo com a comparação entre as duas abordagens, é possível 
realizar uma análise aos valores estimados para os parâmetros dos processos. Esta análise vai 
permitir identificar a existência ou não de diferenças significativas entre os valores obtidos para a 
média e desvio padrão dos processos de acordo com cada uma das abordagens, tal como 
apresentado Tabela 4.18. Ainda no que concerne à avaliação do desvio entre os parâmetros foi 
utilizado um método empírico. Este método permite quantificar o desvio dos valores estimados 
segundo o estudo multivariado em comparação com os obtidos no estudo univariado. 
Através da observação da Tabela 4.18 é exequível concluir que relativamente à média do 
processo não existem desvios significativos entre os valores obtidos segundo as duas abordagens. 
Contudo, relativamente ao desvio padrão, verifica-se que na generalidade dos casos a variabilidade 
estimada no estudo multivariado apresenta valores inferiores à estimada no estudo univariado. Esta 
situação está principalmente relacionada com o facto de serem utilizados diferentes estimadores. 




no estudo multivariado o estimador da variância é 𝑆2 calculado a partir dos valores dos resíduos 





Tabela 4.18 - Parâmetros da média e desvio padrão estimados segundos as abordagens univariada e 
multivariada 
  Média Desvio Padrão 
  Univariado Multivariado Desvio (%) Univariado Multivariado Desvio (%) 
RCE 
X1 1885,20 1885,10 -0,01 23,004 22,765 -1,04 
X2 156,27 156,27 0,00 3,719 3,649 -1,88 
X3 15,71 15,69 -0,13 0,950 0,937 -1,37 
X4 29,97 29,97 0,00 1,196 1,133 -5,27 
RBE 
X1 1858,90 1859,30 0,02 22,808 22,922 0,50 
X2 158,23 158,23 0,00 4,380 4,215 -3,77 
X3 16,68 16,66 -0,12 1,093 1,041 -4,76 
X4 29,68 29,69 0,03 0,845 0,852 0,83 
RMCE 
X1 1936,80 1938,20 0,07 19,538 18,775 -3,91 
X2 160,00 160,00 0,00 4,321 3,999 -7,45 
X3 14,85 14,85 0,00 0,844 0,776 -8,06 
X4 24,06 24,06 0,00 0,875 0,88 0,57 
 
Por último, uma outra análise que é possível realizar está relacionada com os valores da 
capacidade do processo estimados a partir das duas abordagens. Mais uma vez, e para facilitar a 
interpretação dos resultados, apresenta-se na Tabela 4.19 os valores relativos à capacidade 
univariada e multivariada dos processos. 
Através da observação da Tabela 4.19 é possível verificar que os índices obtidos segundo as 
duas abordagens revelam a existência de capacidade por parte dos processos produtivos. Deste 
modo, e tal como já referido anteriormente, o estudo univariado permitiu concluir que todos os 
processos são capazes. Contudo, verificou-se que para cada produto existe 1 processo que não 
pode ser considerado centrado, sendo por isso possível afirmar que a média do mesmo processo 
não coincide com o valor nominal da especificação. Ou seja, no caso das características X3, X4 e X1 
dos produtos RCE, RBE e RMCE, respetivamente, verificou-se a existência de um desvio entre os 
valores de (𝐶𝑝𝑘)𝑖 e (𝐶𝑝𝑘)𝑠 superior a 10% e, em virtude do mesmo, os processos não poderão ser 
considerados centrados.  
Relativamente à capacidade multivariada pode observar-se que todos os processos 
apresentam um valor de 𝐶𝑝𝑀 superior a 1,33, sugerindo que os processos relativos às caraterísticas 




constatar que é próximo de 1 para todos os processos garantindo a capacidade dos mesmos embora 
se tenha verificado uma ligeira diminuição do valor para os produtos RBE e RMCE. Esta diminuição 
pode ser relacionada com o facto de ser nas características X4 e X1 destes produtos que se verifica 
um maior desvio entre os valores de (𝐶𝑝𝑘)𝑖 e (𝐶𝑝𝑘)𝑠. Ainda assim, na globalidade, os indicadores 
para ambas as abordagens revelam que os processos têm capacidade de produzir de acordo com 
as especificações técnicas, havendo oportunidades de melhoria relativamente à centralidade dos 
mesmos. 
Tabela 4.19 - Índices de Capacidade univariada e multivariada para as diversas características dos diversos 
produtos 
  𝐶𝑝  𝐶𝑝𝑘 𝐶𝑝𝑀  PV LI 
RCE 
X1 1,376 1,374 
1,331 0,993 1 
X2 1,389 1,365 
X3 1,403 1,329 
X4 1,394 1,385 
RBE 
X1 1,461 1,441 
1,433 0,978 1 
X2 1,370 1,352 
X3 1,524 1,470 
X4 1,579 1,455 
RMCE 
X1 1,450 1,334 
1,345 0,980 1 
X2 1,350 1,350 
X3 1,581 1,523 
X4 1,523 1,499 
 
 
4.5.2. Análise da Fase II – SPC vs MSPC 
Para proceder a esta análise, é fundamental distinguir-se as conclusões retiradas segundo 
cada uma das abordagens. Deste modo, na Tabela 4.20 encontram-se as observações retiradas a 





Tabela 4.20 - Observações retiradas a partir das cartas de Shewhart baseadas nos erros de previsão 
  Média – (e) Desvio Padrão – (MR) 
RCE 
X1 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X2 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X3 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X4 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
RBE 
X1 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X2 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X3 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X4 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
RMCE 
X1 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X2 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X3 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
X4 
Sem causas especiais de variação 
nem pontos alarmantes 
Elevado número de pontos abaixo da 
linha central, 𝑀𝑅 < 𝐿𝐶𝑀𝑅 
 
Tal como foi referido anteriormente, por observação das cartas MR baseadas nos erros de 
previsão é possível verificar que, mesmo que não existam quaisquer pontos que surjam fora dos 
limites de controlo, existe uma grande quantidade de pontos abaixo da Linha Central, ou seja, 𝑀𝑅 <
𝐿𝐶𝑀𝑅. O facto de esta situação ser evidente em todas as cartas permite reforçar a justificação já 
dada. Ou seja, sendo a carta MR uma carta que apresenta pouca sensibilidade, a existência de 
valores reduzidos de MR pode significar que a auto correlação existente não foi totalmente eliminada 
na Fase I. Uma das razões possíveis para esta sensibilidade não ter sido totalmente eliminada pode 
ser resultado da intervenção que foi feita junto dos fornecedores. Esta intervenção surge no âmbito 
de, ao longo da realização dos testes e durante a análise dos dados obtidos para a presente 




imediato comunicadas aos respetivos fornecedores. Deste modo, a alteração na qualidade das 
matérias-primas por parte dos fornecedores pode ter resultado numa diminuição da variabilidade 
associada ao produto final, resultando em valores reduzidos de MR.  
Por último, e relativamente ao estudo multivariado, não foram detetadas causas especiais 











5. Conclusões, Considerações e Sugestões para 
Trabalho Futuro 
Neste último capítulo serão apresentadas as conclusões finais associadas ao estudo 
desenvolvido, bem como algumas considerações que foram sendo deduzidas com a implementação 
em contexto real, do controlo estatístico dos processos. Para além disso, são ainda propostos 
alguns trabalhos e estudos a desenvolver no futuro. 
 
 Conclusões e Considerações 
Todos os desenvolvimentos e metodologias apresentadas na presente dissertação vão ao 
encontro das técnicas propostas no estado da arte, permitindo retirar assim conclusões não só da 
capacidade dos processos em produzir de acordo com as especificações técnicas definidas, mas 
também relativamente à aplicabilidade dessas mesmas técnicas nesta indústria específica. Assim 
sendo, e tal como demonstrado nos capítulos anteriores, o trabalho iniciou-se com a realização de 
um estudo preliminar com o intuito de identificar a abordagem mais adequada às respetivas 
características dos produtos em causa. Após a verificação da existência de dados 
autocorrelacionados, é inevitável o recurso ao controlo estatístico para dados deste tipo, 
nomeadamente cartas de controlo e – MR quer para os resíduos, quer para erros de previsão.   
Ao longo do estudo existiram dois fatores relevantes e que, de alguma forma, marcaram todo 
o desenvolvimento do trabalho. O primeiro, e já referido anteriormente, trata-se da existência de 
dados autocorrelacionados. A existência de dados desta natureza está muito frequentemente ligada 
à indústria química e, sendo as argamassas produtos que apresentam alta dependência de 
químicos, é natural verificar-se esta relação. O segundo prende-se com o surgimento de um número 
significativo de causas especiais nas cartas de controlo, que podem ser associadas a uma variação 
significativa na qualidade do produto final. Neste sentido, propõe-se a implementação da 
metodologia de Desenho de Experiências (DOE) uma vez que possibilita um melhor conhecimento 
da influência que os diversos fatores têm sobre o processo, permitindo identificar os melhores níveis 
dos mesmos, conduzindo a um comportamento próximo daquele que se pretende atingir. Para além 
disso, considerando que um objetivo da empresa é garantir a estabilidade e a capacidade dos 
processos, torna-se fundamental a identificação das diversas causas que poderão originar valores 
fora da especificação. Para tal, elaborou-se um Diagrama de Ishikawa, apresentado na Figura 5.1. 
Este diagrama tem como principal objetivo a identificação das possíveis causas que originam pontos 
fora dos limites de especificação, permitindo assim identificar a base dos problemas que provocam 






De todas as causas acima apresentadas, considerando os testes realizados para a obtenção 
de dados, é possível afirmar que um dos principais problemas passa pela irregularidade da 
qualidade de uma das principais matérias-primas, a areia. No entanto, é um problema do qual a 
administração está ciente, mas que se tem vindo a demonstrar difícil de colmatar pelo simples facto 
da matéria em questão apresentar alguma imprevisibilidade na sua própria composição, 
nomeadamente granulometrias pouco constantes. Ainda assim, ficou anotada a sugestão de 
melhoria, sendo que a administração irá encetar conversações com os fornecedores com o intuito 
de estabilizar a qualidade não só da areia, mas de todos os inertes utilizados. 
Após a obtenção dos dados necessários, iniciou-se a implementação do Controlo Estatístico 
dos Processos. Ao longo do Capítulo 4 desenvolveu-se detalhadamente a metodologia de 
implementação do SPC, univariado e multivariado, relativamente ao Produto RCE, sendo que o 
estudo multivariado permite o estudo simultâneo das quatro características. Assim sendo, foi 
adotada a mesma metodologia para os restantes produtos, cujos desenvolvimentos do estudo se 
apresentam no Anexo F e no Anexo G.   
No que diz respeito ao estudo univariado, é possível concluir que, para as diferentes 
características dos diferentes produtos, os processos demonstram capacidade de produzir segundo 




as suas especificações técnicas visto que 𝐶𝑝𝑘 > 1,33. Contudo, é ainda possível verificar-se que se 
trata de um tipo de indústria cujo intervalo de especificação se apresenta bastante largo permitindo 
por isso que haja alguma variabilidade nas características medidas dos produtos finais. Esta 
variabilidade foi especialmente evidente no momento da deteção de causas especiais, onde, na 
maioria das características, foi necessária mais do que uma modelação até estar garantida a 
estabilidade dos processos, removendo todas as causas especiais de variação existentes. Por outro 
lado, constatou-se ainda que para a maioria das características os processos podem ser 
considerados como centrados, ou seja (𝐶𝑝𝑘)𝑖~(𝐶𝑝𝑘)𝑠. Contudo, no caso das características X3, X4 
e X1 dos produtos RCE, RBE e RMCE, respetivamente, verificou-se um desvio superior a 10% entre 
o (𝐶𝑝𝑘)𝑖 e (𝐶𝑝𝑘)𝑠, sendo por isso considerados como processos não centrados. Pelo exposto e 
atendendo a que média estimada com que os processos estão a produzir não está de acordo com 
o valor nominal da especificação, poder-se-á afirmar que estamos perante uma oportunidade de 
melhoria para a empresa.  
Por outro lado, o estudo multivariado permitiu uma análise simultânea das quatros 
características em estudo para cada um dos produtos e de onde foram retiradas conclusões 
semelhantes às do estudo univariado. No entanto, tendo em consideração o objetivo de controlar 
diversas características em simultâneo, recomenda-se sempre o uso de técnicas multivariadas em 
detrimento das univariadas, pelo facto de apresentarem uma sensibilidade extra no momento da 
deteção de causas especiais. Esta conclusão foi retirada essencialmente tendo em conta que, 
mesmo depois de verificada a estabilidade dos processos no estudo univariado para as diversas 
características, surgem a posteriori causas especiais de variação na Fase I do estudo multivariado. 
Mais uma vez, após atuação sobre as causas especiais, substituindo os valores de X pelos seus 
valores esperados para esses instantes, garantiu-se a estabilidade do processo e procedeu-se a 
um estudo da capacidade multivariada, onde se obtiveram conclusões positivas e semelhantes às 
do estudo univariado para as diversas características dos diversos produtos, nomeadamente que o 
processo apresenta capacidade de produzir de acordo com as especificações. A Fase II do estudo 
multivariado serviu unicamente para controlar o processo produtivo dos diversos produtos, 
garantindo que não existiam causas especiais de variação. 
De salientar ainda que, por ser uma ferramenta simples e de fácil aplicação, o SPC auxilia na 
visualização e compreensão de processos industriais, fornecendo informações essenciais que 
contribuem para o crescimento e desenvolvimento sustentável das empresas. Para além disso, 
demonstrou ser extremamente útil no momento da tomada de decisão, permitindo identificar as 
causas responsáveis pela variabilidade excessiva existente nos processos e as respetivas ações 
corretivas, contribuindo para a obtenção de notáveis melhorias para a empresa e para a qualidade 





 Sugestões para futuros trabalhos 
A realização do estudo apresentado teve em vista não só a implementação de técnicas e 
metodologias do SPC mas também a validação das mesmas no contexto real da IRP, indústria de 
argamassas. Contudo, ainda que a linha de produção da fábrica seja responsável por produzir uma 
gama variada de produtos, o trabalho apresentado anteriormente incidiu apenas em três desses 
produtos por apresentarem um maior interesse de estudo por parte da empresa. Deste modo, 
sugere-se a continuidade do estudo através da implementação das técnicas utilizadas aos restantes 
produtos e ainda, se possível, o alargamento a outras características da qualidade. 
Por outro lado, sugere-se ainda a metodologia do Desenho de Experiências com o intuito de 
identificar quais os fatores que influenciam significativamente o processo. Para além disso, esta 
metodologia permite ainda identificar quais os níveis desses fatores que conduzem a um 
comportamento mais aproximado do desejável. 
Outra condicionante que influenciou a presente dissertação foi a dificuldade em conciliar a 
realização dos testes para obtenção dos dados com a produção, uma vez que é necessário a 
paragem momentânea de uma das ensacadoras para a obtenção das amostras. Desta forma, 
sugere-se a priori a realização de um estudo que permita avaliar a relação custos/benefícios que a 
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Anexo A - Tabelas das Constantes 
 
  
Tabela A.1 – Fatores para Construção de cartas de controlo de variáveis (Retirado de Pereira 




Anexo B - Tabelas com dados em estudo 
 





X1 X2 X3 X4 
RCE-001 06/03/2018 1892,4 154,02 15,45 30,32 
RCE-002 06/03/2018 1915,1 152,78 15,08 30,51 
RCE-003 06/03/2018 1898,2 153,90 15,56 31,22 
RCE-004 06/03/2018 1870,0 154,50 16,63 29,99 
RCE-005 07/03/2018 1873,4 154,02 16,02 29,71 
RCE-006 07/03/2018 1861,8 156,08 17,24 31,33 
RCE-007 07/03/2018 1904,9 153,88 15,08 30,75 
RCE-008 07/03/2018 1868,8 158,20 15,98 30,64 
RCE-009 07/03/2018 1884,5 148,76 14,39 31,37 
RCE-010 07/03/2018 1857,1 157,86 16,08 30,88 
RCE-011 08/03/2018 1924,4 149,36 14,71 31,06 
RCE-012 08/03/2018 1888,6 158,48 15,27 30,59 
RCE-013 08/03/2018 1886,5 156,88 14,87 30,38 
RCE-014 08/03/2018 1877,2 150,50 16,19 30,66 
RCE-015 08/03/2018 1826,2 160,42 18,18 29,12 
RCE-016 08/03/2018 1837,4 161,94 17,74 28,89 
RCE-017 08/03/2018 1835,4 158,90 18,02 28,33 
RCE-018 08/03/2018 1873,9 159,12 16,38 29,54 
RCE-019 08/03/2018 1874,0 159,88 16,41 29,29 
RCE-020 08/03/2018 1869,9 157,94 16,41 29,46 
RCE-021 09/03/2018 1856,6 155,32 16,25 29,90 
RCE-022 09/03/2018 1885,1 152,16 15,25 29,49 
RCE-023 09/03/2018 1831,9 150,96 17,33 29,72 
RCE-024 09/03/2018 1882,5 153,28 15,72 30,44 
RCE-025 09/03/2018 1861,9 151,58 17,02 29,15 
RCE-026 09/03/2018 1864,4 152,14 16,87 28,68 
RCE-027 09/03/2018 1858,3 147,94 16,43 28,20 
RCE-028 12/03/2018 1851,9 153,08 17,66 28,73 
RCE-029 16/03/2018 1900,2 154,52 15,10 30,73 
RCE-030 16/03/2018 1920,4 157,96 13,80 30,40 
RCE-031 16/03/2018 1912,3 155,38 14,48 29,93 
RCE-032 16/03/2018 1912,6 159,02 14,61 30,94 
RCE-033 16/03/2018 1919,2 153,38 14,63 31,12 
RCE-034 16/03/2018 1917,9 156,52 14,33 31,41 
RCE-035 16/03/2018 1874,9 157,78 15,38 30,87 
RCE-036 16/03/2018 1928,3 151,18 13,88 30,43 
RCE-037 16/03/2018 1905,8 155,54 14,82 29,26 
RCE-038 20/03/2018 1890,0 155,66 15,56 30,30 
RCE-039 20/03/2018 1894,8 153,22 15,42 31,21 




RCE-041 20/03/2018 1916,5 157,24 14,43 31,75 
RCE-042 20/03/2018 1897,3 154,08 15,29 30,72 
RCE-043 20/03/2018 1875,0 157,16 16,60 29,41 
RCE-044 20/03/2018 1848,2 158,20 17,47 29,77 
RCE-045 20/03/2018 1868,2 152,56 17,06 28,46 
RCE-046 20/03/2018 1844,2 161,58 17,28 28,65 
RCE-047 20/03/2018 1877,5 151,60 16,37 28,90 
RCE-048 21/03/2018 1884,7 157,14 15,83 29,17 
RCE-049 23/03/2018 1915,0 152,80 14,46 29,36 
RCE-050 23/03/2018 1877,0 156,58 16,22 29,88 
RCE-051 23/03/2018 1874,9 155,20 16,47 30,38 
RCE-052 23/03/2018 1875,0 155,18 16,20 30,42 
RCE-053 23/03/2018 1873,6 155,34 15,99 29,80 
RCE-054 23/03/2018 1871,6 157,60 16,13 29,29 
RCE-055 26/03/2018 1883,2 151,10 15,35 30,03 
RCE-056 26/03/2018 1874,2 154,30 16,11 30,28 
RCE-057 26/03/2018 1901,0 150,52 15,01 30,84 
RCE-058 26/03/2018 1879,9 155,82 16,11 29,91 
RCE-059 26/03/2018 1845,4 152,36 17,72 29,68 
RCE-060 28/03/2018 1830,2 157,68 18,68 29,75 
RCE-061 28/03/2018 1867,8 151,28 16,72 28,06 
RCE-062 28/03/2018 1827,8 161,18 18,51 27,15 
RCE-063 28/03/2018 1856,7 154,72 17,34 27,49 
RCE-064 28/03/2018 1853,1 155,48 17,49 26,48 
RCE-065 28/03/2018 1831,6 157,22 18,51 26,51 
RCE-066 28/03/2018 1852,3 159,02 16,27 26,76 
RCE-067 28/03/2018 1838,7 153,66 18,00 26,12 
RCE-068 28/03/2018 1839,0 154,86 17,94 26,37 
RCE-069 28/03/2018 1819,4 156,76 18,95 27,25 
RCE-070 30/03/2018 1892,0 155,52 16,15 28,80 
RCE-071 30/03/2018 1900,7 151,20 14,91 29,51 
RCE-072 30/03/2018 1908,2 150,16 15,10 30,22 
RCE-073 30/03/2018 1895,0 151,28 15,09 29,64 
RCE-074 30/03/2018 1899,2 151,08 15,23 30,68 
RCE-075 30/03/2018 1891,5 155,50 15,55 30,59 
RCE-076 30/03/2018 1913,6 151,30 14,63 30,43 
RCE-077 30/03/2018 1883,2 155,46 15,71 30,46 
RCE-078 30/03/2018 1889,9 150,70 15,72 30,30 
RCE-079 30/03/2018 1890,5 153,20 15,55 30,41 
RCE-080 10/04/2018 1882,9 161,46 15,49 30,54 
RCE-081 10/04/2018 1904,2 161,94 14,76 30,71 
RCE-082 10/04/2018 1883,6 162,40 16,13 30,68 
RCE-083 10/04/2018 1900,1 162,70 15,16 30,49 
RCE-084 10/04/2018 1916,8 156,26 13,85 31,23 




RCE-086 10/04/2018 1888,2 158,52 16,20 30,16 
RCE-087 10/04/2018 1883,1 163,34 15,85 30,35 
RCE-088 10/04/2018 1888,9 161,90 15,73 30,07 
RCE-089 10/04/2018 1878,9 160,94 16,02 29,84 
RCE-090 11/04/2018 1888,0 166,48 15,73 29,90 
RCE-091 11/04/2018 1884,7 160,96 16,12 30,54 
RCE-092 11/04/2018 1903,1 160,64 14,93 31,28 
RCE-093 11/04/2018 1872,8 163,14 16,00 29,41 
RCE-094 11/04/2018 1879,3 161,06 15,84 30,51 
RCE-095 11/04/2018 1880,4 163,52 16,01 30,05 
RCE-096 11/04/2018 1882,4 166,54 16,07 29,77 
RCE-097 11/04/2018 1894,7 159,68 14,99 30,18 
RCE-098 11/04/2018 1900,9 158,08 14,77 31,00 
RCE-099 11/04/2018 1906,2 157,22 14,84 31,29 
RCE-100 12/04/2018 1890,4 156,14 15,29 30,47 
RCE-101 12/04/2018 1916,4 156,38 14,26 31,49 
RCE-102 12/04/2018 1928,4 157,84 14,01 31,75 
RCE-103 12/04/2018 1904,0 160,78 14,50 31,20 
RCE-104 12/04/2018 1900,9 160,14 15,05 30,83 
RCE-105 12/04/2018 1896,9 159,52 15,63 30,55 
RCE-106 12/04/2018 1911,3 155,40 14,59 29,92 
RCE-107 12/04/2018 1902,5 157,00 14,78 30,09 
RCE-108 12/04/2018 1906,1 159,86 14,77 29,87 
RCE-109 12/04/2018 1903,3 158,54 15,22 29,89 
RCE-110 13/04/2018 1891,0 159,32 15,64 29,81 
RCE-111 13/04/2018 1888,6 158,94 15,66 29,90 
RCE-112 13/04/2018 1891,5 154,50 15,61 30,09 
RCE-113 13/04/2018 1889,9 162,70 15,70 29,14 
RCE-114 13/04/2018 1891,2 155,14 15,60 30,98 
RCE-115 13/04/2018 1880,8 159,00 15,35 30,17 
RCE-116 13/04/2018 1890,3 155,96 15,72 30,18 
RCE-117 13/04/2018 1896,5 156,54 15,01 30,82 
RCE-118 13/04/2018 1884,5 160,54 15,88 30,97 
RCE-119 13/04/2018 1898,8 156,58 15,07 29,63 
RCE-120 13/04/2018 1907,7 158,48 14,72 30,10 
 
 





X1 X2 X3 X4 
RBE-001 05/03/2018 1859,2 152,86 17,04 30,11 
RBE-002 05/03/2018 1819,1 154,26 18,41 30,28 
RBE-003 05/03/2018 1855,3 156,58 17,30 29,36 




RBE-005 05/03/2018 1833,8 150,10 17,78 28,72 
RBE-006 05/03/2018 1848,1 153,90 17,39 29,79 
RBE-007 05/03/2018 1822,8 159,62 17,97 28,98 
RBE-008 05/03/2018 1763,9 161,78 19,35 28,28 
RBE-009 06/03/2018 1834,3 154,82 17,54 28,34 
RBE-010 06/03/2018 1830,7 156,00 17,11 28,61 
RBE-011 06/03/2018 1831,0 154,58 17,20 28,82 
RBE-012 06/03/2018 1828,2 159,74 17,94 30,21 
RBE-013 06/03/2018 1877,9 154,20 16,46 29,61 
RBE-014 06/03/2018 1877,4 155,52 16,24 29,97 
RBE-015 06/03/2018 1862,1 153,76 16,58 30,20 
RBE-016 06/03/2018 1850,2 152,80 16,31 30,25 
RBE-017 12/03/2018 1851,8 154,32 16,86 30,51 
RBE-018 12/03/2018 1846,6 162,16 17,00 30,57 
RBE-019 12/03/2018 1842,6 160,54 16,33 31,22 
RBE-020 12/03/2018 1871,4 163,12 15,79 30,22 
RBE-021 12/03/2018 1831,3 158,00 17,17 29,69 
RBE-022 12/03/2018 1874,9 154,02 16,54 30,22 
RBE-023 13/03/2018 1888,8 152,60 15,29 30,40 
RBE-024 13/03/2018 1853,8 155,90 16,97 30,41 
RBE-025 13/03/2018 1846,4 163,20 17,04 31,06 
RBE-026 13/03/2018 1868,1 161,72 16,38 30,18 
RBE-027 13/03/2018 1866,2 157,06 16,32 30,56 
RBE-028 02/04/2018 1847,1 163,14 17,78 28,94 
RBE-029 02/04/2018 1830,7 162,68 18,01 27,80 
RBE-030 02/04/2018 1821,1 159,52 18,74 27,33 
RBE-031 02/04/2018 1824,9 163,94 18,59 28,12 
RBE-032 02/04/2018 1827,0 163,76 18,12 28,31 
RBE-033 02/04/2018 1842,9 162,66 17,43 28,39 
RBE-034 02/04/2018 1833,4 164,04 18,17 28,84 
RBE-035 02/04/2018 1852,3 162,40 17,47 28,07 
RBE-036 02/04/2018 1836,8 165,22 17,94 28,87 
RBE-037 03/04/2018 1849,6 157,86 16,89 28,97 
RBE-038 03/04/2018 1852,4 154,50 16,89 29,11 
RBE-039 04/04/2018 1862,3 158,30 16,86 29,88 
RBE-040 04/04/2018 1874,9 161,68 16,55 29,97 
RBE-041 04/04/2018 1865,5 162,20 16,45 29,13 
RBE-042 04/04/2018 1858,0 160,62 16,38 30,39 
RBE-043 04/04/2018 1854,8 158,16 16,82 29,58 
RBE-044 04/04/2018 1847,3 164,84 17,60 30,23 
RBE-045 04/04/2018 1863,9 162,86 16,57 30,10 
RBE-046 04/04/2018 1853,3 164,58 17,00 29,62 
RBE-047 04/04/2018 1854,9 156,38 17,18 30,31 
RBE-048 04/04/2018 1848,8 160,94 18,14 30,53 




RBE-050 18/04/2018 1891,7 153,86 14,78 29,71 
RBE-051 18/04/2018 1883,7 166,70 15,83 30,06 
RBE-052 18/04/2018 1870,3 159,42 16,58 30,50 
RBE-053 18/04/2018 1890,9 165,34 15,53 29,38 
RBE-054 18/04/2018 1864,3 162,36 16,30 30,43 
RBE-055 18/04/2018 1875,2 154,60 15,75 29,47 
RBE-056 18/04/2018 1853,5 159,56 17,05 29,30 
RBE-057 18/04/2018 1878,2 154,64 16,17 29,45 
RBE-058 18/04/2018 1859,4 156,78 17,20 29,69 
RBE-059 18/04/2018 1856,4 159,54 16,45 28,91 
RBE-060 25/04/2018 1894,6 155,08 14,92 30,51 
RBE-061 25/04/2018 1888,1 157,68 15,47 31,10 
RBE-062 25/04/2018 1890,8 156,32 15,72 30,71 
RBE-063 25/04/2018 1897,3 161,72 15,11 30,65 
RBE-064 25/04/2018 1900,9 160,50 14,85 30,96 
RBE-065 25/04/2018 1896,8 162,74 14,95 30,52 
RBE-066 25/04/2018 1906,7 163,32 14,48 30,18 
RBE-067 25/04/2018 1901,9 162,84 14,64 30,72 
RBE-068 25/04/2018 1888,8 158,04 15,15 29,93 
RBE-069 25/04/2018 1912,5 158,42 14,16 31,08 
RBE-070 02/05/2018 1853,6 159,28 17,08 29,55 
RBE-071 02/05/2018 1849,3 155,32 17,29 29,71 
RBE-072 02/05/2018 1854,3 161,38 16,91 29,75 
RBE-073 02/05/2018 1849,0 165,20 17,13 29,82 
RBE-074 02/05/2018 1849,3 162,28 17,04 30,09 
RBE-075 02/05/2018 1869,9 157,48 16,64 29,59 
RBE-076 02/05/2018 1855,2 164,86 16,33 30,27 
RBE-077 02/05/2018 1812,3 162,88 18,63 30,56 
RBE-078 02/05/2018 1856,4 161,52 17,16 30,22 
RBE-079 02/05/2018 1879,2 166,88 15,89 29,54 
RBE-080 03/05/2018 1834,6 154,56 17,57 29,23 
RBE-081 03/05/2018 1843,6 153,70 17,33 29,01 
RBE-082 03/05/2018 1832,8 152,88 17,61 28,42 
RBE-083 03/05/2018 1816,5 150,48 18,44 28,93 
RBE-084 03/05/2018 1825,7 154,44 17,61 28,46 
RBE-085 03/05/2018 1833,9 152,72 17,07 29,37 
RBE-086 03/05/2018 1834,6 148,32 17,29 29,50 
RBE-087 03/05/2018 1834,3 159,90 17,36 28,99 
RBE-088 03/05/2018 1824,9 153,70 17,96 28,52 
RBE-089 03/05/2018 1823,4 156,62 18,54 28,29 
RBE-090 03/05/2018 1875,8 157,24 16,16 29,24 
RBE-091 04/05/2018 1887,7 154,94 15,19 29,46 
RBE-092 04/05/2018 1886,3 158,08 15,31 28,62 
RBE-093 04/05/2018 1837,0 161,82 17,78 29,18 




RBE-095 04/05/2018 1872,6 157,08 16,44 29,92 
RBE-096 04/05/2018 1852,2 156,28 16,43 29,67 
RBE-097 04/05/2018 1894,5 156,14 15,04 28,43 
RBE-098 04/05/2018 1882,1 156,26 15,41 28,26 
RBE-099 04/05/2018 1858,7 157,00 16,46 29,48 
RBE-100 04/05/2018 1845,4 153,82 17,39 29,37 
RBE-101 04/05/2018 1857,1 149,08 16,70 28,43 
RBE-102 07/05/2018 1820,2 158,92 17,98 27,81 
RBE-103 07/05/2018 1860,2 152,92 16,36 29,17 
RBE-104 07/05/2018 1862,9 156,04 16,89 28,82 
RBE-105 07/05/2018 1859,6 148,88 17,19 29,02 
RBE-106 07/05/2018 1835,2 152,08 17,62 28,63 
RBE-107 07/05/2018 1844,8 157,48 17,20 28,58 
RBE-108 07/05/2018 1822,2 157,86 18,07 28,29 
RBE-109 07/05/2018 1868,0 150,98 16,33 29,54 
RBE-110 07/05/2018 1877,4 161,48 16,16 30,48 
RBE-111 07/05/2018 1888,8 161,60 15,71 29,93 
RBE-112 07/05/2018 1879,8 160,04 15,99 30,13 
RBE-113 11/05/2018 1895,0 160,90 15,01 30,49 
RBE-114 11/05/2018 1872,5 160,26 15,85 30,67 
RBE-115 11/05/2018 1894,4 160,72 14,76 31,03 
RBE-116 11/05/2018 1897,8 163,24 14,82 30,95 
RBE-117 11/05/2018 1907,9 166,32 14,26 30,30 
RBE-118 11/05/2018 1876,0 160,86 16,44 30,80 
RBE-119 11/05/2018 1869,5 160,52 16,51 30,91 
RBE-120 11/05/2018 1890,9 161,68 14,86 30,53 
 
 





X1 X2 X3 X4 
RMCE-001 13/03/2018 1938,5 158,72 14,87 22,59 
RMCE-002 13/03/2018 1917,5 160,04 15,52 23,51 
RMCE-003 13/03/2018 1894,4 159,72 16,60 24,41 
RMCE-004 13/03/2018 1925,3 161,16 15,38 23,29 
RMCE-005 13/03/2018 1931,9 165,88 15,01 23,24 
RMCE-006 13/03/2018 1894,1 166,72 16,07 22,40 
RMCE-007 15/03/2018 1895,4 160,34 16,38 23,29 
RMCE-008 15/03/2018 1894,2 157,96 16,52 23,45 
RMCE-009 15/03/2018 1928,5 159,98 15,25 22,94 
RMCE-010 15/03/2018 1916,2 168,04 15,32 23,46 
RMCE-011 15/03/2018 1935,2 161,62 15,63 24,31 
RMCE-012 26/03/2018 1930,6 161,18 15,37 23,00 




RMCE-014 26/03/2018 1927,9 158,14 15,73 25,66 
RMCE-015 26/03/2018 1918,7 158,34 15,59 24,05 
RMCE-016 26/03/2018 1951,5 159,24 14,68 25,85 
RMCE-017 26/03/2018 1953,8 157,70 14,70 25,08 
RMCE-018 26/03/2018 1949,6 157,46 14,47 22,52 
RMCE-019 26/03/2018 1944,7 158,20 14,93 23,36 
RMCE-020 26/03/2018 1939,3 156,88 14,93 23,78 
RMCE-021 26/03/2018 1941,5 154,04 15,22 23,95 
RMCE-022 03/04/2018 1940,3 158,82 14,68 23,69 
RMCE-023 03/04/2018 1927,5 164,32 16,08 24,08 
RMCE-024 03/04/2018 1943,8 163,20 14,76 22,85 
RMCE-025 03/04/2018 1938,5 160,00 14,93 23,21 
RMCE-026 03/04/2018 1936,0 163,14 15,63 22,51 
RMCE-027 03/04/2018 1933,5 167,28 14,31 22,29 
RMCE-028 03/04/2018 1946,7 162,02 14,28 23,24 
RMCE-029 03/04/2018 1932,3 163,02 14,86 23,09 
RMCE-030 03/04/2018 1934,4 163,56 14,78 24,34 
RMCE-031 03/04/2018 1950,5 162,08 14,66 24,32 
RMCE-032 16/04/2018 1945,4 162,76 15,03 23,75 
RMCE-033 16/04/2018 1931,2 166,04 15,73 24,18 
RMCE-034 16/04/2018 1926,1 165,26 15,98 23,19 
RMCE-035 16/04/2018 1955,2 164,86 14,60 24,70 
RMCE-036 16/04/2018 1952,1 165,42 14,38 24,40 
RMCE-037 16/04/2018 1953,6 168,96 14,47 24,30 
RMCE-038 16/04/2018 1939,6 168,42 14,34 25,11 
RMCE-039 16/04/2018 1940,4 169,78 14,76 24,46 
RMCE-040 16/04/2018 1948,0 167,22 14,56 24,96 
RMCE-041 16/04/2018 1937,2 165,02 15,21 25,36 
RMCE-042 19/04/2018 1954,8 160,52 14,04 25,69 
RMCE-043 19/04/2018 1959,2 159,40 14,15 25,49 
RMCE-044 19/04/2018 1962,4 160,08 13,84 25,15 
RMCE-045 19/04/2018 1954,5 155,10 13,50 24,98 
RMCE-046 19/04/2018 1970,5 152,88 13,48 25,05 
RMCE-047 19/04/2018 1975,7 157,78 12,77 24,78 
RMCE-048 19/04/2018 1955,4 153,92 13,33 25,71 
RMCE-049 19/04/2018 1983,3 157,74 12,99 26,21 
RMCE-050 19/04/2018 1983,9 154,56 13,20 26,79 
RMCE-051 19/04/2018 1982,6 158.36 12,78 25,86 
RMCE-052 26/04/2018 1978,7 147,96 13,19 26,10 
RMCE-053 26/04/2018 1953,9 158,84 14,15 24,69 
RMCE-054 26/04/2018 1952,6 155,10 14,63 24,72 
RMCE-055 26/04/2018 1963,2 156,20 14,09 25,69 
RMCE-056 26/04/2018 1969,1 158,56 13,55 24,08 
RMCE-057 26/04/2018 1950,9 158,20 13,81 25,38 




RMCE-059 26/04/2018 1955,5 161,88 13,82 25,62 
RMCE-060 26/04/2018 1938,2 154,62 14,39 25,37 
RMCE-061 26/04/2018 1956,4 157,06 13,81 25,16 
RMCE-062 11/05/2018 1933,9 152,36 15,55 24,65 
RMCE-063 11/05/2018 1949,0 155,06 14,40 24,72 
RMCE-064 11/05/2018 1961,4 155,16 14,08 23,96 
RMCE-065 11/05/2018 1954,6 158,34 14,52 23,89 
RMCE-066 11/05/2018 1936,3 156,72 15,54 23,94 
RMCE-067 11/05/2018 1924,9 155,00 15,39 23,89 
RMCE-068 11/05/2018 1922,2 159,40 15,94 22,92 
RMCE-069 11/05/2018 1936,8 157,02 15,04 23,41 
RMCE-070 11/05/2018 1924,1 159,56 15,84 23,79 
RMCE-071 11/05/2018 1942,7 158,84 15,04 23,12 
RMCE-072 23/05/2018 1926,3 156,42 15,72 23,10 
RMCE-073 23/05/2018 1922,0 155,10 15,34 23,03 
RMCE-074 23/05/2018 1919,8 152,92 15,50 23,99 
RMCE-075 23/05/2018 1930,6 157,66 15,72 24,55 
RMCE-076 23/05/2018 1923,6 156,88 15,03 23,76 
RMCE-077 23/05/2018 1933,7 162,46 15,13 23,80 
RMCE-078 23/05/2018 1934,9 156,62 14,89 23,81 
RMCE-079 23/05/2018 1952,0 160,84 14,67 24,30 
RMCE-080 23/05/2018 1936,5 156,00 14,49 24,62 
RMCE-081 23/05/2018 1940,8 157,36 13,95 24,35 
RMCE-082 23/05/2018 1948,8 159,22 13,76 24,89 
RMCE-083 23/05/2018 1946,8 158,32 13,91 24,31 
RMCE-084 25/05/2018 1929,9 157,39 14,43 24,31 
RMCE-085 25/05/2018 1932,3 153,70 14,88 25,11 
RMCE-086 25/05/2018 1933,1 152,74 14,61 23,96 
RMCE-087 25/05/2018 1927,5 156,36 15,06 23,78 
RMCE-088 25/05/2018 1916,6 152,30 15,62 23,96 
RMCE-089 25/05/2018 1896,2 156,32 16,18 23,97 
RMCE-090 25/05/2018 1915,0 157,76 14,38 23,63 
RMCE-091 25/05/2018 1951,7 161,10 14,29 24,64 
RMCE-092 25/05/2018 1939,9 154,80 14,88 23,01 
RMCE-093 25/05/2018 1944,3 156,04 14,62 25,13 
RMCE-094 28/05/2018 1917,4 163,06 15,30 23,74 
RMCE-095 28/05/2018 1933,4 162,46 15,26 24,12 
RMCE-096 28/05/2018 1929,8 161,28 15,71 23,43 
RMCE-097 28/05/2018 1919,8 162,42 16,17 24,25 
RMCE-098 28/05/2018 1926,9 158,14 15,51 25,76 
RMCE-099 28/05/2018 1918,7 158,34 15,48 24,23 
RMCE-100 28/05/2018 1937,4 159,74 14,37 25,48 
RMCE-101 28/05/2018 1951,8 157,38 14,42 25,77 
RMCE-102 28/05/2018 1948,9 157,98 14,64 23,90 




RMCE-104 30/05/2018 1905,7 160,04 17,23 23,05 
RMCE-105 30/05/2018 1894,4 159,72 16,37 23,91 
RMCE-106 30/05/2018 1925,3 161,16 15,35 23,15 
RMCE-107 30/05/2018 1931,9 165,88 14,95 23,10 
RMCE-108 30/05/2018 1894,1 166,72 15,77 22,49 
RMCE-109 30/05/2018 1895,4 160,34 16,43 23,34 
RMCE-110 30/05/2018 1894,2 157,96 16,67 23,17 
RMCE-111 30/05/2018 1928,5 159,98 15,55 23,62 
RMCE-112 30/05/2018 1932,3 163,02 14,88 23,37 
RMCE-113 30/05/2018 1934,4 163,56 14,85 24,11 
RMCE-114 04/05/2018 1950,5 162,08 14,71 24,44 
RMCE-115 04/05/2018 1945,4 162,76 15,16 24,15 
RMCE-116 04/05/2018 1931,2 166,04 15,47 24,68 
RMCE-117 04/05/2018 1926,1 165,26 16,00 23,02 
RMCE-118 04/05/2018 1955,2 164,86 14,31 24,93 
RMCE-119 04/05/2018 1952,1 165,42 14,57 24,48 
RMCE-120 04/05/2018 1953,6 168,96 14,62 24,42 
 
 





X1 X2 X3 X4 
RCE-121 12/06/2018 1876,2 158,42 16,68 29,22 
RCE-122 12/06/2018 1883,3 159,94 16,14 28,52 
RCE-123 12/06/2018 1865,4 156,90 16,52 28,48 
RCE-124 12/06/2018 1867,4 159,1 16,38 29,64 
RCE-125 12/06/2018 1884,0 159,9 16,41 29,12 
RCE-126 12/06/2018 1879,9 157,9 16,41 29,56 
RCE-127 12/06/2018 1866,6 155,3 16,25 30,13 
RCE-128 12/06/2018 1895,1 152,2 15,25 28,92 
RCE-129 12/06/2018 1867,3 151,0 16,72 29,89 
RCE-130 12/06/2018 1892,5 152,2 15,72 30,53 
RCE-131 12/06/2018 1871,9 153,3 16,93 29,38 
RCE-132 13/06/2018 1893,5 159,4 14,84 30,19 
RCE-133 13/06/2018 1902,5 157,3 15,03 30,74 
RCE-134 13/06/2018 1897,2 158,6 15,08 31,07 
RCE-135 13/06/2018 1905,4 158,5 15,70 30,63 
RCE-136 13/06/2018 1917,5 155,3 14,74 31,12 
RCE-137 13/06/2018 1925,4 156,6 13,90 31,49 
RCE-138 13/06/2018 1911,7 159,7 14,33 30,93 
RCE-139 13/06/2018 1900,6 158,5 15,05 29,86 











X1 X2 X3 X4 
RBE-121 13/06/2018 1857,5 160,92 16,62 28,95 
RBE-122 13/06/2018 1844,8 162,68 16,85 28,67 
RBE-123 14/06/2018 1842,5 158,84 17,42 28,43 
RBE-124 14/06/2018 1837,9 162,62 18,22 29,20 
RBE-125 14/06/2018 1838,7 164,72 17,97 29,04 
RBE-126 14/06/2018 1849,4 162,80 17,63 28,54 
RBE-127 14/06/2018 1845,1 156,34 16,81 29,16 
RBE-128 14/06/2018 1841,0 163,78 17,48 28,79 
RBE-129 14/06/2018 1860,1 159,62 16,46 30,51 
RBE-130 14/06/2018 1851,4 153,82 17,04 29,82 
RBE-131 15/06/2018 1850,6 163,00 16,90 29,97 
RBE-132 15/06/2018 1854,8 155,78 16,14 30,64 
RBE-133 15/06/2018 1873,6 163,28 16,52 30,22 
RBE-134 15/06/2018 1864,9 161,68 16,60 29,34 
RBE-135 15/06/2018 1864,3 162,40 16,91 29,98 
RBE-136 15/06/2018 1865,7 158,76 16,80 30,09 
RBE-137 15/06/2018 1849,7 158,90 17,22 29,43 
RBE-138 15/06/2018 1847,5 159,84 18,01 30,65 
RBE-139 15/06/2018 1842,4 165,40 17,39 30,23 
RBE-140 15/06/2018 1864,5 155,12 16,98 30,03 
 
 





X1 X2 X3 X4 
RMCE-121 18/06/2018 1937,0 159,78 15,24 23,64 
RMCE-122 18/06/2018 1946,4 157,76 15,04 23,86 
RMCE-123 18/06/2018 1939,2 159,20 14,68 23,71 
RMCE-124 18/06/2018 1925,9 165,42 15,48 24,27 
RMCE-125 18/06/2018 1939,2 162,72 15,16 23,02 
RMCE-126 18/06/2018 1937,0 158,76 15,18 23,20 
RMCE-127 18/06/2018 1941,5 163,50 15,52 23,08 
RMCE-128 18/06/2018 1928,6 164,94 14,52 22,90 
RMCE-129 18/06/2018 1944,2 161,02 14,30 23,41 
RMCE-130 18/06/2018 1937,8 163,24 15,16 23,15 
RMCE-131 19/06/2018 1937,7 164,28 15,08 24,28 
RMCE-132 19/06/2018 1932,8 158,10 15,02 23,95 
RMCE-133 19/06/2018 1952,1 161,17 14,58 24,32 




RMCE-135 19/06/2018 1939,2 158,67 13,84 24,48 
RMCE-136 19/06/2018 1944,6 158,72 14,16 24,73 
RMCE-137 19/06/2018 1952,6 160,15 14,02 24,32 
RMCE-138 19/06/2018 1929,7 156,74 14,66 24,27 
RMCE-139 19/06/2018 1927,4 154,49 14,98 25,03 














Característica X2 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 156,24 0,8753 
𝜱𝟏 0,2143 0,0827 
𝜱𝟐 0,4607 0,0829 
Figura C.1 - FACE e FACPE referentes à Característica X2 do Produto RCE 










Característica X3 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 15,760 0,2432 
𝜱𝟏 0,4707 0,9100 
𝜱𝟐 0,2129 0,0913 
Figura C.3 - FACE e FACPE referentes à Característica X3 do Produto RCE 












Característica X4 – Produto RCE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 29,997 0,2855 
𝜱𝟏 0,7901 0,0570 
Figura C.5 - FACE e FACPE referentes à Característica X4 do Produto RCE 













Característica X1 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1858,7 4,5760 
𝜱𝟏 0,5911 0,0754 
Figura C.7 - FACE e FACPE referentes à Característica X1 do Produto RBE 












Característica X2 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 158,29 0,6324 
𝜱𝟏 0,4462 0,0831 
Figura C.9 - FACE e FACPE referentes à Característica X2 do Produto RBE 













Característica X3 – Produto RBE 
Transformação: Não 
Modelo (3,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 16,712 0,2710 
𝜱𝟏 0,4916 0,0930 
𝜱𝟑 0,1972 0,0913 
Figura C.11 - FACE e FACPE referentes à Característica X3 do Produto RBE 











Característica X4 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 29,676 0,7217 
𝜱𝟏 0,1913 0,0650 
Figura C.13 - FACE e FACPE referentes à Característica X4 do Produto RBE 





Característica X1  
 





Característica X1 – Produto RMCE 
Transformação: Não 
Modelo (4,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1936,8 5,6879 
𝜱𝟏 0,6207 0,0916 
𝜱𝟒 0,2234 0,0930 
Figura C.15 - FACE e FACPE referentes à Característica X1 do Produto RMCE 











Característica X2 – Produto RMCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 159,99 1,1165 
𝜱𝟏 0,5231 0,0911 
𝜱𝟐 0,2519 0,0918 
Figura C.17 - FACE e FACPE referentes à Característica X2 do Produto RMCE 












Característica X3 – Produto RMCE 
Transformação: Não 
Modelo (4,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 14,916 0,2363 
𝜱𝟏 0,6043 0,0904 
𝜱𝟒 0,2730 0,0924 
Figura C.19 - FACE e FACPE referentes à Característica X3 do Produto RMCE 










Característica X4 – Produto RMCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 24,070 0,2240 
𝜱𝟏 0,3802 0,0885 
𝜱𝟐 0,3197 0,0887 
Figura C.21 - FACE e FACPE referentes à Característica X4 do Produto RMCE 




Anexo D - Estudo Univariado: Fase I 
 
Produto RCE 






Figura D.1 - Carta de Controlo e - MR dos resíduos para a Característica X1 do Produto RCE 
Figura D.2 - FACE referente à Característica X1 do Produto RCE (1ª Revisão) 








Característica X1 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1885,8 5,3754 
𝜱𝟏 0,4758 0,0905 
𝜱𝟐 0,2365 0,0912 
Figura D.4 - FACE dos resíduos referente à Característica X1 do Produto RCE (1ª Revisão) 























Figura D.7 - FACE referente à Característica X1 do Produto RCE (2ª Revisão) 
Figura D.8 - FACPE referente à Característica X1 do Produto RCE (2ª Revisão) 



























Característica X1 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1885,2 4,3181 
𝜱𝟏 0,6482 0,0711 
Figura D.9 - FACE dos resíduos referente à Característica X1 do Produto RCE (2ª Revisão) 

















Tabela D.3 - Estudo da Capacidade para a Característica X1 do Produto RCE 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X1 1,376 1,374 1,379 1,374 Processo Capaz 
 
  
Figura D.11 - Carta de Controlo e - MR dos resíduos para a Característica X1 do Produto RCE (2ª Revisão) 



























Figura D.14 - FACE referente à Característica X2 do Produto RCE (1ª Revisão) 
Figura D.15 - FACPE referente à Característica X2 do Produto RCE (1ª Revisão) 
















Característica X2 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 156,27 0,9361 
𝜱𝟏 0,2129 0,0802 
𝜱𝟐 0,5119 0,0807 
Figura D.16 - FACE dos resíduos referente à Característica X2 do Produto RCE (1ª Revisão) 

















Tabela D.5 - Estudo da Capacidade para a Característica X2 do Produto RCE 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X2 1,389 1,365 1,413 1,365 Processo Capaz 
 
  
Figura D.18 - Carta de Controlo e - MR dos resíduos para a Característica X2 do Produto RCE (1ª Revisão) 


























Figura D.21 - FACE referente à Característica X3 do Produto RCE (1ª Revisão) 
Figura D.22 - FACPE referente à Característica X3 do Produto RCE (1ª Revisão) 


























Característica X3 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 15,731 0,2462 
𝜱𝟏 0,4695 0,0904 
𝜱𝟐 0,2392 0,0908 
Figura D.23 - FACE dos resíduos referente à Característica X3 do Produto RCE (1ª Revisão) 

























Figura D.26 - FACE referente à Característica X3 do Produto RCE (2ª Revisão) 
Figura D.27 - FACPE referente à Característica X2 do Produto RCE (2ª Revisão) 




























Característica X3 – Produto RCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 15,712 0,2399 
𝜱𝟏 0,4424 0,0899 
𝜱𝟐 0,2620 0,0902 
Figura D.28 - FACE dos resíduos referente à Característica X3 do Produto RCE (2ª Revisão) 

















Tabela D.8 - Estudo da Capacidade para a Característica X3 do Produto RCE 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 




Figura D.30 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RCE (2ª Revisão) 




















Figura D.32 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RCE 
Figura D.33 - FACE referente à Característica X4 do Produto RCE (1ª Revisão) 





















Característica X4 – Produto RCE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 29,969 0,2978 
𝜱𝟏 0,8164 0,0539 
Figura D.36 - FACPE dos resíduos referente à Característica X4 do Produto RCE (1ª Revisão) 


















Tabela D.10 - Estudo da Capacidade para a Característica X4 do Produto RCE 
 
 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X4 1,394 1,385 1,385 1,403 Processo Capaz 
Figura D.37 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RCE (1ª Revisão) 
























Figura D.39 - Carta de Controlo e - MR dos resíduos para a Característica X1 do Produto RBE 
Figura D.40 - FACE referente à Característica X1 do Produto RBE (1ª Revisão) 





























Característica X1 – Produto RBE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 1858,9 5,3209 
𝜱𝟏 0,4780 0,0916 
𝜱𝟐 0,2050 0,0918 
Figura D.42 - FACE dos resíduos referente à Característica X1 do Produto RBE (1ª Revisão) 


















Tabela D.12 - Estudo da Capacidade para a Característica X1 do Produto RBE 
  
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X1 1,461 1,441 1,441 1,482 Processo Capaz 
Figura D.44 - Carta de Controlo e - MR dos resíduos para a Característica X1 do Produto RBE (1ª Revisão) 




















Figura D.47 - FACE referente à Característica X2 do Produto RBE (1ª Revisão) 
Figura D.48 - FACPE referente à Característica X2 do Produto RBE (1ª Revisão) 





























Característica X2 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 158,32 0,6352 
𝜱𝟏 0,4634 0,0823 
Figura D.49 - FACE dos resíduos referente à Característica X2 do Produto RBE (1ª Revisão) 






















 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X3 1,461 1,441 1,441 1,482 Processo Capaz 
Figura D.51 - Carta de Controlo e - MR dos resíduos para a Característica X2 do Produto RBE (1ª Revisão) 























Figura D.54 - FACE referente à Característica X3 do Produto RBE (1ª Revisão) 
Figura D.55 - FACPE referente à Característica X3 do Produto RBE (1ª Revisão) 




























Característica X3 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 16,698 0,1975 
𝜱𝟏 0,6093 0,0748 
Figura D.56 - FACE dos resíduos referente à Característica X3 do Produto RBE (1ª Revisão) 
























Figura D.58 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RBE (1ª Revisão) 
Figura D.59 - FACE referente à Característica X3 do Produto RBE (2ª Revisão) 


























Característica X3 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 16,678 0,2069 
𝜱𝟏 0,6443 0,0722 
Figura D.61 - FACE dos resíduos referente à Característica X3 do Produto RBE (2ª Revisão) 



















Tabela D.17 - Estudo da Capacidade para a Característica X3 do Produto RBE 
 
  
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X3 1,524 1,470 1,579 1,470 Processo Capaz 
Figura D.63 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RBE (2ª Revisão) 





















Figura D.66 - FACE referente à Característica X4 do Produto RBE (1ª Revisão) 
Figura D.65 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RBE 

























Característica X4 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 29,665 0,1919 
𝜱𝟏 0,7291 0,0642 
Figura D.68 - FACE dos resíduos referente à Característica X4 do Produto RBE (1ª Revisão) 






















Figura D.71 - FACE referente à Característica X4 do Produto RBE (2ª Revisão) 
Figura D.70 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RBE (1ª Revisão) 


























Característica X4 – Produto RBE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 29,684 0,1989 
𝜱𝟏 0,7491 0,0625 
Figura D.73 - FACE dos resíduos referente à Característica X4 do Produto RBE (2ª Revisão) 


















Tabela D.20 - Estudo da Capacidade para a Característica X4 do Produto RBE 
 
  
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X4 1,579 1,455 1,455 1,703 Processo Capaz 
Figura D.76 - Verificação da Normalidade dos resíduos para a Característica X3 do Produto RBE 





















Tabela D.21 - Estudo da Capacidade para a Característica X1 do Produto RMCE 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X1 1,450 1,334 1,566 1,334 Processo Capaz 
Figura D.77 - Carta de Controlo e - MR dos resíduos para a Característica X1 do Produto RMCE 
























Figura D.79 - Carta de Controlo e - MR dos resíduos para a Característica X2 do Produto RMCE 
Figura D.80 - FACE referente à Característica X2 do Produto RMCE (1ª Revisão) 






























Característica X2 – Produto RMCE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 160,00 0,9059 
𝜱𝟏 0,7287 0,0662 
Figura D.82 - FACE dos resíduos referente à Característica X2 do Produto RMCE (1ª Revisão) 


















Tabela D.23 - Estudo da Capacidade para a Característica X2 do Produto RMCE 
 
  
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X2 1,350 1,350 1,350 1,350 Processo Capaz 
Figura D.84 - Carta de Controlo e - MR dos resíduos para a Característica X2 do Produto RMCE (1ª Revisão) 

























Figura D.86 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RMCE 
Figura D.87 - FACE referente à Característica X3 do Produto RMCE (1ª Revisão) 































Característica X3 – Produto RMCE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 14,865 0,1784 
𝜱𝟏 0,7244 0,0638 
Figura D.89 - FACE dos resíduos referente à Característica X3 do Produto RMCE (1ª Revisão) 

























Figura D.91 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RMCE (1ª Revisão) 
Figura D.92 - FACE referente à Característica X3 do Produto RMCE (2ª Revisão) 































Característica X3 – Produto RMCE 
Transformação: Não 
Modelo (1,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 14,853 0,1800 
𝜱𝟏 0,7377 0,0625 
Figura D.94 - FACE dos resíduos referente à Característica X3 do Produto RMCE (2ª Revisão) 



















Tabela D.26 - Estudo da Capacidade para a Característica X3 do Produto RMCE 
 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X3 1,3581 1,523 1,523 1,638 Processo Capaz 
Figura D.96 - Carta de Controlo e - MR dos resíduos para a Característica X3 do Produto RMCE (2ª Revisão) 
























Figura D.98 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RMCE 
Figura D.99 - FACE referente à Característica X4 do Produto RMCE (1ª Revisão) 































Característica X4 – Produto RMCE 
Transformação: Não 
Modelo (2,0,0), α = 5% 
 Parâmetro Desvio Padrão 
?̂? 24,064 0,2413 
𝜱𝟏 0,3638 0,0871 
𝜱𝟐 0,3671 0,0876 
Figura D.101 - FACE dos resíduos referente à Característica X4 do Produto RMCE (1ª Revisão) 



















Tabela D.28 - Estudo da Capacidade para a Característica X4 do Produto RMCE 
 
 𝑪𝒑 𝑪𝒑𝒌 (𝑪𝒑𝒌)𝒊 (𝑪𝒑𝒌)𝒔 Conclusão 
Característica X3 1,523 1,499 1,548 1,499 Processo Capaz 
Figura D.103 - Carta de Controlo e - MR dos resíduos para a Característica X4 do Produto RMCE (1ª Revisão) 































Erros de Previsão - Carta e
























Erros de Previsão - Carta MR































Erros de Previsão - Carta e
























Erros de Previsão - Carta MR
























Erros de Previsão - Carta e







Figura E.3 - Carta de controlo e - MR dos erros de previsão para a Característica X4 do Produto RCE 





















Erros de Previsão - Carta MR
























Erros de Previsão - Carta e





















Erros de Previsão - Carta MR






























Erros de Previsão - Carta e




















Erros de Previsão - Carta MR
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Figura E.6 - Cartas de controlo e - MR dos erros de previsão para a Característica X3 do Produto RBE 
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Figura E.9 - Cartas de controlo e - MR dos erros de previsão para a Característica X2 do Produto RMCE 
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Anexo F - Estudo Multivariado: Fase I 
Produto RCE 
 
Tabela F.1 - Elementos do vetor média, ?̅?, do Produto RCE 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1885,2 156,27 15,71 29,97 
 
 
Tabela F.2 - Elementos da matriz das covariâncias, S, do Produto RCE 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 










23 9,176 10,584 2,809 13,436 
 
 
Tabela F.4 - Método aplicado à estatística d, Produto RCE 
Nº 𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝝌𝜶;𝟏
𝟐  
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Tabela F.5 - Elementos do vetor média, ?̅?, do Produto RCE (1ª Revisão) 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1885,2 156,27 15,70 29,97 
 
 
Tabela F.6 - Elementos da matriz das covariâncias, S, do Produto RCE (1ª Revisão) 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 











86 4,640 13,039 1,904 11,989 
 
 
Tabela F.8 - Método aplicado à estatística d, Produto RCE (1ª Revisão) 
Nº 𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝝌𝜶;𝟏
𝟐  
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Tabela F.9 - Elementos do vetor média, ?̅?, do Produto RCE (2ª Revisão) 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1885,1 156,27 15,69 29,97 
 
 
Tabela F.10 - Elementos da matriz das covariâncias, S, do Produto RCE (2ª Revisão) 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 










 𝑪𝒑𝑴 𝑷𝑽 𝑳𝑰 Conclusão 
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Tabela F.12 - Elementos do vetor média, ?̅?, do Produto RBE 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1858,9 158,23 16,68 29,68 
 
 
Tabela F.13 - Elementos da matriz das covariâncias, S, do Produto RBE 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 










8 7,091 19,451 2,991 17,753 
93 18,521 6,558 14,618 5,918 
 
 
Tabela F.15 - Método aplicado à estatística d, Produto RBE 
Nº 𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝝌𝜶;𝟏
𝟐  
8 12,643 0,282 16,742 1,981 6,505 
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Tabela F.16 - Elementos do vetor média, ?̅?, do Produto RBE (1ª Revisão) 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1859,3 158,23 16,66 29,68 
 
 
Tabela F.17 - Elementos da matriz das covariâncias, S, do Produto RBE (1ª Revisão) 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 










 𝑪𝒑𝑴 𝑷𝑽 𝑳𝑰 Conclusão 
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Tabela F.19 - Elementos do vetor média, ?̅?, do Produto RMCE 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1936,80 160,00 14,85 24,06 
 
 
Tabela F.20 - Elementos da matriz das covariâncias, S, do Produto RMCE 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 











104 1,086 14,080 7,107 14,104 
 
 
Tabela F.22 - Método aplicado à estatística d, Produto RMCE 
Nº 𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝝌𝜶;𝟏
𝟐  
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Tabela F.23 - Elementos do vetor média, ?̅?, do Produto RMCE (1ª Revisão) 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1938,20 160,00 14,85 24,06 
 
 
Tabela F.24 - Elementos da matriz das covariâncias, S, do Produto RMCE (1ª Revisão) 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 











27 8,706 12,661 4,148 13,887 
 
 
Tabela F.26 - Método aplicado à estatística d, Produto RMCE (1ª Revisão) 
Nº 𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝝌𝜶;𝟏
𝟐  
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Tabela F.27 - Elementos do vetor média, ?̅?, do Produto RMCE (2ª Revisão) 
?̅?𝟏 ?̅?𝟐 ?̅?𝟑 ?̅?𝟒 
1938,20 160,00 14,85 24,06 
 
 
Tabela F.28 - Elementos da matriz das covariâncias, S, do Produto RMCE (2ª Revisão) 
S11 S22 S33 S44 S12 S13 S14 S23 S24 S34 





Tabela F.29 - Estudo da Capacidade Mulltivariada para o Produto RMCE 
 
  
 𝑪𝒑𝑴 𝑷𝑽 𝑳𝑰 Conclusão 
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Figura G.1 - Carta multivariada (Fase II) do Produto RCE 
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Figura G.3 - Carta multivariada (Fase II) do Produto RMCE 
