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EQUATIONS: A STOCHASTIC APPROACH
By Carlos M. Mora1
Universidad de Concepcio´n
Applying probabilistic techniques we study regularity properties
of quantum master equations (QMEs) in the Lindblad form with un-
bounded coefficients; a density operator is regular if, roughly speak-
ing, it describes a quantum state with finite energy. Using the linear
stochastic Schro¨dinger equation we deduce that solutions of QMEs
preserve the regularity of the initial states under a general nonex-
plosion condition. To this end, we develop the probabilistic repre-
sentation of QMEs, and we prove the uniqueness of solutions for ad-
joint quantummaster equations. By means of the nonlinear stochastic
Schro¨dinger equation, we obtain the existence of regular stationary
solutions for QMEs, under a Lyapunov-type condition.
1. Introduction. In order to establish the well-posedness of the mean
values of quantum observables represented by unbounded operators, we in-
vestigate the regularity of solutions of quantum master equations (with un-
bounded coefficients) in stationary and transient regimes. For this purpose,
we use classical stochastic analysis.
1.1. Gorini–Kossakowski–Lindblad–Sudarshan equations. In many open
quantum systems, the states of a small quantum system with Hamiltonian
H :h→ h evolve according to the operator equation
d
dt
ρt(̺) = L∗(ρt(̺)), ρ0(̺) = ̺,(1.1)
where L∗(ρ) =Gρ+ρG∗+
∑∞
k=1LkρL
∗
k (see, e.g., [8, 23, 38]). Here, (h, 〈·, ·〉)
is a separable complex Hilbert space, G,L1,L2, . . . are given linear operators
Received March 2011; revised July 2011.
1Supported in part by FONDECYT Grants 1070686 and 1110787, and by BASAL
Grants PFB-03 and FBO-16 as well as by PBCT-ACT 13 project.
AMS 2000 subject classifications. Primary 60H15; secondary 60H30, 81C20, 46L55.
Key words and phrases. Quantum master equations, stochastic Schro¨dinger equations,
regular solutions, probabilistic representations, open quantum systems.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2013, Vol. 41, No. 3B, 1978–2012. This reprint differs from the original in
pagination and typographic detail.
1
2 C. M. MORA
in h satisfying G = −iH − 12
∑∞
k=1L
∗
kLk on suitable common domain and
the unknown density operator ρt(̺) is a nonnegative operator in h with unit
trace. The operators L1,L2, . . . describe the weak interaction between the
small quantum system and a heat bath.
The measurable physical quantities of the small quantum system are rep-
resented by self-adjoint operators in h, which are called observables. Very
important observables are unbounded, like position, momentum and kinetic
energy operators. In the Schro¨dinger picture, the mean value of the observ-
able A at time t is given by tr(ρt(̺)A), the trace of ρt(̺)A.
In the Heisenberg picture, the initial density operator ̺ is fixed. Using,
for instance, (1.1) we obtain the following equation of motion for the ob-
servable A:
d
dt
Tt(A) =L(Tt(A)), T0(A) =A,(1.2)
where L(Tt(A)) = Tt(A)G +G∗Tt(A) +
∑∞
k=1L
∗
kTt(A)Lk; see, for example,
[8, 23]. The expected value of A at time time t is given by tr(̺Tt(A)).
1.2. Stochastic Schro¨dinger equations (SSEs). The evolution of the state
of a quantum system conditioned on continuous measurement is governed
(see, e.g., [3, 6, 38]) by the stochastic evolution equation on h.
Yt = Y0 +
∫ t
0
G(Ys)ds+
∞∑
k=1
∫ t
0
Lk(Ys)dB
k
s .(1.3)
Here G(y) = Gy +
∑∞
k=1(ℜ〈y,Lky〉Lky − 12ℜ2〈y,Lky〉y), Lk(y) = Lky −ℜ〈y,Lky〉y and B1,B2, . . . are real valued independent Wiener processes.
Example 1. Set h= L2(R,C). Let Q,P :h→ h be defined by Qf(x) =
xf(x) and Pf(x) =−if ′(x). In (1.3), take H = 12mP 2 + cQ2, L1 = αQ and
L2 = βP , with m> 0, α,β ≥ 0 and c ∈R. For all k ≥ 3, fix Lk = 0.
Example 1 with α,β, c > 0 describes the simultaneous monitoring of posi-
tion and momentum of a linear harmonic oscillator; see, for example, [25, 37].
Taking instead α > 0 and β = c = 0 we get a well-studied model for the
continuous measurement of position of a free particle; see, for example,
[5, 17, 25, 28] and references therein.
Our main tool for studying (1.1) and (1.2) is the following linear SSE
on h:
Xt(ξ) = ξ +
∫ t
0
GXs(ξ)ds+
∞∑
k=1
∫ t
0
LkXs(ξ)dW
k
s ,(1.4)
whereW 1,W 2, . . . are real valued independent Wiener processes on a filtered
complete probability space (Ω,F, (Ft)t≥0,P). In fact, the basic assumption
of this paper is:
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(H) There exists a nonnegative self-adjoint operator C in h such that:
(i) G is relatively bounded with respect to C; and (ii) (1.4) has a unique
C-solution for any initial condition ξ satisfying E(‖Cξ‖2 + ‖ξ‖2)<∞.
Here, a strong solution X(ξ) of (1.4) is called C-solution if E‖Xt(ξ)‖2 ≤
E‖ξ‖2, and the function t 7→ E‖CXt(ξ)‖2 is uniformly bounded on compact
time intervals; see Definition 2.1 for details.
The law of Xt(Y0)/‖Xt(Y0)‖ with respect to ‖XT (Y0)‖2 ·P coincides with
the law of Yt for all t ∈ [0, T ]; see [32]. The main technical and conceptual
advantage of (1.3) over (1.4) is that the norm of Yt is equal to 1.
1.3. Principal objectives. Our main goal is to make progress in the un-
derstanding of the evolution of tr(ρt(̺)A) when A is unbounded.
Given a self-adjoint nonnegative operator C in h, we denote by L+1,C(h)
the set of all nonnegative operators ̺ :h→ h for which, loosely speaking,
C̺ is a trace-class operator; see Definition 3.1. From Section 3 we have
that the expected value of A with respect to ̺ ∈ L+1,C(h) is well defined
whenever A ∈ L((D(C), ‖ · ‖C),h), where L((D(C),‖ · ‖C),h) is the space of
all operators relatively bounded with respect to C. Our first objective is:
(O1) To prove that the solution ρt(̺) of (1.1) belongs to L
+
1,C(h) (for all
t > 0) provided that C satisfies hypothesis (H) and that ̺ ∈ L+1,C(h).
The key condition to guarantee the uniqueness of solution of (1.1) is the
existence of a self-adjoint nonnegative operator C in h such that formally
L(C2)≤K(C2 + I),(1.5)
where I is the identity operator in h and K ∈ [0,∞[. This condition, in-
troduced by Chebotarev and Fagnola [12] (see also [10, 18, 22]), is a quan-
tum analog of the Lyapunov condition for nonexplosion of classical Markov
processes; see [10] for heuristic arguments. Since hypothesis (H) holds un-
der a weak version of (1.5) (see [19, 31] and Remark 6.1), inequality (1.5)
is the underlying assumption of objective (O1). In many physical exam-
ples, relevant observables belong to L((D(C),‖ · ‖C),h) for some C satisfy-
ing (1.5). In Example 1, for instance, C = P 2 +Q2 satisfies hypothesis (H)
(see, e.g., [19, 31]), and the position and momentum operators Q and P are
(P 2 +Q2)-bounded.
Previously, the regularity of the solutions to (1.1) has been treated in [1,
13, 15] using methods from the operator theory. Exploiting the character-
istics of a model describing a variable number of neutrons moving in a
translation invariant external reservoir of unstable atoms, Davies [15] estab-
lished that ρt(̺) ∈ L+1,C(h) whenever C is the particle number operator on
an adequate Fermion Fock space. Arnold and Sparber [1] obtained the same
property with C being essentially the energy operator for a linear quantum
master equation associated to a diffusion model with Hartree interaction.
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The second objective presents the first attempt (to the best of my knowl-
edge) to show the existence of stationary solutions of (1.1) with finite energy.
(O2) To prove the existence of a stationary solution of (1.1) belonging to
L+1,D(h) provided essentially that:
(L) There exist two nonnegative self-adjoint operators C and D and
a constant K > 0 such that {x ∈ h :‖Dx‖2+ ‖x‖2 ≤ 1} is compact
in h, and L(C2)≤−D2+K(1 + I).
Hypothesis (L) is a quantum version of the Lyapunov criterion for the
existence of invariant probability measures for stochastic differential equa-
tions, which applies to many open quantum systems; see, for example, [21]
and Section 6. Let L(h) be the set of all bounded operators from h to h.
In the case where G is the infinitesimal generator of a strongly continuous
contraction semigroup on h and, loosely speaking, Tt(I) = I for all t ≥ 0,
Fagnola and Rebolledo [21] proved that under hypothesis (L), there exists
at least one density operator ̺∞ satisfying tr(̺∞Tt(A)) = tr(̺∞A) for all
t ≥ 0 and A ∈ L(h). The main point of objective (O2) is that among such
stationary states ̺∞ we can select a finite-energy density operator belonging
to the domain of L∗, under the same hypothesis (L).
The third main objective develops the rigorous probabilistic representa-
tion of solution of (1.1), the key step to achieve objectives (O1) and (O2).
(O3) Assume hypothesis (H), and let ̺= E|ξ〉〈ξ|, where ξ is a h-valued
random variable such that E‖ξ‖2 = 1 and E‖Cξ‖2 <∞. We wish to prove
that (1.1) has a unique solution, which is
ρt(̺) = E|Xt(ξ)〉〈Xt(ξ)|.(1.6)
In Dirac notation, |x〉〈y| :h→ h is defined by |x〉〈y|(z) = 〈y, z〉x, with x, y ∈ h.
Using (1.6) we can assert that
ρt(̺) = E|Yt〉〈Yt|(1.7)
with Y0 = ξ (see [32]). Objective (O3), together with (1.7), shows that phys-
ical models based on the stochastic Schro¨dinger equations are in good agree-
ment with their formulations in terms of quantum master equations.
In the physical literature, the probabilistic representations (1.6) and (1.7)
of the density operator at time t have been obtained by means of formal com-
putations; see, for example, [2, 8, 24]. Barchielli and Holevo [4] established
essentially (1.6) and (1.7) in situations where G,L1,L2, . . . are bounded.
1.4. Approach. In the perspective of the operator theory, methods based
on the Hille–Yosida theorem and perturbations of linear operators [27, 34]
present severe limitations for studying linear functionals of the solutions of
(1.1) and (1.2). For example, it is very difficult to decompose L∗ into L1∗+L2∗
for a dissipative operator L1∗ in L1(h) and an infinitesimal generator L2∗ of
a C0 semigroup of contractions on L1(h), which together satisfy ‖L1∗(̺)‖1 ≤
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α‖L2∗(̺)‖1 +K‖̺‖1 whenever ̺ ∈D(L2∗). Here, 0≤ α< 1, K ≥ 0 and L1(h)
is the Banach space of trace-class operators on h equipped with the trace
norm ‖ · ‖1. Another difficulty is that L and L∗ are defined formally; indeed
L and L∗ can be interpreted as sesquilinear forms, but without having a
priori knowledge about their cores.
When G is the generator of a C0 semigroup of contractions on h, Davis [16]
provided solutions of (1.1) by means of semigroups. Modifying Davis’s ideas,
Chebotarev constructed a quantum dynamical semigroup T (min) that is weak
solution of (1.2) by generalizing the Chung construction of the minimal
solution of Feller–Kolmogorov equations for countable state Markov chains;
see Remark 2.5. Under certain conditions involving (1.5) and invariant sets
for exp(Gt), Chebotarev and Fagnola [12] proved the uniqueness of T (min);
see Remark 2.5. This property implies that L∗ is the infinitesimal generator
of the predual semigroup ρ(min) of T (min), and a core for L∗ is formed by
the linear span of all |x〉〈y| with x, y belonging to D(G), the domain of G;
see Remark 4.2. In Remark 4.2, we outline how to obtain ρ(min)(L+1,C(h))⊂
L+1,C(h) under various assumptions including exp(Gt)D(C) ⊂ D(C). It is a
hard problem, in general, to find C satisfying (1.5) whose domain D(C) is
invariant under the action of exp(Gt).
In contrast to closed quantum systems, solutions of (1.1) are not decom-
posable as dyadic products of solutions of evolution equations in h. Neverthe-
less, the solution of (1.1) is unraveled into stochastic quantum trajectories;
more precisely, objective (O3) establishes that ρt(̺) is expressed as the mean
value of quadratic functionals of the solutions of SSEs in a general context.
This property allows us to achieve objectives (O1) and (O2) by using SSEs,
without serious difficulties and without assumptions involving invariant sets
for exp(Gt). Applying (1.6) we also deduce that ρt(̺) satisfies (1.1) in both
sense integral and L1(h)-weak. This leads to prove rigorously some dynam-
ical properties of ρt(̺) given in physics; see, for example, Theorem 4.6.
We now focus on objective (O1). By Section 3, ̺ ∈ L+1,C(h) iff there ex-
ists a h-valued random variable ξ satisfying E(‖Cξ‖2 + ‖ξ‖2)<∞ and ̺=
E|ξ〉〈ξ|. Therefore (1.6) leads directly to objective (O1) since E‖CXt(ξ)‖2+
E‖Xt(ξ)‖2 <∞. Assumption (1.5) is natural in the context of (1.4) because
(1.5) is essentially the dissipative condition for (1.4).
We turn to objective (O2). Here, hypothesis (L) is a classical Lyapunov
condition for (1.4). Relation (1.6) suggests us that
∫
h
|x〉〈x|µ(dx) is a good
candidate for being a stationary solution for (1.1) when µ is an invariant
probability measure for (1.4) such that
∫
h
‖x‖2µ(dx) = 1. This reduces ob-
jective (O2) to prove that there exists an invariant probability measure for
(1.4), different from the Dirac measure at 0, which is a difficult problem.
We instead use (1.7). Under a weak version of hypothesis (L), there ex-
ists an invariant probability measure Γ for (1.3) such that
∫
h
‖x‖2Γ(dx) = 1
and
∫
h
‖Dx‖2Γ(dx) <∞; see [32]. Then, using (1.7) we deduce that ̺∞ =
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|x〉〈x|Γ(dx) is a stationary solution to (1.1) that belongs to L+1,D(h); see
Section 5. This is a step forward in the study of the long time behavior of
unbounded observables.
1.5. Technical ideas: Unraveling. Fix ̺ ∈ L+1,C(h). Then ̺ = E|ξ〉〈ξ| for
some h-valued random variable ξ satisfying E(‖Cξ‖2 + ‖ξ‖2)<∞; see Sec-
tion 3. We can define
ρt(̺) := E|Xt(ξ)〉〈Xt(ξ)|,(1.8)
because ρt(̺) does not depend on the choice of ξ; see Theorem 4.1. We next
outline how to establish that ρt(̺) is a solution of (1.1).
Applying Itoˆ’s formula we obtain
〈Xt(ξ), x〉Xt(ξ) = 〈ξ, x〉ξ +
∫ t
0
(〈Xs(ξ), x〉GXs(ξ) + 〈GXs(ξ), x〉Xs(ξ))ds
+
∞∑
k=1
∫ t
0
〈LkXs(ξ), x〉LkXs(ξ)ds+Mt
with Mt =
∑∞
k=1
∫ t
0 (〈Xs(ξ), x〉LkXs(ξ) + 〈LkXs(ξ), x〉Xs(ξ))dW ks . Since Mt
is a local martingale, we use stopping times and the dominated convergence
theorem to deduce that
E〈Xt(ξ), x〉Xt(ξ)
= E〈ξ, x〉ξ +
∫ t
0
E〈Xs(ξ), x〉GXs(ξ)ds(1.9)
+
∫ t
0
E〈GXs(ξ), x〉Xs(ξ)ds+
∞∑
k=1
∫ t
0
E〈LkXs(ξ), x〉LkXs(ξ)ds.
Define the operator L∗(ξ, s) :h→ h to be
E|GXs(ξ)〉〈Xs(ξ)|+E|Xs(ξ)〉〈GXs(ξ)|+
∞∑
k=0
E|LkXs(ξ)〉〈LkXs(ξ)|.
We now face the major technical difficulties; we have to prove that L∗(ξ, s)
is a trace-class operator such that: (i) L∗(ξ, t) = L∗(ρs(̺)); (ii) the function
s 7→ ‖L∗(ξ, s)‖1 is locally bounded; and (iii) s 7→ L∗(ξ, s) is weakly continuous
in L1(h). Then, applying (1.9) yields
ρt(̺) = ̺+
∫ t
0
L∗(ρs(̺))ds,(1.10)
where we understand the integral of (1.10) in the sense of the Bochner
integral in L1(h). Thus, we can deduce that for any A ∈ L(h),
d
dt
tr(Aρt(̺)) = tr(AL∗(ρt(̺))).(1.11)
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1.6. Technical ideas: Uniqueness. Recall that ρt(̺) is defined by (1.8) for
any ̺ ∈ L+1,C(h). In order to establish the uniqueness of the solution of (1.1)
under hypothesis (H), Theorem 4.3 extends ρt(̺) to a strongly continuous
semigroup (ρt)t≥0 of bounded operators on L1(h). Thus, (ρt)t≥0 belongs to
the class S formed by all the locally bounded semigroups (ρ̂t)t≥0 on L1(h)
such that for any x ∈D(C): (i) t 7→ ρ̂t(|x〉〈x|) is weakly continuous in L1(h));
and (ii) ρ̂t(|x〉〈x|) satisfies (1.11) in t= 0; see Theorem 4.5 and Lemma 7.20
for details. We next outline the proof that (ρt)t≥0 is the unique element in S ,
and so (1.1) has a unique solution (in the semigroup sense).
Let (ρ̂t)t≥0 ∈ S . Taking in mind that L(h) is the dual of L1(h), we consider
the semigroup (Tt)t≥0 on L(h) which is the adjoint semigroup of (ρ̂t)t≥0.
Using techniques from operator theory we obtain in Lemma 7.21 that (Tt)t≥0
is a weak solution of (1.2), namely, for all t≥ 0, A ∈ L(h) and x ∈D(C) we
have
d
dt
〈x,Tt(A)x〉= 〈x,L(Tt(A))x〉.(1.12)
Now, we wish to prove that (Tt)t≥0 is the unique weak solution of (1.2),
which is an important problem itself; see, for example, [10–13, 18, 30]. Sup-
pose for a moment that h is finite-dimensional and Lk 6= 0 for only a finite
number of k. Applying the Itoˆ formula to 〈Xs(x),Tt−s(A)Xs(x)〉 we deduce
that
〈Xt(x),AXt(x)〉
= 〈x,Tt(A)x〉+Mt
+
∫ t
0
(
〈Xs(x),L(Tt−s(A))Xs(x)〉 −
〈
Xs(x),
dTr(A)
dr
∣∣∣∣
r=t−s
Xs(x)
〉)
ds
with
Mt =
∞∑
k=1
∫ t
0
(〈LkXs(x),Tt−s(A)Xs(x)〉+ 〈Xs(x),Tt−s(A)LkXs(x)〉)dW ks .
From (1.12) we obtain 〈Xt(x),AXt(x)〉= 〈x,Tt(A)x〉+Mt, and so the mar-
tingale property of Mt leads to E〈Xt(x),AXt(x)〉 = 〈x,Tt(A)x〉, and hence
all the elements in S are the same semigroups, which implies ρ̂= ρ.
In the general case, G and Lk are unbounded operators. Therefore
(s,x) 7→ d
ds
〈x,Tt−s(A)x〉(= 〈x,L(Tt−s(A))x〉)
is not continuous on [0, t] × h, and consequently we cannot apply directly
Itoˆ’s formula to 〈Xs(x),Tt−s(A)Xs(x)〉. We overcome this difficulty in Sec-
tion 7.1 by applying Itoˆ’s formula to a regularized version of 〈x,Tt−s(A)x〉;
the resulting stochastic integrals (similar to those in Mt) are only local mar-
tingales, and so we have to use stopping times.
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1.7. Outline. Section 2 addresses the existence and uniqueness of solu-
tions for the adjoint quantum master equation, as well as its probabilistic
representation. Section 3 deals with the probabilistic interpretations of reg-
ular density operators. In Section 4 we construct Schro¨dinger evolutions
by means of stochastic Schro¨dinger equations and study the regularity of
solutions to (1.1). Section 5 focusses on the existence of regular stationary
solutions for (1.1). In Section 6 we apply our results to a quantum oscillator.
Section 7 is devoted to proofs.
1.8. Notation. Throughout this paper, the scalar product 〈·, ·〉 is linear
in the second variable and anti-linear in the first one. We write B(h) for
the Borel σ-algebra on h. Suppose that A is a linear operator in h. Then A∗
denotes the adjoint of A. If A has a unique bounded extension to h, then we
continue to write A for the closure of A.
Let X, Z be normed spaces. We write L(X,Z) for the set of all bounded op-
erators from X to Z (together with norm ‖ · ‖L(X,Z)). We abbreviate ‖ · ‖L(X,Z)
to ‖ · ‖, if no misunderstanding is possible, and define L(X) = L(X,X). By
L+1 (h) we mean the subset of all nonnegative trace-class operators on h.
Let C be a self-adjoint positive operator in h. Then, for any x, y ∈D(C)
we set 〈x, y〉C = 〈x, y〉+ 〈Cx,Cy〉 and ‖x‖C =
√
〈x,x〉C . As usual, L2(P,h)
stands for the set of all square integrable random variables from (Ω,F,P) to
(h,B(h)). We write L2C(P,h) for the set of all ξ ∈ L2(P,h) satisfying ξ ∈D(C)
a.s. and E‖ξ‖2C <∞. The function πC :h→ h is defined by πC(x) = x if
x ∈ D(C) and πC(x) = 0 whenever x /∈ D(C). In the sequel, the letter K
denotes generic constants.
2. Adjoint quantum master equation. We begin by presenting in detail
the notion of C-solution to (1.4).
Hypothesis 1. Suppose that C is a self-adjoint positive operator in h
such that D(C) is a subset of the domains of G,L1,L2, . . . , and the maps
G ◦ πC ,L1 ◦ πC ,L2 ◦ πC , . . . are measurable.
Definition 2.1. Let Hypothesis 1 hold. Assume that I is either [0,∞[ or
[0, T ], with T ∈R+. An h-valued adapted process (Xt(ξ))t∈I with continuous
sample paths is called strong C-solution of (1.4) on I with initial datum ξ
if and only if for all t ∈ I:
• E‖Xt(ξ)‖2 ≤ E‖ξ‖2, Xt(ξ) ∈D(C) a.s., sups∈[0,t]E‖CXs(ξ)‖2 <∞.
• Xt(ξ) = ξ +
∫ t
0 GπC(Xs(ξ))ds+
∑∞
k=1
∫ t
0 LkπC(Xs(ξ))dW
k
s P-a.s.
Notation 2.1. The symbol X(ξ) will be reserved for the strong C-
solution of (1.4) with initial datum ξ.
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Remark 2.1. Suppose that C is a self-adjoint positive operator in h,
together with A ∈ L((D(C),‖ · ‖C ),h). Then A ◦ πC :h→ h is measurable
whenever h is equipped with its Borel σ-algebra (see, e.g., [19] for details).
We now make more precise our basic assumptions, that is hypothesis (H).
Hypothesis 2. Suppose that Hypothesis 1 holds. In addition, assume:
(H2.1) The operator G belongs to L((D(C),‖ · ‖C ),h).
(H2.2) For all x ∈D(C), 2ℜ〈x,Gx〉+∑∞k=1‖Lkx‖2 = 0.
(H2.3) Let ξ ∈ L2C(P,h) be F0-measurable. Then for all T > 0, (1.4) has
a unique strong C-solution on [0, T ] with initial datum ξ.
Remark 2.2. Let A be a closable operator in h whose domain is con-
tained in D(C), where C is a self-adjoint positive operator in h. Applying
the closed graph theorem we obtain A ∈ L((D(C),‖ · ‖C),h), which leads to
a sufficient condition for (H2.1).
Remark 2.3. Let C be a self-adjoint positive operator in h such that
D(C)⊂D(G). Assume that 2ℜ〈x,Gx〉+∑∞k=1 ‖Lkx‖2 ≤ 0 for all x ∈D(G).
Then the numerical range of G is contained in the left half-plane of C, and
so G is closable. Therefore G ∈ L((D(C),‖ · ‖C),h) by Remark 2.2.
Using arguments given in Section 1.6 we prove the following theorem,
establishing the uniqueness of the solution of (1.2).
Definition 2.2. Suppose that A ∈ L(h) and that C is a self-adjoint
positive operator in h. A family of operators (At)t≥0 belonging to L(h) is a
C-solution of (1.2) with initial datum A iff A0 =A and for all t≥ 0:
(a) ddt〈x,Aty〉= 〈x,AtGy〉+ 〈Gx,Aty〉+
∑∞
k=1〈Lkx,AtLky〉 for all x, y ∈
D(C).
(b) sups∈[0,t]‖As‖L(h) <∞.
Theorem 2.1. Suppose that Hypothesis 2 holds. Let A belong to L(h).
Then, for every nonnegative real number t there exists a unique Tt(A) in
L(h) such that for all x, y in D(C),
〈x,Tt(A)y〉= E〈Xt(x),AXt(y)〉.(2.1)
Moreover, any C-solution of (1.2) with initial datum A coincides with T (A),
and ‖Tt(A)‖L(h) ≤ ‖A‖L(h) for all t≥ 0.
Proof. The proofs fall naturally into Lemmata 7.1 and 7.2. 
As a by-product of our proof of the existence of solutions to (1.1), we
“construct” a solution to (1.2), and so Theorem 2.1 leads to Theorem 2.2.
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Theorem 2.2. Let Hypothesis 2 hold. Suppose that A ∈ L(h) and that
Tt(A) is as in Theorem 2.1. Then (Tt(A))t≥0 is the unique C-solution of
(1.2) with initial datum A.
Proof. Lemmata 7.20 and 7.21 shows that (Tt(A))t≥0 is a C-solution
of (1.2) with initial datum A. Theorem 2.1 now completes the proof. 
Remark 2.4. In [30], C. M. Mora developed the existence and unique-
ness of the solution to (1.2) with A unbounded, as well as its probabilistic
representation. Thus taking A ∈ L(h), Corollary 14 of [30] established the
statement of Theorem 2.2 under assumptions including the existence of an
orthonormal basis (en)n∈N of h that satisfies, for example, Gen,Lken ∈D(C)
and supn∈Z+‖CPnx‖ ≤ ‖Cx‖ for all x ∈ D(C), where Pn is the orthogonal
projection of h over the linear manifold spanned by e0, . . . , en. In Theorem 2.2
we remove this basis, extending the range of applications.
Remark 2.5. Suppose that 2ℜ〈x,Gx〉 +∑∞k=1‖Lkx‖2 ≤ 0 for all x ∈D(G). Let G be the infinitesimal generator of a C0-semigroup of contrac-
tions. Define the sequence (T (n))n≥0 of linear contractions on L(h) by
〈u,T (n+1)t (A)v〉= 〈eGtu,AeGtv〉+
∞∑
k=1
∫ t
0
〈LkeG(t−s)u,T (n)s (A)LkeG(t−s)v〉ds,
where u, v ∈D(G), A ∈ L(h), and T (−1) = 0. A. M. Chebotarev proved that
Picard’s successive approximations T (n) converge as n→∞ to a quantum
dynamical semigroup T (min) which is a weak solution to (1.2); see, for ex-
ample, [10, 18]. Holevo [26] developed the probabilistic representation of
T (min) under restrictions, including that G and G∗ are the infinitesimal gen-
erators of C0-semigroup of contractions. From Chebotarev and Fagnola [12]
we have that T (min)t (I) = I for any t≥ 0, provided that there exists a self-
adjoint positive operator C in h and a linear manifold D ⊂D(G) which is
a core for C such that: (i) The semigroup generated by G leaves invariant
D; and (ii) For some γ > 0, 2ℜ〈C2x,Gx〉+∑∞k=1 ‖CLkx‖2 ≤ α‖x‖2C for all
x ∈ (γI − G)−1(D); see also [13, 18]. This implies the uniqueness (in the
semigroup sense) of the solution to (1.2) with A bounded; see, for exam-
ple, [18].
In addition to its proof, the main novelty of Theorem 2.2 is that we do
not assume properties like G are the infinitesimal generators of a semigroup
and condition (i), which involves the study of invariant sets for exp(Gt). The
latter is not an easy problem in general.
3. Probabilistic representations of regular density operators. The fol-
lowing notion of a regular density operator was introduced by Chebotarev,
Garc´ıa and Quezada [13] to investigate the identity preserving property of
minimal quantum dynamical semigroups.
REGULARITY OF SOLUTIONS TO QMES 11
Definition 3.1. Let C be a self-adjoint positive operator in h. An op-
erator ̺ belonging to L+1 (h) is called C-regular iff ̺=
∑
n∈I λn|un〉〈un| for
some countable set I, summable nonnegative real numbers (λn)n∈I and fam-
ily (un)n∈I of elements of D(C), which together satisfy
∑
n∈I λn‖Cun‖2 <
∞. We write L+1,C(h) for the set of all C-regular density operators.
We next formulate the concept of C-regular operators in terms of random
variables. This characterization of L+1,C(h) complements those given in [13]
using operator theory; see also [10].
Theorem 3.1. Suppose that C is a self-adjoint positive operator in h.
Let ̺ be a linear operator in h. Then ̺ is C-regular if and only if ̺= E|ξ〉〈ξ|
for some ξ ∈ L2C(P,h). Moreover, E|ξ〉〈ξ| can be interpreted as a Bochner
integral in both L1(h) and L(h).
Proof. The proof is divided into Lemmata 7.5 and 7.6. 
By the following theorem, the mean values of a large number of unbounded
observables are well posed when the density operators are C-regular. Theo-
rem 3.2 also provides probabilistic interpretations of these expected values.
Theorem 3.2. Suppose that C is a self-adjoint positive operator in h,
and fix ̺= E|ξ〉〈ξ| with ξ ∈ L2C(P,h). Then:
(a) The range of ̺ is contained in D(C) and C̺= E|Cξ〉〈ξ|.
(b) Consider A ∈ L((D(C),‖ · ‖C),h), and let B be a densely defined lin-
ear operator in h such that D(C) ⊂ D(B∗). Then A̺B is densely defined
and bounded. The unique bounded extension of A̺B belongs to L1(h) and is
equal to E|Aξ〉〈B∗ξ|, where E|Aξ〉〈B∗ξ| is a well defined Bochner integral in
both L1(h) and L(h). Moreover,
tr(A̺B) = E〈B∗ξ,Aξ〉.
Proof. Deferred to Section 7.2. 
4. Quantum master equation. We first deduce that (1.8) defines a den-
sity operator.
Theorem 4.1. Let Hypothesis 2 hold. Then, for every t≥ 0 there exists
a unique operator ρt ∈ L(L1(h)) such that for each C-regular operator ̺,
ρt(̺) = E|Xt(ξ)〉〈Xt(ξ)|,(4.1)
where ξ is an arbitrary random variable in L2C(P,h) satisfying ̺= E|ξ〉〈ξ|.
Here X(ξ) is the strong C-solution of (1.4) with initial datum ξ, and we can
interpret E|Xt(ξ)〉〈Xt(ξ)| as a Bochner integral in L1(h) as well as in L(h).
Moreover, ‖ρt‖L(L1(h)) ≤ 1 for all t≥ 0.
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Proof. Deferred to Section 7.4. 
Notation 4.1. From now on, ρt stands for the operator given by (4.1).
The next theorem says that the expected value E commutes with the
action of ρt on random C-regular pure density operators.
Theorem 4.2. Assume that Hypothesis 2 holds. Let ̺ = E|ξ〉〈ξ|, with
ξ ∈ L2C(P,h). Then Eρt(|ξ〉〈ξ|) = ρt(̺) for all t≥ 0.
Proof. Deferred to Section 7.5. 
We now summarize some relevant properties of the family of linear oper-
ators (ρt)t≥0.
Theorem 4.3. Adopt Hypothesis 2. Then (ρt)t≥0 is a semigroup of con-
tractions such that ρt(L
+
1 (h)) ⊂ L+1 (h), ρt(L+1,C(h)) ⊂ L+1,C(h), and for all
̺ ∈ L+1,C(h),
lim
s→t
tr|ρs(̺)− ρt(̺)|= 0.(4.2)
Proof. The proof is divided into Lemmata 7.12, 7.13 and 7.14. 
The analysis outlined in Section 1.5 leads to our first main theorem, which
asserts that E|Xt(ξ)〉〈Xt(ξ)| satisfies (1.1) in both senses, integral and L1(h)-
weak, whenever ̺= E|ξ〉〈ξ| is C-regular.
Hypothesis 3. The operators G,L1,L2, . . . are closable.
Theorem 4.4. Let Hypotheses 2 and 3 hold. Suppose that ̺ is C-regular.
Then for all t≥ 0,
ρt(̺) = ̺+
∫ t
0
(
Gρs(̺) + ρs(̺)G
∗ +
∞∑
k=1
Lkρs(̺)L
∗
k
)
ds,(4.3)
where we understand the above integral in the sense of the Bochner integral
in L1(h). Moreover, for any A ∈ L(h) and t≥ 0,
d
dt
tr(Aρt(̺)) = tr
(
A
(
Gρt(̺) + ρt(̺)G
∗ +
∞∑
k=1
Lkρt(̺)L
∗
k
))
.(4.4)
Proof. Deferred to Section 7.7. 
Remark 4.1. Let G,L1,L2, . . . be densely defined. Then Hypothesis 3
is equivalent to saying that G∗,L∗1,L
∗
2, . . . are densely defined.
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The second main theorem of this paper establishes that under Hypothe-
sis 2, ρt(̺) is the unique solution of (4.4) in the semigroup sense. Its proof
is based on arguments given in Section 1.6.
Definition 4.1. A semigroup (ρ̂t)t≥0 of bounded operators on L1(h) is
called semigroup C-solution of (1.1) if and only if:
(i) For each nonnegative real number T , supt∈[0,T ]‖ρ̂t‖L(L1(h)) <∞.
(ii) For any x ∈ D(C) and A ∈ L(h), the function t 7→ tr(ρ̂t(|x〉〈x|)A) is
continuous.
(iii) limt→0+(tr(Aρ̂t(|x〉〈x|)) − tr(A|x〉〈x|))/t = 〈x,AGx〉 + 〈Gx,Ax〉 +∑∞
k=1〈Lkx,ALkx〉 whenever x ∈D(C) and A ∈ L(h).
Theorem 4.5. Let Hypothesis 2 hold. Then (ρt)t≥0 is the unique semi-
group C-solution of (1.1).
Proof. Deferred to Section 7.8. 
Theorems 4.4 and 4.5, together with Theorem 3.2, show that the mean
values of the observables with respect to the solutions of the quantum mas-
ter equations are well posed in many physical situations. Moreover, The-
orems 3.2, 4.4 and 4.5 allow us to make rigorous some explicit computa-
tions concerning the evolution of unbounded observables, like the following
Ehrenfest-type theorem.
Theorem 4.6. Assume the setting of Example 1. Then (ρt)t≥0 is the
unique semigroup (P 2 + Q2)-solution of (1.1). If ̺ ∈ L+
1,P 2+Q2
(L2(R,C)),
then for all t≥ 0,
d
dt
tr(Qρt(̺)) =
1
m
tr(Pρt(̺)),
d
dt
tr(Pρt(̺)) =−2c tr(Qρt(̺)).(4.5)
Proof. Deferred to Section 7.9. 
Remark 4.2. A novelty of this paper lies in the use of probabilistic
methods for proving Theorems 4.4 and 4.5. In order to adopt a purely Op-
erator Theory viewpoint, we now return to Remark 2.5. Let (T∗t)t≥0 be the
semigroup on L1(h) whose adjoint semigroup is (T (min)t )t≥0; that is, T∗ is
the predual semigroup of T (min). In case T (min) leaves invariant the identity
operator, the linear span of {|x〉〈y| :x, y ∈D(G)} is a core for the infinitesi-
mal generator of (T∗t)t≥0, which is denoted by L∗ for simplicity of notation;
see, for example, Proposition 3.32 of [18]. Then, under conditions (i) and (ii)
given in Remark 2.5, (T∗t)t≥0 is the unique strongly continuous semigroup
on L1(h) satisfying a version of (1.1) for all ̺= |x〉〈y| with x, y ∈D(G). In
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order to establish T∗t(L+1,C(h)) ⊂ L+1,C(h) as well as the assertions of Theo-
rem 4.4, we have to prove first that L+1,C(h)⊂D(L∗). If we are able to do it,
then L+1,C(h) is an invariant set for T∗t provided that
sup
n∈N
|tr(T (min)(n(n+C2)−1C2)̺)|<∞(4.6)
for any ̺ ∈ L+1,C(h). When C is invertible, (4.6) follows from
‖C−1T (min)(n(n+C2)−1C2)C−1‖ ≤K‖n(n+C2)−1‖.(4.7)
A careful reading of [22] reveals that for any A ∈ L(h) we have
‖C−1T (min)(A)C−1‖ ≤K‖C−1AC−1‖(4.8)
under assumptions of type (1.5), together with exp(Gt), leaves invariant a
core of C contained in D(G); see also [10, 13]. This gives (4.7), and so (4.6)
holds. Under the same assumptions, an alternative is to obtain (4.8) by
proving ‖C−1T (n)(A)×C−1‖ ≤K‖C−1AC−1‖ directly from the definition
of T (n), but with effort. Here T (n) is as in Remark 2.5. Finally, to establish
(4.3) and (4.4) we have to get that L∗(̺) =G̺+ ̺G∗+
∑∞
k=1Lk̺L
∗
k for any
̺ ∈ L+1,C(h).
5. Regular stationary solutions of quantum master equations. This sec-
tion is devoted to objective (O2). In this direction, the next theorem provides
the representation of the density operator at time t as the average of all pure
states |Yt〉〈Yt| associated to the nonlinear stochastic Schro¨dinger equation
(1.3). This model has a sound physical basis; see, for example, [2, 3, 25, 37].
Definition 5.1. Let C satisfy Hypothesis 1. Suppose that I is either
[0,+∞[ or [0, T ] provided T ∈ [0,+∞[. We say that (Q, (Yt)t∈I, (Bt)t∈I) is a
C-solution of (1.3) with initial distribution θ on I if and only if:
• B = (Bk)k∈N is a sequence of real valued independent Brownian motions
on the filtered complete probability space (Ω,F, (Ft)t∈I,Q).
• (Yt)t∈I is an h-valued process with continuous sample paths such that the
law of Y0 coincides with θ and Q(‖Yt‖= 1 for all t ∈ I) = 1.
• For every t ∈ I :Yt ∈D(C) Q-a.s. and sups∈[0,t]EQ‖CYs‖2 <∞.
• Q-a.s., Yt = Y0 +
∫ t
0 G(πC(Ys))ds+
∑∞
k=1
∫ t
0 Lk(πC(Ys))dB
k
s for all t ∈ I.
Theorem 5.1. Suppose that Hypothesis 2 holds. Let ̺=
∫
h
|y〉〈y|θ(dy),
with θ probability measure over h satisfying θ(D(C)∩ {x ∈ h :‖x‖= 1}) = 1
and
∫
h
‖Cx‖2θ(dx)<∞. Then for all t≥ 0,
ρt(̺) = EQ|Yt〉〈Yt|,
where ρt(̺) is defined by (4.1), and (Q, (Yt)t≥0, (Bt)t≥0) is the C-solution of
(1.3) with initial law θ.
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Proof. Deferred to Section 7.10. 
Remark 5.1. Let θ be as in Theorem 5.1. Suppose that Hypothesis 2
holds. Then, we can use the same arguments as in the proof of Theorem 1
of [32] for establishing that (1.3) has a unique (in the probabilistic sense)
C-solution (Q, (Yt)t≥0, (Bt)t≥0) with initial law θ.
Remark 5.2. From Theorems 3.2 and 5.1 we obtain that the expected
value of A ∈ L((D(C),‖ · ‖C),h) at time t is equal to E〈Yt,AYt〉. This gives
theoretical support for the numerical computation of the mean value of an
observable A at time t through (1.3), which is the principal method for
computing efficiently tr(Aρt(̺)); see, for example, [8, 29, 35].
Our third main theorem deals with the existence of regular stationary
states for (1.1). This is a step forward in the understanding of the long-time
behavior of unbounded observables.
Hypothesis 4. Let Hypothesis 2 hold. Assume the existence of a prob-
ability measure Γ on B(h) such that: Γ(Dom(C) ∩ {x ∈ h :‖x‖ = 1}) = 1,∫
h
‖Cz‖2Γ(dz)<∞ and
Γ(A) =
∫
h
Pt(x,A)Γ(dx)(5.1)
for any t ≥ 0 and A ∈B(h). Here Pt(x,A) = Qx(Y xt ∈ A) if x ∈ Dom(C)
and Pt(x,A) = δx(A) otherwise; the C-solution of (1.3) with initial data
x ∈Dom(C) is denoted by (Qx, (Y xt )t≥0, (B·,xt )t≥0).
Theorem 5.2. Under Hypothesis 4, there exists a C-regular operator
̺∞ such that ρt(̺∞) = ̺∞ for all t≥ 0.
Proof. Deferred to Section 7.11. 
Remark 5.3. Combining the results of Section 4 with Theorem 5.2
yields the existence of a C-regular stationary solution to (1.1).
6. Quantum oscillator. In this section we illustrate our general results
with the following quantum oscillator.
Example 2. Consider h= l2(Z+), together with its canonical orthonor-
mal basis (en)n∈Z+ . The closed operators a
†, a are given by: for all n ∈ Z+
a†en =
√
n+1en+1, ae0 = 0 and aen =
√
nen−1 if n ∈N. Define N = a†a.
Choose H = iβ1(a
† − a) + β2N + β3(a†)2a2 with β1, β2, β3 ∈ R. Let L1 =
α1a, L2 = α2a
†, L3 = α3N , L4 = α4a
2, L5 = α5(a
†)2 and L6 = α6N
2, where
α1, . . . , α6 ∈C. Set Lk = 0 for any k ≥ 7, and so take G=−iH−
∑6
k=1L
∗
kLk/2.
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Example 2 describes a laser-driven quantum oscillator in a Kerr medium
that interacts with a thermal bath. In addition, Example 2 unifies concrete
physical systems such as the following two basic models:
• A mode with natural frequency ω of a electromagnetic field inside of a
cavity is described by β2 = ω, α1 =
√
A(ν +1), α2 =
√
Aν and β1 = β3 =
αk = 0, with k = 3, . . . ,6. Here, the mode is damped with rate α1 by a
thermal reservoir, and ν is a parametrization of the bath temperature;
see, for example, [8, 23, 38].
• A simple two-photon absorption and emission process is modeled by β3 ∈
R, α4 > 0, α5 ≥ 0 and β1 = β2 = α1 = α2 = α3 = α6 = 0; see, for exam-
ple, [9, 20] and references therein.
The next theorem characterizes the well-posedness of the mean values
of observables formed by a finite composition of a† and a in transient and
stationary regimes. Important examples of such observables are Q= i(a† +
a)/
√
2, P = i(a† − a)/√2 and N .
Theorem 6.1. Assume the setting of Example 2, and let ρt(̺) be as in
Theorem 4.1. Suppose that p is a natural number greater than or equal to 4.
(i) Let |α4| ≥ |α5| and let ̺ ∈ L+1,Np(l2(Z+)). Then ρt(̺) is a Np-regular
operator that satisfies both (4.3) and (4.4). Moreover, (ρt)t≥0 is the unique
semigroup Np-solution of (1.1).
(ii) Suppose that either |α4| > |α5| or |α4| = |α5| with |α2|2 − |α1|2 +
4(2p + 1)|α4|2 < 0. Then, there exists a Np-regular operator ̺∞ such that
ρt(̺∞) = ̺∞ for any t≥ 0.
Proof. Deferred to Section 7.12. 
Remark 6.1. In the proof of Theorem 6.1 we use the following sufficient
condition for condition (H2.3), which is developed in [19].
Hypothesis 5. Suppose that C is a self-adjoint positive operator in
h such that G,L1,L2, . . . belong to L((D(C),‖ · ‖C ),h), and 2ℜ〈x,Gx〉 +∑∞
k=1‖Lkx‖2 ≤ 0 for any x in a core of C. In addition, assume that for any
x belonging to a core of C2, 2ℜ〈C2x,Gx〉+∑∞k=1‖CLkx‖2 ≤K(‖x‖2C +1).
7. Proofs.
7.1. Proof of Theorem 2.1. We first prove that (2.1) defines implicitly a
bounded operator Tt(A).
Lemma 7.1. Adopt the assumptions of Hypothesis 2 with the exception
of condition (H2.2). Consider A ∈ L(h). Then for every t≥ 0 there exists a
unique Tt(A) belonging to L(h) for which (2.1) holds for all x, y in D(C).
Moreover, ‖Tt(A)‖ ≤ ‖A‖ for any t≥ 0.
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Proof. By Definition 2.1, |E〈Xt(x),AXt(y)〉| ≤ ‖A‖‖x‖‖y‖ for all x, y ∈
D(C). Hence the sesquilinear form over D(C) × D(C) given by (x, y) 7→
E〈Xt(x),AXt(y)〉 can be extended uniquely to a sesquilinear form [·, ·] over
h × h with the property that |[x, y]| ≤ ‖A‖‖x‖‖y‖ for any x, y ∈ h. There
exists a unique bounded operator Tt(A) on h such that |[x, y]|= 〈x,Tt(A)y〉
for all x, y in h. Furthermore, ‖Tt(A)‖ ≤ ‖A‖. 
Using arguments given in Section 1.6 we next establish the uniqueness of
solutions for the adjoint quantum master equations.
Lemma 7.2. Let Hypothesis 2 hold. Assume that (At)t≥0 is a C-solution
of (1.2) with initial datum A ∈ L(h). Then At = Tt(A) for all t≥ 0, where
Tt(A) is as in Therorem 2.1.
Proof. Using Itoˆ’s formula we will prove that for all x, y ∈D(C),
E〈Xt(x),AXt(y)〉= 〈x,Aty〉.(7.1)
This, together with Lemma 7.1, implies At = Tt(A).
Motivated by the fact that At is only a weak solution, we fix an orthonor-
mal basis (en)n∈N of h and consider the function Fn : [0, t]×h×h→C defined
by
Fn(s,u, v) = 〈Rnu,At−sRnv〉,
where Rn = n(n+ C)
−1 and u¯ =
∑
n∈N 〈en, u〉en. Since the range of Rn is
contained in D(C), condition (a) of Definition 2.2 yield
d
ds
Fn(s,u, v) =−g(s,Rnu,Rnv)(7.2)
with g(s,x, y) = 〈x,At−sGy〉+ 〈Gx,At−sy〉+
∑∞
k=1〈Lkx,At−sLky〉. Accord-
ing to conditions (a), (b) of Definition 2.2, we have that t 7−→ 〈u,Atv〉 is
continuous for all u, v ∈ h, and so combining CRn ∈ L(h) with Hypothesis 2
we get the uniform continuity of (s,u, v) 7−→ g(s,Rnu,Rnv) on bounded
subsets of [0, t] × h × h. Therefore we can apply Itoˆ’s formula to Fn(s ∧
τj ,X
τj
s (x),X
τj
s (y)), with τj = inf {t≥ 0 :‖Xt(x)‖+ ‖Xt(y)‖> j}.
Fix x, y ∈D(C). Combining Itoˆ’s formula with (7.2) we deduce that
Fn(t∧ τj,Xτjt (x),Xτjt (y)) = Fn(0,X0(x),X0(y)) + Int∧τj +Mt.
Here for s ∈ [0, t]: Ms =
∑∞
k=1
∫ s∧τj
0 〈RnX
τj
r (x),At−rRnLkXτjr (y)〉dW kr +∑∞
k=1
∫ s∧τj
0 〈RnLkX
τj
r (x),At−rRnXτjr (y)〉dW kr and
Ins =
∫ s
0
(−g(r,RnXr(x),RnXr(y)) + gn(r,Xr(x),Xr(y)))dr,
the function gn(r, u, v) is equal to 〈Rnu,At−rRnGv〉+ 〈RnGu,At−rRnv〉+∑∞
k=1〈RnLku,At−rRnLkv〉.
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We next establish the martingale property of Ms. For all r ∈ [0, t] we have
‖RnXτjr (x)‖2‖At−r‖2‖RnLkXτjr (y)‖2 ≤ j2 sup
s∈[0,t]
‖As‖2‖LkXτjr (y)‖2.
By (H2.1) and (H2.2), E
∫ t∧τj
0
∑∞
k=1 |〈RnX
τj
r (x),At−rRnLkXτjr (y)〉|2 ds <
∞. Thus (∑∞k=1 ∫ s∧τj0 〈RnXτjr (x),At−rRnLkXτjr (y)〉dW kr )s∈[0,t] is a martin-
gale. The same conclusion can be drawn for
∞∑
k=1
∫ s∧τj
0
〈RnLkXτjr (x),At−rRnXτjr (y)〉dW kr ,
and so (Ms)s∈[0,t] is a martingale. Hence
E〈RnXτjt (x),At−t∧τjRnXτjt (y)〉= 〈Rnx,AtRny〉+ EInt∧τj .(7.3)
We will take the limit as j→∞ in (7.3). Since E(sups∈[0,t]‖Xs(ξ)‖2)<∞
for ξ = x, y (see, e.g., Theorem 4.2.5 of [36]), using the dominated conver-
gence theorem, together with the continuity of t 7−→ 〈u,Atv〉, we get
E〈RnXτjt (x),At−t∧τjRnXτjt (y)〉 −→j→∞ E〈RnXt(x),ARnXt(y)〉.
Applying again the dominated convergence theorem yields EInt∧τj −→j→∞
EInt , and hence letting j→∞ in (7.3) we deduce that
E〈RnXt(x),ARnXt(y)〉 − 〈Rnx,AtRny〉
(7.4)
= E
∫ t
0
(−g(s,RnXs(x),RnXs(y)) + gn(s,Xs(x),Xs(y)))ds.
Finally, we take the limit as n→∞ in (7.4). Since ‖Rn‖ ≤ 1 and Rn tends
pointwise to I as n→∞, the dominated convergence theorem yields
lim
n→∞
E
∫ t
0
gn(s,Xs(x),Xs(y))ds= E
∫ t
0
g(s,Xs(x),Xs(y))ds.
For any x∈D(C), limn→∞CRnx=Cx. By ‖CRnx‖ ≤ ‖Cx‖, using the dom-
inated convergence theorem gives
lim
n→∞
E
∫ t
0
g(s,RnXs(x),RnXs(y))ds= E
∫ t
0
g(s,Xs(x),Xs(y))ds.
Thus, letting n→∞ in (7.4) we obtain (7.1). 
7.2. Proof of Theorem 3.2. We begin by examining the properties of the
Bochner integral E|ξ〉〈χ| when ξ,χ ∈ L2(P,h).
Lemma 7.3. Suppose that ξ and χ belong to L2(P,h). Then E|ξ〉〈χ| de-
fines an element of L1(h), which moreover, is given by
〈x,E|ξ〉〈χ|y〉= E〈x, ξ〉〈χ,y〉(7.5)
for all x, y ∈ h. Here, E|ξ〉〈χ| is well defined as a Bochner integral with values
in both L1(h) and L(h). In addition, tr(E|ξ〉〈χ|) = E〈χ, ξ〉.
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Proof. We first get E|ξ〉〈χ| ∈ L1(h). Since the image of |ξ〉〈χ| lies in
the set of all rank-one operators on h, |ξ〉〈χ| takes values in L1(h). Applying
Parseval’s equality yields
tr(A|ξ〉〈χ|) = 〈χ,Aξ〉.(7.6)
Hence |ξ〉〈χ| is B(L1(h))-measurable because the dual of L1(h) is formed
by all maps ̺ 7→ tr(A̺) with A ∈ L(h). Let x, y ∈ h. The absolute value of
the operator |x〉〈y| is equal to the operator |y〉〈y|‖x‖/‖y‖ in case y 6= 0, and
coincides with the null operator otherwise. Therefore
‖|x〉〈y|‖1 = ‖x‖‖y‖‖y‖
2 = ‖x‖‖y‖.(7.7)
Combining ξ,χ ∈L2(P,h) with (7.7) gives E‖|ξ〉〈χ|‖1 <∞, and so the Bochner
integral E|ξ〉〈χ| is well defined in the separable Banach space L1(h).
We now turn to work in L(h). The application (x, y) 7→ |x〉〈y| from h× h
to L(h) is continuous, and in consequence the measurability of ξ and χ
implies that |ξ〉〈χ| is B(L(h))-measurable. Thus using ‖ · ‖L(h) ≤ ‖ · ‖1 we
deduce that |ξ〉〈χ| is Bochner P-integrable in L(h); see, for example, [39] for
a treatment of the Bochner integral in Banach spaces which, in general, are
not separable. Since L1(h) is continuously embedded in L(h), either of the
interpretations of E|ξ〉〈χ| given above refers to the same operator.
Finally, for any x, y belonging to h, the linear function A 7→ 〈x,Ay〉 is
continuous as a map from L(h) to C. This gives (7.5). Similarly, (7.6) yields
tr(E|ξ〉〈χ|) = E tr(|ξ〉〈χ|) = E〈χ, ξ〉, because tr(·) ∈ L1(h)′. 
Remark 7.1. Under the assumptions of Lemma 7.3, E|ξ〉〈χ| can also
be interpreted as a Bochner integral in the pointwise sense; see, for exam-
ple, [14].
To prove Theorem 3.2, we need the following lemma.
Lemma 7.4. Let C be a self-adjoint positive operator in h. Suppose that
ξ ∈ L2C(P,h) and A ∈ L((D(C),‖ · ‖C),h). Then Aξ belongs to L2(P,h).
Proof. Since Aξ =AπC(ξ) P-a.s., from Remark 2.1 we deduce that Aξ
is strongly measurable. Thus Aξ ∈ L2(P,h). 
Proof of Theorem 3.2. We start by proving statement (a). Let x ∈
D(C) and let y ∈ h. Using Lemma 7.3 yields
〈Cx,̺y〉= E〈Cx, ξ〉〈ξ, y〉= E〈x,Cξ〉〈ξ, y〉.
In Lemma 7.4 we take A=C to obtain Cξ ∈L2(P,h). Thus, Lemma 7.3 im-
plies E〈x,Cξ〉〈ξ, y〉= 〈x,E|Cξ〉〈ξ|y〉, and so 〈Cx,̺y〉= 〈x,E|Cξ〉〈ξ|y〉. Then
̺y ∈D(C∗) =D(C) and C̺y = E|Cξ〉〈ξ|y, which is our assertion.
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Part (a) yields D(B) =D(A̺B), and so A̺B is densely defined. We next
prove that A̺B coincides with E|Aξ〉〈B∗ξ| on D(B). For this purpose, we
approximate A by ARn, where Rn is the Yosida approximation of −C.
Suppose that x ∈ h and y ∈ D(B). As in the proof of Lemma 7.2 we
consider Rn = n(n + C)
−1, and so CRnz −→n→∞ Cz for any x ∈ D(C).
Therefore 〈x,ARn̺By〉 −→n→∞ 〈x,A̺By〉, and hence Lemma 7.3 gives
〈x,A̺By〉= lim
n→∞
E〈(ARn)∗x, ξ〉〈ξ,By〉= lim
n→∞
E〈x,ARnξ〉〈ξ,By〉.(7.8)
Since ‖Rn‖ ≤ 1 and Rn commutes with C, ‖ARnz‖ ≤ K‖z‖C . Using the
dominated convergence theorem we obtain
〈x,A̺By〉= lim
n→∞
E〈x,ARnξ〉〈ξ,By〉= E〈x,Aξ〉〈B∗ξ, y〉.(7.9)
Since B is densely defined, B∗ is a closed operator. Remark 2.2 now
shows that B∗ ∈ L((D(C),‖ · ‖C),h), and so applying Lemma 7.4 gives Aξ,
B∗ξ ∈ L2(P,h). Combining (7.9) with Lemma 7.3 we get 〈x,A̺By〉 =
〈x,E|Aξ〉〈B∗ξ|y〉. Since the closure of A̺B is equal to E|Aξ〉〈B∗ξ|, we com-
plete the proof of statement (b) by using Lemma 7.3. 
7.3. Proof of Theorem 3.1. First, we easily construct a random variable
that represents a given C-regular operator.
Lemma 7.5. Let ̺ ∈ L+1,C(h), with C self-adjoint positive operator in h.
Then there exists ξ ∈ L2C(P,h) such that ̺= E|ξ〉〈ξ| and ‖ξ‖2 = tr(̺) a.s.
Proof. In case ̺= 0, we take ξ = 0. Otherwise, consider that ̺ is writ-
ten as in Definition 3.1. Then, we choose Ω = I, and for any n ∈ I we define
P({n}) = λn/ tr(̺) and ξ(n) =
√
tr(̺)un. 
Second, we use part (a) of Theorem 3.2, together with Lemma 7.3, to
establish the sufficient condition of Theorem 3.1.
Lemma 7.6. Let C be a self-adjoint positive operator in h. Suppose that
̺= E|ξ〉〈ξ|, with ξ ∈ L2C(P,h). Then ̺ is C-regular.
Proof. Lemma 7.3 shows that ̺ ∈ L+1 (h), hence ̺=
∑
n∈I λn|un〉〈un|,
where I is a countable set, (λn)n∈I are summable positive real numbers
and (un)n∈I is a orthonormal family of vectors of h. Using statement (a) of
Theorem 3.2 yields un ∈D(C) for all n ∈ I.
We can extend (un)n∈I to an orthonormal basis (en)n∈I′ of h formed by
elements of D(C). From Parseval’s equality we obtain∑
n∈I
λn‖Cun‖2 =
∑
n∈I
∑
k∈I′
λn|〈Cun, ek〉|2 =
∑
k∈I′
∑
n∈I
λn〈Cek, |un〉〈un|Cek〉,
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and so
∑
n∈I λn‖Cun‖2 =
∑
k∈I′〈Cek, ̺Cek〉. Combining Lemma 7.3 with
Parseval’s equality we now get∑
n∈I
λn‖Cun‖2 =
∑
k∈I′
E|〈ξ,Cek〉|2 = E
∑
k∈I′
|〈Cξ, en〉|2 = E‖Cξ‖2.
This gives ̺ ∈ L+1,C(h). 
7.4. Proof of Theorem 4.1. We first establish, in our framework, the
well-known relation between Heisenberg and Schro¨dinger pictures.
Lemma 7.7. Suppose that Hypothesis 2 holds, together with ξ ∈ L2C(P,h).
Let Tt(A) be as in Theorem 2.1. Then for all A ∈ L(h),
tr(AE|Xt(ξ)〉〈Xt(ξ)|) = tr(Tt(A)E|ξ〉〈ξ|).(7.10)
Proof. Fix A ∈ L(h), and define the function fn :h→ C by fn(x) =
〈x,Ax〉 if ‖x‖ ≤ n, and fn(x) = 0 otherwise. Using the Markov property
of Xt(ξ), which can be obtained by techniques of well-posed martingale
problems, we get
E(fn(Xt(ξ))) = E((fn(Xt(ξ)))/F0) = EPtfn(ξ),(7.11)
where Ptfn(x) = E(fn(Xt(x))) for all x ∈D(C).
We will take the limit as n→∞ in (7.11). The dominated convergence
theorem leads to
lim
n→∞
E(fn(Xt(ξ))) = E〈Xt(ξ),AXt(ξ)〉.(7.12)
Combining (7.12) with (2.1) yields Ptfn(x) −→n→∞ 〈x,Tt(A)x〉 whenever
x ∈ D(C). Since ‖Ptfn(x)‖ ≤ ‖A‖‖x‖2, according to the dominated conver-
gence theorem, we have EPtfn(ξ)−→ E〈ξ,Tt(A)ξ〉 as n→∞. Then, letting
n→∞ in (7.11) we get E〈Xt(ξ),AXt(ξ)〉 = E〈ξ,Tt(A)ξ〉 by (7.12), and so
Theorem 3.2 leads to (7.10). 
We next check that ρt(̺) is well defined by (4.1).
Lemma 7.8. Let Hypothesis 2 hold and consider ξ,ϕ ∈ L2C(P,h) such
that E|ξ〉〈ξ|= E|ϕ〉〈ϕ|. Then E|Xt(ξ)〉〈Xt(ξ)|= E|Xt(ϕ)〉〈Xt(ϕ)|.
Proof. Let A ∈ L(h). Using Lemma 7.7 yields
tr(AE|Xt(ξ)〉〈Xt(ξ)|) = tr(Tt(A)E|ξ〉〈ξ|) = tr(AE|Xt(ϕ)〉〈Xt(ϕ)|).
Hence ‖E|Xt(ξ)〉〈Xt(ξ)|−E|Xt(ϕ)〉〈Xt(ϕ)|‖L1(h) = 0; see, for example, Propo-
sition 9.12 of [33]. 
We now address the contraction property of the restriction of ρt to L
+
1,C(h).
Lemma 7.9. Let Hypothesis 2 hold. If ̺, ˜̺ are C-regular, then
tr|ρt(̺)− ρt(˜̺)| ≤ tr|̺− ˜̺|.(7.13)
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Proof. Since tr|ρt(̺) − ρt(˜̺)| = sup‖A‖L(h)=1 |tr(Aρt(̺)) − tr(Aρt(˜̺))|,
according to Lemma 7.7 we have
tr|ρt(̺)− ρt(˜̺)|= sup
A∈L(h),‖A‖=1
|tr(Tt(A)̺)− tr(Tt(A)˜̺)|.
Therefore tr|ρt(̺)−ρt(˜̺)| ≤ tr|̺− ˜̺| sup‖A‖L(h)=1 ‖Tt(A)‖, and so Theorem 2.1
leads to (7.13). 
The following lemma helps us to extend ρt to all L1(h).
Lemma 7.10. Suppose that C is a self-adjoint positive operator in h.
Then L+1,C(h) is dense in L
+
1 (h) with respect to the trace norm.
Proof. Let ̺ ∈ L+1 (h). Then there exists a sequence of orthonormal
vectors (uj)j∈N for which ̺=
∑
j∈N λj|uj〉〈uj |, with λj ≥ 0 and
∑
j∈N λj <
∞. For any x, y ∈ h we have
tr||x〉〈x| − |y〉〈y||= sup
‖A‖L(h)=1
|〈x,Ax〉 − 〈y,Ay〉| ≤ ‖x− y‖2 +2‖y‖‖x− y‖,
and so {|x〉〈x| :x ∈D(C)} is a ‖ · ‖L1(h)-dense subset of {|x〉〈x| :x ∈ h} sinceD(C) is dense in h. Now, the lemma follows from tr|̺−∑nj=1λj|uj〉〈uj ||=∑∞
j=n+1λj −→n→∞ 0. 
Proof of Theorem 4.1. Combining Theorem 3.1 with Lemma 7.8
we obtain that (4.1) defines unambiguously a linear operator ρt(̺) for any
̺ ∈ L+1,C(h) and t≥ 0. Lemma 7.10 guarantees the uniqueness of the operator
belonging to L(L1(h)) for which (4.1) holds. We next extend ρt to a bounded
linear operator in L1(h) by means of density arguments.
Suppose that ̺ ∈ L+1 (h). By Lemma 7.10, there exists a sequence (̺n)n∈N
of C-regular operators for which limn→∞ ‖̺− ̺n‖L1(h) → 0. We define ρt(̺)
to be the limit in L1(h) of ρt(̺n) as n→∞; according to Lemma 7.9 this
limit exists and does not depend on the choice of (̺n)n∈N. Recall that every
A ∈ L(h) has a unique decomposition of the form A=ℜ(A) + i ℑ(A), with
ℜ(A) and ℑ(A) self-adjoint operators in h. For each ̺ ∈ L1(h) we set
ρt(̺) = ρt(ℜ(̺)+)− ρt(ℜ(̺)−) + i(ρt(ℑ(̺)+)− ρt(ℑ(̺)−)),
where A+, A− denotes, respectively, the positive and negative parts of the
self-adjoint operator A; see, for example, [7] for details.
We will verify that ρt ∈ L(L1(h)). Let ̺= ̺1 − ̺2 + i(̺3 − ̺4), with ̺j ∈
L+1,C(h) for any j = 1, . . . ,4. Since ‖Tt(A)‖ ≤ ‖A‖, Lemma 7.7 yields
tr|ρt(̺)|= sup
‖A‖L(h)=1
|tr(Aρt(̺))|= sup
‖A‖L(h)=1
|tr(Tt(A)̺)| ≤ tr(|̺|).
The construction of ρt(̺) now implies ‖ρt(̺)‖L1(h) ≤ ‖̺‖L1(h) for all ̺ ∈
L1(h). Consider two C-regular operators ̺, ˜̺ and α≥ 0. By Definition 3.1,
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̺+α˜̺ belongs to L+1,C(h). If A ∈ L(h), then applying Lemma 7.7 we obtain
tr(ρt(̺+ α˜̺)A) = tr(Tt(A)̺) + α tr(Tt(A)˜̺) = tr((ρt(̺) +αρt(˜̺))A).
Therefore ‖ρt(̺+ α˜̺)− ρt(̺)− αρt(˜̺)‖L1(h) = 0, and so Lemma 7.10 leads
to ρt(̺+α˜̺) = ρt(̺)+αρt(˜̺) for any ̺, ˜̺∈ L+1 (h). Careful algebraic manip-
ulations now show the linearity of ρt :L1(h)→ L1(h). 
7.5. Proof of Theorem 4.2. Let us first prove the continuity of the map
ξ 7→ ρt(E|ξ〉〈ξ|).
Lemma 7.11. Assume that Hypothesis 2 holds. Let ξ and ξn, with n ∈N,
be random variables in L2C(P,h) satisfying E‖ξ − ξn‖2 −→n→∞ 0. Then
ρt(E|ξn〉〈ξn|) converges in L(h) to ρt(E|ξ〉〈ξ|) as n→∞.
Proof. Let x ∈ h. Combining (4.1) with the linearity of (1.4) we get
‖ρt(E|ξn〉〈ξn|)x− ρt(E|ξ〉〈ξ|)x‖
≤ E|〈Xt(ξn), x〉|‖Xt(ξn − ξ)‖+ E|〈Xt(ξ − ξn), x〉|‖Xt(ξ)‖
≤ ‖x‖(E‖ξ − ξn‖2 +2
√
E‖ξ − ξn‖2
√
E‖ξ‖2).
In the last inequality we used that E‖Xt(η)‖2 ≤ E‖η‖2 for η ∈L2C(P,h). 
Proof of Theorem 4.2. There exits a sequence (ξn)n of (D(C),‖ · ‖)-
valued random variables with finite ranges such that ‖ξn − ξ‖ converges
monotonically to 0; see, for example, [14]. By Lemma 7.11, ρt(E|ξn〉〈ξn|)
converges to ρt(E|ξ〉〈ξ|) in L(h). Since ρt is linear, an easy computation
shows that Eρt(|ξn〉〈ξn|) = ρt(E|ξn〉〈ξn|), hence
Eρt(|ξn〉〈ξn|)−→n→∞ ρt(E|ξ〉〈ξ|) in L(h).(7.14)
We will prove that Eρt(|ξn〉〈ξn|) converges to Eρt(|ξ〉〈ξ|) in L(h) as n→
∞, which together with (7.14) implies ρt(E|ξ〉〈ξ|) = Eρt(|ξ〉〈ξ|). From Lem-
ma 7.11 we obtain ‖ρt(|ξn〉〈ξn|)− ρt(|ξ〉〈ξ|)‖L(h) −→n→∞ 0. For any x, y ∈ h
we have ‖|x〉〈y|‖1 = ‖x‖‖y‖, and so Lemma 7.9 yields
‖ρt(|ξn〉〈ξn|)‖ ≤ ‖ρt(|ξn〉〈ξn|)‖1 ≤ ‖ξn‖2 ≤ 2(‖ξ1 − ξ‖2 + ‖ξ‖2).
Therefore E‖ρt(|ξn〉〈ξn|)− ρt(|ξ〉〈ξ|)‖L(h) −→n→∞ 0. 
7.6. Proof of Theorem 4.3. Our proof is divided into three lemmata. The
first two deal with the semigroup property of (ρt)t≥0.
Lemma 7.12. Let Hypothesis 2 hold, and let ̺ be C-regular. Then for
all t≥ 0, ρt(̺) belongs to L+1,C(h) and ρt+s(̺) = ρt ◦ ρs(̺) whenever s≥ 0.
Proof. Since Xt(ξ) ∈L2C(P,h), combining Theorem 3.1 with (4.1) gives
ρt(L
+
1,C(h))⊂ L+1,C(h).
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We will establish the semigroup property of the restriction of ρ to L+1,C(h).
Consider ξ ∈L2C(P,h) satisfying ρ= E|ξ〉〈ξ|, and fix x, y ∈ h. For all z ∈ h we
define pn(z) = 〈z,x〉〈y, z〉 if |〈z,x〉〈y, z〉| ≤ n, and pn(z) = 0 otherwise. Using
the Markov property of Xt(ξ) we deduce that
E(pn(Xt+s(ξ))) = E((pn(Xt+s(ξ)))/Fs) = EPt(pn)(Xs(ξ)),(7.15)
where for all z ∈D(C), Pt(pn)(z) = E(pn(Xt(z))).
Let z ∈D(C). Applying the dominated convergence theorem gives
lim
n→∞
E(pn(Xt(z))) = E〈Xt(z), x〉〈y,Xt(z)〉= 〈y, ρt(|z〉〈z|)x〉,
hence limn→∞Pt(pn)(z) = 〈y, ρt(|z〉〈z|)x〉. Then EPt(pn)(Xs(ξ)) −→n→∞
E〈y, ρt(|Xs(ξ)〉〈Xs(ξ)|)x〉, and so Theorem 4.2 leads to
lim
n→∞
EPt(pn)(Xs(ξ)) = 〈y, ρt(E|Xs(ξ)〉〈Xs(ξ)|)x〉= 〈y, ρt ◦ ρs(̺)x〉.(7.16)
By (7.15), in (7.16) we replace s by 0 and t by t+ s to obtain
lim
n→∞
E(pn(Xt+s(ξ))) = lim
n→∞
EPt+s(pn)(X0(ξ)) = 〈y, ρt+s(̺)x〉.
Thus, letting n→∞ in (7.15), we get ρt+s(̺) = ρt ◦ ρs(̺) by (7.16). 
Lemma 7.13. Under Hypothesis 2, (ρt)t≥0 is a semigroup of contractions
which leaves L+1 (h) invariant.
Proof. By Theorem 4.1, ‖ρt‖L(L1(h)) ≤ 1. Since ρt(̺) is positive when-
ever ̺ is C-regular, using Lemma 7.10 yields 〈x,ρt(̺)x〉 ≥ 0 for any ̺ ∈ L+1 (h)
and x ∈ h.
Suppose that ̺ = ̺1 − ̺2 + i(̺3 − ̺4), where ̺1, . . . , ̺4 are C-regular
operators. Applying (4.1) gives ρ0(̺) = ̺, and Lemma 7.12 asserts that
ρt+s(̺) = ρt ◦ ρs(̺) for any s, t≥ 0. Then, combining Lemma 7.10 with den-
sity arguments, we deduce that (ρt)t≥0 is a semigroup. 
We now examine the continuity of the map t 7→ ρt(̺) when ̺ is C-regular.
Lemma 7.14. Adopt Hypothesis 2, together with ̺ ∈ L+1,C(h). Then the
map t 7→ ρt(̺) from [0,∞[ to L1(h) is continuous.
Proof. Consider ξ ∈L2C(P,h) such that ̺= E|ξ〉〈ξ|. Theorem 3.2 yields
E‖Xt(ξ)‖2 ≤ E‖ξ‖2 = tr(̺) for all t≥ 0, and so combining Theorem 3.2 with
the Cauchy–Schwarz inequality yields
tr|ρt(̺)− ρs(̺)|= sup
A∈L(h),‖A‖=1
|E〈Xt(ξ),AXt(ξ)〉 − 〈Xs(ξ),AXs(ξ)〉|
≤ 2(tr(̺))1/2(E‖Xt(ξ)−Xs(ξ)‖2)1/2.
Since E(sups∈[0,T ] ‖Xs(ξ)‖2) <∞ for any T > 0 (see, e.g., Theorem 4.2.5
of [36]), using the dominated convergence theorem, we get (4.2). 
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7.7. Proof of Theorem 4.4. First, we establish the weak continuity of the
map t 7→AXt(ξ) when A is relatively bounded by C.
Lemma 7.15. Assume that Hypothesis 2 holds. If ξ belongs to L2C(P,h)
and if A ∈ L((D(C),‖ · ‖C),h), then for all ψ ∈L2(P,h) and t≥ 0 we have
lim
s→t
E〈ψ,AXs(ξ)〉= E〈ψ,AXt(ξ)〉.(7.17)
Proof. Let (sn)n be a sequence of nonnegative real numbers converging
to t. Since ((Xsn(ξ),AXsn(ξ),CXsn(ξ)))n is a bounded sequence in L
2(P,h3)
with h3 = h× h× h, there exists a subsequence (sn(k))k for which
(Xsn(k)(ξ),AXsn(k)(ξ),CXsn(k)(ξ))−→k→∞ (Y,U,V )(7.18)
weakly in L2(P,h3).
Set M = {(η,Aη,Cη) :η ∈ L2C(P,h)}. Then M is a linear manifold of
L2(P,h3) closed with respect to the strong topology. In fact, suppose that
((ηn,Aηn,Cηn))n is a sequence of elements of M that converges to (η1, η2, η3)
in L2(P,h3). Hence there exists a subsequence ((ηn(j),Aηn(j),Cηn(j)))j con-
verging almost surely to (η1, η2, η3). Therefore η1 ∈ D(C) and η3 = Cη1 by
C is closed. Using A ∈ L((D(C),‖ · ‖C),h) gives η2 =Aη1.
For any k ∈N, (Xsn(k)(ξ),AXsn(k)(ξ),CXsn(k)(ξ)) belongs to M. Since M
is a closed linear manifold of L2(P,h3), (7.18) implies (Y,U,V ) ∈M; see, for
example, Section III.1.6 of [27]. Combining the dominated convergence the-
orem with E(sups∈[0,t+1] ‖Xs(ξ)‖2) <∞ we get that E‖Xsn(k)(ξ)−Xt(ξ)‖2
converges to 0. Thus Y =Xt(ξ), and so U =AXt(ξ). Hence AXsn(k)(ξ) con-
verges to AXt(ξ) weakly in L
2(P,h). 
Second, we show that the probabilistic representation of the right-hand
side of (4.4) is continuous as a function from [0,+∞[ to C.
Lemma 7.16. Let Hypothesis 2 hold. Fix ξ ∈ L2C(P,h) and A ∈ L(h).
Then, the function that maps each t in [0,+∞[ to the complex number
E〈GXt(ξ), AXt(ξ)〉 + E〈Xt(ξ),AGXt(ξ)〉 +
∑∞
k=1E〈LkXt(ξ),ALkXt(ξ)〉 is
continuous.
Proof. Let (tn)n be a sequence of nonnegative real numbers such that
tn converges to t. Since E(sups∈[0,t+1] ‖Xs(ξ)‖2)<∞ (see, e.g., Theorem 4.2.5
of [36]), AXtn(ξ)−→n→∞ AXt(ξ) in L2(P,h). Hence Lemma 7.15 yields
lim
n→∞
E〈GXtn(ξ),AXtn (ξ)〉= E〈GXt(ξ),AXt(ξ)〉;(7.19)
see, for example, Section III.1.7 of [27]. By (7.19) with A replaced by A∗,
t 7→ E〈A∗Xt(ξ),GXt(ξ)〉 is continuous, then so is t 7→ E〈Xt(ξ),AGXt(ξ)〉.
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We now focus on
∑∞
k=1E〈LkXt(ξ),ALkXt(ξ)〉. Taking A= I in (7.19) we
get Eℜ〈Xtn(ξ),GXtn (ξ)〉 →n→∞ Eℜ〈Xt(ξ),GXt(ξ)〉. Thus condition (H2.2)
leads to
∞∑
k=1
E‖LkXtn(ξ)‖2 −→n→∞
∞∑
k=1
E‖LkXt(ξ)‖2.(7.20)
Using (7.20) we will deduce that LkXtn(ξ) converges strongly in L
2(P,h)
to LkXt(ξ) as n→∞. Conversely, suppose that for a given j ∈N,
lim sup
n→∞
E‖LjXtn(ξ)‖2 > E‖LjXt(ξ)‖2.(7.21)
Since E‖LkXt(ξ)‖2 ≤ lim infn→∞E‖LkXtn(ξ)‖2, Fatou’s lemma shows∑
k 6=j
E‖LkXt(ξ)‖2 ≤ lim inf
n→∞
∑
k 6=j
E‖LkXtn(ξ)‖2.(7.22)
According to (7.20) and (7.21) we have
lim inf
n→∞
∑
k 6=j
E‖LkXtn(ξ)‖2 =
∞∑
k=1
E‖LkXt(ξ)‖2 − lim sup
n→∞
E‖LjXtn(ξ)‖2
<
∑
k 6=j
E‖LkXt(ξ)‖2,
contrary to (7.22), and so
limsup
n→∞
E‖LjXtn(ξ)‖2 ≤ E‖LjXt(ξ)‖2.(7.23)
Applying Lemma 7.15 we get that LjXtn(ξ) converges weakly in L
2(P,h)
to LjXt(ξ) as n→∞, and so (7.23) leads to LkXtn(ξ)−→n→∞ LkXt(ξ) in
L2(P,h).
From condition (H2.2) it follows that
∑n
k=1E〈LkXt(ξ),ALkXt(ξ)〉 con-
verges to
∑∞
k=1E〈LkXt(ξ),ALkXt(ξ)〉 as n→∞ uniformly on any finite
interval. Since E〈LkXtn(ξ),ALkXtn(ξ)〉 −→n→∞ E〈LkXt(ξ),ALkXt(ξ)〉, the
map t 7→∑∞k=1E〈LkXt(ξ),ALkXt(ξ)〉 is continuous. 
Third, we deal with basic properties of the probabilistic representation of
the right-hand side of (4.3).
Lemma 7.17. Let Hypothesis 2 hold. For any ξ ∈ L2C(P,h), we define
L∗(ξ, t) = E|GXt(ξ)〉〈Xt(ξ)|+E|Xt(ξ)〉〈GXt(ξ)|+
∞∑
k=1
E|LkXt(ξ)〉〈LkXt(ξ)|.
Then L∗(ξ, t) is a trace-class operator on h whose trace-norm is uniformly
bounded with respect to t on bounded time intervals; the series involved in
the definition of L∗ converges in L1(h).
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Proof. By condition (H2.2), using (7.7) and Lemma 7.3 we get
‖E|GXt(ξ)〉〈Xt(ξ)|‖1 + ‖E|Xt(ξ)〉〈GXt(ξ)|‖1 +
∞∑
k=1
‖E|LkXt(ξ)〉〈LkXt(ξ)|‖1
≤ 4E(‖Xt(ξ)‖‖GXt(ξ)‖)≤K
√
E‖ξ‖2
√
E‖Xt(ξ)‖2C ,
where the last inequality follows from G ∈ L((D(C),‖ · ‖C),h). 
Applying Lemmata 7.3 and 7.16 we easily obtain Lemma 7.18.
Lemma 7.18. Adopt the assumptions and notation of Lemma 7.17, to-
gether with A ∈ L(h). Then, the trace of AL∗(ξ, t) is equal to
E〈Xt(ξ),AGXt(ξ)〉+E〈GXt(ξ),AXt(ξ)〉+
∞∑
k=1
E〈LkXt(ξ),ALkXt(ξ)〉,
and t 7→ tr(AL∗(ξ, t)) is continuous as a function from [0,∞[ to C.
We proceed to prove that E|Xt(ξ)〉〈Xt(ξ)| satisfies an integral version of
(1.1). To this end, we combine the regularity of X(ξ) with Itoˆ’s formula.
Lemma 7.19. Adopt Hypothesis 2 together with ξ ∈L2C(P,h). Then
ρt(E|ξ〉〈ξ|) = E|ξ〉〈ξ|+
∫ t
0
L∗(ξ, s)ds,(7.24)
where t ≥ 0 and L∗(ξ, s) is as in Lemma 7.17; we understand the above
integral in the sense of Bochner integral in L1(h).
Proof. Our proof is based on arguments given in Section 1.5. Fix x ∈ h,
and choose τn = inf{s≥ 0 :‖Xs(ξ)‖> n}, with n ∈N. Applying the complex
Itoˆ formula we obtain that
〈Xt∧τn(ξ), x〉Xt∧τn (ξ) = 〈ξ, x〉ξ + E
∫ t∧τn
0
Lx(Xs(ξ))ds+Mt,(7.25)
where Mt =
∑∞
k=1
∫ t∧τn
0 (〈Xs(ξ), x〉LkXs(ξ) + 〈LkXs(ξ), x〉Xs(ξ))dW ks , and
Lx(z) = 〈z,x〉Gz+ 〈Gz,x〉z+
∑∞
k=1〈Lkz,x〉Lkz for any z ∈D(C). According
to condition (H2.2) we have
E
∞∑
k=1
∫ t∧τn
0
‖〈Xs(ξ), x〉LkXs(ξ) + 〈LkXs(ξ), x〉Xs(ξ)‖2 ds
≤ 4n3‖x‖2E
∫ t∧τn
0
‖GXs‖ds.
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Therefore EMt = 0 by G belongs to L((D(C),‖ · ‖C ),h), and so (7.25) yields
E〈Xt∧τn(ξ), x〉Xt∧τn (ξ) = E〈ξ, x〉ξ +E
∫ t∧τn
0
Lx(Xs(ξ))ds.(7.26)
We will take the limit as n→∞ in (7.26). Since X(ξ) has continuous
sample paths, τnրn→∞∞. By (H2.1) and (H2.2), applying the dominated
convergence yields limn→∞E
∫ t∧τn
0 Lx(Xs(ξ))ds = E
∫ t
0 Lx(Xs(ξ))ds. Com-
binig E(sups∈[0,t+1] ‖Xs(ξ)‖2)<∞ with the dominated convergence theorem
gives limn→∞E〈Xt∧τn(ξ), x〉Xt∧τn (ξ) = E〈Xt(ξ), x〉Xt(ξ). Then, letting first
n→∞ in (7.26) and then using Fubini’s theorem, we get
E〈Xt(ξ), x〉Xt(ξ) = E〈ξ, x〉ξ +
∫ t
0
ELx(Xs(ξ)).(7.27)
By condition (H2.2), the dominated convergence theorem leads to
E
∞∑
k=1
〈LkXs(ξ), x〉LkXs(ξ) =
∞∑
k=1
E〈LkXs(ξ), x〉LkXs(ξ),
and so Lemma 7.3 yields ELx(Xs(ξ)) =L∗(ξ, s)x, hence∫ t
0
ELx(Xs(ξ)) =
∫ t
0
L∗(ξ, s)xds.(7.28)
Since the dual of L1(h) consists in all linear maps ̺ 7→ tr(A̺) with A ∈
L(h), Lemma 7.18 implies that t 7→ L∗(ξ, t) is measurable as a function from
[0,∞[ to L1(h). Furthermore, using Lemma 7.17 we get that t 7→ L∗(ξ, t)
is a Bochner integrable L1(h)-valued function on bounded intervals. Then
(7.27), together with (7.28), gives (7.24). 
We are in position to show (4.3) and (4.4) with the help of Hypothesis 3.
Proof of Theorem 4.4. By Theorem 3.1, ̺ = E|ξ〉〈ξ| for certain
ξ ∈ L2C(P,h). Theorem 3.2 now gives AGρt(̺) = E|AGXt(ξ)〉〈Xt(ξ)|. Ap-
plying Hypothesis 3 we get that G∗,L∗1,L
∗
2, . . . are densely defined and G
∗∗,
L∗∗1 , . . . coincide with the closures of G,L1, . . . , respectively; see, for example,
Theorem III.5.29 of [27]. Theorem 3.2 yields Aρt(̺)G
∗ = E|AXt(ξ)〉〈GXt(ξ)|
and ALkρt(̺)L
∗
k = E|ALkXt(ξ)〉〈LkXt(ξ)|. Therefore
L∗(ξ, t) =Gρt(̺) + ρt(̺)G∗ +
∞∑
k=1
Lkρt(̺)L
∗
k,(7.29)
where L∗(ξ, t) is as in Lemma 7.17. Combining (7.29) with Lemma 7.19 we
get (4.3), and so tr(Aρt(̺)) = tr(A̺)+
∫ t
0 tr(AL∗(ξ, s))ds for all t≥ 0. Using
the continuity of L∗(ξ, ·) we obtain (4.4). 
7.8. Proof of Theorem 4.5. We first obtain the existence of a solution of
(1.1) in the semigroup sense, without Hypothesis 3.
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Lemma 7.20. Under Hypothesis 2, ρ is a semigroup C-solution of (1.1).
Proof. By Theorem 4.3, (ρt)t≥0 is a semigroup of bounded operators
on L1(h) that satisfies property (i) of Definition 4.1. Fix ̺ = |x〉〈x|, with
x ∈ D(C). Thus ̺ is a C-regular operator, and so (4.2) leads to property
(ii). Finally, using Lemmata 7.18 and 7.19 we get property (iii). 
We next make it legitimate to use in our context the duality relation
between quantum master equations and adjoint quantum master equations.
Lemma 7.21. Let Hypothesis 2 hold. Suppose that A ∈ L(h) and that
(ρ̂t)t≥0 is a semigroup C-solution of (1.1). Then (ρ̂
∗
t (A))t≥0 is a C-solution
of (1.2) with initial datum A, where (ρ̂∗t )t≥0 is the adjoint semigroup of
(ρ̂t)t≥0 (see, e.g., [34]), that is, (ρ̂
∗
t )t≥0 is the unique semigroup of bounded
operators on L(h) such that for all B ∈ L(h) and ̺ ∈ L1(h),
tr(ρ̂t(̺)B) = tr(ρ̂
∗
t (B)̺).(7.30)
Proof. Using (7.30) we get that for all vectors x, y ∈ h whose norm is 1,
|〈y, ρ̂∗t (A)x〉| = |tr(ρ̂∗t (A)|x〉〈y|)| = tr(|ρ̂t(|x〉〈y|)A|)
≤ ‖A‖‖ρ̂t‖L(L1(h)) tr(||x〉〈y||).
We conclude from (7.7) that tr(||x〉〈y||) = 1, hence that |〈y, ρ̂∗t (A)x〉| ≤ ‖A‖×
‖ρ̂t‖L(L1(h)), and finally that
‖ρ̂∗t (A)‖L(h) ≤ ‖A‖‖ρ̂t‖L(L1(h)).(7.31)
Applying property (i) of Definition 4.1 gives property (b) of Definition 2.2.
In order to verify property (a), we will prove the continuity of t 7→ 〈x,
ρ̂∗t (A)y〉 for any x, y ∈ h. As in the proof of Lemma 7.2, we define Rn =
n(n+C)−1 for n ∈N. According to (7.30) we have
〈Rnx, ρ̂∗t (A)Rnx〉= tr(ρ̂∗t (A)|Rnx〉〈Rnx|) = tr(ρ̂t(|Rnx〉〈Rnx|)A).
Since Rnx ∈ D(C), property (ii) of Definition 4.1 implies the continuity of
the function t 7→ 〈Rnx, ρ̂∗t (A)Rnx〉. By (7.31),
|〈x, ρ̂∗t (A)x〉 − 〈x, ρ̂∗s(A)x〉|
≤ |〈Rnx, ρ̂∗t (A)Rnx〉 − 〈Rnx, ρ̂∗s(A)Rnx〉|
+2‖A‖(‖ρ̂t‖L(L1(h)) + ‖ρ̂s‖L(L1(h)))‖x‖‖x−Rnx‖.
Using Rnx−→n→∞ x we deduce that the map t 7→ 〈x, ρ̂∗t (A)x〉 is continuous,
so is t 7→ 〈x, ρ̂∗t (A)y〉 by the polarization identity.
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Assume that x ∈ D(C). By (7.30), combining ρ̂∗t+s(A) = ρ̂∗s(ρ̂∗t (A)) with
property (iii) of Definition 4.1 yields
lim
s→0+
1
s
(〈x, ρ̂∗t+s(A)x〉 − 〈x, ρ̂∗t (A)x〉)
= lim
s→0+
1
s
(tr(ρ̂s(|x〉〈x|)ρ̂∗t (A))− tr(|x〉〈x|ρ̂∗t (A)))
= L(ρ̂∗t (A), x)
with L(ρ̂∗t (A), x) = 〈x, ρ̂∗t (A)Gx〉+〈Gx, ρ̂∗t (A)x〉+
∑∞
k=1〈Lkx, ρ̂∗t (A)Lkx〉. Thus
d
dt
+
〈x, ρ̂∗t (A)x〉= L(ρ̂∗t (A), x).(7.32)
From (7.31) and condition (H2.2) we get that
∑∞
k=1〈Lkx, ρ̂∗t (A)Lkx〉 is uni-
formly convergent on bounded intervals, and so t 7→∑∞k=1〈Lkx, ρ̂∗t (A)Lkx〉
is continuous, and hence the application t 7→ ddt
+〈x, ρ̂∗t (A)x〉 is continuous.
Therefore 〈x, ρ̂∗t (A)x〉 is continuously differentiable (see, e.g., Section 2.1
of [34]). Property (a) of Definition 2.2 now follows from (7.32). 
We are in position to show our second main theorem.
Proof of Theorem 4.5. Let (ρ̂t)t≥0 be a semigroup C-solution of
(1.1). Consider the adjoint semigroup (ρ̂∗t )t≥0 of (ρ̂t)t≥0, and let (Tt(A))t≥0
be given by Theorem 2.1. Combining Lemma 7.21 with Theorem 2.1 we
obtain ρ̂∗t (A) = Tt(A) for all t≥ 0 and A ∈ L(h). If ̺ ∈ L+1,C(h) and A ∈ L(h),
then applying (7.30) and Lemma 7.7 yields
tr(ρt(̺)A) = tr(Tt(A)̺) = tr(ρ̂∗t (A)̺) = tr(ρ̂t(̺)A)
and so ρt(̺) = ρ̂t(̺). Lemma 7.10 now implies that ρt(̺) = ρ̂t(̺) for all ̺
belonging to L+1 (h), hence ρt = ρ̂t. Finally, Lemma 7.20 completes the proof.

7.9. Proof of Theorem 4.6. From [19] we have that Hypothesis 2 holds
with C = P 2 +Q2. Hence Theorem 4.5 yields our first assertion.
Suppose that A= P or A=Q. Using, for instance, the spectral theorem,
we deduce the existence of a sequence An of bounded self-adjoint operators
in h such that for all f ∈D(A) we have ‖Anf‖ ≤ ‖Af‖ and Anf −→n→∞ Af .
Applying Theorems 3.2 and 4.4 (or better Lemmata 7.18 and 7.19) gives
tr(Anρt(̺))
= tr(An̺) +
∫ t
0
(
E〈AnXt(ξ),GXt(ξ)〉+E〈GXt(ξ),AnXt(ξ)〉(7.33)
+
∞∑
k=1
E〈LkXt(ξ),AnLkXt(ξ)〉ds
)
,
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where ̺= E|ξ〉〈ξ| with E(‖Cξ‖2+‖ξ‖2)<∞. By the dominated convergence
theorem, letting n→∞ we obtain
tr(Aρt(̺))
= tr(A̺) +
∫ t
0
(
E〈AXt(ξ),GXt(ξ)〉+E〈GXt(ξ),AXt(ξ)〉(7.34)
+
∞∑
k=1
E〈LkXt(ξ),ALkXt(ξ)〉ds
)
.
Let f ∈C∞c (R,C). Using [P,Q] =−iI we get that L(P )f = i[H,P ]f and
L(Q)f = i[H,Q]f . Therefore
〈Af,Gf〉+ 〈Gf,Af〉+
∞∑
k=1
〈Lkf,ALkf〉
(7.35)
=
{ 〈f,Pf〉/m, if A=Q,
−2c〈f,Qf〉, if A= P .
Since C∞c (R,C) is a core for C = P
2+Q2, combining a limit procedure with,
for instance, Lemma 12 of [19] we get that (7.35) holds for all f ∈ D(C).
Then, (7.34) leads to (4.5).
7.10. Proof of Theorem 5.1. Let ξ be distributed according to θ. Set Q˜=
‖XT (ξ)‖2 ·P, with T > 0. For any t ∈ [0, T ], we choose Y˜t =Xt(ξ)/‖Xt(ξ)‖ if
Xt(ξ) 6= 0 and Y˜t = 0 otherwise; let Bkt =W kt −
∫ t
0
1
‖Xs(ξ)‖2
d[W k,X(ξ)]s for
any k ∈N. Proceeding along the same lines as in the proof of Proposition 1
of [32] we obtain that (Q, (Yt)t∈[0,T ], (B
k
t )
k∈N
t∈[0,T ]) is a C-solution of (1.3) with
initial law θ. By Remark 5.1, (1.3) has a unique C-solution with initial
distribution θ. Therefore the distribution of Y˜t with respect to Q˜ coincides
with the distribution of Yt under Q. From [19] we have that (‖Xt‖2)t∈[0,T ]
is a martingale, and hence for any x∈ h and t ∈ [0, T ],
EQ|〈x,Yt〉|2 = EQ˜|〈x, Y˜t〉|2 = EP(|〈x, Y˜t〉|2‖Xt(ξ)‖2) = EP|〈x,Xt(ξ)〉|2.
Applying (4.1) and the polarization identity gives ρt(̺) = E|Yt〉〈Yt|.
7.11. Proof of Theorem 5.2. Let (Q, (Yt)t≥0, (Bt)t≥0) be the C-solution
of (1.3) with initial distribution Γ; see Remark 5.1. Choose ̺∞ = E|Y0〉〈Y0|.
Then, Theorem 5.1 shows that ρt(̺∞) = E|Yt〉〈Yt| for all t≥ 0.
As in the proof of Theorem 3 of [32], applying techniques of well-posed
martigale problems we obtain the Markov property of the C-solutions of
(1.3) under Hypothesis 2. Hence for any x ∈ h and t≥ 0
E(1[0,‖x‖2](|〈x,Yt〉|2)) = E
(∫
h
1[0,‖x‖2](|〈x, y〉|2)Pt(Y0, dy)
)
.
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On the other hand, using (5.1) we deduce that
E(1[0,‖x‖2](|〈x,Y0〉|2)) =
∫
h
(∫
h
1[0,‖x‖2](|〈x, y〉|2)Pt(z, dy)
)
Γ(dz).
Now, combining ‖Yt‖ = 1 with
∫
h
(
∫
h
1[0,‖x‖2](|〈x, y〉|2)Pt(z, dy))Γ(dz) =
E(
∫
h
1[0,‖x‖2](|〈x, y〉|2)Pt(Y0, dy)) we get E|〈x,Y0〉|2 = E|〈x,Yt〉|2. This gives
E|Yt〉〈Yt|= E|Y0〉〈Y0| and so ρt(̺∞) = ̺∞.
7.12. Proof of Theorem 6.1. Since D(G) =D(N4), from Remark 2.3 we
have that G is a closable operator satisfying G ∈ L((D(Np),‖ · ‖Np),h). Fix
x ∈ h such that xn := 〈en, x〉 is equal to 0 for all n ∈ Z+ except a finite
number. An easy computation shows that 2ℜ〈N2px,Gx〉+∑∞k=1 ‖NpLkx‖2
is equal to the sum of 4p(|α5|2 − |α4|2)
∑∞
n=0n
2p+1|xn|2 and
2β1
∞∑
n=1
√
n+ 1((n+1)2p − n2p)ℜ(xnxn+1) +
∞∑
n=0
f(n)|xn|2,
where f is a 2p-degree polynomial whose coefficients depend on |αk|2 with
k = 1,2,4,5. Hence Np satisfies Hypothesis 5 whenever |α4| ≥ |α5|. From
[19] it follows that Np fulfills condition (H2.3) of Hypothesis 2, and so The-
orems 4.4 and 4.5 lead to statement (i).
From Theorem 8 of [32] we have the existence of an invariant probability
measure Γ for (1.3) that satisfies the properties given in Hypothesis 4 with
C =Np. Using Theorem 5.2 yields statement (ii).
Acknowledgments. The author wishes to express his gratitude to the
anonymous referees, whose suggestions and constructive criticisms led to
substantial improvements in the presentation. Moreover, I thank Franco
Fagnola and Roberto Quezada for helpful comments.
REFERENCES
[1] Arnold, A. and Sparber, C. (2004). Quantum dynamical semigroups for diffusion
models with Hartree interaction. Comm. Math. Phys. 251 179–207. MR2096738
[2] Barchielli, A. and Belavkin, V. P. (1991). Measurements continuous in time and
a posteriori states in quantum mechanics. J. Phys. A 24 1495–1514. MR1121822
[3] Barchielli, A. and Gregoratti, M. (2009). Quantum Trajectories and Measure-
ments in Continuous Time: The Diffusive Case. Lecture Notes in Physics 782.
Springer, Berlin.
[4] Barchielli, A. and Holevo, A. S. (1995). Constructing quantum measurement
processes via classical stochastic calculus. Stochastic Process. Appl. 58 293–317.
MR1348380
[5] Bassi, A., Du¨rr, D. andKolb, M. (2010). On the long time behavior of free stochas-
tic Schro¨dinger evolutions. Rev. Math. Phys. 22 55–89. MR2649212
[6] Belavkin, V. P. (1989). A new wave equation for a continuous nondemolition mea-
surement. Phys. Lett. A 140 355–358. MR1020738
REGULARITY OF SOLUTIONS TO QMES 33
[7] Bratteli, O. and Robinson, D. W. (1987). Operator Algebras and Quantum Sta-
tistical Mechanics, 2nd ed. Springer, New York. MR0887100
[8] Breuer, H.-P. and Petruccione, F. (2002). The Theory of Open Quantum Sys-
tems. Oxford Univ. Press, New York. MR2012610
[9] Carbone, R., Fagnola, F., Garc´ıa, J. C. and Quezada, R. (2008). Spectral
properties of the two-photon absorption and emission process. J. Math. Phys.
49 032106, 18. MR2406774
[10] Chebotarev, A. M. (2000). Lectures on Quantum Probability. Aportaciones
Matema´ticas: Textos [Mathematical Contributions: Texts] 14. Sociedad
Matema´tica Mexicana, Me´xico. MR1925129
[11] Chebotarev, A. M. and Fagnola, F. (1993). Sufficient conditions for conservativity
of quantum dynamical semigroups. J. Funct. Anal. 118 131–153. MR1245599
[12] Chebotarev, A. M. and Fagnola, F. (1998). Sufficient conditions for conserva-
tivity of minimal quantum dynamical semigroups. J. Funct. Anal. 153 382–404.
MR1614586
[13] Chebotarev, A. M., Garc´ıa, J. and Quezada, R. (1998). A priori estimates and
existence theorems for the Lindblad equation with unbounded time-dependent
coefficients. In Recent Trends in Infinite Dimensional Non-Commutative Anal-
ysis 1035 44–65. Publ. Res. Inst. Math. Sci., Kokyuroku, Japan.
[14] Da Prato, G. and Zabczyk, J. (1992). Stochastic Equations in Infinite Dimensions.
Encyclopedia of Mathematics and Its Applications 44. Cambridge Univ. Press,
Cambridge. MR1207136
[15] Davies, E. B. (1977). First and second quantised neutron diffusion equations. Comm.
Math. Phys. 52 111–126. MR0459456
[16] Davies, E. B. (1977). Quantum dynamical semigroups and the neutron diffusion
equation. Rep. Mathematical Phys. 11 169–188. MR0503331
[17] Dio´si, L. (1988). Continuous quantum measurement and Itoˆ formalism. Phys. Lett.
A 129 419–423. MR0952519
[18] Fagnola, F. (1999). Quantum Markov semigroups and quantum flows. Proyecciones
18 144. MR1814506
[19] Fagnola, F. and Mora, C. M. (2013). Stochastic Schro¨dinger equations and appli-
cations to Ehrenfest-type theorems. ALEA Lat. Am. J. Probab. Math. Stat. 10
191–223.
[20] Fagnola, F. andQuezada, R. (2005). Two-photon absorption and emission process.
Infin. Dimens. Anal. Quantum Probab. Relat. Top. 8 573–591. MR2184084
[21] Fagnola, F. and Rebolledo, R. (2001). On the existence of stationary states for
quantum dynamical semigroups. J. Math. Phys. 42 1296–1308. MR1814690
[22] Garc´ıa, J. C. and Quezada, R. (1998). A priori estimates for a class of quantum
dynamical semigroups and applications. In Stochastic Models (Spanish) (Gua-
najuato, 1998). Aportaciones Mat. Investig. 14 215–231. Soc. Mat. Mexicana,
Me´xico. MR1795176
[23] Gardiner, C. W. and Zoller, P. (2004). Quantum Noise: A Handbook of Marko-
vian and Non-Markovian Quantum Stochastic Methods With Applications to
Quantum Optics, 3rd ed. Springer, Berlin. MR2096935
[24] Gisin, N. and Percival, I. C. (1992). The quantum-state diffusion model applied
to open systems. J. Phys. A 25 5677–5691. MR1192024
[25] Gough, J. and Sobolev, A. (2004). Continuous measurement of canonical observ-
ables and limit stochastic Schro¨dinger equations. Phys. Rev. A (3) 69 032107,
7. MR2062685
34 C. M. MORA
[26] Holevo, A. S. (1996). On dissipative stochastic equations in a Hilbert space. Probab.
Theory Related Fields 104 483–500. MR1384042
[27] Kato, T. (1995). Perturbation Theory for Linear Operators. Springer, Berlin. Reprint
of the 1980 edition. MR1335452
[28] Kolokoltsov, V. N. (2000). Semiclassical Analysis for Diffusions and Stochastic
Processes. Lecture Notes in Math. 1724. Springer, Berlin. MR1755149
[29] Mora, C. M. (2005). Numerical solution of conservative finite-dimensional stochastic
Schro¨dinger equations. Ann. Appl. Probab. 15 2144–2171. MR2152256
[30] Mora, C. M. (2008). Heisenberg evolution of quantum observables represented by
unbounded operators. J. Funct. Anal. 255 3249–3273. MR2469021
[31] Mora, C. M. and Rebolledo, R. (2007). Regularity of solutions to linear stochastic
Schro¨dinger equations. Infin. Dimens. Anal. Quantum Probab. Relat. Top. 10
237–259. MR2337521
[32] Mora, C. M. and Rebolledo, R. (2008). Basic properties of nonlinear stochastic
Schro¨dinger equations driven by Brownian motions. Ann. Appl. Probab. 18 591–
619. MR2399706
[33] Parthasarathy, K. R. (1992). An Introduction to Quantum Stochastic Calculus.
Monographs in Mathematics 85. Birkha¨user, Basel. MR1164866
[34] Pazy, A. (1983). Semigroups of Linear Operators and Applications to Partial Dif-
ferential Equations. Applied Mathematical Sciences 44. Springer, New York.
MR0710486
[35] Percival, I. (1998). Quantum State Diffusion. Cambridge Univ. Press, Cambridge.
MR1666826
[36] Pre´voˆt, C. and Ro¨ckner, M. (2007). A Concise Course on Stochastic Partial Dif-
ferential Equations. Lecture Notes in Math. 1905. Springer, Berlin. MR2329435
[37] Scott, A. J. and Milburn, G. J. (2001). Quantum nonlinear dynamics of contin-
uously measured systems. Phys. Rev. A 63 42101.
[38] Wiseman, H. M. and Milburn, G. J. (2010). Quantum Measurement and Control.
Cambridge Univ. Press, Cambridge. MR2761009
[39] Yosida, K. (1995). Functional Analysis. Springer, Berlin. Reprint of the sixth (1980)
edition. MR1336382
CI2MA, Departamento de Ingenier´ıa Matema´tica
Facultad de Ciencias F´ısicas y Matema´ticas
Universidad de Concepcio´n
Casilla 160 C, Concepcio´n
Chile
E-mail: cmora@ing-mat.udec.cl
URL: www.ing-mat.udec.cl/˜cmora/
