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Since rainfall within Mesoscale Convective Systems (MCS) is a major source of 
warm-season precipitation for the important agricultural American Midwest (Fritsch et al. 
1986), and dangerous flash flooding is often associated with these systems (Doswell et 
al.1996), it is clear how important the quality of precipitation forecasts are for these events. 
Forecasting of MCS rainfall is very hard because it is not just a matter of forecasting the 
occurrence, timing, and location of systems; there is also an even greater challenge: 
forecasting rainfall amount. 
What makes the forecasting of MCS rainfall even harder is the fact that numerical 
models are dealing with small-scale features and it is therefore necessary for current 
operational grid spacing to use a convective parameterization (Stensrud and Fritsch 1994). 
During the last decade much work has been done toward improving Quantitave Precipitation 
Forecasts (QPF), such as changes in the models' horizontal resolutions, testing of different 
convective parameterizations within models for numerical prediction, applications of 
different adjustments to the initial conditions and, recently, use of ensembles. By increasing a 
model's horizontal resolution it is possible to resolve greater vertical motions in a model 
(Weisman et al. 1997), and thus greater transport of moisture and potentially higher amounts 
of predicted precipitation. Using traditional skill scores, (Mesinger 1998) found that QPF was 
improved by implementation of higher horizontal resolution into the operational models for 
numerical weather prediction (Black 1994, Rogers et. al. 1998). Parallel testing of the Eta 
model sensitivity to resolution and convective parameterization was the subject .of work 
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performed by Gallus (1999). He found that an increase in horizontal resolution might not 
play an important role in cases when convective parameterizations are active and produce the 
large majority of precipitation. Thus evidence is limited that increased horizontal resolution 
can systematically lead to improved forecasts of convective precipitation at a particular 
location. Even for short-term forecasting of convection, significant location and timing errors 
are usually present. 
The above findings further strengthen arguments to consider ensemble forecasting for 
MCS rainfall forecasting. Ensemble forecasting as an approach provides an opportunity to 
simultaneously test different model variants. It was shown that a simple mean of an ensemble 
forecast consisting of members with different initial conditions is better than a control run 
having even higher resolution than the ensemble members (Toth and Kalnay 1993; Tracton 
and Kalnay 1993; Molteni et al. 1996; Hamill and Colucci 1997). Also, Tracton et al. (1998) 
found that variation in model physics could lead to a general ensemble forecast improvement. 
Still, this approach is relatively limited by the model accuracy and the accuracy of the 
analysis that is used (Du et al. 1997). 
Finally, a study of predictability of MCS rainfall brings up potentially the biggest 
issue, which is defining a 'good forecast' of mesoscale phenomena. In earlier studies smaller 
scale features were very often clarified as unresolved or poorly resolved with numerical 
models or improperly depicted with observations. Lorenz's (1969) findings indicated a high 
decrease in predictability associated with a decrease in scale. More precisely, he found that 
for scales smaller than 40 km, a useful forecast might be restricted to within just 1 hour. Even 
a recent study of predictability of a mesoscale snowstorm (Zhang, Snyder and Rottuno, 2001) 
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pointed to rapid growth of forecast errors for scales below 600 km. The fact that this was a 
wintertime feature suggests that much stronger larger-scale forcing was involved than what 
would be the case for summertime events. This implies that the situation of predictability of 
MCS rainfall, which is a summertime phenomena, might be even more complex (worse). 
Important question is which convective parameterization should be used (or, are there 
some particular situations favoring one convective parameterization)? The choice of an 
appropriate convective scheme might be based on analysis of an objective skill measure such 
as Equitable Threat Score (ETS), averaged for multiple cases and different precipitation 
thresholds. Gallus and Segal, (2000), found, however, that consistent trends of ETS behavior 
were the case only for lighter thresholds. It is important to note also that ETS is just one 
measure of forecast quality and it can very often be accompanied by high BIASes (Hamill, 
1999). 
Complicating the evaluation of rainfall forecasts is the very important subject of 
verification. The main problem is that there is no single measure of forecast quality that can 
provide complete insight into forecast success (Murphy 1995). Operationally, the most 
common tools for this purpose are two objective skill measures, BIAS and ETS, which 
provide useful information but can be misleading. In the present study this issue will be 
discussed in detail. 
As a foundation for the present study, work previously done by Gallus and Segal 
(2001), which focused on impact of improved initialization of mesoscale features on 
convective system QPF, was used. High-resolution (10 km) Eta simulations were performed 
on twenty MCSs in the Upper Midwest. Cases were simulated using both the Betts ... Miller-
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Janjic convective parameterization (BMJ), Kain-Fritsch convective parameterization (KF), 
and application of three different techniques to improve the initialization of mesoscale 
features important to later MCS evolution. These techniques included a cold pool 
initialization, (Stensrud et al. 1999), vertical assimilation of surface mesonetwork 
observations, and relative humidity adjustments based on radar echo coverage. These 
adjustments will be discussed in more detail in Section 2 of this study. All cases were 
simulated using different variations of the model. These variations included model runs with: 
the three aforementioned adjustments applied to initial conditions, combined mesoscale 
observation and relative humidity adjustments to the initial conditions, two different 
convective parameterizations (the BMJ and the KF), doubled convective time step (20 
minutes instead of 10 minutes) applied to both convective schemes, a model run without a 
convective parameterization, and finally with both convective parameterizations included but 
activated on alternating time steps. Evaluation of forecasts was performed using ETS and 
BIAS values. Gallus and Segal found, based on analysis of BIAS values, that for some cases 
improvement in ETS is not necessarily connected with a gradual increase in BIAS as was 
suggested by Mason (1989). Generally, very small improvements in ETS were detected. Skill 
scores for runs with the BMJ applied were characterized by high BIAS for lighter 
precipitation thresholds and underestimated area coverage for heavier thresholds, while the 
situation for runs that included the KF was opposite. 
Finally, although all cases occurred in the warm season and appeared to be influenced 
by mesoscale forcing mechanisms, precipitation skill scores for the cases varied widely. 
Some events were highly predictable, with good forecasts from both convective schemes, and 
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additional improvements in the forecasts occurring when mesoscale and relative humidity 
adjustments were made to the initial conditions. Other cases appeared to have little 
predictability with poor skill scores from all variants of the model. 
As was mentioned earlier, for detailed inspection of variability in predictability 
among the MCS events, which was the main focus of the present study, work discussed 
above was used as a valuable background. In the present study the majority of the 20 
available simulations with 6-hour output were included and some additional cases were 
simulated. Almost all existing simulations were re-run to provide 1-hour output. 
The present study used a several different approaches to explore predictability 
variations. The first approach was an examination of the larger-scale meteorological 
situations to determine if one convective parameterization or initialization modification 
tended to result in a much better forecast compared to others in such a setting. In this 
approach, the term predictability mainly referred to the calculated ETSs for different model 
settings and under different larger-scale forcing. The corresponding BIAS values were also 
incorporated into the analysis. In addition, this approach included the calculation of the Mean 
Absolute Error (MAE). Generally, these values showed a good agreement with the 
corresponding ETSs with some minor conflicts. To keep analysis straightforward together 
with the fact that the ETS is the most often used operational objective measure of forecast 
quality the MAE values were not used in further analysis. In addition, because no single 
measure of forecast quality can provide complete insight into forecast success (Murphy 
1995), recent research is favoring a more subjective-oriented evaluation (as evidenced by 
papers given at a recent NCAR-sponsored Verification Workshop, 2002), a subjective 
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analysis was performed. In this case the term predictability corresponded to a subjective 
impression of how good or bad MCS rainfall and a few various meteorological fields were 
predicted. This raised another question, does a subjectively detected improvement in rainfall 
forecasting necessarily mean an improvement in objectively obtained results (Mass et al., 
2002)? Because there were twenty available events and each of them had fourteen different 
model runs, performance of the subjective analysis was limited to the two model versions 
that included different convective parameterizations. 
In this thesis all events are first classified into three groups, strongly, moderately, and 
weakly forced, based on the magnitude of different synoptic parameters (i.e. surface 
frontogenesis, potential vorticity advection, vertical velocity, divergence, temperature 
advection). Results of this analysis are presented in results section 3.1.a. Later, the two 
extreme groups of cases, strongly and weakly forced, are considered. Furthermore, analysis 
of skill scores for different groups of cases made it possible to see if certain environments 
favored a specific model configuration. Results are presented in section 3.1.b. Also, more 
detailed analysis, based on 6h period-accumulated precipitation and values of skill scores, of 
highly and poorly predictable events was performed. Discussion of obtained results is 
presented in sections 3. l .c and 3 .1.d. Results and discussion of subjective verification for all 
cases, strongly and weakly forced cases and both convective schemes considering different 
categories (i.e. shape and location of precipitation area, time of scheme activation and 
amount of precipitation) are presented in section 3.2. A detailed analysis using one-hour 
model precipitation fields for some particular cases was performed, too. The analysis focused 
on cases, which represented good examples of both well and poorly predicted cases, and 
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those events where one scheme did a better job than the other. Results of this analysis are 
presented in Section 4. At the same time, the impact of some relative humidity adjustments to 
the initial conditions was tested. Results are discussed in sections 5. The thesis concludes by 
summarizing all results in section 6. 
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2. DATA AND METHODOLOGY 
Simulations of twenty wann season MCS events over the Upper Midwest were 
performed using a workstation version of the National Centers for Environmental Prediction 
(NCEP) Eta model with ten kilometer grid spacing. More details about the Eta model can be 
found in Mesinger et al. (1988), Janjic (1994), Black (1994), Chen et al. (1996) and Rogers et 
al. (1998). For ten of twenty cases the initialization time was OOZ, and it was 12Z for the 
other ten. Cases were integrated over a 24 h period and over a domain of approximately 1000 
km x 1000 km. For initialization and boundary conditions, output from the 40 km NCEP Eta 
model GRIB files was used. All integrations were performed using both the BMJ (Betts 
1986, Betts and Miller 1986, Janjic 1994) and the KF (Kain and Fritsch 1992) convective 
parameterizations. Also, three different types of adjustments to initial conditions (cold pool 
initialization, vertical assimilation of mesoscale surface observations and relative humidity 
adjustment based on radar echo coverage) were applied. 
The cold pool technique includes an adjustment of temperature and moisture in the 
layer near the surface based on the presence of positive mesoscale pressure perturbations. 
The location of positive mesoscale pressure perturbations is detected by the application of the 
Barnes scheme for objective analysis of surface observations (Barnes 1964; 1973). The 
scheme is used with two different weighting functions; one that produces a relatively coarse, 
smooth, pressure field and another that produces a mesoscale pressure field. The difference 
of the fields is assumed to present areas of mesoscale pressure perturbation. When increases 
are detected, the adjustment consists of decreasing the temperature from the surface upward 
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until the mesoscale surf ace pressure perturbation hydrostatically produced by cooling 
matches the observed pressure perturbation. 
A second technique that was used here to improve initial conditions was vertical 
assimilation of mesoscale surface observations. Practically this technique using surface 
mesoscale observations implements the correction of surf ace temperature and specific 
humidity (difference between observed and initialized value) into the initialization using the 
model's own vertical eddy diffusion over a specified period of time, here chosen to be three 
hours. 
The third modification was a relative humidity adjustment to the initial conditions, 
based on radar echo coverage. A simple technique somewhat similar to the forcing of a 
convective scheme to activate in an area where radar echoes existed (Rogers et al. 2000) was 
applied here. Specifically, the relative humidity adjustment involves elimination of dry layers 
(relative humidity less than 80%) in the lower and mid troposphere (the layer in which the 
temperature is higher than -10 °C) by setting the relative humidity to a minimum of 80% in 
grid points where radar echo was detected. It is important to mention that this adjustment can 
be automatically applied by modifying the model code, making it convenient for operational 
use. An automated technique using NEXRAD data was used in the original cold pool 
adjustment (D. Stensrud, NOAA, 2000, personal communication) and could be used for the 
humidity adjustment. In the current project, to keep things simple, the adjustment was 
applied over polygons roughly representing where the radar echo was present for each case. 
More details about all three adjustment techniques are found in Gallus and Segal (2001). 
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For case analysis, radar data from the National Climatic Data Center (NCDC) 
archive, available online, was used. Depending on the type of analysis, both six-hour 
observed accumulated precipitation and one-hour precipitation fields were used from the 
NCEP Stage N analysis. It has been suggested (Schwartz, FSL, 2001, personal 
communication) that these data may be too 'dry'. This suggestion was tested by comparing 
Stage N data with the River Forecast Center (RFC) observation data for all twenty cases. 
When RFC observed data were used, skill scores of both schemes improved. In the case of 
the BMJ, ETS values for lighter thresholds were increased by about 4% and by about 1 % for 
heavier thresholds. The situation was similar with the KF. An increase of ETS values of 5% 
for lighter and about 1 % for heavier thresholds was observed. Also, use of the RFC data 
observation reduced BIAS values, which were usually high. This was especially the case for 
the BMJ convective parameterization, where the reduction of BIAS for heavier thresholds 
was about 19% and for lighter thresholds was about 12%, while in the case of the KF, 
corresponding percentages were 6% and 10%. In general, using the RFC observed 
precipitation data the BMJ looks better with decreased BIAS, which was previously usually 
very high, and the KF looks worse. This test confirmed the importance of observational data 
quality but fortunately because of consistent impacts among the runs it did not negatively 
impact the conclusions obtained. 
As mentioned earlier, both the BMJ and KF convective parameterizations were used. 
The BMJ is an adjustment type scheme (Betts 1986). This means that it forces the model 
soundings at each point toward a reference profile of temperature and specific humidity. The 
first step in this scheme is a determination of cloud base (Lifting Condensation Level LCL of 
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the parcel with maximum Se) and cloud top (the highest model level where the parcel is still 
buoyant, usually just below Equilibrium Level, EL). If the parcel is not buoyant on any level, 
convection will not be activated at that point. Also, if the difference between the cloud base 
and cloud top is less than 200 hPa, the deep convection scheme aborts and instead a shallow 
convection scheme is used. On the other hand, if the difference is bigger than 200 hPa, the 
scheme will see a potential for deep convection. In that case, the scheme starts with the 
generation of 'first' reference profiles for temperature and specific humidity. The reference 
temperature profile is mainly defined based on a Betts-Miller (1986) set of observations 
while the reference specific humidity profile can be calculated when the temperature profile 
is established. The next step compares the model profiles of temperature and specific 
humidity with the reference profiles and checks if the conservation of enthalpy, 
( C PT+ Lvq where C Pis the heat capacity of air at constant pressure and Lv is the latent heat 
of vaporization) is satisfied. Conservation of enthalpy means that the latent heat released 
through convection has to be proportional to a removal of water vapor (Baldwin et. al. 2002). 
In other words, released latent heat must be equal to an increase in temperature. Usually, it is 
hard to obtain enthalpy conservation just with the first 'trial' so it is necessary to repeat the 
procedure by adjusting the reference profile until the conservation is satisfied. Consequently, 
the scheme structure favors activation in cases with significant amounts of moisture in low 
and mid levels and positive CAPE. Finally, it is very important to mention that activation of 
this convective scheme at a particular grid point is mainly determined by thermodynamics. 
Vertical motion by moistening the low and mid levels can enhance activation of the scheme 
but there is no direct impact. 
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The Kain-Fritsch convective scheme can be defined as a scheme with a more classical 
approach. It is designed to remove CAPE with vertical reorganization of mass. This scheme 
includes detrainment of mass and moisture from deep convective clouds, which can play 
important roles in development of mesoscale convective systems (Kain and Fritsch, 1994). 
Also, its cloud model considers exchange of mass between cloud and environment (function 
of buoyancy characteristics of different mixtures of clear and cloud air). The trigger function 
(Kain and Fritsch 1992) is based on checking the parcel for buoyancy at the calculated LCL 
starting with the lowest 100 mb layer and repeating the same procedure up to the 600-700 mb 
layer. The buoyancy criterion is satisfied if T8 u -T +d T>O (T8 u is the temperature of the 
saturated updraft, Tis the grid element temperature provided by the model and dT=w113 is a 
temperature increment proportional to the vertical velocity). If a buoyant parcel is found the 
scheme starts to estimate the thermodynamic path to cloud top. This means that surface 
convergence with the induced vertical motion has a much bigger impact on the KF 
convective parameterization than on the BMJ convective parameterization. As an example, it 
can be noted that in a case of a capping inversion suppressing convection there are increased 
chances for the KF to activate than for the BMJ (Kain 1992). 
For objective evaluation of forecasts, Equitable Threat Score (Schaefer, 1990) (ETS) 
and BIAS were used, where. 








In the above equations, CF A is the number of grid points where rainfall was correctly 
forecasted to exceed the specified threshold; F is the number of grid points where rainfall 
was forecasted to exceed the threshold, 0 is the number of grid points where rainfall 
exceeded the threshold, CHA is a measure of the number of grid points where correct 
forecast would occur by chance, and V is the total number of grid points evaluated. Values of 
ETS vary from 0 to 1. 
In the case of BIAS, Fis the number of grid points forecasted to have rain and 0 is 
the number of grid points where rainfall was observed. BIAS can vary from 0 to >>l. Values 
of BIAS significantly higher than 1 indicate that the model notably overpredicted areal 
coverage. Vice versa, BIAS values smaller than one mean that the model did not produce 
enough areas with rainfall exceeding a particular amount. 
In addition, subjective verification for both convective parameterizations (Betts-
Miller-Janjic and Kain-Fritsch) and for all twenty available cases was performed using one-
hour model precipitation fields during the period of time when a significant amount of 
precipitation was observed. The subjective analysis considered three categories and a few 
subcategories for each of them: shape and location of precipitation area (missed system, 
shifted system, overpredicted and underpredicted precipitation area), time of scheme's 
activation (early and late) and finally, general system-wide rainfall (overpredicted and under 
predicted). It is important to mention that there were two different approaches to this 
problem. One approach was based on a summarized subjective impression about each above-
mentioned category for a certain period of time (usually 6-9 hours during which a significant 
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amount of precipitation occurred) considering one-hour model output, while the other 
included evaluation of each particular category for each one-hour period. Results of both 
approaches led to the same conclusions, which were, surprisingly, different from those based 
on analysis of corresponding ETSs. 
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3.RESULTS 
3.1 Variation in predictability among cases 
3.1.a Variations in large-scale forcing among events 
To investigate variations in rainfall predictability, all of the events in this study were 
first classified into three groups, strongly, moderately and weakly forced, based on the 
magnitude of synoptic forcing mechanisms (i.e. surface frontogenesis, potential vorticity 
advection, vertical velocity, divergence, temperature advection) and thermodynamic 
characteristics (i.e. temperature, dew point, relative humidity, precipitable water) of the 
larger-scale environment. The goal of this analysis was to see if certain environments are 
more predictable than others, and if some favor a specific model configuration. For instance, 
the KF includes a parameterized downdraft, which could result in very different behavior 
than the BMJ which does not, particularly in environments with good potential to cool 
evaporatively. 
The magnitude of synoptic forcing mechanisms (Table 1) and thermodynamic 
characteristics of the larger-scale environment, valid at model initialization time, was 
analyzed for each event using the OOhr initialization of the operational Eta model. Because 
values of some parameters, like CAPE and temperature will almost always be larger at OOZ 
than at 12Z, thermodynamic parameters are expressed as deviations from the average value 
at either 12Z or OOZ (Table 2 and Table 3). Cases considered in further analysis as strongly 
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and weakly forced in the tables are marked with one and two asterisks, respectively, beside 
the dates. 
Table 1. Observed values of Omega, Vorticity Advection, Temperature Advection, 
f dd" rontogenes1s an 1vergence. 
Case (J) Vorticity Temp. Frontogenesis Divergence 
(Date) (µbs"1) Advection Advection xl0-9 (Km"1s"1) xl0-5 (s"1) 
xl0-9 (s"2) xl0-4 (Ks-1) 
051998 4 40 0 2 2 
062898 * 14 100 30 10 8 
072298 * 6 60 10 30 30 
082198 0 20 0 0 3 
060199 10 40 0 0 6 
060499 ** 0 40 20 0 1 
060599 6 120 20 0 8 
060899 8 20 10 0 10 
061099* 6 60 0 0 4 
070899* 10 160 60 8 6 
071899 ** 10 20 7 2 2 
072099 ** 4 40 10 2 6 
080699 8 20 0 0 3 
081199 8 40 20 6 3 
081299 4 20 30 16 16 
061100 10 40 10 6 3 
062400 10 60 10 0 6 
062600 8 20 0 20 12 
071000 ** 8 20 20 36 4 
071200 4 60 20 11 6 
The different synoptic forcing parameters were evaluated on different standard levels 
(i.e. omega-700mb, vorticity advection-500mb, temperature advection-850mb, frontogenesis-
surface, divergence-200 mb, relative humidity-average for 1000-500mb layer, temperature 
and dew point-surface and equivalent potential temperature-850mb ). 
Values presented in Table 1 indicate that magnitudes of different forcing parameters 
were not decisive in preliminary sorting of cases into a particular group. Namely, there are 
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cases characterized as strongly forced with a value of, for example, vertical velocity lower 
than that detected for the cases characterized as weakly forced (i.e. July 22nd 1998 case 
compared to July 18th 1999 and July 10th 2000). Similar patterns occur considering values of 
temperature advection, frontogenesis and divergence. On the other hand, values of vorticity 
advection are significantly higher for the cases preliminarily declared as strongly forced. 
Thus, some subjectivity was involved in the classification. 
Table 2. Observed values of relative humidity, CAPE, temperature, dew point, equivalent 
potential temperature and precipitable water for the cases initialized at 12Z. Strongly and 
w akl . h "th d t t . k f 1 e y cases agam s own w1 one an wo as ens s, respec 1ve y. 
Case RH Cape T Td 0E w 
12Z (av. 68.5) (av.1359) (av.65.9) (av. 62.7) (av.331.8) (av.1.2) 
(%) (m2s-2) (oF) (oF) (oK) (in.) 
051998 -8.5 -159 -3.4 -7.7 -9.8 -0.2 
060199 16.5 -859 -5.9 -7.7 -19.8 -0.2 
060499 ** 1.5 641 -0.9 -2.7 6.2 -0.2 
060599 -5.5 141 4.1 4.3 16.2 -0.1 
060899 -15.5 -359 -0.9 2.7 -1.8 0 
070899 * 1.5 1641 -0.9 2.7 -3.8 0 
071899 ** 4.5 -359 1.6 -0.2 -1.8 0.4 
072099 ** -3.5 -359 4.1 7.3 0.2 0.6 
080699 -3.5 -859 -3.4 -0.7 -1.8 0 
081199 11.5 891 -2.9 0.3 12.2 0.2 
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Table 3. As in Table 2 except for the cases initialized at OOZ. 
Case RH Cape T Td 0E w 
ooz (av.67.2) (av.2494) (av.82.8) (av. 73.5) (av.337.7) (av.1.6) 
(%) (m2s-2) (oF) (oF) (oK) (in.) 
062898 * 2.8 506 2.2 11.5 0.3 0.2 
072298 * 7.8 1506 -0.3 9 -3.7 -0.1 
082198 -7.2 -794 5.2 -9.5 5.3 -0.1 
061099 * -2.2 -1494 -0.3 -3.5 2.3 -0.2 
081299 -2.2 -1244 -2.8 -3.5 0.3 0.1 
061100 1.5 -359 9.1 2.3 4.2 0 
062400 7.8 -494 -2.8 -3.5 2.3 -0.4 
062600 -2.2 506 2.2 1.5 2.3 0 
071000 ** 2.8 1006 -2.8 1.5 -1.7 0.2 
071200 -7.2 506 -0.3 -3.5 -7.7 0.1 
It can be seen from Tables 2 and 3 that average values of almost all considered 
thermodynamics parameters except relative humidity, analyzed from the OOhr initialization of 
the operational Eta model, are higher for the cases initialized at OOZ than the cases initialized 
at 12Z. It is especially true for CAPE, surface temperature and dew point. Also, as could be 
expected, deviation from the average value of CAPE is much more significant for events 
initialized at OOZ. Additionally, an analysis of values presented in Tables 1,2, and 3 can 
provide an impression of which type of larger-scale forcing (dynamical or thermodynamical) 
was dominant for a particular case. Cases on June 08th 1999 and August 12th 1999 are good 
examples of a dominant dynamical larger-scale forcing. Relatively high positive values of 
dynamical parameters for both cases (Table 1) indicate rather strong dynamical larger-scale 
forcing, and at the same time fairly negative values of deviation from average values of 
thermodynamic parameters (Tables 2 and 3) points toward the dominance of dynamic 
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forcing. For these cases all deviations are negative except for dew point and precipitable 
water in the case of June osth 1999 and equivalent potential temperature and precipitable 
water in the case of August 12th 1999, Table 2 and 3, respectively. 
3.1.b Impact of large-scale forcing on different model variants 
To accentuate possible differences in the large-scale environments, I concentrated on 
analyses of the four events most strongly forced and four most weakly forced. Events in both 
the 'strong' and 'weak' groups are characterized by similar synoptic features and with only 
slightly different values of synoptic and thermodynamic forcing parameters. To obtain an 
idea about the behavior of the different convective schemes under different larger scale 
synoptic and thermodynamic forcing, analysis of ETS for events from the two different 
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Fig. 1. Average ETSs for different precipitation thresholds for the BMJ and the KF and for 
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Fig. 2. As in Fig. 1 except for the events characterized by weak forcing 
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It can be seen from Fig. 1 and 2 that in those cases characterized by 'stronger' 
synoptic forcing, the BMJ seems to be favored (for lighter thresholds, the ETS of BMJ runs 
is about 11 % higher than KF runs, and about 6% higher for heavier thresholds). Also it is 
important to mention that the skill score for both convective schemes is significantly higher 
for strongly than for weakly forced events, a result consistent with Stensurd et al. (2000). 
However, correlation coefficients between skill scores and synoptic forcing are not strong 
enough to definitively conclude that the BMJ is better than the KF under stronger synoptic 
forcing (Fig. 1). For cases characterized by 'weak' forcing, the situation is opposite. There is 
an advantage of the KF of approximately 5% for lighter and about 2% for heavier thresholds, 
compared to the BMJ (Fig. 2). 
In addition, the impact of different adjustments to the initial conditions on skill scores 
was examined for both groups of events. [A similar analysis of these events but without 
differentiation by synoptic forcing magnitude was performed in Gallus and Segal (2001).] 
Average ETSs for the different adjustments (cold pool initialization, mesoscale observations 
and relative humidity increase) for the two groups of events (strongly and weakly forced 


















Fig. 3. As on Fig. 1 except for events characterized by strong forcing and with applied cold 
















Fig. 4. As in Fig. 3 except with applied mesoscale observation (labeled -mo) adjustment to 











0.00 0.01 0.05 0.10 0.25 0.50 




Fig. 5. As in Fig. 3 except with applied relative humidity (labeled- rh) adjustment to the 
initial conditions 
It can be seen from Fig. 3 that the cold pool adjustment to the initial conditions for 
cases characterized as strongly forced did not on average produce improvements in the 
forecast. More precisely, in the case of the BMJ, the skill score even decreased when the 
adjustment was applied while for the KF, slight improvement occurred. The mesoscale 
observation adjustment (Fig. 4) applied to the initial conditions produced an improvement in 
skill score for both schemes except for the first threshold in the case of the BMJ. It is 
important to note that improvement in skill score of about 3-4% occurred for both schemes at 
the heavier thresholds. Application of the relative humidity adjustment produced interesting 
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Fig. 6. As in Fig. 3 except for events characterized by weak forcing and with applied cold 




































Fig. 8. As in Fig. 3 except with applied relative humidity adjustment to the initial conditions 
When the cold pool adjustment was applied to weakly forced events, skill scores 
improved in the KF runs while the BMJ skill score actually decreased for some thresholds 
(Fig. 6). Regarding the mesoscale observation adjustment (Fig. 7), again, there was no 
significant improvement in ETS for the BMJ while the ETS of the KF decreased . . Finally, 
the relative humidity adjustment had a consistently positive impact on skill scores for both 
schemes and for all thresholds (Fig. 8). The impacts are larger for these weakly forced cases 
than in the stronger-forced events. 
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3.1.c Detailed analysis of some highly predictable events 
Detailed analyses of the synoptic situations for convective systems that are highly 
predictable have been performed. These analyses suggest that predictability is enhanced with 
both schemes when upper-level flow is strong, the primary surface low is well north in 
Canada, and the fronts associated with the low are moving from west to east into the region 
of integration. An example of such a case is June 10th 1999 initialized at OOz. 
Fig. 9. Satellite/Radar composite picture with analyzed surface pressure and surface data 
plotted, June 10th 1999 OOZ. 
The primary surface lows were over northern Canada and the southern United States 
and the associated fronts were northeast- southwest oriented over the western part of the 
domain (Fig. 9). 
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Although the focus in this study is on predictability of rainfall alone in MCSs a brief 
comparison between some other observed (Fig. 10) and predicted (Fig. 11) fields was 
performed. For this purpose, 700 mb temperature fields, and 300 mb, 500mb, and 850 mb 
height fields were used. Twelve-hour simulations of these fields were compared to the 00 hr 
analysis of the operational Eta model representing observations at the same time. In this 
comparison, it is important to accent the significant difference in horizontal grid spacing 
between the two models (operational Eta model uses 80 km and our Eta model, 10 km grid 
spacing), which will have some impact on the compared fields. 
For this particular case, the simulated fields agreed relatively well. Still, there were 
some details that should be discussed. Regarding the 300mb height field (Fig. lOa and 1 la), 
the curvature of isohypses looks slightly different, with incorrect orientation of the upper 
level ridge axis. Also, the 9570 m and the 9600 m isolines in the simulated field were placed 
more toward the southeast providing the wrong picture of the gradient over Iowa. On the 
other hand, the center of the high pressure was located correctly over the southeastern comer 
of the domain together with the correct location of the 9510 m and 9480 m isolines. 
Regarding the 500 mb height field (Fig. 1 Ob and 11 b ), again, the northwestern part of the 
domain was well predicted, although there was an pronounced deformation in curvature of 
the simulated 5820 m isoline, which would impact the vorticity field. The 850 mb fields (Fig. 
1 Oc and 11 c) seemed pretty well simulated except for the low over the northern part of the 
domain, which was placed in the simulation more toward the east. Finally, the simulated 700 
mb temperature field (Fig. lOd) appeared to be 1-2 K degrees lower than the observed field 







Fig. 10. The operational Eta model analysis of a) 300mb, b) 500mb, and c) 850mb 
height fields and d) 700 mb temperature field for 06110199 12 UTC 
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5 
Fig. 11. The Eta model simulation of a) 300mb, b) 500mb, and c) 850mb height fields 
and d) 700 mb temperature field for 06/10/99, 00+ 12 UTC 
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Even though the comparison of these simulated and observed fields did not indicate 
perfect agreement, the observed and predicted precipitation fields showed a generally 
successful forecast of precipitation areal coverage by both convective schemes (Fig. 12). 
Looking in more detail, it can be seen that the BMJ overpredicted areal coverage for lighter 
thresholds with the opposite situation true of the KF. These variations in results could be 
expected based on the fact that these two convective schemes activate under different 
conditions, which was previously discussed in the Data and Methodology section. Regarding 
precipitation maxima, both schemes detected correctly the location of the peak over 
northwest Iowa but the amount was underpredicted especially by the BMJ (Observed 
71.2mm, BMJ 30.2mm, KF 58.2). Also, precipitation over Wisconsin was simulated only by 
the BMJ but with its peak slightly underestimated (observed 16.9mm, BMJ 14.Smm) and 







Fig. 12. Accumulated precipitation during 06/10/99, 00-06 UTC from a) BMJ simulation 
initialized at 00 UTC 06/10/99, b) KF simulation initialized at the same time, and ·c) 
observations (NCEP Stage IV analysis). 
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ETSs and BIASs for this case in the first six hours of the forecast and for both 
convective schemes are presented in Table 4. In addition, to obtain a better impression about 
the magnitude of the ETSs and Biases for particular cases, values of ETSs and Biases 
averaged separately for both schemes and for each specific initialization time (12Z or OOZ) 
are presented in tables, too. Relatively high values of ETS indicate that both schemes did a 
good job in predicting precipitation, especially for lighter thresholds. 
Table 4. ETS and BIAS (with included average ETS and BIAS for both initialization times) 
values during the 00-06 UTC period for both convective schemes for runs initialized at OOZ 
June 10th 1999. 
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.330 0.227 0.290 0.161 1.012 1.151 0.509 0.620 
1.270 0.326 0.198 0.243 0.1331 1.112 1.269 0.566 0.702 
2.540 0.298 0.173 0.225 0.116 1.207 1.442 0.603 0.748 
6.350 0.213 0.097 0.116 0.075 1.219 1.509 0.695 0.919 
12.70 0.007 0.047 0.061 0.037 1.512 1.785 0.805 1.613 
The noticeable difference in bias between the BMJ and the KF convective 
parameterizations confirms the earlier discussed typical behavior of these two schemes. 
As another good example of a highly predictable event July 8th 1999, initialized at 
12Z, is presented here. Again, the synoptic situation at the initialization time was 
characterized by a surf ace front moving in a west to east direction into the domain of 
integration (Fig. 13). 
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Fig. 13. As in Fig. 9 except on July gth 1999 12Z. 
The same type of comparison between simulated and observed fields was performed 
as in the June 10th 1999 case. For the observed twelve-hour 700 mb temperature field and 
300mb, 500 mb and 850 mb height fields are presented in Fig. 14, and the corresponding 
simulated fields shown in Fig. 15. Considering the height fields, the simulation appeared to 
be very good. The simulated 500 mb heights even captured a small-scale trough observed 
over the northern border of Kansas. Regarding the 700 mb temperature field, the simulation 
ended up warmer by 1 K degree over the central part of the domain. 
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Fig. 15. As in Fig. 11 except for 07 /08/99, 12+ 12 UTC 
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Simulations of accumulated precipitation produced with both schemes during the first 
six hours of the forecast, together with the observation, are presented in Fig. 16. 
The precipitation areas produced with both schemes were slightly wider than 
observed but correctly located. Also, for this event and this period, both schemes in general 
did a good job in predicting the location of precipitation peaks. A significant maximum in 
precipitation observed over northern Wisconsin was correctly located by the KF but with an 
overpredicted amount (observed precipitation, 36. lmm, KF, 5 l.6mm). The BMJ convective 
parameterization did not detect this precipitation maximum at all. On the other hand, the 
precipitation maximum over northwestern Wisconsin was much better located by the BMJ 
while the KF produced it more toward the west, over southern Minnesota. The amount of 
precipitation was just slightly underpredicted with both schemes (observed precipitation, 
33.3mm, BMJ, 26.Smm, KF, 30.4mm). Also, it is interesting to discuss the precipitation area 
over the western part of the domain. There were two observed precipitation maxima, one 
over northeastern Nebraska with 17.9mm, and another over western Iowa with 13.Smm. The 
BMJ correctly predicted the peak over western Iowa, with a slightly underpredicted amount 
( 10.0 mm), but at the same time failed to detect the other peak, while the KF detected only 
the peak over northeastern Nebraska and overpredicted the amount (24.2mm). 
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Fig. 16. As in Fig. 12 except for 07/08/99, 06-12 UTC. 
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Table 5. As in Table 4 except for July 8th 1999, 06-12 UTC. 
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.337 0.191 0.295 0.179 1.125 1.337 0.990 1.090 
1.270 0.311 0.173 0.283 0.165 1.339 1.460 1.135 1.125 
2.540 0.293 0.148 0.273 0.121 1.513 1.482 1.273 1.122 
6.350 0.262 0.098 0.238 0.074 1.510 1.210 1.393 1.077 
12.70 0.181 0.043 0.181 0.033 1.181 0.651 1.477 0.871 
Considering values of ETS (Table 5) both schemes did a good job in predicting 
precipitation for this time period. It should be noted, however, that in this case both schemes 
had a high BIAS, except for the first two thresholds. 
The forecast of precipitation was even better in the next six hours. Observed and 
predicted precipitation with both convective schemes, for the period 12-18 UTC, is presented 
in Fig. 17. 
As it can be seen, areal precipitation coverage was predicted very well by both 
convective schemes. Generally, both schemes correctly detected areas of heavy precipitation 
over Wisconsin but with slightly displaced precipitation maxima and significant differences 
in the peak amounts (Observed precipitation over southeastern Wisconsin was 35.6mm and 
over central Wisconsin, 49.2mm). The BMJ produced one maximum over eastern Wisconsin 
with a slightly underpredicted amount, 38.lmm. Also, the BMJ located an extended area of 
heavy precipitation over western and central Wisconsin with the amount significantly 
overpredicted, 98.3mm. The KF forecasted a wider area of heavier precipitation over 
southwestern Minnesota and central Wisconsin with two peaks, 72.9mm and 76.8mm, 
respectively. 
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Fig. 17. As in Fig. 12 except for 07/08/99, 12-18 UTC 
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Also, there were some errors in location of the peaks over the western part of the domain. 
The maximum precipitation observed over western Iowa (42.8mm) was better forecasted 
with the BMJ considering both location and the amount (40.2mm). The KF produced the 
peak shifted toward the northeast and with a significantly overpredicted amount (84.7mm). 
On the other hand, in forecasting precipitation over Nebraska, the KF did a better job in 
location but underestimated amount (observed precipitation 46mm, KF 29mm). The BMJ 
convective parameterization completely failed to detect this precipitation peak. 
Table 6. As in Table 4 except for July 8th 1999, 12-18 UTC. 
Threshold ETS Av. ETS Av.ETS BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) (KF) (BMJ) BIAS (KF) BIAS 
(BMJ) (BMJ) (KF) 
0.254 0.575 0.191 0.485 0.179 0.936 1.337 0.873 1.090 
1.270 0.558 0.173 0.475 0.165 0.971 1.460 0.929 1.125 
1.540 0.500 0.148 0.426 0.121 1.029 1.482 1.020 1.122 
6.350 0.389 0.098 0.282 0.074 1.217 1.210 1.322 1.077 
12.70 0.336 0.043 0.178 0.033 1.525 0.651 0.273 0.871 
Table 6 for this case shows high ETS, compared to average values, and very good 
values of BIAS especially for lighter thresholds. 
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Finally, the last example of a highly predictable event is June 28th 1998, initialized at 
OOz. 
Fig. 18.As in Fig. 9 except on June 281h 1998 OOZ. 
A comparison between simulated (Fig. 20) and observed (Fig. 19) height fields 
demonstrated a good agreement. The only exception was over the central part of the domain, 
where the simulation captured a short wave not that evident in the observation. This was 
reflected in slightly different curvature of isolines. The same pattern appeared in the 
generally well-predicted 700 mb temperature field (Fig. 19d and 20d). 
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Fig. 20. As in Fig. 11 except for 06/28/98, 00+ 12UTC 
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Regarding the rainfall, both schemes predicted the location and orientation of the 
precipitation area reasonably well (Fig. 21). The precipitation area produced with the KF 
convective parameterization was narrower compared with observations but overall it seemed 
that the KF better located the peak in precipitation over northeastern Iowa. However, the 
amount was significantly underpredicted (observed precipitation 93.0mm, KF 47.6mm). The 
BMJ produced a peak in precipitation shifted more toward the south (BMJ 28.8mm). Also, 
the peak observed over the southwestern part of the domain (border between Nebraska and 
Kansas, with 77.lmm observed) was not correctly detected with either the BMJ or the KF 
convective parameterization. The BMJ produced a peak in precipitation but shifted northeast 
(BMJ, 55. lmm) while the KF did not produce any precipitation over that particular area. 
H 




Fig. 21. As in Fig. 12 except for 06/28/98, 00-06 UTC 
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Table 7. As in Table 4 except for June 28th 1998, 00-06 UTC. 
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.460 0.227 0.334 0.161 0.966 1.151 0.605 0.620 
1.270 0.512 0.198 0.323 0.133 0.914 1.269 0.517 0.702 
2.540 0.509 0.173 0.249 0.116 0.918 1.442 0.376 0.748 
6.350 0.418 0.097 0.132 0.075 0.780 1.509 0.183 0.919 
12.70 0.289 0.047 0.068 0.037 0.690 1.785 0.123 1.613 
ETSs (Table 7) clearly show an advantage of the BMJ in forecasting precipitation 
during this period. ETS values indicate a relatively successful forecast for the KF too, 
especially for lighter thresholds. Also, BIAS scores for these two schemes again confirmed 
that the BMJ produced a better forecast and handled heavier precipitation much better than 
the KF. 
3.1.d Detailed analysis of some events with low predictability 
Whereas highly predictable cases generally had strong flow at 500 mb and a front 
moving from west to east into the domain, cases characterized by an east-west stationary 
front across the domain with relatively weak upper-level flow were usually much less 
predictable. An example is the case of July 201h 1999 initialized at 12z. 
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Fig. 22. As in Fig. 9 except on July 201h 1999 12Z. 
A Satellite/Radar composite picture with surface data plotted (Fig. 22) indicates that 
this event at initialization time was characterized by one east west oriented stationary front 
across the domain in southern Iowa. 
A comparison between observed (Fig. 23) and predicted (Fig. 24) height fields 
suggested an unsuccessful simulation. Namely, the isohypses were correctly located but with 
different orientation of the upper level ridge axis. This was the case in all three considered 
height fields. In addition, the center of the simulated upper-level high was markedly shifted 
to the east. In contrast, the 700 mb temperature field appeared to be well simulated. 
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Fig. 23. As in Fig. 10 except for 07/21/99, 00 UTC 
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Fig. 24. As in Fig. 11 except for 07 /21/99 00 UTC 
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Observed and predicted precipitation fields with both convective schemes (Fig. 25), 
show that neither the BMJ nor the KF convective parameterization succeeded in predicting 
precipitation correctly. Still, the BMJ did a slightly better job in predicting the area of 
precipitation, detecting the location of peaks over western Iowa, northeastern Kansas and 
southwestern Wisconsin but with significantly underpredicted amounts (Iowa observed 
precipitation 25.8mm, BMJ 15.9mm; Kansas observed precipitation 16.2mm, BMJ 9.94mm; 
Wisconsin observed precipitation 38.lmm, BMJ, 9.5mm). Generally, both schemes had a 
good idea about the general orientation and location of the precipitation area but the observed 
precipitation occurred more toward the northeast. 
First, here was a speculation that both schemes had wrong impression about the warm 
front location. To investigate this an analysis of simulated 850 mb temperature field, surface 
temperature field, surface dew point field, and surface wind field was performed. It was 
found that the model correctly placed the surface warm front over the northeastern comer of 
Iowa. Still, this helped to better understand behavior, in this case, of both convective 
schemes. Namely, the KF produced precipitation along the front line and failed to produce an 
area of elevated precipitation over Wisconsin. This agreed with other observations that the 
KF generally has a problem in producing elevated convective precipitation (Kain, SPC, 
personal communication). On the other hand the BMJ produced too broad a precipitation area 








Fig. 25. As in Fig. 12 except for 07120199, 06-12 UTC 
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Table 8. ETS and BIAS values for both convective schemes on July 201h 1999, 06-12 UTC. 
-
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
-
0.254 0.038 0.191 -0.015 0.179 1.341 1.337 1.190 1.090 
1.270 0.046 0.173 -0.051 0.165 1.804 1.460 1.409 1.125 
2.540 0.040 0.148 -0.046 0.121 1.914 1.482 1.404 1.122 
6.350 0.001 0.098 -0.021 0.074 1.411 1.210 1.195 1.077 
12.70 -0.008 0.043 -0.014 0.033 0.366 0.651 0.844 0.871 
ETS values in Table 8 indicate an extremely low level of predictability for both 
schemes although the BMJ had slightly higher values. Also BIAS values were higher than 
the average values for both schemes for all thresholds except the lighter and the heaviest one. 
The better scores with the BMJ occurred because the precipitation area produced by it was 
much wider and extended more toward the northeast. This northeastward extension resulted 
in better agreement with observations over southeastern Minnesota and southwestern 
Wisconsin. Over this particular area during this period the KF did not produce any 
precipitation. Also there are overly high values of BIAS for both schemes except for the 
heaviest threshold where the KF had a better BIAS. 
Another case that was characterized by low predictability for both schemes was July 
18th 1999 initialized at 12Z. 
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Fig. 26. As in Fig. 9 except for July 18th 1999 12Z. 
A broad area of low pressure at the surface over the western part of the United States, 
and a surface low located over the far northeastern region of Canada characterized the 
synoptic situation at 12z. A cold front associated with the low over Canada intersected a warm 
front connecting with the western low forming a stationary frontal zone over the domain of 
integration (Fig. 26). 
For this case, comparison between simulated (Fig. 28) and observed (Fig. 27) 
temperature and height fields was performed using 24h instead of 12h simulations due to a 
lack of observational data. Isolines of constant height were located correctly, but a 
disagreement in their curvature existed producing a wrong impression about the location of 
the upper level high axes. Also, the center of the upper level high was simulated more toward 
the east side of the domain compared to the observations. On the other hand, the temperature 




Fig. 27. As in Fig. 10 except for 07/19/99, 00 UTC 
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Fig. 28. As in Fig. 11 except for 07/19/99, 00 UTC 
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Interestingly, in this case, and for this time period, the two schemes demonstrated 
similar behavior. Both of them predicted precipitation over Wisconsin relatively correctly (just 
shifted toward the northeast about 100 km) and both of them failed to predict precipitation 
over Illinois. On the other hand both schemes produced an incorrectly wide precipitation area, 
with the BMJ placing it over the central and southwestern part of the domain and the KF over 
the western part of the domain. Here, some speculations of what went wrong can be discussed. 
First, it is possible that the front ignited precipitation in the model but not in the observations. 
Second, a comparison between initial and observed values of temperature and dew point over 
the western part of the domain indicated slightly higher values of atmosphere moisture in the 
model initial data. In addition, an experiment with 'drying' of the atmosphere over the western 
part of the domain by setting the maximum of RH in the lower atmosphere to 60% was 
performed. The only improvement was reflected in delaying the beginning of production of 
bogus precipitation. This was detectable only through an analysis of one-hour precipitation 
fields, the 6-hour accumulated precipitation fields appeared to be similar to those produced 
with control runs. 
There was one observed precipitation maximum over western Wisconsin (27 mm) and 
both schemes slightly displaced its location. Also, the BMJ somewhat overpredicted (30.5 
mm), while the KF underpredicted (14.7 mm) the amount. Another observed precipitation 
maximum placed over southern Minnesota (51.6 mm) was correctly detected just with the KF 
but with significantly underpredicted amount (15.6mm). 
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' ' 
I~ "q 0 
57 
Fig. 29. As in Fig. 12 except for 07118/99, 06-12 UTC 
5.40 
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Table 9. As in Table 4 except for July 18th 1999, 06-12 UTC. 
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.022 0.191 0.087 0.179 1.154 1.337 1.037 1.090 
1.270 0.041 0.173 0.088 0.165 1.523 1.460 1.356 1.125 
2.540 0.043 0.148 0.098 0.121 1.795 1.482 1.375 1.122 
6.350 0.021 0.098 0.054 0.074 2.129 1.210 1.137 1.077 
12.70 -0.018 0.043 -0.010 0.033 1.241 0.654 0.478 0.871 
Table 9 shows extremely low ETSs for both schemes and all thresholds, indicating 
the very low predictability of this case. 
Based on results of the analyses performed in this part of the study some conclusions 
about the correlation between the predictability of MCS rainfall and predictability of some 
other meteorological fields can be drawn. Namely, in several identified cases (July 08th 1999 
and June 28th 1998) high predictability of rainfall was associated with high agreement 
between observed and simulated temperature and height fields. In other cases (July 18th 1999 
and July 20th 1999) low rainfall predictability was associated with significantly lower 
agreement between observed and simulated meteorological fields. This fact suggested a high 
correlation between these fields. However, one case (June 10th 1999) with high rainfall 
predictability had unsuccessful simulation of the 700 mb temperature field and 300 mb, 500 
mb and 850 mb height fields. Generally, it seems that high predictability of rainfall does not 
necessarily mean high predictability of other meteorological fields (Atger 1999; Ziehmann 
2000). 
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3.1.e Events with large differences in predictability between convective schemes 
Additional analyses were performed of the synoptic situations of events when one of 
the convective schemes resulted in significantly better skill scores than the other. Based on 
analyses of the skill scores for all events, cases where the BMJ produced a significantly 
better forecast were noted. It is important to mention that these cases were chosen as ones 
where the BMJ produced higher skill scores than the KF for each of four 6-hour forecast 
periods. These cases all were initialized at OOZ. Analyses of synoptic situations for these 
events indicate the presence of generally similar synoptic features. These cases often 
resemble the synoptically strongly forced cases discussed earlier. Thus, all of them are 
characterized by deep surface lows somewhere over Canada with the fronts associated with 
the lows moving across the domain at the time of initialization. One of the representative 
examples is July 22°d 1998, initialized at OOZ. 
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Fig. 30. As in Fig. 9 except for July 22nd 1998 OOZ. 
For this case, during the first six hours of the forecast, the BMJ had an obvious 
advantage in precipitation forecasting (Fig. 31). The precipitation area produced with the BMJ 
correctly located the rain band but showed it typically wider than observed too. Precipitation 
maxima were generally correctly located but with significantly underpredicted amounts 
(observed precipitation over eastern Nebraska, 44.2mm, BMJ, 14.8mm; observed precipitation 
maxima over southeastern Iowa, 55.1and29.4mm, BMJ, 9.31mm). 
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Fig. 31. As in Fig. 12 except for 07/22/98, 00-06 UTC 
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T bl 10 A . T bl 4 t J 1 22nd 1998 00 06 UTC a e sm a e except or Uly ' - -Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.469 0.227 0.032 0.161 1.031 1.151 0.062 0.620 
1.270 0.415 0.198 0.027 0.133 1.293 1.269 0.047 0.702 
2.540 0.317 0.173 0.012 0.116 1.411 1.442 0.053 0.748 
6.350 0.096 0.097 0.000 0.075 0.908 1.509 0.027 0.919 
12.70 0.000 0.047 0.000 0.037 0.029 1.785 0.000 1.613 
Values of ETS (Table 10) confirm an advantage of the BMJ in precipitation 
forecasting especially for lighter thresholds. Also, these high values of the ETS are 
accompanied by higher BIAS values compared to the KF but still lower than average values. 
In this case it was interesting to see how precipitation fields changed after an additional six 
hours of the forecast (Fig. 32). 
During this period (06-12h) the KF activated and produced precipitation located 
correctly but in a typically narrower band compared to the observations. It seems that the KF 
had a correct depiction of the surface front location but a problem with timing. In this 
particular case, a 'spin up' delay can be a reasonable explanation for the behavior of the KF. 
Regarding the precipitation maxima, the KF did a much better job in predicting both the 
location of an area of heavier precipitation (over eastern Iowa and northwestern Illinois) and 
the amount (observed precipitation 44.4 and 48.8mm, KF, 58.8mm, BMJ, 13.9mm). 
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Fig. 32. As in Fig. 12 except for 07/22/98, 06-12 UTC 
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T bl 11 A . T bl 4 f J 1 22nd 1998 06 12 UTC a e sm a e except or uy ' -
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.442 0.227 0.247 0.161 0.639 1.151 0.381 0.620 
1.270 0.416 0.198 0.197 0.133 0.709 1.269 0.380 0.702 
2.540 0.346 0.173 0.154 0.116 0.758 1.442 0.397 0.748 
6.350 0.115 0.097 0.048 0.075 0.720 1.509 0.523 0.919 
12.70 -0.002 0.047 -0.001 0.037 0.132 1.785 0.904 1.613 
Despite successful activation of the KF in this period the BMJ still had significantly higher 
ETSs (Table 11), especially for lighter thresholds. 
Regarding the opposite situation, when skill scores for the KF were much higher than 
the BMJ, only a few 6-hour periods were found for several different events where this was 
true. For the rest of the 6-hour periods, the difference in skill score between the two schemes 
was negligible or occasionally reversed (BMJ better than KF). It is also important to note for 
the period when KF ETSs exceed BMJ ETSs that the KF skill score was relatively low. 
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For these cases, a broad upper level ridge characterized the synoptic situation over the 
domain with an east-west oriented surface stationary front, either across the domain or lying 
slightly to the south. As an illustration, July 1th 2000, initialized at 12Z, is presented. 




' ' ' ' ' 
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Fig. 34. As in Fig. 12 except for 07/12/00, 00-06 UTC 
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It can be seen that both schemes failed to produce precipitation over the central and 
western part of the domain. Instead, the BMJ produced a relatively small area with heavy 
precipitation (observed precipitation 14.4mm, BMJ 37.4mm, KF 20.0mm) over eastern 
Nebraska while the KF produced a slightly bigger area that still did not extend enough 
toward the north. In the southern part of the domain, the BMJ typically produced too wide an 
area with one peak having an unrealistic amount of precipitation. It is interesting to note that 
in this case the BMJ convective parameterization did have a higher skill score for the heavier 
thresholds (Table 12). 
T bl 12 S . T bl 4 J 1 12th 2000 00 06 UTC a e ame as m a e except on u y ' -Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.088 0.227 0.251 0.161 1.126 1.151 0.774 0.620 
1.270 0.085 0.1984 0.208 0.133 1.220 1.269 0.674 0.702 
2.540 0.082 0.173 0.172 0.116 1.251 1.442 0.543 0.748 
6.350 0.112 0.097 0.070 0.075 1.271 1.509 0.434 0.919 
12.70 0.167 0.047 0.007 0.037 1.138 1.785 0.383 1.613 
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3.2. Subjective verification 
As was mentioned earlier in the introduction, the evaluation of forecasted MCS 
rainfall is a very important and complicated issue. A major complication is the fact that there 
is no single measure of forecast quality that can provide complete insight into forecast 
success (Murphy 1995). The most common tools for this purpose, in operational use, are 
BIAS and ETS. These objective parameters provide very useful information but also 
sometimes can be misleading. As an example, Mason (1989) and Hamill (1999) showed that 
an improvement in ETS can often be accompanied by high BIASes. However, an analysis of 
BIAS values performed by Gallus and Segal (2001) suggested that this is not always the case. 
Recent research relating to verification argues that elements of subjective evaluation be 
incorporated. Thus, a subjective analysis was chosen to be another approach to the problem 
in this present study. 
The subjective analysis was performed considering both the full twenty MCSs 
available and two particular groups (strongly and weakly forced). For this purpose the model 
one-hour precipitation fields were used. Precipitation area, shape, location, time of initiation 
and amount for both convective schemes and during a period when a significant amount of 
precipitation occurred were also examined. Regarding shape and location of precipitation, a 
few categories were considered: shifted precipitation area (simulated precipitation area 
displaced spatially compared to the observed), overpredicted precipitation area (simulated 
precipitation area wider than the observed), underpredicted precipitation area (simulated 
69 
precipitation area narrower than the observed), and missed system (precipitation system 
completely or partly missed). Considering time of initiation there were two categories: late 
and early. Finally, considering the amount of precipitation there were again two categories: 
overpredicted (average value of simulated amount over the area higher than the observations 
by roughly 2 mm or more) and underpredicted amount of precipitation (average value of 
simulated amount over the area lower than the observations by roughly 2 mm or more). Here 
it is important to note that peak precipitation amounts were not evaluated. 
Also, two different approaches were taken to perform the subjective analysis. One 
approach was based on a summarized subjective impression about each above-mentioned 
category for the period of time when significant amounts of precipitation occurred 
considering one-hour model output, while the other included evaluation of each particular 
category for each one-hour period, thus yielding more samples. Both approaches led to the 
same conclusions. 
Results obtained with the first approach, for all twenty MCS events and for two 
different groups of cases (strongly and weakly forced) are presented in Tables 13-21. 
Table 13. Results of subjective analysis performed for all twenty MCS cases considering 
locatio d h f · nan s apeo a prec1p1tat1on area. 
Location Shifted Overpredicted Underpredicted Missed 
(%) (%) (%) system(%) 
BMJ 63 47 5 31 
KF 42 10 16 26 
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Table 14. Results of subjective analysis performed for all twenty MCS cases considering the 
time h h h f d d · w en eac sc eme Irst etecte prec1p1tation. 
Time Late(%) Early(%) 
BMJ 16 0 
KF 47 5 
Table 15. Results of subjective analysis performed for all twenty MCS cases considering 
amoun f · 1 d · to s1mu ate prec1p1tat1on. 
Amount Overpredicted ( % ) Underpredicted ( % ) 
BMJ 21 68 
KF 26 21 
Values in Table 13 indicate that the BMJ has a slightly bigger problem with 
predicting the location and shape of the precipitation area. Summing all percentages related 
to the predicted location and shape of precipitation area in the case of the KF gives 94%, 
which indicates that 6% of cases were 'perfect' while in the case of the BMJ the totaled 
result is 146%. The total percentage higher than 100 in the case of the BMJ is a consequence 
of evaluation of each subcategory for each case separately. The time-related analysis (Table 
14) revealed a weakness in the KF. Almost half of the cases were late. This can be explained 
by the fact that the initialization for all cases used 40 km grid spacing Eta model output from 
NCEP, whose assimilation system also uses the BMJ. This means that the initial model fields 
have been altered by the impacts of the BMJ, thus favoring it over the KF. Finally, 
considering the amount of precipitation, values in Table 15 indicate an advantage of the KF. 
Comparison of these results with results based on analysis of ETS for the same sample of 
cases, performed by Gallus and Segal (2001), shows a disagreement. The general advantage 
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of the BMJ compared to the KF indicated in the objective analysis was not present in the 
subjective analysis. 
Table 16. Results of subjective analysis performed for cases characterized with 'stronger' 
larger I £ · · d · 1 · d h f · -sea e orcm~ const ermg ocatton an s aoe o a prectpttatton area. 
Location Shifted Overpredicted Underpredicted Missed system 
(%) (%) (%) (%) 
BMJ 50 75 0 25 
KF 0 0 50 50 
Table 17. Results of subjective analysis performed for cases characterized with 'stronger' 
larg 1 £ . d . th f h h h fi t d t t d er-sea e orcmg const enng e tme w en eac sc eme trs e ec e prectpttatton 
Time Late(%) Early(%) 
BMJ 25 0 
KF 75 0 
Table 18. Results of subjective analysis performed for cases characterized with 'stronger' 
large I £ · d · f · 1 d r-sca e orcmg const ermg amount o stmu ate prectpttatton. 
Amount Overpredicted ( % ) Underpredicted ( % ) 
BMJ 0 100 
KF 50 0 
Considering cases characterized by strong larger- scale forcing, the percentages 
indicate an advantage of the KF in predicting the shape and location of the precipitation 
areas. But, it is important to mention that for these cases, in view of the last category (missed 
system), there is an advantage of the BMJ. Regarding timing, the KF is often 'late'. Finally, 
the BMJ again had an underpredicted amount of precipitation. 
Table 19. Results of subjective analysis performed for cases characterized with weakly 
large al £ · d · 1 f d h f · · t f r-sc e orcmg const ermg oca ton an s aoe o a prectpt a ton area. 
Location Shifted Overpredicted Underpredicted Missed 
(%) (%) (%) system(%) 
BMJ 50 25 0 75 
KF 50 50 0 25 
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Table 20. Results of subjective analysis performed for cases characterized with weakly 
larg 1 f . d . th r h h h f t d t t d er-sea e orcmg cons1 ermg e 1me w en eac sc eme trs e ec e prec1p1tatton 
Time Late(%) Early(%) 
BMJ 0 0 
KF 25 0 
Table 21. Results of subjective analysis performed for cases characterized with weakly 
large 1 f · d · f 1 d r-sca e orcmg cons1 ermg amount o s1mu ate prec1p1tatlon. 
Amount Overpredicted ( % ) Underpredicted (%) 
BMJ 0 100 
KF 50 0 
Results of an objective analysis for weakly forced cases indicated low skill scores for 
both schemes but an advantage for the KF compared to the BMJ. The same trend appeared in 
the subjective analysis. 
Generally, the second approach to this analysis, based on evaluation of precipitation 
area (location, shape), time of scheme's activation, and amount of precipitation performed 
for each hour, produced similar results (Tables 22 and 23). 
Table 22. Results of subjective analysis, performed using second approach (hourly 
evaluation of each category), considering the location and shape of the precipitation 
area. Nb. th. 1 b"d" hf h um ers m paren es1s represent resu ts o tame usmg t e trst approac . 
Location Shifted(%) Overpredicted Underpredicted Missed(%) 
(%) (%) 
BMJ 63 (50) 47 (34) 5 (6) 31 (30) 
KF 42 (43) 10 (11) 16 (18) 26 (39) 
Table 23. Results of subjective analysis, performed by using second approach, 
"d . h f cons1 ermg t e amount o prec1p1tatton. 
Amount Overpredicted ( % ) Underpredicted (%) 
BMJ 21 (15) 68 (56) 
KF 26 (16) 21 (30) 
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Values are presented for all available cases. Values in parentheses represent results from the 
previous analysis. It can be seen that the percentages among the schemes and different 
categories stayed approximately the same. The main difference is in the case of the KF 
convective parameterization for the missed system category. Namely, the percentage of 
missed systems is significantly increased. Since this approach included hourly evaluation of 
each category and it was already known that the KF has a problem with a late initiation this 
increase in percentage of the missed system category could be expected. 
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4. CONTRAST BETWEEN GOOD AND BAD FORECASTS OF WARM-
SEASON MCSs 
To obtain better insight into reasons for 'disagreement' between objective and 
subjective verification together with better insight into differences between the two 
convective schemes, a detailed analysis of a few particular cases were performed. First, June 
4th 1999 was analyzed as a good example of when both schemes had extremely low skill 
scores. The synoptic situation for this event was characterized by both a surface low over 
southern Canada with its associated fronts over the integration domain, and a stationary front 
oriented from north-west to south-east over the southwestern part of the domain. 
Fig.35. As in Fig. 9 except for 06/04/99 at 12Z. 
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An area of thunderstorms in eastern Nebraska formed at about 06Z, and in the next 
six hours moved east toward central Iowa. Another group of thunderstorms formed at about 
12Z in front of the line as it moved through Iowa. There was also an additional area of 
thunderstorms that formed behind the complex and moved in an east-south-east direction 
through central and southern Iowa. The line reached Davenport at about 20Z and continued 
to progress southeast through Illinois as a bow echo. 
This is one of the cases whose poor performance is very hard to explain. Based 
together on the skill score and the plots of predicted precipitation fields for both schemes it is 
obvious that neither the BMJ nor the KF did a good job in producing precipitation. 
Significant amounts of precipitation occurred in the first 12 hours of the forecast. Observed 
and simulated precipitation fields from both schemes for the first six hours are presented in 
Fig. 36. It can be seen that both schemes have similar behavior after 6h except for a wide 
area of precipitation over the southern part of the domain produced by the BMJ. Both 
schemes completely missed the orientation and intensity of precipitation over central Iowa. 
Observed and predicted precipitation fields with both schemes, for the next 6 hours (06-12 
UTC), are presented in Fig. 37. 
The BMJ produced a large precipitation area in Minnesota. On the other hand, it 
captur~d a broad area observed in Illinois but it was too light. The KF produced a light band 
from southwestern Minnesota across central Iowa into northeastern Missouri. As with the 
BMJ, amounts were greatly underestimated. 
' ' 
' 
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Fig. 37. As in Fig. 12 except for 06/05/99, 00 UTC 
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To obtain better insight into this case, one hour observed precipitation fields were 
analyzed. Analysis of the observed precipitation indicated the storm system split into two 
parts. During the first hour, the first part was located over central Iowa with a north - south 
orientation, and the second was slightly westward (Fig. 38). During the next few hours the 
whole system moved toward the east. After 6 hours the first part of the system dissipated in 
the eastern part of the domain and the second (western) part changed its direction of 
movement from easterly to southeasterly and continued to move toward central Illinois. This 
portion became the long-lived bow-echo event. 
Comparing simulated and observed precipitation fields early in the simulation it 
seems that both schemes have the correct orientation (north-south) of the precipitation area 
but with the area shifted eastward, with a bogus area over western Wisconsin and with 
maxima in the wrong locations. Also, initially neither scheme produces precipitation over a 
small area in northwestern Iowa, where it was observed. 
For this event several different experiments were created but unfortunately nothing 
lad toward an improvement in the forecast. In the first experiment, where an adjustment was 
made in relative humidity verification of results performed for the six-hour periods indicated 
a slight improvement in the skill scores. For getting a better view of the impact of the 
initialization adjustment, consideration of the skill score alone offers limited insight. Further 
discussion will be based on a subjective analysis of the model outputs. The relative humidity 
adjustment produced an improvement, especially in the case of the KF, in detecting the 








Fig. 38. Hourly rainfall for 06/04/99 at 13, 16, and 19Z.The first row is taken from the BMJ 






Fig. 39. As in Fig. 38 but with the first row the BMJ simulation with applied relative 
humidity adjustment, the second from the KF simulation with applied relative humidity 
adjustment and the third is the observed amount. 
0 
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In contrast to the first experiment the second one included 'drying' of the atmosphere 
by setting the relative humidity to 60% over the southern portion of the domain. This was 
performed with the intention of suppressing the incorrect evolution and location of rainfall 
over the southern part of the domain, because both the observed and simulated surface wind 
field indicated strong flow in the southern part of the domain. Such drying in the south might 
also force the schemes to produce precipitation more toward the north, by preventing 
incorrectly simulated convection farther south which could disrupt the supply of moisture 
northward. This adjustment delayed the start of precipitation over northern Missouri from the 
third to the seventh hour, which is the exact time that the observed system approached the 
area. In addition, the drying also slowed down the movement of the precipitation area toward 
central Illinois (Fig. 40). A third experiment included a combination of two relative humidity 
adjustments: moistening of relative humidity where radar echoes were present and drying of 
the atmosphere in the south. Again the model could not distinguish a difference between the 
two systems. In a fourth test to help the KF scheme produce some kind of a cold pool, a 
warm saturated layer was defined above 850 mb to 'drive' the initially produced convection, 
while the atmosphere below 850 mb was kept at control moisture levels so that evaporation 
could maintain a cold pool. This experiment, however, did not result in any improvement in 






Fig. 40. As in Fig. 38 but with the first row the BMJ simulation, the second row the BMJ 
simulation with 'drying' applied to relative humidity and the third is the observed amount. 
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Finally, the agreement between observed and initialized wind fields at low-level jet 
level was examined. Since the low-level jet promotes MCS development in three ways: (i) 
moisture advection (which enhances convective instability), (ii) low-level warm advection 
(which destabilizes temperature profile), and (iii) by convergence at the 'nose' of the low-
level jet it was important to verify if this phenomena was properly depicted in the model. For 
this comparison, Slater profiler data were used. Results are presented in Table 23. 
Table 23. Wind direction (0 ) for Slater, model initialization and model initialization with 
b . . ... 1 d' . . 1 pertur atlon m m1trn con 1tlons, respective y. 
Wind direction (0 ) Wind direction (0 ) Wind direction (0 ) 
Height (m) Slater Model Model with included 
preturbation 
500 204 183 198 
750 226 198 223 
1000 240 213 239 
1250 236 219 242 
1500 231 222 244 
1750 223 218 241 
2000 220 212 235 
2250 223 212 221 
2500 234 212 215 
2750 247 213 210 
3000 250 224 224 
3250 253 232 232 
3500 246 240 240 
3750 241 248 248 
4000 232 250 250 
4250 227 252 252 
4500 230 253 253 
4750 227 254 254 
5000 226 253 254 
Values of wind direction in Table 23 indicate a southwesterly 'real' wind while the 
model wind direction is more southerly oriented. The fact that there is a difference between 
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the Slater profiler and initialized wind data suggests that an incorrect initialization might at 
least partly explain the bad forecast. To investigate this possibility, initial conditions were 
adjusted to better match the Slater data. Perturbations in the height and wind fields were added 
to force the initialization to better resemble the observed data. Vertically, the perturbation was 
applied on three model levels (900 mb, one level below, 875 mb and one above 925 mb) and 
horizontally it enclosed an area with approximately a 100-km radius centered over central 
Iowa. Heights were reduced toward the center where the maximum reduction was 7 meters. 
Geostrophic balance was assumed for the adjustment of wind. As is the standard procedure in 
the Eta model, hydrostatic balance was used to relate height changes to temperature changes. 
Unfortunately, the perturbation applied to the initial conditions did not lead toward an 
improvement in the forecast although the initialized winds better matched the Slater 
observations. 
As another good example when both schemes had extremely low scores, August 12th 
1999 was studied in detail. This case was initialized at OOZ and the synoptic situation was 
characterized by two stationary fronts west-east oriented, one over the northern part of the 
domain and another located slightly to the south of the domain of integration. 
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Fig. 41. As in Fig. 9 except for 08/12/99 at OOZ. 
In this case, a significant amount of precipitation occurred in the border area between 
Nebraska and western Iowa during the fourth hour of the forecast (Fig. 42). The system 
continued to move in an eastward direction forming an area with a large amount of 
precipitation in central Iowa. The ETS (Table 24) values were very low for both schemes 
and especially for the KF, which completely failed to produce precipitation during the first 
six hours. On the other hand, the BMJ, during the fourth hour of the forecast, produced an 
area of light precipitation but shifted toward the south compared to the observations. ~ater in 
time, the area became wider still with significantly underpredicted amounts but remaining in 
the same location. 
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Table 24. ETS and BIAS values for 08/12/99 00 UTC+6h 
Threshold ETS Av. ETS Av. BIAS Av. BIAS Av. 
(mm) (BMJ) ETS (KF) ETS (BMJ) BIAS (KF) BIAS 
(BMJ) (KF) (BMJ) (KF) 
0.254 0.026 0.227 -0.002 0.161 1.445 1.151 0.753 0.620 
1.270 0.049 0.198 -0.005 0.133 1.874 1.269 0.776 0.702 
2.540 0.046 0.173 -0.004 0.116 2.029 1.442 0.833 0.748 
6.350 -0.007 0.097 -0.004 0.075 1.182 1.509 0.921 0.919 
12.70 0.000 0.047 -0.002 0.037 0.000 1.785 1.417 1.613 
During the initialization period, soundings over the western part of the domain 
indicated capping. Soundings produced in both runs, at a point ( 42.0 °N, 96.5 °W) where 
precipitation occurred during the fourth hour of the forecast are shown in Figs. 43 and 44. 
The soundings at that point at OOZ, OOZ+ lh and OOZ+04h clearly show a difference in 
behavior between the BMJ and the KFs. In contrast to the BMJ scheme, the KF scheme did 






Fig. 42. As in Fig. 38 except for 08/12/99 at 4, 6, and 7Z, respectively. 
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Fig. 43. Skew Ts for point (42.0, -96.5), BMJ 08/12/99 at OOZ, OOZ+ 1 and OOZ+04h. 
Fig. 44. Skew Ts for point ( 42.0, -96.5), KF 08/12/99 at OOZ, OOZ+ 1 and OOZ+04h. 
For the August 12 1999 case, a test was applied by adjusting initial relative humidity. 
This time the application was not based on radar echo coverage (there was no precipitation 
during the first three hours of the forecast). Instead, over Nebraska where capping was 
initially observed, the relative humidity in the lower atmosphere was set to a minimum 70% 












Fig. 45. As in Fig. 38 except for 08/12/99 at 04, 06, and 07Z, and the first row the KF 
simulation, the second the KF simulation with the adjustment applied to relative humidity 
and third is observed amount. 
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An improvement in simulation of the precipitation area was obvious. Also, this 
adjustment of initial relative humidity resulted in an improvement of ETS values (Table 25). 
It is important to note that the improvement in ETS values does not seem as big as the 
subjective improvement. 
Table 25. ETS and BIAS values for the KF with and without applied the relative humidity 
adjustment, 08/12/99 00 UTC+6h 
Threshold ETS (KF) ETS (KFRH) BIAS (KF) BIAS (KFRH) 
(mm) 
0.254 -0.002 0.181 0.753 0.644 
1.270 -0.005 0.218 0.776 0.777 
2.540 -0.004 0.221 0.833 1.078 
6.350 -0.004 0.215 0.921 1.709 
12.70 -0.002 0.140 1.417 1.770 
As an example of events characterized by stronger larger-scale forcing and high skill 
scores, June 28th 1998 was used. The main characteristics of the synoptic situation together 
with skill scores of both schemes for this case have already been discussed in section 3.1.c. 
Values of the ETS and the BIAS (Table 26) indicate that both schemes did a good job in 
predicting precipitation during the first six hours of the forecast. The ETS values are 
relatively high for both schemes, especially for the BMJ. Lower BIAS, in the case of the KF 
convective parameterization, indicates that for this time period the area of precipitation was 
underpredicted. 
To obtain better insight into what was going on during the first hours of the forecast 
in the June 28th 1998 case, one-hour model precipitation fields produced by both convective 
schemes were used. 
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Fig. 46. As in Fig. 42 except for 06/28/98 at 02, 04 and 05Z, respectively. 
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Shown are simulations of the precipitation area at OOUTC+02,04, and 05h. It can be 
seen that in this case, the BMJ produced a precipitation area too wide and too light but 
otherwise agreeing with observations. The KF was late in activating but also showed an 
advantage in detection of a secondary system compared to the BMJ. This case may be an 
illustration, as mentioned earlier, where the BMJ was in some way favored because the 10 
km initialization used NCEP Eta model output and NCEP's assimilation also uses the BMJ. 
Here the precipitation was present at the time of the initialization so it was reasonable to 
apply the relative humidity adjustment to the initial condition as in Gallus and Segal (2001) 
and to re-run the KF simulation. The results are presented in Fig. 47. 
Application of the relative humidity adjustment to the initial conditions 'forced' the 
KF to activate and produce the precipitation system over Wisconsin and later to sustain it. 
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Fig. 47. As in Fig. 38 except for 06/28/98 at 02,04, and 05Z. 
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Table 26. ETS and BIAS values for the KF 06/28/98 00+6h, without and with the relative 
hu •ct• d' r d t th . 't'al d' . mi 1ty a ~ustment app 1e 0 e m11 con 1tions. 
Threshold ETS (KF) ETS (KFRH) BIAS (KF) BIAS (KFRH) 
(mm) 
0.254 0.334 0.322 0.605 0.748 
1.270 0.323 0.313 0.517 0.756 
2.540 0.249 0.260 0.376 0.710 
6.350 0.132 0.129 0.183 0.560 
12.70 0.068 0.030 0.123 0.409 
Unlike the subjective impression, ETS values calculated for the first six hours of the forecast 
after the relative humidity adjustment was applied did not indicate any improvement; the 
values often appeared to be lower. Regarding BIAS values, they ended up as significantly 
higher (better) for all thresholds (Table26.). 
Finally, 12 July 1999 was used as an example where the KF did a much better job for 
lighter thresholds compared to the BMJ. A description of the synoptic situation and the 
observed and predicted precipitation for this case was presented earlier in section 3.1.e. 
Table 27. ETS and BIAS values for 07/12/99 00 UTC+6h 
Threshold (mm) ETS (BMJ) ETS (KF) BIAS (BMJ) BIAS (KF) 
0.254 0.088 0.251 1.126 0.774 
1.270 0.085 0.208 1.220 0.674 
2.540 0.082 0.172 1.254 0.543 
6.350 0.117 0.069 1.272 0.434 
12.70 0.167 0.071 1.138 0.383 
Analysis of one-hour precipitation fields showed that both schemes had the same depiction of 






Fig. 48. As in Fig. 38 except for 07112/00 at 03, 05, and 07Z. 
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It seems that the BMJ completely missed part of the system over the northern part of 
the domain while it produced a precipitation area over Nebraska later with a spatial 
displacement. Again, an application of the standard relative humidity adjustment produced an 
improvement, Fig. 49. 
As with the subjective evaluation, in the case of the BMJ with a relative humidity adjustment 
improvement was easy to detect through ETS values. 
Table 28.ETS and BIAS values for the BMJ with and without applied the relative humidity 
adjustment, 07112/99 at OOUTC+06h. 
Threshold (mm) ETS BIAS ETS BIAS 
(BMJ) (BMJ) (BMJRH) (BMJRH) 
0.254 0.088 1.126 0.245 1.376 
1.270 0.085 1.220 0.237 1.533 
2.540 0.082 1.254 0.225 1.602 
6.350 0.117 1.272 0.184 1.518 





Fig. 49. As in Fig. 38 except for 07/12/00 at 03, 05, and 07Z and the first row the BMJ 
simulation, the second row is the BMJ simulation with the relative humidity applied, and the 
third is observed amount. 
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5. RELATIVE HUMIDITY ADJUSTMENT TO INITIAL CONDITIONS 
Impacts of adjustments to the relative humidity adjustment in the initial conditions 
have already been discussed in this paper. It was found earlier, compared to the cold pool and 
mesoscale observation adjustments to initial conditions, that a relative humidity adjustment 
produced the biggest positive impact on forecasts (Gallus and Segal, 2001). Also, the same 
results were obtained when the adjustment was applied to warm season MCS events 
classified in different groups based on the magnitude of larger scale forcing. This positive 
impact was detected through both objective and subjective analysis. Application of the 
adjustment almost always produced an increase in the ETSs and at the same time better 
agreement between observed and simulated precipitation fields in the subjective analyses. 
These facts were a motivation to investigate this adjustment in more detail. First, total and 
convective one-hour precipitation fields for several events with a relative humidity 
adjustment applied were examined. It was found that both the BMJ and the KF with the 
adjustment to initial conditions were not able to completely eliminate conditional instability. 
In some areas this resulted in an occurrence of an unrealistically high amount of 
precipitation, most of it grid-resolved. 
Sensitivity to the size and location of polygons over which the adjustment was 
applied was also tested. Generally, the adjustment was applied to points where radar echo 
existed independently of the precipitation intensity. In this experiment the polygons were 
much smaller as a consequence of defining them to only include areas where high intensity 
of radar echo occurred. Some sensitivity to the method of defining the polygons was the case 
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for both convective parameterizations. Changes in values of the skill scores together with 
obvious differences in precipitation fields produced using this method were obtained. 
This test first was performed for the June 1 oth 1999 case. In total four polygons were 
defined. Two of them were located over western Minnesota, one over central Iowa and one 
over northeastern Kansas. In Fig. 50, observed and total accumulated precipitation produced 
with the BMJ and with the relative humidity adjustment applied to the initial conditions 
regularly and applied in areas restricted to intense radar echo for the 00-06 UTC period, are 
presented. The location of peaks (one over the northwestern corner of Iowa and another 
located in western Minnesota) agreed better between observed and simulated total 
precipitation with an alternative method for the relative humidity adjustment application. 
Regarding the amount, there was not a significant difference (peak in Iowa, observation 71.2 
mm, old approach 34.1 mm, new approach 39.1; peak in Minnesota, observation 14.7 mm, 
not detected with old approach, new approach 27.5 mm). On the other hand, the peak in 
Kansas was correctly located with both approaches and the amount overpredicted in both 
cases. Also, the peak over northern Wisconsin was simulated with roughly correct amounts 
(observation 16.9 mm, old approach 14.4 mm and new approach 16.4 mm) but shifted more 
toward the east in both cases. 
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Fig. 50. The BMJ simulation with old approach to the relative humidity adjustment, with new 
approach and, observations for 06/10/99 at 00+06 UTC, respectively. 
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The same analysis of this case was performed with the KF convective 
parameterization (Fig. 51). The peak in central Iowa was correctly located with both 
approaches, but the second one produced significantly higher amounts (old approach 87 .9 
mm and new approach 102.0 mm). The only advantage of the new approach was with the 
detection of the peak located in Minnesota; the old approach failed to detect precipitation 
over that area completely. Finally, skill scores for these two approaches were compared too. 
Table 28.ETS and BIAS values for the BMJ for two different ways of adjusting relative 
humidity on 06/10/99 at OOUTC+06h 
Threshold BMJ BMJ BMJ BMJ 
(mm) (Old Bias) (New Bias) (OldETS) (NewETS) 
0.254 1.152 1.216 0.405 0.388 
1.270 1.335 1.441 0.373 0.337 
2.540 1.524 1.645 0.337 0.319 
6.350 1.861 2.027 0.245 0.242 
12.70 2.500 2.524 0.137 0.103 
T bl 29 A . T bl 28 a e . s 1Il a e ii h KF except ort e 
Threshold KF KF KF KF 
(mm) (Old Bias) (New Bias) (Old ETS) (NewETS) 
0.254 0.656 0.780 0.396 0.429 
1.270 0.806 0.907 0.394 0.346 
2.540 0.920 1.024 0.342 0.303 
6.350 1.226 1.207 0.185 0.145 
12.70 1.690 1.707 0.081 0.068 
As can be seen in Tables 28 and 29, the different approach to the relative humidity 
adjustment resulted in small change in BIAS for both schemes. Despite noticeable changes in 
the precipitation fields, only small improvement in the ETS values is detected for the KF and 
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Fig. 51. The KF simulation with old approach to the relative humidity adjustment, with new 
approach and, observations for 06/10/99 at 00+06 UTC, respectively. 
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This was again an example where a disagreement between results obtained with 
subjective analysis and results based on objective analysis was found. 
Another case used in this experiment is July 12th 2000. At OOZ, the initialization time, 
a precipitation area was located across central Minnesota and over the southeastern comer of 
South Dakota, which moved in a south-southeasterly direction with time. Four areas with 
intense echo were present on the radar image. A minor change was performed in the 
application of the relative humidity adjustment. It consisted of defining smaller polygons in 
central Minnesota by concentrating just on the location of intense echoes. Iii Fig. 52, the 
observed and predicted precipitation fields with both relative humidity adjustments using the 
BMJ for the six-hour period, 00-06 UTC, are presented. Note that the new approach 
produced a precipitation area over southern Minnesota, southwestern Iowa and the 
northeastern comer of Nebraska that was missing in the run using the old approach. As a 
consequence, in this area all observed peaks were detected too, but some of them with small 
spatial displacements. The precipitation peak over the southeastern comer of Nebraska was 
detected by both approaches (observation 14.4 mm, old approach 37.0 mm and new approach 
78.5). The peak located over the northeastern comer of Nebraska was completely missed by 
the old approach. The new approach shifted it significantly toward the west and with notably 
higher amounts of precipitation (observation 24.8 mm and new approach 72.4 mm). The new 
approach did a good job in detecting the location and a relatively good job in predicting the 
amount for the peak over the northwestern comer of Iowa (observation 28.3 mm and new 
approach 20.3). 
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Fig. 52. As in Fig. 50 except for 07112/00 at 00+06 UTC. 
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Finally, the peak over southern Minnesota in the case of the new approach was 
slightly shifted northward and with an underpredicted amount of precipitation (observation 
28.4 mm and new approach 13.8 mm). Based on these findings it can be concluded that the 
new approach produced an improvement in the forecast. 
In Table 30 values of BIAS and ETS for the BMJ for the OOZ+06UTC time period are 
presented. 
Table 30.As in Table 28 except for 07112/00 at OOUTC+06h 
Threshold (mm) BMJ BMJ BMJ BMJ 
(Old Bias) (New Bias) (OldETS) (NewETS) 
0.254 1.126 1.469 0.087 0.238 
1.270 1.220 1.618 0.085 0.221 
2.540 1.251 1.675 0.081 0.208 
6.350 1.271 1.738 0.111 0.164 
12.70 1.138 1.501 0.167 0.131 
The change in the method of defining the polygons produced an increase in BIAS 
(worsening of forecast) for all thresholds but also a generally significant improvement in 
ETS for lighter thresholds. 
For the same test but performed using the KF the first obvious difference was a wider 









Fig. 53. As in Fig. 51 except for 07/12/00 at 00+06 UTC. 
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It was also interesting to notice comparable behavior between the two schemes with 
the different relative humidity adjustments. The location of all predicted peaks with both 
schemes was similar. The one over Minnesota shifted more northward compared to the 
observation, the one over southeastern Nebraska also slightly shifted toward the east, and the 
peak observed over the northwestern part of Iowa shifted toward the north. The precipitation 
field predicted with the old approach completely missed all peaks except the one located over 
southwestern Nebraska but with a small shift in location and an overpredicted amount (42 
mm). Also, the amount of precipitation predicted with the KF appeared to be closer to the 
observation (Minnesota observation 28.4 mm, new approach 13 mm; northeastern Nebraska 
observation 24.8, new approach 28.3; northwestern Iowa observation 28.3 mm, new 
approach 31.2). Finally, it is important to see the impact of this experiment on the skill 
scores. 
Table 31.As in Table 28 except for 07/12/00 at OOUTC+06h and the KF. 
Threshold (mm) KF KF KF KF 
(Old Bias) (New Bias) (OldETS) (NewETS) 
0.254 0.773 1.121 0.251 0.294 
1.270 0.674 1.062 0.208 0.279 
2.540 0.543 0.904 0.172 0.244 
6.350 0.434 0.815 0.069 0.140 
12.70 0.383 0.703 0.007 0.039 
Table 31 indicates a positive improvement for both BIAS and ETS values and for all 
thresholds. Compared to Table 30, this suggests a 'higher' sensitivity to the relative humidity 
change when the KF is used. 
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6. SUMMARY AND DISCUSSION 
Simulations of 20 warm season MCS events performed with 10 km grid spacing in 
the Eta model were used to investigate variability in rainfall predictability among the cases. 
Beside control runs that included simulations performed using two different convective 
parameterizations (the BMJ and the KF), runs with application of three different adjustments 
to the initial conditions were available too. These adjustments included (i) the use of a cold 
pool initialization scheme (Stensrud et al. 1999b), (ii) the inclusion of mesoscale surface 
observations of temperature and specific humidity using the model's own vertical eddy 
diffusion, and (iii) elimination of dry layers by setting a minimum relative humidity threshold 
of 80% for all levels warmer than -10°C in locations where radar echo was present at the 
initialization time. These modifications to the initial conditions were applied to both runs that 
used the BMJ and the KF convective parameterizations. All these model variations were 
included in an investigation of variability in rainfall predictability among cases. This study 
examined the predictability using several different approaches to this problem. 
First, all available cases were classified into three groups: strongly, moderately and 
weakly forced, based on the magnitude of large scale forcing (i.e. vorticity advection, 
frontogenesis, etc.). Further analysis was performed using just the two 'extreme' groups of 
cases, strongly and weakly forced. This approach to the problem of variability in rainfall 
predictability made it possible to examine if certain larger-scale environments are more 
predictable than others, and if some favor a specific model configuration. Some conclusions 
were drawn based on analysis of ETS values. The ETS for both convective schemes appeared 
to be significantly higher for strongly forced than for weakly forced events, a result 
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consistent with Stensurd et al. (2000) but valid for a much larger sample of cases. Also, the 
analysis suggested that for those cases characterized by stronger synoptic forcing, and for 
lighter rainfall thresholds the BMJ was favored compared to the KF. Still, correlation 
coefficients between skill scores and synoptic forcing were not strong enough to definitively 
conclude that the BMJ is better than the KF under stronger synoptic forcing. Regarding cases 
characterized by 'weak' large scale forcing, the skill scores appeared to be considerably 
lower for both convective schemes. However, a comparison of the ETS values indicated a 
small advantage of the KF. 
Also, the impact of all three different adjustments to the initial conditions on skill 
scores was examined for both groups of events. This type of analysis was also performed by 
Gallus and Segal (2001) but without differentiation by synoptic forcing magnitude. 
Considering average values of the ETS for different thresholds it was found that the cold 
pool adjustment with cases characterized by stronger forcing generally did not produce 
improvements in the forecast. Inclusion of mesonetwork surface observations of temperature 
and specific humidity into the initial conditions generally produced an improvement in skill 
score for both convective schemes except for the lowest threshold in the case of the BMJ. 
Keeping in mind the usually very low predictability of heavier amounts of precipitation, an 
improvement in predictability of heavier thresholds obtained in this case is worthy of 
mention. Application of a relative humidity adjustment produced slight but systematic 
improvements in skill score of both schemes and for all thresholds. 
An application of the cold pool adjustment to cases characterized by weak large scale 
forcing produced an improvement of skill scores in the KF runs while, again, in the case of 
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the BMJ for some thresholds the skill score was decreased. Analysis of the skill scores with 
the mesoscale observation adjustment suggested different results to those obtained when the 
adjustment was applied to cases characterized by stronger large scale forcing. There was no 
significant improvement in ETS for the BMJ while the ETS of the KF was decreased. 
Finally, application of the relative humidity adjustment had the same impact on skill score as 
with the stronger synoptic forcing cases. It produced a consistently positive impact on skill 
scores for both schemes and for all thresholds. Also, it is important to note that the impacts 
were bigger for cases characterized as strongly forced. 
An examination of predictability of some simulated meteorological fields (i.e.700 mb 
temperature fields, 300 mb, 500 mb and 850 mb height fields) was performed by comparing 
the observed fields to their corresponding simulated fields for cases characterized with both 
high and low predictability of rainfall. The idea was to examine a correlation between these 
two types of predictability. It appeared that high predictability of other fields does not 
necessarily mean high rainfall predictability. 
In regard to synoptic situations in this study, some general conclusions were drawn. 
Based on analysis of all events it was found that rainfall predictability was the lowest when 
the upper-level flow was weak and elevated convection occurred to the north of a stationary 
front. On the other hand, rainfall predictability was enhanced for both schemes when upper-
level flow was strong, the primary surf ace low was well north in Canada and the cold front 
associated with the low was moving from west to east into the region at the time of 
initialization. 
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Because objective skill measures may provide limited information on the usefulness 
of the information to forecasters, subjective analysis was performed too. It was carried out 
considering both all twenty available MCS cases and two particular groups of cases (strongly 
and weakly forced). Three different categories, (i) precipitation area, shape, and location; (ii) 
time of initiation, and (iii) amount of precipitation for both convective schemes during a 
period when significant amount of precipitation occurred were evaluated in two ways 
considering one-hour model output. One approach was based on a summarized subjective 
impression about each above-mentioned category for a certain period of time (when a 
significant amount of precipitation occurred) considering one-hour model output, while the 
other included evaluation of each particular category for each one-hour period thus creating a 
bigger sample. Results of both approaches led to the same conclusions. Interestingly, results 
of the subjective analysis were not consistent with those determined from the objective 
approach using ETS. Based on an analysis that included all available cases it was found that 
the BMJ had a slightly bigger problem with predicting the location and shape of the 
precipitation area compared to the KF. On the other hand, time related analysis revealed a 
serious weakness of the KF, late initiation. The fact that the initialization for all cases was 
performed using Eta model output from NCEP, whose assimilation system also uses the 
BMJ, can explain the poorer performance of the KF. Analysis related to the predictability of 
precipitation quantity again suggested an advantage of the KF. The BMJ generally had a 
problem with deficient amounts, while the situation was opposite in the case of the KF. The 
advantage was reflected in a much lower percentage of overpredicted cases produced with 
the KF compared to the percentage of underpredicted events with the BMJ. The same 
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analysis but related to events characterized with strong large scale forcing produced similar 
results. In fact, for these cases the disagreement between objective and subjective analysis 
was most pronounced. The obvious advantage of the BMJ compared to the KF for strongly 
forced cases obtained as a result of objective evaluation did not appear in the subjective 
evaluation. On the other hand, the subjective analysis for weakly forced cases agreed better 
with the objective analysis. Thus, both convective schemes had low predictability but with a 
small advantage for the KF. 
In addition, to investigate in more detail reasons for disagreement between 
two different methods of verification together with better insight into differences between the 
two convective schemes, a detailed analysis of some particular cases was performed. The 
cases were representative examples of highly predictable events, events with low 
predictability, and events with big differences in predictability between the two convective 
schemes. The investigation involved inspection of one-hour model precipitation fields. 
Generally, this analysis showed the same disagreement between the two verification 
approaches. 
Another important conclusion of this analysis was a confirmation of the large positive 
impact on rainfall predictability due to an adjustment of the relative humidity in the initial 
conditions with both convective schemes. This fact motivated further experiments related to 
this adjustment in the initial conditions. The first test consisted of parallel examination of six 
hour accumulated total and convective precipitation for several events with the adjustment. 
Although the adjustment usually does improve ETSs, it was noted that at some points, 
unrealistically high amounts of precipitation occur with both schemes, indicating an inability 
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of both schemes to completely eliminate conditional instability when the relative humidity 
was adjusted. 
Finally, sensitivity to the way of defining the size of the polygons for the adjustment 
was tested, too. The adjustment was usually applied to points where radar echo existed, 
without regard to the precipitation intensity. An experiment was performed to test sensitivity 
of the adjustment to the polygon size if the adjustment was only made where intense echo 
was detected. Results suggested fairly high sensitivity, and again a disagreement between the 
subjective opinion and the skill scores was established. Based on the limited tests done, it 
seemed that the more restrictive adjustment of relative humidity resulted in a better forecast. 
Precipitation peaks were better detected and located, but this was not reflected in the skill 
scores. 
The mam purpose of this study was to investigate in detail the variability m 
predictability of MCS rainfall among events characterized with different magnitudes of 
larger-scale forcing, along with variability in predictability among cases due to the use of 
different convective parameterizations (BMJ and KF). Knowledge that certain larger-scale 
environments are more predictable than others, or might favor a specific model 
configuration, can be very valuable for operational forecasting. Unfortunately, a 
disagreement between objective and subjective methods of rainfall forecast evaluation was 
observed, further showing how difficult it is to define what a better forecast might be. Still, 
this study provided some suggestions that should be investigated further. 
Also, future work should be directed toward exploration and application of different 
methods of MCS rainfall evaluation, with an expansion in the number of events studied. 
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