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1
0 Aluksi
Brouwerin kiintopistelause seuraa moniulotteisen integraalin muuttujanvaihto-
lauseesta [5]. Ta¨ta¨ silma¨lla¨ pita¨en olen rakentanut matematiikkaa samalla opet-
taen itselleni peruskursseilta ha¨ma¨riksi ja¨a¨neita¨ asioita.
0.1 Seloste
Tyo¨n kenties mielenkiintoisin kohta, lause 2.2, syntyi ulkotulon liita¨nna¨isyyden
tarpeisiin. Oivalsin ta¨ssa¨ gradussa esiintyva¨n ulkotulon ma¨a¨ritelma¨n syksylla¨
2013 era¨a¨ssa¨ buddhalaisessa retriittikeskuksessa. Ma¨a¨ritelma¨ on sika¨li mielen-
kiintoinen, etta¨ ta¨ma¨ ulkotulo toimii mielivaltaisilla tensoreilla, eika¨ vain ul-
koalgebran alkioilla, kuten Artinilla [1]. Artinin kirjassa on myo¨s kiintea¨ kanta.
Itse asiassa Artin ka¨sittelee Clifford-algebroja, mutta niiden joukko-opillinen
rakenne on sama kuin ulkoalgebrojen. Nykya¨a¨n tensorit ma¨a¨ritella¨a¨n mones-
ti ka¨ytta¨en kategoriateoriaa, jota en osaa. Ta¨ssa¨ ka¨ytetyt indeksoidut perheet
ovat sopivan konkreettisia mutta silti kantariippumattomia. Indeksoidut perheet
ovat kuin funktioita, joiden arvon tyyppi ma¨a¨ra¨ytyy argumentin mukaan. Tieto-
jenka¨sittelytieteessa¨ esiintyy sama ka¨site englanninkielisella¨ nimella¨ dependently-
typed function. Erik Elfving kertoi minulle, miten niita¨ matematiikassa kutsu-
taan.
Paras tapa na¨hda¨ lause 2.2 on ajatella, miten korttipakka sekoitetaan. Taval-
linen operaatio sekoituksessa on ottaa yksi pakan puolikas kumpaankin ka¨teen
ja lomittaa puolikkaat keskena¨a¨n. Lause todistaa ta¨llaisten lomitusten joukoille
era¨a¨nlaisen liita¨nna¨isyysominaisuuden.
0.1.1 Motivaatio
Keva¨a¨n 2002 lineaarialgebran kurssilla, jonka veti kiinalainen loogikko Yi Zhang,
ei koskaan pa¨a¨sty determinantteihin. Ha¨n ei olisi halunnut opettaa matriiseja
ollenkaan, mutta lopulta antoi ma¨a¨ritelma¨n. Tuo oli ela¨ma¨ni antoisimpia kurs-
seja.
Jussi Va¨isa¨la¨ puolustaa lineaarikuvauksia matriisien sijaan [7] ja kehottaa
lukijaa tutustumaan seuraavana askeleena algebralliseen topologiaan, jota il-
man, ha¨n kirjoittaa, on vaikeaa mutta mahdollista todistaa Brouwerin kiin-
topistelause [6]. Rogersin–Milnorin todistuksessa Brouwerin kiintopistelauseelle
ka¨yteta¨a¨n determinanttia, jonka voi rakentaa ilman matriiseja Grassmannin ul-
kotulon avulla, kuten ta¨ssa¨ on tehty.
Luontevia jatkokehityksen ja harjoitustehta¨vien aiheita voisivat olla hete-
rogeeniset tensorit, ulkoderivaatta seka¨ differentiaaligeometrian ja -topologian
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alkeet, joista lukija saattaa tieta¨a¨ tekija¨a¨ enemma¨n.
0.1.2 Kontribuutiot
Kaikki todistukset ovat originaaleja, paitsi lauseen 3.1, joka on Jouni Luukkai-
selta. Ha¨nen ka¨denja¨lkensa¨ na¨kyy myo¨s vahvasti luvussa 1, erityisesti pisteen
suhteen Lipschitz -kuvauksen ma¨a¨ritelma¨ssa¨. Originaaleja lauseita ovat 1.2 ja
2.2. Lauseen 4.1 en usko olevan uusi, vaikken ole sita¨ mista¨a¨n lo¨yta¨nyt; siina¨ mie-
lessa¨ se siis on originaali. Mielenkiintoinen se on joka tapauksessa. Ma¨a¨ritelmista¨
originaaleja ovat tensori, tensoritulo ja ulkotulo.
0.1.3 Kiitokset ja tunnustukset
Tyo¨n tarkastaja, Jouni Luukkainen, vipusi tyo¨sta¨ lukemattomat kivet ja kannot,
ja muotoili joitakin sen kantavista rakenteista. Kiita¨n ha¨nta¨.
0.1.4 Esitiedot
Algebra I, Analyysi I, Lineaarialgebra I seka¨ Topologia I riitta¨va¨t esitiedoiksi.
0.1.5 La¨hteet
Luvuissa 1 ja 3 on pa¨a¨asiallisena innoituksen la¨hteena¨ toiminut Dieudonne´n
klassikko [3]. Erityisesti tangenssin ka¨site on ta¨sta¨ teoksesta. Luvussa 2 on in-
noittajana ollut Artinin teos [1]. Esimerkiksi lemma 2.23 on saanut ta¨sta¨ vaikut-
teita. Luvussa 4 ovat transvektion ja dilataation ka¨sitteet tulleet Dieudonne´n
traktaatista [2], ja pseudoskalaarin ka¨site on Clifford-algebrojen sovelluksia ja
historiaa eritta¨in valaisevasti ka¨sitteleva¨sta¨ teoksesta [4].
0.2 Oletuksia ja merkinto¨ja¨
Oletetaan 0 ∈ N. Merkita¨a¨n lukemisen helpottamiseksi a[i] = ai. Merkita¨a¨n
tyhja¨a¨ jonoa sulkumerkein ().
Jos X on mielivaltainen joukko ja a ∈ X, niin ma¨a¨ritella¨a¨n karakteristinen
funktio χa : X → {0, 1} asettaen
χa(x) =
{
1, kun x = a,
0, muuten.
Ma¨a¨ritella¨a¨n Kroenecker-delta kaavalla δx,y = χy(x).
Ka¨yteta¨a¨n joukon {1, . . . , n} symmetriselle ryhma¨lle merkinta¨a¨ Sn ja ta¨ma¨n
identtiselle alkiolle merkinta¨a¨ 1n. Ka¨yteta¨a¨n permutaation pi ∈ Sn merkille mer-
kinta¨a¨ sgn(pi).
Kaikki vektoriavaruudet oletetaan reaalikertoimisiksi. Kutsutaan a¨a¨rellis-
ulotteista sisa¨tuloavaruutta euklidiseksi. Jos E on vektoriavaruus ja X ⊆ E,
niin ka¨yteta¨a¨n joukon X viritta¨ma¨lle aliavaruudelle merkinta¨a¨ LX. Ka¨yteta¨a¨n
lineaarikuvausten E → F avaruudelle merkinta¨a¨ L(E,F ); lineaaristen isomor-
fioiden E → E ryhma¨lle merkinta¨a¨ GL(E); ja kun E on normiavaruus, sen
lineaaristen isometrioiden ryhma¨lle merkinta¨a¨ O(E).
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1 Analyysia¨
Olkoot X, Y seka¨ Z metrisia¨ avaruuksia ja E, F seka¨ G normiavaruuksia.
1.1 Tangenssi
Sanomme, etta¨ f, g : X → Y koskettavat eli ovat tangentit pisteessa¨ x0 ∈ X,
Tx0(f, g),
jos
d(f(x), g(x))
d(x, x0)
→ 0,
kun x→ x0 pitkin joukkoa X \ {x0}.
Lemma 1.1. Relaatio Tx0 on ekvivalenssi.
Todistus. Refleksiivisyys ja symmetrisyys ovat ilmeiset. Riitta¨a¨ osoittaa transi-
tiivisuus, joka seuraa kolmioepa¨yhta¨lo¨sta¨:
d(f(x), h(x)) ≤ d(f(x), g(x)) + d(g(x), h(x)).
Lemma 1.2. Jos f, g ovat jatkuvia pisteessa¨ x0 ja Tx0(f, g), niin f(x0) = g(x0).
Todistus. Tehda¨a¨n vastaoletus, etta¨ r = d(f(x0), g(x0)) > 0. Nyt kuitenkin
jatkuvuuden nojalla
d(f(x), g(x))
d(x, x0)
→ r
0
=∞,
kun x→ x0; ristiriita.
Lemma 1.3. Jos Tx0(f |U , g|U ) jollakin pisteen x0 ympa¨risto¨lla¨ U , niin Tx0(f, g).
Todistus. Seuraa suoraan tangentin ma¨a¨ritelma¨sta¨.
Sanomme, etta¨ funktio f : X → Y on M -Lipschitz pisteessa¨ x0, jos
d(f(x), f(x0)) ≤Md(x, x0)
kaikilla x ∈ X.
Lemma 1.4. Jos f : X → Y on M -Lipschitz pisteessa¨ x0 ja pa¨tee Tx0(f, g)
seka¨ f(x0) = g(x0), niin kaikilla  > 0 on olemassa pisteen x0 ympa¨risto¨ U ,
jolla g|U on (M + )-Lipschitz pisteessa¨ x0.
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Todistus. Olkoon  > 0. Tangentin ma¨a¨ritelma¨n nojalla on olemassa pisteen x0
ympa¨risto¨ U , jolla
d(f(x), g(x)) ≤ d(x, x0),
kun x ∈ U \ {x0}; toisaalta Lipschitz-ehdon nojalla kaikilla x ∈ X
d(f(x), f(x0)) ≤Md(x, x0).
Nyt koska f(x0) = g(x0), niin saadaan kolmioepa¨yhta¨lo¨n nojalla
d(g(x), g(x0)) ≤ d(g(x), f(x)) + d(f(x), f(x0)) ≤ (M + )d(x, x0),
kun x ∈ U \ {x0}.
Lemma 1.5. Jos f on M -Lipschitz pisteessa¨ x0, niin f on jatkuva pisteessa¨
x0.
Todistus. Pa¨tee d(f(x), f(x0)) ≤Md(x, x0)→ 0, kun x→ x0.
Lemma 1.6. Olkoon f, g : X → Y , Tx0(f, g) ja h : Y → Z M -Lipschitz. Ta¨llo¨in
Tx0(h ◦ f, h ◦ g).
Todistus. Nyt
d(h(f(x)), h(g(x)))
d(x, x0)
≤ Md(f(x), g(x))
d(x, x0)
→ 0,
kun x→ x0.
Lemma 1.7. Olkoon f, g : X → Y , Tx0(f, g) ja h : Z → X M -Lipschitz pis-
teessa¨ z0. Ta¨llo¨in Tz0(f ◦ h, g ◦ h) aina, kun h(z0) = x0 ja f(x0) = g(x0).
Todistus. Merkita¨a¨n x = h(z) ja Q = h−1{x0}. Nyt koska
d(z, z0) ≥M−1d(x, x0),
kun z ∈ Z, niin
d(f(h(z)), g(h(z)))
d(z, z0)
=
d(f(x), g(x))
d(z, z0)
≤ d(f(x), g(x))
M−1d(x, x0)
→ 0,
kun z → z0 pitkin joukkoa Z \Q, jolloin x 6= x0 ja x→ x0; toisaalta
d(f(x), g(x))
d(z, z0)
=
d(f(x0), g(x0))
d(z, z0)
= 0,
kun z → z0 pitkin joukkoa Q \ {z0}, jolloin x = x0.
Lemma 1.8. Olkoon f, g : X → Y , Tx0(f, g) ja h : Z → X M -Lipschitz pis-
teessa¨ z0. Ta¨llo¨in Tz0(f ◦ h, g ◦ h) aina, kun h−1{x0} = {z0}.
Todistus. Menetella¨a¨n kuten lemman 1.7 todistuksessa, jossa Q = {z0}.
Lemma 1.9. Olkoot f, f ′ : X → Y ja g, g′ : Y → Z seka¨ olkoon Tx0(f, f ′) ja
Ty0(g, g
′), kun y0 = f(x0). Olkoon f Lipschitz pisteessa¨ x0, g jatkuva pisteessa¨
y0 ja g
′ Lipschitz. Ta¨llo¨in Tx0(g ◦ f, g′ ◦ f ′).
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Todistus. Merkita¨a¨n
α = g ◦ f ; β = g′ ◦ f ; γ = g′ ◦ f ′ .
Lemman 1.6 nojalla Tx0(β, γ); lemmojen 1.5 ja 1.2 nojalla g(y0) = g
′(y0); lem-
man 1.7 nojalla Tx0(α, β); ja lemman 1.1 (transitiivisuuden) nojalla Tx0(α, γ).
Lemma 1.10. Olkoon a : X → R, |a(x)| ≤ M kaikilla x ∈ X ja f, g : X → E.
Jos Tx0(f, g), niin Tx0(af, ag).
Todistus. Normin homogeenisuuden nojalla
|a(x)f(x)− a(x)g(x)|
d(x, x0)
=
|a(x)||f(x)− g(x)|
d(x, x0)
≤ M |f(x)− g(x)|
d(x, x0)
→ 0,
kun x→ x0.
Lemma 1.11. Olkoot f, f ′, g, g′ : X → E. Jos Tx0(f, f ′) ja Tx0(g, g′), niin
Tx0(f + g, f
′ + g′).
Todistus. Kolmioepa¨yhta¨lo¨n nojalla
|(f + g)(x)− (f ′ + g′)(x)|
d(x, x0)
≤ |f(x)− f
′(x)|+ |g(x)− g′(x)|
d(x, x0)
→ 0,
kun x→ x0.
Lemma 1.12. Jos L,M : E → F ovat lineaarisia ja T0(L,M), niin L = M .
Todistus. Tehda¨a¨n vastaoletus, etta¨ L(x) 6= M(x) jollakin x 6= 0. Nyt ax → 0,
kun a→ 0. Kuitenkin lineaarikuvauksen ja normin homogeenisuuden nojalla
|L(ax)−M(ax)|
|ax| =
|a||L(x)−M(x)|
|a||x| =
|L(x)−M(x)|
|x| 6= 0;
ristiriita.
Lemma 1.13. Jos A,B : E → F ovat affiineja, Tx0(A,B) ja A(x0) = B(x0),
niin A = B.
Todistus. Merkita¨a¨n y0 = A(x0). Ma¨a¨ritella¨a¨n translaatiot f : E → E, g : F →
F kaavoin
f(x) = x+ x0 ; g(y) = y − y0 .
Asetetaan A′ = g ◦ A ◦ f ja B′ = g ◦ B ◦ f . Kuvaukset A′, B′ ovat lineaarisia.
Koska translaatiot ovat bijektiivisia¨ Lipschitz-kuvauksia, niin lemmojen 1.6 ja
1.8 nojalla T0(A
′, B′). Nyt lemman 1.12 nojalla A′ = B′. Lopulta todetaan
A = g−1 ◦A′ ◦ f−1 = g−1 ◦B′ ◦ f−1 = B.
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1.2 Derivaatta
Sanomme, etta¨ f : E → F on derivoituva pisteessa¨ x0, jos
Tx0(f − f(x0), L− L(x0))
jollakin lineaarisella L : E → F . Sanomme ta¨llo¨in, etta¨ L on kuvauksen f deri-
vaatta pisteessa¨ x0.
Lause 1.1. Jos L,M : E → F ovat kuvauksen f : E → F derivaattoja pisteessa¨
x0, niin L = M .
Todistus. Lemman 1.1 (transitiivisuuden) nojalla
Tx0(L− L(x0), M −M(x0)),
ja lemman 1.13 nojalla L− L(x0) = M −M(x0). Siis L = M .
Lauseen 1.1 perusteella kuvauksen f derivaatta L pisteessa¨ x on yksika¨sitteinen.
Merkita¨a¨n Df(x) = L.
Lemma 1.14. Olkoot f, g : E → F derivoituvia pisteessa¨ x, ja a ∈ R. Nyt
D(a(f + g))(x) = aDf(x) + aDg(x).
Todistus. Seuraa lemmoista 1.10 ja 1.11.
Lemma 1.15. Jos a : E → F on vakio, niin Da(x) = 0.
Todistus. Ta¨ma¨ seuraa lemmasta 1.1 (refleksiivisyydesta¨): Tx(a− a, 0− 0).
Lemma 1.16. Olkoot f : E → F ja g : F → G ja
L = Df(x0) ; M = Dg(y0) ; y0 = f(x0) .
Olkoot L,M jatkuvia. Ta¨llo¨in
D(g ◦ f)(x0) = M ◦ L.
Todistus. Merkita¨a¨n z0 = g(y0). Ma¨a¨ritella¨a¨n translaatiot ` : E → E, m : F →
F ja n : G→ G kaavoin
`(x) = x+ x0 ; m(y) = y + y0 ; n(z) = z + z0 .
Asetetaan
A = m ◦ L ◦ `−1 ; B = n ◦M ◦m−1 ;
f0 = m
−1 ◦ f ◦ ` ; g0 = n−1 ◦ g ◦m .
Derivaatan ma¨a¨ritelma¨n ja lemman 1.11 nojalla Tx0(f,A) ja Ty0(g,B).
Koska translaatiot ovat Lipschitz, niin lemmojen 1.6 ja 1.8 nojalla T0(f0, L)
ja T0(g0,M).
Kuvaukset L,M ovat jatkuvia lineaarikuvauksia ja siis myo¨s Lipschitz, joten
lemman 1.4 nojalla on olemassa origon ympa¨risto¨t U ⊆ E ja V ⊆ F , joilla f0|U
ja g0|V ovat Lipschitz origossa; voidaan olettaa U ⊆ f−10 V ∩ L−1V .
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Nyt lemmalla 1.9
T0(g0|V ◦ f0|U , M |V ◦ L|U );
lemman 1.3 nojalla T0(g0 ◦ f0, M ◦ L), eli
T0( n
−1 ◦ g ◦ f ◦ ` , n−1 ◦B ◦A ◦ ` );
lemmojen 1.6 ja 1.8 nojalla Tx0(g ◦ f,B ◦A); nyt koska
B ◦A = M ◦ L− (M ◦ L)(x0) + z0,
niin lemmalla 1.11 saadaan D(g ◦ f)(x0) = M ◦ L.
1.3 Sovelluksia
Sanomme, etta¨ X on Lipschitz-polkuyhtena¨inen, lyhyesti LPY, jos kaikilla x, y ∈
X on olemassa Lipschitz φ : [0, 1]→ X, jolla φ(0) = x ja φ(1) = y.
Lause 1.2. Jos X on LPY ja jatkuvalla f : X → Y pa¨tee, etta¨ kaikilla x ∈ X
on olemassa vakiokuvaus C : X → Y , jolla Tx(f, C), niin f on vakio.
Todistus. Tehda¨a¨n vastaoletus, etta¨ on olemassa x, y ∈ X, joilla f(x) 6= f(y).
Olkoon φ : [0, 1]→ X Lipschitz-kuvaus, jolla φ(0) = x ja φ(1) = y, ja olkoon
γ : Y → R kuvaus, jolla
γ(z) =
d(z, f(x))− d(z, f(y))
d(f(x), f(y))
.
Funktio γ on selva¨sti Lipschitz.
Tarkastellaan funktiota fˆ = γ ◦ f ◦ φ. Pa¨tee fˆ(0) = −1 ja fˆ(1) = 1. Olkoon
α ∈ [0, 1]. Oletuksen seka¨ lemmojen 1.6, 1.2 ja 1.7 nojalla on olemassa vakioku-
vaus C : X → Y , jolla fˆ(α) = Cˆ(α) ja Tα(fˆ , Cˆ), kun Cˆ = γ ◦ C ◦ φ. Lemmojen
1.1 (refleksiivisyyden) ja 1.11 nojalla
Tα(fˆ − fˆ(α), Cˆ − Cˆ(α))
eli
Tα(fˆ − fˆ(α), 0− 0),
joten funktion fˆ (tavallinen) derivaatta saa kohdassa α arvon nolla. Tunnetusti
funktio [0, 1]→ R, jonka derivaatta on kaikkialla nolla, on vakio, eli pa¨a¨dyta¨a¨n
ristiriitaan.
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2 Algebraa
Olkoon E vektoriavaruus ja B sen kantojen joukko.
2.1 Tensori
Ma¨a¨ritella¨a¨n (E,n)-tensorien — lyhyesti n-tensorien — avaruudet
⊗
nE, kun
n ∈ N, induktiolla seuraavin aksioomin:
(a) Kutsumme 0-tensoriksi indeksoitua perhetta¨ (fB)B∈B, jolla fB : {()} →
R ja jolla kuvaus φf : B → R,
φf (B) = fB(()),
on vakio.
(b) Kutsumme 1-tensoriksi indeksoitua perhetta¨ (fB)B∈B, jolla fB : B → R
ja fB(e) 6= 0 vain a¨a¨rellisen monella e ja jolla kuvaus φf : B → E,
φf (B) =
∑
e∈B
fB(e)e,
on vakio.
(c) Jos g on m-tensori ja h on n-tensori, niin kutsumme (m+ n)-tensoriksi
tensorituloa f = g ⊗ h eli indeksoitua perhetta¨ (fB)B∈B, jolla fB : Bm+n → R
ja
fB((s, t)) = gB(s)hB(t)
kaikilla s ∈ Bm ja t ∈ Bn.
(d) Jos g ja h ovat n-tensoreita ja a ∈ R, niin kutsumme n-tensoriksi myo¨s
indeksoitua perhetta¨ f = a(g + h) = (fB)B∈B, jolla fB : Bn → R ja
fB(t) = a(gB(t) + hB(t))
kaikilla t ∈ Bn.
(e) Kaikki n-tensorit saadaan aksioomien (a)–(d) avulla.
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Samastetaan skalaari a ∈ R sen 0-tensorin f kanssa, jolla fB(()) = a.
Lemma 2.1. Jokaisella x ∈ E on olemassa ta¨sma¨lleen yksi 1-tensori f , jolla
φf (B) = x kaikilla B ∈ B.
Todistus. Kaikilla B ∈ B on olemassa n ∈ N ja ai ∈ R seka¨ ei ∈ B, kun
i ∈ {1, . . . , n}, joilla ei 6= ej , kun i 6= j, ja x =
∑n
i=1 aiei. Nyt φf (B) = x jos ja
vain jos fB(ei) = ai ja fB(e) = 0, kun e /∈ {e1, . . . , en}.
Lemman 2.1 nojalla voidaan samastaa vektori x ∈ E sen 1-tensorin f kanssa,
jolla φf (B) = x kaikilla B ∈ B.
Lemma 2.2. Joukko
⊗
nE on vektoriavaruus.
Todistus. Seuraa aksioomasta (d).
Lemma 2.3. Tensoritulo on liita¨nna¨inen.
Todistus. Olkoon B ∈ B ja fB(r) = a, gB(s) = b, hB(t) = c. Nyt (f ⊗ (g ⊗
h))B((r, s, t)) = abc = ((f ⊗ g)⊗ h)B((r, s, t)).
Lemma 2.4. Tensoritulo on bilineaarinen.
Todistus. Riitta¨a¨ osoittaa biadditiivisuus. Olkoon B ∈ B ja fB(s) = a, gB(t) =
b, g′B(t) = b
′. Nyt (f ⊗ (g+ g′))B((s, t)) = a(b+ b′) = ab+ ab′ = ((f ⊗ g) + (f ⊗
g′))B((s, t)); vastaavasti (g + g′)⊗ f = g ⊗ f + g′ ⊗ f .
Lemma 2.5. Olkoon n ∈ N, xi ∈ E, kun i ∈ {1, . . . , n}, f =
⊗n
i=1 xi, B ∈ B,
ei ∈ B, kun i ∈ {1, . . . , n}, ja t = (e1, . . . , en). Nyt f =
⊗n
i=1 ei jos ja vain jos
fB = χt.
Todistus. Edeta¨a¨n induktiolla. Jos n = 0, niin f = 1 jos ja vain jos fB = χ();
jos n = 1, niin f = e1 jos ja vain jos fB = χe1 .
Oletetaan siis n > 1. Merkita¨a¨n f ′ =
⊗n−1
i=1 xi ja x
′ = xn. Induktio-oletuksen
nojalla f ′ =
⊗n−1
i=1 ei ja x
′ = en, jos ja vain jos f ′B = χs ja x
′
B = χen , kun
s = (e1, . . . , en−1). Tulos seuraa tensoritulon ma¨a¨ritelma¨sta¨.
Lemma 2.6. Jos B ∈ B, niin avaruuden En =
⊗
nE era¨s kanta on Bn =
{⊗ni=1 ei : ei ∈ B}.
Todistus. Osoitetaan ensin joukon Bn lineaarinen riippumattomuus. Olkoon
m ∈ N, a1, . . . , am ∈ R ja
⊗n
i=1 ej,i, kun j ∈ {1, . . . ,m}, joukon Bn eri al-
kioita. Asetetaan
f =
m∑
j=1
aj
n⊗
i=1
ej,i ∈ En.
Oletetaan f = 0. Ta¨llo¨in lemman 2.5 nojalla kaikilla k ∈ {1, . . . ,m} pa¨tee 0 =
fB(ek,1, . . . , ek,n) =
∑m
j=1 ajχ[(ej,1, . . . , ej,n)](ek,1, . . . , ek,n) =
∑m
j=1 ajδj,k =
ak.
Osoitetaan sitten LBn = En. Edeta¨a¨n induktiolla. Jos n = 0, niin {1} on
kysytty kanta; jos n = 1, niin B.
Oletetaan siis n > 1 ja etta¨ Bn−1 = {
⊗n−1
i=1 ei : ei ∈ B} on avaruuden
En−1 =
⊗
n−1E kanta. Liita¨nna¨isyyden ja bilineaarisuuden nojalla jokainen
f ∈ En voidaan lausua muodossa
∑m
i=1 aiei⊗fi joillakin m ∈ N, ai ∈ R, ei ∈ B
ja fi ∈ Bn−1.
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Lause 2.1. Olkoon f, g n-tensoreja ja B ∈ B. Nyt fB = gB jos ja vain jos
f = g.
Todistus. Lemman 2.6 nojalla f = g, jos ja vain jos
f = g =
m∑
i=1
ai ·
n⊗
j=1
ei,j
joillakin m ∈ N, ai ∈ R, ei,j ∈ B, eli lemman 2.5 nojalla, jos ja vain jos
fB = gB =
m∑
i=1
ai · χ[ti]
joillakin m ∈ N, ai ∈ R ja ti = (ei,1, . . . , ei,n) ∈ Bn, eli jos ja vain jos fB =
gB .
2.2 Kombinatoriikkaa
Olkoon pi ∈ Sm ja ρ ∈ Sn. Ma¨a¨ritella¨a¨n na¨iden permutaatioiden karteesinen
tulo
pi × ρ ∈ Sm+n
kaavoin
(pi × ρ)(i) =
{
pi(i), kun i ≤ m,
ρ(i−m) +m, kun i > m.
Lemma 2.7. Kaikilla m,n ∈ N pa¨tee 1m × 1n = 1m+n.
Todistus. Selva¨.
Lemma 2.8. Kaikilla pi, pi′ ∈ Sm ja ρ, ρ′ ∈ Sn pa¨tee
(pi × ρ) ◦ (pi′ × ρ′) = (pi ◦ pi′)× (ρ ◦ ρ′).
Todistus. Kun i ≤ m, ((pi × ρ) ◦ (pi′ × ρ′))(i) = (pi × ρ)((pi′ × ρ′)(i)) = (pi ×
ρ)(pi′(i)) = pi(pi′(i)) = (pi ◦ pi′)(i) = ((pi ◦ pi′)× (ρ ◦ ρ′))(i).
Kun i > m, ((pi × ρ) ◦ (pi′ × ρ′))(i) = (pi × ρ)((pi′ × ρ′)(i)) = (pi × ρ)(ρ′(i −
m) +m) = ρ(ρ′(i−m)) +m = (ρ ◦ ρ′)(i−m) +m = ((pi ◦ pi′)× (ρ ◦ ρ′))(i).
Lemma 2.9. Kaikilla pi ∈ Sm ja ρ ∈ Sn pa¨tee (pi × ρ)−1 = pi−1 × ρ−1.
Todistus. Seuraa lemmoista 2.7 ja 2.8.
Lemma 2.10. Kaikilla pi ∈ Sm ja ρ ∈ Sn pa¨tee sgn(pi × ρ) = sgn(pi) sgn(ρ).
Todistus. Selva¨.
Olkoon n ∈ N ja t ∈ Nn. Merkita¨a¨n |t|i =
∑i
j=1 tj , kun 0 ≤ i ≤ n.
Ma¨a¨ritella¨a¨n Pt niiden permutaatioiden pi ∈ S|t|n joukoksi, joilla
pi(|t|i + 1) < · · · < pi(|t|i+1)
kaikilla i ∈ {0, . . . , n− 1}.
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Ma¨a¨ritella¨a¨n kuvaukset φt,i : Pt → Ps, jossa sj = tj + δi,j , kaavoin
φt,i(pi)(k) =

pi(k), kun k < |t|i + 1,
|t|n + 1, kun k = |t|i + 1,
pi(k − 1), kun k > |t|i + 1.
Lemma 2.11. Jos |t|n ≥ 1, niin jokaisella pi ∈ Pt on olemassa i ∈ {1, . . . , n}
ja ρ ∈ Ps, joilla pi = φs,i(ρ), kun sj = tj − δi,j.
Todistus. Jollakin i ∈ {1, . . . , n} on pi(|t|i) = |t|n; nyt φs,i(ρ) = pi jollakin
yksika¨sitteisella¨ ρ ∈ Ps.
Lause 2.2. Kaikilla `,m, n ∈ N pa¨tee P = Q = R, kun
P = P(`,m,n),
Q = P(`,m+n) ◦ (P(`) × P(m,n)),
R = P(`+m,n) ◦ (P(`,m) × P(n)).
Todistus. Osoitetaan, etta¨ P = Q; va¨itteen P = R todistus on symmetrinen.
Selva¨sti Q ⊆ P ; riitta¨a¨ osoittaa P ⊆ Q.
Edeta¨a¨n induktiolla luvun i = `+m+ n suhteen. Tulos pa¨tee selva¨sti, kun
i = 0. Oletetaan siis, etta¨ i > 0.
Olkoon pi ∈ P . Lemman 2.11 ja induktio-oletuksen nojalla jollakin j ∈
{1, 2, 3} pa¨tee pi = φt,j(pi′) jollakin
pi′ ∈ Pt ⊆ Pq ◦ (Pr × Ps),
kun t = ( `− δj,1, m− δj,2, n− δj,3 ), q = (t1, t2 + t3), r = (t1) ja s = (t2, t3).
Nyt pi′ = ρ ◦ (σ × τ) joillakin ρ ∈ Pq, σ ∈ Pr ja τ ∈ Ps.
Tarkastellaan lukua j.
Tapauksessa j = 1 asetetaan pˆi = φq,1(ρ) ◦ (φr,1(σ)× τ) ∈ Q. Ta¨llo¨in
pˆi(k) =

φq,1(ρ)((σ × τ)(k)) = ρ((σ × τ)(k)), kun k < `,
φq,1(ρ)(`) = i, kun k = `,
φq,1(ρ)((σ × τ)(k − 1)) = ρ((σ × τ)(k − 1)), kun k > `.
Tapauksessa j = 2 asetetaan pˆi = φq,2(ρ) ◦ (σ × φs,1(τ)) ∈ Q. Ta¨llo¨in
pˆi(k) =

φq,2(ρ)((σ × τ)(k)) = ρ((σ × τ)(k)), kun k < `+m,
φq,2(ρ)(i) = i, kun k = `+m,
φq,2(ρ)((σ × τ)(k − 1)) = ρ((σ × τ)(k − 1)), kun k > `+m.
Tapauksessa j = 3 asetetaan pˆi = φq,2(ρ) ◦ (σ × φs,2(τ)) ∈ Q. Ta¨llo¨in
pˆi(k) =
{
φq,2(ρ)((σ × τ)(k)) = ρ((σ × τ)(k)), kun k < i,
φq,2(ρ)(i) = i, kun k = i.
Kussakin tapauksessa
pˆi(k) =

pi′(k) = pi(k), kun k < |t|j + 1,
i = pi(k), kun k = |t|j + 1,
pi′(k − 1) = pi(k), kun k > |t|j + 1,
eli pi = pˆi ∈ Q.
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Korollaari 2.1. Kuvaukset
f : P(`,m+n) × P(m,n) → P(l,m,n) ; f(pi, ρ) = pi ◦ (1` × ρ) ,
ja
g : P(`+m,n) × P(`,m) → P(l,m,n) ; g(pi, ρ) = pi ◦ (ρ× 1n) ,
ovat bijektioita.
Todistus. Todistetaan, etta¨ f on bijektio; kuvauksen g bijektiivisyys todistetaan
samoin. Surjektiivisuus seuraa lauseesta 2.2, silla¨ P(`) = {1`}. Ta¨llo¨in injektii-
visyys seuraa siita¨, etta¨
|P(`,m+n) × P(m,n)| = (`+m+ n)!
`!(m+ n)!
(m+ n)!
m!n!
=
(`+m+ n)!
`!m!n!
= |P(l,m,n)|.
2.3 Tensorin permutaatio
Olkoon X mielivaltainen joukko. Jos t = (x1, . . . , xn) ∈ Xn ja pi ∈ Sn, niin
merkita¨a¨n
pi(t) = (xpi−1(1), . . . , xpi−1(n)).
Lemma 2.12. Kaikilla pi, ρ ∈ Sn ja t ∈ Xn pa¨tee ρ(pi(t)) = (ρ ◦ pi)(t).
Todistus. Pa¨tee ρ(pi(t))[i] = pi(t)[ρ−1(i)] = t[pi−1(ρ−1(i))] = t[(pi−1 ◦ ρ−1)(i)] =
t[(ρ ◦ pi)−1(i)] = (ρ ◦ pi)(t)[i].
Lemma 2.13. Kaikilla pi ∈ Sm, ρ ∈ Sn ja s ∈ Xm, t ∈ Xn pa¨tee (pi(s), ρ(t)) =
(pi × ρ)(s, t).
Todistus. Kun i ≤ m, lemman 2.9 nojalla (pi(s), ρ(t))[i] = pi(s)[i] = s[pi−1(i)] =
(s, t)[pi−1(i)] = (s, t)[(pi−1 × ρ−1)(i)] = (s, t)[(pi × ρ)−1(i)] = (pi × ρ)(s, t)[i].
Kun i > m, lemman 2.9 nojalla (pi(s), ρ(t))[i] = ρ(t)[i − m] = t[ρ−1(i −
m)] = (s, t)[ρ−1(i − m) + m] = (s, t)[(pi−1 × ρ−1)(i)] = (s, t)[(pi × ρ)−1(i)] =
(pi × ρ)(s, t)[i].
Sanomme, etta¨ pi ∈ Sn on hyvinka¨ytta¨ytyva¨, jos kaikilla x1, . . . , xn ∈ E, B ∈ B
ja t ∈ Bn pa¨tee ( n⊗
i=1
xpi(i)
)
B
(t) =
( n⊗
i=1
xi
)
B
(pi(t)).
Lemma 2.14. Jos pi, ρ ∈ Sn ovat hyvinka¨ytta¨ytyvia¨, niin myo¨s ρ ◦ pi on hy-
vinka¨ytta¨ytyva¨.
Todistus. Merkita¨a¨n yi = xρ(i) ja s = pi(t).
Lemman 2.12 nojalla pa¨tee
(⊗n
i=1 x(ρ◦pi)(i)
)
B
(t) =
(⊗n
i=1 xρ(pi(i))
)
B
(t) =(⊗n
i=1 ypi(i)
)
B
(t) =
(⊗n
i=1 yi
)
B
(pi(t)) =
(⊗n
i=1 yi
)
B
(s) =
(⊗n
i=1 xρ(i)
)
B
(s) =(⊗n
i=1 xi
)
B
(ρ(s)) =
(⊗n
i=1 xi
)
B
(ρ(pi(t))) =
(⊗n
i=1 xi
)
B
((ρ ◦ pi)(t)).
Lemma 2.15. Jokainen pi ∈ Sn on hyvinka¨ytta¨ytyva¨.
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Todistus. Tunnetusti on olemassa m ∈ N ja kahden vierusalkion vaihdot
pi1, . . . , pim ∈ Sn,
joilla pim ◦ · · · ◦ pi1 = pi. Edeta¨a¨n induktiolla luvun m suhteen. Tapaus m = 0 on
selva¨.
Oletetaan siis m > 0. Liita¨nna¨isyyden ja tensoritulon ma¨a¨ritelma¨n nojal-
la pim on hyvinka¨ytta¨ytyva¨, ja induktio-oletuksen nojalla pim−1 ◦ · · · ◦ pi1 on
hyvinka¨ytta¨ytyva¨, mista¨ tulos seuraa lemman 2.14 nojalla.
Lemma 2.16. Jos pi ∈ Sn, niin on olemassa lineaarikuvaus φpi :
⊗
nE →⊗
nE, jolla φpi(f)B(t) = fB(pi
−1(t)) kaikilla f ∈⊗nE, B ∈ B ja t ∈ Bn.
Todistus. Olkoon B ∈ B, ja olkoon Bn lemman 2.6 mukainen kanta avaruudelle
En =
⊗
nE. Ta¨llo¨in kuvaus φpi : Bn → Bn,
φpi
( n⊗
i=1
ei
)
=
n⊗
i=1
epi−1(i),
ei ∈ B, on bijektio. Nyt φpi voidaan laajentaa yksika¨sitteisella¨ tavalla lineaari-
kuvaukseksi En → En, ja loppu seuraa lemmasta 2.15.
Ma¨a¨ritella¨a¨n lemman 2.16 avulla n-tensorien permutoija φpi ∈ L(
⊗
nE,
⊗
nE),
kun pi ∈ Sn, kaavalla
φpi(f)B(t) = fB(pi
−1(t)).
Lemma 2.17. Olkoot ρ, pi ∈ Sn. Nyt φρ ◦ φpi = φρ◦pi.
Todistus. Olkoon f ∈⊗nE. Pita¨a¨ osoittaa (φρ ◦ φpi)(f) = φρ◦pi(f).
Olkoon B ∈ B. Kuvausten φpi, φρ, φρ◦pi lineaarisuuden ja lemman 2.6 nojalla
riitta¨a¨ tarkastella tapausta f =
⊗n
i=1 ei, kun e1, . . . , en ∈ B. Lauseen 2.1 nojalla
riitta¨a¨ osoittaa (φρ ◦φpi)(f)B = φρ◦pi(f)B . Olkoon t ∈ Bn. Nyt lemman 2.12 no-
jalla (φρ ◦ φpi)(f)B(t) = φρ(φpi(f))B(t) = φpi(f)B(ρ−1(t)) = fB(pi−1(ρ−1(t))) =
fB((pi
−1 ◦ ρ−1)(t)) = fB((ρ ◦ pi)−1(t)) = φρ◦pi(f)B(t).
Lemma 2.18. Olkoot f ∈⊗mE ja g ∈⊗nE seka¨ pi ∈ Sm ja ρ ∈ Sn. Nyt
φpi(f)⊗ φρ(g) = φpi×ρ(f ⊗ g).
Todistus. Olkoon B ∈ B, s ∈ Bm, t ∈ Bn.
Koska φσ on lineaarinen kaikilla σ, niin lemman 2.6 ja tensoritulon biline-
aarisuuden nojalla riitta¨a¨ tarkastella tapausta
f =
m⊗
i=1
ei ; g =
m+n⊗
i=m+1
ei ,
jossa ei ∈ B.
Nyt lemmojen 2.9 ja 2.13 nojalla pa¨tee (φpi(f)⊗ φρ(g))B(s, t) =
φpi(f)B(s)φρ(g)B(t) = fB(pi
−1(s))gB(ρ−1(t)) = (f⊗g)B(pi−1(s), ρ−1(t)) = (f⊗
g)B((pi × ρ)−1(s, t)) = φpi×ρ(f ⊗ g)B(s, t), joten tulos seuraa lauseesta 2.1.
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2.4 Ulkotulo
Ma¨a¨ritella¨a¨n m-tensorin f ja n-tensorin g ulkotulo
f ∧ g ∈
⊗
m+n
E
asettaen
f ∧ g =
∑
pi∈P [(m,n)]
sgn(pi)φpi(f ⊗ g).
Lemma 2.19. Ulkotulo on bilineaarinen.
Todistus. Tulos seuraa tensoritulon bilineaarisuudesta ja kuvauksen φpi lineaa-
risuudesta kaikilla pi ∈ Sm+n.
Lemma 2.20. Ulkotulo on on liita¨nna¨inen.
Todistus. Olkoot f, g, h vastaavasti `,m, n -tensoreja.
Lemmojen 2.17 ja 2.18 nojalla
f ∧ (g ∧ h) =
∑
pi1∈P [(`,m+n)]
ρ1∈P [(m,n)]
sgn(pi1) sgn(ρ1) · φ[pi1 ◦ (1` × ρ1)](f ⊗ g ⊗ h) ;
(f ∧ g) ∧ h =
∑
pi2∈P [(`+m,n)]
ρ2∈P [(`,m)]
sgn(pi2) sgn(ρ2) · φ[pi2 ◦ (ρ2 × 1n)](f ⊗ g ⊗ h) .
Korollaarin 2.1 nojalla kaikilla pi1, ρ1 on olemassa yksika¨sitteiset pi2, ρ2, joilla
pi1 ◦ (1` × ρ1) = pi2 ◦ (ρ2 × 1n),
ja pa¨invastoin. Nyt lemman 2.10 nojalla ja koska sgn(1`) = sgn(1n) = 1,
sgn(pi1) sgn(ρ1) = sgn(pi2) sgn(ρ2).
Merkita¨a¨n
∧
nE = L{
∧n
i=1 xi : xi ∈ E}.
Lemma 2.21. Kaikilla x, y ∈ E pa¨tee
x ∧ y = −y ∧ x.
Todistus. Seuraa yhta¨lo¨sta¨ x ∧ y = x⊗ y − y ⊗ x.
Sanomme ta¨ta¨ ominaisuutta ulkotulon antikommutatiivisuudeksi.
Lemma 2.22. Olkoon B = {e1, . . . , em} avaruuden E kanta, I, J ∈ {1, . . . ,m}n,
I = (i1, . . . , in), J = (j1, . . . , jn), f =
∧
i∈I ei, s = (ei)i∈I ja t = (ej)j∈J . Nyt
fB(t) =
∑
pi∈Sn
sgn(pi)δ[pi(s), t] .
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Todistus. Edeta¨a¨n induktiolla luvun n suhteen. Tapauksessa n = 0 pa¨tee 1B(()) =
1 = δ(),(). Oletetaan siis n ≥ 1. Merkita¨a¨n I ′ = (i1, . . . , in−1), f ′ =
∧
i∈I′ ei,
s′ = (ei)i∈I′ ja e = ein . Liita¨nna¨isyyden ja induktio-oletuksen nojalla
fB(t) = (f
′ ∧ e)B(t)
=
∑
pi∈P(n−1,1)
sgn(pi)φpi(f
′ ⊗ e)B(t)
=
∑
pi∈P(n−1,1)
sgn(pi)(f ′ ⊗ e)B(pi−1(t))
=
∑
pi∈P(n−1,1)
sgn(pi) · f ′B(tpi(1), . . . , tpi(n−1)) · eB(tpi(n))
=
∑
pi∈P(n−1,1)
ρ∈Sn−1
sgn(pi) sgn(ρ) · δ[s′, (t(pi◦ρ)(1), . . . , t(pi◦ρ)(n−1))] · δ[e, tpi(n)]
=
∑
pi∈Sn
sgn(pi)δ[pi(s), t] .
Lemma 2.23. Olkoon B = (e1, . . . , em) avaruuden E ja¨rjestetty kanta. Nyt
avaruuden
∧
nE era¨s kanta on
B′ = {ei1 ∧ · · · ∧ ein : i1 < · · · < in}.
Todistus. Induktiolla liita¨nna¨isyydesta¨, bilineaarisuudesta ja antikommutatiivi-
suudesta seuraa LB′ = ∧nE.
Joukon B′ lineaarinen riippumattomuus seuraa siita¨, etta¨ jos I, J ovat jonon
(1, . . . ,m) n-pituisia osajonoja, niin lemman 2.22 nojalla
(∧
i∈I ei
)
B
((ej)j∈J) =
δI,J .
Lemma 2.24. Olkoon dimE = m. Nyt
dim
∧
n
E =
(
m
n
)
.
Todistus. Seuraa lemmasta 2.23.
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3 Tulon derivaatta
Olkoon E euklidininen.
3.1 Lineaarikuvausten sisa¨tulo
Olkoon F euklidinen ja BE avaruuden E seka¨ BF vastaavasti avaruuden F
ortonormaalien kantojen joukko.
Ma¨a¨ritella¨a¨n kuvaus
〈·, ·〉B : L(E,F )× L(E,F )→ R
kaavalla
〈f, g〉B =
∑
e∈B
〈f(e), g(e)〉,
kun f, g ∈ L(E,F ) ja B ∈ BE .
Lemma 3.1. Kuvaus 〈·, ·〉B on sisa¨tulo.
Todistus. Symmetrisyys, bilineaarisuus ja epa¨negatiivisuus ovat ilmeiset.
Olkoon siis f ∈ L(E,F ), 〈f, f〉B = 0. Epa¨negatiivisuuden nojalla
〈f(e), f(e)〉 = 0
kaikilla e ∈ B, joten f = 0.
Lemma 3.2. Pa¨tee 〈x, y〉 = ∑e∈B〈e, x〉〈e, y〉, kun x, y ∈ E ja B ∈ BE.
Todistus. Koska x =
∑
e∈B〈e, x〉e ja y =
∑
e∈B〈e, y〉e, niin
〈x, y〉 =
∑
e1,e2∈B
〈 〈e1, x〉e1 , 〈e2, y〉e2 〉
=
∑
e1,e2∈B
〈e1, x〉〈e2, y〉〈e1, e2〉 ,
jossa 〈e1, e2〉 = δ[e1, e2].
Lause 3.1. Pa¨tee 〈f, g〉B = 〈f, g〉B′ , kun f, g ∈ L(E,F ).
Todistus. Koska e′ =
∑
e∈B〈e′, e〉e, niin lineaarisuuden nojalla
f(e′) =
∑
e∈B
〈e′, e〉f(e) ; g(e′) =
∑
e∈B
〈e′, e〉g(e) ,
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joten
〈f, g〉B′ =
∑
e′∈B′
〈f(e′), g(e′)〉
=
∑
e′∈B′
∑
e1,e2∈B
〈〈e′, e1〉f(e1), 〈e′, e2〉g(e2)〉
=
∑
e1,e2∈B
∑
e′∈B′
〈e′, e1〉〈e′, e2〉〈f(e1), g(e2)〉,
eli lemman 3.2 nojalla
〈f, g〉B′ =
∑
e1,e2∈B
〈e1, e2〉〈f(e1), g(e2)〉
=
∑
e1,e2∈B
δ[e1, e2]〈f(e1), g(e2)〉
=
∑
e∈B
〈f(e), g(e)〉 = 〈f, g〉B .
Lauseen 3.1 avulla voidaan avaruudelle L(E,F ) ma¨a¨ritella¨ avaruuden E kan-
nasta riippumaton sisa¨tulo.
Lemma 3.3. Joukko {z 7→ 〈x, z〉y : x ∈ B, y ∈ B′} on avaruuden L(E,F )
ortonormaali kanta, kun B ∈ BE ja B′ ∈ BF .
Todistus. Selva¨.
3.2 Euklidinen tensoriavaruus
Merkita¨a¨n E0 = R, En+1 = L(E,En).
Lause 3.2. Olkoon B avaruuden E ortonormaali kanta, ja olkoon Bn lemman
2.6 antama avaruuden
⊗
nE kanta. Ta¨llo¨in avaruus
⊗
nE voidaan varustaa
sisa¨tulolla niin, etta¨
⊗
nE ja En ovat isometrisesti isomorfiset, ja Bn on orto-
normaali.
Todistus. Edeta¨a¨n induktiolla yli luvun n. Tapaus n = 0 on selva¨. Olkoon siis
n ≥ 1 ja F = ⊗n−1E.
Induktio-oletuksen nojalla on olemassa isometrinen isomorfismi
L(E,F ) ∼= L(E,En−1) = En ,
ja Bn−1 on avaruuden F ortonormaali kanta.
Lemman 3.3 nojalla on olemassa bijektio f0 : Bn = {e ⊗ e′ : e ∈ B, e′ ∈
Bn−1} → {z 7→ 〈e, z〉e′ : e ∈ B, e′ ∈ Bn−1} ⊆ En,
f0(e⊗ e′) = (z 7→ 〈e, z〉e′),
avaruuden En ortonormaalille kannalle. Ta¨llo¨in f0 voidaan laajentaa yksika¨sit-
teiseksi isomorfismiksi f :
⊗
nE → En, jolloin f indusoi sisa¨tulon avaruudelle⊗
nE niin, etta¨ f on isometria ja Bn on avaruuden
⊗
nE ortonormaali kanta.
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Lemma 3.4. Tensoritulo
⊗
mE ⊗
⊗
nE →
⊗
m+nE on jatkuva.
Todistus. Lemman 2.6 ja bilineaarisuuden nojalla tulos palautuu reaalilukujen
tulon jatkuvuuteen.
3.3 Tensoritulon derivaatta
Olkoot X seka¨ Y metrisia¨ avaruuksia ja olkoot F seka¨ G normiavaruuksia.
Varustetaan tuloavaruudet X × Y ja F × G vastaavasti metriikoin ja normein
tavalliseen tapaan.
Merkita¨a¨n En =
⊗
nE. Ma¨a¨ritella¨a¨n kuvausten f : X → Em ja g : Y → En
tensoritulo f ⊗ g : X × Y → Em+n kaavalla (f ⊗ g)(x, y) = f(x)⊗ g(y).
Lemma 3.5. Olkoot
f : X → Em ; g, g′ : Y → En,
jossa f on rajoitettu ja g seka¨ g′ jatkuvia pisteessa¨ y0. Jos Ty0(g, g
′), niin Tz0(f⊗
g, f ⊗ g′), kun z0 = (x0, y0), ja Tz′0(g ⊗ f, g′ ⊗ f), kun z′0 = (y0, x0).
Todistus. Todistetaan, etta¨ Tz0(f⊗g, f⊗g′); tuloksen Tz′0(g⊗f, g′⊗f) todistus
on symmetrinen.
Tensoritulon bilineaarisuuden ja lemman 1.11 nojalla voidaan olettaa, etta¨
fX ⊆ L{e}, jossa e ∈ Em; nyt koska tensoritulo vakion kanssa on Lipschitz,
niin lemman 1.6 nojalla voidaan olettaa, etta¨ m = 0.
Kun (x, y)→ z0 pitkin joukkoa X × (Y \ {y0}), niin lemman 1.10 nojalla
|f(x)⊗ g(y)− f(x)⊗ g′(y)|
max{d(x, x0), d(y, y0)} =
|f(x) · (g(y)− g′(y))|
max{d(x, x0), d(y, y0)} → 0.
Lemman 1.2 nojalla g(y0) = g
′(y0), joten, kun (x, y) → z0 pitkin joukkoa X ×
{y0}, niin
|f(x)⊗ g(y)− f(x)⊗ g′(y)|
max{d(x, x0), d(y, y0)} =
|f(x) · (g(y)− g′(y))|
max{d(x, x0), d(y, y0)} = 0.
Lemma 3.6. Olkoot f, f ′ : X → Em jatkuvia pisteessa¨ x0 ja g, g′ : Y → En
jatkuvia pisteessa¨ y0. Jos Tx0(f, f
′) ja Ty0(g, g
′), niin Tz0(f ⊗ g, f ′ ⊗ g′), jossa
z0 = (x0, y0).
Todistus. Jatkuvuuden nojalla on olemassa pisteen x0 ympa¨risto¨ U ja pisteen
y0 ympa¨risto¨ V , joilla f |U , f ′|U ja g|V , g′|V ovat rajoitettuja. Merkita¨a¨n
α = f |U ⊗ g|V ; β = f |U ⊗ g′|V ; γ = f ′|U ⊗ g′|V .
Lemman 3.5 nojalla Tz0(α, β) ja Tz0(β, γ); ja lemman 1.1 (transitiivisuuden)
nojalla Tz0(α, γ). Tulos seuraa lemmalla 1.3.
Lemma 3.7. Jos L : F → Em ja M : G→ En ovat jatkuvia lineaarikuvauksia,
niin
T0(L⊗M, 0).
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Todistus. Tensoritulon bilineaarisuuden ja lemman 1.11 nojalla voidaan olettaa,
etta¨ dimLF = dimMG = 1; nyt koska tensoritulo vakion kanssa on Lipschitz,
niin lemman 1.6 nojalla voidaan olettaa, etta¨ m = n = 0.
Jatkuvuuden nojalla on olemassa a, b > 0, joilla
|L(x)⊗M(y)|
max{|x|, |y|} =
|L(x)| · |M(y)|
max{|x|, |y|} ≤
a|x| · b|y|
max{|x|, |y|} → 0,
kun x, y → 0.
Lemma 3.8. Olkoon f : F → Em jatkuva pisteessa¨ x0, g : G → En jatkuva
pisteessa¨ y0 ja
Df(x0) = L ; Dg(y0) = M ,
jossa L,M ovat jatkuvia. Merkita¨a¨n z0 = (x0, y0). Nyt
D(f ⊗ g)(z0) = f(x0)⊗M + L⊗ g(y0).
Todistus. Nyt
Tx0(f − f(x0), L− L(x0)); Ty0(g − g(y0), M −M(y0)),
eli lemmalla 1.11
Tx0(f, L− L(x0) + f(x0)); Ty0(g, M −M(y0) + g(y0)),
eli lemmalla 3.6
Tz0(f ⊗ g, (L− L(x0))⊗ (M −M(y0)) + (L− L(x0))⊗ g(y0)+
f(x0)⊗ (M −M(y0)) + f(x0)⊗ g(y0)),
eli lemmalla 1.11
Tz0(f ⊗ g − f(x0)⊗ g(y0),
φ+ (L− L(x0))⊗ g(y0) + f(x0)⊗ (M −M(y0))),
jossa φ = (L− L(x0))⊗ (M −M(y0)).
Lemman 1.11 nojalla riitta¨a¨ ena¨a¨ todistaa Tz0(φ, 0).
Ma¨a¨ritella¨a¨n kuvaus γ : F ×G→ F ×G kaavalla
γ(x, y) = (x+ x0, y + y0).
Nyt φ ◦ γ = L ⊗M , joten lemman 3.7 nojalla T0(φ ◦ γ, 0), josta tulos seuraa
lemmalla 1.8.
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4 Determinantti
Olkoon E sisa¨tuloavaruus.
4.1 Transvektio ja dilataatio
Sanomme, etta¨ lineaarikuvaus t(p, q) = t : E → E on transvektio parametrein
(p, q), jossa p, q ∈ E, |p| = 1 ja p ⊥ q, jos se on muotoa
t(x) = x+ 〈x, p〉q
eli
t(x) =
{
x+ aq, kun x = ap,
x, kun x ⊥ p.
Lisa¨ksi sanomme, etta¨ lineaarikuvaus d(p, a) = d : E → E on dilataatio
parametrein (p, a), jossa p ∈ E, |p| = 1 ja a ∈ R, jos se on muotoa
d(x) = x+ (a− 1)〈x, p〉p
eli
d(x) =
{
ax, kun x ‖ p,
x, kun x ⊥ p.
Na¨hda¨a¨n, etta¨ kaikilla transvektioilla t = t(p, q) on olemassa
t−1 = t(p,−q),
ja etta¨ dilataatio d = d(p, a) on ka¨a¨ntyva¨ jos ja vain jos a 6= 0; ta¨llo¨in
d−1 = d(p,
1
a
).
4.2 Transpositio
Olkoon E euklidinen. Samastetaan lauseen 3.2 avulla avaruudet L(E,E) ja E⊗
E.
Lemma 4.1. Kaikilla f ∈ L(E,E) on olemassa yksika¨sitteinen g ∈ L(E,E),
jolla
〈f(x), y〉 = 〈x, g(y)〉
kaikilla x, y ∈ E.
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Todistus. Yksika¨sitteisyys on ilmeinen; riitta¨a¨ osoittaa olemassaolo.
Olkoon B avaruuden E ortonormaali kanta. Asetetaan
g(y) =
∑
e∈B
〈f(e), y〉e.
Nyt
〈x, g(y)〉 = 〈x,
∑
e∈B
〈f(e), y〉e〉 =
∑
e∈B
〈f(e), y〉〈x, e〉
=
∑
e∈B
〈〈x, e〉f(e), y〉 = 〈f(∑
e∈B
〈x, e〉e), y〉
= 〈f(x), y〉.
Lemman 4.1 nojalla voidaan kaikille f ∈ L(E,E) ma¨a¨ritella¨ yksika¨sitteinen
transpoosi fT ∈ L(E,E), jolla 〈f(x), y〉 = 〈x, fT(y)〉.
Lemma 4.2. Kaikilla x, y ∈ E pa¨tee (x⊗ y)T = y ⊗ x.
Todistus. Selva¨.
Lemma 4.3. Transpositio f 7→ fT on lineaarikuvaus L(E,E)→ L(E,E).
Todistus. Seuraa sisa¨tulon bilineaarisuudesta.
Lemma 4.4. Jos f, g ∈ L(E,E), niin (g ◦ f)T = fT ◦ gT.
Todistus. Olkoot x, y, z ∈ E. Lemman 4.2 nojalla ((y⊗z)◦(x⊗y))T = 〈y, y〉(x⊗
z)T = 〈y, y〉z ⊗ x = (y ⊗ x) ◦ (z ⊗ y) = (x ⊗ y)T ◦ (y ⊗ z)T, josta tulos seuraa
lineaarisuuden ja lemman 3.3 nojalla.
4.3 Lokaali normaalimuoto
Olkoon E euklidinen ja {e1, . . . , en} sen ortonormaali kanta.
Merkita¨a¨n fi,j = 〈ei, f(ej)〉, kun f ∈ L(E,E). Merkita¨a¨n lisa¨ksi ti,j(a) =
t(ei, aej), kun i 6= j, ja di(a) = d(ei, a).
Koska ti,j(a) = idE +aei ⊗ ej ja di(a) = idE +(a− 1)ei ⊗ ei, niin lemmojen
4.2 ja 4.3 nojalla
ti,j(a)
T = tj,i(a)
ja
di(a)
T = di(a).
Matriisilaskennan termein ti,j ja di vastaavat operaatioita riveilla¨ ja sarakkeilla.
Jos lineaarikuvausta f ajatellaan matriisina, saadaan seuraavat vastaavuudet:
f ◦ ti,j(a) Sarake j lisa¨ta¨a¨n a kertaa sarakkeeseen i.
f ◦ di(a) Sarake i skaalataan kertoimella a.
Ta¨sta¨ saadaan lemman 4.4 nojalla seuraavat vastaavuudet:
tj,i(a) ◦ f Rivi j lisa¨ta¨a¨n a kertaa riviin i.
di(a) ◦ f Rivi i skaalataan kertoimella a.
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Lause 4.1. Kaikilla f ∈ GL(E) on olemassa ympa¨risto¨ U ⊆ GL(E) ja sellaiset
kuvaukset φi : U → GL(E), i ∈ {1, . . . ,m}, jollakin m ∈ N, etta¨ jokainen φi(g)
on transvektio tj,k(αi(g)) tai ka¨a¨ntyva¨ dilataatio dj(αi(g)), joissa αi : U → R
ovat jatkuvia, ja etta¨ φm(g) ◦ · · · ◦ φ1(g) = g kaikilla g ∈ U .
Todistus. Edeta¨a¨n induktiolla dimension n yli. Tapaus n = 0 on selva¨; ta¨llo¨in
m = 0. Oletetaan siis n > 0.
Koska f on ka¨a¨ntyva¨, niin on olemassa kuvauksen f ympa¨risto¨ V ⊆ GL(E)
ja indeksi i, joilla g1,i 6= 0, kun g ∈ V .
Jos i = 1, niin asetetaan
α1(g) = g1,1 ; φ1(g) = d1(α1(g)) ;
muuten asetetaan
α1(g) = (g1,1 − 1)/g1,i ; φ1(g) = t1,i(α1(g)) .
Pa¨tee
(g ◦ φ1(g)−1)1,1 = 1.
Ma¨a¨ritella¨a¨n transvektiot
φi(g) = ti,1(αi(g)) ; αi(g) = h1,i ;
φˆi(g) = t1,i(αˆi(g)) ; αˆi(g) = hi,1 ,
kun i ∈ {2, . . . , n} ja h = g ◦ φ1(g)−1.
Tarkastellaan kuvauksia
γ(g) = φˆ2(g)
−1 ◦ · · · ◦ φˆn(g)−1 ◦ g ◦ φ1(g)−1 ◦ · · · ◦ φn(g)−1,
kun g ∈ V . Pa¨tee
γ(g)i,1 = γ(g)1,i = δi,1.
Merkita¨a¨n L = L{e1} ja E′ = L⊥. Nyt dimE′ = n− 1. Na¨hda¨a¨n, etta¨
γ(g)|L = idL ; γ(g)E′ = E′ .
Ma¨a¨ritella¨a¨n jatkuva kuvaus ψ : V → GL(E′) kaavalla ψ(g) = γ(g)|E′ .
Induktio-oletuksen nojalla kuvauksella ψ(f) on olemassa ympa¨risto¨ U ′ ⊆ GL(E′)
ja kysytyn kaltaiset kuvaukset φ′i : U
′ → GL(E′), i ∈ {1, . . . ,m′}, jollakin
m′ ∈ N.
Merkita¨a¨n ` = n+m′. Asetetaan U = ψ−1U ′, m = `+ n− 1,
φi = (φ
′[i− n] ◦ ψ) + e1 ⊗ e1 ,
kun n < i ≤ `, ja φi = φˆ[i− `+ 1], kun i > `.
Sanomme ta¨llaista perhetta¨ φ lokaaliksi normaalimuodoksi joukossa U .
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4.4 Determinantti
Olkoon E euklidinen ja B = (e1, . . . , en) sen ja¨rjestetty ortonormaali kanta.
Kiinniteta¨a¨n pseudoskalaari
1∗B =
n∧
i=1
ei
kannan B suhteen. Lemman 2.24 nojalla voidaan ma¨a¨ritella¨ determinantti kan-
nan B suhteen asettamalla
det
B
: GL(E)→ R ; det
B
f = a ,
kun
a · 1∗B =
n∧
i=1
f(ei).
Lemma 4.5. Pa¨tee detB idE = 1.
Todistus. Selva¨.
Lemma 4.6. Olkoon f ∈ GL(E), t = t(ei, aej), i 6= j. Nyt
det
B
(f ◦ t) = det
B
f.
Todistus. Lineaarisuuden ja antikommutatiivisuuden nojalla
det
B
(f ◦ t) · 1∗B = f(e1) ∧ · · · ∧ (f(ei) + af(ej)) ∧ · · · ∧ f(en)
= f(e1) ∧ · · · ∧ f(en) +
a · f(e1) ∧ · · · ∧ f(ej) ∧ · · · ∧ f(ej) ∧ · · · ∧ f(en)
= f(e1) ∧ · · · ∧ f(en) + 0
= det
B
f · 1∗B .
Lemma 4.7. Olkoon f ∈ GL(E), d = d(ei, a), a ∈ R \ {0}. Nyt
det
B
(f ◦ d) = a · det
B
f.
Todistus. Homogeenisuuden nojalla
det
B
(f ◦ d) · 1∗B = f(e1) ∧ · · · ∧ af(ei) ∧ · · · ∧ f(en)
= a · det
B
f · 1∗B .
Lemma 4.8. Olkoot f, g ∈ GL(E). Nyt
det
B
(f ◦ g) = det
B
f · det
B
g.
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Todistus. Lauseen 4.1 nojalla f, g voidaan esitta¨a¨ transvektioiden t(ei, aej) ja
dilataatioiden d(ei, a) yhdisteina¨, joten tulos seuraa lemmoista 4.5, 4.6 ja 4.7.
Lemma 4.9. Kaikilla f ∈ GL(E) pa¨tee detB f 6= 0.
Todistus. Seuraa lemmoista 4.5 ja 4.8.
Lause 4.2. Kaikilla f ∈ O(E) ja g ∈ GL(E) pa¨tee
det
fB
g = det
B
g.
Todistus. Nyt
1∗fB =
n∧
i=1
f(ei) = det
B
f · 1∗B
ja lemmalla 4.8
det
fB
g · 1∗fB =
n∧
i=1
(g ◦ f)(ei) = det
B
g · det
B
f · 1∗B ,
eli sijoittamalla
det
B
f · det
fB
g · 1∗B = det
B
g · det
B
f · 1∗B ,
eli lemman 4.9 nojalla
det
fB
g · 1∗B = det
B
g · 1∗B ,
josta tulos seuraa.
Lauseen 4.2 avulla voidaan ryhma¨lle GL(E) ma¨a¨ritella¨ kannasta B riippumaton
determinantti.
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