Introduction

Conserved physical and chemical properties of proteins
Functional prediction of proteins or their domains relies on the evolutionary conservation of sequence, structure, or some other features. Sequence conservation allows BLAST (Altschul et al., 1990 (Altschul et al., , 1997 , FASTA (Pearson and Lipman, 1988) , and dynamic programming (Smith and Waterman, 1981) to infer the function of moderately distantly related proteins. However, these tools frequently miss diverged sequences that share similar biological functions and three-dimensional structures (Artymiuk et al., 1995) . Function is most reliable indicated by the conservation of three-dimensional structure. However, its application is limited by the availability of experimental data, because of the low accuracy of threading sequences into known structures (Mirny and Shakhnovich, 1998) . As a middle ground between sequence and structure conservation tools, we analyze the conservation of selected physical, chemical and biological properties of amino acid residues in proteins. Calculated from sequence in the absence of structural information, some of these amino acid properties are known to be diagnostic for protein domains, secondary structures, or proteins as a whole (Kidera et al., 1985a,b) . The conservation of residue properties (Kidera et al., 1985a,b; Ladunga and Smith, 1997;  and http://www.bio.elte.hu/ ∼ ladunga/conserv main.html) allows our PHYSEAN, PHYsical SEquence ANalysis to predict domains of proteins that remain undetected by direct sequence conservation methods.
Earlier methods based on amino acid properties clearly illustrate the tendency to improve performance by increasing the number of properties. Single property tools have been utilized, e.g., for characterization of hydrophobicity in proteins (Kyte and Doolittle, 1982; Engelman et al., 1986) . Increasing the number of properties to six has facilitated accurate classification of protein classes Table 1 . BLAST searches identify only about one third of SPs. 2553 SPs were searched against a database formed from all of these sequences. The percentages of the best nonidentical hits in various ranges of BLASTP expected frequencies (E) are shown. Two-thirds of SPs cannot be detected at a level of significance of E < 10 −5 , and 50.6% at E < 10 −3
Range of BLASTP expected frequency of the best nonidentical hit ≤ 10 −5 10 −5 − 10 −4 10 −4 − 0.001 0.001 − 0.01 0.01 − 0.1 0 .1 − 1 1− 10 % sequences 32.9 9.7 6.8 8.4 6.7 6.7 33.7 (Klein et al., 1984) . Eleven properties plus residue-and dipeptide composition in the PropSearch tool (Hobohm and Sander, 1995) allowed to find remote structural and functional homologs in a sequence database, indicating that a sufficiently high number of properties may accurately characterize the specific physical, chemical, and biological nature of proteins. However, adding less diagnostic properties without downweighting them as compared to more diagnostic properties, would decrease the signal-to-noise ratio of predictions. Therefore finding the synergistic optimal property weights becomes more and more critical as the number of properties increases (Minsky and Papert, 1969) . We will show below that accurate predictions may require 50-70 properties, which cannot be incorporated into practical methods with equal or other considerably suboptimal weights. Selecting the best set of weights presents a combinatorial explosion. Take as an example 100 properties with integer weights ranging from 1 to 10. This produces 10 100 possible combinations of weights for which brute force searches are computationally prohibitive, showing why multiproperty analysis cannot exist without efficient weight optimization techniques. One family of optimization techniques is that of genetic algorithms (Fogel, 1975; Goldberg, 1989) applied in the PropSearch tool (Hobohm and Sander, 1995) to find property weights so as to maximize the number of correct matches. A considerable drawback of both genetic algorithms and neural networks (Presnell and Cohen, 1993; Ripley, 1996) is their nonpolynomial time requirement to find the global optimum. This drawback is not critical when the number of properties and sequences is relatively low, but even problems smaller than the present one may take prohibitive CPU-times to solve. To avoid this, neural networks and genetic algorithms compromise to report only one of the local optima that may jeopardize the performance of the sequence analysis. To the best of our knowledge, only linear programming (LP, Dantzig, 1951; Chvátal, 1983) reaches the global optimum in polynomial time (Goldfarb and Todd, 1994) . [Though specially constructed examples (Klee and Minty, 1972) may have nonpolynomial time complexity, a vast amount of practical experience has confirmed that real-life models require O(m) iterations, where m is the number of constraints, and the number of arithmetic operations is in O(m · n) where n is the number of variables (Goldfarb and Todd, 1994) .]
While dynamic programming (Smith and Waterman, 1981 ) is a basic technique in sequence analysis, mathematical programming (constrained optimization) has relatively few applications in biology. We mention a binary (nonlinear) programming approach to a physical mapping problem (Jain and Myers, 1997) , binding of pyrimidines to dihidrofolate reductase or steroids to globulins (Crippen, 1997) , and RNA sequence-structure alignment (Lenhof et al., 1998) . Hydrophobicity and molar refractivity were accurately predicted by quadratic programming (Ghose and Crippen, 1987) . Linear programming models were used for diet optimization, for symptom weight optimization in breast cancer diagnosis (Mangasarian et al., 1995) , and for minimizing contact potential during folding (Maiorov and Crippen, 1992; Akutsu and Tashimo, 1998) . Clearly, biological applications are hindered by the somewhat misleading terms 'linear' and 'programming'. First, although LP can only utilize linear variables and the constraints, highly nonlinear problems have been solved using piecewise linear models, iterative methods, and several other techniques. Second, 'programming' should not be confused with computer programming as in the late forties it meant planning and organization of production or other economic or military operation. LP models, due to their speed and accuracy, find optimal values of millions of variables subject to millions of constraints. On the example of signal peptides, we will show how LP models facilitate accurate physical and chemical analysis of proteins by the optimal selection and weighting of diagnostic amino acid properties.
Case study: signal peptides Signal peptides (SPs), the agents of protein translocation across membranes, are a classic example for performing an identical function, while occasionally sharing no more residues in common than the initiating methionine (von Heijne, 1985; Kaiser et al., 1987) . Amino-terminal SPs comprise of 12 to 50 residues in eukaryotes. A usually basic cytosolic part invariably starts with a methionine residue and is followed by a hydrophobic segment and a cleavage site for the signal peptidase enzyme. SPs are ideal for testing PHYSEAN, as they comprise the most abundant known protein domain, and large collections are available where the function is experimentally established (Bairoch and Apweiler, 1997) . Considerable pharmaceutical interest is also evoked, as most approved protein therapeutics are secreted proteins (McEnvoy, 1996) , including tissue-type plasminogen activator, insulin, growth hormone, nerve growth factor, follicle stimulating hormone, interleukins, interferons, DNases, etc. For a review, please, visit our web site at http://www.bio.elte.hu/ ∼ ladunga/secreted.html
Earlier computational methods for the identification of SPs
The extreme sequence variability of SPs (von Heijne, 1985) is most apparent in the hydrophobic segment, where both the comparisons of wild-type sequences and sitedirected mutagenesis indicated that the order and count of hydrophobic residues could be largely irrelevant for function (Kaiser et al., 1987) . To assess how BLAST (Altschul et al., 1990 (Altschul et al., , 1997 can identify SPs in the lack of sequence conservation, we created a database of 2553 SPs (see Data). Each SP was searched against this database. One could hope that 2500 entries would cover all possible types and subtypes of SP sequence patterns. Howevereven in this collection, where the close relatives were not eliminated-only 33% of SPs had any hits with an expected frequency E = 10 −5 , and 50.6% with the nonconservative threshold of E = 10 −3 (Table 1) .
Sequence profiles, artificial neural networks, and production systems can identify more variable sequences. von Heijne (1986) recognized cleavage sites by a simple profile-like method that was coded into computer programs by several authors (Folz and Gordon, 1987; Popowicz and Dash, 1988) . We pioneered the application of neural networks (Ladunga et al., 1991) to obtain sensitive and selective predictions using the tiling algorithm (Mézard and Nadal, 1989) . Later, Nielsen et al. (1997 Nielsen et al. ( , 1999 ) trained a standard feed-forward algorithm by the back-propagation algorithm (Rumelhart et al., 1986) . Several other neural networks have been applied to SPs Wrede et al., 1998) . PSORT (Nakai and Kanehisa, 1992; Horton and Nakai, 1997) implemented production systems and decision rules integrated into binary trees. In addition, the PSORT suite applies an updated and sophisticated version of von Heijne's (1986) positional weight matrix method. For a recent summary of computational predictions, see Claros et al. (1997) . We compare the performance of these methods in the Results Section and in Table 3 . The hidden Markov models of SP predictions (Nielsen and Krogh, 1998) were not available for testing. Confidence in predictions of SPs can be increased by finding extracellular domains in passenger proteins by the Simple Modular Architecture Research Tool (SMART, Schultz et al., 1998) . Presence of intracellular domains in soluble proteins, however, may contradict to a predicted SP.
Physical chemistry of the insertion into membranes
While the free energy of hydrophilic amino-termini of cytosolic proteins is lower in the cytosol than in the membrane, the free energy of SPs decreases during insertion from the cytosol into phospholipid membranes. Still, protein secretion may need external energy sources as indicated by the GTP bound to the docking protein (Rapiejko and Gilmore, 1997) . The magnitude of change in free energy may influence whether a polypeptide will be inserted into the membrane or remains in the cytosol. Such physicochemical parameters can be of diagnostic value for SPs and amino-termini of cytosolic proteins.
Transferring residues from the cytosol to the membrane or from the hydrophylic exterior to the hydrophobic interior of the protein may result in similar changes in free energy. This latter change, also called as hydrophobicity in protein science, is a basic determinant of folding. Being dependent on the specific internal milieu of the protein, its direct measurement remains an open problem. Indirect measurements, however, may be biased by the solvent models of the protein interior and the charge-blocked amino acid models of residues in the polypeptide chain, explaining why over a hundred-sometimes extremely different-hydrophobicity measurements have been published (for criticism, see Kyte and Doolittle, 1982) . SPs may also need to satisfy conformational and other limitations, the cleavage site should fit into the active site of the signal peptidase enzyme, etc. Probably these are the main reasons why no single hydrophobicity or any other property in our collection (see Data) can distinguish SPs from cytosolic proteins with reasonable accuracy. Amino termini of certain cytosolic proteins may have higher SP helical potential (Argos et al., 1982) , hydropathy (Kyte and Doolittle, 1982) , or more uncharged residues than hydrophobic segments of certain SPs (Figure 1 ). Below we explicitly select and weight properties so as to minimize the overlap between the distributions of sums of weighted property values in secreted and cytosolic proteins, respectively (Figure 2 ). Minimizing the overlap between the two distributions is equivalent to minimizing the number of incorrect predictions.
Average properties of segments
While the hydrophobicity of individual residues may fluctuate considerably in the hydrophobic segment of
Distributions of hydropathy (green: Kyte and Doolittle, 1982) , signal sequence helical potential (red: Argos et al., 1982) and polarity (blue: Grantham, 1974) in the amino-terminal 11-15 residues of SPs (full lines) and of cytosolic proteins (dotted lines). None of these hydrophobicity properties alone can separate the two protein classes. All property values are normalized to a range of −100 to +100.
SPs, the average hydrophobicity of the segment is better conserved (von Heijne, 1985) . In regular secondary structures, propensities to form α-helices, β-structures and β-turns are more conserved over certain segments than at single positions; in other proteins, positive charges are conserved so as to maintain binding to DNA, etc. PHYSEAN calculates average physical and chemical signatures that span fixed or variable length segments of a multiple alignment. Periodic combinations of positions may be used to detect amphiphylic helices and other repetitive structures. Any disjunct or overlapping combinations of positions can be used. For the prediction of SPs, we subdivided the aminoterminal 30-residue segment of each protein into nonoverlapping mono-, di-, tri-, . . . , pentadecapeptide segments (Table 2) . In another approach, the highest scoring hydrophobic segments were searched. For the prediction of cleavage sites of the signal peptidase enzyme, sliding windows consisting of the last 8 residues of the SP and the amino-terminal 3 residues of the passenger protein were used. Positional combinations of all these residues, positions 1 to 3; −3 and −1; −3 to −1; −4 to −1; and −8 to −1, relative to the cleavage site, were analyzed. For positions −1 and −3, the preference for alanine or other residues with a small side chain has been known (von Heijne, 1983) . The sensitivity and selectivity of property selection and weighting. Weighting isolates the score distributions of secreted (blue line) and cytosolic proteins (red line). The score for each sequence is the sum of weighted property values (Eq. 1). Optimizations were performed on the full reference set, and were further refined by Iterative Reduction of MisclAssified entries (see Methods). Unlike single properties, scores isolated these two protein classes with minimal overlap.
An informal outline of the methods
For the exact mathematical description of the methods, we refer to the Methods Section at the end of the paper. Briefly, we maximize the number of correct predictions by the optimal selection of weights using the least number of properties possible. Those properties that do not contribute to the optimal separation of protein classes, are assigned a zero weight, and hence do not contribute to the predictions. Each protein is assigned a score: the sum of weighted property values over all oligopeptide segments. Our LP model selects weights so as to most secreted proteins have a score above a threshold, and most cytosolic proteins have a score below another threshold, lower than the previous one. If a score for a secreted protein does not reach the upper threshold, or the score for a cytosolic protein exceeds the lower threshold the difference is the violation. The sum of all violations is a linear variable to be minimized by a special model (Bennett and Mangasarian, 1992) of linear programming (Dantzig, 1951; Chvátal, 1983) .
Here we briefly outline the clear principles underlying the solution of an LP problem. The simplex algorithm finds the set of feasible solutions (which do not violate the constraints) first. Next, from among the feasible solutions, the optimal solution is found. In the example of PHYSEAN, each combination of possible weight values Table 3 . Diagnostic properties, their weights in multiproperty analysis, and the percentage of correctly classified proteins in single-property analysis. Data are shown for the segment covering residues 11-15 from the amino-terminus. References are available in the AAINDEX Database (Nakai et al., 1988; Tomii and Kanehisa, 1996) at ftp://ftp.genome.ad.jp/db/genomenet/aaindex. The 16.56% contribution of this pentapeptide to the predictions clearly indicates that all the six pentapeptides are necessary to achieve high accuracy. For the distribution of selected properties, see Fig. 1 Property Weight
Polarity (Grantham, 1974 (Robson and Suzuki, 1976) −4.01 Surface electron density 2.89 Polarity (?) −2.68 α-helix indices for α-proteins (Geisow and Roberts, 1980) 2.58 Retention factor of principal dinucleotides in high-salt chromatography (Weber and Lacey , 1978) 1.21
uniquely determines the minimal sum of violations for a given set of sequences (Eqs 8-9). The weight values and the corresponding sum of violations are coordinates of a point in the set of feasible solutions. This set is a convex polytope (bordered by planar facets) as linear constraints and variables exclude any 'fingers' and 'pockets'. Finding the optimal solution is greatly accelerated due to the fact that it is always located on an edge, mostly at a vertex of the polytope (Goldfarb and Todd, 1994) . The simplex algorithm evaluates the objective function starting at any vertex; then it looks for a neighboring vertex with a lower value of the objective function. Finally, it arrives at the bottom of the polytope that corresponds to the lowest sum of violations. This way no vertex is visited twice, and the optimum can be reached in polynomial time. As there are no 'fingers' or 'pockets', systematic searches always lead to the global optimum, provided it exists.
Results
Predictions of SPs
SPs are subdivided into the cytosolic and the hydrophobic domain followed by the cleavage site, each of them distinct in physicochemical characteristics and variable in length. Therefore multiple segments can provide for more reliable physicochemical characterizations than unsegmented SPs, but what segmentation provides for the most accurate predictions? Too short peptides, such as hydrophobic dipeptides, may frequently occur in both protein classes; overly long peptides may span diverse domains. As the hydrophobic and cytosolic domains vary in length, a segmentation of SPs accounting for reliable predictions was found by experimenting with several possibilities. We optimized property weights for nonoverlapping di-, tri-, tetra-, penta-, hexa-, octa-, deca-, and pentadecapeptide segments. A traditional positional weight matrix has also been optimized for each residue in each single position (Table 2) . These segments covered the amino-terminal 30 residues of preproteins or cytosolic proteins. The highest rate of correct predictions was achieved using pentapeptide segments, while single-residue positions accounted for the lowest performance.
One could expect that flexible length maximal scoring segments of SPs to be superior to fixed length peptides. To test this hypothesis, extendible amino-terminal, hydrophobic, and carboxy-terminal segments were used (see Methods). Unfortunately, the rate of correct predictions was as low as 75%, not even close to the 98% accuracy achieved using pentapeptide segments. This indicates that multiple fixed length segments captured signatures of the amino-terminal cytosolic segment, the transmembrane helix initiation and termination sites, as well as the cleavage site for the signal peptidase enzyme better than any segment of variable length.
Scores calculated as the sum of weighted property values over each of the six pentapeptide segments (see Methods) represented a sharp improvement as compared to single properties. While none of the 551 properties alone could separate SPs from amino-termini of cytosolic proteins (Figure 1) , scores allowed the separation of secreted and cytosolic proteins with a 2 percent overlap (Figure 2) . The Violation Minimization model has selected 77 properties by assigning them nonzero weights. From among these, weights for the hydrophobic pentapeptide segment covering residues 11-15 (Table 3) illustrate the synergy of multiple weighted properties. The contribution of a property to the separation of protein classes is proportional to the absolute value of its weight.
This contribution depends on the synergy of multiple properties rather than the individual performance of the property. Not surprisingly, most of these properties express hydrophobicity, and hence are highly correlated (Nakai et al., 1988; Mocz, 1995) . In addition to general hydrophobicity, signal sequence helix potential and α-helix indices for α-proteins express the propensity to form (transmembrane) helices, and the negative weight to information measure for the amino-termini of turns penalizes turn-like conformations. Aspartic acids are also penalized, as only 1.06% of this segment of SPs contain more than 2 aspartic acid residues, in contrast to the 33.5% of cytosolic proteins (positions 11 to 15). The negative weight assigned to isoleucine indicates that this residue is less preferred than leucine and other hydrophobic residues. Weber and Lacey (1978) proposed that their retention factor of principal dinucleotides (the first and second codon positions) in high-salt chromatography indicated the correlation between the hydrophobicity of amino acids and their anticodons. The use of this property in SP predictions may support the authors's suggestions that most single-nucleotide substitutions preserve the hydrophobicity of residues.
As little as 0.8% of the training set sequences accounted for two-thirds of the violations from the model. The SP of silkworm moth membrane-bound alkaline phosphatase (MVVSVVAAAA AAGLVRAEDR YHPERLAAGE ASAATRS) and many other entries with high violations are atypical sequences: charged residues occur in the usually 'hydrophobic' domain not in the cytosolic segment, etc.. Sequencing errors or erroneous annotations in the reference set may also produce artefact violations like the 69 residues long SP of glycophorin-binding protein precursor from Plasmodium falciparum (MRLSKVS-DIK STGVSNYKNF NSKNSSKYSL MEVSKKNEKK NSLGAFHSKK ILLIFGIIYV VLLNAYICG). The first hydrophobic segment in this sequence is at positions 50 to 64. As such entries may impair the optimization of weights, we introduce a new method, the Iterative Reduction of MisclAssified entries (IRMA, see Methods). Eliminating that 0.8% of sequences from the optimization improved the accuracy from 94.65% in Table 2 (the average of SPs and cytosolic protein predictions) to 97.34%. In this number, we accounted for the eliminated sequences as well (Table 4 ). This and 79.28% accuracy for the location of the cleavage site (see below) indicate that the physicochemical forces governing the insertion into the endoplasmic reticulum or the translocon pore (the free energy of transfer, propensity to form transmembrane helices, steric parameters required for the cleavage) may have been captured by physical analysis of sequences.
Cross-validation and blind sets
Accuracy and robustness of predictions were estimated on untrained proteins by five repetitions of cross-validation experiments. Three-quarters of the sequences in the nonredundant sets (see Data) were randomly selected to form a training set for the optimization of property weights for pentapeptide segments. Predictions were performed on the test set (the remaining one-quarter of sequences), then compared to the experimental assessments of cellular locations and cleavage sites. Percentages of correct predictions, true/false positives and negatives are shown in Table 4 .
Cross-validation of the SignalP neural network (Nielsen et al., 1997) and the PSORT package (Nakai and Kanehisa, 1992; Horton and Nakai, 1997) was not possible lacking access to the training programs. Therefore, from Release 37 of the SWISS-PROT Database (Bairoch and Apweiler, 1997) , a 'blind set' was created from secreted and cytosolic proteins with no close relatives among the old sequences that could have served for training SignalP and PSORT (see Data). We used this blind set to evaluate the ability of different tools to generalize for untrained proteins. SignalP Version 1.2 was purchased from the Technical University of Denmark; the PSORT website was queried by the webget program (Friedl, 1994) . To ensure fair comparisons, PHYSEAN was re-optimized exclusively on these old data. Performance comparisons (Table 5) indicate that PHYSEAN exceeds even SignalP's sensitivity and selectivity, in particular for the location of the cleavage sites (see below).
Robustness
The 'parsimonious' feature of the violation minimization model (see Methods) contributed to the robustness of predictions. If a property does not reduce the sum of violations, this additional property is silently ignored by being assigned a zero weight. This reduces the number of properties to minimize the sum of violations, and decreases the chances for 'overtraining' the method. Parsimonious use of weights was achieved by setting an upper bound on the sum of their absolute values. In economic models of cost minimization, this feature of LP guarantees that the resources, up to the last dollar, are spent for the best possible investment. Analogously, VM 'spends' even the last bit of weights so as to reduce violations most effectively, and prohibits 'overspending' of weights for less useful properties.
Predictions of cleavage sites
To locate the cleavage site for the signal peptidase enzyme is the most challenging task in SP prediction. As earlier methods (von Heijne, 1986; Nielsen et al., 1997) suffered from multiple high-scoring candidates, we have developed a special model to find the single best cleavage site. The so-called 'positive' window spanned the eight carboxy-terminal residues of the SPs and the aminoterminal three residues of the passenger protein. From the same preprotein, twenty-three other windows formed the 'negative' set, some of them partially overlapping the positive window. In each window, we considered different positional combinations for calculating average amino acid properties (residues at positions 1 to 3; −3 and −1; −3 to −1; −4 to −1; and −8 to −1, relative to the cleavage site). Each window is assigned a score defined as the sum of weighted properties for all positional combinations. Eliminating as little as 7.8% of sequences with 'incorrect' site predictions from the weight optimization by IRMA has increased prediction accuracy from 64.31 to 79.28% (in this number we included the eliminated sequences as well, Table 4 ). For many of these entries, the annotated cleavage site was either too close to the amino-terminus (e.g. between positions 13 and 14 in frog olfactory proteins secreted into the mucus), or too far from it (after position 35), like in the case of maize auxin binding proteins. In general, plant proteins such as basic peroxidase precursor in Arabidopsis thaliana may require specific site predictions.
Data
Reference sets for SPs and cytosolic proteins PHYSEAN was trained and tested on reference sets of cleavable SPs and their passenger proteins and cytosolic proteins, respectively, all from eukaryotic organisms. Sequences were retrieved from Version 36 of the SWISS-PROT Data Bank (Bairoch and Apweiler, 1997) . Entries predicted by statistical inference or with questionable evidence including alternative cleavage sites were eliminated, leaving 2532 preproteins with SPs and 1138 cytosolic proteins. For unbiased performance assessments of PHYSEAN and earlier methods, a blind test set was also compiled. As SignalP (Nielsen et al., 1997) , PSORT (Nakai and Kanehisa, 1992; Horton and Nakai, 1997) were trained on Version 35, we created a set of different protein segments. Secreted and cytosolic proteins from Version 37 of the SWISS-PROT Data Bank were selected as above. We eliminated those amino-terminal 30 residue segments that were identical in 24 or more residues to any secreted or cytosolic protein in Version 35. This blind test set consisted of 234 secreted and 4427 cytosolic proteins.
Properties of amino acids
Most of the 551 physical, chemical, geometrical, mutational and other properties of the 20 amino acids were taken from our earlier study (Ladunga and Smith, 1997) . Among these, 406 properties were imported from the AAINDEX Database (Nakai et al., 1988; Tomii and Kanehisa, 1996) . Mocz (1995 and unpublished) provided a number of bond, electronegativity, entropy and other chemical properties. Ten orthogonal factors from a factor analysis of 188 amino acid properties at positions of multiple alignments (Kidera et al., 1985a,b) were also included. Values of each property were normalized to a range of −100 to +100. This way, the absolute value of the weight of a property indicates its contribution to the prediction. The sequence was expressed by means of quasi-properties like the 'property of being alanine' which is assigned +100 for this residue and −100 for all the others. The BLOSUM62 amino acid substitution scores (Henikoff and Henikoff, 1992) were represented in a similar manner.
For the computationally intensive task of cleavage site location, a less redundant set of 126 properties was created. |ρ| absolute values of the standard Pearson correlation coefficients were calculated for each pair of properties. From pairs with | | > 0.8, we eliminated the property with the higher average correlation to all other properties.
Methods
Property weight optimization by LP
First, we present the outline of some linear programming models. Second, we introduce the Iterative Reduction of MisclAssified objects (IRMA) algorithm to solve the nonlinear problem.
Cutting planes and separating zones
Each protein a is assigned a score s a :
where w PC,k is the weight for property k in positional combination PC, and p a, j,k is the value of property k for protein a at position j of positional combination PC.
The weights w PC,k and the threshold γ (a scalar) define a cutting plane (line in two dimensions) (Gomory, 1958 (Gomory, , 1963 ) that separates the two protein classes. Ideally, all class A proteins should be found above, and all class B proteins should fall below the plane.
Zero-width cutting planes apply an infinitely small score difference to discriminate between two protein classes. This can easily lead to overtraining and poor generalization, as training sets represent only a limited spectrum of the variability in a protein class. Consider a protein from the training set located close to the plane, and its untrained relative, identical apart from a single conservative substitution. The slight differences in average hydrophobicity and bulkiness, while leaving the biological function unaffected, may push the untrained protein over to the wrong side of the cutting plane. To overcome this problem, we enforce a minimal difference in the sum of weighted property values between the two classes. Geometrically, this corresponds to a separating ('dead') zone of width δ:
A wider separating zone reduces the chances of misclassifying untrained proteins at a cost of an increased number of unclassified entries. Note that the zone can be widened infinitely when the weights are also allowed to increase, and the robustness of the predictions does not improve. Therefore we impose an upper limit to the sum of the absolute values.
Misclassification minimization
Minimizing the number of misclassified (and unclassified) proteins could be formulated as a binary programming (Gomory, 1963; Beasley, 1996) model:
where m a is a binary variable indicating whether protein a is misclassified (m a = 1) or not (m a = 0), and M is a large positive constant exceeding the value of the largest violation. We minimize the sum of the binary variables. As no fractional values are allowed, this is a nonlinear model to be solved by either the branch-and-bound (Land and Doig, 1980) or the branch-and-cut algorithm (Padberg and Rinaldi, 1991) . A separate linear programming relaxation is solved for most combinations of the values of binary variables. Binary optimization of the over 3000 proteins would require 2 3000 ≈ 10 903 relaxations . Quadratic programming models (Mangasarian, 1965) would pose similarly prohibitive CPU-requirements. Instead, we apply a reasonably fast iterative approach based on Violation Minimization (VM), also called Robust Linear Programming (Bennett and Mangasarian, 1992) . The binary (nonlinear) variables m a and m b in (Eqs 6-7) are replaced by the continuos, linear and nonnegative variables z a and z b , the extents of violations from the correct side of the separating zone:
For each segment a in class A :
For correctly classified proteins, z a = 0 and z b = 0. For misclassified and unclassified class A proteins, z a is the absolute value distance from the upper edge of the separating zone. We minimize the sum of violations:
where n A and n B are the numbers of sequences in reference sets A and B; and the constant (0 ≤ λ ≤ 1) ensures the application-specific balance between sensitivity and selectivity. λ values exceeding 0.5 penalize false negative class A predictions more severely than false negative class B predictions.
Iterative Reduction of MisclAssified proteins (IRMA)
Our major improvement to the violation minimization model refers to the treatment of misclassified entries. The solution for violation minimization, in contrast to the binary model in Eqs (6-7), is more sensitive to a few large violations than to several smaller violations. Erroneous annotations in the reference sets (declaring some secreted proteins as 'cytosolic' or vice versa) can produce artefact violations that may considerably exceed the magnitude of real violations. Such incorrect data may dislocate the separating zone, resulting in an unjustifiably large number of misclassified proteins. We reduce this effect considerably by iteratively eliminating a predetermined proportion (between 5 and 25%) of proteins with the largest violations in the previous optimization, then resolving the VM model. Several elimination-resolution cycles can be applied.
Flexible length segments
Weights can only be optimized over fixed length segments. The first of the three segments was the amino-terminal pentapeptide. The hydrophobic segment was the central decapeptide of each SP or the decapeptide with the highest hydropathy value in each cytosolic protein. The carboxyterminal segment spanned the last 8 residues of the SP plus the amino-terminal 3 residues of the passenger protein, or residues 18-28 in cytosolic proteins. From the resulting weights, individual scores were calculated for each amino acid in each segment. During predictions, the hydrophobic segment was extended from any high-scoring residues in positions 5 to 30 so as to maximize the composite score of the three segments. The amino-terminal segment was extended up to the start of the candidate hydrophobic segment. This hydrophobic segment was followed by the carboxy-terminal segment involving the predicted cleavage site plus the amino-terminal tripeptide of the passenger protein.
Cleavage site predictions
For correct locations, the score of the positive window should exceed the scores of any negative window by the width of the separating zone; otherwise a violation z a is assigned as before. The positional preferences p cleav(a) for the real cleavage sites and p f rame (a,e) for the negative windows, helped us to eliminate extremely short or long SP candidates. These variables express differential chances of positions to become a cleavage site. In order to reduce CPUrequirements, only the nonredundant set of properties was used over the nonredundant set of SPs.
Implementation
Simplex, dual simplex, and barrier solver optimization algorithms of the CPLEX Package (ILOG Corp., 1998) under AMPL (A Modeling Language for Mathematical Programming) interface (Fourer et al., 1993) were implemented on a SUN High Performance 10000 workstation equipped with 3 Gb of memory and 4 parallel processors. This configuration was necessary because unlike a usual production model with over 90% zero coefficients, the cleavage site model has 21 million nonzero coefficients in 23 411 rows and 3331 columns, as most of the properties have nonzero values. Some cleavage site models required days to solve, while the SP prediction model was solved in 2 h of CPU-time. PHYSEAN, our general-purpose prediction program is written in the PERL programming language, capable of analyzing hundreds of thousands sequences in a few days. Input to the method is the query amino acid sequences, properties of the 20 amino acids, and weights of the diagnostic properties.
