Abstract The use of attribute maps for 3D surfaces is an important issue in geometric modeling, visualization and simulation. Attribute maps describe various properties of a surface that are necessary in applications. In the case of visual properties, such as color, they are also called texture maps. Usually, the attribute representation exploits a parametrization g : U ⊂ R 2 → R 3 of a surface in order to establish a two-dimensional domain where attributes are defined. However, it is not possible, in general, to find a global parametrization without introducing distortions into the mapping. For this reason, an atlas structure is often employed. The atlas is a set of charts defined by a piecewise parametrization of a surface, which allows local mappings with small distortion. Texture atlas generation can be naturally posed as an optimization problem where the goal is to minimize both the number of charts and the distortion of each mapping. Additionally, specific applications can impose other restrictions, such as the type of mapping. An example is 3D photography, where the texture comes from images of the object captured by a camera [4] . Consequently, the underlying parametrization is a projective mapping. In this work, we investigate the problem of building and manipulating texture atlases for 3D photography applications. We adopt a variational approach to construct an atlas structure with the desired properties. For this purpose, we have extended the method of Cohen-Steiner et al. [6] to handle the texture mapping setup by minimizing distortion error when creating local charts. We also introduce a new metric tailored to projective maps that is suited to 3D photography.
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Introduction
In the quest of reconstruction of high-quality 3D models, we have to give attention to both surface shape and reflectance attributes. Most high-end 3D scanners sample the surface shape at a high resolution. For this reason the difference between a good and a bad reconstruction is how the surface reflectance attributes, such as color, normal, illumination, etc, are captured and applied to the model.
Assuming that we have a 3D model of an object and a number of photographs of it (with known camera parameters), there are some aspects that have to (or could) be considered when constructing a textured model from the acquired images:
1. How to create a correspondence between regions of the 3D mesh and sections of the input images in order to reduce the texture distortion inherent in the image-tosurface mapping? 2. With these correspondences defined, how to use the frequency content of each image in order to create a space-optimized texture? 3. How to reduce the color discontinuity between image sections that maps on adjacent regions of the surface, caused by different illumination conditions when capturing the images?
The third question could be solved using the information of the texel color-difference between neighboring charts to smooth the color variation in the texture. The first two questions demand a structure that would make possible to create a correspondence (or mapping) between the 2D image sections and 3D surface regions, and the answer is texture mapping. This technique is based on mapping an image (either synthesized or digitized) onto a given surface, which requires a parametrization g : U ⊂ R 2 → R 3 of it. A parametrization is obtained easily when the surface is defined parametrically, which is not the case of the most 3D meshes. And even if we got this global parametrization, it will probably introduces distortions into the mapping.
A solution to this problem is to use an atlas structure, a set of charts defined by a piecewise parametrization, such that each chart is associated to a region of an input image through a parametrization that is a projective mapping. The use of a atlases was explored in several areas: 3D photography [4] , surface representation [14] , painting [5] , etc.
Due to the flexibility of using the atlas framework, we could give attention to several aspects when constructing texture atlases from a set of images. In our case, we are interested in minimizing the number of charts, the mapping distortion and the texture map space (based on frequency analysis). Since these three problems are examples of optimization, we adopt a variational approach [6] when creating the charts, in order to obtain a partition that minimizes the aspects cited above, differently from other approaches [4, 5, 10, 14] , which constructs texture atlases in a greedy fashion.
Contributions. We propose a new method for generating texture atlases from a set of photographs, based on a variational surface partition scheme. The variational approach allow us to pose texture atlas construction as an optimization problem, such that several aspects can be taken in consideration when defining the charts of the atlas. In particular, we explore two aspects in the process: construct local charts with small distortion and similar texture detail content. From these aspects we define a distortion-based and a frequency-based metric, and develop a surface partitioning algorithm that seeks a partition that minimizes them. In addition, we develop a new diffusion method to eliminate the color discontinuity between adjacent charts due to non-uniform illumination conditions of the photographs.
Overview
In this section we present our variational texture atlas approach for texture reconstruction. Assuming that we have a 3D model (more specifically, a triangle mesh) of an object and a number of photographs of it (with known camera parameters), we want to reconstruct a texture for this model with the following requirements:
-Reduced distortion in the image-to-surface mapping -Space-optimized texture map based on the frequency analysis of the photographs -Reduced color discontinuity between image sections that maps on adjacent regions of the surface To achieve this requirements we develop a variational method to construct a texture atlas, such that each chart of the atlas is associated to a region of an input image through a parametrization that is a projective mapping, and a diffusion algorithm that uses the color and illumination difference between images assigned to adjacent charts to create smooth transitions between them. The variational method aims to optimize the surface partitioning problem with respect to a distortion-based and a frequency-based metric.
Our method follows the main steps of the process of generating texture atlases, with some modifications:
Surface partitioning. In this step we partition our input surface into a set of charts. As we said before, we pose the surface partitioning process as an optimization problem, in the way that our partitioning algorithm looks for a partition that minimizes the number of charts, the atlas mapping distortion (through a distortion-based metric that takes into consideration the projective mapping of each camera) and the texture map space (based on a frequencybased metric which uses the frequency content of the image regions associated to each chart). This step will be detailed in Sects. 3 and 4.
Parameterization, discretization and packing. Since we are constructing a texture atlas from a set of images, the underlying parametrization of each chart is the projective mapping of the camera associated to that chart. Once the model is decomposed into a set of parameterized charts, we can go further to the step of packing them. We simplify this problem by approximating each chart with the least-area rectangle that encloses it. We describe the parametrization and discretization process in Sect. 3.3, and in Sect. 4.3 we present our method to pack the charts in texture space.
Texture color smoothing. Due to different illumination conditions when capturing the images of the object, adjacent charts that are mapped to regions from different input images could present intense color discontinuity. In Sect. 5 we propose a new blending method based on the diffusion equation and multigrid computing, which diffuses the color difference between the frontier zone between adjacent charts.
Distortion-based atlas generation
In seeking for a good texture atlas, the primary objective is to minimize distortion, such that large texture distances are not mapped onto small surface distances. A strategy is to define an energy functional for the mapping, and to try to minimize it. In our case, we adopt the atlas mapping distortion as this energy functional, and a heuristic in order to not produce too many charts. This functional is calculated from a distortion-based metric, a variation of the L 2,1 [6] , which allow us to "score" a partition in terms of mapping distortion. Given a chart C i and its associated camera c i , with normal n i , the distortion metric D is then:
Section 3.1 explains how the visibility of the model is determined. In Sect. 3.2 we describe our variational approach to construct an atlas structure for this problem. Finally, in Sect. 3.3 we detail how the atlas is parametrized.
Visibility calculation
The first problem that we have to take into consideration when constructing a texture map from a set of images is the visibility problem, since we only want to map a particular photograph onto the portions of the scene that are visible from its camera viewpoint. Unfortunately the OpenGL implementation of projective texture mapping does not perform such visibility tests.
There are several algorithms that solve the problem of visibility calculation (z-buffer, ray tracing, list priority algorithms, area subdivision algorithms, etc.). For simplicity and efficiency purposes, we decide to implement an extension of the z-buffer algorithm, based on the hardwareaccelerated OpenGL rendering.
For each face in the model, we determine from which cameras it is visible as follows: 1. Assign each face an index. 2. For each camera position, render the faces of the scene with z-buffering using the face index as their colors and save image.
3. We project each face using the model-view and projection matrix of each camera. Then we iterate over the pixels of the z-buffer image in the bounding box of the project face until its end or find a pixel with the same color of the face. If the color of the face is the present in the bounding box, we know that it is visible from that camera. Although this implementation is very efficient, its accuracy depends on the viewport resolution of the face size. Due to this fact, multiple faces could be projected onto the same pixel (very small faces or faces that are on a surface nearly parallel to the view direction). To solve this problem we adopted a solution given by [4] : in each pass render only the faces not yet detected as visible, until all faces are detected as visible. As consequence of this process, we know the set of cameras from which each face can be seen.
Distortion-based mesh partitioning algorithm
In this phase we give attention to two aspects of our atlas construction process: minimize the mapping distortion, in order to reduce texture stretch, and minimize the number of charts, in order to have as large as possible continuous surface areas which are assigned to the same image.
This first problem is fundamental because the most orthogonal camera to each face is the one which image has the most accurate color information for that face. The second problem has to be attacked because an excessive number of charts will cause problems related to color discontinuity between different parts of texture, besides increasing the texture map space.
Considering this tradeoff between the number of charts and mapping distortion, we develop a method for mesh partitioning, described in Algorithm 1.
Algorithm 1. distortionBasedPartitioning()
np ← 0 /*number of charts*/ while np is increasing do np ← chartAdding() chartGrowing() end while chartMerging()
Each step is described as follows:
Chart adding. In order to bootstrap the process, we select the low-distorted face to each camera to be a seed for the chart growing process, based on the distortion-based metric:
where c represents the camera (with direction n c ) and f the face (with direction n f and area a f ). For each seed we create a chart. After performing the chart growing step, every face of the mesh belongs to a chart. We will add a new chart to the atlas using the face with the biggest dis-
as seed, what is in spirit a farthestpoint heuristic. We add charts until we cannot select a face whose neighbor's best cameras (those with low-distortion in respect to the neighbors) are the same of the face, in order to minimize the number of charts.
Chart growing. The problem of chart growing can be stated as follows: given n seeds representing the n charts, assign each face to a chart. We create this partition by growing all the charts simultaneously using the flooding algorithm proposed by [6] and the D metric. Just like the Lloyd's algorithm [11] , we want to cluster faces with low distortion D( f, c), in order to obtain a better partition (i.e., a partition with distortion smaller than the previous partition, what shows the variational nature of the method).
The algorithm proposed by [6] , with some modifications, is described as follows: 1. For each seed face f of the chart C, we insert its three adjacent faces in a priority queue ( f 1 , f 2 and f 3 ), with priority equal to the distortion error between these faces and c) ) and a tag representing C. 2. With these 3 · number o f charts in the queue, we perform the growing process as follows: (a) Pop out a face f from the priority queue (the face with smallest distortion will be popped out). what means that each face of the model has been assigned to a chart. We repeat alternately the phases chart adding and chart growing until we cannot add a new chart to the partition (from the restrictions that we have imposed). In Fig. 1 we show an example of this algorithm. Chart merging. Although we worried about the tradeoff between the number of charts and mapping distortion in the chart adding/growing process, still it is possible to reduce the number of charts, without increasing the mapping distortion. This reduction is possible because the resulting partition may contains adjacent charts assigned to the same camera. Since such as charts have the same projective mapping, the distortion in the texture-to-surfacemapping after merging them will be the same. After this merging operation the number of charts of Fig. 1 is reduced to 39.
Parametrization and discretization
We have concluded the first step of the texture atlas construction process: partition the mesh in a small number of charts, based on the distortion in the texture-to-surfacemapping, such that each chart is associated to the image that contains the most accurate color information for that. The second step of the process (chart parametrization) is not a problem for us, since the parametrization of each chart is the projective mapping of its associated camera. Hence, each projected chart on its image is used as the parametrization domain for the surface chart.
The mapping between a parametrization domain and surface domain is defined using discrete sets of values: the projected chart and the model coordinates. This is done by projecting each chart boundary onto its associated image, using the correct camera parameters. Figure 2 shows an example of mapping a texture atlas on a 3D model.
Chart frequency analysis
Image resolution can be understood as its capacity to discriminate information of a given object. Although an image has a fixed resolution, the object texture has dif-ferent levels of detail. For this reason, an image has the potential disadvantage of using space inefficiently. Portions comprising low spatial frequency content require as much space as those with much higher spatial frequencies. As an example, faces of humans need high resolution details in areas such as eyes and mouth, while the appearance of other regions can be captured with fewer pixels per unit area.
This wasted space may not matter to applications which rely primarily on small, repeated textures to enhance the appearance of a simple environment. However, the production of realistic environments often requires the use of large textures which are uniquely applied to individual surfaces.
Texture frequency analysis for space optimization was explored in several works. In [8] a frequency map for the image is computed, using Fourier analysis. They partition the image based on this analysis to equalize the frequency content of each partition. Although this method is effective and simple, the resulting optimized image contains discontinuities. This idea is better explored in [1] , in which the Fourier analysis is substituted by a wavelet analysis. From this analysis, a warping function is generated to uniformly distribute frequency content of the image.
Motivated by these works and by [5] , in which a multiresolution texture atlas is constructed from a texture frequency analysis, we develop a method to construct multiresolution texture atlases which uses the same variational algorithm of Sect. 3.2, but with a frequency-based metric.
In Sect. 4.1 we explains how to assign a "detail content" to each face of the model. Section 4.2 describes the variational method to split the charts using a frequencybased metric. We show in Sect. 4.3 how to pack the charts in a texture map.
Computing frequency content
In order to create space-optimized texture maps we have to eliminate the wasted space caused by low spatial frequency regions in our texture map. This is achieved by analyzing the frequency content of each chart of our atlas and partitioning them in regions of similar detail information. In this way we have to add a new attribute to the faces, its frequency content, which is calculated from the Laplacian pyramid [3] of the input images, a decomposition of the images into a hierarchy of images such that each level corresponds to a different band of images frequencies.
The first level of the Laplacian pyramid contains the highest frequency regions of the input image, so if the texture region of a face has a very sharp edge, we will assign this level to the face. Naturally we will assign lower levels to faces whose texture region have little detail information. But how to decide which level?
Following [12] , in which Mallat has proven that the local image regularity is characterized by the decay of the wavelet transform amplitude across scales, we have a way to decide which level of the Laplacian pyramid assign to each face.
For each face of the mesh, we project its coordinates onto the images of different levels of the Laplacian pyramid (constructed from the input image linked to the face associated chart). The "detail content" of the face in a given level is the maximum pixel value of the face projected region on that level. A decay of the detail content between the level k − 1 and k means that from the level k we are losing frequency content of the projected region. Therefore the Gaussian image correspondent to level k − 1 of our Gaussian pyramid is the last image that preserves the detail content of the face. In this way, the level that we have to assign to that face is level k − 1.
Frequency-based chart splitting
Until now we have had an atlas structure such that each chart of the atlas is associated to a section of one input image, in a way that the texture map distortion is minimized. Given the fundamentals of the previous section, we develop an algorithm to split the charts based on the frequency content of the their faces. Our atlas structure is then modified: each chart of the atlas is associated to a section and a pyramid level of one input image. However, the atlas distortion does not increase or decrease, since in this process we do not change the face-to-camera mapping. Figure 3 shows the results of this method on the Branca model.
We apply the same algorithm developed in Sect. 3.2 with two modifications: -Instead of a distortion-based metric, we now use a frequency-based metric. -We apply the process in each chart separately, since we the results obtained when using a mapping distortion based metric are more relevant to our problem.
From Fig. 3b we can see that the noise of the input images is captured. In order that our algorithm obtains Fig. 3 . Detail content and frequency-based chart splitting better results, it is preferred to have as large as possible continuous surface areas with the same detail content. To achieve this, we adopt an iterative greedy approach: for each face, we assign to that face a higher detail pyramid level if that minimizes the number of different levels adjacent to that face.
We then apply the algorithms chart adding, chart growing and chart merging from Sect. 3.2 on each chart separately with a frequency-based metric:
where l represents the level of the chart and f the face (with level l f and area a f ), creating in this way a set of sub-charts, clusters of faces with similar frequency content. Figure 4 shows an example of mapping this multiresolution texture atlas of 9 charts, where the charts are linked to a section of a input image (letters) and a level of the Laplacian pyramid (numbers).
Packing
At this point of the process, we have a number of charts, each one linked to a section of one input image and a level of the image Gaussian pyramid, through a parametrization that is the projective mapping of its associated camera. These texture charts need to be packed efficiently into a single texture map. But how?
We adopt a heuristic similar to [13] , but simpler. Basically, for each chart, we clip the bounding box of its texture region (by projecting the 3D points onto the image using the associated camera parameters). In fact we clip a 1-texel bigger bounding box to avoid rendering artifacts at chart boundaries, such as discontinuities.
We then sort these clipped regions by height and, in order of decreasing height, place them sequentially into Fig. 4 . Mapping the multiresolution texture atlas rows until a inserted region exceeds the texture map width (given by the user). If this happens, we place this region just above the first region of the previous row, until all charts have been inserted in the texture map. We could use a better packing algorithm, but the texture compression given by our frequency analysis makes the size of the texture atlas small enough for our purposes.
Improving color continuity
One of the major problems when constructing a texture map from different images is the color discontinuity between the parts of the mapped texture. This discontinuity is originated by different illumination conditions while capturing the images, since the photographs are taken by modifying the relative position between the camera/light source and the object.
A solution to this problem, as proposed by [4] , could be reached using the redundant information of the texture map. In [4] the frontier faces (those that are the frontier between charts) are represented in a redundant manner in the texture map, what means that if a face f is on the frontier between two charts c 1 and c 2 , the texture map stores the color information of the face when using the mapping to image i 1 assigned to chart c 1 and when using the mapping to image i 2 assigned to chart c 2 .
Although we do not represent any faces of our model in a redundant manner (since our texture atlas is obtained from a partition of the model, and consequently, no face belongs to more than one chart), we know that two faces share a common edge. So, if a edge is shared by two frontier faces, this edge is mapped twice in the texture map, with the color and illumination information from two different images. Figure 5 illustrates, for the 1D case (axis x represents the pixels and axis y the colors), how this redundant information could be used to smooth the transition between two adjacent regions. In this example the discontinuity of two functions happens at the pixel x f . At this pixel function f 1 has color c 1 and function f 2 has color c 2 . Let c 1,2 be the mean color of c 1 and c 2 . So the difference c 1,2 − c 1 is how do we have to change the color of x f when it is assigned to the function f 1 to became compatible with color c 2 (the difference c 1,2 − c 2 is used in the same way). Once these "correction factors" have been calculated, we can propagate this difference in order to create a smooth transition between the functions.
In our case, as mentioned before, each frontier edge is projected twice in the texture map. For each one of these edges we compute the color difference between corresponding texels in the two projected lines (correction factors), in order to create a signed RGB image (called "texture correction image"). With these factors calculated we are able to perform a diffusion of them over the whole texture space. But how to do that in a efficiency and accurate way? In [4] they develop a method to diffuse the sparselydefined texels (correction factors) of the texture correction image based on the pull-push interpolation method described by [7] , which uses a pyramid algorithm to fill in gaps. Basically this method computes a gaussian pyramid of the texture correction image and fills the void texels in the successive higher resolution images by a bilinear interpolation of the correction factors in the lower resolution image, until all the texels of the higher resolution texture correction image are filled.
We develop a new method which produces smoother results, since it is not based on interpolation. For the problem of sparse interpolation we consider the sparse points (correction factors) as heat sources and solve the problem applying the heat (diffusion) equation on each heat source, which represents the flow of heat from that source. This solution was also explored in the method for approximating lighting on 2D drawings by [9] . In the implementation the correction factors between frontier edges remain fixed; unknown values texels are relaxed across the image.
Given a field of values P to be interpolated, and a velocity field V , initially zero, each iteration is computed by:
As experienced by [9] , values d = 0.97 and k = 0.4375 minimize the time of convergence. Iterations are run until the mean-squared velocity per pixel reaches a error tolerance (equilibrium temperature). Figure 6 shows an example of applying the diffusion on a texture map constructed from an atlas of five charts.
The problem of this method is that the diffusion equation takes a long time to converge. A solution to this efficiency problem is to explore the multiscale idea of the pull-push interpolation method. We use a multigrid solver (detailed in the tutorial [2] ), since it is very used to solve partial differential equations on a 2D grid. A multigrid solver has two basic operators: restriction and prolongation:
-Restricting: A sequence of lower resolution images is constructed from the texture correction image, such that no texel values are void in the lowest resolution. We apply this method on each chart separately, since we are only considering the influence of adjacent charts to smooth the interior area of a chart. Since the convergence time of the diffusion equation depends on the size of the missing region, which is reduced when applying the prolongation operator, our multigrid method is very efficient.
After constructing this smooth correction texture image, we add it to the previously calculated texture map, obtaining a uniform and continuous texture map (Fig. 7) . 
Results
We have applied the method on two target objects, the Branca model, which was acquired from a set of 3 images, and the human face model (gently yielded by the ISTI-CNR), acquired from 6 images. Table 1 presents general quantitative results of the atlas construction process on the two models. Stretch efficiency is the total surface area in 3D (sum of the patches area) divided by the total chart area in 2D. Packing efficiency is the sum of chart areas in 2D divided by the rectangular texture domain area. We can separate the packing efficiency into intra-rectangle efficiency (the sum of chart areas in 2D divided by the sum of rectangles areas) and inter-rectangle efficiency (the sum of rectangles areas divided by the rectangular texture domain area). Therefore packing efficiency = intra-rectangle efficiency x interrectangle efficiency. For these results, we have ignored the overhead that would be caused by the 1-texel gutter required between charts (see Sect. 4.3). The method efficiency, called texture efficiency is the stretch efficiency times the packing efficiency. Since the atlas produced for the human face model has almost 8 times the number of charts of the one produced for the Branca model, the texture efficiency of the last one is smaller. Figure 8 shows an accuracy comparison between the texture models obtained by our algorithm and by [4] with the original object images. Despite the good accuracy of the two methods, we pose texture atlas generation as an optimization one, in way that our method tries to generate a partition that minimizes the stretch distortion and the number of charts. For this reason our method gives better results and produces fewer charts than [4] .
Conclusions and future works
In this work we have proposed the use of an optimization method in the construction of multiresolution texture atlases from a set of images. The variational scheme allows us to construct well-partitioned, low-distorted and space-optimized texture atlases. In addition, we have applied packing techniques in order to reduce the space of charts, and blending methods, to increase the color coherence between adjacent patches. Our method, while simple, is effective, as results have shown.
We have implemented a simplified packing algorithm. We would have better results, in respect to packing efficiency, if we pack the charts boundary directly rather than their bounding rectangles (like [10] and [14] ). Another area of research is to examine how best to address the trade-off between atlas distortion and the number of charts.
We could also exploit the construction of atlases with other surface attributes, like normal and displacement fields, in order to allow the user to create/modify any kind of attribute maps through an attribute editing application which could be used for modeling operations, for example, based on normal maps created/modified by a user.
