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We formulate an optimization problem
of Hamiltonian design based on the varia-
tional principle. Given a variational ansatz
for a Hamiltonian we construct a loss func-
tion to be minimised as a weighted sum of
relevant Hamiltonian properties specifying
thereby the search query. Using fractional
quantum Hall effect as a test system we
illustrate how the framework can be used
to determine a generating Hamiltonian of
a finite-size model wavefunction (Moore-
Read Pfaffian and Read-Rezayi states),
find optimal conditions for an experiment
or "extrapolate" given wavefunctions in
a certain universality class from smaller
to larger system sizes. We also discuss
how the search for approximate generating
Hamiltonians may be used to find simpler
and more realistic models implementing
the given exotic phase of matter by exper-
imentally accessible interaction terms.
1 Introduction
In quantum physics one often starts by postulat-
ing a Hamiltonian of the system and studying its
properties. Inventing a simple minimal Hamilto-
nian capable of capturing a physical phenomenon
is an art and an important step towards design
and control of quantum systems.
Nature often operates with Hamiltonians that
include a mix of such simple terms. Navigating
this "Hamiltonian space" efficiently is crucial for
designing a (numerical) experiment that best ex-
hibits the physics we are after. In addition, be-
cause of the often non-trivial interplay of simple
model terms, combining them we could as well
find completely new phenomena as exemplified by
the recent discovery of the many-body-localised
phase [4, 14, 34] found for the disorder, hopping
and interaction terms mixed in an appropriate
proportion.
A substantial progress [6, 31, 59, 60]
on the central problem of solving a given
quantum Hamiltonian numerically has been
achieved in recent decades. Variational
principle is widely used in order to min-
imise 〈ψansatz({γi})|H|ψansatz({γi})〉 yield-
ing an approximation to the ground state
|ψansatz({γi}optimal)〉 determined by the optimal
values of the variational parameters {γi}. Var-
ious methods differ by the choice of the ansatz
and minimisation strategy and can be purely
numeric or utilise quantum hardware [35] to
evaluate the Hamiltonian expectation value 1.
For many classes of systems we now have a tool
capable of solving a Hamiltonian and deducing
its relevant properties. In this situation one
may wonder if we could systematically look
for the Hamiltonian that optimises the said
properties thus making the Hamiltonian depen-
dent on variational parameters instead of the
wavefunction.
In this work we present a variational framework
that automates the search for Hamiltonians that
are best in some user-defined sense. Examples
of the search queries may include: "What is the
most stable Hamiltonian with certain quasiparti-
cle braiding statistics?" or "How do I combine the
limited number of experimentally accessible in-
teraction terms such that the many-body ground
state is in the desired universality class?" The
applications we will illustrate are finding parent
Hamiltonians for model states, "extrapolating"
the model states to larger system sizes and iden-
tifying the optimal conditions for an experiment.
One of these tasks, finding the generating (en-
tanglement) Hamiltonian given an eigenstate at-
tracted interest in literature recently [7, 18, 41,
56, 62]. Given a reference wavefunction one
chooses a set of hermitian operators hˆi that form
an operator basis in the considered Hilbert space
1 The way more general practical classical optimisation
tasks can profit from using quantum hardware is exem-
plified by the Quantum Approximate Optimisation Algo-
rithm [10]
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or its subspace such that the Hamiltonian of in-
terest can be expanded as H = ∑i αihˆi. Us-
ing the basis operators and the reference wave-
function a "covariance" matrix is formed whose
0-eigenvalue eigenvectors (if they exist!) spec-
ify the real coefficients αi providing the expan-
sion of a unique local hermitian operator for
which the original wavefunction is an eigenvec-
tor. A more experimentally-relevant approach [3]
constructs an analog of the "covariance" matrix
based on the measurement of sufficiently many
locally-supported operators in an eigenstate or a
Gibbs state but doesn’t need the access to the full
wavefunction. In general, the possibility of re-
covering the full Hamiltonian from a single eigen-
state is best understood for local and ergodic sys-
tems [13, 54] (obeying some form of the eigenstate
thermalisation hypothesis [9, 46, 52]).
Numerical optimization may be used to solve
the inverse problem for the ground states of lat-
tice Hamiltonians described by quantum field the-
ories with emergent Lorentz invariance [56] or
to find an effective Hamiltonian that best repro-
duces a given spectrum or entanglement spec-
trum [12]. The problem of finding a density
matrix that fits a given reference density ma-
trix [1, 23, 25] has been considered for lattice spin
models and named Quantum Boltzman Machine.
It may be used to approximate the Hamiltonian
that generates a given density matrix.
Quantum device certification or inferring the
Hamiltonian implemented in a particular experi-
mental device is an adjacent field on the experi-
mental side where the knowledge of the full wave-
function is usually not assumed. The input is
rather the outcomes of the measurements per-
formed on the device and one of the main chal-
lenges is the reduction of the number of measure-
ments and computational resources required to
restore the Hamiltonian. Progress in this direc-
tion has been reached using the compressive sens-
ing techniques for generic Hamiltonians [47] and
by constraining a Hamiltonian ansatz with the
outcomes of local measurements [8]. Further effi-
ciency improvement may be achieved by utilising
the Bayessian experimental design ideas to choose
the most "informative" measurements while the
experiment is being made avoiding the need of
storing previous results and delivering confidence
regions along with the estimate of the most likely
Hamiltonian parameters [15]. Bayessian inference
has also been used to estimate the Hamiltonian
based on the parameter dependence of certain ob-
servables [55]. Yet another approach to inferring
an experimental Hamiltonian given a guess for its
form uses a neural network-based protocol [57].
Finding parent Hamiltonians based on the "co-
variance" matrix construction [3, 7, 18, 41] is
appealing as the least computationally demand-
ing method. The main problem of this approach
is stated in Ref. [18]: "An obvious drawback is
that the method guarantees that |ψ0〉 is an ex-
act or approximate eigenstate of H, but not that
it is the ground state". Ref. [18] further pro-
vides an example where the "covariance" matrix-
based method finds a symmetry operator and
not a Hamiltonian. In contrast, the method de-
scribed in this work avoids both problems by de-
sign. When applied to find a parent Hamiltonian
it ensures that the given reference state is approx-
imated by the ground state of the Hamiltonian
found.
Our method does not rely on building a "co-
variance" matrix or its analogues which allows
us to generalise the way the Hamiltonian is
parametrised. In fact, we only assume that the
map from the space of real variational parame-
ters into the space of Hermitian operators is con-
tinuous but do not require that the variational
parameters are the basis expansion coefficients.
This greatly broadens the range of possible ap-
plications of the method beyond finding parent
Hamiltonians with one of such applications dis-
cussed in Sec. 4.3.
In the context of searching for parent Hamil-
tonians the idea of using numerical optimisation
of the basis expansion coefficients in cases when
the "covariance" matrix approach doesn’t yield
an exact parent hamiltonian has been expressed
in Ref. [18]. The authors report however that the
parameter updates, they used (based on the lin-
ear Newton scheme) did not yield a stable or ro-
bust method. In this work, we point out that the
robustness of the optimisation is directly linked
to how well-behaved the optimisation landscape
is, the property that can be controlled by the loss
function composition. The loss function combin-
ing multiple terms allows us to successfully ap-
ply optimisation for finding parent Hamiltonians.
For the reference states we consider we are able
to reproduce (see Sec. 4.1.1 and 4.1.2) the exact
and approximate generating Hamiltonians known
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in literature from analytical studies or manual pa-
rameter swipes.
In the context of another application, the op-
timal experiment design, we further illustrate
the importance of an organised update strategy.
In particular, we show how even the non-linear
gradient descent requires unpractical number of
steps for convergence compared to the non-linear
conjugate gradient descent (used in this work)
even in a simple two-dimensional landscape con-
sidered in Sec. 4.3. It is conceivable that the lin-
ear Newton scheme considered in Ref. [18] would
land in an irrelevant local minimum of a rough
landscape generated by a single-target loss func-
tion when not accompanied by restarts or any
other strategy for exploring nearby valleys.
For the task of parent Hamiltonian finding our
approach is new in that it seeks to optimize a
weighted combination of several measures as op-
posed to using only one of them and relaxes some
physical assumptions such as emergent Lorentz
invariance. Additional terms allow us to refine
the search and look for the Hamiltonian that is
not only in the same phase of matter as the refer-
ence state but also has other favourable proper-
ties such as energy gap or entanglement entropy.
We can work with any continuous parametrisa-
tion and find a solution even when the set of avail-
able Hamiltonian terms is limited.
Specification of the terms entering the loss
function and their weights determines the partic-
ular application. We note that while the presence
of a term deriving from a certain reference wave-
function such as overlap is necessary for finding
parent Hamiltonians no reference state is needed
for many other applications. For example, one
may be interested in "the most chaotic" Hamil-
tonian in a certain variational family. One might
then consider the spectral average of nearby gaps
ratio as a measure of chaos [2], optimising which
would require no reference wavefunction. It is the
flexibility in the loss function design that leads
to the generality of the method being presented.
At the same time, as discussed in Sec. 2.3 the
presence of multiple terms in the loss function
improves the convexity properties of the optimi-
sation landscape and renders the optimisation ap-
proach more practical and robust.
We describe our framework in Section 2, briefly
introduce fractional quantum Hall effect, our test
system, in Section 3 and present some of the pos-
sible applications in Section 4.
2 Method
2.1 Hamiltonian parametrisation
We assume the existence of an ansatz for the
Hamiltonian that continuously maps a parame-
ter vector {γm} from a convex subregion of RM
into a valid Hamiltonian operator.
One way to achieve this is by linearly combin-
ing M "basis" operators {Oˆbm} into a sum with
coefficients given by M real parameters γm:
H =
M∑
m=1
γmOˆ
b
m. (1)
This form is useful if we would like to consider
Hamiltonians made of certain type of terms (say,
only translationally invariant Hamiltonians with
nearest-neighbour couplings). In the experimen-
tal context {Oˆbm} may be the set of all experi-
mentally accessible interaction terms.
On the other hand as discussed in Sec. 4.3 the
Hamiltonian parametrisation may be given by
a theoretical model that constructs an effective
Hamiltonian given the values of the variational
parameters {γm}. In any case we assume some
pre-defined general structure of the Hamiltonian
such that the number of variational parameters
only grows polynomially with the system size, not
exponentially.
2.2 Loss function
The ultimate goal is to search the variational
space of Hamiltonians and find the optimal point
{γom} minimising a loss function LF made of a
weighted sum of several observables. We de-
fine below the observables used in this work
whereas any real, single-valued, piece-wise con-
tinuous functions of the variational parameters
may be used in general.
Relative Energy variance is defined for a
given reference wavefunction |ψr〉 and a Hamilto-
nian HO as
(σrE)2 =
〈ψr|H2O|ψr〉 − 〈ψr|HO|ψr〉2
〈ψr|HO|ψr〉2
. (2)
In case |ψr〉 is an eigenstate of HO this quan-
tity is zero. Otherwise its magnitude can be used
as a measure of how close is |ψr〉 to being an
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eigenstate of HO. We will quote (σrE)2 in our
results however in the optimisation we will use
σ2E = 〈ψr|H2O|ψr〉 − 〈ψr|HO|ψr〉2, which ensures
that the minimisation of relative energy variance
is not achieved by an increase in the ground state
energy.
We use two measures of similarity between two
wavefunctions. One is simply the absolute value
of their overlap or scalar product: | 〈ψ|ψr〉 |. An-
other measure can be defined if we view the two
wavefunctions as probability distributions in the
Hilbert space. The distance between such dis-
tributions can be defined as their relative en-
tropy also known as Kullback-Leibler (KL) di-
vergence:
DKL =
∑
i
α2i log(
α2i
β2i
), (3)
where αi and βi are the expansion coefficients of
the two wavefunctions in a basis |bi〉 spanning
the Hilbert space: |ψr〉 = ∑i αi |bi〉 and |ψ〉 =∑
i βi |bi〉. In case two wavefunctions are identical
their overlap is one and the KL-divergence is 0.
The KL-divergence only depends on the absolute
values of the wavefunction coefficients and not
their signs thus, its zero value is a necessary but
not sufficient condition for two wavefunctions to
be identical.
Further observables that will be used include:
ground state energy E0, energy gap ∆N for a par-
ticular system size N, energy gap extrapolated to
the thermodynamic limit ∆extr, symmetry gen-
erator quantum number evaluated in the ground
state.
In general, for any observable T ({γ}) a term
proportional to (T ({γ}) − Tref )2 may be added
to the loss function to select the solutions where
the value of the observable is close to the desired
value Tref .
The loss function LF will be a weighted sum of
the chosen observables evaluated for a particular
finite system size N : tNk or system-size indepen-
dent properties Ts
LF =
∑
k
wk
∑
N
GN t
N
k +
∑
s
wsTs, (4)
where GN are constant coefficients used to priori-
tise certain system sizes if needed (in most cases
we set GN proportional to the Hilbert space di-
mension) and the weights wk and ws are hyper-
parameters defining the importance of an observ-
able.
A regularisation term proportional to
M∑
m=1
|γm − γrefm | (5)
may be added to the loss function to look for a
solution in the vicinity of a certain reference point
in the parameter space {γrefm }.
In case one has access to the full finite-
temperature density matrix of the system the dif-
ference between reference and any other density
matrices may be measured by their relative en-
tropy [23, 25, 58].
We can define the desired search region in the
parameter space by adding a term quickly grow-
ing outside of it to the loss function. This may
depend on the application and is especially useful
when {γm} are experimentally tuneable parame-
ters for which a natural range of allowed values
exists.
To choose the weights for all the terms in the
loss function one may use the following strategy.
First, we can construct the loss function where all
the terms have approximately the same impor-
tance. Let’s assume that a loss function term Ts
has the optimal value T opts near the solution be-
ing sought. Obviously, we don’t know this value
exactly but for our purposes knowing the order of
magnitude suffices. For example, one may expect
the wavefunction overlap to be around unity and
the energy variance to be on the order of 10−5 for
a reasonable solution. To have all the terms be of
comparable importance we may start by choosing
the importance weight ws = 1/T opts . From here,
further adjustment of the weights may be made
depending on our final goal by introducing larger
than one factors for the measures of particular
importance. In this work we observed that the
solutions obtained do not strongly qualitatively
depend on the weights choice. We do however
list in the supplementary the exact values used
to simplify reproducing the results.
In principle, optimisation over the weights
defining the loss function may be made an ex-
ternal loop around the algorithm described here.
This external optimisation may be targeted to
fine-tune the result according to the trade off that
may arise between the important terms of the loss
function. The details of this trade off and the
strategy of handling it will be highly dependent
on the particular application and the desired re-
sult. The optimisation over the weights would
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also introduce a factor in the computational cost
proportional to the number of weights. For these
reasons we refrain from implementing the exter-
nal weight optimisation in this proof-of-principle
work and defer it to the future application-
oriented studies.
In this work we will use exact diagonalisation to
evaluate the observables of a given Hamiltonian.
Any other numerical tool suitable for a particular
application may be used instead.
2.3 Optimisation problem
We formulate the optimisation problem as fol-
lows: find the set of {γm} from a convex sub-
region of RM that minimises the loss function de-
fined in Eq. 4.
Ideally, the loss function should be designed
such that the optimisation problem has a unique
solution and is convex. A prominent feature of
non-convex problems is that there may exist mul-
tiple solutions to the problem and finding the
global minimum may be very hard. Although it
may appear problematic from the abstract math-
ematical point of view also in this case we can
obtain useful results by following several simple
strategies.
First, a non-convex function may be convex on
a sub-domain. A simple example is a cosine which
has many minima on [−∞,+∞] but only one on
[0, 2pi]. Adding a regularisation term (Eq. 5) to
the loss function that penalizes deviations from a
certain reference Hamiltonian is a way to profit
from this property. In the absence of a mean-
ingful reference Hamiltonian a trivial zero may
be used rendering the search to be the search for
the simplest, minimal model. In the experimental
context there is often a well defined preferred re-
gion of experimental parameters. Using a point
in that region as a reference we search for the
minimal deformation of the reference interaction
that optimises the properties of interest.
All the symmetries of the loss function w.r.t.
the variational parameters should be explicitly
broken by adding a corresponding term. Con-
structing the loss function out of multiple phys-
ical variables may be seen as another way of in-
creasing the chance of a unique solution.
Various general techniques have been devel-
oped in the field of non-convex optimisation. One
can start the optimisation from a several differ-
ent points and pick the minimum solution should
the converged results differ. Evaluating the Hes-
sian matrix may be used to escape a saddle point.
Adding some "temperature" over a few parame-
ter updates may help escape from a deep local
minimum.
Finally, for some applications finding a solution
may be of greater value than ensuring it is unique.
2.4 Optimisation algorithm
We use the non-linear conjugate gradient de-
scent [11, 39] algorithm (CGD) with restarts 2
which can be substituted with other optimisation
schemes as appropriate for the application.
Conjugate gradient descent is an iterative first
order method where the iterations start with an
initial guess for the solution {γ0m}, which can
be generated randomly. Next, the gradient of
the loss function w.r.t. all of the {γm} is cal-
culated. Where possible the partial derivatives
of the loss function should be calculated analyt-
ically. The gradient can also be estimated nu-
merically by evaluating the loss function at a
small displacement from the initial point {γ0m}.
More explicitly, we may approximate the m’s
component of the gradient by the finite differ-
ence LF (
~γ0)−LF (~γ0+iˆmδ)
δ , where iˆm is the unit vec-
tor in the ms direction and δ is an increment,
small enough to provide a good approximation
for the derivative but large enough to avoid the
numerical precision problems. In the worst (lat-
ter) case the computational effort grows linearly
with the dimension of the parameter spaceM . In
the applications discussed in this work the gradi-
ent was approximated using the above finite dif-
ference and δ was chosen to be 2 ∗ 10−8.
Once the gradient direction is calculated a step
is made in the opposite direction. The size of the
step is chosen s.t. it minimises the loss function
the most, which we implement using golden sec-
tion line search [24] combined with evaluating the
loss function on four additional points along the
gradient. The points are chosen to lie a distance
[10−9 10−7 10−5 0.1 0.99]a, with a the distance
between the current point in the parameter space
and the boundary of the reasonable region to be
considered. This "non-linearity" is intended to
allow the updates to cut through possible local
bumps on the way to the global minimum. Fur-
2we are willing to provide the implementation code
upon request
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ther updates move in the "conjugate" direction
which admixes the history of previous updates to
the direction of the current gradient (see Sec. 4.3
for an illustration).
Special treatment may also be needed at the
points of the loss function discontinuity that may
occur if the loss function contains, for example,
terms proportional to the discrete quantum num-
bers. The jumps of the loss function may be sig-
naled by the "explosion" of the gradient magni-
tude and verified by comparing the values of the
discrete loss function terms on the two sides of
the possible discontinuity. A heuristic step in the
parameter space may then be chosen to cross the
discontinuity and resume the conjugate gradient
iterations on the side corresponding to the small-
est value of the loss function.
We used the Hestenes-Stiefel [20] and Polak-
Ribeire schemes [38] for calculating the conjugate
direction and reset the direction to pure steepest
descent every M steps.
3 Test system: Fractional quantum
Hall effect
In this work we illustrate a few applications of
the described framework on the example of the
fractional quantum Hall states and Hamiltonians
and we briefly introduce them here.
The fractional quantum Hall effect [22, 40]
(FQHE) is due to strongly-correlated many-
electron states formed in 2D electron gas subject
to a perpendicular magnetic field. In strong field
the resulting Landau levels are well separated and
the non-trivial physics can be approximately de-
scribed by the Coulomb interaction within the
topmost partially filled Landau level. Thus, ig-
noring dimensional constants the Hamiltonian in
real space may be written simply as
H =
∑
i<j
1
|ri − rj | . (6)
To avoid having boundaries that can lead to se-
vere finite-size effects one often works on the
spherical shell enclosing a magnetic monopole of
strength 2S [19], where the solution to a one-
particle Schroedinger equation is given by the
generalised spherical harmonics YSlm [22]. Angu-
lar momentum projection m ∈ [−l, l] is the only
free quantum number given fixed system size and
Landau level index. Thus a many-body fermionic
state can be thought of as a one-dimensional
chain of zeros and ones corresponding to the pres-
ence or absence of an electron in a certain "or-
bital". Coulomb interaction corresponds to a
(momentum conserving) pairwise interaction be-
tween all the filled orbitals. The radius of the
sphere will grow with system size as R ∼ √Ne,
with Ne - number of electrons.
A very useful way of parametrising any centre
of mass momentum-preserving interaction in this
setting is given by the Haldane pseudopotentials
Vm [19, 49]
H =
2l∑
m=1
VmPˆ
(2b)
m , (7)
where the operators Pˆ (2b)m project each pair of
electrons into a state with a fixed total angular
momentum m. The set of numbers Vm thus de-
fines an interaction and the pseudopotentials cor-
responding to the Coulomb interaction are well
known [22]. For spin-polarized systems, we will
be concerned with in this work, only odd values
of m in the sum 7 are allowed due to fermionic
statistics. In addition to the 2-body one may con-
sider 3-body terms that project the triples of elec-
trons into a fixed total angular momentum state.
We provide the matrices corresponding to the op-
erators Pˆ (2b)m in an explicit text format as supple-
mentary files. The reference wavefunctions used
in this work are provided as well.
One may use the pseudopotentials Vm as the
variational parameters γi and the projectors Pˆ
(2b)
i
as a set of the allowed operators Oˆb.
To stabilise the optimisation we would like to
exclude the trivial transformations of the Hamil-
tonian of adding or multiplying it by an overall
constant. Such transformations do not change
the nature of the many-body ground state. They
may be avoided by fixing one of the pseudopoten-
tials to 1 or by fixing the sum of all the absolute
values of all the pseudopotentials.
The valid many-body states in the spherical
geometry, used throughout this work, are eigen-
vectors of the total angular momentum Lˆ and
the requirement that the state is spatially uni-
form corresponds to the condition L = 0. A term
wLL
2 may be added to the loss function to en-
force this.
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4 Applications
4.1 Finding (approximate) generating Hamil-
tonians from an eigenstate / finding simpler,
more realistic ways to implement a given phase
of matter
Given a reference wavefunction |ψr〉 we would
like to find the best approximation to its gen-
erating Hamiltonian expanded as a linear com-
bination of a given set of hermitian operators
{Oˆb}: H = ∑m γmOˆbm. The generating Hamil-
tonian must approximate the reference wavefunc-
tion with its ground state |ψo〉. Besides finding
the actual parent Hamiltonians this formulation
can also be used to find simpler realistic Hamilto-
nians that implement the same phase of matter as
the true parent Hamiltonian but only involve the
chosen set of terms {Oˆb} that can be implemented
in a particular experimental setting or preferred
on other grounds.
We define an approximation to the generating
Hamiltonian as the Hamiltonian that minimizes
the loss function from Eq. 4, where the largest
weights are given to the overlap 〈ψo|ψr〉, KL-
divergence and energy variance. Further terms
suitable for a particular case may be used to mea-
sure the proximity of the solution to the desired
phase. If the solution is not unique (may be the
case for non-local Hamiltonians) we take the so-
lution closest to the given reference interaction as
an answer.
By construction, the Hamiltonian found ap-
proximates the desired model wavefunction with
its ground state as opposed to a state in the mid-
dle of the spectrum; there will always be at least
one solution and we do not risk to find a symme-
try operator instead of the Hamiltonian. These
are the major distinctions between our frame-
work and the covariance-matrix-based methods
described in literature recently [7, 18, 41]. On the
other hand we make no assumptions about the
relation between the parent Hamiltonian and the
reduced density matrix as opposed to Ref. [56].
The generality of the method comes with po-
tentially higher computational cost and it may
be reasonable to attempt a covariance-matrix
method [7, 18, 41] first or use its result as a start-
ing point for the iterations in our approach al-
though we didn’t do so.
4.1.1 Moore-Read Pfaffian state
0 50 100 150
step
10-10
10-5
100
102
103
LF
|Vm
(q)|,(q,m) (3,3)
V3
(3)
|1-< o| Pf>|
E
2
TF
Figure 1: Evolution of the Hamiltonian parameters in
the search of the MR Pfaffian generating Hamiltonian
with the CGD algorithm steps (horizontal axis). Hilbert
space dimension is 16’660 while the parameter space is
27-dimensional. The loss function (red triangles) corre-
sponds to the right vertical axis whereas all other data
corresponds to the left vertical axis. Purple squares show
the value of the V (3)3 pseudopotential, the only term in
the Hamiltonian needed to generate the reference wave-
function. Black dots show the total value of all other
pseudopotentials. The error in the overlap and the en-
ergy variance are shown with dark red diamonds and blue
crosses respectively.
The Moore-Read Pfaffian state [29] (MR Pfaf-
fian) is one of the candidates to explain the
ν = 5/2 FQHE [32, 43, 45]. It describes a
gapped topological strongly-correlated phase of
electrons with quasi-particle excitations governed
by non-Abelian braiding statistics. The MR Pfaf-
fian state can be exactly generated as a ground
state of the 3-body interaction where only a sin-
gle 3-body pseudopotential corresponding to the
closest approach of 3 electrons V (3b)M=3 is non-
zero [16, 17] (originally verified with the help of
the method described in Ref. [18]). In this section
we test if we can establish this fact automatically
by means of optimisation.
Let the 12-electron MR Pfaffian wavefunction
on the sphere be the reference state (in this ex-
ample we will use a single system size for train-
ing). For this system m ∈ [−10.5, 10.5] and
the Hilbert space dimension is 16’660. We con-
sider the set {Oˆb} that includes all 2-body and
eleven lowest 3-body pseudopotentials: V (3−body)M=3
through V (3−body)M=14 . Even-M 2-body and M =
0, 1, 2, 4 3-body pseudopotentials are excluded by
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fermionic statistics for spin-polarized systems.
The 3-body pseudopotentials corresponding to
M = 9, 11, 12, 13, 14 are multi-valued and we
parametrise each of them with 2 diagonal entries
of a 2 × 2 matrix. Thus in total we have 11 (2-
body) and 16 (3-body) free parameters and the
dimension of the parameter space in which we
search for the generating Hamiltonian is 27. The
loss function LF was mainly composed of the
overlap, KL-divergence, regularisation (γrefi =
0) and energy variance (see Table 1 in Supple-
mentary Materials). The pseudopotentials are
initialised with random numbers uniformly dis-
tributed between 0 and 1 which means we input
no prior knowledge of the expected form of the
resulting Hamiltonian.
The convergence towards the correct solution
is shown in Fig. 1. Already after 45 steps all the
"unnecessary" pseudopotentials are below 10−2
while the value of V (3b)M=3 = 0.3708, the overlap
between the ground state and reference wave-
function is 0.999917 and the energy variance is
4.31*10−5. We terminate the iterations after 156
steps when the overlap of 0.9999999997 and the
energy variance of 7.3*10−11 are reached.
We have demonstrated that in cases when the
chosen set {Oˆb} includes all the operators neces-
sary for exactly generating a wavefunction we are
able to find the exact parent Hamiltonian. In the
remainder of this Section we consider amore re-
alistic problem formulation: find the Hamil-
tonian that generates the best approximation to
the desired wavefunction given that the acces-
sible operator basis {Oˆb} does not include
all the terms needed to generate that wavefunc-
tion exactly. In this formulation the method may
be applied to find simpler, experimentally rele-
vant Hamiltonians generating the ground state
in a given phase of matter.
To illustrate this scenario we ask what is the
minimal 2-body Hamiltonian that best approx-
imates the MR Pfaffian with its ground state.
The loss function includes contributions for sys-
tem sizes between 6 and Nmaxe tr electrons (with
Nmaxe tr between 10 and 16). To fix the energy
scale we fix V1 = 1. The optimisation results
are summarised in Table 1. We find that all the
pseudopotentials Vm converge to near-zero values
for m > 3. The value of the V3 pseudopotential
converges to values between 2.5 and 3 depending
on Nmaxe tr .
Table 1: Minimal two-body Hamiltonians found to pro-
duce closest approximation to the finite-size MR Pfaf-
fian (|ψr〉) state. Here and in all the tables: 1. Data
is grouped in columns according to the value of Nmaxe tr
(Nmaxh tr ) - the number of electrons (holes) in the largest
system used to learn the generating Hamiltonian 2. |ψo〉
is the ground state of the learned optimal Hamiltonian
(may be computed for system sizes Ne > Nmaxe tr ) 3.
DHilbert is the Hilbert space dimension of the largest
system used to learn the Hamiltonian 4. M is the num-
ber of variational parameters (see Eqs. 7 and 1).
Nmaxe tr 10 12 14 16
DHilbert 1’514 16’660 194’668 2’374’753
M 9 11 13 15
〈ψo|ψr〉 (Nmaxe tr ) 0.9979038 0.9901101 0.9836215 0.9724166
〈ψo|ψr〉 (Ne = 18) 0.9499857 0.9536377 0.9553969 0.9601343
(σrE)2(Nmaxe tr ) 8.011e-05 0.0001742 0.0001750 0.0001907
V1:V3, V3 = 1 2.6514122 2.7448621 2.6533339 2.6819474∑
m 6=1,3 |Vm| 0.0091164 0.0000087 0.026952 0.0550644
The possibility of approximately generating
MR Pfaffian using 2-body interaction was dis-
covered earlier upon particle-hole symmetrising
the contact 3-body interaction [37] which can-
cels all 3-body terms exactly and also discussed
in [53]. Here we arrive at this result by applying a
generic optimisation procedure suitable for arbi-
trary Hamiltonians. Recently, it was shown [21]
that the pseudopotential ratio V1/V3, resulting
from the particle-hole symmetrisation [37], ex-
trapolates to 3 with increasing the system size.
Our results are in agreement with prior literature
whereas the overlaps we find are slightly higher
than those in Ref. [21] (see Table I).
4.1.2 Read-Rezayi state
The Read-Rezayi state [42] (RR) is a possible
description [33, 44, 61] of the ν = 13/5 FQHE
(its particle-hole conjugate (cRR) - of the ν =
12/5 FQHE). It is a gapped topological phase
with quasiparticle excitations governed by non-
Abelian braiding statistics complex enough to im-
plement universal quantum computing [30]. The
RR state can be exactly generated as the ground
state of the 4-body Hamiltonian with only con-
tact 4-body interaction turned on. Here we again
attempt to approximate the generating Hamilto-
nian of the RR state with much simpler interac-
tion only involving 2-body terms. The systems
with the number of holes between 4 and Nmaxh tr
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Table 2: Minimal two-body generating Hamiltonian for
the Read Rezayi state (|ψr〉). System size is indicated
by the number of holes Nh.
Nmaxh tr 8 10 12
DHilbert 12’346 246’448 5’216’252
M 11 14 16
〈ψo|ψr〉 (Nmaxh tr ) 0.9902541126 0.9593283571 0.970100531
〈ψo|ψr〉 (14) 0.8432350429 0.8423694609 0.899087368
(σrE)2(Nmaxh tr ) 1.2191662e-05 2.244818e-05 2.32343e-05
V1:V3, V5 = 1 5.9367:3.1327 6.0150:3.1724 5.7773:2.898∑
m 6=1,3,5 |Vm| 0.013350502 0.0000102429 0.009911585
(where Nmaxh tr is from 8 to 12, see Tables 2 and 4)
will be used in optimisation.
While looking for the minimal generating
model we find that all Vm for m > 7 are irrel-
evant and converge to zero. The results for the
optimal values of the remaining 3 pseudopoten-
tials are presented in Table 2.
The possibility to produce the approximation
to the RR state as a ground state of a two-
body Hamiltonian has been discussed in litera-
ture recently [26, 27]. In ref. [26] an extensive
parameter scan of the 3 lowest pseudopotentials
(V1, V3, V5) was performed and in Ref. [27] an an-
alytic mean-field calculation. It was found that
an approximation to the RR state can be gen-
erated using the lowest 3 pseudopotentials such
that V1 : V3 : V5 = 6 : 3 : 1 in the thermodynamic
limit. The values we find are in agreement which
is another test of our procedure.
Same as for MR Pfaffian, with increasing sys-
tem size the optimal pseudopotentials gradually
change with the changing curvature of the spher-
ical shell on which the calculation is performed.
For this reason, using the Hamiltonian learned
on a small system, say Nmaxe tr = 8 produces
the ground state at larger sizes with high but
not ideal overlap with the model wavefunction
(〈ψo|ψr〉 (14)=0.8432350429). This geometrical
finite-size effect is specific to the FQHE calcula-
tions in spherical geometry and should be absent
in other setups.
4.2 Extrapolating ground states to higher sys-
tem sizes
Another application comes as a natural extension
and test for finding the generating Hamiltonians.
In general, the Hamiltonian we find is approxi-
mate.
If we used system sizes of up to Nmaxe tr electrons
for training than a good-approximation Hamilto-
nian would produce the ground states in the same
phase of matter also for higher system sizes.
To quantify this definition we calculate the
overlap between the true model wavefunction
(|ψr〉) and the ground state of the learned optimal
Hamiltonian (|ψo〉) at the system sizes beyond
those used in training (Ne test > Nmaxe tr ). The
Hamiltonian giving high overlaps has high "pre-
dictive power" and thus the optimisation scheme
could be used to "extrapolate" the ground states
in certain phase of matter to higher system sizes.
This approach is useful for the cases when the
algorithm for obtaining the model wavefunction
scales significantly faster with the system size
then exact diagonalisation (particle-hole symmet-
ric Pfaffian wavefunction [51] is an example). The
direct construction of a wavefunction becomes
then impossible beyond very small systems but
one can obtain the wavefunction in the same
phase for larger sizes by diagonalising the Hamil-
tonian learned on the directly constructed exam-
ples.
Here we investigate how successful this pro-
gram may be in the (more general) case when the
Hamiltonian ansatz does not include the terms
that are needed to generate the desired wavefunc-
tion exactly. Throughout this section we use the
2nd Landau level Coulomb interaction as the ref-
erence and thus are finding the minimal deforma-
tion of the Coulomb interaction that reproduces
the model wavefunctions.
The loss function is mainly designed to opti-
mise the overlaps and the energy variances of the
"training" system sizes (6 to Nemaxtr for MR Pfaf-
fian). There is an additional importance factor
on the order of 1000 assigned to the largest train-
ing system Nmaxe tr . As a result the optimisation is
mainly looking to improve the overlap and energy
variance for the largest training system.
We would like to allow fluctuations for most
of the pseudopotentials here. This is in contrast
to searching for the minimal model (see Tables 2
and 1) where we would like the unimportant pseu-
dopotentials to be almost exactly zero and only
few important ones stand out. This means that
the effective radius of the neighbourhood around
the reference solution we would like to search is
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Table 3: MR Pfaffian (|ψr〉) overlaps and energy vari-
ances computed for the optimal two-body Hamiltonian
found as a minimal deformation of Coulomb interaction
(the pseudopotentials defining HO can be found in Ta-
ble VII in the Supplementary Materials ). Here and in
Tab. 4 rows correspond to the system size where the
learned model was tested. The results for the test sizes
larger than the ones used to learn HO are below the hor-
izontal separating line in each of the columns. All the
energy variances (σr 2E ) are given in units of 10−7.
Nmaxe tr 10 12 14 16
N teste 〈ψo|ψr〉 σr 2E 〈ψo|ψr〉 σr 2E 〈ψo|ψr〉 σr 2E 〈ψo|ψr〉 σr 2E
6 0.98252 18 0.81519 21 0.88187 18 0.46987 18
8 0.99097 13 0.93817 28 0.94525 25 0.9314 19
10 0.99923 3.1 0.99775 1.7 0.99859 2.9 0.99765 2.6
12 0.99362 13 0.99493 3.5 0.98888 4.2 0.99 3.1
14 0.94816 17 0.70441 11 0.98838 4.2 0.98734 3
16 0.96209 15 0.81230 16 0.97892 4.3 0.98184 2.7
18 0.95795 12 0.83458 10 0.94592 4.7 0.95924 3.3
much larger here as compared to the minimal
model search. This allowed neighbourhood radius
is controlled by the inverse of the regularisation
term weight in the loss function and it thus has
to be much smaller in this case. The particular
weights used for the calculations can be found in
the supplementary materials.
We expect that the predictive power of the
model should increase with the maximum size of
the wavefunctions used in the learning phase due
to the decreasing (quantum and geometric) finite-
size effects which should make larger systems
more representative of the thermodynamic limit.
This is the trend we observe for both MR Pfaffian
(Table 3) and RR (Table 4) states: the overlap
and the energy variance improve with increasing
the maximum training system size. Finite-size
effects may disturb this tendency for small sys-
tem sizes as can be seen on the example of the
Nmaxe tr = 10 MR Pfaffian state.
The Hamiltonian we learn can only reproduce
the correlations present in the training systems.
Should all the training systems be too small to
fully accommodate a certain phase, the learned
Hamiltonian will fail to approximate the ground
states at the higher system sizes where all the
correlations are fully manifested. This is the sit-
uation we observe for the RR state (see the first
column of Table 4 ): if only RR wavefunctions
for 4,6 and 8 holes (Nφ=12,17 and 22) are used
the learned optimal Hamiltonian can only poorly
Table 4: Overlaps and energy variances calculated using
Read-Rezayi state (|ψr〉), obtained for the two-body HO
that is a minimal deformation of the Coulomb interaction
(actual optimal pseudopotentials are listed in Table IX
in Supplementary Materials). All the energy variances
(σr 2E ) are given in units of 10−7.
Nmaxh tr 8 10 12
Nh test 〈ψo|ψr〉 σr 2E 〈ψo|ψr〉 σr 2E 〈ψo|ψr〉 σr 2E
4 0.99978 1.4 0.99752 1.8 0.99956 0.16
6 0.98361 10 0.96482 7.1 0.98541 1.6
8 0.99808 3.4 0.97789 2.4 0.98831 1.9
10 0.79081 19 0.98560 2.5 0.95757 1.9
12 0 20 0.96330 3.1 0.97521 1.6
14 0.37100 18 0.89771 3.1 0.94460 1.6
approximate the RR state at higher sizes. Thus,
if the extrapolation to higher system sizes is the
goal one must train on the system sizes beyond
the characteristic correlation length of the phase.
Overall, we find high overlaps on the test sys-
tems beyond those used to learn the generat-
ing model and conclude that the framework can
be used to construct a good approximation of a
wavefunction at higher system size by learning
the generating Hamiltonian on a smaller and di-
agonalizing it for a larger system. An important
prerequisite for this is that the training system
is large enough to have developed all the corre-
lations characteristic of the underlying phase of
matter.
4.3 Optimal experiment design
Suppose we have a quantum system, for which we
can control a few (experimental) parameters, and
a theoretical model that translates these param-
eters into a Hamiltonian. How do we choose the
values of the parameters such that the system has
the best possible value of a certain observable of
interest?
As an example, let’s consider FQHE at fill-
ing factor ν = 12/5. The two experimental pa-
rameters will be the finite width of the quan-
tum well in which the quasi-2D electron gas re-
sides, parametrised by w - the width of an equiva-
lent infinitely deep quantum well (details on such
parametrisation can be found in the appendix of
Ref. [32]); and the strength of Landau level mix-
ing (LLM) κ that is directly controlled by the
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strength of the applied magnetic field: κ ∼ 1√
B
.
As the model translating these two experimen-
tal parameters into a Hamiltonian we will use the
continuous version of the LLM model derived in
Refs. [36, 48, 50]. In particular, we use the pseu-
dopotential corrections presented in Ref. [36] for
the five values of the finite width (w = 0, 1, 2, 3, 4)
to interpolate the pseudopotentials corrections by
a 4th order polynomial (see Table X in Supple-
mentary Materials for details). In a nutshell, the
resulting continuous model provides the values for
the 2- and 3-body pseudopotentials as a func-
tion of the effective width and LLM strength:
Vm = Vm(w, κ). Now, instead of varying the
pseudopotentials as in the previous sections we
will vary the effective width w and LLM strength
κ: H = H(w, κ).
The loss function combines the extrapolated
(to the infinite system size) neutral gap (weight
-100), the overlap with the model non-Abelian
particle-hole conjugate of the Read-Rezayi state
(weight -3.7) and the total angular momentum
quantum number L measured in the ground
state (weight 2). So the question we are ask-
ing is: "What are the experimental parameters
w, κ most suitable for observing the most sta-
ble (high neutral gap) non-Abelian physics (high
overlap with RR)?" Including L we ensure that
we are looking for spacially uniform states with
L = 0, which is the basic property of all valid
FQHE states.
To visualise the landscape we search we first
calculate the required observables (for the system
sizes with 4,6,8 and 10 electrons) on a 2D 10×10
grid. The optimisation landscape defined by the
loss function is shown in colour in Fig. 2, where we
may guess a minimum around (w, κ) = (3, 0.2).
The plots of each individual observable (L, ex-
trapolated gap and model state overlap can be
found in Fig. 1 in the Supplementary Materials.
The overlap (the loss function) has a maxi-
mum (minimum) along a narrow stripe around
κ ∼ 0.2. This creates a long valley, a generic
situation which originally motivated the develop-
ment of the CGD algorithm. Taking into account
the value of the gradient on the previous step it is
able to go along the valley reaching the optimal
point on the 5th step. A simple non-linear gra-
dient descent on the other hand keeps bouncing
between the sides of the valley (see the Fig. 2 in
Supplementary Materials) and doesn’t reach the
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k
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Figure 2: Landscape defined by the loss function in
the plane of finite width (w) and Landau level mix-
ing strength (κ). Solid red dots show the history of
the CGD updates from the starting point in the mid-
dle (κ,w) = (1.5, 0.5) to the optimal value (κ,w) =
(0.240203, 2.999999). Red crosses indicate all the po-
sitions (118) where the loss function was evaluated to
estimate the gradient and to decide on the step size.
optimal point after making 24 steps.
In this 2-parameter example the number of loss
function evaluations (118) during optimisation
was comparable to the grid search (100). How-
ever the optimal point was found here to machine
precision whereas it would only be determined up
to the grid step for the grid search. The real ad-
vantage comes in situations when more parame-
ters need to be optimised, where the conjugate
gradient descent will scale linearly (gradient esti-
mation) with the parameter space dimension as
opposed to the exponential scaling of the grid
search.
Note that in this example we have limited
the range of the parameters κ and w to the re-
gion where the model is expected to be valid:
[0,1]×[0,3] by setting the value of the loss function
to predefined unfavourable values which encour-
ages the optimisation to stay within the chosen
region. In the same manner in general setting
the parameter values may be limited such that
we find the best solution in the experimentally
accessible region of the parameter space.
The results of this calculation can be directly
used as a guidance for experiment: within the
realistic model used [36] the best conditions for
observing non-Abelian physics of the ν = 12/5
FQHE in GaAs samples are achieved for the ef-
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fective width of the quantum well w = 3 and LLM
parameter κ = 0.24.
5 Future applications
We’ve presented a general optimisation frame-
work for searching for optimal Hamiltonians given
a variational ansatz for the Hamiltonian and a re-
placeable numerical tool (back-end) that is able
to extract the quantity of interest from it. Com-
bining multiple properties in the loss function al-
lows for virtually infinite number of possible ap-
plications four of which: finding parent Hamil-
tonians for model wavefunctions; search for sim-
pler, experimentally accessible Hamiltonians im-
plementing given phase of matter; extrapolating
model wavefunctions to higher system sizes and
finding optimal experimental parameters, are dis-
cussed here.
One may reduce the search space introducing
a constraint as a dominant term in the loss func-
tion. For example, one could start from a Hamil-
tonian that is known to be gapped and topo-
logical and add gap to the loss function with a
large negative weight. As a result one will be
searching within the subspace adiabatically con-
nected to the starting Hamiltonian. Similarly,
adding a large term proportional to the prop-
erly defined distance to a given phase one will be
searching within the specific phase on the phase
diagram. This may result in a discovery of new
model Hamiltonians as special points within the
search subspace.
Quantum simulation experiments with control
over several interaction terms may profit by iden-
tifying the optimal way of combining these terms
in order to obtain the desired many-body phase
or maximise given observables.
To infer the Hamiltonian implemented in quan-
tum hardware one could perform a number of
measurements on a system and make the loss
function proportional to the total of absolute
values of deviations between the actually mea-
sured value and the value given by the variational
Hamiltonian thereby fitting a Hamiltonian ansatz
to reproduce the measurements.
The performance and scaling of the method
may be improved by deriving analytical expres-
sions for the partial derivatives of the loss func-
tion with respect to the variational parameters.
An alternative approach is to use a numeri-
cal back-end supporting automatic differentia-
tion [5, 28].
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