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SMOOTH DENSITIES OF STOCHASTIC DIFFERENTIAL EQUATIONS
FORCED BY DEGENERATE STABLE TYPE NOISES
LIHU XU
Abstract. Using the Bismut’s approach to Malliavin calculus, we introduce a simplified Malli-
avin matrix ([11]) for stochastic differential equations (SDEs) force by degenerate stable like
noises. For the degenerate SDEs driven by Wiener noises, one can derive a Norris type lemma
and use it iteratively to prove the smoothness of density functions. Unfortunately, Norris type
lemma is very hard to be iteratively applied to SDEs with stable like noises. In this paper, we
derive a simple inequality as a replacement and use it to show that two families of degenerate
SDEs with stable like noises admit smooth density functions. One family is the linear SDEs
studied by Priola and Zabczyk ([13]), under some additional assumption we can iteratively use
the inequality to get the smoothness of the density. The other family is the general SDEs with
stable like noises, we can apply this inequality only one time and thus derive that the SDEs
admit smooth density if the first order Lie brackets span Rd. The crucial step in this paper
is estimating the smallest eigenvalue of the simplified Malliavin matrix, which only uses some
elementary facts of Poisson processes and undergraduate level ordinary differential equations.
1. Introduction
We are concerned with smooth densities for the degenerate stochastic differential equations
forced by stable like noises as follows:
(1.1)
{
dXt = a(Xt)dt+BdLt,
X0 = x,
where Xt ∈ R
d for each t ≥ 0, x ∈ Rd and the hypotheses of A,B,Lt will be stated below. We
shall introduce a simplified Malliavin matrix associated to Eq. (1.1) and use it to study the
smoothness of the associated transition probability densities.
As a(x) is linear and the classical Kalman rank condition holds, Priola and Zabczyk proved
by Fourier analysis that transition probabilities associated to Eq. (1.1) admit smooth densities
([13]) for a large family of Lt. Under some additional assumptions on Lt, our results give a
new proof for theirs. When a(x) is a general bounded smooth function, we show that Eq. (1.1)
admits smooth density functions as long as the first order Lie brackets span Rd. Our results
seem to be completely new.
Let us also compare our results with some known results on Malliavin calculus on SDEs
with jump processes. [1] studied integration by parts for the jump processes with their jumps
depending on the particle positions. [9, 18] also studied the density smoothness of the transition
probabilities of a family of SDEs forced by jump processes, which seems not to cover our results.
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[19, 20] studied the same problems as ours for degenerate SDEs forced by symmetric α-stable
noises. For more research in this direction, we refer to [2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16].
Let us specify our method with more details as below. For the degenerate SDEs driven by
Wiener noises, one can derive a Norris type lemma and use it iteratively to prove the smoothness
of density functions. Unfortunately, Norris type lemma is very hard to be iteratively applied
to SDEs with stable like noises. In this paper, we derive a simple (coercive) inequality as a
replacement and use it to estimate the smallest eigenvalue of our simplified Malliavin matrix.
For the linear SDEs studied by Priola and Zabczyk, under some additional assumption we can
use this inequality iteratively to get the smoothness of the densities. For the general SDEs with
stable like noises, we can apply this inequality only one time and thus derive that the SDEs
admit smooth density if the first order Lie brackets span Rd. The crucial step in this paper
is estimating the smallest eigenvalue of the simplified Malliavin matrix, which only uses some
elementary facts of Poisson processes and undergraduate level ordinary differential equations.
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2. Some preliminary of Le´vy processes and main results
Denote Rd0 = R
d \ {0}. Let Lt be a pure jump process with ca`dla`g trajectories, it is well
known that there exist a Poisson random measure N on (Rd0 × R
+,B(Rd0 × R
+)) and a Le´vy
intensity measure ν on (Rd0,B(R
d
0)) associated to Lt, such that
ν({0}) = 0,
∫
Rd0
(1 ∧ |z|2)ν(dz) <∞;
(2.1) Lt =
∫ t
0
∫
|z|≤1
zN˜(dz,ds) +
∫ t
0
∫
|z|>1
zN(dz,ds);
where N˜(dz,ds) = N(dz,ds) − ν(dz)ds. It is well known that the random measure N can be
defined by: for all A ∈ B(Rd0)
N(A× [0, t]) =
∑
0≤s≤t
♯{Ls − Ls− : Ls − Ls− ∈ A}.
Moreover, N(A× [0, t]) satisfies a Poisson distribution with the intensity ν(A)t, more precisely,
P (N(A× [0, t]) = k) =
(ν(A)t)k
k!
e−ν(A)t k = 0, 1, 2, ....
We shall use this easy relation frequently in the proof of our crucial Lemma 4.3 below.
Throughout this paper we assume that
(H1) ν has a density function ρ ∈ C1(Rd0,R
+) and there exists some α ∈ (0, 2) such that
ρ(z) =
ϑ(z)
|z|d+α
∀z ∈ B1 \ {0},
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where B1 \ {0} = {z ∈ R
d
0 : |z| < 1} and ϑ : B1 \ {0} → R
+ is a C1 bounded function
such that for all z ∈ B0 \ {0}
c ≤ |∇ϑ(z)| ≤ C, c ≤ ϑ(z) ≤ C with some constants C > c > 0.
(H2) a ∈ C∞b (R
d,Rd) is a nonzero smooth function whose all derivatives are bounded.
(H3) B ∈ Rd×d is a constant matrix and Bi is the i-th column vector of B (i = 1, ..., d).
Our main results are the following two theorems.
Theorem 2.1. Let (H1)− (H3) all hold. Assume that there exists a nonzero matrix A ∈ Rd×d
such that
a(x) = Ax ∀x ∈ Rd.
Further assume that there exists some n ∈ N such that
rank[B,AB, ..., AnB] = d.
Then, for all t > 0 the transition probability Pt(x, .) associated to the solution of Eq. (1.1) Xt(x)
has a smooth density function.
Theorem 2.2. Let (H1) − (H3) all hold. Assume that the following uniform Ho¨rmander con-
dition holds:
inf
x∈Rd
inf
|u|=1
d∑
i=1
(
|〈∇a(x)Bi, u〉|
2 + |〈Bi, u〉|
2
)
> 0.
Then, for all t > 0 the transition probability Pt(x, .) associated to the solution of Eq. (1.1) Xt(x)
has a smooth density function.
Comparing with [13], our assumption in (H1) is more strict than the one therein:
inf
|h|=1
∫
|〈z,h〉|≤r
|〈z, h〉|ν(dz) ≥ r2−α for some sufficiently small r > 0.
Because the Skorohod integral (3.6) below includes some gradient, it seems the differentiability
assumption in (H1) is needed. Our second theorem seems to be completely new comparing with
the known results. We shall denote
|B| = max
1≤i≤d
|Bi|.
3. Integration by parts formula and simplified Malliavin matrix for jump Le´vy
processes
Denote the solution of Eq. (1.1) by (Xt(x,L))t≥0, it is a functional of x and L. For any
ξ ∈ Rd it is well known that the derivative ∇ξXt satisfies
d∇ξXt = ∇a(Xt)∇ξXtdt, ∇ξX0 = ξ.
There exists a Jacobi flow Jt associated to Eq. (1.1) such that
(3.1) dJt = ∇a(Xt)Jtdt, J0 = I.
Clearly we have
∇ξXt = Jtξ.
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For every t ≥ 0, Jt has an inverse. We denote Kt = J
−1
t for each t ≥ 0 and Kt satisfies
(3.2) dKt = −Kt∇a(Xt)dt, K0 = I.
Denote Ω = D(R+,Rd) the collection of function ω : R+ → Rd which is right continuous and
has left limit. In our situation, it is convenient for us to take Ω = D(R+,Rd). Let (Ft)t≥0 be the
canonical filtration of Ω and P be the predictable σ-field on R+ ×Ω. Let v : Rd0 ×R
+ ×Ω→ R
be a B(Rd0)× P-measurable function such that
E
∫ t
0
∫
Rd0
|v(z, s)|ν(dz)ds <∞ ∀ t > 0.
Define
V (t) =
∫ t
0
∫
Rd0
v(z, s)N(dz,ds),
and
DVXt = lim
ε→0
Xt(x,L+ εV )−Xt(x,L)
ε
,
the above limit exists in L1((Ω,F ,P);Rd) for each t ≥ 0 ([1]). The DVXt satisfies
dDVXt = ∇a(Xt)DVXtdt+BdVt, DVX0 = 0,
which is solved by
(3.3) DVXt = Jt
∫ t
0
∫
Rd0
KsBv(z, s)N(dz,ds).
Lemma 3.1. Let ξ(t) be an adapted process valued on Rd such that there exist some C1, C2 > 0
such that
sup
ω∈Ω
|ξ(t, ω)| ≤ C2e
C1t ∀ t ≥ 0.
Let
(3.4) h(z) = ϕ(z)|z|4
where ϕ : Rd → R+ is a smooth function such that h(z) = 1 for |z| ≤ 1 and h(z) = 0 for |z| ≥ 2.
Take v(z, t) = h(z)ξ(t) and V (z, t) =
∫ t
0 v(z, s)ds, then, for all f ∈ C
1
b (R
d) the following relation
holds:
(3.5) E (DV f(Xt)) = E (f(Xt)δ(V )) ∀t ∈ [0, T ],
where
(3.6) δ(V ) =
∫ t
0
∫
Rd0
div(ρ(z)h(z)ξ(s))
ρ(z)
N˜(dz,ds)
Moreover, for all λ > 0 we have
(3.7) Eeλ|δ(V )| < C,
(3.8) Ee
λ
∫ t
0
∫
Rd
0
h(z)N(dz,ds)
≤ C,
where C depends on λ, ξ and t.
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Proof. (3.4) is not new, we shall give a fast sketchy proof in the appendix for the completeness.
For more details, one can refer to [4, 5, 3]. Let us prove (3.7). It is easy to check that
sup
0≤s≤t
∣∣∣∣div(ρ(z)h(z)ξ(s))ρ(z)
∣∣∣∣ ≤ c|z|3 ∀|z| ≤ 2
sup
0≤s≤t
∣∣∣∣div(ρ(z)h(z)ξ(s))ρ(z)
∣∣∣∣ = 0 ∀|z| ≥ 2
where c is some constant depending on α and ξ. By [17, Theorem 25.3], we immediately get the
desired bound (3.7). (3.8) follows from [17, Theorem 25.3] again. 
Let {e1, ..., ed} be the standard basis of R
d, for i = 1, ..., d define
ξi(t) = B
∗K∗t ei, vi(z, t) = h(z)ξi(t),
by (3.3) we have
DViXt = Jt
∫ t
0
∫
Rd0
KsBB
∗K∗s eih(z)N(dz,ds) ∀t > 0
with Vi(t) =
∫ t
0
∫
Rd0
h(z)ξi(s)N(dz,ds) for i = 1, ..., d. Therefore,
(3.9) [DV1Xt, ...,DVdXt] = Jt
∫ t
0
∫
Rd0
KsBB
∗K∗sh(z)N(dz,ds).
Write
Mt =
∫ t
0
∫
Rd0
KsBB
∗K∗sh(z)N(dz,ds),
it is called simplified Malliavin matrix ([11]). Mt is a symmetric d × d matrix whose smallest
eigenvalue λmin(t) is
λmin(t) = inf
u∈Rd:|u|=1
〈Mtu, u〉.
A straightforward computation gives
(3.10) λmin(t) = inf
|u|=1
∫ t
0
∫
Rd0
d∑
i=1
|〈KsBi, u〉|
2h(z)N(dz,ds).
To prove the smoothness of densities, we need the following auxiliary lemmas.
Lemma 3.2. The following statements hold
(1) We have |Jt|, |Kt| ≤ e
‖∇a‖∞t ∀t ≥ 0. In particular, |Jt|, |Kt| ≤ e
|A|t ∀t ≥ 0 when the
condition in Theorem 2.1 holds.
(2) Let V1, ..., Vd be as above. For all p > 0,m ≥ 1, T > 0 and any (i1, ..., im) ∈ {1, ..., d}
m,
we have
E sup
0≤t≤T
|DmVi1 ,...,Vim
Xt|
p <∞,(3.11)
E sup
0≤t≤T
|DmVi1 ,...,Vim
Kt|
p <∞,(3.12)
E sup
0≤t≤T
|DmVi1 ,...,Vim
Mt|
p <∞.(3.13)
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Proof. It is very easy to get (1) from Eq. (3.2) and (3.1). By (1) and (3.3), for all i ∈ {1, ..., d}
we have
|DViXt| ≤
∫ t
0
∫
Rd0
|Jt||Ks||B|
2e‖∇a‖∞sh(z)N(dz,ds)
≤ e3‖∇a‖∞t|B|2
∫ t
0
∫
Rd0
h(z)N(dz,ds),
(3.14)
thus,
sup
0≤t≤T
|DViXt| ≤ e
3‖∇a‖∞T |B|2
∫ T
0
∫
Rd0
h(z)N(dz,ds).(3.15)
This, together with (3.8), implies
(3.16) Eeλ sup0≤t≤T |DViXt| <∞ ∀λ > 0,
from which the first inequality in (2) for m = 1 follows immediately.
A straightforward computation gives
dD2ViVjXt = ∇a(Xt)D
2
ViVjXtdt+∇
2a(Xt)DViXtDVjXtdt
+
∫
Rd0
(BKt)
∗ei∇h(z)(BKt)
∗ejh(z)N(dz,dt) ∀(i, j) ∈ {1, ..., d}
2
with D2ViVjXt = 0, from which it is easy to see
|D2ViVjXt| ≤
∣∣∣∣
∫ t
0
e
∫ t
s
∇a(Xr)dr∇2a(Xs)DViXsDVjXsds
∣∣∣∣
+
∣∣∣∣∣
∫ t
0
e
∫ t
s
∇a(Xr)dr
∫
Rd0
(BKs)
∗ei∇h(z)(BKs)
∗ejh(z)N(dz,ds)
∣∣∣∣∣
≤ I1 + I2,
where
I1(t) =
∫ t
0
e‖∇a‖∞(t−s)‖∇2a‖∞|DViXs||DVjXs|ds,
I2(t) =
∫ t
0
e‖∇a‖∞(t−s)|B|2e2‖A‖∞s
∫
Rd0
|∇h(z)|h(z)N(dz,ds).
(3.17)
Thanks to (3.11) for m = 1, for all p > 0 we have
E sup
0≤t≤T
|I1(t)|
p ≤ e‖∇a‖∞T ‖∇2a‖∞
∫ T
0
(
E|DViXs|
2p
) 1
2
(
E|DVjXs|
2p
) 1
2 ds <∞.
Observe
(3.18) sup
0≤t≤T
I2(t) ≤ e
2‖∇a‖∞T |B|2
∫ T
0
∫
Rd0
|∇h(z)|h(z)N(dz,ds),
in view of (3.4), we have
∫
Rd0
|∇h(z)|h(z)ν(dz) <∞, thus
(3.19) Ee
λ
∫ t
0
∫
Rd
0
|∇h(z)|h(z)N(dz,ds)
<∞ ∀λ > 0,
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which, together with (3.18), implies
(3.20) Eeλ sup0≤t≤T |I2(t)| <∞ ∀λ > 0.
The estimates about I1 and I2 immediately give (3.11) for m = 2. By a similar (but more
tedious) argument we get (3.11) for m = 3, 4....
For (3.12), we can prove it by a similar argument as for (3.11). It remains to prove (3.13).
An easy computation gives
DViMt = J1(t) + J2(t) + J3(t),
where
J1(t) =
∫ t
0
∫
Rd0
DViKsBB
∗K∗sh(z)N(dz,ds),
J2(t) =
∫ t
0
∫
Rd0
KsBB
∗(DViKs)
∗h(z)N(dz,ds),
J3(t) =
∫ t
0
∫
Rd0
KsBB
∗K∗s∇h(z)h(z)B
∗K∗s eiN(dz,ds).
It is easy to see that for all t ∈ (0, T ]
|J1(t)| ≤
∫ t
0
∫
Rd0
|DViKs||B|
2e‖∇a‖∞sh(z)N(dz,ds)
≤ |B|2e‖∇a‖∞T sup
0≤t≤T
|DViKt|
∫ T
0
∫
Rd0
h(z)N(dz,ds),
combining the above inequality with (3.11) and (3.8), by Ho¨lder inequality we immediately get
(3.21) E sup
0≤t≤T
|J1(t)|
p <∞ ∀p > 0.
By the same method, we have
(3.22) E sup
0≤t≤T
|J2(t)|
p <∞ ∀p > 0.
For J3, by a similar argument as above we have for all t ∈ (0, T ]
|J3(t)| ≤ |B|
3e3‖∇a‖∞T
∫ T
0
∫
Rd0
|∇h(z)|h(z)N(dz,ds),
which, together with (3.19), immediately gives
(3.23) E sup
0≤t≤T
|J3(t)|
p <∞ ∀p > 0.
Collecting the estimates for J1, J2, J3, we immediately get (3.13) for m = 1. By a similar (but
more tedious) argument we get the inequalities in (3) for m = 2, 3, .... 
The next lemma is a criterion for the smoothness of the density, which will be used to prove
our main results.
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Lemma 3.3. If Mt is invertible a.s. for all t > 0 and further satisfies
E|M−1t |
p <∞ ∀p > 0.
Then, for all t > 0 the transition probability Pt(x, .) associated to the solution of Eq. (1.1) Xt(x)
has a smooth density function.
Proof. To prove the smoothness of the density, it suffices to show that for all f ∈ C∞b (R
d) we
have
(3.24)
∣∣∣∣E (∇mi1,...,imf(Xt))
∣∣∣∣ ≤ C‖f‖∞ ∀m ≥ 1 ∀(i1, ..., im) ∈ {1, ..., d}m,
where ∇mi1,...,im =
∂m
∂xi1 ...∂xim
and C depends on t and (i1, ..., im).
For the notational simplicity, write
V (t) = [V1(t), ..., Vd(t)], DVXt = [DV1Xt, ...,DVdXt],
they are both d× d matrices. It is clear to see from (3.9)
DVXt = JtMt.
By the relation DV f(Xt) = ∇f(Xt)DVXt, we get
∇f(Xt) = DV f(Xt)M
−1
t Kt
and thus
∇if(Xt) =
d∑
j=1
DVjf(Xt)(M
−1
t Kt)ji i = 1, ..., d.
It is easy to see that
(3.25) E (∇if(Xt)) =
d∑
j=1
{
E
[
DVj
(
f(Xt)(M
−1
t Kt)ji
)]
− E
[
f(Xt)DVj
(
(M−1t Kt)ji
)]}
.
Using integration by parts (3.5) and Ho¨lder inequality we have∣∣E [DVj (f(Xt)(M−1t Kt)ji)]∣∣ ≤ ‖f‖∞‖Kt‖∞ (E|M−1t |2) 12 (E|δ(Vj)|2) 12(3.26)
Moreover, we have
DVj
(
(M−1t Kt)ji
)
=
(
DVjM
−1
t Kt
)
ji
+
(
M−1t DVjKt
)
ji
=
(
M−1t DVjMtM
−1
t Kt
)
ji
+
(
M−1t DVjKt
)
ji
,
this, together with Ho¨lder inequality, implies∣∣E [f(Xt)DVj ((M−1t Kt)ji)]∣∣ ≤ ‖f‖∞‖Kt‖∞ (E|M−1t |4) 12 (E|DVjMt|2) 12
+ ‖f‖∞
(
E|M−1t |
2
) 1
2
(
E|DVjKt|
2
) 1
2
(3.27)
Combining (3.25)-(3.27), by Lemma 3.2 and the assumption we have
|E (∇if(Xt))| ≤ C‖f‖∞ ∀i ∈ {1, ..., d},
where C depends on t, i.
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A straightforward computation gives
∇2f(Xt) =M
−1
t Kt
(
D2V f(Xt)−∇f(Xt)D
2
VXt
)
M−1t Kt
=M−1t Kt
(
D2V f(Xt)−DV f(Xt)M
−1
t KtD
2
VXt
)
M−1t Kt,
(3.28)
using integration by parts and Ho¨lder inequality, by Lemma 3.2 and Corollary ?? we get∣∣E (∇2ijf(Xt))∣∣ ≤ C‖f‖∞ ∀(i, j) ∈ {1, ..., d}2 ,
where C depends on i, j and t.
Iteratively using the same argument as above, we finally get the desired (3.24). 
4. Proof of Theorem 2.1
When a(x) := Ax is linear, we have
Jt = e
At, Kt = e
−At.
Lemma 4.1. Let u, v ∈ Rd both be nonzero vectors with some p > 0 such that
(4.1) 〈v, u〉 ≥ p (or 〈u, v〉 ≤ −p).
Then there exist some θ = 12|u||v||A|e
−|A| and
δ = (θp) ∧ 1
such that for all t ∈ (0, δ).
(4.2) 〈Ktv, u〉 ≥ p/2 (respectively 〈Ktv, u〉 ≤ −p/2).
Moreover, for all v ∈ Rd the following relation holds: for all l ≥ 1,
(4.3) Ktv =
l−1∑
j=0
(−t)j
j!
Ajv + (−1)l
∫ t
0
∫ s1
0
...
∫ sl−1
0
KslA
lvdsk...ds1.
Proof. Differentiating Kt with respect to t, we get
dKt
dt
= −KtA,
thus for all t ∈ (0, 1),
(4.4) |〈Ktv, u〉 − 〈v, u〉| ≤
∫ t
0
|A|e|A|s|u||v|ds ≤ t|u||v||A|e|A|.
Therefore, we get
(4.5) |〈Ktu, v〉 − 〈u, v〉| ≤ p/2 ∀t ∈ (0, δ).
This immediately implies the first inequality.
For each j ≥ 0, differentiating KtA
jv with respect to t, we obtain
d
dt
KtA
jv = −KtA
j+1v.
Iteratively applying above equation gives (4.3). 
Remark 4.2. The inequality (4.2) is a replacement of Norris Lemma in our special situation.
Thanks to (4.3), we can use this inequality (4.2) iteratively.
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Let us now prove the following crucial lemma.
Lemma 4.3. Assume the conditions in Theorem 2.1 hold. For any γ > 0 and ℓ ∈ (0, 1/4),
there exist some ε0 > 0 depending on γ, ℓ and some t0 ∈ (0, 1) depending on ε0 such that
limε0→0 t0 = 0 and that for all ε ∈ (0, ε0) and t ≥ t0 we have
(4.6) P (λmin(t) ≤ ε) ≤ Ce
−c(εαℓ| log ε|γ)
−1
.
where c only depends on |A|, |B| and C depends on |A|, |B|, t.
Proof. Our proof follows the spirit in [11]. Write
Λ(t, u, εℓ) =
∫ t
0
∫
|z|≥εℓ
d∑
i=1
|〈KsBi, u〉|
2h(z)N(dz,ds),
by (3.10), to prove the desired inequality, it suffices to show that there exist some ε0 > 0
depending on ℓ, γ and some t0 depending on ε0 such that limε0→0 t0 = 0 and that for all
ε ∈ (0, ε0] and t ≥ t0,
P
(
inf
|u|=1
Λ(t, u, εℓ) ≤ ε
)
≤ Ce−c(ε
αℓ| log ε|γ)
−1
.
Since Λ(t, u, εℓ) is increasing with respect to t, it suffices to prove
(4.7) P
(
inf
|u|=1
Λ(t, u, εℓ) ≤ ε
)
≤ Ce−c(ε
αℓ| log ε|γ)
−1
∀ε ∈ (0, ε0] ∀t ∈ [t0, 1].
Let us prove (4.7) in the following three steps.
Step 1 : Write
Nt,h =
∫ t
0
∫
Rd0
h(z)N(dz,ds),
Nt,εℓ,h =
∫ t
0
∫
|z|≥εℓ
h(z)N(dz,ds),
it is clear Nt,εℓ,h ≤ Nt,h. By (3.8) and Chebyshev inequality we have
(4.8) P
(
Nt,εℓ,h > M
)
≤ P (Nt,h > M) ≤ Ce
−M ∀M > 0,
where C depends on t.
Taking η = e
−2|A|
2d|B|2
ε
M , by (1) of Lemma 3.2, we easily get that for all u, v ∈ S
d−1 with |u−v| ≤ η,
∣∣∣∣
d∑
i=1
|〈KsBi, u〉|
2 −
d∑
i=1
|〈KsBi, v〉|
2
∣∣∣∣ ≤ εM ∀s ∈ [0, 1].
Hence, as Nt,εℓ,h ≤M we have
(4.9) |Λ(t, u, εℓ)− Λ(t, v, εℓ)| ≤ ε ∀t ∈ [0, 1].
By the compactness, Sd−1 has a finite open sets cover (Uk)1≤k≤W such that W ≤ Cd
(
Mε−1
)d−1
with Cd only depending on d and that the diameter of each open set Uk is η.
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Take any uk ∈ Uk for all k, it is easy to see from (4.9) that for all t ∈ [0, 1] we have{
inf
|u|=1
Λ(t, u, εℓ) ≤ ε,Nt,εℓ,h ≤M
}
⊂
W⋃
k=1
{
Λ(t, uk, ε
ℓ) ≤ 2ε,Nt,εℓ,h ≤M
}
and thus
P
(
inf
|u|=1
Λ(t, u, εℓ) ≤ ε,Nt,εℓ,h ≤M
)
≤
W∑
k=1
P
(
Λ(t, uk, ε
ℓ) ≤ 2ε,Nt,εℓ,h ≤M
)
≤ Cd(Mε
−1)d−1 sup
u∈Sd−1
P
(
Λ(t, u, εℓ) ≤ 2ε
)
.
(4.10)
Step 2 : We shall prove in the step 3 below that for any γ > 0 and ℓ ∈ (0, 1/4), there exist
some ε0 > 0 depending on γ, ℓ and some t0 ∈ (0, 1) depending on ε0 such that limε0→0 t0 = 0
and that for all ε ∈ (0, ε0) and t ≥ t0 we have
P
(
Λ(t, u, εℓ) ≤ 2ε
)
≤ e−c| log ε|
−γν(εℓ≤|z|≤1)(4.11)
for all u ∈ Sd−1, where c > 0 only depends on |A| and |B|.
Now we use the inequalities in the step 1 and (4.11) to prove the desired (4.7). By (4.8) with
M = 1
ε2
therein, we get
(4.12) P
(
Nt,εℓ,h >
1
ε2
)
≤ Ce−1/ε
2
.
This, together with (4.11) and (4.10), implies
P
(
inf
|u|=1
Λ(t, u, εℓ) ≤ ε
)
≤ P
(
inf
|u|=1
Λ(t, u, εℓ) ≤ ε,Nt,εℓ,h ≤
1
ε2
)
+ P
(
Nt,εℓ,h >
1
ε2
)
≤ Ce−1/ε
2
+ Cdε
−3(d−1)e−c| log ε|
−γν(εℓ≤|z|≤1).
(4.13)
Tuning the number c to be smaller and using the assumption (H1), we immediately obtain the
desired inequality (4.7).
Step 3 : It remains to show (4.11). From the rank condition in Theorem 2.1, there exist some
j0 ≤ n, i0 ≤ d and some constant κ0 > 0 such that
(4.14) |〈Aj0Bi0 , u〉| ≥ κ0.
Without loss of generality, we assume that j0 ≥ 1. Denote θ =
e−|A|
2|A||B| and choose a small number
ε0 ∈ (0, 1/4) satisfying the following conditions:
| log ε0|
−γ(4n)−n < min{1/θ, κ0, 1/2},(4.15)
| log ε0|
−2γh(εℓ0) > 8ε ∀ε ∈ (0, ε0],(4.16)
| log ε0|
−(4n)−nγ ≤ min
1≤j≤n
(
2−j−3θj
j!
(
θ
1 + θ
)j)
,(4.17)
inf
1≤j≤n
(
θj
2j+1j!
)2
| log ε0|
− 2(j+1)γ
(4n)j h(ε) > 8ε ∀ε ∈ (0, ε0].(4.18)
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It is easy to check that as ε0 is sufficiently small the conditions (4.15) and (4.17) both hold.
(4.16) and (4.18) follow from (3.4) and the assumption ℓ ∈ (0, 1/4) for sufficiently small ε0.
We choose t0 = max{δ, δ˜} with δ and δ˜ defined by (4.19) and (4.24) respectively. It is clear
that limε0→0 t0 = 0. Now we prove (4.11) by considering the following two cases. The conditions
(4.15) and (4.16) will be used in the Case 1 below, while (4.17) and (4.18) will be used in Case
2.
Case 1: |〈Bi0 , u〉| ≥ | log ε0|
−γ . Choose
(4.19) δ = θ| log ε0|
−γ ,
thanks to (4.15) we have δ < 1. By Lemma 4.1 we get
|〈KsBi0 , u〉| ≥
1
2
| log ε0|
−γ ∀s ∈ (0, δ].
Write Nt,εℓ =
∫ t
0
∫
εℓ≤|z|≤1N(dz,ds), it follows from the above inequality and (3.4) that for all
ε ∈ (0, ε0] ∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≥
1
4
∫ δ
0
∫
εℓ≤|z|≤1
| log ε0|
−2γh(z)N(dz,ds)
≥
1
4
| log ε0|
−2γh(εℓ)Nδ,εℓ .
(4.20)
A straightforward computation gives
(4.21) P(Nδ,εℓ = 0) = e
−δν(εℓ≤|z|≤1).
As Nδ,εℓ ≥ 1, (4.20) and (4.16) imply∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0v〉|
2h(z)N(dz,ds) ≥
1
4
| log ε0|
−2γh(εℓ) > 2ε, ∀ε ∈ (0, ε0].
Hence,
(4.22) P
(∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε,Nδ,εℓ ≥ 1
)
= 0.
By (4.21), (4.22) and the fact t0 > δ, we have that for all t ≥ t0,
P
(∫ t
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ P
(∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−δν(ε
ℓ≤|z|≤1).
(4.23)
By the definition of Λ(t, u, εℓ) and θ| log ε|−γ ≤ δ, the above inequality immediately implies the
desired inequality (4.11).
Case 2: |〈Bi0 , u〉| < | log ε0|
−γ . Define
l = inf
{
j ≥ 1 : |〈AkBi0 , u〉| < | log ε0|
−γ(4n)−k , 0 ≤ k ≤ j − 1;
|〈AjBi0 , u〉| ≥ | log ε0|
−γ(4n)−j
}
,
where n is the constant in Theorem 2.1. By (4.14) and (4.15), as ε0 is sufficiently small we have
| log ε0|
−γ(4n)−j ≤ | log ε0|
−γ(4n)−n ≤ κ0 ≤ |〈A
j0Bi0 , u〉|.
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This and the condition |〈Bi0 , u〉| < | log ε0|
−γ imply
1 ≤ l ≤ j0.
Choose
(4.24) δ˜ = θ| log ε0|
−γ(4n)−l
it is obvious δ˜ ≤ t0 by the definition of t0 above. By Lemma 4.1 and the definition of l, we have
for all s ∈ (0, δ˜]
〈KsA
lBi0 , u〉 ≥
1
2
| log ε0|
−γ(4n)−l or 〈KsA
lBi0 , u〉 ≤ −
1
2
| log ε0|
−γ(4n)−l .
The above two inequalities imply
(4.25)
∣∣∣∣
∫ t
0
∫ s1
0
...
∫ sl−1
0
〈KslA
lBi0 , u〉dsl...ds1
∣∣∣∣ ≥ tl2l! | log ε0|−γ(4n)−l ∀t ∈ (0, δ˜].
From the definition of l again, we have
(4.26)
∣∣∣∣(−t)jj! 〈AjBi0 , u〉
∣∣∣∣ < tjj! | log ε0|−γ(4n)−j ∀0 ≤ j ≤ l − 1.
Applying (4.3), by (4.25) and (4.26) we get
|〈KtBi0 , u〉| ≥
tl
2l!
| log ε0|
−γ(4n)−l −
l−1∑
j=0
tj
j!
| log ε0|
−γ(4n)−j ∀t ∈ (0, δ˜].
For all t ∈ [δ˜/2, δ˜] we have
|〈KtBi0 , u〉| ≥
(
δ˜
2
)l
2l!
| log ε0|
−γ(4n)−l −
l−1∑
j=0
δ˜j
j!
| log ε0|
−γ(4n)−j
=
θl
2l+1l!
| log ε0|
− l+1
(4n)l
γ
−
l−1∑
j=0
θj
j!
| log ε0|
−
j+(4n)l−j
(4n)l
γ
.
(4.27)
Observing
l−1∑
j=0
θj
j!
| log ε0|
−
j+(4n)l−j
(4n)l
γ
≤ (θ + 1)l| log ε0|
− l+1
(4n)l
γ
l−1∑
j=0
| log ε0|
−
(4n)l−j−(l−j)−1
(4n)l
γ
and
(4n)l−j − (l − j)− 1 ≥ (l − j) ∀j < l,
we get
l−1∑
j=0
θj
j!
| log ε0|
− j+(4n)
l−j
(4n)l
γ
≤ (θ + 1)l| log ε0|
− l+1
(4n)l
γ
l−1∑
j=0
| log ε0|
− l−j
(4n)l
γ
≤ 2(θ + 1)l| log ε0|
− l+2
(4n)l
γ
,
(4.28)
where the last inequality is by (4.15). It follows from (4.17) that
θl
2l+1l!
− 2(θ + 1)l| log ε0|
− 1
(4n)l
γ
≥
θl
2l+2l!
,
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which, together with (4.28) and (4.27), gives
|〈KtBi0 , u〉| ≥
θl
2l+2l!
| log ε0|
− l+1
(4n)l
γ
∀t ∈ [δ˜/2, δ˜].
By the same argument as in the case 1, we have
P
(∫ δ˜
δ˜/2
∫
εℓ≤|z|≤1
|〈KtBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−
δ˜
2
ν(εℓ≤|z|≤1) ∀ε ∈ (0, ε0],
hence, for all t ≥ t0 (recall t0 ≥ δ˜) we have
(4.29) P
(∫ t
0
∫
εℓ≤|z|≤1
|〈KtBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−
δ˜
2
ν(εℓ≤|z|≤1) ∀ε ∈ (0, ε0].
In view of δ˜ ≥ δ and δ = θ| log ε0|
−γ , it follows from the previous inequality that for ∀ε ∈ (0, ε0]
P
(∫ t
0
∫
εℓ≤|z|≤1
|〈KtBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−
δ
2
ν(εℓ≤|z|≤1) ≤ e−
1
2
θ| log ε|−γν(εℓ≤|z|≤1)
and thus the desired (4.11). 
Proof. By Lemma 3.3, it suffices to show Mt is invertible a.s. and
E|M−1t |
p <∞ ∀p > 0.
Take any t1 > 0 and fix it. From Lemma 4.3 we can choose ε0 > 0 sufficiently small so that
δ ≤ t1/2
and that (4.6) holds for t > δ (in particular for t = t1). Taking ε = 1/n in (4.6) and writing
En = {λmin(t1) ≤ 1/n}, we have
∞∑
n=n0
P (En) ≤
∞∑
n=n0
Ce−c(n
αℓ| logn|γ) <∞,
where n0 = [1/ε0] + 1. By Borell-Cantelli Lemma we have λmin(t1) > 0 a.s. and thus Mt1 is
invertible a.s.. We take the largest eigenvalue of M−1t1 i.e. (λmin(t1))
−1 as |M−1t1 | (recall all the
norms of a finite dimension space are equivalent), (4.6) implies
P(|M−1t1 | ≥ 1/ε) ≤ Ce
−c(εαℓ| log ε|γ)
−1
∀ε ∈ (0, ε0],
which immediately implies the desired inequality for t = t1. Since t1 > 0 is arbitrary, the proof
is completed. 
5. Proof of Theorem 2.2
To prove Theorem 2.2, we shall use the same procedure as proving Theorem 2.1. The crucial
step is Lemma 5.1 below, which plays the same role as Lemma 4.3 in the proof of Theorem 2.2.
With this lemma, we can prove Theorem 2.2 by the same argument as showing Theorem 2.1. So,
in this section we only prove the crucial lemma but omit how to apply it to prove the theorem.
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Lemma 5.1. Assume that the conditions in Theorem 2.2 hold. For any γ > 0 and ℓ ∈ (0, 1/4),
there exist some ε0 > 0 depending on γ, ℓ and some t0 ∈ (0, 1) depending on ε0 such that
limε0→0 t0 = 0 and that for all ε ∈ (0, ε0) and t ≥ t0 we have
(5.1) P (λmin(t) ≤ ε) ≤ Ce
−c(εαℓ| log ε|γ)
−1
.
where c only depends on |A|, |B| and C depends on |A|, |B|, t.
To prove the above lemma, we need the following auxiliary lemma, which can be shown by
an argument similar to proving Lemma 4.1.
Lemma 5.2. Let u, v ∈ Rd both be nonzero vectors with some p > 0 such that
(5.2) 〈v, u〉 ≥ p (or 〈v, u〉 ≤ −p).
Then there exist some θ = 12|u||v|‖∇a‖∞ e
−‖∇a‖∞
δ = (θp) ∧ 1
such that for all t ∈ (0, δ) and x ∈ Rd
(5.3) 〈Kt(x)v, u〉 ≥ p/2 (respectively 〈Kt(x)v, u〉 ≤ −p/2).
Proof of Lemma 5.1. We first repeat exactly the steps 1 and 2 in the proof of Lemma 5.1. To
complete the proof, we only proceed to prove the step 3.
Recall that the step 3 is to show that for any γ > 0 and ℓ ∈ (0, 1/4), there exist some ε0 > 0
depending on γ, ℓ and some t0 ∈ (0, 1) depending on ε0 such that limε0→0 t0 = 0 and that for
all ε ∈ (0, ε0) and t ≥ t0 we have
P
(
Λ(t, u, εℓ) ≤ 2ε
)
≤ e−c| log ε|
−γν(εℓ≤|z|≤1)(5.4)
for all u ∈ Sd−1, where c > 0 only depends on |A| and |B|.
By the uniform Ho¨rmander condition, we have some κ0 > 0 such that
(5.5) inf
|u|=1
d∑
i=1
(
|〈∇a(x)Bi, u〉|
2 + |〈Bi, u〉|
2
)
≥ 2dκ20.
Write θ = e
−‖∇a‖∞
2‖∇a‖∞|B|
, we choose an ε0 ∈ (0, 1/4) such that
(5.6) | log ε0|
−γ ≤ κ0,
(5.7) | log ε0|
−2γh(εℓ) > 8ε ∀ε ∈ (0, ε0],
(5.8)
8
κ0
| log ε0|
−γ < (θκ0) ∧ 1.
As ε0 > 0 is sufficiently large, the above four conditions clearly hold. Choosing
t0 = max{θ| log ε0|
−γ ,
4
κ0
| log ε0|
−γ},
we have t0 < 1 as ε0 is sufficiently small. We shall prove (5.4) by considering the following two
cases.
Case 1 : If there exists some i0 ∈ {1, ..., d} such that
|〈Bi0 , u〉| ≥ | log ε0|
−γ ,
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choose
(5.9) δ = θ| log ε0|
−γ ,
it is clear that δ < t0 < 1 by the definition of t0. By Lemma 5.2, for all x ∈ R
d the following
relation holds:
|〈Ks(x)Bi0 , u〉| ≥
1
2
| log ε0|
−γ ∀s ∈ (0, δ].
Write Nt,εℓ =
∫ t
0
∫
εℓ≤|z|≤1N(dz,ds), it follows from the above inequality and (3.4) that for all
ε ∈ (0, ε0]∫ δ
0
∫
εℓ≤|z|≤1
|〈Ks(x)Bi0 , u〉|
2h(z)N(dz,ds) ≥
1
4
∫ δ
0
∫
εℓ≤|z|≤1
| log ε0|
−2γh(z)N(dz,ds)
≥
1
4
| log ε0|
−2γh(εℓ)Nδ,εℓ.
(5.10)
A straightforward computation gives
(5.11) P(Nδ,εℓ = 0) = e
−δν(εℓ≤|z|≤1).
As Nδ,εℓ ≥ 1, (5.10) and (5.7) imply∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0v〉|
2h(z)N(dz,ds) ≥
1
4
| log ε0|
−2γh(εℓ) > 2ε, ∀ε ∈ (0, ε0].
Hence,
(5.12) P
(∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε,Nδ,εℓ ≥ 1
)
= 0.
By (5.11), (5.12) and the fact t0 > δ we have that for all t ≥ t0,
P
(∫ t
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ P
(∫ δ
0
∫
εℓ≤|z|≤1
|〈KsBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−δν(ε
ℓ≤|z|≤1).
(5.13)
By the definition of Λ(t, u, εℓ) and θ| log ε|−γ ≤ δ, the above inequality immediately implies the
desired inequality (5.4).
Case 2 : If |〈Bi, u〉| < | log ε0|
−γ for all i ∈ {1, ..., d}, by (5.5) and (5.6), there exists some
i1 ∈ {1, ..., d} and some κ0 > 0 so that
|〈∇a(x)Bi1 , u〉| ≥ κ0 ∀x ∈ R
d.
By Lemma 5.2, as t ≤ (θκ0) ∧ 1, for all ∀x ∈ R
d the following relation holds:
〈Kt∇a(x)Bi1 , u〉 ≥ κ0/2 or 〈Kt∇a(x)Bi1 , u〉 ≤ −κ0/2.
Therefore, ∣∣∣∣
∫ t
0
〈Ks∇a(x)Bi1 , u〉ds
∣∣∣∣ ≥ κ0t/2 ∀t ≤ (θκ0) ∧ 1.
Choose
δ˜ =
8
κ0
| log ε0|
−γ ,
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thanks to (5.8), the previous inequality, together with the easy relation
Kt(x)Bi1 = Bi1 −
∫ t
0
Ks(x)∇a(Xs)Bi1ds, ∀x ∈ R
d
implies
|〈Kt(x)Bi1 , u〉| ≥ κ0t/2− | log ε0|
−γ ≥ | log ε0|
−γ ∀t ∈ [δ˜/2, δ˜] ∀x ∈ Rd.
By the same argument as in Case 1, we have
P
(∫ δ˜
δ˜/2
∫
εℓ≤|z|≤1
|〈KtBi0 , u〉|
2h(z)N(dz,ds) ≤ 2ε
)
≤ e−
δ˜
2
ν(εℓ≤|z|≤1) ∀ε ∈ (0, ε0],
By the same arguments as those below (4.29), we get the desired inequality. 
6. Appendix: The sketchy proof of (3.5)
Step 1: Define vε(z, t) = z + εv(z, t), as ε > 0 is sufficiently small vε(., t) as a function from
R
d to Rd has a unique inverse. We denote this inverse by uε(z, t). Under our assumption it is
easy to see that as ε > 0 is sufficiently small,
(6.1) |uε(z, t) − z| ≤ Cε|z|41|z|≤2(z).
Further define
N ε(Γ× [0, t]) =
∫ t
0
∫
Rd0
1Γ(v
ε(z, s))N(dz,ds),
it is easy to check that N ε has an intensity measure νε satisfying
νε(Γ× [0, t]) =
∫ t
0
∫
Rd0
1Γ(v
ε(z, s))ν(dz)ds.
As ε > 0 is sufficiently small, the following Radon-Nikodym derivative always exists under our
assumptions. A straightforward calculation gives
dνε
dνdt
(z, t) =
ρ(uε(z, t))
ρ(z)
=: ϕε(z, t),
where ρ is the density function of ν defined in (H1).
Step 2: Consider the following SDEs,
(6.2) dZεt = (ϕ
ε(z, t) − 1)N˜ (dz,dt), Zε0 = 1,
by Itoˆ formula we have
(6.3) Zεt = exp{
∫ t
0
logϕε(z, s)N(dz,ds)−
∫ t
0
(ϕε(z, s)− 1)ν(dz)ds}.
It is easy to check that Zεt is a martingale under our assumptions. Define a measure P
ε which
is determined by
(6.4)
dPε
dP
∣∣∣∣
Ft
= Zεt , t > 0,
Thanks to (6.1), we have
(6.5) lim
ε→0
E|Zεt |
2 <∞,
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(6.6) lim
ε→0
E
∣∣∣∣(Zεt )−1 − 1ε − δ(V )
∣∣∣∣
2
= 0,
where δ(V ) is defined by (3.6). Define a process
Lεt = Lt +
∫ t
0
∫
Rd0
εv(z, s)N(dz,ds).
The crucial Girsanov type lemma holds:
Lemma 6.1. The law of the process (Lεt )t≥0 under P
ε is the same as that of the process (Lt)t≥0
under P.
Proof. By checking the characteristic functions of the arbitrary finite discretization of Lt under
P and that of Lεt under P
ε or by referring to [3, Theorem 6.16]. 
Step 3:Consider the SDEs {
dXεt = a(X
ε
t )dt+BdL
ε
t ,
Xε0 = x,
where Lεt = Lt + ε
∫ t
0
∫
Rd0
v(z, s)N(dz,ds). By Lemma 6.1, for all t > 0 the law of Xεt under P
ε
and the law of Xt under P are the same. Hence, for all f ∈ C
1
b ,
E [DV f(Xt)] = lim
ε→0
E
(
f(Xεt )− f(Xt)
ε
)
= lim
ε→0
1
ε
(Ef(Xεt )− E
εf(Xεt ))
= lim
ε→0
E
ε
[
f(Xεt )
1
ε
(
dP
dPε
− 1
)]
= lim
ε→0
E
[
f(Xεt )
(Zεt )
−1 − 1
ε
Zεt
]
.
where the first equality is thanks to f ∈ C1b (R
d) and the fact that
Xεt−Xt
ε is uniformly integrable.
By (6.5) and (6.6), the above relation immediately gives the desired formula (3.5). By a classical
extension procedure, we can show that the formula (3.5) also holds for f ∈ Cb(R
d).
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