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Suppose Y is a regular covering of a ﬁnite graph X with covering
transformation group π = Z. This paper gives an explicit formula
for the L2 zeta function of Y and computes examples. When π = Z,
the L2 zeta function is an algebraic function. As a consequence
it extends to a meromorphic function on a Riemann surface. The
meromorphic extension provides a setting to generalize known
properties of zeta functions of regular graphs, such as the location
of singularities and the functional equation.
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1. Introduction
Given a ﬁnite graph, there is a zeta function which encodes some of the combinatorics of the
graph. The zeta function was deﬁned by Ihara and extended by Hashimoto and then Bass. See [8,10]
for a ﬁne introduction to the subject taking a geometric approach.
Ihara’s zeta function generalizes to an inﬁnite graph Y which is periodic in the sense that Y is a
regular covering of a ﬁnite graph X . More precisely, let Y be an undirected graph, possibly with loops
and multiple edges. Suppose the countable group π acts freely on Y (no ﬁxed vertices or edges) with
ﬁnite quotient graph X . Then there is an L2 zeta function of Y , called Z (2)Y .
Both the ﬁnite and L2 zeta functions are deﬁned as Euler products, converging in a neighborhood
of 0 ∈ C. For ﬁnite graphs, the fundamental theorem is the Ihara–Hashimoto–Bass rationality formula,
which says that the zeta function is the reciprocal of a polynomial, and so extends meromorphically
to all of C.
The analogous theorem for inﬁnite graphs is formally similar, but involves von Neumann determi-
nants, and so the L2 zeta function is not a rational function in general. Furthermore, it is not known
how to extend the domain of deﬁnition of Z (2)Y outside a neighborhood of the origin. Section 2 reviews
relevant material from von Neumann algebras and deﬁnes the L2 zeta function.
E-mail address: bryan@slu.edu.0095-8956/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jctb.2008.04.002
B. Clair / Journal of Combinatorial Theory, Series B 99 (2009) 48–61 49This paper focuses on the example of π = Z. In this case, Theorem 3.4 computes Z (2)Y explic-
itly. The main diﬃculties to overcome are the evaluation of a particular deﬁnite integral and careful
bookeeping with branches of multi-valued complex functions.
The formula for Z (2)Y is algebraic, and Theorem 3.5 takes advantage of this to extend Z
(2)
Y to a
meromorphic function Z˜ deﬁned on a compact Riemann surface S (which depends on Y ). From an-
other viewpoint, Z (2)Y is naturally a multi-valued meromorphic function deﬁned on all of C.
The surface S is a branched covering of the Riemann sphere CP1, and the branch points play a
similar role for inﬁnite graphs as the poles do for zeta functions of ﬁnite graphs. Speciﬁcally, The-
orem 4.2 gives conditions for Z˜ of a q + 1 regular graph Y to have all its branch points over the
set
C = {u ∈ C: |u| = q−1/2}∪ [−1,−1
q
]
∪
[
1
q
,1
]
.
C is exactly the set where poles may occur for zeta functions of ﬁnite q + 1 regular graphs.
The extension to Z˜ gives a meaningful context for functional equations relating u ↔ 1qu , and Sec-
tion 4.1 explores these.
Finally, Section 5 gives a number of computations for speciﬁc Y .
This paper is intended as a model for how one might extend the domain of deﬁnition for Z (2)Y for
general π = Z. It is shown in [3] that for a q + 1 regular graph, the L2 zeta function always extends
holomorphically to the inside of the set C . In the most optimistic scenario, the L2 zeta function is
always algebraic and therefore extends past C to a compact Riemann surface. More likely, one may
need to allow non-compact surfaces with inﬁnitely many sheets over CP1. In the worst scenario, the
“branch points” could spread out continuously over C and prevent any further extension of domain.
In any event, this paper shows that the zeta function is algebraic through an explicit computation
that only works when π = Z, so a different approach will be needed for the general case.
2. Preliminaries
2.1. Group von Neumann algebras
For completeness, here is a quick overview of relevant material from von Neumann algebras. For
π a countable discrete group, the von Neumann algebra of π is the algebra N (π) of bounded π -
equivariant operators from l2(π) to l2(π).
The von Neumann trace of an element f ∈N (π) is deﬁned by
Trπ f =
〈
f (δe), δe
〉
for δe ∈ l2(π) the Kronecker delta function, which is one on the unit element e of π and zero else-
where. The group ring C[π ] is contained in N (π), acting on l2(π) by right multiplication. It is a
dense subspace. The trace of an element of the group ring is simply the coeﬃcient of the identity.
For H =⊕ni=1 l2(π) and a bounded π -equivariant operator T : H → H , deﬁne
Trπ T =
n∑
i=1
Trπ Tii .
The trace as deﬁned is independent of the decomposition of H . For u ∈ C, the determinant Detπ (T )
is deﬁned in [2] via formal power series as (exp◦Trπ ◦ Log)(T ), and converges for T suﬃciently close
to the identity operator.
As a notational convention, we use capitalized Detπ , Trπ and Log when applied to operators to
obviate confusion with the usual det, tr on matrices and log on numbers.
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N (Z) transforms to multiplication by f (θ) =∑∞n=−∞ cneinθ , and
Trπ f = 〈 f · 1,1〉 =
∫
S1
f (θ)dθ = c0.
Here, and throughout this paper, integration over S1 is normalized so that
∫
S1 dθ = 1.
2.2. Graphs and zeta functions
An undirected graph Y consists of the following structure:
• A set of vertices V Y .
• A set of (oriented) edges EY .
• Maps o, t : EY → V Y , the origin and terminus of each edge.
• A map ¯: EY → EY with e = e¯, e = ¯¯e, o(e¯) = t(e) and t(e¯) = o(e).
The pair {e, e¯} is called a geometric edge of Y . This deﬁnition allows Y to be what is sometimes called
a multigraph, allowing for multiple edges, and also for loops. The degree of a vertex v is the number
of oriented edges with origin v .
A path γ in X is a sequence of oriented edges (e1, e2, . . . , ek) so that o(ei+1) = t(ei). The length
of γ is (γ ) = k. A cycle is a path with o(e1) = t(ek). A cycle is called reduced if ei+1 = e¯i , i = 1, . . . ,k,
with indices taken modulo k. There is an equivalence relation on cycles, given by (e1, e2, . . . , ek) ∼
(e1+i, e2+i, . . . , ek+i) for any i, with indices modulo k.
Thinking of the graph as a topological 1-complex, equivalence classes of reduced cycles are in one-
to-one correspondence with free homotopy classes of maps from the circle S1 into Y . See [10] for
details.
A cycle is called primitive if it is not obtained by going more than one time around some other
cycle. Let P denote the set of equivalence classes of primitive reduced cycles. When Y is a ﬁnite
graph, Ihara’s zeta function is deﬁned as the (typically inﬁnite) product
ZY (u)
−1 =
∏
γ∈P
(
1− u(γ )).
Now suppose Y is periodic—a countable group π acts by graph automorphisms on Y , the action
is free on vertices and geometric edges, and the quotient graph X = Y /π is ﬁnite. Then π also acts
on P , though possibly no longer freely. For γ ∈ P , let πγ denote the (ﬁnite) stabilizer of γ under the
action of π .
The L2 zeta function of Y is the inﬁnite product
Z (2)Y (u)
−1 =
∏
γ∈P/π
(
1− u(γ )) 1|πγ | . (1)
Note that Z (2)Y (u) specializes to ZY (u) when Y is ﬁnite and π is trivial.
For f ∈ l2(V Y ) and v a vertex of Y , deﬁne operators
A f (v) =
∑
o(e)=v
f
(
t(e)
)
(where the summation is over oriented edges with origin v), and
Q f (v) = (deg(v) − 1) f (v).
The operator A is the usual adjacency operator of Y , acting on l2(V Y ), and Q = Δ − I , where Δ is
the degree operator of Y .
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Lu = I − Au + Q u2.
Let χ(X) denote the Euler characteristic of X , i.e. the number of vertices of X minus the number of
geometric edges of X . Then from [2, Theorem 0.3],
Z (2)Y (u)
−1 = (1− u2)−χ(X)Detπ Lu . (2)
In particular, the product in (1) converges for small u (which was not a priori obvious).
Remark 2.2. The L2 zeta function was ﬁrst deﬁned in [2], but beware that [2] mistakenly uses Z for
the reciprocal of the zeta function as deﬁned here and elsewhere in the literature. See [6] for a more
direct treatment of the case considered here.
The case of periodic Y is not the most general setting for L2 zeta functions. All generalizations
require some ﬁniteness condition on Y , essentially to keep control over the number of classes of
primitive cycles of any given length. In [2], π does not necessarily act freely and Y /π need only be
‘of ﬁnite volume.’ Alternately, in [5,7], no π action is required, and instead a sequence of ﬁnite graphs
approximates Y . Where these settings overlap, the L2 zeta functions all coincide.
3. Graphs withZ actions
We assume π = Z = 〈t〉, the free abelian group on one generator t . Suppose X = Y /Z has v ver-
tices. Choosing lifts of these vertices to Y , we identify
l2(V Y ) =
⊕
v
l2(Z)
and the adjacency operator A is then a v × v matrix with entries in the group ring Z[〈t〉]. Since A is
self-adjoint, it satisﬁes A(t) = A(t−1)T . Similarly, Lu(t) = Lu(t−1)T (but beware that Lu is not generally
self-adjoint). Therefore, the matrix determinant det Lu ∈ C[〈t〉] is symmetric in t and t−1, and we can
write det Lu = Pu( t+t−12 ) for some polynomial Pu . Here and throughout the paper, the letter n denotes
the degree of the polynomial Pu . Since the matrix entries of Lu are integer polynomials in u, so are
the coeﬃcients of Pu .
We know in general that Detπ Lu is independent of the choice of lifts of vertices, but here it is
very clear, since choosing a different lift will multiply a row by tk and the corresponding column
by t−k (for some k). In particular, Pu depends only on Y and the Z action.
Now, under Fourier transform,
⊕
v l
2(Z) =⊕v L2(S1). Here S1 = {eiθ | θ ∈ (−π,π ]} with measure
normalized to have total measure 1. Under Fourier transform, multiplication by t becomes multiplica-
tion by the function eiθ , and hence Lu is represented by a v × v matrix which will be denoted Mu(θ).
To compute the zeta function
Detπ Lu = expTrπ Log(Lu) (3)
= exp
∫
S1
Tr Log
(
Mu(θ)
)
dθ (4)
= exp
∫
S1
logdet
(
Mu(θ)
)
dθ (5)
= exp
∫
S1
log Pu
(
cos(θ)
)
dθ. (6)
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To proceed further, we work out a crucial example. Let V Y = Z, and connect n to n + 1 with an
edge (so Y is a line, also known as a two-ended path). Then
Lu = 1−
(
t + t−1)u + u2,
Mu(θ) = 1− 2cos(θ)u + u2,
and
Pu(x) = 1− 2ux+ u2.
Notice that for |u| < 1 and for all θ , Mu(θ) /∈ (−∞,0]. In what follows, log will be the principal
branch of the logarithm.
Now restrict to |u| < 1. Because Y has no loops, the L2 zeta function for Y is identically 1. There-
fore, by (2),
1= (1− u2)0 Detπ Lu
= exp
∫
S1
log
(
1− 2u cos(θ) + u2)dθ (7)
= exp
∫
S1
log(2u) + log
(
u + u−1
2
− cos(θ)
)
dθ (8)
= 2u exp
∫
S1
log
(
r − cos(θ))dθ. (9)
Here, we have assumed u = 0 and put r = (u + u−1)/2. Generally, some care must be taken when
writing log(xy) = log(x) + log(y). If u ∈ (−1,0), then r − cos(θ) < 0 and the identity is off by 2π i.
However, the 2π i passes through the integral and exponentiates to 1. For other values of u there is
no problem, because the imaginary parts of u and r have opposite sign.
Notice that r = cosh(−log(u)), so that u = e−arccosh(r) . Here, arccosh has a branch cut discontinuity
on (−∞,1] and range {a + bi | a > 0, b ∈ (−π,π ]} ∪ [0,π ]i.
Proposition 3.1. Suppose r ∈ C. Then∫
S1
log
(
r − cos(θ))dθ = arccosh(r) − log(2). (10)
Proof. The discussion above proves that for r ∈ C − [−1,1],
exp
∫
S1
log
(
r − cos(θ))dθ = 1
2
earccosh(r).
Taking the log of both sides,∫
S1
log
(
r − cos(θ))d θ = arccosh(r) − log(2) + 2π ik,
for some k ∈ Z. Since both log and arccosh have imaginary part in the range (−π,π ], k must be zero
and (10) is established for r ∈ C − [−1,1].
Extending (10) to r ∈ [−1,1] is delicate because the left-hand integrand is unbounded and the right
side has a branch cut discontinuity. The real and imaginary parts of (10) will be handled separately.
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(arccosh(r) − log2) = φ. On the other hand,
arg
(
cos(φ) − cos(θ))= {π if cos(θ) > cos(φ),
0 otherwise.
Therefore,∫
S1
(log(r − cos(θ)))dθ = ∫
S1
arg
(
cos(φ)− cos(θ))dθ (11)
= 1
2π
φ∫
−φ
π dθ (12)
= φ. (13)
Next, consider the real part of (10). One needs to show that∫
S1
log
∣∣r − cos(θ)∣∣dθ = (arccosh(r) − log2) (14)
for r ∈ [−1,1]. It is not hard to see that the left-hand side of (14) is always ﬁnite. On the other hand,
the right-hand side of (14) is a continuous function on all of C (and equals −log2 on [−1,1]).
Thus the two sides of (14) are deﬁned on all of C, equal on C − [−1,1], and the right side is con-
tinuous. However, the left side of (14) is not a priori a continuous function of r. Somewhat surprisingly,
it is continuous, but the following technical argument is required.
For r ∈ [−1,1], k = 1,2, . . . , put
fk(θ) = log
∣∣r − cos(θ) + i/k∣∣.
The fk are a decreasing sequence of functions, bounded above (by
√
5), and converging a.e. to log |r−
cos(θ)|. By the Monotone Convergence Theorem,
−log2 = lim
k→∞
(arccosh(r + i/k) − log2) (15)
= lim
k→∞
∫
S1
fk(θ)dθ (16)
=
∫
S1
log
∣∣r − cos(θ)∣∣dθ. (17)
Eq. (14) is now established for all r ∈ C, and this completes the proof. 
Remark 3.2. Computing the integral in (10) is a good, diﬃcult calculus exercise for r > 1. I know of
no elementary way to compute it in general.
Remark 3.3. The inverse hyperbolic cosine function satisﬁes
arccosh(r) = log(r + √r + 1√r − 1 )
where the principal branches of arccosh, log, and
√
z are used. In particular, (arccosh(r)) = log |r +√
r + 1√r − 1| is a continuous function. Taking the real part of both sides of (10) gives the integral∫
S1
log
∣∣r − cos(θ)∣∣dθ = log 1
2
|r + √r + 1√r − 1| (18)
for all r ∈ C.
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Theorem 3.4. Let Y be a regular Z = 〈t〉 covering of a ﬁnite graph X. Let Pu(x) be the degree n polynomial so
that
det Lu = Pu
(
t + t−1
2
)
.
There is R > 0 so that for all 0< |u| < R,
Z (2)Y (u)
−1 = (1− u2)−χ(X) α(u)
2n
∏
i
(ri +
√
ri + 1
√
ri − 1 ). (19)
Here Pu(x) = α(u)∏ni=1(ri(u) − x), and ri(u) are the roots of Pu . The square roots are principal, in the sense
that
√
z = exp( 12 log(z)).
Proof. The polynomial (−1)nα(u) is the coeﬃcient of the top degree term xn of Pu(x). Since P0 = 1,
0 is a root of α. There is R1 > 0 with α(u) = 0 on 0 < |u| < R1, and so one can write Pu(x) =
α(u)
∏n
i=1(ri(u) − x).
From (2), one need only compute Detπ Lu . There is a subtle point involving the log of a product,
but the heart of the argument is the computation below, which begins with (6), and uses Proposi-
tion 3.1:
Detπ Lu = exp
∫
S1
log Pu
(
cos(θ)
)
dθ (20)
= exp
∫
S1
logα(u)
n∏
i=1
(
ri(u) − cos(θ)
)
dθ (21)
= exp
(
logα(u) +
n∑
i=1
∫
S1
log
(
ri(u) − cos(θ)
)
dθ
)
(22)
= exp
(
logα(u) +
n∑
i=1
(
arccosh(ri) − log(2)
))
(23)
= α(u)
2n
∏
i
exp
(
arccosh(ri)
)
(24)
= α(u)
2n
∏
i
(ri +
√
ri + 1
√
ri − 1 ). (25)
It remains to justify the transition from (21) to (22).
Write
log Pu(x) = logα(u)+
n∑
i=1
log
(
ri(u) − x
)+ 2π ik(u, x). (26)
The function k(u, x) is always an integer. We will show that k(u, x) = k(u) is independent of x ∈
[−1,1]. It then factors out of the integral in (21) and thus exponentiates to 1.
Since Lu = I − Au + Q u2, we can write Pu(x) = 1+ uTu(x) for some polynomial T . Then there is
R2 > 0 so that for |u| < R2 and x ∈ [−1,1] we have (Pu(x)) > 0. Therefore, log(Pu(x)) is a continu-
ous function of x ∈ [−1,1].
In addition, for 0< |u| < R2, we see that Pu(x) has no roots on [−1,1], i.e. ri(u) /∈ [−1,1]. There-
fore log(ri(u) − x) is a continuous function of x ∈ [−1,1] (since we use the principal branch of the
logarithm).
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a continuous function of x on [−1,1], hence constant in x.
Setting R = min{R1, R2} completes the proof. 
3.3. The meromorphic extension
From Theorem 3.4, it is apparent that Z (2)Y (u) is an algebraic function of u. In this section, we
make this more explicit and then explore the consequences.
Let si = √ri + 1√ri − 1, and for I = (ι1, . . . , ιn) ∈ {±1}n = Zn2, put
WI =
n∏
i=1
ri + ιi si .
Note that (ri + si)(ri − si) = 1 so that W−1I = W−I . Theorem 3.4 then says that
Z (2)Y (u) =
(
1− u2)χ(X) 2n
α(u)
W−1,−1,...,−1. (27)
Let
Ω(T ) =
∏
I∈Zn2
(T − WI ). (28)
Then Ω is a polynomial in T of degree 2n . It is invariant under the transformation si → −si , hence it
is of even degree in each si . We can replace s2i with r
2
i − 1 so that Ω is a polynomial in ri , symmetric
in the ri . This means that Ω is in fact a polynomial in the elementary symmetric functions σ1, . . . , σn
of the ri , for example,
Ω(T ) =
{
T 2 − 2Tσ1 + 1 for n = 1,
T 4 − 4T 3σ2 + T 2(−2+ 4σ12 − 8σ2) − 4Tσ2 + 1 for n = 2,
(29)
and when n = 3,
Ω(T ) = T 8 − 8T 7σ3 + T 6
(
4− 8σ12 + 16σ2 + 16σ22 − 32σ1σ3
)
− T 5(−40σ3 + 32σ12σ3 − 64σ2σ3)
+ T 4(6− 16σ12 + 16σ14 + 32σ2 − 64σ12σ2 + 32σ22 + 64σ1σ3 + 64σ32)
− T 3(−40σ3 + 32σ12σ3 − 64σ2σ3)
+ T 2(4− 8σ12 + 16σ2 + 16σ22 − 32σ1σ3)− 8Tσ3 + 1. (30)
(The symmetry comes about because roots of Ω occur in reciprocal pairs.)
Since the ri are the roots of Pu ,
σi = (−1)n−i
(
the (n− i)th coeﬃcient of Pu
α(u)
)
.
Thus σi is a rational function of u, and so Ω ∈ C(u)[T ].
We have shown that WI and therefore Z
(2)
Y (u) are algebraic functions of u of degree less than or
equal to 2n .
Theorem 3.5. Let Y be a regular Z = π covering of a ﬁnite graph X. Then Z (2)Y (u) extends uniquely to a
meromorphic function on a Riemann surface.
More precisely, there exists a compact Riemann surface S, a (branched) covering map Π : S → CP1 , and
a meromorphic function Z˜ on S. There is a point z0 ∈ Π−1(0) and a neighborhood U of z0 on which Π is
biholomorphic such that Z˜(z) = Z (2)Y (Π(z)) for all z ∈ U .
The triple (S,Π, Z˜) is unique in the following sense: If (S ′,Π ′, Z˜ ′) has the corresponding properties, then
there exists exactly one ﬁber preserving biholomorphic mapping φ : S → S ′ such that Z˜ = Z˜ ′ ◦ φ .
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Proof. Deﬁne WI and Ω as above. The diﬃcult work is ﬁnished, as we showed already that WI is
algebraic. Since W−1,−1,...,−1 is holomorphic in a neighborhood of 0 and Ω(W−1,−1,...,−1) = 0, there
is a unique irreducible factor Φ ∈ C(u)[T ] with
Φ(W−1,−1,...,−1) = 0 (31)
in a neighborhood of 0.
The algebraic function deﬁned by Φ(T ) consists of S and Π as above, plus a meromorphic func-
tion f on S such that (Π∗Φ)( f ) = 0. It is unique in the sense of ﬁber preserving biholomorphic
mappings as above (see [4, I.8] for details). The number of sheets of Π is the degree in T of Φ(T ),
which is less than or equal to deg(Ω) = 2n .
Since W−1,−1,...,−1 is holomorphic in a neighborhood of 0, there is a point z0 ∈ Π−1(0) and a
neighborhood U of z0 on which Π is biholomorphic with f (z) = W−1,−1,...,−1(Π(z)) for z ∈ U .
For z ∈ S , let u = Π(z) and put
Z˜(z) = (1− u2)χ(X) 2n
α(u)
f (z) (32)
to complete the proof. 
4. Regular graphs
In this section, assume that X is q + 1 regular.
4.1. Functional equations
The zeta function for a ﬁnite regular graph satisﬁes a number of functional equations under the
transformation
τ : u → 1
qu
(see [10]). The situation for L2 zeta functions is somewhat less simple.
First notice that
L1/qu = I − A 1
qu
+ q 1
(qu)2
= 1
qu2
(
I − Au + qu2)= 1
qu2
Lu .
Then the polynomial P1/qu(x) has the same roots r1, . . . , rn as Pu(x). Since Ω and W−1,−1,...,−1 are
symmetric functions of the r’s, they are invariant under τ .
Suppose that Ω is irreducible, so that the L2 zeta function is deﬁned on the Riemann surface S
for Ω by (32). Then the transformation u → 1qu induces a biholomorphic involution τ˜ : S → S so that
f ◦ τ˜ = f . It is then easy to ﬁnd functional equations for Z˜ . For example:
Proposition 4.1. Suppose that Y is (q + 1)-regular and Ω is irreducible. For z ∈ S put u = Π(z). Then
( Z˜ ◦ τ˜ )(z) = q2e−vu2e
(
1− u2
q2u2 − 1
)−χ
Z˜(z). (33)
Here v and e are the numbers of vertices and geometric edges of X = Y /Z, and χ = χ(X) = v − e. (Compare
[1, Corollary 3.10]).
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α
(
1
qu
)
=
(
1
qu2
)v
α(u). 
If Ω is reducible, one gets a collection of disjoint Riemann surfaces S1, . . . , Sk and the map τ˜ may
permute them. We are interested in Z˜ on a particular choice S , and so it will not satisfy a functional
equation in any traditional sense. The line (Section 5.1) is a good example of this.
4.2. Location of branch points
The zeta function for a ﬁnite, q + 1 regular graph has all of its poles in the set
C = {u ∈ C: |u| = q−1/2}∪ [−1,−1
q
]
∪
[
1
q
,1
]
.
For the L2 zeta function, we can make a slightly weaker statement for branch points.
Theorem 4.2. Let Y be a regular Z = π covering of a ﬁnite graph X. Suppose that Y is q+ 1 regular. Let Ω be
the polynomial deﬁned in (28), and assume Ω is irreducible. If the ﬁeld extension C(u)[T ]/(Ω(T )) : C(u) is
Galois, then the covering Π from Theorem 3.5 has all of its branch points over C .
Proof. Let D0 and D∞ be the connected components of C− C . From [3], the L2 zeta function Z (2)Y (u)
extends holomorphically to D0, so the neighborhood U from Theorem 3.5 must also extend to cover
D0 with no branch points. The ﬁeld extension C(u)[T ]/(Φ(T )) : C(u) is Galois if and only if the
deck transformations of S over CP1 act transitively on the sheets of S [4, p. 57]. Then Π−1(D0)
is a union of copies of U and has no branch points. The involution τ˜ from the functional equation
biholomorphically interchanges Π−1D0 with Π−1D∞ , so that Π can only be branched on C . 
In Section 5.3, we will see a graph for which the L2 zeta function is branched over 0 and the deck
transformations of S are not transitive.
The assumption that Ω is irreducible is less well motivated. As in Section 5.4, the zeta function
for a graph with reducible Ω will still satisfy a functional equation if τ˜ preserves S .
The following argument gives hope for a close relationship between branch points of Z˜ for Y and
poles of Z X . To compute the zeta function Z X of the quotient graph X = Y /Z, one takes the determi-
nant of LX (u) = I − AXu + Q u2, where AX is the adjacency operator on X . Poles of Z X occur when
det LX (u) = 0. But AX is equal to A on Y under t → 1, and so poles of Z X occur when Pu(1) = 0, or
equivalently when some root ri(u) = 1.
If ri(u) = 1 then the terms ri ± √ri + 1√ri − 1 coincide. In other words, two roots of Ω coincide
at any u where Z X has a pole—a necessary condition for S to be branched over u.
Frequently, branch points of Z˜ do coincide with poles of Z X . However, examples in the next section
show that both possible implications are false in general.
5. Examples
5.1. The line
Let Y be the line, as in Section 3.1. We saw earlier that
Pu(x) = 1+ u2 − 2ux.
Then α(u) = 2u and r(u) = 1+u22u . From (29), we have
Ω(T ) = T 2 − T 1+ u
2
+ 1 = (T − u)(Tu − 1) .
u u
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Some graphs with n = 1
# Graph q χ(X) r(u) Branchpoints Genus
1 3 −1 1−2u+3u22u 1
2 4 −3 1−9u2+16u4
8u2
3
3 2 −2 1−u+u2−3u3+2u4−4u5+8u6
4u3
3
4 3 −2 1+3u24u 1
5 3 −1 1+3u24u 1
6 NR −2 1−u+u2−3u3+6u4
4u2
3
Here Ω is reducible. Some careful computation shows that
W−1(u) = 1+ u
2
2u
−
√
1+ u2
2u
+ 1
√
1+ u2
2u
− 1 =
{
u if |u| < 1,
1/u if |u| > 1, (34)
so Φ(T ) = T − u, the Riemann surface S is CP1, f (u) = u, and the zeta function is 2 f /α = 1.
Notice that the transformation τ : u → 1qu (here q = 1) interchanges the two irreducible factors
of Ω and therefore interchanges the corresponding surfaces. On the other surface, the analog of Z˜
is u2, and in fact the functional equation (33) becomes
u2 = 12·1−1u2·1 · 1 · 1.
5.2. Some graphs with n = 1
Let Y be the ﬁrst graph shown in Table 1 (all these graphs take the obvious Z action). Y is 4-
regular, so q = 3. Its quotient graph X is a vertex with two loops, and χ(X) = −1.
The adjacency matrix for Y is the 1 × 1 matrix (t−1 + 2 + t). Then P (x) = −2ux + 1 − 2u + 3u2
which has the one root shown in Table 1. From (29),
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(
1− 2u + 3u2
u
)
T + 1
which is irreducible.
The associated Riemann surface S is a two sheeted branched cover of CP1. Possible branch points
occur when the discriminant of Ω vanishes, which happens in this case at
u = 1, u = 1
3
, u = i√
3
, u = −i√
3
.
Here, all four are in fact branch points of multiplicity 2. The pattern of branch points is shown in
Table 1, and the set C is also indicated.
The total branching order of a branched covering is the sum of the branch multiplicities minus
the number of branch points. The Riemann–Hurwitz formula gives the genus of a branched covering
of CP1 as g = b/2−d+1 with d the number of sheets and b the total branching order. For this graph
the genus is 1 and S is a torus.
Other lines of Table 1 give the results of similar computations for different Y with n = 1. In all
cases, Ω(T ) = T 2 −2rT +1 is irreducible, S is a two sheeted branch cover, and all branch points have
multiplicity 2.
Graph #3 is an example in which poles of the zeta function for the quotient graph do not corre-
spond to branch points of S . In this graph, r(− 14 ± i4
√
7) = 1, but these are not branch points of the
L2 zeta function.
Graphs #2, 4, and 5 are bipartite and their zeta functions have bilateral symmetry across (u) = 0.
Graphs #4 and 5 have different zeta functions because they have different α and different χ .
Graph #6 is non-regular. For a ﬁnite graph X , Kotani and Sunada [9] show that, if q + 1 is the
maximum degree of X and p + 1 is the minimum degree of X , then every non-real pole u of Z X (u)
satisﬁes the inequality
q−1/2  |u| p−1/2. (35)
In graph #6, q = 3, p = 2, and in fact all non-real branch points lie in the region given by (35). The
circles of radius 1/
√
2 and 1/
√
3 are shown, and there are branch points on both circles as well as a
pair with modulus strictly between 1/
√
2 and 1/
√
3. The real branch points are at 1 and at
RY = 1
6
(−1+ 3√17− 12√2+ 3√17+ 12√2 )≈ 0.424574.
For a ﬁnite graph X , the smallest real pole RX gives the radius of convergence RX of the Euler product
for Z X , satisﬁes q−1  RX  p−1 [9], and one can think of 1+1/RX as a zeta function average degree
of X . Here, 1+ 1/RY ≈ 3.3553.
See [11] for a detailed treatment of the zeta function of a non-regular ﬁnite graph.
5.3. A regular graph with branch point off of C
Consider the 4-regular graph Y with vertices Z ∪ Z as shown in Fig. 1. The adjacency matrix of Y
is
A =
(
t + t−1 1+ t−1
1+ t t + t−1
)
.
Pu(x) is of degree 2, and the two roots of Pu are
r±(u) = 1
4u
(
2+ u + 6u2 ±
√
u
(
4+ 9u + 12u2)).
From (29), Ω is the irreducible degree 4 polynomial
Ω(T ) = T 4 − 1+ 4u
2 + 9u4
2
T 3 + 2+ 4u + 15u
2 + 12u3 + 18u4
2
T 2 − 1+ 4u
2 + 9u4
2
T + 1.
u u u
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The Riemann surface S has four sheets covering CP1. Evaluating the discriminant of Ω , one has
10 points u where Z (2)Y has duplicate values. Checking the local behavior near those 10 points and
additionally near u = 0, u = ∞, one ﬁnds that S is unbranched at four of them. At
u ∈
{
1,
1
3
,± i√
3
}
,
sheets of S come together in two pairs of multiplicity two branch points. At
u =
{
0,− 9
24
± i
24
√
111,∞
}
,
one pair of sheets come together in a multiplicity two branch point and the other two sheets are
unbranched. The pattern of branchpoints is shown in Fig. 1, and the genus of S is 3.
The most interesting thing here is that the zeta function is branched over 0 and ∞, which are not
in the set C . Of course, the sheet corresponding to the original unextended deﬁnition of Z (2)Y is not
one of the two sheets that come together at u = 0. The group of deck transformations of S is not
transitive, and the ﬁeld extension C(u)[T ]/(Ω(T )) : C(u) is not Galois.
5.4. A non-trivial reducible graph
Let Y have vertices Z ∪ Z ∪ Z connected as shown in Fig. 2. It is the graph Cartesian product of
the line with a triangle.
Here Ω factors into a fourth degree term and the square of a quadratic. The factor Φ corresponding
to Z (2)Y is the fourth degree term, so S is four sheeted. There are twelve branch points:
u ∈
{
1
3
,1,
±i√
3
,
−3± i√3
6
,
±1± i√11
6
,−1
4
+
√
7
3
4
± i
2
√√√√1
2
+
√
7
3
2
}
,
shown in Fig. 2. At each u, sheets come together in two pairs of multiplicity two branch points, so
the genus of S is 9.
Even though Ω is reducible, all branch points still lie on the set C . Here Z (2)Y must still satisfy the
functional equation (33), because the involution τ˜ preserves S—the other two irreducible factors of Ω
are of degree 2 while Φ is of degree 4.
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