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Abstract
Several computational and structural properties of Bezoutian matrices expressed with respect to
the Bernstein polynomial basis are shown. The exploitation of such properties allows the design
of fast algorithms for the solution of Bernstein–Bezoutian linear systems without never making
use of potentially ill-conditioned reductions to the monomial basis. In particular, we devise
an algorithm for the computation of the greatest common divisor (GCD) of two polynomials
in Bernstein form. A series of numerical tests are reported and discussed, which indicate that
Bernstein–Bezoutian matrices are much less sensitive to perturbations of the coe0cients of the
input polynomials compared to other commonly used resultant matrices generated after having
performed the explicit conversion between the Bernstein and the power basis.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Approximation methods based on B5ezier curves have become more and more popular
in computer aided geometric design (CAGD) [10–12,14,27]. Since B5ezier curves are
parametrized by means of Bernstein polynomials, it follows that computational prob-
lems involving B5ezier curves generally reduce to manipulating polynomials expressed
with respect to the Bernstein polynomial basis. In particular, B5ezier curve intersection
problems are shown to be equivalent to checking the relative primality of two polyno-
mials in the Bernstein basis. Explicit conversion between the Bernstein and the power
polynomial basis is exponentially ill-conditioned as the polynomial degree n increases
[13]. Therefore, for numerical computations involving polynomials in Bernstein form
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it is essential to consider algorithms which express all intermediate results using this
form only.
The purpose of this paper is to provide theoretical bases for the design of fast and
accurate algorithms for computing the greatest common divisor (GCD) of two real
polynomials p(z) and q(z) of degree at most n expressed in the Bernstein polynomial
basis {(n)0 (z); : : : ; (n)n (z)}, where (n)i (z)=
( n
i
)
(1− z)n−izi, 06 i6 n. In theory, fast
O(n2) algorithms can be obtained by Arst determining the power form of p(z) and
q(z) and then by applying some method based on the subresultant theory [7,5] or its
matrix counterparts [3] to evaluate their GCD. However, due to the ill-conditioning
of the explicit conversion between the Bernstein and the power basis, it has been
shown [24,25] that such an approach may suCer from severe numerical di0culties
and, in particular, the worst case precision of O(n) bits is nearly always required in
calculations to retain some signiAcant correct bits in the output.
In this paper, we circumvent these di0culties by considering a modiAed resultant
matrix for polynomials in Bernstein form which is represented by its short displacement
generator. This displacement representation is novel and quite e0cient, being explicit,
algebraic and available at practically no cost. That is, we have another important
example where algebraic techniques come to rescue to overcome numerical di0culty.
A solution of the GCD problem for polynomials in the Bernstein form, which does
not employ any basis conversion, is Arst provided in [24]. The approach relies upon
the construction of a suitable Frobenius matrix F ∈Rn×n of p(z) directly determined
from the coe0cients of its representation in the Bernstein basis. Given such a matrix
F , one can consider the matrix q(F) obtained by evaluating the polynomial q(z) at
the matrix F . This matrix inherits several properties of the resultant matrix of p(z)
and q(z) and, in particular, its LU factorization yields the coe0cients of the GCD
of p(z) and q(z). The results of numerical experiments presented in [26] show that
q(F) is generally better conditioned than q(C), where C is the classical Frobenius
matrix associated with p(z). This improvement of the accuracy is, however, paid for
by an increase of the computational cost of the resulting method. The calculation of
the entries of q(F), as outlined in [24], given the entries of F and the coe0cients of
q(z) in the Bernstein basis has a cost of O(n3) arithmetic operations (ops). In addition
to that, the factorization phase, where Gaussian elimination is applied to q(F) in order
to reduce q(F) in its row echelon form, also requires O(n3) ops.
In this paper, we introduce the Bezout form B=(bi;j)∈Rn×n of the resultant of p(z)
and q(z) deAned by
p(z)q(w)− p(w)q(z)
z − w =
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w):
Bezoutian matrices with respect to diCerent polynomial bases have been previously
considered by many authors (see [1,16,18,19,23]). Quite apart from their theoretical
interest, they have been proved to be a powerful tool for devising e0cient numerical
methods for computations with polynomials and structured matrices [4].
In Section 2, we show that the matrix B can be constructed using O(n2) ops given
the coe0cients expressing p(z) and q(z) in the Bernstein basis {(n)0 (z); : : : ; (n)n (z)}.
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In addition to that, we relate the properties of a block triangular factorization of B
with the ones of a certain polynomial remainder algorithm applied to the reversed
polynomials of p(z) and q(z). This result enables the computation of the GCD of p(z)
and q(z) to be reduced either to computing a block LU factorization of B or to solving
an homogeneous linear system with coe0cient matrix being the kth leading principal
submatrix of B for a suitable k.
Since we are interested in using Goating point arithmetic, it is worth realizing that,
independently of the numerical method we consider to solve these problems, the pre-
cision of computations must be dynamically tuned according to the condition number
of the leading principal submatrices of B. For input polynomials in Bernstein form we
have performed extensive numerical experiments, which are partly reported and dis-
cussed in Section 4, by comparing the conditioning proAle of B with that one of the
classical Bezout matrix B˜ generated after having explicitly evaluated the coe0cients
of the polynomials in the monomial basis. Almost in any case the conditioning proAle
of B was signiAcantly better than the one of B˜ whereas in the remaining few cases
they were comparable. Similar conclusions are reached in [26] for a diCerent resul-
tant matrix for polynomials in Bernstein form. Hence, the Bezout–resultant matrix B
is numerically superior to its power basis equivalent.
Among the numerical algorithms that solve underdetermined linear systems, it is
known that SVD provides the most reliable one. Methods based on SVD computations
on subresultant matrices for numerically computing GCDs of polynomials in power
form have been proposed in [8,9] (see also [22] for a discussion on these methods
compared with some known approaches as well as for extensions to other resultant
matrices). These methods can be generalized to polynomials in Bernstein form by
simply considering a diCerent matrix formulation relying on the use of the matrix B.
An alternative approach exploiting the reduction of the GCD computation to the
block LU factorization of B is motivated by the structural properties of the resultant
matrix B. In Section 3, we describe the displacement structure of B by proving that
F(B) is a small rank matrix, say F(B)=
∑r
i=1 uiCTi with rn, where
F: Rn×n → Rn×n; F(B)=LTB− BL
and L ∈ Rn×n is a lower bidiagonal matrix with unit diagonal entries. The vectors ui
and Ci are called generators of the displacement representation of B. The displacement
structure of B can be incorporated into the calculations of its block triangular factor-
ization. In particular, we And that a suitable variant of the block Gaussian elimination
scheme only using recursions on the generators can be applied to B thus leading to a
fast O(n2) algorithm for the computation of the GCD of p(z) and q(z). This algorithm
can be made robust in Goating point arithmetic by replacing zero-check conditions with
criteria based both on backward error analysis for LU factorization and conditioning
estimates for the leading principal submatrices of B. Fast numerical schemes based on
similar techniques were developed in [6,15] for the solution of Toeplitz and Hankel
linear systems. The generalization of the error analysis presented there to Bernstein–
Bezoutian linear systems is beyond our present scope and it is a part of an ongo-
ing investigation on the numerical properties of resultants for Bernstein polynomials.
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Section 5 contains a brief discussion on future work that follows on from the results
described in this paper.
2. Bezoutians of polynomials in Bernstein form
In this section, we introduce the Bezout form of the resultant of two polynomials
expressed in the Bernstein basis by showing that its properties can be used to compute
the greatest common divisor (GCD) of polynomials in Bernstein form.
Let p(z) and q(z) be two real polynomials of degree less than or equal to n. The
polynomials (k)i (z)=
(
k
i
)
(1−z)k−izi, 06 i6 k, form the Bernstein basis of the vector
space of real polynomials of degree at most k. Assume that
p(z) =
n∑
i=0
pi
(n)
i (z); q(z) =
n∑
i=0
qi
(n)
i (z) (1)
deAnes the Bernstein form of p(z) and q(z), respectively. From
zj =
n∑
k=j
(
k
j
)(
n
j
)−1
(n)k (z); j=0; : : : ; n;
one immediately obtains that the matrix Tn=(t
(n)
i;j )∈R(n+1)× (n+1) deAning the trans-
formation between the Bernstein and the power basis is given by
Tn


(n)0 (z)
...
(n)n (z)

 =


1
...
zn

 ; t(n)i;j =


0 if i ¿ j;(
j − 1
i − 1
)(
n
i − 1
)−1
if i 6 j:
(2)
The Bezoutian matrix B=(bi;j)∈Rn×n of p(z) and q(z) in the Bernstein basis
{(n−1)0 (z); : : : ; (n−1)n (z)} is deAned by
p(z)q(w)− p(w)q(z)
z − w =
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w) (3)
which can equivalently be rewritten as
p(z)q(w)− p(w)q(z)
z − w = [
(n−1)
0 (z); : : : ; 
(n−1)
n−1 (z)]B


(n−1)0 (w)
...
(n−1)n−1 (w)

 : (4)
Our Arst result is concerned with the construction of the matrix B given the coe0cients
of the Bernstein form (1) of p(z) and q(z).
Theorem 1. Given the coe5cients pi; qi, 06 i6 n, as in (1), the Bernstein–Bezoutian
matrix B=(bi;j)∈Rn×n satisfying (3) can be constructed at the cost of O(n2)
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arithmetic operations according to the following rules:
bi;1 =
n
i
(piq0 − p0qi); 16 i 6 n;
bi;j+1 =
n2
i(n− j) (piqj − pjqi) +
j(n− i)
i(n− j)bi+1;j ; 16 i; j 6 n− 1;
bn;j+1 =
n
n− j (pnqj − pjqn); 16 j 6 n− 1:
Proof. From (1) and (3) we deduce that
n∑
i;j=0
(piqj − pjqi)(n)i (z)(n)j (w) = (z − w)
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w):
Since
z
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w)
= (w + (1− w))z
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w)
= zw
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w) +
n∑
i;j=1
bi;jz
(n−1)
i−1 (z)(1− w)(n−1)j−1 (w)
and, similarly,
w
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w)
= (z + (1− z))w
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w)
= zw
n∑
i;j=1
bi;j
(n−1)
i−1 (z)
(n−1)
j−1 (w) +
n∑
i;j=1
bi;j(1− z)(n−1)i−1 (z)w(n−1)j−1 (w);
one Ands that
n∑
i;j=0
(piqj − pjqi)(n)i (z)(n)j (w)
=
n∑
i;j=1
bi;jz
(n−1)
i−1 (z)(1−w)(n−1)j−1 (w)+ −
n∑
i;j=1
bi;j(1− z)(n−1)i−1 (z)w(n−1)j−1 (w):
This can be rewritten as
n∑
i;j=0
(piqj − pjqi)(n)i (z)(n)j (w)
=
n∑
i;j=1
bi;j
i
n
(n)i (z)
n−j+1
n
(n)j−1(w)+−
n∑
i;j=1
bi;j
n− i + 1
n
(n)i−1(z)
j
n
(n)j (w):
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Hence, by equalizing the coe0cients of (n)j (w) on both sides of the previous relation,
it follows that
n∑
i=0
(piq0 − p0qi)(n)i (z) =
n∑
i=1
bi;1
i
n
(n)i (z)
and
n∑
i=0
(piqj − pjqi)(n)i (z)=
n− j
n
n∑
i=1
bi;j+1
i
n
(n)i (z)−
j
n
n∑
i=1
bi;j
n− i + 1
n
(n)i−1(z)
for j=1; : : : ; n−1. A comparison of the coe0cients of (n)i (z) now concludes the proof
of the theorem.
Next result relates the block LU factorization of B with the computation of the GCD
of p(z) and q(z) expressed in the Bernstein form (1). The crucial observation is that
B is congruent to the classical Bezoutian matrix associated with p(z) and q(z). That
is, from (2) and (4) one obtains
p(z)q(w)− p(w)q(z)
z − w = [1; : : : ; z
n−1]T−Tn−1BT
−1
n−1


1
...
wn−1

 (5)
and thus Bˆ=T−Tn−1BT
−1
n−1 is the classical Bezout matrix of order n associated with p(z)
and q(z) of degree at most n.
Let Jn ∈Rn×n be the permutation (reversion) matrix having unit antidiagonal entries.
Moreover, introduce the reverse polynomials p˜(z)= znp(z−1) and q˜(z)= znq(z−1). By
multiplying both sides of
p(z−1)q(w−1)− p(w−1)q(z−1)
z−1 − w−1 = [1; : : : ; z
−n+1]Bˆ


1
...
w−n+1

 ;
by zn−1wn−1 it is readily veriAed that
p˜(z)q˜(w)− p˜(w)q˜(z)
w − z = [1; : : : ; z
n−1]JnBˆJn


1
...
wn−1


which says that, up to the sign, B˜= JnBˆJn is the classical Bezout matrix generated by
p˜(z) and q˜(z).
The characterization of the Euclidean algorithm applied to the polynomials p˜(z)
and q˜(z) in terms of properties of the block LU factorization of Bˆ= JnB˜Jn provided in
[2,3,17] enables us to show that B is indeed a resultant matrix for the polynomials p(z)
and q(z). Given two polynomials p(z) and q(z) of degree at most n we say that ∞ is
a common root of p(z) and q(z) if deg(p(z))¡n and deg(q(z))¡n. In the following
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theorem we extend the results of [2,3,17] to the representation of polynomials in the
Bernstein basis.
Theorem 2. Assume that both 0 and ∞ is not a common root of the two real poly-
nomials p(z) and q(z) de:ned by (1). Moreover, let w(z) be the GCD of p(z) and
q(z). Then:
(1) The degree k of w(z) is equal to k = n − rank(B), where B is the Bernstein–
Bezoutian matrix generated from p(z) and q(z) as in (3).
(2) We have det(Bn−k) =0 and det(Bn−j)= 0 for j= k + 1; : : : ; n, where Bj denotes
the j× j leading principal submatrix of B. Set 16m1¡m2¡ · · ·¡mL= n − k
be the integers such that det(Bmi) =0, 16 i6L, det(Bj)= 0, otherwise.
(3) Let B be partitioned into a 2×2 block matrix as follows:
B =
[
BmL−1 P
Q R
]
:
Moreover, consider the Schur complement S =R − QB−1mL−1P of BmL−1 in B and
let [bmL−1+1; : : : ; bn] be the :rst row of S. There exists a nonzero scalar  such
that
bmL−1+1
(n−1)
mL−1 (z) + · · ·+ bn(n−1)n−1 (z) =  zmL−1zkw(z−k): (6)
Proof. Since
JnB˜Jn = T−Tn−1BT
−1
n−1
and, moreover, TTn−1 is a nonsingular lower triangular matrix, then (1) and (2) can
be easily obtained from the analogous properties of classical Bezoutians stated in [2,
Corollary 3.1]. Concerning part (3), we recall that the Schur complement Sˆ of the
leading principal submatrix of order mL−1 of JnB˜Jn is such that its Arst row gives the
suitably normalized coe0cients of the greatest common divisor zkw(z−1) of p˜(z) and
q˜(z) [2,3,17]. This way, relation (6) now follows from Tˆ
T
SˆTˆ = S, where Tˆ denotes the
trailing principal submatrix of Tn−1 of order n− mL−1.
Example 3. Consider the polynomials
p(z) = 4− 5z2 + z4 = 4(4)0 (z) + 4(4)1 (z) + 196 (4)2 (z) + 32 (4)3 (z)
and q(z) = 12 − 14 z − 2z2 + z3,
q(z) = 12 
(4)
0 (z) +
7
16 
(4)
1 (z) +
1
24 
(4)
2 (z)− 716 (4)3 (z)− 34 (4)4 (z);
whose (monic) greatest common divisor is w(z)= z − 2. We And that
B =


1 17=6 10=3 3
17=6 157=36 83=18 4
10=3 83=18 187=36 19=4
3 4 19=4 9=2

 :
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Hence, the Schur complement S of B2 in B is
S =
[
5=11 15=22
15=22 45=44
]
and thus it is readily veriAed that
5
11
(3)2 (z) +
15
22
(3)3 (z) = −
15
22
z2(z − 2):
The Schur complement of B3 is the zero matrix of order 1.
In view of the triangular structure of Tn−1, it can also be shown that the sequence
{m1; : : : ; mL} in Theorem 2, which corresponds the sequence of jumps in the block
triangular factorization process applied to B, can be determined by means of a di-
rect inspection of the entries of the computed Schur complements. In particular, the
occurrence of a jump is revealed by zero entries in the north-western corner of S.
Example 4. Let p(z)= 1 + 4z4 + z5 and q(z)= z + z5 so that
p˜(z) = z5p(z−1) = zq˜(z) + 3z + 1:
The Schur complement S of B1 is
S =


0 0 3=16 1
0 1=12 2=3 8=3
3=16 2=3 17=8 6
1 8=3 6 10


and thus m2 = 4.
Finally, we observe that the assumptions of Theorem 2 could be relaxed and similar
properties are still valid in the degenerate cases where p(z) and q(z) have a common
root at 0 or ∞. This situation can easily be detected by evaluating the polynomials
and the reverse polynomials at the origin and, then, Theorem 2 applies to the possibly
deGated polynomials.
3. The displacement structure of Bernstein–Bezoutian matrices
So far we have shown that the solution of the GCD problem for polynomials ex-
pressed with respect to the Bernstein polynomial basis can be reduced to the compu-
tation of a block triangular factorization of a certain matrix B generated according to
Theorem 1 from the coe0cients of these polynomials. In order to design a fast algo-
rithm for this latter task, in this section we investigate the displacement structure of B.
Next result provides a characterization of the Bernstein-companion matrix T−1n−1ZTn−1,
where Z =(zi;j) is the down-shift matrix of order n deAned by zi;j = i−1;j and i;j is
the Kronecker symbol.
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Theorem 5. We have
T−1n−1ZTn−1 = V =


1 + !1 !2 : : : !n
"1 1 ◦
. . .
. . .
◦ "n−1 1

 ;
where "i =(n− i)=i, 16 i6 n− 1, !i = − n=i, 16 i6 n.
Proof. From (2) and from
z−1


1
z
...
zn−1

 =


0 ◦
1
. . .
. . .
. . .
◦ 1 0




1
z
...
zn−1

+ z−1e1
one Ands that, for any z ∈R,
z−1


(n−1)0 (z)
(n−1)1 (z)
...
(n−1)n−1 (z)

 = T−1n−1ZTn−1


(n−1)0 (z)
(n−1)1 (z)
...
(n−1)n−1 (z)

+ z−1e1: (7)
From the deAnition of the Bernstein polynomials (n−1)i (z) it is easily veriAed that, for
16 i6 n− 1,
z−1(n−1)i (z)− (n−1)i (z) =
(
n− 1
i
)
(1− z)n−izi−1 = n− i
i
(n−1)i−1 (z): (8)
Moreover, since Bernstein polynomials deAne a partition of unity, that is,∑n−1
i=0 
(n−1)
i (z)= 1, it follows that z
−1 ∑n−1
i=0 
(n−1)
i (z)= z
−1, and, therefore,
z−1(n−1)0 (z) = z
−1 − z−1
n−1∑
i=1
(n−1)i (z)
= z−1−(n− 1)(n−1)0 (z)−
n−2∑
i=1
(
1+
n−i−1
i+1
)
(n−1)i (z)−(n−1)n−1 (z):
(9)
Hence, by combining relations (8) and (9), we deduce that (7) still holds if we
replace T−1n−1ZTn−1 by the matrix V . Since the value of z can be arbitrarily cho-
sen and (n−1)0 (z); : : : ; 
(n−1)
n−1 (z) are linearly independent, then we may conclude that
V =T−1n−1ZTn−1.
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From the previous theorem it is immediately seen that
T−1n−1ZTn−1 = L+ e1[!1; !2; : : : ; !n];
where L= I + Z diag["1; : : : ; "n]∈Rn×n denotes the lower bidiagonal matrix with unit
diagonal entries and subdiagonal entries equal to "1; : : : ; "n−1. This implies the matrix
equation
ZTn−1 − Tn−1L = e1[!1; !2; : : : ; !n] = e1T; (10)
which can be used to derive a displacement equation for the Bernstein–Bezoutian matrix
B generated from the coe0cients of two polynomials p(z) and q(z) as in (3).
Recall that classical Bezoutians are the inverse of Hankel matrices and, therefore,
they are Hankel-like matrices [20,21]. In particular, the Bezout matrix
Bˆ=T−Tn−1BT
−1
n−1 (11)
of p(z) and q(z) with respect to the standard power basis satisAes
ZTBˆ− BˆZ = uCT − CuT (12)
for two suitable n−dimensional vectors u= Bˆe1 and C. Thus, from (10) and (11) one
obtains that
LTB− BL= LTTTn−1T−Tn−1B− BT−1n−1Tn−1L
= (TTn−1Z
T − eT1 )BˆTn−1 − TTn−1Bˆ(ZTn−1 − e1T);
from which, in the light of (12), it follows that
LTB− BL= TTn−1(uvT − vuT)Tn−1 − uTTn−1 + TTn−1uT
= TTn−1u(
T + CTTn−1)− (+ TTn−1C)uTTn−1:
This means that the matrix B has displacement rank at most 2 with respect to the
displacement operator
F: Rn×n → Rn×n; F(B) = LTB− BL
or, equivalently, rank(F(B))6 2. By looking back at Theorem 1, we And that, for
16 i; j6 n− 1,
(LTB− BL)i;j = "ibi+1; j − "jbi; j+1
=
n− j
j
(
j(n− i)
i(n− j) bi+1; j − bi;j+1
)
= −n
2
ij
(piqj − pjqi):
Analogously for j=1; : : : ; n, we obtain that
(LTB− BL)n; j = −"jbn;j+1 = −nj (pnqj − pjqn):
Observe that LTB − BL= L˜TB − BL˜ for L˜=L − I =DZD−1, where D=diag(( n
0
)
;
( n
1
)
; : : : ;
(
n
n−1
))
. That is, the scaled Bezoutian matrix B˜=DBD is such that
D.A. Bini, L. Gemignani / Theoretical Computer Science 315 (2004) 319–333 329
ZTB˜ − B˜Z has rank at most 2. Observe also that, if pi and qj are integers, then the
scaled Bezoutian B˜ as well as the matrix ZTB˜ − B˜Z have integer entries. The latter
matrix can be written as (ZTB˜− B˜Z)i;j =(n2=ij)didj(piqj − pjqi), where di =
(
n
i−1
)
.
In this way, we arrive at the following result, which characterizes the generators of
the displacement representation of B in terms of the coe0cients of the Bernstein form
of p(z) and of q(z).
Theorem 6. The Bernstein–Bezoutian matrix B generated from p(z) and q(z) by
means of (3) satis:es the displacement equation
LTB− BL = qˆpˆT − pˆqˆT;
where L= I + Z diag["1; : : : ; "n], pˆ= [np1; (n=2)p2; : : : ; pn]T, qˆ= [nq1; (n=2)q2; : : : ; qn]T
and pi; qi, 06 i6 n, are the coe5cients of the Bernstein form (1) of p(z) and q(z),
respectively.
If Jn denotes the reversion matrix introduced in the previous section, then Theorem 6
provides a displacement equation for JnBJn of the form
L˜(JnBJn)− (JnBJn)L˜T = q˜p˜T − p˜q˜T;
where L˜ is a lower triangular matrix with unit diagonal entries. Since Bernstein polyno-
mials are symmetric, i.e. (n)i (z)= 
(n)
n−i(1−z), we And that, up to the sign, JnBJn is the
Bernstein–Bezoutian matrix associated with p(1− z) and q(1− z). Therefore, Theorem
2 allows us to reduce the computation of the GCD of p(z) and q(z) to determining a
block triangular factorization of JnBJn.
To do this we can consider the generalized Schur algorithm for generalized dis-
placement structures described in [20,21]. The derivation of this algorithm relies upon
the fundamental property that the Schur complement of a nonsingular leading principal
submatrix of JnBJn inherits the same displacement structure of JnBJn. This enables the
elimination procedure to be deAned by means of a set of recursions only involving the
displacement generators. Although the algorithm presented in [20,21] only works in
the strongly nonsingular case, where all the leading principal submatrices of JnBJn are
nonsingular, its extension to cover input matrices with singular submatrices is straight-
forward. In fact, by a continuity argument a block elimination step can be reduced to
performing a sequence of steps. Observe that the size of the jumps occurring in the
block elimination procedure can be determined by a direct inspection of the computed
Schur complements as shown in Example 4.
Summarizing , we apply the generalized Schur algorithm for the block triangular
factorization of JnBJn to obtain a fast O(n2) algorithm for the evaluation of the GCD
of two polynomials p(z) and q(z) given in Bernstein form.
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4. Numerical experiments
The numerical performance of the LU factorization algorithm applied to a matrix
JnAJn is strongly inGuenced by the condition numbers of the k × k trailing principal
submatrices Ak of A. Therefore, in order to compare the performances of computing
the GCD of two polynomials in the monomial basis and in the Bernstein basis, we
have compared the values of the condition numbers of the trailing principal submatrices
B˜k and Bk of B˜ and B, respectively. In fact, B˜ and B are the representations of the
Bezoutian b(z; w)= (p(z)q(w)− p(z)q(w))=(z − w) in the monomial basis and in the
Bernstein basis, respectively.
For k =0; 1; 2; 3 we have generated two pseudo-random polynomials p(z) and q(z)
of degree n=m + k, with m=40, having a common factor s(z) of degree k, in the
following way: let Pi and Qi be random integers uniformly distributed in the range
[−100; 100], set p(z)= s(z) ∑mi=0 Pi(m)i (z), q(z)= s(z) ∑mi=0 Qi(m)i (z). The common
factor s(x) has been chosen in the set {1; z+2; (z+2)(z− 3); (z+2)(z− 3)(z+1=3)}.
From p(z) and q(z) we have constructed the matrices B˜ and B.
In Fig. 1, we report the plots of the logarithm to the base 10 of the spectral condition
numbers of the matrices B˜i (dark grey), and Bi (light grey) for i=1; : : : ; m + k, for
the values k =0; 1; 2; 3. As we can see, the growth of the spectral condition number
with respect to i is much larger for the Bezoutian represented in the monomial basis
than for the Bezoutian represented in the Bernstein basis. In particular, if the poly-
nomials p(z) and q(z) are relatively prime (k =0) then the condition numbers of Bi
are uniformly bounded. This shows that any numerical method for the computation of
GCD(p(z); q(z)) based on the LU factorization of the Bezout matrix is less prone to
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numerical instability if the computation is performed in the Bernstein basis rather than
in the monomial basis.
We also considered the use of SVD to obtain a satisfactory “approximate-gcd” for
polynomials in Bernstein form (see [22] and the bibliography therein for a review of
some major known methods for “approximate-gcds” of polynomials in power form).
In [9] it was proved that a reasonable termination criterion for the Euclid’s algorithm
in Goating-point arithmetic is to test the ratio between the smallest singular values of
two consecutive submatrices of the subresultant of the input polynomials against a pre-
scribed tolerance. In Fig. 2 we compare the robustness of this indicator for Bernstein–
Bezoutian matrices (light grey) and classical Bezoutian matrices (dark grey) obtained
after having performed the explicit conversion between the Bernstein and the power ba-
sis. SpeciAcally, we plot the logarithm to the base 10 of the ratio between the smallest
singular values of two consecutive leading principal submatrices. The input polynomials
are pseudo random polynomials of degree 20 in Bernstein form with a common factor
of degree 1. Computations are carried out using the standard numerical precision of
about 16 digits. We see that for classical Bezout matrices the ratio proAle experiences
dramatic and unpredictable changes at each successive stage so that its comparison with
a speciAed tolerance is an unreliable indicator of when to stop the Euclidean algorithm.
On the contrary, the test performs quite well for Bernstein–Bezoutian matrices.
5. Future work
The results presented in this paper provide theoretical bases for the design of fast and
accurate algorithms for the computation of the GCD of two polynomials in Bernstein
form. Our future research will mainly focus on studying the numerical behavior of
these algorithms.
A look-ahead strategy can be incorporated into the generalized Schur algorithm in
order to improve its robustness and accuracy. An implementation of the Schur algo-
rithm in a look-ahead fashion, using variable-precision Goating point arithmetic, would
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provide a competitive method for solving the GCD problem for polynomials in the
Bernstein basis.
Schur algorithm is based on the invariance of the Bezoutian structure under Schur
complementation. This property, rephrased into a polynomial setting, leads to polyno-
mial schemes for the computation of the GCD of two given polynomials. We refer to
[2,3] for a description of these schemes for polynomials expressed with respect to the
standard power basis. In particular in [3] it was noticed that the polynomial equiva-
lence can be exploited in order to decrease the Boolean complexity of the factorization
procedures.
The results of this paper allow us to extend the approach in [2,3] to the case where
the input polynomials are represented in the Bernstein basis. In this way, we ob-
tain polynomial remainder algorithms for computing the GCD of two polynomials in
Bernstein form which retain the Bernstein basis throughout the computation. Extensive
numerical experiments comparing the Boolean cost of these polynomial schemes and
of the generalized Schur algorithm would yield some important insights in order to
arrive at a conclusive choice.
Besides GCD computation, the properties of Bezoutian matrices allow the design of
e0cient root localization procedures and stability tests for scalar and matrix polynomi-
als. This transfers also to Bernstein–Bezoutian matrices and the study of the resulting
algorithms would be useful for a variety of applications in computer graphics.
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