Abstract. Signal Temporal Logic (STL) is a formalism used to rigorously specify requirements of cyberphysical systems (CPS), i.e., systems mixing digital or discrete components in interaction with a continuous environment or analog components. STL is naturally equipped with a quantitative semantics which can be used for various purposes: from assessing the robustness of a specification to guiding searches over the input and parameter space with the goal of falsifying the given property over system behaviors. Algorithms have been proposed and implemented for offline computation of such quantitative semantics, but only few methods exist for an online setting, where one would want to monitor the satisfaction of a formula during simulation. In this paper, we formalize a semantics for robust online monitoring of partial traces, i.e., traces for which there might not be enough data to decide the Boolean satisfaction (and to compute its quantitative counterpart). We propose an efficient algorithm to compute it and demonstrate its usage on two large scale real-world case studies coming from the automotive domain and from CPS education in a Massively Open Online Course (MOOC) setting. We show that savings in computationally expensive simulations far outweigh any overheads incurred by an online approach.
Introduction
Design engineers for embedded control software typically validate their designs by inspecting concrete observations of system behavior. For instance, in the model-based development (MBD) paradigm, designers have access to numerical simulation tools to obtain traces from models of systems. An important problem is then to be able to efficiently test whether some logical property ϕ holds for a given simulation trace. It is increasingly common [13, 9, 12, 2, 15 ] to specify such properties using a real-time temporal logic such as Signal Temporal Logic (STL) [7] or Metric Temporal Logic (MTL) [10] . An offline monitoring approach involves performing an a posteriori analysis on complete simulation traces (i.e., traces starting at time 0, and lasting till a user-specified time horizon). Theoretical and practical results for offline monitoring [10, 5, 7, 17] focus on the efficiency of monitoring as a function of the length of the trace, and the size of the formula representing the property ϕ.
There are a number of situations where offline monitoring is unsuitable. Consider the case where the monitor is to be deployed in an actual system to detect erroneous behavior. As embedded software is typically resource constrained, offline monitoringwhich requires storing the entire observed trace -is impractical. Also, when a monitor is used in a simulation-based validation tool, a single simulation may run for several minutes or even hours. If we wish to monitor a safety property over the simulation, a better use of resources is to abort the simulation whenever a violation is detected. Such situations demand an online monitoring algorithm, which has markedly different requirements. In particular, a good online monitoring algorithm must: (1) be able to generate intermediate estimates of property satisfaction based on partial signals, (2) use minimal amount of data storage, and (3) be able to run fast enough in a real-time setting.
Most works on online monitoring algorithms for logics such as Linear Temporal Logic (LTL) or Metric Temporal Logic (MTL) have focussed on the Boolean satisfaction of properties by partial signals [11, 8, 18] . However, recent work has shown that by assigning quantitative semantics to real-time logics such as MTL and STL, problems such as bug-finding, parameter synthesis, and robustness analysis can be solved using powerful off-the-shelf optimization tools [1, 4] . A robust satisfaction value is a function mapping a property ϕ and a trace x(t) to a real number. A large positive value suggests that x(t) easily satisfies ϕ, a positive value close to zero suggests that x(t) is close to violating ϕ, and a negative value indicates a violation of ϕ. While the recursive definitions of quantitative semantics naturally define offline monitoring algorithms to compute robust satisfaction values [10, 7, 5] , there is limited work on an online monitoring algorithm to do the same [3] .
The main technical and theoretical challenge of online monitoring lies in the definition of a practical semantics for a temporal logic formula over a partial signal, i.e., a signal trace with incomplete data which cannot yet validate or invalidate ϕ. Past work [8] has identified three views for the satisfaction of a LTL property ϕ over a partial trace τ : (1) a weak view where the truth value of ϕ over τ is assigned to true if there is some suffix of τ that satisfies ϕ, (2) a strong view when it is defined to be false when some suffix of τ does not satisfy ϕ and (3) a neutral view when the truth value is defined using a truncated semantics of LTL restricted to finite paths. In [11] , the authors extend the truncated semantics to MTL, and in [3] , the authors introduce the notion of a predictor, which works as an oracle to complete the partial trace and provide an estimated satisfaction value. However, such a value cannot be formally trusted in general as long as the data is incomplete.
We now outline our major contributions in this paper. In Section 3, we present robust interval semantics for an STL property ϕ on a partial trace τ that unifies the different semantic views of real-time logics on truncated paths. Informally, the robust interval semantics map a trace x(t) and an STL property ϕ to an interval (ℓ, υ), with the interpretation that for any suffix u(t), ℓ is the greatest lower bound on the quantitative semantics of the trace x(t), and υ is the corresponding lowest upper bound. There is a natural correspondence between the interval semantics and three-valued semantics: (1) the truth value of ϕ is false according to the weak view iff υ is negative, and true otherwise; (2) the truth value is true according to the strong view iff ℓ is positive, and false otherwise; and (3) a neutral semantics, e.g., based on some predictor, can be defined when ℓ < 0 < υ, i.e., when there exist both suffixes that can violate or satisfy ϕ.
In Section 4, we present an efficient online algorithm to compute the robust interval semantics for bounded horizon formulas. Our approach is based on the offline algorithm of [5] extended to work in a fashion similar to the incremental Boolean monitoring of STL implemented in the tool AMT [18] . A key feature of our algorithm is that it imposes minimal runtime overhead with respect to the offline algorithm, while being able to compute robust satisfaction intervals on partial traces. In Section 5, we present specialized algorithms to deal with commonly-used unbounded horizon formulas using only a bounded amount of memory.
Finally, we present an implementation and experimental results on two large-scale case studies: (i) industrial-scale Simulink models from the automotive domain in Section 6, and (ii) an automatic grading system used in a massive online education initiative on CPS [14] . Since the online algorithm can abort simulation as soon as the truth value of the property is determined, we see a consistent 10%-20% savings in simulation time (which is typically several hours) in a majority of experiments, with negligible overhead (< 1%). In general, our results indicate that the benefits of our online monitoring algorithm over the offline approach far outweigh any overheads. 1. Simulation frameworks typically provide signal values at discrete time instants, usually this is a by-product of using a numerical technique to solve the differential equations in the underlying system. These discrete-time solutions are assumed to be sampled versions of the actual signal, which can be reconstructed using some form of interpolation. In this paper, we assume constant interpolation to reconstruct the signal x(t), i.e., given a sequence of time-value pairs (t 0 , x 0 ), . . . , (t n , x n ), for all t ∈ [t 0 , t n ), we define x(t) = x i if t ∈ [t i , t i+1 ), and x(t n ) = x n . Further, let T n ⊆ T represent the finite subset of time instants at which the signal values are given. Signal Temporal Logic. We use Signal Temporal Logic (STL) [7] to analyze timevarying behaviors of signals. We now present its syntax and semantics. A signal predicate µ is a formula of the form f (x) > 0, where x is a variable that takes values from X , and f is a function from X to R. For a given f , let f inf denote inf x∈X f (x), i.e., the greatest lower bound of f over X . Similarly, let f sup = sup x∈X f (x). The syntax of an STL formula ϕ is defined in Eq. (2.2). Note that ✷ and ✸ can be defined in terms of the U operator, but we include them for convenience.
Quantitative semantics for timed-temporal logics have been proposed for STL in [7] ; we include the definition below.
Definition 2 (Robust Satisfaction Value).
The robust satisfaction value is a function ρ mapping ϕ, the signal x, and a time τ ∈ T as follows:
Here, the translation from quantitative semantics to the usual Boolean satisfaction semantics is that a signal x satisfies an STL formula ϕ at a time τ iff the robust satisfaction value ρ(ϕ, x, τ ) ≥ 0.
Robust Interval Semantics
In what follows, we assume that we wish to monitor the robust satisfaction value of a signal over a finite time-horizon T H . We assume that the signal is obtained by applying piecewise constant interpolation to a sampled signal defined over time-instants {t 0 , t 1 , . . . , t N }, such that t N = T H . In an online monitoring context, at any time t i , only the partial signal over time instants {t 0 , . . . , t i } is available, and the rest of the signal becomes available in discrete time increments. We define robust satisfaction semantics of STL formulas over such partial signals using an interval-based semantics. Such a robust satisfaction interval (RoSI) includes all possible robust satisfaction values corresponding to the suffixes of the partial signal. In this section, we formalize the recursive definitions for the robust satisfaction interval of an STL formula with respect to a partial signal, and in the next section we will discuss an efficient algorithm to compute and maintain these intervals.
Definition 3 (Prefix, Completions).
Let {t 0 , . . ., t i } be a finite set of time instants such that t i ≤ T H , and let
Definition 4 (Robust Satisfaction Interval (RoSI)). The robust satisfaction interval of an STL formula ϕ on a partial signal
The following lemma that can be proved by induction over the structure of STL formulas shows that the interval obtained by applying the recursive definition for [ρ] is indeed the robust satisfaction interval as defined in Def. 4. 
Online Algorithm
Donzé et al. [5] present an offline algorithm for monitoring STL formulas over (piecewise) linearly interpolated signals. A naïve implementation of an online algorithm is as follows: at time t i , use a modification of the offline monitoring algorithm to recursively compute the robust satisfaction intervals as defined by Def. 5 to the signal x [0,i] . We observe that such a procedure does many repeated computations that can be avoided by maintaining the results of intermediate computations. Furthermore, the naïve procedure requires storing the signal values over the entire time horizon, which makes it memoryintensive. In this section, we present the main technical contribution of this paper: an online algorithm that is memory-efficient and avoids repeated computations.
As in the offline monitoring algorithm in [5] , an essential ingredient of the online algorithm is Lemire's running maximum filter algorithm [16] . The problem this algorithm addresses is the following: given a sequence of values a 1 , . . . , a n , find the maximum (resp. minimum) over all windows of size w, i.e., for all j, max i∈[j,j+w) a i (resp. min i∈[j,j+w) a i ). We briefly review an extension of Lemire's algorithm over piecewiseconstant signals with variable time steps, given as Algorithm 1. The main observation in Lemire's algorithm is that it is sufficient to maintain a descending (resp. ascending) monotonic edge (noted F in Algorithm 1) to compute the sliding maxima (resp. minima), in order to achieve an optimal procedure (measured in terms of the number of comparisons between elements).
We first focus on the fragment of STL where each temporal operator is bounded by a time-interval I such that sup(I) is finite. The procedure for online monitoring is an algorithm that maintains in memory the syntax tree of the formula ϕ to be monitored, augmented with some book-keeping information. First, we formalize some notation. For a given formula ϕ, let T ϕ represent the syntax tree of ϕ, and let root(T ϕ ) denote the root of the tree. Each node in the syntax tree (other than a leaf node) corresponds to an STL operator ¬, ∨, ∧, ✷ I or ✸ I . 3 We will use H I to denote any temporal operator bounded by interval I. For a given node v, let op(v) denote the operator for that node. For any node v in T ϕ (except the root node), let parent(v) denote the unique parent of v.
Algorithm 2 does the online RoSI computation. Like the offline algorithm, it is a dynamic programming algorithm operating on the syntax tree of the given STL formula, i.e., computation of the RoSI of a formula combines the RoSIs for its constituent subformulas in a bottom-up fashion. As computing the RoSI at a node v requires the RoSIs at the child-nodes, this computation has to be delayed till the RoSIs at the children of v in a certain time-interval are available. We call this time-interval the time horizon of v (denoted hor(v)), and define it recursively in Eq. (4.1).
otherwise.
We illustrate the working of the algorithm using a small example then give a brief sketch of the various steps in the algorithm.
Example 1. Consider formula (4.2)
. We show T ϕ and hor(v) for each node v in T ϕ in Fig. 1 . In rest of the paper, we use ϕ as a running example 4 .
The algorithm augments each node v of T ϕ with a double-ended queue, that we denote worklist [v] . Let ψ be the subformula denoted by the tree rooted at v.
We denote by worklist[v](t) the entry corresponding to time t in worklist [v] . When a new data-point x i+1 corresponding to the time t i+1 is available, the monitoring procedure updates each
In Fig. 3 , we give an example of a run of the algorithm. We assume that the algorithm starts in a state where it has processed the partial signal x [0, 2] , and show the effect of receiving data at time-points t 3 , t 4 and t 5 . The figure shows the states of the worklists at each node of T ϕ at these times when monitoring the STL formula ϕ presented in Eq. (4.2). Each row in the table adjacent to a node shows the state of the worklist after the algorithm processes the value at the time indicated in the first column.
The first row of the table shows the snapshot of the worklists at time t 2 . Observe that in the worklists for the subformula y > 0, ¬y > 0, because a < b, the data required to compute the RoSI at t 0 , t 1 and the time a, is available, and hence each of the RoSIs is singular. On the other hand, for the subformula x > 0, the time horizon is [b, a + c], and no signal value is available at any time in this interval. Thus, at time t 2 , all elements of worklist[v x>0 ] are (x inf , x sup ) corresponding to the greatest lower bound and lowest upper bound on x.
To compute the values of ✸ [b,c] (x > 0) at any time t, we take the supremum over values from times t + b to t + c. As the time horizon for the node corresponding to
In other words, we wish to perform the sliding maximum over the interval [0 + b, a + c], with a window of length c − b. We can use the algorithm for computing the sliding window maximum as discussed earlier in this section. One caveat is that we need to store separate monotonic edges for the upper and lower bounds of the RoSIs. The algorithm then proceeds upward on the syntax tree, only updating the worklist of a node only when there is an update to the worklists of its children.
The second row in each 
Note that in the invocation on the second row (corresponding to time t 3 ), there is an additional value in the worklist, at time t 3 . This leads Alg. 1 to produce a new value of
This leads to additional points appearing in worklists at the ancestors of this node.
Finally, we remark that the run of this algorithm shows that at time t 4 , the RoSI for the formula ϕ is [−2, −2], which yields a negative upper bound, showing that the formula is not satisfied irrespective of the suffixes of x and y. In other words, the satisfaction of ϕ is known before we have all the data required by hor(ϕ).
Alg. 2 is essentially a procedure that recursively visits each node in the syntax tree T ϕ of the STL formula ϕ that we wish to monitor. Line 4 corresponds to the base case of the recursion, i.e. when the algorithm visits a leaf of T ϕ or an atomic predicates of the form f (x) > 0. Here, the algorithm inserts the pair
). In other words, it only tracks a value if it is useful for the computing the robust satisfaction interval of some ancestor node.
For a node corresponding to a Boolean operation, the algorithm first updates the worklists at the children, and then uses them to update the worklist at the node. If 
Monitoring untimed formulas
If the STL formula being monitored has untimed (i.e. infinite-horizon) temporal operators, a direct application of Alg. 2 requires every node in the sub-tree rooted at the untimed operator to have an unbounded time horizon. In other words, for all such nodes, the algorithm would have to keep track of every value over arbitrarily long intervals. For certain untimed operators and the combinations thereof, we show that we can monitor the formulas using only a bounded amount of information.
First, we introduce some equivalences over intervals a, b, c that we use in the theorem and the proof to follow: Proof. In what follows, we use the following short-hand notation:
Note that if i ∈ [0, n], then p i is the same over the partial signal
, t i ) (and respectively for q i ). We will use this equivalence in several of the steps in what follows.
(1) ✷ϕ, where ϕ ≡ f (x) > 0. Observe the following:
In the final expression above, observe that the first entry does not contain any p n+1 terms, i.e., it can be computed using the data points x 1 , . . . , x n in the partial signal x [0,n] itself. Thus, for all n, if we maintain the one interval representing the min of the first n values of f (x) as a summary, then we can compute the interval robustness of ✷(f (x) > 0) over x [0,n+1] with the additional data x n+1 available at t n+1 . Note for the dual formula ✸(f (x) > 0), a similar result holds with min substituted by max.
(2) ϕUψ, where ϕ ≡ f (x) > 0, and ψ ≡ g(x) > 0. Observe the following:
We can rewrite the RHS of Eq. (5.7) to get:
Let U n and M n respectively denote the first and second underlined terms in the above expression. Note that for any n, U n and M n can be computed only using data x 1 , . . . , x n . Consider the recurrences M n+1 = min(M n , p n+1 , q n+1 ) and U n+1 = max(U n , M n+1 ); we can observe that to compute M n+1 and U n+1 , we only need M n , U n , and x n+1 . Furthermore, U n+1 is the desired interval robustness value over the partial signal x [0,n+1] . Thus storing and iteratively updating the two interval-values U n and M n is enough to monitor the given formula. (3) ✷(ϕ ∨ ✸ψ), where ϕ ≡ f (x) > 0, and ψ ≡ g(x) > 0. Observe the following:
Repeatedely applying the equivalence (5.1) to the outer min in (5.9) we get:
The inner min simplifies to:
Let T n denote the underlined term; note that we do not require any data at time t n+1 to compute it. Using the recurrence T n+1 = max (q n+1 , min (p n+1 , T n )), we can obtain the desired interval robustness value. The memory required is that for storing the one interval value T n . A similar result can be established for the dual formula
Rewriting the outer min operator and the inner max more explicitly, we get:
Repeatedly using (5.1) to simplify the above underlined term we get:
14)
The simplification to p n+1 , follows from (5.4). Thus, to monitor ✷✸(f (x) > 0), we do not need to store any information, as the interval robustness simply evaluates to that of the predicate f (x) > 0 at time t n+1 . A similar result can be obtained for the dual formula ✸✷(f (x) >> 0). 0) ). Observe the following:
We can rewrite the RHS of Eq. (5.15) as the first expression below. Applying the equivalence in (5.2) and (5.3) to the expression on the left, we get the expression on the right.
(5.16) Grouping terms containing q n+1 together and applying the equivalence in (5.2) we get:
Observe that the first argument to the outermost max can be computed using only x 1 , . . . , x n . Suppose we denote this term T n . Also note that in the second argument, the inner max (underlined) can be computed using only x 1 , . . . , x n . Let us denote this term by M n . We now have a recurrence relations:
18) T n+1 = max(T n , min(q n+1 , M n ), min(q n+1 , p n+1 )), (5.19) where T 0 = min(p 0 , q 0 ) and M 0 = p 0 . Thus, the desired interval robustness can be computed using only two values stored in T n and M n . The dual result holds for the formula ✷(ϕ ∨ ✷(ψ)).
Remarks on extending above result:
The result in Theorem 1 can be generalized to allow ϕ and ψ that are not atomic predicates, under following two conditions:
1. Bounded horizon subformulae condition: For each formula, the subformulae ϕ and ψ have a bounded time-horizon, i.e., hor(ϕ) and hor(ψ) are closed intervals. 2. Smallest step-size condition: Consecutive time-points in the signal are at least ∆ seconds apart, for some finite ∆, which is known a priori.
Generalizing Theorem 1
Let sub(ϕ) denote the set of all subformulas of ϕ except ϕ itself. Let last(ϕ) be defined as follows:
sup(hor(ψ)) (5.20)
The meaning of last(ϕ) is as follows: the last time at which a data value of x is required to compute ρ(ϕ, x, t), is t + last(ϕ). For the formula ϕ defined in Eq. (4.2), last(ϕ) = a + c. For the formula ψ ≡ ✷(x > 0), last(ψ) = ∞. In general, for any untimed formula ϕ, last(ϕ) is equal to ∞. In Theorem 1, we show that certain classes of untimed formulas can be monitored in an online fashion with bounded amount of memory. We first define the following quantities:
Here, ∆ represents the smallest time-step in the monitored signal, w ϕ is the largest time horizon of all subformulas of ϕ, and k ϕ is the largest number of discrete timepoints for the trace in any w ϕ interval.
Theorem 2.
If w ϕ is finite, then for each ϕ listed below, we can monitor RoSI of ϕ in an online fashion using O(k ϕ ) memory.
✷ψ (dually ✸ψ)
2. ϕUψ 3. ✷✸ψ (dually ✸✷ψ) 4. ✷(ϕ ∨ ✸ψ)(dually ✸(ϕ ∧ ✷ψ)), 5. ✸(ϕ ∧ ✸ψ) (dually ✷(ϕ ∨ ✸ψ) (5.22)
Proof. We provide proof sketches. The main argument in each of the proofs is as follows: For any partial signal x [0,i] , there are two cases: The first case is when t 0 ≥ t i − w ϕ . By assumption, there are at most k ϕ time-points in the interval [t 0 , t i ]. Thus, in this case,
