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Abstract
This paper addresses the problem of prediction with expert advice for outcomes in a geodesic
space with non-positive curvature in the sense of Alexandrov. Via geometric considerations, and
in particular the notion of barycenters, we extend to this setting the definition and analysis of
the classical exponentially weighted average forecaster. We also adapt the principle of online
to batch conversion to this setting. We shortly discuss the application of these results in the
context of aggregation and for the problem of barycenter estimation.
Keywords: Online Learning; Statistical Learning; Online-to-Batch Conversion; Metric Geom-
etry; Barycenters.
1 Introduction
The problem of prediction with expert advice [Cesa-Bianchi and Lugosi, 2006] is a by now standard
model of online learning. Traditionally studied for outcomes taking values in a vector space, less
seems to be known when the outcome space is a more general metric space. This paper partly
addresses the problem by focusing on the case of NPC spaces, i.e., geodesic metric spaces with
non-positive curvature in the sense of Alexandrov.
The class of NPC spaces includes many metric spaces of particular interest in the data sciences.
Apart from Hilbert spaces, interesting examples are hyperbolic spaces [Nickel and Kiela, 2017], the
space of real symmetric positive-definite matrices with Log-Euclidean [Arsigny et al., 2007] or Log-
Cholesky [Lin, 2019] Riemannian metrics and more generally all complete and simply connected
Riemannian manifolds with non-positive sectional curvature. Another example is the BHV space of
phylogenetic trees [Billera et al., 2001]. Finally, this class includes many other non-smooth objects
such as metric trees or euclidean buildings, as well as images, products and gluings of spaces
of non-positive curvature. For more details, we refer the reader to Bridson and Haefliger [1999],
Burago et al. [2001], Sturm [2003], Alexander et al. [2019b,a] and the references therein.
Via geometric considerations, and in particular the notion of barycenters, we extend to this
setting the definition and analysis of the classical exponentially weighted average (EWA) forecaster.
In particular, our results rely on the notions of geodesic convexity, barycenters and a generalized
version of Jensen’s inequality instead of usual convexity, classical averages and the standard version
of Jensen’s inequality respectively.
Another focus of the paper is the adaptation of the online-to-batch conversion principle, relying
once again on the notion of barycenters. In the context of supervised learning with response variable
taking values in an NPC space, we show that, combined with the generalized EWA forecaster, these
results can be used to derive bounds for the aggregation of predictors. As a second application, we
derive new bounds for the estimation of barycenters in NPC spaces.
∗HSE University, Faculty of Computer Science, Moscow, Russia. This work has been funded by the Russian
Academic Excellence Project ’5-100’. Email:qparis@hse.ru
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1.1 Prediction with expert advice
We first recall the protocol of prediction with expert advice. We refer the reader to Cesa-Bianchi and Lugosi
[2006] for more details.
The values of some unknown sequence z1, z2, . . . are revealed one by one in some outcome set Z.
At each round t ≥ 1, a forecaster is to provide a prediction mˆt ∈M for zt, before it is revealed. To
construct his prediction, the forecaster is given (in addition to past outcomes (zs)1≤s≤t−1) access
to expert predictions (mθ,t) ∈M indexed by a set of experts Θ. Hence, at each time step t ≥ 1, the
prediction mˆt of the forecaster is formally constructed as
mˆt = mt((mθ,t)θ∈Θ, (((mθ,s)θ∈Θ, zs))1≤s≤t−1), (1.1)
for some prediction strategy mt : M
Θ × (MΘ × Z)t−1 → M. Depending on the problem at hand,
the set M, referred to as the decision set, can be different from the outcome set Z. Given a loss
function
ℓ : M× Z→ R,
fixed in advance, the cumulative performances of the forecaster and expert θ ∈ Θ over a period of
time T ≥ 1 are respectively measured by
LˆT :=
T∑
t=1
ℓ(mˆt, zt) and Lθ,T :=
T∑
t=1
ℓ(mθ,t, zt).
The goal of the forecaster is to construct a prediction strategy minimizing the regret
RT := LˆT −min
θ∈Θ
Lθ,T ,
uniformly over all outcome sequences and all expert advice.
1.2 The exponentially weighted average forecaster
In this learning scenario, it is classical to consider the decision set M to be a convex subset of Rp,
for some p ≥ 1. In this case, a popular prediction strategy is the EWA forecaster defined as follows.
First, let π be a prior distribution over the expert set Θ and (βt)t≥1 be a sequence of positive
tuning parameters. Then, for t ≥ 1, the EWA forecaster is
mˆt =
∫
Θ
mθ,t dπt(θ), (1.2)
where
dπt(θ) =
e−βtLθ,t−1 dπ(θ)∫
Θ e
−βtLϑ,t−1 dπ(ϑ)
, (1.3)
and where Lθ,0 = 0 by convention. This popular forecaster naturally emphasizes the role of ex-
perts that perform well over time and its analysis is simplified by the convenient properties of the
exponential function.
Since its introduction by Vovk [1990] and Littlestone and Warmuth [1994], the EWA forecaster
has been analyzed from many perspectives [Cesa-Bianchi et al., 1997, Cesa-Bianchi and Lugosi,
1999, Cesa-Bianchi, 1999]. The use of exponential weights has also found many successful sta-
tistical applications, in particular in the context of aggregation [Yang, 2004, Leung and Barron,
2006, Catoni, 2007, Dalalyan and Tsybakov, 2007, 2008, 2009, Juditsky et al., 2008, Alquier, 2008,
Audibert, 2009, Dalalyan and Tsybakov, 2012a,b].
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Among the many results available in the literature, the following PAC-bayesian result is now stan-
dard and has the advantage of allowing for an arbitrary expert set Θ (we recommend Gershinovitz
2011, Chapter 2, for a comprehensive review of similar results). Given a probability measure q on
Θ, we denote D(q‖π) the Kulback-Leibler divergence between q and π, i.e.,
D(q‖π) :=
∫
Θ
ln
(
dq
dπ
)
dq,
if q ≪ π and D(q‖π) := +∞ otherwise.
Theorem 1.1. Suppose there exists β > 0 such that, for all z ∈ Z, the function e−βℓ(.,z) : M → R
is concave. Suppose mˆt is constructed as in (1.2) with βt = β at each time step. Then, uniformly
over the outcome sequence and the expert advice,
LˆT ≤ inf
q
{∫
Θ
Lθ,T dq(θ) +
D(q‖π)
β
}
,
where the inf runs over all probability measures q on Θ. In particular if the expert set Θ is finite,
with K elements, and π is the uniform prior over Θ, we get the regret bound
RT ≤
lnK
β
.
Even thought classical, the proof is shortly outlined in Appendix A for its informative content.
In the classical setting considered here, the linear structure of the decision space M is important
for several reasons. First, it allows to make sense of the integral defining mˆt in (1.2). Second, it is
essential to the usual notion of convexity invoked in the statement of Theorem 1.1 and in Jensen’s
inequality used in the proof. As it turns out, a simple adaptation of the construction of mˆ given
in (1.2), using the notion of barycenters, makes sense in an abstract metric space and reduces to
the familiar EWA forecaster in the euclidean setting. Our goal in this paper will be to show in
particular that the analysis of this generalized EWA forecaster can be carried out in a similar way
in NPC spaces.
1.3 Organisation of the paper
Section 2 presents some simple tools from metric geometry. Subsection 3.1 presents and analyses
the performance of a generalized EWA forecaster. Paragraph 3.2 proves online-to-batch conversion
results. We shortly discuss the application of these results in the context of aggregation, in sub-
section 3.3, and in the context of barycenter estimation in subsection 3.4. Proofs are reported to
Appendix A.
2 Geometric preliminaries
In this section, we mention some standard facts from metric geometry for reference and prove some
useful results. For more details on metric geometry, we refer the reader to Bridson and Haefliger
[1999], Burago et al. [2001], Alexander et al. [2019b,a] and the references therein.
2.1 Geodesic spaces
Let (M,d) be a metric space. We call path inM a continuous map γ : I →M defined on an interval
I ⊂ R. A path γ : [0, 1]→M will be called a geodesic if, for all 0 ≤ s ≤ t ≤ 1,
d(γ(s), γ(t)) = (t− s)d(γ(0), γ(1)), (2.1)
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Definition 2.1 (Geodesic space). A metric space (M,d) is called geodesic if, for every x, y ∈ M ,
there exists a geodesic γ : [0, 1]→M connecting x to y, i.e., such that γ(0) = x and γ(1) = y.
Any (convex subset of a) normed vector space (V, ‖.‖) is a geodesic space. For instance, given
any x, y ∈ V , the path γ(t) = (1 − t)x + ty defines a geodesic1 connecting x to y according to
characterization (2.1). Other fundamental examples of geodesic spaces are provided by complete
and connected Riemannian manifoldsM , with Riemannian metric g, equipped with the Riemannian
distance
d(x, y) = inf
γ
∫ 1
0
√
gγ(t)(γ′(t), γ′(t)) dt,
where the infimum is taken over all paths γ : [0, 1] → M connecting x to y. Finally, the class of
geodesic spaces admits many other examples of objects which cannot be described as Riemannian
manifolds because of there singularities or infinite dimensional nature. Examples of such spaces are
metric graphs or euclidean buildings [Burago et al., 2001, Chapter 3] or the 2-Wasserstein space
over (for example) a euclidean space [Ambrosio et al., 2008, Section 7.2].
2.2 NPC spaces
Definition 2.2 (NPC spaces). Let (M,d) be a geodesic space. We say that curv(M) ≤ 0 if, for
every p ∈M , every x, y ∈M and every geodesic γ : [0, 1]→M connecting x to y, we have
d2(p, γ(t)) ≤ (1− t)d2(p, x) + td2(p, y)− t(1− t)d2(x, y). (2.2)
A geodesic spaces (M,d) satisfying curv(M) ≤ 0 is often termed an NPC2 space. Next are some
examples. Much more examples can be found in the literature mentioned in the beginning of this
section.
Example 2.3 (Hilbert spaces). In the context where (M,d) is a Hilbert space, equipped with its
natural metric, inequality (2.2) is an identity. A Banach space is known to satisfies (2.2) iff it is a
Hilbert space [Sturm, 2003, Proposition 3.5].
Example 2.4 (Riemmannian manifolds). When (M,d) is a complete and simply-connected Riem-
mannian manifold with non-positive sectional curvature, equipped with its Riemannian distance,
then curv(M) ≤ 0. Non-positive sectional curvature is known to imply the comparison inequality
(2.2) locally (i.e., for p, x, y close enough) and the simple-connectedness allows for this property
to hold globally (i.e., for all p, x, y). The standard example of a Riemmanian manifold satisfying
the conditions of Definition 2.2 is the hyperbolic plane. One another example of interest in a vast
number of applications is the space M = S+d (R) of real d × d symmetric positive definite matrices.
Several works have studied the Riemannian structure of S+d (R). In this direction, Arsigny et al.
[2007] and Lin [2019] introduce respectively the Log-Euclidean and Log-Cholesky Riemannian scalar
products, both leading to a Riemannian distance on S+d (R) satisfying (2.2).
Example 2.5 (L2 spaces). Consider two metric spaces (X, dX) and (Y, dY) and a Borel probability
measure µ on X. Define M as the set of all Borel measurable functions f : X→ Y such that∫
X
d2Y(f(x), y) dµ(x) < +∞,
1Note however that it needs not be the unique geodesic. One checks that it is unique if the norm ‖.‖ is strictly
convex, e.g., if V is a Hilbert space with inner product norm.
2NPC stands for non-positive curvature. NPC spaces are also called Hadamard space or CAT(0) space.
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for all y ∈ Y. When (Y, dY) is a geodesic space satisfying curv(Y) ≤ 0, the set (M,d), equipped with
metric d defined by
d2(f, g) :=
∫
X
d2Y(f(x), g(x)) dµ(x),
is geodesic and satisfies curv(M) ≤ 0 [Sturm, 2003, Proposition 3.10]. This example will be of
interest for some applications considered later in the paper.
2.3 Geodesic convexity
Let (M,d) be geodesic. A function f : M → R is called geodesically convex if, for every x, y ∈ M
and every geodesic γ : [0, 1]→M connecting x to y, the function f ◦ γ : [0, 1]→ R is convex. We’ll
say that a function f : M → R is geodesically concave if −f is geodesically convex. Given α ∈ R,
a function f : M → R is called geodesically α-convex if, for every x, y ∈ M and every geodesic
γ : [0, 1]→M connecting x to y, the function
t ∈ [0, 1] 7→ f(γ(t))−
α
2
d2(γ(0), γ(1))t2 ,
is convex. These definitions reduce to the usual notions of convexity in the context of euclidean
spaces. These definitions also allow to provide an alternative characterization of NPC spaces.
Indeed, it follows from the Definition 2.2 that curv(M) ≤ 0 iff, for all p ∈M , the function d2(., p) :
M → R is geodesically 2-convex.
Next is a useful lemma proved in Appendix A.
Lemma 2.6. Let (M,d) be a complete geodesic space and f : M → R be a given function.
1. Suppose that e−βf is geodesically concave for some β > 0. Then, the function f is geodesically
convex.
2. Suppose f is geodesically α-convex and L-Lipchitz for some α,L > 0. Then, the function e−βf
is geodesically concave for all 0 ≤ β ≤ α
L2
.
To avoid additional technicality, all metric spaces considered in the paper will be considered
complete. Using the triangular inequality, and the second statement above, we get the following
straightforward corollary.
Corollary 2.7. Let (M,d) be a bounded NPC space with diameter diam(M) > 0. Then, for all
p ∈M , the function e−βd
2(.,p) :M → R is geodesically concave for all
0 ≤ β ≤
1
2diam(M)2
.
2.4 Barycenters and Jensen’s inequality
We now define barycenters which will play a central role in the next section.
Definition 2.8. Given a metric space (M,d), define P2(M) as the set of Borel probability measures
P on M such that, for all x ∈M , ∫
M
d2(x, y) dP (y) < +∞. (2.3)
A barycenter of P ∈ P2(M) is any
x∗ ∈ argmin
x∈M
∫
M
d2(x, y) dP (y). (2.4)
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Barycenters3 provide a generalization4 of the notion of mean value when M has no linear struc-
ture. While alternative notions of mean value in a metric space have been proposed, barycenters
are usually favored for their simple interpretation and constructive definition as solution of an op-
timization problem. Solving numerically this minimization problem is, in itself, still an active field
of investigation. However, the problem is rather well studied in the context of NPC spaces [Jost,
1995, Mayer, 1998, Ambrosio et al., 2008, Bacˇa´k, 2014]. The question of existence and unique-
ness of barycenters is important and has been addressed in a number of settings. The following
statement [Sturm, 2003, Theorem 4.9] summarizes the results we’ll need in the following.
Theorem 2.9. Let (M,d) be a complete metric space. Then, the following statements are equivalent.
1. (M,d) is an NPC space.
2. Any probability measure P ∈ P2(M) has a unique barycenter x
∗ and, for all x ∈M ,
d2(x, x∗) ≤
∫
M
(d2(x, y)− d2(x∗, y)) dP (y). (2.5)
In the context of Euclidean spaces, note that inequality (2.5) holds as an identity. Next is a
generalized Jensen inequality [Sturm, 2003, Theorem 6.2].
Theorem 2.10. Let (M,d) be an NPC space. Let f : M → R be (lower semi-continous and)
geodesically convex and P ∈ P2(M). Then (when the rhs is well defined),
f(x∗) ≤
∫
M
f(x) dP (x),
where x∗ is the barycenter of P .
3 Results
3.1 A generalized EWA forecaster in NPC spaces
We are now in position to describe the generalized EWA forecaster. We adopt the same notation
as in paragraphs 1.1 and 1.2. From now on, we suppose that the decision set M is an NPC space
with metric d : M×M→ R+.
Let π be a prior distribution over the expert set Θ and (βt)t≥1 be a sequence of positive tuning
parameters. Then, for t ≥ 1, we set
mˆt ∈ argmin
m∈M
∫
Θ
d2(m,mθ,t) dπt(θ), (3.1)
where
dπt(θ) =
e−βtLθ,t−1 dπ(θ)∫
Θ e
−βtLϑ,t−1 dπ(ϑ)
,
3Barycenters are also called Fre´chet means, intrinsic means, 2-means or centers of mass.
4Strictly speaking, a barycenter generalizes the notion of mean value of a probability measure with a finite second
moment. Indeed, if for instance (M,d) = (Rp, ‖. − .‖2) and provided
∫
‖x‖22 dP (x) < +∞, it is well known that
x∗ =
∫
x dP (x) is the unique minimizer of
x ∈M 7→
∫
‖x− y‖22 dP (y).
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and where Lθ,0 = 0 by convention. Note that while this definition adapts the original construction
(1.2) to the metric setting, the weight update mechanism is kept as it is and still makes perfect
sense.
An important observation is that mˆt can be alternatively written as
mˆt ∈ argmin
m∈M
∫
M
d2(m,x) dPt(x), (3.2)
where Pt is the pushforward of πt by the map θ ∈ Θ 7→ mθ,t ∈M. In other words, mˆt is the unique
barycenter of probability distribution Pt.
Example 3.1. While the above construction makes sense when the expert set Θ is an arbitrary
measurable space, we translate it in the finite setting for illustration. Suppose the expert set is
finite, say Θ = {1, . . . ,K}. Let π = (π1, . . . , πK) be the prior distribution over Θ and denote, for
all 1 ≤ θ ≤ K,
πθ,t :=
πθe
−βtLθ,t−1∑K
ϑ=1 πϑe
−βtLϑ,t−1
.
Then the generalized EWA forecaster in this setting is
mˆt ∈ argmin
m∈M
K∑
θ=1
πθ,td
2(m,mθ,t).
In other words, mˆt is the unique barycenter of probability measure Pt on M defined by
Pt =
K∑
θ=1
πθ,tδmθ,t ,
where δm is the Dirac mass at m.
We’ll implicitly suppose, throughout the rest of the paper, that the map θ ∈ Θ 7→ mθ,t ∈ M is
measurable and that Pt ∈ P2(M)
5 for all t ≥ 1.
The next result shows that the generalized EWA forecaster benefits from the exact same theo-
retical guarantees as in the euclidean setting displayed in Theorem 1.1.
Theorem 3.2. Suppose that (M, d) is an NPC space and that there exists β > 0 such that, for all
z ∈ Z, the function e−βℓ(.,z) : M→ R is geodesically concave. Suppose mˆt is constructed as in (3.1)
with βt = β at each time step. Then, uniformly over the outcome sequence and the expert advice,
LˆT ≤ inf
q
{∫
Θ
Lθ,T dq(θ) +
D(q‖π)
β
}
,
where the inf runs over all probability measures q on Θ. In particular, if the expert set Θ =
{1, . . . ,K} is finite and π is the uniform prior over Θ, we get
RT ≤
lnK
β
.
5In the euclidean setting, this amounts to assume that,
∫
Θ
‖mθ,t‖
2
2 dpit(θ) < +∞.
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The next result is a direct consequence of Theorem 3.2 and Corollary 2.7.
Corollary 3.3. Suppose that (M, d) is a bounded NPC space. Suppose that Z = M and that
ℓ(m, z) = d2(m, z). Suppose finally that mˆt is constructed as in (3.1) with βt = 1/2diam(M)
2 at
each time step. Then, uniformly over the outcome sequence and the expert advice,
LˆT ≤ inf
q
{∫
Θ
Lθ,T dq(θ) + 2diam(M)
2D(q‖π)
}
,
where the inf runs over all probability measures q on Θ. In particular if the expert set Θ is finite,
with K elements, and π is the uniform prior over Θ, we get
RT ≤ 2 diam(M)
2 lnK.
To conclude, we mention that similar results, holding in situations where the loss ℓ : M×Z→ R
is only geodesically convex in its first argument can be obtained along the exact same lines.
3.2 Online-to-batch conversion
The principle of online-to-batch conversion is a classical and powerful way to exploit algorithms,
developed for sequential prediction, in the context of statistical learning. This section mentions an
adaptation of this well known procedure in the context of NPC spaces via the notion of barycenters
and the use of Theorem 2.10.
Consider the following statistical learning problem. Suppose that (M, d) is an NPC space, that
Z is a arbitrary measurable space and let ℓ : M × Z → R be fixed. Suppose given a collection
(or batch) {Zi}
n
i=1 of independent and identically distributed Z-valued random variables with same
distribution as (and independent from) a generic random variable Z. Finally, given a subset Θ ⊂M,
consider the task of constructing θn ∈M (possibly not belonging to Θ) based on {Zi}
n
i=1 and such
that
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)],
is as small as possible.
To that aim, take the problem of sequential prediction with expert advice considered so far with
constant expert advice, i.e., mθ,t = θ for all θ ∈ Θ and all t ≥ 1. In this simple setting, we can
simplify the formal representation (1.1) of a prediction strategy (mˆt)t≥1 and consider that mˆ1 = m1,
for some constant m1 ∈ M independent of the outcome sequence, and that mˆt = mt(z1, . . . , zt−1)
for some function mt : Z
t−1 →M whenever t ≥ 2.
Now, suppose given a prediction strategy (mˆt)t≥1 such that, for all T ≥ 1, there exists BT > 0
satisfying
T∑
t=1
ℓ(mˆt, zt)− inf
θ∈Θ
T∑
t=1
ℓ(θ, zt) ≤ BT , (3.3)
uniformly over the outcome sequence (z1, . . . , zT ) ∈ Z
T .
Then, coming back to the statistical learning problem, consider θn to be the unique barycenter
of the (random) probability measure
1
n+ 1
δm1 +
1
n+ 1
n+1∑
i=2
δmi(Z1,...,Zi−1),
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on M, i.e.,
θn ∈ argmin
m∈M
{
d2(m,m1) +
n+1∑
i=2
d2(m,mi(Z1, . . . , Zi−1))
}
. (3.4)
Then we have the following result.
Theorem 3.4. Suppose that (M, d) is an NPC space. Suppose that (3.3) holds and that, for all
z ∈ Z, the function ℓ(., z) : M→ R is geodesically convex. Then, for all n ≥ 1,
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)] ≤
Bn+1
n+ 1
.
The next corollary is immediate by combining Theorem 3.4, Theorem 3.2 and using statement
1 in Lemma 2.6.
Corollary 3.5. Suppose that (M, d) is an NPC space. Suppose that Θ is a finite subset of M.
Suppose that there exists β > 0 such that, for all z ∈ Z, the function e−βℓ(.,z) : M→ R is geodesically
concave. Let θn be as in (3.4) where m1 is the barycenter of the uniform measure on Θ and, for
2 ≤ i ≤ n+ 1, mi(Z1, . . . , Zi−1) is the barycenter of the (random) probability measure
∑
θ∈Θ
πθ,iδθ, where πθ,i =
e−β
∑i−1
j=1 ℓ(θ,Zj)∑
ϑ∈Θ e
−β
∑i−1
j=1 ℓ(ϑ,Zj)
.
Then, for all n ≥ 1,
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)] ≤
ln |Θ|
β(n+ 1)
.
The next results are in the same spirit as Theorem 3.4 and Corollary 3.5. Instead of supposing
that inequality (3.3) holds, assume that for every T ≥ 1 there are positive numbers BT (q) > 0,
indexed by probability distributions q on Θ, such that
T∑
t=1
ℓ(mˆt, zt) ≤ inf
q
{∫
Θ
T∑
t=1
ℓ(θ, zt) dq(θ) +BT (q)
}
, (3.5)
uniformly over the outcome sequence (z1, . . . , zT ) ∈ Z
T . Then we have the following result. Below
we denote
θ∗ ∈ argmin
θ∈Θ
E[ℓ(θ, Z)].
Theorem 3.6. Suppose that (M, d) is an NPC space. Suppose that (3.5) holds and that, for all
z ∈ Z, the function ℓ(., z) : M→ R is geodesically convex. Then the following statements hold.
1. For all n ≥ 1,
E[ℓ(θn, Z)] ≤ inf
q
{∫
Θ
E[ℓ(θ, Z)] dq(θ) +
Bn+1(q)
n+ 1
}
,
where the inf runs over all probability measures q on Θ.
2. If in addition there exists λ > 0 such that, for all z ∈ Z, ℓ(., z) : M → R is λ-Lipschitz, then
for all n ≥ 1
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)] ≤ inf
q
{
λ
∫
Θ
d(θ∗, θ) dq(θ) +
Bn+1(q)
n+ 1
}
,
where the inf runs over all probability measures q on Θ.
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In particular, using the generalized EWA forecaster, we get the following.
Corollary 3.7. Suppose that (M, d) is an NPC space. Let π be a prior distribution over Θ. Suppose
that there exists β > 0 such that, for all z ∈ Z, the function e−βℓ(.,z) : M→ R is geodesically concave.
Let θn be as in (3.4) where m1 is the barycenter of π and, for 2 ≤ i ≤ n + 1, mi(Z1, . . . , Zi−1) is
the barycenter of the (random) probability measure πi defined by
dπi(θ) =
e−β
∑i−1
j=1 ℓ(θ,Zj)dπ(θ)∫
Θ e
−β
∑i−1
j=1 ℓ(ϑ,Zj)dπ(ϑ)
.
Then, the following statements hold.
1. For all n ≥ 1,
E[ℓ(θn, Z)] ≤ inf
q
{∫
Θ
E[ℓ(θ, Z)] dq(θ) +
D(q‖π)
β(n+ 1)
}
,
where the inf runs over all probability measures q on Θ.
2. If in addition there exists λ > 0 such that, for all z ∈ Z, ℓ(., z) : M → R is λ-Lipschitz, then
for all n ≥ 1
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)] ≤ inf
q
{
λ
∫
Θ
d(θ∗, θ) dq(θ) +
D(q‖π)
β(n + 1)
}
, (3.6)
where the inf runs over all probability measures q on Θ.
We end by a short comment on the second statement of Corollary 3.7.
Remark 3.8. For any probability measure q on Θ, and since q⊗ δθ∗ is the unique coupling between
q and δθ∗ , the upper bound (3.6) reads equivalently
E[ℓ(θn, Z)]− inf
θ∈Θ
E[ℓ(θ, Z)] ≤ inf
q
{
λW1(q, δθ∗) +
D(q‖π)
β(n+ 1)
}
,
where W1 denotes the 1-Wasserstein metric. We believe this form of the upper bound displays
an interesting trade-off between the W1 distance to δθ∗ and the Kullback-Leibler divergence with
respective to the prior π. Indeed, the upper bound is formally in the same spirit as a proximal
gradient step for the functional D(.‖π) in the W1 metric. This further suggests to push these
investigations in connectiong with the theory of gradient flows in metric spaces and in particular in
the space of probability measures [Ambrosio et al., 2008].
3.3 Discussion: On aggregation
We shortly comment on the use of the previous results in the context of a classical application, the
aggregation of predictors. As mentioned earlier, this problem is very well studied in the context of
real valued (or euclidean valued) functions. Here, we look at the case of functions taking values in
an NPC space.
Let (X, dX) be an arbitrary metric space and (Y, dY) be an NPC space. Let {(Xi, Yi)}
n
i=1 be i.i.d.
random variables with same distribution as (and independent from) a generic pair (X,Y ). Consider
a set Θ of functions θ : X→ Y, such that
E[d2Y(θ(X), y)] < +∞, (3.7)
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for all y ∈ Y. Consider the task of building θn : X→ Y based on the data {(Xi, Yi)}
n
i=1 such that
E[l(Y, θn(X))] − inf
θ∈Θ
E[l(Y, θ(X))],
is as small as possible, for some loss function l : Y2 → R.
First, recall from Example 2.5 that, since (Y, dY) is an NPC space, the set (M, d) of all functions
θ : X→ Y satisfying (3.7) equipped with metric
d2(θ1, θ2) = E[d
2
Y(θ1(X), θ2(X))],
is itself an NPC space. As a result, defining
ℓ(θ, (x, y)) := l(y, θ(x)),
we recover the exact same setting as the one considered in the previous paragraph.
To apply the previous results, the only detail one may need to check is the fact that convexity
assumptions on l translate to convexity properties of ℓ. This actually holds true given the connection
between geodesics in M and geodesics in Y established in Sturm [2003]. Precisely, we have the
following lemma.
Lemma 3.9. Let f : Y2 → R be such that, for all y ∈ Y, f(y, .) : Y → R is geodesically convex.
Then, for all y ∈ Y and PX -almost all x ∈ X, the function θ ∈ M 7→ f(y, θ(x)) is geodesically
convex.
3.4 Discussion: On the estimation of barycenters
A second application of interest is the estimation of barycenters. This problem has gained momen-
tum in the past few years and recent contributions are for instance Scho¨tz [2019], Ahidar-Coutrix et al.
[2019], Le Gouic et al. [2019] and Chewi et al. [2020]. Despite the surprisingly neat results in these
papers, it seems to be still an open question to prove a complexity free rate (no assumption on
the covering number of the underlying space) for the estimation of barycenters in NPC spaces with
no curvature lower bound (the case of NPC spaces with a curvature lower bound is dealt with in
Le Gouic et al. 2019). While we do not answer this question here, we provide some comments in
this direction.
Note first that the problem of barycenter estimation is closely related to the problem described
in paragraph 3.2 with Θ = M = Z and ℓ(., .) = d2(., .). Indeed, if θ∗ denotes the barycenter of the
distribution of Z, then Theorem 2.9 implies that, if θn defined as in (3.4),
E[d2(θn, θ
∗)] ≤ E[d2(θn, Z)]− E[d
2(θ∗, Z)]
= E[d2(θn, Z)]− inf
θ∈Θ
E[d2(θ, Z)].
In particular, provided M has bounded diameter, the second statement of Corollary 3.7 implies in
this case that
E[d2(θn, θ
∗)] ≤ 2 inf
q
{
diam(M)W1(q, δθ∗) + diam(M)
2D(q‖π)
n+ 1
}
,
where the inf runs over all probability measures q on Θ and where W1 denotes the 1-Wasserstein
metric.
At this moment, it isn’t clear for us if pushing further the analysis of this upper bound could
provide a fast rate of order 1/n for the EWA based estimator θn. This question is left for future
research (see Remark 3.8).
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A Proofs
A.1 Proof of Theorem 1.1
For t ≥ 1, set
Wt :=
∫
Θ
e−βLθ,t−1 dπ(θ).
On the one hand, the Gibbs variational principle implies that
lnWT+1 = − inf
q
{
β
∫
Θ
Lθ,T dq(θ) +D(q‖π)
}
.
On the other hand, since W1 = 1, we observe that
lnWT+1 =
T∑
t=1
ln
Wt+1
Wt
,
=
T∑
t=1
ln
(∫
Θ
e−βℓ(mθ,t,zt) dπt(θ)
)
,
≤ −βLˆT , (A.1)
where the last inequality follows from the concavity of e−βℓ(.,zt), Jensen’s inequality and the defini-
tion of mˆt in (1.2). To prove the last statement, it remains to take q to be the Dirac mass δθ∗ at
any θ∗ minimizing the map θ 7→ Lθ,T .
A.2 Proof of Lemma 2.6
The proof of the first statement is elementary. It requires to combine simply the fact that the
logarithm is increasing and concave.
Remark A.1. Before proving the second statement, note that it is elementary in the context of
smooth functions on a euclidean space. Indeed, note for example that if M is an interval of the real
line, the second derivative of e−βf is
β(β(f ′)2 − f ′′)e−βf ,
which is obviously non-positive whenever β satisfies the requirements of the lemma. In the context
of geodesic spaces, one cannot refer to usual arguments from differential calculus. The proof we give
next is however quite elementary.
To prove the second statement, suppose f : M → R is geodesically α-convex and L-Lipchitz for
some α,L > 0. Using the fact that M is complete, it is enough to show that for every 0 ≤ β ≤ ...
and every geodesic γ : [0, 1]→M , we have
1
2
e−βf(γ(0)) +
1
2
e−βf(γ(1)) ≤ e−βf(γ(1/2)) ,
or, equivalently, that
1
2
eβ(f(z)−f(x)) +
1
2
eβ(f(z)−f(y)) ≤ 1, (A.2)
where x = γ(0), y = γ(1) and z = γ(1/2). By geodesic α-convexity of f , we have that
f(z) ≤
1
2
f(x) +
1
2
f(y)−
α
8
d(x, y)2,
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so that
β(f(z)− f(x)) ≤
β
2
(f(y)− f(x))−
αβ
8
d(x, y)2,
and
β(f(z)− f(y)) ≤
β
2
(f(x)− f(y))−
αβ
8
d(x, y)2.
For (A.2) to be satisfied, it is therefore enough to have
1
2
e
β
2
(f(y)−f(x)) +
1
2
e
β
2
(f(x)−f(y)) = cosh(
β
2
(f(x)− f(y))) ≤ e
αβ
8
d(x,y)2 . (A.3)
Now, using the fact that cosh(u) ≤ e
u2
2 for all u ∈ R, the Lipschitz assumption implies that
cosh(
β
2
(f(x)− f(y))) ≤ e
β2L2
8
d(x,y)2 .
As a result, it is enough to have β2L2 ≤ αβ i.e. β ≤ α
L2
, as required.
A.3 Proof of Theorem 3.2
The proof is an immediate adaptation of that of Theorem 1.1 using the tools presented in section
2. Indeed, letting
Wt :=
∫
Θ
e−βLθ,t−1 dπ(θ),
for all t ≥ 1, we can still deduce from the Gibbs variational principle that
− inf
q
{
β
∫
Θ
Lθ,T dq(θ) +D(q‖π)
}
= lnWT+1
=
T∑
t=1
ln
Wt+1
Wt
=
T∑
t=1
ln
(∫
Θ
e−βℓ(mθ,t,zt) dπt(θ)
)
=
T∑
t=1
ln
(∫
M
e−βℓ(x,zt) dPt(x)
)
,
where the last identity follows from the definition of Pt as the pushforward of πt by the map
θ ∈ Θ 7→ mθ,t ∈M. Finally, using the representation (3.2) of mˆt as barycenter of Pt, Theorem 2.10
implies that
T∑
t=1
ln
(∫
M
e−βℓ(x,zt) dPt(x)
)
≤ −βLˆT ,
which completes the proof of the first statement. The last statement follows from the same argu-
ments as in Theorem 1.1.
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A.4 Proof of Theorem 3.4
The proof adapts well known arguments in the context of a euclidean convex set M. As a matter of
fact, the proof only differs from the euclidean setting in that it invokes the less classical Theorem
2.10 to derive the inequality (A.5). To ease notation, we identify (mˆ1 with m1 and) mˆi with
mi(Z1, . . . , Zi−1) for all i ≥ 2.
First, since inequality (3.3) holds for any outcome sequence, we have (almost surely)
1
n+ 1
n+1∑
i=1
ℓ(mˆi, Zi)− inf
θ∈Θ
1
n+ 1
n+1∑
i=1
ℓ(θ, Zi) ≤
Bn+1
n+ 1
.
Taking the expectation on both sides we deduce that
1
n+ 1
n+1∑
i=1
E[ℓ(mˆi, Zi)] ≤ E[ inf
θ∈Θ
1
n+ 1
n+1∑
i=1
ℓ(θ, Zi)] +
Bn+1
n+ 1
≤ inf
θ∈Θ
1
n+ 1
n+1∑
i=1
E[ℓ(θ, Zi)] +
Bn+1
n+ 1
= inf
θ∈Θ
E[ℓ(θ, Z)] +
Bn+1
n+ 1
. (A.4)
Theorem 2.10 implies by definition of θn that, for all z ∈ Z,
ℓ(θn, z) ≤
1
n+ 1
n+1∑
i=1
ℓ(mˆi, z). (A.5)
In particular,
E[ℓ(θn, Z)] ≤
1
n+ 1
n+1∑
i=1
E[ℓ(mˆi, Z)]
=
1
n+ 1
n+1∑
i=1
E[ℓ(mˆi, Zi)], (A.6)
where the last identity holds since mˆi and Zi are independent for all i ≥ 1. The proof then follows
from (A.4) and (A.6).
A.5 Proof of Theorem 3.6
The proof of the first statement is very similar to the proof of Theorem 3.4 and is avoided for
brevity. Formally one should impose an assumption guaranteeing that, for all probability measures
q on Θ,
E[
∫
Θ
ℓ(θ, Z) dq(θ)] =
∫
Θ
E[ℓ(θ, Z)] dq(θ),
but we avoid technical discussions on this point since it obviously holds for (say) positive or bounded
losses. For the second statement, it is enough to notice that according to the first point, we have
for every probability measure q on Θ that
E[ℓ(θn, Z)]− E[ℓ(θ
∗, Z)] ≤
∫
Θ
(E[ℓ(θ, Z)]− E[ℓ(θ∗, Z)]) dq(θ) +
Bn+1(q)
n+ 1
≤ λ
∫
Θ
d(θ∗, θ) dq(θ) +
Bn+1(q)
n+ 1
.
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A.6 Proof of Lemma 3.9
The proof follows directly from the following fact. According to Sturm [2003, Proposition 3.10],
a curve (Γt)t∈[0,1] is a geodesic in (M, d) if, and only if, (Γt(x))t∈[0,1] is a geodesic in (Y, dY) for
PX-almost all x ∈ X.
References
A. Ahidar-Coutrix, T. Le Gouic, and Q. Paris. Convergence rates for empirical barycen-
ters in metric spaces: curvature, convexity and extendable geodesics. Probability Theory
and Related Fields, Oct 2019. ISSN 1432-2064. doi: 10.1007/s00440-019-00950-0. URL
https://doi.org/10.1007/s00440-019-00950-0.
S. Alexander, V. Kapovitch, and A. Petrunin. Alexandrov geometry: preliminary version no. 1. Book
in preparation, March 2019a. URL http://arxiv.org/abs/1903.08539. arXiv:1903.08539.
S. Alexander, V. Kapovitch, and A. Petrunin. An invitation to Alexandrov geom-
etry: CAT(0) spaces. Springer Briefs in Mathematics. Springer, 2019b. ISBN
978-3-030-05311-6; 978-3-030-05312-3. doi: 10.1007/978-3-030-05312-3. URL
https://doi.org/10.1007/978-3-030-05312-3.
P. Alquier. PAC-Bayesian bounds for randomized empirical risk minimizers. Math. Meth-
ods Statist., 17(4):279–304, 2008. ISSN 1066-5307. doi: 10.3103/S1066530708040017. URL
https://doi.org/10.3103/S1066530708040017.
L. Ambrosio, N. Gigli, and G. Savare´. Gradient flows in metric spaces and in the space of probability
measures. Lectures in Mathematics ETH Zu¨rich. Birkha¨user Verlag, Basel, second edition, 2008.
ISBN 978-3-7643-8721-1.
V. Arsigny, P. Fillard, X. Pennec, and N. Ayache. Geometric means in a novel vector space structure
on symmetric positive-definite matrices. SIAM J. Matrix Anal. Appl., 29(1):328–347, 2007. ISSN
0895-4798. doi: 10.1137/050637996. URL https://doi.org/10.1137/050637996.
J.-Y. Audibert. Fast learning rates in statistical inference through aggregation. Ann.
Statist., 37(4):1591–1646, 2009. ISSN 0090-5364. doi: 10.1214/08-AOS623. URL
https://doi.org/10.1214/08-AOS623.
M. Bacˇa´k. Convex analysis and optimization in Hadamard spaces, volume 22 of De Gruyter Series
in Nonlinear Analysis and Applications. De Gruyter, Berlin, 2014. ISBN 978-3-11-036103-2; 978-
3-11-036162-9. doi: 10.1515/9783110361629. URL https://doi.org/10.1515/9783110361629.
L. J. Billera, S. P. Holmes, and K. Vogtmann. Geometry of the space
of phylogenetic trees. Advances in Applied Mathematics, 27(4):733 – 767,
2001. ISSN 0196-8858. doi: https://doi.org/10.1006/aama.2001.0759. URL
http://www.sciencedirect.com/science/article/pii/S0196885801907596.
M. R. Bridson and A. Haefliger. Metric spaces of non-positive curvature, volume 319 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences]. Springer-Verlag, Berlin, 1999. ISBN 3-540-64324-9. doi: 10.1007/978-3-662-12494-9. URL
https://doi.org/10.1007/978-3-662-12494-9.
15
D. Burago, Y. Burago, and S. Ivanov. A course in metric geometry, volume 33 of Graduate Studies
in Mathematics. American Mathematical Society, Providence, RI, 2001. ISBN 0-8218-2129-6.
doi: 10.1090/gsm/033. URL https://doi.org/10.1090/gsm/033.
O. Catoni. Pac-Bayesian supervised classification: the thermodynamics of statistical learning, vol-
ume 56 of Institute of Mathematical Statistics Lecture Notes—Monograph Series. Institute of
Mathematical Statistics, Beachwood, OH, 2007. ISBN 978-0-940600-72-0; 0-940600-72-2.
N. Cesa-Bianchi. Analysis of two gradient-based algorithms for on-line regression. J. Com-
put. System Sci., 59(3):392–411, 1999. ISSN 0022-0000. doi: 10.1006/jcss.1999.1635. URL
https://doi.org/10.1006/jcss.1999.1635.
N. Cesa-Bianchi and G. Lugosi. Prediction, learning, and games. Cambridge University Press,
Cambridge, 2006. ISBN 978-0-521-84108-5; 0-521-84108-9. doi: 10.1017/CBO9780511546921.
URL https://doi.org/10.1017/CBO9780511546921.
Nicolo` Cesa-Bianchi and Ga´bor Lugosi. On prediction of individual sequences. Ann.
Statist., 27(6):1865–1895, 1999. ISSN 0090-5364. doi: 10.1214/aos/1017939242. URL
https://doi.org/10.1214/aos/1017939242.
Nicolo` Cesa-Bianchi, Yoav Freund, David Haussler, David P. Helmbold, Robert E. Schapire, and
Manfred K. Warmuth. How to use expert advice. J. ACM, 44(3):427–485, 1997. ISSN 0004-5411.
doi: 10.1145/258128.258179. URL https://doi.org/10.1145/258128.258179.
S. Chewi, T. Maunu, P. Rigollet, and A. J. Stromme. Gradient descent algorithms for bures-
wasserstein barycenters, 2020.
A. S. Dalalyan and A. B. Tsybakov. Aggregation by exponential weighting, sharp pac-bayesian
bounds and sparsity. Machine Learning, 72(1-2):39–61, 2008. doi: 10.1007/s10994-008-5051-0.
URL http://certis.enpc.fr/~dalalyan/Download/Dal_Tsyb2008.pdf.
A. S. Dalalyan and A. B. Tsybakov. Sparse regression learning by aggregation and
langevin monte-carlo. In COLT 2009 - The 22nd Conference on Learning The-
ory, Montreal, Quebec, Canada, June 18-21, 2009, pages 1–10, 2009. URL
http://www.cs.mcgill.ca/~colt2009/papers/009.pdf.
A. S. Dalalyan and A. B. Tsybakov. Sparse regression learning by aggregation and Langevin Monte-
Carlo. J. Comput. System Sci., 78(5):1423–1443, 2012a. doi: 10.1016/j.jcss.2011.12.023. URL
http://hal.archives-ouvertes.fr/docs/00/45/68/06/PDF/HAL_EWA_LMC.pdf.
A. S. Dalalyan and A. B. Tsybakov. Mirror averaging with sparsity priors. Bernoulli, 18(3):914–944,
2012b. doi: 10.3150/11-BEJ361. URL http://arxiv.org/pdf/1003.1189v4.pdf.
A.S. Dalalyan and A.B. Tsybakov. Aggregation by exponential weighting and sharp
oracle inequalities. In Learning theory, volume 4539 of Lecture Notes in Comput.
Sci., pages 97–111. Springer, Berlin, 2007. doi: 10.1007/978-3-540-72927-3 9. URL
https://doi.org/10.1007/978-3-540-72927-3_9.
S. Gershinovitz. Prediction de suites individuelles et cadre statistique classique: e´tude de quelques
liens autour de la re´gression parcimonieuse et des techniques d’agre´gation. PhD dissertation.
Universite´ Paris-Sud 11, 2011.
16
J. Jost. Convex functionals and generalized harmonic maps into spaces of nonpositive curvature.
Comment. Math. Helv., 70(4):659–673, 1995. ISSN 0010-2571. doi: 10.1007/BF02566027. URL
https://doi.org/10.1007/BF02566027.
A. Juditsky, P. Rigollet, and A.B. Tsybakov. Learning by mirror averaging. Ann.
Statist., 36(5):2183–2206, 2008. ISSN 0090-5364. doi: 10.1214/07-AOS546. URL
https://doi.org/10.1214/07-AOS546.
T. Le Gouic, Q. Paris, P. Rigollet, and A. J. Stromme. Fast convergence of empirical barycenters
in alexandrov spaces and the wasserstein space, 2019.
G. Leung and A.R. Barron. Information theory and mixing least-squares regressions. IEEE Trans.
Inform. Theory, 52(8):3396–3410, 2006. ISSN 0018-9448. doi: 10.1109/TIT.2006.878172. URL
https://doi.org/10.1109/TIT.2006.878172.
Z. Lin. Riemannian Geometry of Symmetric Positive Definite Matrices via Cholesky Decomposition.
SIAM J. Matrix Anal. Appl., 40(4):1353–1370, 2019. ISSN 0895-4798. doi: 10.1137/18M1221084.
URL https://doi.org/10.1137/18M1221084.
N. Littlestone and M. K. Warmuth. The weighted majority algorithm. Information and Computa-
tion, 108:212–261, 1994.
U. F. Mayer. Gradient flows on nonpositively curved metric spaces and harmonic maps. Comm.
Anal. Geom., 6(2):199–253, 1998. ISSN 1019-8385. doi: 10.4310/CAG.1998.v6.n2.a1. URL
https://doi.org/10.4310/CAG.1998.v6.n2.a1.
M. Nickel and D. Kiela. Poincare´ embeddings for learning hierarchical repre-
sentations. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fer-
gus, S. Vishwanathan, and R. Garnett, editors, Advances in Neural Information
Processing Systems 30, pages 6338–6347. Curran Associates, Inc., 2017. URL
http://papers.nips.cc/paper/7213-poincare-embeddings-for-learning-hierarchical-representations.pdf.
C. Scho¨tz. Convergence rates for the generalized frchet mean via the quadruple inequal-
ity. Electron. J. Statist., 13(2):4280–4345, 2019. doi: 10.1214/19-EJS1618. URL
https://doi.org/10.1214/19-EJS1618.
K.-T. Sturm. Probability measures on metric spaces of nonpositive curvature. In Heat kernels and
analysis on manifolds, graphs, and metric spaces (Paris, 2002), volume 338 of Contemp. Math.,
pages 357–390. Amer. Math. Soc., Providence, RI, 2003. doi: 10.1090/conm/338/06080. URL
https://doi.org/10.1090/conm/338/06080.
V. Vovk. Aggregating strategies. In Proceedings of the 3rd Annual Workshop on Computational
Learning Theory (COLT90), pages 371–383, 1990.
Y. Yang. Aggregating regression procedures to improve performance. Bernoulli, 10(1):25–47, 2004.
ISSN 1350-7265. doi: 10.3150/bj/1077544602. URL https://doi.org/10.3150/bj/1077544602.
17
