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Abstract
We extend the work of Kannan et al. and derive the cumulant generating function for the
alternating mass harmonic chain consisting of N particles and driven by heat reservoirs. The main
result is a closed expression for the cumulant generating function in the thermodynamic large N
limit. This expression is independent of N but depends on whether the chain consists of an even
or an odd number of particles, in accordance with the results obtained by Kannan el al. for the
heat current. This result is in accordance with the absence of local thermodynamic equilibrium in
a linear system.
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I. INTRODUCTION
There is a current interest in fluctuating small systems in contact with heat reservoirs and
driven by external forces. This focus is driven by the recent possibilities of direct manipu-
lation of nano systems and bio molecules. These techniques also permit direct experimental
access to the probability distributions for the work or heat exchanged with the environment
[1–9]. Moreover, these single molecule techniques have also yielded access to the so called
fluctuation theorems, which relate the probability of observing entropy-generated trajecto-
ries, with that of observing entropy-consuming trajectories [10–27]. As a result there is a
general renewed theoretical interest in small non equilibrium systems.
In the context of non equilibrium systems the well-known fluctuation-dissipation theorem,
relating response to fluctuations close to equilibrium has been generalized to the so-called
asymptotic fluctuation theorem (AFT) valid also far from equilibrium [11, 13, 15, 17–20].
The AFT, which has been demonstrated under quite general conditions, implies for the
cumulant generating function (CGF) the fundamental symmetry
µ(λ) = µ(β1 − β2 − λ). (1.1)
The CGF, µ(λ), is defined at long times t according to
〈exp(λQ(t)〉 ∼ exp(tµ(λ)), (1.2)
where Q(t) is the accumulated heat transferred to the system from a reservoir in the time
span t. Here β1 = 1/T1 and β2 = 1/T2 are the inverse temperatures of the heat reservoirs
driving the non equilibrium process and 〈· · ·〉 denotes a non equilibrium ensemble average.
Normalization implies µ(0) = 0 and the AFT in (1.1) in particular yields µ(β1−β2) = 0. In
general µ(λ) is a downward convex function passing through λ = 0 and λ = β1 − β2. µ(λ)
is, moreover, bounded by branch points at λ+ and λ−.
Recently, there has been focus on the explicit evaluation of µ(λ) for deterministic systems
driven by Langevin type heat bath in order to verify the AFT and at the same time determine
how system dependent properties enter in the form of µ(λ). Little is known about µ(λ) in
the case of interacting or random systems and the focus has therefore been on tractable
linear systems. In a series of papers Saito and Dhar and Kundu et al. [28, 29], see also
[30–32], have discussed the driven harmonic chain. Here one finds that µ(λ) is a functional
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of
f(λ) = T1T2λ(β1 − β2 − λ), (1.3)
where inspection reveals that f(λ) is invariant under the AFT symmetry in (1.1). The
functional in the case of the deterministic harmonic linear chain has the generic form
µ(λ) = −1
2
∫
dω
2pi
ln
[
1 + T (ω)f(λ)
]
, (1.4)
where T (ω) is a model dependent transmission matrix. In linear systems the heat is trans-
ported ballistically. Local equilibrium cannot be established and Fourier’s law does not hold
[33]. This is reflected in the form of µ(λ) which is independent of the system size.
In the case of a simple N particle unit mass harmonic chain with inter particle coupling
κ, attached to walls at the ends, and driven by two heat reservoirs with common damping
Γ, one obtains the transmission matrix [28, 29, 32]
T (ω) = (2Γω)2|G1N(ω)|2, (1.5)
G1N (ω) =
κ sin p
Ω2 sin(N − 1)p− 2κΩ sin(N − 2)p+ κ2 sin(N − 3)p, (1.6)
Ω = −ω2 + 2κ− iΓω, (1.7)
ω2 = 4κ sin2 p/2. (1.8)
Here (1.5) defines T in terms of the the transmission end-to-end Green’s function G1N given
in (1.6). The above results have been analyzed in detail in [28, 29, 32]. Here we just remark
that the ballistic lattice waves transporting the heat give rise to the resonance structure
in the denominator in (1.6). The coupling to the heat reservoirs only enters in Ω in (1.7).
Finally, the wave number p is confined to the first Brillouin zone |p| ≤ pi, yielding the
frequency band |ω| ≤ 2√κ.
A natural and simple extension of the equal mass harmonic chain is the harmonic chain
with alternating masses. In condensed matter this is the well-known case of a phonon system
with a basis. In this case the dispersion law (1.8) breaks up into an acoustic branch and an
optical branch, see e.g. [34]. In both case the heat is transmitted ballistically but shared
between the acoustic and optical phonons.
In recent work Kannan et al. [35] have considered this case and have in detail analysed
the non equilibrium steady state of an alternating mass harmonic chain [36, 37]; further
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references to work on the alternating mass chain can be found in [35]. Like in the equal
mass case [38, 39], the position and momentum steady state distribution exhibits a Gaussian
form with correlation matrix given by the static position-position, position-momentum, and
momentum-momentum correlations. Defining the local kinetic temperature Tn according to
(note that kB = 1) Tn = 〈p2n〉/mn, where pn is the momentum and mn the mass associated
with the n-th site, Kannan et al. find, surprisingly, that the local temperature Tn oscillates
with period 2; these oscillations even persist in the thermodynamic limit; in the equilib-
rium case for T1 = T2 = T the local temperature Tn locks onto T in accordance with the
equipartion theorem. Kannan et al. [35] also discuss the thermodynamic limit N →∞ and
find exact expressions for the local temperature profile Tn and the heat current 〈Q〉/t. They
also find that these expressions depend on whether the chain is composed of an even or odd
number of particles.
In the present paper we extend the work of Kannan et al. regarding the large N limit of
the heat current and discuss the cumulant generating function µ(λ) (CGF). The CGF yields
the full heat distribution in the long time limit; note that the heat current is given by the
first term in a cumulant expansion of (1.2), i.e., 〈Q〉/t = (dµ(λ)/dλ)λ=0. Referring to the
results in [28, 29, 32], the central quantity in the evaluation of the CGF is the transmission
Green’s function G1N(ω) describing the propagation of ballistic modes across a chain of
size N . We consider the CGF and determine the transmission matrix T (ω) entering in the
expression (1.4). As anticipated the structure of T (ω) exhibits the two branch structure of
the phonon spectrum, both the acoustic and optical branches contributing to T (ω). Finally,
we derive a close expression for the CGF in the large N limit. This constitutes the main and
new result in the present paper. In accordance with the absence of local thermodynamic
equilibrium the large N expression for the CGF is manifestly independent of N .
The paper is organised in the following manner. In Sec. II we present the model under
scrutiny, i.e., the alternating mass chain. In Sec. III we set up the necessary analytical
apparatus. In Sec. IV we introduce the transmission end-to-end Greens function which
incorporates the model dependent component of the CGF. Section V contains the main
result in the present paper, namely a derivation of the CGF in the large N limit. Section
VI is devoted to a discussion of the CGF in the large N limit. For completion this section also
includes a discussion of the transmission matrix and the large deviation function. Section
VII is devoted to a conclusion. The issue of deriving an expression for the end-to-end Green’s
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function suitable for our needs is deferred to an Appendix.
II. MODEL
We consider an alternating mass harmonic chain attached to a wall at the end points. The
spring constant is denoted by κ and the two masses in the unit cell are m, the smaller mass,
and M , the larger mass. The end particles are driven by heat reservoirs at temperatures T1
and T2, characterised by the damping constant Γ. Kannan et al. [35] use a determinantal
approach in analysing the stochastic dynamics. We have found it convenient for our purposes
to use an equation of motion approach.We readily distinguish two cases depending on the
boundary conditions. In case A an integer number of unit cells fits in between the walls,
corresponding to an even number of particles; in case B a half unit cell is in contact with
the right wall, corresponding to an odd number of particles. In Fig. 1 we have depicted the
two cases and the appropriate unit cell.
Denoting the displacement of the particle with mass m in the n-th unit cell by un and the
displacement of the particle with mass M by wn, we obtain in bulk the coupled equations
of motion
mu¨n = κ(wn + wn−1 − 2un), (2.1)
Mw¨n = κ(un + un+1 − 2wn); (2.2)
here a dot denotes a time derivative.
Case A (even): From Fig. 1 it follows that the coupling to the heat reservoirs is described
by the Langevin equations
mu¨1 = −Γu˙1 + κ(w1 − 2u1) + ξ1, (2.3)
Mw¨N = −Γw˙N + κ(uN − 2wN) + ξN , (2.4)
where N is the number of unit cells, corresponding to 2N particles of either mass, i.e., an
even number of particles.
Case B (odd): According to Fig. 1, (2.4) is replaced by
Mu¨N+1 = −Γu˙N+1 + κ(wN − 2uN+1) + ξN , (2.5)
for N unit cells with only one particle of mass m in the (N+1)-th unit cell, corresponding to
an odd number of particles. Finally, the noises ξ1 and ξN , characterising the heat reservoirs,
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are correlated according to
〈ξ1(t)ξ1(t′)〉 = 2ΓT1δ(t− t′), (2.6)
〈ξN(t)ξN(t′)〉 = 2ΓT2δ(t− t′). (2.7)
The above equations of motion define the dynamics of the chain and the stochastic coupling
to the heat reservoirs at temperatures T1 and T2.
Focussing on the reservoir at temperature T1 the fluctuating force is given by −Γu˙1 + ξ1.
Consequently, the rate of work or heat flux has the form, denoting Q ≡ Q1,
Q˙ = u˙1(−Γu˙1 + ξ1). (2.8)
With respect to the CGF the central quantity in the analysis is, however, the total heat
transmitted to the system during a finite time interval t, i.e.,
Q(t) =
∫ t
0
dτu˙1(−Γu˙1 + ξ1). (2.9)
The heat Q(t) is fluctuating and the issue is to determine its probability distribution
P (Q, t) = 〈δ(Q − Q(t))〉, where 〈· · ·〉 denotes an ensemble average with respect to ξ1 and
ξN . In terms of the characteristic function 〈exp(λQ(t)〉 we have by a Laplace transform [40]
P (Q, t) =
∫ i∞
−i∞
dλ
2pii
e−λQ〈eλQ(t)〉, (2.10)
where at long times 〈exp(λQ(t)〉 ∼ exp(tµ(λ)). Note that Q(t) is unbounded and only the
time scaled heat Q(t)/t is endowed with large deviation properties [41, 42].
III. ANALYSIS
The heat reservoirs drive the chain into a stationary non equilibrium state. The heat is
transported ballistically by the acoustic and optical phonons. The only damping mechanism
is associated with the heat reservoirs and sets a time scale given by 1/Γ. Consequently, at
long times compared to 1/Γ we can ignore the initial preparation and employ the Fourier
transform,
un(t) =
∫
dω
2pi
exp(−iωt)un(ω), (3.1)
wn(t) =
∫
dω
2pi
exp(−iωt)wn(ω). (3.2)
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Proceeding with an equation of motion approach, introducing
Ω˜1 = −mω2 + 2κ, (3.3)
Ω˜2 = −Mω2 + 2κ, (3.4)
the bulk equation of motion (2.1) and (2.2) take the form
Ω˜1un = κ(wn + wn−1), (3.5)
Ω˜2wn = κ(un + un+1). (3.6)
Commonly, for systems with periodic boundary conditions one searches for plane wave so-
lutions of the form un, wn ∼ exp(ipn) and readily finds the dispersion laws for acoustic and
optical phonons [34]. In the present context for a finite chain coupled to heat baths, it is
more convenient to proceed in a renormalisation group fashion by diluting the degrees of
freedom. Thus eliminating every second site we obtain from (3.5) and (3.6) bulk equations
referring to each separate sublattice,
Ω˜1Ω˜2un = κ
2(un+1 + un−1 + 2un), (3.7)
Ω˜1Ω˜2wn = κ
2(wn+1 + wn−1 + 2wn). (3.8)
Searching for plane wave solutions, un, wn ∼ exp(ipn), we find the common dispersion law
for the two sublattices,
Ω˜1Ω˜2 = 2κ
2(1 + cos p), (3.9)
or inserting Ω˜1 and Ω˜2 from (3.3) and (3.4) the two branches
ω21 = κ
m+M − s
mM
, (3.10)
ω22 = κ
m+M + s
mM
, (3.11)
s =
√
m2 +M2 + 2mM cos p. (3.12)
For the acoustic branch the ω range is 0 < |ω| < √2κ/M ; for the optical branch√
2κ/m < |ω| < √2κ(m+M)/mM . The wave number range is |p| ≤ pi. The disper-
sion laws, moreover, locks ω onto p in the Fourier integrals over ω in for example (3.1) and
(3.2).
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For later purposes we also need the inverse density of phonon states
ρ1(p) =
dω1
dp
=
κ sin p
2ω1s
, (3.13)
ρ2(p) =
dω2
dp
=
κ sin p
2ω2s
, (3.14)
referring to the acoustic and optical branches, respectively. In Figs. 2 and 3 we have depicted
the phonon dispersion laws and the inverse density of states as function of ω, showing the
gap between the acoustic and optical branches. We have chosen the parameter valuesm = 1,
M = 2, and κ = 1.
Introducing
Ω1 = −mω2 + 2κ− iωΓ, (3.15)
Ω2 = −Mω2 + 2κ− iωΓ. (3.16)
the coupling to the reservoirs in case A (even) and B (odd) is described by
Ω1u1 = κw1 + ξ1, (3.17)
Ω2wN = κuN + ξN , (3.18)
and
Ω1u1 = κw1 + ξ1, (3.19)
Ω1uN+1 = κwN + ξN , (3.20)
respectively.
The clamping of the chain to the walls gives rise to a dynamical coupling of the u and
w sublattices. The u and w displacements driven by the noise inputs at the ends can be
expressed in the form
uA,Bn = G
A,B
n1 ξ1 + G
A,B
nN ξN , (3.21)
wA,Bn = F
A,B
n1 ξ1 + F
A,B
nN ξN , (3.22)
where GA,B and FA,B are Green’s functions describing the propagation of ballistic modes
from the end points to the n-th unit cell in the two cases.
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IV. TRANSMISSION GREEN’S FUNCTION
Since according to (2.8) we inject heat at the site u1 the relevant transmission end-to-end
Green’s function is GA,B1N . In the appendix we have, using an equation of motion approach,
evaluated the Green’s functions entering in (3.21) and (3.22). We stress that our derivation is
in complete agreement with Kannan et al. [35], who use an equivalent determintal approach.
Extracting the expressions from the appendix with a slight change in notation (DA = DA1 )
we have
GA1N(ω) =
κA(ω) sin p
DA(ω)
, (4.1)
GB1N(ω) =
κA(ω) sin p
DB(ω)
. (4.2)
We note that the end-to-end Green’s functions have the same structure as (1.6) in the case
of a simple chain. From the appendix we also have
DA(ω) = ΩAΩC sin(N − 1)p− (ΩAκD + ΩCκA) sin(N − 2)p+ κAκD sin(N − 3)p,(4.3)
DB(ω) = Ω2A sin(N − 1)p− 2ΩAκA sin(N − 2)p+ κ2A sin(N − 3)p, (4.4)
where
ΩA = Ω1 − κ2/Ω˜2, (4.5)
ΩC = (Ω2/κ)(Ω˜1 − κ2/Ω˜2)− κ, (4.6)
κA(ω) = κ
2/Ω˜2, (4.7)
κD(ω) = κΩ2/Ω˜2, (4.8)
Here the frequency dependent parameters Ω˜1, Ω˜2, Ω1, and Ω2 are given by (3.3), (3.4),
(3.15), and (3.16).
We note that the end-to-end Green’s functions have a complex ω dependence owing to the
coupling of the two sublattices, yielding a frequency dependent coupling strength κA(ω) as
well as denominatorsDA(ω) andDB(ω) depending on whether we are in case A (even) or case
B (odd). Detailed inspection reveals that these expressions are identical to corresponding
expressions in Kannan et al. [35]. A tedious analysis, setting m = M and noting that the
number of particles is twice the number of unit cells, also leads to the expression (1.6) to
(1.8) for the simple chain.
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V. CUMULANT GENERATING FUNCTION IN THE LARGE N LIMIT
The derivation of the cumulant generating function (CGF) proceeds like in [32], see also
[28, 29], with some added technicalities due to the two band structure. The central model-
dependent quantity is the end-to-end Green’s functions given in (4.1) and (4.2). Here κA(ω)
in (4.7) is an effective frequency dependent coupling strength; the denominators DA(ω) and
DB(ω) in (4.3) and (4.4) describe the resonance structure of the chain.
The cumulant generating function CGF is given by the generic expression (1.4). In the
present case, referring to case A (even) and case B (odd), we have
µA,B(λ) = −1
2
∫
dω
2pi
ln
[
1 + TA,B(ω)f(λ)
]
, (5.1)
f(λ) = T1T2λ(β1 − β2 − λ), (5.2)
where the transmission matrix has the form
TA,B(ω) = (2Γω)2|GA,B1N (ω)|2; (5.3)
note that in (5.1) the ω integration is over both acoustic and optical bands. Inserting the
density of states (3.13) and (3.14) we obtain in particular
µA,B(λ) = −
∫ pi
0
dp
2pi
∑
n=1,2
ρn ln
[
1 + (2Γωn)
2|GA,B1N (ωn)|2
]
, (5.4)
where n = 1, 2 refers to the acoustic and optical bands, respectively.
In order to extract the N dependence of the CGF we note that N only enters in the
denominators DA,B in (4.3) and (4.4). We proceed using the method in [32, 35, 43] by
expressing DA,B in the compact form
DA,B = A˜A,B sin(N − 1)p+ B˜A,B sin(N − 2)p+ C˜A,B sin(N − 3)p, (5.5)
where from (4.3) and (4.4)
A˜A = ΩAΩC, B˜
A = −ΩAκD − ΩCκA, C˜A = κAκD, (5.6)
A˜B = Ω2A, B˜
B = −2ΩAκA, C˜B = κ2A. (5.7)
Next expanding the sines in (5.5) we have
DA,B = aA,B sinNp− bA,B cosNp, (5.8)
aA,B = A˜A,B cos p+ B˜A,B cos 2p+ C˜A,B cos 3p, (5.9)
bA,B = A˜A,B sin p+ B˜A,B sin 2p+ C˜A,B sin 3p. (5.10)
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Further, expanding the norm squared, we finally obtain
|DA,B|2 = 1
2
[
LA,B −MA,B cos 2Np− CA,B sin 2Np
]
, (5.11)
or
|DA,B|2 = 1
2
[
LA,B −KA,B cos(2Np− φA,B)
]
, (5.12)
where we have introduced the parameters
LA,B = |aA,B|2 + |bA,B|2, (5.13)
MA,B = |aA,B|2 − |bA,B|2, (5.14)
CA,B = aA,B(bA,B)∗ + (aA,B)∗bA,B, (5.15)
KA,B =
√
(MA,B)2 + (CA,B)2, (5.16)
tanφA,B =
CA,B
MA,B
. (5.17)
Since the norm of the cosine is less than one, it follows from (5.12) that the upper and lower
bounds of |DA,B|2 are given by (LA,B +KA,B)/2 and (LA,B −KA,B)/2, respectively. Hence,
from (5.3) it follows that the upper and lower bounds of TA,B(ω) are given by
TA,Bmax(ω) = 2
(2ΓωκA sin p)
2
LA,B −KA,B , (5.18)
TA,Benvelope(ω) = 2
(2ΓωκA sin p)
2
LA,B +KA,B
, (5.19)
respectively. The final step in obtaining a large N expression for the CGF is achieved by
using the integral [40]
∫ 2pi
0
dp
2pi
ln(a+ b cos p) = ln
[
a+
√
a2 − b2
2
]
, (5.20)
and ignoring the phase shift φ, which yields a subdominant contribution in the large N
limit. Integrating over the N dependent oscillations and including the contributions from
each phonon sub band we obtain the following large N expression for CGF:
µ˜A,B(λ) = −
∫ pi
0
dp
2pi
∑
n=1,2
ρn ln

LA,Bn +Bn +
√
(LA,Bn +Bn)2 − (KA,Bn )2
LA,Bn +
√
(LA,Bn )2 − (KA,Bn )2

 (5.21)
where Bn = 2(2ΓωnκA sin p)
2f(λ), Ln = L(ωn), and Kn = K(ωn) for n=1,2. This is our
main result which we proceed to discuss in the next section.
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VI. DISCUSSION
A. Cumulant generating function for large N
Here we turn to a discussion of the main result, namely the expression (5.21) for the
CGF in the large N limit. First we note that since f(λ) = 0 for λ = 0 the CGF locks
onto zero, i.e., µ˜(0) = 0, as required by normalisation. Moreover, detailed analysis shows
that to leading order in µ, i.e., (dµ(λ)/dλ)λ=0 = 〈Q〉/t, the integral in (5.21) can be carried
out analytically. The corresponding expressions for the heat current 〈Q〉/t are in agreement
with the result obtained by Kannan et al. [35]. In the general case we have been unable to
reduce the complex expression (5.21) further.
Based on the finite N expression for the CGF in (5.4) we have in Fig. 4 plotted the
contributions to the CGF arising from the acoustic and optical phonons, respectively, for
N = 10, T1 = 1, and T2 = 1. In this case the CGF is symmetrical. We note that the CGF is
a downward convex function passing through the origin with branch points at λ± = ±1. For
T1 6= T2 the CGF is shifted and will pass through the origin for λ = 0 and λ = 1/T1− 1/T2,
consistent with the AFT in (1.1). In Fig. 5 we have superimposed a plot of of the N →∞
expression for the CGF, µ˜, on a plot of µ for N = 10 and T1 = T2 = 1. We obtain an
excellent fit indicating that the asymptotic large N regime is attained already for small
values of N .
B. Transmission matrix
The transmission matrix TA,B given by (5.3) is an essential ingredient in the evaluation
of the CGF. Owing to the resonance structure in GA,B1N the transmission matrix exhibits an
oscillatory structure with period of order 1/N . The maximum value and lower envelope is
given by (5.18) and (5.19), respectively. In the large N limit the oscillations merge together
and allows for the smooth large N approxiation implemented in Sec. V. Further analysis
shows that in case B (odd), where the u sublattice is driven by the heat reservoirs and the
motion of w sublattice is slaved to the motion of the u sublattice, see Fig. 1, TBmax(ω) = 1
for all ω. In case A (even) the transmission matrix TA(ω) exhibits a similar form except for
a shift of the oscillatory pattern owing to the altered boundary conditions. Here the heat
reservoirs drive each sublattice and only for the acoustic part do we have TAmax(ω) = 1.
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In Fig. 6 we have depicted TB(ω) as a function of ω for N = 5, m = 1, M = 2, and κ = 1.
The plot clearly shows the gap between the acoustic and optical phonons, the oscillatory
structure being due to the resonance structure in DB(ω). We have also plotted the lower
envelope. Finally we notice that TB(ω) is bounded from above by unity.
C. Large deviation function
Here we briefly discuss some of the implication for the large deviation function. Inserting
the expression for the characteristic heat function (1.2) in (2.10) we obtain at long times the
following expression for the heat distribution.
P (Q, t) ∼
∫ i∞
−i∞
dλ
2pii
exp(−λQ) exp(tµ(λ)). (6.1)
This expression can be analyzed either as a Laplace transform or by a numerical simulation,
see [32]. We shall not pursue such an approach here but note that a standard steepest descent
argument or a Legendre transform [41] implies that P (Q, t) has the long time scaling form
P (Q, t) ∼ exp(tF (Q/t)), (6.2)
where the large deviation function F (Q/t) (LDF) is determined by
F (Q/t) = µ(λ∗)− λ∗µ′(λ∗). (6.3)
Here λ∗ is determined by the saddle point condition
µ′(λ∗) = Q/t. (6.4)
For the LDF the AFT for µ(λ) in (1.1) implies
F (Q/t)− F (−Q/t) = −(Q/t)(β1 − β2). (6.5)
By inspection of the general expression (5.1) for the CGF we infer that µ(λ) has the form
of a downward convex function passing through the origin µ(0) = 0 due to normalization
and through µ(β1 − β2) = 0 owing to the fluctuation theorem. The branch points λ± are
determined by the condition 1 + TA,B(ω)f(λ) = 0, i.e., , the point where the log diverges.
Since TA,B(ω) ≤ 1, a little analysis shows that the branch point are given by
λ+ = β1, (6.6)
λ− = −β2. (6.7)
13
Deforming the contour in the integral (6.1) to pass along the real axis we pick up branch
cut contributions in µ(λ). Heuristically, we conclude that for large |Q/t| the LDF depends
linearly on Q/t, i.e.,
F (Q/t) ∼ −λ+Q/t, for Q/t≫ 0 , (6.8)
F (Q/t) ∼ −|λ−||Q/t|, for Q/t≪ 0; (6.9)
where λ+ and λ− have been defined above. The heat distribution thus exhibits exponential
tails for large |Q/t|, i.e.,
P (Q/t) ∝ exp(−λ+Q) for Q/t≫ 0, (6.10)
P (Q/t)) ∝ exp(−|λ−||Q|) for Q/t≪ 0, (6.11)
with λ+ and λ− given by (6.6) and (6.7). It is interesting that the tails in the Q distribution
are determined only by the reservoir temperatures.
VII. CONCLUSION
In the present paper we have extended our previous work on the cumulant generating
function and the large deviation function for the simple harmonic chain to the case of an
alternating mass chain. From a technical point of view the analysis is more complex due
to the two band structure arising from the acoustic and optical phonon branches. We find
that the transmission matrix exhibits a two band structure. These results are in complete
agreement with Kannan el al [35]. The contributions from the two branches to the cumulant
generating function are also identified. Finally, we have extended the large N approxima-
tion in [32]. We find that the cumulant generating function and thus the heat and higher
cumulants of the heat are manifestly independent of the system size N for large N . We find
that the independence of N sets in already at small N . This is consistent with the fact that
the system does not attain local equilibrium and that Fourier’s law does not hold. Finally,
we have confirmed that the results depend on whether the chain is composed of an even
(case A) or odd (case B) number of particles.
14
Acknowledgments
We are grateful to A. Imparato for interesting discussions. This work has been supported
by a grant from The Danish Research Council.
Appendix: Green’s functions
A basic ingredient in our analysis are the Green’s functions G and F in (3.21) and (3.22)
describing the propagation of lattice vibrations across the chain. In Kannan et al. [35] the
derivation of the Green’s functions is done using a determinantal approach, here we derive
them directly from the equations of motion (3.5) and (3.6) together with (3.17) to (3.20).
The scheme follows the method used in [32] with the added complications due to the two
band structure. We obtain for the u and w sub lattices in the asymmetrical case A, see
Fig. 1, the equations of motion
ΩAu1 = κAu2 + ξ1, (1)
ΩCuN = κDuN−1 + ξN , (2)
ΩDw1 = κCw2 + ξ1, (3)
ΩBwN = κBwN−1 + ξN . (4)
Likewise, in the symmetrical case B, see see Fig. 1, the equations of motion
ΩAu1 = κAu2 + ξ1, (5)
ΩAuN+1 = κAuN + ξN , (6)
ΩDw1 = κCw2 + ξ1, (7)
ΩDwN = κCwN−1 + ξN . (8)
We have introduced the parameters
ΩA = Ω1 − κ2/Ω˜2, (9)
ΩB = Ω2 − κ2/Ω˜1, (10)
ΩC = (Ω2/κ)(Ω˜1 − κ2/Ω˜2)− κ, (11)
ΩD = (Ω1/κ)(Ω˜2 − κ2/Ω˜1)− κ, (12)
κA = κ
2/Ω˜2, (13)
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κB = κ
2/Ω˜1, (14)
κC = κΩ1/Ω˜1, (15)
κD = κΩ2/Ω˜2, (16)
where Ω˜1, Ω˜2, Ω1, and Ω2 are given by (3.3), (3.4), (3.15), and (3.16). Note that unlike
the simple harmonic chain the parameters here acquire an explicit ω dependence due to the
dynamical coupling of the two sub lattices.
Searching for plane wave solutions of the form
un = α1 exp(ipn) + β1 exp(−ipn), (17)
wn = α2 exp(ipn) + β2 exp(−ipn), (18)
the coefficients α and β are readily determined by insertion in the equations of motion.
Case A:
GAn1 =
ΩC sin(N − n)p− κD sin(N − 1− n)p
DA1
, (19)
GAnN =
ΩA sin(n− 1)p− κA sin(n− 2)p
DA1
, (20)
FAn1 =
ΩB sin(N − n)p− κB sin(N − 1− n)p
DA2
, (21)
FAnN =
ΩD sin(n− 1)p− κC sin(n− 2)p
DA2
, (22)
DA1 = ΩAΩC sin(N − 1)p− (ΩAκD + ΩCκA) sin(N − 2)p+ κAκD sin(N − 3)p, (23)
DA2 = ΩBΩD sin(N − 1)p− (ΩDκB + ΩBκC) sin(N − 2)p+ κBκC sin(N − 3)p. (24)
Case B:
GBn1 =
ΩA sin(N − n)p− κA sin(N − 1− n)p
DB1
, (25)
GBnN =
ΩA sin(n− 1)p− κA sin(n− 2)p
DB1
, (26)
FBn1 =
ΩD sin(N − n)p− κC sin(N − 1− n)p
DB2
, (27)
FBnN =
ΩD sin(n− 1)p− κC sin(n− 2)p
DB2
, (28)
DB1 = Ω
2
A sin(N − 1)p− 2ΩAκA sin(N − 2)p+ κ2A sin(N − 3)p, (29)
DB2 = Ω
2
D sin(N − 1)p− 2ΩDκC sin(N − 2)p+ κ2C sin(N − 3)p. (30)
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We have in particular
GA1N =
κA sin p
DA1
, (31)
GB1N =
κA sin p
DB1
, (32)
Detailed inspection of the above results for G and F shows that they are in agreement with
the determinantal results in [35].
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FIG. 1: We depict the two possible configuration for the alternating mass chain and the appropriate
unit cell with basis. In case A we have an integer set of unit cells, each containing a massm particle
with displacement un and a mass M particle with displacement wn. The particles are attached by
springs with spring constant κ. Particle u1 is driven by a reservoir at temperature T1; particle wn
driven at T2. In case B particle uN+1 in a half filled unit cell is driven at T2.
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FIG. 2: We depict the acoustic and optical phonon branches in a plot of ω versus p given in (3.10),
(3.11), and (3.12). The wavenumber range is 0 < p < pi. We have set m = 1, M = 2, and κ = 1.
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FIG. 3: We depict the inverse density of states, ρn = dωn/dp, for the acoustic and optical branches,
respectively, given by (3.13) and (3.14). We plot ρn as function of ω in order to exhibit the band
gap. We have set m = 1, M = 2, and κ = 1.
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FIG. 4: We depict the contributions to the cumulant generating function from the acoustic phonons,
upper branch, and the optical phonons, the lower branch, as function of λ, based on the expression
(5.4). We set N = 10 and T1 = T2 = 1, yielding a symmetrical CGF. The branch points are at
λ± = ±1.
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FIG. 5: We depict the full cumulant generating function, µ, including both the acoustic and optical
contributions, given by (5.4) . Superimposed, indicated by red crosses, we have plotted the large
N approximation of CGF, µ˜, given by (5.21). We have set N = 10, T1 = 1, and T2 = 1. We find
excellent agreement.
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FIG. 6: We depict the transmission matrix TB(ω), given by (5.3), as function of ω for N = 5,
m = 1, M = 2, and κ = 1 in the case B (odd). The oscillatory structure arises from the resonance
structure in DB(ω). The dashed line envelope arises from a large N approximation derived in
appendix. The upper bound is TB(ω) = 1.
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