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Preface
Last year we started to make English the primary TWK language in recognition of the fact
that perceptual scientists from all over the world are working in Germany and that English is,
of course, the language of science. This year the move to English is complete: all our three
symposia, the website and the posters are in English.
In addition, we feel strongly about the interdisciplinary nature of the TWK as a Perception
rather than just a Vision conference. This year’s symposia, on the role of the cerebellum in
sensation and perception, visual localization in space-time, and on signal processing in the
central auditory system reflect the breadth of both topics and methods in today’s perceptual
sciences. We are equally happy that in the poster session the computer vision and robotics
section is expanding, as are the auditory perception and the neuroscience sections.
Altogether we have accepted 127 posters to be presented at the TWK 2004, an increase of
over 10% compared to last year. We interpret this as a sign that both the change in language as
well as the thematic shift from a vision to a perception conference are favourably received by
the TWK community.
The public lecture will be given by Professor Manfred Spitzer, head of the Department
of Psychiatry of the University Hospital Ulm. His talk, entitled “Die Macht innerer Bilder:
Wahrnehmung, Vorstellung, Halluzination” will be given in German—we feel that the public
lecture should be the one exception to the “all-in-English” rule, as this is a lecture intended not
only for scientists, but for the general public of Tu¨bingen and beyond.
Ever since the 3rd TWK in 2000 we have awarded a prize for the best poster contributed
by an undergraduate or graduate student. In 2003 the poster prize was awarded to Angelika
Lingnau of the Technical University of Braunschweig for her contribution “Lesen ohne Fovea?
Fixationsmuster und Leseleistung beim Lesen mit einer Pseudofovea”. A prize will again be
awarded at this TWK. The prize is a cheque for 500 Euros, donated by the Fo¨rderverein fu¨r




Max-Planck-Institut fu¨r biologische Kybernetik, Tu¨bingen, Germany
Eberhard-Karls-Universita¨t Tu¨bingen, Germany
Fo¨rderverein fu¨r neurowissenschaftliche Forschung, e.V.
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Friday 30th January 2004
15:00 Registration and hanging of posters
16:25 Welcome
Symposium 1: Contributions of the Cerebellum to Sensation and Perception
(Klaus Mathiak, Universita¨t Tu¨bingen)
Symposium to be conducted in English
16:30 Introduction
Klaus Mathiak (Eberhard-Karls-Universita¨t Tu¨bingen)
16:40 Mapping Visually Activated Cerebellar Regions in Anaesthetised Monkeys with fMRI
Fahad Sultan (Eberhard-Karls-Universita¨t Tu¨bingen) & Nikos K. Logothetis (MPI for Bi-
ological Cybernetics, Tu¨bingen)
17:10 Contributions of the Cerebellum to Visual Perception
Thomas Haarmeier & Hans-Peter Thier (Eberhard-Karls-Universita¨t Tu¨bingen)
17:40 Cerebellar Contributions to Auditory Perception
Hermann Ackermann & Klaus Mathiak (Eberhard-Karls-Universita¨t Tu¨bingen)
18:10 Coffee break
18:40 The Cerebellum as a Sensory Coordinator
Lawrence M. Parsons (University of Texas Health Science Center)
19:10 Does the Cerebellum Guide Attention?
Dagmar Timmann (Universita¨t Essen)
Pretzels and other light snacks will be served from 19:30.
Public evening lecture (to be given in German)
20:00 Die Macht innerer Bilder: Wahrnehmung, Vorstellung, Halluzination
Manfred Spitzer (Universita¨tsklinik Ulm)
Saturday 31st January 2004
Symposium 2: Visual Localization in Space-Time
(Dirk Kerzel, Universita¨t Gießen)
Symposium to be conducted in English
09:00 Introduction
Dirk Kerzel (Justus-Liebig-Universita¨t Gießen)
09:10 Compensation of Neural Transmission Delays by the Sensory and the Motor Systems
Romi Nijhawan (University of Sussex,UK)
09:40 Representational Momentum: Perception or Cognition?
Dirk Kerzel (Justus-Liebig-Universita¨t Gießen)
10:10 Dynamic Mental Representations of Human Action
Ian M. Thornton (MPI for Biological Cybernetics, Tu¨bingen)
10:40 Coffee break
11:10 Visual Localization and Feature Processing During Eye Movements
Markus Lappe (Westfa¨lische Wilhelms-Universita¨t Mu¨nster)
11:40 Spatio-Temporal Integration of Propagating Subthreshold Activity—Voltage-
Sensitive Dye Imaging in Cat Visual Cortex
Dirk Jancke (Ruhr-Universita¨t Bochum & The Weizmann Institute, Rehovot, Israel)
12:10 A Network Model for Coding the Position of Continuously Moving Stimuli
Wolfram Erlhagen (University of Minho, Portugal)
12:40 Lunch break
Poster sessions
The posters will be divided into 4 groups. The authors should be present at their poster at least
during the time allocated to their group as follows. The poster boards will be marked to indicate





19:30 Banquet at the Museum Restaurant
The poster prize will be awarded during the dinner.
NB: places are limited. Tickets may be reserved during online registration, and any remain-
ing tickets will be sold at the registration desk.
Sunday 1st February 2004
Symposium 3: Signal Processing in the Central Auditory System
(Petra Arndt, Universita¨t Oldenburg)
Symposium to be conducted in English
09:00 Introduction
Petra A. Arndt (Universita¨t Oldenburg)
09:10 Auditory Lateralization and Spatial Hearing in Patients with Acquired Brain Lesions
Affecting the Brainstem or the Primary Auditory Cortex
Rudolf Ru¨bsamen (Universita¨t Leipzig), Manon Grube (Universita¨t Leipzig) & D. Yves
von Cramon (MPI fu¨r Cognitive Neurowissenschaften Leipzig)
09:40 Mechanisms of Auditory Scene Analysis
Georg Klump (Universita¨t Oldenburg), Mark A. Bee (Universita¨t Oldenburg), Sonja B.
Hofer (TU Mu¨nchen) & Ulrike Langemann (Universita¨t Oldenburg)
10:10 Spectro-Temporal Analysis and Streaming in the Auditory System
Torsten Dau (Centre for Applied Hearing Research, Technical University of Denmark,
Copenhagen)
10:40 Coffee break
11:10 Learning-Induced Plasticity in the Auditory Cortex
Frank W. Ohl (Leibniz-Institut fu¨r Neurobiologie, Magdeburg)
11:40 Effects of Auditory Localization on Intersensory and Sensorimotor Integration
Petra A. Arndt (Universita¨t Oldenburg)
12:10 Closing discussion, removal of posters, end of conference
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Contributions of the Cerebellum to Sensation and Perception
Klaus Mathiak
Universita¨t Tu¨bingen





The cerebellum is often neglected as concerns its function in sensory and perceptual processes.
Neuroscientists in Tu¨bingen, however, are traditionally pioneers for this ‘lesser brain.’ Dur-
ing this symposium we want to review critically cerebellar contributions to sensory processing
and perception and outline new developments in the study of this organ. The cerebellar cor-
tex is characterized anatomically by a very homogeneous and repetitive structure suggesting
a single computational operation. Simplistic models, however, failed so far to give a good
account for the observed sensory, perceptional, and cognitive functions. In particular, recent
functional imaging studies documented cerebellar contributions to wide range of motor, sen-
sory, and cognitive tasks, with activations detected in patterns suggesting orderly functional
compartmentalization. Current developments towards combined fMRI and electrophysiology
in the monkey might bridge the gap between the understanding of cerebellar function from sin-
gle cell recordings and imaging of localized activation on a system level. The integration with
clinical studies showing critical cerebellar involvement in the perception of dynamic events in
vision, audition, and tactile sensation might lead to a holistic understanding that accounts for
motor functions as well. Indeed, the deep but sometimes subtle sensory contributions suggest
that the wide activations observed during even higher cognitive functions might merely reflect
underlying basic or supporting functions. However, this supporting and mediating function of
the cerebellum should be considered in any kind of sensory process.
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Mapping Visually Activated Cerebellar Regions in Anaesthetised Monkeys with fMRI
Fahad Sultan  and Nikos K. Logothetis 
 Eberhard-Karls-Universita¨t Tu¨bingen,  MPI for Biological Cybernetics, Tu¨bingen
fahad.sultan@uni-tuebingen.de
Visual input handed over to the cerebellum by way of the pontine nuclei plays a crucial role in
the sensory guidance of movement in primates [1]. Based on the demonstration of visual single
unit activity and the results of tract tracing experiments, several cerebellar regions seem to be
involved in the processing of visual signals. We therefore looked for visually evoked cerebellar
BOLD activation with a vertical 4.7 Tesla MRI scanner in monkeys. This approach provides
us with a direct visualisation of the complete multisynaptic cerebro-ponto-cerebellar pathway.
Monkeys were scanned while being anaesthetised in order to rule out movement-related BOLD
responses, induced by the visual stimuli. In a first set of experiments we looked for cerebellar
BOLD responses evoked by moving large field random dot kinematograms. Our preliminary
results indeed suggest that some of the previously proposed cerebellar regions are activated
by such pure visual stimulus. The visual responses were most pronounced in the posterior
vermis. However, visual responses were also elicited in another classical “visual” cerebellar
area, the dorsal paraflocculus. In addition we also saw activation in the cerebellar hemispheres,
although much less pronounced. The differences in activation strength in different cerebellar
regions may be due to several factors: potentially larger physiological noise in the more caudal
cerebellar regions, larger distance of the caudal regions to the RF coil, and/or different density
distribution of activated afferent fiber terminals in the different cerebellar regions. The function
of these sensory signals may subserve to optimize occulomotor performance [2] or sensory
performance [3] such as visual motion detection.
[1] Stein M, Glickstein J. Physiological Reviews 1992; 972:67–1017.
[2] Thier P, Dicke PW, Haas R, Barash S. Nature 2000; 405:72–6.
[3] Bower JM. International Reviews in Neurobiology 1997; 41:489–513.
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Contributions of the Cerebellum to Visual Perception
Thomas Haarmeier and Hans-Peter Thier
Eberhard-Karls-Universita¨t Tu¨bingen
hans-peter.thier@uni-tuebingen.de
While the cerebellum has been traditionally viewed as a part of the brain exclusively devoted
to motor control, there is converging evidence that the cerebellum might also contribute to a
much wider range of functions including cognitive functions such as visual perception. This
view is supported by (i) clinical studies demonstrating visual disturbances in patients suffering
from cerebellar disease and (ii) by functional imaging studies of healthy human subjects. Two
different types of visual disturbances have been observed in cerebellar patients. A first one is
due to impaired eye movements and can be explained solely by the retinal consequences of the
eye movement disturbance. Such deficits include the analysis of moving objects tracked by
eye movements. A second type of deficit is present also during stationary fixation, i.e. when
the retinal parameters are the same for patient and control groups. An example of this type of
deficit is the impairment of the discrimination of visual motion. This disturbance likely reflects
a dysfunction of cortical areas devoted to the analysis of visual information due to a loss of
cerebellar projections. This view is supported by anatomical studies showing extensive con-
nections that link the cerebellum with areas of the cerebral cortex known to be concerned with
higher order behavior and by recent functional imaging studies showing that our perception
of visual motion such as the motion aftereffect or the perception of visual motion during eye
movements involves synchronous activity in a cortico-cerebellar network.
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Cerebellar Contributions to Auditory Perception
Hermann Ackermann and Klaus Mathiak
Eberhard-Karls-Universita¨t Tu¨bingen
hermann.ackermann@uni-tuebingen.de
Temporal processing is of particular high importance in the auditory system. Based upon mod-
els of timing functions of the cerebellum (e.g. [1]), we investigated auditory time perception in
cerebellar disorders. Patients with diffuse cerebellar atrophy showed specific deficits in dura-
tion categorization in speech perception and in delayed matching-to-sample tasks for auditory
durations. In speech perception, these deficits emerged only under constrained conditions and
could be compensated by using other auditory cues. Thus, they are rarely reported and usually
not noted by the patients in everyday life. To explore its significance in normal neuronal pro-
cessing, we conducted two functional magnetic resonance imaging (fMRI) studies: A right-
hemispheric cerebellar cluster in crus I emerged, first, during the same lexical identification
task based on occlusion time as compared to aspiration noise and, second, during a working
memory as compared to an identification task of auditory pause durations. The neurobiologi-
cal origin of the timing hypothesis has bee challenged. Our data, however, suggest that during
certain perceptual and cognitive processes that demand precise temporal evaluation of acous-
tic signals, the cerebellum has an obligatory function exhibiting compartimental organization.
In both experiments, prefrontal activation was concurrent with the cerebellar clusters. Similar
activation patterns emerge frequently under verbal working memory conditions. Conceivably,
thus, temporal processing as required for sequence organization contributes to cognitive oper-
ations such as covert speech. This function might contribute to cerebellar activation in various
cognitive tasks.
[1] Ivry RB, Fiez JA in Gazzaniga, M.S. (Ed.): The New Cognitive Neuroscience 2000; Plenum,
NY; 999–1011.
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The Cerebellum as a Sensory Coordinator
Lawrence M. Parsons
University of Texas Health Science Center
parsons@uthscsa.edu
The cerebellum contains approximately 70% of human neurons, its microcircuitry is remark-
ably conserved across the vertebrate line, it receives input from every sensory system, and has
reciprocal connections with a variety of non-motor cortical areas. New anatomical, neurolog-
ical, and neuroimaging findings appear to implicate selected regions of anterior and posterior
cerebellum in a wide variety of non-motor information processing. Such processes include: (a)
language generation (semantics); (b) perception of auditory tone duration (e.g., 500 ms range);
(c) executive functions (organizing, sequencing); (d) kinesthetic/proprioceptive processing; (e)
verbal working memory; (f) spatial reasoning; (g) tactile/cutaneous processing; (h) selective
visual attention (target search); (i) perception of phonemes; (j) regulation of affect; (k) food
hunger; (l) thirst (sensory and cognitive effects); (m) air hunger (sensory and cognitive effects);
(n) olfaction (sensory aspects of regulating sniff rate); (o) perception of visual motion, speed,
and direction; and (p) the fine discrimination of auditory pitch. Dysfunction of the cerebellum
has recently been suggested to contribute to a significant degree to autism, dyslexia, ADHD,
problems in short term phonological memory, specific language impairment, alcoholism, and
schizophrenia. Hypotheses for one kind of operation that could underlie these varied phenom-
ena have included attentional processes, timing and sequencing mental operations, optimizing
functions for all mental and affect processes, and optimizers for the control of the acquisition
of sensory information. This presentation will discuss the latter hypothesis, but with an eye
toward making explicit variants of each of these hypotheses in order to discriminating amongst
them using PET, ERPs, MEGs, fMRI, close testing of various kinds of cerebellar patients,
among other methods.
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There is some controversy about a possible role of the cerebellum in non-motor functions.
Disability of cerebellar patients in rapidly shifting attention is one frequently used example to
support cerebellar involvement in mental skills. The original proposal was based on findings
in five cerebellar children with chronic surgical lesions and a young adult with degenerative
disorder. The aim of the present study was to repeat Akshoomoff and Courchesne’s [1] initial
findings in a larger group of children with focal cerebellar lesions. Ten cerebellar children
and ten age- and sex-matched controls were tested. Neocerebellar areas were affected in all
cerebellar children except one based on detailed analysis of MRI scans. Subjects had to perform
a focus and a shift attention task. The ability of target detection did not significantly differ
in the cerebellar compared to the control children in both the focus and the shift attention
tasks. In particular, cerebellar children showed no significant impairment in rapid (  2 s)
shifts of attention. The present findings indicate that the cerebellum may be less critical in
attention related processes as suggested previously. Courchesne’s view that the cerebellum
plays a role in shifting attention has recently been challenged. Ravizza and Ivry [2] found
deficits in adult cerebellar patients in shifting attention. Deficits, however, showed a significant
improvement when the motor demands of the task were reduced. Findings of a recent fMRI
study in healthy subjects of the same group supported Ivry’s hypothesis that the role of the
cerebellum in shifting attention tasks is involvement in motor response reassignment rather than
attention [3]. Differences in findings between the present and the initial study by Akshoomoff
and Courchesne [1] may be explained at least in part by differences in the severity of deficits in
motor performance. In [1] reaction times were significantly longer in the cerebellar children as
compared to controls, whereas no significant group differences were found in the present study.
The present data agree with Ivry’s assumption that the cerebellum’s role in attentual tasks is
likely related to motor requirements of the task.
[1] Akshoomoff NA, Courchesne E. Behavioral Neuroscience 1992; 106: 731–8.
[2] Ravizza SM, Ivry RB. Journal of Cognitive Neuroscience 2001; 13: 285–97.
[3] Bischoff-Grethe A, Ivry RB, Grafton ST. Journal of Neuroscience 2002; 22: 546–53.
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A key visual function for animals and humans is spatial localization. We need to know where
an object is before we can grasp it, hit it with a tennis bat, or catch it. However, there are sig-
nificant information processing delays within the nervous system. For instance, it takes about
30–100 ms between the stimulation of the photoreceptors and a neural response in primary
visual cortex. While this delay may not be a problem for actions toward static objects, it poses
a major problem when dealing with moving objects: Moving objects change their position
while information is being relayed. If visual processing delays were not taken into account,
our actions would therefore lag behind the real-world positions of moving objects. However,
successful performance in high-speed ball games such as tennis or baseball, as well as exper-
imental investigations, show that motor responses to moving objects are highly accurate. One
of the themes in this symposium will be how and where neuronal delays are compensated for,
and what mechanisms have evolved to deal with moving objects.
A related problem is that moving objects are often hidden from view. They may go out of
sight, or may be covered by other objects. Human actions therefore often rely on mental repre-
sentations of object position and motion. For successful performance, it would be advantageous
if object motion was extrapolated in visual-short term memory such that the represented target
position would closely follow the true target position. As a consequence, position information
may be distorted in visual-short term memory.
Finally, the visual system has to consider that retinal motion may not only be produced
by object motion, but also by eye or body movements. To distinguish between these two
possibilities, extraretinal information about eye movements and motion signals from the retina
have to be combined. The question is whether and how the visual system achieves accurate
synchronization of incoming extraretinal and retinal information. Current evidence indicates
that temporal mismatches on the order of 100 ms go uncorrected such that spatial errors result.
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For more than a hundred and fifty years, scientists have known that neural processes are rela-
tively slow. This implies that the visually experienced world, which involves the activation of
higher cortical areas that are several synapses removed from the visual input, is forever lagging
the real one. Consequently, events should be perceived after a delay and moving objects should
appear where they were about a tenth of a second ago. However, the demands of quick and
precisely timed interceptive (or avoidance) behaviors imposed on an animal’s nervous system
require compensation of these delays. Various investigations of the nervous systems of ani-
mals, particularly of the motor system, have revealed mechanisms that compensate for these
delays. Suggestions of compensation within the visual system per se are relatively recent, and
controversial. I will argue for a visual mechanism compensating for neural processing delays.
This suggestion is based on a fascinating phenomenon (the flash-lag effect) in which a flashed
object presented at the same position as a moving object appears in a position lagging the mov-
ing object. The flash-lag effect manifests itself in many forms, and impacts areas as diverse as
color vision, perceptual filling-in, and feed-forward control in motor behavior.
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When observers are asked to memorize the final position of a moving object, judgments are
often displaced in the direction of motion. So far, this distortion of visual short-term memory
has been explained with reference to high-level, cognitive processes. The classical explanation
has been that mental representations of moving objects reflect properties of the physical world.
In analogy to the physical momentum of moving objects, the remembered target position pos-
sessed “representational momentum” and overshoots the true final target position. This idea
has its roots in Shepard’s proposal that many cognitive activities are guided by internaliza-
tions of invariant real-world constraints. In contrast to these knowledge-based proposals, more
recent low-level accounts hold that errors in visual short-term memory are accounted for by
properties of motion perception, attention and eye movements. First evidence for this account
is the distinction between smooth and implied motion. Whereas a shift of the remembered
final target position is reliably observed with implied motion, no shift occurs with smooth mo-
tion when fixation is maintained. Paradoxically, weak or second-order motion signals produce
more forward displacement than real motion. The second important distinction concerns the
response mode. When motor judgments such as mouse or natural pointing movements are
used, displacement in the direction of motion is larger than with relative judgments that in-
volve a comparison with a probe stimulus. Contrary to current theorizing, this suggests that the
distortion is larger in a motor map of environmental space than in a cognitive/perceptual map.
It may be that the forward error in pointing movements compensates for neural delays.
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Dynamic Mental Representations of Human Action
Ian M. Thornton
MPI for Biological Cybernetics, Tu¨bingen
ian.thornton@tuebingen.mpg.de
The visual presentation of real, apparent or implied object motion is often accompanied by sys-
tematic errors in localization. In this talk, I will concentrate on one form of error—representational
momentum—in which observers systematically misremember a stopping point as being fur-
ther forward in the direction of motion or change. While representational momentum has been
demonstrated using a wide variety of stimuli, in this talk I will focus specifically on the per-
ception and production of human actions. I will begin by reviewing a number of studies that
have examined our ability to anticipate simple human actions, such as walking. I will then
discuss recent work in our lab that has directly compared anticipation in visual perception with
the production of grasping movements. Finally, I will discuss an ongoing project that explores
how prior experience in manipulating physical objects that differ in weight affects subsequent
visual anticipation when those objects are seen moving.
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Localization of briefly flashed stimuli around the time of a saccade Visual localization is dis-
torted for stimuli that are briefly flashed in the wake of a saccadic eye movement. Objects
flashed in the dark appear shifted in the direction of the eye movement. Objects flashed on
a structured background appear compressed towards the saccade target. Also, the apparent
position of the saccade target is influenced by a presaccadically flashed object. In the dark,
the saccade target position appears shifted towards the flashed object. In the presence of a
background, the saccade target is accurately localized. These results suggest that perisaccadic
mislocalization arises from compression of the visual distances between elements of the pre-
saccadic scene plus an uncertainty about postsaccadic target location. The compression affects
only the location of the presented objects, not their visual properties or identity. When multiple
objects with different colors are flashed before a saccade they appear to overlap in one place
but their individual colors can still be distinguished.
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Spatio-Temporal Integration of Propagating Subthreshold Activity—Voltage-Sensitive
Dye Imaging in Cat Visual Cortex
Dirk Jancke
Ruhr-Universita¨t Bochum & The Weizmann Institute, Rehovot, Israel
jancke@neurobiologie.ruhr-uni-bochum.de
Our percepts depend on the context within which local features are embedded, both in space
and time. In a dynamic context, even stationary stimuli can give the impression of motion. For
example, the “line-motion” illusion simply consists of a flashed dot briefly followed by a bar.
Instead of sensing the bar at once, subjects report motion progressively away from the cued
side. We used optical imaging of voltage-sensitive dyes in area 18 of the anaesthetized cat in
order to visualize cortical line-motion. We found that the flashed dot or the bar alone evoked
subthreshold propagating activity that gradually decreased its speed with increasing amplitude.
Only at high levels activity stayed local, i.e. motionless. In the line-motion condition however,
the cued activity was progressively boosted producing a suprathreshold wave of activity start-
ing closest to the initialized location. As similar expanding wave-fronts of propagating activity
where observed in response to real moving dots we suggest that synaptic spread must serve
a fundamental processing strategy that facilitates anticipation of motion and strongly affects
spatio-temporal interactions in response to any natural sensory input. Generally, it has been
suggested that intra-cortical long-range horizontal connections mediate contextual lateral in-
teractions across visual space. In order to further investigate their functional role in integrating
visual information, we extended our studies towards another important visual stimulus parame-
ter: orientation selectivity. Anatomical and extracellular studies have suggested that horizontal
axons connect preferentially neurons of similar orientation preference. Using voltage-sensitive
dye signals as a direct functional measure, we here re-evaluated synaptic orientation selectivity
of horizontal spread. In response to a small local oriented grating, activity spread horizontally,
far beyond retinotopic borders. However, orientation selectivity was preserved only locally,
closely around retinotopic sites, while it was lost exponentially across less than 1 millimeter.
Preliminary experiments led us propose that orientation selectivity may emerge from integra-
tive cortical mechanisms.
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Wolfram Erlhagen
University of Minho, Portugal
wolfram.erlhagen@mct.uminho.pt
In everyday life, we are frequently faced with the problem to plan or avoid contact with ob-
jects undergoing smooth change in location. The goal of the visual system becomes one of
estimating their current state and predicting their future states. How this is accomplished is
still a matter of debate. In my talk I will present a modelling approach, which aims to critically
discuss possible mechanisms underlying the processing of position of a stimulus in motion.
The proposed dynamic model consists of interacting excitatory and inhibitory cell populations
coding for stimulus position. In response to an apparent motion paradigm the network de-
velops a self-stabilized wavy activity pattern in parametric space. The non-linear interactions
among the neurons lead to a partial compensation of processing delays compared to a stimulus
presented in isolation. They may also cause the continuation of the dynamic transformations
upon offset of the moving target, resulting in an extrapolation of past trajectory information. A
second mechanism for motion extrapolation is based on an integration of additional top-down
information into the processing. This top-down contribution may represent a learned internal
model of the moving stimulus or actions plans directed at the stimulus in motion. The coded
position of the stimulus appears to be shifted forwards along its trajectory of motion compared
to the case when the bottom-up input alone drives the neuronal population.
The model predictions are discussed with respect to recent findings in studies of localiza-
tion errors observed with moving stimuli such as the flash-lag effect and the representational
momentum. In particular, I will focus on the question whether the temporal coding of position
(i.e. latency to perception) and/or a spatial mechanism (i.e. spatial shift) may account for the
observed localization errors.
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Sensory systems are designed to detect and identify relevant objects and events in the environ-
ment. Although the purpose is similar, different sensory systems are confronted with dissimilar
problems in performing this task. Specific problems are evoked by the properties of the signals
the respective system has to analyze and by properties of the sensory system itself. The au-
ditory system differs from (most) other sensory systems in the early representation and in the
processing of the spatial positions of stimuli. The spatial location at which the sensory surface
is stimulated is independent of the spatial position of the object or event which evokes this stim-
ulation. The position of objects and events has to be reconstructed on the basis of non-spatial
pieces of information. From this it is obvious that spatial hearing depends on specific mecha-
nisms to reconstruct the position of auditory events in the environment. In the first talk Rudolf
Ru¨bsamen, Manon Grube & D. Yves von Cramon discuss this issue and the role of brainstem
and primary auditory cortex in spatial hearing. The presented results reveal differences and in-
teresting parallels between auditory and visual system. However, the characteristics of spatial
hearing do not only affect stimulus localization. They have also an impact on higher processes,
e.g., the segmentation of objects. In the visual system figure-ground-segmentation is based
on spatially defined boundaries. Such a feature is not provided by acoustic signals. Thus the
auditory scene analysis must be based on alternative cues. Possible underlying mechanisms are
explored on the basis of behavioral and electrophysiological investigations (Georg M. Klump,
Mark A. Bee, Sonja B. Hofer, Ulrike Langemann) and by analyzing models of spectro-temporal
pattern analysis (Torsten Dau). The remaining two talks deal with subsequent processing of au-
ditory stimuli. The talk given by Frank Ohl addresses characteristics of auditory processing on
a higher, more cognitive level: Category learning in the auditory system is discussed in the
context of plasticity in the auditory cortex. The last talk (Petra A. Arndt) analyzes effects of
spatial processing in the auditory system on perceptual processes and on the control of action.
Influences on intersensory interaction of auditory and visual signals are investigated as well as
effects on sensorimotor integration.
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Auditory Lateralization and Spatial Hearing in Patients with Acquired Brain Lesions
Affecting the Brainstem or the Primary Auditory Cortex
Rudolf Ru¨bsamen,  Manon Grube  and D. Yves von Cramon 
 Universita¨t Leipzig,  MPI fu¨r Cognitive Neurowissenschaften Leipzig
rueb@rz.uni-leipzig.de
The principle role of primary auditory cortex (PAC) in spatial hearing is not yet known, as pre-
vious studies yielded controversial results. In animals, cortical single units with panoramic re-
sponse characteristics and peak responses located in the contralateral hemifield were recorded,
while in behavioral studies with brain-lesioned animals the apparent contribution of PAC to
spatial hearing depended on the nature of the task. The two prevailing hypotheses on auditory
space perception suggest dominant representations of the contralateral hemifields or a gen-
eral right-hemisphere dominance. However, the evidence mainly stems from lateralization,
i.e., headphone experiments, or from studies in patients with lesions of higher, i.e., supramodal
parietal cortical areas. In this study, we specifically aimed at the functional significance of PAC
in sound localization. The ability to spatially segregate auditory events was investigated in pa-
tients with acquired brain lesions affecting left or right Heschl’s Gyrus (HG, the PAC anatom-
ical correlate), in that HG was either directly damaged or deprived of its afferents. Minimal
audible angles (MAA) in the horizontal plane were measured for low and high-frequency noise
bursts as a function of reference direction. We applied an adaptive three-alternative forced-
choice paradigm proven suitable for working with naive subjects and patients. The patients’
direction discrimination thresholds critically depended on the site of lesion. Compared to data
from naive control subjects, spatial resolution was severely impaired in patients with lesions
affecting right HG. Thresholds were elevated for reference directions in both hemifields, with
the deficit being more pronounced for low-frequency than for high-frequency stimuli. The per-
formance of patients with left-hemispheric lesions tended to be poorer in the right hemifield
rather than in the left, if it was impaired at all. The results of our study support the assumption
that, corresponding well to the generally accepted functional specialization in human space per-
ception, a right hemisphere dominance in spatial hearing is already established at PAC level.
At the same time, our findings yielded evidence for the existence of dominant contralateral
representations of auditory space in human PAC.
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Mechanisms of Auditory Scene Analysis
Georg Klump,  Mark A. Bee,  Sonja B. Hofer  and Ulrike Langemann 
 Universita¨t Oldenburg,  TU Mu¨nchen
georg.klump@uni-oldenburg.de
In analysing the acoustic environment, the auditory system has to solve the problem to seg-
regate the sounds that arrive at the ear at the same time but originate from separate sources.
This task has been termed “Auditory Scene Analysis” by Bregman [1]. Spectral characteristics
provide one cue that is used for sound source separation. Different spectral components of a
sound that contribute to a complex signal originating from one source, however, should not be
separated but should be grouped together to be analysed as a unit. Evidence from psychoa-
coustic studies in various animal species suggests that their auditory systems employ similar
mechanisms to perform auditory scene analysis as have been described in humans. Examples
are the use of correlated amplitude modulations of spectral components of a sound originating
from one source to improve segregation of a signal from background noise (an effect termed
“Comodulation Masking Release”), the use of common onset and offset of spectral compo-
nents of a sound for grouping, and the use of spectral separation and temporal proximity for
segregating sounds into separate perceptual streams (“Auditory Objects”). The similarities
in the perception of the different species indicate similar underlying mechanisms of auditory
processing. This provides the opportunity for parallel studies of the psychoacoustics and the
neuronal responses in the auditory pathway of a species to elucidate the functional principles
of the circuits involved in auditory scene analysis. Using examples from our work in a bird
species, the European starling, we will demonstrate how bottom-up processing mechanisms
can contribute to object segregation in auditory scenes.
[1] Bregman AS (1990) Auditory scene analysis. The perceptual organization of sound. MIT Press.
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Spectro-Temporal Analysis and Streaming in the Auditory System
Torsten Dau
Centre for Applied Hearing Research, Technical University of Denmark, Copenhagen
tda@oersted.dtu.dk
Many real-life auditory stimuli have intensity peaks and valleys as a function of time in which
intensity trajectories are highly correlated across frequency. This is true of speech, of in-
terfering noise such as “cafeteria” noise and of many other kinds of environmental stimuli.
Across-frequency comparisons of temporal envelopes are a general feature of auditory pattern
analysis and play an important role in extracting signals from noise backgrounds, or in sepa-
rating competing sources of sound. For example, comodulation of different frequency bands in
background noise facilitates the detection of tones in noise, a phenomenon known as comod-
ulation masking release (CMR). The mechanisms underlying such a spectro-temporal pattern
analysis in hearing are still unclear. There has been recent interest in elucidating the possible
physiological basis for CMR [1, 2] and in confirming its presence in non-human species. CMR
is usually assumed to depend on comparisons of the outputs of different auditory channels.
However, “within-channel” cues can also facilitate the detection of a signal in modulated noise
leading to a measured CMR without any necessary involvement of across-channel mechanisms
[3]. In this presentation, the extent to which CMR reflects within- and/or across-channel pro-
cesses is investigated by assessing the influence of concurrent and sequential streaming cues
on CMR [4]. Effects of auditory object formation are commonly associated with higher-level
processes. The dependence of CMR on auditory grouping places strong constraints on poten-
tial neural substrates for CMR. Consequences for models of spectro-temporal pattern analysis
in the auditory system are discussed.
[1] Nelken, I., Rotman, Y. and Bar Yosef, O. (1999): Nature 397, 154–157.
[2] Pressnitzer, D., Meddis, R., Delahaye, R. and Winter, I. (2001): J. Neurosci. 21, 6377–6386.
[3] Verhey, J.L., Dau, T. and Kollmeier, B. (1999): J. Acoust. Soc. Am. 106. 2733–2745.
[4] Dau, T., Ewert, S.D., and Oxenham, A.J. (2004): In Auditory signal processing: physiology,
psychoacoustics, and models. Eds D. Pressnitzer et al., Springer, New York, 285–291.
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Learning-Induced Plasticity in the Auditory Cortex
Frank W. Ohl
Leibniz-Institut fu¨r Neurobiologie, Magdeburg
frank.ohl@ifn-magdeburg.de
Research on learning-induced plasticity in the auditory system will be briefly reviewed. It will
be concluded that this research has predominantly been physiologically motivated and central
questions on the role of neuronal plasticity (a physiological concept) for learning (a psycholog-
ical concept) have remained unanswered. It will be shown that the study of category learning
(concept learning) can resolve some of the conceptual problems inherent in the physiolog-
ically oriented learning research. During category learning equivalence classes of meaning
(categories) are established over stimuli that enable an organism to adequately respond even
to novel, previously unfamiliar, stimuli when they are encountered. A particular type of au-
ditory category learning in a suited animal model (Mongolian gerbil) will be considered in
detail. Typically, the formation of categories arises in a sudden rather than gradual process in
the behavioral data (’Aha’-event) and can be modeled as a behavioral state transition. Mea-
surement of single trial multichannel electrocorticograms during category formation reveals
that the behavioral state transition is accompanied by a state transition in the neurodynamics
in auditory cortex. The state transition is accompanied by the emergence of identifiable tran-
sient spatiotemporal activity patterns in the ongoing cortical activity (’late states’) which can
be differentiated from the known stimulus-evoked activity patterns (’early states’). While early
states reflect the representation of physical stimulus parameters in the framework of a topo-
graphically organized cortical map (a structure grossly identical across individuals), the late
states establish a newly formed metric which reflects the perceptual scaling of stimuli exhib-
ited by individual animals. These data suggest the coexistence of separate coding principles
for information relevant for stimulus identification using physical features and for information
subjectively relevant for an individual’s categorization of stimuli. The data will be discussed
with reference to the problem of objective physiological measurements of subjective cognitive
structures, and with reference to the general problem of identifying physiological correlates of
learning.
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The position of an auditory stimulus has to be reconstructed from spectral, temporal and in-
tensity cues provided by the auditory signal. The localization in the horizontal plane is mainly
based on differences in intensity and timing between the left and right ear. In contrast vertical
localization is derived from the spectral cues in a more time consuming process. The temporal
progression of the underlying processes is reflected in behavioral data. For example, the mea-
surement of manual reaction times has shown that localization latencies for auditory stimuli
are remarkably longer than detection latencies. This even holds true for stimuli in the horizon-
tal plane, although the processing of horizontal position is relatively fast. A typical effect of
the time difference between horizontal and vertical localization are curved saccadic trajectories
found for auditory target stimuli above or below the horizontal plane. A more detailed analysis
has shown that the perceived position of an auditory signal changes during the time course of
auditory processing [1]. During this process a first rough estimate of stimulus position is re-
placed by a later representation with a higher spatial resolution. Based on the data of reaction
time experiments the effects of this process on sensorimotor integration is discussed. In case of
incomplete processing of the auditory stimulus a rough estimate of the position might be used
to control motor activity. Alternatively the perceived spatial position of the auditory stimulus
might be determined by top-down processes. To elicit responses at early, incomplete process-
ing stages of the auditory signal, we used a visual stimulus as target and the auditory stimulus
as accessory. As a behavioral measure saccadic latencies and trajectories were examined. Our
eye movement data favor the assumption that a default value is used in this experiment, i.e., the
top-down hypothesis. To analyze whether this result is specific for saccadic eye movements we
examined pointing movements under similar conditions. The results allow for conclusions on
the effects of the time course of auditory processing on different motor systems. Moreover they
give insight in processes of intersensory interaction and in the relationship between saccadic
and manual motor control.
[1] Frens, M.A., Van Opstal, A.J. (1995) Exp. Brain Res. 107:103–117.
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Variations in the Visual Hallucinatory Response to Flickering Monochromatic Light
Cordula Becker, Mark A. Elliott and Hermann J. Mu¨ller
Ludwig-Maximilians-Universita¨t Mu¨nchen
cbecker@psy.uni-muenchen.de
It is generally assumed that conscious visual states represent an interaction between spatially
structured variations in the environment and the nervous system. Visual hallucinations, both of
pathological origin [1,2] and induced experimentally [3–6], question the assumption that our
conscious percepts are necessarily determined by spatial structure in the distal stimulus. Here
we show that complex colour and form hallucinations can be evoked by flickering monochro-
matic light and that the type of hallucination varies with flicker frequency and phase.
A specially constructed box with LEDs controlled by a timer card allowed the presenta-
tion of a spatially homogeneous field of flickering light. In Experiment 1 we determine the
type of hallucinatory experience and the range of flicker frequencies over which hallucinations
were experienced in a free report design for frequencies of 1–60 Hz. Observers reported eight
colour hallucinations: purple, blue, green, yellow, red, black, white and grey and nine spatially
structured hallucinations: lines, waves, circles, radials, spirals, gratings, points, rectangles and
zigzag patterns, each of them being reported at a specific range of frequencies. The reports of
hallucinations were not uniformly distributed over frequency and report distributions differed
significantly for some of the hallucinations.
Experiment 2 examines the onset time of colour and form hallucinations relative to the
phase of intermittent stimulation by asking the observers to press a response key on first expe-
riencing a particular hallucination. Analysis of the relation between the times of the onset of
hallucinations expressed in terms of phase angle relative to the frequency cycle of intermittent
stimulation revealed all responses, except those involving purple hallucinations, to be normally
distributed. This indicates that, irrespective to the absolute time at which a hallucination starts
to be perceived, the onset time of the hallucination relates specifically to a particular phase
of the evoking flicker. Certain hallucinations appear at close phases in the flicker cycle (i.e.
lines and rectangles; blue and purple), while others are clearly separated in phase space (i.e.
rectangle vs. spiral; blue vs. yellow).
The hallucinations described here are experiences of visual form and colour that are entirely
independent of the presence of particular spatial structure or colour in the distal stimulus, but
relate specifically to the frequency and phase of the flicker presentation. This evidence indicates
that conscious visual experience may be evoked directly by particular variations in the flow of
spatially unstructured light over time and therefore supports theories of consciousness that
stress temporal aspects of perceptual processing.
[1] ffytche, D. H., & Howard, R. J. (1999): Brain, 122, 1247–1260.
[2] Kolmel, H. W. (1984): Brain, 107, 155–167.
[3] Fechner, G. T. (1838). In J. C. Poggendorf (Ed.), Annalen der Physik und Chemie (pp. 227–232).
Leipzig, Germany: Verlag von Johann Ambrosius Barth.
[4] Benham, C. E. (1895): Nature, 2, 321.
[5] Herrmann, C.S., & Elliott, M.A. (2001). In E. Sommerfeld et al. (Eds. Proceedings of the
Seventeenth Annual Meeting of the International Society of Psychophysics (pp. 427–431). Pabst
Science Publishers.
[6] Knoll, M., & Kugler, J. (1959): Nature, 184, 1823.
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Spatial Neglect: Offset from Normal Resting Position
Monika Fruhmann Berger and Hans-Otto Karnath
Department of Cognitive Neurology & Hertie-Institute for Clinical Brain Research, Tu¨bingen
monika.fruhmann@uni-tuebingen.de
The characteristic deficit of patients with spatial neglect is a bias of their exploratory move-
ments towards the right. When searching for targets, copying, or reading, the patients direct
their eye and hand movements towards the ipsilesional side, leading to neglect of the contrale-
sional side. How elementary is this disorder? Is it linked with active behaviour (such as drawing
or exploring) or is it inherently obvious without any specific requirements? To address this is-
sue we investigated the patients’ spontaneous resting position while sitting in the wheelchair,
just waiting and “doing nothing”. Using magnetic search coil technique, we recorded sponta-
neous gaze, eye-in-head, and head orientation of 10 right hemispheric neglect patients while
they were “waiting for an experiment”. In a subsequent condition, patients were instructed
“to look exactly straight ahead”. In comparison to controls, neglect patients showed a marked
rightward deviation in both conditions. Their spontaneous resting position thus corresponded
with the subjective “straight ahead” orientation. Spatial neglect seems to be associated with a
very elementary disturbance of spatial information processing which might be understood as a
re-adjustment of the normal resting position to a new, more rightward located origin.
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The Time Course of Attentional Selection Among Competing Locations: Experiment
and Model
Fred H. Hamker  and Rufin VanRullen 	
 Westf. Wilhelms-Universita¨t, Mu¨nster,
	 Centre de Recherche Cerveau et Cognition, Toulouse
fhamker@uni-muenster.de
Recent experiments found evidence for a split of spatial attention [1, 2]. This raises the ques-
tion, whether these findings argue for a static selection of two locations on a master map of
locations or if the findings support a model of dynamic continuous spatial reentry [3] that ini-
tially supports several locations but finally settles onto a single location.
By modifying the paradigm that was used by [1] to show that attention can be “split” among
2 separate locations, we demonstrate that such a split of attention does only occur at interme-
diate stages of (incomplete) attentional selection. Our subjects were asked to discriminate the
shapes (circle or square) of 2 oddly colored targets within an array of 8 stimuli. After a certain
SOA, 8 letters were flashed at the previous stimulus locations, followed by a mask. For a given
SOA, the performance of subjects at reporting letters in each location was taken to reflect the
distribution of spatial attention. In particular, by considering the proportion of trials in which
none or both of the target letters were reported, we were able to infer the respective amount of
attention allocated to each target without knowing, on a trial by trial basis which location (if
any) was receiving the most attentional resources. Our results show that for SOAs around 100–
140 ms, attention can be equally split between the two targets, a conclusion compatible with
previous reports. However, with longer SOAs, attention ultimately settles at a single location.
We simulated this experiment with a novel model of visual perception which comprises areas
V4, IT, PF and FEF. In the model spatial attention emerges from a reentry signal reflecting
the plan to move the eye: movement related cells compete for the target location of an eye
moment and their activity feeds back continuously to extrastriate visual areas. Thus, the SOA
in our experiment determines the state of this competition at the time the letters were flashed
and ultimately the distribution of attention at different locations. This model better fits our data
than a model that simply selects two locations simultaneously.
[1] Bichot, N. P., Cave, K. R., and Pashler, H. (1999): Percept Psychophys. 61, 403–423.
[2] Awh E., and Pashler, H. (2000): J. Exp. Psychol.: Hum. Percept. Perform., 26, 834–846.
[3] Hamker, F. H. (2004) Vis Res, in press.
This work was supported by DFG HA2630/2–1 and in part by the ERC Program of the NSF
(EEC-9402726).
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Recent studies (e.g. [1]) have investigated the effects of masked stimuli on lateralized compo-
nents of the ERP. While the motor effects of these stimuli are well known (e.g. [2]), attention
related asymmetries are a new field of study ([3]). The poster presents results of a series of
experiments that were specifically designed to assess the impact of masked stimuli on attention
related asymmetries.
[1] Jaskowski, P., van der Lubbe, R. H. J., Schlotterbeck, E., & Verleger, R. (2002). Psychological
Science, 13, 48–54.
[2] Leuthold, H., & Kopp, B. (1998). Psychological Science, 9, 263–269.
[3] Woodman, G.F., & Luck, S.J. (2003). Psychological Science, 14, 605–611.
Supported by a grant from the DFG to Odmar Neumann ( Ne 366/4–3)
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Attention Processes in Narcoleptics
Sabine Langer and Ruxandra Sireteanu
MPI fu¨r Hirnforschung, Frankfurt
slanger@stud.uni-frankfurt.de
Narcolepsy is a common neuropsychiatric disorder characterized by increased daytime sleepi-
ness, cataplexy and hypnagogic hallucinations. Although attentional deficits are responsible for
many difficulties patients with narcolepsy experience in everyday life, these deficits have not
been addressed in quantitative scientific investigations. The purpose of this study was to test
different aspects of attention in patients with narcolepsy. We compared performance of sub-
jects with and without narcolepsy in four attention tests: sustained attention (d2-test), attention
shift (a visual conjunction search test), alertness (a vigilance test) and a test for kataplexies.
Ten narcoleptics recruited through announcements and 10 healthy subjects matched for age
and gender participated in the study. The narcoleptics showed no significant deficits in the vi-
sual search task. There was a tendency for longer reaction times and higher error rates, but the
differences did not reach statistical significance. The narcoleptics showed a deficit in sustained
attention: performance was slightly poorer, they made many more errors and the fluctuation
margin of performance was very high. Specific deficits appeared in the vigilance test. Reaction
times were consistently longer, error rates and number of missed reactions were much higher
in narcoleptics than in the control subjects. Except for one subject, we did not succeed in elic-
iting cataplexies in our experimental setting (not illustrated). The trigger factors seem to differ
from one narcoleptic subject to the next. Our results are in accordance with the hypothesis that
attentional impairments in narcolepsy are a result of impaired vigilance. Deficits in attentional
capacity and attentional control can also play a role. These possibilities could be investigated
in further experiments with sleep-deprived control subjects.
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Attending to a stimulus speeds up its processing and leads to a pre-dating of its onset. This prior
entry effect (e.g. [1 ,2]) is defined as the relative facilitation of an attended compared with an
unattended stimulus: Two stimuli are presented successively. Attention is drawn to one of them
shortly before its presentation, e.g., by a peripheral location cue. Temporal order judgments
reveal that the attended stimulus is perceived as the earlier one if it is presented simultaneously
with the unattended stimulus, and even if it trails the unattended stimulus by a short interval. In
recent studies, prior entry has been used as a methodological tool to investigate attention-related
topics such as contingent capture by masked peripheral cues [3] and gradients of attention [4].
The present experiments are concerned with the notion of split foci of attention. Most models of
visuo-spatial attention include the notion that attention is dedicated to a single location in space.
However, several researchers found evidence that under appropriate circumstances attention
may be allocated to noncontiguous locations (e.g. [5, 6]). In the present experiments, the
spatial distribution of attention is assessed via prior entry elicited by either one or to spatially
non-contiguous peripheral cues. The experiments revealed a robust attentional priming effect
at two noncontiguous locations of the visual field, simultaneously with little or no priming of
the intervening location.
[1] Scharlau, Perception & Psychophysics, 2002.
[2] Shore, Spence, & Klein, Psych. Science, 2001.
[3] Scharlau & Ansorge, Vision Research, 2003.
[4] Scharlau, QJEP, in press.
[5] Awh & Pashler, JEP:HPP, 2000.
[6] Kramer & Hahn, Psych. Science, 1995.
DFG Grant Ne 366/5–3
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EEG Channel Selection for Brain Computer Interface Systems Based on Support Vector
Methods
Michael Schro¨der, 
 T. Navin Lal,  Martin Bogdan 
 and Bernhard Scho¨lkopf 

 Universita¨t Tu¨bingen,  MPI for Biological Cybernetics, Tu¨bingen
schroedm@informatik.uni-tuebingen.de
A Brain Computer Interface (BCI) system allows the direct interpretation of brain activity
patterns (e.g. EEG signals) by a computer. Typical BCI applications comprise spelling aids
or environmental control systems supporting paralyzed patients that have lost motor control
completely.
The design of an EEG based BCI system requires good answers for the problem of selecting
useful features during the performance of a mental task as well as for the problem of classifying
these features.
For the special case of choosing appropriate EEG channels from several available chan-
nels, we propose the application of variants of the Support Vector Machine (SVM) for both
problems. Although these algorithms do not rely on prior knowledge they can provide more
accurate solutions than standard filter methods [1] for feature selection which usually incorpo-
rate prior knowledge about neural activity patterns during the performed mental tasks.
For judging the importance of features we introduce a new relevance measure and apply it
to EEG channels. Although we base the relevance measure for this purpose on the previously
introduced algorithms, it does in general not depend on specific algorithms but can be derived
using arbitrary combinations of feature selectors and classifiers.
[1] Weston J., Mukherjee S., Chapelle O., Pontil M., Poggio T. and Vapnik V. (2000 . Advances in
Neural Information Processing Systems 12, 526–532. (Eds.) S.A. Solla, T.K. Leen and K.-R.
Mu¨ller, MIT Press.
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When targets are seen in the presence of neighbouring patterns or contours, their visibility is re-
duced. This phenomenon, known as the crowding effect, is particularly pronounced in indirect
view. By the measurement of recognition-contrast sensitivity of a character with flankers to the
left and right, we studied mechanisms underlying the crowding effect in indirect form vision.
Attentional and featural contributions to the effect can be separated by a new paradigm that
distinguishes pattern location errors from pattern recognition errors and further by manipulat-
ing the focusing of spatial attention through a transient positional cue, appearing 150 ms before
the target. Measurements were on the horizontal meridian, at 1  , 2  , and 4  eccentricity, and a
range of flankers’ distances. Our results show that in normal indirect view the impairment of
character recognition by crowding is—in particular at intermediate flanker distances—caused
by spatially imprecise focusing of attention. The enhancement of performance by a transient
positional cue seems mediated separately such that locus and intensity are independent charac-
teristics of attention in form vision.
Deutsche Forschungsgemeinschaft, STR 354/3–1
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Do Depth Cues Affect Attentional Modulations of the Stroop Effect?
Martina Weltle and Peter Wu¨hr
Friedrich-Alexander-Universita¨t Erlangen
maweltle@phil.uni-erlangen.de
The task of naming the color of stimuli is facilitated by the presence of congruent color words,
and impaired by the presence of incongruent color words (Stroop effect). Usually, the Stroop
effect is attributed to the automaticity of word reading. A recent study suggests that object-
based attentional selection may additionally contribute to the robustness of the Stroop effect.
Participants named the color of one of two rectangles, and color words in the relevant object
produced larger Stroop effects than words in the irrelevant object, or words in the background.
Wu¨hr and Waszak [1] attributed the difference to an object-based mechanism of attentional
selection that amplifies processing of all the features of an attended object. Yet, an alternative
explanation is possible because, in the display used by Wu¨hr and Waszak, occlusion suggested
the presence of different depth planes. Hence, the increased Stroop effect may have resulted
from perceiving the words in the same depth plane as the relevant object, and not from per-
ceiving the words as parts of the relevant object. Two experiments tested the depth-based hy-
pothesis against the object-based hypothesis by using displays without monocular depth cues:
Participants had to name the color of one of three non-superimposed rectangles, and to ignore
words that appeared either in the relevant object, in the two irrelevant objects, or in the back-
ground. The results of both experiments replicate those of Wu¨hr and Waszak, supporting their
object-based account.
[1] Wu¨hr,P.,& Waszak, F. (2003). Memory & Cognition, 31, 983–994.
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Dynamic Spatial Shifts of Neuronal Receptive Fields Toward Attended Locations in
Macaque Area MT
Thilo Womelsdorf and Stefan Treue
Cognitive Neuroscience Laboratory, German Primate Center, Go¨ttingen
twomelsdorf@dpz.gwdg.de
Attention excerts a multiplicative modulation on sensory responses of neurons in visual cortex.
This modulation is particularly strong with multiple stimuli within a neuronal receptive field
(RF). This could be due to a space-based mechanism involving shrinkage and shift of the RF
toward the attended location [1, 2]. Alternatively, the response could reflect gain changes in the
neuron under study, leaving shape and position of the RF unchanged [3, 4]. We examined these
hypothesis directly by obtaining quantitative RF profiles of macaque area MT neurons while
attention was directed at different positions within the RF. Our task required spatial attention
to one of three moving random dot patterns (RDPs) in order to detect a direction change of
the target RDP. Two RDPs were always placed within the RF of direction-selective neurons
in MT. While one of the three stimuli was attended, quantitative RF maps were obtained by
recording the responses to irrelevant, moving probe RDPs briefly appearing at the intersections
of a dense virtual grid covering the RF. The resulting maps reveal a systematic shift of the sen-
sitivity profile (the RF) toward the location of attention. We did not observe a corresponding
shrinkage when attention was directed inside versus outside the RF. Our results provide the first
direct evidence for a dynamic change of spatial RF position with selective attention to different
subregions of the RF—on a trial-by-trial basis and under identical visual stimulation and task
difficulty: Attention enhances sensitivity close to the attended location and reduces it at distant
position. While the spatial response weighting corresponds to a non-multiplicative modula-
tion, the RF-shift could also result from an attentional gain mechanism acting multiplicatively
on pre-synaptic neurons with smaller RFs at attended and unattended locations. The observed
spatial sensitivity increase near attended locations at the single neuron level could provide the
neuronal substrate for behavioral consequences of the spatial distribution of attention: Percep-
tual facilitation has been reported to follow a spatial gradient centered on the attended location.
At the population level it reflects the additional recruitment of neuronal resources devoted to
feature analysis at and near attended positions.
[1] Moran, J. and Desimone, R. (1985): Science 229, 782–784
[2] Reynolds, J.H. and Desimone, R. (1999): Neuron 24, 22–29
[3] McAdams, C.J. and Maunsell, J.H.R. (1999): J Neurosci. 19, 431–441
[4] Treue, S. and Martinez Trujillo, J.C. (1999): Nature 399, 575–579
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The Perception of Dichotic Shepard Tone Intervals—Fusion or Suppression?
Stephan Berthoud,  Thomas Jarchow  and Denise Long 
 Department of Psychology, University of Zurich,
 Massachusetts Institute of Technology, Boston
stephan@monroe-music.com
90% of all people tend to use their right ear when eavesdropping through a door. Investiga-
tions of the Octave Illusion show, that people preferably use one ear for pitch detection: It
turns out to be the right ear for right-handed subjects (Deutsch, 1974 [1]). This suggests, that
as for a concept of Harmony Generalization—harmonies are perceived independent of stereo
distribution—certain errors can be expected.
Shepard tones are used to test the assumption, that mainly one ear is responsible for the
perception of intervals played across the center frequency. Thus if the top five octaves of a
Shepard tone are presented to the right and the bottom five to the left ear, perception should be
dependant on the ear responsible for pitch detection and different from information integration
of both ears.
Conducted experiments investigated if the stereo distribution of specific tone components
of Shepard tones influence the perception of musical intervals. Subjects were presented two
subsequent, computer generated tones of different intervals. Their task was to judge pitch
difference by reporting if the second tone was higher or lower compared to the first. Subsidiary
seconds, thirds, fourths and tritones were applied in three different conditions differing in their
stereo distribution. In condition 1 Shepard tones were presented mono, in condition 2 octaves
of Shepard tones were distributed alternating in the stereo image and in condition 3 subjects
were presented the top five octaves of a Shepard tone to their right, and the top five to the left
ear.
Results show, that stereo distribution does not effect perception of the interval for sub-
sidiary seconds and thirds. However, in condition 3, fourths—with the center frequency lying
in between—are perceived as quints. Furthermore, there are different individual perceptional
patterns. Some subjects perceive all the intervals as could be expected by the theory of binaural
fusion, others confirm the hypothesis by Deutsch. A third of the subjects perform differently
depending on the interval tested. A third of the subjects perceive the intervals as follows: they
confirm the binaural fusion theory for subsidiary seconds, for thirds, no reliable pattern can be
found. For quarts, their results apply to the theory of binaural suppression.
[1] Deutsch, D. Nature, 1974, 251, 307–309.
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Representational Momentum in Spatial Hearing
Stephan Getzmann,  Jo¨rg Lewald  and Rainer Guski 
 Ruhr-Universita¨t Bochum,  Institut fu¨r Arbeitsphysiologie, Dortmund
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When observers are instructed to localise the final position of a moving visual object, they
usually remember its position to be displaced in the direction of motion [1]. This phenomenon
was termed “representational momentum” because of its analogy to physical momentum in
which a physical object continues along its path of motion due to inertia. The occurrence of
representational momentum has been shown to depend on a number of variables, such as object
velocity [2] and direction of motion [3].
A potential analogue of the representational momentum was investigated here in the audi-
tory modality. In a dark anechoic environment, an acoustic target (continuous noise or noise
pulses) moved from left to right (LR) or from right to left (RL) along the frontal horizontal
plane, covering an angular range of 36  . Ten listeners judged the final position of the target
sound by using a hand pointer. Target velocity was 8 or 16 deg/s. In a reference condition,
stationary target sounds were presented at the final positions of the motion stimuli used in the
main condition.
Generally, the final target positions were localised as displaced in the direction of motion.
The most prominent displacements occurred with pulsed-noise stimuli: In comparison with
the stationary condition, the overall displacements were 2.9  (SE +/-0.8  ) for the lower target
velocity and 3.8  (SE +/-1.2  ) for higher velocity. With the continuous stimuli, there was a
strong influence of target velocity, revealing larger displacements with lower (5.2  , SE +/-0.9  )
compared to higher velocity (1.3  , SE +/-0.8  ).
These findings suggest that the phenomenon of representational momentum is not restricted
to the visual modality, although its origin remains unclear. Following a neurobiological ap-
proach, one may assume that sound movement initiates a process that results in a shift in the
neural representation of auditory space [4]. Alternatively, more cognitive approaches of ex-
planation of the visual representational momentum, dealing with principles of “internalised
dynamics” [5], could be transferred to the auditory modality.
[1] Freyd, J. J. and Finke R. A. (1984): Journal of Experimental Psychology: Learning, Memory,
and Cognition, 10, 126–132
[2] Hubbard, T. L. and Bharucha, J. J. (1988): Perception and Psychophysics, 44, 211–221
[3] Halpern, A. R. and Kelly, M. H. (1993): Journal of Experimental Psychology: Learning, Mem-
ory, and Cognition, 19, 471–484
[4] Wilson, W. W. and O’Neill, W. E. (1998): Journal of Neurophysiology, 79, 2040–2062
[5] Hubbard, T. L. (1995): Psychonomic Bulletin & Review, 2, 322–338
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Audiovisual Interactions During Speech Perception: A Whole-Head MEG Study
Ingo Hertrich, Klaus Mathiak, Werner Lutzenberger and Hermann Ackermann
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The perceptual fusion of visually-presented phonetic features into the auditory processing
stream during encoding of an acoustic speech signal has been described as the “McGurk ef-
fect”. For example, the acoustic syllable /ba/ can be perceived as /da/ when synchronized with
a video recording of a speaker uttering the syllable /ga/. The present study was performed to
determine the time course and hemispheric asymmetry of speech-related audiovisual interac-
tions by means of magnetoencephalography (MEG). Video recordings of the syllables /pa/ and
/ta/ were selected as prototypical video templates with respect to bilabial and alveolar place
of articulation, respectively. Each of these two video syllables was synchronized with two
different synthetic acoustic traces resembling the syllables /pa/ and /ta/. In order to have a non-
speech control condition, two missing-fundamental complex tone signals, differing in pitch by
one semitone (106 Hz, 112 Hz), were synchronized with the same two video templates as well.
An oddball design was used during the MEG recordings. As concerns the speech conditions,
audiovisually congruent signals served as frequent stimuli, rare events deviating from the stan-
dard events either in the visual or in the acoustic domain. Under the non-speech conditions,
the video frequents and deviants were identical to the speech condition whereas the acoustic
deviants were always the lower-pitch items within a series of higher-pitch standards. Subjects
had to watch the video and to attend to the acoustic signals. In order to direct attention to
the auditory channel, a behavioral response was required in case the subjects did not hear the
frequent syllable or tone, respectively. The MEG results showed, as expected, a strong mis-
match response to acoustic deviants, peaking ca. 170–190 ms post acoustic stimulus onset,
that could be modeled by a bilateral diople structure within the region of the auditory cortex.
Visual deviants elicited a mismatch response (latency ca. 220 ms) irrespective of the acoustic
signal representing speech or non-speech, the magnetic source being located within the visual
rather than the auditory cortex. Furthermore, subspace projection of the responses to visual
deviants onto the ‘auditory’ mismatch dipole structure yielded a significant speech/nonspeech
x hemisphere interaction, the speech condition giving rise to left-pronounced MEG responses
with a latency of ca. 280 ms. No significant effects of visual mismatch were found within the
time window of acoustic mismatch. These findings indicate that the phonological operations
underlying the McGurk effect occur relatively late during perceptual processing and do not
coincide with sensory memory operations reflected in the auditory mismatch response.
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Are there rate limits beyond which the perception of auditory event sequences breaks down?
Are they fixed or subject to neural plasticity? In spite of a wealth of experimental studies on
speech and music perception, the answers to such questions show remarkably little consistency.
For example, a recent study [1] reports that listeners are able to discriminate two differently
ordered tone sequences presented at rates of up to 30 Hz; however, when the task was to
identify known melodies, performance deteriorated when the rate at which tones followed each
other exceeded 6 Hz. The latter finding is surprising, as it stands in conflict with results on the
perception of compressed speech [2], and on estimates of the fastest tempi in performed music,
e.g., recorded performances of Chopin’s piano e´tudes. To study the issue experimentally, we
constructed a task that required listeners to perform temporal-order judgments on two tones
embedded within musically meaningful tone sequences of 32 tones. Sequences were based
on advanced piano exercises [3], and consisted of chromatic or harmonic (arpeggiated chords)
tone material. Sequences were composed of eight identical 4-tone contours on the chromatic
or the chord scale, following a global pitch trajectory that was either ascending (chromatic
condition) or ascending-descending (harmonic condition). The listener’s task was to decide
whether all patterns followed the same contour, or whether the two middle tones within the
fifth, sixth, or seventh pattern were reversed. Note that spectral differences were minimized
because the deviating contour pattern contained the same tones as the corresponding regular
pattern. The musical key of sequences were randomly chosen, such that there were 12 x 4 x
2 = 96 different regular sequences, which were played on ROLAND synthesizer under MIDI-
control. Five listeners participated for two test sessions and five training sessions each. Training
sessions presented the chromatic (harmonic) sequences at fixed IOI of 90 ms, and the harmonic
(chromatic) sequences at IOIs that decreased by 4 ms per block, starting at 96 ms and ending
at 42 ms. Almost all listeners showed better-than-chance performance at rates far below those
reported in the literature; one listener (an expert accordionist) achieved recognition d’s around
2.0 even at rates of up to 24 Hz. Additional control conditions were run to elucidate the factors
that enable melody perception at tempi far beyond those predicted by current wisdom.
[1] Warren, R.M. et al. (1991): Music Perception, 8, 277–290.
[2] Sebastin-Galle´s, N. et al. (2000). Perception & Psychophysics, 62, 834–842.
[3] Dohnnyi, E. (1929). Essential finger exercises. Budapest: Editio Musica.
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Auditory Memory in Humans, Cats, and Gerbils
Christian Kaernbach
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Sensory memory for auditory stimuli has been demonstrated in humans [1], cats [2], and gerbils
[3]. However, while the lifetime of auditory memory in humans extends to several seconds, it
is shorter than 500 ms in both cats and gerbils. It is intriguing to consider that long-living
auditory memory might have evolved with the evolutionary need to process long streams of
auditory input such as speech. A possible test for this hypothesis would be the evaluation of
the lifetime of auditory memory in songbirds.
[1] Kaernbach, C. (2003): Exp. Psychol. (in press)
[2] Frey, H.-P., Kaernbach, C., Ko¨nig, P. (2003): Neurosci. Lett. 346, 45–48
[3] Kaernbach, C., Schulze, H. (2002): Neurosci. Lett. 329, 37–40
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Comparison of ERPs to Complex Sounds and Simple Tones in Patients with Altered
States of Consciousness
Simone Lang,  Boris Kotchoubey  and Niels Birbaumer 
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In the literature there is a controversy to what extent the processing of spectrally rich sounds in
the human auditory cortex is related to the processing of single frequencies. The issue of the
present studies was to assess whether complex sounds are processed differently from simple
tones in patients with severe brain injuries. We performed two studies. In the first study three
auditory oddball paradigms (with simple tones, ST, complex sounds, CS, and vowels, V) were
presented to 46 patients with severe brain injuries (most of them in persistent vegetative state
or minimally conscious state) while P300 were recorded. Deviant stimuli elicited significantly
more frequently the P300 to complex tones than to simple tones (CS: 28 %, ST: 7 %). Evi-
dence of P300 to vowels lied in between (13 %). Likewise, the second study was investigated
to ascertain whether the mismatch negativity (MMN) to complex sounds can be recorded more
frequently than to tones. Two auditory oddballs were performed in 79 patients with severe
brain injuries. Again, MMN to complex sounds were found more often than to tones (ST: 24
%, CS: 50 %). Both ERP components were larger in amplitude to complex sounds than to
tones. Moreover, although in some patients P300 or MMN were absent to tones both ERP
components were detectable to complex sounds. Thus, simple tones using in clinical popu-
lations may underestimate the ability of patients to distinguish between two different stimuli.
The findings are also in line with the supposition of independent processing of complex sounds
in the auditory cortex.
62 Auditory Perception
Gender-Specific Asymmetry in Spatial Hearing
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A multitude of studies have focussed on functional hemispheric asymmetries in audition by
investigating differences in performance, depending on which ear receives the sound stimuli.
Two main effects of laterality have so far been demonstrated. Firstly, language-related stimuli
(e.g., speech) are usually recognized more accurately when presented to the right ear, suggest-
ing a dominance of the left hemisphere (in right-handers) for speech perception. Secondly,
complex tones with rich harmonic structure (e.g., melody) are perceived more accurately when
presented to the left ear, suggesting preferential right-hemispheric processing of non-verbal
acoustic parameters. These two laterality patterns depend on gender in quite distinct ways:
males exhibit stronger asymmetry for verbal auditory stimuli, while females a stronger asym-
metry for non-verbal stimuli [1]. This apparent dichotomy seems to reflect a complementary
gender-based pattern of laterality in the functional organization of the cerebral hemispheres.
Until now, the question of how the processing of auditory spatial information can be integrated
into these conceptions of laterality has remained open. The primary aim of this study was to
fill this gap. To this purpose, the precision of monaural localization of non-verbal stimuli in the
median sagittal plane was tested with female and male dextral subjects. In a simple pointing
task, subjects localized vertical positions of sound sources (broadband-noise bursts) in dark-
ness with one ear blocked by a plug. Results show that females were significantly more precise
when listening with the left ear, while males did better with the right. However, significant
differences in monaural localization performance as a function of gender occurred exclusively
when listening with the right ear, with males performing substantially more precisely than fe-
males. These findings suggest gender-related differences in the intrahemispheric functional
organization of the left hemisphere for the processing of monaural spatial cues. It is proposed
that the results may be related to the sexual dimorphism of the posterior parietal cortex [2], or
planum temporale [3], both areas known to be involved in spatial auditory functions.
[1] Kimura, D. (1999): Sex and Cognition, MIT Press, Cambridge, MA
[2] Frederikse, M.E., Lu, A., Aylward, E., Barta, P. and Pearlson, G. (1999): Cereb. Cortex 9, 896–
901
[3] Kulynych, J.J., Vladar, K., Jones, D.W. and Weinberger, D.R. (1994): Cereb. Cortex 4, 107–118
I thank P. Dillmann for preparing the software and parts of the electronic equipment, and S.
Schirm for help in conducting the experiments. Supported by the Deutsche Forschungsgemein-
schaft
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A Graph Representation Applied on Miniature Robots for Modelling Territorial
Behaviour
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Comparable to all other traits in animals, cognitive abilities are adapted to the animal’s eco-
logical niche[1]. The formation of an internal representation of the environment during spatial
learning is such an essential capability needed in territorial behaviour.
To investigate the cognitive background of animal behaviour, computer simulation is a
powerful tool. Hence, a well described model of animal territorial behaviour is required for
our work. Such a model of territory establishment is presented by [2] for anolis lizards. The
individual thereby assigns values to areas of its environment. The value reflects the probability
of returning to the corresponding area. It decreases if an opponent is met in the area, but
increases with every visit without opponent encounter. Thus the assigned value mirrors the
attractiveness of its area. This model is implemented in computer simulation and on miniature
robots.
As underlying representation for territoriality, a graph is used in our experiments. As shown
in [3], robots are able to establish a territory using a grid representation. In contrast to the grid,
the graph is built up stepwise and not determined from the beginning. Different influences of
already visited areas on each movement decision lead to differences in space use.
The robots are able to establish a territory with the graph representation. The more existent
nodes are used for movement decision, the smaller but more stable territories can be observed.
The influences of different parameters of the graph on territorial behaviour are determined.
Such paramaters are step length, weighting of the attractiveness value, and number of nodes
used for movement decision.
[1] Healy, S. and Braithwaite, V. (2000): Trends in Ecology and Evolution 15(1), 22–26
[2] Stamps, J. A. and Krishnan, V. V. (1999): Quarterly Review of Biology 74(3), 291–318
[3] Schmolke, A. & Mallot, H. A. (2002): Proceedings of the Eighth International Conference on
Artificial Life, 256–259
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Patterns of abrupt changes in a scene, such as the dynamic occlusion of texture elements (caus-
ing their apppearance and disappearance), can give rise to the perception of the edges of the
occluder via a process called Spatiotemporal Boundary Formation (SBF). It has previously
been shown that SBF can be disrupted by very small amounts of dynamic noise spread glob-
ally throughout a scene. We recently developed a mathematical model of SBF in which groups
of local changes are used to extract edges, which are then combined into a figure and used
to estimate the figure’s motion. The model implies that SBF relies on local processing and
predicts that SBF should be impaired when noise is added near the edges of the figure, but
not when it is added far from the edges. This prediction was tested in a shape-identification
task in which the location of noise is varied. Indeed, performance was not impaired by noise
far from the figure, but was markedly disrupted by noise near the figure, supporting the notion
that changes are integrated locally rather than globally during SBF. In the second part of this
project, the mathematical model of SBF was implemented in software. Reichardt-based mo-
tion detectors were used to filter the experimental stimuli and provide the input to the software
implementation. Three simple geometrical figures, similar to those used in the psychophysical
experiment, were reconstructed using this method, demonstrating one way in which a mid-level
visual mechanism such as SBF could connect low-level mechanisms such as change detection
to higher-level mechanisms such as shape detection.
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Visual object recognition, localization, tracking and scene reconstruction all face the challenge,
that the transformation of an image of a 3D scene to a geometrical model (analysis) is ambigu-
ous. On the other hand, image synthesis from a geometrical model is well-defined and well-
understood. Analysis by Synthesis takes advantage of this fact by utilizing a feedback loop
for parameter estimation. It solves above-mentioned computer vision problems with methods
of computer graphics: Modern graphics hardware is used to synthesize the predicted visual
appearance of the scene. The difference between the rendered image and the captured camera
image is utilized to compute a new and improved set of model parameters. Recent advances
in graphics hardware have tremendously accelerated the processing involved in the feedback
loop. This led to an increased attractiveness of Analysis by Synthesis methods for computer
vision. Other appealing properties of these methods are:
1. Multi-modal sensor fusion can be solved in a straightforward way, if only the model can
be rendered to the different sensor data representations. Besides images from multiple cameras
we have utilized laser range scanners.
2. In contrast to other methods using only few features in a scene for parameter estimation,
all available sensor data is taken into account.
3. It is not necessary to explicitly solve a data association problem like finding correspon-
dences between image and model features.
The application of Analysis by Synthesis methods involves the following challenges: An
adequate model in conjunction with an initial model parameter set must be available. This set
has to be within a sometimes very limited convergence radius, which cannot be found in a high
dimensional space without applying special techniques. During temporal tracking, it is crucial
that the convergence radius is not lost.
The most important methods to increase the convergence radius are filtering of the input
data and hierarchical processing. In certain cases, preliminary locking of parameter combina-
tions during the iteration process can be employed to increase the speed of convergence.
For temporal tracking, Analysis by Synthesis can be combined with Sequential Monte
Carlo methods. This means that the measurement of the Monte Carlo method is implemented
in Analysis by Synthesis style with all its advantages.
Due to its inherent flexibility, Analysis by Synthesis methods show high potential in a
wide area of applications. We have used it for estimation of illumination, pose and material
properties of simple objects, panorama composition and map generation from laser range scans.
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While humans are able to detect and recognize objects in their environment effordlessly, these
tasks belong to the hardest problems in computer vision. One of the difficulties lies in the huge
amount of data that has to be processed. In this work we restrict object classification to regions
of interest detected by biologically motivated attention mechanisms. This yields a significant
increase in speed of classification.
The sensor data used for our experiments are acquired by a 3D laser scanner mounted on
top of an autonomous mobile robot. The scanner yields illumination independent range and
reflection data, both visualized as gray-scale images. The advantage over camera images is,
firstly, the illumination independence enabling the acquisition of the same data in sunshine
as in complete darkness and secondly, the precise and dense depth information that is only
achievable from camera data with difficulties.
The laser images are fed into a biologically motivated attention system. In human vision,
attention helps identify relevant parts of a scene and focus processing on corresponding sensory
input. Inspired by the psychological work of Treisman [1], computational attention models
determine saliencies according to different features like intensity, color, and orientations in
parallel and fuse them into a single map. The most salient region in this map determines the
focus of attention. In contrast to other models, our approach fuses saliencies of both laser
modalities, depth and reflection, to achieve a single focus of attention. The fusion of sensor
modalities is performed in analogy to humans who use information from all senses and enables
considering more object properties.
The regions of interest detected by the attention system serve as starting points for a fast
cascade of classifiers [2]. In contrast to the conventional approach, we search for a previously
learned object only near the focus of attention instead of considering the whole image. This
enables a concentration on relevant image regions and a significantly faster classification, re-
quiring only 30% of the time of an exhaustive search (60ms vs. 200ms, Pentium-IV-2400
MHz). Considering also the time for the attention system (230ms), the system performance
already increases for two learned object classes and the time saving increases proportionally
with the number of object classes.
In future work, the recognized objects will be registered in semantic 3D maps that are
automatically created by the autonomous robot. The maps will support self-localization of the
robot and serve as an interface between robot and humans.
[1] Treisman, A. and Gelade, G .(1980): Cog. Psych. 12, 97–136
[2] Viola, P. and Jones, M. (2001): Proc. 2nd Int’l Workshop on Statistical and Computational
Theories of Vision—Modeling, Learning, Computing and Sampling
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In face detection, support vector machines (SVM) and neural networks (NN) have been shown
to outperform most other classification methods. While both approaches are learning-based,
there are distinct advantages and drawbacks to each method: NNs are difficult to design and
train but can lead to very small and efficient classifiers. In comparison, SVM model selec-
tion and training is rather straightforward, and, more importantly, guaranteed to converge to
a globally optimal (in the sense of training errors) solution. Unfortunately, SVM classifiers
tend to have large representations which are inappropriate for time-critical image processing
applications.
In this work, we examine various existing and new methods for simplifying support vector
decision rules. Our goal is to obtain efficient classifiers (as with NNs) while keeping the nu-
merical and statistical advantages of SVMs. For a given SVM solution, we compute a cascade
of approximations with increasing complexities. Each classifier is tuned so that the detection
rate is near 100%. At run-time, the first (simplest) detector is evaluated on the whole image.
Then, any subsequent classifier is applied only to those positions that have been classified as
positive throughout all previous stages. The false positive rate at the end equals that of the
last (i.e. most complex) detector. In contrast, since many image positions are discarded by
lower-complexity classifiers, the average computation time per patch decreases significantly
compared to the time needed for evaluating the highest-complexity classifier alone.
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The depth of a point in space can be estimated by observing its image position from two differ-
ent viewpoints. The classical approach to stereo vision calculates depth from the two projection
equations which together form a stereocamera model. An unavoidable preparatory work for
this solution is a calibration procedure, i.e., estimating the external (position and orientation)
and internal (focal length, lens distortions etc.) parameters of each camera from a set of points
with known spatial position and their corresponding image positions. This is normally done
by iteratively linearizing the single camera models and reestimating their parameters according
to the error on the known datapoints. The advantage of the classical method is the maximal
usage of prior knowledge about the underlying physical processes and the explicit estimation
of meaningful model parameters such as focal length or camera position in space. However,
the approach neglects the nonlinear nature of the problem such that the results critically depend
on the choice of the initial values for the parameters.
In this study, we approach the depth estimation problem from a different point of view by
applying generic machine learning algorithms to learn the mapping from image coordinates
to spatial position. These algorithms do not require any domain knowledge and are able to
learn nonlinear functions by mapping the inputs into a higher-dimensional space. Compared to
classical calibration, machine learning methods give a direct solution to the depth estimation
problem which means that the values of the stereocamera parameters cannot be extracted from
the learned mapping.
On the poster, we compare the performance of classical camera calibration to that of dif-
ferent machine learning algorithms such as kernel ridge regression, gaussian processes and
support vector regression. Our results indicate that generic learning approaches can lead to
higher depth accuracies than classical calibration although no domain knowledge is used.
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Localization based on (panoramic) images is often applied in mobile robots because of the low
computational costs, e.g. [1]. Insects, e.g. honey bees and desert ants, also seem to use only
slightly processed images to return to important places, like the hive or the location of a food
source [2, 3]. We investigate the accuracy of visual homing with panoramic images considering
sensor noise and image contrast. Based on Taylor expansion for small deviations from the goal
location we present a mathematical description of the expected positional errors. We show that
the results are directly related to the rate of change of the image with observer position, more
formally defined as the “local image variation” (liv) in [4]. Evaluation of an image data base
consisting of 1250 panoramic images recorded in the robot environment reveals that a higher
liv-value corresponds to a lower positional error of image based localization. We also propose
an extension of the widely used “Sum of Squared Differences” (SSD) measure of image simi-
larity which normalizes for image contrast. Preliminary results show that—compared to SSD
and image correlation—the “contrast normalized SSD” simplifies the choice of thresholds for
image based homing in environments with strong variation of image contrast.
[1] Jogan, M. and Leonardis, A. (2003): Robotics and Autonomous Systems 45, 51–72
[2] Cartwright, B.A. and Collett, T.S. (1983): J. Comp. Physiol. A 151, 521–543
[3] Stu¨rzl, W. and Mallot, H.A. (2002): In Dynamic Perception, 289–294
[4] Wehner, R. et al. (1996): J. Exp. Biol. 199, 129–140
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Vestibulo-Ocular Reflex Eye Movements During Multiaxial Whole Body Rotations
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Vestibulo-ocular reflex (VOR) responses of humans to whole body rotations are well known.
Along with other parameters, the “VOR-gain” (eye velocity / head velocity) may be used to
evaluate the functional status of the VOR. Although VOR gain is known to show great indi-
vidual variability, we sought to determine whether the adaptive plasticity of VOR gain may
give insight about individual strategies for optimal spatial orientation. The question of whether
the oculomotor responses would be different between a group of experts (“gym” - high perfor-
mance gymnasts), with a high degree of spatial abilities, and a control group of non-athletes
(“control”), was of particular interest. The subjects’ (gym: n = 9, age: 10–12 years, control: n
= 10, age: 10–12 years) eye movements were recorded using a video nystagmography system
(SMI). They were seated with head fixed in a software controlled multiaxial whole body rota-
tor. The test consisted of a combination of a two simultaneous sinusoidal 360  rotations about
the pitch and yaw axes, followed by the reverse motion, simulating movements of “twisting
somersaults”. The maximum velocity was 113 deg/s in each axis, and duration was 10 sec for
the whole test (0.1 Hz). Each subject was first rotated without knowledge of the nature of the
stimulus, followed by a repetition where the subjects knew the same test would occur. This was
compared to a standard sinusoidal monoaxial (horizontal) test (0.1 Hz, 100 deg/s). Although
correctly directed eye movements were observed during all phases of the whole body rota-
tion (including in a companion study with double twists), initial comparisons were performed
on the horizontal components of eye movements and whole body rotation. The results show
no significant difference between the gymnasts and controls for the sinusoidal test (gain 
s.d.,gym.:0.48  0.06, n=9, non.:0.45  0.14, n=9; p=.565, Z=-.575, Mann-Whitney-U), and the
first (w/o prior knowledge) multiaxial stimulus (gym.:0.48  0.05, n=8; non.:0.47  0.07, n=9;
p=.596, Z=-.531, Mann-Whitney-U). For the second (prior knowledge) multiaxial stimulus, the
difference was significant ((gym.:0.39  0.05, n=6; non.:0.45  0.06, n=6; p=.037, Z=-2.085,
Mann-Whitney-U). Finding no difference for the tests without expectations of the stimulus
show that the reflexive response has not been adapted in this context. But the significant dif-
ference following preparation of the stimulus shows the gymnasts suppress even reflexive eye
movements. This is consistent with the companion poster indicating that gymnasts may rely
heavily on visual orientation mechanisms at the expense of vestibular responses, both cognitive
and oculomotor.
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Feeling what you Hear: an Auditory-Evoked Tactile Illusion
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Previous research indicated that sound can bias visual [1–4] as well as tactile perception [5,6].
The present experiment tested whether auditory stimuli can alter the tactile perception of se-
quences of taps (2 to 4 taps per sequence) delivered on the index fingertip. The taps were
delivered using a PHANToM force feedback device. The subjects did not have any visual or
auditory feedback about the tactile stimulation and their task was to report after each sequence
how many taps they felt. In the first experiment, for some trials, auditory sequences of beeps
were presented concomitantly with the tactile sequences (through earphones). The number of
beeps diffused in the auditory sequence could be the same as, less, or more than the number
of taps of the simultaneously presented tactile sequence. Though irrelevant (subjects were in-
structed to focus on the tactile stimuli), the auditory stimuli systematically biased subjects’
tactile perception, i.e. subjects’ responses depended significantly on the number of diffused
beeps. The results also suggested that for such an auditory-tactile interaction to occur, a certain
amount of “structural” congruency between the simultaneously presented stimuli is required.
Indeed, the diffusion of an auditory stimulus obviously incongruent with the tactile sequence
failed to evoke any bias of tactile perception. In the second experiment, we tested whether the
auditory-tactile interaction also requires temporal congruency or whether a bias can be evoked
without temporal overlapping between the auditory and tactile presented sequences. The tac-
tile and auditory stimuli were the same as in the first experiment (the structurally incongruent
auditory stimulus was not used here) but the auditory sequences were presented either simulta-
neously with, before the beginning, or after the end of the tactile sequences. Audition strongly
biased tactile perception when the stimuli were temporally concomitant (reproduction of the
results obtained in the first experiment). With a temporally asynchronous audio-tactile stimulus
the interaction gradually disappeared. We conclude that auditory and tactile sensory signals are
integrated when they both provide redundant information in good temporal coherence.
[1] Bermant RI & Welch RB (1976). Percept Mot Skills 43, 487–493.
[2] Shams L et al. (2000). Nature 408, 788.
[3] Recanzone GH (2003). J Neurophysiol 89, 1078–1093.
[4] Stein BE et al. (1996). J Cogn Neurosci 8, 497–506.
[5] Guest S et al. (2002). Exp Brain Res 146, 161–171.
[6] DiFranco DE et al. (1997). P ASME 61, 17–22.
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Visual-Vestibular Integration in Gymnasts
Christoph von Laßberg,  Karl Beykirch, ﬀ Thomas Mu¨hlbauer  and Ju¨rgen Krug 
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Berger et al. [1] have shown the general dominance of visual to vestibular perception in a set-
ting of combined stimulation requiring integration of sensory modalities. In the present study
we evaluate different integration strategies during presentation of dissociated visual-vestibular
stimuli as a function of the individual spacial orientation ability of the subjects. We present the
results of the gymnasts for discussion. The subjects (n = 10, age: 10–13, height: 140,33 +/-
4,09, mass: 32,89 +/- 2,32) were rotated in a spherical chamber, with simultaneous presenta-
tion of a planetarium type visual stimulus with an independently controlled velocity. Testing
consisted of a standardized randomized sequence of 26 horizontal rotations in both directions
with different visual-vestibular dissociation factors (the difference between the velocities, nor-
malized to the rotational velocity). The factors presented were in steps of 0.2 between 1 and
-1, and additionally 2 and -2. Auditory stimuli were blocked using headphones. The rotatory
stimulus consisted of a velocity step of 60deg/s with a duration of 6 seconds. After each turn,
two questions were asked: 1. “Which direction did the stars turn in relation to you?” (to control
for visual perception and concentration) 2. “Which direction did the stars turn in relation to
the room?” (to test the visual-vestibular integration). Correlation analysis of correct responses
to question 2 against the individual “perrotatory space orientation ability” (PSO) as indepen-
dantly evaluated by three coaches was performed. Results: A positive correlation between
the visual-vestibular dissociation factors and the number of correct answers to question 2 was
found [Pearson: r = 0,81 with positive dissociation factor (determination coefficient: 0,65); r =
0,81 with negative dissociation factor (determination coefficient: 0,66)]. However, there was a
negative correlation tendency between the ratio of the correct answers and the PSO of the sub-
jects (Spearman, rank using the coach questionnaires:k=0.60, determination coefficient: 0,36).
Discussion: The first result corresponds to previous work and demonstrates the dominance of
visual to vestibular perception for lower dissociation factors. More remarkable is the second
result showing the higher the PRO, the worse the ability to determine the stars’ direction. The
results require one to consider that perhaps the gymnasts have learned to give a superior weight
to the visual information over the vestibular sensation, not as an integrative strategy, but rather
a form of sensory filtering. This opens the discussion for how best to evaluate the integrative
or filtering abilities of the age-matched group of non-athletes.
[1] Berger D, von der Heyde M, Bu¨lthoff HH. Beitra¨ge zur 5. Tu¨binger Wahrnehmungskonferenz
5:186, 2002.
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Multisensory Interaction Modulates Spatial Selectivity of Auditory Processing
Hans Menning, Hermann Ackermann, Ingo Hertrich and Klaus Mathiak
Center for Neurology, University Tu¨bingen
hans.menning@med.uni-tuebingen.de
Crossmodal interactions are suggested to affect spatial attention selectively. Two different
mechanisms are proposed to account for spatial attentional functions. A covert top-down
mechanism is located in intraparietal and superior frontal regions, whereas a stimulus-driven,
bottom-up process includes temporo-parietal cortex and inferior frontal cortex and is largely
lateralized to the right hemisphere. Multisensory representations of spatial objects interact
within the central nervous system at different levels. Recently, the modulation of preattentive
responses (MMNm) at the level of the auditory cortex has been shown to depend selectively
upon oculomotor, visual, and tactile pre-cues in the absence of attention. Auditory virtual re-
ality allows to position auditory objects at arbitrary positions in the perceptual space during
whole-head magnetoencephalographic recordings. We showed in a first experiment neuromag-
netic responses of the auditory cortex to virtual auditory sources following visual pre-cues
placed at 15 ﬁ distance in the frontal semicircle. Early components like P50m were enhanced
for the contralateral side of the respective hemisphere but did not exhibit a selective influence
of the pre-cues. In contrast, the N100m depended on the place of pre-cues at both hemispheres.
In a second experiment, auditory stimuli located at both left and right face and hand were pre-
ceded by tactile pre-cues at these locations. The lateralized stimuli yielded a contralaterally
enhanced P50m and a “proximity” effect, i.e. larger responses to close stimulation at the face.
If pooled together, somatosensory pre-cues interacted in such way with auditory responses that
both P50m and N100m components were reduced afterwards. These unspecific effects were
followed by spatially selective interactions: when facial tactile stimuli preceded auditory stim-
uli at the same side, the N100m was larger over both hemispheres. Thus, at this level, the
tactile pre-cues facilitate and prepare an attentional switch into the desired direction. Conceiv-
ably, a cortical supramodal network is sensitive for spatial cues at the level of long-latency
components. However, earlier responses are mainly governed by exogenous stimulus onset
properties and multisensory interaction is arising in a rather unspecific form only. These mul-
tisensory networks are modulated in a spatially selective way. We suggest, thus, that integrated
multisensory networks act as a base for a spatial attentional control system.
These studies have been supported by the DaimlerChrysler AG, Stuttgart, Germany.
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Reference Frames of Multisensory Space Representations
Anja Schlack, ﬂ Susanne J. Sterbing-D’Angelo, ﬃ Klaus Hartung,  Klaus-Peter Hoffmann  and
Frank Bremmer !
ﬂ VCL, The Salk Institute, La Jolla, USA,
ﬃ Dept.Psycholgy, Kennedy Center, Vanderbilt University, Nashville, USA,
 Inst.Communication Acoustics, Ruhr-University Bochum, Germany,
 Dept.Zool. & Neurobiol., Ruhr-Univ.Bochum, Germany,
! Dept.Neurophysics, Philipps-University Marburg, Germany
anja@salk.edu
Primates can use different sensory signals to localize objects in the environment. Depending
on the behavioral situation, the brain chooses the modality conveying the most reliable infor-
mation to guide behavior. Accordingly, neural structures encoding signals from more than one
sensory modality are best suited for representing information about space. The posterior pari-
etal cortex (PPC) is a key structure for spatial representations. One substructure within human
and macaque PPC is the ventral intraparietal area (VIP), known to represent visual, vestibular,
and tactile signals. In the present study we were interested in the question whether VIP neu-
rons would respond to auditory stimuli and if so, in which reference frame this response would
occur.
We recorded neuronal activity in area VIP of two awake macaque monkeys and mapped
visual and auditory receptive fields within the central 60 " x60 " of space while the monkeys fix-
ated at different azimuthal positions (-10 " ,0 " ,10 " ). To map auditory responses we used a virtual
auditory environment based on the monkeys’ individually measured head related transfer func-
tions (HRTFs). We positioned white noise bursts via calibrated headphones at various virtual
positions within the mapping range. The visual responses of the cells were mapped with spa-
tially non-overlapping moving white bars. We computed receptive fields for each modality and
determined their spatial shift for different fixation positions by means of a 2D cross-correlation
analysis. This allowed us to reveal the signals’ reference frames.
Spatially localized auditory and visual receptive fields could be determined for 91 and
124 neurons, respectively. In most neurons the auditory and visual RFs largely overlapped.
Early visual areas provide position information in retinal coordinates. Auditory information is
initially encoded with respect to the head. Yet, we found that not only visual but also auditory
spatial representations were transformed into a continuum between these two reference frames.
Accordingly, our data provide for the first time experimental evidence for the hypothesis of a
simultaneous encoding of multisensory signals in different reference systems as put forward in
modeling studies on the sensorimotor function of the PPC in normal human subjects and its
malfunction in parietal patients.
Supported by: HFSP, EU-EUROKINESIS and DFG
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Expansion Plays a Role in Quickly Determining whether a Ball will Land in Front of you
or behind you
Anne-Marie Brouwer, # Joan Lope`z-Moliner, $ Eli Brenner % and Jeroen Smeets %
# MPI for Biological Cybernetics, Tu¨bingen,
$ Universitat de Barcelona, Dept. Psicologica Bsica, % ErasmusMC, Dept. Neuroscience
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Chapman [1] proposed that ball catchers run backwards when they see the projection of an ap-
proaching ball accelerate, and forwards when they see it decelerate. However, the threshold for
distinguishing acceleration from deceleration is too high to account for catchers’ performance
in selecting the appropriate running direction. We propose an alternative cue, which is based
on a combination of estimates for the ball’s horizontal and vertical speed. These estimates are
based on the rate of expansion of the ball’s projection, and its angular velocity, respectively.
In order to test this alternative cue we simulated the first 300 ms of an approaching ball on a
large screen. The rate of expansion was either simulated realistically, or else the simulated ball
either expanded too fast or too slowly. Subjects indicated whether they expected the ball to
land ahead of them or behind them. If subjects use the Chapman strategy, our manipulation
of the rate of expansion should not make a difference, because the vertical acceleration of the
projection was not varied. If they use the cue that we propose, they should be biased to respond
‘ahead’ when the rate of expansion is reduced and ‘behind’ when it was increased. We did find
such biases. However, the difference between the conditions was not as large as we predicted.
This may indicate that subjects use additional cues to estimate the ball’s horizontal speed.
[1] Chapman, S. (1977): American Journal of Physics 36, 868–870.
The first author was supported by the European Commission (Grant HPRN-CT-2002–00226)
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Does Non-Visual Motor Training Influences the Recognition of Biological Motion?
Antonino Casile and Martin A. Giese
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sity Clinic Tu¨bingen, Germany
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Introduction: Neurophysiological and fMRI studies seem to support an involvement of the
motor system in perception of biological motion. These results have been interpreted as support
for a “common coding” of perception and action [1]. One prediction of a “common coding” of
action and perception is that learning of new motor skills should influence the visual perception
of similar motor behaviors. Unfortunately most studies so far have focused on how perceptual
judgments are influenced by concurrent motor actions. Only few experiments have focused on
motor learning [2]. We evaluated this prediction by testing whether motor learning, without
visual feedback, influences the perception of biological motion.
Methods: Subjects had to discriminate between point light walkers in a same/different
paradigm. Arms and legs of point light walkers realized coordination patterns that are either
frequent, or very infrequent (i.e. implementing phase shifts between 0 and 180 deg, but main-
taining synchrony between contralateral arms and legs). Subjects were then blindfolded and
trained to execute an uncommon phase relationship with their arms. During this training only
non-visual feedback was provided. Also any cues that would provide explicit temporal rhythms
were avoided.
Results: Our preliminary data shows that before training subjects show significantly better
discrimination results for common phase relationships (close to 180 deg). After the motor train-
ing performance in the visual recognition task increases selectively for the trained unfamiliar
phase relationship, even though no visual input was provided during training.
Conclusion: Our result seems consistent with a top-down influence of internal motor mod-
els, or abstract representations for relative timing on the recognition of biological motion.
[1] Hommel, Musseler, Aschersleben and Prinz, Behav Brain Sci. 2001 Oct;24(5):849–78
[2] Hecht, Vogt and Prinz W, Psychol Res. 2001;65(1):3–14
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Where Action Impairs Visual identification—Action-Induced Blindness in Two
Event-Related fMRI Experiments
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Behavioral studies revealed an impact of action on visual perception. If participants are en-
gaged in a motor task they proved to be worse in identifying a visual stimulus (Action-Induced
Blindness effect [1,2]). In two event-related fMRI experiments healthy participants had to ac-
complish a visual identification task combined with a GO-NOGO task. Thus, we were able to
investigate the influence of a motor response on visual identification. Three different stimulus
onset asynchronies (SOAs) were used that provided different overlaps between the motor task
and the visual task. We compared visually identical trials with and without a concurrently-
performed motor response. Behavioral data revealed an impairment of visual identification in
GO trials compared to NOGO trials. This discrepancy is most pronounced at short SOAs, i.e.
when the motor task and the visual identification task processing overlap to a great extent. In a
GO vs. NOGO contrast fMRI results showed an action-dependent BOLD response modulation
in the extrastriate visual areas V3/V3A and, additionally, V4 in Experiment 2. Thus, results
demonstrated that the planning of an action has modulatory effects in brain areas concerned
with early processes in visual encoding, resulting in an identification impairment.
[1] Mu¨sseler, J. & Wu¨hr, P. (2002) In: W. Prinz & B. Hommel (eds.): Attention and Performance
XIX, Common mechanisms in perception and action (pp. 520–537). Oxford University Press.
[2] Wu¨hr, P. & Mu¨sseler, J. (2002): Visual Cognition 9, 421–457.
Multimodal Interactions: Sensory-Motor Integration 81
The Quality of Feedback does not Affect the Rate of Visuomotor Adaptation.
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Under many conditions, the human visuomotor system quickly adapts when confronted with
spatially discrepant stimuli. This adaptability can easily be demonstrated with for example
the change in pointing behavior when first wearing prism glasses. Here we asked whether
the quality of feedback, that is its reliability, has an effect on the rate of adaptation. The hy-
pothesis was that the system should adapt more quickly if the feedback was more reliable. To
investigate this question we conducted two adaptation experiments: One pointing experiment
(closed-loop), in which we measured the rate of adaptation to a lateral prismatic displacement,
and a grasping experiment (open-loop), in which we measured adaptation to a size conflict of
visually magnified objects. The experiments were conducted in three phases: A pre-adaptation
phase to establish baseline performance, an adaptation phase in which the visuomotor conflict
was introduced, and a post-adaptation phase to determine the after-effect. We determined the
rate of adaptation from the change in visuomotor behavior during the second and third phases.
In several conditions the reliability of feedback was manipulated. In the pointing experiment
we varied the feedback reliability by blurring the target stimulus, which was a Gaussian blob
of 10% contrast (sigma = 4, 32, 48 deg). In the grasping experiment we presented rectangular
blocks of five different sizes for open-loop grasping. Here the feedback was manipulated by
either adding noise to the visual display or by varying the haptic presentation time. The effec-
tiveness of all feedback manipulations was assessed by measuring discrimination thresholds.
To our surprise, in both experiments, closed-loop pointing and open-loop grasping, there was
no significant effect of the reliability of feedback on the rate of adaptation. We conclude that
the rate of visuomotor adaptation depends on the sensory estimate that determines the conflict
but not on its reliability.
82 Multimodal Interactions: Sensory-Motor Integration
Cortical Modulation of Extrageniculocortical Binocular Processing: A Comparative
Single-Unit Analysis in Pigeons (Columba Livia)
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Within the geniculocortical processing pathway visual information is transferred from retinal
ganglion cells via the corpus geniculatum laterale to V1 of the visual cortex. Furthermore, reti-
nal information becomes processed via the colliculus superior to the pulvinar, a diencephalic
nucleus, which structure and function is mainly unknown. Pigeons show homologue visual
processing pathways, but compared to mammals their optic nerves are completely crossed.
Therefore they are ideal models for studying the characteristics of neuronal cell responses in
the pulvinar during the processing and integration of visual information. We recorded from 162
single neurons in the homologue of the left and right pulvinar of 26 pigeons. During our record-
ings we stimulate the eye either monocularly or binocularly for 500 ms using a wholefield light
stimulus. Control measurements without any stimulation were done for the measurement of
spontaneous cell activity. Our results reveal a fast response component of “pulvinar” neurons
after contra- and bilateral stimulation of the eyes that can be explained by an extrageniculo-
cortical processing pathway. Moreover, many neurons (49% in the left and 22% in the right
“pulvinar”) show a second delayed response component in form of a plateau (sustained activ-
ity) after binocular stimulation of the eyes. The summation of the delayed component with the
fast extrageniculocortical response leads to a significant delay of adaptation of bilateral cell
responses. The latencies of delayed response components are compatible with the notion of
cortical feedback neurons which innervate neurons of the pulvinar via the colliculus superior.
Indeed we could demonstrate, that temporal blocking of the V1 homologue in pigeons with
lidocaine lead to a significant reduction of the amplitude of plateau components in the “pulv-
inar”. The behavioral relevance of the cortical modulation of binocular cell responses in the
extrageniculocortical pathway is still unclear. Mechanisms of attention, signal enhancement
and sensorimotor integration will be discussed.
Our research was performed under guidelines established by the German Welfare Law and
were permitted by the responsible state authority.
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Glover and Dixon [1] suggested that the effects of visual illusions on grasping vary over the
time course of the grasp movement. For example, the Ebbinghaus illusion should exert a large
effect at the beginning of the movement, while the effect should decay at the end of the move-
ment. Glover [2] interprets this result as evidence for two different processes which guide
movements: An early “planning” process which should reside in the ventral cortical pathway
and a late “control” process in the dorsal cortical pathway. In an number of experiments I
tested these claims. Participants grasped disc surrounded by Ebbinghaus figures and the tem-
poral dynamics of the grasp trajectories was determined. Grasping was performed with and
without visual feedback. Special care was taken to determine the time point at which partici-
pants touched the target object, because from this time on the measured illusion effects will be
contaminated. I found surprisingly constant illusion effects over time. This result challenges
the planning-control model.
[1] Glover, S. and Dixon, P. (2002): Perc. and Psychophysics, 64, 266–278.
[2] Glover, S. (2002): Trends in Cogn. Sci., 6, 288–292.
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It is widely accepted that our ability to direct attention towards either a specific location or
towards a specific property of our environment is essential for successfully handling the huge
amount of data being transferred from the sensory organs to the central nervous system. At-
tention is either directed as the consequence of an external event (exogeneous, bottom-up) or,
alternatively, as the consequence of internal reflections (endogeneous, top-down). Here, we ask
whether events in the environment, absolutely irrelevant for the task completion of subjects, are
able to allocate computational resources of our subjects. We speculate that this allocation might
be visible by the change of either saccadic latency or the dynamic saccadic parameters.
The IR (infra-red) tracker recordings of 7 healthy subjects revealed that target position
( *,+.- , *0/ , 5 or 10 1 ) did not affect saccade latency. None of the latencies, post-saccadic error
and the dynamic parameters (main sequence) was different when the saccade target was either
presented on a dark background or a structured background. However, if the orientation or the
luminance of all background lines was changed at the same time that the saccade target was
presented, a massive, statistically significant (ANOVA with subsequent post-hoc test, 2435-768-9+ )
increase in saccadic latency was observed. It is important to note that neither the post-saccadic
error nor the main sequence was affected in this condition. To reveal whether this increase
in saccadic latency results simply from another sensory stimulation concomitant to the target
presentation, we ran additional experiments in which we used an additional auditory stimulus
irrelevant for the saccade task. In contrast to the change in visual background property, the
saccadic latencies were not affected at all in this condition (ANOVA, 24:;-768-</ ).
We conclude that the changes in the visual background reflexively allocate computational
resources. This direction of attention is neither confined to a specific location nor to a specific
feature in the display. As a consequence of the allocation, the latency, but not the execution of
the saccades was delayed. However, this effect of re-allocation of capacity is not present across
different modalities.
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Experiments in VR are increasingly useful for research of human navigation and orientation.
But they suffer from different problems. One of these problems is the incompatibility between
field of view and real movableness. Wearing a head mounted display gives the possibility to
walk around like a pedestrian in reality. But visual field of view and resolution of the image of
the virtual world are poor. Standing in the middle of the projection sphere of a high-resolution
projection system, the optical image fills the whole field of view and the scene could look
very realistic. But is not possible to move more than one step away from the focal point
without loosing the realistic visual impression. To solve this problem, different theoretical and
practical approaches have been made. Some labs use fixed based wheelchairs or bicycles to
supply the experimental subject with some of the stimuli of real moving without leaving the
focal point. We have constructed a treadmill to give our experimental subjects the possibility
to walk freely like a pedestrian in reality. A system of infrared emitters, infrared cameras,
and scene analysing software located the longitudinal position and heading of the experimental
subject. The movement of the treadmill holds the subject regardless of his or her movement
speed in the same distance to the projection sphere. The projected image itself reacts to the
heading movements of the subject and centres his or her lateral deviations back to the middle
of the treadmill path. We present the first results with this new equipment and discus them with
respect to the usability of the equipment in navigation experiments in large-scale VR areas.
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When we perform goal-directed movements towards a moving target, a precise estimation of
the target’s velocity is essential. Earlier investigations of neuronal activity in primate area MST
have shown that neurons respond directionally selective during smooth pursuit eye movements.
Additionally, intracortical micro-stimulation (ICMS) in area MST as well as lesions in this area
were shown to affect the velocity of smooth pursuit eye movements. Here, we addressed the
following two questions:
1. In which frame of reference do area MST neurons code for the trajectory of a moving
target? 2. Are the contributions of area MST confined to the execution of eye movements or
alternatively, do they have also an impact on goal-directed hand movements elicited by moving
targets?
In our studies concerning the single-unit responses of MST neurons, we used two differ-
ent tasks: on one hand, we trained our monkeys to perform either isolated eye movements or
combined eye and head movements to track a moving target. On the other hand, we used a
combination of pursuit task and vestibular stimulation. The outcome of both series of exper-
iments indicated that single-units in area MST code for target movement within an external
frame of reference. If we applied ICMS in area MST, we were able to demonstrate that this
stimulation accelerates movements towards the preferred direction of the stimulated site. This
effect was present for eye movements as well as for hand movements. Finally, we applied tran-
sient lesions of area MST by injections of small amounts of muscimol. These lesions resulted
in deficits in the estimation of ipsiversive target velocity. This effect was again present for eye
as well as for hand movements.
We conclude from our results that the neuronal activity of primate area MST represents
target velocity in a world centered frame of reference. This information is not only used to
generate an appropriate eye movement program, i.e. smooth pursuit eye movements. In ad-
dition, this information is also used to generate goal-directed hand movements, so it might
represent a very general representation of target trajectory independent of the actual performed
tracking action.
SFB 550 / A3
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Sensation and perception always has a biomechanical basis to allow avoidance and approach,
and clearly the performance of spatiotemporal movement has to fit the spatiotemporal perfor-
mance of sensation and perception. On the biomechanical side the performance is the result of
the specific geometry of the skeleton. But vertebrate mechanics is not only the basis of move-
ment. The skeleton also has incorporated elements, which define the performance of sensation
and perception. This is the contribution of the geometry of the skeleton to sensation and per-
ception. The focus on this aspect allows to distinguish general incorporated patterns and the
pattern of higher signal processing . This distinction is very important in the construction of
autonomous robots and their self-reference, also in environmental contact and machine-man
communication.
Acoustic signals are processed in the central auditory system. But if we look at the orga-
nization of the signals, mirrored e.g. by the MIDI notation of sound, the sensation clearly has
a specific layout, which allows (or forces) to perceive the same tone in different octaves. So it
may be questioned, to understand this as a signal processing performed by the central auditory
system—or to understand this auditory sensation and perception to be forced by incorporated
patterns.
A method to evaluate this question is a generalization of the organization of sensation and
perception to fit related cranial patterns.
A good candidate for a bodily forced auditory sensation and perception is the specific
geometry of the cochlea. Its geometry visibly is the pattern of higher order sensation and
perception. Also the cochlea is part of the cranium, and thus integrated in the total vertebrate
system and it spatiotemporal performance, accordingly.
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The brain continuously makes predictions on the outcome of our behavior by resorting to in-
ternal representations (=internal models) of the input-output properties of the sensorimotor
apparatus. These predictions should be constantly optimized in order to guarantee that the
prediction matches the behavior it simulates. While intriguing, the concept of internal models
improving perception is still lacking compelling empirical support. In order to test this concept,
we studied the perception of one’s own hand movements. We wanted to know if this specific
perceptual faculty builds on an adaptable internal model of the movement and, moreover, if the
internal model facilitating perception is congruent with the one optimizing motor performance.
Seven human subjects carried out center-out pointing movements in complete darkness. Hand
position was fed back visually using a virtual-reality configuration. This allowed us to move
a visual cursor in the same plane as the hand either according to the actual movement or, al-
ternatively, according to a 30 = clockwise rotation of the cursor movement vector relative to
the hand movement vector. In the latter case, visual feedback was no longer congruent with
motor intention and proprioceptive feedback. The question was, if subjects are able to adapt
to these distortions, allowing them to attribute what they see to their own agency, an interpre-
tation which would require a modified expectation of the visual consequences of their hand
movement, i.e. a modified internal model. Indeed, when applying distorted visual feedback
the perceived pointing direction shifted significantly (p > 0.01) in the direction of the trajectory
rotation, on average 40% of the rotation of 30 = . The same perceptual reinterpretation could
be observed on catch-trials, in which no visual feedback was available (p > 0.001). As demon-
strated by controls, in which we could show that the subjective visual horizontal and vertical
are stable, the perceptual reinterpretation is not secondary to shifts of a low-level visual ref-
erence frame. Although there was a tendency for compensatory movements opposite to the
direction of the imposed rotation, these changes in movement trajectories were not statistically
significant and on average smaller than the perceptual adaptation (20% of the rotation). These
observations are in full accordance with the notion of internal models in perception. Not only
do they show that the perception of one’s own action depends on adaptable internal models, but
also they demonstrate that the internal model for perception is at least partially independent of
the one guiding the action.
Supported by EU ArteSImit, DFG GK Kognitive Neurobiologie, Schilling-Foundation and
Human Frontier Science Program.
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In the Wild West, legend has it that the guy who draws his gun first is the one who gets shot.
The idea behind this is that intentional actions are slower to execute than reactive actions. To
see if there is any truth in this notion we staged mock duels in the laboratory. Initially 12
observers were trained to make a speeded sequence of button presses for three keys located in
front of them. After subjects had become proficient at the task (40 minutes training), we paired
them up and they dueled against each other. The two subjects in a duel had different roles:
one was the initiator and the other the reactor. A computer randomly determined which subject
was the initiator on every trial. Initiators were free to start their movement sequence when they
wanted. Subjects played against each other to be first to complete the movement sequence. The
first person to complete the sequence scored points off the other player. Reactors rarely beat
initiators (i.e. reactors normally got shot); however, the within-subject analysis of movement
times made when the subject was the reactor versus the initiator suggested an average of a
20ms advantage for reactive movements. These preliminary results suggest that even though
the guy who draws second gets shot, reactive movements may be faster than intentional ones.
The author is supported by an Alexander von Humboldt Research Fellowship.
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Motor Significance Overrides Attentional Modulation—Premotor Cortex Investigated
with fMRI
Uta Wolfensteller, Ricarda I. Schubotz and D. Yves von Cramon
MPI of Cognitive Neuroscience, Leipzig
wolfen@cns.mpg.de
The lateral premotor cortex is known to be modulated by attention to different stimulus prop-
erties. This has been suggested to reflect a representation of perceived stimuli according to a
habitual pragmatic body map. We used functional magnetic resonance imaging (fMRI) to in-
vestigate whether an arbitrarily assigned motor significance for a particular stimulus property
influences the premotor activation during a purely perceptual serial prediction task. To this end,
subjects trained a sensorimotor mapping linking either four objects of different size or four spa-
tial orientations to the four fingers of one hand. We employed a two by two mixed design with
between-subject factor TRAINING (motor significant stimulus property object size vs. spatial
orientation) and within-subject factor PROPERTY (attended stimulus property object size vs.
spatial orientation). During the experiment, all subjects performed in both serial prediction of
object sizes as well as of spatial orientations. Additionally, we introduced catch trials (11%)
for the motor significant property, where subjects were required to reproduce the encoded se-
quence, in order to test the sensorimotor mapping. In a first step, activation during encoding
a sequence was contrasted with activation in control trials separately for sequences with and
without motor significance. In the following, these contrasts were compared between subjects
who were attending to object sizes and subjects who were attending to spatial orientations.
We expected attending to object sizes to elicit more ventral premotor activation as compared
to attending to spatial orientations, which we expected to elicit more dorsal premotor activa-
tion [1]. Results showed that this pattern was present in trials without a motor significance,
whereas it vanished in trials with a motor significance. These results were further confirmed
by discriminant analyses on sagittal and axial location of individual activation peaks. Subjects
attending to objects could be discriminated from subjects attending to spatial orientations on
the basis of their axial location within the left hemisphere in trials without motor significance,
while this was impossible in trials with motor significance. Moreover, the mean coordinate of
maximal activation in trials with motor significance was located in a more dorsal part of the
premotor cortex, regardless of whether subjects attended to object sizes or spatial orientations.
Thus, an arbitrarily assigned motor significance influences premotor activation, overriding the
property specificity. This points to an extreme flexibility of premotor cortex in the adaptation
to different task demands.
[1] Schubotz, R.I. and von Cramon, D.Y. (2001): Brain Res Cogn Brain Res.11, 97–112
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The Simon effect consists of faster responses to the color (or another non-spatial feature) of
spatially corresponding stimuli than to spatially non-corresponding stimuli. Recently, several
studies observed the Simon effect after corresponding predecessor trials, but not after noncor-
responding predecessor trials. To explain these sequential modulations, Stu¨rmer et al. [1] pro-
posed a mechanism modulating the ability of stimulus position to automatically activate a re-
sponse. The present study investigated which events are effectively triggering this mechanism.
Possible triggers are the (non-) correspondence between stimulus and response position, or
the (non-) correspondence between the response activated by stimulus color, and the response
activated by stimulus position. To test between these hypotheses, a Simon task was used, in
which both stimuli and responses varied in color (participants wore colored gloves) as well
as in horizontal position. In the same-color task (e.g. green stimulus—green response/hand) a
normal Simon effect showed up after corresponding trials, but no effect occurred after noncor-
responding trials. In the alternate-color task (e.g. green stimulus—red response/hand) no effect
occurred after spatially corresponding trials, whereas an inverted Simon effect was found after
noncorresponding trials. Additional analyses showed that repetition (or alternation) effects did
not affect the results. The results are consistent with a conflict-monitoring mechanism as an
explanation for sequential modulations of the Simon effect [1]. Moreover, these results sug-
gest that the relationship between the response activated by stimulus color and the response
activated by stimulus position triggers the conflict-monitoring mechanism. Yet the results are
also consistent with an alternative, feature-integration account for sequential modulations of
the Simon effect [2].
[1] Stu¨rmer, B., Leuthold, H., Soetens, E., Schro¨ter, H., & Sommer, W. (2002). JEP:HPP, 28, 1345–
1363.
[2] Hommel, B., Proctor, R.W., Vu, K.-P.L. (in press). Psych. Res. (published online, 6 May 2003).
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Does Covert Attention Impair the Temporal Resolution of the Visual System? Not
Always!
Elisabeth Hein, Bettina Rolke and Rolf Ulrich
Eberhard Karls Universita¨t Tu¨bingen
elisabeth.hein@uni-tuebingen.de
When covert attention is oriented to a particular location in space, a stimulus at this location is
easier to detect and to identify. Thus the bulk of studies on visual attention clearly supports the
notion that attention enhances the spatial resolution of the visual system. Recently, however,
Yeshurun and Levy [1] reported that covered attention impairs the temporal resolution of the
visual system. When their subjects attended the stimulus location, the detection of a single
temporal gap within an otherwise continuous stimulus was lowered. To assess whether this
surprising finding generalizes to another temporal discrimination task, we examined the in-
fluence of covert visual attention on temporal-order judgments. In a first experiment, subjects
judged the temporal onset order of two adjacent dots. An exogenous cue shifted attention either
toward the target location (valid trials) or toward the non-target location (invalid trials). Con-
sistent with the results of Yeshurun and Levy [1], discrimination of temporal order deteriorated
in the valid condition. In a second experiment, we also employed neutral cueing conditions
to assess temporal interference effects. The results of this experiment, however, suggest that
the negative cueing effect in our first experiment is due to non-attentional interference, which
degrades performance at the cued location. The whole pattern of our study supports the notion
that attention does not generally impair the temporal resolution of the visual system.
[1] Yeshurun, Y. and Levy, L. (2003): Psychol Sci. 14, 225–31
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Statistical Structure and Serial Learning in Children
Claudia Martin
University of Wuerzburg, Germany
martin@psychologie.uni-wuerzburg.de
Serial learning has recently been predominantly investigated with the serial choice reaction task
(SRT): Individual stimuli are successively presented to participants. The participants are re-
quired to react to the stimuli as quickly as possible with different responses. Typically, a screen
is used for the presentation of stimuli and key pressings on a keyboard are the corresponding
responses. Reaction times and error rates are measured. In general, statistical structures in
the sequence of stimuli and responses decrease reaction time, indicating sequential learning.
Moreover, it has also been shown that learning is caused by redundancies in the sequence of
stimuli as well as in the sequence of responses. However, it is still an issue as to whether or
not serial learning of stimulus and response sequences is based on a single learning mechanism
and how this learning process develops. In the present experiments, the sequences of responses
(Study 1) and the sequences of stimuli (Study 2) were separately varied. The statistical struc-
tures of stimuli and responses, including frequencies (condition a) and transitions (condition
b), were also separately varied in each study. A total of 24 six-year-old children, 24 eight-
year-old children, 24 ten-year-old children and 24 adults took part in each study. In the current
SRTs, 16 cards from a deck of playing cards with four numbers (1, 2, 3, 4) and four colors
(red, green, yellow, blue) were used as stimuli. Four different keys of a keyboard were the re-
spective responses. In Study 1, neither age nor condition had a significant effect on the results.
Children and adults performed equally well. They displayed explicit knowledge and a structure
specific decrease in reaction time during the task. In Study 2, children’s learning was effected
by frequencies, but not by transitions, and the children showed implicit knowledge of the fre-
quencies. Adults demonstrated explicit learning of both varied statistical structures. In both
studies, children’s reaction times were consistently slower than adults’ reaction times, however
the error rates were nearly the same. In conclusion, the results show that, when frequencies
and transitions are investigated separately, children and adults differ with respect to stimulus
learning. With regard to response learning, however, children and adults perform comparably.
Therefore, statistical regularities as frequencies and transitions, and variations in stimulus and




Processing of Shape from Coherent Motion in the Human Visual Cortex.
Christian F. Altmann and Zoe Kourtzi
MPI for Biological Cybernetics, Tu¨bingen
christian.altmann@tuebingen.mpg.de
Interactions in our dynamic environment require that the visual system processes both the shape
and motion of objects. Different cortical areas have been proposed to be involved in the pro-
cessing of visual motion (hMT+/V5 = human middle temporal homologue), kinetic boundaries
(KO = kinetic occipital) and object shape (LOC = lateral occipital complex). The goal of this
study was to investigate whether these areas are involved in the perception of shapes defined
by motion coherence. To this end, we used human event-related fMRI and employed stimuli
in which the shape was defined by the relative motion of random dots in the shape and the
background. We manipulated the perception of these shapes by independently varying the mo-
tion coherence of the dots in the shape and the background. Increased motion coherence in
either the shape or the background improved the behavioral performance of the observers in a
shape categorization task. FMRI responses in the LOC and KO were consistent with the be-
havioral performance; that is, enhanced fMRI responses were observed with increased motion
coherence in either the shape or the background. Interestingly, hMT+/V5 showed activation
patterns similar to the LOC, suggesting strong interactions between ventral (LOC) and dorsal
(hMT+/V5) visual areas in the perception of shape from motion. To further investigate shape
representations from motion in the different visual areas we tested for selectivity for shape and
motion direction information. To this end, we used an fMRI adaptation paradigm in which
lower fMRI responses are observed for two identical than two different stimuli presented con-
secutively in a trial. Recovery from adaptation was observed across changes in shape in the
LOC, KO, and hMT+/V5, but not in early visual areas. In a third study, we tested whether
shape and motion related areas are selective for the 3D structure of shapes. To this end, we
employed an fMRI adaptation paradigm and similar stimuli as in the two previous studies. In
addition, these stimuli were rendered with 3D structure using horizontal disparity cues. Re-
covery from adaptation was observed across changes in 3D structure in the LOC, KO, and
hMT+/V5. In summary, these findings suggest that not only object (LOC) but also motion-
related areas (hMT+/V5) are involved in the selective representation and perception of shapes
defined by coherent motion.
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Temporal Instability in Amblyopic Vision
Claudia Ba¨umer, Constantin Sarbu and Ruxandra Sireteanu
MPI fu¨r Hirnforschung, Frankfurt
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Two different methods were used for the evaluation of spatial and temporal distortions in stra-
bismic and anisometropic amblyopic vision. In both, the quantitative and qualitative procedure,
main focus was on the temporal instability which has been reported quite often in amblyopic
research but never investigated in detail. First, the amblyopic participants were asked to de-
scribe their subjective percept of patterns of different spatial frequencies. Three out of four
strabismic and two out of three strabismic-anisometropic amblyopes and only one out of four
anisometropic amblyope sensed temporal instability. This was only true for the higher spatial
frequencies, spatial distortions in low spatial frequency had a stable character. The type of tem-
poral instability was twofold: either the whole pattern was perceived as jittering or some lines
or parts in the pattern were perceived as moving. Second, we used a circle-construction-method
to acquire quanitative data of the spatial distortions and spatial uncertainty in the amblyopic
eye. The subjects had to reconstruct circles with different radii point by point monocularly with
each eye. Radius of each circle was presented visually, the twelve different points of the circles
were marked by a recorded voice presented through loudspeakers. Considerable distortions and
spatial uncertainty were shown in the amblopic eye for strabismic and strabismic-anisometropic
amblyopes. Anisometropic amblyopes did not exhibit significant spatial distortions. Subjects
who perceive temporal instability showed an additional significantly lowered performance in
adjusting the angle of the auditivley presented points. These results suggest that amblyopes
with temporal distortions need visual assistance for handling the construction task. Further ex-
periments need to be conducted to confirm our data and corroborate the results of quantitative
and qualitative methods.
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Quantification of Anterogradely Stained Axons in the Cerebral Cortex
Denis Chaimow and Almut Schu¨z
MPI for Biological Cybernetics, Tu¨bingen
denis.chaimow@tuebingen.mpg.de
One of the main features of the cerebral cortex is its vast internal connectivity. Understanding
this connectivity will most likely play a major part in understanding cortical function. Theo-
retical studies based on quantitative neuroanatomical data are one important approach to reveal
fundamental processing principles in this complex structure. In order to provide such data,
we are studying cortico-cortical connections in the mouse cortex by way of the anterograde
tracer BDA (biotinylated dextran amine). One of the aims of this study is to gain knowledge
about the strength of connections between distant places in the cortex. The number of synapses
one region makes with another is closely related to the total length of axonal ramifications the
projecting neurons make in that terminal region. This implies that the density of these ax-
onal ramifications reflects the influence from the injection site onto this region. Therefore, the
length and density of labeled axons in a terminal region is a measure of the connectivity from
the site of injection to this region. A method was developed for estimating axonal length den-
sity (length per volume) of stained axons in regions of termination using stereological priciples
(i.e. deriving higher dimension features based on measurements made in a low dimension). The
method consists mainly of counting intersections between labeled axons and specially designed
test lines, providing a simple quantification of tracing results.
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Shape Processing in Basic Level Categorization—An fMRI Investigation
Christoph Dahl, ? Markus Graf, ? Michael Erb, @ Zoe Kourtzi, ? Wolfgang Grodd @ and
Heinrich H. Bu¨lthoff ?
? MPI for Biological Cybernetics, Tu¨bingen,
@ Abteilung fu¨r Neuroradiologie, Universita¨tsklinikum Tu¨bingen
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How is basic level categorization achieved in the human brain? Deforming shape (morphing)
transformations are well suited to describe the shape variability of members of common basic
level categories. Behavioral experiments showed that categorization performance deteriorates
systematically with increasing amount of morph transformation [1, 2]. A possible explana-
tion for these findings is that categorization relies on time-consuming compensation processes
(deformable template matching). If spatial compensation processes are involved, then catego-
rization might not only comprise the ventral visual pathway, as generally assumed, but also the
dorsal stream. We investigated this question with functional MRI.
Objects from 25 common basic level categories were generated by morphing between two
members of the same category (using 3ds max). Eleven subjects participated in two tasks,
starting with the categorization task. Subjects had to decide as fast as possible whether two
sequentially presented objects belonged to the same basic level category. The transforma-
tional distance between category members was varied (event-related design). In a second task,
the same observers perceived intact morphing sequences, scrambled morphing sequences, and
static presentations of different morph exemplars (block design). fMRI data were acquired on a
3T scanner (Siemens Trio), measuring 24 slices of 64x64 voxels every two seconds (resolution
of 3x3x5 mm A ).
In the categorization task, the response latencies for same trials increased with increasing
morph distance between two category members. Correspondingly, the contrast long vs. short
morph distance revealed an increasing BOLD signal in LOC (lateral occipital complex). More-
over, activation increased also in the superior parietal cortex (BA 7) and in the frontal cortex
(BA 44). Control analyses showed that this pattern of activation cannot be reduced to task
difficulty, or increasing dissimilarity between the objects. In the second task we found dorsal
activation for the comparison between intact vs. scrambled morphing sequences. This activa-
tion spot was close to the dorsal activation in the categorization task, but was not identical.
The results suggest that basic level categorization is not limited to the ventral pathway,
but rather relies on a network of ventral, dorsal and frontal activation. The activation within
this network is systematically dependent on the amount of shape transformation. The dorsal
activation seems related to compensational processes taking place in parietal cortex, i.e. spatial
(deforming) transformation processes. These findings are in accordance with an alignment
approach of object recognition and categorization.
[1] Dahl, C., Graf, M. & Bu¨lthoff, H.H. (2003). Perception 32 Supplement, 117.
[2] Graf, M. (2002). JoV, 2(7), 691a
This work was supported by the Max Planck Society, by the European Commission (IST 2000–
29375 COGVIS), and by the DFG grant TH 812/1–1.
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Selective Attention to Auditory Stimuli: a Brain-Computer Interface Paradigm
N. Jeremy Hill, B T. Navin Lal, B Michael Schro¨der, C Thilo Hinterberger, C Niels Birbaumer C
and Bernhard Scho¨lkopf B
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During the last 20 years several paradigms for Brain Computer Interfaces have been proposed—
see [1] for a recent review. They can be divided into (a) stimulus-driven paradigms, using e.g.
event-related potentials or visual evoked potentials from an EEG signal, and (b) patient-driven
paradigms such as those that use premotor potentials correlated with imagined action, or slow
cortical potentials (e.g. [2]).
Our aim is to develop a stimulus-driven paradigm that is applicable in practice to patients.
Due to the unreliability of visual perception in “locked-in” patients in the later stages of disor-
ders such as Amyotrophic Lateral Sclerosis, we concentrate on the auditory modality. Specifi-
cally, we look for the effects, in the EEG signal, of selective attention to one of two concurrent
auditory stimulus streams, exploiting the increased activation to attended stimuli that is seen
under some circumstances [3].
We present the results of our preliminary experiments on normal subjects. On each of
400 trials, two repetitive stimuli (sequences of drum-beats or other pulsed stimuli) could be
heard simultaneously. The two stimuli were distinguishable from one another by their acoustic
properties, by their source location (one from a speaker to the left of the subject, the other from
the right), and by their differing periodicities. A visual cue preceded the stimulus by 500 msec,
indicating which of the two stimuli to attend to, and the subject was instructed to count the
beats in the attended stimulus stream. There were up to 6 beats of each stimulus: with equal
probability on each trial, all 6 were played, or the fourth was omitted, or the fifth was omitted.
The 40-channel EEG signals were analyzed offline to reconstruct which of the streams was
attended on each trial. A linear Support Vector Machine [4] was trained on a random subset of
the data and tested on the remainder. Results are compared from two types of pre-processing
of the signal: for each stimulus stream, (a) EEG signals at the stream’s beat periodicity are
emphasized, or (b) EEG signals following beats are contrasted with those following missing
beats. Both forms of pre-processing show promising results, i.e. that selective attention to
one or the other auditory stream yields signals that are classifiable significantly above chance
performance. In particular, the second pre-processing was found to be robust to reduction in
the number of features used for classification (cf. [5]), helping us to eliminate noise.
[1] T. M. Vaughan et al. (2003): IEEE Transactions on Rehabilitation Engineering 11(2):94–109
[2] N. Birbaumer et al. (2000): IEEE Transactions on Rehabilitation Engineering, 8(2):190–193
[3] S. Hillyard et al. (1973): Science 182:177–80
[4] B. Scho¨lkopf and A. Smola (2002): Learning with Kernels. MIT Press Cambridge
[5] T. N. Lal, et al (2003): Support Vector Channel Selection in BCI. [submitted]
Thanks to Kuno Kirschfeld and Bernd Battes for use of their laboratory.
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Cerebellar dysfunctions can cause disturbances of gait by causing disequilibrium, and by al-
tering the leg and trunk kinematics and interlimb coordination (for review: [1]). Such distur-
bances are characterized by an instable stumbling walking path, increased step width, and a
high variability of gait. Few approaches for quantitative description of cerebellar gait patterns
have been proposed. In particular the disturbances caused by impairment of limb coordina-
tion cannot be appropriately described by elementary features used in classical gait analysis
[2],[3]. For a more accurate characterization of coordination changes it seems desirable to take
the full spatio-temporal characteristics of the movement trajectories into account. To model
such spatio-temporal characteristics we applied the method of Hierarchical Spatio-Temporal
Morphable Models (HSTMMs) [4],[5] that generates accurate models of complex trajectories
by linear combination of example patterns. In this way complex trajectories can be mapped
onto low-dimensional parameters that characterize or pathological changes of movement pat-
terns. The linear combination model is defined by the weighted linear superposition of spatio-
temporal correspondence fields between the example patterns and a reference trajectory.
For the analysis of cerebellar walking disorders we trained a HSTMM with prototypical
examples trajectories from cerebellar patients, Parkinson patients, and normal controls (3 per
class). Walking movements were recorded with a VICON motion capture system. The linear
combination model obtained was used to approximate new trajectories. The resulting linear
weights were mapped onto a score that describes the degree of cerebellar disease using nonlin-
ear regression techniques. This score was correlated with the ratings of the same patients on the
common clinical ataxia scale ICARS [6]. The algorithm was tested with different feature sets
in order to determine feature combinations that are optimally suited for the characterization of
cerebellar gait disorders.
For the evaluation of the method we analyzed 12 cerebellar patients. The scores obtained
using HSTMM correlated highly with the clinical ICARS scale (Spearman rank correlation:
rs= 0.9, p D 0.01). Ongoing work focuses on finding feature sets that are maximally predictive
for subsets of items from the ICARS scale that characterize balance and coordination problems
respectively.
[1] Diener, H. C. and Dichgans, J. (1999): In:Clinical Disorders of Balance, Posture and Gait. Ox-
ford University Press, 147–156
[2] Morton, S. M. and Bastian, A. J. (2003) Journal of Neurophysiology, 89:1844–1656
[3] Stolze, H. et al. (2002): Journal of Neurology Neurosurgery and Psychiatry, (77):310–312, 2002.
[4] Giese, M. A. and Poggio T. (2000): International Journal of Computer Vision, 38 (1), 59–73.
[5] Ilg, W. and Giese, M. A. (2002): In: Biologically motivated Computer Vision; Springer, Berlin,
528–537.
[6] Trouillas, P. et al. (1997) Journal of the Neurological Sciences, 145,:205–211
Supported by the Deutsche Volkswagenstiftung and the Hermann and Lilly Schilling Founda-
tion
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Can Visual Stimuli Affect the Phase of Brain Oscillations?
Kuno Kirschfeld
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The function of brain oscillations is seen in the context of various sensory, behavioural or
cognitive states, and for the visual system a number of hypotheses have been proposed based
on synchronized activity of different populations of neurons . A prerequisite for the type of
synchronisation suggested is that visual stimuli are capable of affecting (resetting) the phase of
brain oscillations.
A change in the phase of brain waves assumingly also occurs in the “Berger effect” : If ob-
servers open their eyes, the amplitude of EEG oscillations in the alpha band (8 13 Hz) decreases
or disappears completely. One interpretation is that due to visual stimulation oscillations in dif-
ferent neurons or neuronal populations are desynchronised.
For a functional interpretation of brain oscillations it therefore seems crucial to find out
whether or not the phase of these brain oscillations can be affected by visual stimuli. To answer
this question one has to examine whether brain waves are generated by linear or nonlinear
mechanisms. If they are due to linear band pass filtering or linear oscillators, no phase resetting
is possible, as the superposition law holds: the response to a stimulus is just superimposed on
the ongoing oscillation, no phase resetting is possible. In contrast, in nonlinear oscillators (as
described e.g. by the van der Pol equation), phases can be reset e.g. by an impulse.
We analysed the question of linearity of alpha waves by investigating whether or not the su-
perposition law holds: Light flashes were presented randomly, as usual, or at particular phases
of the alpha waves. The result: the evoked potential to a flash, given at a particular phase,
basically is the superposition of the alpha wave and the evoked potential to flashes presented
randomly (which is without alpha contribution). This holds only, however, if one assumes
that within 200 to 300 ms after a light flash the amplitude of alpha waves decreases in a flash
intensity dependent degree.
Conclusion: the phase of alpha, perhaps also of gamma waves cannot be reset by visual
stimuli. This questions existing theories about the function of these waves. The “Berger effect”
is not due to event related de- synchronisation. The amplitude of alpha waves after a flash are
reduced in the same way as that of evoked potentials, due to the loss of sensitivity by light
adaptation.
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Elektrophysiologisches Labor, Uni-Augenklinik, Freiburg
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Background. Ambiguous figures (e.g. the Necker cube) fascinate observers because perception
spontaneously changes while the observed figure stays unchanged. Event related potentials
(ERPs) can trace the time course of the neural processes underlying perception. To synchro-
nize EEG averaging to such endogenous reversals we used the fact that reversals typically occur
at stimulus onset after a brief blank period. Using this technique we had found ERP correlates
to the perceptual reversal of the Necker cube, beginning with a surprisingly early component
(120 ms after onset), which occurred at occipital locations only [1]. We here present results
of ERP experiments with the famous “Mother and Daughter in Law” figure [2]. Methods. An
ambiguous “Mother and Daughter in Law” figure appeared repeatedly for 800 ms after blank
periods of 40 ms. Our subjects indicated whether they perceived a “reversal” at stimulus-onset.
EEG was recorded from 7 channels in 16 subjects; the difference traces between reported
“reversal” and “stability” were analyzed. Results. The first significant signal (p E 0.01) after
stimulus-onset regarding the difference traces (reversal minus stability) occurred at 110 ms at
the occipital location. It was followed by signals at temporal, frontal and frontopolar positions
around 100 ms later. Discussion. We interpret the earliest occipital signal as a direct corre-
late of the neural processes underlying perceptual reversals. Timing, location and polarity of
this signal is similar to a signal found with reversals of Necker cubes. Early processing in vi-
sual areas seem to be necessary for disambiguation of both, geometric ambiguous figures (e.g.
Necker cube) and “semantic” figures like the “Mother and Daughter in Law”. The signals at
the temporal locations may reflect neural activity in areas that are known to be active during
processing of faces (e.g. [3]). Neural processes in higher cortical areas (temporal and frontal)
seem to be secondary to the initial early occipital activity.
[1] Kornmeier, J. & Bach, M. (2003): Psychophysiology 40.
[2] Boering, E.G. (1930): A new ambiguous figure. Am. J. Psychol. 42: 444–445.
[3] Eimer, M. (2000): Cogn. Brain Res. 10: 145–158.
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The thalamus has a key position in information processing in the brain: first, it is the major
gateway for sensory information to the cortex. Second, thalamo-cortical pathways are recipro-
cated by massive feedback connections from the cortex back to the thalamus. Thalamic relay
neurons are coupled to cortical neurons, as well as to the inhibitory neurons of the reticular nu-
cleus of the thalamus and the resulting reciprocal interactions generate synchronous oscillatory
patterns in the thalamo-cortical system depending on input frequencies, phase deviations, and
delay time. We present a simple model of the thalamo-reticular system based on the Wilson-
Cowan model of neuronal oscillatory behavior and show how different input patterns result
in several spatio-temporal patterns of synchronous activity. A main finding of the numerical
simulations is that the network connectivity and the intrinsic oscillatory properties result in
distinct characteristic collective spatio-temporal behavior within the network. By studying dif-
ferent connectivity schemes comparable with lesionated or damaged brain regions our results
are in good agreement with experimental results, for example suppressing sensory input results
in temporal oscillatory activity in the beta and gamma range and a strong spatial dependence
of the network dynamics.
[1] Borisyuk, R. M., Hoppensteadt, F. C. (1999). Biol. Cybern. 81, 359–371
[2] Contreras, D., Steriade M. (1997). Neurosci. 76, 11–24
[3] Grossberg, S. (1988). Neural Netw. 1, 17–61
[4] Jones, E. G. (2001). Trends. Neurosci. 24, 595–601
[5] Schwarz, J., Sieck, A., Dangelmayr, G., Stevens, A. (2000). Biol. Cybern. 82, 231–245
[6] Schwarz, J., Bra¨uer, K., Dangelmayr, G., Stevens, A. (2000). J. Phys. A: Math. Gen. 33,
3555–3566
[7] Traub, R. D., Miles, R. (1991) Neuronal Networks of the Hippocampus. Cambridge University
Press, Cambridge
Perceptual Neuroscience 107
Blindsight, the Pupil, and the Stimulus Probability Effect.
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Blindsight is the capacity of patients with visual field defects from retro-geniculate lesions to
respond to visual stimuli they do not consciously see (Stoerig & Cowey, 1997, for review). It
can be assessed with psychophysical as well as –physiological methods. To learn whether the
pupil displays better sensitivity to stimuli presented in the blind field, we here tested a hemi-
anopic patient (HK) in a detection task while simultaneously recording his pupillary responses.
In a 2AFC paradigm, a grey disk disc (5 F diameter, 19 cd/m, delta t 300ms, 8.9 F eccentric-
ity on the horizontal meridian, background 77cd/m2) appeared in pseudo-random alternation
with blank trials. Targets and blanks were announced by a brief beep, and HK pressed differ-
ent buttons to indicate whether or not he thought a stimulus had been presented. We varied
the stimulus probability (20, 35, 50, 65 and 80% targets), and gave feedback in half of the
42 series of 100 trials each. Only when no feedback was given was HK not informed about
the stimulus probability. During the behavioural tests pupil responses were recorded with an
infra-red eye tracking system (I-View-System; SMI) that also served to control HK’s fixation.
Psychophysical detection results were highly significant throughout, regardless of whether he
knew the stimulus probability or received feedback. Especially when no feedback was given
he produced very few false alarms. When he missed a target—32% overall—pupillometry still
revealed a probability-dependent effect of the stimulus. This task-evoked pupillary response
(TEPR), a dilation, is well-described for normal-sighted subjects (Qiyuan, 1985), but has to our
knowledge not previously been described to occur in cortically blind fields. In addition, and in
contrast to published reports of a close similarity between pupillometrically and psychophysi-
cally determined sensitivity (Weiskrantz, 19992), our results show that the pupil responds even
when the subject fails to detect the stimuli.
[1] Qiyuan J et al. (1985). Psychophysiology. 22: 530–534.
[2] Stoerig P, Cowey A (1997). Brain 120:535–559.
[3] Weiskrantz L (1999). Consciousness Lost and Found. p.71; Oxford University Press.
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Although recent findings point to the great compensatory potential of the developing brain,
the mechanisms of the functional plasticity and, in particular, limitations on it remain largely
unknown. Periventricular leukomalacia (PVL), a subcortical lesion pattern of early origin and
high structural homogeneity [1,2] serves a proper model for addressing this issue. Here, we
ask whether and, if so, how cortical brain activity might be modulated by congenital bilateral
damage to periventricular regions. With this purpose, we assessed the changes in the neuro-
magnetic cortical responses during visual perception of biological motion. Adolescents with
bilateral PVL and matched healthy term-born controls saw a randomized set of 200 stimuli
consisting of a point-light canonical walker and a scrambled configuration for which the spa-
tial positions of dots were randomly rearranged on the screen.. Each stimulus appeared very
briefly, for 650 ms, on a blank screen. Participants performed a one-back repetition task: they
pressed a button following the offset of the second of two consecutive identical stimuli of each
type [3]. We calculated the miss (and false alarm) rate as a ratio of the number of failures
to respond to the second identical stimulus of this type to the total number of the required
responses. Patients had greater number of misses than controls in response to the point-light
walker, whereas no difference was found between the patients and controls in response to the
scrambled configuration. Overall, the psychophysical data nicely dovetail with the MEG re-
sponse: At several latencies (in particular, at 140–180 ms post-stimulus) the brain activation
in response to biological motion over the parietal sensors was weaker in patients, but did not
differ between the patients and controls in response to the scrambled noise. Overall, the data
suggest that integration of the local motion of dots in different locations into a cohesive per-
cept of a point-light walking figure is compromised in patients with congenital periventricular
brain damage. Moreover, this is the first evidence that periventricular lesions specifically affect
cortical brain activity.
[1] Kra¨geloh-Mann, I. (2002): Acta Paediatr 91, 1285–1287.
[2] Pavlova, M. et al. (2003): Brain 126, 692–701.
[3] Pavlova, M. et al. (2004): Cereb. Cortex 14, in press.
Supported by the Medical School of the University of Tu¨bingen (fortune-Program 1262) and
by the DFG.
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Problem. The application of fast visual stimulation rates and the recording of steady-state VEPs
is a useful paradigm to study the visual system. One of the advantages is the easy evaluation of
the response via Fourier analysis. For conditions near threshold, statistical tests are available
that evaluate whether a response is significantly different from noise. These tests exploit the
scatter of all individual trials within the complex Fourier plane. However, individual trials
may be contaminated by trend artefacts induced by eye movements. The easiest method for
trend rejection is to subtract the linear increments or decrements from the VEP waveforms.
However, this procedure might introduce additional contaminations of the Fourier components
whenever the VEP recording interval does not contain an integer number of cycles of the mains
interference at 50 Hz. We here present a method to decouple both types of trend artefact and to
remove them from the VEP recording.
Methods. We introduced (A) a linear trend function, (B) a 50 Hz sine function, and (C)
a 50 Hz cosine function as three base functions. After orthogonalizing these new functions
with the sine and cosine functions of the standard Fourier transform, we achieved a new set of
base functions for a combined analysis of response magnitude, trend, and mains interference.
To test this modified Fourier transform, we synthesised VEP waveforms by adding trends and
mains interferences with varying relative weights to a VEP response of given magnitude. The
data were analysed with a standard Fourier transform and with the modified Fourier transform.
Results. Significant differences were found between the given VEP magnitude and the
VEP estimate after standard Fourier analysis. In contrast, the modified Fourier transform was
able to predict the given VEP magnitude exactly, regardless of the amount of trend and mains
interference.
Conclusions. The modified Fourier transform is a helpful tool to separate trend artefacts
from steady-state VEP recordings. As the analysis of individual VEP trials is required to sepa-
rate a low magnitude response from noise, the new trend rejection method may help to improve
the objective estimation of sensory thresholds.
DFG Me1158/2–1
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Sensory Saltation on the Abdomen
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Research is presented on the psychophysics of sensory saltation, one of several spatiotempo-
ral illusions [1]. In saltation subjective localization of a cutaneous stimulus is altered by a
second stimulus at a different place following the first one closely in time. The amount of mis-
localization decreases linearly with the stimulus onset asynchrony (SOA). According to neu-
rophysiological evidence, saltation can be explained by quantitative dynamic behavior of the
neural network in the primary somatosensory cortex [2]. The psychophysical characteristics of
saltation may be used to quantify the dynamic behavior of this network noninvasively. Assum-
ing that neural behavior of the network leads to spatial anisotropy due to temporally associated
stimulation, we expected that in saltation the amount of mislocalization not only depends on the
SOA, but on the orientation of the stimulus pattern in relation to the body axes. The abdomen
was chosen as stimulus area because previous studies focused on extremities show that subjec-
tive localization is affected by the position of the limb in relation to the trunk [3]. Studies using
truncal stimuli, however, are rare [4]. We applied a stimulus sequence, consisting of a warning
stimulus (S0) and two short stimuli 7cm apart (S1, S2) in a repeated measurement design (29
healthy subjects), varying time delays between S1 and S2 (SOA: 57–500ms) and sequence of
the stimuli in relation to the longitudinal body axis (direction “upwards”: S1 near the spina
iliaca anterior superior, S2 near the costal arch; direction “downwards”: S1 near the costal
arch, S2 near the spina iliaca anterior superior). In all subjects an effect of SOA—saltation
effect—could be elicited. The amount of mislocalization of S1 towards S2 increased linearly
with a decreasing SOA. Furthermore direction had an effect on the amount of mislocalization,
showing a greater amount of mislocalization of S1 towards S2 in direction “downwards”. We
hypothesize that this effect reflects anisotropic distribution of the spatiotemporal tactile map of
the abdomen.
[1] Geldard, F.A. and Sherrick, C.E. (1972): Science. 178, 178–179
[2] Wiemer, J.C. et al. (2000): Biological Cybernetics. 82, 173–187
[3] Stolle, A.M. (2003): PhD Thesis, Faculty of social science, University of Mannheim
[4] Tan, H.Z., Lim, A. and Traylor, R. (2000): Proceedings of the ASME Dynamic Systems and
Control Division. 69(2), 1109–1115
DFG Ho 904/10–1 & 10–3
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Introduction: The binding problem The mammalian brain analyzes features of the outer world
in separate parts of the brain in parallel. How these features are bound to the percept of a
unique object is known as the binding problem. Whereas the neural mechanisms underlying
feature binding are heatedly debated less is known about the spatio-temporal characteristics
of binding itself. Here, we focus on one of the very basic binding processes, namely, feature
fusion. In feature fusion two elements are rapidly presented one after the other at one spatial
position. Because of rapid presentation only one element is perceived combining the features
of both elements [1]. To test feature binding we used a vernier discrimination task.
Materials and Methods: A vertical vernier consists of two abutting lines slightly offset in
the horizontal direction. If this vernier is followed by another vernier, with offset in the op-
posite offset direction, only one vernier is subjectively perceived which combines both offsets.
Feature fusion has occurred. The second anti-offset vernier is called the antivernier. Offset
size of vernier and anti-vernier was identical in all experiments. Vernier segments were 600”
long and separated by a small vertical gap of 60”. The task of the observers was to indicate
the offset direction of the fused vernier. We used vernier and anti-vernier durations of 40/20ms
or 40/25ms, depending on observer, yielding to a performance level of 50%, i.e. offsets cancel
each other. To probe the time course of feature fusion, we masked the two verniers by either
a light masking field or by a single magnetic pulse (TMS) over the occipital lobe for vari-
ous SOAs (stimulus-onset-asynchrony). Light masks had a length of 1260 1260 arc seconds
and were presented for 20ms. Magnetic stimulation was applied with a Medtronic MagPro
stimulator and the standard figure-eight coil. Intensities were adjusted to 80% - 90% of maxi-
mal output. The coil position was registered and monitored throughout the experiment with a
stereotactic positioning device.
Results: 1. Varying the SOA between the light mask or a TMS pulse and the vernier onset
changes feature fusion strongly. 2. For light mask onsets occurring before the first vernier the
anti-vernier dominates perception, for onsets after the anti-vernier onset the vernier dominates.
Analogous results are found for TMS onsets if SOAs are shifted by about 130ms indicating that
the major cortical processing occurs at that time in the occipital lobe. 3. Modulation depends
on the spatial layout of the light mask. 4. Modulation of dominance is the stronger the longer
both verniers are displayed. 5. Strong modulation of dominance can occur in the vernier/anti-
vernier paradigm even when virtually no masking effects occur if the vernier is presented alone,
i.e. without the anti-vernier.
Conclusions: TMS masking yields similar effects as light masking suggesting a common
mechanism. Feature fusion is a long lasting process that selectively can be disturbed favoring
either one of the vernier.
[1] Efron R. (1967). Annals of the New York Academy of Sciences 138, 713–729.
This work was supported by the SFB 517 “Neurocognition”.
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The human cortical white matter has a volume nearly as large as the grey matter. Most of
it is composed of fibers connecting the cortex to itself. These fibres can be divided into the
following systems: 1) short fibres which follow the gyri and sulci of the grey matter (the U-
fibre-system), 2) longer fibres which make short-cuts between more distant gyri, 3) long fibres
which run in fascicles in the depth of the white matter and connect the different cortical lobes
with each other, and 4) fibres of the Corpus callosum. In this study we make an estimate of the
quantitative composition of some of these sytems. This gives insights into the organization of
cortico-cortical connectivity in the human brain which is otherwise difficult to approach.
In a first approach, we dissected the long-range fascicles in the depth of the white matter.
Measuring their cross sectional areas and multiplying these by the assumed density of fibres
one can estimate the number of fibres in these fascicles. It turned out to be of the orders of P.QSR
and P.Q<T in the individual fascicles and to add up to the order of P.Q7U for the fascicles of one
hemisphere. Thus, the number of fibres connecting the lobes of one hemisphere to each other
is similar to the number of fibres in the Corpus callosum [1]. Both of these long fibre systems
comprise only a few percent of the total number of cortico-cortical fibres [2].
In a second approach, we made estimates on the number of short cortico-cortical fibres
(up to a few centimeters) in the white matter (based on volume measurements of the U-fiber
system) and on the number of horizontal axon collaterals which connect the cortex in itself up
to a few millimeters within the grey matter. It turns out that there is an inverse relation between
number and range of fibres connecting the cortex in itself. The fibres in the U-fibre system
outnumber the cortico-cortical fibres in the rest of the white matter by a factor of 10, and are
themselves about 10 times less than the horizontal collaterals in the grey matter.
[1] Aboitiz et al. (1992), Brain.Res. 598
[2] Schu¨z and Braitenberg (2002), in: Cortical Areas: Unity and Diversity. Schu¨z and Miller (eds),
Taylor & Francis, London
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Martin Schulte, Kristian Folta, Bettina Diekamp and Onur Gu¨ntu¨rku¨n
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Visual information processing in the pigeon encompasses two major ascending pathways: A)
the tectofugal system which is generally considered as homologue to the colliculothalamo-
cortical pathway in mammals (superior colliculus - V pulvinar - V temporal cortex); B) the
thalamofugal system corresponding to the geniculocorticostriate pathway in mammals (lateral
geniculate nucleus - V striate cortex). In the present study we examined, in which way the ven-
trolateral thalamus (VLT), a hardly studied thalamic nucleus, might be involved in the pigeon’s
processing of visual information. Urethane-anesthetized pigeons were subjected to photic vi-
sual whole-field stimulation either unilaterally or bilaterally for a duration of 500ms. In either
the left or the right hemisphere single cell recordings during visual stimulation were performed.
We discovered visual responsive neurons within the VLT which reacted to the onset of the ap-
plied stimulus. Two types of single cells could be isolated: Type I) responding to uni- and
bilateral stimulation with response latencies of 110–120ms and 145ms, respectively; and Type
II) responding exclusively to bilateral stimulation with response latencies of 80–85ms. These
results are of interest not only because this is the first study to demonstrate visual response
characteristics of VLT-neurons but also in view of anatomical data indicating a considerable
projection from the visual Wulst, homologue of the mammalian striate cortex, to VLT. It is ar-
gued that the response characteristics of the observed single cells are most likely due to such a
top-down influence. The avian VLT, like mammalian VLT, might be involved in the integration
of visuomotor information.
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A common assumption about sensory cortices is that they are mostly involved in extracting
characteristics of sensory input. However, recent findings in different sensory cortices have
revealed that memory retention and retrieval processes also exist within sensory cortices, and
seem to follow a topographical representation (Dill et al., 1997). Likewise, this study supports
the view that the primary somatosensory cortex plays a role in sustaining the working memory
trace for vibratory stimuli topographically (Harris et al., 2001).
Vibro-tactile steady-state stimulation was employed (Diesch et al., 2001) to investigate the
role of the primary somatosensory cortex in short-term memory. Cortical responses to an inter-
ference stimulus interpolated between two tactile stimuli that had to be compared with respect
to their frequency were studied and the somatotopical influence of this interference on subjects’
discrimination accuracy was examined. Specifically, the stronger the influence of the interfer-
ence stimulus was on the hemisphere ‘encoding’ the first stimulus, the less accurate was the
tactile discrimination. The influence of the interference stimulus manifested itself in terms of
the finger distance the interference stimulus was located away from the digit experiencing the
comparison stimuli (i.e. the closer the interference was to the site of comparison stimuli presen-
tation, the stronger was its effect), and also in terms of the influence it had on the hemisphere
responsible for encoding the first comparison stimulus. This apparent hemispheric influence
is suggestive of a bilaterally activated primary somatosensory cortex in response to unimanual
tactile stimulation (Hansson and Brismar, 1999).
In addition, this study demonstrated that the steady-state stimulation technique which has
been adopted from time-saving mapping of digit representations of the somatosensory cortex,
can be applied in a cognitive task paradigm to show interactions of neural sources. Bilateral
activation of somatosensory cortex was found for both the comparison stimuli and the inter-
ference stimuli, with more activity on the side contralateral to the stimulation. These sources
could be located in primary somatosensory cortex using dipole analysis.
[1] Diesch E, Preissl H, Haerle M, Schaller H-E, Birbaumer N. Somatosensory & Motor Research
2001, 18:10–18.
[2] Dill M, Fahle M. Proc. R. Soc.Lond. B. Biol 1997, 264:1031–1036.
[3] Hansson T, Brismar T. Neuroscience Letters 1999, 271:29–32.
[4] Harris JA, Harris IM, Diamond M. Journal of Neuroscience 2001, 21:8262–8269.
Many thanks go to Thomas Kammer for providing the MRI anatomical scan of one of the
participating subjects; Anja Wu¨hle for pilot work; Maike Borutta and Susanne Leiberg for help
in recruiting subjects. Furthermore, we are indebted to Ju¨rgen Dax and Wolfgang Kern for
devolping, constructing and programming the piezo-electric stimulation device. Research was
supported by the Deutsche Forschungsgemeinschaft SFB 550 project C6.
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Traditionally, the neglect syndrome in humans (a lack of orienting to and attending to space
on the side of the body contralateral to a brain injury) has been associated with damage to
the right inferior parietal lobule (IPL) and the right temporo-parietal junction (TPJ). Thus, it
was surprising when a recent study by Karnath et. al. (2001) found that the centre of lesion
overlap covered right superior temporal gyrus (STG) and planum temporale (PT), suggesting
that the superior temporal cortex rather than the inferior parietal lobule is the critical substrate
for spatial neglect in humans. In this study lesions were demarcated by hand onto standard
template T1-weighted magnetic resonance images (MRI) to allow comparisons across individ-
uals. To overcome this limitation we here use a lesion analysis method that does not rely on the
manual transfer of lesions to standard template slices, rather employing a technique where the
location of the lesion is drawn directly on the patient’s own MRI scan. Combining all slices
produces a lesion region of interest (ROI) for each patient. Both the scan and lesion shape
are then mapped into stereotaxic spacing using the spatial normalisation algorithm provided
within the software package SPM2 (http://www.fil.ion.ucl.ac.uk/spm/). For determination of
the transformation parameters, cost-function masking is employed, i.e. the 3D lesion ROI is
used for masking those areas used in the calculation of image difference so that the lesion does
not bias the transformation (Brett et al. 2001). This procedure avoids the requirement of the
investigators making (observer-dependent) decisions. We investigated a new sample of 15 con-
secutively admitted patients with acute right-hemisphere ischaemic strokes and spatial neglect.
Patients with additional visual field defects (e.g. hemianopia) were not excluded. We used T2-
weighted fluid-attenuated inversion-recovery (FLAIR) imaging if conducted 48 hours or later
after the stroke (10 patients) and diffusion-weighted (DWI) imaging if conducted within the
first 48 hours after the stroke (5 patients). All patients showed severe spatial neglect (clinical
behaviour on the ward, cancellation tests, copying) at the time when the images were taken.
We found that lesion overlap was centred on the STG, the insula and the operculum. The center
continued further into the pre- and postcentral gyri, middle temporal gyrus, and the putamen.
The data thus clearly argue against the traditional view that the IPL and TPJ are the critical
substrates for spatial neglect in humans. References
[1] Brett et al. (2001) NeuroImage, 14, 486–500.
[2] Karnath et al. (2001) Nature, 411, 950–953.
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Stimuli
Frank Ja¨kel, N. Jeremy Hill and Felix A. Wichmann
MPI for Biological Cybernetics, Tu¨bingen
frank.jaekel@tuebingen.mpg.de
We explored several ways to improve the efficiency of measuring psychometric functions with-
out resorting to adaptive procedures. a) The number m of alternatives in an m-alternative-
forced-choice (m-AFC) task improves the efficiency of the method of constant stimuli. b)
When alternatives are presented simultaneously on different positions on a screen rather than
sequentially time can be saved and memory load for the subject can be reduced. c) A touch-
screen can further help to make the experimental procedure more intuitive. We tested these
ideas in the measurement of contrast sensitivity and compared them to results obtained by se-
quential presentation in two-interval-forced-choice (2-IFC). Qualitatively all methods (m-AFC
and 2-IFC) recovered the characterictic shape of the contrast sensitivity function in three sub-
jects. The m-AFC paradigm only took about 60% of the time of the 2-IFC task. We tried
m=2,4,8 and found 4-AFC to give the best model fits and 2-AFC to have the least bias.
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The poster presents results of a nation wide multicentric prospective research study. Our re-
search aimed at the test of a software-based stimulation method as a supporting procedure
additionally to occlusion treatment of amblyopia. A drifting sinusoidal grating of a spatial
frequency of 0,3 cycles per degree and temporal frequency of 1,5 .Hz, co-ordinated with each
other, served as the stimulus. This pattern was implemented as a background stimulus in simple
computer games in order to bind the attention by sensory-motor co-ordination tasks. According
to an earlier proposed hypothesis, the stimulation aims to the provocation of stimulus induced
phase coupling and to contribute to the refreshment of synchronisation and co-ordination pro-
cesses in the visual transmission channels. A number of strabologic departments in eye clinics
and private offices as well, co-operating with us, have been partners of this study. 192 pa-
tients took part in a half year treatment with the computer based vision training. The therapy
started at the hospitals or in outside offices performed by othoptists. This supervised period of
treatment lasted maximally two weeks. After that the children received the software on disk
in order to use it at home under the supervision of their parents. The training was performed
according to a predefined time scheme. To assess the outcome of the therapy we studied the
course of the visual acuity and other parameters during a period of six months. Besides the
assessment of the therapy outcome, the study aimed at the evaluation of selected etiological
or differential-diagnostic questions. Statistical evaluations with a detailed screening material
(case history data, anamnesis at the beginning, during and after the half-year-period) and with
the help of a stratification method within the patient sample we aimed to assess, whether stra-
bologic amblyopia vs. refraction amblyopia are differently effected by the therapy.
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In signal detection tasks, it is typically assumed that varying the base rates of stimuli is a
powerful means for changing the observer’s response tendencies independently of simulus dis-
criminability [1]. Our recent data on category judgments of visual speed [2,3] question this
assumption, suggesting that experience-related statistical context (base rates and serial order of
stimuli) can alter both the response tendencies and sensory representation of stimuli. Here, we
examine if the two contextual variables affect judgments of visual size in a simple two-category
discrimination task without feedback. We also analyze the time course of changes both in dis-
criminability and in response bias across the experiment. By using of two categories (“small”
and “large”), four groups of participants had to judge two grey disks of slightly different sizes
presented one per trial. The disk sets varied between groups in the base rates (with frequent
small or large disks; ratio 3:1) and the serial order of stimuli (either frequent of infrequent disks
mainly occurred on the initial trials). The results indicate that on overall, (i) the frequent occur-
rences of small disks induce more liberal criteria (more “large” responses over the 400 trials)
than the frequent large disks. Furthermore, (ii) the serial order interferes with the base rate of
stimuli, yielding a greater discriminability with the concordant base rates and serial orders (fre-
quent stimuli presented early in a presentation series) than with discordant ones (when mainly
infrequent stimuli occur earlier). These effects do not change substantially in the course of
the experiment. Notably, the effects found in this two-category task with the stimuli that only
slightly differ in size resemble those reported previously for much larger stimulus differences
and a greater number of categories [4]. The findings suggest that in a standard discrimination
task, the experience-related statistical context exerts effects not only on the observer’s response
tendencies, but also on the sensory representations of stimuli.
[1] Macmillan, N.A. and Creelman, C.D. (1991): Detection Theory: A User’s Guide. CUP.
[2] Sokolov, A. et al. (2000): Percept. Psychophys. 62, 998–1007.
[3] Sokolov, A. et al. (2002): Percept. Psychophys. 64, 561–569.
[4] Sokolov, A. and Pavlova, M. (2002): In Da Silva et al. (Eds.), Fechner Day 2002 (pp. 206–211).
Rio de Janeiro, RJ, Brazil: ISP.
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Studies of visual size perception with the method of magnitude estimation have shown a linear
relationship between actual sizes and magnitude estimates [1]. Similar studies for touch do
not yield unequivocal evidence for a linear relationship; in some cases, a positively acceler-
ated power function described best the relationship between stimulus sizes and estimates [2].
We have investigated haptic magnitude estimation for length in two haptic experiments with
different methods of haptic exploration (whole hand, finger span).
The haptic stimuli consisted of 15 rectangular shapes. The only difference from one shape
to another was the length of the horizontal side, which ranged from 40 mm to 68 mm in equal
intervals. For all shapes, the depth and height were 10 mm and 40 mm, respectively.
In the Multiple cues Experiment, blindfolded participants used their dominant hand to feel
each shape freely. The shape was presented fixed flat onto a support, so they could feel the
entire shape under their hand. The participants’ task was to give a modulus-free magnitude
estimate for the horizontal side. All shapes were presented once in random order in each block.
In the Single cue Experiment, blindfolded participants were restricted to grasping the hor-
izontal side of a shape between the thumb and index finger of their dominant hand. Their task
was to give a magnitude estimate for the length of that side.
Magnitude estimates for side length could be fitted by a two-parameter linear function with
a high goodness-of-fit statistic in both experiments (R2 ` .97). Thus, when participants were
given a size range of 40 to 68 mm, their magnitude estimates increased linearly with each
physical increment, independently of the exploration method used.
Because of the small range of total size variation present in the shape set, we do not con-
clude from our results that haptic magnitude estimation of unidimensional size is generally
linear. It should be noted that the present linear functions had a negative y-intercept and that
when a power function was fit to the data, the exponent was greater than 1.0 in both experi-
ments, and goodness-of-fit was also high. Our results suggest, however, that haptic perception
of size can safely be considered linear within this small part of the size continuum. These re-
sults are important for considering further psychophysical studies with shapes within this size
range.
[1] Teghtsoonian, R. and Teghtsoonian, M. (1970):Percept Psychophys, 8, 389–392.
[2] Jones, B. (1983): Quat. J. Exp. Psych., 35A, 597–606.
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When sliding a finger across a bumpy surface, the finger follows the geometry of the bumps/holes
providing positional cues for the shape. At the same time the finger is opposed by forces related
to the steepness of the bumps/holes. With a specific device Robles-de-la-Torre and Hayward [1]
dissociated positional and force cues in the haptic perception of small-scale bumps and holes:
Participants in this experiment reported to predominantly feel the class of shapes (bumps or
holes) indicated by the force cues. Drewing and Ernst [2] extended this research by disen-
tangling force and position cues to the perception of curves more systematically and by also
quantifying the perceived curvature. The result was that the perceived curvature could be pre-
dicted from weighted averaging of the two cues. This is consistent with current models of cue
integration [e.g., 3].
These integration models further predict that the cue weight is proportional to the cue’s
reliability. Here, we aimed at testing this prediction for the integration of force and position
cues to haptic shape by manipulating the shapes’ material properties: high softness can be
assumed to decrease the reliability of the position cue as compared to low softness, and high
friction to decrease the reliability of the force cue. Using the PHANToM force-feedback device
we constructed haptic curve stimuli. We systematically intermixed force and position cues
indicating curvatures of 14 and 24 /m. Using the method of double-staircases, we measured
the point of subjective equality (PSE) of the curvature of these as compared to ‘natural’ stimuli
(i.e., with consistent position and force cues). From the PSE data we determined the cue
weights. This was done under each combination of material properties (low vs high softness X
low vs high friction). We found that material properties affected the cue weights in a manner
consistent with our predictions. These results further confirm the validity of existing models of
cue integration in haptic shape perception.
[1] Robles-de-la-Torre, G. and Hayward, V. (2001): Nat. 412, 445–448.
[2] Drewing, K. and Ernst, M.O. (2003): Abstr. Psych. Soc. 44, 112.
[3] Jacobs, R.A. (2002): TICS 6, 345–350.
This research was supported by a grant from the EU (TOUCH-HapSys)
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Differential Effects of Synchronous and Asynchronous Tactile Coactivation on
Somatosensory Cortical Organisation and Tactile Discrimination Performance
Karin Pilz, Ralf Veit and Ben Godde
Institute of Medical Psychology and Behavioural Neurobiology, Tu¨bingen
karin.pilz@student.uni-tuebingen.de
The mammalian neocortex has an amazing capacity for plastic remodelling. This is the ba-
sis for lifelong adaptation to alterations in sensory environments and behavioural demands.
Hebbian mechanisms seem to play a key role in use- and input-dependent cortical plasticity.
We used functional MRI together with a spatial discrimination task to investigate in detail
the effects of synchronous and asynchronous tactile coactivation on cortical organisation in
the human primary somatosensory cortex (SI) and its behavioural consequences. Coactiva-
tion, which is the Hebbian-like associative pairing of tactile stimulation, was applied for three
hours to the distal phalanges of index, middle and ring fingers of the right hand either syn-
chronously or asynchronously. Strengthening previous findings we show here that somatosen-
sory cortical representations in SI for synchronously coactivated fingers move closer together
resulting in an integration of those representations. On the other hand, cortical representations
for asynchronously coactivated fingers become segregated and move further apart. This co-
incides with a reduced number of mislocalisations between fingers that have been coactivated
asynchronously and an increased number of mislocalisations between fingers that have been
coactivated synchronously. These results were reversible within one week after stimulation.
Thus, not only synchronous but also asynchronous coupling of passive tactile stimulation is
able to induce short-term cortical reorganisation that is associated with functionally relevant
changes in the perceptual and behavioural capacities of an individual without active training or
attention directed to the stimuli.
Supported by a grant of the Volkswagen-Stiftung
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The Role of the Posterior Parietal Cortex in the On-Line Control of Grasping
Movements
Kerstin Stockmeier, a Hans-Otto Karnath, b Volker H. Franz c and Marc Himmelbach b
a MPI for Biological Cybernetics, Tu¨bingen,
b Abteilung fu¨r Kognitive Neurologie & Hertie-Institut fu¨r Klinische Hirnforschung Tu¨bingen,
c Justus-Liebig-Universita¨t Gießen
kerstin.stockmeier@tuebingen.mpg.de
Lesions of the posterior parietal cortex (PPC) in humans cause severe visuomotor deficits.
These patients demonstrate large deviations of pointing and reaching movements to peripheral
targets and an inability to adjust their grip aperture to different object sizes. In addition, a
deficit to adjust movements to perturbations of target positions during movement execution has
been recently shown. However, it is unclear whether such a deficit of an on-line correction
mechanism also affects the distal component of grasping movements, i.e. whether patients
with lesions of the PPC can adjust their grip aperture to perturbations of object size during
movement execution.
We compared the performance of a patient with bilateral lesions of the PPC with the perfor-
mance of healthy controls in a virtual grasping task. A virtual disc (36 or 44 mm in diameter)
was rendered using stereo computer graphics. Virtual, haptic feedback was given using two
robot arms (PHANToM TM). In half of the trials, the virtual disc either increased to a size of
52 mm or decreased to a size of 28 mm. Otherwise the objects size was stable during the trial.
The patient’s performance towards the unperturbed discs was not impaired compared to the
grasping kinematics of the healthy controls. In contrast, her grasping movements towards the
perturbed objects seemed to be more prone to error than the movements of the healthy controls.
This finding supports the previously suggested crucial role of the PPC in the online control of
visuomotor actions and suggests that the PPC is also involved in the online control of the distal
component of grasping movements.
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A Computerized “Wisconsin What-And-Where Task”: Preliminary Results
Astrid Busch, d Werner X. Schneider, d Anja Stemme d and Gustavo Deco e
d Ludwig-Maximilians-Universita¨t Mu¨nchen, e Universitat Pompeu Fabra, Barcelona
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The present project goes back to neuropsychological studies of control functions in the pre-
frontal cortex (PFC), which were traditionally investigated with the Wisconsin Card Sorting
test. These PFC processes should be connected with those mediated by the occipital-temporal
“what” and the occipital-parietal “where” pathway of visual information processing. A task
which combines both parts is the “Wisconsin what-and-where task” by Deco et al. (2003). Our
goal was to develop an experimental version of this task. Such a diagnostic tool can provide
differential information about neuropsychological deficits in visual information processing and
PFC control. We demonstrated that a “what-and-where delayed-match-to-sample” task can be
designed by using multidimensional stimuli that require selection of either object or space in-
formation. Of special interest are conditions where object and space information were either
congruent, i.e., requiring the same responses (e.g., object and space match), or incongruent,
i.e., requiring different responses (e.g. object match, space no-match).
[1] Deco, G., Rolls, E. T., & Horwitz, B. (2003). submitted.
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Emergent Illusory Shapes Interfere with Kanizsa-Type Target Detection.
Markus Conci, Mark A. Elliott and Hermann J. Mu¨ller
Department Psychologie, Ludwigs-Maximilians-Universita¨t Mu¨nchen
conci@psy.uni-muenchen.de
Illusory contours as seen in Kanizsa-type figures [1] demonstrate the capability of the visual
system to integrate separate features into coherent wholes in the absence of luminance-defined
borders. Physiological studies have consistently shown that this process of illusory-contour
completion can be related to activity in primary and extrastriate visual cortex (areas V1, V2)
comparable to responses related to line-defined contours or light-dark edges [2, 3, 4]. In
agreement with these findings, Davis and Driver [5] reported in a visual search study, that
Kanizsa-type figures can be detected without focal attention at parallel stages of the human
visual system. By contrast, a reply to this study [6] stated that the efficiency to detect a target
is independent of whether or not illusory contours are present in search displays. In the present
contribution, we address this controversy by showing that the detectability of a Kanizsa-type
target square is disrupted if the similarity of emergent illusory shapes increases between target
and distractors, suggesting an important role for filling-in processes in search performance.
In addition, our results suggest that this modulation of search efficiency can be related to the
subjective goodness of figural grouping.
[1] Kanizsa, G. (1955): Rivista di Psycologia, 49, 7–30.
[2] von der Heydt, R., Peterhans, E. & Baumgartner, G. (1984): Science, 224, 1260–1262.
[3] Peterhans, E. & von der Heydt, R. (1989): J. Neurosci., 9, 1749–1763.
[4] Lee, T.S. & Nguyen, M. (2001): Proc. Natl. Acad. Sci. USA, 98, 1907–1911.
[5] Davis, G. & Driver, J. (1994): Nature, 371, 291–293.
[6] Gurnsey, R., Poirier, F.J.A.M & Gascon, E. (1996): Perception, 25, 861–874.
The authors would like to thank Doerthe Seifert for help in running the experiments. This work
was supported by Deutsche Forschungsgemeinschaft project grants MU 1564/2 and EL 248/2.
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Is “Direction of Pointing” a Visual Feature?
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In a visual search paradigm the presence of targets has to be detected among a varying number
of distractors. There are two extreme cases: when targets differ from distractors in easily
recognisable single features, search is usually fast and independent of the number of distractors;
when the difference is a combination of features, the detection is slow and linearly increasing
with the number of distractor items. However, it is not always clear what a feature is and
whether a certain stimulus property can become a feature. Perceptual learning can aid in the
identification of “featurisable” stimulus properties. We used two different kinds of stimuli in
our experiments: wedges and semicircles, both pointing either upwards or downwards. A target
was defined as a single item pointing to the opposite direction than the distractors.
In a first experiment we had two groups of 16 subjects each. One group was presented with
wedges, the other with semicircles. In both groups response times were significantly higher
for 16 than for 8 items and this increase was significantly higher in non-target trials. Thus,
there was no feature search in either case. However, the semicircle group turned out to be
significantly faster. We attribute this effect to the fact that a target wedge is composed of the
two components of the distractor wedge, whereas this is not the case for semicircles.
In a second experiment we wondered whether experience with “pointing” can be transferred
from the wedge task to the semicircle task. Twenty-two subjects had to do both experiments
in succession. Half of them (Group W) started with wedges the other half with semicircles
(Group S). Again, in the semicircle task response times were significantly shorter and in both
tasks responses were faster for 8 items than for 16 items, with a higher increase in non-target
trials. Furthermore, Group W benefited in the semicircle task from previous learning to use
the pointing direction in order to detect a target in the wedge task. Group S on the other hand
learned to use curvature in the semicircle task but this learning was obviously not useful in the
wedge task.
We conclude that “direction of pointing” can be learned and is therefore a candidate for a
featurisable visual attribute.
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Working Memory Related Neuronal Activity and Theta Oscillations in Extrastriate V4
Hahn Lee, Gregor Rainer and Nikos K. Logothetis
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Working memory is used to store information for brief periods. The mechanism of work-
ing memory is studied in both humans and monkeys. While in monkeys working memory is
thought to depend on elevated firing activity in prefrontal cortex during the memory period of
a cognitive task, EEG studies in humans have linked oscillations to working memory not only
in the frontal but also in the occipital cortex. It is not known, whether these two findings -the
delay activity and the oscillatory phenomena- interact with each other and how they may sup-
port working memory. We addressed this issue by recording simultaneously single unit activity
(SUA) and local field potentials (LFP) from an occipital brain region -area V4- in monkeys.
The monkeys had to perform a delayed-matching-to-sample task. The task started with a 1000
ms fixation period, followed by a 300 ms presentation of a sample object. After a delay of 1000
ms a probe object was presented and the monkeys had to decide whether the probe matched
the sample by releasing a lever. The objects were natural images of the size 10 f x10 f . The
sample stimuli had contrast levels between 5% and 100%, while the probe objects were always
at 100% contrast. The monkeys’ performance was almost at ceiling for contrast levels higher
than 25% and at chance for low contrast levels. We compared the delay period to the fixation
period by assessing power in the theta band of the LFP during the last 800 ms of the delay
and the fixation respectively. Compared to the fixation period we observed increased theta os-
cillations for high contrast stimuli at many recording sites during the delay. Almost all sites
showed reduced theta oscillations at 5% contrast level, when the monkeys were performing at
chance. Unlike in prefrontal cortex there was no elevated neuronal activity during the delay
period. SUA during the delay was similar to values during the fixation. But examining at the
relationship between theta phase and SUA, we found that many neurons fired preferentially
at a particular phase of the theta cycle. These findings suggest that theta oscillations increase
during the delay period in visual cortex, and that these oscillations serve to structure neuronal
activity.
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Visual Short-Term Memory During Smooth Pursuit Eye Movements
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In the current study, we investigated contributions of spatial and retinal target position to visual
short-term memory (VSTM). In previous studies (e.g. [1]) using a change-detection task, spa-
tial and retinal position were confounded, because memory and probe image were presented at
the same position, and observers maintained fixation. The question is whether the spatial and
retinal positions of items to-be-remembered are encoded in VSTM. Our purpose was to ex-
amine effects of continuous displacement of the spatial or retinal position of to-be-memorized
items, while some conditions involved continuous displacements of the eye (smooth pursuit
eye movements, SPEM). In Experiment 1, we tested whether VSTM for position would suffer
when the memory image was presented during SPEM. We compared a fixation condition with
two SPEM conditions. In one SPEM condition, the memory image was stationary such that
its spatial positions did not change. However, this condition produced changes in retinal posi-
tion. Because the eyes moved, the optical projection of the memory image moved across the
retina. In another SPEM condition, the memory image moved with the same velocity as the
pursuit target. Here, the spatial position of the memory image changed, but remained stable on
the retina. If the spatial and retinal position of items were stored in VSTM and were used to
retrieve an item’s position from VSTM, a decrease in performance would be expected in both
SPEM conditions. This performance impairment is exactly what we found. However, perfor-
mance in SPEM conditions may not only be governed by spatial or retinal stability. It may be
that the execution of SPEM binds attentional resources. In this case, the execution of SPEM
would reduce performance but this reduction would be unrelated to changes in an item’s posi-
tion. Experiment 2 was designed to test the different accounts of the decrease in performance
in the SPEM conditions in Experiment 1. To this end, miniature memory and probe images
were presented that were fully contained in the pursuit target (i.e., in the fovea). The highly
reliable performance drop between fixation and SPEM conditions disappeared. It appears that
during SPEM, attention “zooms in” on the pursuit target such that processing of the peripheral
image in Experiment 1 was impaired. Because the changes in spatial location were the same
in the moving eye / image conditions in Experiments 1 and 2, we conclude that spatial position
does not appear to play a major role in VSTM performance.
[1] Jiang, Y. et al. (2000): JEP: LMC 26, 683–702
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Human Classification Behaviour Revisited by Machine Learning
Arnulf B. A. Graf, Felix A. Wichmann, Heinrich H. Bu¨lthoff and Bernhard Scho¨lkopf
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We attempt to understand visual classification in humans using both psychophysical and ma-
chine learning techniques. Frontal views of human faces were used for a gender classification
task. Human subjects classified the faces and their gender judgment, reaction time (RT) and
confidence rating (CR) were recorded for each face. RTs are longer for incorrect answers than
for correct ones, high CRs are correlated with low classification errors and RTs decrease as the
CRs increase. This results suggest that patterns difficult to classify need more computation by
the brain than patterns easy to classify. Hyperplane learning algorithms such as Support Vector
Machines (SVM), Relevance Vector Machines (RVM), Prototype learners (Prot) and K-means
learners (Kmean) were used on the same classification task using the Principal Components
of the texture and flowfield representation of the faces. The classification performance of the
learning algorithms was estimated using the face database with the true gender of the faces as
labels, and also with the gender estimated by the subjects. Kmean yield a classification per-
formance close to humans while SVM and RVM are much better. This surprising behaviour
may be due to the fact that humans are trained on real faces during their lifetime while they
were here tested on artificial ones, while the algorithms were trained and tested on the same
set of stimuli. We then correlated the human responses to the distance of the stimuli to the
separating hyperplane (SH) of the learning algorithms. On the whole stimuli far from the SH
are classified more accurately, faster and with higher confidence than those near to the SH if
we pool data across all our subjects and stimuli. We also find three noteworthy results. First,
SVMs and RVMs can learn to classify faces using the subjects’ labels but perform much better
when using the true labels. Second, correlating the average response of humans (classification
error, RT or CR) with the distance to the SH on a face-by-face basis using Spearman’s rank
correlation coefficients shows that RVMs recreate human performance most closely in every
respect. Third, the mean-of-class prototype, its popularity in neuroscience notwithstanding, is
the least human-like classifier in all cases examined.
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Early Stages (P100) of Face Perception in Humans as Measured with Event-Related
Potentials (ERPs)
Martin J. Herrmann, g Ann-Christine Ehlis, g Sebastian Werner, g Heiner Ellgring h and
Andreas J. Fallgatter g
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According to current ERP literature, face specific activity is reflected by a negative component
over the inferior occipito-temporal cortex between 140 and 180 ms after stimulus onset (N170).
A recently published study [1] using magnetoencephalography (MEG) clearly indicated that a
face-selective component can be observed at 100 ms (M100) which is about 70 ms earlier than
reported in previous studies. Here we report these early differences at 107 ms between the
ERPs of faces and buildings over the occipito-temporal cortex using electroencephalography.
To exclude that these effects were caused by low-level features of the pictures, like contrast
or luminance, we compared the P100 component for faces and totally scrambled faces in a
second study. The result of higher P100 amplitudes for intact faces compared to the scramble
faces confirm that face processing starts already at i 100 ms with an initial stage which can be
measured not only with MEG but also with ERPs.
[1] Liu, J. et al. (2002): Nat Neurosci. 5, 910–916.
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Coherent visual perception requires the integration of local elements into global shapes. How-
ever, the involvement of the various visual areas in the integration of local features into global
shapes remains largely unknown.Event-related fMRI was used to test for local and global
mechanisms of shape processing in higher visual object related areas. We tested for responses
in the Fusiform Face Area (FFA) known to respond selectively to faces [1] and the Parahip-
pocampal Place Area (PPA) known to be involved in the analysis of spatial layout [2]. The
stimuli consisted of images of houses or faces (global shapes) rendered by smaller images of
stimuli from these categories (local shapes). We tested four conditions: a) global faces rendered
by local faces; b) global faces rendered by local houses; c) global houses rendered by local
faces and d) global houses rendered by local houses. Subjects were instructed to judge whether
global and local shapes where from the same or different categories. Our results showed strong
fMRI responses for global faces in the FFA and global houses in the PPA independent of the
stimulus category at the local level. Lower category specific responses to the local shapes were
observed when the global shapes were from a different category than the local shapes. Further
studies tested for fMRI responses at different stimulus scales and attentional shifts. Stronger
responses to the local faces in the FFA and local houses in the PPA were observed compared
to global faces and global houses. Our results suggest differential processing of global and
local shape information in category selective areas. Furthermore, attention and spatial scale
influence the processing of local and global shape information.
[1] Kanwisher N, McDermott J, Chunn MM (1997): JNeurosci 17, 4302–11
[2] Epstein R, Kanwisher N (1998): Nature 392, 598–601
This study was supported by the Max-Planck Society
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Neural Correlates of the Learning of Biological Motion: An fMRI Adaptation
Experiment
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Introduction: Previous experimental work indicates that biological motion recognition is de-
pendent on learning. In order to determine neural correlates of this learning process we con-
ducted an fMRI adaptation experiment (cf. [1]). Compared to previous studies using a classical
block design, adaptation experiments have the advantage that they allow to distinguish multiple
functionally distinct neural subpopulations within the same voxel, exploiting the fact that the
BOLD signal decays if the same stimulus is presented repeatedly. Methods: Pairs of unfamiliar
motion stimuli for a discrimination task were generated by motion morphing between triples of
prototypical trajectories of human movements. The morphs were generated by linear combi-
nation of the prototypical trajectories in space-time [2]. Subjects had to discriminate between
two successive stimuli presented as Johansson point light walkers with same or different linear
weights of the prototypes. By choosing appropriate weight vectors the difficulty of the discrim-
ination task can be precisely controlled. This was used to generate four conditions with iden-
tical (SAME), very similar (SIMILAR), moderately similar (DISSIMILAR), and completely
different (DIFFERENT) stimulus pairs. Subjects reported whether they perceived the succes-
sive stimuli as same or different. The subjects were scanned before and after a training period.
Areas relevant for the processing of biological motion (early visual areas, MT+ , KO, FFA,
and STS) were localized using standard techniques. Results: Before the training subjects could
discriminate the stimuli in the DISSIMILAR and in the DIFFERENT condition. After train-
ing they could also discriminate the stimulus pairs in the SIMILAR condition. Comparing the
BOLD signal before and after the training period we found a significant reduction of the signal
in all localized regions of interest. Before training, we obtained significant adaptation effects
for the SAME and the SIMILAR condition only in area FFA and the STS. The other areas did
not show selective adaptation. After training, however, no adaptation effect was observed for
the SIMILAR condition any more. This result is consistent with an increased discrimination
capability after training. Conclusion: We have successfully established the fMRI adaptation
paradigm for biological motion experiments. The adaptation effects in area FFA and the STS
are consistent with the discrimination performance of the subjects before and after training.
Conforming with earlier studies, the STS and area FFA seem to be critical for biological mo-
tion recognition. The general decrease in BOLD signal observed after training might be related
to a more efficient encoding of the stimuli after learning.
[1] Grill-Spector, K. and Malach, R. (2001) : Acta Psychol. 107, 293–321
[2] Giese, M.A. and Poggio, T. (2000) : Int. J. Comp. Vis. 38, 59–73
Supported by the DFG (SFB 550-C10), the Deutsche Volkswagenstiftung, the Hermann and
Lilly Schilling Foundation and the Max Planck Society.
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Magnetoencephalographic Gamma-Band Responses to Illusory Triangles in Humans
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Increased induced gamma-band activity to illusory triangles has been reported in electroen-
cephalogram (EEG) [1] where the activity was both spectrally and topographically widespread.
While this is a typical feature of fast oscillatory responses in EEG, in magnetoencephalogram
(MEG) we have consistently found highly focal increases of activity in the upper gamma range
(50–90 Hz) during different types of auditory processing [2,3], suggesting that MEG may be
more sensitive to local network synchronisation. Here we present a replication of the study
by Tallon-Baudry et al. [1] in MEG. N = 16 subjects had to respond to two consecutive pre-
sentations of a curved illusory triangle (targets) in sequences containing also straight illusory
(Kanizsa) triangles, real triangles and no-triangle stimuli (with rotated inducer disks) at equal
probabilities. Three blocks of 200 stimuli were presented (duration: 0.7 s, variable interstim-
ulus interval between 2–3 s). Induced oscillatory responses were compared between Kanizsa
and no-triangle stimuli and between Kanizsa and real triangles using a statistical probability
mapping. Kanizsa triangles were distinguished from no-triangles by increased activity around
70 Hz over medial occipital cortex peaking at 240 ms and over bilateral lateral occipital areas at
430 ms after stimulus onset. Kanizsa stimuli differed from real triangles by increased spectral
amplitudes at 90 Hz over parieto-occipital cortex between 100–450 ms after stimulus onset.
These findings suggest that illusory triangles are encoded by networks both along the visual
ventral and dorsal streams.
[1] Tallon-Baudry C, Bertrand O, Delpuech C, Pernier J (1996). J Neurosci 16:4240–4249.
[2] Kaiser J, Lutzenberger W, Preissl H, Ackermann H, Birbaumer N (2000). J Neurosci 20:6631–
6639.
[3] Kaiser J, Ripper B, Birbaumer N, Lutzenberger W (2003). Neuroimage 20:816–827.
Funded by Deutsche Forschungsgemeinschaft (SFB 550/C1)
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Exposure to a face can alter the perception of another subsequently presented face. Using a
computational 3-D model derived from a database of 200 scanned faces [1,2], we have previ-
ously demonstrated the existence of face identity aftereffect (FIAE) [3]. In a multidimensional
“face-space”, the average prototype face occupies the central position, while individual real
faces are represented as points or vectors emanating from the center. In this context, by in-
verting a vector corresponding to an individual face, one can create a so-called “anti-face” [4],
which served as the adapting stimulus in our previous study. While the FIAE has much in
common with more traditional aftereffects, such as its negative sign and its storage during brief
unstimulated periods [3], its dynamic aspects have not yet been studied. The present inves-
tigation aimed to determine the effects of adaptation and test durations on this phenomenon.
Subjects learned to recognize four faces at different identity levels over a period of several
sessions, until they could correctly name low-identity faces. We then tested the effects of adap-
tation and testing duration on the FIAE. In each trial, one of the four names was shown on
the screen, followed by the presentation of an “adaptation” face (the anti-face of the named
individual) for a period between 1.0 and 16.0 s. Immediately following adaptation, a “test”
face (the average face) appeared for between 0.1 and 1.6 s. Subjects were required to rate,
on a scale of 1 to 7, the degree to which the test face resembled the individual named at the
beginning of the trial. They were specifically told to restrict their judgment to the instant that
the test stimulus disappeared. The results indicate that the FIAE resembles other aftereffects in
that it is increased in magnitude by long adaptation times, as well as by short test times. Mean
ratings showed good fits to the adaptation and test times with positive and negative logarithmic
functions, respectively. However, despite this similarity, the magnitude of this proportionality
in the FIAE was considerably smaller than in low-level aftereffects.
[1] Vetter, T. and Troje, N.F. (1997): JOSA A 14, 2152–2161
[2] Blanz, V. and Vetter, T. (1999), SIGGRAPH’99 Conference Proceedings, 187–194
[3] Leopold, D.A. et al. (2001), Nature Neuroscience 4, 89–94
[4] Blanz, V. et al. (2000), Perception 29, 885–891
Thanks to the Max Planck Society for funding this research and to Olivia Hettler for running
some of the subjects.
140 Visual Cognition: Objects and Faces
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Identifying an image presented behind an occluder is in many cases easily possible. However,
under certain occlusion conditions, identification fails. Critically, identification performance
depends on which image parts are visible through the occluder. Area TE in the macaque vi-
sual cortex is thought to play an important role in object recognition processes. Here, we
systematically test how the occlusion of different image regions affected the responses of area
TE neurons. Two monkeys (Macaca mulatta) learned to identify members of sets of natural
images. We then used Bubbles to assess how the occlusion of different image regions influ-
enced an observers’ performance in the identification task. Most importantly, we determined
which image regions had to be visible to allow the observer to identify the image correctly
(the “informative” image regions). In most cases, the visibility of a limited portion of the
image consistently influenced the monkeys’ performance. Based on these results, we con-
structed observer-specific image versions that contained informative or uninformative regions
only. Recording from neurons in area TE, we compared the responses evoked by the full im-
ages to the ones evoked by the image’s informative or uninformative parts. Preliminary results
suggest that informative regions had a greater influence on the response and selectivity of TE
neurons than non-informative regions. Thus, monkey observers tend to rely on restricted re-
gions of complex natural scenes during identification tasks, and this has an impact on their
representation in the inferior temporal cortex.
Supported by the Max Planck Society and the DFG
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Self-Regulation of Local Brain Activity and its Behavioural Consequences
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Compared to brain-computer interfaces (BCI) based on electroencephalography [1], a BCI
based on functional magnetic resonance imaging (fMRI) allows to record non-invasively the
activity of the whole brain with high spatial resolution. This allows to feed back local brain
activity to learn voluntary regulation of a region of interest (ROI). Using real-time fMRI, brain
responses were visualized and provided to the subject with a delay of less than 1.5 seconds
[2]. As on-line feedback, the difference of the mean BOLD signal of two regions of interest
approximating supplementary motor area (SMA) and parahippocampal place area (PPA) was
presented [3]. Eight volunteers learned to successfully control the differential neurofeedback
signal. While regulating activity in SMA and PPA, three subjects performed behavioural tasks
which are known to be characteristic for these regions. Preliminary data suggest that subject’s
performance systematically changed depending on the self-regulated level of activity in SMA
and PPA. During up/down regulation of SMA and PPA, subjects had to carry out an externally
triggered bimanual finger sequence. Reaction times, i.e. onset of the movement, correlated
negatively with activity in the SMA. Hence, the more the subjects increased activity in the SMA
the faster the movement was executed. To test behavioural consequences of regulating the PPA
we made use of the fact that it is involved in encoding information for memory. Wagner et al [4]
have shown that the higher the activity of the PPA during encoding of visually presented words,
the more likely the words were recognized in a memory test. We presented 106 words while
subjects regulated activity of SMA and PPA. Interestingly, all subjects remembered the words
better in the SMA-up/PPA-down condition than in the SMA-down/PPA-up condition. Possibly,
concurring activity in the PPA might occupy resources and, thereby, interfere with other tasks
utilizing the same region. Taken together, our data suggest that self-regulation of circumscribed
functional areas leads to characteristic behavioural effects. This offers the opportunity to study
behaviour dependent on self-regulated brain activity.
[1] Birbaumer, N., et al. (1999): Nature 398, 297–298
[2] Weiskopf, N., et. al. (2003): NeuroImage 19, 577–586
[3] O’Craven, K.M., et al. (2000): J. Cogn. Neuroscience 12, 1013–1023
[4] Wagner, A.D., et al. (1998): Science 281, 1188–1191
Supported by the DFG SFB550/B1 and B5, Th812/1–1, and the Heidelberg Academy of Sci-
ences and Humanities.
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An object is detectable if it differs from its background in at least one basic visual feature. If
the object differs from the background by a second feature, detectability (measured in d’) is
usually increased. The increase of detectability with an additive feature serves as an indicator
for interaction among the two feature modules. According to traditional theories, like the
feature integration theory [1], different features are processed by independent modules. This
would result in an additive increase in d’ with a second feature. However, recent experiments
have shown, that the assumption of independence does not always hold. Kubovy et al. [2]
showed that a texture border, defined by color and form, is better to detect than would have
been predicted under the assumption of independent feature modules. The authors proposed
interactive feature integration that is capable of synergetic processing. Our experiments aim at
the side conditions of interactive feature integration, especially in terms of synergy of feature
modules. We report data from three psychophysical detection and discrimination experiments.
Depending on the experimental situation we find strong interactivity of feature modules for
orientation and spatial frequency. The interaction is modulated mainly by two factors. First, the
strength of feature contrast is inversely correlated to interactivity: With high contrast stimuli
we find enhancement below additivity whereas with low contrast stimuli feature integration
is above additivity, which is interpreted as synergetic feature integration. Second, synergetic
feature integration seems to be limited to stimuli that can be grouped to coherent objects. With
a scattered distribution of stimuli no interactivity was found. The results indicate, that the
visual system is capable of synergetic feature integration if an object has to be detected and if
the object is defined by features near detection threshold.
[1] Treisman, A., Gelade, G.(1980): Cog. Psy., 12, 97–136
[2] Kubovy, M., Cohen, D.C., Hollier, J.(1999). Psych. Bull.& Rev. 6, 183–203
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Everyday life requires us to identify different faces in many different poses and views, de-
spite this complexity, we are capable of recognizing familiar faces reasonably well. In this
study, we focus on the question of what kind of information human observers use to recognize
faces across variations in viewpoint; specifically, whether they use only holistic information,
or whether they encode and store the local information contained in facial parts (featural infor-
mation) as well as their spatial relationships (configural information). Three experiments were
conducted, modelled after the inter-extra-ortho experiments by Bu¨lthoff & Edelman, 1992,
who used novel objects as stimuli (wire- and amoebae-like 3D objects). Experiment 1 was
designed as a base line for the subsequent experiments. Ten face-stimuli were presented in
frontal view and 45 r side view. At test they had to be recognized among ten distractor faces
at different viewpoints. We found systematic effects of viewpoint (recognition performance:
inter = extra s ortho) similar to results in the original study. Experiments 2 and 3 were de-
signed analogously to Experiment 1 except for the fact that in the testing phase the faces were
presented scrambled or blurred. The results showed that human observers are capable of rec-
ognizing faces across different viewpoints on the sole basis of isolated featural information
and of isolated configural information. Furthermore, we found systematic effects of viewpoint
for both isolated configural information and isolated featural information. The results provide
further support for two routes in face recognition and clearly show that part-based process-
ing is at least as viewpoint dependent as configural information. This effectively demonstrates
how view-based recognition pertains even to different processing routes. In addition to the psy-
chophysical experiments, systematic differences between the effects of viewpoint are discussed
in a computational framework based on key frames.
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Conceptual models of face recognition have assumed that faces are encoded as points of an ab-
stract face space relative to an average face, or face prototype (e.g. [1]). So far it has been
largely unclear how such a prototype-referenced encoding of faces could be implemented
with real neurons. Recent electrophysiological evidence seems to support the relevance of
prototype-referenced encoding. Neurons in macque inferotemporal cortex, which have been
trained with human faces, tend to show a monotonic tuning with the caricature level of the
stimuli [2]. We present a neural model that accounts for these new electrophysiological results.
The hierarchical model consists of multiple layers of neural detectors modeling properties
of neurons in the dorsal visual processing stream. The first layer models simple cells using Ga-
bor filters with with physiologically realistic parameters. A second layer combines responses
of Gabor filters that carry significant information about a training stimuli into more complex
features. The complex features in the model are based on the Principal Components of the Ga-
bor responses, which could be extracted using simple Hebbian-like learning rules. The highest
hierarchy layer models neurons in area IT. The responses of these neural detectors increase
monotonically with the distance of the input feature vector, from the previous layer, and the
average feature vector over all training faces. In addition, neural detectors on the highest hier-
archy level show a broad tuning with resepect to the direction of the difference vector between
input feature vector and this average vector.
The model was tested with gray-level images that were generated using a morphable 3D
face model [3]. The model was trained with 98 randomly chosen faces from a data basis with
200 faces. It was tested with caricatures and anti-caricatures of 4 selected faces. In addition we
tested lateral caricatures of the faces, which lie on curves in face space that connect the four
selected example faces. Exactly the same stimuli had been used in the electrophysiological
experiments [2].
After training, a significant number of the neural units on the highest level of the model
show a monotonic tuning with the caricature level of the faces, and a moderate tuning with
respect to facial identity, consistent with the electriophysiological results. The model provides
a physiologically plausible concrete neural implementation of face spaces. Future work will
explore its computational properties and coding efficiency in comparison with classical neural
models for face recognition.
[1] Valentine T. (1991). Q J Exp Psychol A. 43:161–204.
[2] Leopold D A, Bondar I V, Giese M A, Logothetis N K (2003). Soc. of Neurosci., Poster no.
590.7.
[3] Blanz V., Vetter T. (1999). In SIGGRAPH ‘99 Proceedings, ACM Computer Soc. Press, pp.187–
194.
Supported by the Deutsche Volkswagenstiftung, Hermann and Lilly Schilling Foundation, and
the Max Planck Society.
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It is generally assumed that the local and global levels of hierarchically structured stimuli are
more efficiently processed in the left and right cerebral hemispheres (LH/RH), respectively.
However, in ERP studies with stimuli in the lateral visual field (VF) corresponding effects are
only rarely observed [1]. What is more, in none of these studies a concordance between ERP
measures and response time measures with respect to hemispheric differences was obtained.
Possibly the used stimuli were responsible for this outcome. In response time studies VF ef-
fects mainly occur with stimuli where the responses to the levels are conflicting [2]. The aim
of the present study was to investigate whether in this condition analogous hemispheric differ-
ences would also occur in the ERP data. Conflicting and non-conflicting stimuli were presented
to the left and right VF with the task to give a speeded response to a specific level. Response
times as well as ERPs were registered. The same prediction was made for both variables: If re-
sponse conflicts were important for obtaining hemispheric differences, then the corresponding
positive effects should show up even though the stimuli were presented laterally. In line with
earlier response time studies [2], significant VF effects were obtained only with conflicting
stimuli. Global targets were processed faster and more accurate in the left VF compared to the
right VF, and local targets vice versa. Concordant results also showed up in the ERP data. For
conflicting stimuli the potentials were more positive in response to global compared to local
targets in the RH, whereas in the LH they were more positive in the local compared to the global
condition. The difference was most pronounced at parietal and occipital electrodes, 340–480
ms after stimulus onset. For non-conflicting stimuli there was no corresponding effect. To
sum up, the data show that response conflicts between the levels are an important condition for
obtaining hemispheric differences in global/local processing. Moreover, in this situation anal-
ogous hemispheric differences were observed in the behavioral and in the electrophysiological
response. To our knowledge the present study is the first to show such a concordance between
these measures.
[1] Han, S. et al. (2002): Neuroimage, 17, 1290–1299
[2] Hu¨bner, R. and Malinowski, P. (2002): Percept. Psychophys., 64, 1290–1300
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Human observers are amazingly adept at interpreting cluttered natural scenes, whether these
scenes are presented as static photographs or dynamic movies. For example, observers have
little difficulty in segmenting a scene into salient objects (e.g., a pedestrian walking through
a park). Of course, the environment is dynamic—therefore, we asked whether there is an
advantage for dynamic scenes relative to static ones. To address this question, we devised a dy-
namic composite stimulus in which two separate frame sequences were “blended” into a single
stimulus by averaging the luminance of corresponding frames of the separate sequences. By
varying the relative weight (alpha) of the two original sequences, we can make one sequence
more or less visible in the composite stimulus. Here, we blended frame sequences of pedes-
trians walking in a park with various machines in action. Observers were briefly presented
with two composite stimuli and they judged whether a human target was present or absent in
one of them. We compared the 50% alpha threshold for detection across three conditions: (1)
coherent dynamic stimuli, (2) static stimuli, and (3) scrambled dynamic stimuli in which we
randomized the frame order of the sequence. Overall, we found that thresholds were lower for
dynamic than for static stimuli. That is, when dynamic information regarding the human target
was available, observers required less static cues (i.e., lower alpha) to detect that target. We
found no difference between coherent and scrambled dynamic composites, suggesting that the
critical component is increased availability of information over time.
Visual Cognition: Space Perception and Navigation
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Humans use the visual place-memory, with the help of visual information, to return to a lo-
cation in space. An example how humans can recall a place is that they memorize a spatial
configuration of their visual field without the use of object recognition. In honey bees, that
kind of strategy has been shown. The honey bees memorize a panoramic picture, a snapshot,
of their surrounding to recall a place. Similar mechanisms were found in rodents. But how
precise and functional is the visual place-memory of Humans?
The precision and the functionality of the visual place-memory were investigated with the
help of a virtual reality lab consisting of a free walking arena and video glasses. The subject
should recall a place in this virtual environments, which they had memorized before. Therefore
subjects were teleported to a target location and asked to memorized that location. Subjects
were than teleported back to the start location and asked to walk to the target location. The
precision of goal finding was the dependent variable. The experiments were based on different
virtual environments, which differed in contrast, shape or richness of detail. For example: One
of the virtual environments used a circular room with a colour gradient as a texture to set the
contrast to different levels.
The results show that the level of contrast has strong influence on the precision of goal
finding. The results indicate that goal finding is good for a range of higher contrasts, but
performance drops rapidly as contrast is lowered. Furthermore, a significant gender difference
was observed.
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INTRODUCTION. Despite impressive gains in computational and graphical power over the
last decade, virtual reality (VR) simulations still often fail to convey a natural impression of
scale, dimensions, or distances. This however is a key requirement for many potential VR ap-
plications, as for example architectural walk-throughs. Recent models of spatial vision suggest
that the core of the problem lies in the way different depth cues are integrated by the human vi-
sual system similar to a mandatory weighted maximum likelihood estimation (e.g., [1]). Since
most VR setups simulate only a few depth cues, strong adversary but in itself consistent depth
information like a fixed physical screen distance may therefore substantially compress the per-
ceived depth dimension. However, cue integration might also bear the key to an applicable
workaround solution: Varying easily adjustable simulation parameters might offer a potential
for compensating for the shortcomings of more intractable depth cues.
OBJECTIVE. The empirical study presented here investigates effects of changing the hori-
zon height in VR by a frustum shift. Observations on distance estimates in reality, the form
of the human visual field, and the so-called cognitive framing effect of a restricted simulated
field of view ([2]) suggested that a raised horizon could particularly affect the perception of
egocentric distances.
METHOD. In a psychophysical experiment eight participants estimated three main dimen-
sions and two egocentric distances in 20 virtual rectangular rooms from two different scene
sets. In addition, possible side effects of the experimental parameter were roughly evaluated
by a semantic differential rating in eight principal experiential categories in subsets of four
rooms. The stimuli were presented on a calibrated desktop VR system. Radiosity-rendered
interiors were generated using a custom-made tool that allowed to hide the manipulation of the
experimental parameter by a balanced variation of scene features.
RESULTS. Albeit verbal distance estimates are known for showing high variances between
subjects, relative horizon height and perceived egocentric distances were significantly corre-
lated (correlation coefficient r=0.16**, p=0.003): The underestimation of distances was re-
duced by 29% on average. Whereas the influence of the experimental parameter on exocentric
dimensions (horizontal r=0.01, vertical r=0.07) and rated experience were below significance
level and obviously irrelevant.
DISCUSSION. The results are in accordance with both the cognitive framing theory and
the model of mandatory fusion of depth cues. Our findings suggest that a raised horizon height
is particularly suitable for improving the perceived ego-location in VR without negatively af-
fecting other perceptual properties. Besides this practical improvement of VR simulations, the
study shows that VR can also be effectively used in basic vision research.
[1] Bu¨lthoff, H. H. & Yuille, A. L. (1996). In J. McClelland & T. Inui (Eds.), Attention and Perfor-
mance XVI (pp. 49–70). MIT Press.
[2] Psotka, J., Lewis, S. A., & King, D. (1998). Presence: Teleoperators and Virtual Environments,
7(4), 352–369.
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In a first study [1] we had demonstrated that neuronal responses to optic flow stimuli in the
macaque ventral intraparietal area (VIP) are modulated by the location of the singularity of
the optic flow (SOF). Response modulation [for an integration time of about 2 s] could most
often be approximated by a two-dimensional regression function. Yet, an integration time of
two seconds obviously would be too long for navigational processes within everyday life. Ac-
cordingly, we were interested in the question, how fast the recorded neuronal responses would
allow a reliable estimate of the current heading direction. We applied the previously introduced
population code termed isofrequency encoding to calculate the heading direction at different
temporal intervals. The error of the calculated heading direction decreased with increasing in-
tegration time down to a residual error for both expanding and contracting optic flow stimuli.
These errors, as a function of integration time, were approximated by sigmoid functions. That
allowed us to define the heading processing time as the time for which the error dropped to the
residual level plus 5% of the total range between initial and residual errors. In this manner we
estimated heading processing times of 253 ms with a residual error of 4.2 { for the simulated
forward motion and 276 ms with a residual error of 4.4 { for the simulated backward motion.
Our results are well in line with phychophysical studies on heading perception in humans [2].
[1] Bremmer F. et al., Eur J Neurosci. (2002) 16(8), 1554–68
[2] Hooge I, Beintema J, van den Berg AV. Exp Brain Res. (1999) 129, 615–628
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Surprising results have been published concerning the spatial behavior based on geometric
information which is available ie in rectangular rooms. If rats were disoriented they based
their searching behavior mainly on the shape of the cage[1]. They persisted on this behavior
if one wall of the cage was painted in a different color or additional olfactory landmarks were
available. Disoriented young children and non-attentive adults seem to orient in the same
way [2][3]. So far it is not clear which depth information are used and which features in the
world are important for the geometric modul. In psychophysical virtual reality experiments I
measured thresholds for human adults (n=36 for each point) for length discrimination of walls
in rectangular rooms. In a second experiment the corners of the room are just marked by
objects, no other cues were available. It turns out that: 1. The relativ threshold depends on the
size of a room. In larger rooms the threshold is higher and more variant than in smaller rooms.
2. This threshold is also increased if a room is defined just by a configuration of objects. This
result could explain recently published data [4] which showed that toddlers use the geometric
information in a small room, but not in a larger room. It seems, that geometric information is
only strong in small environments and get rid of its power if the environment is bigger. Another
important feature might be the contours defined by walls. Object configurations are not that
effective for the geometric moduls as walls.
[1] K Cheng, Cognition, 23, pp. 149–178, 1986.
[2] L Hermer & E Spelke, Cognition, 61, pp. 195–232, 1996.
[3] L Hermer-Vazquez, E Spelke, AS Katsnelson, Cognition, 39, pp. 3–36, 1999.
[4] AE Learmonth, L Nadel & NS Newcombe, Psych. Science, 13, pp 337–341, 2002.
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Vertical structures have an important function in the orientation of humans in their real ar-
chitecture. This is an influence resulting from the force of gravity [1]. In contrast to real
architecture, the virtual architecture does not possess inherent principles. Virtual architecture
is characterised by non-materiality and the absence of physical laws [2]. Thus it has maximum
flexibility.
In an experiment the meaning of vertical structures for the orientation of the user in virtual
architecture was analysed. The experiment was conducted at the Bauhaus-Universita¨t Weimar.
As technical devices a Silicon Graphics Workstation and a magnetic tracking system were used.
The output device was a Head-Mounted-Display and as input device a Stylus was used.
Within psychology there is a long tradition of examining path integration abilities in hu-
mans. As a method to examine the efficiency of sensori-motor whole body information for
spatial-knowledge acquisition the method of triangle completion worked satisfactorily [3].
Based on this method two virtual environments were designed.
The first environment consisted of an arena with a diameter of sixty meters, which was
enclosed by a four meters high wall. In the arena two access points were distributed in the form
of columns, which could be seen from every position of the participant. The columns formed
a triangle with the starting point of the user. In the arena walls were distributed according to
an arbitrary. All wall elements were in a vertical position to the floor. The second environment
was based on the consisting arena. The difference between them was that all wall elements
were in a non-vertical position to the floor. The participants were divided into two groups
and assigned to one of the environments. Their task was to reach the columns successively
and to return to the staring point, which was not marked on the floor. The software recorded
the position of every participant. Additionally a questionnaire was developed which measured
subjective orientation.
The result of statistical examination was that the participants in the environment with ver-
tical position wall elements had a better orientation. The average values of distances reflected
a significant difference between the groups. The assumption that the orientation ability in the
environment with vertical structures is also better from a subjective viewpoint could not be
confirmed.
[1] Scho¨ne, Herrmann (1980): Orientierung im Raum. Formen und Mechanismen der Lenkung des
Verhaltens im Raum bei Tier und Mensch, Stuttgart
[2] Zellner, Peter (1999): Hybrid space. New forms in digital architecture, London
[3] Loomis, J. M.; Klatzky, R. L.; Golledge, R. G.; Cicinelli, J. G.; Pellegrino, J. W.; Fry, P. A.
(1993), Journal of Experimental Psychology: General 122 73–91
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In the literature on spatial cognition in navigational contexts, it is often assumed that humans
are able to build up some kind of “cognitive map” of the surroundings in which they navigate.
It is thought to consist of an integrated metrical representation of spatial locations which is
organized in some common frame of reference [1]. As an alternative account, a view-direction-
graph-approach is brought forward here, a descendant of the view-graph-theory [2]. It assumes
that participants make use of the visual scenery at single locations to gather spatial metrical
information of the local directions and distances to visible adjacent landmarks. The main
difference to the “cognitive map” is the negation of integrated configurational knowledge: in
the view-direction-graph, the direction from location A to location B is stored independently
from the reverse direction information. In a “cognitive map”, both directions have to be derived
from the integrated representations of the two locations. Therefore, no systematic asymmetries
in the error rates of reversal directions should appear.
Method. In a virtual reality setting, participants had to travel in the training phase re-
peatedly between six freely visible locations which were either characterized by different or
identical houses. The houses were placed in an irregular fashion and were oriented towards
the middle of the configuration. In the first test phase, the participants were “transported” con-
secutively to the different locations and had to point from there to all other locations, whose
visibility was blocked by simulated fog. In the following transfer phase, the participants were
either placed in the landscape with the identical six houses or a completely different surround-
ing, in which the configuration was instantiated by six identical space-shuttles, located in outer
space. In these settings, the participants’ ability to reorient in the configuration was tested by
traveling tasks which started from random as well as novel locations.
Results. Most participants were reasonably able to point at the invisible locations, and
they were able to reorient themselves successfully. These spatial abilities were uninfluenced
by the landmarks (different or identical), the surroundings (houses or space shuttles) and the
combination of these factors. However, the pointing errors exhibited a strong dependency on
the angle between the direction to a target location and the local forward axis from the actual
location. In sum, this effect led to systematic asymmetries in the respective pointing errors
which are incompatible with an integrated spatial representation. The results support the new
“view-direction-graph”-approach.
[1] Montello, D.R. (1998). A new framework for understanding the aquisition of spatial knowledge
in large-scale environments. In M. J. Egenhofer & R. G. Golledge (Eds.), spatial and temporal
reasoning in geographic informations systems. New York: Oxford University Press
[2] Scho¨lkopf, B. & H.A. Mallot (1995). Adaptive Behavior 3, 311–348.
In cooperation with the Max-Planck-Institut fu¨r biologische Kybernetik
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INTRODUCTION: The prevailing notion of visually induced illusory self-motion perception
(vection) is that the illusion arises from bottom-up perceptual processes. Therefore, past re-
search has focused primarily on examining how physical parameters of the visual stimulus
(contrast, number of vertical edges etc.) affect vection. In this study, we examined the influ-
ence of a top-down process: Spatial presence in the simulated scene. Spatial presence was
manipulated by presenting either a photorealistic image of the Tu¨bingen market place or mod-
ified versions of the same stimulus. Modified stimuli were created by either slicing the original
image horizontally and randomly reassembling it or by scrambling image parts in a mosaic-like
manner. We expected scene modification to decrease spatial presence and thus impair vection.
METHODS: Ten naive observers viewed stimuli projected onto a curved projection screen
subtending a field of view (FOV) of 54 ~ x40.5 ~ . We measured vection onset times and had
participants rate the convincingness of the self-motion illusion for each trial using a 0–100%
scale. In addition, we assessed spatial presence using standard presence questionnaires.
RESULTS: As expected, scene modification led to both reduced presence scores and im-
paired vection: Modified stimuli yielded longer vection onset times and lower convincingness
ratings than the intact market scene (t(9)=-2.36, p=.043 and t(9)=3.39, p=.008, resp.). It should
be pointed out that the scrambled conditions had additional high contrast edges (compared
to the sliced or intact stimulus). Previous research has shown that adding vertical high con-
trast edges facilitate vection. Therefore, one would predict that the scrambled stimuli should
improve vection. The results show, however, a tendency towards reduced vection for the scram-
bled vs. sliced or intact stimuli. This suggests that the low-level information (more contrast
edges in the scrambled stimulus) were dominated by high level information (consistent refer-
ence frame for the intact market scene). Interestingly, the number of slices or mosaics (2, 8,
or 32 per 45 ~ FOV) had no clear influence on either perceived vection or presence; two slices
were already enough to impair scene presence.
CONCLUSIONS: These results suggest that there might be a direct relation between spa-
tial presence and self-motion perception. We posit that stimuli depicting naturalistic scenes
provide observers with a convincing reference frame for the simulated environment which en-
ables them to feel “spatially present” in that scene. This, in turn, facilitates the self-motion
illusion. This work not only can shed some light on ego-motion perception, but also has im-
portant implications for motion simulator design and application.
EU grant POEMS-IST-2001–39223 (see www.poems-project.info) and Max Planck Society
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Rats are capable of navigating and of learning complex spatial tasks in real environments. It has
been shown that rats are capable of solving complex cognitive spatial problems [1], yet it is not
known what information the animals use and how it is computed. Some particular properties
of spatial information analysis are known, e.g. that the geometry of the environment is of
greater importance to rats than the identity of individual landmarks [2]. However, important
questions remain open, e.g. the role of optical flow in rodent navigation, and how rats act in
large scale environments. To address such questions, we developed a new virtual reality (VR)
set-up designed for rats to test their ability to navigate in spatial tasks. This set-up consists
of a projection system that displays a virtual reality environment via a mirror system onto a
torus-shaped screen that surrounds the rat. The animal is placed on top of a polystyrene ball
in a fixed position, allowing rotations along a dorso-ventral axis. The polystyrene ball floats
on an air cushion and is easily rotated by the rat when running. Motion detectors register the
ball’s movements and relay it to a computer system which produces the virtual environment
surroundings and adjusts the projection according to the rat’s movement. In a first experiment,
an array of grey cylinders was set up with 1 m separation in an infinite environment. All
cylinders were baited. The animal had to run under the cylinder to get a sugar water reward.
After seven days of training the rats showed a significant increase of performance, reflected by
the hits per minute and time interval between hits. In following experiments we enlarged the
distance between this cylinder up to 15 m and the animals showed that they were still able to
navigate towards these targets. When rotations of the environment where introduced, the rats
where able to keep their path stably directed towards the now moving targets, indicating that the
virtual environment is used. These results show that rodents are capable of navigating in virtual
environments. We suggest that the animals interpret the 2D projections as a 3D environment.
If the animals interpreted the projections of landmarks simply as two-dimensional projections
on canvas, it would not have been possible for them to navigate and to guide their movements
to the targets in VR space.
[1] Tolman, E.C. 1932. Purposeful behaviour in animals and man. New York, Appleton-Century.
[2] Gallistel, C.A., Cramer A.E. 1996. J. Exp Biol 199:211–7.
Supported by the Graduiertenkolleg 778 (Kognitive Neurobiologie) of the Deutsche Forschungs-
gemeinschaft.
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Relevance of Dimensions in Spatial Frequency for Empirical Design Research
Klaus Schwarzfischer
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We discuss the relevance of the perception as a process for the synthesis of form, the design
process. Starting with the successive visual perception of details, which can be modelled as
increasing spatial frequencies, we found two meaningful perspectives: What Level of Detail
(LOD) is neccessary to identify a object? What LOD is sufficient for disabling the observer
to discriminate the original and a low-pass-filtered artefact [1]. The successive increasing of
the resolution can be represented as a degressive interpolation, reducing the radius of interpo-
lation in time. Perception is dynamically low-pass filtered [2]. The effect strongly varies over
the visual field because of the distribution of receptors in the retina. Perpherical perception
is interpolated with higher values of interpolation radius than the fovea centralis is. In addi-
tion to the factors of exposition (time) and retinal angle (space) there is to be considered an
intentional aspect: A directional intention is dependent on a specific medium and situation, i.e.
reading on a 2-dimensional screen is of a different scanning order unlike a spatial upfolding
directmailing. Usual reading directions interfer with real or virtuel movements of the observer.
In this sense we have two meanings of periphery. A (local) sensory periphery in the retina and
its processing. And a second (global) periphery of the observing system in its environment.
We tested a spatial frequency-based method to forecast the recallable relevance of design arte-
facts. Those consist in media design of a combination of pictorial and typographic elements
of different size and contrast. We showed, that our qualitative prognosis of the results of the
study of CZAIA [3] were very close to the order which was empirically found. The paradigm
of Degressive Interpolation with dynamically low-pass filtering seems to be a powerful instru-
ment for empirical design research to test qualities of Gestalt. So we suggest a method which
considers the three essential factors: exposition time, contrast and the periphericness that is
both local-sensoric and a global-intentional. Furthermore we can notice that de facto in all
cases the full information of an object is not perceived because of convergence of retinal an
ganglion cells. Objects contain details that were not detected when the successive perception
process is being stopped. For everyday proposals in categorial perception this Level of Detail
is sufficient, but a strange conclusion follows, if we interpret Gestalt as a Fourier-Sum: Every
real Gestalt will have an infinite number of partial waves like visual overtones because of hav-
ing a fractal numbers of dimensions. Cognitive and virtual forms however will have a finite
number of dimensions. If we go farther this way, we could propose such an visual overtone as
an variable and in consequence could name it dimension. So every cognitive space would have
a different and dynamical number of dimensions unlike a physical space which has a constant
number of dimensions. In this view real Cognitive Systems could be identified by this reducing
dimensions, what the Cognitivistic Artificial Intelligence ignored.
[1] Luebke, David et al. (2003): Level of Detail for 3D Graphics. San Franciso: Morgan Kaufman.
[2] Dougherty, Robert (1998): Reaction Time to Spatial Frequency. ARVO1998.
[3] CZAIA (1998): Anzeigenbeachtungstest. Koblenz: Informa.
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Spatial Color Vision: Spherical Geometry and Mapping
Werner Backhaus
TU and FU Berlin
backhaus@cs.tu-berlin.de
Neuronal coding of spatial color vision is most economical performed in our brain with a
smallest number of neurons. Neighboring photoreceptors (rods and cones) in the retina project
to neighboring areas in the visual cortices (retinotopic mapping). The areas of highest spatial
resolution in the retinas, the foveas, thus project to fixed areas in the cortices. The neuronal
color coding (CC) system steers the amounts of the elementary colors and the 2D angular
directions of the elemental color sensations in the 3D color space. The depth coding (DC)
system determines the depth positions of the elemental color sensations. Despite the small
number of neurons and the acceptance angles of the photoreceptors (for just discriminable
color areas: ca. 40”), a much higher resolution for hyperacuity (ca. 3”) can be achieved. Due to
small rapid and larger slow eye movements, the representations of the foveas in the finer spaced
(ca. 3”) spherical geometry of the 3D color space move accordingly. The predicted spherical
geometry was quantitatively confirmed by psychophysical measurements on the “Visual Effect
of Enlargement with Depth” [1, 2, 3].
Now, evidence for further properties and implications of the model of spatial color vision
are presented. 1) The light distribution of a scene reaching the eye is linearly mapped onto the
spherical 3D color space spanned by the three linear angle and depth coordinates. Thus, the
subjective representation of the scene shows the same perspective distortions as the light dis-
tribution. Railway tracks, for example, are thus not seen as parallel lines but as two narrowing
straight lines with cross ties getting closer with distance. 2) The linear mapping ends abruptly
at the subjective horizon, as seen in real scenes (e.g. moon and stars) or respective 3D pictures.
Objects further away in reality are seen at the same maximum subjective depth (equivalent dis-
tance: ca. 5 km). 3) In addition, the model straightforward explains the phenomenon of size
constancy in pictures.
[1] Backhaus, W. (2000). In: TWK 2000—Beitra¨ge zur 3. Tu¨binger Wahrnehmungskonferenz, eds.
H. Bu¨lthoff et. al., p. 54. Knirsch, Kirchentellinsfurt.
[2] Backhaus, W. (2001). In: Neuronal Coding of Perceptual Systems, ed. W. Backhaus, pp. 445–
474. World Scientific, London.
[3] Backhaus, W. (2003). In: Proceedings of the 29th Go¨ttingen Neurobiology Conference, eds. N.
Elsner & H. Zimmer, pp.1007–1009. Thieme, Stuttgart, New York.
Visual Perception: Colour 159
Chromatic Signal Detection Investigated with Classification Images and Classification
Histograms
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The number and nature of the mechanisms for the detection of colored stimuli is still unclear.
Here we use classification images and classification histograms to investigate the detection of
a signal of homogeneous color added to a noisy texture.
In a yes/no experiment, subjects had to detect the presence of a low contrast signal in
chromatic noise. The noise pattern consisted of 24x24 square patches of light. Each noise
square subtended 0.5 deg visual angle and was assigned a color drawn randomly from the
isoluminant plane of DKL color space. The signal consisted of a centrally presented square of
uniform color subtending 8x8 background patches. Signal colors were chosen from cardinal
and non-cardinal directions of DKL color space.
From the observers’ “yes” and “no” responses, classification images and classification his-
tograms were computed for each signal color. Classification images are computed by first
sorting the noisy background textures into one of the four possible signal/response categories
“hit”, “miss”, “false alarm”, “correct rejection”, depending on the observer’s response, then
averaging within each category and finally subtracting averaged “no” from “yes” responses.
Classification histograms are computed analogously, based on color histograms of the back-
ground image instead of the background image. Color histograms of the isoluminant back-
ground images show for each color hue the amount of saturation present in the image.
For all signal colors, classification histograms peak near the signal color and have a broad
chromatic tuning, suggesting underlying linear mechanisms. Classification images show that
the detection is not based on the whole stimulus but influenced mostly by a small spot around
the fixation point. Experimental results are compared to a basic chromatic detection model in
order to estimate the number and tuning width of chromatic mechanisms.
Supported by DFG grant Ge 879/5–1.
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Response Priming by Color in Patients with Lesioned Posterior Parietal Cortex
Eun Y. Lee and Thomas Schmidt
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Dual visual systems theory (Milner & Goodale, 1995) suggests that visual stimuli are processed
in parallel through separate pathways: a dorsal pathway specialized in visually guided motor
responses, and a ventral pathway for recognizing visual objects and color processing. Recent
studies showed, however, that color information can be used to guide fast motor responses,
even though color processing should be confined to the ventral stream (Schmidt, 2002).
We investigated how patients with dorsal-pathway lesions responded to color masks pre-
ceded by hardly visible consistent or inconsistent color primes. Although clear response prim-
ing effects were found, their time-course was altered and unsystematic in all patients compared
to healthy controls, when stimuli were presented in the contralesional hemifield. Results sug-
gest that an intact ventral pathway is not sufficient to transmit color signals to motor areas with
uncompromised temporal precision.
[1] Milner, A. D. & Goodale, M. A. (1995) The Visual Brain in Action, Oxford University Press
[2] Schmidt, T. (2002), Psychological Science, 13, 112–118.
the German Science Foundation to Thomas Schmidt ‘response priming and visual conscious-
ness’
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In their 1969 published book “Basic Color Terms: Their Universality and Evolution” Berlin &
Kay developed rules of the distribution of basic color terms. For example when there exists
a word for blue in a language then there are terms for green and yellow in this language too,
but no terms for brown, purple or gray. Different classes of basic color terms define distinct
stages of evolutionary development. Many languages make, in contrast to most Indo-European
languages as German, English or French, no difference between “green” and “blue”. They
have only one basic color term for these colors, generally called “grue”. Mostly they integrate
short-wavelength stimuli into the “green” category. As an explanation for the grue category it
was proposed that this is caused by altered perception through lens brunescence (e.g. Lindsay
& Brown, 2002, Psychological Science, Vol. 13, No. 6, 506–512). Chronic exposure to a high
amount of UV-B radiation, as in the sunlight of the tropics, could cause faster aging of the hu-
man eye, which means a yellowing of the lens. As a result of the yellowing bluish colors would
appear greenish. But also purple should appear grayish and red more orange. In this study the
color categories of a language of the South Pacific were compared to color categorization in
German with and without simulation of aged lenses. Melanesian native speakers of the lan-
guage of Lenakel, West Tanna, an island in the south of Vanuatu, were asked to categorize an
array of Munsell Color Chips with their basic color terms. They possess color terms for black,
white, red, yellow, grue, and one term including purple, brown and gray. For German subjects,
when looking through filters simulating a lens of a 100 year old European and categorizing
the same Munsell Chips, the green category was strongly enlarged into the blue category and
previous “purple” colors were categorized as “gray” or “brown”. The findings contradict the
rules of Berlin & Kay, according to which the grue languages should not possess color terms
for brown, purple or gray. The experiments show that the different color categories in these
two languages can be explained by different color perception caused by lens brunescence.
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Orientation Fields in the Perception of 3D Shape and Material Properties
Roland Fleming
MPI for Biological Cybernetics, Tu¨bingen
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I present a theoretical analysis that explains how the visual system could solve two key percep-
tual problems. The first problem is our ability to distinguish reflections from texture markings.
The second problem is the estimation of 3D object shape from monocular images.
Textures and reflections both lead to stochastic patterns in images. How can we tell them
apart? We have argued previously [1] that textures and reflections have different statistical
properties (e.g. specular reflections of the real world have heavily skewed pixel histograms).
However, there is an additional cue, which results from the way that patterns are distorted by
3D shape.
As a textured plane is oriented away from frontoparallel, the image of the texture becomes
compressed. This provides a cue for 3D shape: if the visual system can measure the com-
pression of the texture at each image location, it can recover the first derivative of the surface
(i.e. local orientation) and thus shape. I argue that specular reflections can be treated a bit
like textures, because they also lead to stochastic image patterns with well-conserved statistics.
When the world is reflected in a specular surface, the reflection is distorted by the shape of
the object. The pattern of distortion is a function of the 3D shape, just as it is with textures.
Crucially, however, for specularities the compression is a function of the second rather than the
first derivative of the surface (i.e. surface curvature as well as orientation). Hence, the mapping
from image compression to 3D shape follows different rules for specular vs. textured surfaces.
I show that the compressions produced by 3D curvatures reliably lead to characteristic
‘fields’ of orientation energy across the image of a specular surface. These orientation fields
are diagnostic of 3D shape but remain surprisingly stable across changes in the scene reflected
in the surface. Furthermore, I show that these characteristic orientation fields can be easily
extracted from the image by populations of linear filters that resemble the oriented receptive
fields of V1 cells. I show how orientation fields could allow the visual system to distinguish
between reflections and textures, even when they are present simultaneously. Finally, I discuss
the generalization of these principles to surfaces with arbitrary reflectance properties.
[1] Fleming, R.W., Dror, R.O. and Adelson, E.H. (2003). JOV 3(5), 347–368.
Thanks to Antonio Torralba and Ted Adelson
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Texture and Haptic Cues in Slant Discrimination: Measuring the Effect of Texture Type
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In a number of models of depth cue combination the depth percept is constructed via a weighted
average combination of independent depth estimations. The influence of each cue in such aver-
age depends on the reliability of the source of information [1,5]. In particular, Ernst and Banks
(2002) formulate such combination as that of the minimum variance unbiased estimator that
can be constructed from the available cues. We have observed systematic differences in slant
discrimination performance of human observers when different types of textures were used as
cue to slant [4]. If the depth percept behaves as described above, our measurements of the
slopes of the psychometric functions provide the predicted weights for the texture cue for the
ranked texture types. However, the results for slant discrimination obtained when combining
these texture types with object motion results are difficult to reconcile with the minimum vari-
ance unbiased estimator model [3]. This apparent failure of such model might be explained by
the existence of a coupling of texture and motion, violating the assumption of independence of
cues. Hillis, Ernst, Banks, and Landy (2002) [2] have shown that while for between-modality
combination the human visual system has access to the single-cue information, for within-
modality combination (visual cues) the single-cue information is lost. This suggests a coupling
between visual cues and independence between visual and haptic cues. Then, in the present
study we combined the different texture types with haptic information in a slant discrimination
task, to test whether in the between-modality condition these cues are combined as predicted
by an unbiased, minimum variance estimator model. The measured weights for the cues were
consistent with a combination rule sensitive to the reliability of the sources of information, but
did not match the predictions of a statistically optimal combination.
[1] Ernst, M.O. and Banks, M. S. (2002): Nature 415 (6870), 419–433
[2] Hillis, J. M. , Ernst, M. O. , Banks, M. S., Landy, M. S. (2002): Science 298(5598), 1627–1630.
[3] Rosas, P. and Wagemans, J. (2003): J. of Vis., in press.
[4] Rosas, P., Wichmann, F.A., Wagemans, J. (2003): Accepted for publication.
[5] Young, M. J., Landy, M. S. and Maloney, L. T. (1993): Vis. Res. 33(18), 2685–2696.
Research supported by a grant from the Research Council at the University of Leuven (IDO/98/002)
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Determining the Depth of 2D Surface Patches using Local Relative Depth Cues in a
Model of Local Recurrent Interactions
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Human observers utilize cues such as T- or X-junctions to determine the depth of objects in
2D images (e.g., [1]). Such cues provide only local and relative information about the posi-
tion of an object in depth. It is therefore necessary to integrate the information of all cues
to compute a globally consistent interpretation of the scene (e.g., [2]). We propose a neural
model which solves this task using local information about contours and T-junctions delivered
by a pre-processing stage. The model consists of several depth layers containing topographical
maps of model dipole cells [3]. A dipole cell has two input channels to continuously compare
the activities delivered by the positive and negative output channels of the neighboring cells.
Dipole auto-reset is triggered when the relation between mean positive and negative activities
in the local neighborhood of a cell reverses. By this, waves of activity running along surface
contours can be triggered in the two-dimensional maps of model cells. T-junctions are used
to locally reset dipoles which correspond to surface contours not belonging to a specific depth
layer. This results in waves of activity resetting all dipoles of the contours not belonging to
a layer. In order to obtain the absolute position of a surface contour in depth, inhibitory con-
nections between the model layers implement a scheme which recursively assigns contours to
layers. By this, the surface contours being in the fore- and background are first assigned to
the corresponding depth layers and all other contours are deleted from that layers by waves of
activity. Afterwards, the position in depth of those intermediate contours is recursively deter-
mined. A variety of artificial images was used to demonstrate that the model obtains the cor-
rect depth sorting of several overlapping gray-scale surfaces. Furthermore, model long-range
groupings create activities at illusory contours and result in, e.g., the contours of an illusory
kanizsa square being in the foreground of the pacman inducers. Taken together, we demon-
strate that a globally consistent interpretation of depth can be obtained from local relative cues
using a recursive model in which neurons interact only in a locally restricted topographical
neighborhood. Due to the recursive scheme implemented by inhibitory connections between
the model layers, depth sorting is fastest for surfaces being in fore- and background and takes
progressively longer the more a surface has an intermediate depth level.
[1] Rubin, N. (2001). Perception (30): 339–366
[2] Sajda, P., Finkel, L.H. (1995). J Cog Neurosc (7): 267–291
[3] Grossberg, S. (1980). Psychol Rev (87): 1–51
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The Role of the Thalamus in Updating Visual Space
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Although our eye movements cause the retinal image to slip, we perceive a stable world. It
is commonly believed that spatial stability is achieved by monitoring an efference copy or,
more generally speaking, corollary discharge of the movement command [1,2,3]. Recent work
suggests that corollary discharge information about a saccade is conveyed in a pathway from
the superior colliculus (SC) via nucleus MD of the thalamus to the frontal eye field (FEF) in
macaques [4]. The aim of this study was to investigate, if thalamic lesions in humans lead
to deficits in using corollary discharge information. Twelve patients with selective thalamic
lesions and 12 healthy, age-matched controls were examined with a saccadic double-step task.
In the experimental condition retino-spatial dissonance was induced, i.e. the retinal vector of
the second target and the movement vector were different. Thus the subject could not rely on
retinal information, but had to use corollary discharge information about the metrics of the first
saccade to correctly perform the second saccade. The first and second saccades were signifi-
cantly shorter in the patient group in the experimental as well as the control condition. Saccades
in the experimental condition were shorter than in the control condition in both groups. Indi-
vidual patients were, however, impaired in using corollary discharge information. Four patients
showed unilateral deficits, revealed by asymmetries in their performance in comparison to the
other patients and to normal controls: They showed lateral shifts of second saccades in the case
of retino-spatial dissonance only on one side. Two patients with dorsolateral thalamic lesions
were impaired contralateral to the side of their lesions, one patient with a lesion in MD was
impaired ipsilateral to the lesion. The greatest asymmetry was found in a patient with a bilat-
eral thalamic lesion. The results show that thalamic patients can be impaired in using corollary
discharge information. Not surprisingly, contralateral deficits were observed in patients with
lateral lesions, because the pathway from SC to FEF passes through lateral parts of the tha-
lamus in humans [5]. The ipsilateral deficit observed in one patient with a medial lesion is
inconsistent with the findings in macaques[4].
[1] Duhamel, J. R., Colby, C. L., and Goldberg, M. E. (1992): Science 255, 90–92.
[2] von Holst, E. and Mittelstaedt, H. (1950): Naturwissenschaften 37, 464–476.
[3] Thiele, A., Henning, P., Kubischik, M., and Hoffmann, K. P. (2002): Science 295, 2460–2462.
[4] Sommer, M. A. and Wurtz, R. H. (2002): Science 296, 1480–1482.
[5] Tehovnik, E. J., Sommer, M. A., Chou, I. H., Slocum, W. M., and Schiller, P. H. (2000): Brain
Res.Brain Res.Rev. 32, 413–448.
This Research was funded by the International Graduate School for Neuroscience (IGSN),
Bochum
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During fast eye movements (saccades) visual perception is suppressed to prevent erroneous
and distracting motion signals resulting from the retinal slip. Only especially salient stimuli
are perceived. Although suppression can take a noticeable time interval, there is no “perceptual
gap” noticed during saccades. Up to now, it is unclear what kind of perceptual mechanisms
might cause this. Yarrow et al. [1] conducted experiments in which subjects had to make tem-
poral interval discriminations of stimuli presented simultaneously to saccades. They obtained
a characteristical overestimation of the first interval that starts with the landing of the eyes.
Their conclusion was that the perception at the landing of the eyes is antedated to the onset of
the suppression (i.e. shortly before the beginning of the saccade), thereby closing the percep-
tual gap. This proclaimed mechanism should be global, multimodal and independent of object
properties. In contrast, Deubel and colleagues [2, 3] hypothesize that, first, visual spatial atten-
tion shifts to the new eye position before the eyes actually start to move, and, secondly, subjects
misestimate the time the eyes actually reach the target. This could be a local, attention-related
and thereby object-specific explanation for the perceptual timing error found by Yarrow. Here,
we conducted three experiments. (1) Yarrow’s results were replicated: A numerical counter
started with the beginning of the saccades, the task was a temporal interval discrimination. If
the counter was the saccade target, the first interval was perceived prolonged. (2) When, in
contrast, the counter was presented centric between fixation point and target (and thus not in
the focus of attention) no prolongation was perceived. (3) In another modification of exp. 1, the
numerical counter was replaced by an acoustic tick. Just like before, subjects made saccades
that triggered the start of the acoustic signals. Again, no significant prolongation could be ob-
served. These results argue for a local, object-specific mechanism that origins from a shift of
attention preceding an eye movement. Hence, we prefer Deubel’s explanation over Yarrow’s.
[1] Yarrow, K. et al. (2001): Nature, 414, 302–305.
[2] Deubel, H., Schneider, W. X. (1996). Vision Res., 36, 1827–1837.
[3] Deubel, H. et al. (1999): In: W. Becker, H. Deubel & Th. Mergner (eds.) Current Oculomotor
Research Physiological and Psychological Aspects, 65–70.
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Actively Searching for Landmarks: an Eye Movement Study on Navigating in a Virtual
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Using visual landmarks is a very common strategy for animal and human navigation. A wide
variety of experiments using different methods have focused on the issue of landmark naviga-
tion. But so far, the basic questions about how landmarks are found and defined in a visual
scene and how landmarks are exactly use in the navigation tasks remain still unclear. Our
visual system favors a “top-down” mechanism and actively achieves visual information from
the environment. Therefore eye movement tracking provides a possible on-line observation of
covert cognitive processing. Here we introduce a method of eye movement tracking to inves-
tigate landmark identification in a virtual environment. Additionally, this study also provides
an interesting aspect of eye movement research on perceiving a dynamic scene. Subjects navi-
gated in a virtual environment, which was presented on a computer screen. They were asked to
memorize a route within the environment while the eye movements of subjects were recorded.
Each place in the environment has one specific landmark object and two identical distractor
objects, which are the same in the whole environment. Subjects could learn the route in the
environment using those landmark objects. Subsequent to an initial training phase, subjects
were asked to recall the route in a test phase. The training phase would be repeated if subjects
made any errors during the test phase. The results showed that the number of fixations towards
landmark objects were more frequent than fixations towards distractor objects. We conclude
that during the experiment subjects did actively search for landmark object for the purpose of
memorizing the route.
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Both optokinetic nystagmus (OKN) and smooth pursuit eye movements (SPEM) are subclasses
of so-called slow eye movements. However, optokinetic responses are reflexive, whereas
smooth pursuit requires the voluntary tracking of a moving target. We used fMRI to deter-
mine the neural basis of OKN and SPEM, and to uncover whether the two underlying neural
systems overlap or are independent at the cortical level. The results showed a largely over-
lapping neural circuitry. A direct comparison between activity during the execution of OKN
and SPEM yielded no oculomotor-related area exclusively dedicated to the one or the other
eye movement. Furthermore, the performance of SPEM evoked a bilateral deactivation of the
human equivalent of the parietoinsular vestibular cortex. This finding might indicate that the
reciprocally inhibitory visual-vestibular interaction involves not only OKN but also SPEM,
which are both linked with the control of object- and self-motion. Moreover, we could show
differential activation pattern elicited by look- as well as stare-nystagmus. Look-nystagmus,
which is characterized by small amplitudes and high frequency of resetting eye movements,
evoked activity in cortical oculomotor centers, whereas stare-nystagmus, which in turn is char-
acterized by larger amplitudes and lower frequency of resetting eye movements, failed to show
significant signal changes in these regions. Thus, less reflexive eye movements correlated with
more pronounced signal intensity. Finally, we compared activity associated with predictable
and unpredictable SPEM as indicated by appropriate visual cues. In general, predictable and
unpredictable SPEM share the same neural network. The knowledge about the direction of an
upcoming target movement decreased the cerebral activity level.
This research was supported by HFSP (RG0149/1999-B) and SFB 194 (A 13).
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When multiple bars are flashed around the target of an upcoming saccade they are compressed
towards the saccade target [1]. Subjects asked to indicate the perceived number of bars some-
times reported to perceive just one bar, even if three or four bars were shown. Although in this
case spatial positions are merged, other features like color are not. If three bars of different
color are presented around the saccade target, subjects who perceive just one bar may still per-
ceive all three colors [2]. Here we ask what happens if a small object is shifted by saccadic
mislocalisation onto a broad background of the same color. Does it melt with the background
like the multiple bars do, or is it perceived on top of the background? Five subjects conducted
large horizontal saccades (29 Ł ) over a red computer screen with a black horizontal reference
scale. A broad (8 Ł ) green bar was presented continuously at position 6 Ł to the right of the
midpoint of the screen. Around the time of the saccade a green triangle, 1.85 Ł wide, with one
of two possible orientations (upwards or downwards) was flashed at position 0 Ł , i.e. left to
the broad background bar. Subjects had to indicate the perceived position and the perceived
orientation of the triangle, or else indicate that they failed to perceive any object. Three sub-
jects who exhibited mislocalisations large enough so that the triangle was shifted fully onto
the background were further studied. They perceived green triangles on top of the broad green
bar. Furthermore they were able to correctly recognize the orientation of the triangle even if it
was shifted onto the same-colored bar. This was true as long as the flash occurred just before
saccade onset. If in contrast the triangle was flashed after the eyes had started to move, subjects
were not able to perceive the object any more. This suppression occurred even if the triangle
was of a different color than the green background, presumably because it was masked by the
motion signal of the bar. We conclude that some object properties of a perisaccadic flash are
retained even if—by mislocalization—the object falls onto a same-colored background.
[1] Morrone, M.C. et al. (1997): J.Neurosci. 17(20), 7941–7953
[2] Lappe, M. and Kuhlmann, S. (2003): Neurosci.Abstr.
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Quality of Smooth-Pursuit Eye Movements at Low Stimulus Contrast Around Detection
Threshold
Miriam Spering,  Dirk Kerzel,  Dirk Neumann  and Karl R. Gegenfurtner 
 Universita¨t Giessen,  California Institute of Technology
miriam.spering@psychol.uni-giessen.de
The perception of speed and the ability to exhibit smooth-pursuit eye movements were shown
to depend on stimulus contrast [1]. Most experiments in this regard have employed stimuli
well above detection threshold. We studied pursuit eye movements elicited by targets with
contrasts ranging from just below individual thresholds (0.8, 1, 2, 3, 4, 10*threshold) to 100%
contrast. Stimuli were Gabor patches with three target speeds (1, 8, 16  /s) and four spatial
frequencies (0, 1, 4, 8c/deg). Subjects were asked to rate target direction (Experiment 1) or
target direction and velocity (Experiment 2) in a constant stimuli procedure. Contrast starting
values were derived from a staircase procedure that was used to determine detection thresholds.
We analysed only those trials where psychophysical judgement was correct. For stimuli above
threshold, the quality of pursuit eye movements depends slightly on contrast. However, below
a contrast level of two to three times the threshold, pursuit is severely impaired: Steady-state
gain is low, pursuit latency is long, and position error is high. For fast targets with high spatial
frequency most of the foveation is obtained by saccadic eye movements. We can conclude
that, in general, the estimation of velocity does depend on contrast. Poor signal quality at
contrast levels around perceptual threshold makes it difficult for the pursuit system to reliably
estimate velocity. In other words: A correct judgement of target direction and velocity does
not necessarily imply that the stimulus can be pursued properly.
[1] Hawken, M. J. and Gegenfurtner, K. R. (2001): JOSA A, 18, 2282–2296.
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Influence of the Spoke Luminance and Spoke Width on the Reverse Spoke
illusion—Model and Experiments
Pierre Bayerl and Heiko Neumann
University of Ulm
pierre@neuro.informatik.uni-ulm.de
Purpose: We investigate the illusory rotation of stationary spokes in a wheel of rotating seg-
ments filled with different luminance values [1]. We analyze the influence of luminance and
spatial width of the spokes with a simple model of local motion estimation. Model predictions
were confirmed in psychophysical experiments.
Modeling: The spatial phase is computed from Gabor filter responses in circular direction
at spoke locations in each frame of the investigated image sequences [2]. We then analyze the
temporal course of the detected phase. The computed temporal phase changes for variations
of spoke luminance were most uniform (corresponding with continuous illusory motion) for
spokes with the mean luminance of the filled segments. Spoke luminance at extreme values
(white/black) yield high variations of the temporal phase change, thus leading to a percept of
pulsating movement. Further, the variation of spoke width (spokes at mean luminance) leads
to simulation results indicating that thinner spokes should yield stronger and more coherent
illusory motion cues than broader spokes. In order to quantify these effects we propose a scalar
measure for the strength of the motion which compares the detected phase against a shifted
linear phase.
Psychophysics: Computational model predictions were verified in psychophysical experi-
ments. Stimuli were generated dynamically with OpenGL (using anti-aliasing) and were pre-
sented using a standard computer monitor. We use a nulling paradigm to measure the strength
of the illusion (thresholds were obtained with Best PEST [3]). Results for varying the spoke
luminance confirm the predictions derived from the model simulations: the effect is maximized
for a mean spoke luminance and decreases for higher and lower luminance values leading to
an inverted-U function. Observers also confirmed that stimuli with white or black spokes seem
to pulsate. The variation of the spoke width reveals that motion induced by wheels with thin-
ner spokes is stronger than for broader spokes, as suggested by the model. Furthermore, we
investigated modifications of the illusion concerning geometrical and contrast variations of the
original stimuli. Experiments could again confirm model predictions.
Conclusions: The findings reveal stimulus configurations that maximize the effect of the
reverse spoke illusion. We demonstrate that the continuous phase extracted from cells with
Gabor-like V1 receptive fields contains sufficient visual motion information. Our experiments
falsify Anstis’ & Rogers’ [1] conjecture that the luminance value of the spokes has to be equal
to one of the sector luminances to induce an illusory effect. We show that the observed illusory
motion is similar to the principle introduced by Freeman et al. [4] for computer graphics
visualization.
[1] Anstis, S. and Rogers, B.J. (2001) Investigative Ophthalmology & Visual Science 42(4), 531
[2] Fleet, D.J., Jepson, A.D. (1990) International Journal of Computer Vision 5, 77–104
[3] Lieberman, H.R. and Pentland, A.P. (1982) Behavior Research Methods & Instrumentation 14(1),
21–25
[4] Freeman, W. T., Adelson, E. H. and Heeger, D. J. (1991) ACM Computer Graphics 25(4), 27–30
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Multiple Motions in the Projective Plane
Martin Haker, Cicero Mota and Erhardt Barth
University of Lu¨beck
haker@inb.uni-luebeck.de
Motion selectivity is a key feature of biological visual processing and multiple transparent
motions have been widely used to probe vision. Of particular interest is how human observers
resolve ambiguities that are inherent to certain types of motion patterns. A simple example is
the motion of a pattern that is spatially 1D and can be seen as moving in different directions
depending on its physical motion parameters and the boundary conditions. However, when a
number of 1D and 2D patterns that move differently are superimposed, the categorization of
the resulting patterns becomes more interesting. We present (i) a new theoretical framework
for categorizing multiple motions, and (ii) an JAVA-based tool that can be used to generate
multiple transparent-motion patterns in an intuitive and interactive way.
In a recently developed theory of multiple motions [1] the confidence for a certain motion
model is assessed in terms of the ranks of the generalized structure tensors. To resolve the
correspondence between the ranks of the tensors and the motion patterns, we introduced the
projective plane as a new way of describing motion patterns. The projective plane is the set
of all directions in the three-dimensional Euclidean space. The correspondence is such that
2D moving patterns correspond to points and 1D moving patterns correspond to lines in the
projective plane. This representation has a number of benefits. For example, the motion of
two overlaid 1D patterns (e.g. two gratings) can be distinguished from the motion of one 2D
pattern. Such patterns remain equivalent within traditional theories of only one motion.
The interactive tool lets the user draw points and lines on a board that represents the projec-
tive plane and the corresponding motions are shown in a second panel. The superposition can
be chosen to be transparent or translucent. Single lines in the projective plane are synthesized
as moving gratings. When we draw two lines that intersect, we see the motion of the plaid
that corresponds to the intersection of the two lines. When we draw three lines that intersect
in one point, we see the motion of the intersection. However, when the three lines intersect in
three points, there is no consistent motion percept and this difference, that is perceptually very
strong, is elegantly captured by the representation in the projective plane.
[1] http://www.inb.uni-luebeck.de/locomotor/
Supported by the DFG under Ba 1176/7–2.
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Electrophysiological Evidence for Independent Speed Channels in Human Motion
Processing
Michael B. Hoffmann,  Maarten J. van der Smagt,  Michael Bach  and Sven P. Heinrich 
 Univ.-Augenklinik, Freiburg,  Helmholtz Institute, Utrecht, Netherlands
hoffmann@aug.ukl.uni-freiburg.de
Purpose: A variety of psychophysical studies suggests that motion perception in humans is
mediated by at least two speed-tuned channels. To study the neurophysiological underpinnings
of these channels in the human visual cortex, we recorded visual evoked potentials (VEPs) to
motion onset. Methods: We applied an adaptation paradigm that allowed us (a) to isolate and
extract direction-specific cortical responses and (b) to assess cross-adaptation in the speed do-
main. VEPs resulting from the onset of left- or rightward motion at either low (3.5  /s) or high
speeds (32  /s) were recorded from three occipital recording sites in 11 subjects. For each of
these test stimuli, responses were collected after adaptation to one of five different conditions:
a static adaptation pattern (baseline), adaptation to low-speed motion either in the same or in
the opposite direction as the test, or adaptation to high-speed motion either in the same or in
the opposite direction as the test. Results: We report considerable direction-specific adaptation
for same adaptation and test speeds (by 28–37% of baseline response; P  0.002), while there
was no direction-specific adaptation across speeds. We supplement these electrophysiological
data with corresponding psychophysical results. Conlusion: The lack of direction-specific
cross-adaptation in the speed domain demonstrated with physiological and psychophysical
techniques supports models of at least two speed channels in the human motion system.
Supported by DFG, HO 2002/3–1 and BA 877/6
Visual Perception: Motion 179
Recognizing Friends from Different Viewpoints: Biological Motion as Cue for Identity
Daniel Jokisch,  Irene Daum  and Nikolaus F. Troje 
 Institute of Cognitive Neuroscience, Ruhr-University, Bochum,
 Department of Psychology, Queen’s University, Kingston K7M3N6, Canada
daniel.jokisch@ruhr-uni-bochum.de
The human visual system is very sensitive to the detection of animate motion patterns. We
can efficiently recognize human action patterns and attribute many features of psychological,
biological and social relevance to other persons. An experimental approach for studying in-
formation from biological motion (BM) with reduced interference from non dynamic cues is
to represent the main joints of a person’s body with bright dots against a dark background. In
the present study we investigated the influence of viewing angle on recognition performance
of walking patterns from well familiar individuals such as friends or colleagues represented
as point-light displays (PLD). Previous work on individual recognition [1, 2] provided empir-
ical evidence that cues from BM contain information enabling recognition of familiar persons
and identification of one’s own walking pattern when represented as PLD. We tested viewpoint-
dependent recognition performance in two groups of twelve persons respectively knowing each
other very well. Motion data of the participants were acquired by recording their walking pat-
terns in 3D space using a motion capture system. The locations of the major joints were com-
puted from the trajectories of the original markers. Size normalized PLDs of these walking
patterns were presented to the same group members on a computer screen in three different
orientations (frontal view, half profile view and profile view). Before the experiment observers
were shown a list of all occurring names, including their own. Observers were requested to
press a button if they had recognized the person’s gait pattern and to indicate afterwards the
person’s name by clicking on the corresponding name button in a list containing all names.
Observers did not receive feedback on their response. Analysis revealed a significant effect
of viewing angle on recognition performance. Displays presented in frontal view and in half
profile view were significantly more often correctly identified than displays presented in pro-
file view. Whereas recognition performance was found to be significantly above chance level,
BM failed to provide a highly reliable cue for individual identification if walking patterns of
familiar persons had not been seen before as PLD. We conclude that individual features of gait
dynamics can be more efficiently extracted when seen in frontal or half profile view. This view-
point dependent recognition effect might be due to the fact that the attention towards another
person is triggered if this person is approaching us resulting in increased exposure to frontal
views of gait patterns.
[1] Cutting J.E. and Kozlowski L.T. (1977): Bulletin of the Psychonomic Society 9, 353–356.
[2] Beardsworth T. and Buckner T. (1981): Bulletin of the Psychonomic Society 18, 19–22.
This research was funded by the International Graduate School for Neuroscience (IGSN) Bochum
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Direction Perception of Visual Stimulus Motion is Modulated by Cognitive Demands
Andre Kaminiarz and Frank Bremmer
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While in many studies the precision for direction discrimination has been investigated, only
few studies investigated the accuracy, i.e. the absolute judgement of the perceived direction of
motion. In addition, all studies performed so far employed only linear trajectories in their stim-
ulus set. Accordingly, we measured how direction perception is modulated by the frontopar-
allel stimulus direction itself and whether this performance is influenced by different motion
trajectories or additional cognitive demands. In the first series of experiments, we measured
psychophysically in fixating human subjects their perceived direction of motion (PDM) of a
random dot pattern (RDP), using a modified version of the Simple Up Down method (Levitt
1971). Computer generated visual stimuli were presented on a monitor within a 25 degree
aperture at a viewing distance of 57 cm. Subjects viewed two RDPs in sequential order. The
first RDP moved either on a linear or on a circular pathway, the second RDP always moved
on a linear pathway. Subjects had to indicate whether the movement direction of the second
stimulus was rotated clockwise or counterclockwise compared to the final movement direc-
tion of the first stimulus (2 AFC). Each subject’s (n=9) performance was tested at 24 different
directions (0  , 15  , 30  , ,345  ). In a second experiment we presented an auditory stimulus
simultaneously with the RDP (moving on a circular pathway) in the first stimulus interval.
As auditory stimulus we used a series of clicks whose frequency was modulated sinusoidally.
Subjects had to indicate whether the movement direction of the second stimulus (linear trans-
lation) was rotated clockwise or counterclockwise compared to that of the first RDP at the
moment of the peak-frequency of the auditory stimulus (i.e. direction discrimination with an
additional cognitive demand). For translational motion all subjects’ mean PDM did not differ
significantly from the reference direction (mean difference: 0,49 deg). For circular motion the
mean PDM was –14.62 deg, i.e. the PDM was shifted 14.62 deg against the circular motion
direction. In addition, a strong modulation of the shift across the different reference directions
was observed. For the simultaneous visual and auditory stimulation the mean PDM was shifted
30.55 deg against the circular motion direction. This larger difference is probably due to the
visual-auditory task resulting in a higher cognitive demand. Our results indicate that the ability
to discriminate the direction of a moving visual stimulus is strongly influenced by the motion
direction, trajectory and additional cognitive demands.
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Motion from Form from Asynchronous Motion
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Motion from form from asynchronous motion
Figure-ground segregation can rely on purely temporal information, that is, on short tem-
poral delays between motion events of elements in figure and ground [1]. We assume that the
figure in these stimuli is perceived by a two-stage mechanism, consisting of local motion de-
tectors on a first stage and a segregation mechanism on a second stage. In a recent experiment
[2], we found a benefit for binocular presentation but also that the motion detectors on the
first-stage are monocular, leaving open the question where the benefit of binocular presentation
should result from—the segregation mechanism of the second stage or higher (unitary) cogni-
tions. In this follow-up study, I present psychophysical evidence showing that the second-stage
mechanism is not monocular but binocular (i.e. ‘post-fusional’), and that its activation can
be read out by binocular motion detectors. Tracking of these motion-from-time-based-figure-
ground-segregation stimuli requires attention and succeeds up to a speed of approx. 2 cycles
per second, which is in accordance with previous findings [3, 4]. The speed of the grid motion
seems to be limited by the time required to obtain a single reliable stationary representation of
the grid. Taking together, the results suggest a sequence of (1) monocular motion detectors, (2)
binocular segregation mechanisms, and (3) binocular motion detectors. Moreover, the study
reveals two temporal thresholds for these tasks. Whereas a minimum time delay between mo-
tions in figure and ground of approx. 20 ms suffices for subjects to reliably separate figure from
ground in stationary localisation tasks, delays of 60 to 80 ms are required in order to obtain a
percept strong enough to allow for subsequent motion processing.
[1] Kandil, FI & Fahle, M. (2001): EJN 13, 2004–2008
[2] Kandil, FI & Fahle, M. (2003): EJN 18, 2874–2882
[3] Zanker, J.M. (1996): Philos.Trans.R.Soc.Lond.B Biol.Sci, 351, 1725–1736
[4] Lu, Z.L. & Sperling, G. (2001): JOSA A 18, 2331–2370
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Seeing Biological Motion in the Visual Periphery
Marc H. de Lussanet,  Luciano Fadiga  and Markus Lappe 
 Westf. Wilhelms-Universita¨t Mu¨nster, Germany,  University of Ferrara, Italy
lussanet@psy.uni-muenter.de
The human visual system is remarkably good at perceiving human movements from only a few
points attached to the body. It is generally assumed that this ability depends largely on the
grouping of consistently moving points into a segmented body [1], [2]. In central vision such
a mechanism is conceivable, because there grouping mechanisms are well developed. In the
visual periphery however, we are well at detecting motion, but not at grouping. This implies
that people should be bad at perceiving biological motion stimuli in the visual periphery. We
present data of an experiment in which observers had to judge whether they saw a person
walking forwards or reversed. The observers performed just as good on biological motion in
the visual centre as in the periphery, provided that the individual points moved. If the points did
not move (i.e. were relocated to a different position on the body each frame), peripheral vision
was much worse. This makes a mechanism that relies entirely on grouping unlikely. Instead, a
template based mechanism, such as proposed by [3], [4], would be consistent with our results.
[1] Johansson, G. (1973): Percept. Psychoph. 14, 201–211.
[2] Cutting, J. E. (1981): JEP: HPP 7, 71–87.
[3] Lange, J. et al. (2002): In: Dynamic Perception. pp. 109–115.
[4] Giese M. A. (in press): In: Optic Flow and Beyond.
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Recent findings point to the existence of cortico-subcortical parietal network that drives visual
attention-related feature integration [1–3]. Here, continuing the line of research on biological
motion processing in patients with early periventricular lesions [4], we ask whether the func-
tioning of this network might be modulated by periventricular lesions. To this end, adolescents
who were born preterm with different severity of bilateral periventricular leukomalacia (PVL),
fullterms and preterms without PVL were shown a set of impoverished point-light stimuli.
Observers had to detect a point-light walker embedded in an array of distractors mimicking
the motion of targets dots [5]. Patients exhibited higher susceptibility to distortions caused
by distractors. In patients only, sensitivity to point-light figure highly correlates not just with
performance on additionally administered perceptual organization tasks but also on visual at-
tention IQ tasks. Moreover, the sensitivity index, as well as the values of the both IQ factors,
decreases with increases in the extent of parieto-occipital PVL. No relationship was found be-
tween these variables and the lesion extent in the frontal or temporal region. Irrespective of
the severity of parieto-occipital PVL, patients had no difficulties performing effortful tasks re-
quiring non-visual attention. The data suggest that feature integration and visual attention in
processing of cluttered biological motion are intimately tied. Most importantly, periventricular
parieto-occipital regions might be a part of distributed network recruited in deployment of the
posterior visual attentional system. To clarify this issue, we analyse functional brain activity
in patients with PVL, and compare the time course and dynamic topography of the gamma
MEG response to biological motion with the findings in healthy adults [6]. We also discuss the
findings in relation to the recent report on biological motion perception after long-term visual
deprivation [7].
[1] Friedman-Hill, S. R. (2003): Proc. Natl. Acad. Sci. USA 7, 4263–4268.
[2] Robertson, L. C. (2003): Nat. Rev. Neurosci. 4, 93–102.
[3] Ward, R. et al. (2002): Nat. Neurosci. 5, 99–100.
[4] Pavlova, M. et al. (2003): Brain 126, 692–701.
[5] Pavlova, M. and Sokolov, A. (2000): Percept. Psychophys. 62, 889–899.
[6] Pavlova, M. et al. (2004): Cereb. Cortex 14, in press.
[7] Fine, I. et al. (2003): Nat. Neurosci. 9: 915–916.
Supported by the Medical School of the University of Tu¨bingen (fortune-program 949 and
1262) and by the DFG. FM is supported by the University of Padua, Italy.
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We studied the relationship between pursuit eye movements and the perception of motion.
Motion can be perceived even when there is no stimulus translating on the retina. One such
situation is the motion after effect (MAE) After prolonged exposure to a stimulus moving in
one direction, a subsequently presented stationary grating is perceived to be moving in the
opposite direction.
We used a nulling paradigm to measure the magnitude of the MAE. A moving sinewave
grating of 0.25 cycle per degree, 8 degree per second, and 40 per cent contrast was presented
for 30 seconds. The subjects were instructed to keep their eyes on a central fixation spot. The
moving grating was followed by a test grating that was either stationary or would slowly move
in the adapting or the opposite directions. At the same time eye movements were monitored
during the adapting and the testing phase. At the end of the trial, the subject had to give a
rating whether the grating was stationary, moving in the adapting direction, or in the opposite
direction.
Typically, a stationary test grating was perceived to be moving in the opposite direction.
The test grating was perceived to be stationary when it moved in the adapting direction at
a speed of about 0.5 degree per second. At the same physical speed of the test grating, the
average eye movement speed at the start of the testing phase was 0, despite the retinal motion
signal. For physically stationary test gratings, which were most often perceived to be moving
in the opposite direction, smooth pursuit eye movements were observed that coincided with the
percept.
We conclude that smooth pursuit eye movements are possible without retinal image motion.
Smooth pursuit and perception seem to share the same neural pathways for the analysis of
motion.
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Cerebellar Gamma-Band Activity Correlates with the Size of the Visual Motion
Aftereffect
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Patients suffering from cerebellar disease are consistently impaired in tasks requiring the per-
ception of visual motion. While this finding is robust and has been replicated independently by
several laboratories, attempts to narrow the specific role of the cerebellum in motion percep-
tion down by studying deficits in patients have failed. Anatomical studies have suggested that
large parts of cerebral cortex, including the parietooccipital areas involved in the processing
of visual motion and spatial orientation maintain reciprocal connections with the cerebellum.
In order to test if information processing in parietocciptal cortex indeed involves an interac-
tion with the cerebellum, we resorted to whole-head magnetoencephalography (MEG). This
approach allowed us to analyze the interplay of cerebral and cerebellar cortex at high temporal
resolution, while subjects perceived visual motion. Specifically, we determined the topography
and strength of gamma-band activity (GBA), while subjects experienced a motion aftereffect
(MAE). The MAE was elicited by a dynamic random dot pattern which was presented after
a 5s adaptation period, differing for two conditions compared and centered right of the fixa-
tion spot in the first experiment. In condition 1, the subjects (n=8) were adapted to a stimulus
with all dots moving coherently in an upward direction (20  /s), while in condition 2, motion
coherence was set zero. The individual differences of the MAE perceived between condition 1
and 2 varied from 0.1 to 2.9  /s (mean=1.3; p  0.01). A significant difference in GBA between
the two perceptually different but physically identical conditions was observed over parietal
cortex contralateral to the stimulus in the range of 69–71Hz. In addition, a strong linear rela-
tionship between individual differences in the MAE and GBA (93–94Hz) was observed over
the ipsilateral cerebellum (r=0.965, p  0.0001). In order to test the reliability of the pattern
of cerebro-cerebellar activity revealed in this first experiment, we carried out a control exper-
iment, in which the position of the motion stimuli was shifted to the opposite (=left) side, a
shift which should result in mirroring of the MEG pattern obtained in the first experiment. In
fact, this was the case. Finally, in both experiments a significant increase in coherence between
GBA recorded from parietooccipital cortex and the cerebellum suggests that the perception of
the MAE is a function based on synchronous activity in a cerebro-cerebellar network, rather
than being a pure cerebrocortical phenomenon.
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With rigid objects, the visual system shows some degree of viewpoint invariance. Information
obtained about an object from one view can be used to identify the object from a novel view.
Little is known whether we can also generalize to new views of non-rigid objects, such as hu-
man bodies. Here, we examine this question using biological motion. Stimuli were Fourier
represented point-light walkers decomposed into an average posture and the first five harmon-
ics. We investigated the role of these harmonics for person identification from biological mo-
tion, and measured performance when viewing angles were varied between learning and test.
Three groups of observers were trained to identify seven male walkers, previously unknown to
them, shown from different views: 0 deg (frontal view), 30 deg, or 90 deg. Non-reinforced test
stimuli were generated by first computing an average walker and then replacing either only its
first, second, or third to fifth harmonics with the respective harmonics of the individual walk-
ers. In the test session these walkers were shown either from the same viewing angle as in the
training sessions, or from one of the two other viewpoints. Results show that walkers can be
identified best if shown from the same view as during training. There was also a significant
transfer to other angles, but performance declined with increasing difference between learning
view and test view. There was a marginal effect of test view, with the 30 deg view producing
best performance. The first harmonic contributes most information to the identification of the
walkers. The second harmonic alone is still sufficient for recognition, but this is not the case
for the higher order harmonics. There were no significant interactions between the type of
harmonic and the training view or the test viewpoint, respectively. We conclude that there is a
clear viewpoint effect for recognition of biological motion. Still, the visual system is able to
generalize to a considerable degree across viewpoints.
This research was funded by the Volkswagen Foundation
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Introduction: Stimuli surrounding a target can modulate behavioral as well as neural responses
to that target. For example, iso-oriented surrounds usually diminish target perception while
collinear contextual elements facilitate target processing— following the Gestalt law of good
continuation. Using the recently discovered shine-through effect, we show, to the best of our
knowledge, the first counter-example to the Gestalt law of good continuation: collinear ele-
ments can exert dramatic contextual suppression.
Materials and Methods: In the shine-through effect, a vernier precedes a grating comprising
more than seven aligned elements. The vernier shines through this grating appearing brighter,
wider, even longer, and superimposed on the grating though it is not.
Stimuli were displayed on an analog monitor (HP 1334 A) controlled by a Power Macintosh
computer via fast 16 ¢ bit D/A converters (1MHz pixel rate). In all experiments a vertical
vernier preceded a grating comprising 25 aligned vertical verniers. Except for offset, all spatial
parameters of grating elements were the same as those of the foregoing vernier. Segments were
600” long and separated by a small vertical gap of ¢¤£¦¥ ”. Horizontal spacing between grating
elements was 200”. The preceding vernier and the middle element of the grating appeared
in the center of the screen. With this set-up the vernier shines through the grating. In most
experiments, contextual lines or gratings accompanied the standard grating. Single contextual
lines were 400” long and had no vertical gap. The vertical gap between the contextual lines
and the grating had a width of 200”. Contextual gratings consisted of 25 single contextual
elements. The grating and the contextual elements were always presented simultaneously.
Subjects were asked to discriminate the offset direction (left versus right) of the shine
through element by pressing the corresponding one of two push buttons. Incorrect responses
were followed by an error signal produced by the computer. We determined thresholds of 75%
correct responses with an adaptive staircase method.
Results:
1. Single collinear contextual elements can exert dramatic contextual suppression.
2.Embedding the collinear contextual elements in contextual gratings yields no suppres-
sion.
We suggest that contextual suppression vanishes if the context is a coherent object. For this
reason collinear elements might loose their suppressive power if they are part of the contextual
gratings that are coherent objects.
Conclusions: For masked stimuli the Gestalt law of good continuation is not valid. How-
ever, other Gestalt principles, such as object coherence, might be on work.
SFB 517 “Neurocognition”
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Selective Luminance Induction on Bright and Dark Regions in Textures
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It is thought that the “ON” and “OFF” channels, used for detecting luminance increments and
decrements, are perceptually inseparable when we process complex textures. Here we show
that this is not the case. Methods: a 256 grey-levels texture patch (0.5 x 0.5 deg.), with the
characteristic second order statistics of natural images, was surrounded by a uniform lumi-
nance region of various sizes (up to 4.0 x 4.0 deg.). We have modulated the luminance of the
surrounding region sinusoidally in time (at 0.6Hz) either above or below the mean luminance
of the central texture. We found that this modulation induced changes in the perceived contrast
of the central patch. Subjects were asked to null this induction by adjusting the depth of mod-
ulation of either the bright or the dark regions of the central texture. Results: when uniform
surround luminance was modulated above the mean luminance of the central patch, subjects
chose to null the perceived induction by primarily altering the modulation of the bright regions
of the texture. Conversely, when uniform surround luminance was less than the mean of the
central patch, subjects chose to null the induction by primarily altering the modulation of the
dark regions of the texture. This implies that, in contradiction to previous reports, our percep-
tion of bright and dark regions in complex textures is mediated by perceptually segregated ON-
and OFF-channels.
Supported by the Wellcome Trust and a Lord Adams Fellowship.
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Effects of Visual Grouping in Spatial Grating Patch Arrangements
Gu¨nter Meinhardt and Uwe Mortensen
WWU Mu¨nster
meinhag@psy.uni-muenster.de
Long range connections among early visual filters localized in space, spatial frequency and
orientation have been shown to be effective over spatial distances up to about 12 wavelenght
units of the filter’s tuning wavelength [1]. Here the effects of collinearity and spatial fre-
quency homogeneity on the contrast detection threshold of grating patch configurations consist-
ing of four elements were investigated. Control measurements assured that the single grating
patches, which differed in orientation and spatial frequency, were equally detectable when pre-
sented individually at each possible position. Further control measurements with an adaptation
paradigm assured that the distances between the patch positions of each spatial arrangement
were large enough to preclude any direct adaptation transfer. It is shown that the effects of
collinearity are small and not distinguished from probability summation if the four grating
patches of each arrangement are heterogeneous with regard to spatial frequency. But if all four
grating patches agree in spatial frequency, strong detection facilitation occurs. Interestingly,
the facilitation effect is strongest for long distances, outside the range of the contextual effects,
as determined by Polat and Sagi (1993). Inside this range inhibition is observed for most of the
configurations tested. It is argued that visual grouping, as encountered in higher level object
vision, is already effective in basic visual tasks such as contrast detection. Object based group-
ing is apparently capable of integrating information beyond the spatial scope of the classical
long range contextual effects.
[1] Polat, U., Sagi, D.,(1993): Vis. Res. 33, 993–999
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The Trial Context Determines Adjusted Localization of Stimuli: Reconciling the
Fro¨hlich and Onset Repulsion Effects
Jochen Mu¨sseler © and Dirk Kerzel ª
© MPI for Human Cognitive and Brain Sciences, Munich, ª Giesen University
muesseler@psy.mpg.de
It has long been known that observers make localization errors in the direction of motion when
asked to localize the onset position of a moving target (Fro¨hlich effect; e.g. [1]). However, re-
cent studies also revealed the opposite: In the so-called onset repulsion effect, mislocalization
was opposite to target motion when observers pointed to the initial position [2]. We demon-
strate in two experiments that the conflict between these findings is resolved by considering the
trial context: When the stimuli appeared at predictable positions to the left or right of fixation,
pointing responses to the onset position were displaced in movement direction. In contrast,
when the stimuli appeared at unpredictable positions in the visual field, pointing responses
were displaced opposite to motion. Thus, localization errors vary with stimulus context. The
theoretical implications of these findings are discussed.
[1] Mu¨sseler, J. & Aschersleben, G. (1998): P&P, 60(4), 683–695
[2] Thornton, I. (2002): Spatial Vis, 15(2), 219–243
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Wavelength Dependence of Visual Acuity in Man and Goldfish
Christa Neumeyer « and Moritz Schmitt ¬
« Universita¨t Mainz,
¬ Institut fu¨r Zoologie III (Neurobiologie), J. Gutenberg-Universita¨t, 55099 Mainz
christa.neumeyer@uni-mainz.de
In goldfish the four different cone types are evenly distributed over the entire retina and ar-
ranged in a hexagonal pattern. The relative number of L-, M- and S-cones is about 0.45, 0.35
and 0.20, that of UV-cones even smaller. Therefore, we assumed that visual acuity may be
best in the long-wavelength range of the spectrum. In humans visual acuity is determined by
the density of M- and L-cones in the fovea (in different ratios depending on the subject). To
compare the contribution of the different cone types to spatial resolution in man and goldfish
we measured the action spectrum of visual acuity using high contrast transparencies (square
wave gratings; MIT, Infant Vision Lab). For each of 20 wavelengths spatial resolution was
determined as a function of intensity. In goldfish (Neumeyer, C. (2003) J. Comp. Physiol. A
189: 811–821) maximal values of spatial resolution of ­ 2 cycles/deg were found between 440
and 680 nm. In humans high values of 50–60 cycles/deg were measured between 530 and 630
nm only. Plotting the amount of quanta/cms required to obtain this maximal resolution pro-
vides a spectral sensitivity function with three pronounced maxima at 460, 530, and 650 nm in
goldfish, and a function with two maxima at 530 and 630 nm in human subjects. In goldfish
the function corresponds to the spectral sensitivity function reflecting the detection of “color”.
This was confirmed in experiments under the influence of Ethambutol and under a reduced
room light. In humans the action spectrum is similar to the increment threshold function, how-
ever, without the third peak at short wavelengths. To obtain a high resolution of 40 cycles/deg
in the short wavelength range at ­ 450 nm as well, 2 log units more photons are necessary
than at 530 or 620 nm. This indicates that M- or L-cones, but not S-cones are responsible for
this performance. Using low intensities of 450 nm light, spatial resolution was less than 10
cycles/deg. The results can be explained by the density of cones and small ganglion cells in
both species, and indicate the same type of parallel processing of “color” and high contrast
“form”on the one hand, and “brightness” and “motion” on the other.
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Retinal Image Motion Abolishes Pattern-Reversal but not Pattern-Onset Visual Evoked
Potentials
Petra S. Seufert, Michael Bach and Michael B. Hoffmann
Univ.-Augenklinik, Freiburg
seufert@aug.ukl.uni-freiburg.de
Purpose: In patients with nystagmus the functional assessment with visual evoked potentials
(VEPs) is severely impeded. Specifically, pattern-reversal responses are strongly reduced or
absent in nystagmus patients, while pattern-onset responses can often still be obtained [1]. To
quantitatively assess the differential effect of retinal image slip on pattern-reversal and pattern-
onset responses we simulated different degrees of nystagmus in normal subjects. Methods: In
eight subjects we monitored eye-movements and recorded pattern-reversal and pattern-onset
VEPs from occipital electrodes. Subjects viewed the stimulus monocularly via a mirror, which
was placed close to the eye and driven by a scanner at four different amplitudes (0 ® , 1 ® , 2 ® , and
3 ® ) of a 4Hz sawtooth waveform. Results: Retinal image motion nearly abolished the pattern-
reversal VEPs (by up to 85%; P ¯ 0.001), while there was no significant effect on pattern-onset
VEPs. No oculomotor activity was induced by nystagmus-like retinal image slip at 4 Hz. Con-
clusion: The strong differential effect of simulated nystagmus on pattern-reversal and pattern-
onset VEPs indicates that the spatio-temporal properties of the pattern-reversal stimulus are
sufficient to explain its low efficacy in patients with nystagmus. For clinical applications, it
follows that pattern-onset is the preferred stimulation-mode in patients with oculomotor insta-
bilities. Of the various possible explanations we quantitatively argue for a mechanism based
on motion adaptation.
[1] Saunders, K.J. et al. (1998): Doc. Ophth. 94, 265–274
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