We map model-based Bayesian clustering, which is based on stochastic partitioning of data, into a statistical physics problem for a gas of particles. Using mean-field theory we show that, under natural assumptions, the lowest entropy state of this hypothetical 'gas' corresponds to the optimal clustering of data. The byproduct of our analysis is a simple but effective clustering algorithm, which infers both the most plausible number of clusters and the corresponding partitions.
are usually evaluated by clustering synthetic data and benchmark real-world data. This is not satisfactory; we would prefer our knowledge and validation of SPD and GMM approaches, and model-based clustering in general, to be based on more than empirical tests.
In this article, as a first step in this direction, we use Statistical Physics (SP) to study model-based Bayesian clustering. SP was used in the past to study various optimisation problems, see e.g. [10] , and clustering [11, 12] . However, Bayesian clustering has to our knowledge not been studied yet. Here, starting from the SPD model, we derive a Bayesian framework for the inference of data partitions. A key role in our approach is played by a log-likelihood function, which can be seen as the entropy of a hypothetical gas of a particles (data-points), distributed over K reservoirs (clusters). In the regime of a large number of particles we derive a mean-field (MF) theory to describe this gas, and show that its lowest entropy state corresponds to the optimal MAP clustering of data. The byproduct of our analysis is a simple clustering algorithm, which allows us to infer the most plausible partitions of the data, and the correct number of clusters.
Let us assume that we observe the sample x = x 1 , x 2 , . . . , x N , where x i ∈ R d , from the distribution
This distribution is generated by the set (or 'partition') Π = {S 1 , S 2 , . . . , S |Π| }, with disjunct sets (or 'clusters') S µ = ∅, such that S µ ∩ S ν = ∅ and ∪ satisfying these constraints induces a partition Π(c) = {S 1 (c), . . . , S K (c)} of cardinality K. Furthermore, if we are also given the distributions of 'parameters' p(θ µ ), p(c|K) and p(K), we can use Bayes' theorem to derive (see Appendix A for details) the distribution p(c, K|x) = e −NFN (c, x) p(c|K)p(K)
in whicĥ
with f (θ) θ = K µ=1 p(θ µ ) dθ µ f (θ). Expression (2) can be used to infer the partition Π as follows. First, for each K ∈ [N ] we computê c |K = argmax c e −NFN (c, x) p(c|K) ,
then we use the result of (4) to determinê Π = argmaxĉ |K e −NFN (ĉ, x) p(ĉ|K)p (K) .
The last resultΠ ≡Π(ĉ) is our estimate of Π. Clearly, a key role in the above framework is played by the log-likelihood density function (3) , which can be seen as an 'entropy' of a 'gas' of N 'particles' (the data-points) distributed over K different 'reservoirs' (the clusters). A particle in this gas can move from one reservoir to another; the position variable c iµ tells us if particle i is in reservoir µ, and the coordinates x i act as a 'quenched' disorder [13] . We are interested in the minimum entropy state of (3), i.e. the 'ground-state' argmin cFN (c, x).
Let us first consider the case when there is no uncertainty in the parameters of our clusters. In this case p(θ µ ) is a delta function, and the entropy (3) is given bŷ
N dxQ µ (x|c, x) log p(x|θ µ ), (6) written in terms of M µ (c) = N i=1 c iµ , and in terms of the disorder density of particles in cluster µ, defined aŝ
Suppose now that there are L distributions q ν (x), such that for each ν we find N ν particles with x i sampled from q ν (x), with the total number of particles L ν=1 N ν = N and with lim N →∞ N ν /N = γ(ν). We should then expect that for large N the density (7) typically converges to
Here the quantity α(ν|µ) = α(ν, µ)/α(µ) is a conditional probability, defined by α(µ) = lim N →∞ M µ (c)/N , where M µ (c) is the number of particles in cluster µ, and α(ν, µ) = lim N →∞ M ν,µ (c)/N , where M ν,µ (c) =
is the number of those particles with quenched disorder drawn from the distribution q ν (x) that are allocated to cluster µ. We note that µ≤K α(ν, µ) = γ(ν) , ν≤L α(ν, µ) = α(µ) > 0 and ν≤L µ≤K α(ν, µ) = 1. If expression (8) holds for N → ∞, then we also expectF N (c, x) to converge to
where D(q ν ||p µ ) is the Kullback-Leibler 'distance' between the distributions q ν (x) and p(x|θ µ ), and H(q ν ) is a differential entropy [14] . Result (9) can be seen as a mean-field theory of a 'field theory' ofF N (c, x) (see Appendix C for details). The latter is governed by the distribution P (F ) = dα P (α) δ(F −F (α)) in the limit N → ∞, in which the L × K matrix α has entries α(ν, µ), and where
Here p(c|K) and q(c|L) are the assumed and the 'true' distributions of partitions, respectively. Thus expression (9) is true when P (α) is a delta function. We are interested in finding for which α the function
The lower bound is saturated when D(q ν ||p µ ) = 0, i.e. when q ν (x) = p(x|θ µ ), and the mapping between the sets [L] and [K] labelling these distributions is bijective. This can only happen when L = K and α(ν, µ) = γ(ν)1[D(q ν ||p µ ) = 0], i.e. when the 'true' partitioning of the data is recovered.
Secondly
. This lower bound is saturated when α(ν, µ) = γ(ν)1 µ = argminμD (q ν ||pμ) . For K ≤ L, the latter can be regarded as the result of the following 'macroscopic' clustering algorithm: for all ν ∈ {1, . . . , L}, find the distribution p(x|θ µ ) that has the smallest distance D(q ν ||p µ ) to q ν (x), and assign all members of ν to cluster µ. By construction, this algorithm would allocate the data from more than one distribution to some clusters when K < L (see Figure 1 (a) ), but when K = L, each cluster would hold only one distribution. Hence, the algorithm can recover the true partitioning even when the distributions q ν (x) and p(x|θ µ ) are non-identical.
Finally, the trivial inequality D(q ν ||p µ ) ≥ minν D(qν ||p µ ) gives us the lower bound 
data from qν (x) occupy at least one cluster. c) Minimum of the mean-field entropy (data log-likelihood), F ≡ minα F (α) (blue solid line), shown as a function of K and compared with the ground state entropyFN ≡ mincFN (c, x) (red symbols +), computed for the data from Figure 2 . The horizontal line corresponds to the lower bound ν≤L γ(ν)H(qν) = 4.853905. Inset: The sum ofFN and log(K) shown as a function of K. The minimum of this sum is obtained when
The latter situation would result from to the following algorithm: for all ν ∈ {1, . . . , L}, find the distribution p(x|θ µ ) that has the smallest distance D(q ν ||p µ ) to q ν (x), and assign all members of µ to the 'cluster' labelled by ν. For K > L, this algorithm could allocate more than one distribution to some of the clusters, i.e. data from this distribution would be shared between the clusters labelled by µ (see Figure 1 ( 
, the properties of α(ν, µ) imply validity of the system of L linear equations
which is underdetermined and hence has either infinitely many solutions, or no solutions at all.
For N → ∞, the entropy (3) is no longer affected by the prior p(θ) but is strictly dominated, via steepest descent (see Appendix B for details), by the system of saddle point equations
Solving (11) for the multivariate Gaussian case, i.e. for p(
, with mean m µ inverse covariance matrix Λ µ , gives us (see Appendix B for details) the following entropy:
where Λ −1 µ (c, x) is the covariance matrix of the data in cluster µ. It is clear that (12) is an average of K entropies of Gaussian distributions, which we expect for N → ∞ to typically converge (see Appendix C for details) to the following mean-field entropy
Here
with means m µ (α) = L ν=1 α(ν|µ) x ν , and where we used the short-hand {· · ·} ν = dx q ν (x){· · ·}. We note that the entropy (13) is also equal to (15) where
The second inequality has two relevant consequences. Firstly, if K ≤ L then for any matrix α that corresponds to either of the scenarios depicted in Figures 1 (a, b) , we will have
The lower bound is saturated when L = K and q ν (x) is Gaussian. Thus the 'true' macroscopic parameters of the data represent a stable state, and any (macroscopic) perturbation of this state can only increase F (α). Secondly, when K > L the entropy F (α) can only increase with L. This follows from equation (15) and
The first inequality in (16) has an interesting geometric interpretation.
The entropy H(Q µ ) of a cluster µ can for large N be estimated by
where ρ iµ (c) = min i∈Sµ(c)\i ||x i − x j ||, i.e. the Euclidean distance between particle i and its nearest neighbour [15] . Thus the average entropy
This would be minimised by any state c which simultaneously maximises the entropy − K µ=1 M µ (c)/N log M µ (c)/N , i.e. 'disperses' particles as much as possible over clusters, and minimises the nearest neighbour distances {ρ iµ (c)}, i.e. favours high particle 'densities' in each cluster.
The lower bound
. Such maps are special instances of the more general family
where Π = {S 1 , . . . , S K } is a partitioning of the set [L] into K subsets, as in the Figure 1 (a) . To find min α F (α) over all possible matrices of the form (17) we could try to enumerate all partitions of [L] into K subsets, but the number of such partitions is given by the Stirling number of the second kind S(L, K) which grows as K L for large L [16] . Hence enumeration is feasible only for small L.
Another way to compute min α F (α) is to use the following 'greedy' algorithm. Start with any partition Π and compute F (α). For all x ∈ [L]: consider all possible moves which do not create empty clusters, and compute F (α) for each such move. Select a move which gives the largest decrease in F (α) and update Π. Continue the last two steps until convergence of F (α) is observed. We note that the macroscopic algorithm described here can in fact be implemented 'microscopically', to find a state c which minimises the entropy (12) . Here, at each iteration step: for all i ∈ [N ], all possible moves of the particle i from its current cluster S µ c to a new cluster S ν c are considered, and the the move which gives a largest drop inF N c, x is selected. To evolve from a non-ordered state as in Figure 1 (b) to an 'ordered' state as in Figure 1 (a) , the algorithm has to move (on average) at least N (K −1)/K particles (see Appendix E for details). Each move was selected from among N (K −1) of possible moves, so the the numerical complexity is at least of order N 2 (K −1) 2 /K. Finally, we note that, because the algorithm is 'greedy', it would always evolve to a local minima.
Our mean-field theory for was derived under assumption thatF N (c, x) is self-averaging; it is not clear to what extent its predictions are correct if the resulting clustering algorithm is applied to data with finite sample size N . To investigate this we studied low entropy states of (12) , as obtained by the gradient descent algorithm on the data of the Figure 2 . For each K ∈ [17] we ran the algorithm from 100 different random initial states c (0), and computedF N (c (∞), x) for each final state c (∞) obtained in the algorithm. We also computed, via equation (13), the mean field entropy F (α) for the same data.
For K ≤ L, most of the states c (∞) allocate all data from the same distribution into the same cluster (see Figure 1 (a)). The values ofF N (c (∞), x) are those predicted by F (α), as computed for α in (17) , and indeed correspond to local minima and saddle points of the mean field function (see Appendix F for details). Also, according to Figure 1 We generated L = 8 clusters with a 1000 random data-points in each (only 100 of these are shown). The data in each cluster (i, j, k) are generated from a Gaussian distribution, with mean (∆i, ∆j, ∆k), where i, j, k ∈ {0, 1} (∆ = 20 is a lattice spacing), and with covariance matrix sampled from the Wishart distribution with d f = 4 degrees of freedom and with precision matrix 1.
by F = min α F (α). We expect any residual differences betweenF N and F to reflect finite size effects. The latter can be computed exactly when K = L, and when c (∞) corresponds to the true partitioning of the data: the average and variance ofF N are then given by
, respectively (see Appendix G for details). Finally, we note that the number of particles 'moved' by the algorithm in getting from c (0) to c (∞) is consistent with the lower bound N (K −1)/K, so the algorithmic complexity is quadratic in N (see Appendix F for details).
If K > L, the states c (∞) allocate data from the same distribution into more than cluster (see Figure 1 (b)). Such states are already present for small K ≤ L, and begin to proliferate as we increase K (see Appendix F for details). The lower bound L ν=1 γ(ν)H(q ν ) is violated in this regime, and the gap between its value and the value ofF N , as obtained by the gradient descent, is increasing with K; see Figure 1 (c). Although we expect that some of theF N (c (∞), x) values are consistent with the MF entropy F (α) (see Appendix F for details), the MF theory gives incorrect predictions for min cFN (c, x) in this regime. We attribute this to non-commutativity of the N → ∞ limit and the min operator.
Finally, our estimate ofF N = min cFN (c, x) can also be used to infer the true number of clusters L. Assuming uniform prior distributions of partitions (2)- (5), the total entropŷ Let us assume that we observe the sample x = x 1 , x 2 , . . . , x N , where
generated by the partition Π = S 1 , S 2 , . . . , S |Π| , where
Furthermore we assume that each parameter θ µ is sampled randomly and independently from the distribution p(θ µ ) and that we also given the distribution of Π, P (Π). This allows us to write down the joint distribution
where θ = θ 1 , . . . , θ |Π| Then integrating out the θ µ parameters in the above we obtain the distribution
where
with
Let us consider the "partition function"
where in above we have defined the distributions
Furthermore, if we define Π K to be a partition Π with
and the distribution of Π K is given by
The mode of this distribution is located at
from which follows that the mode of the distribution (A4) is located at
To show this we consider
from which follows thatΠ = argmaxΠ
Partition Π K can be specified by the binary "allocation" variables c iµ = 1 [i ∈ S µ ], where i ∈ [N ] and µ ∈ [K], forming the matrix c with c iµ = c iµ . Any partition of data Π K can be specified by the matrix c, i.e.
is a partition if and only if the constraints
and
are satisfied. The simplest distribution implementing above constraints is the uniform distribution
The denominator in the above is given by the number of partitions of the set [N ] in to K subsets S(N, K), i.e. Stirling number of the second kind, times the number of permutations K!. Thus the probability of c is given by 1/K! S(N, K). We note that for N → ∞ and K ∈ O(N 0 ) we have that 1 N log(K!S(N, K)) = log(K) [16] . Using this new notation allows us to write the distribution p(x|Π K ) in the form
where f θ θ = f θ K µ=1 p(θ µ ) dθ µ and we defined the log-likelihood
Furthermore, combining p c, K = p c|K p(K) with (A16) gives us the joint distribution
from which we can derive the conditional distribution p c, K|x
the mode of this distribution is located at the pointĉ |K = argmax c p c, K|x
and using above the mode of (A4) is given bŷ
which is our MAP estimator of the partition of data Π.
Appendix B: Laplace approximation
Let us consider the log-likelihood density (3). We note
is a log-likelihood density of cluster µ. For large N above can be evaluated by the Laplace method [17] as followŝ
The stationarity condition ∂ ∂θµ(ℓ) Φ µ (θ|c, x) = 0, which can used to find θ * µ , gives us the equation
Let us now consider equation (11) for the multivariate Normal distribution
where the parameters m µ is the vector of unknown means and Λ µ is the inverse covariance matrix, i.e. we let
. Then the log-likelihood density is given by
| is the amount of data in cluster µ. Solving the equations
gives us the equations
for the empirical mean and covariance of a data in the cluster µ respectively. Using above results in the equation (B6) we obtain the log-likelihood densitŷ
where the matrix Λ −1 µ c, x is defined in (B7). We note that
c, x is a differential entropy [14] of Normal distribution with the covariance matrix Λ
Appendix C: Distribution of log-likelihood: A "field theory" approach
Let us assume that the data x = (x 1 , . . . , x N ) is sampled from the distribution
where q(c|L) is a "true" distribution of the partitionc of size L. We are interested in the distribution
of the log-likelihood
Here p(c|K) is our "assumed" distribution of the partition c of size K. Let us consider P N (F ):
We note that inside the sum overc the functionF N (c, x) can be written in the following form
where in above we have defined the density
Using above in (C4) we obtain
were we have defined the (functional) distribution
Let us consider
Thus for P N Q|α(c,c) ≡ P N {Q µ (x)}|c,c we have
where Ψ Q,Q|α(c,c) 
where we have defined the integral measures
Also the distribution of α is given by
Now for a smooth function g we consider the average
Let us assume that P N (α) → P (α) as N → ∞. Furthermore we expect that in this limit the functional integral in the above equation is dominated by the extremum of the functional Ψ and hence for the distribution P (F ) = lim N →∞ P N (F ) we obtain
where Q µ (x|α) is a solution of the saddle-point equations and
from which follows the equation
where α(ν|µ) = α(ν,µ) α(µ) is a conditional distribution. From the above we conclude that
If we assume that P (α) is a delta function then this gives us the mean-field log-likelihood (9) .
Let us now consider the distribution (C2) of the loglikelihood density (12) . In this case
where Λ
−1 µ
c, x is a covariance matrix of a data in the cluster µ. We note that this matrix can be written in the form
the covariance matrix can be written in the form
From above it is clear thatF N is a functional of the density Q µ (x|c,c, x), defined in the equations (C6), and matrix α(ν, µ|cc). Following the same steps as in the equations (C7)-(C13) gives us
Furthermore, for N → ∞, using a similar argument as outlined in the equations (C14)-(C19), we obtain
where the covariance matrix Λ −1 µ α is defined by
where m µ α = L ν=1 α(ν|µ) x ν is the mean and we used the definition {· · ·} ν = q ν (x){· · ·}dx. Assuming that P (α) is a delta function gives us the mean-field loglikelihood (13).
Appendix D: Proofs of information-theoretic inequalities
In this section we show that the MF log-likelihood (13) satisfies the inequalities in (16) . Let us consider the relative entropy [14] 
Let us assume that the mean and covariance of the distribution
and from the property of relative entropy D (Q µ ||N µ ) ≥ 0 follows the inequality
Furthermore, for the average entropy
Appendix E: Algorithmic cost of ordering random unbiased partitions
Let us assume that we have N "particles" of L different "colours" which are distributed into K different reservoirs. The probability that a particle has colour ν ∈ [L] is γ(ν) and that it is in the reservoir µ is 1/K. Assuming that these are independent events the probability of "configuration" a = (a 1 , . . . , a N ), where a i = (a i (1), a i (2)) with the colour a i (1) ∈ [L] and reservoir number a i (2) ∈ [K] of the particle i, is given by
The total number of particles in the reservoir µ is given by N µ (a) = N i=1 δ µ;ai (2) . Let us consider the joint distribution of particle numbers in reservoirs
The probability of an event that at least one of the reservoirs is empty is given by
Thus the probability of such event decays exponentially with increasing N and, as N → ∞, the sequence a 1 (2), . . . , a N (2), sampled from the distribution (E1), is with high probability a partition of the set [N ] into K subsets (or clusters). Furthermore, the entropy density 1 N log K N = log (K) of such sequences approaches the entropy density 1 N log (K! S (N, K) ) of the random partitions sampled uniformly from (A15).
Let us assume that K ≤ L then the total number of particles of colour ν and number of particles of colour ν in the reservoir µ are given respectively by N ν (a) = N i=1 δ ν;ai (1) and N νµ (a) = N i=1 δ ν;ai(1) δ µ;ai (2) . The number of particles of colour ν which are not in the reservoir µ is the difference N ν (a) − N νµ (a). Suppose that each reservoir has a preference for particles of a particular colour (or colours), i.e. there is a onto mapping ν → µ(ν) between the colours and reservoirs, then the total number of particles which are not in "their" reservoirs, i.e. the number of particles which has to be "moved" in order for all particles to be in reservoirs to which they "belong", is given by the difference
We are interested in the average and variance of N − L ν=1 N νµ(ν) (a). The average is given by
and the variance is given by
The average in the penultimate line of the above was computed as follows
From the above derivations follows that for a random unbiased partition to be ordered, i.e. particles of the same colour occupy at most one reservoir, on aver-
K , of particles has to be moved.
Appendix F: Details of numerical experiments
In this section we study performance of gradient descent algorithm minimising the log-likelihood function (12) on the data from the Figure 2 . The algorithm is implemented as follows:
2. For all i ∈ [N ] consider all possible moves of i from its current cluster S µ c to a new cluster S ν c and computeF N c, x for each such move.
3. Select a move which gives the largest decrease in F N c, x and update Π(c).
4. Continue the last two steps while the value of F N c, x is changing.
Output the partition Π(c (∞)) and the value of
Using the random partition of data c (0) where each i ∈ [N ] has a probability 1/K of being allocated to one of the K clusters 1 , we run above algorithm for each K ∈ [17] for a 100 different c (0) and select the final partition, c (∞), with the least value ofF N ≡F N c (∞), x . The latter is our estimate of min cFN (c, x) . Also we use parameters of our data to compute, via the equation (13), the MF log-likelihood F (α).
When K ≤ L the log-likelihoodF N c (∞), x is dominated by the "macroscopic" partitions c (∞) corresponding to the local minima and saddles points of F (α) with α :
The total number of partitions is given by S(L, K). To enumerate all partitions we use the algorithm of [18] . We classify turning points of F (α) as follows. For a given Π and its α, we compute the number of "moves" in to the newΠ andα (in a single "move" a member of the set S µ , with |S µ | > 1, is moved into the set S ν ) with the difference dF = F (α) − F (α) > 0, N dF + , and the number of moves with dF < 0, N dF − . If the difference dF is positive (negative) for all possible moves then α is a minima (maxima). When for some moves it is positive and for some negative then this α is a saddle point. In Figures  3, 5 , 7, 9, 11, 13 and 15 we compareF N c (∞), x with F (α).
The turning points of F (α) of the form α νµ = 1[ν ∈ S µ ]γ(ν) also act as dynamic "attractors". This can be seen by comparing the Figure 3 with 4, Figure 5 with 6, etc. HereF N (t) ≡F N c (t), x , computed in the gradient descent, evolves from a "plato" to a "plato" by a succession of rapid relaxations and the value ofF N (t) at the beginning of each plato can be (approximately) mapped to the value of F (α) via the fraction of data in the cluster µ variable α(µ) = L ν=1 1[ν ∈ S µ ]γ(ν). However as K is increased more and more attractors are not of the form 1[ν ∈ S µ ]γ(ν) (see Figures 6, 8, 10, 12, 14 and 16) . Finally, we note that the average lower bound on time (the total number of data-points "moved" by the algorithm) which takes to go from the initial partition c (0) to the final partition c (∞) is consistent (see Figure 21 ) with the algorithmic cost of "ordering" of c (0) derived in the section E.
The predictions of the MF log-likelihood F (α) for min cFN (c, x) are incorrect when K > L. The log-likelihood F (α) is bounded from below by the average entropy L ν=1 γ(ν)H(q ν ), but in this regime the gap between this lower bound and min cFN (c, x) is widening as we increase the number of assumed clusters K. This effect can be clearly seen in the Figures 17 and 19 . Also in these figures we see that 
we expect that min α F (α) gives correct predictions for at least some of the low entropy states in the second set.
Appendix G: Estimation of differential entropy
In this section we compute the finite sample-size N correction to the MF log-likelihood (13) .
In order to do this we first note that for a sample x 1 , . . . , x N , where x i ∈ R d , drawn from the multivariate Normal distribution N x|m, Λ the empirical co-
x i is the empirical mean, obeys the law [19] and references therein). This is equivalent to log |Λ| = log Λ +
N , where z ∼ N (0, 1). Let us assume that above is true for empirical covariance matrices in the log-likelihood (12) and consider
2 The equality in this definition can only be true when K = L (see Figure 15 ). 8.8 6.8 , and fraction of data in cluster µ, α(µ|t) ≡ α(µ|c(t)), where µ ∈ [7] , functions with time t in the gradient descent dynamics evolving from a random unbiased partition to a local minima. The assumed number of clusters is K = 7. Blue horizontal lines correspond to the 1/8 and 2/8 values of α(µ|t). Thus for large N we obtain
The average and variance of the above random variable is respectively given by F (α) + Kd(d+1) 4N and d 2N . We expect above result to be exact when F (α) = L ν=1 γ(ν)H (q ν ), which can only happen when K = L, and all q ν (x) are Normal distributions and an approximation when K = L. Figure 2 is compared with the average lower bound
