Abstract-Time-Correlated Single Photon Counting and Burst Illumination Laser data can be used for range profiling and target classification. In general, the problem is to analyze the response from a histogram of either photon counts or integrated intensities to assess the number, positions, and amplitudes of the reflected returns from object surfaces. The goal of our work is a complete characterization of the 3D surfaces viewed by the laser imaging system. The authors present a unified theory of pixel processing that is applicable to both approaches based on a Bayesian framework, which allows for careful and thorough treatment of all types of uncertainties associated with the data. We use reversible jump Markov chain Monte Carlo (RJMCMC) techniques to evaluate the posterior distribution of the parameters and to explore spaces with different dimensionality. Further, we use a delayed rejection step to allow the generated Markov chain to mix better through the use of different proposal distributions. The approach is demonstrated on simulated and real data, showing that the return parameters can be estimated to a high degree of accuracy. We also show some practical examples from both near and far-range depth imaging.
Ç

INTRODUCTION
W E consider the processing of time-of-flight laser imaging detection and ranging (Lidar) signals to obtain accurate range measurement and 3D reconstruction of surfaces at ranges from a few meters to several kilometers. Normally, such systems process only an assumed single return from a single opaque surface. In recent years, interest has grown in situations in which the laser return consists of multiple peaks, for example, due to the footprint of the beam impinging on a target with surfaces distributed in depth or with semitransparent surfaces [1] , [2] , [3] , [4] . The goal of our work is a complete characterization of the 3D surfaces viewed by the laser imaging system. Although we do apply our analyses to 3D image data, the algorithms we employ consider each pixel or scanned elements in isolation, that is, independently of adjacent elements in image space, as a first step in a fuller analysis that takes account of between pixel dependencies.
We make a number of contributions: First, we present a unified theory of pixel processing that is applicable to both Time-Correlated Single Photon Counting (TCSPC) and Burst Illumination Laser (BIL). To this end, we adopt a Bayesian statistical approach based on reversible jump Markov chain Monte Carlo (RJMCMC) techniques [5] , [6] to assess the number, positions, and amplitudes of the returned signals from target surfaces. The main advantages of the Bayesian approach are that it facilitates representation, takes a fuller account of the uncertainties related to models and parameter values, and provides a natural method for updating beliefs in response to new information and, therefore, to incorporate prior knowledge into the analysis. Second, we incorporate a delayed rejection step [7] in an RJMCMC algorithm that permits temporary local adjustments of the proposal distribution. In short, the delayed rejection step allows the Markov chain to mix better through the use of different proposal distributions and, therefore, to explore better the posterior distribution derived from the Bayesian approach.
In Section 2, we introduce the TCSPC and BIL approaches and discuss related work. In Section 3, we describe our research methodology using a Bayesian framework. In Section 4, we explain how RJMCMC can be used to approximate the full joint posterior distribution obtained in the previous section. In Section 5, we present the effectiveness of the algorithm developed through a series of different experiments using synthetic and real data. Finally, in Section 6, we present conclusions and possible directions for future work.
BACKGROUND AND RELATED WORK
We employ two principal approaches to range measurement and depth imaging, by TCSPC [8] , [9] and by range gating or repeated BIL [10] , [11] . With reference to Fig. 1 , a pulsed laser is directed toward the target; the time-of-flight (TOF) of the laser to and from the target gives a measurement of distance since the speed of light in the medium is known. However, in the TCSPC method, the detector (a single photon avalanche photodiode (SPAD)) records the arrival of the first photon; repeated laser pulses result in a histogram of photon arrival times that can be processed to determine the target range and signature. In the BIL method, the detector (in our case, an electron-bombardment charge-coupled device (CCD)) integrates the received laser light over a time period (typically a few ns). Thus, the pulsed laser-CCD detector pair records the laser return from a distant slice of space. The range data is created from the multiple flashes by variable range gating. A histogram of integrated intensities is created with the time axis determined by the range gate delay. In either case, this pattern of recorded photon arrival times or gate delays is analyzed to find the distribution of depth and reflectance in the 3D scene.
To create a full 3D image (or "angle-angle-range" image) in the TCSPC method, the laser is normally scanned but there have been advances in the development of arrays of SPADs (or geiger-mode APDs) [9] , [12] . In a BIL system, the CCD records a full 2D slice in 3D space at each range gate, so the 3D image is built from the repeated laser pulses as the range gate changes. The BIL images are acquired by a sensor of similar specification to that described by Duncan et al. [11] and consist of multiple frames that, in our case, have been typically acquired at 30 different range gate delays. The relative merits of the respective approaches are discussed in the references given. It is found generally that the TCSPC approach has greater sensitivity and accuracy of measurement than the range gated method, whereas the creation of the full 3D image is much faster in the BIL case.
As mentioned previously, current classical processing methods only consider a single return. In general, this single return corresponds to either the first pulse or the last pulse received. The peak detector is a simple threshold comparator or a matched filter. The system used therefore requires a reasonably high signal-to-noise ratio to be able to discriminate the return from the background noise. When the number of returns is increased, the approach chosen is that of implementing first/last pulse logic in the receiver electronics. In first pulse logic, this involves processing the first pulse detected, whereas in last pulse logic, this involves sampling and holding all the returns after the first but only recording the final return [1] . In practice, this fails because the pulse of interest is not obvious and more complex processing of the returns is needed. Schilling et al. [2] showed that the use of the entire multiple returns signal rather than a subset thereof provides more information about the scene of interest. For instance, in a defense application, the problem may be to detect a target under camouflage netting or foliage and in geosciences and remote sensing to produce a digital terrain model of a landscape or to estimate biomass parameters and the canopy structure of forested terrains [13] .
Stochastic algorithms are computationally more intensive than methods such as matched filtering and threshold detection and can take significantly longer to reach a solution. Nevertheless, they may give estimates of the range to higher resolution than the classical algorithms and may give indications of uncertainty. Typical processing methods calculate the Maximum Likelihood Estimates (MLE) of the parameters in the model within a frequentist framework [8] . One of the most used tools for finding the MLE is the Expectation-Maximization (EM) algorithm [14] . The main problem is that this algorithm can converge to a local maximum or a saddle point of the likelihood. Moreover, this methodology is sensitive to the initial estimates.
Previous statistical approaches to deal with the problem of multiple returns include nonparametric estimation using kernel-density estimation techniques and parametric estimation using the method of moments [15] . The former approach can fail to distinguish whether or not a return is composed of a single pulse broadened after passing through the atmosphere or several pulses, which are very close together. Therefore, these methods do not give any physical interpretation to the components of the mixture and may make inefficient use of data. They may fail to give accurate estimates when dealing with small samples and, in general, the maximum likelihood estimation gives a better representation of the true quantities.
Wax and Kailath [16] proposed detecting the number of signals in a multichannel time series using information theoretic criteria for model selection such as Akaike (AIC) and Schwartz and Rissanen's Minimum Description Length (MDL). In practice, they calculated for every possible number of signals the MLE estimates of the parameters. The number of signals was determined by minimizing either the AIC or MDL criterion for each model. A Bayesian variant of the AIC is the Bayesian Information Criterion [17] , which assumes equal priors on each model and noninformative priors on the parameters. Since the maximum number of signals must be fixed a priori, there is a risk of underestimation of the actual number of peaks and, therefore, of not exploring the space of solutions completely. In general, the MLE of the parameters is obtained using the EM algorithm. Celeux and Diebolt (see, for instance, [18] ) proposed the use of a stochastic EM (SEM) that can be seen as random perturbation of the traditional EM algorithm. The SEM algorithm replaces the E step by incorporating a stochastic step to avoid entrapment in a local maxima of the likelihood function. A hybrid approach is found in Wallace et al. [19] ; they used a deterministic nonparametric "bump-hunting" procedure that provided the number, amplitudes, and positions of the suspected returns. Once the initial estimates were obtained, they computed the MLE of the set of parameters that best explained the data. This methodology may fail when the number of returns increases or the returns are occluded by background noise.
ON THE BAYESIAN ANALYSIS OF MULTIPLE LIDAR RETURN
In this section, we describe how the detection problems described in Section 2 can be formalized in a Bayesian framework. Due to the similarity between the approaches, the methodology applied to TCSPC and BIL data is identical except for the representation of the underlying distribution, that is, the parametric model used.
Data Modeling
The exact functional forms of the photon count and the intensity histograms are unknown. In the case of photon count data, we employ a nearest representation or operating model to describe the underlying distribution. This operating model is described in [20] and represents the parametric form of the expected temporal variation of the photon count distribution given by
where p ¼ ð; ; t 0 ; t 1 ; t 2 ; t 3 ; 1 ; 2 ; 3 Þ is the parameter set, is an amplitude factor, t 0 is the time of the peak maximum, and t 1 , t 2 , and t 3 are the points at which the changeovers between functions occur, as shown in Fig. 2 . In this study, we assumed that the shape parameters of the returned pulse are fixed and known from an instrumental response and, therefore, the only parameters subject to inference are the amplitude and the time of the peak maximum t 0 . In the case of the intensity histogram, we used a lookup table of an instrumental function, w op ði; ; t 0 Þ ¼ Á wði; t 0 Þ, instead of an operating model. In practice, this instrumental function is acquired from the response of the BIL system to a Lambertian reflecting surface at a similar range to the object of interest. Over this distribution, only two parameters were considered to be variable: The amplitude and the time of the peak maximum t 0 .
However, there are many cases of several returns that may be overlapping in position and possibly weak in comparison with the noise or the background level, either because they have been observed at a distance or because the reflectance is low, for example, due to different alignment of the target and the sensor or the presence of obscurants on the target. Assuming several signals can be present in the same histogram and that these signals will be observed against a finite background level whose expected value is constant across all the channels, the observed photon (intensity) histogram, y, can be considered as a sample of a nonnormalized statistical mixture distribution with density
where k is the number of peaks, B is the background, and is the set of parameters of each signal and the background: ¼ ð; t 0 ; BÞ with ¼ ð 1 ; 2 ; . . . ; k Þ and t 0 ¼ ðt 01 ; t 02 ; . . . ; t 0k Þ. f system is either f op j ði; j ; t 0 j Þ or w op j ði; j ; t 0 j Þ depending on the data we are analyzing.
If the time resolution is sufficiently fine, the value y i recorded in each channel i can be considered as a random sample of a Poisson distribution with intensity F ði; k; Þ, which depends on the model parameters
Equation (3) represents the physics of sensor operation, where y i is the number of photons (respectively, the intensity value in a BIL histogram) in channel i. Furthermore, assuming that the observations recorded in each channel i of the histogram are conditionally independent given the value of the parameters, the joint probability distribution of y is defined as
where y ¼ fy 1 ; y 2 ; . . . ; y imax g.
Bayesian Inference
The objective of this study is inference about the unknowns k and in order to obtain accurate estimates of the position, amplitude, number of peaks and background of the returned signals. These unknowns are assumed a priori independent of each other and drawn from appropriate independent prior distributions. The position parameter, t 0 j , is drawn from a flat uniform distribution with support in the interval ½0; i max to reflect our complete prior ignorance of the true position of the peaks. Likewise, for the number of peaks, we take a uniform distribution on ½0; . . . ; k max with k max chosen to be suitably large. Converting the results obtained with this prior to those corresponding to other priors on k is straightforward [6] . For the prior distribution of scale parameters j and B, we assume a gamma distribution that is a natural choice in the statistics community for parameters whose support is in < þ . The full joint prior distribution can be modeled as
where f G is the probability density function (PDF) of a gamma distribution with mean a Á b (respectively, c Á d) and variance equal to a Á b 2 (c Á d 2 , respectively). In the Bayesian paradigm, the information brought by the data, the likelihood, is combined with prior information and summarized in a probability distribution called the posterior distribution, our target distribution. This posterior distribution captures knowledge about the parameters given the data. Thus, using (4) and (5) and Bayes' theorem, the target distribution can be expressed as ðk; jyÞ ¼ Lðyjk; Þfðk; Þ R Lðyjk; Þfðk; Þðk; Þ / Lðyjk; Þfðk; Þ: ð6Þ
In general, (6) is intractable and difficult to analyze. Powerful simulation algorithms such as MCMC allow posterior distributions to be explored and conclusions and inferences to be drawn directly from the sampled values.
RJMCMC METHODOLOGY
MCMC techniques enable simulation from an unknown distribution by embedding it as the limiting distribution of a Markov chain and simulating samples from that chain until it approaches equilibrium. When the state space is a set of a countable number of subspaces of different dimension, standard MCMC algorithms are not applicable and other algorithms are needed to explore all these different subspaces. The reversible jump MCMC approach [5] copes with this problem. This is an extension of the MCMC algorithm designed to allow jumps between subspaces of different dimension.
We follow an approach that is related to that described in [6] by constructing a Markov chain whose transitions involve changes to the number, positions, and amplitudes of peaks in the return signal. However, in contrast to that in [6] , we do not associate each photon in the histogram with a particular component in a mixture model but treat the histogram as a discrete representation of a spatially heterogeneous Poisson process whose intensity is a linear superposition of the scaled and shifted templates of the form specified by (1) . The transitions of the Markov chain we generate involved moves of various types. The different moves we allow are 1. updating the positions t 0 , 2. updating the amplitudes , 3. updating the background B, 4. random birth or death of a peak, and 5. random splitting of a peak into two peaks or merging of two peaks into a single peak. One complete pass over these five moves is called a sweep.
Fixed Dimension Moves
Moves of type (1), (2) , and (3) allow the posterior distribution to be explored in a state space with fixed dimension, that is, in this particular case, when the number of peaks does not vary,
To simplify notation, we write ðk; jyÞ ¼ ðjyÞ when k is fixed. Furthermore, to improve the rate of accepted values, the different parameters are updated separately yielding three different acceptance probabilities, one for each parameter. Initially, when k ¼ 0, moves (1) and (2) are not available since only background noise is present.
The task is to construct a Markov chain on a general state space with ðjyÞ as its limiting distribution. Once convergence toward this limiting distribution is achieved, we form a realization of the chain fÈ ð1Þ ; È ð2Þ ; . . . ; È ðNÞ g and treat it as a random sample from ðjyÞ. By means of the ergodic theorem, it is possible to use this realization of the chain to build histograms, estimate moments, calculate probabilities, and so forth. These realizations are sampled from a distribution called the transition kernel KðÁ; ÁÞ, which embodies the Markov property, that is, given the present state, the future state is conditionally independent on the past states. To allow the Markov chain to converge toward the limiting distribution, the transition kernel constructed has to satisfy three properties, that is, the transition kernel has to be aperiodic, irreducible, and invariant. A sufficient but not necessary condition for invariance is reversibility with respect to . The detailed balance condition guarantees the reversibility condition
In general, to construct a suitable transition kernel, KðÁ; ÁÞ, we can use the Gibbs sampler and the Metropolis-Hastings method. We have a set of variables x ¼ f 1 ; 2 ; . . . ; n g, and each method makes a random scan through different subsets of the space of solutions to update these values and, hence, to create a suitable Markov chain. The updated values are obtained in different ways depending on the methodology considered. The Gibbs sampler makes use of the full conditional distribution to draw the new values, whereas the Metropolis-Hastings method draws the proposed values from an arbitrary distribution qðÁ; ÁÞ. These values are accepted with probability ðÁ; ÁÞ; otherwise, these values are rejected, and the existing values are retained. The Gibbs sampler is a variant of the Metropolis-Hastings algorithm where ðÁ; ÁÞ ¼ 1.
Since we are dealing with complex models, the Metropolis-Hastings paradigm is more appropriate than the Gibbs sampler. Indeed, when the dimension of the state space increases or has a complex form, in general, it is not possible to sample from distributions unless standard distributions or conjugate priors are used. On the other hand, if the dimension of the space of solutions is not fixed, the procedure used in the Gibbs sampler is not meaningful since the interpretation of the different variables can be different depending on which subspace of state space we are in. In the Metropolis-Hastings approach, the (simplified) transition kernel can be written as
where qð 0 ; Þð; 0 Þ is the probability of performing a move, wðÞ ¼ ð1 À R ðð; 1 Þqð; 1 Þd 1 ÞÞ, is a point mass at , and ð 0 ÞwðÞ is the probability of not moving from . It can be shown (see Appendix, which can be found at http://computer.org/tpami/archives.htm) that the following equation satisfies (7):
where ðx; x 0 Þ is known as the acceptance probability. Equation (9) will determine whether a candidate value is accepted or rejected, and it is a key element in the generation of the Markov chain. There are no restrictions in the choice of the proposal distribution, qð; 0 Þ. However, persistent rejection may indicate that, locally, the proposal distribution is badly calibrated to the target. Although this rejection is necessary to preserve the stationary distribution, if it is too high, we increase the correlation between consecutive samples of the generated chain.
The delayed rejection step improves the performance of RJMCMC methods to cope with this problem and is an alternative to careful offline tuning of state-dependent proposals. In our case, this methodology is used to better explore the posterior distribution of the different parameters since the range of values with which we work is very large.
Tierney and Mira [21] and, later, Green and Mira [7] , for a variable-dimension approach, proposed that whenever a candidate move is rejected, we make another attempt to move using a second proposal instead of turning to the next transition. The proposed distribution at this second stage is allowed to depend on the previous rejected value, as well as the current position of the chain. Although the acceptance probability of the new candidate has to be adjusted to preserve the stationary distribution, this methodology does not destroy the Markovian property of the sampler. This process can be repeated indefinitely.
If the dimension is fixed, the methodology is the following: When at , we propose a new state 0 from a density q 1 ð; 0 Þ. This move is accepted using a probability similar to that of (9) . If the move is rejected, a second proposal, 00 , is made from a density q 2 ð; 0 ; 00 Þ, and the new acceptance probability is ð; 00 Þ ¼ minf1; Ag, where A is 
In this work, we use only the delayed rejection algorithm when the dimension of the space of solutions is fixed as is the case with the parameter-updating step.
Updating the Positions
To update a position, our Markov chain explores the space of solutions using a random walk proposal. The proposal distribution is therefore
where q N denotes a normal PDF whose mean is equal to the current value of t o and with a standard deviation 1 , which is chosen according to the size of the data vector (TCSPC or BIL). The acceptance probability is 1 ðt 0 ; t 
Since 1 is in general sufficiently large to handle efficient exploration of the range of t o , the Markov chain generated may suffer from slow mixing and persistent rejection. To increase the mixing of the chain and to refine the results more locally, we use a delayed rejection step.
For the second stage of the delayed rejection step, we also use a normal PDF as proposal with mean value equal to t 0 and standard deviation 2 . The acceptance probability is 2 ðt 0 ; t 
In general, 2 is chosen several orders smaller than 1 to allow a more refined local exploration.
Updating the Amplitudes
To update the amplitudes, we use a gamma distribution denoted as q G with shape parameter equal to 1.5 and scale parameter the current value of the Markov chain as follows:
The acceptance probability 
Since we are using a gamma distribution with scale parameter depending on the current value of the Markov chain, the rate of accepted values decreases as the current value increases. Indeed, if the current value is large, the gamma distribution will be more dispersed, and vice versa. To solve this problem, we apply again delayed rejection using as a second proposal a normal distribution with mean value equal to and standard deviation 3 . Again, 3 is chosen to be relatively small compared to the support of the amplitude value. The second stage acceptance probability is 1 ð; 00 Þ ¼ min 1; A 2 f g with A 2 equal to 
Updating the Background
To perform this move, we propose a new estimate from a gamma distribution, q G with shape parameter equal to 1.5 and scale parameter the current value of the Markov chain. The acceptance probability is 1 ðB; B 0 Þ ¼ min 1; A f g with A equal to 
Variable Dimension Moves
In addition to learning about the parameters of a model, we are interested in comparing different models. Such models could have equal dimension and we may want to find which one explains better the data or we may have a mixture of distributions where the unknown is the number of elements of the mixture or, perhaps, a combination of both [22] . Our problem has a parameter space whose dimension is itself subject to inference, that is, the number of returns is unknown. Therefore, it is necessary to generalize the results obtained in the previous sections to explore the different parameter subspaces in a single simulation.
Using the Bayesian framework, the problem is now formulated as a joint probability distribution of a model indicator, k 2 f1; 2; 3; . . . ; Kg, and a real stochastic vector of parameters of possibly varying dimension, , given the data y, that is, ðk; jyÞ. The parameter vector takes values in the set that defines the general space of solutions, ¼ [ K k . Given K ¼ k, the parameter vector can only take values in k . In general, the set k is taken to be k < n k , where n k is the dimension of the space.
In order to explore the whole space, multiple types of move have to be set. A move type m might use transitions between i and j , i; j 2 K. The new transition kernel has to take into account all the possible moves in such a way that the combination of all these moves will create an ergodic chain. Green [5] proposed the following transition kernel:
where IðÁÞ is the indicator function, and sðxÞ is the probability of not moving from x. Using this space of solutions, we propose a move m to x 0 ¼ ðk 0 ; 0 k 0 Þ from x ¼ ðk; k Þ with probability j m ðxÞ, where k is a vector of parameters whose length depends on k. As stated by Green [5] , given k 0 , it may be useful to generate the proposed 0 k 0 as a deterministic function, 0 k 0 ¼ hð k ; uÞ, h : < nk Â < r ! < n k 0 , of the current value k and a vector of r random components u from a known joint density g on < r . In a similar way, the reverse move (from x 0 to x) can be generated using another deterministic function,
where, given k, k is the proposed parameter vector, and u 0 is a vector of r 0 random components from a known joint density g 0 on < r 0 . The transformation from ðk 0 ;
which is known as the "dimension-balancing" condition. As long as "dimension balancing" is satisfied, x and x 0 can have different dimensions. Moreover, this transformation must be a diffeomorphism, so the change of variable theorem can be used to preserve the "detailed balance" condition 
When x ¼ ðk; k Þ, all the moves cannot be available and, therefore, there is a nonzero probability that no move is attempted.
The birth/death and split/merge steps imply changes in the number of peaks (hence, the number of parameters) of our distribution and, therefore, the reversible jump mechanism is needed. In these two specific cases, the acceptance probability of (21) 
Let b k , d k , s k , and m k be the probabilities of a birth, death, split, and merge, respectively, where k is the current number of peaks. Further, assume all the moves are equally probable, the following conditions apply:
. If the current number of peaks, k, is equal to 0, that is, only background noise is present, only a birth step is allowed. . If the current number of peaks, k, is equal to 1, only a birth, death, or split step is allowed. . If the current number of peaks, k, is equal to a predefined maximum number of peaks, k max , only a death or a merge step is allowed.
Birth/Death Move
For the birth/death move, we make a random choice between attempting to create a new peak or to delete an existing peak with probabilities b k and d k . For a birth, the value of the amplitude kþ1 and the position t 0kþ1 of the proposed new peak are drawn from
The proposal ratio is therefore
where g 1 denotes a gamma PDF with shape parameter equal to 1 and scale parameter corresponding to the mean value of x, and g 2 denotes a uniform PDF on the interval ½0; i max .
From (22), (23) , and (24), the expression for A for the birth case can be expressed as 
For the corresponding death move, we make a random choice between any existing peaks, the acceptance probability is m ðk; ; k 0 ; 0 Þ ¼minf1; A À1 g with an appropriate change of index and k 0 ¼ k À 1. For the birth and death step, the determinant of the Jacobian is equal to one.
Split/Merge Move
The split/merge move is more complicated. The choice of the deterministic function that links both moves is not straightforward since the "dimension balancing" condition has to be satisfied.
The split proposal begins by choosing a peak k n at random to split into two new peaks, k Á $ Uð0; Á 1 Þ; where
The proposal ratio of (22) becomes
where g 1 denotes the uniform PDF, Uð0; 1Þ, and g 2 denotes the uniform PDF, Uð0; Á 1 Þ. The acceptance probability of this move is ðk; ; k . . . ; t 0k g, ¼ f 1 ; . . . ; n ; . . . ; k g, t 0 ¼ ft 01 ; . . . ; t 0n ; . . . ; t 0k g, and 2 n u 1 is the Jacobian of the transformation from ð n ; t 0n ; u 1 ; ÁÞ to ð 0 n ; t 0 0n ; 00 n ; i 00 0n Þ. To perform the merge move, we choose peaks that are adjacent in terms of Á 1 . The acceptance probability is now m ðk; ; k 0 ; 0 Þ ¼ min 1; A À1 È É with the corresponding change of index and k 0 ¼ k À 1. The following parameter restructuring is also needed:
EXPERIMENTAL RESULTS
The effectiveness of the RJMCMC algorithm in the processing of TOF signals is demonstrated for some synthetic and real data sets. In general, to process the data, we run the algorithm a determined number of sweeps to explore the full posterior distribution, and we discard all the samples corresponding to the burn-in. Then, we infer the number of peaks as that corresponding to the highest marginal posterior probability, pðkjyÞ. Once we determine the number of peaks, we extract estimates of the parameters from pðjk; yÞ by setting k equal to the estimated number of peaks. The values of the parameters are estimated as the mean values of the samples that correspond to such a parameter subspace. The data sets are described for each experiment and a series of algorithm performance measurements are presented. The previously unspecified constants are set as 1 ¼ 1; 000, 2 ¼ 10, 
Algorithm Performance Measurements
The following experiment was performed to assess the ability of our algorithm to distinguish two surfaces separated by a finite distance. For that reason, two retroreflecting corner cubes were placed at a distance of 330 m from the TCSPC receiver described in [23] and the distance between these surfaces was varied from 1.7 cm to 71.2 cm.
To assess the performance of the algorithm, the following procedure was performed:
1. Run 100 independent Markov chains for a specific data set using RJMCMC. 2. For each Markov chain infer the number of peaks, positions, amplitudes, and background. 3. Estimate the distance between the detected peaks. 4. Once the distances for each Markov chain are computed, calculate different statistics. The maximum number of peaks is constrained in this experiment to two peaks, allowing different scenarios where we detect only one peak or background noise. For each of the data sets, we report the results of 1,000 sweeps, following a burn-in period of 4,000 sweeps. Previous experiments have shown these values to be reliable. The different statistics obtained for this procedure are illustrated in Table 1 . We use the standard deviation to measure the range precision, the root mean square error (RMSE) as a measure of the error relative to the actual distance and the range of the samples to measure the dispersion of the observations. The different percentiles are also calculated to assess where 50 percent of the observations lie and, therefore, to show the presence of any possible outliers since some of the data sets present a distribution of the distance that is not symmetric with respect to their mean value.
In Table 1 , it can be observed that the values with more dispersion are the data sets corresponding to distances of 1.7 cm and 3.2 cm. These "large" values compared to those obtained with the other data sets are due to the time response of the sensor, which decreases the range resolution of the system. Indeed, as both surfaces approach, the peaks representing the position of the surfaces begin to merge, and therefore, it becomes increasingly difficult to calculate the separation of the peaks. Statistically, this is expressed as an increase of the range of the samples and the standard deviation in accordance to that in Table 1 . As we increase the distance between both surfaces, the results obtained are more consistent with the expected values. The bias in the results is due to two main causes: 1) the accuracy of the ruled gauge is limited to 1 mm and 2) the operational model is not fully optimized for the sensor response. Nevertheless, the statistics calculated are quite stable and consistent even using relatively short data runs.
To fully explore the advantages of our Bayesian approach, we compare the RJMCMC algorithm developed with a basic centroid algorithm and the nonparametric bump-hunting and maximum likelihood estimation (BH-MLE) algorithm described by Wallace et al. [19] . These two algorithms are in essence deterministic as opposed to the stochastic nature of the RJMCMC algorithm. We use the mean value of the generated distances with RJMCMC as a benchmark against that which we compare the results obtained with centroid and BH-MLE. In Fig. 3 , it can be observed that the centroid method is able to calculate with reasonable accuracy surface separations of down to 5.2 cm under the assumption of exactly two peaks present. However, below this value, this algorithm fails to detect two different surfaces and is not able to determine the number of peaks. On the other hand, the BH-MLE algorithm is able to calculate smaller separations between surfaces but fails to reasonably estimate the distance between peaks. Figs. 4a, 4c, and 4e show some examples of the final fit from RJMCMC estimation at several distances, whereas Figs. 4b, 4d, and 4f show the different returns detected. Examples of return fitting using BH-MLE algorithm can be found in [19] .
Analysis of Multiple Returns
The purpose of this experiment is to assess the ability of our algorithm to detect multiple returns and show the ability to detect much smaller return amplitudes in comparison with the background level. Again, the results obtained are compared to those obtained with the BH-MLE algorithm. Two different data sets were considered, a synthetic and a real one. The synthetic data provides ground truth to determine whether or not the algorithm is able to infer the exact number of peaks. On the other hand, the real data provides situations where the number of returns is unknown, and the assumption of a unique return is wrong.
In this case, we set the value of the constant b ¼ 10; 000 to make the prior on the amplitude as vague as possible. The prior on k is taken as uniform on the integers 1; 2; . . . ; k max ¼ 20. For each data set, we compare the model with highest marginal posterior probability, pðkjyÞ, obtained with the RJMCMC algorithm to the best models chosen using AIC and BIC. Model selection using AIC or BIC works by calculating AIC/BIC scores for each candidate model and selecting the model with the lowest AIC/BIC as best. In our case, the number of peaks is considered as the model indicator. Figs. 5a and 5b show a simulation of five returns using a real target signature as a model placed at arbitrary locations, whereas Figs. 5d and 5e show real data obtained from a complex target with multiple returns due to multiple and distributed or semitransparent surfaces from an optical lens assembly. The marginal posterior distributions of the number of peaks obtained with RJMCMC are shown in Figs. 5c and 5f. Table 2 shows the actual values and the simulated ones obtained via BH-MLE and RJMCMC of the synthetic data set. For this data set, the different methods consider that the candidate model is that which presents five different peaks. However, the BH-MLE algorithm fails to estimate the true values of the different parameters. Relaxing some of the relevant thresholds used for peak detection helps to find the rest of the peaks; nevertheless, this implies an increase of the number of false returns as well. This shows that even when we do not have any a priori knowledge of the dimension of the parameter space, RJMCMC is able to infer the exact number of peaks, their amplitudes, and their positions. The small variations are due to the existence of strong noise in the original simulated photon count histogram. For the real data, however, the different methods consider different number of peaks and estimates for some of the parameters, as can be seen in Figs. 5d and 5e .
We have also calculated the AIC and BIC scores for the different candidate models using the RJMCMC estimates. In the RJMCMC case, the highest marginal posterior probability, pðyjkÞ, determines that the number of peaks is 15, whereas the AIC and BIC criteria tend to be biased in favor of a more complicated model in which the number of peaks is 16. This can be explained by Lindley's Paradox [24] that states that it may happen that the log likelihood increases faster than the number of parameters, and therefore, the penalty against overfitting is not large enough.
RJMCMC algorithms are considered CPU-time consuming compared to simpler methods such as the centroid or BH-MLE. However, the complexity of these methods can be greatly reduced if we have a priori information about the signal context. Further, the estimates obtained with these algorithms are more accurate in both variable and fixed dimension as can be stated from the results here presented. Finally, RJMCMC methods allow us to represent the uncertainties inherent in any inference from the data, as shown in Table 1 .
Three-Dimensional Ranging and Imaging
In this experiment, we acquired 3D images of a number of test objects of varying size at different distances, and we applied the RJMCMC method to both TCSPC Lidar data and range gated BIL data. Figs. 6a and 6b show, respectively, a toy fighter, and its corresponding depth image acquired using a TCSPC scanned system. The toy fighter is mounted on a clamp that is also visible in the depth image. Fig. 6c shows a meshed reconstruction of the BIL image of the three planar targets (shown in Fig. 7a ) that gives some idea of the depth variation across the targets. The peaks in the depth data adjacent to the planes are caused by ground reflections before or beyond the planar targets. The mean depths of the three planar targets were measured (by the laser) as 192.05 m, 204.00 m, and 215.00 m, respectively, in comparison with a ruled separation of approximately 12 m between the targets, which is consistent with the results obtained. Fig. 6d shows a meshed reconstruction from a BIL image sequence of a UK Ordinance Triangulation Point (trig.point) shown in Fig. 7b , located on top of a hill at several kilometers from the sensor. Reflections are also visible from the foreground below the target. Fig. 7c shows a single frame BIL image of the trig. point. Given the distance involved and the turbulence of the atmosphere between the sensor and the trig. point, the 3D mesh provides a very reasonable reconstruction of the 3D geometry of the stone and ground surfaces.
CONCLUSION
We have described the development and application of RJMCMC techniques, incorporating delayed rejection, to process time-of-flight data using both single photon counting and variable temporal gating to extract range measurements. The modeling and processing strategy we have presented has been used to explore posterior distributions in different dimensional state spaces, providing a unified treatment for Lidar data acquired from both TCSPC and BIL sensors. One of the main advantages of this strategy is that it allows the user to have uncertainty about the exact dimension of the problem. Indeed, the algorithm explores different dimensionality spaces and then determines the model, which is the closest to the unknown reality. Moreover, the algorithm is able to infer the values of the parameters corresponding to the model selected. The experiments carried out have demonstrated the ability of this algorithm to determine the number, position, and amplitude of the returns under different signal to background conditions and when the distance between targets is relatively small. It is possible to resolve multiple returns and, hence, characterize objects distributed in 3D space. We anticipate that the results obtained from processing single pixels in isolation will be improved by consideration of interpixel constraints imposed in the focal plane for which algorithms are now being developed. 
