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Re´sume´ :
Le probleme de la repr·esentation et de la fusion
d’opinions d’experts a longtemps ·et·e consid·er·e du seul
point de vue des probabilit·es classiques. Cependant, ces
dernieres ann·ees ont vu natre bon nombre de proposi-
tions dans le cadre des diverses th·eories de l’incertain
(Th·eorie des possibilit·es, fonctions de croyance, proba-
bilit·es impr·ecises). Cet article place le probleme de la fu-
sion d’opinions d’experts dans un cadre unicateur et ex-
plore la fac‚on dont les diff·erentes th·eories s’articulent au-
tour de ce cadre. Il souligne ensuite les divergences entre
les formalismes et les problemes que cela pose, notam-
ment en terme d’unication.
Mots-cle´s :
Opinions d’experts, fusion, th·eorie des possibilit·es,
fonctions de croyance, probabilit·es impr·ecises
Abstract:
The problem of expert opinions representation and ag-
gregation has long been adressed in the only framework
of probability theory. Nevertheless, recent years have wit-
nessed many proposals in other uncertainty theories (pos-
sibility theory, evidence theory, imprecise probabilities).
This paper casts the problem of aggregating expert opi-
nions in a common underlying framework and shows how
uncertainty theories t into this framework. Differences
between theories are then emphasized and discussed.
Keywords:
Expert opinions, fusion, possibility theory, belief func-
tions, imprecise probabilities
1 Introduction
Lorsqu’il faut e´valuer des parame`tres de
mode`les scientifiques qui sont mal connus faute
de donne´es, il est souvent fait appel a` des ex-
perts. Ces experts fournissent des opinions sur
les parame`tres. Une fois obtenues, ces opinions
doivent eˆtre formalise´es conforme´ment a` une
the´orie mathe´matique puis synthe´tise´es par une
me´thode de fusion. Lorsque ces opinions sont
conflictuelles, ponde´rer les experts (i.e. e´valuer
leur qualite´) permet plus de souplesse dans la
gestion de ce conflit.
Usuellement, ces ope´rations sont re´alise´es dans
un cadre probabiliste (voir [5, 4]). L’approche
probabiliste, meˆme si elle a prouve´ sa valeur
pratique, est mal adapte´e a` la repre´sentation de
l’impre´cision des opinions d’experts et limite le
choix des me´thodes de fusion (Voir [13] pour
une critique et une alternative possibiliste). Les
the´ories de l’incertain permettent de repre´senter
plus fide`lement cette impre´cision et autorisent
de tre`s nombreuses me´thodes de fusion. Ces
dernie`res anne´es ont vu naıˆtre bon nombre de
propositions e´parses au sein de ces the´ories. Le
but de cet article est de poser et d’e´tudier le
proble`me de la fusion d’opinions d’experts dans
une perspective commune a` toutes les the´ories.
Dans la suite, nous conside´rons que k ex-
perts ei donnent leurs opinions concernant la
valeur d’un parame`tre v sur un domaine X .
Nous conside´rons que ces opinions ont de´ja`
e´te´ obtenues et formalise´es, aussi nous nous
concentrons sur les proble`mes de la ponde´ration
des experts et de la fusion de leurs opinions.
Nous nommons mode´lisateur un agent exte´rieur
(un eˆtre humain, un syste`me expert, un pro-
gramme informatique, . . . ) charge´ de fusionner,
de synthe´tiser les opinions en un tout cohe´rent.
Dans la section 2, nous rappelons brie`vement
les formalismes de repre´sentation utilise´s ici
(possibilite´s, fonctions de croyance, familles
convexes de probabilite´s) ainsi que les rela-
tions qui existent entre elles. La section 3 pose
le proble`me de la ponde´ration des experts et
montre qu’un meˆme type de mesure peut eˆtre
utilise´ pour l’ensemble des the´ories. La sec-
tion 4 traite ensuite du proble`me de la fusion des
opinions et rappelle les principales me´thodes de
fusion propose´es pour chaque the´orie. Enfin, la
section 5 souligne les divergences entre the´ories
et discute le besoin d’un cadre unifie´ de fusion
des opinions d’experts.
2 Repre´sentation des opinions
Selon la forme de l’opinion exprime´e par un
expert i, cette dernie`re peut eˆtre formalise´e de
diffe´rentes fac¸ons.
Une distribution de possibilite´ pii(x) correspond
a` une opinion exprime´e sous forme d’un en-
semble d’intervalles de confiance A1 ⊆ . . . ⊆
An ⊆ X dont les degre´s de confiance (i.e.
les degre´s de ne´cessite´) valent respectivement
λ1 ≤ . . . ≤ λn.
Une fonction de croyance Beli peut formali-
ser une opinion donne´e sous forme de quan-
tiles (pre´cis ou impre´cis). Si l’opinion est ex-
prime´e sous forme d’intervalles de confiance, la
distribution de possibilite´ correspondante peut
eˆtre formalise´e par une se´rie d’ensembles fo-
caux emboıˆte´s t.q. m(Ai) = λi+1 − λi.
Une famille convexe Pi de probabilite´s corres-
pond a` une opinion exprime´e sous forme d’un
ensemble de probabilite´s extreˆmes (qui corres-
pondent alors aux sommets d’un polyhe`dre)
ou sous forme de contraintes line´aires por-
tant sur les probabilite´s. Les opinions peuvent
e´galement correspondre a` un ensemble de
probabilite´s infe´rieures P (A) et supe´rieures
P (A) t.q. P (A) = infP∈P P (A) et P (A) =
supP∈P P (A) (Notons que la repre´sentation
par probabilite´s infe´rieures et supe´rieures est
moins ge´ne´rale que les deux pre´ce´dentes).
Distributions de possibilite´ et fonctions de
croyance sont ici interpre´te´e comme des fa-
milles particulie`res de probabilite´s (il existe
d’autres interpre´tations) . Respectivement Ppi =
{P |N(A) ≤ P (A) ≤ Π(A)∀A ∈ X} et
PBel = {P |Bel(A) ≤ P (A) ≤ Pl(A)∀A ∈
X}.
3 Ponde´ration des experts
Lorsque les opinions des experts sont en conflit,
posse´der une e´valuation de leur qualite´ per-
met au mode´lisateur d’avoir plus de flexibilite´
pour fusionner les opinions. Dans le cas de pa-
rame`tres de mode`les scientifiques, la me´thode
la plus rationnelle consiste a` ponde´rer l’expert
en fonction de performances passe´es. L’expert
e´value une se´rie de parame`tres te´moins, dont
les valeurs re´elles sont inconnues des experts
et (prochainement) connues du mode´lisateur.
Dans cette optique, Cooke [5] a de´veloppe´,
pour les probabilite´s, une the´orie des poids
dont les principes peuvent eˆtre repris pour
les autres the´ories. Ces principes, qui nous
semblent le´gitimes, sont les suivants :
– Re´compenser les experts a` la fois pre´cis et
bien calibre´s (i.e. dont l’opinion est proche
de la re´alite´ connue)
– Pertinence : le calcul des poids ne doit s’ap-
puyer que sur les observations
– Justesse : la mesure de calibration doit eˆtre
maximum si l’expert est parfaitement calibre´
– Significativite´ : les poids doivent eˆtre in-
trinse`quement comparables
Dans sa the´orie, Cooke utilise une approche
fre´quentiste pour mesurer la pre´cision et la ca-
libration de l’expert. Si p est la distribution
de probabilite´ discre`te correspondant a` l’opi-
nion de l’expert, et r la distribution “ide´ale”
induite des observations, alors la calibration
de l’expert est mesure´e par l’entropie rela-
tive I(r, p) =
∑B
i=1 ri · ln(ri/pi) avec B le
nombre d’e´le´ments du domaine. I(r, p) peut
s’interpre´ter comme une mesure de la surprise
d’apprendre r alors que p est suppose´e correcte
(voir [5] pour les de´tails). La pre´cision de l’ex-
pert est mesure´e par l’entropie I(r, u) ou` u est
la distribution uniforme (i.e. non informative).
Sandri et co. [13] montrent que cette approche
peut eˆtre mise en de´faut, en particulier dans le
cas de parame`tres te´moins de´terministes. Cette
imperfection provient principalement du fait
que la me´thode de Cooke conside`re des va-
leurs de´terministes ou impre´cises comme au-
tant “d’observations” d’un processus ale´atoire
(hypothe`se ne´cessaire dans le cadre probabiliste
et fre´quentiel). L’approche ensembliste [13, 10]
permet de se de´gager de cette hypothe`se tout
en conservant l’ide´e de mesurer la cohe´rence de
l’opinion donne´e par l’expert avec les donne´es
disponibles.
Nous appelons ici indice de spe´cificite´ (Sp)
la mesure de pre´cision de l’expert et notons
(IC) la mesure de calibration. Les mesures
pre´sente´es ici sont ge´ne´rales et peuvent eˆtre uti-
lise´es pour toutes les the´ories de l’incertain.
3.1 Indice de spe´cificite´ (Sp)
Soit un sous-ensemble A de valeurs possibles
d’un parame`tre : plus sa cardinalite´ (attache´e
ou non a` une me´trique) |A| est grande, plus il
sera impre´cis. Toute fonction f(|A|) croissante
peut donc servir de mesure d’impre´cision de A.
Pour toutes les repre´sentations e´tudie´es ici, il est
possible d’attacher des poids mi aux ensembles
A t.q.
∑
A∈X mi(A) = 1 en utilisant l’inverse
de Mo¨bius de la probabilite´ infe´rieure. A par-
tir de ces re´sultats, il est possible de produire
une formule ge´ne´rale d’impre´cision (ou de non
spe´cificite´) t.q.
IP =
∑
A∈X
mi(A)f(|A|) (1)
En prenant f(|A|) = |A|, on retrouve la
cardinalite´ discre`te d’un ensemble flou pour
les distributions de possibilite´ et la cardinalite´
moyenne pour les fonctions de croyance. Pour
les familles convexes de probabilite´s, les poids
mi calcule´s peuvent eˆtre ne´gatifs, mais la me-
sure donne´e par l’e´quation (1) reste ade´quate
(voir [1]). Notons e´galement que dans le cas ou`
possiblite´s et fonctions de croyance sont assi-
mile´es a` des familles de probabilite´s, d’autres
mesures permettent de prendre en compte a` la
fois l’impre´cision et la variabilite´ des familles
concerne´es (voir [2]).
L’impre´cision de l’opinion e´tant calcule´e, l’in-
dice de spe´cificite´ peut se calculer simplement
comme
Sp =
max(IP )−
∑
A∈X mi(A)f(|A|)
max(IP )
(2)
ou` max(IP ) est la valeur maximale qui peut
eˆtre atteinte par l’e´quation (1). L’e´quation (2)
vaut bien 0 dans le cas de l’ignorance totale
et est maximum lorsque l’impre´cision est mi-
nimum.
3.2 Indice de Calibration (IC)
Soit un parame`tre te´moin v∗ dont la valeur est
inconnue de l’expert et connue du mode´lisateur.
L’indice de calibration mesure l’ade´quation de
l’opinion de l’expert avec les donne´es ob-
serve´es. Nous diffe´rencions ici le cas ou` le pa-
rame`tre est de´terministe et connu (v∗ est une va-
leur unique) du cas ou` le parame`tre te´moin est
lui-meˆme connu de manie`re incertaine.
Parame`tre de valeur de´terministe connue. Dans ce
cas, l’expert est d’autant mieux calibre´ qu’il
conside`re la valeur v∗ comme plausible. Cela
correspond a` prendre la possiblite´ pii(v∗), la
plausibilite´ Pl(v∗) ou la probabilite´ supe´rieure
P (v∗) comme indice de calibration, selon le for-
malisme qui mode`lise l’opinion de l’expert.
Parame`tre connu de manie`re incertaine. Dans le
cas ou` l’opinion et le parame`tre te´moin sont
tous deux formalise´s par des repre´sentations en-
semblistes (respectivement, Ki(v) et K(v∗)),
un expert sera bien calibre´ si la connaissance
K(v∗) sur le parame`tre est incluse dans son
opinion Ki(v). En reprenant l’e´quation (1), cet
indice de calibration peut se calculer de la
manie`re suivante
IC =
IP (Ki(v) ∩K(v
∗))
IP (K(v∗))
(3)
avec IP (Ki(v) ∩ K(v∗)) = 0 si Ki(v) ∩
K(v∗) = ∅.
L’indice suivant (de type indice de Jacquard)
IC =
IP (Ki(v) ∩K(v
∗))
IP (Ki(v) ∪K(v∗))
(4)
pe´nalise a` la fois la sous-confiance et la sur-
confiance de l’expert. Adjoint a` un indice de
spe´cificite´, il peut eˆtre tre`s pe´nalisant, puisque
la sous-confiance est punie deux fois.
Pour assurer un score maximum a` l’expert par-
faitement calibre´, les ope´rations conjonctives et
disjonctives des indices (3) et (4) doivent eˆtre
choisies avec soin. Par exemple, dans le cadre
des fonctions de croyance, la re`gle bien connue
de Dempster est inade´quate pour mesurer la ca-
libration.
Pour la the´orie des possibilite´s, d’autres me-
sures de calibration sont propose´es dans [13].
De plus, pour les fonctions de croyance et les
probabilite´s impre´cises, la notion d’inclusion
posse`de plusieurs variantes (voir [9]).
Cette approche est diffe´rente d’approches
base´es sur une notion de distance [11], et pour-
rait eˆtre compare´e a` ces dernie`res.
En s’inspirant de la me´thode de Cooke, un in-
dice combinant calibration et informativite´ peut
ensuite eˆtre calcule´ afin d’obtenir un seul poids :
Q = Cα · Sp · IC (5)
avec Cα = 1 si IC < α, 0 autrement. le fac-
teur Cα permet de s’assurer que des experts trop
mal calibre´s ne seront pas pris en compte. Si
m parame`tres te´moins vj sont utilise´s, alors une
moyenne arithme´tique des indices Qj peut ser-
vir d’indice global pour un expert.
3.3 Utilisation des poids
Une fois les poids obtenus, ces derniers peuvent
eˆtre utilise´s de diverses manie`res pour re´soudre
le conflit :
Moyenne ponde´re´e. Les poids sont utilise´s dans
une moyenne. Ils sont alors assimilables a`
un nombre d’observations produites par des
sources identiques et inde´pendantes (l’expert
jouant le roˆle de la source, et son opinion celui
de l’observation).
Affaiblissement. Les poids sont conside´re´s
comme des fiabilite´s utilise´es pour rendre les
opinions des experts plus impre´cises. Soit α
la fiabilite´ de l’expert i. Pour la the´orie des
possibilite´s, l’affaiblissement de la distribution
pii en piαi correspond a` l’ope´ration
piαi = max(pii, 1− α)
Pour les fonctions de croyance, l’affaiblisse-
ment de Beli en Belαi correspond a`
Belαi (A) = αBeli(A) ∀A ∈ X,A 6= X
Belαi (X) = Beli(X)
Une formule e´quivalente a e´te´ propose´e par Ya-
ger dans le cadre des possibilite´s. Elle corres-
pond a`
piαi = α ∗ pii + 1− α
avec ∗ un ope´rateur de conjonction (la for-
mule est e´quivalente a` celle des fonctions
de croyances lorsque ∗ est le produit). Pour
les familles convexes de probabilite´s, Moral
et Sagrado [12] ont propose´ un ensemble de
proce´de´s d’affaiblissement selon la nature des
poids. Une fois les opinions affaiblies, elles sont
conside´re´es comme e´galement fiables. Proce´der
a` un affaiblissement dans le cadre des opinions
d’experts doit se faire avec pre´caution : il est en
effet dangereux de prendre les poids calcule´s tel
quel pour affaiblir les opinions, puisqu’ils sont
tre`s rarement proches de 1 (le risque de perdre
une partie importante de l’information n’est
pas ne´gligeable). De plus, ces poids peuvent
varier selon le formalisme et la me´thode de
ponde´ration choisie.
Ordonnancement. Les poids calcule´s induisent
un ordre (souvent complet) entre les experts.
Cet ordre peut ensuite eˆtre utilise´ pour ne
conside´rer qu’un sous-groupe d’opinions, ou
encore pour appliquer des me´thodes qui tirent
parti de cet ordre (voir la section 4).
Soulignons e´galement que le recours aux
the´ories de l’incertain permet d’e´tendre
de manie`re significative le choix des pa-
rame`tres te´moins. En particulier, dans le
cas d’e´chantillons statistique pauvres, des
me´thodes re´centes permettent d’obtenir des
approximations de distributions de possibilite´
ou de fonctions de croyance (voir [7]).
4 Fusion des opinions
La but de la fusion des opinions est de
synthe´tiser l’information qu’elles contiennent
de manie`re cohe´rente. Contrairement a` la
the´orie des probabilite´s, les the´ories de l’in-
certain permettent d’utiliser de nombreuses
me´thodes de fusion, en particulier des me´thodes
ensemblistes (ce qui est impossible si le
mode´lisateur doit rester a` l’inte´rieur de la
the´orie classique des probabilite´s). Nous rappe-
lons les diffe´rents comportements des me´thodes
de fusion qui peuvent se retrouver dans l’en-
semble des the´ories de l’incertain. Soit deux
opinions d’experts e1(v) = A et e2(v) = B
avec A,B ⊆ X , et ∗ un ope´rateur de fusion. Les
me´thodes de fusion peuvent eˆtre caracte´rise´es
par l’un des trois comportements suivants :
– Comportement conjonctif : e1(v) ∗ e2(v) ⊆
A∩B. Le re´sultat est tre`s pre´cis et correspond
au cas ou` les opinions ne sont pas en conflit.
– Comportement disjonctif : e1(v) ∗ e2(v) ⊇
A ∪ B. La disjonction correspond au cas ou`
le mode´lisateur ne veut ou ne peut pas faire
de choix entre les experts et ou` les opinions
de ceux-ci sont en conflit (l’un d’entre-eux
est suppose´ fiable, sans savoir lequel). Le
re´sultat est ge´ne´ralement tre`s impre´cis, mais
toutes les opinions sont prises en compte.
– Comportement de comptage : le re´sultat cor-
respond a` une vision statistique des opinions.
Ces dernie`res sont conside´re´es comme autant
d’observations provenant de sources iden-
tiques et inde´pendantes.
En pratique, il est souhaitable que la me´thode
de fusion s’adapte au contexte. La pre´cision
et la nature du re´sultat de la fusion de´pendent
alors de la pre´sence de conflit et de la connais-
sance disponible sur la qualite´ des experts.
Les me´thodes ayant un comportement adaptatif
peuvent eˆtre de nature tre`s varie´es.
Nous allons maintenant rappeler les formules
les plus couramment utilise´es au sein de chaque
the´orie correspondant a` chacun de ces compor-
tements. Selon le cas, les opinions des k experts
sont mode´lise´es sous la forme de distributions
pii de possibilite´, de fonctions de croyance mi
ou de familles convexes Pi de probabilite´s.
4.1 Me´thodes conjonctives
Pour les distributions de possibilite´, les fonc-
tions de croyance et les familles de probabilite´s,
les me´thodes conjonctives s’e´crivent respecti-
vement
pi∩(x) = >i=1,...,k pii(x) (6)
m∩(A) =
∑
A1∩...∩Ak=A
m(A1) . . . m(An) (7)
P∩ =
k⋂
i=1
Pi (8)
ou` > est une t-norme quelconque, les plus
couramment utilise´es e´tant le min (cas de
de´pendance) et le produit (cas d’inde´pendance).
4.2 Me´thodes disjonctives
Les me´thodes disjonctives s’e´crivent respecti-
vement
pi∪(x) = ⊥i=1,...,k pii(x) (9)
m∪(A) =
∑
A1∪...∪Ak=A
m(A1) . . . m(An) (10)
P∪ =
k⋃
i=1
Pi (11)
ou` ⊥ est une t-conorme quelconque.
Rappelons que pour les probabilite´s impre´cises,
le re´sultat n’est plus force´ment une fa-
mille convexe de probabilite´s. Une alternative
consiste a` prendre l’enveloppe convexe de P∪,
ce qui rend le re´sultat plus impre´cis mais permet
de conserver les avantages de la convexite´.
4.3 Me´thodes de comptage
Les me´thodes de comptage s’e´crivent respecti-
vement
piMoy(x) =
∑
i=1,...,k
wipii(x) (12)
mMoy(A) =
∑
i=1,...,k
wim(A) (13)
PMoy =
∑
i=1,...,k
wiPi (14)
avec
∑
i=1,...,k wi = 1. Si les experts ne sont
pas ponde´re´s, utiliser une me´thode de comptage
revient a` conside´rer qu’ils sont e´quiponde´re´s.
Cette me´thode est e´galement la seule utilise´e
dans la the´orie des probabilite´s, en dehors des
me´thodes bayesiennes
4.4 Me´thodes adaptatives
Pour chaque the´orie, de tre`s nombreuses pro-
positions de me´thodes adaptatives ont e´te´ faites
pour re´soudre le proble`me du conflit. Pour des
aperc¸us assez complets, nous renvoyons le lec-
teur a` [10] pour la the´orie des possibilite´s, a` [14]
pour les fonctions de croyance et a` [15] pour les
probabilite´s impre´cises. Cependant, deux types
de me´thodes, se´duisantes de par leur principe,
peuvent s’appliquer a` toutes les the´ories :
Sous-ensembles maximaux cohe´rents. Cette
me´thode consiste a` utiliser une me´thode
conjonctive sur les sous-ensembles maximaux
d’opinions non-conflictuelles. Une me´thode
disjonctive est ensuite applique´e aux opinions
re´sultant de ces conjonctions. Soit Ki les
ensembles fournis par les opinions d’experts et
Ej j = 1, . . . , p les sous-ensembles d’opinions
maximaux pour lesquels la conjonction est non
vide (i.e.
⋂
Ki∈E|
Ki 6= ∅). La me´thode s’e´crit
alors
K∗ =
⋃
j=1,...,p
⋂
Ki∈E|
Ki
on retrouve bien la conjonction en cas d’ab-
sence de conflit et la disjonction si les opinions
sont conflictuelles 2 a` 2. Si le mode´lisateur peut
e´valuer le nombre de sources fiables (en se ba-
sant, par exemple, sur la ponde´ration), il est pos-
sible de fixer la cardinalite´ des sous-ensembles
Ej .
Raffinement hie´rarchique. Les experts sont or-
donne´s et groupe´s de fac¸on cohe´rente. L’opi-
nion synthe´tise´e (au moyen d’un des ope´rateurs
pre´ce´dents) du premier groupe est ensuite raf-
fine´e par les opinions des groupes successifs
tant que ces dernie`res ne rentrent pas en conflit
avec lui.
4.5 Approche Bayesienne
Au sein des probabilite´s, de nombreux auteurs
ont propose´s une approche bayesienne pour
re´soudre le proble`me de la fusion d’opinions
d’expert. L’approche bayesienne conside`re les
opinions des experts comme des informations
nouvelles utilise´es pour re´viser une probabi-
lite´ a` priori (donne´e par le mode´lisateur). Ce
n’est donc pas une “fusion” a` proprement par-
ler. Dans le cas ou` les experts sont suppose´s
inde´pendants, la formule de Bayes revient a`
multiplier les opinions par la probabilite´ a priori
(elle se rapproche alors d’une me´thode au com-
portement conjonctif). L’approche Bayesienne
est criticable a` plus d’un titre (voir [13]). En
particulier, la supposition que le mode´lisateur
puisse fournir une probabilite´ a priori est tre`s
forte : ou elle implique l’introduction implicite
d’hypothe`ses non ve´rifie´es, ou elle indique que
les experts ne sont pas absolument ne´cessaires
(puisque l’information disponible sur le pa-
rame`tre est assez riche pour construire une pro-
babilite´ a priori).
La re´vision d’une information existante et ses
relations avec le the´ore`me de Bayes ont e´te´
e´tudie´es dans toutes les the´ories de l’incer-
tain (voir [8]). L’approche bayesienne est donc
transposable aux the´ories de l’incertain, avec
l’avantage que l’information a priori peut eˆtre
Tableau 1 – Resultats de la conjonction
m([4, 5]) m([∅])
Possibilite´s (eq. (6)) 0.6 0.4
Croyance (eq. (7)) 0.36 0.54
Prob. Impr. (eq. (8)) 0 1
impre´cise (voir [6] pour une adaptation dans le
domaine des probabilite´s impre´cises).
5 Divergences entre the´ories
Dans les sections pre´ce´dentes, nous nous
sommes attache´s a` montrer les similitudes exis-
tant entre les diverses the´ories de l’incertain
dans leur traitement de la fusion d’opinions
d’experts. Cependant, si le point de vue concep-
tuel est similaire, les re´sultats peuvent eˆtre
tre`s diffe´rents selon le formalisme adopte´. Un
exemple tre`s simple nous permettra de nous en
rendre compte. Soit deux experts e1 et e2, dont
les opinions sur v sont donne´s sous forme d’in-
tervalles de confiance.
L’opinion de e1 (e2) correspond aux avis sui-
vants
– Je suis certain que v ∈ [1, 5] ([4, 9])
– Je suis certain a` 60 % que v ∈ [2, 3] ([6, 7])
Le tableau 1 re´sume les re´sultats d’une conjonc-
tion selon le formalisme adopte´ et la formule
de conjonction applique´e (les re´sultats sont
donne´s en terme d’ensembles ale´atoires). Nous
voyons que le conflit (i.e. m(∅)) augmente en
passant du formalisme des possibilite´s au for-
malisme des fonctions de croyances, et que
l’intersection des deux familles de probabi-
lite´s donne l’ensemble vide (c’est facile a` voir,
puisqu’il est impossible d’avoir simultane´ment
p([2, 3]) ≥ 0.6 et p([6, 7]) ≥ 0.6. Si mainte-
nant nous conside´rons l’opinion de e2 comme
la connaissance que nous avons sur le parame`tre
et que nous l’utilisons pour ponde´rer l’expert e1,
l’e´quation (5) nous donne comme re´sultat, selon
le formalisme choisi Q(e1)Poss > Q(e1)Bel >
Q(e1)Prob = 0, alors que les informations dis-
ponibles sont identiques.
Outre ce petit exemple, rappelons e´galement
que le re´sultat des e´quations (7) et (8) ap-
plique´es a` deux distributions de possibilite´ n’est
pas en ge´ne´ral une nouvelle distribution de pos-
sibilite´.
De meˆme, l’application de l’e´quation (8) a` deux
fonctions de croyance ne donne pas en ge´ne´ral
une famille de probabilite´s repre´sentable par
une fonction de croyance (et meˆme lorsque
c’est le cas, cette nouvelle fonction de croyance
ne correspond a` celle obtenue en appliquant
l’e´quation (7), voir [3]). Ces remarques sont
e´galement valables pour les autres me´thodes de
fusion.
Signalons e´galement qu’en terme d’ope´rateurs
de fusion, la the´orie des possibilite´s offre plus
de choix que les deux autres : toute t-norme
peut servir d’ope´rateur de conjonction associa-
tif de distributions de possibilite´, tandis que les
e´quations (7) et (8) sont les seules ope´rations
associatives posse´dant une justification axioma-
tique dans le cadre des fonctions de croyance et
des probabilite´s impre´cises. La meˆme constata-
tion peut eˆtre faite pour les disjonctions.
En ge´ne´ral, informations disponibles et
proble`mes rencontre´s sont souvent de natures
varie´es. Dans ce cas, une certaine diversite´
de formalismes apparaıˆt comme souhaitable,
sinon ne´cessaire. Cependant, dans le cas
d’opinions expertes, cette diversite´ peut de-
venir proble´matique. Si les informations et la
volonte´ de synthe´tisation sont identiques, les
re´sultats devraient l’eˆtre e´galement. Chacun
des formalismes et des me´thodes e´tant justifie´s,
comment choisir l’un plutoˆt qu’un autre ? Nous
avons vu sur un exemple tre`s simple que ces
choix pouvaient avoir un impact important sur
le re´sultat final.
6 conclusions
Le traitement des opinions d’experts dans
les diffe´rentes the´ories de l’incertain peut se
voir sous une perspective commune. Le re-
cours a` ces the´ories permet de mode´liser plus
fide`lement l’impre´cision contenue dans l’opi-
nion experte et permet plus de souplesse lors de
la fusion des opinions. Pour le proble`me de la
ponde´ration d’experts, nous avons propose´ un
type de mesure base´ sur la notion d’inclusion et
applicable a` l’ensemble des the´ories.
Les diffe´rences entre les formalismes ont en-
suite e´te´ mises en e´vidence au moyen d’un
exemple simple. Cet exemple a suffit a` mon-
trer que la meˆme information, traite´e dans un
but identique, pouvait aboutir a` des re´sultats
significativement diffe´rents selon le forma-
lisme choisi. Ces diffe´rences sont un argument
supple´mentaire en faveur d’un cadre unifiant
les diffe´rentes the´ories de l’incertain, au moins
dans une certaine mesure.
En particulier, l’e´tude des relations entre les di-
verses me´thodes de fusion et leur interpre´tation
dans les diffe´rents formalismes de l’incertain
reste en grande partie a` re´aliser, meˆme s’il
existe de´ja` de nombreux re´sultats.
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