This paper presents a promising super-resolution (SR) approach using maximum a posteriori (MAP) estimation. We consider the high resolution (HR) estimation as a Markov Random Field (MRF), using a transformed gradient field prior to repair the image fuzzy problem caused by MRF. An improved Normalized Convolution method is proposed to obtain a first good estimation. We build a reasonable energy function and minimize the posterior energy by gradient descent algorithm. Experimental results on realistic image sequence and comparisons with several other SR techniques show that our approach gives the best results both qualitative and quantitative.
INTRODUCTION
In the field of electro-optical imaging, the resolution of an image is often the most important technical indicators to evaluate the image quality. The higher the resolution of an image is, the higher pixel density will be. High resolution can provide more information and is conducive to further analysis of image processing (Hardie et al. 1997) . Increasing the density of the sensor is the most direct way to improve the image resolution. However, it's hard to bear the cost of image sensor's high density in general applications. On the other hand, the imaging system is limited by its inherent sensor array arrangement density, which is extremely finite. An effective way to improve the resolution of the image is using the super-resolution reconstruction. It generates a high resolution image by extracting additional spatial and temporal information in low resolution (LR) images (Zhang and Shen 2002) . Super-resolution can restore high frequency information in the image which is lost in the imaging process, and effectively remove the noise and blurring without expensive hardware costs. Therefore, it has become a popular research field (Xie 2007) . Because there are many limitations in the existing SR technology, e.g. using simple image prior model; without considering the registration error and noise; using simple interpolation result as initial estimation, etc. Faced with these deficiencies, this paper proposed an overall solution for color image super-resolution reconstruction problem.
PRIOR DISTRIBUTION
The super-resolution reconstruction process can be seen as the inverse process of image acquisition. Its purpose is to obtain a high resolution image by the observation of low resolution images. As an ill-posed problem in mathematical theory, the estimation of high resolution image z requires the introduction of prior constraints to restrict the solution space and the application of prior knowledge in the reconstruction. MRF is commonly used in the field of image processing modeling, which is an adaptive smoothness constraint, describing the relationship between points within the image. In this paper, the original high resolution image z is considered as a MRF . Due to the equivalence between Markov Random Field and Gibbs Random Field, we can describe z by a Gibbs distribution, in the following form:
where λ is a constant, C is a clique and
corresponds to a clique potential function. τ is a scale parameter, which controls the shape of the probability distribution. 
In the view of image gradient field, the image fuzzy problem caused by MRF will reduce the sharpness of image gradient field. The use of transformed gradient field can sharp the gradient field and create delicate details and edge information.
MAXIMUM A POSTERIORI
Maximum A Posteriori is a statistical method under the Bayesian framework. Bayesian framework is introduced to the SR reconstruction because of two reasons: First, we have prior knowledge of the original image z, which can be applied as an estimated amount. In classic estimation method, it is difficult to apply the prior knowledge. However, under the Bayesian framework, we can easily use the prior and improve the estimation precision. Second, Bayesian estimation is often useful when the minimum variance unbiased estimator of the original image z can not be found. By the specified image z, the estimated amount can be designed to obtain. The derived estimation can be considered to be optimal, in the sense of the "average". The estimated amount can be seen as the best estimate in the case of the prior probability density function of the assumed image z.
According to estimation theory, we consider ẑ z    as the difference between the estimated amount ẑ and the original image z, we call
Bayesian risk, which is used to measure the performance of the estimators. The position which makes the Bayesian risk minimum, also makes the posterior probability density function maximum and is called the maximum a posteriori estimator. In MAP estimation, we choose z to make the probability density function maximum: ˆarg max ( | , ),
where z is the estimation of high resolution images, y is the observed low resolution image in the SR reconstruction,
T h I  is the gradient determined by gradient transform method. According to the Bayesian theory:
It's maximum is equivalent to the maximum of ( , | ) ( )
The formula is equivalent to:
The low quality of the LR frame sets an upper limit to the accuracy of registration, and therefore need to continuously update the SR estimation and registration parameters (Chen and Wang 2012) . The purpose of such methods is: based on the observation y, construct the maximum posteriori probability of image z and 
In this paper, the minimization of the energy function ( , | , )
T h E z r y I  is obtained by a gradient descent approach which is called Simultaneous Over Relaxation. During each iteration n, the registration parameters r needs to recalibrate:
The observed low resolution frames are assumed to be produced by a degradation process which involves warping, blurring, down-sampling performed on the HR frame z. Moreover, uncorrelated additive noise is added to each LR frames (Figure 2 ). 
The matrix ( ) i k W r represents the process that HR pixels generate LR pixels by movement, fuzzy and down-sampling, k n is noise field in frame k.
Considering that the noise field is 2D Gaussian sample with variance 2 n  , then the data likelihood term can be expressed as:
MINIMIZATION OF POSTERIOR ENERGY
We use three energy terms to build the energy function. According to the above description, the posterior energy can be expressed as:
where ( | , ) 
According to (1) , (13) and (15), the posterior energy can be expressed as:
with derivative:
Due to the non-convexity of this function, it will have several local minima. Graduated Non-Convexity (GNC) approach is opted here to minimize the energy function. Initially, we start with a convex approximation of the energy function, denoted by 0 ( , | , ) T h E z r y I  is reached.
The scale parameter τ start from a large value to assure the convexity of 0 ( , | , )
T h E z r y I  .τ is gradually reduced in the iterative process of SOR algorithm. The value of each site i at iteration n+1 is updated as the following form:
where 0 2    is an over-relaxation parameter, ( ) i T z is the upper bound of the second derivative of ( , | , ) T h E z r y I  .
When the following condition is satisfied, the iterative process of z is terminated:
OBTAINING INITIAL ESTIMATION Our method described above needs an initial estimate 0 z of the corresponding HR frame. Existing SR methods usually just choose a simple interpolation of the corresponding LR frame as the initial estimate. Normalized Convolution (NC) is a fast and efficient method to obtain an initial estimation (Katartzis and Petrou 2007) , which can deal with the possible registration errors. A new alternative NC approach is proposed in this article, which considers the existing registration error and wrong pixels in LR frames. We use a non-binary set of certainties, where samples from the reference LR frame get a certainty value of one, whereas samples from other input frames get a positive value p, which reflects the accuracy of the registration method (Figure 4) . The value of p is given by:
where n is the frame amount used for registration, m i is the amount of points obtained from neighboring LR frames via registration, β is a normalization parameter. The sample value at position i is set to the average of all those i m points (Figure 3 ). Due to the slowness of applying the higher order NC method , zero-order NC method is used here. Zero-order NC has an feature that can be achieved through simple convolution operations. In the case of zero-order, we can get the following estimation:
where 0 ( ) 1 c x   is the signal certainty matrix, * denoting the convolution operator, ( ) x  corresponds to an isotropic Gaussian kernel, the size of which equals the support of the considered point spread function.
COMPARATIVE EVALUATIONS
In order to test the effectiveness of the proposed algorithm, we select an image sequence of natural scenes for SR reconstruction experiment. This sequence contains 7 frames in the same scene, with sub-pixel displacement between each other. We use root mean square error (RMSE) and structural similarity index (SSIM) as quantitative evaluations between the reconstructed image and the corresponding ground truth:
The smaller RSME value is the higher similarity of gradation between reconstructed image and corresponding ground truth will be. SSIM value is close to 1 indicating the stronger structural similarity of the two images (Yuan et al. 2010 ). Good reconstruction results should have low values for RMSE and high values for SSIM. Super resolution results (upsampling factor is 2) with different methods is showed as below: As can be seen from the experimental results, the results obtained by the proposed method have a better visual effect, the picture becomes clearer, letter recognition becomes easier. Figure 5 . In short, the proposed method has a better subjective visual result, for quantitative indicators, it has a better gradation similarity and higher structural similarity as well. For video sequences, we can do the similar operation to each frame and get a high resolution video.
CONCLUSION
This paper presents a new Super resolution approach using MAP Estimation, and introduces MRF as prior constraint, using TGF to repair the image fuzzy problem caused by MRF, using a new NC method to obtain a first good approximation, also proposes a reasonable energy function, obtaining the minimum of the posterior energy using gradient descent algorithm. Experimental results on realistic sequence prove that our approach performs well in both qualitative and quantitative aspects. It also shows that the MRF and TGF introduced in this paper can make up their own drawbacks, while mutual interacting, to some extent, will eliminate errors and improve accuracy. The proposed method is a robust MAP approach, can be widely applied to image sequences with translational and rotational motion. In order to obtain higher quality HR image, the SR reconstruction of the future development need to address the following four aspects: (1) accurate and fast motion estimation algorithm, (2) improving the performance of SR reconstruction algorithm, (3) blind reconstruction problems (Xie et al. 2010) , and (4) compressed video SR reconstruction problems. In a word, there still need further study on SR reconstruction methods for its improvement and application.
