Abstract. Let G be a connected reductive algebraic group and B be a Borel subgroup defined over an algebraically closed field of characteristic p > 0. In this paper, the authors study the existence of generic G-cohomology and its stability with rational G-cohomology groups via the use of methods from the authors' earlier work. New results on the vanishing of G and B-cohomology groups are presented. Furthermore, vanishing ranges for the associated finite group cohomology of G(Fq) are established which generalize earlier work of Hiller, in addition to stability ranges for generic cohomology which improve on seminal work of Cline, Parshall, Scott and van der Kallen.
1. Introduction 1.1. Let G be a connected reductive algebraic group (scheme) defined over the finite field F p , and let k be an algebraically closed field of characteristic p. There are two module categories for finite subgroup schemes which have close relationships to the representations of G over k. One category is the modules over G r (the rth Frobenius kernel of G). In the case when r = 1, this category is equivalent to restricted representations for the restricted Lie algebra g = Lie G. The other category is the category of representations for G (F q ) where G (F q ) is the finite group of Lie type obtained by taking the F q rational points of G (F q is the field of p r -elements). Note that, for a given rational G-module M , one can consider the restriction of M to either G r or to the finite group G(F q ). Although there is no direct functorial connection between the categories of G r -modules and G(F q )-modules, there are strong interrelationships between the representation theories of Mod(G), Mod(G r ) and Mod(G(F q )) (cf. [Hu] ).
In prior work, the authors (BNP) (cf. ) established fundamental connections between the cohomology theories of reductive algebraic groups, finite Chevalley groups and Frobenius kernels. The main idea entails the use of the induction functor ind (1.1.1)
the form M ⊗ H 0 (λ) ⊗ H 0 (λ ⋆ ) (r) (cf. [BNP8, Prop. 2.4 .1]) 1 Here, H 0 (λ) (which is dual to a Weyl module) is the standard module induced from a one dimensional B-module (for a Borel subgroup B of G) and λ ⋆ is the weight dual to λ (cf. Section 1.4). The G-cohomology H
• (G, N ) can then be analyzed by using the Lyndon-Hochschild-Serre spectral sequence involving G r -cohomology and the geometry of the flag variety G/B. For example, in [BNP8, Thm. 3.3 .1] we showed that an upper bound on the dimension of H n (G(F p ), k) involves the combinatorics of the well-studied Kostant Partition Function, thus reducing the question of the vanishing of the finite group cohomology to a question involving the combinatorics of the underlying root system Φ.
1.2. In 1977, Cline, Parshall, Scott and van der Kallen [CPSvdK] proved a groundbreaking result about the behavior of G-cohomology in relation to the finite group cohomology for G (F q ). If V is a finite-dimensional rational G-module, then for a fixed n ≥ 0 and s and r sufficiently large the restriction map res :
is an isomorphism. Note that the finite group does not see the twist so
One important consequence of this theorem is, as r increases, the cohomology groups H n (G(F q ), V ) obtain a stable or generic value H n gen (G, V ) (also known as the generic cohomology). It is also shown in [CPSvdK] what conditions for s guarantee that H n (G, V (s) ) ∼ = H n gen (G, V (s) ) for n = 1, 2. In recent work, Parshall, Scott and Stewart [PSS, Theorem 5.8] have shown that one can realize generic cohomology for simple modules with q-restricted dominant weights by considering the rational cohomology of simple modules with so-called shifted weights.
The results in [CPSvdK] have been used to make computations for G(F q )-cohomology. However, the BNP-machinery as described in Section 1.1 lends itself better for this purpose because no twisting by the Frobenius is required. The BNP-techniques have been used for a variety of applications that have answered open questions and significantly improved known results. These include proving that self extensions vanish [BNP2, BNP3] , locating the first non-trivial cohomology classes [BNP8, BNP9] , computing low dimensional cohomology groups for simple modules [UGA1, UGA2] , and bounding Ext-groups between simple modules for finite groups of Lie type [BNPPSS] . Other applications appear in [WW] . When these ideas were first introduced ten years ago, it was suspected that there should be a connection to the CPSvdK rational and generic cohomology results. In this paper, we will further demonstrate that the BNP-program is widely applicable and encompassing by proving that the CPSvdK rational and generic stability can be obtained by using our approach.
The paper is organized as follows. In Section 2, we establish important conditions on the existence of weights in the B r -cohomology for certain one-dimensional representations. This enables us to prove powerful vanishing results on G r , B and G extensions in Sections 3 and 4. For example, one key result in this paper is on the vanishing behavior of the B-cohomology groups H n (B, µ − p s λ) for weights λ, µ (cf. Proposition 3.1.1). The determination of the B-cohomology groups with coefficients in a one-dimensional representation is still an unsolved problem and one of the first steps to understanding the structure of the line bundle cohomology of the flag variety G/B.
In Section 5, the new vanishing results of Sections 3 and 4 are used to show that the cohomology groups H n (G, V (s) ) attain a stable value for s large. Our proof appears to be the first proof that does not use finite group cohomology and the Main Theorem of [CPSvdK] 2 . We then show that there is a striking connection between rational stability and the existence of a good filtration on the cohomology of the first Frobenius kernels H
• (G 1 , k the section, we demonstrate how these results can be used to extend the work in [CPSvdK, Section 7] . The CPSvdK approach to rational and generic cohomology relies on restricting to the B(F q )-cohomology. Our approach is different in that we analyze the long exact sequence (1.1.1) and show vanishing of terms in the right hand column. This is done in Section 6. See in particular Proposition 6.2.1. An immediate consequence of Proposition 6.2.1, presented in Section 7, is that one can establish general vanishing ranges for the cohomology group H
• (G(F q ), k). In several cases, the ranges are shown to be sharp. These results improve on earlier work of Hiller [H] .
In Section 8, again using Proposition 6.2.1, we determine bounds on r, s as above so that Theorems 8.1.1, 8.2.1, and 8.3.1) . Prior known bounds on r and s (cf. [CPSvdK] , [FP] , [F] ) depend highly on the given root system. One very important feature about our work is that we provide uniform bounds (which only depend on V , n and p) that do not depend on the root system. Later we demonstrate that in many cases our uniform bounds are significantly stronger than those provided by the Main Theorem of [CPSvdK] .
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1.4. Notation. Throughout this paper, the following basic notation will be used.
(1) k: an algebraically closed field of characteristic p > 0.
(2) G: a simple, simply connected algebraic group which is defined and split over the finite prime field F p of characteristic p. The assumption that G is simple (equivalently, its root system Φ is irreducible) is largely one of convenience. All the results of this paper extend easily to the semisimple, simply connected case. 
E → E is the orthogonal reflection in the hyperplane H α ⊂ E of vectors orthogonal to α. (19) X(T ) = Zω 1 ⊕ · · · ⊕ Zω n : the weight lattice, where the fundamental dominant weights 
(27) L(λ): the irreducible finite dimensional G-module with highest weight λ ∈ X(T ) + . (28) Type A 1 weight notation: for Φ of type A 1 , let ω := ω 1 denote the unique fundamental dominant weight, and α denote the unique simple root. For a weight σ ∈ X(T ), σ = σ, α ∨ ω. As such, we will equate σ with σ, α ∨ and simply denote weights in X(T ) by integers.
B s -cohomology
2.1. In this section we will investigate cohomology for the sth Frobenius kernel of B. We use here s instead of r to avoid confusion when we will apply these results when twisting a rational module s times. Let M be a rational B s -module and u = Lie U . We make use of the following spectral sequence [Jan2, I.9.14]. For odd p define
The summation runs over all (s + 1)-tuples {a 0 , . . . , a s } and {b 0 , . . . , b s } of non-negative integers
The summation runs over all s-tuples {a 1 , . . . , a s } of non-negative integers satisfying (2.1.4) i + j = s n=1 a n and i = s n=1 a n 2 n−1 .
Then we obtain a spectral sequence E i,j
[Jan2, I.6.9]), it follows that one obtains a spectral sequence by applying T s -invariants:
Weight calculations.
In this section, we analyze the combinatorics for the E 1 -terms of the spectral sequence defined in the previous section and give upper bounds on the weights appearing in certain B s -cohomology spaces. We first define two invariants which measure the size of the weights in a rational T -module.
Given a weight λ ∈ X(T ), one can view this as a one dimensional B-module by letting U act trivially. We denote this module simply by λ. If λ is dominant, then b(λ) = λ,α ∨ . If λ is dominant and nonzero, then t = t(λ) > 0 and there exists a unique t-tuple {λ 0 , ..., λ t−1 } with b(λ) = t−1 n=0 λ n p n and 0 ≤ λ n ≤ p − 1. Moreover, λ t−1 > 0. Proposition 2.2.2. Let λ ∈ X(T ) + with λ = 0 and µ ∈ X(T ). Set t = t(λ) and assume that m ≥ 0, f ≥ t(µ), and s ≥ t. Define the t-tuple {λ 0 , ...
Equality can hold only if f = t(µ). (b) If p is odd and γ is a weight of
H m (B s+f , p s µ + λ) (−(s+f )) , then (2.2.2) b(γ) ≤ min{m − (s − t + 1)(p − 2) + λ t−1 , m − (s − t)(p − 2)}.
Equality can hold only if f = t(µ).
Proof. (a) We make use of the spectral sequence of Section 2.1. If γ is a weight of H m (B s+f , 2 s µ + λ) (−(s+f )) , then 2 (s+f ) γ is a weight of an expression of the form
with m = s+f n=1 a n . We can write 2 s+f γ = λ + 2 s µ + s+f n=1 ξ n 2 n−1 , where each ξ n is a weight of S an (u * ). For any long root β and any positive root α,
This implies that, for all long roots β and 1
Note also that, since ξ n is a sum of positive roots, ξ n ,α ∨ ≥ 0. For convenience, set c n :
Since λ is a dominant weight, for any long root β, we have λ,
In order to find an upper bound on b(γ) we need to find an upper bound on s+f n=1 a n 2 n under the constraints (2.2.7) s+f n=1 a n = m, a n ≥ c n for 1 ≤ n ≤ s + f.
However, the maximum value of s+f n=1 a n 2 n subject to (2.2.7) is less than or equal to its maximum value subject to the following (weaker) constraints (2.2.8) s+f n=1 a n = m, a n ≥ c n for 1 ≤ n ≤ s, a n ≥ 0 for s + 1 ≤ n ≤ s + f − 1.
In (2.2.8) we are weakening the condition on some of the a n s and not mentioning a s+f at all. The sum s+f n=1 a n 2 n is evidently largest when a s+f is as large as possible. This will correspond to choosing the other a n s to be as small as possible.
In other words, to maximize s+f n=1 a n 2 n subject to (2.2.8) (and hence also (2.2.7)), we may assume from now on that (2.2.9) a n = c n for 1 ≤ n ≤ s and a n = 0 for s + 1 ≤ n ≤ s + f − 1.
Observe that this implies (2.2.10)
We now investigate how large a s+f can be. For t ≤ n ≤ s − 1, set λ n = 0. Then we can write
The inner products ξ n ,α ∨ are non-negative and at least λ t−1 is positive. By divisibility considerations, this implies that there exist non-negative integers k 0 , . . . , k s with k 0 = 0 such that
Then we have
Note that, if k u = 0 for some u, then k n = λ n = 0 for all n < u and ξ n ,α ∨ = 0 for all n ≤ u. On the other hand, λ t−1 is positive. This forces k n ≥ 1 for all t ≤ n ≤ s. Therefore there exists a u with 0 ≤ u ≤ t − 1 and k n = 0 for all n ≤ u and k n ≥ 1 for all u + 1 ≤ n ≤ s − 1.
For n = u we obtain ξ u+1 ,α ∨ = 2k u+1 − λ t ≥ 2k u+1 − 1. This forces (2.2.12)
Finally for t ≤ n ≤ s − 1,
Combining (2.2.12), (2.2.13) and (2.2.14) yields s n=u+1 a n ≥ k s + s − t, which forces a s+f ≤ m − s + t − k s .
Using the above inequality, (2.2.9), and (2.2.10), one obtains from (2.2.6) via (2.2.11) and our assumptions on a n
Again we make use of the spectral sequence in the previous section. If γ is a weight of H m (B s+f , p s µ + λ) (−(s+f )) then p s+f γ is a weight of an expression of the form (2.2.16)
with a 0 = b s+f = 0 and m = s+f n=0 (2a n + b n ). We can write p s+f γ = λ + p s µ + s+f n=0 (ξ n + ψ n )p n , where each ξ n and ψ n is a weight of S an (u * ) or Λ bn (u * ), respectively. From (2.2.4) it follows that, for all long roots β and 0
We are using here that, as ψ n comes from an exterior power,α can appear at most once in ψ n . Notice also that, if ξ n + ψ n , β ∨ ≤ 1, one could make the stronger claim that
As before we have λ, β ∨ ≤ λ,α ∨ for any long root β, which yields
In order to find an upper bound for b(γ) we need an upper bound for
As in the p = 2 case, we attempt to maximize a s+f while minimizing the other a n s. Thus it suffices to assume from now on that 2a n + b n + 1 = c n for 0 ≤ n ≤ s − 1 while 2a n + b n + 1 = 1 for s ≤ n ≤ s + f − 1. Our goal is again to determine how large 2a s+f can be. Note that our assumption implies
For t ≤ n ≤ s − 1 we set λ n = 0. Then we can write
The inner products ξ n + ψ n ,α ∨ are non-negative and at least λ t−1 is positive. This implies that there exist non-negative integers k 0 , . . . , k s with k 0 = 0 such that (2.2.23)
Note that, if there exists a u with k u = 0, then k n = ξ n + ψ n ,α ∨ = λ n = 0 for all n < u. On the other hand, λ t−1 is positive. This forces k n ≥ 1 for all n ≥ t. Therefore there exists a u with 0 ≤ u ≤ t − 1 and k n = 0 for all n ≤ u and k n ≥ 1 for all n > u.
For u ≤ n ≤ t − 1 we obtain
If λ n = p − 1 and k n+1 = 1, then ξ n + ψ n ,α ∨ = −(k n − 1) ≤ 1 and, by (2.2.17),
Either way one obtains, for u ≤ n ≤ t − 1, that (2.2.24)
For n ≤ u − 1 and s ≤ n ≤ s + f − 1, our assumptions give 2a n + b n + 1 ≥ 1. Combining this with (2.2.24), (2.2.25), and our assumptions above yields
This expression is minimal if all k n = 1 for u + 1 ≤ n ≤ s − 1. One obtains (2.2.26)
Substituting the above and (2.2.22) into (2.2.20) with k s = 1 yields
with equality possible only if f = t(µ).
as claimed.
2.3. Assume that m ≥ 0, s ≥ 0, and f ≥ 0. If we drop the conditions on the sizes of λ and µ in Proposition 2.2.2 and simply require λ, µ ∈ X(T ), then the constraints on the non-negative integers a n and b n , as defined in (2.2.3) and (2.2.16), are simply s+f n=1 a n = m, if p = 2, and (a) If p = 2 and γ is a weight of
(b) If p is odd and γ is a weight of H
m (B s+f , p s µ + λ) (−(s+f )) , then (2.3.2) p s+f b(γ) ≤ p s b(µ) + b(λ) + m · p s+f .
B s -vanishing.
We can now state and prove sufficient conditions for the vanishing of the cohomology group H m (B s , λ) in terms of an interrelationship between s, m, and λ. 
(c) Set t = ⌈log p ( λ,α ∨ + 1)⌉ and define the t-tuple {λ 0 , ..., λ t−1 } via λ,α ∨ = t−1 n=0 λ n p n and 0 ≤ λ n ≤ p − 1. If p is odd and s ≥ m/(p − 2) + ⌈log p ( λ,α ∨ + 1)⌉ +
Proof. We prove the contrapositive. Assume that H m (B s , λ) = 0 and let p s γ be a weight of H m (B s , λ). It follows from (2.2.3) and (2.2.16) (with µ = 0) that γ,α ∨ ≥ λ,α ∨ > 0. Setting t = ⌈log p ( λ,α ∨ + 1)⌉ is equivalent to saying p t−1 ≤ λ,α ∨ < p t . We appeal to the proof of Proposition 2.2.2 with µ = 0, f = 0 and β =α, and obtain the following inequalities:
It follows that 0 < m − s + t for p = 2, and 0 < m − (s − t)(p − 2) for odd p. Solving for s yields s < m + t and s < m/(p − 2) + t, respectively. This verifies assertions (a) and (b).
For part (c) we use the inequality 1 ≤ γ,α ∨ ≤ m − (s − t + 1)(p − 2) + λ t−1 . Again solving for s yields s < m/(p − 2) + t + λ t−1 p−2 − 1 as desired. Note that it is not necessary for λ to be dominant, because we are only using inner products with the longest rootα.
B-and G-cohomology

Vanishing of B-cohomology. The computation of the B-cohomology groups H
n (B, σ), σ ∈ X(T ), is still an outstanding open problem. For n = 0, 1, 2 these groups have been computed in [A] , [BNP7] , [Wr] , and for n = 3 and p > h in [AR] . The results in the preceding section will now be used to provide conditions to ensure that these B-cohomology groups vanish. Proof. We apply the Lyndon-Hochschild-Serre (LHS) spectral sequence
Let m = i + j. By Proposition 2.4.1 all the cohomology groups H j (B s , λ) vanish. Hence E i,j 2 = 0 for all i + j = m, which verifies the assertion.
G-cohomology.
We now use Proposition 3.1.1 to obtain conditions on the vanishing of certain G-cohomology groups. We observe that in general Theorem 3.2.1 is false when λ = 0. In this case Cline, Parshall and Scott [CPS] have shown that there are natural inclusions obtained from the Frobenius morphism
Proof. Assume that Ext
These eventually stabilize to the so-called generic cohomology [CPSvdK] . 
4). One has Ext
yields a long exact sequence in cohomology, part of which is
For large s it follows from Theorem 3.2.1 that
G s -cohomology
4.1. Next we provide a constraint on the size of the highest weights of the irreducible G-modules that can appear as composition factors of certain G s -cohomology groups. Proposition 4.1.1 is a main ingredient in the proof of the key G-cohomological vanishing result (Proposition 6.2.1).
Proposition 4.1.1. Let λ ∈ X(T ) + with λ = 0 and M be a finite dimensional G-module. Set t = t(λ) and assume that m ≥ 0, f ≥ t(M ), and s ≥ t. We define the t-tuple {λ 0 , ...,
Equality can hold only if
f = t(M ). (b) If p is odd and L(γ) is a G-composition factor of H m (G s+f , M (s) ⊗ H 0 (λ)) (−(s+f )) , then (4.1.2) γ,α ∨ ≤ min{m − (s − t + 1)(p − 2) + λ t−1 , m − (s − t)(p − 2)}.
Equality can hold only if f = t(M ).
Proof. We make use of the spectral sequence [Jan2, II.12.2]
has to come from some term of the form R i ind
. By the Strong Linkage Principle [Jan2, II.6.13], there exists a w ∈ W with γ ↑ w · δ. Here w ∈ W such that w(δ + ρ) ∈ X(T ) + . It follows that
Since δ is a weight of H j (B s+f , M (s) ⊗ λ) (−(s+f )) , there exists a weight µ of M with δ being a weight of H j (B s+f , λ+p s µ) (−(s+f )) . Clearly, µ, β ∨ ≤ b(M ) ≤ p f for all long roots β. The assertion follows from (2.2.1) and (2.2.2) applied to δ.
4.2. Just as in Proposition 2.3.1, if we drop the conditions on the size of λ and weights of M and simply require λ ∈ X(T ) + , then one obtains the following result.
Proposition 4.2.1. Assume that m ≥ 0, s ≥ 0, and f ≥ 0. Let λ ∈ X(T ) + and M be a finite dimensional G-module.
(
Rational Stability
5.1. In this section, we demonstrate that the vanishing results of Section 3.2 allow for a new proof that, for a fixed n, H n (G, M (s) ) stabilizes for s sufficiently large. This approach to rational stability does not utilize the interplay between the generic cohomology and the cohomology for the corresponding finite groups of Lie type observed in [CPSvdK] . Rather we make use of the Frobenius kernels via the Lyndon-Hochschild-Serre spectral sequence and the vanishing results of Theorem 3.2.1. The first spectral sequence used in the proof makes use of the Steinberg representation. It was used in [CPS] to prove the inclusions in (3.2.1).
Theorem 5.1.1. Let M be a finite-dimensional rational G-module, and let m be a fixed integer where m ≥ 0. There exists C such that for s ≥ C,
Proof. Let St 1 = L((p − 1)ρ) be the Steinberg module for G 1 . Consider the LHS spectral sequence,
). Since St 1 is projective for G 1 , this spectral sequence collapses and yields
). There exists a short exact sequence of G-modules:
where Q has a good filtration with factors of the form H 0 (σ), σ = 0 and σ ≤ 2(p − 1)ρ. This short exact sequence induces a long exact sequence in cohomology. Using the isomorphism in (5.1.1), this sequence becomes
Now we apply Theorem 3.2.1.
, where h ∨ is the dual Coxeter number.
5.2. In a second approach to rational stability, we will show that the structure of the cohomology of G 1 dictates bounds on the stability for H m (G, M (s) ). In particular, when H • (G 1 , k) has a good filtration, the next result shows that the stability bounds on H m (G, M (s) ) can be significantly improved from those given in the proof of Theorem 5.1.1.
Proof. Consider the LHS spectral sequence
When one untwists, we have
We will show that E i,j 2 = 0 whenever i + j ≤ m and 1 ≤ j. That will yield the desired isomorphisms
By the good filtration assumption, it suffices to show that
(with i + j ≤ m and 1 ≤ j). It follows from Proposition 4.2.1 (with λ = 0, M = k, and γ = λ) that, for any such λ, we have 0 < λ,α ≤ j. We apply the Lyndon-Hochschild-Serre (LHS) spectral sequence
It now suffices to show that H b (B s , λ) = 0 for 0 ≤ b ≤ i. Set t = ⌈log p ( λ,α + 1)⌉ and recall (from Section 2.2) the definition of λ t−1 . Then
We will first discuss the case p = 2. Note that, for all positive integers x, x ≤ 2 x−1 . This implies that t ≤ j. By Proposition 2.4.1, H b (B s , λ) vanishes as long as s ≥ b + t. But b + t ≤ i + j ≤ m, and we are assuming that s ≥ m.
If p is odd we apply Proposition 2.4.1(c). We need to verify that
The assertion follows now from the fact that p x−1 − 1 ≥ (x − 1)(p − 2) for all positive integers x and the assumption s ≥ m/(p − 2). Note that H 1 (G 1 , k) = 0 when p is odd [Jan2, II.12.2] . This implies that
for s ≥ 0. Hence, s ≥ 0 suffices in the case m ≤ 1 and p odd.
Proof. One can directly apply Theorem 5.2.1 and observe that, for p arbitrary, m ≥ F (m).
Remark 5.2.3. Let G = SL 2 and p = 2. In this case, it is known that H n (G 1 , k) −1 admits a good filtration. For the module M = L(1), Stewart [S, Remark 2.5 (s+1) ) (and that the dimensions agree for s ≥ m). This shows that for p = 2, the bound on s in Corollary 5.2.2 is sharp.
In Section 8.1 (see Remark 8.1.2), we will give an alternative proof of Theorem 5.2.1 (and Corollary 5.2.2) that uses the relationship with the cohomology of the finite groups in the spirit of [CPSvdK] . The assumption that H n (G 1 , k) (−1) has a good filtration for n ≤ m can then be dropped.
In many situations it is known that H
• (G 1 , k) (−1) has a good filtration. One such case is when p > h where
, where N is the nilpotent cone of g. When p is arbitrary, H n (G s , H 0 (λ)) has a good filtration for λ ∈ X(T ) + and n = 0, 1, 2, (cf. [BNP4, BNP7, Jan1, Wr] ). It is suspected that this should hold for arbitrary n. In fact, if p > h, H n (G 1 , H 0 (λ)) has a good filtration for all n [KLT] . We can apply Theorem 5.2.1 in these aforementioned contexts.
Proof. The cohomology ring H
• (G 1 , k) (−1) has a good filtration for p > h [AJ, 3.7 Corollary] , p = h [AJ, 6.3 Corollary] , and p = h − 1 [BNPP, Corollary 7.4 .1], [AJ, 6.10 Corollary] . The result now follows from Theorem 5.2.1. We note that the preceding corollaries can be viewed as generalizations of the results in [CPSvdK, (7. 1) Theorem, (7.2) Theorem].
6. Vanishing of certain G-cohomology groups 6.1. The following combinatorial lemma will be used in the proof of Proposition 6.2.1. Proposition 6.2.1 is a stronger version of G-cohomology vanishing as compared to Theorem 3.2.1 that will enable us to connect rational stability with the cohomology of finite groups of Lie type.
Lemma 6.1.1. Let f ≥ 1, s ≥ 1, and t ≥ 1 be integers.
Proof. For the proof of parts (a) and (b) we make use of
(a) Using the assumption, we have
It follows that (using s ≥ 1) 2 t−s−1 < s + 1 2 s ≤ 1. Thus t − s − 1 < 0, so t < s + 1 or t ≤ s as claimed.
(b) Using the assumption, we have
6.2. The cohomological vanishing result proved below will enable us to provide sufficient conditions for the vanishing of terms (in the third column) of the long exact sequence (1.1.1).
Proposition 6.2.1. Assume that m ≥ 0. Let M be a finite dimensional G-module and λ ∈ X(T )
By assumption, there exist i, j with i + j = m such that
The preceding discussion holds for all primes. For the remainder of the proof, we consider the two cases separately. For part (a), by (4.2.1) along with (6.2.1), we have
Using our assumption that s ≥ m and the assumption on f (which implies that b(M ) ≤ 2 f −1 − 1), from (6.2.2), we get
Set t = ⌈log 2 ( λ,α ∨ + 1)⌉. Then 2 t−1 ≤ λ,α ∨ < 2 t . Substituting this into (6.2.3), we get
By Lemma 6.1.1, s ≥ t. We may now apply Proposition 4.1.1. Note that f > t(M ). From (4.1.1) and (6.2.1) we obtain
Using m ≤ s, we get 2 t−1 < t, which contradicts the fact that x ≤ 2 x−1 for any integer x. For part (b), we distinguish two cases.
By (4.2.2) along with (6.2.1), we have
Using our assumption that s = m p−2 and the assumption on f (which implies that b(M ) ≤ p f −1 − 1), from (6.2.4), we get (6.2.5)
Substituting this into (6.2.5), we get
By Lemma 6.1.1, s ≥ t. We may now apply Proposition 4.1.1. Since f > t(M ) one obtains from7.2. Examples. We illustrate the sharpness of the bounds in Proposition 6.2.1 and Theorem 7.1.1 through the following examples.
Example 7.2.1. Let G = SL 2 (and recall the weight notation given in Section 1.4). For any m, the dimension of H m (G(F q ), k) can be computed from Theorem 2.6 of [C] . In particular, Theorem 7.1.1 follows from that result. Further, it follows that the bounds in Theorem 7.1.1 are sharp. For p = 2, H r (G(F q ), k) is non-zero, and similarly, for p > 2, H r(p−2) (G(F q ), k) is non-zero. Consider now Proposition 6.2.1 (still with G = SL 2 ). Assume that p = 2. Using the five term sequence from the LHS spectral sequence for G 1 G, one can show that
This corresponds to the case s = 0, m = 1, and f = 1 in Proposition 6.2.1 and shows that we must take s greater than or equal to m in general.
More generally, suppose that s ≥ 1. For any dominant weight λ, since H • (G s+f , H 0 (λ)) (−1) admits a good filtration, the LHS spectral sequence for G s+f G collapses to give:
However, by [N, Theorem 4.3 Taking in particular, λ = 2 s+f ω, one sees using [N, Theorem 4.2.3 ] that E m,0 2 = 0 if and only if 2 s+f ω is a weight of H m (B s+f , k) (−(s+f )) ⊗ ω, or equivalently, (2 s+f − 1)2 s+f ω is a weight of H m (B s+f , k).
A weight of H m (B s+f , k) is weight of H m (U s+f , k) which is T s+f equivariant. We want be able to express (2 s+f − 1)2 s+f = 2a i 1 2 i 1 + 2a i 2 2 i 2 + · · · + 2a iu 2 iu (or equivalently (2 s+f − 1)2 s+f −1 = a i 1 2 i 1 + a i 2 2 i 2 + · · · + a iu 2 iu ) where m = a i 1 + a i 2 + · · · + a iu . Now one can take the 2-adic expansion of (2 s+f − 1)2 s+f −1 and see that it contains precisely s + f nonzero places. Therefore, Ext m G (V (λ) (s+f ) , H 0 (λ)) = 0 when m = s + f , and again we see the sharpness of the condition. Now assume that p = 3. Since the module H 0 (1) (1) ∼ = H 0 (3) has a filtration with two simple composition factors (from top to bottom): L(1) and L(3), Ext 1 G (V (1) (1) , H 0 (1)) = 0. In the context of Proposition 6.2.1, we have m = 1 and s + f = 1. Again, we see that the conditions on s and s + f are sharp. Note further that H 1 (G(F p ), k) = 0 (as observed in the first part of this example), but H 1 (G, k) = 0.
Example 7.2.2. Suppose that Φ has type C n and p > 2n. It was shown in [BNP8, Lem. 5 .1] that Ext s(p−2) G (V (λ) (s) , H 0 (λ)) = 0 for λ = (p − 2n)ω 1 . In the context of Proposition 6.2.1, this corresponds to s = m/(p − 2) and s + f = s and shows the sharpness of the conditions. It was further shown in [BNP8, Thm. 5.2 ] that H r(p−2) (G(F q ), k) = 0 which demonstrates the sharpness of the bounds in Theorem 7.1.1 (for p > 2n).
Generic Cohomology
8.1. Generic Cohomology: m general. In the following theorem, we prove that the restriction map res : H m (G, M (s) ) → H m (G(F q ), M (s) ) yields an isomorphism for sufficiently large s and r. Effective lower bounds are provided in this result.
In the exceptional case of type A 1 with p = 3, one can garner more information by using the equations above. The exception occurs only when equality holds in (8.2.5). However, for that to occur, one must have µ = 1 and σ = 3 r−1 −1. Observe that L(σ) ∼ = L(2) (r−1) ⊗L(2) (r−2) ⊗· · ·⊗L(2) for r ≥ 2. One can show inductively using the LHS spectral sequence (with B r−1 B r ) that Ext
The values of c and t for each root system are given in the following table.
Φ c t c · t A n 1 n + 1 n + 1 B n 2 2 4 C n 2 2 4 D n 2 2 4 E 6 3 3 9 E 7 4 2 8 E 8 6 1 6 F 4 4 1 4 G 2 3 1 3
For any dominant weight λ ∈ X(T ) + , set To facilitate a comparison with [CPSvdK] , we continue to follow the same notation as above. Both works determine numbers e, f so that if s ≥ e and r ≥ ⌊e⌋ + f + 1, then
The tables below give the values of e and f from the two sources. Note that while f is an integer in both cases, we allow e to be a rational number. More significantly, we note that the value of "f " appearing in [CPSvdK] is actually f + 1 for the f given below. This difference is accounted for in our condition r ≥ ⌊e⌋ + f + 1, whereas it is stated as r ≥ e + f in [CPSvdK] .
