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Abstract
Let Km[n] be the complete multipartite graph with m parts, while each part
contains n vertices. The orientably-regular embeddings of complete graphs Km[1]
have been determined by Biggs (1971) [1], James and Jones (1985) [14]. During the
past twenty years, several papers such as Du et al.(2007, 2010) [6, 7], Jones et al.
(2007, 2008) [16, 17], Kwak and Kwon (2005, 2008) [18, 19] and Nedela et al. (1997,
2002)[21, 22] contributed to the orientably-regular embeddings of complete bipartite
graphs K2[n] and the final classification was given by Jones [15] in 2010. Based on
our former paper [25], this paper gives a complete classification of orientably-regular
embeddings of graphs Km[n] for the general cases m ≥ 3 and n ≥ 2.
1 Introduction
A (topological) map is a cellular decomposition of a closed surface. A common way
to describe such a map is to view it as a 2-cell embedding of a connected graph or
multigraph Γ into the surface S. The components of the complement S \ Γ are simply-
connected regions called the faces of the map (or the embedding). An automorphism
of a map M is an automorphism of the underlying (multi)graph Γ which extends to a
self-homeomorphism of the supporting surface S. It is well known that the automorphism
group Aut(M) of a map M acts semi-regularly on the set of all incident vertex-edge-
face triples (or flags of Γ). In particular, if Aut(M) acts regularly on the flags, we
call it a regular map. In the orientable case, if the group of all orientation-preserving
automorphisms of M acts regularly on the set of all incident vertex-edge pairs (or arcs)
of M, then we call M an orientably regular map. Such maps fall into two classes: those
that admit also orientation-reversing automorphisms, which are called reflexible, and those
that do not, which are chiral. Therefore, a reflexible map is a regular map but a chiral
map is not.
One of the central problems in topological graph theory is to classify all the regular
embeddings in orientable or nonorientble surfaces of a given graph. In a general setting,
the classification problem was treated by Gardiner, Nedela, Sˇira´nˇ and Sˇkoviera in [10].
However, for particular classes of graphs, it has been solved only in a few cases. Let Km[n]
be the complete multipartite graph with m parts, while each part contains n vertices.
Supported by NNSF(10971144).
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All the regular embeddings of complete graphs Km[1] have been determined by Biggs,
James and Jones [1, 14] for orientably case and by Wilson [24] for nonorentably case. As
for the complete bipartite graphs K2[n], the nonoritenably regular embeddings of these
graphs have recently been classified by Kwak and Kwon [20]; during the past twenty years,
several papers [6, 7, 16, 17, 18, 19, 22] contributed to the orientably case, and the final
classification was given by Jones [15] in 2010. Since then, the classification for general
case m ≥ 3 and n ≥ 2 has become an attractive topic in this research field. The only
known result is the determination of such embeddings for n = p a prime, given by Du,
Kwak and Nedela in [9].
In this paper, we shall classify the orientably-regular embeddings of complete mul-
tipartite graphs. A start point is the main result in our former paper [25], namely the
following reduction theorem.
Proposition 1.1 (reduction theorem). LetM be an orientably-regular embedding of Km[n]
where m ≥ 3 and n ≥ 2, with the group Aut+(M) of all orientation-preserving automor-
phisms. Let Aut+0 (M) be the normal subgroup of Aut
+(M) consisting of automorphisms
preserving each part setwise. Then Aut+0 (M) is an isobicyclic group. Moreover, we have
(1) if m ≥ 4, then m = p and n = pe for some prime p; or
(2) if m = 3, then Aut+0 (M) = Q ×K, where Q is a 3-subgroup (may be trivial) and
K is an abelian 3′-subgroup.
In Proposition 1.1, an isobicyclic group means a group H = 〈x〉〈y〉, where |x| = |y| =
n, 〈x〉∩〈y〉 = 1 and there exists an involution α ∈ Aut(H) such that xα = y. Throughout
the paper, we call (H, x, y) a n-isobicyclic triple and it plays an important role in the
classification of orientably-regular embeddings of Km[n].
As usual, the orientably-regular map will be presented by a triple (G; a, b) for a group
G generated by an element a and an involution b (see Section 2 for the details). The
following is the main theorem of this paper.
Theorem 1.2 (classification theorem). For m ≥ 3 and n ≥ 2, let Km[n] be the complete
multipartite graph with m parts, while each part contains n vertices. Suppose that M is
an orientably-regular embedding of Km[n] with the group G of all orientation-preserving
automorphisms. Then G and M are given by
(1) m = p ≥ 5, n = pe for a prime p:
G1(p, e) = 〈a, c|a
pe(p−1) = cp
e+1
= 1, ca = cr〉, where r is a given generator of Z∗pe+1;
M1(p, e, j) =M
(
G1(p, e); a
j, a
pe(p−1)
2 c
)
, where j ∈ Z∗pe(p−1).
(2) m = n = p ≥ 5 for a prime p:
G2(p) =〈w, z〉⋊ 〈c, g〉 = 〈w, z, c, g | wp = zp = cp = gp−1 = 1, [w, z] = 1, cg = ct,
wc = wz, zc = z, wg = w, zg = zt〉,
where t is a given generator of Z∗p;
M2(p, j) =M
(
G2(p);wg
j, cg
p−1
2
)
, where j ∈ Z∗p−1.
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(3) m = p = 3, n = k3e for 3 ∤ k and e 6= 0:
G3(k, e)= 〈a, b | a
2·3ek = b2 = 1, c = a3
e
b, a2·3
e
= x1, x
b
1 = y1, [x1, y1] = 1, c
3e+1 = 1,
ya1 = x
−1
1 y
−1
1 , c
a = c2xu1y
1−3e
2
u
1 〉,
where, if k = 1, then ca = c2; if k ≥ 2, then u3e ≡ 1 (mod k);
M3(k, e, j) =M(G3(k, e); a
j, b), where j ∈ Z∗2·3ek and M3(k, e, j1)
∼=M3(k, e, j2) if
and only if j1 ≡ j2 (mod 2 · 3
e).
(4) m = p = 3, n = 3ek for 3 ∤ k:
G4(k, e, i, l) =〈a, b | a
2n = b2 = 1, a2 = x, xb = y, [x, y] = x
in
3 y−
in
3 , ya = x−1y−1,
(ab)3 = x
ln
3 y−
ln
3 〉,
where, if e = 0 then (i, l) = 0; if e = 1 then (i, l) = (0, 0), (0, 1); if e ≥ 2 then
(i, l) = (0, 0), (0, 1), (1, 0), (1, 1) or (1,−1);
M4(k, e, i, l, j) = M(G4(k, e, i, l); a
j, b), where j = 1 for (i, l) = (0, 0) and j = ±1
for other cases;
The above maps are unique determined by the given parameters. The following two tables
give the enumerations for these maps.
Table 1: Enumerations of the resulting maps
Maps Number Reflexible Type
or Chiral
M1(p, e, j) p
e−1(p− 1)φ(p− 1) C {pe(p− 1), pe(p− 1)},
if p ≡ 1 (mod 4);
{p
e(p−1)
2
, pe(p− 1)},
if p ≡ 3 (mod 4).
M2(p, j), p ≥ 5 φ(p− 1) C {p(p− 1), p(p− 1)},
if p ≡ 1 (mod 4);
{p(p−1)
2
, p(p− 1)},
if p ≡ 3 (mod 4).
M3(k, e, j) 2 · 3
e−1 C {3e+1, 2n}
M4(k, e, 0, 0, 1) 1 R {3, 2n}
M4(k, e, 0, 1,±1) 2 C {9, 2n}
M4(k, e, 1, 0,±1) 2 C {3, 2n}
M4(k, e, 1,±1,±1) 4 C {9, 2n}
Table 2: Total numbers of regular embeddings of Km[n]
m n Reflexible Chiral Total
3 k 1 0 1
3k 1 2 3
3ek(e ≥ 2) 1 2 · 3e−1 + 8 2 · 3e−1 + 9
p ≥ 5 p 0 pφ(p− 1) pφ(p− 1)
pe(e ≥ 2) 0 pe−1(p− 1)φ(p− 1) pe−1(p− 1)φ(p− 1)
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Remark 1.3. From the Theorem 1.2 and its proof in Sections 3 and 4, we may obtain
some remarks as follows.
(1) M1(p, e, j) and M3(1, e, j) are two families of Cayley maps.
(2) Let P be a Sylow m-subgroup of G = Aut+(M) (m = p ≥ 5 or m = 3) and let
Exp(P ) be the exponent of P . Then Exp(P ) = me+1 for the groups G1(p, e) or
G3(k, e); and Exp(P ) = m
e for the groups G2(p) or G4(k, e, i, l).
(3) For m = p ≥ 5, H = Aut+0 (M) is a p
e-isobicyclic group and hence H ′ must be a
cyclic group of order at most pe−1. It is interesting that either H ′ ∼= Zpe−1 (with the
biggest possible order) or H ′ = 1 (with the smallest possible order).
Similarly, for m = 3, Aut+0 (M) = Q × K where K is abelian, and we have that
either Q′ ∼= Z3e−1 (with the biggest possible order), or Q′ . Z3 (with the smallest or
the second smallest possible order).
(4) The orientably-regular embeddings of Km[p] for prime p have been classified in [8],
and they are precisely the maps M1(p, 1, j), M2(p, j), M3(1, 1, j), M4(1, 1, 0, 0, j)
and M4(p, 0, 0, 0, j).
The orientably-regular embeddings of K3[n] when H = Aut
+
0 (M) is abelian have been
classified in [25], and they are precisely the maps M4(k, e, 0, l, j).
By examining the Conder’s lists of orientably-regular maps of type from 2 to 101
(see [4]), one can see that there are 15 orientably-regular embeddings of K3[9], which
exactly coincides with our results here.
The paper is organized as follows. After this induction section, we describe the
orientably-regular maps in more details and give some preliminary results for later use
in Section 2. To classify the orientably-regular embeddings of Km[n] for the general cases
m ≥ 3 and n ≥ 2, by Proposition 1.1 we only need to consider the graphs Kp[pe] for p ≥ 5
a prime and the graphs K3[n] separately. These two cases will be dealt with in Section 3
and Section 4 respectively. Finally, the proof of Theorem 1.2 is summarized in Section 5.
2 Preliminaries
Throughout this paper, all graphs are finite, simple and undirected. For a graph Γ,
by V(Γ), E(Γ) and D(Γ) we denote the vertex set, edge set and arc set of Γ, respectively.
For any positive integer n, set [n] = {1, · · · , n}. For a prime divisor p of n, by pd‖n we
denote that pd but pd+1 ∤ n. For a ring R, we use R∗ to denote the multiplicative group
of R. The cyclic group of order n as well as the integer residue ring modulo n will be
denoted by Zn and the dihedral group of order n will be denoted by Dn. By Z(G), NG(K)
and CG(K) we denote the center of the group G, the normalizer and the centralizer of a
subgroup K in G, respectively. By N ⋊K, we denote a semidirect product of N by K
where N is normal. For the notions not defined here, please refer [2, 12].
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It is well known that the automorphism group G = Aut(M) of a regular map M is
generated by a generator a of the stabilizer of a vertex γ (which is necessarily cyclic) and
an involution b inverting an edge incident with γ, see [10]. Moreover, the embedding is
determined by the group G and the choice of generators a and b [21, 8].
If the underlying graph is simple, then we may describe it by so called coset graphs.
Let G = 〈a, b〉 be a group where at = b2 = 1 and 〈a〉 is core-free. Let Γ = Cos(G, 〈a〉, b) be
the coset graph with vertex set V(Γ) = {〈a〉g | g ∈ G} and arc set D(Γ) = {(〈a〉g, 〈a〉bg) |
g ∈ G}. Then G acts regularly on D(Γ) by right multiplication, the stabilizer of the
vertex 〈a〉1 is the subgroup 〈a〉 of G and b is an involution inverting the arc (〈a〉1, 〈a〉b).
By defining the local rotation R by (〈a〉g, 〈a〉bg)R = (〈a〉g, 〈a〉bag), we get an orientably-
regular map, called algebraic map, denoted by M(G; a, b).
It is easy to show that two algebraic maps M(G; a, b) and M(G; a′, b′) are isomorphic
if and only if there is a group automorphism in Aut(G) taking a 7→ a′ and b 7→ b′. If
the order of ab and a are s and t respectively, then M(G; a, b) has type {s, t} in the
notation of Coxeter and Moser [3], meaning that the faces are all s-gons and the vertices
all have valency t. If M(G; a, b) and M(G; a−1, b) are isomorphic maps, then M(G; a, b)
is reflexible, otherwise M(G; a, b) is chiral.
From the above arguments, one can transfer the classification problem of regular em-
beddings of a given graph into a purely group theoretical problem. More precisely, one
may classify all the regular maps with a given underlying graph Γ of valency t in the
following two steps:
(1) Find the representatives G (as abstract groups) of the isomorphism classes of arc-
regular subgroups of Aut(Γ) with cyclic vertex-stabilizers.
(2) For each group G given in (1), determine all the algebraic regular maps M(G; a, b)
with underlying graphs isomorphic to Γ, or equivalently, determine the represen-
tatives of the orbits of Aut(Γ) on the set of generating pairs (a, b) of G such that
|〈a〉| = t, |〈b〉| = 2 and Cos(G, 〈a〉, b) ∼= Γ.
Now we give two lemmas for later use.
Lemma 2.1. Suppose that m is an odd prime and n > 2 is an integer. Let G = 〈a, b〉
and H = 〈x, y〉 where am−1 = x and xb = y. If (H, x, y) is a n-isobicyclic triple, H ✂ G,
G/H ∼= AGL(1, m) and CG(H) = Z(H), then M(G; a, b) is a regular embedding of Km[n].
Proof. It suffices to show that the coset graph Γ = Cos(G, 〈a〉, b) is a complete m-partite
graph. Since (H, x, y) is a n-isobicyclic triple, we have H = 〈x〉〈y〉, 〈x〉
⋂
〈y〉 = 1 and
|H| = n2. Noting that |G| = |G/H||H| = |AGL(1, m)||H| = m(m − 1)n2, we have
|G : 〈a〉| = mn. Since am−1 = x, (ab)m−1 = (am−1)b = y, H = 〈x, y〉 and CG(H) = Z(H),
we have 〈a〉
⋂
〈ab〉 ≤ CG(x) ∩ CG(y) = CG(H) = Z(H) ≤ H . It follows that 〈a〉
⋂
〈ab〉 ≤
H ∩ 〈a〉
⋂
〈ab〉 = 〈x〉
⋂
〈y〉 = 1, that is 〈a〉
⋂
〈ab〉 = 1. Therefore Γ is a simple graph of
order mn and valency (m− 1)n.
Set ∆ = {〈a〉h | h ∈ H} and Σ = {∆g | g ∈ G}. Then Σ is a block system for G
acting on V(Γ). Since |〈a〉H : 〈a〉| = |〈a〉〈x〉〈y〉 : 〈a〉| = |〈a〉〈y〉 : 〈a〉| = n, we have
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|∆| = n and then |Σ| = m. Clearly, yi−j /∈ b〈a〉 for any two integers i and j in [n]. Noting
that ∆ = {〈a〉h | h ∈ H} = {〈a〉yi | i ∈ [n]}, ∆ contains no pair of adjacent vertices.
Therefore Γ is a complete m-partite graph.
Lemma 2.2. Let q = 1 + pf where p is a prime and f ≥ 1 . If pd|k where d ≥ 1, then
(1) (qk − 1)/(q − 1) ≡ k (mod pd+f );
(2) (qk+1 − 1)/(q − 1) ≡ k + 1 (mod pd+f ).
Proof. (1) Since (qk−1)/(q−1) = k+
k∑
i=2
(
k
i
)
p(i−1)f , it suffices to prove that pd+f |
(
k
i
)
p(i−1)f
for any 2 ≤ i ≤ k.
The conclusion is clear for i − 1 ≥ d+f
f
and so we assume that i − 1 < d+f
f
. Then
2 ≤ i < 2 + d
f
≤ pd. Set k = k′pd and i = i′pdi where (p, i′) = 1. Then 0 ≤ di < d and(
k
i
)
=
(
k − 1
i− 1
)
k
i
=
(
k − 1
i− 1
)
k′
i′
pd−di .
Since
(
k
i
)
is an integer and (i′, p) = 1, we have i′ |
(
k−1
i−1
)
k′ and hence
(
k−1
i−1
)
k′
i′
is an integer
as well. Noting that(
k
i
)
p(i−1)f =
(
k − 1
i− 1
)
k′
i′
p(i−1)f+d−di ,
we have p(i−1)f+d−di |
(
k
i
)
p(i−1)f . Noting i′pdi = i ≥ 2, one may check that i′pdi−di−1 ≥ 1.
Then
(i− 1)f + d− di = (i
′pdi − 1)f + d− di ≥ (i
′pdi − di − 1)f + d ≥ f + d,
which implies pd+f |
(
k
i
)
p(i−1)f .
(2) By the Binomial Theorem, we have
qk − 1 = (1 + pf)k − 1 =
(
k
1
)
pf +
(
k
2
)
p2f + · · ·+
(
k
k
)
pkf .
Then we get pd+f | qk − 1 since pd | k. It follows that qk ≡ 1 (mod pd+f ). Since it has
been proved that
(qk − 1)/(q − 1) ≡ k (mod pd+f ),
we get
(qk+1 − 1)/(q − 1) = (qk − 1)/(q − 1) + qk ≡ k + 1 (mod pd+f ).
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3 Regular embeddings of Kp[pe]
In this section, we manly consider the case m = p and n = pe where p ≥ 5 is a prime.
However, to obtain some results used in Section 4, we allow p = 3 in this section if no
state explicitly.
Set Γ = Kp[pe], with the vertex set
V (Γ) =
p⋃
i=1
∆i, where ∆i = {γi1, γi2, · · · , γipe}
and the edges are all pairs {γij, γkl} of vertices with i 6= k. Then Aut(Γ) = Spe ≀Sp, which
has blocks ∆i where 1 ≤ i ≤ p.
Let M be an orientably-regular map with the underlying graph Γ and set G =
Aut+(M) = 〈a, b〉, where 〈a〉 = Gγ11 and b reverses the arc (γ11, γ21). We use H =
Aut+0 (M) to denote the normal subgroup of G consisting of automorphisms preserving
each part setwise. By Proposition 1.1, H is a pe-isobicyclic group.
By a result of Hupert [11], H is metacyclic. One can see from [16] that
H = 〈x, z|xp
e
= zp
e
= 1, zx = zq〉, (1)
where q = 1 + pf for f ∈ [e] and different f give nonisomorphic groups. Particularly,
H ∼= Zpe × Zpe if f = e and H is nonabelian if f ∈ [e − 1]. Each element of H can be
written uniquely in the form xizj where i, j ∈ Zpe , with the rules
(xizj)(xkzl) = xi+kzjq
k+l and (xizj)k = xikzj(q
ik−1)/(qi−1). (2)
The center, derived subgroup and Frattini subgroup of H are Z(H) = 〈xp
e−f
, zp
e−f
〉, H ′ =
〈zp
f
〉 and Φ(H) = 〈hp | h ∈ H〉, respectively. The exponent Exp(H) of H is pe. Moreover,
H is a regular p-group, that is, all elements h1, h2 ∈ H satisfy (h1h2)
p = hp1h
p
2c
p
1 · · · c
p
k where
c1, · · · , ck ∈ 〈h1, h2〉
′.
Since Hγ11 = 〈a
m−1〉, one can set am−1 = xizj where p ∤ i. By Eq.(2), we have
ai
−1(m−1) = xzj
′
for some j′ ∈ Zpe and then za
i−1(m−1)
= zx = z1+q. Replacing a and x by
ai
−1
and xzj
′
respectively, we may assume that am−1 = x. Then (H, x, y) is a pe-isobicyclic
triple by setting y = xb.
Let P be a Sylow p-subgroup of G. Then P is an extension of H by Zp. Since
Exp(H) = pe, we have Exp(P ) = pe+1 or pe and then we shall discuss these two cases in
the following two subsections, separately.
3.1 Exp(P ) = pe+1
Theorem 3.1. Suppose that Exp(P ) = pe+1 where p ≥ 5. Then M is isomorphic to
one of the maps M1(p, e, j) where j ∈ Z∗pe(p−1). Moreover, all of the maps M1(p, e, j)
are orientably-regular embeddings of Kp[pe] and such maps are uniquely determined by the
parameter j.
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Proof. The proof is divided into two steps.
(1) Determination of the group G.
Recalling that for p ≥ 5,
G1(p, e) = 〈a, c|a
pe(p−1) = cp
e+1
= 1, ca = cr〉,
where r is a given generator of Z∗pe+1. If we allow p = 3 for the groups G1(p, e) and maps
M1(p, e, j), then G1(3, e) andM1(3, e, j) are exactly G3(1, e) andM3(1, e, j) by choosing
r = 2 respectively. Therefore, we allow p = 3 in the following arguments.
Since Exp(P ) = pe+1, there exists an element g of order pe+1 in G \ H . Clearly
〈g〉 permutates the p parts of Γ and hence is regular on V (Γ). Since Gγ11 = 〈a〉, we
get 〈a〉
⋂
〈g〉 = 1 and G = 〈a〉〈g〉, a product of two cyclic groups. Then G′ is abelian
by an Ito’s theorem in [13]. Thus G′ acts semiregularly on V (Γ), from which we have
G′ ∩ 〈a〉 = G
⋂
Gγ11 = 1. Furthermore, by [5, Corollary C] we know that G
′/(G′ ∩ 〈a〉) is
isomorphic to a subgroup of 〈b〉, which implies that G′ is cyclic. Set c = a
pe(p−1)
2 b. Then
c2 = a
pe(p−1)
2 ba
pe(p−1)
2 b = [a
pe(p−1)
2 , b] ∈ G′ and hence c ∈ G′. Since G′ is cyclic, 〈c〉✁G and
thus 〈c〉〈a〉 ≤ G. From G = 〈a, b〉 = 〈a, c〉, we get G = 〈c〉〈a〉. In particular, G′ = 〈c〉.
Set ca = cr. Since 〈a〉 is core-free, cr
i
= ca
i
6= c for any i 6≡ 0(mod pe(p − 1)).
Therefore, Z∗pe+1 = 〈r〉. Take two such r and r
′ and denote the corresponding groups by
G(r) and G(r′). Set r = r′s for some integer s. Then the mapping σ : a→ as, c→ c gives
an isomorphism from G(r) to G(r′). Therefore, r can be chosen to be any given generator
of Z∗pe+1 .
Now G satisfies all the defining relations of G1(p, e) (take r = 2 if p = 3). A direct
checking shows that |G1(p, e)| = |G| and so G ∼= G1(p, e).
(2) Determination the map M.
By the above proof, we know that M is isomorphic to one of the maps
M1(p, e, j) =M
(
G1(p, e); a
j, b
)
where j ∈ Z∗pe(p−1).
By Lemma 2.1, all of the maps M1(p, e, j) are regular embeddings of Kp[pe]. Suppose
that for two parameters j1 and j2, M1(p, e, j1) ∼= M1(p, e, j2). Then there exists an
automorphism σ of G1(p, e) such that σ(a
j1) = aj2 and σ(b) = b. If follows that
σ(c) = σ(a
pe(p−1)
2 b) = σ(aj1
pe(p−1)
2 b) = aj2
pe(p−1)
2 b = a
pe(p−1)
2 b = c,
and hence
cr
j2
= ca
j2
=
(
σ(c)
)σ(aj1 )
= σ(ca
j1
) = σ(cr
j1
) = cr
j1
.
Therefore rj1 ≡ rj2 (mod pe+1) and then j1 ≡ j2 (mod p
e(p − 1)). Thus the maps
M1(p, e, j) are uniquely determined by the parameter j.
8
Remark 3.2. In Theorem 3.1, H = 〈x, w〉, where x = ap−1 and w = cp. Now
H = 〈x, w | xp
e
= wp
e
= 1, wx = wr
p−1
〉.
Since Z∗pe+1 = 〈r〉, r
p−1 is of order pe in Zpe+1. It is well known that the subgroup of order
pe of Z∗pe+1 is {1 + pk
∣∣ 0 ≤ k ≤ pe − 1}. Therefore, p ∣∣∣∣ (rp−1 − 1). Hence, if e ≥ 2, then
H is nonableian and f = 1.
Lemma 3.3. Let p ≥ 5. Then M1(p, e, j) are chiral maps of type {p
e(p− 1), pe(p− 1)}
if p ≡ 1 (mod 4); and {p
e(p−1)
2
, pe(p− 1)} if p ≡ 3 (mod 4).
Proof. Since j 6≡ −j (mod pe(p − 1)) for all j ∈ Z∗pe(p−1), we have M1(p, e, j) is not
isomorphic to M1(p, e,−j) and hence M1(p, e, j) are chiral maps.
Set l = j − p
e(p−1)
2
. Since p ≥ 5, we get p ∤ rl − 1. Then for any integer i,
(ajb)i = (alc)i = alic1+r
l+···+r(i−1)l = alic
rli−1
rl−1 .
Noting that l is odd if p ≡ 1 (mod 4) and even if p ≡ 3 (mod 4), we have that the order
of ajb is pe(p− 1) if p ≡ 1 (mod 4) and p
e(p−1)
2
if p ≡ 3 (mod 4). It follows that the maps
M1(p, e, j) has the type {p
e(p− 1), pe(p− 1)} if p ≡ 1 (mod 4) and {p
e(p−1)
2
, pe(p− 1)} if
p ≡ 3 (mod 4).
3.2 Exp(P ) = pe
In this subsection, we discuss the case Exp(P ) = pe. Before giving the main results,
we prove two lemmas for later use.
Lemma 3.4. N := 〈xp
e−f
, z〉✂G.
Proof. Set N = 〈xp
e−f
, z〉. Since H ′ = 〈zp
f
〉 ≤ N and H/H ′ = 〈x, z〉/H ′ ∼= Zpe × Zpf , we
have N/H ′ = {gH ′ ∈ H/H ′ | (gH ′)p
f
= H ′}, which is characteristic in H/H ′ and hence
is normal in G/H ′. It follows that N ✂G.
Lemma 3.5. Suppose that xg = xizj and zg = xkzl for some g ∈ P \H. Then
(1) pe−f | k, pe−f |(i− 1), p ∤ j and l ≡ 1 (mod p);
(2) one can set xg = xz by reselecting z.
Proof. (1) By lemma 3.4, we have pe−f | k and hence p ∤ l. It follows that xkq = xk and
xk ∈ Z(H). Then{
(zg)q = (xkzl)q = xkqzlq = xkzlq;
(zq)g = (zx)g = (zg)x
g
= (xkzl)x
izj = xk(zl)x
i
= xkzlq
i
.
Therefore we have xkzlq = xkzlq
i
and then lq ≡ lqi (mod pe). Noting that q = 1+ pf and
p ∤ l, we have p ∤ lq and hence qi−1 ≡ 1 (mod pe). By [16, Lemma 6], we get pe−f |(i− 1).
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Write G = G/Φ(H). Then xg = xi−1xzj = xzj, zg = xkzl = zl. Since x fixes the
vertex γ11 and g moves away any part of Γ, we have x
g 6= x. It follows that g can be
represented on H ∼= Z2p as a matrix
(
1 0
j l
)
∈ GL(2, p) with respect to the basis {x, z}.
Since the order of g is p, we have l ≡ 1 (mod p) and p ∤ j.
(2) Since xg = x(xi−1zj) and (xi−1zj)x = xi−1(zj)x = xi−1zjq = (xi−1zj)q, one may get
the desired conclusion by replacing z by xi−1zj .
Theorem 3.6. Suppose that H is non-abelian and Exp(P ) = pe. Then p = 3 and
f = e− 1.
Proof. Set c = a
pe(p−1)
2 b, xc
k
= xukzvk and zc
k
= xskztk for k ≥ 1. By lemma 3.5, one
can set u1 = v1 = 1, s1 = s and t1 = t where p
e−f |s and t ≡ 1 (mod p). Particularly,
xs ∈ Z(H). Now we prove the theorem by the following three steps.
(1) Show that(
uk sk
vk tk
)
≡
(
1 s
1 t
)k
(mod pe). (3)
We proceed the proof by induction on k. The assertion is trivial if k = 1. Let k ≥ 2.
Then we have
(xz)uk−1 = xuk−1z(q
uk−1−1)/(q−1) and (xszt)vk−1 = xsvk−1ztvk−1 .
By Lemma 3.5., we have that pe−f divide both uk−1 − 1 and sk−1. Then by Lemma 2.2.,
we get
(quk−1 − 1)/(q − 1) ≡ uk−1 (mod p
e) and (qsk−1 − 1)/(q − 1) ≡ sk−1 (mod p
e).
Therefore,
xc
k
= (xuk−1zvk−1)c = (xc)uk−1(zc)vk−1 = (xz)uk−1(xszt)vk−1
= xuk−1z(q
uk−1−1)/(q−1)xsvk−1ztvk−1 = xuk−1+svk−1z(q
uk−1−1)/(q−1)+tvk−1
= xuk−1+svk−1zuk−1+tvk−1 .
Similarly, we get zc
k
= xsk−1+stk−1zsk−1+ttk−1 . It follows that(
uk sk
vk tk
)
≡
(
1 s
1 t
)(
uk−1 sk−1
vk−1 tk−1
)
(mod pe).
Then we get the conclusion by employing the inductive hypothesis.
(2) Show that p‖vp if p ≥ 5.
Suppose that p ≥ 5. Set A =
(
0 s
1 t− 1
)
. Noting that p divide both s and t − 1.
We have
A2 ≡ 0 (mod p) and A4 ≡ 0 (mod p2).
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By Eq.(3), we have(
up sp
vp tp
)
= (E + A)p ≡ E + pA =
(
1 ps
p 1 + p(t− 1)
)
(mod p2),
from which we have p‖vp.
(3) Show that p = 3 and f = e− 1.
Set cp = xizj . Since Exp(P ) = pe, we have that p divides both i and j. Then we have
xc
p
= xx
izj = xz
j
= xz−jqzj = xz−jp
f
and zc
p
= zx
izj = zx
i
= zq
i
.
It follows that
up ≡ 1, vp ≡ −jp
f , sp ≡ 0, tp ≡ q
i (mod pe). (4)
Since p | j, we have p2|vp. Combining with the result of Step 2, we get p = 3. It can be
straightforward to calculate that(
1 s
1 t
)3
≡
(
1 + s(t+ 2) s(1 + t+ t2 + s)
1 + t+ t2 + s s+ 2st+ t3
)
(mod 3e). (5)
By Eq.(4) and Eq.(5), we have(
1 + s(t+ 2) s(1 + t+ t2 + s)
1 + t+ t2 + s s+ 2st+ t3
)
≡
(
1 0
−3f j (1 + 3f)i
)
(mod 3e).
Particularly,
1 + t+ t2 + s ≡ −3fj (mod 3e) (6)
Since 3 | (t− 1) and 3 | j, we have 3‖(1 + t+ t2) and 9 | (−3fj). Then by Eq.(6), we get
3‖s. Recalling that 3e−f |s, we have f = e− 1.
Theorem 3.7. Suppose that p ≥ 5, H is abelian and Exp(P ) = pe. ThenM is isomorphic
to one of the maps M2(p, j) which are uniquely determined by the parameter j ∈ Z∗p−1.
Moreover, all of the maps M2(p, j) are orientable regular embeddings of Kp[p] and they
are chiral maps with the type {p(p− 1), p(p− 1)} if p ≡ 1 (mod 4) and {p(p−1)
2
, p(p− 1)}
if p ≡ 3 (mod 4).
Proof. Suppose that p ≥ 5, H is abelian and Exp(P ) = pe. By the classification of
orientably-regular embeddings of Kp[p] in [8], it suffices to show that e = 1.
Recalling the notations: 〈a〉 = Gγ11 , b reverses the arc (γ11, γ21), x = a
p−1, y = xb
and H = 〈x, y〉. Considering the conjugacy action of a on H , we have xa = x and set
ya = xsyt for integers s and t. Then
y = yx = ya
p−1
= xs(1+t+···+t
p−2)yt
p−1
,
11
and hence
s(1 + t+ · · ·+ tp−2) ≡ 0 (mod pe) and tp−1 ≡ 1 (mod pe).
For any i ∈ [p− 2], noting that ai moves away the block ∆2 and Hγ21 = 〈(a
p−1)b〉 = 〈y〉,
we have 〈ya
i
〉
⋂
〈y〉 = 1. Therefore, t is of order p−1 modulo pe. It follows that t
p−1
2 ≡ −1
(mod pe) and then
(t− 1)
(
1 + t+ · · ·+ t
pe(p−1)
2
−1
)
= t
pe(p−1)
2 − 1 ≡ −2 (mod pe).
Therefore p ∤ (t− 1) and hence
1 + t+ · · ·+ t
pe(p−1)
2
−1 ≡
2
1− t
(mod pe).
Let c = a
pe(p−1)
2 b and v = 2s
1−t
. Then
xc = y and yc =
(
xs
(
1+t+···+t
pe(p−1)
2 −1
)
yt
pe(p−1)
2
)b
= (xvy−1)b = x−1yv. (7)
The conjugacy action of G on H gives a unfaithful homomorphism pi from G to Aut(H).
By Eq.(7), pi(c) is represented as a matrix
C =
(
0 −1
1 v
)
∈ GL(2,Zpe)
with respect to two generators x and y. Set G = G/H . Then G = 〈a, c〉 ∼= AGL(1, p).
Since the product of two different involutions in AGL(1, p) must be of order p, the order
of c is p and hence cp ∈ H . Therefore we have
Cp =
(
1 0
0 1
)
(mod pe). (8)
It follows that Cp =
(
1 0
0 1
)
(mod p). Noting that any matrix of order p in GL(2, p)
has the eigenvalue 1, one gets v ≡ 2 (mod p). Set
v − 2 = rp, A =
(
0 −1
1 2
)
and B =
(
0 0
0 1
)
.
Then
Cp =
(
A+ rpB
)p
≡ Ap + rp(Ap−1B + Ap−2BA+ · · ·+ BAp−1) (mod p2).
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It can be straightforward to check that Ak =
(
1− k −k
k k + 1
)
for all k ≥ 1. Therefore
Cp ≡ Ap + rp
∑
i+j=p−1
AiBAj
=
(
1− p −p
p p + 1
)
+ rp
∑
i+j=p−1
(
1− i −i
i i+ 1
)(
0 0
0 1
)(
1− j −j
j j + 1
)
=
(
1− p −p
p p + 1
)
+ rp
p−1∑
i=0
(
i2 − (p− 1)i i2 − pi
−i2 + (p− 2)i+ p− 1 −i2 + (p− 1)i+ p
)
≡
(
1− p −p
p p + 1
)
+ rp
p−1∑
i=0
(
i2 + i i2
−i2 − 2i− 1 −i2 − i
)
=
(
1− p −p
p p + 1
)
+ rp
(
p(p−1)(2p−1)
6
+ p(p−1)
2
p(p−1)(2p−1)
6
−p(p−1)(2p−1)
6
− p2 −p(p−1)(2p−1)
6
− p(p−1)
2
)
≡
(
1− p −p
p p + 1
)
=
(
1 0
0 1
)
+
(
−p −p
p p
)
(mod p2).
Combining with Eq.(8), we get e = 1.
4 Regular embeddings of K3[n]
In this section, we assume that m = 3 and n = 3ek ≥ 2 where 3 ∤ k. Set Γ = K3[n],
with the vertex set
V (Γ) = ∆1
⋃
∆2
⋃
∆3 where ∆i = {γi1, γi2, · · · , γin}
and two vertices are adjacent if and only if they are in different ∆i. Let M be an
orientably-regular embedding of Γ and G = Aut+(M) = 〈a, b〉 where 〈a〉 = Gγ11 and
(γ11, γ21)
b = (γ21, γ11). Set a
2 = x, y = xb and H = 〈x, y〉. Then Aut+0 (M) = H . By
Proposition 1.1, H = Q×K where Q is a 3-group and K is an abelian 3′- group. Let P
be a Sylow 3-subgroup of G and we divide the discussions into two subsections according
to Exp(P ) = 3e+1 or Exp(P ) = 3e.
4.1 Exp(P ) = 3e+1
Theorem 4.1. Suppose that Exp(P ) = 3e+1. Then M ∼= M3(k, e, j) where j ∈ Z∗2k·3e
and M3(k, e, j1) ∼= M3(k, e, j2) if and only if j1 ≡ j2 (mod 2 · 3
e). Moreover, all the
maps M3(k, e, j) are chiral regular embeddings of K3[n] with the type {3
e+1, 2 · 3ek} and
the number of such maps is 2 · 3e−1 up to isomorphism.
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Proof. Recall that
G3(k, e) = 〈a, b | a
2·3ek = b2 = 1, c = a3
e
b, a2·3
e
= x1, x
b
1 = y1, [x1, y1] = 1, c
3e+1 = 1,
ya1 = x
−1
1 y
−1
1 , c
a = c2xu1y
1−3e
2
u
1 〉,
where u3e ≡ 1 (mod k) if k > 1 (note that ca = c2 if k = 1). Now we divide the proof
into three steps.
(1) Show that G ∼= G3(k, e).
Let x1 = a
2·3e , y1 = x
b
1 and c = a
3eb. Then K = 〈x1, y1〉 ∼= Zk × Zk.
Set G˜ = G/Q and let M˜ be the quotient map ofM induced by Q. Then Aut+(M˜) ∼=
G˜ and M˜ is an orientably-regular embedding of K3[k]. By the classification of orientably-
regular embeddings of K3[k] for k coprime to 3 (see [25, Lemma 5.2]), we have
G˜ = 〈a˜, b˜ | a˜2k = b˜2 = (a˜b˜)3 = 1˜, a˜2 = x˜, x˜b˜ = y˜, [x˜, y˜] = 1˜, y˜a˜ = x˜−1y˜−1〉. (9)
Thus we get y˜1
a˜ = (˜y3e)
a˜
= x˜−3e y˜−3e = x˜−11 y˜
−1
1 and then y
a
1y1x1 ∈ Q ∩ K = 1, that is
ya1 = x
−1
1 y
−1
1 .
Set G = G/K and letM be the quotient map ofM induced byK. Then Aut(M) = G.
Noting that Theorem 3.1 holds for p = 3, we have
G
′
= 〈c〉 and ca = c2. (10)
Now we show two facts:
Fact 1: 〈K, c〉 = K ⋊ 〈c〉 ✂ G with |〈c〉| = 3e+1, xc1 = y1, y
c
1 = x
−1
1 y
−1
1 and [c
3, x1] =
[c3, y1] = 1.
Since 〈c〉 = G
′
✂ G and K ✂ G, we have 〈K, c〉 ✂ G. Write g = ab. By Eq.(9), we
get g˜3 = 1. Noting that 〈a˜2〉 = 〈x˜〉 = 〈x˜1〉, we get a˜
3e−1 ∈ 〈x˜1〉. Let a˜
3e−1 = x˜1
i for
some integer i. Then c˜ = a˜3eb = a˜3
e−1a˜b˜ = x˜1
ig˜. Since x˜1
g˜ = x˜1
a˜b˜ = x˜1
b˜ = y˜1 and
y˜1
g˜ = y˜1
a˜b˜ = (x˜1
−1y˜1
−1)b˜ = x˜1
−1y˜1
−1, we have
(c˜)3 = g˜3(x˜1
i)g˜
3
(x˜1
i)g˜
2
(x˜1
i)g˜ = x˜1
ix˜1
−iy˜1
−iy˜1
i = 1
and hence c3 ∈ Q. Then |〈c〉| = 3e+1, since Exp(Q) = 3e and the order of c is 3e+1 in G.
Noting that ya
i
1 = x
−1
1 y
−1
1 for odd i and y1 for even i, we get
xc1 = x
a3
e
b
1 = x
b
1 = y1, y
c
1 = y
a3
e
b
1 = (x
−1
1 y
−1
1 )
b = x−11 y
−1
1 and [c
3, x1] = [c
3, y1] = 1.
Since gcd{|K|, |〈c〉|} = 1 and K ✂G, we have 〈K, c〉 = 〈K〉⋊ 〈c〉.
Fact 2: G = 〈K, c〉〈a〉 with ca = c2xuy
1−3e
2
u where u3e ≡ 1 (mod k).
Since G = 〈a, b〉 = 〈a, c〉, we have G = 〈K, c〉〈a〉. By Eq.(10), we can set ca = c2xu1y
v
1
for some integers u and v for k ≥ 2. The remaining is to show u3e ≡ 1 (mod k) and
v ≡ 1−3
e
2
u (mod k).
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One can deduce the following formulas by induction on i:
(c2xu1y
v
1)
i =
{
c2i, i ≡ 0 (mod 3)
c2ixu1y
v
1 , i ≡ 1 (mod 3)
c2ixv1y
v−u
1 , i ≡ 2 (mod 3)
(11)
and
ca
2i
= c4
i
xiu1 y
−iu
1 . (12)
Then we have
ca
2·3e
= c4
3e
x3
eu
1 y
−3eu
1 = cx
3eu
1 y
−3eu
1 .
On the other hand, ca
2·3e
= cx1 = c(x−11 )
cx1 = cx1y
−1
1 . Therefore u3
e ≡ 1 (mod k).
By Eq.(12), we have
ca
3e−1
= c2
3e−1
x
3e−1
2
u
1 y
1−3e
2
u
1 . (13)
Note that 23
e
≡ 2 (mod 3) and 23
e−1 ≡ 1 (mod 3). Then by Eq.(13) and Eq.(11), we
have
ca
3e
= (c2
3e−1
x
3e−1
2
u
1 y
1−3e
2
u
1 )
a = (c2xu1y
v
1)
23
e
−1
x
(3e−1)u
1 y
3e−1
2
u
1 = c
23
e
x1y
3e−1
2
u+v
1 (14)
and
(c2
3e
x1y
3e−1
2
u+v
1 )
23
e
= c2
2·3e
x
3e−1
2
u+v
1 y
− 3
e+1
2
u+v
1 = cx
3e−1
2
u+v
1 y
− 3
e+1
2
u+v
1 . (15)
Since c = a3
e
b, we get cb = ca
3e
. Then by Eq.(14) and Eq.(15), we have
c = cc = ca
3eb = (c2
3e
x1y
3e−1
2
u+v
1 )
b = (cb)2
3e
x
3e−1
2
u+v
1 y1 = cx
(3e−1)u+2v
1 y
3e−1
2
u+v
1 .
Therefore x
(3e−1)u+2v
1 y
3e−1
2
u+v
1 = 1 and hence v ≡
1−3e
2
u (mod k).
From the Fact 1 and Fact 2, G satisfies all the relations of G3(k, e) and then G is
an homomorphic image of G3(k, e). A checking shows that |G3(k, e)| = |G|. Therefore
G ∼= G3(k, e).
(2) Determination of M.
Recall that M3(k, e, j) = M
(
G3(k, e); a
j , b
)
where j ∈ Z∗2n. Since G ∼= G3(k, e), we
have M is isomorphic to one of the maps M3(k, e, j). If M3(k, e, j1) ∼= M3(k, e, j2) for
two parameters j1, j2 ∈ Z∗2n, then there exists an automorphism ψ of Aut
(
G3(k, e)
)
such
that ψ(aj1) = aj2 and ψ(b) = b. Clearly, ψ induces an automorphism ψ of G such that
ψ(aj1) = aj2 and ψ(b) = b. By Proposition 3.1, we get j1 ≡ j2 (mod 2 · 3
e).
Conversely, suppose that j1 ≡ j2 (mod 2 · 3
e) for j1, j2 ∈ Z2k·3e . Then j = j2j
−1
1 ≡ 1
(mod 2 · 3e). It suffices to show that the mapping ψ : a 7→ aj , b 7→ b can be extended
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to an automorphism of G3(k, e). That is, ψ can be extended to a bijection preserving all
the defining relations of G3(k, e). By the presentation of G3(k, e), we can set
ψ(x1) = x
j
1, ψ(y1) = y
j
1 and ψ(c) = (a
j)3
e
b.
Then the four formulas
ψ(a)2·3
ek = ψ(b)2 = 1, [ψ(x1), ψ(y1)] = 1, ψ(x1)
ψ(a) = ψ(x1)ψ(y1)
ψ(a) = ψ(x1)
−1ψ(y1)
−1
clearly hold. Since
ψ(c) = (aj)3
e
b = a2·3
e j−1
2 a3
e
b = x
j−1
2
1 c,
(x
j−1
2
1 c)
3 = x
j−1
2
1 c
2(x
j−1
2
1 )
cx
j−1
2
1 c = x
j−1
2
1 c
3(y
j−1
2
1 x
j−1
2
1 )
c = x
j−1
2
1 c
3x
−
j−1
2
1 = c
3,
we know that ψ(c) and c have the same order. Set j = 2 · 3ei + 1. Then aj = xi1a and
hence
ca
j
= cx
i
1a =
(
c(x−i1 )
cxi1
)a
= (cy−i1 x
i
1)
a = c2xu1y
1−3e
2
u
1 x
2i
1 y
i
1 = c
2xu+2i1 y
1−3e
2
u+i
1 .
Noting that ψ(c)2 = (x
j−1
2
1 c)
2 = x
j−1
2
1 cy
j−1
2
1 , we have
ψ(c)a
j
= (x
j−1
2
1 c)
aj = x
j−1
2
1 c
aj = x
j−1
2
1 c
2xu+2i1 y
1−3e
2
u+i
1 = ψ(c)
2xu+2i1 y
1−3e
2
u− j−1
2
+i
1 . (16)
Since j = 2 · 3ei+ 1, 3eu ≡ 1 (mod k), we have
u+ 2i ≡ u+ 2i · 3eu ≡ (1 + 2i · 3e)u ≡ uj (mod k),
and
1− 3e
2
u−
j − 1
2
+ i ≡
1− 3e − 3ej + 3e + 2 · 3ei
2
u ≡ j
1− 3e
2
u (mod k).
Then by Eq.(16), we have ψ(c)a
j
= ψ(c)2(xj1)
u(yj1)
1−3e
2
u. Thus, ψ can be indeed extended
to a bijection preserving all the defining relations of G3(k, e).
In summary, M4(k, e, j1) ∼=M4(k, e, j2) if and only if j1 ≡ j2 (mod 2 · 3
e).
(3) Determination of the number and type of the resulting maps.
By Lemma 2.1, all of the maps M3(k, e, j) for j ∈ Z∗2n are orientably-regular embed-
dings of K2[n]. By (2), M3(k, e, j1) ∼= M3(k, e, j2) if and only if j1 ≡ j2 (mod 2 · 3
e).
Noting that for j ∈ Z∗2n with (j, 2 · 3
e) = 1, the set {j + i · 2 · 3e
∣∣ 0 ≤ i ≤ k − 1} contains
at least one number which is coprime to 2 · 3ek, then we have that the number of maps in
this family is φ(2 · 3e) = 2 · 3e−1. With the same arguments as in Fact 1 of (1), one may
check |〈ajb〉| = 3e+1. Thus, all of the resulting maps have type {3e+1, 2 · 3ek}. Clearly,
they are all chiral.
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4.2 Exp(P ) = 3e
The following theorem quoted from [25, Lemma 5.2] gives a determination of the case
when H is abelian.
Theorem 4.2. If H is abelian, then
M∼=M3(k, e, 0, l, j)
where (l, j) = (0, 1) if e = 0 and (l, j) = (0, 1), (1, 1) or (1,−1) if e ≥ 1. The resulting
maps M3(k, e, 0, 0, 1) and M3(k, e, 0, 1,±1) have type {3, 2n} and {9, 2n} respectively,
and all of them are orientably-regular embeddings of K3[n].
If H is nonabelian, then we have the following theorem.
Theorem 4.3. Suppose that H is nonabelian and Exp(P ) = 3e. Then M is isomorphic
to one of the maps M4(k, e, 1, l, j), where l = 0,±1 and j = ±1. Moreover, all of the
maps M4(k, e, 1, l, j) are chiral regular embeddings of K3[n] with the type {3, 2n} if l = 0
and {9, 2n)} if l = ±1.
Proof. We divide the proof into two steps.
(1) Show that G is isomorphic to one of the following groups
G4(k, e, 1, l) = 〈a, b | a
2n = b2 = 1, a2 = x, xb = y, [x, y] = x
n
3 y−
n
3 , ya = x−1y−1,
(ab)3 = x
ln
3 y−
ln
3 〉,
where l = 0,±1.
Set G = G/K and let M be the quotient map of M induced by K. Then M is an
orientably-regular embedding ofK3[3e] and Aut(M) = G. Clearly, Exp(P ) = Exp(P ) = 3
e
and H ∼= Q. By Theorem 3.7, we have that Z(Q) = 〈g3 | g ∈ Q〉 ∼= Z3e−1 × Z3e−1
and Q′ ∼= Z3. Since H = Q × K and K is abelian, we have Z(H) = 〈x3, y3〉 and
H ′ = 〈[x, y]〉 ∼= Z3. Set [x, y] = x
n
3
iy
n
3
j where i, j = 0 or ± 1. Then from
y−
n
3
jx−
n
3
i = [x, y−1] = [y, x] = [x, y]b = (x
n
3
iy
n
3
j)b = y
n
3
ix
n
3
j ,
we get i = −j and hence [x, y] = x±
n
3 y∓
n
3 . Noting that these two cases can be intercon-
vertible by replacing a by a−1, we can set [x, y] = x
n
3 y−
n
3 without loss of any generalities.
Therefore, H has a presentation
H = 〈x, y | xn = yn = [x3, y] = [x, y3] = 1, [x, y] = x
n
3 y−
n
3 〉.
Set [x, y] = w. One can check that the multiplications and powers in H are given by
(xiyl)(xryd) = xi+ryl+dw−ld, (xiyl)r = xriyrlw−
r(r−1)
2
il. (17)
Since G is an extension of H by G/H ∼= S3 with a
2 = x, b2 = 1 and xb = y, it follows
that G can be determined by the following relations
ya = xuyv, (ab)3 = xsyt,
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where u, v, s and t are undetermined parameters. Set c = ab. Then
xc = xb = y, xc
2
= yc = (xuyv)b = yuxv and xc
3
= (yuxv)c = (yuxv)uyv.
By Eq.(17), we have
(yuxv)u = (xvyuw−uv)u = xuvyu
2
w−
u(u−1)
2
uv−u2v = xuvyu
2
w−
u(u+1)
2
uv
and hence
xc
3
= xuvyu
2+vw−
u(u+1)
2
uv = xuv−
nu(u+1)
6
uvyu
2+v+nu(u+1)
6
uv.
On the other hand, since Exp(P ) = 3e, we know that 3 divides both s and t. It follows
that c3 ∈ Z(H) and hence xc
3
= x. Therefore
uv −
nu(u+ 1)
6
uv ≡ 1 (mod n),
u2 + v +
nu(u+ 1)
6
uv ≡ 0 (mod n).
(18)
Since
yx = ya
2
= (xuyv)a = xu(xuyv)v = xu+uvyv
2
w−
v(v−1)
2
uv = xu+uv−
nv(v−1)
6
uvyv
2+
nv(v−1)
6
uv
and
yx = [x, y−1]y = yw−1 = x−
n
3 y1+
n
3 ,
we have
u+ uv −
nv(v − 1)
6
uv ≡ −
n
3
(mod n),
v2 +
nv(v − 1)
6
uv ≡ 1 +
n
3
(mod n).
(19)
By solving the equations (18) and (19), one can obtain u ≡ v ≡ −1 (mod n), that is
ya = x−1y−1. Since c3 = (ab)3 = xsyt and 3 divides both s and t, we have
xsyt = (xsyt)ab = [xs(x−1y−1)t]b = (xs−ty−t)b = x−tys−t
and hence
s ≡ −t(mod n), t ≡ s− t(mod n),
that is 3s ≡ 3t ≡ 0 (mod n). It follows that (ab)3 = x−tyt = x
ln
3 y−
ln
3 , where l = 0 or ±1.
Now we have proved that G satisfies all the defining relations of G4(k, e, 1, l). Checking
directly, one has |G4(k, e, 1, l)| = |G|. Therefore G ∼= G4(k, e, 1, l).
(2) Determination the map M.
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Take two parameters j1, j2 ∈ Z∗2n. Then one may verify that the mapping a
j1 7→
aj2, b 7→ b can be extended to an automorphism of G4(k, e, 1, l) if and only if j1 ≡ j1
(mod 3). Therefore, for given k, e, l, M is isomorphic to one of the maps M4(k, e, 1, l, j)
where j = ±1.
The remaining is to show different l give nonisomorphic maps. Suppose that for l1 6= l2,
M4(k, e, 1, l1, j1) is isomorphic to M4(k, e, 1, l2, j2). Then there exists an isomorphism ψ
from G4(k, e, 1, l1) to G4(k, e, 1, l2). Set
G4(k, e, , l1) = 〈a
′, b′ | a′3
e
= b′2 = 1, a′2 = x′, x′b = y′, [x′, y′] = x′3
e−1
y′−3
e−1
,
y′a = x′−1y′−1, (a′b′)3 = x′l1
n
3 y′−l1
n
3 〉,
and
G4(k, e, 1, l2)= 〈a, b | a
3e = b2 = 1, a2 = x, xb = y, [x, y] = x3
e−1
y−3
e−1
,
ya = x−1y−1, (ab)3 = xl2
n
3 y−l2
n
3 〉.
Since for any given k, e, l, we have two mapsM4(k, e, 1, l, j) where j = ±1, we may assume
that ψ(a′) = aj where j = ±1 and ψ(b′) = b. Then from (ψ(a′)φ(b′))3 = φ(x′)l1
n
3ψ(y′)−l1
n
3 ,
we get (ajb)3 = xjl1
n
3 y−jl1
n
3 . However, one can check that this equation does not hold
provided l1 6= l2.
By Lemma 2.1, all of the maps M4(k, e, 1, l, j) are orientably-regular embeddings of
K3[n]. Clearly, all of these maps are chiral. By a simple calculation, we have that the
order of a±1b is 3 if l = 0 and 9 if l = ±1. Therefore the resulting maps have type {3, 2n}
if l = 0 and {9, 2n} if l = ±1.
5 Proof of Theorem 1.2
LetM be an orientably-regular embedding of Γ = Km[n] where m ≥ 3 and n ≥ 2, and
let Aut+0 (M) be the normal subgroup of Aut
+(M) consisting of automorphisms preserving
each part setwise. By Proposition 1.1, either Γ = Kp[pe] where p ≥ 5 is prime, or Γ = K3[n].
For the case Γ = Kp[pe] where p ≥ 5, we get M ∼= M1(p, e, j) or M2(p, j) in Section 3.
For the case Γ = K3[n], we getM∼= M3(k, e, j) orM4(k, e, i, l, j) in Section 4. As proved
in Section 3 and Section 4, all of the resulting maps are indeed the orientably-regular
embedding of Γ = Km[n] and such maps are unique determined by the given parameters.
Finally, Table 1 and Table 2 directly can be obtained from Theorem 3.1, Theorem 3.7,
Theorem 4.1 and Theorem 4.3. This finish the proof of Theorem 1.2.
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