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ON THE PHASE CONNECTEDNESS OF THE
VOLUME-CONSTRAINED AREA MINIMIZING
PARTITIONING PROBLEM
A. C. FALIAGAS
Abstract. We study the stability of partitions in convex domains in-
volving simultaneous coexistence of three phases, viz. triple junctions.
We present a careful derivation of the formula for the second variation
of area, written in a suitable form with particular attention to bound-
ary and spine terms, and prove, in contrast to the two phase case, the
existence of stable partitions involving a disconnected phase.
1. Introduction
The phase partitioning problem involves the splitting of a domain Ω ⊂ Rn
into a prescribed number of subsets, the phases, with the measure of each
phase fixed, and minimality of their perimeter in the interior of Ω. Inves-
tigation of interfaces and related phenomena started in the 19th century
when Plateau[1] observed that soap films and bubble clusters consisted of
(a) smooth surfaces, (b) curves (liquid lines) along which triples of surfaces
met at equal angles, and (c) isolated points where four such triple junctions
met at equal angles. Early studies of the mathematical problem of partition-
ing include Nitsche’s paper[2, 3], and Almgren’s Memoir[4]. White[5] proved
existence and discussed regularity of equilibrium immiscible fluid configura-
tions using Flemming’s flat chains[6]. Taylor[7, 8] characterized the minimal
cones in R3. The regularity of the liquid line was established by Kinderlehrer,
Nirenberg and Spruck[9].
The structure of the singular set of hypersurfaces and their clusters was
studied by using mean curvature flow methods[10]. A hypersurface evolves by
mean curvature flow when the velocity is given by the mean curvature vector.
Volume preserving mean curvature flows were used for the investigation of the
dynamics of phase partitioning problems with a volume constraint[11, 12].
These methods apply to two-phase problems. For the three-phase partitions
with prescribed boundaries and triple junction topologies, the required con-
straints render the formulation and the handling of the problem prohibitively
complex. Note that a pure mean curvature motion with nontrivial velocity
is not possible near the line where the three surfaces of a triple junction
intersect (the spine), see Section 5, text preceding equation (5.1). We found
the direct variational methods used in this work, which allow tangential
variations besides the usual normal ones, more convenient and suitable for
1
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the investigation of the stability of multiphase problems involving multijunc-
tions.
The problem of the phase connectedness was addressed by Sternberg and
Zumbrun (SZ)[13], for the particular case of two-phase partitioning. They
proved that stable two phase partitions in strictly convex domains are neces-
sarily connected. In the present paper we consider the three-phase partition-
ing of a domain (open and connected subset) Ω ⊂ R3 (or R2) with boundary
Σ = ∂Ω, in which three phases coexist by the formation of triple junctions.
Σ is assumed to be a Cr-hypersurface of R3. Occasionally we present defini-
tions, formulas and propositions more generally in Rn, but our main results
concern R3 and R2.
Figure 1.1. Single triple-junction partitioning. Ωi is the
space occupied by phase i and Mi is the interface between
phases k, l with k 6= i and l 6= i. S is the spine of the triple
junction.
The problem can be mathematically formulated as follows. Let Ω ⊂ R3 (or
R2) be a domain with boundary Σ = ∂Ω as stated. In the volume constrained
3-phase partitioning problem (refer to Figure 1.1) we seek a division of Ω into
three subsets (the phases) Ω1, Ω2, Ω3, each having prescribed volume |Ωi| =
Vi, and boundaries Mi in Ω (the interfaces), which form a triple junction
T = (Mi)
3
i=1, such that the total interface is a (local or global) minimizer of
the area functional. The interfaces Mi are assumed to be C
2-hypersurfaces
with boundary. In a general setting, the interfaces M1, · · · ,Mm form more
than one triple junction (see Figure 1.2). The area, or more generally, the
surface energy functional of the partitioning is given by
(1.1) A(T ) =
m∑
i=1
γiA(Mi)
where γi > 0 is the surface energy density (surface tension) associated with
Mi. In this notation, interfaces, phases and subsets are identified by succes-
sive indexing. Other indexing schemes are possible. The notation[5] Mij for
the interfaces, where i, j are phases in contact, was not found convenient
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for our calculations. More convenient notations are introduced in the sequel;
refer to Example 6 for a brief comparison of indexing schemes. A minimal
partitioning is a critical point of the functional (1.1),
δA(T ) :=
d
dt
A(T t)
∣∣∣∣
t=0
= 0,
where T t is any admissible variation of the partition (for a precise formu-
lation of this, see Definition 2). The second variation of the surface energy
functional A is defined by
δ2A(T ) :=
d2
dt2
A(T t)
∣∣∣∣
t=0
A stable partition is a minimal partition with δ2A(T ) > 0 for all nontrivial
admissible variations. A partition is disconnected if at least one phase Ωi is
a disconnected subset (see Figure 1.2).
Our main result is Theorem 31 which establishes the existence of stable
partitions with a disconnected phase in convex domains of R2 by a configu-
ration of two triple junctions (see Figure 7.1):
Theorem (Existence of stable partitions with a disconnected phase in R2).
Let Ω be a convex domain in R2, and T = (M1, · · · ,M5) a minimal discon-
nected three-phase partitioning of Ω by a system of two C2 triple junctions
as in Figure 7.1, with volume constraints. Furthermore, for Ω and the par-
titioning system T we make the following assumptions:
(H1) The boundary Σ = ∂Ω is C2 in a neighborhood of Σ∩T and it is flat
at T ∩ Σ. In particular this means σ = 0 at all points of T ∩ Σ.
(H2) M1 is flat, i.e. κ1 = 0, and the length of M1 is L.
(H3) All other leaves have the same curvature κ 6= 0 and the same length
|Mi| = l, i = 2, · · · , 5.
(H4) α < 0 in the orientation of Figure 7.1.
Then there is a L0 > 0, possibly depending on l and κ, such that for
L 6 L0 the disconnected triple junction partitioning T is stable.
This is in contrast to the 2-phase partitioning, indicating that the instabil-
ity of disconnected partitions is specific to the 2-phase partitioning. Unstable
triple junction configurations of the same topology in convex domains exist,
as it is shown in Section 5. Figure 1.2 shows the geometric characteristics
of stable (type II) and unstable (type I) configurations. The quantity α
appears in the formula of the second variation of area for a triple junction
system (see equations 4.48). We established Theorem 31 by proving that the
second variation of the area of the double triple junction system (which is
by hypothesis minimal, i.e. a critical point of the area functional) is positive
for all nontrivial admissible variations. The fundamentals of the method are
briefly presented in Section 6 (see also [14]).
PHASE CONNECTEDNESS OF AREA MINIMIZING PARTITIONINGS 4
1
1
1 1
2
2
3 3
(I) (II)
M2
M3
M1
N1
N3
N2
N1
N3
N2
M2
M3
M1
Figure 1.2. Disconnected triple junction configurations in
2-dimensional space. Boxed numbers indicate phases. Phase
1 is disconnected, while phases 2, 3 are connected in both
cases. M1,M2,M3 are the interfaces associated with the left
triple junction. N1, N2, N3 are the unit normal fields of the
respective interfaces. In the shown orientation, configuration
(I) has α =
√
3
4 (κ2 − κ3) > 0, while configuration (II) has α <
0. κ2, κ3 are the signed curvatures of the respective interfaces,
defined by κi =
〈
dTi
ds , Ni
〉
for each interface, Ti being the unit
tangent field of Mi, which is considered parametrized by arc
length s.
The basis of our analysis is a formula for the second variation of area for
minimal triple junction partitions with volume constraints in R3 (Theorem
12):
Theorem (2nd variation of area for minimal triple junctions with volume
constraints in R3). Let Ω be a domain in R3, T = (Tj)
r
j=1, Tj = (Mpj)
3
p=1,
a minimal three-phase partition of Ω by a set of r C2 triple junctions with
volume constraints, and w an admissible variation satisfying (4.1) and the
volume constraints. On each leaf Mpj we have the splitting w = upj + vpj,
upj ∈ TMpj, vpj ∈ NMpj, and we set fpj = w ·Npj = vpj ·Npj, Npj being the
unit normal field of Mpj. Then the following formula holds for the second
variation of the area functional,
δ2A⋆(T ) =
∑
p,j
γpj
∫
Mpj
(
|gradMpjfpj|2 − |BMpj |2f2pj
)
−
r∑
j=1
3∑
p=1
γpj
∫
∂Mpj∩Σ
f2pjIIΣ(Npj, Npj)
+
r∑
j=1
3∑
p=1
γpj
∫
Sj
fpjhpjIIMpj(νpj , νpj)
where Sj is the spine of Tj and νpj ∈ TMpj is the unit normal field of
∂Mpj ∩ Sj.
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As an application of this theorem, we prove in Section 5 the stability of
the previously mentioned class of triple junction partitions.
In order to obtain Theorem 12, which holds in dimension three, we first
need to extend the second variation formula (2.6) in the following Proposition
(Proposition 9, Section 4), which works in all dimensions. The developed
formulas apply to constant mean curvature manifolds allowing for tangential
variations:
Proposition (2nd variation of area for constant mean curvature manifolds
in R3). Let M be C2-hypersurface of Rn with boundary. We assume that M
has constant mean curvature κ and w is a variation compactly supported in
M and whose support is contained in a chart of M . Further let N be the unit
normal field of M in a chart containing the support of w, ν the unit outward
normal of ∂M which is tangent to M , u = w⊤, v = w⊥, and f = w · N .
Then the second variation of the area of M is given by
δ2A(M) =
∫
M
(|gradMf |2 − |BM |2f2)+∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2 − a ·N
]
+∫
∂M
[(u · ν)divMu− 〈∇uu, ν〉+ 2fIIM(u, ν) + a · ν]
and for variations satisfying (4.1)
δ2A(M) =
∫
M
(|gradM f |2 − |BM |2f2)+∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2 − a ·N
]
+∫
∂M
[(u · ν)divMu+ fIIM(u, ν) + f 〈DNw, ν〉]
where
|BM |2 = gikgjlBijBkl = BijBji , Bij = IIM (Ei, Ej),
and (Ei(p))
n−1
i=1 is a local basis of TpM .
The precise formulation of the variational problems considered in this
paper, along with notation and well-known facts used, is given in Section 2.
For the reader’s convenience, in Section 3 we briefly formulate facts related
to the first variation of area in a form suitable for triple junction partitions.
2. Notation and Preliminaries
Throughout this paper we use manifolds with boundary (see [15] p. 478
for a definition).
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Definition 1. Let Ω be a domain of R3. By a Cr triple junction in Ω (see
Figure 1.1) we mean a collection of three 2-dimensional Cr submanifolds of
R3 with boundary, (Mi)
3
i=1, having the same boundary in Ω
∂Mi ∩ Ω = S, i = 1, 2, 3
which is called the spine of the triple junction. We will refer to the manifolds
Mi as the leaves of the triple junction. Triple junctions in R
2 are defined
analogously.
Definition 2. LetM be a n-dimensional C1 submanifold of Rm with bound-
ary, V an open subset of Rm such that V ∩M 6= ∅. A variation of M is a
collection of diffeomorphisms (ξt)t∈I , I = ] − δ, δ[, δ > 0, ξt : V → V such
that[16]
(i) The function ξ(t, x) = ξt(x) is C2
(ii) ξ0 = idV
(iii) ξt|V \K = idV \K for some compact set K ⊂ V . 
In place of the ξt we often consider their extension by identity to all of
Rm. With each variation we associate the first and second variation fields
w(x) = ξt(0, x), a(x) = ξtt(0, x)
also known as velocity and acceleration fields[17], ξt, ξtt denoting first and
second partial derivatives in t. By the support of a variation we mean the
support of w. We set M t := ξt(M) for the variation of M .
This definition extends readily to triple junctions, which, as individual
geometric objects, are not submanifolds of Rm. Letting T = (Mi)
3
i=1 be a
triple junction, and (ξt)t∈I a variation, the triple junctions
T t = (ξt(Mi))
3
i=1, t ∈ I
are a variation of T . The 1-dimensional submanifolds
St = ξt(S), t ∈ I
are a variation of the spine of T .
Let M be a submanifold of Rm. For a vector field X of Rm defined on
a domain V of Rm we define its tangent and normal parts X⊤(p) ∈ TpM
and X⊥(p) ∈ NpM , p ∈M ∩ V . TM and NM are the tangent and normal
bundles of M respectively. The notation X ∈ TM is an abbreviation for
X(p) ∈ TpM for p in an open subset of M . Given any two vector fields X,
Y on V , DYX denotes the directional derivative of X in direction Y in R
m.
When u, v ∈ TM ,
∇vu = (Dvu)⊤ ∈ TM
is the covariant derivative of u in direction v. The covariant derivative ∇u
of u is a (1, 1)-tensor field defined by
∇u(ω, v) = ω(∇vu), v ∈ TM, ω ∈ T ⋆M,
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where T ⋆pM is the dual space of TpM . The components of the covariant
derivative ∇u are defined by
ui|j = ∇u(Ei, Ej) = dqi
(∇Eju) .
Ei(p) is a basis of TpM and E
j(p) ≡ dqj(p) is the corresponding dual basis
of T ⋆pM .
The normal part of the directional derivative B(u, v) = (Dvu)
⊥ ∈ NM
defines the 2nd fundamental form tensor. Themean curvature vector is given
by the trace of this tensor
(2.1) H(p) =
∑
i
Bp(Ei, Ei)
in an orthonormal basis (Ei) of TpM . If M is a hypersurface, the scalar
mean curvature is defined by
(2.2) κ = H ·N
where N is a unit normal field of M . Similarly, when M is a hypersurface
of Rm, we define the scalar version of the 2nd fundamental form :
(2.3) IIM (u, v) = B(u, v) ·N
The Weingarten mapping of a hypersurface M of Rn+1 is defined fiberwise
by
W (p) : TpM → TpM, u 7→ DuN (p ∈M)
When index notation is used, summation over pairs of identical indices
(which for tensor expressions must be pairs of contravariant-convariant in-
dices) is assumed throughout.
The gradient of a function f : U → R defined in an open neighborhood U
of M , is given by
gradMf = g
ij ∂f
∂qj
Ei
in a coordinate system q1, · · · , qn. In this definition gij are the contravariant
components of the metric tensor gij = Ei · Ej . The divergence of a tangent
vector field v of M defined in U is the trace of its covariant derivative, i.e.
divv = tr∇u = ∇u(Ei, Ei) = ui|i
For a general vector field w which is not tangent to M the divergence is
defined by
divMw =
〈
DEiw,E
i
〉
= gij 〈DEiw,Ej〉
The notation 〈·, ·〉 is alternately used to denote scalar product in lengthier
expressions.
For the first variation of the area of a manifold with boundary, the follow-
ing proposition holds.
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Proposition 3. Let M be a n-dimensional C1-submanifold of Rm with
boundary, and ξt a variation as in Definition 2, which is compactly sup-
ported in M . We assume that the support of ξt is contained in a chart of M .
Then the first variation of the area functional A is given by
(2.4) δA(M) =
d
dt
A(M t)
∣∣∣∣
t=0
=
∫
M
divMwdS
If M is additionally a C2-hypersurface with boundary,
(2.5) δA(M) = −
∫
M
H · wdS +
∫
∂M
w · νds
where ν is the unit outward pointing normal vector field of ∂M which is
tangent to M , and H is the mean curvature vector.
For the proof see [17, 18]. For brevity we will omit the integration symbols
dS, ds.
Our formulas for the second variation of the area of triple junctions derive
from the following well-known result.
Proposition 4. Let M be a n-dimensional C2-submanifold of Rm with
boundary, and ξt a variation of M compactly supported in M , and the sup-
port of ξt is contained in a chart of M . Then the second variation of the
area functional is given by
(2.6)
δ2A(M) =
∫
M
(
divMa+ (divMw)
2 + gij
〈
(DEiw)
⊥, (DEjw)
⊥
〉
−gikgjl
〈
(DEiw)
⊤, Ej
〉〈
(DElw)
⊤, Ek
〉)
.
(Ei)
n
i=1 are the basis vector fields in a chart containing the support of the
variation.
For the proof see [17].
The above formulas for the first variation of area extend readily to triple
junctions:
(2.7) δA(T ) =
d
dt
A(T t)
∣∣∣∣
t=0
=
3∑
i=1
γi
∫
Mi
divMiw
(2.8) δA(T ) = −
3∑
i=1
γi
∫
Mi
H · w +
∫
S
w ·
3∑
i=1
γiνi +
3∑
i=1
γi
∫
∂Mi∩Σ
w · νi
The extension of formula (2.6) for the second variation of area to triple
junctions is not as straight-forward. This task is undertaken in Section 4
after proper modifications of (2.6).
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3. First Variation-Young’s Equality
We treat the constraints of triple junction partitions by using Lagrange
multipliers. In the simplest case of a connected partitioning, in which one
triple junction is present, we consider the following modified area functional
(3.1) A⋆(T ) =
3∑
i=1
γiA(Mi)−
2∑
j=1
λj(|Ωj| − Vj)
where |Ωj | is the Lebesque measure of Ωj, and Vj is the prescribed value
for the volume of Ωj. The introduction of Lagrange multipliers is a matter
of convenience, and one could proceed without them by properly restricting
admissible variations to those preserving the volumes of the Ωj (see [13, 14]).
In taking the variations of (3.1) we can drop the constants Vi altogether.
The leaves of a minimal triple junction with volume constraint are at
angles ϑi according to Young’s law. We formulate this well-known fact in
the simple case of a single triple junction and then extend it to a more general
setting.
Proposition 5. Let T = (Mi)
3
i=1 be a C
2 triple junction partition of Ω ⊂ R3
into the subdomains Ωj (j = 1, 2, 3). If T is minimal, then Young’s equality
(3.2)
sinϑ1
γ1
=
sinϑ2
γ2
=
sinϑ3
γ3
holds on the spine S of T . Furthermore, the leaves have constant (scalar)
mean curvature satisfying the relation
(3.3) γ1κ1 + γ2κ2 + γ3κ3 = 0
where κi = Hi ·Ni is the mean curvature of Mi.
Proof. Let (ξt)t∈I be any variation with first variation field w. By (3.1) we
obtain
δA⋆(T ) = δA(T ) −
2∑
i=1
λi
d
dt
|Ωti|
∣∣∣∣
t=0
where Ωti = ξ
t(Ωi). Using (2.8) and
(3.4)
d
dt
|Ωti|
∣∣∣∣
t=0
=
∫
∂Ωi
w ·N∂Ωi
where N∂Ωi is the unit outward normal field of ∂Ωi, we obtain
(3.5) δA⋆(T ) =
∫
S
w ·
3∑
i=1
γiνi −
3∑
i=1
γi
∫
Mi
H · w −
2∑
i=1
λi
∑
j 6=i
∫
Mj
N∂Ωi · w
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Figure 3.1. Disconnected triple junction partition for Ex-
ample 6 and Proposition 7.
Expanding out the last two terms on the right side of this equality and
collecting integrals on the same manifold, we obtain
(3.6)
∫
M1
(γ1H1 − λ2N1) · w +
∫
M2
(γ2H2 + λ1N2) · w
+
∫
M3
(γ3H3 − λ1N3 + λ2N3) · w
Considering successively variations concentrated in the interior of M1, M2,
M3 we obtain
κ1γ1 − λ2 = 0, κ2γ2 + λ1 = 0, κ3γ3 − λ1 + λ2 = 0
Addition of these three equations gives (3.3). Furthermore, all integrals in
(3.6) cancel out and (3.5) reduces to
δA⋆(T ) · w =
∫
S
w ·
3∑
i=1
γiνi = 0
hence
3∑
i=1
γiνi = 0
Recalling that νi(p) ∈ TpMi and observing that the vectors γiνi (i = 1, 2, 3)
form a triangle, by the sine law of Euclidean geometry we obtain (3.2). 
The presence of many triple junctions requires consideration of the follow-
ing modified functional:
(3.7) A⋆(M) = A(M) −
2∑
j=1
λj

 Pj∑
k=1
|Ωjk| − Vj


In this formula, Pj is the number of distinct sets which comprise phase j
(indexed by k); Vj is the volume of phase j, and λj is the Lagrange mul-
tiplier corresponding to the volume constraint for the j-th phase. Since∑3
j=1
∑Pj
k=1 |Ωjk| = |Ω|, there are only two linearly independent constraints.
Example 6. For the disconnected 3-phase partitioning of Ω (see Figure 3.1)
by a system of two triple junctions, the modified area functional is given by
(3.8) A⋆(M) = A(T )− λ2 |Ω2| − λ3 |Ω3|
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In this expression,
A(T ) =
5∑
i=1
γiA(Mi),
γ1 = ǫ23, γ2 = γ4 = ǫ13, γ3 = γ5 = ǫ12, and ǫij = ǫji is the interfacial energy
density of the interface separating phases i, j. The volume constants Vj
were dropped as they play no part in the variational process. On using the
volume constraints for phases 1 and 2, the modified area functional assumes
the form
(3.9) A⋆(M) = A(T )− λ1 (|Ω11|+ |Ω12|)− λ2 |Ω2|
We can also use all three constraints, which does not alter the final formulas
and results. Occasionally, we use a notation indicating the triple junction,
which an interface belongs to. In this notation the area functional becomes
A(T ) =
3∑
p=1
2∑
j=1
γpjA(Mpj)
The indices p and j stand for “phase” and “junction”, Mpj is the interface
opposite to phase p at junction j (for example, in Figure 3.1 M22 is shown
as M4) and γpj the corresponding surface tension. Since there is only one
interface between phases 2 and 3, M11 ≡ M12 ≡ M1, and this term occurs
only once in the sum. In a similar fashion, we drop superfluous indices from
subsets. For example, referring to Figure 3.1, we write Ω2 and Ω3 instead of
Ω21 and Ω31. The connection between notations is
(3.10)
M11 γ11 ↔ M1 γ1 ↔ M (1)23 ≡M (2)23 ǫ23
M21 γ21 ↔ M2 γ2 ↔ M (1)13 ǫ13
M31 γ31 ↔ M3 γ3 ↔ M (1)12 ǫ12
M22 γ22 ↔ M4 γ4 ↔ M (2)13 ǫ13
M32 γ32 ↔ M5 γ5 ↔ M (2)12 ǫ12
The first two columns refer to the second notation, the next two to the
first notation and the last two to the interfacial system (see Section 1, text
below equation (1.1)). In the latter, M
(j)
pq is the interface between phases
p, q attached to triple junction j. 
The following theorem extends Proposition 5 to general disconnected triple
junction partitions.
Proposition 7. Let T = (Tj)
r
j=1 = (Mpj)p=1,··· ,3;j=1,··· ,r be a three-phase
partitioning of Ω ⊂ R3 by a system of r C2-triple junctions, into the domains
Ωpj (j = 1, · · · , r; p = 1, 2, 3). Further let Npj be the unit normal field of
Mpj and NΣ be the unit normal field of Σ. If T is minimal, then
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(i) Young’s equality (3.2) holds for each triple junction in the system.
Equivalently, the following equalities
(3.11)
3∑
p=1
γpjνpj = 0
hold for all triple junctions j of the system.
(ii) The scalar mean curvature κpj = Hpj · Npj of each interface Mpj is
constant and
(3.12) κp1 = · · · = κpr ≡ κp
for all p = 1, 2, 3.
(iii) The scalar mean curvatures κp satisfy the relation
(3.13)
3∑
p=1
γpκp = 0
on each triple junction.
(iv) Each Mpj is normal to Σ, i.e. on each Mpj ∩Σ we have Npj ·NΣ = 0
or Npj ∈ TΣ.
Remark 8. Equality (3.13) holds for each triple junction,
3∑
p=1
γpjκpj = 0
However, in view of (3.12) and the fact that γpj = γp for all j (see cor-
respondence table (3.10)), all these equalities reduce to the single equality
(3.13).
Proof. For concreteness we consider the disconnected 3-phase partitioning of
Fig. 3.1 with the indicated orientation. Letting w be any variation of T , by
(3.8) in view of (2.5) and (3.4) we obtain
δA⋆(T ) =
2∑
j=1
3∑
p=1
γpjδA(Mpj)− λ2δ |Ω2| − λ3δ |Ω3|
= −
2∑
j=1
3∑
p=1
γpj
∫
Mpj
Hpj · w
+
2∑
j=1
3∑
p=1
γpj
∫
S
νpj · w +
2∑
j=1
3∑
p=1
γpj
∫
∂Mpj∩Σ
νpj · w
− λ2
∫
M1
N1 · w − λ2
∫
M31
(−N31) · w − λ2
∫
M32
(−N32) · w
− λ3
∫
M1
(−N1) · w − λ3
∫
M21
N21 · w − λ3
∫
M22
N22 · w
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Rearranging gives
(3.14)
δA⋆(T ) =
∫
M1
[(λ3 − λ2)N1 − γ1H1] · w
+
∫
M21
(−λ3N21 − γ21H21) · w +
∫
M31
(λ2N31 − γ31H31) · w
+
∫
M22
(−λ3N22 − γ22H22) · w +
∫
M32
(λ2N32 − γ32H32) · w
+
∫
S

 2∑
j=1
3∑
p=1
γpjνpj

 · w + 2∑
j=1
3∑
p=1
γpj
∫
∂Mpj∩Σ
νpj · w
Using variations concentrated on each leaf gives
(3.15)
−γ1H1 ·N1 + λ3 − λ2 = 0
−γ21H21 ·N21 − λ3 = 0
−γ31H31 ·N31 + λ2 = 0
−γ22H22 ·N22 − λ3 = 0
−γ32H32 ·N32 + λ2 = 0
By (3.14), using variations concentrated on each spine, we obtain
(3.16)
3∑
p=1
γpjνpj = 0, j = 1, 2
Variations concentrated on each ∂Mpj ∩Σ give
(3.17) νpj · w = 0
for p, j such that ∂Mpj ∩ Σ 6= ∅. From these relations it follows without
difficulty that νpj ∈ NΣ and this proves (iv).
Part (i) follows from equations (3.16) by the same argumentation applied
in the proof of Proposition 5. By the second and fourth of (3.15), on account
of γ21 = γ22 we obtain
κ21 = κ22
and in a similar fashion from the third and fifth of (3.15)
κ31 = κ32
The equality κ11 = κ12 is trivial, and this proves (ii). The constancy of the
κ’s follows immediately from (3.15). Addition of the first three equations of
(3.15) gives
∑3
p=1 γp1κp1 = 0 and addition of the first, fourth and fifth gives∑3
p=1 γp2κp2 = 0. By Remark 8 these are identical and this proves (iii). 
4. Second Variation Formulas
Formula (2.6) for the second variation of area is quite general but not
directly applicable. Here we derive a more convenient expression for hyper-
surfaces with constant mean curvature, which in a subsequent step is applied
to multijunction partitions. To satisfy the condition of fixed container walls,
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following [13], we define admissible variations by the solutions of the initial
value problem
(4.1)
dξ
dt
= w(ξ), ξ(0) = x
Letting ξx be the solution of (4.1) for the initial condition ξx(0) = x, we set
ξ(x, t) = ξx(t) for the corresponding variation. For solid undeformable walls
we choose w so that w(p) ∈ TpΣ for any p ∈ Σ = ∂Ω.
On taking the time derivative of (4.1) we obtain the following expression
for the second variation field:
(4.2) a = Dww
Proposition 9. Let M be C2-hypersurface of Rn with boundary. We as-
sume that M has constant mean curvature κ and w is a variation compactly
supported in M and whose support is contained in a chart of M . Further let
N be the unit normal field of M in a chart containing the support of w, ν
the unit outward normal of ∂M which is tangent to M , u = w⊤, v = w⊥,
and f = w ·N . Then the second variation of the area of M is given by
(4.3)
δ2A(M) =
∫
M
(|gradMf |2 − |BM |2f2)+∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2 − a ·N
]
+∫
∂M
[(u · ν)divMu− 〈∇uu, ν〉+ 2fIIM (u, ν) + a · ν]
and for variations satisfying (4.1)
(4.4)
δ2A(M) =
∫
M
(|gradM f |2 − |BM |2f2)+∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2 − a ·N
]
+∫
∂M
[(u · ν)divMu+ fIIM(u, ν) + f 〈DNw, ν〉]
where
|BM |2 = gikgjlBijBkl = BijBji , Bij = IIM (Ei, Ej),
and (Ei(p))
n−1
i=1 is a local basis of TpM .
Proof. To perform the calculations in an orderly fashion we set
I := gij
〈
(DEiw)
⊥, (DEjw)
⊥
〉
J := gikgjl
〈
(DEiw)
⊤, Ej
〉〈
(DElw)
⊤, Ek
〉
K := divMa, L := (divMw)
2.
Then, noticing that all these items are bilinear in w (for K this will become
clear shortly), we name the terms resulting from breaking w into tangent and
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normal parts, by adding the indices n and t denoting normal and tangent
parts respectively. For example, for I we have I = Itt+ Itn+ Int+ Itt, where
Itt = g
ij
〈
(DEiu)
⊥, (DEju)
⊥〉, Itn = gij 〈(DEiu)⊥, (DEjv)⊥〉 etc.
Using this notation, the generic formula for the second variation of area
(2.6) reads
(4.5)
δ2A(M) =
∫
M
(K + L+ Itt + 2Itn + Inn − Jtt − 2Jtn − Jnn)
=
∫
M
[(Inn − Jnn) + 2(Itn − Jtn) + (L+ Itt − Jtt) +K] .
Since calculations are often done more conveniently in coordinate notation,
while final results are more concisely expressed coordinate-free, we give all
items in both notations. We are using summation convention throughout.
From
(4.6) DEiv = DEi(fN) = fDEiN + (DEif)N
recalling that DEiN ∈ TM we obtain
(4.7) (DEiv)
⊥ = (DEif)N =
∂f
∂qi
N
where q1, q2, · · · , qn−1 is a local coordinate system of M . We are using the
same notation for f : M → R and f ◦ x, x being a parametrization (inverse
chart mapping) of M . By (4.7)
(4.8) Inn := g
ij
〈
(DEiv)
⊥, (DEjv)
⊥
〉
= gij
∂f
∂qi
∂f
∂qj
= |gradMf |2
Since u ·N = 0 and dimNpM = 1 (p ∈M),
Itt = g
ij
〈
(DEiu)
⊥, (DEju)
⊥
〉
= gij
〈
(DEiu)
⊥, N
〉〈
(DEju)
⊥, N
〉
= gij 〈DEiu,N〉
〈
DEju,N
〉
= gij 〈u,DEiN〉
〈
u,DEjN
〉
By the definition of the Weingarten mapping,
(4.9) Itt = |Wu|2 = BkiBkjuiuj.
Here u1, · · · , un−1 are the components of u in the coordinate system
q1, · · · , qn−1, Bij = IIM (Ei, Ej) the components of the 2nd fundamental
form and Bij = g
ikBkj the corresponding mixed contravariant-covariant com-
ponents. In the derivation of (4.9) the following identity was used
(4.10) DEiN = WEi = −BkiEk.
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By (4.7) and the definition of the Weingarten mapping we obtain
Itn = g
ij
〈
(DEiu)
⊥, (DEjv)
⊥
〉
= gij
〈
DEiu, (DEjv)
⊥
〉
= gij
∂f
∂qj
〈DEiu,N〉 = −gij
∂f
∂qj
〈u,DEiN〉
= − 〈u,DgradMfN〉 = −〈u,WgradMf〉
By the self-adjointness of the Weingarten mapping and (4.10) we obtain the
following alternative expressions for Itn:
(4.11) Itn = −〈Wu, gradMf〉 = IIM (u, gradMf) = Bjiui
∂f
∂qj
.
It is easily checked that Itn = Int.
We proceed to the calculation of J-terms. Recalling the definition of
covariant derivative from Section 2 and its component notation ∇YX =
Xi|kY
kEi, X,Y ∈ TM , we have
Jtt = g
ikgjl
〈
(DEiu)
⊤, Ej
〉〈
(DElu)
⊤, Ek
〉
= uk|iu
i
|k
On using the following notation for the double contraction of two tensors
S, T
S : T = SijT
j
i
we obtain
(4.12) Jtt = u
k
|iu
i
|k = ∇u : ∇u
By (4.6)
Jtn = g
ikgjl
〈
(DEiu)
⊤, Ej
〉〈
(DElv)
⊤, Ek
〉
= gikgjl 〈∇Eiu,Ej〉 〈fDElN,Ek〉
= −fgikgjl
〈
ur|iEr, Ej
〉
IIM (El, Ek)
= −fgikul|iBlk = −ful|iBil
and
(4.13) Jtn = −ful|iBil = −fIIM : ∇u
The symmetry Jtn = Jnt follows immediately by interchanging indices i↔ l,
j ↔ k. Again by (4.6)
Jnn = g
ikgjl
〈
(DEiv)
⊤, Ej
〉〈
(DElv)
⊤, Ek
〉
= f2gikgjl 〈DEiN,Ej〉 〈DElN,Ek〉
= f2gikgjl 〈N,DEiEj〉 〈N,DElEk〉 = f2BkiBik
and
(4.14) Jnn = f
2BkiB
i
k = f
2|BM |2.
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By (see [17])
(4.15) divMw = divMu−H · v
sinceM was supposed to have constant mean curvature κ = H ·N , we obtain
divMw = divMu− κf and from this
(4.16) (divMw)
2 = (divMu)
2 − 2κfdivMu+ κ2f2
After this preparation we are ready to calculate the right side of (4.5). By
(4.11), (4.13) and the properties of covariant derivative we obtain
Itn − Jtn = Bjiui
∂f
∂qj
+ fui|jB
j
i = B
j
i(fu
i)|j
= (fBjiu
i)|j − fuiBji|j(4.17)
We will prove that for a hypersurface with constant mean curvature
(4.18) Bji|j = 0.
By the Mainardi-Codazzi equations in component form
Bjk|i = Bik|j
and Ricci’s lemma, we obtain
Bkj|i = B
k
i|j
and from this by contraction over the indices i, k
(4.19) Bij|i = B
i
i|j.
The Mainardi-Codazzi equations in component form were obtained from
their component-free version ([19], vol. III, p. 10),
(∇XII)(Y,Z) = (∇Y II)(X,Z)
by setting X = Ei, Y = Ej , Z = Ek and recalling that
(∇EiII)(Ej , Ek) = Bjk|i.
By the definition of mean curvature (2.2) and equations (2.1) and (2.3),
(4.20) κ = Bii.
Since κ is constant by hypothesis, application of (4.19) yields (4.18), and
with this (4.17) reduces to
(4.21) Itn − Jtn = (fBjiui)|j = −divM (fWu)
We calculate the third item under the integral sign on the right side of
(4.5). By (4.16) and (4.12) we have
(4.22) L− Jtt = (uiiuj − uiuj|i)|j + ui(uj|ij − ujji)− 2κfdivMu+ κ2f2
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(4.23)
L− Jtt = ui|iuj|j − ui|juj|i − 2κfui|i + κ2f2
= (ui|iu
j − uiuj|i)|j − ujui|ij + uiuj|ij − 2κfui|i + κ2f2
= (ui|iu
j − uiuj|i)|j + ui(uj|ij − uj|ji)− 2κfui|i + κ2f2
By Ricci’s identity (see [19], vol. II, p. 224),
ur|ij − ur|ji = Rrkjiuk
on contracting upon the indices r, i
ui|ij − ui|ji = Rikjiuk = Rkjuk
and renaming indices, we obtain
(4.24) uj|ij − uj|ji = −Rkiuk
In these equalities
Rjk = R
i
jki = g
riRrjki
are the components of Ricci’s tensor and
Rijkl = 〈R(Ek, El)Ej , Ei〉
are the components of the curvature tensor ([19], vol. II, pp. 190, 239). By
Gauss’ Theorema Egregium ([19], vol III, p. 5, Theorem 6) we have
〈R(Ek, El)Ej , Ei〉 = BikBjl −BilBjk
hence
(4.25) Rjk = g
ilBikBjl −BiiBjk.
Since M has constant mean curvature, by (4.20) it follows that
(4.26) Rjk = g
rsBrjBsk − κBjk
Using this equality in (4.24) gives
(4.27) ui(uj|ij − uj|ji) = −grsBriBskuiuk + κBikuiuk
Combination of (4.23), (4.27) and (4.9) yields
(4.28)
L+ Itt − Jtt = divM (udivMu−∇uu)
+ κIIM (u, u) − 2κfdivMu+ κ2f2
On using (4.28), (4.21), (4.8) and (4.14) in (4.5) we obtain
δ2A(M) =
∫
M
(|gradMf |2 − |BM |2f2)
− 2
∫
M
divM (fWu) +
∫
M
divM (udivMu−∇uu)
+
∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2
]
+
∫
M
(
divMa
⊤ −H · a⊥
)
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Application of the divergence theorem gives
δ2A(M) =
∫
M
(|gradMf |2 − |BM |2f2)
+
∫
M
κ
[
IIM (u, u)− 2fdivMu+ κf2 − a ·N
]
− 2
∫
∂M
f 〈Wu, ν〉+
∫
∂M
[(u · ν)divMu− 〈∇uu, ν〉] +
∫
∂M
a · ν
From this, equality (4.3) follows immediately from
(4.29) 〈Wu, ν〉 = −IIM (u, ν).
Formula (4.4) follows by Lemma 10 below. 
Lemma 10. For a variation of type (4.1) the second variation field a satisfies
the following equality
(4.30)
∫
M
divMa
⊤ =
∫
∂M
(f 〈DNw, ν〉 − fIIM(u, ν) + 〈∇uu, ν〉)
Proof. Application of the divergence theorem to (4.1) gives
(4.31)
∫
M
divMa
⊤ =
∫
∂M
〈Dww, ν〉 =
∫
∂M
f 〈DNw, ν〉+
∫
∂M
〈Duw, ν〉 .
By the decomposition w = u+ v and
(4.32) 〈Duv, ν〉 = −〈v,Duν〉 = −fIIM(u, ν)
we obtain (4.30). 
Lemma 11. Let T = (Tj)
r
j=1, Tj = (Mpj)
3
p=1, be a three phase partitioning
of a domain Ω ⊂ Rn by a system of r C2-triple junctions into the domains
Ωpj (p = 1, · · · , 3; j = 1, · · · , r). Let Ω˜ = Ωpj be any one of these domains.
Then, for variations w of type (4.1) preserving Σ, the second variation of
volume of Ω˜ is given by
(4.33) δ2|Ω˜| =
∫
∂Ω˜\Σ
(w ·N∂Ω˜)divRnw
where N∂Ω˜ is the unit outward normal of Ω˜.
Proof. If (ξt)t∈I is a variation with first variation field w, and Ω˜t = ξt(Ω˜),
we have
|Ω˜t| =
∫
ξt(Ω˜)
dx =
∫
Ω˜
Jξt(y)dy
where Jξt is the Jacobian of ξt. For the second variation of this functional
we have
δ2|Ω˜| = d
2
dt2
|Ω˜t|
∣∣∣∣
t=0
=
∫
Ω˜
∂2
∂t2
Jξt(y)
∣∣∣∣
t=0
dy.
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Application of the rule of determinant differentiation and straight-forward
manipulations give
∂2
∂t2
Jξt(y)
∣∣∣∣
t=0
= divRna+
∂wα
∂xα
∂wβ
∂xβ
− ∂w
α
∂xβ
∂wβ
∂xα
.
We are using Greek indices for vector components and coordinates in the
surrounding space Rn and Latin for the manifoldM . Summation convention
applies to Greek indices as well. Formula (4.33) follows from this equality,
the identity
∂wα
∂xα
∂wβ
∂xβ
− ∂w
α
∂xβ
∂wβ
∂xα
=
∂
∂xα
(
wα
∂wβ
∂xβ
− wβ ∂w
α
∂xβ
)
= divRn (wdivRnw −Dww)
and Gauss’ theorem, in view of (4.2). The hypothesis that the variation
preserves Σ is only used to drop the integral over ∂Ω˜ ∩ Σ. 
On the basis of the above results, in the next theorem we develop a formula
for the second variation of area for minimal triple junction partitions with
volume constraints.
Theorem 12. Let Ω be a domain in R3, T = (Tj)
r
j=1, Tj = (Mpj)
3
p=1, a
minimal three-phase partition of Ω by a set of r C2 triple junctions with
volume constraints, and w an admissible variation satisfying (4.1) and the
volume constraints. On each leaf Mpj we have the splitting w = upj + vpj,
upj ∈ TMpj, vpj ∈ NMpj, and we set fpj = w ·Npj = vpj ·Npj, Npj being the
unit normal field of Mpj. Then the following formula holds for the second
variation of the area functional,
(4.34)
δ2A⋆(T ) =
∑
p,j
γpj
∫
Mpj
(
|gradMpjfpj|2 − |BMpj |2f2pj
)
−
r∑
j=1
3∑
p=1
γpj
∫
∂Mpj∩Σ
f2pjIIΣ(Npj , Npj)
+
r∑
j=1
3∑
p=1
γpj
∫
Sj
fpjhpjIIMpj (νpj, νpj)
where Sj is the spine of Tj and νpj ∈ TMpj is the unit normal field of
∂Mpj ∩ Sj.
Proof. The second variation of the area functional with Lagrange multipliers,
equation (3.7), is given by
δ2A⋆(M) = δ2A(M) −
3∑
j=2
λj
Pj∑
k=1
δ2 |Ωjk|
Again, for concreteness and to keep the length of formulas to a minimum,
we consider the disconnected three phase partitioning of Figure 3.1 with the
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indicated orientation. For this configuration the area functional is given by
(3.7). Use of (4.33) gives
δ2A⋆(M) =
2∑
j=1
3∑
p=1
γpjδ
2A(Mpj)− λ2δ2 |Ω2| − λ3δ2 |Ω3|
=
2∑
j=1
3∑
p=1
γpjδ
2A(Mpj)− (λ2 − λ3)
∫
M1
w ·N1 divR3w
− λ2
∫
M31
w · (−N31)divR3w − λ2
∫
M32
w · (−N32)divR3w
− λ3
∫
M21
w ·N21 divR3w − λ3
∫
M22
w ·N22 divR3w
By equations (3.15) and κpj = Hpj ·Npj (see Proposition 7(ii)) we obtain
δ2A⋆(M) =
2∑
j=1
3∑
p=1
γpjδ
2A(Mpj) + γ1κ1
∫
M1
w ·N1 divR3w
+ γ31κ31
∫
M31
w ·N31 divR3w + γ32κ32
∫
M32
w ·N32 divR3w
+ γ21κ21
∫
M21
w ·N21 divR3w + γ22κ22
∫
M22
w ·N22 divR3w
Each term of the double sum on the right side corresponds to one integral,
and thus we can express δ2A⋆(M) as follows:
δ2A⋆(M) =
2∑
j=1
3∑
p=1
γpj
[
δ2A(Mpj) + κpj
∫
Mpj
w ·Npj divR3w
]
We set
δ2A⋆(Mpj) = δ
2A(Mpj) + κpj
∫
Mpj
w ·Npj divR3w
so that
δ2A⋆(M) =
∑
j
3∑
p=1
γpjδ
2A⋆(Mpj).
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Using formula (4.3) of Proposition 9 gives for δ2A⋆(Mpj)
δ2A⋆(Mpj) =
∫
Mpj
(
|gradMpjf |2 − |BMpj |2f2
)
+
∫
Mpj
κpj
[
IIMpj (u, u)− 2fdivMpju+ κpjf2 − a ·Npj
]
+
∫
∂Mpj
[
(u · ν)divMpju− 〈∇uu, ν〉+ 2fIIMpj(u, ν) + a · ν
]
+ κpj
∫
Mpj
w ·Npj divR3w
and reordering terms,
(4.35)
δ2A⋆(Mpj) =
∫
Mpj
(
|gradMpjf |2 − |BMpj |2f2
)
+
∫
Mpj
κpj
[
IIMpj (u, u)− 2fdivMpju+ κpjf2
]
+
∫
∂Mpj
[
(u · ν)divMpju− 〈∇uu, ν〉+ 2fIIMpj (u, ν)
+a · ν]
+
∫
Mpj
κpj [−〈Dww,Npj〉+ (w ·Npj) divR3w]
We treat the last two items under the integral sign in the last line. For
brevity we drop the indices p, j on Npj and Mpj . Substituting w = u + v,
v = fN and expanding, we obtain
〈Dww − (divRnw)w,N〉 = 〈Duu,N〉+ 〈Duv,N〉+ 〈Dvu,N〉
+ 〈Dvv,N〉 − fdivRnw
= IIM (u, u) + 〈fDuN + (Duf)N,N〉
+ f 〈DNu,N〉+ f 〈DNv,N〉
− fdivRnv − fdivRnu
By the identity
divRnX = divMX + 〈DNX,N〉
and dropping canceling terms we obtain
(4.36) 〈Dww − (divRnw)w,N〉 = IIM (u, u) + 〈u, gradMf〉 − fdivu+ κf2
Combination of (4.35) and (4.36) gives
δ2A⋆(Mpj) =
∫
Mpj
(
|gradMpjf |2 − |BMpj |2f2
)
+
∫
∂Mpj
〈udivu−∇uu− 2fWu− κpjfu+ a, ν〉
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Use of equation (4.30) and simplification gives
δ2A⋆(Mpj) =
∫
Mpj
(
|gradMpjf |2 − |BMpj |2f2
)
+
∫
∂Mpj
〈
udivu− fWu− κpjfu+ fDNpjw, ν
〉
We break integrals over ∂M (again for brevity we drop indices on leaves
and related quantities) into integrals over ∂M ∩Σ and ∂M ∩Ω = S, where S
is the spine of the triple junctionM belongs to. Since by minimality u ·ν = 0
(see equation (3.17)),
(4.37)
∫
∂M
[fIIM(u, ν) + (divu− κf) 〈u, ν〉+ f 〈DNw, ν〉] =∫
S
[fIIM (u, ν) + (divu− κf) 〈u, ν〉+ f 〈DNw, ν〉]
+
∫
∂M∩Σ
f [IIM (u, ν) + 〈DNw, ν〉]
Let τ be a unit tangent field of ∂M ∩ Σ. The triple ν, τ,N makes up an
orthonormal frame along ∂M ∩Σ. Since u · ν = u ·N = 0 on ∂M ∩Σ, there
is a C1 function g : ∂M ∩ Σ → R such that u = gτ on ∂M ∩ Σ, and as a
consequence of this and w · ν = u · ν = 0, we have w = fN + gτ on ∂M ∩Σ.
Thus, for the boundary part of the above integral we have
(4.38)
∫
∂M∩Σ
f [IIM (u, ν) + 〈DNw, ν〉] =∫
∂M∩Σ
fIIM(u, ν)−
∫
∂M∩Σ
f 〈w,DNν〉 =∫
∂M∩Σ
fgIIM (τ, ν)−
∫
∂M∩Σ
f2 〈N,DNν〉 −
∫
∂M∩Σ
fg 〈τ,DNν〉
Let NΣ be the inward pointing unit normal field of Σ. By
IIM (τ, ν) = 〈Dτν,N〉 = −〈ν,DτN〉 = 〈NΣ,DτN〉 = IIΣ(τ,N),
since τ,N ∈ TΣ, and
〈τ,DNν〉 = −〈τ,DNNΣ〉 = 〈DNτ,NΣ〉 = IIΣ(τ,N),
the first and last term on the last row of (4.38) cancel out, and we obtain∫
∂M∩Σ
f [IIM (u, ν) + 〈DNw, ν〉] =
∫
∂M∩Σ
f2 〈DNN, ν〉
= −
∫
∂M∩Σ
f2IIΣ(N,N).
Multiplication by γpj and summation over the possible values of p, j (i.e.
over the leaves intersecting the boundary of Ω) gives the first term on the
second row of (4.34).
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Finally, we treat the integral over the spine S in (4.37). Recall that we are
dropping leaf indices, and divu−κf = divMw. We consider as previously the
unit tangent field τ of S, so that the triple ν, τ,N makes up an orthonormal
frame along S. Again, there are C1 functions h, g : S → R such that
u = hν + gτ on S, and as a consequence of this, w = fN + hν + gτ on S.
From the identities
divMw = divR3w − 〈DNw,N〉
divSw = divR3w − 〈DNw,N〉 − 〈Dνw, ν〉
we obtain
divMw = divSw + 〈Dνw, ν〉 .
Using this equality, the quantity under the integral sign over S on the second
row of (4.37) assumes the form
(u · ν)divMw + fIIM(u, ν) + f 〈DNw, ν〉 =
(w · ν)divSw + 〈Dνw, ν〉 h+ fIIM(u, ν) + 〈Dvw, ν〉 =
(w · ν)divSw + 〈Dww, ν〉 − g 〈Dτw, ν〉+ fIIM(u, ν) =
(w · ν)divSw + 〈Dww, ν〉 − g 〈Dτw, ν〉+ fhIIM (ν, ν) + fgIIM (τ, ν)
Multiplication by γpj and summation over the leaves of Tj, in view of (3.11)
gives
(4.39)
3∑
p=1
γpjfpjhpjIIMpj (νpj, νpj) + gj
3∑
p=1
γpjfpjIIMpj(τj , νpj)
We will prove that the second term vanishes. On each leaf (dropping indices)
we have
fIIM(τ, ν) = −f 〈DτN, ν〉 = −〈Dτv, ν〉
= −〈Dτw, ν〉+ 〈Dτ (hν + gτ), ν〉
= −〈Dτw, ν〉+ g 〈Dτ τ, ν〉+Dτh.
Multiplication by γpj and summation over the leaves of Tj, in view of (3.11)
and
3∑
p=1
γpjhpj =
3∑
p=1
γpjw · νpj = 0
gives
3∑
p=1
γpjfpjIIMpj (τj, νpj) = 0.
Summation of the surviving term
∑3
p=1 γpjfpjhpjIIMpj(νpj, νpj) in (4.39)
over all triple junctions present in the system gives the second term on the
second row of equation (4.34), and this completes the proof. 
Remark 13. The normal field of Σ, NΣ, was chosen so that the component
IIΣ(Npj , Npj) of the second fundamental form is non-negative for convex Ω.
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Remark 14. For two phase partitions and normal variations, (4.34) reduces
to the second variation formula in [13].
For subsequent reference, we summarize the matching conditions on the
spine of minimal triple junctions. Let T = (Mi)
3
i=1 be such a triple junction
with spine S = ∂M1 = ∂M2 = ∂M3. For simplicity, we assume γ1 = γ2 =
γ3 = 1. By the first variation, Proposition 7, we have (refer to Figure 4.1)
(4.40) ν1 + ν2 + ν3 = 0
(4.41) N1 +N2 +N3 = 0
on S. For any vector X ∈ TpR3, p ∈ S, its projections Xi = X · νi on the νi
satisfy
(4.42) X1 +X2 +X3 = 0
A similar equality is satisfied by the projections of X on Ni.
N3
N1
N2
ν1
ν2
ν3
p
Figure 4.1. The unit vector fields Ni, νi (i = 1, 2, 3) at
p ∈ S. S is the spine of the triple junction. Ni is normal
to Mi and νi ∈ TMi is normal to TpS (cf. Figure 1.2, triple
junction on the left). The plane of the sheet is perpendicular
to the tangent vector τ(p) ∈ TpS (not shown).
For the first variation field w we use the following notation:
(4.43)
fi = vi ·Ni = w ·Ni
hi = ui · νi = w · νi
gi = ui · τi = w · τi

 i = 1, 2, 3
where τ is the unit tangent field of the spine such that at any point p ∈ S
the triple (τ, νi, Ni) is positively oriented for all i = 1, 2, 3. By (4.42) we
have
(4.44)
f1 + f2 + f3 = 0
h1 + h2 + h3 = 0
g1 = g2 = g3 = g
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From Figure 4.1 we obtain the following elementary geometric relations:
(4.45)
N2 = −12N1 −
√
3
2 ν1
ν2 = +
√
3
2 N1 − 12ν1
N3 = −12N1 +
√
3
2 ν1
ν3 = −
√
3
2 N1 − 12ν1
From these relations and (4.43) we obtain
(4.46)
f2 = −12f1 −
√
3
2 h1
h2 = +
√
3
2 f1 − 12h1
f3 = −12f1 +
√
3
2 h1
h3 = −
√
3
2 f1 − 12h1
Equations (4.45), (4.46) express the matching conditions on the spine. When
γ1 6= γ2 6= γ3 6= γ1 we have again linear dependences similar to (4.45), (4.46),
with coefficients depending on γ1, γ2, γ3.
Corollary 15. In the setting of Theorem 12 and assuming that γ1 = γ2 =
γ3 = 1, the expression for the second variation of area (4.34) reduces to
(4.47)
δ2A⋆(T ) =
∑
p,j
∫
Mpj
(
|gradMpjfpj|2 − |BMpj |2f2pj
)
−
r∑
j=1
3∑
p=1
∫
∂Mpj∩Σ
f2pjIIΣ(Npj, Npj)
+
r∑
j=1
∫
Sj
[
αj
(
f21j − h21j
)
+ 2βjf1jh1j
]
The αj , βj are given by
(4.48) αj =
√
3
4
[
IIM2j (ν, ν)− IIM3j (ν, ν)
]
, βj =
3
4
IIM1j (ν, ν)
The fields ν correspond to the interface of the indicated second fundamental
form.
Remark 16. Equation (4.47) can be based on phase 2 or 3 instead of phase 1.
In this case equations (4.48) must be properly modified. The utility of this
expression lies in the independence of the involved variation components.
Proof. For brevity we write IIpj in place of IIMpj(νpj, νpj). Considering a
particular triple junction Tj , and dropping the corresponding index, i.e. we
write IIp for IIpj and fp for fpj, we calculate the sums
∑
p fpjhpjIIMpj (ν, ν)
on the third row of (4.34). By the matching conditions (4.46) on the spine
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we have
3∑
i=1
fihiIIi = II1f1 + II2
(
−12f1 +
√
3
2 h1
)(
−
√
3
2 f1 − 12h1
)
+ II3
(
−12f1 −
√
3
2 h1
)(√
3
2 f1 − 12h1
)
and performing operations we obtain
3∑
i=1
fihiIIi =
√
3
4 (II2 − II3)(f21 − h21) +
(
II1 − 12II2 − 12II3
)
f1h1
Setting α =
√
3
4 (II2 − II3), β = 14 (2II1 − II2 − II3), and summing over all
triple junctions in the system we obtain (4.47). There remains to be proved
the second of (4.48).
By the definition of mean curvature vector (2.1), we have on each leaf
H ·N = 〈Dνν,N〉+ 〈Dττ,N〉
By minimality H ·N = κ = const., hence
II(ν, ν) = 〈Dνν,N〉 = κ− 〈Dτ τ,N〉 .
Summation over the leaves of a triple junction, in view of (3.13) and (4.41),
gives
(4.49) II1 + II2 + II3 = 0.
Using this equality in β = 14 (2II1 − II2 − II3) proves the second of (4.48),
and with this the proof is complete. 
5. Application to Triple Junction Partitioning Problems in R3
We apply the formula of second variation of area to prove the instability
of certain disconnected three-phase triple junction partitioning problems,
and demonstrate that the method used for treating disconnectedness in two-
phase partitionings has limited applicability to triple junction partitioning
problems.
Following the method of two-phase partitioning [13, 14], we consider vari-
ations with constant normal component on each leaf. Variations normal to
all leaves of a triple junction, other than the trivial, are not possible, for in
that case the variation field w would be normal to three linearly independent
vectors, viz. τ , the tangent of the spine, and the two tangent fields ν1, ν2
which are normal to the spine. Thus, non-trivial tangential variations u are
inevitable, at least in a neighborhood of each spine. For simplicity we take
γ1 = γ2 = γ3 = 1. We dropped the second index on the γ’s, as they do
not depend on the spine (see (3.10)). Since the variation must preserve the
volume of the phases, for the triple junction system of Figure 3.1 we have
by (3.4) with w ·N = v ·N = f on each leaf,
(5.1) f1A1 − f31A31 − f32A32 = 0
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(5.2) − f1A1 + f21A21 + f22A22 = 0
where Apj = |Mpj | > 0. By (4.46) we obtain
(5.3) A21h˜1 +A22h˜2 =
1√
3
(2A1 +A21 +A22) f˜
(5.4) A31h˜1 +A32h˜2 = − 1√3 (2A1 +A31 +A32) f˜ .
where h˜j = h1j and f˜ = f1. Thus the last term of (4.47), on setting f˜ = 1,
becomes (
1− h˜21
) ∫
S1
α+ 2h˜1
∫
S1
β +
(
1− h˜22
) ∫
S2
α+ 2h˜2
∫
S2
β
For a stable partition, δ2A⋆(T ) > 0 for nontrivial variations. For constant
variations this condition is(
1− h˜21
) ∫
S1
α+ 2h˜1
∫
S1
β +
(
1− h˜22
) ∫
S2
α+ 2h˜2
∫
S2
β >
∑
p,j
f2pj
∫
Mpj
|BMpj |2 +
∑
p,j
f2pj
∫
∂Mpj∩Σ
IIΣ(Npj , Npj)
For convex Ω the expression on the right side is non-negative, and if we prove
that the expression on the left side is non-positive, i.e.(
1− h˜21
)∫
S1
α+ 2h˜1
∫
S1
β +
(
1− h˜22
)∫
S2
α+ 2h˜2
∫
S2
β 6 0
we get a contradiction, and this would prove that the partitioning is not sta-
ble. From what we show in the sequel (see Section 7) it turns out that this
condition does not hold in general, and thus the methods of two-phase parti-
tioning are in general not applicable to triple junction partitioning problems.
However, this method can be used to prove instability in certain cases.
For example, in the disconnected partitioning of Figure 3.1, assuming that
M1 is flat, i.e. II1 = 0, we have β = 0. Further, we assume A21 = A22,
A31 = A32 and II2 > 0 for both spines. In this case the system (5.3)-(5.4)
has no solution, except when f1 = 0, h˜2 = −h˜1, and then the above condition
reduces to
−h˜21
∫
S1
α− h˜22
∫
S2
α 6 0
which is true by the hypothesis II2 > 0. We have proved the following
Proposition.
Proposition 17. Let Ω be a convex domain in R3 and T = (Tj)
2
j=1, Tj =
(Mpj)
3
p=1, a minimal disconnected three-phase partition of Ω by a system of
two C2 triple junctions as in Figure 3.1, with volume constraints. We assume
that Σ = ∂Ω is C2 in a neighborhood of Σ ∩ T . Further we assume that M1
is flat, the areas of the leaves Apj = |Mpj | satisfy the condition∣∣∣∣ A21 A22A31 A32
∣∣∣∣ = 0
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and II2j(ν, ν) > 0 for both spines j = 1, 2. Then the disconnected triple
junction partition T is unstable.
6. Spectral Analysis of the 2nd Variation Form
To keep the length of formulas to a minimum and focus on the essence of
the argument, we present the details for the configuration of Figure 3.1, and
adopt the assumption γ1 = γ2 = γ3 = 1 from this point on.
Let T be a system of triple junctions of a three phase partitioning problem
in Ω, which is assumed minimal, i.e. δA(T ) = 0. When T is stable, it is a
local minimizer of the area functional, so we aim at studying the conditions
under which T is stable. To this purpose we will use a spectral analysis
method for the bilinear form expressing the second variation of area of T ,
(6.1)
J(f) =
∑
p,j
∫
Mpj
(|∇Mpjfpj|2 − |BMpj |2f2pj)−∑
p,j
∫
∂Mpj∩Σ
σpjf
2
pj
+
∑
j
∫
Sj
[
αj
(
f21j − h21j
)
+ 2βjf1jh1j
]
where σpj = IIΣ(Npj , Npj) and f = (f1, f21, f31, f22, f32). As f11 ≡ f12
we write simply f1. For brevity we will write ∇Mf in place of gradM f .
Although J and δ2A⋆(T ) are identical expressions, their meaning is different:
in the context of spectral analysis T is a fixed system of manifolds with
boundary and J is a nonlinear functional on a properly defined functional
space on T containing the admissible variations of T . As a consequence the
functions of this space satisfy the conditions of volume constancy
(6.2)
{
− ∫M1 f1 + ∫M21 f21 + ∫M22 f22 = 0
− ∫M1 f1 + ∫M31 f31 + ∫M32 f32 = 0
and the normalization condition
(6.3)
∑
p,j
∫
Mpj
f2pj =
∫
M1
f21 +
∫
M21
f221+
∫
M31
f231+
∫
M22
f222+
∫
M32
f232 = 1
in addition to the compatibility conditions on the spines (see first of (4.44)),
(6.4)
{
f1 + f21 + f31 = 0 on S1
f1 + f22 + f32 = 0 on S2
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For convenience, we introduce Lagrange multipliers λ2, λ3, and the corre-
sponding functional
(6.5)
J⋆(f ;µ, λ2, λ3) = J(f)− µ

∑
p,j
∫
Mpj
f2pj − 1


−λ2
(
−
∫
M1
f1 +
∫
M21
f21 +
∫
M22
f22
)
−λ3
(
−
∫
M1
f1 +
∫
M31
f31 +
∫
M32
f32
)
and we are interested in the critical points of J⋆.
Proposition 18. A necessary and sufficient condition for a C2 function
f = (f1, f21, f31, f22, f32) on T , which satisfies the compatibility conditions
(6.4) on the spines, to be a critical point of J⋆, or equivalently of J with the
conditions (6.2) and (6.3), is that it satisfies the following linear inhomoge-
neous system of PDE
(6.6) ∆Mpjfpj +
(
µ+ |BMpj |2
)
fpj = −12λpj
with Neumann-type boundary conditions:
(6.7) Dνpjfpj = σpjfpj on ∂Mpj ∩ Σ
(6.8) αjf1j + βjh1j = −Dν1jf1j + 12
(
Dν2jf2j +Dν3jf3j
)
(6.9) βjf1j − αjh1j = −
√
3
2
(
Dν2jf2j −Dν3jf3j
)
Remark 19. In (6.6) ∆M is the Laplace-Beltrami operator on M defined by
∆Mf = divM (∇Mf) = g−1/2(g1/2gijf,j),i
in a local coordinate system q1, · · · , qn−1, where g = det [gij ], gij is the metric
tensor and the comma operator denotes partial derivative in the respective
coordinate, i.e. f,i =
∂f
∂qi
= DEif . As M is fixed, gij is fixed and (6.6) is a
linear equation.
Remark 20. The PDE’s (6.6) and the boundary conditions (6.7) are inde-
pendent of the particular problem, provided that the λ’s have been defined
properly. The boundary conditions (6.8) and (6.9), as well as the definition
of the λ’s are problem specific. For the problem at hand the particular form
of the PDE’s is
(6.10)


∆M21f21 +
(
µ+ |BM21 |2
)
f21 = −12λ2
∆M21f21 +
(
µ+ |BM21 |2
)
f21 = −12λ2
∆M22f22 +
(
µ+ |BM22 |2
)
f22 = −12λ3
∆M22f22 +
(
µ+ |BM22 |2
)
f22 = −12λ3
∆M1f1 +
(
µ+ |BM1 |2
)
f1 =
1
2(λ2 + λ3)
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Proof. The first variation of J⋆ is given by
δJ⋆(f)φ =
d
dt
J⋆(f + tφ)
∣∣∣∣
t=0
= 2
∑
p,j
∫
Mpj
(∇Mpjfpj · ∇Mpjφpj − |BMpj |2fpjφpj)
− 2
∑
p,j
∫
∂Mpj
σpjfpjφpj − 2µ
∑
p,j
∫
Mpj
fpjφpj
+ 2
∑
j
∫
Sj
[αj (f1jφ1j − h1jψ1j) + βj (φ1jh1j + f1jψ1j)]
− λ2
(
−
∫
M1
φ1 +
∫
M21
φ21 +
∫
M22
φ22
)
− λ3
(
−
∫
M1
φ1 +
∫
M31
φ31 +
∫
M32
φ32
)
with
ψ1j = δh1j = δ
[
1√
3
(f1j + 2f2j)
]
= 1√
3
(φ1j + 2φ2j)
The second equality is obtained by the first of (4.46). By Green’s formula
for manifolds, the term on the second row is written in the form
−2
∑
p,j
∫
Mpj
φpj
(
∆Mpjfpj + |BMpj |2fpj
)
+ 2
∑
p,j
∫
∂Mpj
φpjDνpjfpj
and splitting the integrals over ∂Mpj into boundary and spine parts∫
∂Mpj
φpjDνpjfpj =
∫
∂Mpj∩Σ
φpjDνpjfpj +
∫
Sj
φpjDνpjfpj
we obtain
δJ⋆(f)φ = −2
∑
p,j
∫
Mpj
φpj
[
∆Mpjfpj +
(
µ+ |BMpj |2
)
fpj
]
+ 2
∑
p,j
∫
∂Mpj∩Σ
φpj
(
Dνpjfpj − σpjfpj
)
+ 2
∑
p,j
∫
Sj
φpjDνpjfpj
+ 2
∑
j
∫
Sj
[αj (f1jφ1j − h1jψ1j) + βj (φ1jh1j + f1jψ1j)]
−
∑
p,j
λpj
∫
Mpj
φpj
We have set λ11 = −(λ2 + λ3), λ21 = λ22 = λ2 and λ31 = λ32 = λ3. Using
compactly supported variations vanishing on all ∂Mpj ∩Σ and Sj we obtain
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(6.6). Variations φ concentrated on ∂Mpj ∩ Σ give (6.7). The remaining
terms are integrals over spines:
δJ⋆(f)φ = 2
∑
p,j
∫
Sj
φpjDνpjfpj
+ 2
∑
j
∫
Sj
[αj (f1jφ1j − h1jψ1j) + βj (φ1jh1j + f1jψ1j)]
Using the identities (4.44) to express the φ3j in terms of independent quan-
tities,
φ3j = δf3j = −δf1j − δf2j = −φ1j − φ2j ,
expanding out and collecting similar terms,
δJ⋆(f) = 2
∑
j
∫
Sj
φ1jDν1jf1j + φ2jDν2jf2j + φ3jDν3jf3j
+ 2
∑
j
∫
Sj
[αj (f1jφ1j − h1jψ1j) + βj (φ1jh1j + f1jψ1j)]
= 2
∑
j
∫
Sj
φ1j
(
Dν1jf1j −Dν3jf3j
)
+ φ2j
(
Dν2jf2j −Dν3jf3j
)
+ 2
∑
j
∫
Sj
φ1j (αjf1j + βjh1j) + 2
∑
j
∫
Sj
ψ1j (βjf1j − αjh1j)
Substituting for φ2j by φ2j =
√
3
2 ψ1j− 12φ1j , and performing operations gives
δJ⋆(f) = 2
∑
j
∫
Sj
φ1j
[
Dν1jf1j − 12Dν2jf2j − 12Dν3jf3j + αjf1j + βjh1j
]
+ 2
∑
j
∫
Sj
ψ1j
(
2√
3
Dν2jf2j − 2√3Dν3jf3j + βjf1j − αjh1j
)
Using variations concentrated on each spine we obtain (6.8) and (6.9). The
converse is immediate. 
In the following we present two propositions that are necessary for the
study of stability of triple junction partitionings. The next proposition states
that a partitioning problem is unstable if there is an eigenvalue µ < 0 of the
system (6.6)-(6.9).
Proposition 21. Let T be a system of C2 triple junctions of a minimal
three phase partitioning problem in Ω, and f an eigenfunction of problem
(6.6)-(6.9) with corresponding eigenvalue µ. Then
(6.11) J(f) = µ.
In particular, if µ < 0, T is unstable.
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Remark 22. Proposition 21 implies that, with a negative eigenvalue at hand,
no lower bound is needed to be known in advance for the functional J , in
order to conclude that a minimal partitioning is unstable.
Proof. Multiplication of (6.6) by fpj, integration over Mpj and summation
over all leaves of all triple junctions, gives in view of (6.2) and (6.3)∑
p,j
∫
Mpj
(
fpj∆Mpjfpj + |BMpj |2f2pj
)
+ µ = 0
Application of Green’s formula gives∑
p,j
∫
Mpj
(|∇Mpjfpj|2 − |BMpj |2f2pj)−∑
p,j
∫
∂Mpj
fpjDνpjfpj = µ
On breaking the integrals over ∂Mpj into boundary and spine parts and using
the boundary condition (6.7), we obtain∑
p,j
∫
Mpj
(|∇Mpjfpj|2 − |BMpj |2f2pj)−∑
p,j
∫
∂Mpj∩Σ
σpjf
2
pj
−
∑
p,j
∫
Sj
fpjDνpjfpj = µ
Furthermore, on each spine we have
αj
(
f21j − h21j
)
+ 2βjf1jh1j = f1j(αjf1j + βjh1j) + h1j(βjf1j − αjh1j) =
f1j
[−Dν1jf1j + 12 (Dν2jf2j +Dν3jf3j)]− √32 h1j (Dν2jf2j −Dν3jf3j) =∑
p
fpjDνpjfpj
after using (4.46) and performing straight-forward operations. By the defini-
tion of J (6.1) we obtain J(f) = µ. The second assertion follows immediately
from this. 
Proposition 21 can be used to prove instability. The method we follow
to establish the stability of a specific partitioning problem, is to prove that
the minimal eigenvalue of J , or equivalently of the boundary value problem
(6.6)-(6.9), is positive. We provide a justification of this method. The dif-
ficulty is that the boundary integral
∫
∂M f
2 cannot be bounded above by∫
M f
2. However, if f ∈ W 1,2(M) ≡ H1(M), the boundary trace embedding
theorem ([20] §§ 5.34-5.37, pp 163-166; [21] § 8, pp 120-132) and a suitable
interpolation estimate (see Lemma 24 below) yield the coercivity of J . From
this by a well-known theorem (see proof of Proposition 25) we obtain the
existence of a minimal eigenvalue for J .
The standard notation for Sobolev spaces is used: |u|L2(M) = (
∫
M u
2)1/2,
|u|H1(M) = (|u|2L2(M) + |∇Mu|2L2(M))1/2, |u|L2(∂M) = (
∫
∂M u
2)1/2 are the
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standard norms of L2(M), H1(M) and L2(∂M). Let T be a partitioning of
Ω by a system of triple junctions. Sobolev spaces on T are defined as follows:
H1(T ) =
r∏
j=1
3∏
p=1
H1(Mpj)
It is understood that each distinctMpj participates in the product only once.
The L2-norm is
|f |L2(T ) =

∑
p,j
|fpj|2L2(Mpj)


1/2
and the H1(T )-norm is defined analogously. Further, we define the function-
als
ϕp(f) =
r∑
j=1
∑
q 6=p
εpqj
∫
Mqj
fqj (p, q = 1, 2, 3)
where
εpqj =
{
+1, Nqj outward to Ωpj
−1, Nqj inward to Ωpj
Clearly
∑
p ϕp(f) = 0 and the volume constraints can be expressed by means
of these functionals.
Example 23. For the triple junction system of Figure 3.1 the ϕ-functionals
are
ϕ1(f) =
∫
M21
f21 +
∫
M22
f22 −
∫
M31
f31 −
∫
M32
f32
ϕ2(f) =−
∫
M1
f1 +
∫
M31
f31 +
∫
M32
f32
ϕ3(f) =−
∫
M1
f1 +
∫
M21
f21 +
∫
M22
f22
The volume constraints are given by ϕ2(f) = 0, ϕ3(f) = 0.
The following estimate is easily established for f ∈ L2(T ):
(6.12) |ϕp(f)| 6 c0|f |L2(T ), p = 1, 2, 3.
Lemma 24. Let M be a bounded C2 submanifold of Rn with boundary. Then
for every ǫ > 0 there is a constant cǫ such that for any u ∈ H1(M)
(6.13) |u|L2(∂M) 6 ǫ|u|H1(M) + cǫ|u|L2(M)
For the proof see [14].
After this preparation we can prove the following result, which is the basis
of our method for establishing stability.
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Proposition 25. Let T be a minimal three phase partitioning of Ω ⊂ R3 by
a system of triple junctions. Then for any f = (fpj) ∈ H1(T ) satisfying the
compatibility conditions on the spines and (6.2), (6.3) we have
(6.14) J(f) > µ1
where µ1 is the smallest eigenvalue of problem (6.6)-(6.9). In particular, if
µ1 > 0, T is stable.
Proof. We will prove that the conditions of Theorem 1.2 in [22] are satisfied.
Let
X = {u ∈ H1(T ) : |u|L2(T ) 6 1,
∑
p
upj = 0 on Sj, ϕ2(u) = ϕ3(u) = 0}.
By the continuity of the L2(T )-norm, the functionals ϕp : H
1(T )→ R, and
the mappings u 7→ ∑p upj∣∣∣
Sj
, it follows that X is a closed subset of H1(T ).
The convexity of X is clear. Hence X is a weakly closed subset of H1(T ).
We prove the coercivity of J on X. By continuity there are non-negative
constants σ0, b0, α0 such that
σpj 6 σ0, |BMpj |2 6 b0, |αj | 6 12α0, |βj | 6 12α0
for all p, j. By the inequalities
αj
(
f21j − h21j
)
> −12α0
(
f21j + h
2
1j
)
, 2βjf1jh1j > −α0|f1jh1j |
which are easily established, we obtain
αj
(
f21j − h21j
)
+ 2βjf1jh1j > −α0
(
f21j + h
2
1j
)
and using the first of (4.46),
αj
(
f21j − h21j
)
+ 2βjf1jh1j > −2α0
(
f21j + f
2
2j
)
Thus by (6.1), with possibly redefined values of b0, σ0, we obtain the estimate
J(f) >
∑
p,j
|fpj|2H1(Mpj) − b0
∑
p,j
|fpj|2L2(Mpj) − σ0
∑
p,j
∫
|fpj|2L2(∂Mpj)
By the interpolation inequality (6.13),
J(f) > (1− ǫσ0)
∑
p,j
|fpj|2H1(Mpj) − (b0 + cǫσ0)
∑
p,j
|fpj|2L2(Mpj)
which for sufficiently small value of ǫ > 0 proves the coercivity of J . The se-
quential weakly lower semicontinuity of J follows from the sequential weakly
lower semicontinuity of the norm of H1(T ) and the compactness of the em-
bedding H1(M) →֒ L2(M). Thus the conditions of Theorem 1.2 in [22]
are satisfied, and from this we conclude that J attains its infimum in X.
The position of the infimum is a critical point of J⋆ and, as it was shown
in Proposition 21, it is a solution of equation (6.6) with BC (6.7). The
inequality (6.14) follows immediately form this. 
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Figure 7.1. Disconnected three phase partitioning consist-
ing of two triple junctions. Boxed numbers indicate phases.
T1 and T2 are the triple junctions. The leaves of the triple
junctions M2, · · · ,M5 are circular arcs of the same curvature
κ (absolute value) while M1 is flat. By minimality the tan-
gent to M5 at T2 is at angle π/3 with the line T1A. Aε is the
tangent to Σ = ∂Ω at M5 ∩ Σ and T2ε′ is the normal to the
tangent of M5 at T2. The intersection C (not shown in the
Figure) of Aε and T2ε
′ is the center of the circle with radius
R = 1/κ containing the circular arc M5. Since ω = ÂCT 2,
by plane geometry, ω = π6 − α. Analogous relations hold for
the other leaves. This Figure was produced by an Octave
(MATLAB) program. The boundary Σ was drawn as a set of
four four-degree splines having curvature zero at their ends
Mi ∩ Σ, i = 2, · · · , 5. The indicated boundary is symmetric
about the x and y axes, but a non-symmetric boundary could
also be drawn for the same triple junction arrangement.
7. Application to Disconnected 2-Dimensional Partitioning
Problems
We prove the existence of stable disconnected partitionings in 2 dimensions
by example.
For two-dimensional partitions the Laplace-Beltrami operator reduces to
∆Mf =
d2f
ds2
where s is the arc length of M , M being any triple junction leaf, and the
integrals over ∂M reduce to numbers. The boundary condition (6.7) reduces
to
(7.1)
df
ds
= 0, on ∂M ∩ Σ
As we are interested in proving the existence of stable disconnected partition-
ings, we have chosen σ = 0 at ∂M ∩ Σ. From part (ii) of Proposition 7 the
curvature of each leaf is constant, thus the only possibilities for M are line
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segments and circular arcs. Further, |BM | = κ = 1/R, where R is the radius
of the arc or ∞ for line segments. We consider disconnected partitionings
having the topology of Figure 7.1. We are using the sequential enumeration
notation of Example 6 in which f = (f1, · · · , f5), T = (M1, · · · ,M5).
For equation (6.6) we have the following three types of solution, depending
on the sign of µ+ |BM |2,
(I) f(s) = − λ
2k2
+ C sin(ks) +D cos(ks), k2 = µ+ κ2 ⇔ µ > −κ2
(II) f(s) =
λ
2k2
+ Ceks +De−ks, k2 = −(µ+ κ2)⇔ µ < −κ2
(III) f(s) = −λ
4
s2 + Cs+D, µ = −κ2
and
λ1 = −(λ2 + λ3), λ4 = λ2, λ5 = λ3
while the λ2, λ3 are independent variables. The parametrizations of the Mi
(with the exception of M1 which does not intersect Σ) are such that Mi ∩Σ
is obtained at s = li, where li = |Mi| is the length of Mi. From the BC (7.1)
we obtain for the three cases (i 6= 1)
(I) Di = Ci cot(kili), (II) Di = Cie
2kili , (III) Ci = −12λili
and
(I) fi(s) = − λi
2k2i
+
Ci
sin(kili)
cos ki(s− li),
(II) fi(s) =
λi
2k2i
+ Cie
2kili cosh ki(s− li),
(III) f(s) = −λi
4
(s− li)2 + λil
2
i
4
+Di,
Since f1 contains 2 constants while all other f ’s only one, we have in total
6 unknown constants, which together with λ2, and λ3 make 8 unknowns.
On the other hand, two volume constraints, the BC’s (6.8), (6.9), and the
compatibility condition on the two spines (see first of (4.44)) are 8 equations
in total, and in this way we have a linear system of 8 equations in 8 unknowns.
The condition for existence of solutions of this system is, as usually, obtained
by setting its determinant to 0, which gives a nonlinear equation for k. With
a solution for k at hand, we can determine the eigenvalue µ by the last
column in the above table of possible solutions for f , and each eigenvector
determines an eigenfunction f of problem (6.6)-(6.9).
We specialize these relations by considering the case of Figure 7.1 in which
the leaves M2, M3, M4 and M5 have the same radius R = 1/κ and the same
length l, while M1 is flat and has length L. In this case
IIM21(ν, ν) = IIM22(ν, ν) = −
1
R
= −κ
IIM31(ν, ν) = IIM32(ν, ν) = κ, IIM1(ν, ν) = −(IIM21 + IIM31) = 0
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and
α = −
√
3
2
κ < 0, β = 0
for both spines.
We distinguish the following cases for µ:
7.1. Case I: −κ2 < µ < 0, k2 = µ + κ2 (0 < kκ < 1). For i 6= 1 we have
µ + |BMi |2 = µ + κ2 > 0, and µ + |BMi |2 = µ < 0, so we have a solution
type (I) on M2, M3, M4, M5 and type (II) on M1. Thus
(7.2)
f1(s) = − λ2 + λ3
2(κ2 − k2) + C1e
√
κ2−k2s +D1e−
√
κ2−k2s
fi(s) = − λi
2k2
+
Ci
sin(kl)
cos [k(s − l)] , i = 2, · · · , 5
and their derivatives are given by
f ′1(s) =
√
κ2 − k2
(
C1e
√
κ2−k2s −D1e−
√
κ2−k2s
)
f ′i(s) = −
kCi
sin(kl)
sin [k(s − l)] , i = 2, · · · , 5
In the second of (7.2) it is sin(kl) 6= 0, for otherwise k = nπl , n ∈ Z, and
by 0 < k < κ it follows that 0 < n < κlπ . However, by simple geometric
arguments, κl = lR 6
π
3 .
On spine 1 we have
Dν1f1(0) = −f ′1(0) = −
√
κ2 − k2 (C1 −D1)
Dν2f2(0) = −f ′2(0) = −kC2
Dν3f3(0) = −f ′3(0) = −kC3
and similarly on spine 2,
Dν1f1(L) = +f
′
1(L) =
√
κ2 − k2
(
C1e
√
κ2−k2L −D1e−
√
κ2−k2L
)
Dν4f4(0) = −f ′4(0) = −kC4
Dν5f5(0) = −f ′5(0) = −kC5
For brevity we set
Case I: a =
2√
3
√
1−
(
k
κ
)2
, z = eL
√
κ2−k2 , b =
2l
k2
− L
κ2 − k2
From the conditions (6.8), (6.9) on spine 1 we obtain
(7.3) λ2 − λ3 − 2k2
[
cot(kl)−
√
3
2
k
κ
]
(C2 − C3) = 0
(7.4)
λ2 + λ3
2(κ2 − k2) − (a+ 1)C1 +
1√
3
k
κ
(C2 + C3) + (a− 1)D1 = 0
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By the compatibility condition f1 + f2 + f3 = 0 on spine 1 we obtain
(7.5) − 1
2
(
1
κ2 − k2 +
1
k2
)
(λ2 + λ3) + C1 + (C2 + C3) cot(kl) +D1 = 0
From the conditions (6.8), (6.9) on spine 2 we obtain
(7.6) λ2 − λ3 − 2k2
[
cot(kl)−
√
3
2
k
κ
]
(C4 − C5) = 0
(7.7)
λ2 + λ3
2(κ2 − k2) + (a− 1) zC1 +
1√
3
k
κ
(C4 + C5)− (a+ 1) 1
z
D1 = 0
The equality f1 + f2 + f3 = 0 on spine 2 gives
(7.8) − 1
2
(
1
κ2 − k2 +
1
k2
)
(λ2 + λ3) + zC1 + (C4 +C5) cot(kl) +
1
z
D1 = 0
Finally the volume conservation equations (4.37) give the equations
(7.9) b
λ2
2
− L
κ2 − k2
λ3
2
+
z − 1√
κ2 − k2
(
C1 +
1
z
D1
)
− 1
k
(C2 + C4) = 0
(7.10) − L
κ2 − k2
λ2
2
+ b
λ3
2
+
z − 1√
κ2 − k2
(
C1 +
1
z
D1
)
− 1
k
(C3 + C5) = 0
The following lemma allows the reduction of this system to a simpler one.
Lemma 26. Assume
[
tan(κl) +
√
3
]
κL < 4. Then the 8× 8 linear system
of equations (7.3)-(7.10) is equivalent to the following 3× 3 linear system
(S1)


1
κ2−k2λ2 + [(a− 1)z − a− 1]C1 + 2√3
k
κC2 = 0(
1
κ2−k2 +
1
k2
)
λ2 − (z + 1)C1 − 2C2 cot(kl) = 0(
l
k2 − Lκ2−k2
)
λ2 + 2
z−1√
κ2−k2C1 −
2
kC2 = 0
and C2 = C3 = C4 = C5, D1 = zC1, λ2 = λ3.
Remark 27. The condition is satisfied if κL <
√
3, for by simple geometric
arguments (see Figure 7.1) κl = ω < π6 , and tan(κl) <
1√
3
.
Proof. The pairs of equations (7.9), (7.10) and (7.3), (7.6) give
(7.11) C2 − C3 + C4 − C5 = l
k
(λ2 − λ3)
and [
cot(kl)−
√
3
2
k
κ
]
(C2 − C3 − C4 + C5) = 0
Since cot(kl) 6=
√
3
2
k
κ , which follows from
√
3
2
k
κ tan(kl) <
√
3
2 tanω <
1
2 and
ω < π6 (see Figure 7.1), we obtain
(7.12) C2 − C3 − C4 + C5 = 0
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By equations (7.5), (7.8) we obtain
(7.13) C2 + C3 −C4 − C5 = (C1 − 1
z
D1)(z − 1) tan(kl)
and by (7.4), (7.7)
(7.14) C2 + C3 − C4 − C5 =
√
3(C1 − 1
z
D1)
κ
k
[(a− 1)z + a+ 1]
The last two equations give
(7.15) D1 = zC1
and
k
κ
tan(kl) +
√
3
(
1− az + 1
z − 1
)
= 0
which on setting x = kκ , l
⋆ = κl, L⋆ = κL and using the expression of a,
assumes the form
(7.16) x tan(l⋆x) = 2
√
1− x2 z + 1
z − 1 −
√
3.
The function on the right side is decreasing and thus attains its minimum at
x = 1, hence it is greater than 4L⋆ −
√
3. From x tan(l⋆x) < tan(l⋆) = tan(κl)
and the hypothesis, it follows that equation (7.16) has no solution.
By (7.14), (7.15) and (7.11), (7.12) we obtain
(7.17) C2 + C3 − C4 − C5 = 0
(7.18) C2 − C3 = C4 − C5 = l
2k
(λ2 − λ3)
By (7.3) and (7.18) it follows that
(λ2 − λ3)
[
kl
(
cot(kl)−
√
3
2
k
κ
)
− 1
]
= 0
and from this and cot(kl) −
√
3
2
k
κ < 0, λ2 = λ3. Use of equations (7.17),
(7.18), and the remaining equations of system (7.3)-(7.10), i.e. (7.4), (7.5)
and (7.9), completes the proof. 
7.2. Case II: µ < −κ2, k > 0. Here k is defined by k2 = −(µ + κ2), so
that the valid range of k is k > 0. In this case ki = k for i = 2, · · · , 5 and
k1 = −(µ+ κ21) = −µ > 0. Thus we have a solution type (II) for all fi,
(7.19)
f1(s) = − λ2 + λ3
2(k2 + κ2)
+ C1e
√
k2+κ2s +D1e
−√k2+κ2s
fi(s) =
λi
2k2
+ 2Cie
kl cosh k(s− l), i = 2, · · · , 5
and their derivatives are given by
f ′1(s) =
√
k2 + κ2
(
C1e
√
k2+κ2s −D1e−
√
k2+κ2s
)
f ′i(s) = 2kCie
kl sinh k(s − l), i = 2, · · · , 5
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Proceeding as in case I we obtain the following linear system:
(7.20)
λ2 − λ3
2k2
+
[(√
3
2
k
κ
+ 1
)
e2kl −
(√
3
2
k
κ
− 1
)]
(C2 − C3) = 0
(7.21)
λ2 − λ3
2(k2 + κ2)
− (a+ 1)C1 − 1√
3
k
κ
(e2kl − 1)(C2 + C3) + (a− 1)D1 = 0
(7.22)
λ2 − λ3
2
(
1
k2
− 1
k2 + κ2
)
+ C1 + (e
2kl + 1)(C2 + C3) +D1 = 0
(7.23)
λ2 + λ3
2k2
+
[(√
3
2
k
κ
+ 1
)
e2kl −
(√
3
2
k
κ
− 1
)]
(C4 − C5) = 0
(7.24)
λ2 − λ3
2(k2 + κ2)
+(a−1)zC1− 1√
3
k
κ
(e2kl−1)(C4+C5)− (a+1)1
z
D1 = 0
(7.25)
λ2 + λ3
2
(
1
k2
− 1
k2 + κ2
)
+ zC1 + (e
2kl + 1)(C4 + C5) +
1
z
D1 = 0
(7.26) −bλ2
2
− L
k2 + κ2
λ3
2
+
z − 1√
k2 + κ2
(
C1 +
1
z
D1
)
− e
2kl − 1
k
(C2+C4) = 0
(7.27) − L
k2 + κ2
λ2
2
−bλ3
2
+
z − 1√
k2 + κ2
(
C1 +
1
z
D1
)
− e
2kl − 1
k
(C3+C5) = 0
The a, b, z are now defined as
Case II: a =
2√
3
√
1 +
(
k
κ
)2
, z = eL
√
k2+κ2 , b =
2l
k2
+
L
k2 + κ2
As previously,
Lemma 28. The 8×8 linear system of equations (7.20)-(7.27) is equivalent
to the following 3× 3 linear system
(S2)


1
k2+κ2
λ2 − [z + 1− a(z − 1)]C1 − 2√3
k
κ
(
e2kl − 1)C2 = 0(
1
k2
− 1
k2+κ2
)
λ2 + (z + 1)C1 + 2C2
(
e2kl + 1
)
= 0(
l
k2
+ L
k2+κ2
)
λ2 − 2 z−1√k2+κ2C1 +
2
k
(
e2kl − 1)C2 = 0
and C2 = C3 = C4 = C5, D1 = zC1, λ2 = λ3.
The proof of Lemma 28 is analogous to the proof of Lemma 26.
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7.3. Case III: µ = −κ2. In this case k21 = −(µ + κ21) = −µ = κ2, and
ki = µ + κ
2
i = µ + κ
2 = 0 (i = 2, · · · , 5), and thus we have a solution type
(II) for f1 and type (III) for all other fi:
(7.28)
f1(s) = −λ2 + λ3
2κ2
+ C1e
κs +D1e
−κs
fi(s) = −λi
4
(s− l)2 + Ci, i = 2, · · · , 5
Their derivatives are
f ′1(s) = κ
(
C1e
κs −D1e−κs
)
f ′i(s) = −
λi
2
(s− l), i = 2, · · · , 5
As previously we obtain the system
(7.29)
(√
3
κ
+ l
)
λ2 + λ3
4
− κ
(
1 +
√
3
2
)
C1 + κ
(
1−
√
3
2
)
D1 = 0
(7.30)
(√
3
κ
+ l
)
l
λ3 − λ2
4
+ C2 − C3 = 0
(7.31) −
(
2
κ2
+ l2
)
λ2 + λ3
4
+ C1 + C2 + C3 +D1 = 0
(7.32)
(√
3
κ
+ l
)
λ2 + λ3
4
+
(
1−
√
3
2
)
κeκLC1−
(
1 +
√
3
2
)
κe−κLD1 = 0
(7.33)
(√
3
κ
+ l
)
l
λ3 − λ2
4
+ C4 − C5 = 0
(7.34) −
(
2
κ2
+ l2
)
λ2 + λ3
4
+ eκLC1 + C4 + C5 + e
−κLD1 = 0
(7.35)
(
L
κ2
− l
3
3
)
λ2
2
+
L
κ2
λ3
2
− e
κL − 1
κ
(C1 + e
−κLD1) + l(C2 + C4) = 0
(7.36)
L
κ2
λ2
2
+
(
L
κ2
− l
3
3
)
λ3
2
− e
κL − 1
κ
(C1 + e
−κLD1) + l(C3 +C5) = 0
Lemma 29. The 8×8 linear system of equations (7.29)-(7.36) is equivalent
to the following 3× 3 linear system
(S3)


(√
3 + κl
)
λ⋆2 +
[
z − 1−
√
3
2 (z + 1)
]
C1 = 0
− (κ2l2 + 2)λ⋆2 + (z + 1)C1 + 2C2 = 0(
κL− 16κ3l3
)
λ⋆2 − (z − 1)C1 + κlC2 = 0
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and C2 = C3 = C4 = C5, D1 = zC1, λ2 = λ3. In (S3), λ
⋆
2 =
λ2
2κ2 , and
z = eκL.
The proof is analogous to that of Lemma 26.
7.4. Case IV: µ = 0. This is the case of neutral stability. Since k21 =
−(µ+ κ21) = 0, and ki = µ+ κ2i = κ2 > 0 (i = 2, · · · , 5), we have a solution
type (III) for f1 and type (I) for all other fi:
(7.37)
f1(s) =
λ2 + λ3
4
s2 + C1s+D1
fi(s) = − λi
2κ2
+
Ci
sin(κl)
cos κ(s− l), i = 2, · · · , 5
Proceeding as in case I we obtain the following linear system:
(7.38)
2
κ
C1 − C2 − C3 +
√
3D1 = 0
(7.39) − λ2 − λ3
2κ2
+ (C2 − C3)
(
cot κl −
√
3
2
)
= 0
(7.40) − λ2 + λ3
2κ2
+ (C2 + C3) cot κl +D1 = 0
(7.41)
(√
3
2 κL− 1
)
L
λ2 + λ3
2κ
+
(√
3
2 κL− 1
) C1
κ
− 12(C4+C5)+
√
3
2 D1 = 0
(7.42) − λ2 − λ3
2κ2
+ (C4 − C5)
(
cot κl −
√
3
2
)
= 0
(7.43)
λ2 + λ3
2κ2
(
κ2L2 − 1) + LC1 + (C4 + C5) cot κl +D1 = 0
(7.44)
(
κ3L3
12
+ κl
)
λ2
κ2
+
κ3L3
12
λ3
κ2
+
κL2
2
C1 − (C2 + C4) + κLD1 = 0
(7.45)
κ3L3
12
λ2
κ2
+
(
κ3L3
12
+ κl
)
λ3
κ2
+
κL2
2
C1 − (C3 + C5) + κLD1 = 0
Lemma 30. The linear system of equations (7.38)-(7.45) has a nontrivial
solution if and only if the following condition is satisfied:
(7.46)
[
φ
(
1
6L
⋆3 −
√
3
2 L
⋆2 + L⋆ + l
)
−
(√
3− L⋆
)]
(φL⋆ − 4 cot l⋆)+
1
2 (4− φL⋆)
(√
3− L⋆
)
L⋆ (φL⋆ − 2 cot l⋆) = 0
In (7.46) L⋆ = κL, l⋆ = κl, and φ =
√
3 cot l⋆ + 1.
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Proof. Equations (7.44), (7.45), (7.39) and (7.42) are equivalent to the fol-
lowing four equations:
λ2 = λ3, C2 = C3, C4 = C5
and
(7.47)
(
1
6L
⋆3 + l⋆
)
λ⋆2 +
1
2L
⋆2C⋆1 − (C2 + C4) + L⋆D1 = 0
We have switched to the dimensionless quantities L⋆, l⋆, λ⋆2 =
λ2
κ2
and C⋆2 =
C2
κ . Similarly, equations (7.38), (7.41), (7.40) and (7.43) are equivalent to
(7.48) C2 −
√
3
2 D1 = C
⋆
1 , 2C2 cot l
⋆ +D1 = λ
⋆
2
and
(7.49) C2 −C4 = −L⋆
(√
3
2 L
⋆ − 1
)
λ⋆2 −
(√
3
2 L
⋆ − 2
)
C⋆1
(7.50)
[(√
3
2 L
⋆ − 1
)
cot l⋆ + 12L
⋆
]
L⋆λ⋆2 =
[(√
3
2 L
⋆ − 2
)
cot l⋆ + 12L
⋆
]
C⋆1
By (7.48), solving for C2 and D1 in terms of C
⋆
1 , λ
⋆
2, and then solving (7.47)
for C4 again in terms of C
⋆
1 , λ
⋆
2, and substituting in (7.49) gives a linear
homogeneous equation in C⋆1 and λ
⋆
2. The compatibility condition of the
system comprised of this equation and (7.50) gives equation (7.46). 
7.5. Existence of stable disconnected partitions. In the following the-
orem we state the example announced at the beginning of this section, show-
ing the existence of stable disconnected three phase partitionings by triple
junction systems.
Theorem 31. Let Ω be a convex domain in R2, and T = (M1, · · · ,M5) a
minimal disconnected three-phase partitioning of Ω by a system of two C2
triple junctions as in Figure 7.1, with volume constraints. Furthermore, for
Ω and the partitioning system T we make the following assumptions:
(H1) The boundary Σ = ∂Ω is C2 in a neighborhood of Σ∩T and it is flat
at T ∩ Σ. In particular this means σ = 0 at all points of T ∩ Σ.
(H2) M1 is flat, i.e. κ1 = 0, and the length of M1 is L.
(H3) All other leaves have the same curvature κ 6= 0 and the same length
|Mi| = l, i = 2, · · · , 5.
(H4) α < 0 in the orientation of Figure 7.1.
Then there is a L0 > 0, possibly depending on l and κ, such that for
L 6 L0 the disconnected triple junction partitioning T is stable.
Proof. We will prove that the cases (I)-(IV) give no eigenvalue µ, and thus
the minimal eigenvalue of the problem is necessarily positive, which then by
Proposition 25 proves the assertion.
Assume
(
tan l⋆ +
√
3
)
L⋆0 < 4. The possible eigenvalues in the range
−κ2 < µ < 0 (case I) are given by the solution of the equation D1(x) = 0 in
PHASE CONNECTEDNESS OF AREA MINIMIZING PARTITIONINGS 45
0 < x < 1, where D1 is the determinant of (S1) (see Lemma 26) multiplied
by κk(k + κ),
(7.51)
D1(x) =
1
x2(1− x)
∣∣∣∣∣∣∣
x2 a(z − 1)− (z + 1) 2√
3
x2
1 −(z + 1) −2x cot(l⋆x)
l⋆(1− x2)− L⋆x2 2 z−1√
1−x2 −2
∣∣∣∣∣∣∣ ,
k2 = µ + κ2, x = kκ , 0 < x < 1, a =
2√
3
√
1− x2, and z = eL⋆
√
1−x2 . Clearly
D1 is real analytic in L
⋆, and
(7.52) D1(x) = 4
x+ 1
x2
[
l⋆√
3
x2 + l⋆x cot (l⋆x)− 1
]
+O(L⋆)
We will prove that the term inside square brackets is ≥ C0, where C0 > 0 is
a constant, in the interval 0 6 x 6 1. Considering the function
f(x) =
l⋆√
3
x2 sin(l⋆x) + l⋆x cos (l⋆x)− sin(l⋆x)
with derivative
f ′(x) = l⋆x sin (l⋆x)
[
2√
3
− l⋆ + 1√
3
l⋆x cot (l⋆x)
]
> 0, x > 0
we obtain f(x) > 0 for x > 0 and
l⋆√
3
x2 + l⋆x cot (l⋆x)− 1 > 0
The limits as x → 0+, 1− of the 0-th order term in the expansion (7.52)
are positive in the valid range of l⋆, ]0, π6 [. Furthermore, the function
∂D1
∂L⋆
is bounded and continuous in [0, 1]. Application of Taylor’s formula with
remainder yields a L⋆1 > 0 such that L
⋆
1 6 L
⋆
0 and D1(x) 6= 0 in ]0, 1[ for all
0 < L⋆ 6 L⋆1.
The possible eigenvalues in the range µ < −κ2 are given by the solution
of the equation D2(x) = 0 in ]0,∞[, where D2 is the determinant of (S2)
(see Lemma 28) multiplied by κk(k + κ),
D2(x) =
1
x2
∣∣∣∣∣∣∣
x2 a(z − 1)− (z + 1) − 2√
3
x
(
e2xl
⋆ − 1)
1 z + 1 2
(
e2xl
⋆
+ 1
)
L⋆x2 + l⋆(x2 + 1) −2 z−1√
x2+1
2
x
(
e2xl
⋆ − 1)
∣∣∣∣∣∣∣ ,
k2 = −(µ+ κ2), x = kκ , x > 0, a = 2√3
√
1 + x2, and z = eL
⋆
√
1+x2 . We have
D2(x) = ze
2xl⋆x
[
2
√
3(L⋆ + l⋆) +O( 1
x
)
]
as x→ +∞. Consequently, we can select a x0 > 0 (which is independent of
L⋆) such that D2(x) 6= 0 for x > x0. To prove that D2 has no roots in ]0, x0[
we consider its Taylor expansion in L⋆,
D2(x) = 4
x2 + 1
x3
[(
l⋆√
3
x2 − l⋆x+ 1
)
e2l
⋆x − l⋆√
3
x2 − l⋆x− 1
]
+O(L⋆)
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We will prove that the 0-th order term is positive in [0, x0]. To this purpose
we write the term inside the square brackets in the form(
1√
3
l⋆x2 − l⋆x+ 1
)(
e2l
⋆x − 1
)
− 2l⋆x
and apply the inequality et − 1 > t + 12t2 with t = 2l⋆x. In this way we
obtain(
l⋆√
3
x2 − l⋆x+ 1
)
e2l
⋆x − l⋆√
3
x2 − l⋆x− 1 > 2√
3
l⋆2x3
(
l⋆x−
√
3l⋆ + 1
)
.
Since l⋆ 6 π6 , we have l
⋆x−√3l⋆+1 > 1−
√
3π
6 > 0. This proves the existence
of a C0 > 0 such that
4
x2 + 1
x3
[(
l⋆√
3
x2 − l⋆x+ 1
)
e2l
⋆x − l⋆√
3
x2 − l⋆x− 1
]
> C0, x > 0.
The partial derivative of D2 with respect to L
⋆ is a bounded continuous
function in [0, x0]. By Taylor’s formula with remainder, we can select L
⋆
2 6
L⋆1 so small that |O(L⋆)| < C02 for L⋆ 6 L⋆2. Then D2(x) > C02 in ]0, x0[, and
this completes the proof that D2 has no roots in ]0,+∞[ for L⋆ 6 L⋆2.
We proceed to case (III) for the eigenvalue µ = −κ2. Solving the last two
equations of (S3) for C1, C2 in terms of λ
⋆
2 and substituting in the first of
(S3) gives the following necessary and sufficient condition for (S3) to have
nontrivial solutions:
(7.53)
(√
3 + 2l⋆ + 13 l
⋆3 + L⋆
)
(z−1)+ 12
(
l⋆2 − 1√
3
l⋆3 −
√
3L⋆
)
(z+1) = 0
In the limit L → 0 this reduces to l⋆ = √3 > π6 , which is absurd. Hence,
there is a L⋆3 > 0 such that L
⋆
3 6 L
⋆
2 and equation (7.53) has no solution for
L⋆ 6 L⋆3.
Finally, we treat the neutral stability case (IV), µ = 0. By Lemma 30 the
eigenvalue 0 is possible only for pairs L⋆, l⋆ satisfying equation (7.46). As
L⋆ → 0 this reduces to
−4 cot l⋆
[
l⋆
(√
3 cot l⋆ + 1
)
−
√
3
]
= 0
which, as it is easily seen, has no solution. This implies the existence of a
L⋆4 > 0 such that L
⋆
4 6 L
⋆
3 and there is no l
⋆ satisfying equation (7.46) for
all L⋆ 6 L⋆4. Redefinition of L
⋆
0 as L
⋆
4 proves the theorem. 
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