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На вiтчизняному ринку програмної продукцiї на сучасному етапi iснує досить велика кiлькiсть рiзно-
манiтних програм, проте серед них лише невелика кiлькiсть орiєнтованих на вирiшення задач адмiнiстру-
вання та технiчного облiку. У зв’язку iз цим актуальною задачею є розробка спецiалiзованих програмних
продуктiв у вказанiй сферi. Особливо гостро iснує потреба розроблення програмного забезпечення (ПЗ)
для автоматизованих систем пiдтримки експлуатацiї вiтчизняної транспортної мережi зв’язку. На основi
проведеного аналiзу програмних продуктiв для вирiшення вказаних задач у сферi телекомунiкацiй, вар-
то зазначити, що на свiтовому ринку присутнi близько 200 розробникiв OSS-рiшень (Operations Support
Systems), iз них лише близько десяти у країнах СНД, зокрема одним iз провiдних на ринку є система
«Кросс-Про» (ООО «SDL», Росiя) [1]. Проте, данi програмнi продукти мають певнi недолiки та труднощi
у впровадженнi на вiтчизняних пiдприємствах. На це впливають багато факторiв, основними з яких є:
мала кiлькiсть (або ж вiдсутнiсть) представництв у нашiй країнi, що дещо знижує оперативнiсть та якiсть
сервiсного обслуговування; достатньо дорога вартiсть пропонованого ПЗ, тощо. Також нерiдко виникає
ситуацiя, пов’язана iз тим, що вiтчизняна телекомунiкацiйна дiйснiсть не завжди «задовольняє» зарубi-
жну iдеологiю. Адже громiздкiсть подiбних рiшень така, що виникає питання: «OSS створюються для
оператора чи оператор пристосовується пiд OSS?»
Для операторiв транспортних мереж є ряд першочергових факторiв при роботi iз вiдповiдним ПЗ,
серед яких можна видiлити найбiльш прiоритетнi: масштабованiсть, гнучкiсть, налаштовуванiсть. Адже
лише спiвробiтники служб експлуатацiї в деталях знають поточний стан устаткування, щодо фахiвцiв
вiддiлiв розвитку, – то лише вони адекватно оцiнюють перспективи мережi. Тому свiй вибiр оператори
зроблять на користь того програмного рiшення, яке буде максимально задовольняти їхнi потреби. Одним
iз альтернативних способiв виходу iз проблеми «цiна-якiсть» є розробка гнучкого програмного продукту,
у якому враховано поточний стан телекомунiкацiйних систем.
Перед початком розробки програмного продукту визначимо перелiк системних вимог до його прое-
ктування та подальшого функцiонування: контроль користувачiв, iз наданням певних обмежень, щодо
їх груп; гнучкий пошук; можливостi зберiгання та завантаження бази даних; друк вибраних даних; мо-
жливiсть створення та завантаження резервної копiї даних; ведення iсторiї змiн; при всiх вище наведених
пунктах, потрiбно враховувати специфiчну логiку системи комунiкацiй та вимоги операторiв.
Програмне забезпечення, що розробляється в межах даного наукового дослiдження, призначене для
iнформацiйного забезпечення дiяльностi керiвникiв та спецiалiстiв пiдприємств в процесi експлуатацiї
i розвитку транспортної мережi. Програмний продукт забезпечуватиме централiзацiю iнформацiї з те-
хнiчного облiку, пiдвищенню якостi прийняття технологiчних та адмiнiстративних рiшень, пiдвищенню
точностi облiку, забезпечення цiлiсностi iнформацiї. До основної мети та переваг використання розро-
блюваного програмного продукту можна вiднести: пiдвищення ефективностi експлуатацiйно-технiчного
обслуговування мережi органiзацiї за рахунок автоматизацiї технологiчних процесiв облiку обладнан-
ня, мережi, каналiв та послуг; скорочення часу надання послуг i пiдвищення якостi прийняття рiшень, за
рахунок створення єдиного iнформацiйного простору, що забезпечує посадових осiб структурних пiдроздi-
лiв органiзацiї актуальною i повною iнформацiєю; економiя витрат на обслуговування мережi за рахунок
бiльш повного використання ресурсiв органiзацiї та на персонал в умовах росту обсягiв мережi; пiдви-
щення якостi наданих клiєнтам послуг за рахунок прискорення локалiзацiї аварiй i скорочення часу на
аварiйно-вiдновлюванi роботи; рiст прибутку органiзацiї за рахунок скорочення часу простою обладнання,
зниження кiлькостi вiдмов.
Розроблене ПЗ виконано у виглядi конструктора, що використовує при моделюваннi структури транс-
портної мережi принципи об’єктно-орiєнтованого пiдходу i являє iнтерактивну систему облiку та адмi-
нiстрування мережi. В якостi ресурсiв можуть використовуватися як простi, так i складнi об’єкти, якi
мають iєрархiчну та мережеву структуру, iз великою кiлькiстю елементiв та зв’язкiв мiж ними.
У системi є два рiвня моделi мережi: вiртуальний та реальний. На вiртуальному рiвнi задаються типи
об’єктiв, їх властивостi, зв’язки мiж об’єктами. Iз використанням вiртуальних об’єктiв будуються вiрту-
альнi схеми, шаблони та документи. На реальному рiвнi виконується побудова дiючої структури мережi.
Пiд час роботи iз даним типом схеми система обмежує набiр об’єктiв i зв’язкiв мiж ними згiдно iз тим,
що задано на вiртуальному рiвнi. Даний пiдхiд дозволяє при необхiдностi вносити в структуру моделi
будь-якi змiни в процесi роботи.
Також в даному науковому дослiдженнi особливо акцентується увага на перспективностi застосування
в межах поставленої прикладної задачi технологiй паралельних обчислень, зокрема GPGPU. GPGPU-
обчислення здiйснюють сумiсним використанням CPU i GPU в гетерогеннiй моделi обчислень. Стандартна
частина програми виконується на CPU, а бiльш вимоглива до обчислень частина обробляється з GPU
прискоренням. З точки зору користувача програма працює швидше, оскiльки вона використовує високу
продуктивнiсть GPU для пiдвищення загальної швидкодiї [2].
Актуальнiсть даного напряму обумовлена зокрема i тим, що пошук iнформацiї в базах даних є однiєю
з найважливiших задач в iнформацiйних технологiях насьогоднi. Варто вiдзначити, що академiчнi центри
таких компанiй як Oracle, Microsoft, SAP зацiкавленi пошуком масштабованих рiшень на базi графiчних
процесорiв (GPU).
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Перш за все варто розглянути архiтектуру iснуючих баз даних. Практично в будь-якiй її основi у
якостi структури даних для зберiгання лежить B-дерево. Воно являє собою збалансоване дерево пошуку,
створене спецiально для швидкої роботи з дисковою пам’яттю. B-дерева можуть мати вузли, кiлькiсть
яких може сягати тисячi, так що степiнь розгалуження B-дерева може бути дуже великою. Всi B-дерева
з n вузлами мають висоту O (lg n), таким чином, вони можуть використовуватися для реалiзацiї бага-
тьох операцiй над динамiчними множинами за цей час. Вузьким мiсцем системи обробки баз даних є
продуктивнiсть дискової пiдсистеми, з цiєї причини в алгоритмах їх обробки роблять акцент на: кiлькiсть
звернень до дискової пiдсистеми; обчислювальний час (час процесора).
В цьому контекстi необхiдно вiдзначити останнi дослiдження запитiв у iснуючiй СУБД SQLite [3].
Найпростiший select-запит складається з iнiцiалiзацiї таблицi, циклу по всiх рядках i очищення ресурсiв.
Його GPU-рiшення використовує практично всi види пам’ятi, якi надаються програмною моделлю CUDA.
Регiстрова пам’ять використовується для зберiгання зсувiв у блоцi даних i результатiв. Колективна па-
м’ять використовується для зберiгання результатiв кожного потоку. У константної пам’ятi зберiгається
програма вiртуальної машини, яку виконує кожен з потокiв, i так само службова iнформацiя, наприклад,
розмiрнiсть оброблюваних типiв. Глобальна пам’ять зберiгає оброблюванi данi. Данi однiєї таблицi постiй-
но зберiгаються в пам’ятi GPU, для того, щоб знизити розмiр переданих даних через шину для кожного
запиту. Для запуску вибiрки над множиною даних необхiдно перетворити B-дерево в табличну структуру.
Тести проводилися на Tesla C1060 GPU (табл.1).
Таблиця 1. Результати виконання запитiв на CPU та GPU [3].
Отриманi результати в цьому дослiдженнi можна роздiлити на тi, в яких враховувався час передачi з
хоста на пристрiй i де не враховується. Без урахування часу завантаження даних на GPU запити вико-
нувалися в середньому в 50 разiв швидше, нiж на звичайному процесорi. Якщо враховувати час передачi
в середньому GPU швидше в 36 разiв (табл. 1).
Висновки На основi даних дослiджень розроблено програмне забезпечення, яке задовольняє задачу
скорочення витрат при обслуговуваннi транспортної мережi. Програма, забезпечує прийняття рiшень у
складних i позаштатних ситуацiях, при цьому мiнiмiзуючи помилки, пов’язанi з людським фактором. В
умовах вiдсутностi потрiбної iнформацiї зберiгається можливiсть оперативного управлiння транспортною
системою, адже не завжди у операторiв є потрiбнi їм документи щодо використовуваного обладнання.
Керiвники отримують можливiсть контролювати процес експлуатацiї апаратної частини, оцiнювати мо-
жливостi мережi i перспективи її зростання у майбутньому. Безпосереднi виконавцi, тобто оператори,
позбавленi вiд необхiдностi виконувати рутиннi операцiї. Крiм того, скорочується час на виявлення непо-
ладок та аварiй, тривалiсть перерв зв’язку i час простою обладнання також зменшується. Бiльш повно
використовується кабельний ресурс, пiдвищується надiйнiсть функцiонування всiєї системи зв’язку. Та-
кий комплексний показник, як сумарна вартiсть володiння мереженою iнфраструктурою, знижується на
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