Abstract. This paper studies the use of decomposition techniques to quickly find high-quality solutions to large-scale vehicle routing problems with time windows. It considers an adaptive decomposition scheme which iteratively decouples a routing problem based on the current solution. Earlier work considered vehiclebased decompositions that partitions the vehicles across the subproblems. The subproblems can then be optimized independently and merged easily. This paper argues that vehicle-based decompositions, although very effective on various problem classes also have limitations. In particular, they do not accommodate temporal decompositions and may produce spatial decompositions that are not focused enough. This paper then proposes customer-based decompositions which generalize vehicle-based decouplings and allows for focused spatial and temporal decompositions. Experimental results on class R2 of the extended Solomon benchmarks demonstrates the benefits of the customer-based adaptive decomposition scheme and its spatial, temporal, and hybrid instantiations. In particular, they show that customer-based decompositions bring significant benefits over large neighborhood search in contrast to vehicle-based decompositions.
Introduction
The scale of optimization problems and the need for finding high-quality solutions has grown steadily in recent years as optimization systems are increasingly deployed in operational, integrated settings. This trend generates significant issues for optimization research, changing the focus from finding optimal solutions to delivering high-quality solutions under time constraints. This paper examines the underlying algorithmic issues in the context of multiple vehicle routing with time windows (VRPTWs), which arise in many transportation applications including courier services, the scheduling of repairs in telecommunication companies, and supply-chain logistics. VRPTWs are particularly interesting in this respect, since instances with as few as 100 customers have not been solved optimally despite intense research. Hence finding high-quality solutions under time constraints for problems with 1,000 customers is a significant challenge.
Spatial and temporal decouplings [17] are natural avenues for speeding up optimization algorithms. Unfortunately, they do not apply easily to large-scale VRPTWs that involve complex spatial and temporal dependencies. To remedy this limitation, the concept of adaptive decoupling was proposed in [4] . Its key idea is to iteratively select subproblems that are optimized independently and reinserted into an existing solution. The successive decouplings are adaptive as they depend on the current solution, not simply the instance data. The benefits of this approach were demonstrated by a vehicle-based adaptive spatial decomposition VASD scheme which produces highquality solutions significantly faster than large neighborhood search (LNS) on the class RC1 of the extended Solomon benchmarks. Informally speaking, the VASD scheme partitions the vehicles of an existing solution to obtain two subproblems, reoptimizes one of these subproblems using LNS, and reinsert the optimized vehicle routes to obtain a new solution. The VASD scheme is attractive since it makes it easy to merge the solutions of decoupled problems. However, it also has a number of limitations. Because it is vehicle-based, it is not as spatially focused as possible since vehicles may often travel across large regions, especially early in the optimization process. Moreover, vehicle-based decompositions cannot really accommodate temporal decouplings, since vehicles generally serve customers with a wide variety of time windows.
This paper remedies these limitations and proposes a customer-based adaptive decomposition (CAD) scheme which can be naturally instantiated to spatial, temporal, and hybrid decouplings. Its key idea is to select a set of customers based on a spatial, temporal, or hybrid property and to define a generalized multi-depot VRPTW involving these customers only. The CAD scheme thus allows for more focused spatial decompositions, tight temporal decompositions, or a combination thereof. The generalized VRPTW is also designed to allow for an easy merging of its reoptimized solution into the existing solution.
The benefits of the CAD scheme are demonstrated on the class R2 of the extended Solomon benchmarks. The experimental results indicate that the CAD scheme significantly outperforms LNS and the VASD scheme on this class. They also indicate the complementarity between spatial and temporal decompositions and hence the value of hybrid decompositions.
The rest of this paper is organized as follows. It first reviews VRPTWs and the adaptive decomposition scheme. It then presents the earlier work on vehicle-based adaptive spatial decompositions and the novel contributions on customer-based adaptive decouplings. The paper then presents several instantiations of the CAD scheme, including spatial, temporal, and randomized decouplings. The experimental results and the related work concludes the paper.
VRPTWs
A VRPTW instance is specified by a set C of customers, a set of departure depots D − , a set of arrival depots D + , and a set of vehicles V such that |D − | = |D + | = |V|. A single depot problem is easily generalized into a multi-depot problem by creating multiple depots at the same location. We use multiple depots since it enables us to specify decoupled problems as VRPTWs. The sites of the VRPTW instance are elements of
Every site c has a demand q c ≥ 0 and a service time s c ≥ 0 which is the duration spent at each customer location. The travel cost between sites i and j is t ij . Each site c has a time window [e c , l c ] constraining when it can be visited, where e c and l c represent the earliest and latest arrival times. Vehicles must arrive at site c before the end of the time window l c . They may arrive early but they have to wait until time e c to be serviced. Each vehicle has a capacity Q. The recursive computation of earliest and latest arrival times is specified in detail in [2] and is omitted here for space reasons.
Solutions are specified in terms of vehicle routes and routing plans. A vehicle route starts from a depot d − , visits a number of customers at most once, and returns to a depot d + . It is thus a sequence d − , c 1 , . . . , c n , d + where all sites are different. The customers of a route r = d − , c 1 , . . . , c n , d + , denoted by cust(r), is the set {c 1 , . . . , c n } and the route r of a customer in {c 1 , . . . , c n } is denoted by route(c). The size of a route, denoted by |r|, is |cust(r )|. The demand of a route, denoted by q(r), is the sum of the demands of its sites, i.e., q(r) = q(d
. A route satisfies its capacity constraint if q(r) ≤ Q. We use q(c) to denote the amount of capacity used by a route up to site c. The travel cost t(r) of a route r = d − , c 1 , . . . , c n , d + is the cost of visiting all its sites, i.e., t(r)
. A routing plan is a set of routes in which every customer is visited exactly once and every depot at most once. Observe that a routing plan assigns a unique earliest arrival time a c for each site c. It also assigns a unique return time a(r) to its destination depot d + for each route r. The routing plan also assigns a departure time for each site c, denoted by δ c . The routing plan also assigns a critical arrival time for each site c, denoted by z c . This is the latest time a vehicle can feasibly arrive at c.
A solution to the VRPTW is a routing plan σ satisfying the capacity and time window constraints, i.e., ∀r ∈ σ : q(r) ≤ Q & ∀c ∈ Sites : a c ≤ l c . The ordering of the customers on a route in σ implicitly defines a predecessor and successor site for each site c, denoted by pred(σ, c) and succ(σ, c). When the context is clear, σ is dropped from the notation for brevity. The size |σ| of a routing plan σ is the number of non-empty routes in σ. The VRPTW problem consists of finding a solution σ which minimizes a lexicographic function consisting of the number of vehicles and the total travel cost, i.e., f (σ) = |σ|, r∈σ t(r) . Modern algorithms for the VRPTW are often organized in two stages, first minimizing the number of vehicles and then minimizing travel distance [2, 19] .
The Adaptive Decomposition Scheme
This paper aims at finding decouplings to speed up the solving of large-scale VRPTWs. The goal of the decouplings is to decompose a VRPTW P into two sub-VRPTWs P o and P s that can be solved independently and whose solutions can be merged into a solution of P. In general, finding static decompositions is difficult. For this reason, we proposed in [4] to use the current solution σ of P to find a decoupling (P o , P s ) with projected solution σ o and σ s . The VRPTW P o is then reoptimized and its solution is merged with σ s to obtain a new solution to P. More precisely, the Adaptive Decomposition Scheme (ADS) is based on two main principles:
1. Starting from plan σ 0 , it produces a sequence of plans σ 1 , . . . , σ j such that One of the most challenging aspects of ADS is how to perform the merging of the decoupled solutions, i.e, σ i = MERGE(σ * o , σ i−1 ). In [4] , we addressed this challenge by choosing P o such that the customers of entire vehicles are removed. The merging operation is then trivial, since the vehicles in (P o and P s ) are disjoint. We now review this scheme to emphasize its strengths and limitations.
Vehicle-Based Spatial Adaptive Decompositions
The decomposition presented in [4] is a vehicle-based adaptive decoupling (VAD). It partitions the vehicles to obtain P o and P s , reoptimizes P o , and uses the new optimized routes, and the routes in P o to obtain a new solution. Only spatial decompositions were considered in [4] . The idea was to view the customer region as a circle, randomly selects a wedge W , and partitions the vehicles into those serving at least one customers in W and the others. The resulting Vehicle-Based Spatial Adaptive Decomposition VASD is particularly effective and produced high-quality solutions quickly on instances with up to 1,000 vertices. Its main benefits are the simple definition of P o and the trivial implementation of merging, which simply uses the optimized routes of P o to replace the old routes in the existing solution.
The VAD scheme has a number of limitations however. First, because the decoupling is vehicle-based, the customers can be located significantly outside the selected wedge. This is illustrated in Figure 1 which depicts the behavior of the VASD scheme visually. The left part of Figure 1 shows the initial plan σ 0 (left) and the plan σ 1 (right) after the first decoupling and optimization. The customers in the subproblem P o are in red, the remaining ones in blue. The right part of Figure 1 shows the projected solution σ o for subproblem P o (left) and its reoptimization σ * o (right). As can be seen, the first subproblem is quite spread out, illustrating the spatial decomposition is not as tight as desired.
More important however is the fact that the VAD scheme does not scale to other decomposition criteria and, in particular, to temporal decompositions. Indeed, unless the time windows are wide, it is very unlikely that good solutions cluster customers with similar time windows on the same vehicle, since the vehicle will be inactive for most of the time horizon. Since it uses a vehicle-based decomposition, the VASD scheme is not well-adapted to exploit temporal locality.
Customer-Based Adaptive Decompositions
To remedy this limitation, this paper proposes a Customer-based Adaptive Decomposition (CAD) scheme. A decoupled problem in the CAD scheme is given by a set of customer sequences and has a new set of depots and constraints so that the solutions of σ * o can be inserted into σ s , while ensuring feasibility of the resulting plan.
Given a sequence of customers c i , . . . , c j for the decoupling, the depots of the subproblem are constructed as follows:
the origin depot is the predecessor of the sequence.
: the destination depot is the successor of the sequence.
: the departure time of c i is the earliest departure time for d
− .
− is the cumulative demand up to pred(c i ).
+ is the cumulative demand after c j .
By constructing depots using the border regions of a sequence, any feasible route between d − and d + can be reinserted between pred(c i ) and succ(c j ) of σ i−1 , while maintaining the feasibility of P i .
The CAD scheme is formalized in Figure 2 . The core of the algorithm is in lines 3-6 which selects a set of customers (line 3), extracts the customers as a VRPTW (line 4), reoptimizes subproblem P o using algorithm A (line 5), and merges the new optimized subplan σ * o to obtain the new solution (line 6). These main steps are repeated until the time limit is reached. The extraction step is given by the EXTRACT function, which collects all vehicles serving a customer in the decomposition (line 1), collects all the customers served by these vehicles in between customers of S, and constructs the depots (lines 2-10). The customers and depots so obtained define the subproblem (line 11). The CONSTRUCTARRIVALDEPOT and CONSTRUCTDEPARTUREDEPOT functions describe how to create depots for P o that allows σ * o to be feasibly merged into σ. Finally, the MERGE function shows how σ * o is merged into σ.
Instantiations of the CAD Scheme
This section presents a variety of instantiations of the CAD scheme. Each such instantiation only has to specify how the function SELECTCUSTOMERS is implemented. We start with the vehicle-based spatial decomposition proposed in [4] , generalize it, and then present temporal and random decompositions.
The VASD Scheme
We first show how the VASD scheme can be viewed as an instantiation of CAD. The VASD decomposition scheme is depicted in Figure 3 and aims at choosing wedges CAD(A, σ0) 1 σ ← σ0; 2 while time limit unreached 3 do S ← SELECTCUSTOMERS(P , σ); 4
Po ← EXTRACT(S, P, σ); Fig. 2 . The CAD Scheme. 
The CASD Scheme
We now present a customer-based spatial decomposition CASD that generalizes the VASD scheme. This generalization is especially important when considering problems (such as the class 2 problems of the extended Solomon benchmarks) where the vehicles serve many customers and can travel across many portions of the space. Under these conditions, VASD loses some of its locality as shown in Figure 1 . In contrast, CASD algorithm preserves the spatial boundaries and improves the results of spatial decouplings on the class 2 extended Solomon benchmarks. Figure 4 gives the formalization of CASD which is a simplification of VASD. Figure 5 shows how the CASD scheme performs a decoupling from the same starting solution as Figure 1 . The right hand picture shows all routes with decoupled customers, with the decoupled customers shown in red and the remaining ones in blue. It is interesting to compare this with Figure 1 . CASD is clearly better at respecting spatial boundaries and allows customers of more vehicles to be considered in the decomposition.
The CATD Scheme
We now present a temporal instantiation (CATD) of the CAD scheme. The CATD scheme chooses random time slices and returns all of the customers that are served within that time slice. Figure 6 provides the implementation of this algorithm where . β is then incremented from α + 1 until the desired number of customers appear in the interval (or when β = l d∈D ). Figure 7 demonstrates a decoupling based on the CATD scheme. Unlike prior decouplings, the temporal decoupling crosses most of the vehicles as seen by the number of routes included in the righthand side of the figure.
The CARD Scheme
This section describes a simple random decoupling scheme (CARD) used to provide a basis to evaluate the structured decoupling schemes described in the prior sections. Figure 8 shows the implementation. The scheme iterates by selecting random sequences of customers (lines 3-4) until the desired number of customers is achieved (line 2).
Experimental Results
This section presents the experimental results for the 1,000 customer extended Solomon benchmarks (www.top.sintef.no/vrp/benchmarks.html). The benchmarks contain a mix of loose and tight time windows and different types of spatial distributions. Recall that the difficulty in these problems, once two-stage algorithms are considered, is mostly in optimizing travel distances. Hence the experimental results mostly Fig. 7 . The First Decoupling of CATD. [29] for algorithm A. LNS is one of the most effective algorithms for optimizing vehicle routing problems [29, 3, 2, 26, 24] ; it also has the benefits of easily accommodating side constraints [3] , which is important in practical implementations. The experiments report the solution quality under various time constraints (i.e., 2.5, 5, 10, and 15 minutes). Each reported result is the average of 50 runs on an AMD Athlon Dual Core Processor 3800.
For space reasons, we focus only on class R2. In general, the results on RC1 and R1 show that VASD(LNS) is the best implementation and produces significant improvements in solution quality under time constraints. In average, it produces improvements of 35%, 29%, 17%, and 6% over LNS when the time constraints require solutions to be found within 1, 2.5, 5, and 10 minutes respectively on RC1 problems. Both VASD and CASD outperform LNS on all RC1 and R1 instances and the results of CATD and CARD are good after the first 2.5 minutes. In general, good solutions to RC1 and R1 are characterized by vehicles serving very few customers in narrow regions, making spatial decompositions very natural. It is also important that the decomposition scheme provides highly competitive solutions when run for about an hour and improves some of the best-known solutions on these benchmarks. Benefits of CAD Table 1 describes the solution quality under various time constraints for LNS and various instantiations of CAD(LNS) on R2 problems. Each column describes a R2 instance with 1,000 customers and the best-known number of vehicles. The clusters of rows consider various time constraints: 1, 2.5, 5, and 10 minutes. The row BK specifies the travel distance of the best known solution (prior to this research). The rows %Impr describes the improvement in solution quality of CAD(LNS) with respect to LNS. CAD(LNS) is run with N = 200, i.e., the decomposition must contain at least 200 customers. It is interesting to observe that Table 1 provides very different conclusions than the results on classes RC1 and R1. High-quality solutions to R2 problems are characterized by fewer vehicles serving many more customers over wide temporal regions. This puts VASD at a disadvantage as decompositions typically violate the natural spatial boundaries of the wedge due to the need to include all customers of vehicles. This is best illustrated by the 5 minute results, when the CASD scheme vastly outperforms VASD. After 2.5, 5, and 10 minutes, CASD produces average improvements of 6.3%, 10.6%, Fig. 9 . Benefits of CAD on R2 10 1 and R2 10 3. and 8.9% over LNS, while VASD degrades the performance after 2.5 minutes and produces improvements of 1.4% and 1.6% for 5 and 10 minutes. On some benchmarks, CASD produces more than 10% over LNS. Interestingly, CATD produces excellent results on class R2 and produces average improvements of 0.3%, 7.5%, 7.9%, and 6.2% after 1, 2.5, 5, and 10 minutes. Moreover, it significantly outperforms other decompositions on several benchmarks where it can produce improvements up to 14%. On closer inspection, CATD performs very well on those problems whose customers have narrow time windows. The explanation for this behavior is interesting: when a customer has a wide time window, it can be served early or late. If it is initially served early when it should be served late, it is impossible to find a solution that moves the customer to a later time period, unless every intermediate temporal decoupling provides an improving solution. On problems with customers with narrow time windows, the problem structure itself enforces the correct temporal locations of the customers, making a temporal decomposition very natural. Figure 9 depicts the typical behavior of LNS and CAD(LNS) on two benchmarks in the R2 class. In the left graph, the R2 problem has narrow time windows and CATD is clearly the best, further demonstrating the natural benefits of this decomposition when customers have narrow time windows. It also shows the limitations of the VASD approach under the conditions of class 2 problems. The right part of the figure shows results on a class 2 problem with wide time windows. Here we see a reversal of the effectiveness of CATD where CASD is clearly better. Note also that CASD(LNS) and CATD(LNS) still dominates LNS when both algorithms run for an hour.
Overall, these results clearly show the benefits of customer-based decompositions and the complementary between spatial and temporal decompositions.
Hybrid Implementations To exploit this complementarity, We also considered some hybrid approaches between CASD and CATD to determine if a single approach would perform well on all instances (for example good on both R2 10 1 and R2 10 3). Two hybrids worked quite well. The first hybrid chooses to either follow a CATD decoupling or a CASD decoupling randomly at each iteration. The second hybrid creates a decoupling at each iteration that contains N/2 customers from a CATD selection and N/2 from CASD selection. Both schemes generated very consistent results on all problems, in general being within 1% of the best CASD or CATD result on each problem. This indicates that when problem structure is unknown or varied, a hybrid approach may produce the best results. Figure 10 demonstrates how the first hybrid approach smoothes out performance.
Related Work
There are literally hundreds of papers discussing vehicle routing problems and their variations and it is beyond the scope of this paper to provide a comprehensive literature review. The reader is invited to see [8, 9, 11, 16, 27, 25] for recent surveys. Almost all papers focus on problems of relatively small size which, as mentioned earlier, are already extremely difficult. Unfortunately, many of the proposed techniques do not scale well and some recent papers specifically address large-scale problems. We now focus attention on recent work that have considered decomposition ideas.
Decomposition comes in many different varieties in literature. In some papers, like [5, 6] , decomposition focuses on decomposing the search strategy space (as opposed to problem structure). Related to this idea is the view of decomposition across attributes (variables) of the problems. Multi-stage approaches such as [15, 2, 21, 18, 10, 7] can be classified in this way (i.e., first minimizing the number vehicles required and then minimizing the travel distance). [12] suggests a general framework for breaking problems across attribute boundaries using evolutionary algorithms. The different subproblems communicate results via population exchanges. The framework is tested on the VRPTW. They key difference between attribute decomposition and CAD is that our approach retains information about the entire problem and simplifies the problem by decreasing their scale.
Recent and concurrent work has focused on dividing the problem into smaller subproblems across structural boundaries that is very much in the spirit of VASD. [20] presents a deterministic hierarchical decomposition scheme for evolutionary algorithms. The VRPTW spatial region is divided into rectangles, defining sub problems that are solved independently. The rectangles are recursively merged into larger subproblems which rely on the smaller problems as starting solutions for the larger subproblems. [1] introduces spatial-based decomposition ideas in a genetic algorithm. Their approach randomly applies the evolutionary operations to either the whole problem or spatially defined sub regions. [23, 22] presents some interesting spatial decomposition approaches based on clustering (POPMUSIC). At a high level, POPMUSIC iteratively chooses routes and creates subproblems based on nearness to that route (different approaches to defining nearness are explored). The algorithm iterates until it has created subproblems on all routes without improvement. Finally, the work of [13] proposes a decoupling scheme for the air-taxi problem based on spatial boundaries.
In many ways, all of these approach can be viewed as variations of VASD. The key difference between these approaches and our framework is that they decompose problems based on routes as opposed to customers. This makes the merging of solutions from the subproblems to the global problem easy. However, by structuring the decompositions on a customer basis, we are able to create subproblems within routes, a property that is very important when routes cross multiple spatial and temporal boundaries. But is important to note that this related work also supports our claim that decomposition improves algorithm performance.
It is useful to contrast the deconstruction steps of LNS ( [29, 26, 28, 24] ) and the CAD scheme. In LNS, the basic step consists of removing related customers (often based on spatial or temporal relationships) from a plan σ and to reinsert them in σ using an optimization algorithm. The CAD scheme can also be thought of as removing related customers with two fundamental differences: 1) the removed customers defines a VRPTW subproblem of (significantly) smaller size which can solved independently and 2) Subproblems restrict neighborhood explorations to being within the decomposition itself. This is critical for finding high-quality solution quickly. Obviously, the two approaches are synergetic since our results are obtained using CAD(LNS).
Finally, it is useful to relate CAD to the approach in [17] which impose specific temporal constraints to obtain decouplings. CAD uses spatial and temporal decouplings that constrain specific subsets of customers to be served by designated vehicles. Moreover, the use of decoupling is fundamentally different. The idea is to iteratively obtain new decouplings to optimize an existing plan by re-optimizing subproblems. This use of decouplings also contrast with traditional decomposition techniques in constraint satisfaction [14] .
Conclusion
This paper reconsidered the adaptive decomposition framework to quickly find highquality solutions to large-scale vehicle routing problems with time windows. Earlier work had focused vehicle-based decompositions that partition the vehicles across the subproblems which makes it easy to define the subproblems and merge their solutions. Although vehicle-based spatial decompositions are very effective on classes R1 and RC1 of the extended Solomon benchmarks, the paper identified some of their limitations and, in particular, the difficulty in adapting them to temporal decompositions. This paper then proposed customer-based decompositions which generalize vehicle-based decouplings and allow for focused spatial and temporal decompositions. Experimental results on class R2 of the extended Solomon benchmarks demonstrated the benefits of the customer-based adaptive decomposition scheme and its spatial, temporal, and hybrid instantiations. In particular, the results show significant benefits over the use of large neighborhood search and vehicle-based spatial decompositions. For instance, customer-based temporal decompositions yield an average improvement of 7.4% over LNS after 2.5 minutes, while the vehicle-based spatial decomposition degrades the performance by 0.4% in average. Similarly, customer-based spatial decompositions yield an average improvement of 10.6% over LNS after 5 minutes, while the vehicle-based spatial decomposition improves the performance by only 1.4% in average. The complementary between spatial and temporal decompositions was also highlighted and hybridizations were shown to be particularly effective in producing robust results across all benchmarks. An intriguing future research direction is to determine whether the decomposition can be chosen automatically from the instance structure.
