Disease rates vary between different locations particularly in the rural areas. While a database of diseases occurrence could be easily found, studies have been limited to descriptive statistical analysis, and are mostly restricted to diseases affecting adults. This paper therefore presents a Mathematical Model (MM) for predicting immunize-able diseases that affect children between ages 0 -5 years. The model was adapted and deployed for use in six (6) selected localized areas within Osun State in Nigeria. Using the MATLAB's ANN toolbox, the Statistics toolbox for classification and regression, and the Naïve Bayesian classifier the MM was developed. The MM is robust in that it takes advantage of three (3) data mining techniques: ANN, Decision Tree Algorithm and Naïve Bayes Classifier. These data mining techniques provided the means by which hidden information were discovered for detecting trends within databases, and thus facilitate the prediction of future disease occurrence in the tested locations. Results obtained showed that diseases have peak periods depending on their epidemicity, hence the need to adequately administer immunization to the right places at the right time. Therefore, this paper argues that using this model would enhance the effectiveness of routine immunization in Nigeria.
INTRODUCTION
Diseases are the abnormal medical conditions of organisms that impair bodily functions, and are associated with recognizable symptoms and signs. The causes of diseases may be related to external factors such as infectious disease or autoimmune disease in the case of internal dysfunctions [1] . Other related definitions of diseases, their mode of transmission and the type of diseases as classified by Global Health Council as examples of Immunize-able Diseases (IDs) are found in [2] , [3] and [4] . Furthermore, IDs are diseases that can be prevented by inoculation or vaccination at the early age of an individual"s life, and are also referred to as vaccine-preventable diseases [5] . When immunization is given between ages 0-5 years, a lasting immunity to diseases is thus provided [1] . In Nigeria, the predominant diseases which kill children that are considered in this study include:
Yellow fever, Measles, Poliomyelitis, and Hepatitis B which are viral diseases; and Tuberculosis and Whooping cough which are contagious bacteria diseases.
In 2002 alone, over 25.5 million children worldwide died (before their fifth birthday), of vaccine-preventable diseases. In 2003 also, over 17 million children in Africa died of Immunize-able diseases. According to [6] , in Nigeria alone (the country of context for this research), from 1998 to 2007 immunize-able diseases claimed over 22 million children. One wonders what the mortality rate is now, almost six (6) years after. According to the same report, the effect of high infant mortality rate caused by Immunize-able diseases is that it decreases life expectancy. Going by the figures quoted above, 35% of children born in Nigeria die before age five. In the same report, ten (10) in every 200 polio infections leads to irreversible paralysis (usually in the legs); thus leading to a lifelong deformation. For yellow fever; it is known to cause significant organ damage in two out of 20 children in the toxic phase [6] .
However, existing vaccines against all immunize-able diseases have the potential to avert an estimated 65 million child deaths annually. But this will only happen if children receive all doses early enough in life to avoid exposure to these diseases. Between 1999 and 2002, for example, deaths due to measles infection were reduced by 30% globally through improved routine immunization and supplemental measles campaigns. In Nigeria, over six million deaths are prevented in children each year as a result of immunizations alone. But, there is so much more work to do before immunization would realize its full potentials for protecting children against diseases for which effective vaccines now exist [7] . Routine immunization continues to remain a serious concern for the Government of any country including Nigeria and development partners like WHO.
Although, most IDs are preventable with immunization, they are not curable. It is therefore worthwhile to develop a system that could be used to examine the trends of diseases and thus predict if they are immunize-able or not. The availability of a dataset makes the use of Data Mining (DM) and its techniques appropriate in this research and invaluable in determining relevant and interpretable patterns of disease trends. DM has been defined by several researchers e.g. [8] ; [9] ; and [10] . But, simply, DM is "the process of finding hidden information in a database" [10] . Furthermore, scores of literature exists where detailed discourse of DM and its techniques could be found, but some examples are e.g. [11] ; [12] ; [13] ; [14] ; [9] ; and [10] ; [15] . In this paper, three classification methods of 6 the DM based techniques are applied to propose a predictive model for immunize-able diseases. The methods are: The statistical-based Naive Bayes technique (NBT); the Decision Tree (DT) based algorithm; and Artificial Neural Network (ANN) based algorithm. Thus, the purpose of this paper is to present a triangulation of these techniques. As a result, this paper reports a Mathematical Model with a savvy of these techniques for IDs prediction using Nigeria as a case study. The paper advances thus: Section 2.0 contains a brief literature review; section 3.0 an overview of related Data mining techniques; section 4.0 a discussion of the paper"s methodology; and section 5.0 contains the description of the components of the proposed model. In addition, in section 6.0 the result is presented, and in section 7.0 the study"s conclusion is given.
BRIEF LITERATURE REVIEW
Data mining methods have been used severally to predict important clinical outcomes [16] , [17] . Data mining (DM) techniques has been largely applied in clinical medicine. This has also been reviewed e.g. [18] , [19] ; [20] ; and [21] . In literature the process of DM in the field of medicine and other domains, such as business, marketing and the economy has also been differentiated and elucidated e.g. [21] and [22] . The use of more than one DM techniques for prediction especially in the health related domain abounds, a review of few of these are as follows. [23] used a combination of Temporal Abstraction with (DT and Mining support a priori algorithm) data mining techniques. This approach was meant to analyze dialysis patients' biochemical data in order to develop a decision support system. Results obtained were helpful in predicting hemodialysis patients and suggesting immediate treatments to avoid hospitalization. In [24] , the use of Naïve Bayes and WAC (weighted associative classifier) was reported. A prototype using these data mining techniques was obtained. The likelihood of patients getting a heart disease was consequently easily predicted using patients" medical profile. In both cases a triangulation of method was applied but restricted to two, but not for predicting immunize-able disease occurrence.
In health management, DM technique has also been applied. For example, [25] reported the use of DM methods to infer health care indices of individuals. As a result, they formulated the widely used Charlson Index using data mining techniques. [26] proposed a predictive cause of death model. The utility of the model helped in the generation of information that could accelerate progress towards MDG. The prediction of the survivability of various illnesses has been investigated. For example, [27] , [28] , [29] investigated survivability for breast cancer; [30] did the same for cervical cancer; and [31] for Crohn's Disease to name a few. In a related study [32] , the potential use of classification based data mining techniques to mine massive volume of Immunization data was examined. However, the model was for predictive measles in children, using two classification DM techniques. Similarly, in [33] , both the DT and NBC were used to design a predictive model to help predict the occurrence of measles outbreaks. The main difference between [32] , and [34] research is the interchange of DM classification technique. Moreover, to the best of our knowledge, no work has been done in applying data mining techniques to develop predictive models for immunize-able diseases that affect children of 0-5 years old. Based on these literature reviews, this study integrates three DM classification techniques as earlier stated. As a result, in this paper were describe a predictive model that is triangularly put together using DM techniques such as NBT, DT, and ANN for predicting immunize-able diseases in infants.
MATERIALS AND METHOD
In this section we describe a triangulation of DM (see Section 3.1) and the methodology applied to achieve the goal of building the predictive model that is proposed in this paper (see Section 3.2).
Triangulation of Data Mining Techniques
A major role of the Expanded Program on Immunization (EPI) is to significantly contribute to the Millennium Development Goal (MDG). The goal is to half child mortality by 2015. Consequently, infant mortality would be reduced, and invariably life expectancy will increase [4] . Therefore, this paper argues that the art of predictiveness will have significant influence if introduced, to fostering the programme of immunization. In order to demonstrate this, we harness the potentials of ANN, NBT, and proposed a model that is predictive. The DT algorithm was formulated from decision trees. Its adoption and use in this paper is premised on the fact that DTs are reliable tools for predictive modelling. Its rulebased nature made exploiting its explicit set of "IF-THEN" inference rules (rather than abstract mathematical equations) possible. This advantage was an asset in interpreting relevant results.
The second technique in this triangularly approach is the Naive Bayes" Classifier (NBC). Its strong assumption as expressed by its theorem, which is the basis why its model is often described as an independent feature (since the NBC assumes mutually independent events) was the reason for its adaption and use in this study. Thus, the presence (or absence) of a particular feature of a class is unrelated to the presence (or absence) of any other feature [15] . So, from underlying evidence (as provided by the dataset used in this research) useful predictions are easily made. The Naive Bayes" theorem presents a probability model for prediction, and details of this theorem are evident in literature e.g. [15] , [34] . The equation in (i) is a summary of the Naïve Bayes" algorithm, which is less complex and faster in modelling domains that are characterized by inherent uncertainty [35] , hence its adoption in this research. The Naïve Bayes' Theorem states that:
Similarly, in practical terms the ANN offers a non-linear statistical data modelling tool that is usable for modelling complex relationships. These relationships are needed for finding patterns in data and between inputs and outputs. The back propagation network of the ANN is one of the most frequently used techniques in neural network learning algorithm. This algorithm is a supervised learning method where the training data contains examples of inputs together with the corresponding outputs. What the neural network does is to learn to infer the relationship between inputs and outputs. As recommended, the training data was taken from historical records [12] . Moreover, a proper training of the network, allows it to easily model unknown functions that relates the input variables to the output variables. This is subsequently used to make predictions where the output is not known [35] . Detailed description of ANN is not sparse in literature e.g. [35] , [36] , [8] , [37] .
These techniques (ANN, DT, and NBC) were adapted and used since they combine and work well with each other.
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Despite the sophistication of these schemes in modelling extremely complex functions, they still have some limitations. Thus, caution is needed so as not to restrict DT"s interpretation to a particular rule representation, else the predictive power of the model will be significantly restrict. For ANN, the cost of time and money is a major challenge, since a large diversity of training for real-world operation is required. In using the Naive Bayes" Classifier (NBC), there is need to painstakingly check the constraints on which the theorem"s assumptions thrives, else false postulations would be upheld instead [36] , [37] .
Methodology
To satisfy the purpose of this paper, the methodology used to build the predictive model is the CRISP-DM. It is interpreted as the cross industry standard process for data mining methodology. Its choice for this paper is premised on first, its tools independent nature and secondly on its alloy of aspects of the academic and industrial model. It is one of the most widely used data mining methodology for knowledge discovery, and it consists of six phases: The business understanding, data understanding, data preparation, modeling, evaluation, and deployment phases. A detail of this methodology is available in e.g. [24] ; [34] . Based on this methodology, the required tasks and methods needed for study were identified in order to predict the occurrence of six (6) immunize-able diseases, specifically in a randomly selected part of Nigeria. As a result, this study collected and analyzed data from six (6) selected immunize-able diseases, namely: Measles, Tuberculosis, Polio, Yellow Fever, Pertussis, and Hepatitis B. A Mathematical Model (MM) was consequently developed using three (3) data mining techniques (ANN, Decision trees, and Bayesian classifier). The focus was to compare the output of the models in order to suggest the best model for immunize-able disease outbreak prediction. The data used in this study was generated from quarterly records of cases of Immunize-able diseases that were reported in some selected local government health centres in Osun State of Nigeria. These centers are: Ife Central, Ife East, Ife North, Ilesha East, Ilesha West and Irewole.
In developing the predictive models, the three (3) data mining techniques provide a means of discovering hidden information. It also sufficed for detecting trends within databases in order to facilitate the prediction of future disease occurrence in such location. In this research, the MATLAB statistics toolbox allowed us to build the Classification and Regression Trees (CRT) from available data. The means by which we mapped observations about data items (previous cases of immunize-able diseases), and make useful conclusions about target values (future outbreaks of immunable diseases) were made possible using ANN and NBC using MATLAB toolbox. 
THE PREDICTIVE MODEL
These models ((ii) and (iii)) were strengthened using the data mining techniques that are discussed further in sections 4.1, 4.2 and 4.3.
The Back propagation Network (BPN)
The Back Propagation Network (BPN) that is sometimes referred to as Multi-Layered Perceptions (MLPs) of the ANN was experimented with. This is because it learns by iteratively processing a set of training samples. These samples are compared to the network's prediction for each sample with the actual target value. For each training sample, their weights were modified to minimize the Mean Squared Error between the network's prediction and the actual target value. These modifications were made in the "backward" direction. That is from the output layer, through each hidden layer down to the first hidden layer like the one in Figure 1 .
Since the BPN of the ANN is a feed-forward neural network structure; inputs were taken to the network, and were multiplied by the weights on the connections between neurons or nodes. As a result, the products were summed before they were passed through a threshold function to produce an output. In addition, the error between the output and the target (actual) were minimized by propagating the error back into the network using the BPN algorithm [38] .
The Decision Tree
In DT learning technique ID3, ASSISTANT and C4.5 are the three common widely used algorithms [41] . In this research ID3 -a simple decision tree learning algorithm developed by [42] was used. The DT presented was therefore inducted using the ID3 (greedy) algorithm (For a detailed explanation of the greedy algorithm concept readers could consult [39] , [40] , [41] ; and other relevant texts). The greedy algorithmic strategy involved representing the training samples as a single node to construct relevant decision trees. These trees started as a single node using the greedy algorithm in a top-down recursive divide-and-conquer manner. C . As a result, given an unknown data sample -set X (that has no class label), the classifier will predict that X belongs to the class having the highest posterior probability conditioned on X . That is, the NBC assigned an unknown sample X to the class
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9 Given a datasets with many attributes (like the ones employed in this research); to reduce the computations involved in evaluating ( | ) i P X C the naive assumption of the conditional class independence was made. With this we presumed that the values of the attributes are conditionally independent of one another, given the class label of the sample. This implies that there are no dependence relationships among he attributes. Thus,
As a result of (ix), it was possible to estimate the required probabilities These models were simulated with respect to determining their predictive capabilities using the Matrix laboratory of MATLAB, since it offered a useful visualization capability that allowed the simulation process and results to be monitored. This approach is consistent with that of [44] . Some of the precautions taken were to first analyze the input data (disease data records) to remove redundant data. As a result, noise was eliminated from the input data, and thus increases the capabilities of the models to be better trained. Secondly, the time series nature of input data was preserved so as to capture the underlying regularity in the dataset for better predictability. With MATLAB it was easy to rescale values through the use of the pre-processing and post-processing functions. Ife Central, East, North; Ilesha West, east and Irewole are the sample locations considered for this work. The data obtained from these locations are from the National Health Management Information System (NHMIS) database. A summary of the dataset is shown in Table 1 .
It is important to state that this is not the only values used. However, the values -historical record data in Table 1 is a snapshot of the entire time series data employed for the study. The others are on other five tables that are not included in this paper because of space. 
RESULTS AND DISCUSSION
Based on literature review presented and the problem statement as analyzed in section 1, the need to triangularly adopt and combine the three DM techniques -ANN, DT and NBC in this paper were motivated as follows: (i) The enhancement of confidence in ensuing findings; (ii) the need to deepen and widen the understanding of immunization agencies in Nigeria, so that they can be more proactive in their life saving responsibilities; and (iii) the advantage of using diverse viewpoints -triangulation approach to cast light on a focus. This were believe would give rise to enlighten decision making regarding planning as suggested in [11] ; and consistent with the recommendations of [43] . Moreover, the graphs presented buttresses this by revealing the trends in disease variation as predicted over the period of January to December (2007 December ( -2009 .
From the equations of the three models that represent the best linear fit of data points of the training output, the following variables were defined and used. While R = Correlation Coefficient (the strength of the relation between the input data and training data; the higher the strength was, the higher the value of R); A = Actual data; and T = Training data. This is evident as shown in Figures 7 and 8 (see appendix) , in the range classified by the tree using the rate of DO for the six (6) classes of diseases analyzed in this paper. As a way of comparison, from the results discussed so far and as observed from the graphs and the corresponding MM obtained, the error in the predictive ability of the models were minimized using the correlation coefficient (R). The R was used as a measure of how well the variation in output is explained by the targets values. As a result, a comparison of the R values for the various MM developed suggests that the Back Propagation Network (BPN) models were better tools for predicting the occurrence of immunize-able diseases in the selected locations. This is not to say that the other two models -the NBC and the DT are not good enough for IDs prediction. They are; we were only with respect to making available relevant information based on research findings interested in providing information on the best of the three models. Thus, triangularly the three (3) models were able to provide an alloy of results as reported in this paper for informed decision making in the promotion of EPI in Nigeria.
CONCLUSION
As earlier reported, the DM techniques provide an efficient medium of predicting disease trend over a period of time. As a result, an alloy of ANN, NBC Algorithm and the DT Algorithm were experimented with in the development of an MM model for IDs prediction. This study contribute to knowledge therefore by establishing that immunize-able diseases occurrence can be predicted using the efficiency of data mining tools in revealing hidden details in a database. We therefore strongly believe that information concerning IDs prediction will be useful in the efficient and effective administration of immunization. This we expect would reduce the rate of infant mortality; and easily provide predictive information for planned health actions particularly in the smooth promotion of a country"s Expanded Program on Immunization (EPI). In this paper, three (3) DM techniques were therefore put together in order to investigate the occurrence of viral diseases such as: Yellow fever, Measles, Poliomyelitis, and Hepatitis B; and contagious bacteria diseases such as: Tuberculosis and Whooping cough.
As a result, with the DM techniques we have described a blend of mathematical and computational techniques that is able to aid the description, categorization and generalization of a given set of data as a means of developing a predictive model. So, according to [11] , we assert that a focus on events and relationships between such events modelling is possible. This paper also argues that if a predictive model is introduced, the programme of immunization will be strengthened especially with the background information on the challenges analyzed in section 1. This is because; it is needful to give stakeholders useful information on future disease epidemic, so as to enable necessary and informed preparation to be made. In future, we hope to adapt the models presented into a working decision support system. We also intend to research more into how to mitigate the issue of privacy invasion in the use of data mining techniques, which is a key limitation in this work.
ACKNOWLEDGMENTS
Our sincere thanks go to all who contributed to this research effort one way or the other. And to the experts whose papers were reviewed to provide the premise for this paper we say a big thank you; and keep the flag flying.
