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Motivated by a joint concavity of connections, solidarities and mul-
tidimensional weighted geometricmean, in this paperwe extend an
idea of convexity (concavity) to operator functions of several vari-
ables. With the help of established definitions, we introduce the so
called multidimensional Jensen’s operator and study its properties.
In such a way we get the lower and upper bounds for the above
mentioned operator, expressed in terms of non-weighted operator
of the same type. As an application, we obtain both refinements
and converses for operator variants of some well-known classical
inequalities. In order to obtain the refinement of Jensen’s integral
inequality, we also consider an integral analogue of Jensen’s opera-
tor for functions of one variable.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The theory of operator means for positive linear operators on a Hilbert space, in connection with
Löwner’s theory for operator monotone functions, was established by Kubo and Ando [11].
A binary operation (A, B) ∈ B+(H) × B+(H) → AσB ∈ B+(H) in the cone of positive operators
on a Hilbert spaceH is called a connection if the following conditions are satisfied:
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(C1) monotonicity: A  C and B  D imply AσB  CσD,
(C2) upper continuity: An ↓ A and Bn ↓ B imply AnσBn ↓ AσB,
(C3) transformer inequality: T∗(AσB)T  (T∗AT)σ (T∗BT) for every T .
An operator mean is a connection with normalized condition
(C4) normalized condition: 1Hσ1H = 1H.
In condition (C2) symbol ↓ denotes the convergence in the strong operator topology, while 1H in (C4)
denotes the identity operator on a Hilbert space.
The heart of the Kubo–Ando theory is the one-to-one correspondence between connections and
non-negative operator monotone functions on R+. Following the Kubo–Ando theory, Fujii et al. [2],
gave extension of connections to solidarities. More precisely, they have established the one-to-one
correspondence between solidarities and operator monotone functions on R+. Recall, a binary oper-
ation (A, B) ∈ Ds ⊆ B+(H) × B+(H) → AsB ∈ Bh(H), where Bh(H) is a semi-space of all bounded
self-adjoint operators on H and Ds denotes the domain of mapping, is called a solidarity if it posses
the following properties:
(S1) B  C implies AsB  AsC,
(S2) Bn ↓ B implies AsBn ↓ AsB,
(S3) An → A strongly implies Ans1H → As1H strongly,
(S4) T∗(AsB)T  (T∗AT)s(T∗BT) for every T .
Although the solidarity s is defined for every ordered pair of positive invertible operators, it is not
defined for every pair of positive operators. Hence,Ds denotes themaximal subset of B+(H)×B+(H)
on which solidarity exists as a bounded operator. For more details about domain Ds of solidarity, the
reader is referred to [2].
Both connections and solidarities posses numerous commonproperties, one of them is the so called
joint concavity. More precisely, the following relations hold:
(λA1 + (1 − λ)B1) σ (λA2 + (1 − λ)B2)  λ(A1σA2) + (1 − λ)(B1σB2), (1)
(λA1 + (1 − λ)B1) s (λA2 + (1 − λ)B2)  λ(A1sA2) + (1 − λ)(B1sB2), (2)
where 0  λ  1 and A1, A2, B1, B2 are positive operators assuming all the expressions with solidar-
ities exist as bounded operators.
On the other hand, Fujii et al. [3], established the weighted geometric mean G[n, t], 0  t  1,
for an n-tuple of positive invertible operators A1, A2, . . . , An. More precisely, let G[2, t](A1, A2) =
A1tA2 = A
1
2
1
(
A
− 1
2
1 A2A
− 1
2
1
)t
A
1
2
1 . For n  3, G[n, t] is defined inductively as follows: Define A(1)i = Ai
for all i = 1, 2, . . . , n and
A
(r)
i = G[n − 1, t]
(
A
(r−1)
1 , . . . , A
(r−1)
i−1 , A
(r−1)
i+1 , . . . , A(r−1)n
)
,
inductively for r. Then, there exist the limit limr→∞ A(r)i in theThompsonmetric and it doesnotdepend
on i (see [3]). Thus, theabovementionedweightedgeometricmean isdefinedasG[n, t](A1, A2, . . . , An)
= limr→∞ A(r)i . Such defined geometric mean is also jointly concave, i.e.
G[n, t]
⎛
⎝ n∑
i=1
λiAi
⎞
⎠  n∑
i=1
λiG[n, t] (Ai) , (3)
where λi  0,
∑n
i=1 λi = 1, and every Ai = (Ai1, Ai2, . . . , Ain), i = 1, 2, . . . , n, is an ordered n-tuple
of positive invertible operators on a Hilbert space. For more details about described construction and
contributed consequences, the reader is referred to [3].
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As we see, these three examples have the joint concavity in common. Some other examples of
joint concave maps the reader can, for example, find in papers [6], [7] or [9]. Such joint concavity
can be regarded as a some kind of multidimensional concavity of operator functions. Hence, the main
objective of this paper is to extend the concept of convexity and concavity to operator functions of
several variables.
The paper is organized in the following way: After this Introduction, in Section 2 we establish the
definitionof convexity and concavity for operator functions in several variables. Suchdefinitions canbe
regarded as themultidimensional analogue of discrete Jensen’s operator inequality. Further, in Section
3we define the so calledmultidimensional Jensen’s operator, deduced from the previously established
definitions of operator convexity and concavity, and derive its basic properties. As a consequence, we
get the lower and upper bounds for such operator, expressed in terms of non-weighted operator of the
same type. Such estimates can be interpreted as both refinements and converses of multidimensional
Jensen’s operator inequality. In Section 4 we apply our general results to some well-known operator
concave functions discussed in Section 1, i.e. connections, solidarities andmultidimensional weighted
geometric mean. As a consequence, we obtain both refinements and converses for the weighted op-
erator variants of some classical inequalities (e.g. those by Hölder, Minkowski, Cauchy). Finally, with
the help of Jensen’s integral inequality, in Section 5 we derive integral analogues of the results from
Section 3, for operator functions in one variable.
Notations. Throughout this paper, for a Hilbert space H, Bh(H) denotes a semi-space of all bounded
self-adjoint operators on H. Further, B+(H) and B++(H) respectively denote the sets of all positive
and positive invertible operators in Bh(H). Identity operator on a Hilbert space will be denoted by 1H.
2. Multidimensional operator convexity and concavity in a Hilbert space
The main objective of this section is to provide an unified treatment for the examples of joint
concave maps, presented in Section 1. We are going to extend the concept of convexity and concavity
to operator functions of several variables.
Letm ∈ N and letHi, i = 1, 2, . . . ,m, be theHilbert spaces. SupposeAi ∈ Bh(Hi), i = 1, 2, . . . ,m,
and let A denotes an ordered m-tuple of self-adjoint operators on Hilbert spaces Hi, that is, A =
(A1, A2, . . . , Am) ∈ ∏mi=1 Bh(Hi). Further, let F be a map that every A ∈ ∏mi=1 Bh(Hi) assigns the
self-adjoint operator on Hilbert spaceH′, that is, we suppose the function F : ∏mi=1 Bh(Hi) → Bh(H′)
is well-defined.
The above assumptions enable us to establish the definitions of operator convexity and concavity
in m variables. Namely, the function F : ∏mi=1 Bh(Hi) → Bh(H′) is said to be operator convex in m
variables, if the operator inequality
F (λA + (1 − λ)B)  λF(A) + (1 − λ)F(B) (4)
holds for all A = (A1, A2, . . . , Am), B = (B1, B2, . . . , Bm) ∈ ∏mi=1 Bh(Hi) and 0  λ  1, with
respect to operator order inH′. The above definition is meaningful since
λA + (1 − λ)B = (λA1 + (1 − λ)B1, λA2 + (1 − λ)B2, . . . , λAm + (1 − λ)Bm) ,
and λAi + (1 − λ)Bi ∈ Bh(Hi) for each i = 1, 2, . . . ,m. Inequality (4) will be referred to as a
multidimensional Jensen’s operator inequality.
On the other hand, the function F : ∏mi=1 Bh(Hi) → Bh(H′) is said to be operator concave in m
variables, if the sign of inequality (4) is reversed for allA = (A1, A2, . . . , Am), B = (B1, B2, . . . , Bm) ∈∏m
i=1 Bh(Hi) and 0  λ  1.
Similarly as by the classical Jensen’s inequality, definition (4) can be extended to arbitrary number
of operators.
Proposition 1. Let p = (p1, p2, . . . , pn) ∈ Rn+, Pn =
∑n
i=1 pi, and let Ai ∈
∏m
i=1 Bh(Hi), i =
1, 2, . . . , n. If F : ∏mi=1 Bh(Hi) → Bh(H′) is operator convex in m variables, then
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F
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠  1
Pn
n∑
i=1
piF(Ai). (5)
In addition, if F : ∏mi=1 Bh(Hi) → Bh(H′) is operator concave in m variables, then the sign of inequality
(5) is reversed.
Proof. Inequality (5) is easily established by the mathematical induction principle. If n = 2 then
inequality (5) becomes the convexity definition (4).
Now, suppose the inequality (5) is valid. If we denote Pn+1 = ∑n+1i=1 pi, then, by using the convexity
definition (4) and assumption (5), we have
F
⎛
⎝ 1
Pn+1
n+1∑
i=1
piAi
⎞
⎠= F
⎛
⎝ Pn
Pn+1
· 1
Pn
n∑
i=1
piAi + pn+1
Pn+1
An+1
⎞
⎠
 Pn
Pn+1
F
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠+ pn+1
Pn+1
F(An+1)
 Pn
Pn+1
· 1
Pn
n∑
i=1
piF(Ai) + pn+1
Pn+1
F(An+1)
= 1
Pn+1
n+1∑
i=1
piF(Ai),
as required.Thereverse inequality in (5),whichholds foroperator concave functionF : ∏mi=1 Bh(Hi) →
Bh(H′) is established in a similar way. 
3. Multidimensional Jensen’s operator and its properties
In this section we define a multidimensional Jensen’s operator, deduced from multidimensional
Jensen’s operator inequality. Roughly speaking, such operator measures the difference between the
right-hand side and the left-hand side of inequality (5). Investigation of its properties will bring us to
both refinement and converse of Jensen’s operator inequality (5).
Considering relation (5), we define the operator J (F,A1, . . . ,An; p) by the formula
J (F,A1, . . . ,An; p) =
n∑
i=1
piF(Ai) − PnF
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠ , (6)
where Ai ∈ ∏mi=1 Bh(Hi), i = 1, 2, . . . , n, p = (p1, p2, . . . , pn) ∈ Rn+ and F : ∏mi=1 Bh(Hi) →
Bh(H′) is well defined operator function inm variables.
According to Proposition 1, if F is operator convex function in m variables, then inequality (5)
implies J (F,A1, . . . ,An; p)  0, i.e. J (F,A1, . . . ,An; p) ∈ B+(H′). On the other hand, if F is
operator concave inm variables, then J (F,A1, . . . ,An; p)  0, i.e.−J (F,A1, . . . ,An; p) ∈ B+(H′).
The operatorJ (F,A1, . . . ,An; p), defined by (6), will be referred to as amultidimensional Jensen’s
operator. The following theorem contains its basic properties.
Theorem 1. Let Hi, i = 1, 2, . . . ,m, H′ be the Hilbert spaces, let Ai ∈ ∏mi=1 Bh(Hi), i = 1, 2, . . . ,m,
and let p = (p1, p2, . . . , pn), q = (q1, q2, . . . , qn) ∈ Rn+, Pn =
∑n
i=1 pi, Qn =
∑n
i=1 qi. If the function
F : ∏mi=1 Bh(Hi) → Bh(H′) is operator convex in m variables, then the operator J (F,A1, . . . ,An; p),
defined by (6), satisfies the following properties:
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(i) J (F,A1, . . . ,An; ·) is superadditive onRn+, that is
J (F,A1, . . . ,An; p + q)  J (F,A1, . . . ,An; p) + J (F,A1, . . . ,An; q) . (7)
(ii) If p, q ∈ Rn+ with p  q (i.e. pi  qi, i = 1, 2, . . . , n), then
J (F,A1, . . . ,An; p)  J (F,A1, . . . ,An; q)  0, (8)
i.e. J (F,A1, . . . ,An; ·) is increasing onRn+.
(iii) If F : ∏mi=1 Bh(Hi) → Bh(H′) is operator concave in m variables, then the signs of inequalities in
(7) and (8) are reversed, that is, J (F,A1, . . . ,An; ·) is subadditive and decreasing onRn+.
Proof. (i)Westartwith Jensen’s operator (6) equippedwith apositiven-tuplep+q. Clearly,J (F,A1,
. . . ,An; p + q) can be rewritten in the following form:
J (F,A1, . . . ,An; p + q)
=
n∑
i=1
(pi + qi)F(Ai) − (Pn + Qn)F
⎛
⎝ 1
Pn + Qn
n∑
i=1
(pi + qi)Ai
⎞
⎠
=
n∑
i=1
piF(Ai) +
n∑
i=1
qiF(Ai)
−(Pn + Qn)F
⎛
⎝ Pn
Pn + Qn ·
1
Pn
n∑
i=1
piAi + Qn
Pn + Qn ·
1
Qn
n∑
i=1
qiAi
⎞
⎠ . (9)
On the other hand, operator convexity of the function F provides inequality
F
⎛
⎝ Pn
Pn + Qn ·
1
Pn
n∑
i=1
piAi + Qn
Pn + Qn ·
1
Qn
n∑
i=1
qiAi
⎞
⎠
 Pn
Pn + Qn F
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠+ Qn
Pn + Qn F
⎛
⎝ 1
Qn
n∑
i=1
qiAi
⎞
⎠ . (10)
Now, considering (9) and (10), we get inequality
J (F,A1, . . . ,An; p + q)
n∑
i=1
piF(Ai) − PnF
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠+ n∑
i=1
qiF(Ai)
−QnF
⎛
⎝ 1
Qn
n∑
i=1
qiAi
⎞
⎠ ,
which represents superadditivity property (7), due to definition (6).
(ii) Monotonicity property (8) follows easily from deduced superadditivity property. If p = q
relation (8) holds trivially. If p > q, an ordered n-tuple p ∈ Rn+ can be represented as a sum of two
ordered n-tuples inRn+, that is, p = (p − q) + q. Now, from superadditivity property (7) we get
J (F,A1, . . . ,An; p) = J (F,A1, . . . ,An; p − q + q)
 J (F,A1, . . . ,An; p − q) + J (F,A1, . . . ,An; q) .
Furthermore, since p− q ∈ Rn+, we have J (F,A1, . . . ,An; p − q)  0, and consequently J (F,A1,
. . . ,An; p)  J (F,A1, . . . ,An; q), as required.
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(iii) The case of operator concave function F is established in the same way as in (i) and (ii), taking
into consideration that the sign of inequality (4) is reversed and that J (F,A1, . . . ,An; p)  0. 
Superadditivity andmonotonicityproperties ofmultidimensional Jensen’s operator are very signifi-
cantproperties, considering thenumerousapplications thatwill followfromthem.Asafirst application
of Theorem1, regardingmonotonicity property (8),we establish the lower andupper bounds formulti-
dimensional operator (6), which are expressed in terms of associated non-weightedmultidimensional
operator.
Corollary 1. Let Hi, i = 1, 2, . . . ,m, H′ be the Hilbert spaces, let Ai ∈ ∏mi=1 Bh(Hi), i = 1, 2, . . . ,m,
and let p = (p1, p2, . . . , pn) ∈ Rn+, Pn =
∑n
i=1 pi. If the function F :
∏m
i=1 Bh(Hi) → Bh(H′) is
operator convex in m variables, then
max
1in
{pi}JN (F,A1, . . . ,An)
 J (F,A1, . . . ,An; p)  min
1in
{pi}JN (F,A1, . . . ,An), (11)
where
JN (F,A1, . . . ,An) =
n∑
i=1
F(Ai) − nF
⎛
⎝1
n
n∑
i=1
Ai
⎞
⎠ . (12)
In addition, if F : ∏mi=1 Bh(Hi) → Bh(H′) is operator concave in m variables, then the signs of inequalities
in (11) are reversed.
Proof. To establish the stated bounds for the operator (6), we compare an ordered n-tuple p =
(p1, p2, . . . , pn) ∈ Rn+ with constant ordered n-tuples
pmax =
(
max
1in
{pi}, . . . , max
1in
{pi}
)
and pmin =
(
min
1in
{pi}, . . . , min
1in
{pi}
)
.
Clearly, pmax  p  pmin, hence operator convexity of the function F and yet another use of property
(8) yields the interpolating series of inequalities:
J (F,A1, . . . ,An; pmax)  J (F,A1, . . . ,An; p)  J (F,A1, . . . ,An; pmin) .
Finally, considering
J (F,A1, . . . ,An; pmax) = max
1in
{pi}JN (F,A1, . . . ,An)
and
J (F,A1, . . . ,An; pmin) = min
1in
{pi}JN (F,A1, . . . ,An),
we get the series of inequalities in (11).
The setting with operator concave function F , which yields reversed signs of inequalities in (11), is
established in a similar way, considering the reversed property (8). 
Remark 1. The operator JN (F,A1, . . . ,An), defined by (12), will be referred to as a non-weighted
multidimensional Jensen’s operator.
Remark 2. Corollary 1 yields the lower and upper bounds for multidimensional operator J (F,A1,
. . . ,An; p). Moreover, comparing (5) and the series of inequalities in (11), we see that the right in-
equality in (11) yields refined inequality (5), while the left inequality in (11) yields converse of (5).
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4. Applications to some well-known operator concave functions
In this section we apply our general results i.e. Theorem 1 and Corollary 1 to some significant
operator concave functions, discussed in Section 1.
4.1. Connections
The first in the series of applications is a connection. LetH be a Hilbert space and let σ : B+(H) ×
B+(H) → B+(H) be a connection. Let us take a look to what reduces multidimensional Jensen’s
operator (6) in this setting. Having in mind the notations as in (6), if we denote Ai = (Xi, Yi) ∈
B+(H) × B+(H), and replace the function F with connection σ , the operator (6), denoted here by
J σ (X, Y; p), reduces to
J σ (X, Y; p) =
n∑
i=1
pi (XiσYi) − Pn
⎛
⎝ 1
Pn
n∑
i=1
piXi
⎞
⎠ σ
⎛
⎝ 1
Pn
n∑
i=1
piYi
⎞
⎠ .
In theaboveexpression,weuseabbreviationsX andY respectively fororderedn-tuples (X1, X2, . . . , Xn)
and (Y1, Y2, . . . , Yn) of positive operators. Moreover, since every connection is positive homogeneous,
i.e. α (XσY) = (αX) σ (αY), X, Y ∈ B+(H), α > 0 (see [5, p. 140]), the previous formula reduces to
J σ (X, Y; p) =
n∑
i=1
pi (XiσYi) −
⎛
⎝ n∑
i=1
piXi
⎞
⎠ σ
⎛
⎝ n∑
i=1
piYi
⎞
⎠ . (13)
The operator (13) will be referred to as a connection operator. We have already mentioned in Section
1 that every connection is jointly concave, i.e. operator concave in the sense of definition (4). Thus,
according to inequality (5), we conclude that J σ (X, Y; p)  0 for X, Y ∈ [B+(H)]n and p ∈ Rn+.
Moreover, Theorem 1 claims that connection operator J σ (X, Y; ·) is subadditive and decreasing on
R
n+.
In this example, we shall be more concerned with the bounding of connection operator (13). In
such a way we shall deduce the weighted operator variants of somewell-known classical inequalities.
The starting point in such direction is an application of Corollary 1 to connection σ .
Corollary 2. Let X = (X1, X2, . . . , Xn), Y = (Y1, Y2, . . . , Yn) ∈ [B+(H)]n, where H is a Hilbert space,
and let p = (p1, p2, . . . , pn) ∈ Rn+. If σ : B+(H) × B+(H) → B+(H) is a connection, then
max
1in
{pi}J σN (X, Y)  J σ (X, Y; p)  min
1in
{pi}J σN (X, Y), (14)
where
J σN (X, Y) =
n∑
i=1
(XiσYi) −
⎛
⎝ n∑
i=1
Xi
⎞
⎠ σ
⎛
⎝ n∑
i=1
Yi
⎞
⎠ . (15)
Proof. Follows immediately from Corollary 1, relation (13) and positive homogeneity of connection
σ . 
Regarding relation (14), the weighted connection operator J σ (X, Y; p) is mutually bounded via
non-weighted connection operator J σN (X, Y). Note also that the previous non-weighted connection
operator is non-positive in the sense of operator order, i.e. J σN (X, Y)  0 for all X, Y ∈
[B+(H)]n. On
the other hand, inequality J σ (X, Y; p)  0 can be rewritten in the following form:
n∑
i=1
pi (XiσYi) 
⎛
⎝ n∑
i=1
piXi
⎞
⎠ σ
⎛
⎝ n∑
i=1
piYi
⎞
⎠ . (16)
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Thus, considering the series of inequalities in (14), the left inequality in (14) can be interpreted as a
converse of inequality (16), while the right one represents a refinement of inequality (16).
Remark 3. We consider now some particular cases of connections which will bring us to operator
variants of somewell-known classical inequalities. Let s and t be conjugate exponents, i.e. 1/s+1/t =
1, s > 1. By letting σ to be the geometric mean 1/s and replacing operators Xi and Yi respectively
with Xsi and Y
t
i , where Xi, Yi ∈ B++(H), the series of inequalities in (14) takes form
max
1in
{pi}
⎡
⎣ n∑
i=1
(
Xsi 1/sY
t
i
)
−
⎛
⎝ n∑
i=1
Xsi
⎞
⎠ 1/s
⎛
⎝ n∑
i=1
Yti
⎞
⎠
⎤
⎦

n∑
i=1
pi
(
Xsi 1/sY
t
i
)
−
⎛
⎝ n∑
i=1
piX
s
i
⎞
⎠ 1/s
⎛
⎝ n∑
i=1
piY
t
i
⎞
⎠
 min
1in
{pi}
⎡
⎣ n∑
i=1
(
Xsi 1/sY
t
i
)
−
⎛
⎝ n∑
i=1
Xsi
⎞
⎠ 1/s
⎛
⎝ n∑
i=1
Yti
⎞
⎠
⎤
⎦ . (17)
Clearly, the series of inequalities in (17) yields both refinement and converse of the weighted operator
variant of Hölder’s inequality via non-weighted Hölder’s inequality. Of course, if s = t = 2, we get the
weighted operator variant of Cauchy’s inequality.
Our second application of Corollary 2 refers to a parallel sum. Recall, for X, Y ∈ B++(H), the
parallel sum is given by X : Y =
(
X−1 + Y−1
)−1
. In that setting, with invertible operators Xi, Yi,
i = 1, 2, . . . , n, respectively replaced with X−1i , Y−1i , i = 1, 2, . . . , n, the series of inequalities in (14)
reads
max
1in
{pi}
⎡
⎢⎣ n∑
i=1
(Xi + Yi)−1 −
⎛
⎜⎝
⎛
⎝ n∑
i=1
X
−1
i
⎞
⎠−1 +
⎛
⎝ n∑
i=1
Y
−1
i
⎞
⎠−1
⎞
⎟⎠
−1⎤⎥⎦

n∑
i=1
pi (Xi + Yi)−1 −
⎛
⎜⎝
⎛
⎝ n∑
i=1
piX
−1
i
⎞
⎠−1 +
⎛
⎝ n∑
i=1
piY
−1
i
⎞
⎠−1
⎞
⎟⎠
−1
 min
1in
{pi}
⎡
⎢⎣ n∑
i=1
(Xi + Yi)−1 −
⎛
⎜⎝
⎛
⎝ n∑
i=1
X
−1
i
⎞
⎠−1 +
⎛
⎝ n∑
i=1
Y
−1
i
⎞
⎠−1
⎞
⎟⎠
−1⎤⎥⎦ . (18)
Similarly as before, the series of inequalities in (18) yields both refinement and converse of operator
variant of the well-knownMinkowski’s inequality, again via non-weighted operator of the same kind.
Note also that the non-weighted variants of inequalities in (17) and (18) were deduced in paper [14],
so our relations can be regarded as appropriate weighted extensions. Besides, scalar forms of (17) and
(18) were obtained in paper [15] (see also [13, p. 718]).
4.2. Solidarities
Our next example of operator concave function refers to solidarities, also discussed in Section 1.
Regarding definition (6) with the equipped notation, we denote Ai = (Xi, Yi), where Xi, Yi are positive
invertible operators on a Hilbert space H, i = 1, 2, . . . , n. As we have already emphasized in Section
1, the domain of solidarity is wider set, but for the sake of simplicity we restrict here to the set of all
positive invertible operators. Now, by replacing F with the solidarity s, the operator (6), denoted here
by J s(X, Y; p), reduces to
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J s(X, Y; p) =
n∑
i=1
pi (XisYi) − Pn
⎛
⎝ 1
Pn
n∑
i=1
piXi
⎞
⎠ s
⎛
⎝ 1
Pn
n∑
i=1
piYi
⎞
⎠ ,
where X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn). Like a connection, every solidarity is also
positive homogeneous, i.e. α (XsY) = (αX) s (αY), X, Y ∈ B++(H), α > 0 (see [2]), so the previous
formula reduces to
J s(X, Y; p) =
n∑
i=1
pi (XisYi) −
⎛
⎝ n∑
i=1
piXi
⎞
⎠ s
⎛
⎝ n∑
i=1
piYi
⎞
⎠ , (19)
providing a solidarity operator. Solidarity operator (19) has the sameproperties as connection operator
(13). Emphasize, J s(X, Y; p)  0 for X, Y ∈ [B++(H)]n, p ∈ Rn+, and J s(X, Y; ·) is also subadditive
and decreasing onRn+. In the sameway as in Corollary 2, solidarity operator can bemutually bounded
via non-weighted operator of the same kind.
Corollary 3. Let H be a Hilbert space, X = (X1, X2, . . . , Xn), Y = (Y1, Y2, . . . , Yn) ∈ [B++(H)]n and
let p = (p1, p2, . . . , pn) ∈ Rn+. If s : B++(H) × B++(H) → Bh(H) is a solidarity, then
max
1in
{pi}J sN (X, Y)  J s(X, Y; p)  min
1in
{pi}J sN (X, Y), (20)
where
J sN (X, Y) =
n∑
i=1
(XisYi) −
⎛
⎝ n∑
i=1
Xi
⎞
⎠ s
⎛
⎝ n∑
i=1
Yi
⎞
⎠ . (21)
Remark 4. A typical example of solidarity is thewell-known relative operator entropy.More precisely,
if X, Y ∈ B++(H), then the relative operator entropy is defined by
S(X|Y) = X 12
(
log X−
1
2 YX−
1
2
)
X
1
2 ,
and hence, the solidarity operator (19), denoted here by J S(X, Y; p), reduces to
J S(X, Y; p) =
n∑
i=1
piS(Xi|Yi) − S
⎛
⎝ n∑
i=1
piXi
∣∣∣∣∣
n∑
i=1
piYi
⎞
⎠ , (22)
taking into account the notations as in relation (19). We refer to (22) as a relative entropy operator. Of
course, relative entropy operator is non-positive for X, Y ∈ [B++(H)]n, p ∈ Rn+, and also subadditive
and decreasing onRn+. It is also bounded with the non-weighted operator of the same type, that is
max
1in
{pi}J SN (X, Y)  J S(X, Y; p)  min
1in
{pi}J SN (X, Y), (23)
where
J SN (X, Y) =
n∑
i=1
S(Xi|Yi) − S
⎛
⎝ n∑
i=1
Xi
∣∣∣∣∣
n∑
i=1
Yi
⎞
⎠ . (24)
Another example of solidarity is the Tsallis relative operator entropy Tλ, which can be defined as the
parametric extension of the relative operator entropy (see [4]):
Tλ(X|Y) = X 12
(
logλ X
− 1
2 YX−
1
2
)
X
1
2 , X, Y ∈ B++(H), 0 < λ  1.
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In view of the above considerations, the operator deduced from the Tsallis relative operator entropy
possess all the mentioned properties. Note also that relations (20) and (23) include the inequalities
that represent the weighted variants of non-weighted inequalities from paper [14].
4.3. Multidimensional weighted geometric mean
We conclude this section with a multidimensional geometric operator, deduced from relation (3).
More precisely, ifAi = (Ai1, Ai2, . . . , Ain) ∈ [B++(H)]n, i = 1, 2, . . . , n,p = (p1, p2, . . . , pn) ∈ Rn+,
0  t  1, and G[n, t] is a multidimensional weighted geometric mean, defined in Section 1, we
construct the operator measuring the difference between the right-hand side and the left-hand side
of inequality (3):
J G[n,t] (A1, . . . ,An; p) =
n∑
i=1
piG[n, t] (Ai) − PnG[n, t]
⎛
⎝ 1
Pn
n∑
i=1
piAi
⎞
⎠ .
Since G[n, t] (1/Pn∑ni=1 piAi) = 1/PnG[n, t] (∑ni=1 piAi) (see [3]), the previous formula reduces to
J G[n,t] (A1, . . . ,An; p) =
n∑
i=1
piG[n, t] (Ai) − G[n, t]
⎛
⎝ n∑
i=1
piAi
⎞
⎠ , (25)
providing amultidimensional geometric operator. Taking into account the joint concavity of geometric
mean G[n, t] we see that the operator (25) is non-positive in described setting. Moreover, Theorem 1
assures subadditivity and decrease of the operator J G[n,t] (A1, . . . ,An; ·) onRn+.
Similarly as in the previous examples, the operator (25) can mutually be bounded by the non-
weighted operator of the same type. Such estimates can be regarded as both refinement and converse
of inequality (3).
Corollary 4. Suppose H is a Hilbert space, Ai = (Ai1, Ai2, . . . , Ain) ∈ [B++(H)]n, i = 1, 2, . . . , n,
p = (p1, p2, . . . , pn) ∈ Rn+, and 0  t  1. If G[n, t] is multidimensional weighted geometric mean,
then
max
1in
{pi}J G[n,t]N (A1, . . . ,An)  J G[n,t] (A1, . . . ,An; p)
 min
1in
{pi}J G[n,t]N (A1, . . . ,An) , (26)
where
J G[n,t]N (A1, . . . ,An) =
n∑
i=1
G[n, t] (Ai) − G[n, t]
⎛
⎝ n∑
i=1
Ai
⎞
⎠ . (27)
Proof. Follows immediately from Corollary 1, relation (13) and positive homogeneity of geometric
mean G[n, t]. 
5. Jensen’s integral operator
In this section we establish Jensen’s integral operator and investigate its properties. At the begin-
ning, we explain construction of the setting which provides the integral variant of Jensen’s operator
inequality for operator functions of one variable. Suppose T is a locally compact Hausdorff space and
A is a C∗-algebra of bounded operators on Hilbert space H. A field (Xt)t∈T of operators in A is said
to be continuous if the function t → Xt is norm continuous on T . Moreover, by introducing bounded
Radon measure μ on T and assuming the function t → ||Xt|| is integrable, we can form the Bochner
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integral
∫
T Xtdμ(t). Recall, the Bochner integral is the unique element in Awhich satisfies relation
ϕ
(∫
T
Xtdμ(t)
)
=
∫
T
ϕ (Xt) dμ(t)
for every linear functional ϕ in the norm dual A∗ (see [8]).
In addition, we consider a field (φt)t∈T of positive linear mappings φt : A → B from A to another
C∗-algebra B of bounded operators on Hilbert space K. Such field is assumed to be continuous if the
function t → φt(X) is continuous for all X ∈ A. Now, in described setting Mic´ic´ et al. [12], obtained
the following integral variant of Jensen’s inequality.
Theorem 2 (Jensen’s integral inequality [12]). Suppose A and B are unital C∗-algebras on H and K
respectively and (Xt)t∈T is a bounded continuous field of self-adjoint elements in A with spectra in an
interval I defined on a locally compact Hausdorff space T, equipped with a bounded Radon measure μ.
Furthermore, let (φt)t∈T be a field of positive linear maps φt : A → B, such that the field t → φt (1H)
is integrable and
∫
T φt (1H) dμ(t) = k1K for some positive constant k. If f : I → R is operator convex
function, then
f
(
1
k
∫
T
φt (Xt) dμ(t)
)
 1
k
∫
T
φt (f (Xt)) dμ(t). (28)
In addition, if f : I → R is operator concave, then the sign of inequality in (28) is reversed.
Clearly, relation (28) represents theweighted form of Jensen’s integral inequality for operator func-
tions. If k = 1 one obtains the non-weighted form of the above mentioned inequality (see also [10]).
Under assumptions as in Theorem 2, we define integral operator
Jφt (f , Xt, μ) =
∫
T
φt (f (Xt)) dμ(t) − kf
(
1
k
∫
T
φt (Xt) dμ(t)
)
. (29)
The operator (29) will be referred to as Jensen’s integral operator. Obviously, if f : I → R is operator
convex function, then Jφt (f , Xt, μ)  0. On the other hand, if f : I → R is operator concave, then
Jφt (f , Xt, μ)  0.
In the sequel we investigate the properties of the above defined Jensen’s integral operator, depen-
dent on bounded Radon measure. For that sake, we defineM+ to be the set of all bounded Radon
measuresμ on T such that the field t → φt (1H) is integrable and ∫T φt (1H) dμ(t) = kμ1K for some
positive constant kμ.
Further, suppose that μ, ν ∈M+ are bounded Radon measures such that∫
T
φt (1H) dμ(t) = kμ1K, kμ > 0 and
∫
T
φt (1H) dν(t) = kν1K, kν > 0. (30)
If ξ = μ − ν is bounded Radon measure inM+, then∫
T
φt (1H) dξ(t) = (kμ − kν)1K,
which implies kμ > kν .
The following result yields integral analogue of Theorem 1 regarding operator convex and concave
functions in one variable.
Theorem3. SupposeJφt (f , Xt, μ) is the operator defined by (29) in the setting as in Theorem 2. Assuming
f : I → R is operator convex function, Jφt (f , Xt, μ) satisfies the following properties:
(i) Jφt (f , Xt, ·) is superadditive onM+, that is
Jφt (f , Xt, μ + ν)  Jφt (f , Xt, μ) + Jφt (f , Xt, ν) . (31)
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(ii) If μ, ν ∈M+ are such that μ − ν ∈M+, then
Jφt (f , Xt, μ)  Jφt (f , Xt, ν)  0, (32)
i.e. Jφt (f , Xt, ·) is increasing onM+.
(iii) If f : I → R is operator concave function, then the signs of inequalities in (31) and (32) are reversed,
that is, Jφt (f , Xt, ·) is subadditive and decreasing onM+.
Proof. (i) Suppose μ and ν are bounded Radon measures satisfying relations (30). Let us consider
Jensen’s integral operator (29) equipped with the measure μ + ν . Such integral operator can be
rewritten in the following form:
Jφt (f , Xt, μ + ν)
=
∫
T
φt (f (Xt)) d(μ + ν)(t) − (kμ + kν)f
(
1
kμ + kν
∫
T
φt (Xt) d(μ + ν)(t)
)
=
∫
T
φt (f (Xt)) dμ(t) +
∫
T
φt (f (Xt)) dν(t) − (kμ + kν)
× f
(
kμ
kμ + kν ·
1
kμ
∫
T
φt (Xt) dμ(t) + kν
kμ + kν ·
1
kν
∫
T
φt (Xt) dν(t)
)
. (33)
Moreover, since f is operator concave, Jensen’s operator inequality yields relation
f
(
kμ
kμ + kν ·
1
kμ
∫
T
φt (Xt) dμ(t) + kν
kμ + kν ·
1
kν
∫
T
φt (Xt) dν(t)
)
 kμ
kμ + kν f
(
1
kμ
∫
T
φt (Xt) dμ(t)
)
+ kν
kμ + kν f
(
1
kν
∫
T
φt (Xt) dν(t)
)
. (34)
Now, by using inequality (34), relation (33) and definition (29), we have
Jφt (f , Xt, μ + ν)
∫
T
φt (f (Xt)) dμ(t) − kμf
(
1
kμ
∫
T
φt (Xt) dμ(t)
)
+
∫
T
φt (f (Xt)) dν(t) − kν f
(
1
kν
∫
T
φt (Xt) dν(t)
)
= Jφt (f , Xt, μ) + Jφt (f , Xt, ν) ,
that is superadditivity of operator Jφt (f , Xt, ·) onM+.
(ii) Since μ − ν ∈ M+, the measure μ can be represented as a sum of two Radon measures inM+,
i.e. μ = (μ − ν) + ν . Thus, superadditivity property (31) yields inequality
Jφt (f , Xt, μ) = Jφt (f , Xt, (μ − ν) + ν)  Jφt (f , Xt, μ − ν) + Jφt (f , Xt, ν) ,
that is, Jφt (f , Xt, μ)  Jφt (f , Xt, ν), since Jφt (f , Xt, μ − ν)  0.
(iii) If f : I → R is operator concave function then the proofs of subadditivity and monotonicity
properties of operator Jφt (f , Xt, ·) onM+ follow the same lines as in (i) and (ii). 
We conclude this paper with an integral analogue of Corollary 1. Namely, monotonicity property
(32) enable us to bound Jensen’s integral operator with another operator of the same type. More pre-
cisely, let μ, ν ∈ M+ be the bounded Radon measures on a locally compact Hausdorff space T such
thatμ is absolutely continuouswith respect to ν . The Radon-Nikodym theorem (see [1, p. 84, Theorem
3.8]) states that there exist non-negative integrable function p : T → R, the so called Radon-Nikodym
derivative, such that dμ(t) = p(t)dν(t). In described setting, we have the following result.
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Corollary 5. Suppose μ, ν ∈ M+ are bounded Radon measures on a locally compact Hausdorff space
T such that μ is absolutely continuous with respect to ν , and let p : T → R be the Radon-Nikodym
derivative, i.e. dμ(t) = p(t)dν(t). If p is bounded function, then[
sup
t∈T
p(t)
]
Jφt (f , Xt, ν)  Jφt (f , Xt, μ) 
[
inf
t∈T p(t)
]
Jφt (f , Xt, ν) , (35)
where Jφt (f , Xt, ·) is defined by (29).
Proof. Let us define the measures μsup and μinf by
dμsup(t) =
[
sup
t∈T
p(t)
]
dν(t) and dμinf (t) =
[
inf
t∈T p(t)
]
dν(t).
Clearly, since
∫
T φt (1H) dν(t) = kν1H, kν > 0, we have∫
T
φt (1H) dμsup(t) =
[
sup
t∈T
p(t)
]
kν1K and
∫
T
φt (1H) dμinf (t) =
[
inf
t∈T p(t)
]
kν1K,
that is μsup, μinf ∈M+.
Moreover, it is obvious that μsup − μ and μ − μinf ∈ M+, so the double use of monotonicity
property (32) yields the interpolating series of inequalities
Jφt
(
f , Xt, μsup
)  Jφt (f , Xt, μ)  Jφt (f , Xt, μinf ) .
Finally, since
Jφt
(
f , Xt, μsup
) =
[
sup
t∈T
p(t)
]
Jφt (f , Xt, ν) ,
and
Jφt (f , Xt, μinf ) =
[
inf
t∈T p(t)
]
Jφt (f , Xt, ν) ,
we get the lower and upper bounds for Jensen’s integral operator Jφt (f , Xt, μ), expressed as the
multiples of the operator Jφt (f , Xt, ν):[
sup
t∈T
p(t)
]
Jφt (f , Xt, ν)  Jφt (f , Xt, μ) 
[
inf
t∈T p(t)
]
Jφt (f , Xt, ν) . 
Remark 5. Comparing (28) and the series of inequalities in (35) we see that the left inequality in (35)
yields the converse of Jensen’s integral inequality (28), while the right inequality in (35) represents
the refined inequality (28).
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