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Abstract
We consider the general nonlinear differential equation x˙ = f (x) with x ∈ R2 and develop a method to
determine the basin of attraction of a periodic orbit. Borg’s criterion provides a method to prove existence,
uniqueness and exponential stability of a periodic orbit and to determine a subset of its basin of attraction.
In order to use the criterion one has to find a function W ∈ C1(R2,R) such that LW(x) = W ′(x)+L(x) is
negative for all x ∈ K , where K is a positively invariant set. Here, L(x) is a given function and W ′(x) de-
notes the orbital derivative of W . In this paper we prove the existence and smoothness of a function W such
that LW(x) = −μ‖f (x)‖. We approximate the function W , which satisfies the linear partial differential
equation W ′(x) = 〈∇W(x), f (x)〉 = −μ‖f (x)‖−L(x), using radial basis functions and obtain an approxi-
mation w such that Lw(x) < 0. Using radial basis functions again, we determine a positively invariant set K
so that we can apply Borg’s criterion. As an example we apply the method to the Van-der-Pol equation.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We consider an autonomous ordinary differential equation of the form
x˙ = f (x), (1.1)
where x ∈ R2. Our goal is to prove the existence and uniqueness of an exponentially stable
periodic orbit of (1.1) and, moreover, to determine its basin of attraction.
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rium via Lyapunov functions, for Lyapunov functions, cf. e.g. [11]. The construction of Lyapunov
functions for equilibria has been achieved e.g. by numerical solutions of Zubov’s equation [3],
by radial basis functions [7] or by optimization [10]. The method of a Lyapunov function can
also be used to determine the basin of attraction of a periodic orbit. However, for the calculation
of a suitable Lyapunov function the periodic orbit must be known explicitly, since the Lyapunov
function must attain its minimum on the periodic orbit. Since in most examples the periodic orbit
is unknown, we will use a different method to determine the basin of attraction of a periodic
orbit.
Borg’s criterion [1], cf. also [13], is a sufficient criterion to determine a subset of the basin of
attraction of a periodic orbit, such that the position of the periodic orbit is not needed a priori.
The criterion L(x) < 0, where L :R2 → R is given in Theorem 1.1, is fulfilled if the solution
through x ∈ R2 and the solution through any adjacent point approach each other. If this criterion
is fulfilled in a positively invariant, compact and connected set K ⊂R2, which contains no equi-
librium, then there is a unique periodic orbit Ω ⊂ K , Ω is exponentially stable and K is a subset
of the basin of attraction A(Ω).
If the approach of adjacent trajectories is not measured with respect to the Euclidean metric
as above, but with respect to a given Riemannian metric, i.e. a point-dependent scalar product,
then L(x) is replaced by the respective function and the same consequences hold; for an intro-
duction to Riemannian metrics, cf. e.g. [4]. The simplest class of Riemannian metrics is given
by 〈v,w〉x = e2W(x)〈v,w〉 with a weight function W(x). The corresponding function LW(x) is
given by LW(x) = L(x) +W ′(x), where ′ denotes the orbital derivative, i.e. the derivative along
solutions of the differential equation x˙ = f (x) which can be calculated using the chain rule:
W ′(x) = 〈∇W(x), f (x)〉.
Summarizing this approach, we cite the theorem (cf. [6,17]):
Theorem 1.1. Let W ∈ C1(R2,R) and let ∅ = K ⊂ R2 be a compact, connected and posi-
tively invariant set, which contains no equilibrium. Moreover assume maxx∈K LW(x) =: −ν < 0,
where
LW(x) := L(x)+W ′(x),
W ′(x) = 〈∇W(x), f (x)〉 denotes the orbital derivative and
L(x) = 1‖f (x)‖2
(−f2(x), f1(x))Df (x)(−f2(x)
f1(x)
)
.
Then there exists one and only one periodic orbit Ω ⊂ K . The periodic orbit is exponentially sta-
ble, and the Floquet exponent different from 0 is less than or equal to −ν. Moreover, K ⊂ A(Ω)
holds, where A(Ω) denotes the basin of attraction of Ω .
For an introduction to Floquet theory and the definition of Floquet exponents, cf. e.g. [9]. The
advantage of this theorem is that one does not need to know the existence nor the position of the
periodic orbit. For the calculation of a Lyapunov function, the exact position of the periodic orbit
is necessary.
Note that in two-dimensional systems the Poincaré–Bendixson theory, cf. [12], implies the
existence of a periodic orbit in K under the assumptions of Theorem 1.1, but not the uniqueness
and the stability properties nor the result on the basin of attraction A(Ω).
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One of the main results of this paper proves the existence of such a function and such a set.
This existence result will be used to construct the function and the set by approximation of the
solution of a certain partial differential equation.
In [6] we have already given an existence result for the function W . However, we only showed
the existence of a function W such that the inequality LW(x)−ν+ for arbitrarily small  > 0
is satisfied, where −ν denotes the nonzero Floquet exponent of Ω . For the approximation in this
paper we will need a smooth function which satisfies an equation.
We prove in this paper the existence of a smooth function W which satisfies the equation
W ′(x) = 〈∇W(x), f (x)〉= −μ∥∥f (x)∥∥−L(x) for all x ∈ A(Ω), (1.2)
i.e. LW(x) = −μ‖f (x)‖, where μ > 0 is a constant depending on Ω . We use the linear partial
differential equation (1.2) to determine an approximation w of the solution W . If the approxima-
tion w is good enough, then Lw(x) < 0 holds. Thus, w is a function which satisfies the conditions
of Theorem 1.1. In this paper we will use radial basis functions, cf. e.g. [16], to obtain an approx-
imate solution of (1.2), but one can use any other approximation method for solutions of linear
PDEs.
In the second step we seek to find a positively invariant, compact and connected set K in the
region where Lw(x) < 0 holds. We show that there is a function V satisfying the linear PDE
V ′(x) = −c with c > 0 for all x ∈ A(Ω) \ Ω . We approximate the function V by v using radial
basis functions, and obtain a positively invariant set by the sublevel set K = {x ∈R2 | v(x)R}
where v′(x) < 0 holds for all x ∈ ∂K . Thus, we have obtained a function w and a set K satisfying
the conditions of Theorem 1.1 and hence K is a subset of A(Ω).
In this paper we restrict ourselves to two-dimensional systems x ∈ R2. The assumptions of
Theorem 1.1 are sufficient for arbitrary dimension x ∈ Rn, n  2, but they are not necessary
for n  3, cf. [6]. Moreover, the existence of a function W satisfying (1.2) is false in general
for n  3. However, one obtains sufficient and necessary conditions in a theorem similar to
Theorem 1.1 for n 3, if one allows a general Riemannian metric instead of the metric defined
by 〈v,w〉x = e2W(x)〈v,w〉, cf. [6].
Let us describe how the paper is organized: in Section 2 we prove the existence and smooth-
ness of the function W which satisfies LW(x) = −μ‖f (x)‖ in Theorem 2.1. In Section 3 we
show the existence of a function V satisfying V ′(x) = −c which serves to determine a posi-
tively invariant set K . In Section 4 we describe the approximation of W , V , respectively, using
radial basis functions. The paper closes with Section 5 applying the method to the Van-der-Pol
equation as an example; for an introduction to the Van-der-Pol equation, cf. [9]. Two technical
lemmas which are needed in Sections 2 and 3 are proved in Appendix A.
2. Existence of the function W
Throughout the paper we consider the autonomous ordinary differential equation (1.1). We
denote by St , t ∈ R+0 , the flow, i.e. Stx0 = x(t), where x(t) is the solution of (1.1) with initial
value x(0) = x0. We assume that Ω = {Sθp | θ ∈ [0, T ]} with p ∈ R2 is an exponentially stable
periodic orbit with basin of attraction A(Ω) := {x ∈ R2 | dist(Stx,Ω) t→∞−−−→ 0}. We assume that
the Floquet exponent −ν different from zero satisfies −ν < 0.
In this section we prove the existence and smoothness of a function W which satisfies the
linear partial differential equation W ′(x) = −μ‖f (x)‖ − L(x), i.e. LW(x) = −μ‖f (x)‖ < 0.
We will later use the partial differential equation to approximate W , cf. Section 4.
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instead of x˙ = f (x), where g(x) = s(x)f (x) and s(x) ∈ R+ for all x. Hence, orbits of both
systems are the same, only the velocities are different. The function s is chosen such that the
velocity of solutions near the periodic orbit is the same as on the periodic orbit.
Theorem 2.1. Consider x˙ = f (x), where f ∈ Cσ (R2,R2), σ  3. Let Ω be an exponen-
tially stable periodic orbit with period T and Floquet exponents 0 and −ν < 0. Define F :=
1
T
∫ T
0 ‖f (Sτp)‖dτ with p ∈ Ω , and μ := νF > 0.
Then there is a function W ∈ Cσ−2(A(Ω),R) such that
W ′(x) = −μ∥∥f (x)∥∥−L(x) for all x ∈ A(Ω). (2.1)
Proof. We split the proof into several parts.
I. Coordinates (θ,n).
There is an open neighborhood U of the periodic orbit such that we can introduce curvilinear
coordinates (θ, n) (cf. [20, §2]), where θ is the time on the periodic orbit and n is the length of
a normal to Ω . The coordinate change is a Cσ -diffeomorphism in the open neighborhood U of
the periodic orbit Ω .
For f (x) = 0 we denote f⊥(x) := 1‖f (x)‖
(−f2(x)
f1(x)
)
. For the rest of the proof fix p ∈ Ω . The old
coordinates (x, y) and the new coordinates (θ, n) satisfy
( x
y
)= Sθp + nf⊥(Sθp) or
x = (Sθp)1 − n f2(Sθp)‖f (Sθp)‖ ,
y = (Sθp)2 + n f1(Sθp)‖f (Sθp)‖ .
We show that the Floquet exponents of the periodic orbit are 0 and −ν := 1
T
∫ T
0 L(Sτp)dτ ,
where L is defined in Theorem 1.1.
Since z(t) = f (Stp) is a solution of z˙ = Df (Stp)z, 0 is a Floquet exponent. Note that,
e.g. [12], the sum of all Floquet exponents, in our case 0 − ν = 1
T
∫ T
0 tr Df (Sτp)dτ . Since
ST p = p, we have
0 = 1
2
(
ln
∥∥f (ST p)∥∥2 − ln∥∥f (p)∥∥2)
= 1
2
T∫
0
d
dτ
ln
∥∥f (Sτp)∥∥2 dτ
=
T∫
0
1
‖f (Sτp)‖2
〈
d
dτ
f (Sτp), f (Sτp)
〉
dτ
=
T∫
0
1
‖f (Sτp)‖2
[(
f1x(Sτp)f1(Sτp)+ f1y(Sτp)f2(Sτp)
)
f1(Sτp)
+ (f2x(Sτp)f1(Sτp)+ f2y(Sτp)f2(Sτp))f2(Sτp)]dτ
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T∫
0
1
f 21 (Sτp)+ f 22 (Sτp)
[
f1x(Sτp)f
2
1 (Sτp)+ f2y(Sτp)f 22 (Sτp)
+ (f1y(Sτp)+ f2x(Sτp))f1(Sτp)f2(Sτp)]dτ. (2.2)
Hence,
T∫
0
tr Df (Sτp)dτ =
T∫
0
1
f 21 (Sτp)+ f 22 (Sτp)
[
f1x(Sτp)
(
f 21 (Sτp)+ f 22 (Sτp)
)
+ f2y(Sτp)
(
f 21 (Sτp)+ f 22 (Sτp)
)]
dτ
=
T∫
0
1
f 21 (Sτp)+ f 22 (Sτp)
[
f1x(Sτp)f
2
2 (Sτp)+ f2y(Sτp)f 21 (Sτp)
− (f1y(Sτp)+ f2x(Sτp))f1(Sτp)f2(Sτp)]dτ by (2.2)
=
T∫
0
L(Sτp)dτ.
II. Projection.
Let x ∈ U . Then we define the projection P(x) = Sθp on the periodic orbit orthogonal to f (Sθp)
implicitly by〈
x − Sθp,f (Sθp)
〉= 0.
Note that in the new coordinates P :U → Ω is defined by P(θ,n) = (θ,0). It is clear
that P(x) = x for all x ∈ Ω . Near Ω the Implicit Function Theorem yields the existence
and uniqueness of P ∈ Cσ (U,Ω) since d
dθ
〈x − Sθp,f (Sθp)〉 = −‖f (Sθp)‖2 + 〈x − Sθp,
Df (Sθp)f (Sθp)〉. Since this term is−minθ∈[0,T ] ‖f (Sθp)‖2 on Ω , there is a neighborhood U
of Ω , where the term is negative. Hence, by possibly making the neighborhood U , cf. I, smaller,
the projection P :U → Ω is well defined. Since Ω is stable, we can choose U positively invariant
without loss of generality.
III. Velocities.
Fix a point x ∈ U and denote q := P(x) ∈ U . We coordinate the times of the solutions Sθq and
Stx by t = t (θ) such that P(St(θ)x) = SθP (x) = Sθq . The function t (θ) is implicitly defined by
Q(t, θ) = 〈Stx − Sθq,f (Sθq)〉= 0.
Note that t ∈ Cσ (R,R) by the Implicit Function Theorem.
We seek to calculate dt
dθ
. In the new coordinates with p = q the point Stx corresponds to (θ, n)
and thus
Stx − Sθq = n 1‖f (Sθq)‖
(−f2(Sθq)
f1(Sθq)
)
= nf⊥(Sθq).
Note that ‖f⊥(Sθq)‖ = 1. There is κ ∈ [0,1] such that f (Stx) = f (Sθq) + Df (Sθq +
κnf⊥(Sθq))nf⊥(Sθq). By the Implicit Function Theorem dt is given bydθ
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dθ
= −∂θQ(t, θ)
∂tQ(t, θ)
(2.3)
= ‖f (Sθq)‖
2 − 〈Stx − Sθq,Df (Sθq)f (Sθq)〉
〈f (Stx), f (Sθq)〉
= ‖f (Sθq)‖
2 − n〈f⊥(Sθq),Df (Sθq)f (Sθq)〉
‖f (Sθq)‖2 + n〈Df (Sθq + κnf⊥(Sθq))f⊥(Sθq), f (Sθq)〉
= 1 − n 〈Df (Sθq + κnf
⊥(Sθq))f⊥(Sθq), f (Sθq)〉
‖f (Sθq)‖2 + n〈Df (Sθq + κnf⊥(Sθq))f⊥(Sθq), f (Sθq)〉
− n 〈f
⊥(Sθq),Df (Sθq)f (Sθq)〉
‖f (Sθq)‖2 + n〈Df (Sθq + κnf⊥(Sθq))f⊥(Sθq), f (Sθq)〉
= 1 +O(n) for n → 0.
IV. Definition of s and g.
We define a positive scalar-valued function by
s(x) := ‖f (P (x))‖
2 − 〈x − P(x),Df (P (x))f (P (x))〉
〈f (x), f (P (x))〉 (2.4)
for x ∈ U . Note that s ∈ Cσ−1(U,R) since the term Df (·) is involved. Obviously, s(x) = 1 if
x ∈ Ω since P(x) = x holds for x ∈ Ω . Thus, by making the positively invariant open neighbor-
hood U of Ω possibly smaller, we obtain s(x) > 0 for all x ∈ U .
Now we define g(x) = s(x) f (x) and consider in IV–VI the system x˙ = g(x) which has the
same trajectories as x˙ = f (x), only the speed of the solutions is different. Note that the system
is only defined for x ∈ U and the projections Pf = Pg are the same. Moreover, g ∈ Cσ−1. We
switch back to the system x˙ = f (x) in VII.
We calculate the function Lg(x). Note that g⊥(x) = f⊥(x) and Dg(x) = s(x)Df (x) +
f (x)(∇s(x))T . Thus,
Lg(x) = (g⊥(x))T Dg(x)g⊥(x)
= (f⊥(x))T [s(x)Df (x)+ f (x)(∇s(x))T ]f⊥(x)
= (f⊥(x))T [s(x)Df (x)]f⊥(x)
= s(x)Lf (x). (2.5)
In particular, we have Lg ∈ Cσ−1, since both s and Lf are Cσ−1 functions.
Note that for the function tg(θ) we have dtg
dθ
= 1. Indeed, since s(Sθq) = 1 for q ∈ Ω , we
have with (2.4)
dtg
dθ
= ‖g(Sθq)‖
2 − 〈Stx − Sθq,Dg(Sθq)g(Sθq)〉
〈g(Stx), g(Sθq)〉
= 1
s(Stx)
‖f (Sθq)‖2 − 〈Stx − Sθq,Df (Sθq)f (Sθq)〉
〈f (Stx), f (Sθq)〉
= 1
by (2.4) and P(Stx) = Sθq . This implies
P(Stx) = St
(
P(x)
)
for all x ∈ U and t  0, (2.6)
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velocity of all solutions is 1.
V. Definition of W on Ω .
We have defined
F = 1
T
T∫
0
∥∥f (Sτp)∥∥dτ > 0. (2.7)
F is the average speed along the periodic orbit. Note that F = 1
T
∫ T
0 ‖g(Sτp)‖dτ since g(x) =
s(x)f (x) = f (x) for all x ∈ Ω . Recall that μ = ν
F
> 0.
Define W on the periodic orbit by
W(Sθp) :=
θ∫
0
[−μ∥∥g(Sτp)∥∥−L(Sτp)]dτ.
W is well defined on Ω , since W is T -periodic with respect to θ : W(ST p) =
∫ T
0 [−μ‖g(Sτp)‖−
L(Sτp)]dτ = −μFT + νT = 0 = W(p) by I and definition of μ. We have on the periodic orbit
W ′(Sθp) = −μ‖g(Sθp)‖ −L(Sθp) which proves (2.1) for g and x ∈ Ω .
VI. Definition of W in U .
Now we define W(x) for x ∈ U ,
W(x) =
∞∫
0
[
L(Sτx)−L
(
SτP (x)
)]
dτ
+μ
∞∫
0
[∥∥g(Sτx)∥∥− ∥∥g(SτP (x))∥∥]dτ +W (P(x)). (2.8)
W coincides with the previously defined W on Ω . Note that with (2.6) we have
(W ◦ P)′(x) = d
dt
(
W
(
P(Stx)
))∣∣∣
t=0
= d
dt
(
W
(
St
(
P(x)
)))∣∣∣
t=0
= W ′(P(x)).
In Lemma A.2 we prove W ∈ Cσ−2(U,R) and
W ′(x) = −L(x)+L(P(x))+μ(−∥∥g(x)∥∥+ ∥∥g(P(x))∥∥)
+ W ′(P(x))︸ ︷︷ ︸
=−μ‖g(P (x))‖−L(P (x))
= −L(x)−μ∥∥g(x)∥∥. (2.9)
VII. Back to f .
Altogether, we proved the existence of a smooth function W on U for the modified system
x˙ = g(x) = s(x) f (x), i.e. W ′(x) = −μ‖g(x)‖ −Lg(x). Hence, by (2.5) we have
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s(x)
〈∇W(x), f (x)〉= −μs(x)∥∥f (x)∥∥− s(x)Lf (x)
since s(x) > 0. Division by s(x) = 0 yields W ′(x) = −μ‖f (x)‖ −L(x) for the old system.
VIII. Definition on A(Ω).
For the global part note that up to now W is defined and smooth in U . The global function W
which we denote by Wglob is now the solution of the noncharacteristic Cauchy problem〈∇Wglob(x), f (x)〉= −μ∥∥f (x)∥∥−L(x) for x ∈ A(Ω) \Ω,
Wglob(x) = W(x) for x ∈ Γ, (2.10)
where Γ = {x ∈ U0 \Ω | d(x) = R− 1} is defined in Lemma A.1 and U0 ⊂ U is a neighborhood
of Ω . Note that by this lemma, Γ is a noncharacteristic manifold. The characteristic equation
of the linear partial differential equation 〈∇Wglob(x), f (x)〉 = −μ‖f (x)‖ − L(x) is the ordi-
nary differential equation x˙ = f (x). There are no singular points, i.e. equilibria of x˙ = f (x), in
A(Ω) \ Ω and the characteristics meet every point in A(Ω) \ Ω . Thus, there is a unique solu-
tion Wglob of the noncharacteristic Cauchy problem and, hence, W(x) = Wglob(x) holds for all
x ∈ U \Ω . Thus, we can prolongate W = Wglob such that W ∈ Cσ−2(A(Ω),R). This proves the
theorem. 
Lemmas A.1 and A.2 are found in Appendix A.
3. Positively invariant set
In order to apply Theorem 1.1 we need both a weight function w such that Lw(x) < 0 and
a positively invariant, compact set K . In this section we describe how to determine the set K .
The idea is again to use a function which satisfies an equation for its orbital derivative. We
prove the existence of a function satisfying V ′(x) = −c < 0. However, V ∈ Cσ−1(A(Ω) \Ω,R)
since V (x) tends to −∞ for x → Ω . If we use scattered grid points, then they do not lie on the
periodic orbit, so that we can approximate V by an approximation v. Typically, there are parts
of the phase space where v′(x) > 0 near the periodic orbit Ω . The sublevel set K = {x ∈ R2 |
v(x) ρ} is positively invariant, if v′(x) < 0 holds for all x with v(x) = ρ, cf. Proposition 3.1.
If K is compact and connected and, moreover, Lw(x) < 0 holds for all x ∈ K with a function w,
then K ⊂ A(Ω) by Theorem 1.1.
Proposition 3.1. Let V ∈ C1(R2,R). Let S = {x ∈ R2 | V (x)  ρ} be nonempty. Let V ′(x) < 0
hold for all x with V (x) = ρ.
Then S is positively invariant.
Proof. We distinguish between the cases V (x) < ρ and V (x) = ρ.
Let V (x) < ρ. Assume in contradiction to the proposition that there is t > 0 such that Stx /∈ S,
i.e. V (Stx) > ρ. Hence, there is a minimal t > 0 such that V (Stx) = ρ. Then V (St−τx) < ρ
for all 0 < τ < t . Thus, 1
τ
[V (St−τx) − V (Stx)] < 0 and 0  limτ→0 1τ [V (St−τx) − V (Stx)] =−V ′(Stx), i.e. V ′(Stx) 0 with V (Stx) = ρ in contradiction to the assumption.
Now let V (x) = ρ. Assume in contradiction to the proposition that there is t∗ > 0 with
V (St∗x) > ρ. In view of the first part of the proof, V (Stx)  ρ for all 0  t  t∗. Hence,
V ′(x) = limτ→0 1 [V (Sτx)− V (x)] 0. This is a contradiction since V (x) = ρ. τ
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Theorem 3.2. Consider x˙ = f (x), where f ∈ Cσ (R2,R2), σ  2. Let Ω be an exponentially
stable periodic orbit with Floquet exponents 0 and −ν < 0, let c > 0.
Then there is a function V ∈ Cσ−1(A(Ω) \Ω,R) such that
V ′(x) = −c for all x ∈ A(Ω) \Ω. (3.1)
Proof. Consider the function t (x) of Lemma A.1. Note that by definition of t (x) we have
t (Sτx) = t (x) − τ . Thus, the orbital derivative is given by t ′(x) = −1. Setting V (x) = ct (x)
proves the theorem. 
4. Approximation using radial basis functions
In this section we will describe the steps to approximate the functions W and V . These func-
tions both satisfy a linear partial differential equation of the form W ′(x) = −μ‖f (x)‖ − L(x),
V ′(x) = −c, respectively. Thus, in both cases the values of the linear operator of the orbital
derivative applied to W , V , respectively, are known.
We will use radial basis functions to approximate the solutions W and V , but one could use
any other approximation technique as well. The advantage of radial basis functions is that the
error estimates are given in terms of the orbital derivative, i.e. the approximation w of W satisfies
|W ′(x)−w′(x)| . We will describe the procedure for the approximation of W , for V a similar
result holds.
Radial basis functions are a powerful approximation method. For general literature on radial
basis functions, cf. [16,19] and [2]. Radial basis functions can be used for the interpolation of
scattered data by a smooth function. We, however, will use them to solve a linear partial differ-
ential equation, cf. [5,7,8,14].
We approximate the solution W of the linear partial differential equation W ′(x) =
−μ‖f (x)‖ − L(x) by the approximation w using radial basis functions. We define the linear
operator of the orbital derivative
Dw(x) := 〈∇w(x), f (x)〉
and the set of N pairwise distinct points XN = {x1, . . . ,xN } which are no equilibria. We fix the
radial basis function Ψ :R2 → R given by Ψ (x) = ψ(‖x‖) = ψk+2,k(c‖x‖) where ψl,k denotes
a Wendland function, cf. [18], and c > 0. Note that Wendland functions define radial basis func-
tions Ψ ∈ C2k0 (R2,R) with compact support, denoted by the subscript 0. We set l = k + 2, since
in general l = [n2 ] + k + 1 and n = 2. For instance, the function ψ = ψ5,3 which will be used in
the example is given by
ψ5,3(r) = (1 − r)8+
[
32r3 + 25r2 + 8r + 1]
where z+ = z for z > 0 and z+ = 0 for z 0. We make the following ansatz for the approximant
w(x) =
N∑
k=1
βk(δxk ◦D)yψ
(‖x − y‖) (4.1)
where the superscript y denotes the application of the operator with respect to y and δxk denotes
Dirac’s δ-distribution, i.e. δxk (x) = xk .
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Dw(x) = −μ∥∥f (x)∥∥−L(x) (4.2)
holds for all grid points x ∈ XN . Note that this equation holds for W . Hence, denoting
αj := −μ
∥∥f (xj )∥∥−L(xj ) for j = 1, . . . ,N, (4.3)
we have by (4.2) and (4.1)
αj = (δxj ◦D)xw(x) =
N∑
k=1
(δxj ◦D)x(δxk ◦D)yψ
(‖x − y‖)βk.
Hence, we have to solve the linear equation Aβ = α, where β = (β1, . . . , βN)T , α =
(α1, . . . , αN)T , and A = (ajk)j,k=1,...,N with
ajk = (δxj ◦D)x(δxk ◦D)yψ
(‖x − y‖)
= ψ2
(‖xj − xk‖)〈xj − xk, f (xj )〉〈xk − xj , f (xk)〉
−ψ1
(‖xj − xk‖)〈f (xj ), f (xk)〉 (4.4)
where we define
ψ1(r) =
d
dr
ψ(r)
r
for r > 0, (4.5)
ψ2(r) =
{
d
dr
ψ1(r)
r
for r > 0,
0 for r = 0,
(4.6)
cf. [7]. Note that ψ has to be smooth enough. A is a symmetric and positive definite matrix,
cf. [7]. Hence, the system of linear equations Aβ = α has a unique solution which determines
the approximation w.
Definition 4.1 (Approximation). Let XN be a grid with pairwise distinct points. Let D be the
linear operator of the orbital derivative.
The interpolation matrix A = (ajk)j,k=1,...,N is given by
ajk = ψ2
(‖xj − xk‖)〈xj − xk, f (xj )〉〈xk − xj , f (xk)〉
−ψ1
(‖xj − xk‖)〈f (xj ), f (xk)〉.
The reconstruction w of W with respect to the grid XN is given by
w(x) =
N∑
k=1
βk
〈
xk − x, f (xk)
〉
ψ1
(‖x − xk‖),
where β is the solution of Aβ = α with αj = W ′(xj ) = −μ‖f (xj )‖ −L(xj ).
For the error estimate in Theorem 4.3 we define the fill distance measuring how dense the
grid XN lies in a set K .
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a grid. The positive real number
h := hK,XN = maxy∈K minx∈XN ‖x − y‖
is called the fill distance of XN in K .
We obtain the following error estimate, cf. [7].
Theorem 4.3. Let W ∈ Ck+3/20 (R2), where the subscript 0 denotes the functions with compact
support. Consider the radial basis function Ψ (x) = ψk+2,k(c‖x‖) with c > 0, where ψl,k denotes
a Wendland function with k ∈N. Let f ∈ C1(R2,R2).
Let K ⊂R2 be a compact set and H > 0. Then there is a constant C∗ such that for each grid
XN := {x1, . . . ,xN } ⊂ K with fill distance 0 < h<H in K the reconstruction w ∈ C2k−1(R2,R)
of W with respect to the grid XN satisfies∣∣W ′(x)−w′(x)∣∣ C∗hκ for all x ∈ K, (4.7)
where κ = 12 for k = 1 and κ = 1 for k  2.
Applying Theorem 4.3 to our situation we obtain the following proposition for the approxi-
mation of the function W , cf. Theorem 2.1, using radial basis functions.
Proposition 4.4. Let k ∈ N, k + 72  σ and f ∈ Cσ (R2,R2). Let Ω be a periodic orbit with
Floquet exponents 0 and −ν < 0 and let K ⊂ A(Ω) be a compact set with Ω ⊂ ˚K . Pro-
longate the function W ∈ Cσ−2(A(Ω),R) of Theorem 2.1 to a function W ∈ Cσ−20 (R2,R)
which coincides with the former W on K . With the notations of Theorem 4.3 for H = 1 define
h∗ := min(1, (μminx∈K ‖f (x)‖2C∗ )1/κ ). Let XN ⊂ K be a grid with fill distance h h∗ in K .
Then the reconstruction w of W with respect to the grid XN satisfies
Lw(x) < 0
for all x ∈ K .
Proof. We apply Theorem 4.3 to W , cf. Theorem 2.1. Note that W ∈ Ck+3/20 (R2,R). Hence, by
(4.7) we have w′(x)W ′(x) + C∗hκ −μ‖f (x)‖ − L(x) + C∗(h∗)κ = −μ‖f (x)‖ − L(x) +
μ
2 minx∈K ‖f (x)‖. Hence, for all x ∈ K , we have
Lw(x) = w′(x)+L(x)
−μ∥∥f (x)∥∥+ μ
2
min
x∈K
∥∥f (x)∥∥
−μ
2
min
x∈K
∥∥f (x)∥∥
< 0. 
As shown in [15] the optimal way of choosing a grid XN for a good approximation on the one
hand and numerical stability on the other hand is the hexagonal grid. However, the theory also
works for scattered data. Thus one can add additional points to the points of the grid where Lw
has some small positive regions or in order to enlarge the region where Lw is negative.
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Consider the van-der-Pol equation x¨ + (x2 − 1)x˙ + x = 0, cf. [9], or{
x˙ = y,
y˙ = −x + (1 − x2)y.
For the function W we used μ = 0.5414177310. This value was obtained by a simple nu-
merical approximation of the periodic orbit. Furthermore, we used the radial basis function
Ψ (x) = ψ5,3( 15.5‖x‖), where ψ5,3(r) = (1 − r)8+[32r3 + 25r2 + 8r + 1]. We used 94 points
for the grid. Figure 1 (left) shows the grid and the level set of Lw(x) = w′(x)+L(x) = 0 for the
calculated function w, which is the approximation of the equation W ′(x) = −μ‖f (x)‖ −L(x).
For the determination of a positively invariant set K we approximated the solution V of the
equation V ′(x) = −1. We used again the radial basis function Ψ (x) = ψ5,3( 15.5‖x‖). The 442
grid points are shown in Fig. 1 (right).
Figure 2 (left) shows the grid for the approximation of V and the level set v′(x) = 0 for the
approximation v. One can observe points with positive orbital derivative v′(x) > 0 within the
area of the grid points: in this area lies the periodic orbit, cf. Fig. 2 (right) with the numerically
calculated periodic orbit.
The blue set in Fig. 2 (left) denotes the level set {x ∈ R2 | v(x) = −1.6}. This level set lies
in the area of negative orbital derivative v′(x) < 0 and hence the sublevel set K = {x ∈ R2 |
v(x)  −1.6} is positively invariant. Moreover, K is connected, compact and does not contain
the origin, which is the only equilibrium point of the system.
Figure 3 (left) shows that the positively invariant set K lies in the area where Lw(x) < 0.
Thus, the function w and the set K fulfill all conditions of Theorem 1.1 and, hence, there is a
unique periodic orbit Ω ⊂ K , Ω is exponentially stable and K ⊂ A(Ω). Figure 3 (right) shows
the set K , the level set Lw(x) = 0 and the numerically calculated periodic orbit Ω .
Fig. 1. Left: the grid for the approximation of W and the level set Lw(x) = 0 (magenta); right: the level set Lw(x) = 0
(magenta) and the grid for the approximation of V . (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
P. Giesl / J. Math. Anal. Appl. 335 (2007) 461–479 473Fig. 2. Left: the grid for the approximation of V , the level set v′(x) = 0 (red) and the sublevel set K = {x ∈ R2 |
v(x)  −1.6} (blue); right: the level set v′(x) = 0 (red), the sublevel set K = {x ∈ R2 | v(x)  −1.6} (blue) and the
numerically calculated periodic orbit Ω (black). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
Fig. 3. Left: the set K (blue) and the level set Lw(x) = 0 (magenta): all points x ∈ K satisfy Lw(x) < 0. Using The-
orem 1.1, there is a unique periodic orbit Ω ⊂ K with K ⊂ A(Ω); right: the set K (blue), the level set Lw(x) = 0
(magenta) and the numerically calculated periodic orbit Ω (black). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Appendix A. Two lemmas
For the proof of Theorem 2.1 we need two lemmas. In Lemma A.1 we define a modified
distance to the periodic orbit which decreases along solutions. The proof is inspired by [20],
cf. also [6].
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periodic orbit with Floquet exponents 0 and −ν < 0.
Then for all open neighborhoods U of Ω there is a neighborhood U0 of Ω with U0 ⊂ U and
a function d ∈ Cσ−1(U0 \Ω,R) such that its orbital derivative satisfies
d ′(x)−ν
2
for all x ∈ U0 \Ω. (A.1)
Moreover, there is an R ∈ R such that S = {x ∈ U0 \Ω | d(x)R} ∪Ω is a positively invariant
and compact set with S ⊂ ˚U0.
Denote Γ = {x ∈ U0 \ Ω | d(x) = R − 1}. There is a function t ∈ Cσ−1(A(Ω) \ Ω,R) such
that Stx ∈ Γ ⇔ t = t (x).
Proof. There is an open neighborhood U1 of the periodic orbit such that we can introduce curvi-
linear coordinates (θ, n) (cf. [20, §2]), where θ is the time on the periodic orbit and n is the
length of a normal to Ω . The old coordinates (x, y) and the new coordinates (θ, n) satisfy,
cf. I of the proof of Theorem 2.1,
x = (Sθp)1 − n f2(Sθp)‖f (Sθp)‖ ,
y = (Sθp)2 + n f1(Sθp)‖f (Sθp)‖ .
Then we have
dy
dx
=
dy
dθ
dx
dθ
= f2(Sθp)+
dn
dθ
f1(Sθp)‖f (Sθp)‖ + n ddθ
f1(Sθp)‖f (Sθp)‖
f1(Sθp)− dndθ f2(Sθp)‖f (Sθp)‖ − n ddθ
f2(Sθp)‖f (Sθp)‖
= f2(x, y)
f1(x, y)
.
Thus, we have the following equation for dn
dθ
:
dn
dθ
(θ,n) = ‖f (Sθp)‖
f1(Sθp)f1(x, y)+ f2(Sθp)f2(x, y)
×
{
−f2(Sθp)f1(x, y)+ f1(Sθp)f2(x, y)
− n
[
d
dθ
(
f2(Sθp)
‖f (Sθp)‖
)
f2(x, y)+ d
dθ
(
f1(Sθp)
‖f (Sθp)‖
)
f1(x, y)
]}
=: F(θ,n) ∈ Cσ−1.
Let dθ
dt
(θ, n) = T (θ,n). The calculation of T (θ,n) is similar to III in the proof of Theorem 2.1
and we obtain
T (θ,n) = 1 +O(n) for n → 0.
Then we have the following equations for the evolution of θ and n:{
θ˙ = T (θ,n),
n˙ = F(θ,n)T (θ,n). (A.2)
For the linearization with respect to n we have—note that we set n = 0,
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{
−f2(Sθp)
[
− f2(Sθp)‖f (Sθp)‖f1x(Sθp)+
f1(Sθp)
‖f (Sθp)‖f1y(Sθp)
]
+ f1(Sθp)
[
− f2(Sθp)‖f (Sθp)‖f2x(Sθp)+
f1(Sθp)
‖f (Sθp)‖f2y(Sθp)
]
−
[
d
dθ
(
f2(Sθp)
‖f (Sθp)‖
)
f2(Sθp)+ d
dθ
(
f1(Sθp)
‖f (Sθp)‖
)
f1(Sθp)
]}
= L(Sθp), cf. Theorem 1.1, (A.3)
because the last term is 12
d
dθ
〈 f (Sθp)‖f (Sθp)‖ ,
f (Sθp)
‖f (Sθp)‖ 〉 = 0. Thus,
F(θ,n) = Fn(θ,0)n+ o(n)
= L(Sθp)n+ o(n). (A.4)
Define W˜ (Sθp) := −νθ −
∫ θ
0 L(Sτp)dτ on the periodic orbit and prolongate it smoothly
through W˜ (θ, n) = W˜ (Sθp). Note that W˜ (ST p) = −νT −
∫ T
0 L(Sτp)dτ = 0 = W˜ (p) by I of
the proof of Theorem 2.1. We have W˜ ′(Sθp) = −ν −L(Sθp).
Now set for x ∈ U1 \Ω ,
d(x) = ln dist(x,Ω)+ W˜ (x). (A.5)
Note that dist(x,Ω) = |n(x)|.
We calculate the orbital derivative of d ; the new coordinates of x are denoted by (θ, n),
d ′(x) = n
′(x)
n(x)
+ W˜ ′(x)
= T (θ,n)F (θ,n)
n
− ν −L(Sθp)
= (1 +O(n))[L(Sθp)+ o(1)]− ν −L(Sθp) by (A.4)
= −ν + o(1)
as n → 0. Choosing U0 = {x ∈ R2 | |n(x)| δ} and δ > 0 small enough, we obtain d ′(x)− ν2
for all x ∈ U0 \Ω and U0 ⊂ U1 ∩U .
Denote minx∈U0 W˜ (x) =: M and define R := M + ln δ2 . We show that S = {x ∈ U0 \ Ω |
d(x)R} ∪Ω is compact and positively invariant.
We show S ⊂ ˚U0. Indeed, if x ∈ ∂U0, then |n(x)| = δ and d(x) = ln |n(x)| + W˜ (x)  ln δ +
M > R, i.e. x /∈ S. Hence, S is closed and, since S ⊂ U0 and U0 is compact, S is compact. S is
positively invariant by Proposition 3.1.
Now we show the existence of the function t (x). Denote Γ = {x ∈ U0 \Ω | d(x) = R − 1}.
We will first show that for all x ∈ A(Ω) \ Ω , there is a unique t ∈ R such that Stx ∈ Γ . Let
x ∈ A(Ω) \ Ω . Since x ∈ A(Ω) and S is a compact neighborhood of Ω , there is a minimal time
t∗ ∈R such that St∗x =: y ∈ S. Since d ′(Sty)− ν2 holds for all t  0, there is one and only one
t  0 such that d(Sty) = R − 1 = d(St+t∗x). Denote t (x) := t + t∗.
To prove that t (x) is Cσ−1 we use the Implicit Function Theorem. We seek to find the implicit
solution of G(x, t) = d(Stx) − (R − 1) = 0 near a point (x, t) with d(Stx) = R − 1, hence
Stx ∈ Γ . We calculate
∂G
∂t
(x, t) = d
dt
d(Stx) = d ′(Stx)−ν2 < 0.
Hence, t (x) is Cσ−1 by the Implicit Function Theorem. 
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−μ‖g(x)‖ −L(x).
Proof. We use the notations of the proof of Theorem 2.1 and consider x˙ = g(x). We denote
W1(x) =
∫∞
0 [L(Sτx) − L(SτP (x))]dτ and W2(x) = μ
∫∞
0 [‖g(Sτx)‖ − ‖g(SτP (x))‖]dτ . We
prove the smoothness and the formula for the orbital derivative for W1; for W2 the proof is
similar.
The change of variables Φ1: (x, y) → (θ, n) for (x, y) ∈ U is Cσ−1 since g ∈ Cσ−1 and
transforms the differential equation x˙ = g(x) into the system{
θ˙ = 1,
n˙ = G(θ,n),
cf. (A.2); note that T (θ,n) = 1 since dtg
dθ
= 1, cf. IV in the proof of Theorem 2.1. A solution of
the linearized equation θ˙ = 1, n˙ = Gn(θ,0) n is given by θ(t) = t , n(t) = n(θ) = e
∫ θ
0 L
g(Sτ p)dτ
since Gn(θ,0) = Lg(Sθp), cf. (A.3).
Hence, define q(θ) = eνθ+
∫ θ
0 L
g(Sτ p)dτ which is a T -periodic Cσ−1 function with strictly pos-
itive values. The change of variables Φ2: (θ, n) → (θ, 1q(θ)n) =: (θ, z) transforms the differential
equation into{
θ˙ = 1 = h1(θ, z),
z˙ = −νz + r˜(θ, z) = h2(θ, z)
where r˜(θ, z) = o(z) for z → 0 uniformly with respect to θ . Indeed, write G(θ,n) = Gn(θ,0) n+
r(θ, n) where r(θ, n) = o(n) for n → 0 uniformly with respect to θ , since r is periodic with re-
spect to θ . Since n(θ) = e−νθq(θ) is a solution of n˙ = Gn(θ,0)n, we have −ν + q˙ 1q = Gn(θ,0).
Thus, z˙ = 1
q
n˙− q˙
q2
n = 1
q
[Gn(θ,0)qz + r(θ, qz) − νn−Gn(θ,0)n] = −νz + 1q r(θ, qz).
We consider L = L˜ ◦Φ , where Φ = Φ2 ◦Φ1, i.e. L(x, y) = L˜(θ, z). Our goal is to show
∂α
[
L˜
(
St (θ, z)
)− L˜(St (θ,0))] Ce−kt (A.6)
for all |α|  σ − 2, where k = ν4 with a uniform constant C for all (θ, z) with |z|  c. Then∫∞
0 [L˜(St (θ, z)) − L˜(St (θ,0))]dt is a Cσ−2-function and so is W1(x, y) in a neighborhood U
of Ω which is the same function with respect to the old variables.
Denote St (θ, z) =
( θ(t)
z(t)
)=: ( θ+tSzt (θ,z)), where θ(0) = θ and z(0) = z. We have
L˜
(
St (θ, z)
)− L˜(St (θ,0))
=
〈 1∫
0
∇(θ,z)L˜
(
St (θ,0)+ λ
(
St (θ, z)− St (θ,0)
))
dλ,St (θ, z)− St (θ,0)
〉
=
〈 1∫
0
∇(θ,z)L˜
(
St (θ,0)+ λ
(
St (θ, z)− St (θ,0)
))
dλ,
( 0
Szt (θ, z)− Szt (θ,0)
)〉
=
1∫
∂zL˜
(
t + θ,λSzt (θ, z)
)
dλSzt (θ, z)0
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∂α
[
L˜
(
St (θ, z)
)− L˜(St (θ,0))]
=
∑
βα
cα,β∂
α−β
(θ,z)
( 1∫
0
∂zL˜
(
t + θ,λSzt (θ, z)
)
dλ
)
∂
β
(θ,z)S
z
t (θ, z).
Note that the first term in the product is bounded uniformly for |α| σ − 2 if (θ, z) ∈ U which
is positively invariant, since L˜ ∈ Cσ−1. Hence, to prove (A.6) it suffices to show
∂
β
(θ,z)
[
Szt (θ, z)− Szt (θ,0)
]
 Ce−kt (A.7)
for all |β| σ − 2. Note that Szt (θ,0) = 0 for all t and θ . In order to show (A.7) we have
1
2
d
dt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣2
= ∂β(Szt (θ, z)− Szt (θ,0)) ddt ∂β(Szt (θ, z)− Szt (θ,0))
= ∂β(Szt (θ, z)− Szt (θ,0))∂β ddt (Szt (θ, z)− Szt (θ,0)).
Note that d
dt
(Szt (θ, z) − Szt (θ,0)) = h2(t + θ, Szt (θ, z)) − h2(t + θ, Szt (θ,0)) =
∫ 1
0 ∂zh2(t + θ,
Szt (θ, z)λ) dλ (S
z
t (θ, z) − Szt (θ,0)). Thus,
∂β
d
dt
(
Szt (θ, z)− Szt (θ,0)
)
= ∂β
( 1∫
0
(−ν + ∂zr˜(t + θ, Szt (θ, z)λ))dλ (Szt (θ, z)− Szt (θ,0))
)
=
∑
γβ
cβ,γ ∂
β−γ
(
−ν +
1∫
0
∂zr˜
(
t + θ, Szt (θ, z)λ
)
dλ
)
∂γ
(
Szt (θ, z)− Szt (θ,0)
)
.
Note that we can choose U so small that |∂zr˜(t + θ, Szt (θ, z)λ)|  ν2 since ∂zr˜(θ, z) = o(1) for
z → 0. Hence, since cβ,β = 1,
1
2
d
dt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣2

∑
γ<β
cβ,γ
∣∣∣∣∣∂β−γ
(
−ν +
1∫
0
∂zr˜
(
t + θ, Szt (θ, z)λ
)
dλ
)∣∣∣∣∣
× ∣∣∂γ (Szt (θ, z)− Szt (θ,0))∣∣∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣
− ν
2
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣2,
d
dt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣∑
γ<β
cβ,γ
∣∣∣∣∣∂β−γ
(
−ν +
1∫
0
∂zr˜
(
t + θ, Szt (θ, z)λ
)
dλ
)∣∣∣∣∣
× ∣∣∂γ (Szt (θ, z)− Szt (θ,0))∣∣
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∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣. (A.8)
We will prove (A.7) via induction with respect to |β|. Therefore, we show (A.9) which will
imply (A.7),
d
dt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣ Ce−kt − ν2 ∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣. (A.9)
If β = 0, then (A.8) implies (A.9) with C = 0. If |β|  1, then (A.9) follows from (A.8)
using the induction hypothesis (A.7). Note that there is a constant C′ such that |∂β ′∂zr˜(t + θ,
Szt (θ, z)λ)| C′ for all β ′  β , since r˜ ∈ Cσ−1 and |β| σ − 2.
To conclude (A.7) from (A.9), we use Gronwall’s Lemma and obtain with k = ν4 ,
d
dt
(
e2kt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣) Cekt ,
e2kt
∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣− ∣∣∂β(Sz0(θ, z)− Sz0(θ,0))∣∣ Ck (ekt − 1),∣∣∂β(Szt (θ, z)− Szt (θ,0))∣∣
(∣∣∂β(Sz0(θ, z)− Sz0(θ,0))∣∣+ Ck
)
e−kt (A.10)
which proves (A.7). Note that ∂β(Sz0(θ, z)−Sz0(θ,0)) is uniformly bounded in U . Thus, W1(x) =∫∞
0 [L(Sτx)−L(SτP (x))]dτ is a Cσ−2 function and, since P(Stx) = St (P (x)) by (2.6),
W ′1(x) =
d
dt
lim
T→∞
T∫
0
[
L(Sτ+tx)−L
(
Sτ+tP (x)
)]
dτ
∣∣∣
t=0
= lim
T→∞
d
dt
T+t∫
t
[
L(Sτx)−L
(
SτP (x)
)]
dτ
∣∣∣
t=0
= lim
T→∞
[
L(ST x)−L
(
ST P (x)
)]− [L(x)−L(P(x))]
= −L(x)+L(P(x))
by (A.6) with α = 0. The smoothness and the respective formula for W2 are proved similarly.
The formula for the orbital derivative of W is then obtained by (2.9). 
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