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Abstract
In this paper, a novel inversion mechanism of functional extrema model
via the differential evolution algorithms(DE), is proposed to exactly iden-
tify time-delays fractional order chaos systems. With the functional extrema
model, the unknown time-delays, systematic parameters and fractional-orders
of the fractional chaos, are converted into independent variables of a non-
negative multiple modal functions’ minimization, as a particular case of the
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functional extrema model’s minimization. And the objective of the model is
to find their optimal combinations by DE in the predefined intervals, such
that the objective functional is minimized. Simulations are done to identify
two classical time-delayed fractional chaos, Logistic and Chen system, both
in cases with noise and without. The experiments’ results show that the pro-
posed inversion mechanism for time-delay fractional-order chaotic systems is
a successful methods, with the advantages of high precision and robustness.
Keywords: Identification time-delayed fractional chaos, functional extrema
model, differential evolution algorithm, unknown time-delays, systematic
parameters and fractional-orders, nonlinear optimization
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1. Introduction
Recently, the topic of fractional-order time-delayed differential equation
has attracted growing interest among Mathematicians and Physicists [1–
4]. Specially, fractional-order delayed differential systems can characterize
chaotic behaviors [1–6].
The applications of fractional differential equations, whose nonlinear dy-
namics are described by a powerful tool with the concept of fractional calculus[7–
12], began to appeal to related scientists[4, 13–24] in following areas, bifur-
cation, hyperchaos, proper and improper fractional-order chaos systems and
chaos synchronization[14–17, 21–29].
Fractional delayed differential equation (FDDE) is a differential equation
in which the fractional derivative of the function at any time depends on
the solution at previous time[1, 4–6]. Introduction of delays in the model
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enhances its dynamics and allows a precise description of real life phenom-
ena. In FDDE, history of the system over the delay interval [τ, 0] is pro-
vided as the initial condition. Many synchronization methods are valid for
fractional-order chaotic systems with known parameters and time–delays[30–
34]. However, in some applications such as secure communications and chaos
synchronization, fractional chaotic system is partly known. That is, the form
of differential equation is known, however, some or all of the time-delays, frac-
tional orders and parameters are unknown. Then estimating the unknown pa-
rameters of the chaos are really important in controlling and utilizing chaos,
for the fractional chaos both with time-delay and without. Thus, it is of
vital importance to identify the unknown time-delays, fractional orders and
parameters in fractional-order chaotic delayed systems. And it is difficult to
identify the and time-delays and parameters in the uncertain fractional-order
chaotic systems[4, 4, 16, 17, 35, 36], as well as the normal unknown delayed
dynamical complex networks or hyper chaos[37, 38].
The process to get the exact values of uncertain orders and parameters
for the fractional order chaotic systems is called system inversion mecha-
nism. Hitherto, there have been some approaches in system inversion for
fractional-order chaos systems. For instances, synchronization for fractional-
order chaos[35] and fractional order complex networks[36]. However, the
design of controller and the updating law of parameter identification is still
a hard task with techniques and sensitivities depending on the considered
systems. And the non-classical way via artificial intelligence methods, for
examples, differential evolution[16] and particle swarm optimization [4, 17].
In which only the commensurate fractional order with the same q chaos sys-
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tems and simplest case with one unknown fractional order q for fractional-
order chaos systems are discussed. But no studies on some of the unknown
time-delays τ1, τ2, ..., τn are done up till now. In recent results[4], only the
cases are discussed in unknown partial parameters (θ1, θ2, ..., θm), fractional
orders (q1, q2, ..., qk) but known time-delays (τ1, τ2, ..., τn). And in reference
[39], only the identification for fractional chaos system without time-delays
are discussed.
However, to the best of our knowledge, few work in non-classical way has
been done to the parameters, time-delays and fractional orders (θ1, θ2, ..., θm,
τ1, τ2, ..., τn,q1, q2, ..., qk)’ together inversion estimation for time-delayed fractional-
order chaos systems so far.
The objective of this work is to present a novel simple but effective in-
version mechanism with a functional extrema model of uncertain fractional-
orders and parameters based on differential evolution algorithms (DE) to
estimate the time-delayed fractional order chaotic systems. In which, un-
known time-delays, fractional-orders and parameters are estimated together
in a non-Lyapunov way. And the illustrative inversion simulations in different
chaos systems system are discussed respectively.
The rest is organized as follows. Section 1 give a simple review on parame-
ters inversion mechanism for time-delayed fractional-order chaos systems. In
section 2, firstly the DE are introduced briefly. Then a novel inversion meth-
ods with functional extrema minimization model based on DE is proposed
to estimate the fractional chaos systems. In section 3, simulations are done
to two classical time-delayed fractional order chaotic systems. And results
analysis and discussions are done too. Conclusions are summarized briefly
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in Section 4.
2. Inversion mechanism with functional extrema model
2.1. Inversion mechanism with functional extrema model via DE
We consider the following fractional-order chaos system with time-delays.
αD
q
t Y (t) = f (Y (t), Y (t− τ), Y0(t), θ) (1)
The continuous integro-differential operator[40, 41] is defined as
αDy
q
t =


dq
dxq
, q > 0;
1, q = 0;
∫ 1
α
(dτ)q.
Let Y (t) = (y1(t), ..., yn(t))
T ∈ ℜn denotes the state vector. θ = (θ1, θ2, ..., θn)
T
denotes the original parameters. q = (q1, q2, ..., qn), (0 < qi < 1, i = 1, 2, ..., n)
is the fractional derivative orders.
Normally the function f = (f1, f2, ..., fn) is known. And the θ = (θ1, θ2, ..., θn),
q = (q1, q2, ..., qn) will be the parameters to be estimated. Then a correspon-
dent system are constructed as following.
αD
q˜
t Y˜ (t) = f
(
Y˜ (t), Y˜ (t− τ˜), Y0(t), θ˜
)
(2)
where Y˜ (t), τ˜ , θ˜, q˜ are the correspondent variables to those in equation (1),
and function f are the same. The two systems (1) (2) have the same initial
condition Y0(t).
Let L(t) = (Y1(t), Y2(t), ..., YK(t)) and L(t) = (Y˜1(t), Y˜2(t), ..., Y˜K(t)),
where 1, 2, ..., K is the sampling time point and K denotes the length of
data used for identification. ‖·‖ is Euclid norm.
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Then the objective is obtained as following,
(θ, q, τ)∗ = argmin
(θ,q,τ)
F = argmin
(θ,q,τ)
∑
t
∥∥∥L (t)− L˜ (t)
∥∥∥
2
(3)
When some the fractional chaotic differential equations f = (f1, f2, ..., fn)
are unknown, the objective will be,
(f1, f2, ..., fn)
∗ = argmin
(f1,f2,...,fn)
F (4)
Equation (4) is fractional-order chaos’ inversion mechanism called recon-
struction. In Reference [42] a novel method was proposed to reconstruct the
unknown equations (f1, f2, ..., fn) based on an united mathematical model.
However, for the united mathematical model[42], to be identified is only
(f1, f2, ..., fn) instead of q. That is, the left part αD
q
t Y˜ (t) of the equation (2)
are not included.
Therefore, to estimate the q of the equation (2) with unknown system-
atic parameters θ is still a question to be solved for parameters and orders
estimation of non-commensurate and hyper fractional-order chaos systems.
It can be derived into a functional extrema model as following equation
(5). In which, the two different Equation (3) and Equation (4) are two
different aspects. One is to find best the parameters as in Equation (3),
and the other is to find best the functionals to obtain the minimums as in
Equation (4).
J(f1, ..., fn) =
∑
t
∥∥∥L (t)− L˜ (t)
∥∥∥
2
(5)
Equation (5) is the functional extrema model we proposed for time-
delayed fractional order systems. Then a novel inversion mechanism by Dif-
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ferential evolution algorithm (DE) as following Figure 1.
Identification by DE
Y0(t)
αD
q
tY (t) = f (Y (t), Y (t− τ), Y0(t), θ )
L = (Y (0), ..., Y (T ))
αD
q
t Y˜ (t) = f
(
Y˜ (t), Y˜ (t− τ˜), Y0(t), θ˜
)
L˜ = (Y˜ (0), ..., Y˜ (T ))
(q˜, θ˜, τ˜) ∈ Ω pre-definited
q˜, θ˜, τ˜ unknown, f˜
form is definite
F =
T ·h∑
t=0·h
∥∥∥L˜− L
∥∥∥
2
Noise
(
θ˜, q˜, τ˜
)∗
= argmin
(θ˜,q˜,τ˜)
F
Figure 1: Novel inversion mechanism by Differential evolution algorithm (DE)
Now we take the time-delayed fractional order Logistic system (6)[40, 43]
for instance.
0D
q
t x(t) = −ax(t) + γx(t− τ)− γx
2(t− τ)
x(t) = 0.5, t ∈ [−τ, 0]
(6)
when q = 0.9, a = 26, τ = 0.5, γ = −53, system (6) is chaotic. And Figure 2
shows the chaotic of Logistic system (6).
Secondly the objective function for time-delay system (6) is chosen as:
J = F (q, a, τ, γ) =
T ·h∑
t=0·h
∥∥∥L (t)− L˜ (t)
∥∥∥
2
(7)
Equation (7) is a special case of functional extrema model Equation (5),
with the particular independent variables of q, a, τ, γ. And the objective
function for system (6) is shown as Figure 3.
From the Figure 3, we can see that the best combination, of the indepen-
dent variables of q, a, τ, γ, is a global minimum of the objective function (7),
7
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Figure 2: Logistic system (6)
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Figure 3: The objective function of time-delayed fractional order Logistic system
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which is a multi-modal function with a lot of local minimum. Then we can
conclude that the general case of the function (7), that is functional extrema
model (5), is also multi-modal.
Actually, the inversion mechanism for fractional chaos is to find the best
form of equations for functional extrema model (5). In this paper, the task
is to find the best combination of the independent variables of q, a, τ, γ for
the objective function (7), as a particular case.
2.2. A simple review of Differential evolution (DE) algorithm
Differential Evolution (DE) algorithm grew out of Price’s attempts to
solve the Chebychev Polynomial fitting Problem that had been posed to
him by Storn [44]. A breakthrough happened, when Ken came up with
the idea of using vector differences for perturbing the vector population.
Since this seminal idea, a lively discussion between Ken and Rainer and
endless ruminations and computer simulations on both parts yielded many
substantial improvements which make DE the versatile and robust tool it is
today [44–47].
DE utilizesM n–dimensional vectors, Xi = (xi1, · · · , xin) ∈ S, i = 1, · · · ,M ,
as a population for each iteration, called a generation, of the algorithm. For
each vector X
(G)
i = (X
(G)
i 1 , X
(G)
i 2 , · · · , X
(G)
i n ), i = 1, 2, · · · ,M , there are three
main genetic operator acting.
For each individual, to apply the mutation operator, firstly random choose
four mutually different individual in the current populationX
(G)
r1 , X
(G)
r2 , X
(G)
r3 (r1 6=
r2 6= r3 6= i) .Then combines it with the current best individual X
(G)
best to get
a perturbed vector V = (V1, V2, · · · , Vn) [44, 48] as below:
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V =


X
(G)
r3 + 0.5(CF + 1) ·
(
X
(G)
r1 +X
(G)
r2 − 2X
(G)
r3
)
, if rand(0, 1) < 0.5
X
(G)
r3 + CF ·
(
X
(G)
r1 −X
(G)
r2
)
, otherwise
(8)
where CF > 0 is a user-defined real parameter, called mutation constant,
which controls the amplification of the difference between two individuals to
avoid search stagnation.
Following the crossover phase, the crossover operator is applied on X
(G)
i .
Then a trial vector U = (U1, U2, · · · , Un) is generated by:
Um =


Vm , if (rand(0, 1) < CR) or (m = k),
X
(G)
i m , if (rand(0, 1) ≥ CR) and (m 6= k).
(9)
in the current population[44], wherem = 1, 2, · · · , n, the index k ∈ {1, 2, · · · , n}
is randomly chosen, CR is a user-defined crossover constant[44, 48] in the
range [0, 1]. In other words, the trial vector consists of some of the compo-
nents of the mutant vector, and at least one of the components of a randomly
selected individual of the population.
Then it comes to the replacement phase. To maintain the population
size, we have to compare the fitness of U and X
(G)
i , then choose the better:
X
(G+1)
i =


U, if F (U) < F (X
(G)
i ),
X
(G)
i , otherwise.
(10)
The pseudo-code of the DE is given below as Algorithm 1.
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Algorithm 1 A novel inversion mechanism based on differential evolution
algorithms
1: Basic parameters’ setting for DE.
2: Initialize Generate the initial population.
3: while Termination condition is not satisfied do
4: Evaluation Evaluate the fitness and remain the best individual.
5: Mutation As in equation (8).
6: Crossover As in equation (9).
7: Replacement As in equation (10).
8: Boundary constraints For each xik ∈ Xi, k = 1, 2, ..., D, if xi1 is
beyond the boundary, it is replaced by a random number in the boundary.
9: end while
10: Output Global optimum xBest
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3. Simulations and discussion
3.1. Simulations to the time-delayed fractional chaotic systems
We take two classical time-delayed fractional chaotic systems with cases
with noise and without noise. One is the time-delay Logistic system (6).
And another is the fractional order time-delayed Chen system (11)[3, 4] as
following.


0D
q
t x (t) = a (y (t)− x (t− τ)) ;
0D
q
t y (t) = (c− a) x (t− τ)− x (t) z (t) + cy (t) ;
0D
q
t z (t) = x (t) y (t)− bz (t− τ) .
(11)
And when (a, b, c) = (35, 3, 27), q = 0.97, τ = 0.005, x(t) = 0.2, y(t) =
0, z(t) = 0.5, t ∈ [−τ, 0], Chen system (11) is a chaotic system[3]. And
Figure 4 shows the chaotic of Chen system (11).
And for Chen system (11), the independent variables of q, a, b, c, τ . The
objective function for system (11) is shown as Figure 5.
For the the time-delay Logistic system (6), step h = 0.01, unknown in-
dependent variables a, γ, τ, q are predefined in Ω = [20, 40] × [−60,−50] ×
[0.1, 2.51]× [0.1, 0.99] , and to be estimated. For the fractional order time-
delayed Chen system (11), step h = 0.001, unknown independent variables
a, b, c, τ, q are predefined in Ω = [30, 40]×[0.001, 10]×[20, 30]×[0.001, 0.009]×
[0.001, 1] and are to be identified.
For the solving methods for fractional time-delayed system, the method[3,
4] are selected. It is originated from a modification of AdamsBashforthMoul-
ton algorithm (Predictorcorrector approach) is proposed by Diethelm[49] to
solve fractional differential equations. And it was extended for fractional
12
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Figure 4: Chen system (11)
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Figure 5: The objective function of time-delayed fractional order Chen system
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time-delayed differential equations[50]. And to resolve the random fractional
systems with delays generated in evolution process of differential evolution
algorithms , the No. of samples are chosen 100 for the methods[3, 4, 50].
And numerical simulations are done with the measured response xm(tj) is
obtained by adding noise, say xm(tj) = (1±NSR ∗ rj)x˜
m(tj), where NSR is
the noise-to-signal ratio (i.e., between 0.1% and 3%), rj is a random number
with uniform distribution within the interval [0, 1] (note: a different random
number for each sample), and x˜m(tj) is the free-noise response of the original
systems.
For systems to be identified, the parameters of the proposed method
are set as following. The parameters of the simulations are fixed: the size
of the population was set equal to M = 40, generation is set to 300, the
default values CF = 1, CR = 0.85; The times of function evaluations are
10020. Table 1 shows the simulation results of above fractional order chaotic
systems.
As table 1 showed, it can concluded that if we add noise to the signal,
then it is really not easy to achieve the genuine values of time-delays and
systematic parameters.
Figure 6 shows the evolution process of DE for time-delayed Logistic
system from one simulations.
Figure 7 shows objective and correspondent time-delay and parameters
for Logistic system from simulations.
Figure 8 shows objective and correspondent time-delay and parameters
for Chen system from simulations.
Figure 9 shows objective functions’ value of all the simulations for Chen
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Table 1: Simulation results for time delayed fractional order chaos systems (TDFOC)
TDFOC NSR StD Mean Min Max Success ratea
Logistic 0 3.3393e-06 5.3457e-07 1.8707e-09 3.3384e-05 99%
Logistic ±0.005 0.001354 0.020187 0.017381 0.023116 0%
Logistic ±0.01 0.0024677 0.03993 0.034891 0.047666 0%
Logistic ±0.015 0.0044955 0.059172 0.047256 0.067368 0%
Logistic ±0.03 0.0071113 0.12006 0.10006 0.13829 0%
Chen 0 6.9667e-07 1.0968e-06 8.5626e-08 2.9771e-06 100%
Chen ±0.005 0.026409 0.9144 0.86426 0.95854 0%
a Success means the the solution is less than 1e− 5 in 100 independent simulations.
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Figure 6: Evolution process of DE for time-delayed Logistic system from simulations
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Figure 7: The objective and correspondent time-delay and parameters for Logistic system
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Figure 8: The objective and correspondent time-delay and parameters for Chen system
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and Logistic systems.
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Figure 9: The objective functions’ value for all the simulations of Chen and Logistic
systems
When q = 0.94, α = 0.009, system (11) also shows chaotic[3]. And Figure
10 show the objective value and correspondent time-delay and parameters
for Chen system with different q, α. Here unknown independent variables
a, b, c, τ, q are predefined in Ω = [30, 40]× [0.001, 10]× [20, 30]× [0.001, 0.03]×
[0.001, 1].
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Figure 10: The objective and correspondent time-delay and parameters for Chen system
with different q, α
As the above figures showed, the DE is effective for identification the un-
known time-delays and parameters of time-delayed Logistic and Chen chaotic
17
system.
3.2. Results analysis and discussions
From the simulations results above, it can be concluded that the proposed
method is efficient.
To test the performance of the proposed method Algorithms 1 , some
more simulations are done to time delayed fractional order Chen systems
in following cases A,B,C,D. In these cases, each with only one condition is
changed according to the original setting for Chen system.
• Case A. Enhancing the predefined intervals from Ω = [30, 40]×[0.001, 10]×
[20, 30]×[0.001, 0.009]×[0.001, 1] to Ω = [30, 40]×[0.001, 10]×[20, 30]×
[0.001, 0.3]× [0.001, 1].
• Case B. Minimizing the number of samples for resolving system (11)
from 100 to 50.
• Case C. Changing the iteration numbers of DE from 300 to 600.
• Case D. Changing the population size of DE from 40 to 80.
And the simulation results are listed in Table 2.
From results of the Table 2, we can conclude that minimizing the number
of samples for computing the system (11) as case B, enhancing the generation
numbers of DE as case C, the population size of Algorithms 1 as case D,
will make the Algorithms 1 much more efficient and achieve a much more
higher precision. However if the predefined intervals of the system (11) are
enhanced, then the results will go to the opposite way. That is the success
rate is from 99% to 18% as case A.
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Table 2: Simulation results for system (11)
system (11) StD Mean Min Max Success ratea NEOFb
Case A. 1.8690e-01 1.3022e-01 5.7984e-05 3.4439e-01 18% 12040
Case B. 1.6286e-07 2.6430e-07 7.6571e-08 3.6769e-07 100% 12040
Case C. 1.6618e-13 5.1275e-13 3.4319e-13 6.7534e-13 100% 24040
Case D. 6.7534e-07 1.0463e-06 7.9512e-07 1.1974e-06 100% 24080
a Success means the the solution is less than 1e− 5 in 100 independent simulations.
b No. of evaluation for objective function
It is true that enhancing the generation numbers of DE as case C is the
best way to achieve higher efficiency and precision. However, as we can see
that No. of evaluation for objective function should be much more. This
might be some kind of ”No Free Lunch”.
It should be noticed too many points for evaluating fractional order chaos
system the individual represents are not worth. Because the most time con-
sumption parts in the whole proposed method are to resolve the candidate
systems. In our simulations 200 is selected.
Some of these system are easy to solve. However when it comes with
the some individuals with bad combinations of time-delays, parameters and
fractional orders , the methods to resolve the fractional order chaos systems in
Section Methods might not converge as shown in the simulations for system
(11). Then the whole proposed method Algorithms 1 might get into endless
loops. To avoid the endless loops, we introduce a forced strategy to assign
all the NAN and infinite numbers in the output as 1. Because the objective
function (3) to be optimized is bigger than 0, so this forced strategy for
19
assignment is reasonable.
To achieve a fine balance between the performance of the proposed meth-
ods and having enough sample data for credibility, we take the number of
the points as 50, 100, according the existing simulations[51–66]. And the
simulations in section Results results show it is effective too.
Here we have to say that this work is only about the estimation of the
objective function (3) for time-delayed fractional order chaos systems in non-
Lyapunov way. It can be concluded that DE in Algorithms 1 can be change to
other artificial intelligence methods easily. For the cases that some fractional
order differential equations are unknown but with definite orders q have been
discussed in Reference [42].
The performance of the proposed method is sensitive to a series factors,
such as the initial point for each fractional order chaos system, sample inter-
val, number of points, and predefined intervals for the unknown time-delays,
fraction orders and parameters. Actually, these also lead to the candidate
system divergent. A good combination of these is not easy to get. Some
mathematical formula to get a good combination not by so many simula-
tions will be introduced in the future studies.
4. Conclusions
In conclusion, it has to be stated that proposed Algorithms 1 for time-
delayed fractional order chaos systems’ identification in a non-Lyapunov way
is a promising direction.
The inversion mechanism put consists of numerical optimization problem
with unknown fractional order differential equations to identify the chaotic
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systems with a novel functional extrema model as in Equation (5). Sim-
ulation results demonstrate the effectiveness and efficiency of the proposed
methods with the mathematical model in Section 3. This is a novel Non–
Lyaponov way for fractional order chaos’ unknown time-delays, parameters
and fractional orders.
In the future, we will do further researches for the cases that neither the
tiem-delays, fractional orders nor some fractional order equations are known.
That is, the objective function is chosen as following equation (12) in the
novel mathematic model in Section 2. In another words, the objective will
be changed into as equation (12).
(q˜, f˜)∗ = argmin
(q˜,f˜)
F (12)
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