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For A, a commutative ring, and A = M2(A), results by Costa and
Keller characterize certain Ep(2,A)-normalized subgroups of the
symplectic group, Sp(2,A) via structures utilizing Jordan ideals and
the notion of radices. The following work creates a Jordan ideal
structure theorem for Z2-graded rings, A0 ⊕ A1, and a Z2-graded
matrix algebra. The major theorem is a generalization of Costa and
Keller’s previous work on matrix algebras over commutative rings.
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1. Introduction
Certain normal subgroups of the general linear group were classiﬁed by Costa and Keller [1]. Their
group theoretic result, and the inspiration for this work, is driven by instrumental ring theoretic
constructs. Throughout this work, A is a commutative ring with identity and A is an associative
A-algebra with involution. That is,A is an associative A-algebra with identity and deﬁne an involution,
an A-anti-automorphism a → a¯.
Deﬁne the symplectic involution, ∗, onM2(A),
X∗ =
(
d¯ −b¯
−c¯ a¯
)
,
the symplectic group overA of the general linear group GL(2,A):
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Sp(2,A) = U2(A,∗ ) =
{
X|XX∗ = X∗X =
(
1 0
0 1
)}
,
and deﬁne the hermitian elements in Sp(2,A):
H2(A,
∗ ) = {X|X∗ = X} = {(a s
t a¯
)∣∣∣∣ s¯ = −s, t¯ = −t are skew} .
Next, assign the elementary matrices in Sp(2,A):
E12(x) =
(
1 x
0 1
)
and E21(x) =
(
1 0
x 1
)
.
Observe that E12(x) and E21(x) are both in Sp(2,A) if and only if x = x¯.
The set of hermitian elements ofA isH = H(A,−) = {x ∈ A|x = x¯} and alongwith the operation
Uxy = xyx, it is known thatH is a quadratic Jordan algebra.
Remark 1. The linearization of the U operator above yields the Jordan triple product
{a, b, c} = abc + cba.
Finally, Ep(2,A), the elementary subgroup of Sp(2,A), is the subgroup generated by all elementary
matrices, E12(x) and E21(x) for x inH.
Costa and Keller’s work characterized the Ep(2, A)-normalized subgroups of the symplectic group
Sp(2n, A) for all n 2 [1]. They view Sp(2n, A) as Sp(2,A) where A = M2(A), where the transpose is
the involution. Using group theory, they classiﬁed certain Ep(2,A)-normalized subgroups of Sp(2,A).
The approach hinges upon Jordan ideals and the deﬁnition of a radix, a “Jordan-like" object [2].Wewill
replace Awith a Z2−graded ring, A0 ⊕ A1, and the associated matrix subalgebra.
2. Preliminary deﬁnitions
Recall,A is a unital associative A-algebra with involution andH = H(A,−).
Deﬁnition 1. If J is an additive subgroup ofH such that xtx is in J for all x in J and all t inH, then J
is called an inner ideal ofH.
Deﬁnition 2. If txt is in J for all x in J and all t inH, then J is called an outer ideal ofH.
Deﬁnition 3. If J is both an inner and outer ideal, then J is called a (quadratic) Jordan ideal ofH.
Deﬁnition 4. If J has the property that axa¯ is in J for all x in J and all a inA, call J a unitary Jordan
ideal ofH.
Assume 1
2
is not in A. It is possible to compute both Jordan ideals in the context of matrix rings,
but also the underlying coefﬁcient ring. Convention will be to use German characters for matrix
related material and Roman characters for coefﬁcient ring material, while also computing assuming
no commutativity.
Costa and Keller show [1] easily that inA = Mn(A), for n 3, all radices are exactly Jordan ideals.
Hence, they simplify their scope to n = 2 (i.e. M2(A)). For this reason, in this context, one only need
consider 2 by 2 matrices as well.
3. Graded algebras
3.1. Deﬁnitions
Deﬁnition 5. Let A be any associative algebra over commutative associative ring k, with identity, and
Λ be an abelian group. We call A is Λ-graded if A = ⊕λ∈Aλ and AλAμ ⊂ Aλ+μ.
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Let A = A0 ⊕ A1 be a commutative Z2-graded associative algebra. This algebra’s involution is the
trivial involution. Since A is also a Jordan algebra, Jordan ideals X in A also exist. If X = X0 ⊕ X1 for
Xi ⊂ Ai, X is also Z2-graded.
LetA = A ⊗ M2(k) = M2(A), where the hermitian elements are labeledH2(A). CallM2(k) = M,
observe thatM also has a Z2− grading, and let
M0 = diagonal elements of M; M1 = offdiagonal elements of M.
Consider the subalgebra, with transpose as the involution,
M2(A0, A1) =
{(
a b
c d
)∣∣∣∣ a, d ∈ A0; b, c ∈ A1} = (A0 ⊗ M) ⊕ (A1 ⊗ M).
The hermitian elements are H2(A0, A1) = H2(A) ∩ M2(A0, A1). Note here that H2(A0, A1) and
M2(A0, A1) are both Z2-graded. We should consider Jordan ideals J insideH2(A0, A1).
If A and B are Z2-graded algebras, let A ⊗gr B = (A0 ⊗ B0) ⊕ (A1 ⊗ B1), (a Z2-graded subalgebra
of A ⊗ B). Note, if s2 = 1, then k[s] = k1 ⊕ ks is Z2-graded.
3.2. A key isomorphism
Lemma 1. If A = A0 ⊕ A1 isZ2-graded and s2 = 1, thenφ : A → A ⊗gr k[s]withφ(a0 + a1) = (a0 ⊗
1) + (a1 ⊗ s) is an isomorphism of k-algebras.
Proof. Clearly, φ is a k-linear isomorphism. Moreover,
(ai ⊗ si)(bj ⊗ sj) = aibj ⊗ si+j
with aibj in Ai+j. Since φ(ai) = ai ⊗ si,φ preserves products. 
Corollary 1. 1. The map, φ : A0 ⊕ A1 → M2(A0, A1) with φ(a0 + a1) =
(
a0 a1
a1 a0
)
, is an isomorphism.
2. Let B be a commutative ring and s such that s2 = 1, then ψ := M2(B, Bs) → M2(B)
with ψ
(
a bs
cs d
)
=
(
a b
c d
)
is an isomorphism.
Proof. 1. Let S =
(
0 1
1 0
)
, so S2 = I. Identify k[S] ⊂ M2(k)with k[s] andM2(A0, A1)with A ⊗gr k[s].
2. NoticeM = M2(B) is Z2-graded with
M0 = the set of diagonal matrices inM, M1 = the set ofoffdiagonal matrices inM.
IdentifyM2(B) with B ⊗ M2(k) andM2(B) ⊗ k[S] with
B ⊗ k[s] ⊗ M2(k) = M2(B ⊗ k[s]).
Now φ : M2(B) → M2(B) ⊗gr k[s] = M2(B, Bs) is an isomorphism and ψ = φ−1. 
3.3. Graded ideal result
Claim 1. I = I0 ⊕ I1 is a graded associative ideal of B˜ = B ⊕ Bs if and only if I1 = I0s.
Proof. Suppose that I is a graded associative ideal of B˜. Then it is known IB˜ ⊂ I and hence I0s ⊂
I ∩ Bs = I1 and I1s ⊂ I ∩ B = I0. Also notice that I1s(s) ⊂ I0s implies I1 ⊂ I0s. Thus I1 = I0s.
Conversely, if I1 = I0s, then it needs to be shown I = I0 ⊕ I0s is a graded associative
ideal of B˜. Pick an element x + ys ∈ I0 ⊕ I0s and a + bs ∈ B˜ = B ⊕ Bs. Then observe
(x + ys)(a + bs) = (xa + yb) + (xb + ya)s ∈ I0 ⊕ I0s. Hence, I0 ⊕ I0s is a graded associative ideal
of B˜ = B ⊕ Bs. 
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4. The generalization
Deﬁnition 6. Deﬁne the map σ : H2(A0, A1) → H2(A0, A1) by σ
(
ρ r
r τ
)
=
(
τ r
r ρ
)
.
4.1. Jordan ideal structure theorem
Theorem 1. J is a σ -invariant Jordan ideal contained in H2(A0, A1) if and only if J = H2(X0, X1) and
X = X0 ⊕ X1 is a Jordan ideal of A = A0 ⊕ A1 with A0X1 + A1X0 ⊂ X1.
Proof. IfJ is a Jordan ideal ofH2(A0, A1), txt is inJ for all x inJ and all t inH2(A0, A1). Let t =
(
1 0
0 0
)
and x =
(
x0 x1
x1 y0
)
in J, then txt =
(
x0 0
0 0
)
is in J. A similar result gives
(
0 0
0 y0
)
are both in J and
using σ -invariance, it is known
(
0 0
0 x0
)
,
(
y0 0
0 0
)
is in J.
Using any element x =
(
x0 x1
x1 y0
)
in J, and since
(
x0 0
0 0
)
and
(
0 0
0 y0
)
are both in J, notice(
x0 x1
x1 y0
)
−
(
x0 0
0 0
)
−
(
0 0
0 y0
)
=
(
0 x1
x1 0
)
∈ J.
Thus, any element of J can be written:(
x0 x1
x1 y0
)
=
(
x0 0
0 0
)
+
(
0 0
0 y0
)
+
(
0 x1
x1 0
)
,
where(
x0 0
0 0
)
,
(
0 0
0 y0
)
∈ A0 ⊗ M0 and
(
0 x1
x1 0
)
∈ A1 ⊗ M1.
Appealing to σ -invariance, it can be said, J is a Z2-graded Jordan ideal and J = H2(X0, X1) where
X0 = set of diagonal entries appearing in elements of J
and
X1 = set of offdiagonal entries appearing in elements of J.
Now since J = H2(X0, X1), let
X′ =
{(
x0 x1
x1 x0
)∣∣∣∣ x0 ∈ X0 and x1 ∈ X1} ; A′ = {(a0 a1a1 a0
)∣∣∣∣ a0 ∈ A0 and a1 ∈ A1} .
It is clear that X′ ⊂ A′∼=A = A0 ⊕ A1 by the isomorphism φ from Corollary 1. Since J = H2(X0, X1),
notice that X′ = J ∩ A′. Now since J is a Jordan ideal ofH2(A0, A1), X′ is a Jordan ideal of A′ since
UX′A
′ ⊂ UJH2(A0, A1) ∩ A′ ⊂ J ∩ A′ = X′
and
UA′X
′ ⊂ UH2(A0,A1)J ∩ A′ ⊂ J ∩ A′ = X′.
By the same isomorphism, φ, observe A∼=A′ and X∼=X′, so X′ is a Jordan ideal of A′ if and only if
X = X0 ⊕ X1 is a Jordan ideal of A = A0 ⊕ A1. It remains to show that A0X1 + A1X0 ⊂ X1.
It is known thatJ is a Jordan ideal contained inH2(A0, A1) having the formJ = H2(X0, X1), where
X = X0 ⊕ X1 is a Jordan ideal of A = A0 ⊕ A1. By deﬁnition, txt is in J and previously,
(
0 x1
x1 0
)
is in
J. Let t =
(
1 0
0 a0
)
inH2(A0, A1) where 1 and a0 are in A0 and x =
(
0 x1
x1 0
)
is inJ for x1 in X1, then
txt =
(
0 a0x1
a0x1 0
)
is in J. Hence, A0X1 ⊂ X1.
Now use the linearization, t1xt2 + t2xt1 which is inJ, for all t1, t2 inH2(A0, A1) and all x inJ. Pick
x =
(
0 0
0 y0
)
in J for y0 in X0, t1 =
(
0 a1
a1 0
)
and t2 =
(
0 0
0 1
)
both in H2(A0, A1) for 1 in A0 and a1
in A1, then
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t1xt2 + t2xt1 =
(
0 a1y0
a1y0 0
)
∈ J.
Thus A1X0 ⊂ X1 and A0X1 + A1X0 ⊂ X1.
To prove sufﬁciency, assume X = X0 ⊕ X1 is a Jordan ideal of A = A0 ⊕ A1 and A0X1 + A1X0 ⊂ X1,
it must be shown that J is a Jordan ideal contained in H2(A0, A1), that is, xtx and txt are both in
J = H2(X0, X1) for all x in J and all t inH2(A0, A1).
To begin, let t =
(
a0 c1
c1 b0
)
be in H2(A0, A1) and x =
(
x0 x1
x1 y0
)
be in J = H2(X0, X1). From com-
putation observe:
xtx =
(
x0a0x0 + x1c1x0 + x0c1x1 + x1b0x1 x0a0x1 + x1c1x1 + x0c1y0 + x1b0y0
x1a0x0 + y0c1x0 + x1c1x1 + y0b0x1 x1a0x1 + y0c1x1 + x1c1y0 + y0b0y0
)
and
txt =
(
a0x0a0 + c1x1a0 + a0x1c1 + c1y0c1 a0x0c1 + c1x1c1 + a0x1b0 + c1y0b0
c1x0a0 + b0x1a0 + c1x1c1 + b0y0c1 c1x0c1 + b0x1c1 + c1x1b0 + b0y0b0
)
.
Since X = X0 ⊕ X1 is a Jordan ideal of A = A0 ⊕ A1, it is known that
UX0A0,UX1A0,UA0X0,UA1X0 ⊂ X0; UX1A1,UA1X1 ⊂ X1,
and the Jordan triple products
{X1, A0, X0} ⊂ X1, {A0, X1, A1} ⊂ X0.
These containments show all the terms of the sums on the diagonal are in X0 and x1c1x1, c1x1c1 are in
X1. Since A0X1 + A1X0 ⊂ X1, note the remaining terms of the sums in the off-diagonal entries are in
X1.
All of these observations show that xtx and txt are both inJ = H2(X0, X1) for all x inJ and all t in
H2(A0, A1). Hence, J is Jordan ideal contained insideH2(A0, A1). 
In this framework, part of Costa and Keller’s work [1] is generalized. The corollary to this general-
ization (appearing below) is precisely the result in Costa and Keller’s Jordan ideal structure theorem
(A.1.6 in [1]).
In what follows, let B be a commutative ring, and H2(B) be the set of hermitian matrices over B
using the transpose involution. The following is a corollary of Theorem 1 and Costa and Keller prove it
directly [1].
Deﬁnition 7. The order ideal, (S), of S is the two-sided ideal generated by S in A. In the case A =
Mn(A), take ordS to be the ideal of A such that (S) = Mn(ordS) and refer to this also as the order
ideal ofS.
Corollary 2. Let J be any Jordan ideal inside H2(B) = H(M2(B),−), J be the set of diagonal entries in
J,Q = ordJ, the ideal generated by the entries of elements in J,Q2 the associative ideal generated by
squares and doubles of elements in Q . Then
1. J is a Jordan ideal of B.
2. Q2 ⊆ J ⊆ Q.
3. J = {X = X = [xij]|xii ∈ J, xij ∈ Q}.
Conversely, if J is a Jordan ideal and Q is an ideal of B such that (1)–(3) hold, then
J =
{(
x11 x12
x12 x22
)∣∣∣∣ xii ∈ J, x12 ∈ Q}
is a Jordan ideal ofH2(B).
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Proof. By Theorem 1, the following are equivalent:
1. J is a Jordan ideal inH2(B, Bs).
2. ψ−1(J) is a Jordan ideal inH2(B, Bs).
3. ψ−1(J) = H2(X0, X1) with X0 ⊕ X1 a Jordan ideal in A = B ⊕ Bs and A0X1 + A1X0 ⊂ X1.
4. J = H ∩
(
J′ Q ′
Q ′ J′
)
with J′ ⊕ Q ′s a Jordan ideal in A and (Q ′s)B + J′(Bs) ⊂ Q ′s (using X0 = J′,
X1 = Q ′s).
This last condition can be rewritten as Q ′B + J′B ⊂ Q ′ so that Q ′ is an ideal in B and J′ ⊂ Q ′. In this
case, Q ′ = Q , the ideal generated by the entries of elements in J. It sufﬁces to show that if Q is an
ideal in B, and J ⊂ Q , then J ⊕ Qs is a Jordan ideal in A if and only if J is a Jordan ideal in B and Q2 ⊂ J.
Note here that X0 ⊕ X1 is a Jordan ideal in A0 ⊕ A1 if and only if for any xi in Xi and ai in Ai:
5. Uxiaj ⊂ x2i+j .
6. {xi, aj , xk} ⊂ xi+j+k , i /= k.
7. Uaixj ⊂ x2i+j .
8. {ai, xj , ak} ⊂ xi+j+k , i /= k.
In this case, J ⊕ Qs ⊂ Q ⊕ Qs, which is an associative ideal in B ⊕ Bs. Also, (Q ⊕ Qs) ∩ A1 = Qs =
X1. Thus, conditions (5)–(8) hold whenever the right side of the containment is X1. If the right side is
X0 = J, write x0 = y in J, a = b in B, x1 = qs for q in Q and a1 = cs, for c in B. Since s2 = 1, (5)–(8)
can be rewritten in this case as:
5′. Uyb ∈ J, Uqb ∈ J.
6′. {b, c, q} ∈ J.
7′. Uby ∈ J, Ucy ∈ J.
8′. {b, q, c} ∈ J
for y in J, q in Q , and b, c both in B. The second containment in 7′ is redundant. Also, recalling A is
commutative, {b, c, q} = {b, q, c} = 2bcq and Uqb = q2b. The remaining conditions are:
9. UJB ⊂ J, UBJ ⊂ J.
10. q2B ⊂ J, 2BQ ⊂ J.
Now (9) is the condition that J is a Jordan ideal in B and (10) says the associative idealQ2 is contained
in J. It has been completely shown that the three results are now true. Costa and Keller’s result has
been generalized. 
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