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ABSTRACT
The generation of simulated convergence maps is of key importance in fully exploiting
weak lensing by Large Scale Structure (LSS) from which cosmological parameters can be
derived. In this paper we present an extension of the PINOCCHIO code which produces cat-
alogues of dark matter haloes so that it is capable of simulating weak lensing by LSS. Like
WL-MOKA, the method starts with a random realisation of cosmological initial conditions,
creates a halo catalogue and projects it onto the past-light-cone, and paints in haloes assum-
ing parametric models for the mass density distribution within them. Large scale modes that
are not accounted for by the haloes are constructed using linear theory. We discuss the sys-
tematic errors affecting the convergence power spectra when Lagrangian Perturbation Theory
at increasing order is used to displace the haloes within PINOCCHIO, and how they depend on
the grid resolution. Our approximate method is shown to be very fast when compared to full
ray-tracing simulations from an N-Body run and able to recover the weak lensing signal, at
different redshifts, with a few percent accuracy. It also allows for quickly constructing weak
lensing covariance matrices, complementing PINOCCHIO’s ability of generating the cluster
mass function and galaxy clustering covariances and thus paving the way for calculating cross
covariances between the different probes. This work advances these approximate methods as
tools for simulating and analysing surveys data for cosmological purposes.
Key words: galaxies: haloes - cosmology: theory - dark matter - methods: analytic - gravita-
tional lending: weak
1 INTRODUCTION
Recent observational campaigns dedicated to the study of the dis-
tribution of matter on large scales such as the ones coming from
the Cosmic Microwave Background (CMB) fluctuations (Bennett
et al. 2013; Planck Collaboration et al. 2014; Planck Collabora-
tion 2016), cosmic shear (Erben et al. 2013; Kilbinger et al. 2013;
Hildebrandt et al. 2017) and galaxy clustering (Cole et al. 2005;
Eisenstein et al. 2005; Sánchez et al. 2014) tend to favour the
so-called standard cosmological model, where the energy-density
? E-mail:carlo.giocoli@unibo.it
of our Universe is dominated by two unknown forms: Dark Mat-
ter and Dark Energy (Peebles 1980, 1993). This model success-
fully predicts different aspects of structure formation processes
(White & Rees 1978; Baugh 2006; Somerville & Davé 2015) go-
ing from the clustering of galaxies on very large scales (Zehavi
et al. 2011; Marulli et al. 2013; Beutler et al. 2014) to galaxy clus-
ters (Meneghetti et al. 2008; Postman et al. 2012; Meneghetti et al.
2014; Merten et al. 2015; Bergamini et al. 2019), to the properties
of dwarf galaxies (Wilkinson et al. 2004; Madau et al. 2008; Sawala
et al. 2015; Wetzel et al. 2016).
Several experiments have been designed to constrain the cos-
mological parameters with percent accuracy, however some of
them have revealed unexpected inconsistencies (Planck Collabo-
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ration et al. 2016). In particular, while the CMB temperature fluc-
tuations probe the high redshift Universe, gravitational lensing by
large scale structures and cluster counts are sensitive to low red-
shift density fluctuations. Recent comparisons between high and
low redshift probes have shown some differences in the measured
amplitude of the density fluctuations expressed through the param-
eter σ8: CMB power spectrum from Planck prefers a slightly higher
value of σ8 with respect to the ones coming from cosmic shear and
cluster counts.
Gravitational lensing is a fundamental tool to study and map
the matter density distribution in our Universe (Bartelmann &
Schneider 2001; Kilbinger 2015). For instance, while galaxy clus-
tering measurements probe the matter density field subject to the
galaxy bias (Sánchez et al. 2012; Marulli et al. 2013; Sánchez et al.
2014; Percival et al. 2014; Lee et al. 2019), tomographic lensing
analyses opens the possibility of reconstructing the projected to-
tal matter density distribution as a function of redshift, and thus
trace the cosmic structure formation in time (Benjamin et al. 2013;
Kitching et al. 2014; Hildebrandt et al. 2017; Kitching et al. 2019).
Since lensing is sensitive to the total matter density present between
the source and the observer, it does not rely on any assumptions
about the correlation between luminous and dark matter. It is also
very sensitive to the presence of massive neutrinos as they tend to
suppress the growth of density fluctuations (Lesgourgues & Pas-
tor 2006; Massara et al. 2014; Castorina et al. 2014; Carbone et al.
2016; Poulin et al. 2018), thus introducing a degeneracy with σ8.
In order to better understand said inconsistency between low
and high redshift probes — e.g. whether it comes from new physics
or due to systematics in the data analyses — more dedicated mea-
surements are needed to reduce the statistical error-bars and pos-
sibly reveal a significant tension. For instance, weak gravitational
lensing caused by large scale structures, usually dubbed cosmic
shear, will represent one of the primary cosmological probes of
various future wide field surveys, like for example the ESA Euclid
mission (Laureijs et al. 2011) and LSST (LSST Science Collabo-
rations et al. 2009; Ivezic et al. 2009; LSST Science Collaboration
et al. 2009). When the number of background sources, used to de-
rive the lensing signal, is large, the reconstruction of cosmological
parameters depends mainly on the control we have on systemat-
ics and covariances down to the typical scale that is probed by the
weak gravitational lensing measurements. The construction of the
covariance matrix requires the production of a large sample of re-
alisations that are able to not only take into account all possible
effects expected to be found in observations but also to mimic as
closely as possible the actual survey.
In this work we present an extension of the latest version of
PINOCCHIO (Munari et al. 2017) which starts from the halo cat-
alogue constructed within a Past-Light-Cone (hereafter PLC) and
simulates the weak lensing signal generated by the intervening mat-
ter density distribution up to a given source redshift. We have inter-
faced the PLC output with WL-MOKA (Giocoli et al. 2017) in order
to construct the convergence map due to the intervening haloes.
These algorithms together reduce the computational cost of simu-
lating the PLC on cosmological scales by more than one order of
magnitude with respect to other methods based on N-body simula-
tions, allowing the construction of a very large sample of simulated
weak lensing past light cones to derive covariance matrices and,
in a future work, also to inspect the cosmological dependence of
covariances.
The paper is organised as follows. In Sec. 2 we introduce our
method presenting the simulation data-set. In Sec. 3 we present
our light-cone simulations and power spectrum measurements. We
summarise and conclude in Sec. 4.
2 METHODS AND SIMULATIONS
In this section we describe the reference cosmological numerical
simulation with which we compare our approximate methods for
weak gravitational lensing simulations, and present our algorithms.
2.1 Weak Lensing Maps from N-Body Simulations
In this work we have used the ΛCDM run of the CoDECS project
(Baldi 2012) as our reference N-Body simulation. The run has
been performed using a modified version of the widely used
TreePM/SPH N-body code GADGET (Springel 2005) developed
in Baldi et al. (2010)1. The CoDECS simulations adopt the fol-
lowing cosmological parameters, consistent with the WMAP7 con-
straints by Komatsu et al. (2011): ΩCDM = 0.226, Ωb = 0.0451,
ΩΛ = 0.729, h = 0.703 and ns = 0.966, with the initial ampli-
tude of linear scalar perturbations at CMB time (zCMB ≈ 1100) set
to As(zCMB) = 2.42 × 10−9, resulting in a value of σ8 = 0.809
at z = 0.
The N-body run follows the evolution 2 × 10243 particles
evolved through collision-less dynamics from z = 99 to z = 0
in a comoving box of 1 Gpc/h by side. The mass resolution is
mCDM = 5.84 × 1010M/h for the cold dark matter compo-
nent and mb = 1.17 × 1010M/h for baryons, while the gravita-
tional softening was set to g = 20 kpc/h. Despite the presence
of baryonic particles this simulation does not include hydrodynam-
ics and is therefore a purely collision-less N-body run. This is due
to the original purpose of the CoDECS simulations to capture the
non-universal coupling of a light dark energy scalar field to Dark
Matter particles only, leaving baryons uncoupled. Clearly, for the
reference ΛCDM run – where the coupling is set to zero – no dif-
ference is to be expected in the gravitational evolution of the Dark
Matter and baryonic components, which should be considered just
as two families of collision-less particles.
To build the lensing maps for light-cone simulations we
stacked together different slices of the simulation snapshots up to
zs = 4. We have constructed the PLC to have an angular squared
aperture of 5 deg on a side, which combined with the comoving
size of the simulation box of 1 Gpc/h, ensures that the mass den-
sity distribution in the cone has no gaps. By construction, the ge-
ometry of the PLC is a pyramid with a squared base, where the
observer is located at the vertex of the solid figure, while the final
source redshift is placed at the base. In stacking up the various sim-
ulation snapshots and collapsing them into projected particle lens
planes we make use of the MAPSIM code (Giocoli et al. 2015; Tes-
sore et al. 2015; Castro et al. 2018; Hilbert et al. 2019). The code
initialises the memory and the grid size of the maps and reads par-
ticle positions within the desired field of view (in this case, 5 deg
on a side) from single snapshot files, which reduces the memory
consumption significantly. The algorithm builds up the lens planes
from the present time up to the highest source redshift, selected to
be zs = 4. The number of required lens planes is decided ahead
1 In Baldi et al. (2010) GADGET has been extended to cosmological sce-
narios with non-minimal couplings between Dark Energy and Cold Dark
Matter particles. In this work we are limiting our analysis to the standard
vanilla-ΛCDM cosmology, thereby employing only the reference ΛCDM
run of the CoDECS simulations suite.
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Figure 1. Geometrical construction of the comoving PLC in PINOCCHIO. In the left panel we show the comoving distribution of haloes with mass larger than
1014M/h up to redshift z = 4 present within one realisation. The different masses are colour coded as indicated by the colour bar. In the right panel we
display the two-dimensional distribution of those haloes on the plane of the sky in angular coordinates. In this case the choice we have made about the angular
geometry of the cone is more visible. The semi-aperture has been set to 7.1 deg which ensures that a square convergence map with 5 deg on a side can be
simulated. This allows us to take into account the lensing contribution from haloes outside the field-of-view, from a buffer region, and reduce border effects.
of time in order to avoid gaps in the constructed light-cones. The
lens planes are built by mapping the particle positions to the near-
est predetermined plane, maintaining angular positions, and then
pixelizing the surface density using the Triangular Shaped Cloud
(TSC) mass assignment scheme (Hockney & Eastwood 1988). The
grid pixels are chosen to have the same angular size on all planes,
equal to 2048 × 2048, which allows for a resolution of 8.8 arc-
sec per pixel. The lens planes have been constructed each time a
piece of simulation is taken from the stored particle snapshots; their
number and recurrence depend on the number of snapshots stored
while running the simulation. In particular, in running our simula-
tion we have stored 17 snapshots from z ∼ 4 to z = 0. In Castro
et al. (2018) it has been shown that a similar number of snapshots
is enough to reconstruct the PLC up to z ∼ 5 with lensing statistics
changing by less than 1% if more snapshots are used.
The selection and the randomisation of each snapshot is done
as in Roncarelli et al. (2007) and discussed in more details in Gio-
coli et al. (2015). If the light-cone arrives at the border of a simula-
tion box before it reaches the redshift limit where the next snapshot
will be used, the box is re-randomised and the light-cone extended
through it again. Once the lens planes are created the lensing calcu-
lation itself is done using the ray-tracing GLAMER pipeline (Met-
calf & Petkova 2014; Petkova et al. 2014). In order to have vari-
ous statistical samples, we have created 25 light-cone realisations.
They can be treated as independent since they do not contain the
same structures along the line-of-sight, considering the size of the
simulation box to be 1 Gpc/h and the field of view of 5 deg on
a side. However, it is worth mentioning that all the light-cones are
constructed from the same N-body run and that they share the same
random realisation of the initial conditions of the Universe. Even if
their reconstructed lensing signal on small scales depends on mat-
ter that occurs in the field-of-view, the large scale modes are estab-
lished by the seed in the initial conditions set up when running the
numerical simulation.
2.2 Approximate Past-Light-Cones using Pinocchio
We will compare the lensing simulations performed using the N-
Body run, with the ones constructed from the halo catalogues built
up using a fast and approximate algorithm: PINOCCHIO (namely its
version 4.1.1).
PINOCCHIO is an approximate, semi-analytic public code2,
based on excursion-set theory, ellipsoidal collapse and Lagrangian
Perturbation Theory (LPT), that is able to predict the formation of
dark matter haloes, given a cosmological linear density field gen-
erated on a grid, without running a full N-body simulation. It was
presented in Monaco et al. (2002), then extended in Monaco et al.
(2013) and Munari et al. (2017). The code first generates a den-
sity contrast field on a grid, then it Gaussian-smooths the density
using several smoothing radii and computes, using ellipsoidal col-
lapse, the collapse time at each grid point (particle), storing the
earliest value. Later, it fragments the collapsed medium with an al-
gorithm that mimics the hierarchical formation of structure. Dark
matter haloes are displaced to their final position using LPT. The
user can choose which perturbation order to adopt: Zel’dovich Ap-
proximation, second-order (2LPT) or third-order (3LPT).
Outputs are given both at fixed times and on the light cone
(Munari et al. 2017): for each halo, and for a list of periodic repli-
cations needed to tile the comoving volume of the light cone, the
code computes the time at which the object crosses the light cone,
and outputs its properties (mass, position, velocity) at that time.
Using PINOCCHIO we have produced different simulations as
summarised in Table 1. We set cosmology and box properties iden-
tical to those used for the reference N-body simulation, but with
different initial seed numbers so as to have several realisations of
the same volume. This allows us to beat down sample variance on
the predicted convergence power spectrum. Our reference PINOC-
CHIO simulation has been run with 10243 grid points and in the
2 https://github.com/pigimonaco/Pinocchio
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3LPT configuration for the particle displacements starting from the
initial conditions. This run consists of 512 different realisations and
corresponding past light-cones. We have chosen the semi-aperture
of the past light-cone to be 7.1 deg which gives a total area in the
plane of the sky of 158.37 deg2. This value guarantees us the pos-
sibility of creating a pyramidal configuration for the convergence
maps – consistent with the maps constructed from the N-body sim-
ulation – with 5 deg by side up to a final source redshift zs = 4. In
addition to the reference PINOCCHIO3LPT we produced a sample
of other approximate simulations: 25 using the same grid resolu-
tions but adopting both 2LPT and ZA displacements, 512 with a
lower resolution grid (5123) and 3LPT, and 25 with a higher res-
olution grid (20483) and 3LPT displacements. All corresponding
mass resolutions are reported in the third column of Table 1. The
random numbers of the initial conditions for the various PINOC-
CHIO simulations have been consistently chosen to be identical, in
the sense that the 512 low resolutions runs with 5123 grid size have
the same initial random displacement fields of the 10243, and so
the 25 runs performed with the different displacement fields or us-
ing a higher resolution grid of 20483 that share the initial condition
seeds with the first 25 reference runs. This will allow us a more di-
rect comparison between the different runs and convergence maps
starting from the same initial displacement field of the theoretical
linear power spectrum.
The typical CPU for a 10243 in 1 Gpc/h N-Body simulations
from z = 99 to z = 0, plus i/o 90 snapshots and on-the-fly halo
finding procedures is approximately 50.000 CPU hours; plus 1.000
more hours for light-cone productions and multi-plane ray-tracing,
a typical super architecture like the ones available at CINECA3.
As for the required resources, a PINOCCHIO run with 10243 parti-
cles demands a CPU time of order of 10 hours on a supercomputer;
the version with Zel’dovich or 2LPT displacements can fit into a
single node with 256 Gb of RAM, while the 3LPT version will re-
quire more memory; the elapsed time will be of order of 10 min in
this case. Higher orders require a few more FFTs, for an overhead
of order of ∼10% going from Zel’dovich to 3LPT. The light-cone
on-the-fly construction requires an even smaller overhead, ∼4%
for the configuration used in this paper. The scaling was demon-
strated in Munari et al. (2017) to be very similar to N log2 N , so
going from 5123 to 10243, or from this to 20483, requires a fac-
tor of ∼ 9 more computing time and a factor of 8 more memory;
if the number of used cores increases as the RAM, the wall-clock
time will not change much. Painting haloes on the PLC halo cat-
alogues takes not more than 2 CPU hours per light-cone, scaling
with the number density of systems that depends on the minimum
mass threshold considered and on maximum source redshift. This
means a ratio of CPU times between full N-Body and Fast Approx-
imate methods in producing one convergence map of 5 deg by side
of approximately 3 × 103. To these, we have to highlight the fact
that each PINOCCHIO light-cone has the advantage of having a dif-
ferent Initial Condition (IC) set up, while this is not the case for
past-light-cones extracted from the N-body.
In the left panel of Fig. 1 we show the comoving halo distribu-
tion in the past-light-cones constructed by PINOCCHIO; haloes have
different colour according to their mass, as indicated by the colour-
bar. In the right panel we display the two-dimensional distribution
of haloes, in angular coordinates as they appear in the plane of the
sky up to z = 4. In the right panel we draw also the size of the
squared postage-stamp of 5 deg by side representing the geometry
3 http://www.hpc.cineca.it/content/hardware
of our final convergence map. The geometry of PINOCCHIO PLC
allows us to consider the lensing contribution from haloes outside
the field-of-view, from a buffer region, and accounting also for bor-
der effects: lensing signal due to haloes which are not in the final
field of 5 deg by side.
In Figure 2 we show the cumulative halo mass function nor-
malised to a one square degree light-cone, from z = 0 up to red-
shift 0.5, 1.4 and 4 from bottom to top, respectively. In both cases
haloes have been identified using a Friends-of-Friends algorithm.
It is worth to underline that in PINOCCHIO the expression for the
threshold distance that determines accretion and merging includes
free parameters (Munari et al. 2017) as the linking length parameter
for the FoF definition in the N-Body simulations. The comparison
of the FoF mass functions between PINOCCHIO and N-Body simu-
lation is fair and consistent, indeed in both cases we use the same
methodology to find collapsed structures. For comparison the dot-
ted red curves display the FoF mass function as calibrate by Wat-
son et al. (2013). The lower panels display the relative differences
of the median counts computed averaging 25 different simulation
light-cones of the N-Body run with respect to the average predic-
tions from the 512 PINOCCHIO simulations; the shaded area gives
the sample variance measured with the quartiles from PINOCCHIO
runs, that is large at low z due to the small sampled volume. Only
for comparison purpose, in the top panel we show also the expecta-
tion from Sheth & Tormen (1999), where they use the virial defini-
tion for the halo mass, and from Tinker et al. (2008); Despali et al.
(2016) assuming a threshold corresponding to 200 times the co-
moving background density, which has been shown to be the clos-
est to the FoF mass functions (Knebe et al. 2011). In the lower
panel we notice that there is a very good agreement between the
halo counts in the N-Body and PINOCCHIO light-cones down to
5 × 1012M/h, however the higher the redshift is the more the
N-body counts suffer from a small reduction toward small masses
due to particle and force resolutions. The error bars on the green
data points and the grey shaded regions enclosing the black lines
bracket the first and the third quartiles of the distribution at a fixed
halo mass.
2.2.1 Weak lensing simulations using projected halo model
In this section we introduce the lensing notations we will adopt
throughout the paper; the symbols and the equations are quite gen-
eral and consistent between the two methods adopted in construct-
ing the convergence maps from particles and haloes.
Defining θ the angular position on the sky and β the position
on the source plane (the unlensed position), then a distortion matrix
A, in the weak lensing regime, can be read as
A ≡ ∂β
∂θ
=
(
1− κ− γ1 γ2
γ2 1− κ+ γ1
)
, (1)
where scalar κ represents the convergence and the pseudo-vector
γ ≡ γ1 + iγ2 the shear tensor4. In the case of a single lens plane,
the convergence can be written as:
κ(θ) ≡ Σ(θ)
Σcrit
, (3)
4 In tensor notation we can read the shear as:(
γ1 γ2
γ2 −γ1
)
. (2)
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Table 1. Summary of the simulations. The symbol * marks our reference PINOCCHIO run. For the N-Body case it is worth mentioning that all the various
light-cones have been generated from the same cosmological simulation, randomising the various snapshots using the MAPSIM code. By construction the
particle mass resolution of our reference PINOCCHIO run is equal to that of the N-Body simulation; all the runs consider a cosmological box of 1 Gpc/h
comoving by side.
field-of-view [deg2] (haloes) min. halo mass [M/h] n. real. field-of-view [deg2] (convergence)
(*) PINOCCHIO3LPC (10243) 158.37 7.0× 1011 512 25
PINOCCHIO2LPC (10243) 158.37 7.0× 1011 25 25
PINOCCHIOZA (10243) 158.37 7.0× 1011 25 25
PINOCCHIO3LPC (5123) 158.37 5.6× 1012 512 25
PINOCCHIO3LPC (20483) 158.37 8.75× 1010 25 25
N-Body 100 7.0× 1010 (total part. mass: DM + bar.) 25 25
Figure 2. Cumulative halo mass function in unit of square degree within
the constructed past-light-cones. The solid black curves display the me-
dian over the various realisations, the shaded grey area encloses the quar-
tiles. The green data points indicate the median measurements from the
N-Body simulation over 25 different light-cones. The dotted magenta, solid
light-blue, dot-dashed dark grey and red dotted display the predictions from
Sheth & Tormen (1999), Despali et al. (2016), Tinker et al. (2008) and Wat-
son et al. (2013) mass functions, respectively. The three bottom sub-panels
show the relative difference between the mass function from the N-Body
and PINOCCHIO simulations, up to the three considered source redshifts.
where Σ(θ) represents the surface mass density and Σcrit the criti-
cal surface density:
Σcrit ≡ c
2
4piG
Dl
DsDls
, (4)
where c indicates the speed of light, G the Newton’s constant and
Dl, Ds and Dls the angular diameter distances between observer-
lens, observer-source and source-lens, respectively.
Following a general consensus, we will assume that matter in
haloes is distributed following the Navarro et al. (1996) (hereafter
NFW) relation:
ρ(r|Mh) = ρs
(r/rs)(1 + r/rs)2
, (5)
where rs is the scale radius, defining the concentration ch ≡ Rh/rs
and ρs the dark matter density at the scale radius:
ρs =
Mh
4pir3s
[
ln(1 + ch)− ch
1 + ch
]−1
, (6)
Rh is the radius of the halo which may vary depending on the halo
over-density definition.
From the hierarchical clustering model the halo concentration
ch is expected to be a decreasing function of the host halo mass.
Small haloes form first (van den Bosch 2002; De Boni et al. 2016)
when the universe was denser and then merge together forming the
more massive ones: galaxy clusters sit at the peak of the hierarchi-
cal pyramid being the most recent structures to form (Bond et al.
1991; Lacey & Cole 1993; Sheth & Tormen 2004a; Giocoli et al.
2007). This trend is reflected in the mass-concentration relation: at
a given redshift smaller haloes are more concentrated than larger
ones. Different fitting functions for mass-concentration relations
have been presented by various authors (Bullock et al. 2001; Neto
et al. 2007; Duffy et al. 2008; Gao et al. 2008; Meneghetti et al.
2014; Ragagnin et al. 2019). In this work, we adopt the relation pro-
posed by Zhao et al. (2009) which links the concentration of a given
halo with the time t0.04 at which its main progenitor assembles 4
percent of its mass. For the mass accretion history we adopt the
model proposed by Giocoli et al. (2012b) which allows us to trace
back the full halo growth history with cosmic time down to the de-
sired time t0.04. We want to underline that the model by Zhao et al.
(2009) also fits numerical simulations with different cosmologies;
it seems to be of reasonably general validity within a few percent
accuracy, as is the generalised model of the mass accretion history
we adopt as tested by Giocoli et al. (2013). It is interesting to no-
tice that the particular model for the concentration mass relation
mainly impacts on the behaviour of the power spectrum at scales
below 1h−1Mpc as discussed in details by Giocoli et al. (2010).
Due to different assembly histories, haloes with the same mass at
the same redshift may have different concentrations (Navarro et al.
1996; Jing 2000; Wechsler et al. 2002; Zhao et al. 2003a,b). At
fixed halo mass, the distribution in concentration is well described
by a log-normal distribution function with a rms σln c between 0.1
MNRAS 000, 1–19 (2020)
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Figure 3. Convergence maps for sources at zs = 1.4 for a field-of-view of 5×5 square degrees. Left panel shows the map obtained from the halo catalogue of
a PINOCCHIO past-light-cone. Central panel displays the effective total contribution of haloes plus not resolved in haloes, modelled using linear theory. Right
panel shows, for comparison, the convergence map of a light-cone constructed using MAPSIM from the snapshots of a cosmological numerical simulation
with a different realisation of the initial conditions.
and 0.25 (Jing 2000; Dolag et al. 2004; Sheth & Tormen 2004b;
Neto et al. 2007). In this work we adopt a log-normal distribution
with σln c = 0.25. We decided to follow this approach in assigning
the halo concentration to be as general as possible. Results from
the analyses of various numerical simulations have revealed that, at
fixed halo mass, structural properties, like concentration and sub-
halo population, depend on the halo assembly histories (Giocoli
et al. 2008, 2010a, 2012b; Lange et al. 2019; Zehavi et al. 2019;
Montero-Dorta et al. 2020; Chen et al. 2020). However saving all
those data three files of the halo catalogues would have increased
much the storage capability we planned for this project. As test case
in (Giocoli et al. 2017), we have also generated the halo conver-
gence maps reading the halo concentration from the corresponding
simulated N-Body catalogue finding that the assembly bias effect
on the convergence power spectra has only sub percent effects.
As presented by (Bartelmann 1996), assuming spherical symmetry
the NFW profile has a well defined solution when integrated along
the line of sight up to the virial radius:
κ(x1, x2|Mh, zl, zs) = 2
∫ Rvir
0
ρ(x1, x2, ζ|Mh)dζ/Σcrit(zl, zs)
(7)
with r2 = x21 + x22 + ζ2 (Giocoli et al. 2012a, 2017). Expressing
ξ2 = x21 + x
2
2 we can write:
κ0 = 2.0/Σcrit(zl, zs), (8)
and
κ(ξ) = κ0(κ1 + κ2 + κ3)/κD, (9)
with
for ξ < 1 :
κ1 = Rvir
√
1− ξ2
(
1−√ξ2 +R2vir)
κ2 = −ξ
2 +R2vir − 1
2
log

Rvir√
1− ξ2 + 1
Rvir√
1− ξ2 − 1

κ3 =
ξ2 +R2vir − 1
2
log

(
Rvir√
1− ξ2√ξ2 +R2vir
)
+ 1(
Rvir√
1− ξ2√ξ2 +R2vir
)
− 1

κD =
(
1− ξ2)3/2 (ξ2 +R2vir − 1)
(10)

for ξ > 1 :
κ1 = Rvir
√
ξ2 − 1
(√
ξ2 +R2vir − 1
)
κ2 = −
(
ξ2 +R2vir − 1
)
arctan
(
Rvir√
ξ2 − 1
)
κ3 =
(
ξ2 +R2vir − 1
)
arctan
(
Rvir√
ξ2 − 1√ξ2 +R2vir
)
κD =
(
ξ2 − 1)3/2 (ξ2 +R2vir − 1)
(11)
andfor ξ = 1 :κ(ξ) = κ0
3
√
1 +
1
R2vir
.
(12)
The contribution to the convergence from each halo within the
field-of-view is modulated by the critical density that depends on
the observer-lens-source configuration, as we have expressed in the
equations above.
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In the left panel of Fig. 3 we show the convergence map recon-
structed using halo positions, masses and redshift from one PLC re-
alisation and assuming a fixed source redshift of zs = 1.4. We can
see the contribution from all the mass in the haloes and the presence
of galaxy clusters at the intersections of filaments. As discussed by
Giocoli et al. (2017) the reconstructed power spectrum using only
haloes fails in reproducing the expectation on large scales from lin-
ear theory. This inconsistency is a manifestation of the absence of
large scale modes sampled by small mass haloes (below our mass
resolution threshold) and by the diffuse matter that is not in haloes.
A straightforward way to add this power back is to project on the
past light-cone particle positions that are outside haloes, construct
density planes in redshift bins and add them to those obtained with
haloes. This procedure is feasible and will be presented in a fu-
ture paper; however it implies significant overhead in CPU time
and storage: it requires writing particle properties to the disk, some-
thing that is avoided by PINOCCHIO in its standard implementation.
In the context of the massive generation of mock halo catalogues, it
is very convenient to adopt the procedure proposed by Giocoli et al.
(2017) to reconstruct the missing power from the halo catalogue it-
self. We have also estimated the effect of including in the models
the missing diffuse matter present between halos by extending the
truncation of the density profile at different values of the virial ra-
dius. This effect mainly manifests in the transition between the 1-
and 2-halo term up to large scales and has not much effect at the
1-halo level, in the projected power spectrum. The extension of the
halo density profiles outside the virial radii creates a trend with the
source redshifts, artificially increasing the mean background den-
sity of the universe, due to the projected intervening matter density
distribution along the line-of-sight. Nonetheless, we decided to be
conservative in our method, as typically done in the halo model for-
malism (Cooray & Sheth 2002), assuming the collapsed matter in
haloes only up to the virial radius.
In order to include the large scale modes due to unresolved
matter not in haloes, we generate in Fourier space a field with
a random Gaussian realisation whose amplitude is modulated by
Pκ,lin(l). The phases are chosen to be coherent with the halo loca-
tion within the considered map (Giocoli et al. 2017). By construc-
tion, summing the convergence maps of the haloes with the one
from the linear theory contribution gives a two-dimensional map
that includes the cross-talk term between the two fields:
〈κˆ(l)kˆ∗(l′)〉 = 〈
∧
(κhm + κlin)(l)
∧
(κhm + κlin)
∗(l)〉 (13)
= 4pi2δD(l− l′) (Pκhm(l) + Pκlin(l) + Phm−lin(l)) ,
where Phm−lin(l) indicates the cross-spectrum term between the
two fields and, by definition,Pκlin(l) = Pκlin,r(l), wherePκlin,r(l)
indicates the power spectrum of a map with random phases. Be-
cause of the cross-spectrum term, we then re-normalise the map to
match the large scale behaviour predicted on large scale by linear
theory using the relation:
A(l) =
Pκ,lin(l)
Pκhm+κlin(l)
, (14)
where Pκhm+κlin(l) = Pκhm(l) + Pκlin(l) + Phm−lin(l)
5. Divid-
ing the contributions to the convergence power spectrum in haloes
5 We have also tested the case of subtracting the cross talk spectra to the
total power. However, it is worth mentioning that this gives the same results.
and diffuse component allows us to discriminate two separate con-
tributions. While the diffuse matter, relevant on large scales and
treated using linear theory, represents the Gaussian contribution
to the power spectrum, the haloes, important on small scales in
the non linear regime, portrays the non-Gaussian stochastic part.
Haloes are non-linear regions of the matter density fluctuation field
disjoint from the expansion of the universe, their structural proper-
ties – concentration, substructures, density profiles etc – shape the
small scale modes (Cooray & Sheth 2002; Smith et al. 2003; Sheth
& Jain 2003; Giocoli et al. 2010).
In the central panel of Fig. 3 we display the convergence map
where we include also the modelling of the large scale modes co-
herent with the halo distribution within the field of view. In order to
do so we use as reference the prediction, in the Fourier space, from
the linear theory of the convergence power spectrum Pκ,lin(l) that
in the Born Approximation and for source redshift at zs can be read
as:
Pκ,lin(l) =
9H40 Ω
2
m
4c4
∫ ws(zs)
0
(
D(z, zs)
D(zs)a
)2
Pδ,lin
(
l
a
D(z)
, z
)
dw,
(15)
where H0 and Ωm represent the present day Hubble constant and
matter density parameter, c indicates the speed of light, w(z) and
D(z) the radial comoving and angular diameter distances at red-
shift z, a ≡ 1/(1 + z), and Pδ,lin(k, z) the linear matter power
spectrum at a given comoving mode k re-scaled by the growth fac-
tor at redshift z. For comparison, the third panel of Fig. 3 displays
the convergence map of the past-light-cone constructed from the
cosmological numerical simulation up to zs = 1.4; we recall that
the simulation does not trace the same large-scale structure as the
PINOCCHIO realisation.
2.3 Halo Model for non-linear power spectrum
The non-linear matter density distribution for k > 1h/Mpc can
be reconstructed using the halo model formalism. This is based on
the assumption that all matter in the universe can be associated to
collapsed and virialised haloes. In real space the matter-matter cor-
relation can be decomposed into two components:
ξ(r) = ξ1h(r) + ξ2h(r) (16)
where ξ1h(r) and ξ2h(r) are term one and two halo components,
that account for the matter-matter correlation in the same or in dis-
tant haloes, respectively. Following the halo model formalism as
described by (Cooray & Sheth 2002; Giocoli et al. 2010), we can
relate real and Fourier, making explicit the redshift dependence,
considering that:
P (k, z) = 4pi
∫
ξ(r, z)
sin(kr)
kr
r2dr , (17)
and write the one and two halo term in Fourier space as:
P1H(k, z) =
∫
Mmin
(
Mh
ρ¯
)2
n(Mh, z)
×
∫
p(ch|Mh)u2(k|ch(Mh))dch dMh , (18)
P2H(k, z) = Pδ,lin(k)
[ ∫
Mmin
Mh
ρ¯
n(Mh, z) b(Mh, z)
×
∫
p(ch|Mh)u(k|ch,Mh) dch dMh
]2
(19)
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Figure 4. Convergence power spectrum prediction using halo model for-
malism. The black dashed curves show the prediction at three different
fixed source redshifts using eq. (15) (from bottom to top, z = 0.5, 1.4
and 4) where the lower limit of halo mass function integrals is Mmin =
7×1011M/h and the two halo term has been normalised using eq. (20) to
match the linear prediction – dotted light-blue curves. The magenta (blue)
dot-dashed curves show the average measurements done on 512 conver-
gence maps constructed combining PINOCCHIO PLC and WL-MOKA using
only haloes (truncating the profile at two times the halo virial radius). The
green and the orange curves display the analytical halo model prediction
summing the contribution of eq. (18) and (19), without normalising the 2-
halo term, for two different minimum halo masses.
where u(k|ch,Mh) represents the Fourier transform of the NFW
matter density profile, b(Mh, z) the halo bias for which we use
the model by Sheth & Tormen (1999) and n(Mh, z) the halo mass
function for which we adopt the Despali et al. (2016) model that
describes very well the mass function of PINOCCHIO light-cones, as
can be noticed in Fig. 2. In the two equations above we have made
it explicit that the halo mass function is typically integrated from a
given minimum halo massMmin and that we use a stochastic model
for the concentration mass relation with a scatter σln c = 0.25, as
considered in WL-MOKA. It is worth mentioning that eq. 19 needs
to be normalised by
P2H,0(k, z) =
[ ∫
Mmin
Mh
ρ¯
n(Mh, z) b(Mh, z) dMh
]2
(20)
since it has to match the linear theory on large scales, i.e. for small
k.
In Fig. 4 we show the halo model predictions for the conver-
gence power spectra, at three different source redshifts (from bot-
tom to top, z = 0.5, 1.4 and 4) integrating the matter power spectra
as in eq. (15). The black dashed curves show the prediction of the
halo model summing the 1 and 2-halo term, with the latter nor-
malised by the eq. (20) to match on large scales the linear theory
power spectra (dotted light-blue lines). The magenta dot-dashed
curves exhibit the average convergence power spectra of 512 maps
constructed by WL-MOKA using haloes from the PINOCCHIO refer-
ence runs; for comparison, the blue dot-dashed curves display the
results from the 512 maps created truncating the halo density pro-
files at two times the virial radius. Green and orange curves display
the prediction of the 1 plus 2-halo term not normalised. The fact
that the trend of those curves is similar as the PINOCCHIO plus WL-
MOKA indicates that the convergence maps we have constructed
using only haloes do not match the predictions from linear theory
on large scale. In the analytic halo model formalism this is compen-
sated only in the 2-halo term2, normalising it by an effective bias
contribution as in eq. (20), without interfering on the matter density
distribution on small scales as described by the 1-halo term. How-
ever, it is worth noticing that in the convergence maps constructed
using WL-MOKA we cannot separate a priori the two terms; when
including the unresolved matter contribution using linear theory,
this will include somehow a small correlation between large and
small scales compensating for re-scaling the amplitude as in eq.
(14).
In Fig. 5 we display the relative differences, with respect to
the case of Mmin = 7 × 1013M/h, of the total analytical halo
model convergence power spectra, at the same three fixed source
redshifts, assuming various minimum halo masses. While on the
left panel the 2-halo term is not normalised, in the right panel eq.
(19) has been normalised by the effective bias term as in eq. (20).
In this latter case we can notice that the mass resolution of the halo
model integrals has a negligible effect on large scales, where the
2-halo term is forced to follow linear theory, while on small scales
(large l) it manifests in appreciable differences.
3 RESULTS
In Fig. 6 we show the convergence power spectra at three source
redshifts zs = 4, 1.4 and 0.5 from top to bottom, respectively.
The dotted blue curves represent the predictions from linear theory
using eq. (15), the dot-dashed magenta ones the average conver-
gence power spectra of the haloes over 512 different realisations
of PINOCCHIO light-cones – left panel of Fig. 3. The red (in par-
ticular this is a falu red) solid curves display the average power
spectra of the 512 simulated convergence fields in which we in-
clude also the contribution from unresolved matter (central panel
of Fig. 3), the shaded regions enclose the standard deviation of the
various realisations. We remind the reader that while the numerical
cosmological simulation has been run with only one initial condi-
tion displacement field, all 25 light-cones generated from this have
been constructed by randomising the simulation box by translating
the particles and redefining the simulation centre when building-
up the light-cones. In Fig. 7 we compare the convergence power
spectra of our final maps (red solid curves) with the ones from
the N-body simulation (green dots). From the figure we notice a
very good agreement between our model and the N-body results
up to l ' 3 × 103 where the green data points start to deviate at
low redshifts due to particle shot-noise (Giocoli et al. 2016), and
the model tends to move down because of the absence of concen-
trated low mass haloes below the numerical resolution. The black
dashed curves show the corresponding convergence power spectra
obtained by integrating the non-linear matter spectra implemented
in CAMB by Takahashi et al. (2012). In the bottom sub-panel we
display the relative difference between the N-Body predictions and
the approximate methods with respect to the non-linear projected
matter power spectrum. From the figure we can see that the non-
linear predictions are recovered with percent accuracy from l = 72
(which is the angular mode corresponding to 5 deg) to l = 3× 103
(the largest mode expected to be covered by future wide field sur-
veys) using our approximate methods.
3.1 Stability with minimum halo mass
We profit from the large statistic samples available from the PINOC-
CHIO runs and we investigate how the reconstruction (Giocoli et al.
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Figure 5. Relative difference of the convergence power spectra, computed using the halo model at three different fixed source redshifts, using different
minimum halo mass threshold in the integrals. Left panel shows the relative difference with respect to the prediction of the mass resolution of the reference
run of the 1-halo and 2-halo terms summing the contributions from eq. (15) of the expressions in eq. (18) and (19). Right panel displays the relative difference
of the total contributions where the 2-halo term has been normalised by eq. (20).
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Figure 6. Convergence power spectra at three different source redshifts:
from top to bottom zs = 4, 1.4 and 0.5. The dotted blue curves displays
the predictions using linear power spectrum, dot-dashed purple the average
halo contribution of 512 light-cones from PINOCCHIO. The red lines are
the average measurements of 512 realisations of the convergence field from
haloes and diffuse component, the shaded regions enclose the rms of the
various realisations.
2017) of large-scale projected power missing from haloes behaves,
as a function of redshift, when a higher threshold for minimum halo
mass is used. We run our WL-MOKA pipeline adopting different
threshold for the minimum halo mass. In Fig. 8 we display the con-
vergence map for zs = 1.4 constructed with a minimum halo mass
of 7× 1011, 1012, 1013 and 1014 M/h from left to right, respec-
tively. The value of 7× 1011 M/h corresponds to our minimum
halo mass in the PINOCCHIO3LPT reference run, while the case
with minimum mass of 1014 M/h will help us in better under-
standing the contribution of galaxy cluster size-haloes to the weak
lensing signal. In the figure, top and bottom panels display the halo
and the total contributions to the convergence, respectively. In the
latter case we add the linear matter density contribution due to unre-
solved matter below the corresponding mass threshold limit. From
the figure we notice that while clusters represent the high density
10 7
10 6
10 5
10 4
10 3
l2 P
(l)
Pinocchio3LPT+WL-MOKA
P , non lin
P , lin
N-Body
Figure 7. Convergence power spectra at three different source redshifts,
from top to bottom zs = 4, 1.4 and 0.5. We compare the predictions us-
ing approximate methods PINOCCHIO and WL-MOKA (solid red curves)
with measurements from light-cones extracted from a cosmological N-Body
simulation using MAPSIM. Black dashed and blue dotted curves display the
predictions using linear and non-linear power spectra from CAMB, the lat-
ter refers to the implementation by Takahashi et al. (2012). In the bottom
sub-panel we display the relative differences of the N-Body and the approx-
imate convergence power spectra with respect to the non-linear predictions.
peaks of the convergence field, smaller mass haloes trace the fila-
mentary structure of the matter density distribution and contribute
,in projection, to increasing the lensing signal (Martinet et al. 2017;
Shan et al. 2018; Giocoli et al. 2018).
In Fig. 9 we present the relative difference of the average con-
vergence power spectra, for 512 different realisations, as computed
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Figure 8. Convergence maps for zs = 4 constructed adopting different minimum mass thresholds: we use all haloes with mass larger than 7 × 1011, 1012,
1013 and 1014 M/h from left to right, respectively. The top panels show the halo contribution while the bottom ones include also the linear contribution
coming from unresolved matter, below the considered minimum halo mass.
from the different mass threshold maps with respect to the reference
one, that has a mass resolution of 7×1011 M/h. Panels from left
to right consider different fixed source redshift zs = 0.5, 1.4 and 4,
respectively; while on the top we show only the halo contributions.
In the bottom we account also for the contribution from unresolved
matter. These figures help us to quantify the contribution of various
haloes to the convergence power spectra. In particular, from the top
panels we can notice that the contribution of clusters evolves with
the redshift going from an average value of approximately 40% for
sources at zs = 0.5 to 10% for zs = 4. This is an effect where the
cluster contribution is modulated by the lensing kernel, depending
on the considered source redshift, and it is sensitive to the redshift
evolution of the cluster mass function. On the other side, in the bot-
tom panels we can notice that the average power spectra from total
effective convergence maps built using only clusters deviates by ap-
proximately 30% with respect to the reference ones, independently
of the source redshift. The yellow shaded region, in the right part of
each panel, indicates where future wide field surveys like the ESA
Euclid mission will not be able to provide any reliable data; future
wide field missions will be able to probe the convergence power
spectrum up to l ≈ 3× 103.
As discussed by Munari et al. (2017) and Paranjape et al.
(2013) in PINOCCHIO the bias of dark matter haloes is a prediction.
This applies also when the code is interfaced with WL-MOKA in
creating effective convergence maps. In particular the square-root
of the ratio at large angular scales (the comoving scale of k = 0.1h
Mpc−1 corresponds approximately to l ≈ 150, 300 and 520 for
source redshift zs = 0.5, 1, 4 and 4, respectively) between the halo
and the total convergence power spectrum gives us a measure of the
projected halo bias. This can be modelled using the two halo term
of the projected halo model as discussed in Sec. 2.3.
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Figure 9. Relative difference in the convergence power spectra adopting various minimum halo mass thresholds at three different source redshifts: zs = 0.5,
1.4 and 4 from left to right, respectively. Orange, red and blue curves display the measurements considering minimum masses of 1012, 1013 and 1014 M/h
with respect to the reference case that has a minimum halo mass of 7 × 1011 M/h. As in Fig. 8, the top panels show the average contribution of 512
realisations constructed using only haloes while the bottom ones show the average including also the linear contribution coming from unresolved matter,
below the considered minimum halo mass. The yellow shaded region marks the region of l > 5× 103 rad, up to which future wide field surveys are expected
to measure the weak lensing convergence power spectra (Laureijs et al. 2011).
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Figure 10. Relative convergence power spectra between maps constructed using PINOCCHIO 2LPT (dashed blue) and ZA (dotted green) with respect to 3LPT.
From left to right we show the cases for the three considered source redshifts: zs = 0.5, 1.4 and 4, respectively. Top and bottom panels show the cases in
which the maps are constructed using only haloes or haloes plus diffuse matter.
3.2 LPT order for the displacement fields
As presented by Munari et al. (2017), in the new version of PINOC-
CHIO the user can run the code adopting different LPT orders
for particle displacement fields: ZA (Zel’dovich Approximation),
2LPT and 3LPT. In this section we investigate how the recon-
structed convergence power spectra, at different fixed source red-
shifts, depends on the adopted displacement order. In Fig. 10 we
show the relative difference of the convergence power spectra at
three source redshifts. Blue dashed and green dotted curves dis-
MNRAS 000, 1–19 (2020)
12 Giocoli C. et al. 2020
play the relative difference of the ZA and 2LPT cases with respect
to the 3LPT. While the top panels exhibit the power spectra due
only to resolved haloes in the light-cone simulations, the bottom
ones account also for the corresponding contribution due to matter
among haloes. In the bottom panels, where we have the total con-
tribution, while the 2LPT case differs from the 3LPT case by less
than 1%, the ZA case tends to deviate more than 5−7% with larger
deviations for larger angular modes (small scales) reaching values
of ∼ 10%. We remind the reader that the average measurements
are done only on 25 different light-cone runs and the simulations,
with various displacement prescription, share the same seeds and
phases, when generating the initial conditions.
3.3 Resolution of Approximate Method Simulations
The reconstructed 2D field using the halo model technique depends
also on the resolution of the grid mesh on the top of which the
halo catalogue is constructed in the PLC. As for numerical simu-
lations that solve the full N-Body relations, PINOCCHIO runs are
much faster when the displacement grid is coarser. In Fig. 11 we
show the case in which we compare the convergence power spectra
of 512 approximate methods past-light-cones with grid resolution
of 5123 and our reference run of 10243; in both cases we assume
a 3LPT displacement field and the same initial seeds for the ini-
tial conditions. The orange curves display the relative difference of
the 10243 maps re-scaled to the same resolution of the 5123 with
respect to the reference resolution run. Left and right panel show
the comparison of the power spectra coming only from the haloes
and from the full projected matter density distribution (haloes plus
unresolved matter treated using linear theory). From the left fig-
ure we can see that the runs with lower resolution have a redshift
dependence trend at low angular modes (larger scales). These are
integrated effects due to the haloes that mainly contribute to the
lensing signal when accounting for the lensing kernel at a given
source redshift. However, from the right figure we can notice that
when adding the contribution coming from unresolved matter using
linear theory (right panel) this redshift tendency disappears, and on
average up to l = 3 × 103 the relative difference of the low reso-
lution run is between 5 and 10%. At those scales it is evident that
the simulations constructed from the coarser grid are missing con-
centrated small haloes. In re-scaling the 10243 to the same map
resolution of the 5123, namely 5.6 × 1012 M/h, we notice few
percent deviations probably attributed to the different displacement
grids of the two runs, halo finding threshold resolution when link-
ing particles in friends of friends and halo bias that enter on the
two halo term on large scale, even if the two PLC have the same
minimum halo mass.
Fig. 12 displays the relative difference between full power
spectra of 25 high resolution and reference runs that share the same
initial condition seeds. As in the previous figures, the different line
types refer to various fixed source redshifts. As we can read from
Table 1 the run with 20483 grid mesh has a minimum halo mass a
factor of 8 lower than the one with 10243. The figure shows that
convergence power spectra computed from the high resolution runs
are approximately 3 − 5% higher that the ones from our reference
simulations. This difference probably arises from the fact that when
including the contribution from diffuse matter in our convergence
halo maps we are not able to specifically separate the 1 and 2-halo
term – as we do analytically in the halo model as discussed in sec-
tion 2.3, causing a small shift up. However, we want to underline
that the main goal of our approach is to be able to build a fast and
self-consistent method for covariances; many faster and more ac-
curate approaches already exist in term of non-linear power spectra
that will be used for modelling the small scales observed signals
from future weak lensing surveys (Peacock & Dodds 1996; Smith
et al. 2003; Takahashi et al. 2012; Debackere et al. 2019; Schneider
et al. 2019).
For summary, we address the reader to Appendix B where we
show the convergence maps build using different particle and grid
resolutions, while adopting the same initial displacement seed and
phases. The maps refer to light-cones build only from haloes up to
zs = 1.4.
In Fig. 13 we show the relative difference of the average
power spectra computed from 512 different past light-cones with
10243 grid mesh with respect to the prediction obtained integrat-
ing the non-linear matter power spectrum from CAMB using the
Takahashi et al. (2012) implementation. The dark grey, grey and
light grey regions mark the relative difference of 5, 15 and 25%,
blue data points with the corresponding error bars are the conver-
gence power spectra prediction obtained by Izard et al. (2018) us-
ing ICE-COLA with respect to the MICE simulation for sources at
zs = 1. These comparisons strengthen the power of the two meth-
ods PINOCCHIO plus WL-MOKA in reconstructing the projected
non-linear power spectrum, and the flexibility to use different fixed
source redshifts or a defined source redshift distribution of sources.
The limit of these runs are related to the small field of view we
have decided to simulate, but this will be extended in a future ded-
icated work as well as the possibility to construct convergence on
HEALPix6 maps.
The inference for cosmological parameters, expressed in term
of the data vector ~Θ, using weak gravitational lensing is found
by minimising the likelihood function that compares observational
data to reference models (Takada & Jain 2004; Simon et al. 2004;
Kilbinger et al. 2013; Kitching et al. 2014; Köhlinger et al. 2017).
In the case of Gaussian distributed data the likelihood can be ap-
proximated as:
lnL(~Θ) ∝ −1
2
Nb∑
i,j=1
[
P “obs
′′
κ (li)− Pκ(li, ~Θ)
]
M(li, lj)
−1
[
P “obs
′′
κ (lj)− Pκ(lj , ~Θ)
]
, (21)
where M(l, l′) represents the covariance matrix; its inverse is usu-
ally termed precision matrix. It is worth noting that in the equation
above we have neglected the cosmological dependence of the co-
variance matrix. However, this is the subject of ongoing study and
discussion (Labatie et al. 2012; Harnois-Déraps et al. 2019) and we
plan to address it in a future work focused both on clustering and
weak gravitational lensing.
Using different weak lensing light-cone realisations we can
build the covariance matrix as:
M(l, l′) = 〈(Pκ(l)− P¯κ(l))(Pκ(l′)− P¯κ(l′))〉 (22)
where 〈P¯κ(l)〉 represents the best estimate of the power spectrum at
the mode l obtained from the average, or the median, of all the cor-
responding light-cone realisations and Pκ(l) represents the mea-
surement of one realisation. The matrix is then normalised as fol-
lows:
m(l, l′) =
M(l, l′)√
M(l, l)M(l′, l′)
, (23)
6 https://healpix.jpl.nasa.gov
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Figure 11. Relative difference between the 5123 and the 10243 simulations. The different curves show the results for the three source redshifts, left and
right panels refer to the case where we consider the contribution only from haloes or we include also the diffuse matter using linear theory, respectively. The
orange curves display the relative difference when building the maps from the 10243 we adopt the same minimum halo mass resolution of the 5123, namely
5.6× 1012M/h.
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Figure 12. Relative difference between the convergence power spectra in
the 20483 and 10243 runs. The relative difference has been computed
as average of 25 difference past-light-cone realisations considering both
haloes and diffuse matter.
in order to be unity on the diagonal. The covariance matrix con-
structed in this way accounts both for a Gaussian and non-Gaussian
contribution arising from mode coupling due to non-linear cluster-
ing and for the survey geometry (Scoccimarro et al. 1999; Cooray
& Hu 2001; Harnois-Déraps et al. 2012; Sato & Nishimichi 2013).
Off-diagonal terms with value near unity indicate high correlation
while values approaching zero indicate no correlation. The covari-
ance matrices using the convergence power spectra of the maps
generated using PLC halo catalogues from PINOCCHIO account for
correlation between observed modes and those with wavelength
larger than the simulated field of view, or survey size. In fact (i)
the simulations have 1 Gpc/h comoving box side, (ii) the simu-
lated convergence maps have been constructed from a cone with
aperture 7.2 deg, (iii) each PLC halo catalogue, produced using
PINOCCHIO, originated from a different initial condition realisa-
tion. We underline also that our covariances do not account for any
noise nor systematic errors that typically enter in the uncertainty
budget for the cosmological forecasts (Fu et al. 2008; Hildebrandt
et al. 2017).
The top panels of Fig. 14 we show the covariance matrix for
the convergence power spectra computed from our reference 512,
10243 mesh grid considering the 3LPT method to displace halo
102 103 104
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P
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(app. met.)2/non-lin
512 real., 10243 grid
zs = 0.5
zs = 1.4
zs = 4
I17 zs = 1
Figure 13. Relative difference between convergence power spectra com-
puted using approximate methods and the prediction from non-linear matter
power spectrum as implemented in CAMB by Takahashi et al. (2012). The
different curves red curves show the results for the three considered source
redshifts, while the data points displays the results obtained by Izard et al.
(2018) for zs = 1 comparing their approximate methods for weak lensing,
based on ICE-COLA, with respect to the reference MICE simulation. In the
figure the red curves show the average values obtained on 512 PINOCCHIO
light-cone realisations with a grid resolution of 10243. Dark-grey, grey and
light-grey bands indicate 5, 15 and 25% relative differences.
and particle positions. The three panels refer to the covariances for
sources at zs = 0.5, 1.4 and 4 from left to right, respectively. From
the figure we note very good quantitative agreement with the re-
sults that have been presented on the same field of view (Giocoli
et al. 2017) and qualitatively with the covariances computed by
(Giocoli et al. 2016) on the BigMultiDark (Prada et al. 2016) light-
cones that have a rectangular geometry matching the W1 and W4
VIPERS fields (Guzzo et al. 2014). In Appendix A we show the
covariance matrices, at the same three fixed source redshifts, using
only haloes, in building the different convergence maps, which dis-
play appreciable differences – with respect to the ones presented
here – mainly for sources at higher redshifts. In the bottom pan-
els of Fig. 14 we display the signal-to-noise of the diagonal terms
of various covariances, for comparison purpose. The green dashed
curves refer to the realisations obtained from 25 convergence maps
of our reference N-Body simulation, the solid blue and cyan curves
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Figure 14. Top panels: weak lensing covariance matrices for zs = 0.5, 1.4 and 4 from left to right, respectively, constructed from 512 past-light-cone
PINOCCHIO simulations – 3LPT runs with a grid of 10243 – and using our fast weak lensing halo model WL-MOKA. The aperture of the field of view is set to
5 deg on a side and convergence maps are resolved with 20482 pixels. Bottom panels: signal-to-noise of the diagonal term of different covariance matrices. In
the central panel (the closest to the mean of the source redshift distribution useful from weak lensing expected from future wide-field-survey) we display also
the result from Gaussian covariance (dash-dotted orange curve) and from the observational discrete number density of background sources (Refregier et al.
2004) adopting a Euclid-like sky coverage of 15.000 sq. degs. and 30 galaxies per square arcmin (dotted magenta).
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Figure 15. Left panel: comparison between off-diagonal covariance matrix terms, at two fixed values for l′, computed from 25 N-Body full ray-tracing
simulations and 512 simulations obtained using the approximate methods for zs = 1.4. Right panel: 1 and 2 σ cosmological constraints in the Ωm-σ8
parameter space computed adopting different covariances for zs = 1.4. Green and red contours adopt the diagonal term of the covariances constructed
from 25 N-Body convergence map realisations using particle full ray-tracing and halo population plus WL-MOKA as in Giocoli et al. (2017), respectively.
The yellow and blue contours make use of the covariance from 512 approximate methods convergence maps: considering only the diagonal (D) or the full
covariance (FC), respectively. Being interested in the relative performances of the various covariance terms, we follow the same approach as in Krause & Eifler
(2017) not including the axis values.
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represent the ones obtain from 512 runs of PINOCCHIO halo cat-
alogues plus WL-MOKA adding or not the diffuse matter compo-
nent among haloes using linear theory predictions, respectively. In
the central panel (the closest source redshift to the mean of the
redshift distribution useful from weak lensing expected from fu-
ture wide-field-surveys) we show the Gaussian covariance (orange
dot-dashed) – obtained running 10.000 Gaussian realisation of the
convergence power spectrum – and the (dotted magenta) contribu-
tion due to the discrete number density of background sources (Re-
fregier et al. 2004) adopting a Euclid-like sky coverage of 15.000
sq. degs. and 30 galaxies per square arcmin. From the figure we can
notice that the diagonal term of the covariance computed from 512
PINOCCHIO PLC halo catalogues (blue solid curve) is at large scale
in agreement with the full try-tracing simulations while at small
scales it moves up dominated by sample variances (Barreira et al.
2018b,a). All 512 runs have different initial conditions, while the
25 full ray-tracing convergence maps are extracted from the same
simulation with fixed IC. At large angular modes the blue curves
move down because of a smaller number of PLC realisations.
A systematic comparison of the off-diagonal term contribu-
tions of the covariance, for zs = 1.4, is displayed in Fig. 15. In the
left panel we show the terms at two fixed values for l′ of the covari-
ances computed (blue curves) using 512 realisation maps adopt-
ing our approximate methods and (green curves) employing 25 full
ray-tracing maps from our reference N-Body simulation. From the
figure, we notice that for intermediate values for l′ the two covari-
ances are relatively comparable, while for larger values of l they
deviate mainly due to both numerical resolution and particle noise
contributions. As underlined in Giocoli et al. (2017), the full-ray
tracing covariances are quite noisy and problematic to be inverted
when used to constrain cosmological parameters. In the right panel
we show the cosmological constraints obtained adopting various
covariances in the Ωm-σ8 parameter space. The results refer again
to zs = 1.4. Since the aim of this test is to display the relative per-
formances of the various covariance terms, we follow the same ap-
proach as in Krause & Eifler (2017) not including the axis values. A
self consistent analysis to constraint cosmological parameters from
weak lensing datasets could not neglect shape measurements inac-
curacy (Bernstein & Jarvis 2002; Kacprzak et al. 2012; Miller et al.
2013), photometric redshift errors and uncertainties of the recon-
structed source redshift distribution (Hildebrandt et al. 2012; Ben-
jamin et al. 2013; Yao et al. 2019; Wright et al. 2020). The green
and red contours show the cosmological constraints derived when
adopting the covariance matrices constructed from 25 realisations
of the projected density field up to zs = 4 using full ray-tracing
particle simulations and the halo catalogues plus WL-MOKA as
in Giocoli et al. (2017), respectively. Since the covariance matrix
from 25 full ray-tracing simulations is noisy we could use only the
diagonal (D) term. We underline that the Gaussian covariance gives
similar constraints to the green contours, not shown to avoid over-
crowding the figure. The yellow contours show the constraints de-
rived when using the diagonal term of the covariance constructed
from 512 approximate methods simulations, while the blue ones
adopt the full covariance matrix, which exhibit a degradation of the
Figure of Merit. The cosmological constraints have been obtained
implementing the modelling of the cosmic shear power spectrum
in the CosmoBolognaLib (Marulli et al. 2016) and accounting for
the number of realisations when constructing the covariance as de-
scribed by Hartlap et al. (2007) and Percival et al. (2014). We re-
mind the reader that the use of these approximate covariances for
analysing existing and future wide field surveys will require more
consistent tests with theoretical models, path we are currently pur-
suing inside different collaborations.
4 SUMMARY & CONCLUSIONS
In this paper we have presented a natural extension of the approxi-
mate Lagrangian perturbation theory code PINOCCHIO dedicated to
creating fast and accurate convergence maps for weak gravitational
lensing simulations. Since the methods implemented are quite gen-
eral they constitute a tool for full cosmological analysis of observa-
tional data-sets going from galaxy clustering to cluster counts and
clustering to cosmic shear.
The main points of this work are:
- the halo mass function in PINOCCHIO past-light-cones is in
very good agreement with both numerical simulation data and the-
oretical models with which we compare to;
- the expected convergence power spectra constructed from
our reference runs using only haloes, present within the past light-
cone, are quite well recovered on small scales, however we need
to include also the contribution from matter present outside haloes
to fully reconstruct the large scale modes as predicted from lin-
ear theory, this has been discussed and motivated with a dedicated
comparison with the analytical halo model for non-linear power
spectrum;
- the full convergence maps have a power spectrum that is in
agreement well within 5% of that obtained from full ray-tracing
through light-cones constructed from the reference cosmological
N-Body simulation;
- the contribution of galaxy clusters to the total convergence
power spectra at different source redshifts for l < 3× 103 remains
constant, deviating approximately by 30% with respect to the to-
tal ones, with a slight evolution with redshift due to the rarity of
clusters at large look back times;
- the weak lensing power spectra obtained running PINOC-
CHIO with 2LPT displacement and then WL-MOKA agree within
1% with the 3LPT reference run, however when using ZA the pro-
jected power spectra deviate more than 7% on large angular modes;
- the relative differences between the convergence power spec-
tra of our fast methods for weak lensing with respect to the refer-
ence measurements from N-body simulations is well below 5%,
consistent with what has been found also by other approximate
methods;
- the speed of our algorithms allows for the possibility of gen-
erating a very large number of light-cone weak lensing simulations
and the opportunity to construct self-consist covariances for weak
gravitational lensing.
A fast and accurate method for generating convergence maps
using approximate methods is needed in light of the expected data
from future wide field surveys. In this work we have presented the
interfacing of PINOCCHIO and WL-MOKA which enables them to
simulate cosmic shear signals from large scale structures. This adds
a new capacity to PINOCCHIO, beyond the halo mass function and
clustering, applicable to simulate quickly and consistently various
covariances for different statistics, opening a new window for ro-
bust cosmological analyses of future observational data-sets.
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APPENDIX A: HALO COVARIANCE WEAK LENSING
POWER SPECTRA
In Figure A1 we display the covariance matrices of the convergence
power spectra from 512 different maps build using only haloes,
i.e. on large scale the convergence power spectra are not forced to
follow linear theory. The three panels from left to right show the
convergence power spectrum covariance at three different source
redshifts: zs = 0.5, 1.4 and 4.
APPENDIX B: CONVERGENCE MAPS AT DIFFERENT
GRID RESOLUTIONS
In this section we display the convergence maps constructed adopt-
ing different particle and grid resolutions when running PINOC-
CHIO while using the same seed and phases when displacing parti-
cles and haloes (3LPT) from the initial conditions. Fig. B1 shows
the convergence map for sources at zs = 1.4; top left, bottom
left and bottom right panels exhibit the results when running WL-
MOKA on the PLC halo catalogues of the 10243, 5123 and 20483
PINOCCHIO simulations, respectively. In all cases, we notice, the
large scale structure is similar but the haloes have different dis-
placements. The top right panel shows the convergence map con-
structed on the halo catalogue of the 10243 run, but considering
only systems more massive than 5.6 × 1012M/h, which corre-
sponds to the halo mass resolution of the 5123. We recall for the
reader that when building the convergence maps we assume the av-
erage to be zero (Hilbert et al. 2019) and that they are resolved with
2048× 2048 pixels on an angular scale of 5 deg on a side.
In Fig. B2 we show the normalised Probability Distribution
Function per pixel in the maps presented in Fig. B1. The different
colours refer to the various runs and the arrows indicate the stan-
dard deviations of the distributions.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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maps presented in Fig. B1. The arrows mark the standard deviation of the
distributions, we recall the reader that by construction the maps have aver-
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