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Abstract. The article considers the mathematical formulation of the Resource-Constrained 
Project Scheduling Problem (RCPSP). The RCPSP structure is represented by a graph. The 
article regards some special cases of RCPSP for which at present there exist either exact 
deterministic polynomial algorithms for their solving or approximate heuristic algorithms that 
find an approximate optimal solution in polynomial time. 
1. Introduction 
The basic concept for machine scheduling problems (MS) is an operation [1]. As a rule, two “agents” 
are necessary to specify an operation: an object of an operation (or its “material carrier”, i.e. what an 
operation is performed on) and a subject of the operation, i.e. the one who (or what) performs the 
operation (a performer). A separate part or a more complex part of the product being created can be used 
as a material carrier of an operation. A carrier of the operation can be a person served by other people 
(devices). Subjects of operations are machines (tools, people) needed for these operations performance. 
In MS models, they are usually called machines. 
Some subsets of operations are organized (technologically as well) into jobs. For example, if an 
enterprise produces complex products (cars, airplanes, etc.), then all operations related to one product 
constitute one job [2]. Some jobs may be a subject to a hard directive due date (which corresponds to 
the term deadline, or "death line") and / or the desired ending date (a due date), deviation from which 
is punished with a fine; at the same time, a deadline and a due date of the same work may not coincide. 
The moments {𝐶𝑗} of completion {𝐽𝑗} ("C" is from English "completion time") play a significant role in 
evaluation the quality of the developed schedule, as a rule, an objective function 𝑓(𝐶1, . . . , 𝐶𝑛) of the 
problem is a function of the completion points 𝐽1, . . . , 𝐽𝑛. 
2. Model description 
In the classical models of MS [3-5] there are only these three basic concepts (operations, work and 
machines). At the same time, strict rules are observed: 
 
 each operation refers to only one job; 
 each operation is performed by only one machine (possibly selected from a variety of alternative 
machines); 
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 no two operations of the same work can be performed simultaneously. 
The precedence relations on the set of operations are given by a single directed graph whose vertices 
are the entire set of operations (it distinguishes this model from the classical models of the job shop or 
dag shop type, where the precedence is given on the set of operations by each individual work). 
3. Mathematical statement of a problem 
The Resource-Constrained Project Scheduling Problem (RCPSP) can be formulated as follows. The 
number of n jobs 𝑖 = 1, . . . , 𝑛 and renewable resources 𝑘 = 1, . . . , 𝑟 are given. A constant amount 𝑅𝑘 of 
the 𝑘 resource is available at any time. The job𝑖 must be done in time𝑝𝑖. During this time, a constant 
amount 𝑟𝑖𝑘 of 𝑘resource is involved in this job. Moreover, prioritization relationships are defined for the 
jobs. They are defined as 𝑖 → 𝑗, where 𝑖 → 𝑗 means that the job𝑗 cannot release until the job𝑖 is 
completed. The problem of determining the release moments 𝑆𝑖 for the jobs 𝑖 = 1, . . . , 𝑛 is so that: 
 
 the total need for a certain resource is less than or equal to the availability of this resource; 
 job precedence relationships defined above are observed; 
 value 𝐶𝑚𝑎𝑥
𝑖=1
𝑛
𝑖𝑚𝑎𝑥 takes its minimum value, where 𝐶𝑖 = 𝑆𝑖 + 𝑝𝑖 is the deadline of the job 𝑖. 
 The interruption of jobs is possible. 
 
Sometimes it is useful to add an initial pseudo-job 0 and a final pseudo-job 𝑛 + 1, each one is with 
the zero duration. For all jobs 𝑖 = 1, . . . , 𝑛 conditions 0 → 𝑖 and 𝑖 → 𝑛 + 1 must be observed. Pseudo-
jobs do not require resources. 𝑆0 is a start of the project, and 𝑆𝑛+1 can be interpreted as a deadline. 
If interruptions are not allowed, a vector𝑆 = (𝑆𝑖) defines the project scheduling (plan). 𝑆 is an 
acceptable project scheduling if all the conditions are observed. Schedules can be graphically 
represented by Gantt charts. 
The RCPSP structure is represented by means of a graph, where the vertices are jobs 𝐺 = (𝑉, 𝐸). 
Here 𝑉is a set of all jobs and 𝐸 = {(𝑖, 𝑗)|𝑖, 𝑗 ∈ 𝑉; 𝑖 → 𝑗} reflects the relationship of precedence. Two sets 
are assigned to each job 𝑖 : 
Р𝑟𝑒𝑑(𝑖) = {𝑗|(𝑗, 𝑖) ∈ 𝐸} and 𝑆𝑢𝑐𝑐(𝑖) = {𝑗|(𝑖, 𝑗) ∈ 𝐸}. 
Р𝑟𝑒𝑑(𝑖) (𝑆𝑢𝑐𝑐(𝑖)) is an amount of jobs in the graphjust in front of (back from) the job 𝑖 . 
The precedence relationship 𝑖 → 𝑗 can be replaced by “release-release” relationship: 
𝑆𝑖 + 𝑙𝑖𝑗 ≤ 𝑆𝑗        (1) 
where 𝑙𝑖𝑗 is any integer.  The meaning of relation (1) depends on the sign 𝑙𝑖𝑗. 
If 𝑙𝑖𝑗 > 0, then the job 𝑗 cannot start until the time 𝑙𝑖𝑗 has passed after the release of the job i, i.e. the 
job𝑗 cannot start until the job 𝑖 releases and 𝑙𝑖𝑗 is a minimum difference between the moments two jobs 
release. If 𝑙𝑖𝑗 < 0, then the job 𝑖 should release no later than in −𝑙𝑖𝑗 after the job releases. 
𝑙𝑖𝑗 is called a positive (negative) time delay if (1) is executed and 𝑙𝑖𝑗 > 0 (𝑙𝑖𝑗 < 0). 
The relations (1) are generalized. For example, if in (1) 𝑙𝑖𝑗 = 𝑝𝑖, then this case is nothing else but 
𝑖 → 𝑗. If between the deadline of the job 𝑖and the release of the job𝑗is no less 𝑑𝑖𝑗 time should pass, and 
then it can be written as𝑆𝑖 + 𝑝𝑖 + 𝑑𝑖𝑗 ≤ 𝑆𝑗. If the conditions 𝑆𝑖 + 𝑝𝑖 + 𝑑𝑖𝑗 ≤ 𝑆𝑗 and 𝑆𝑗 − 𝑢𝑖𝑗 − 𝑝𝑖 ≤ 𝑆𝑖 
are met where0 ≤ 𝑑𝑖𝑗 ≤ 𝑢𝑖𝑗, then the time between the end of the job 𝑖 and the start of the job 𝑗 should 
be no less than 𝑑𝑖𝑗, but no more than 𝑢𝑖𝑗. The latter includes a special 0 ≤ 𝑑𝑖𝑗 = 𝑢𝑖𝑗 case where the job𝑗  
should release exactly in 𝑙𝑖𝑗 time units after the end of the job i. 
For the job i, early release terms 𝑟𝑖 (r - release) and late deadlines 𝑑𝑖 (d - deadlines) can be modeled 
by the relations (1):𝑆0 + 𝑟𝑖 ≤ 𝑆𝑖, 𝑆𝑖 − (𝑑𝑖 − 𝑝𝑖) ≤ 𝑆0. The time interval [𝑟𝑖, 𝑑𝑖] is called the job time 
window𝑖. The job 𝑖 should start and end between the boundaries of the given time window. 
The renewable resource 𝑘with the capacity𝑟𝑗𝑘𝑚 is for job 𝑗with the duration 𝑝𝑗𝑚. 
Consider some special cases of RCPSP. 
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Scheduling for identical parallel machines.  
We have 𝑚 machines  𝑀1, . . . , 𝑀𝑚. The duration 𝑝𝑗of the job 𝑗 does not depend on which machine 
will fulfill the job𝑗. This problem is interpreted as RCPSP with 𝑟 = 1, 𝑅1 = 𝑚and 𝑟𝑗1 = 1for 𝑗 = 1, . . . 𝑛. 
The general formulation of the problem of the workshop scheduling.  
There exist jobs𝑗 = 1, . . . , 𝑛 and machines𝑀1, . . . , 𝑀𝑚. The job 𝑗consists of 𝑛𝑗operations. Two 
operations of the same job cannot be done simultaneously. The operation has a duration 𝑝𝑖𝑗 if it is 
performed by the machine𝜇 ∈ {𝑀1, . . . , 𝑀𝑚}. There exists the precedence relationship between any 
operations. The general problem of making a workshop schedule can be interpreted as RCPSP with 𝑟 =
𝑚 + 𝑛 renewable resources, where 𝑅𝑘 = 1 for 𝑘 = 1, . . . , 𝑚 + 𝑛 , and with a number of operations 𝑂𝑖𝑗 
equal to∑ 𝑛𝑗
𝑛
𝑗=1 . Moreover, the operation 𝑂𝑖𝑗 uses a resource volume 𝑘equal to 𝑟𝑖𝑗𝑘 where 
𝑟𝑖𝑗𝑘 = {
0 𝑖𝑓 𝜇𝑖𝑗 = 𝑀𝑘 𝑜𝑟 𝑘 = 𝑚 + 𝑗
𝑖𝑛 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒
 
Resources 𝑘 = 1, . . . , 𝑚 correspond to the equipment, while resources 𝑚 + 𝑗 (𝑗 = 1, . . . , 𝑛) are 
needed to simulate situations where different operations of the same job𝑗 cannot be performed 
simultaneously. 
The “Job shop problem”, “flow shop problem and “open shop problem” are important special cases 
of the generalized problem of workshop scheduling. 
 
«Job shop problem».  
In this problem, the sequence of operations is as follows: 
𝑂1𝑗 → 𝑂2𝑗 → ⋯ → 𝑂𝑛𝑗,𝑗 
for 𝑗 = 1, . . . , 𝑛, i.e. there is no temporary connection between the operations of different works, and 
the sequence of operations within each job is a strictly defined chain. 
“Flow shop problem”. 
It is a special case of the “job shop problem” with 𝑛𝑗 = 𝑚 for all 𝑗 = 1, . . . , 𝑛 and 𝜇𝑖𝑗 = 𝑀𝑖 and for 
all 𝑖 = 1, . . . , 𝑚 , 𝑗 = 1, . . . , 𝑛 ,  i.e. the operation 𝑂𝑖𝑗 must be done by machine 𝑀𝑖. 
4. Conclusion 
Currently there exist either exact deterministic polynomial algorithms for their solving, or approximate 
heuristic algorithms that find an approximate optimal solution in polynomial time for these particular 
cases of solving a general problem of the workshop scheduling. There are algorithms using the branch 
and bound method, “Tabu Search Method”, heuristic methods based on different rules for choosing the 
sequence of operations (first, the shortest operation or the longest is selected, etc.). As it was mentioned 
above, the early release 𝑟𝑖 (r - release) and late deadlines𝑑𝑖 (d - deadlines) can be added to the restrictions 
that already exist in these settings. 
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