Abstract-Much has been reported about the analysis of transient multiexponentials data. In a previous paper, for example, this analysis was done using autoregressive moving average model which was applied to the deconvolved data arising from the application of Gardner transform followed by optimal compensation deconvolution to the original signal. Optimal compensation deconvolution uses a single parameter noise-reduction parameter. In this paper, a deconvolution parameter incorporating multiple noise-reduction parameters is used instead. Simulations and experimental results show that the proposed combination, despite its limitations supersedes several existing methods.
Three reasons make the solution of this problem difficult. A series of nonlinear equations is involved, the available data only approximates the function ) ( S over a finite range in  and the nonorthogonality of exponentially decaying functions.
Several techniques have been used for this analysis (see for example [1] and [2] ). The methods differ according to speed, computational simplicity, accuracy and the existence or lack of initial approximations, among other differences. In a previous paper [3] , this analysis was done by means of Gardner transform which was used to convert the signal in (1) into a convolution integral which was discretized and M. E. Salami is with the Department of Mechatronics Engineering, International Islamic University Malaysia (e-mail: momoh@iium.edu.my).
deconvolved using optimal compensation deconvolution method. The deconvolved data was then further processed using autoregressive moving average (ARMA) model whose AR parameters were determined by solving high order Yule-Walker equations via singular value decomposition (SVD) algorithm. Optimal compensation deconvolution is essentially conventional inverse filtering with a single noise-reduction parameter introduced. In this paper, the approach in [3] is modified by using multiparameter deconvolution technique. The use of multiple deconvolution parameters is not new even though our use of it in combination with ARMA model is novel. The particular approach we use here was originally proposed by Daboczi and Kollar [4] and generalized by Zhang et al [5] . The Zhang's model is modified and applied in this analysis. Specifically, only two parameters are used and all others suppressed. Another improvement over the approach in [3] is the fact that whereas in [3] the truncation point of the deconvolved data was determined by trial and adjustment, in this paper Cramer Rao Lower Bound as derived and used in [6, 7] is used to determine the good length of the deconvolved data. A number of simulations were carried out to test the efficacy of the proposed combination using different synthetic signals.
It is shown through simulations and experiments that this combination outperforms many existing methods. It is however not without its limitations.
II. DEVELOPMENT OF A CONVOLUTION SUM
In this section, Gardner transform is applied to convert the original signal in (1) into a convolution model hence removing the nonorthogonality problem associated with the signal.
Eq. (1) can be expressed as follows:
The integral in (2) belongs to the more general class of Fredholm integral of the first kind which are known to be 
This is now a standard deconvolution problem in which ) (t x is the unknown input signal consisting of a series of weighted delta functions, ) (t h is the impulse response and ) (t y is the output observation.
It can be shown [9] that the unknown input distribution function is given by 
III. SIGNAL MODELING
Deconvolution of the convolution sum of (7) is achieved by solving stabilized solutions of integral of the first kind.
We now select a space In the frequency domain:
Taking the complex conjugate of both sides yields
is derived as follows: In this paper, the following model is used
This is exactly the model of equation (18) There is, thus, the need to look for a procedure for stationarizing the signal in (30) such that the deterministic signal would be associated with a stationary noise which would be further analysis easier. The method used here is the same as the one used in [10] . The resulting stationary signal is therefore
N is the truncation point and ) (k e is the new stationary white noise.
The noisy sum of complex exponentials in (31) is further processed using an autoregressive moving average (ARMA) model whose AR parameters are determined by solving high-order Yule-Walker equations (HOYWE) via singular value decomposition (SVD). This is achieved by considering the deconvolved and truncated data to be the output of an ARMA model whose input is a complex white noise sequence
where n a and n b represent respectively the AR and moving average (MA) model coefficients and p and q are AR and MA model orders respectively.
The remaining procedure is as detailed in [3] . 
IV. SIMULATION RESULTS
In this section, simulation results are presented. These simulations are carried out to investigate the efficacy of the methods proposed in this paper. First, the truncation point was established using CRLB. Simulations were then carried out to establish the following:
 Resolvability of the exponents.  The response of the proposed technique using a high resolution signal.  The ability of the method to resolve signals with large number of components of diversified magnitudes.  Effect of deconvolution parameters.
A. Determination of the Truncation Point
The truncation point, 0 N is critical to the performance of any technique to be used to process the deconvolved data, x .
CRLB being a good measure of the efficiency of parameter estimates has been used to establish the quality of the parameter estimates for different values of 0 N . By varying the data length and comparing of the resulting estimates with the CRLB we can know which data length would produce the best estimator. Derivation of the CRLB was done as presented in [6] . The signal used for this simulation is The reasons for the choice of this signal were given in [10] . Simulations using the proposed ARMA algorithm with conventional inverse filtering showed that the spectrum is good only for 33 27 0   N with the best performance at 27 0  N .
B. Resolvability of the Components
To investigate the capability of the proposed combination to analyze basic signals, the following two-component signal was used:
The distribution function is:
The signal was synthesized in MATLAB with noise added using the function awgn which is an embedded MATLAB function. 
C. Response to a High Resolution Signal
The following signal was used to test the effectiveness of the proposed combination in resolving a high resolution signal. 
The result of applying the proposed combination on ) ( S is shown in Table III . Fig. 2 shows a typical power distribution for ) ( 2 t x . It is observed that while the combination gives good results over medium and low SNR, it yields poor estimates at low SNRs. 
(40) Table IV shows the result of applying our combination to this signal. All the components are detected over high SNR, but poor results are obtained over low and medium SNRs. A typical distribution function of ) ( 3 t x is shown in Fig. 3 . 
E. Effect of Variation of Deconvolution Parameters
The multiparameter deconvolution filter was developed to overcome the errors caused by the straightforward division used in conventional inverse filtering in the frequency domain. The deconvolution parameters control the balance between the degree of noise reduction and the errors introduced by the filters. Setting them to zero maximizes the deconvolution noise while making their values high introduces error in the estimate. Several simulations are needed to establish an optimal combination of these parameters. The simulations were carried out over the three different ranges of SNR (low, medium and high) using the test signal of (34) whose distribution function is (with
Several simulations were carried out using different combinations of β and γ which lead to the recommended values of the deconvolution parameters in Table I .
V. EXPERIMENTAL RESULTS
The combination proposed in this paper was used to postprocess real data obtained from a mixture of Acridine orange and quinine using a spectrofluorometer. The experimental setup is shown in Fig. 4 . The data generated by the spectrofluorometer is collected by the PC (as in this case) or fed to another digital signal processing unit for further processing using the proposed combination. The proposed combination was applied to the data in a similar manner done in the simulation. Here,  was selected to be 0.5. The deconvolution parameters were selected as for medium SNR as given in Table I Table VI shows the estimated log of decay rates for the three cases of Acridine orange, Quinine and a mixture of the two. The power distributions are shown in Fig. 5, Fig. 6 and Looking at the table, it is obvious that the resolving power of the proposed method is very good even for practical signals. It can also be observed that the level of noise is relatively very low by virtue of percentage deviation and the shapes of the power distribution curves in Figures 5 through Fig. 7 . The major drawback of the method is the fact that deconvolved data has to be truncated at a point which in this paper was determined using Cramer Rao Lower Bound (CRLB).
