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Multi-Sound-Source Localization for Small
Autonomous Unmanned Vehicles with a
Self-Rotating Bi-Microphone Array
Deepak Gala, Nathan Lindsay, and Liang Sun
Abstract—While vision-based localization techniques have
been widely studied for small autonomous unmanned vehicles
(SAUVs), sound-source localization capability has not been fully
enabled for SAUVs. This paper presents two novel approaches
for SAUVs to perform multi-sound-sources localization (MSSL)
using only the interaural time difference (ITD) signal generated
by a self-rotating bi-microphone array. The proposed two ap-
proaches are based on the DBSCAN and RANSAC algorithms,
respectively, whose performances are tested and compared in
both simulations and experiments. The results show that both
approaches are capable of correctly identifying the number of
sound sources along with their three-dimensional orientations
in a reverberant environment.
I. INTRODUCTION
Small autonomous unmanned vehicles (e.g., quadcopters
and ground robots) have revolutionized civilian and military
missions by creating a platform for observation and permit-
ting access to locations that are too dangerous, too difficult or
too costly to send humans. These small vehicles have shown
themselves to be remarkably capable in a lot of applications,
such as surveying and mapping, precision agriculture, search
and rescue, traffic surveillance, and infrastructure monitoring,
to name just a few.
The sensing capability of unmanned vehicles has been
enabled by various sensors, such as RGB cameras, infrared
cameras, LiDARs, RADARs, and ultrasound sensors. How-
ever, these mainstream sensors are subject to either lighting
conditions or line-of-sight requirements. On the end of the
spectrum, sound sensors have the superiority to conquer line-
of-sight constraints and provide a more efficient approach for
unmanned vehicles to acquire situational awareness thanks to
their omnidirectional nature.
Among the sensing tasks for unmanned vehicles, localiza-
tion is of utmost significance [1]. While vision-based local-
ization techniques have been developed based on cameras,
sound source localization (SSL) has been achieved using
microphone arrays with different numbers (e.g., 2, 4, 8,
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16) of microphones. Although it has been reported that the
accuracy of the localization is enhanced as the number of
microphones increases [2], [3], this comes with the price
of algorithm complexity and hardware cost, especially due
to the expense of the Analog-to-Digital converters (ADC),
which is proportional to the number of speaker channels.
Moreover, arrays with a particular structure (e.g., linear,
cubical, circular, etc.) will be difficult to control, mount and
maneuver, which makes them unsuitable to be used on small
vehicles.
Humans and many other animals can locate sound sources
with decent accuracy and responsiveness by using their two
ears associated with head rotations to avoid ambiguity (i.e.,
cone of confusion) [4]. Recently, SSL techniques based on a
self-rotating bi-microphone array have been reported in the
literature [5]–[9]. Single-SSL (SSSL) techniques have been
well studies using different numbers of microphones, while
for multi-sound-source-localization (MSSL) many reported
techniques require large microphone arrays with specific
structures, limiting them to be mounted on small robots.
Pioneer work for MSSL assumed the number of sources to be
known beforehand [10], [11]. Some of these approaches [12]–
[14] are based on sparse component analysis (SCA) that
requires the sources to be W-disjoint orthogonal [15] (i.e.,
in some time-frequency components, at most one source
is active), thereby making them unsuitable for reverberant
environments. Pavlidi et al. [16] and Loesch et al. [17] pre-
sented an SCA-based method to count and localize multiple
sound sources but requires one sound source to be dominant
over others in a time-frequency zone. Clustering methods
have also been used to conduct MSSL [12]–[14]. Catalbas et
al. [18] presented an approach for MSSL by deploying four
microphones at the corners of the room and the sound sources
are required to be present within the boundary. The tech-
nique was limited to localize sound orientations in the two-
dimensional plane using K-mediods clustering. The number
of sound sources were calculated using the exhaustive elbow
method, which is instinctive and computationally expensive.
Traa et al. [19] presented an approach that converts the time-
delay between the microphones in the frequency domain so
as to model the phase differences in each frequency bin of
short-time Fourier transform. Due to the linear relationship
between phase difference and frequency, the data were then
clustered using random sample consensus (RANSAC). In our
2previous work [8], [9], we developed a SSSL technique based
on an extended Kalman filter and a MSSL technique based on
a cross-correlation approach, which was very computationally
expensive.
The contributions of this paper includes two novel MSSL
approaches for identification of the number of sound sources
as well as localizing them in a three-dimensional (3D) envi-
ronment. The rotation of the bi-microphone array generates
an Interaural Time Difference (ITD) signal with data points
forming multiple discontinuous sinusoidal waveforms. In the
first approach, a novel mapping mechanism is developed to
convert the acquired ITD signal to an orientation domain.
An unsupervised classification is then conducted using the
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN). DBSCAN [20] is one of the most popular
nonlinear clustering techniques. It can discover any arbitrary
shaped clusters of densely grouped points in a data set and
outperforms other clustering methods in the literature [21],
[22].
The second presented novel approach for MSSL completes
a sinusoidal ITD regression using a RANSAC-based method.
Each of the sine waves in the ITD signal corresponds to a
single sound source. The data points associated with each
sine wave is separated by performing a repeated sinusoidal
regression using RANSAC [23]. After a model is fitted in an
iteration, the associated data points will be removed from the
ITD signal before the next iteration starts. The azimuth and
elevation angles of the sound source are then determined for
each fitted model. A threshold is then selected to determine
the number of sound sources with the qualifying number of
data points.
Both simulations and experiments were conducted to test
the proposed two approaches. The results show that both
approaches are capable of correctly generating the number
of sound sources and their 3D orientations in terms of
azimuth and elevation angles. However, the RANSAC-based
approach outperforms the DBSCAN-based approach on the
identification of the number of sound sources, while the
DBSCAN-based approach outperforms the RANSAC-based
approach in the localization accuracy.
The rest of the paper is organized as follows. In Sec-
tion II-B, the mathematical calculation for the ITD signal
generated by the self-rotating microphone array is presented.
In Section III, the mapping mechanism for regression is pre-
sented. Section IV presents the localization algorithm using
DBSCAN clustering and Section V presents the RANSAC-
based localization algorithm. Simulation results are presented
and discussed in Section VI and Section VII concludes the
paper.
II. PRELIMINARIES
A. Interaural Time Difference (ITD)
The ITD is the time difference between a sound signal
arriving at two microphones and can be calculated using the
cross-correlation technique [24], [25].
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Figure 1. Interaural Time Delay (ITD) estimation between signals y1(t)
and y2(t) using the cross-correlation technique.
Consider a single stationary sound source and two spatially
separated microphones placed in an environment. Let y1(t)
and y2(t) be the sound signals captured by the microphones
in the presence of noise, which are given by [24]
y1(t) = s(t) + n1(t), (1)
y2(t) = δ · s (t+ td) + n2(t), (2)
where s (t) is the sound signal, n1(t) and n2(t) are real
and jointly stationary random processes, td denotes the time
difference of s (t) arriving at the two microphones, and δ
is the signal attenuation factor due to different traveling
distances. It is commonly assumed that δ changes slowly
and s(t) is uncorrelated with noises n1(t) and n2(t) [24].
Figure 1 shows the process of ITD estimation between signals
y1(t) and y2(t), whereH1(f) andH2(f) could be the scaling
functions or pre-filters [24], which eliminate or reduce the
effect of background noise and reverberations using various
techniques [26]–[29].
The cross-correlation function of y1 and y2 is given by
Ry1,y2(τ) = E [y1(t) · y2(t− τ)] ,
where E [·] represents the expectation operator. The time
difference of y1 and y2, i.e., the ITD, is given by Tˆ ,
argmaxτ Ry1,y2 . The distance difference of the sound signal
traveling to the two microphones is given by d , Tˆ ·c0, where
c0 is the sound speed and is usually selected to be 345 m/s
on the Earth surface.
Remark 1. As a matter of simplicity, the signal d is referred
as ITD in the context. ITD is the only cue used in this paper
for the source counting and localization, generated without
using any scaling functions nor pre-filters mentioned above.
B. Mathematical Model for ITD signal
Before discussing the multi-source ITD signal collected
by the self-rotating bi-microphone array, the single source
ITD signal is first modeled. In this paper, the location of
a single sound source is defined in a spherical coordinate
frame, whose origin is assumed to coincide with the center
of a ground robot.
As shown in Figures 2 and 3, the left and right micro-
phones, L and R collects the acoustic signal generated by
the sound source S. Let O be the center of the robot as
well as the bi-microphone array. The sound source location is
represented by (D, θ, ϕ), whereD is the distance between the
source and the center of the robot, i.e., the length of segment
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Figure 2. Top-down view of the system.
Figure 3. 3D view of the system.
OS, θ ∈
[
0, pi2
]
is the elevation angle defined as the angle
between OS and the horizontal plane, and ϕ ∈ (−π, π] is
the azimuth angle defined as the angle measured clockwise
from the robot heading vector, p, to OS. Letting unit vector
q be the orientation (heading) of the microphone array, β be
the angle between p and q, and ψ be the angle between q
and OS, both following a right hand rotation rule, we have
ϕ = ψ + β. (3)
Figure 4. Top-down view of the plane containing triangle SOF .
In the shaded triangle, SOF , shown in Figures 3 and 4,
define α = ∠SOF and we have cosα = cos θ sinψ. Based
on the far-field assumption [30], we have
d , Tˆ · c0 = 2b cosα = 2b cos θ sinψ. (4)
To avoid cone of confusion [4] in SSL, the binaural mi-
crophone array needs to be rotated with a nonzero angular
velocity [11]. Without loss of generality, in this paper we
assume a clockwise rotation of the microphone array on
the horizontal plan while the robot itself does not rotate
throughout the entire estimation process, which implies that
ϕ is constant.
The initial heading of the microphone array is configured
to coincide with the heading of the robot, i.e., β (t = 0) =
0, which implies that ϕ = ψ (0). As the microphone array
rotates clockwise with a constant angular velocity, ω, we have
β (t) = ωt and due to Equation (3) we have
ψ (t) = ϕ− β (t) = ϕ− ωt. (5)
The resulting time-varying d (t) due to Equation (4) is then
given by
d (t) = 2b cos θ sin (−ωt+ ϕ) . (6)
Because the microphone array rotates on the horizontal plane,
θ does not change during the rotation for a stationary sound
source. The resulting d (t) is a sinusoidal signal with the
amplitude A , 2b cos θ, which implies that
θ = cos−1
A
2b
. (7)
It can be seen from Equation (6), the phase angle of d (t) is
the azimuth angle of the sound source. Therefore, the local-
ization of a stationary sound source equates the identification
of the characteristics (i.e., the amplitude and phase angle) of
the sinusoidal signal, d (t).
The collection of the ITD signal for multiple sound sources
(as shown in Figure 11) illustrates a group of multiple
discontinuous sinusoidal waveforms, each corresponding to
a single sound source, satisfying the amplitude-elevation and
phase-azimuth relationship as mentioned above.
III. MODEL FOR MAPPING AND SINUSOIDAL
REGRESSION
The signal d(t) in Equation (6) is sinusoidal with its
amplitude A = 2b cos θ and phase angle ϕ that corresponds
to the azimuth angle of the sound source. Since the frequency,
ω, of d (t) is the known rotational speed of the microphone
array, the localization task (i.e., identifying θ and ϕ) is to
estimate the amplitude and phase angle of d (t), i.e., A and
β. Consider a general form of d(t) expressed as
d(t) = A1sωt +A2cωt, (8)
where sωt = sin(ωt) and cωt = cos(ωt), and we have
A =
√
A21 +A
2
2, (9)
4and
ϕ = tan−1
(
A2
A1
)
. (10)
Consider the two data points, y1 = d(t1) and y2 = d(t2),
collected at two distinct time instants t1 and t2, respectively,
and we have[
y1
y2
]
=
(
sωt1 cωt1
sωt2 cωt2
)[
A1
A2
]
, (11)
which gives,[
A1
A2
]
=
1
sω(t2−t1)
[
y2cωt1 − y1cωt2
y1sωt2 − y2sωt1
]
. (12)
According to (9) and (10), we have
A =
√(
y2cωt1 − y1cωt2
sω(t2−t1)
)2
+
(
y1sωt2 − y2sωt1
sω(t2−t1)
)2
(13)
and
ϕ = nπ + tan−1
(
y1sωt2 − y2sωt1
y2cωt1 − y1cωt2
)
, (14)
where n is an integer.
IV. DBSCAN-BASED MSSL
In the DBSCAN algorithm [21], a random point from the
data set is considered as a core cluster point when more than
m points (including itself) within a distance of ǫ (epsilon ball)
exists in its neighborhood. This cluster is then extended by
checking all of the other points satisfying the ǫ andm criteria
thereby letting the cluster grow. A new arbitrary point is then
chosen and the process is repeated. The point which is not
a part of any cluster and having fewer than m points in its
epsilon ball is considered as a "noise point". The DBSCAN
technique is more suitable for applications with noise and
performs better than the Kmeans method, which requires a
prior knowledge of the number and the approximate centroid
locations of clusters and can also fail in the presence of noisy
data points.
The DBSCAN-Based MSSL technique consists of two
stages. In the first stage, the data points of the ITD signal are
mapped to the orientation domain. The data set consisting
of all the data points in multi-source ITD signal contains
not only inliers but also outliers, which produce undesired
mapped locations. When the number of inliers is significantly
greater than the outliers after a number of iterations, highly
dense clusters will be formed. In the second stage, these
clusters are detected using the DBSCAN technique by care-
fully selecting parameters m and ǫ. The number of clusters
corresponds to the number of sound sources and the centroids
of these clusters represent the locations of the sound sources.
The complete DBSCAN-based MSSL algorithm is de-
scribed in 1. Two points in the data set are selected randomly
and mapped into the orientation domain by calculating the
angles θ and ϕ using Equations (6), (13), (7) and (14). A
set S := {(θ1, ϕ1), (θ2, ϕ2) ..., (θN , ϕN )} of these mapped
Algorithm 1 DBSCAN-Based MSSL
1: Capture d(t) for one full rotation of the bi-microphone
array
2: Select m and ǫ
3: Select the number of iterations ND
4: FOR i = 1 to ND DO
5: Randomly choose two points y1 and y2 from d,
such that y1 6= y2 and do not equal zero simultaneously
6: Calculate Aˆ and ϕˆ using Equations (13) and (14)
7: Calculate θˆi using Equation (7) and ϕˆi = ϕˆ
8: END FOR
9: FOR i = 1 to ND DO
10: Randomly choose the pair (θi, ϕi) from the set
S := {(θ1, ϕ1), (θ2, ϕ2) ..., (θND , ϕND )}
11: Calculate the distance between the chosen (θi, ϕi)
and every other point in S
12: IF the number of points in the range ǫ is greater
than m
13: Label (θi, ϕi) as a core cluster point
14: ELSE Label (θi, ϕi) as a noise point
15: END IF
16: END FOR
points is then created. The process for detection of clusters is
then started. A point (θi, ϕi) in S is randomly chosen and is
decided to be a core cluster point or a noise point by checking
the density-reachability criteria under the m-ǫ condition [21].
The time complexity of Algorithm 1 is O(ND+N
2
D), where
ND is the number of iterations for mapping and clustering.
The number of iterations, ND, needs to be selected large
enough for the algorithm to work efficiently.
V. RANSAC-BASED MSSL
The RANSAC algorithm [23] is able to identify inliers
(e.g., parameters of a mathematical model) in a data set that
may contain a significantly large number of outliers. The
input to the RANSAC algorithm includes a set of data, a
parameterized model, and a confidence parameter (σconf ).
In each iteration, a subset of the original data is randomly
selected and used to fit the predefined parameterized model.
All other data points in the original data set are then tested
against the fitted model. A point is determined to be an inlier
of the fitted model, if it satisfies the σconf condition. The
process is repeated by selecting another random subset of
the data. After a fixed number of iterations, the parameters
are then selected for the best fitting (with maximum inliers)
estimated model.
The RANSAC-based MSSL method is described in Al-
gorithm 2. It can be seen from Equation (6) that the signal
d(t) generated by the self-rotating bi-microphone array is
sinusoidal. Two points from the ITD signal are selected
randomly and a sine wave with the given frequency (i.e.,
the angular speed of the rotation, ω) is generated. The
count represents the number of points whose distance to the
fitted sine wave is less than σconf , which is the threshold
5Algorithm 2 RANSAC-Based MSSL
1: Capture d(t) for one full rotation of the bi-microphone
array
2: Select NR, σconf and initialize e = 0
3: WHILE there are samples in d
4: FOR j = 1 to NR DO
5: Randomly choose y1 and y2 from d
6: Calculate Aˆ and ϕˆ using Equations (13)
and (14)
7: Calculate dˆ = Aˆ sin(ωt+ ϕˆ)
8: Calculate count = number of points in d fitting
dˆ with at least σconf
9: IF e < count
10: AK = Aˆ, ϕK = ϕˆ and e = count
11: END IF
12: END FOR
13: Calculate θK using Equation (7)
14: e = 0
15: Remove samples on dˆ within σconf from d
16: END WHILE
for a point to be considered inlier. Then the points in d
that belong to dˆ according to the σconf condition will be
removed from d, This procedure is repeated for NR iterations
and the parameters AK and BK are updated every time
the number of inliers is greater than that in the previous
iterations. This process is repeated until either all the points
in d are examined or NR iterations are completed. The time
complexity of Algorithm 2 is O(n2 · NR), where n is the
number of samples in the ITD. After the first few of NR
iterations, most of the data points are removed. This results in
n to be very small number as compared to NR. The iterations
NR should be chosen large enough to ensure the probability
that at least one of the sets of randomly selected points does
not include an outlier.
The number of sound source is determined by carefully
selecting a threshold, as shown in Figure 5. The confidence
about the presence of a sound source is dependent on
the count value. The source with the maximum count is
considered to be qualified with 100 % confidence and the
confidence values for other sources are calculated relatively.
The source with confidence value less than the threshold is
considered to be noise and do not qualify as a sound source.
Very weak sound signals will have few or no data points at
all in the ITD signal and will be discarded.
VI. SIMULATION AND EXPERIMENTAL RESULTS
Audio Array Toolbox [31] is used to establish an emulated
rectangular room using the image method described in [32].
The robot was placed in the origin of the room. The sound
sources and the microphones are assumed omni-directional
and the attenuation of the sound are calculated per the
specifications in Table I. A number of recorded speech
signals available at [33] were used as sound sources to test
the technique. Different number of sound sources were placed
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Figure 5. Confidence on presence of sound source
Table I
SIMULATED ROOM SPECIFICATIONS
Parameter Value
Dimension 20 m x 20 m x 20 m
Reflection coefficient
0.5
(walls, floor and ceiling)
Sound speed 345 m/s
Temperature 22oC
Static pressure 29.92 mmHg
Relative humidity 38 %
at various azimuth and elevation angles at a fixed distance
of 5 m and the ITD signal was recorded by the rotating
bi-microphone array with mics separated by a distance of
0.18 m (which is approximate distance between the ears of
a human). The sound sources were separated by at least 20o
in azimuth and atleast 10o in elevation. The ITD value was
calculated and recorded every 1o of rotation. Noise with a
variance (σnoise) of 0.001 was added to this ITD signal for
the simulations in order to account for sensor noise. These
simulations were run on a high performance cluster named
Joker [34].
Figure 6. Experimental environment and the robotic platform based on a
Kobuki turtlebot 2 with two MEMS microphones.
6Numerous experiments were also conducted using a
robotic platform in an indoor environment with RT 60 =
670 ms, as shown in Figure 6. Figure 7 shows the impulse
response of the room. The sound sources were kept at a
distance of about 1 to 1.5 m from the center of the robot.
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0
0.5
1
Impulse response of the room
Time (sec)
Am
pl
itu
de
Figure 7. Impulse response of the room reverberation showing secondary
peaks representing the reflections from the floor and the walls.
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Figure 8. Sound source locations in the simulation.
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Figure 9. Simulation results of the mapped data points in the orientation
domain.
Figure 8 shows four sound sources in the simulation
placed at S1(20
o, 50o), S2(30
o, 150o), S3(50
o, 200o) and
S4(60
o, 300o) and a distance of 5 m from the robot placed at
the origin. Figure 9 shows the estimation of the parameters θ
and ϕ for every two points chosen from the multi-source
Table II
PARAMETERS FOR RANSAC-BASED AND DBSCAN-BASEDMSSL
Parameters For simulations For experiments
σconf 0.015688 m 0.015688 m
ND 10000 10000
NR 5000 5000
Threshold 10 % 7 %
ǫ 3o 3o
m 40 40
σnoise 0.001 m –
Table III
MEAN ABSOLUTE ERROR (MAE) FOR LOCALIZATION PERFORMED WITH
DBSCAN-BASEDMSSL IN SIMULATION (SIM) AND EXPERIMENTS
(EXPT) FOR DIFFERENT NUMBER OF SOUND SOURCES.
No. of MAE (Sim) MAE (Expt) Avg
source(s) ϕ (deg) θ (deg) ϕ (deg) θ (deg) (deg)
4 1.73 3.20 3.71 5.66 3.58
3 0.8 4.68 1.77 5.78 3.26
2 1.06 2.18 2.89 3.92 2.51
1 0.94 0.57 2.27 0.35 1.03
signal d at each iteration. The parameters used for the
RANSAC-based and DBSCAN-based algorithms are listed
in Table II. The value σconf was chosen to be 0.015688 m,
which implies that all sound sources are assumed to be
separated by at least 5o from each other. Tables III and IV
show the simulation and experimental results of localization
with the number of sound sources varying from one to four.
1000 Monte Carlo simulation runs were performed using
the two proposed approaches, respectively, with specifications
given in Table I. The simulation were run with K =
1, 2, 3, 4, 5 sources and the results of the source counting are
listed in the Table V. The clustering result using DBSCAN,
as shown in Figure 10.
Figure 11 shows the simulation result of a sample run,
Table IV
MEAN ABSOLUTE ERROR (MAE) FOR LOCALIZATION PERFORMED WITH
RANSAC-BASEDMSSL IN SIMULATION (SIM) AND EXPERIMENTS
(EXPT) FOR DIFFERENT NUMBER OF SOUND SOURCES.
No. of MAE (Sim) MAE (Expt) Avg
source(s) ϕ (deg) θ (deg) ϕ (deg) θ (deg) (deg)
4 0.88 8.12 3.92 7.20 5.03
3 2.51 5.56 2.33 5.62 4.01
2 2.55 5.01 3.07 3.88 3.63
1 1.61 1.97 2.15 3.07 2.2
Table V
ESTIMATED VS ACTUAL NUMBER OF SOUND SOURCE COUNT FOR
DBSCAN-BASEDMSSL IN THE SIMULATED ENVIRONMENT.
Estimated
Act
K 1 2 3 4 5 6 7 8 9
1 944 56 0 0 0 0 0 0 0
2 11 902 65 15 7 0 0 0 0
3 1 61 847 47 38 5 1 0 0
4 12 39 126 687 82 36 11 6 1
5 4 17 80 183 595 110 6 3 1
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Figure 10. Simulation results showing clusters detected by DBSCAN-Based
MSSL at positions corresponding to the sound source locations.
Table VI
ESTIMATED VS ACTUAL NUMBER OF SOUND SOURCE COUNT USING
RANSAC-BASEDMSSL IN THE SIMULATION ENVIRONMENT.
Estimated
Act
K 1 2 3 4 5 6 7 8 9
1 1000 0 0 0 0 0 0 0 0
2 7 991 2 0 0 0 0 0 0
3 0 56 898 46 0 0 0 0 0
4 0 4 104 888 4 0 0 0 0
5 0 0 1 85 750 139 17 6 2
where three sources were detected. The three sound sources
were kept at S1(20, 10
o), S2(180
o, 20o) and S3(3400
o, 30o)
and the estimated locations by the RANSAC-based al-
gorithm are S1(24.31
o, 12.12o), S2(181.85
o, 22.14o) and
S3(342.07
o, 33.08o), respectively. Since the ITD signal is
noisy any point very close (σconf = 0.015688) to any of
dn was chosen to be on the ITD by the RANSAC algorithm.
The value σconfidence can be chosen depending on possibility
of sound sources to be close to each other and the noise level.
The signal to noise ratio (SNR) of the measured signal d was
18.94 dB. For a source to be considered as a qualified sound
source, the threshold for the confidence that worked for us
was 10 % in simulation and 7 % in experiments.
As shown in Figure 12, the average error of orientation
localization with the DBSCAN-based algorithm is less as
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Figure 11. Estimation of each of signal dn from the multi-source signal d
using RANSAC-Based MSSL in simulation.
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Figure 12. Average of simulation and experimental localization error by the
DBSCAN-Based and RANSAC-Based MSSL for different number of sound
sources.
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Figure 13. Error in the number of sound source identification by DBSCAN-
Based and RANSAC-Based MSSL in simulation.
compared to the RANSAC-based algorithm. which, however,
generates comparatively more accurate results for source
counting, as shown in the Figure 13. In both simulations
and experiments, the error of elevation angle estimation was
found to be large for sources kept close to zero elevation,
which coincide the conclusion in [9]. The performance of
the localization and source counting using both the afore-
mentioned techniques improves significantly by increasing
the number of rotation of the bi-microphone array. The sound
sources are assumed to be active during the rotation of the
bi-microphone array with possible pauses such as in case of
speech signals.
VII. CONCLUSION
Two novel techniques are presented for small autonomous
unmanned vehicles (SAUVs) to perform multi-sound-source
localization (MSSL) using a self-rotating bi-microphone ar-
ray. The DBSCAN-based MSSL approach iteratively maps
the randomly chosen points in the ITD signal to the orienta-
tion domain, leading to a data sets for clustering. These clus-
ters are detected using the density based spatial clustering for
application with noise (DBSCAN). The number of clusters
gives the number of sound sources and the location of the
centroid of these clusters determines the location of the sound
sources. The second proposed technique uses random sample
8consensus (RANSAC) to iteratively estimate parameters of
a model using two randomly randomly chosen data points
from the ITD signal data. It then uses a threshold to decide
between the qualifying sound sources. The simulation and ex-
perimental results show the effectiveness of both approaches
in identifying the number and the orientations of the sound
sources.
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