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The ability of semipermeable membranes to selectively impede the transport of undesirable solutes
is key to many applications, including water desalination and chemical separation. Yet, the relation-
ship between a membrane’s structure and its selectivity for different types of solutes is far from fully
understood. While experiments lack the spatiotemporal resolution necessary for probing the molec-
ular pathways of solute transport, conventional computational techniques cannot access timescales
relevant to solute transport through semipermeable membranes or are incapable of providing kinetic
information altogether. By utilizing jumpy forward-flux sampling (jFFS) [Haji-Akbari, J. Chem.
Phys., 149, 072303 (2018)], an advanced sampling technique recently developed by us, we are able to
circumvent these limitations, and to accurately estimate arbitrarily large mean passage times– and
arbitrarily small solute passage ratios. We use this method to investigate the transport of sodium
and chloride ions through a graphitic membrane with sub-nm pores, and compute solute passage
ratios as small as one ion per 10,000 solvent molecules, corresponding to a salt rejection of 99.99%.
By analyzing the transition path ensemble, we identify two major impediments to ion transport
through the pore. In addition to its partial dehydration which is energetically and entropically
disfavored, its traversal through the pore generates a net electrostatic potential that pulls back the
leading ion through a net restraining force. While the role of partial dehydration in ion transport
is widely accepted, it is the first time that the crucial role of such electrostatic pull-back is revealed
at a molecular level.
INTRODUCTION
Water sustainability is one of the most pressing chal-
lenges of our era, as securing safe and adequate supplies
of drinking water is expected to become more difficult
in upcoming decades due to factors such as rapid rise in
population, industrial growth, and climate change [1]. A
potent approach to address this challenge is to tap into
vast sources of seawater and brackish water, and treat
them using a process known as desalination, which has
the potential of becoming a sustainable framework for
freshwater production [2]. Currently, membrane-based
processes such as reverse osmosis and nanofiltration are
the most widely used approaches in desalination, both in
terms of their installed capacity and annual growth [3–
5]. Such processes are based on utilizing semipermeable
membranes, which preferentially allow for the passage
of water molecules while excluding the majority of solute
ions and/or molecules. They also typically require apply-
ing extrinsic driving forces, such as hydrostatic pressure,
in order to drive the transport of water molecules against
the existing chemical potential gradient. Their efficiency
and scalability therefore relies heavily on designing ultra-
selective membranes that can exclude a wide variety of
ionic and molecular solutes, while allowing for the pas-
sage of water molecules. In addition to water desalina-
tion, semipermeable membranes are utilized for a wide
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range of other applications such as separating gases [6, 7],
ions [8, 9], organic solvents [10], and viruses [11]. Con-
sequently, the need to improve solvent-solute and solute-
solute selectivity of membranes has been extensively ad-
dressed in recent years [12–18]. The major obstacle to
enhancing membrane selectivity is the considerable gap
in our understanding of the molecular-level features that
control selectivity. This is primarily due to insufficient
spatiotemporal resolutions of most experimental tech-
niques in probing the molecular mechanism of solvent
and solute transport through nanopores. Consequently,
even though it is generally understood that the selectivity
of a nanoporous membrane for a specific solute is mainly
dictated by steric [19], charge-exclusion [20, 21] and sol-
vation [22–26] effects, the selectivity measurements are
not always consistent with predictions based on such met-
rics [16, 17, 27].
In recent years, there has been an increased interest in
using molecular simulations to study solvent and solute
transport through nanoporous membranes, as molecular
simulations have been utilized for computing properties
such as water permeability [28–32], free energy barri-
ers [24–26, 30, 33, 34], and salt rejection rates [28, 29,
31, 35] across numerous well-defined nanoporous mem-
branes. However, these studies either employ conven-
tional techniques such as molecular dynamics (MD) [36],
which provide unbiased kinetic and mechanistic infor-
mation but cannot efficiently probe long solute passage
timescales, or utilize techniques such as umbrella sam-
pling [37] that are based on applying biasing potentials
along pre-specified reaction coordinates, but provide no
direct information about kinetics. Therefore, such tradi-
tional techniques are inadequate for comprehensively in-
ar
X
iv
:1
90
6.
00
85
3v
1 
 [c
on
d-
ma
t.s
of
t] 
 3 
Ju
n 2
01
9
2A
B C
Pressure
L
x y
z
FIG. 1. (A-B) Schematic representation of the model filtration system with the membrane (green), two pistons (yellow), water
molecules (blue), and sodium (light purple) and chloride (peach) ions. The cross-section of the graphitic pore is depicted from
above in (B) with passivating hydrogens depicted in red. Hydrostatic pressures of 195.6 bar and -0.98 bar are applied on the
left and right hand side pistons, respectively. (C) Schematic depiction of the directed curved distance from pore entrance,
alongside with several representative milestones. The order parameter is defined as the directed curved distance of the leading
ion, labeled by L.
vestigating the structure-selectivity relationship in ultra-
selective membranes due to their limited range of acces-
sible timescales or their inability to probe the passage
kinetics altogether.
Here, we apply non-equilibrium MD simulations and
jumpy forward-flux sampling (jFFS) [38] to investi-
gate the transport of sodium (Na+) and chloride (Cl−)
ions across multilayer nanoporous graphitic membranes.
Nanoporous graphene has been shown in numerous stud-
ies [28, 30, 33, 39, 40] to be a potential next-generation
desalination membrane. The filtration system consid-
ered in this work is shown in Figs. 1A-B, and is com-
prised of two containers, a trilayer graphitic membrane
with a cylindrical pore of diameter 0.5 ± 0.2 nm, and
two pistons. The left and right containers are filled with
a 1.5 M aqueous NaCl solution and pure water, respec-
tively. The FFS order parameter is defined as the curved
directed distance of the leading ion from the pore mouth
(Fig. 1C). Further details about the system setup, the or-
der parameter and the conducted calculations are given
in the Methods Section and the SI. Using an advanced
sampling technique such as FFS, which has been suc-
cessfully utilized for studying rare events, such as crys-
tal nucleation [41–49], hydrophobic evaporation [50, 51],
and protein folding [52], enables us to precisely and ef-
ficiently compute arbitrarily long mean passage times,
and to obtain a statistically representative picture of the
ion transport mechanism. In the case of the graphitic
nanoporous membrane considered in this work, we esti-
mate the mean passage times for solute ions to be around
several microseconds, corresponding to a solute passage
ratio of one ion per 10,000 solvent molecules. We also
observe that the first ion to traverse the pore is always
a chloride, and the kinetics of its transport is governed
by its partial dehydration, as well as the emergence of
charge anisotropy in the salty feed during the ion trans-
port process.
RESULTS AND DISCUSSION
Water Permeability
The passage of water molecules through semiperme-
able membranes is not a rare event, and its kinetics
can be studied using conventional MD. We analyze the
MD trajectories conducted within the starting basin as
part of jFFS (See SI for details.), and compute ∆nTw,p =
nw,p(t+T )−nw,p(t), the change in the number of water
molecules within the pure water container over a time
window T = 5 ns. The mean passage time is then com-
puted as τw = T/〈∆nTw,p〉. Note that individual ∆nTw,p’s–
computed for non-overlapping windows– exhibit consid-
erable variability as can be seen in Fig. 2A. Obtaining an
accurate estimate of 〈∆nTw,p〉 therefore requires analyzing
trajectories initiated from a large number of independent
starting configurations (100 in this work). The computed
τw’s exhibit an Arrhenius dependence on temperature
with an activation energy of ∆Ew = 11.3 ± 3.4 kJ/mol,
which is considerably smaller than what has been ex-
perimentally reported for real semipermeable membranes
with similar pore sizes, which span a wide range [27, 53–
355], but are generally larger than ∼14.2 kJ/mol [55].
This discrepancy can be attributed to the fact that in
comparison to real water, transport properties depend
more weakly on temperature in the Tip3p [56] force-field.
For instance, for shear viscosity, which is the most rele-
vant transport property for pressure-driven flow within a
nanopore, ∆ETip3pvisc = 7.4 ± 2.3 kJ/mol (computed from
the data in Ref. 57) is almost twice smaller than the
experimental value of ∆Eexpvisc = 15.7± 0.5 kJ/mol (com-
puted from the data given in Ref. 58). It has indeed been
argued that the activation energy for membrane perme-
ability is bounded from below by that of transport prop-
erties of the solvent, such as shear viscosity [59]. Our
computed ∆Ew = 11.3±3.4 kJ/mol is indeed larger than
∆ETip3pvisc = 7.4±2.3 kJ/mol, and is consistent with other
computational estimates of permeability activation ener-
gies when the Tip3p force-field is utilized [32].
The computed τw’s can also be used for assessing the
validity of the Hagen-Poiseuille (HP) law [60], which pre-
dicts the pressure gradient needed for maintaining a par-
ticular τw:
∆P =
8µwlMw
piρwNAτwr4
(1)
Here, l and r are the length and the radius of the
nanopore; Mw, µw, and ρw denote the molar mass, vis-
cosity, and density of liquid water, and NA is the Avo-
gadro constant. We utilize the viscosity and density esti-
mates of Refs. 57 and 61, respectively, and use a value of
l = 0.67 nm based on inter-layer distance of 0.355 nm in
graphite. There is, however, some uncertainty in deter-
mining r since water molecules and the nanopore interior
have comparable sizes. Depending on how the accessible
volume within the nanopore is defined, r values as small
as 0.15 nm (Fig. S1B) and as large as 0.35 nm (Fig. S1A)
can be obtained (See SI for discussions). Considering the
quartic dependence of ∆P on r, this ambiguity results
in ∆P ’s that differ by a factor of 30. At 280 K, for in-
stance, the estimated ∆P values range between 28 bar
(for r = 0.35 nm) and 830 bar (for r = 0.15 nm). De-
spite these uncertainties, our applied pressure gradient
of ∼196 bar falls within this range, which suggests that
Hagen-Poiseuille law provides reasonable estimates of sol-
vent flux even for a sub-nm nanopore such as the one
considered here. Assessing the validity of the Hagen-
Poiseuille law in nanopores, however, requires a more
thorough investigation that is beyond the scope of this
work.
Kinetics of Ion Transport and Selectivity
Unlike solvent molecules, which can readily traverse
the pore over sub-ns timescales, the kinetics of solute
transport through nanopores is usually too slow to be ac-
curately and efficiently captured using conventional MD.
Indeed, throughout our MD simulations within the start-
ing basin (with a total duration of ∼ 1 µs at each temper-
TABLE I. Mean first passage times for water molecules (τw)
and solutes (τs), solute passage ratios (S), and total dura-
tions of MD trajectories during jFFS (TjFFS), as a function of
temperature.
T (K) τw (ns) τs(µs) S (×10−4) TjFFS(µs)
280 0.487±0.080 5.63±0.34 0.87±0.15 15.00
300 0.331±0.041 2.64±0.16 1.25±0.17 9.42
320 0.283±0.043 1.78±0.11 1.59±0.28 6.96
340 0.186±0.018 1.33±0.08 1.40±0.16 5.35
360 0.167±0.016 0.90±0.05 1.84±0.21 4.74
ature), we only observe one ion passage event at 360 K,
and not at any other temperature. This is consistent
with earlier computational studies [28–31] of nanopores
with comparable sizes, all reporting 100% salt rejection
for situations under which τs, the mean solute passage
time, exceeds the duration of the conducted MD simu-
lations. We overcome this limitation by utilizing jFFS,
which enables us to accurately and efficiently estimate
arbitrarily long τs’s. Table S2 summarizes the computed
solute passage times, which are on the order of microsec-
onds. Estimating these µs-scale τs’s with the reported
level of statistical precision is still possible using conven-
tional MD, but will require tens of long MD trajectories
with a total duration of several hundred microseconds.
With jFFS, this is achieved with considerably shorter
trajectories, and thus at a fraction of the computational
cost of conventional MD. Indeed, TjFFS, the total dura-
tion of MD trajectories conducted within the A basin and
between FFS milestones is never longer than five times
the mean passage time. For τs’s that are orders of magni-
tude longer than a microsecond, using conventional MD
becomes completely impractical, while our approach can
directly estimate those with TjFFS’s considerably smaller
than τs.
An important quantity of interest in desalination is
the solute passage ratio S, defined as S := τw/τs. S
corresponds to the number of solute ions/molecules that
pass the pore per every traversing water molecule. Ta-
ble S2 summarizes the computed solute passage ratios
which are on the order of 10−4 (or one ion per 10,000
water molecules), and correspond to a ∼99.99% salt re-
jection. These minuscule passage ratios are the small-
est nonzero values reported in the computational litera-
ture, and could not have been computed without jFFS.
Yet, the ability to compute them accurately is critical to
computer-aided rational design of ultra-selective mem-
branes.
Similar to τw, τs exhibits an Arrhenius dependence
on temperature (Fig. 3B), with an activation energy of
∆Es = 18.4± 4.4 kJ/mol. Note that ∆Es is larger than
∆Ew, which implies the existence of additional hindrance
to the passage of solutes. We will describe the physical
origins of such extra hindrance in our discussion of the
molecular mechanism of solute transport.
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FIG. 2. (A) Statistical distribution of the number of water molecules entering the pure water container during 200 non-
overlapping 5-ns windows at 280 K. The dark blue curve is a Gaussian fit to the data. (B) Arrhenius-like dependence of mean
passage times for water molecules on temperature.
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FIG. 3. (A) Cumulative transition probabilities (squares) and committor probabilities (circles) as a function of the order
parameter at different temperatures. The shaded purple region corresponds to the pore interior. (B) Arrhenius-like dependence
of mean passage time for Cl− on temperature.
Ion Transport Mechanism
In addition to probing the kinetics of ion transport,
jFFS can provide detailed mechanistic information about
the ion passage process. First, we observe that the lead-
ing ion to successfully traverse the pore is always a chlo-
ride. This can be attributed to the fact that the pas-
sivating hydrogens within the pore interior are all posi-
tively charged, and their favorable interactions with neg-
atively charged chlorides decrease the free energy barrier
for their crossing in comparison to the sodium ions that
interact unfavorably with passivating hydrogens.
In order to identify the physical processes that culmi-
nate in the successful passage of a chloride ion, we first
focus on the cumulative transition probability as a func-
tion of the order parameter, λ, which is an indirect mea-
sure of how free energy changes with λ. (See Eq. S9 of the
SI for the definition of the cumulative probability.) As
expected, the largest drop in cumulative probability oc-
curs within the shaded purple region, which corresponds
to the pore interior (Fig. 3A). Intriguingly though, the
drop in probability continues even after the ion has fully
entered the pore. This can be seen more vividly in the
committor probability curves of Fig. 3A, which reveal the
transition state (i.e., the collection of configurations with
equal probability of proceeding towards either basin) to
lie at around λ = 0.9 nm, i.e., right after the pore exit.
(See Eq. S10 of the SI for the definition of committor
probability.) This implies that the free energy profile,
F (λ), is neither flat within the pore interior, nor is it
symmetric around its central dividing plane, and instead
has a maximum at λ = 0.9 nm. This is in contrast to
several earlier computational studies [22, 23, 25], which
report F (λ)’s that are both flat and symmetric. The dis-
crepancy originates from, among other things, the pres-
ence of a hydrostatic pressure gradient, which breaks the
reflection symmetry of the system. The potential of mean
force calculations in all these earlier works, however, are
conducted in the absence of such external driving forces.
In order to understand the origins of this asymmetry,
we first examine the hydration properties of the lead-
ing chloride (i.e., the first chloride that has entered the
pore). Fig. 4A depicts the average hydration number
of the leading chloride, i.e., the average number of wa-
ter molecules within a distance rc = 0.375 nm from it.
Here, rc is the locus of the first valley of the chloride-
oxygen radial distribution function depicted in Fig. S2.
As expected, the hydration number decreases from ∼ 6 at
λ = −0.2 nm, to ∼ 4.5 at λ = 0.55 nm, which coincides
with a drop in cumulative probability. Due to the par-
tial dehydration of the leading chloride during this initial
stage, its potential energy increases and reaches a maxi-
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FIG. 4. Mechanism of Ion Transport through the Nanopore (A) Average hydration number, (B) potential energy, and
(C) restraining force in the z direction as a function of the distance from the pore mouth for the leading chloride ion at different
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the pore mouth applies the average restraining force along the −z direction shown in (C). The order parameters on the right
hand side apply to both (D) and (E).
mum at λ = 0.55 nm (Fig. 4B). This increase in potential
energy is also accompanied by a decrease in entropy, due
to structuring of the remaining water molecules within
the hydration shell, as can be seen in p(Ω), the orien-
tational distribution function for water molecules within
the hydration shell (Fig. 4D). Here, Ω is the solid angle
and
∫
p(Ω)dΩ = 4pi. (See SI for details.) The structur-
ing begins even before the ion enters the pore, i.e., at
λ = −0.2 nm where the hydration shell comprises a front
peak at θ = 0◦ and a rear ring at the tetrahedral angle
of θ = 108◦. At λ = 0.06 nm, i.e., when the ion has
just entered the pore, the hydration shell preserves this
qualitative structure. Only the peaks become stronger
and the ring is pushed back to θ = 150◦. As the ion pro-
ceeds through the pore, structuring becomes even more
pronounced, and both the front peak and the rear ring
turn into pairs of peaks at θ = 0◦ and 180◦, respectively.
Therefore, even though the hydration number does not
change a lot within the pore interior, the hydration shell
undergoes considerable reorganization.
As the ion leaves the pore, it gets rehydrated, its
p(Ω) becomes more uniform, and its potential energy
decreases. Nonetheless, its committor probability does
not exceed 50% until λ = 0.9 nm, i.e., when the hydra-
tion number is already around six. The observed asym-
metry in committor probability (Fig. 3A) can therefore
not be attributed to the leading ion’s partial dehydra-
tion only, since all measures of hydration are symmet-
ric around the central dividing plane as can be seen in
Figs. 4A-B and 4D. In other words, the resistance to ion
transport cannot arise from partial dehydration alone, a
finding that is in contrast to the traditional picture that
dehydration is the primary rate limiting step in ion trans-
port through semipermeable membranes [26]. In order
to identify alternative physical processes that cause such
asymmetry, we compute 〈f(λ)〉, the average net force ex-
erted on the leading ion as a function of λ. Unlike 〈fx〉
and 〈fy〉, which are statistically indistinguishable from
zero (Fig. S3), 〈fz〉 is always negative, irrespective of
temperature (Fig. 4C). Interestingly, a net negative force
of ∼ 100 pN is exerted on the leading ion long after it
has left the pore. This restraining force competes with
partial rehydration at the pore exit and is only overcome
when the leading ion is fully rehydrated.
In order to identify the origin of this non-vanishing
force, we probe the spatial distribution of sodiums and
chlorides in the system while the leading ion traverses
the pore. As can be seen in Fig. 4E, individual ions
6are not uniformly distributed within the feed during that
process. Instead, they form a layered arrangement in
the vicinity of the pore entrance, with sodium ions being
closer to the pore mouth. This charge anisotropy gener-
ates an electric field in the z direction, which pulls back
the leading chloride (the advancing peak in Fig. 4E) and
results in the non-vanishing 〈fz〉 values. The anisotropy,
which also exists even prior to ion transport (Fig. S4),
becomes stronger due to charge imbalance as a result
of chloride’s passage, and is a hallmark of membranes
that have differing permeabilities to different ions, re-
sulting in the establishment of a reversal potential across
the membrane [62]. The magnitude of the reversal po-
tential can be computed from ionic concentrations and
permeabilities using the Goldman-Hodgkin-Katz (GHK)
equation [63], a task that cannot be achieved here due
to unavailability of mean passage times for sodium ions.
The effect of such charge separation on mean passage
times, however, depends on the electrostatic properties
of the membrane, which impact both the extent of charge
anisotropy in the feed, as well as the extent to which the
ensuing field can be screened by the membrane.
CONCLUSION
We report the first application of an advanced path
sampling technique to study solute transport through
nanoporous semipermeable membranes, by utilizing
jumpy forward-flux sampling and non-equilibrium molec-
ular dynamics. We, in particular, probe the kinetics
and microscopic mechanism of NaCl transport through
a three-layer graphitic membrane with a sub-nanometer
pore passivated with hydrogens. Unlike water molecules
that traverse the pore over sub-nanosecond timescales,
ion transport occurs over much longer timescales. The
newly developed jFFS algorithm enables us to accurately
and efficiently estimate mean passage times for solutes,
which, in this system, are on the order of microseconds.
This vast separation of timescales corresponds to a solute
passage ratio of one ion per every 10,000 water molecules
and cannot be accurately computed using conventional
techniques such as molecular dynamics.
We also employ jFFS to explore the molecular mech-
anism of solute transport. Due to the positive charge
of passivating hydrogens within the pore interior, the
first ion to pass the nanopore is always a chloride. By
analyzing the configurations obtained at different jFFS
milestones, we observe that both the partial dehydra-
tion of the leading chloride, and charge anisotropy at the
pore entrance contribute to the free energy barrier to the
transport of chloride ions. This is in contrast to the tra-
ditional picture that considers partial dehydration as the
main rate-limiting step for ion transport.
In principle, mean passage times are expected to be
functions of solute concentration within the salty feed,
as the concentration difference between the liquids sepa-
rated by the membrane will impact the chemical poten-
tial difference between the two and the extent of charge
separation. Furthermore, after the passage of the first
ion, the electrostatic imbalance between the two reser-
voirs will generate a strong driving force for the passage
of the counter-ion. For instance, the mean passage times
for sodiums will be considerably smaller if some chloride
ions have traversed the pore. These questions will be the
topics of our follow-up studies.
METHODS
System Description and Preparation
The model filtration system considered in this work
comprises a three-layer graphitic membrane with a
sub-nm cylindrical nanopore, two pistons, 5,720 water
molecules, 95 Na+ ions, and 95 Cl− ions (Figure 1A-B).
The details of the simulation setup are all described in
the SI. At the beginning of the simulation, the container
on the left is comprised of ∼3,400 water molecules and
all the ions, corresponding to an NaCl concentration of
1.5 M, while the container on the right is filled with wa-
ter molecules only. The pore diameter, 0.5 ± 0.2 nm,
is chosen in accordance with earlier studies of single-
layer [28, 30, 33, 39, 64], and multi-layer graphene [31],
which predict considerable salt rejection for pores of com-
parable diameters. (See SI for a detailed discussion of
the source of uncertainty in pore diameter.) The carbon
atoms within the pore interior are all passivated with
hydrogens. Water molecules are represented using the
Tip3p force-field [56]. All other atoms are represented
as charged Lennard-Jones particles, with the interaction
parameters and partial charges adapted from Refs. 65–
67 and given in Table S1. We use Packmol [68] and
Lammps [69] to generate and equilibrate 100 indepen-
dent starting configurations using the procedure outlined
in the SI. This is to assure that our findings are not
impacted by the particulars of our initial setup. Prior
to being used in FFS calculations, each configuration is
energy-minimized using the Fire algorithm [70] and sub-
sequently equilibrated for a minimum of 10 ns at each
state point using the non-equilibrium MD scheme de-
scribed below.
Molecular Dynamics Trajectories
All MD simulations are conducted using Lammps [69],
with equations of motion integrated using the velocity
Verlet algorithm [71] and a time step of 1 fs. A Nose´-
Hoover thermostat [72, 73] with a time constant of 0.1 ps
is applied to the water molecules and Na+ and Cl−
ions, while the carbon and hydrogen atoms within the
membrane are kept fixed during the simulation. We use
the Shake algorithm [74] to enforce the rigidity of wa-
ter molecules in the Tip3p model. All long-range elec-
trostatic interactions are estimated using the particle-
7particle particle-mesh (Pppm) method [75], with a real-
space short-range cutoff of 1.0 nm. Considering the in-
homogeneity of the system along the z direction and
in order to avoid well-documented artifacts arising from
applying full periodic boundaries in inhomogeneous sys-
tems [76], the slab Pppm method [76] is utilized in which
periodic boundary conditions are only applied in the x
and y directions.
In order to mimic the non-equilibrium nature of de-
salination (i.e., the existence of an external field, such as
a hydrostatic pressure gradient), we use non-equilibrium
MD [28, 30, 77] in which an extra force fh,z is applied
to the constituent atoms of each piston as follows. At
every time step, Fz, the z component of the total force
exerted onto the np = 1, 008 constituent atoms of each
piston is computed, and a force of Fz/np+fh,z is applied
to each piston atom along the z direction. The hydro-
static pressure applied to the piston will then be given by
P = npfh,z/ap, with ap being the piston’s surface area.
This scheme is implemented in the fix aveforce routine
of Lammps, which we use in order to apply hydrostatic
pressures of 195.6 and −0.98 bar on the filtrate and feed
pistons, respectively. In order to maintain pistons’ rigid-
ity, no force is exerted on their constituent atoms in the x
and y directions. Also, no thermostat is applied to piston
atoms and they evolve according to the microcanonical
(NVE) ensemble.
FFS Calculations
Since ion transport through a nanopore is a rare event,
we probe its kinetics using FFS [78]. In general, a
rare event corresponds to an infrequent transition be-
tween A and B, two (meta)stable basins within the
free energy landscape of the underlying system, distin-
guished by an order parameter λ(xN ) that quantifies the
progress of transition from A = {xN : λ(xN ) < λA} to
B = {xN : λ(xN ) ≥ λB}. FFS estimates the rate of such
a transition by recursively computing the flux of trajec-
tories that leave A and cross a succession of N interme-
diate milestones, λA < λ0 < · · · < λN−1 < λN = λB .
Unlike most other path sampling techniques, FFS can
be utilized even when the underlying dynamics is not
reversible, and is therefore ideal for use with the non-
equilibrium MD scheme utilized here. In this work, A
corresponds to when all ions are within the feed, while B
corresponds to a situation in which at least one ion has
traversed the pore. The order parameter is defined as
λ(x1, · · · ,xns) := max1≤i≤ns ∆(xi), with ∆(xi) the di-
rected curved distance of solute i from the pore entrance,
and ns the number of solute molecules/ions in the sys-
tem. The isosurfaces of ∆(xi) are schematically shown in
Fig. 1C. We utilize jumpy FFS (jFFS) [38], a generalized
variant of FFS that we recently developed for order pa-
rameters that can undergo considerable changes between
successive samplings, and the temporal coarse-graining
approach described in Ref. 46 with a sampling time of
0.5 ps (or 500 time steps). We compute mean passage
times at five different temperatures, equally spaced be-
tween 280 K and 360 K. Further details about the order
parameter and the algorithm are included in the SI.
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9Appendix A: SUPPLEMENTARY INFORMATION
SYSTEM SETUP
The filtration system of Fig. 1A is constructed as fol-
lows. The two pistons are each comprised of a single layer
of 21× 24 unit-cell graphene perpendicular to the z axis,
with a carbon-carbon distance of 0.1418 nm, initially
placed at z = 0 and z = 9 nm, respectively. The pistons
move along the z axis during the course of the simula-
tion due to the applied hydrostatic pressure. In order to
construct the nanoporous membrane, three graphene lay-
ers with the same number of unit cells and orientations
are placed at z = 5, 5.335 and 5.67 nm, respectively, and
each layer is properly shifted to mimic the structure of
graphite. The nanopore is then created by removing the
carbon atoms within each sheet that are within a circle
of radius 0.45 nm from its center. The carbon atoms
at the nanopore wall are passivated by adding a suffi-
cient number of hydrogen atoms, with a carbon-hydrogen
distance of 0.08 nm as per Ref. 28. After creating the
pore, the carbon atoms within the middle graphene layer
that are more than 1.16 nm farther from pore center are
removed for computational efficiency. After construct-
ing the pistons and the filter, the righthand side con-
tainer of Fig. 1A (i.e., the filtrate) is filled with 2,300
water molecules that are randomly added to the region
5.95 nm ≤ z ≤ 8.75 nm. The left-hand side container
(i.e., the brine feed) is filled with 95 Na+ ions, 95 Cl−
ions and 3,400 water molecules, all randomly added to
the region 0.25 nm ≤ z ≤ 4.75 nm. All configurations are
generated using Packmol [68] and are energy-minimized
and equilibrated using Lammps [69] in accordance with
the procedure described in the main text.
FORCE-FIELD PARAMETERS
Water molecules are represented using a modified vari-
ant [56] of the Tip3p model, optimized for use with
Ewald summations. For sodium and chloride ions, sp2
carbons within graphene layers, and carbons and hy-
drogens at the pore wall, we use the parameters given
in Joung et al. [66], Beu [67], and Muller-Plathe [65],
respectively. The force-fields utilized in this work are
non-polarizable and cannot account for charge rearrange-
ments and polarizability effects. However, the utilized
partial charges ensure that dominant Coulombic effects
are captured accurately. All employed LJ parameters
and partial charges are summarized in Table S2. The LJ
parameters for interactions between ”unlike“ LJ sites are
obtained from the Lorentz-Berthelot mixing rules.
Effective Pore Size
Geometrically, the nanopore generated above has a di-
ameter of ∼ 0.9 nm. The effective pore diameter, how-
ever, is much smaller and can be estimated by taking
into account the van der Waals diameters of the edge
carbons and passivating hydrogens. There is, however,
ambiguity in defining the accessible volume within the
pore. Here, we discuss two possible approaches, both us-
ing the LJ parameters for interactions between CCH and
HCH, and oxygens in water, as water molecules are the
main entities to enter and traverse the pore. In the first
approach, water molecules are treated as bulky spheres,
which can only fit into the space defined in Fig. S1A,
i.e., the collection of points that are not within a distance
1
2σCCH−O and
1
2σHCH−O from the wall carbons and pas-
sivating hydrogens, respectively. This definition yields a
pore area of 0.3997 nm2 and an equivalent pore radius of
rp =0.357 nm. The second approach defines the accessi-
ble volume as the gray area in Fig. S1A, or the part of
the nanopore that can be occupied by centers of oxygens,
i.e., are not within a distance σCCH−O and σHCH−O from
the wall carbons and passivating hydrogens, respectively.
This approach yields a pore area of 0.0715 nm2 and an
equivalent pore radius of rp =0.151 nm. As to which one
of these definitions is more suitable for analyzing flow in
nanopores is an open question, and has not been system-
atically investigated.
FORWARD FLUX SAMPLING
Order Parameter
As mentioned in the main text, the order parameter
λ(·) is defined as λ(x1,x2, · · · ,xns) := maxi≤ns ∆(xi),
with ∆(xi) the directed curved distance of solute i from
the pore mouth. In order to compute ∆(xi) for a pore
with a fixed– but arbitrarily shaped– cross section, we
first construct a density map ρ(r) using the method pro-
posed by Willard and Chandler for determining instan-
taneous liquid-gas interfaces [80]:
ρ(r) =
1
(2pi)
3/2
nm∑
i=1
mi
σ3i
exp
[
−|r− yi|
2
2σ2i
]
(S1)
Here, mi, yi and σi are the mass, position and the width
of Gaussian noise of the ith atom in the membrane,
respectively, and nm is the total number of membrane
atoms. We utilize a constant value of σi = 0.1 nm, while
mi is chosen to be the atomic mass of i. We compute
ρ(r) over a gx × gy × gz cuboidal grid (gx = 260, gy =
257, gz = 1450), and define a two-dimensional density
projection ρ˜pq as:
ρ˜pq =
{
max1≤r≤gz ρpqr max1≤r≤gz ρpqr ≥ ρb
0 otherwise
(S2)
ρb =
maxp,q,r ρpqr + minp,q,r ρpqr
2
(S3)
Here, ρb is the threshold for distinguishing the grid points
that are part of the membrane from those within the
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TABLE S2. LJ parameters and partial charges employed in this work
Element C(sp2) CCH HCH Hw Ow Na
+ Cl−
ε (kcal/mol) 0.0859 0.046 0.0301 0 0.102 0.1684 0.0117
σ (A˚) 3.3997 2.985 2.42 0 3.188 2.2589 5.1645
q (e) 0 −0.115 +0.115 +0.417 −0.834 +1 −1
A B
FIG. S1. Different Approaches for Defining Pore Radius: (A) Region of the pore interior not within a distance of
1
2
σCCH−O and
1
2
σHCH−O from edge carbons (green) and passivating hydrogens (red). (B) Regions of the pore interior not
closer than σCCH−O and σHCH−O from edge carbons and passivating hydrogens. In both cases, a the area of the gray region is
determined using a Monte Carlo scheme, and the effective pore radius is determined from rp =
√
a/pi.
0.0
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FIG. S2. Chloride-oxygen radial distribution function com-
puted at 300 K and 1 bar.
liquid. The next step is to define a proximity projection
map, cpq:
cpq := min
r,s,ρ˜rs=0
d[(xp, yq), (xr, ys)] (S4)
(ξpq, ηpq) := argminr,s,ρ˜rs=0d[(xp, yq), (xr, ys)] (S5)
-0.5 0.5 1.5 2.5
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FIG. S3. Average force exerted on the leading chloride in
the x and y directions as a function of λ. Note that 〈fx〉 and
〈fy〉 are statistically indistinguishable from zero, unlike 〈fz〉
that is considerably larger than zero (Fig. 4C).
which measures the closest distance between (xp, yq) and
a grid point with a vanishing ρ˜. Here d[(xp, yq), (xr, ys)]
is the Euclidean distance between (xp, yq) and (xr, ys),
and ξpq and ηpq are the values of r and s that minimize
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TABLE S3. jFFS Milestones
T (K) λA (nm) λ0 (nm) λ1 (nm) λ2 (nm) λ3 (nm) λ4 (nm) λ5 (nm) λ6 (nm)
280 −0.50 −0.20 0.06 0.25 0.55 0.90 1.50 2.30
300 −0.50 −0.20 0.06 0.25 0.55 0.90 1.50 2.30
320 −0.50 −0.20 0.06 0.25 0.55 0.90 1.50 2.30
340 −0.50 −0.20 0.06 0.30 0.55 0.90 1.50 2.30
360 −0.50 −0.20 0.06 0.26 0.55 0.90 1.50 2.30
Eq. (S4). Finally, we use ρ(r) to determine zm and zM ,
the minimum and maximum z’s for grid points that are
part of the membrane, i.e., those with ρ(r) ≥ ρb. Since
the membrane geometry does not change over time, and
is thus identical for all trajectories, ρ˜, c, ξ, η, zm and zM
are all computed only once, at the beginning of each sim-
ulation, and are stored for future use.
In order to compute ∆(xi) for solute i, we first identify
pi and qi, the indices for the xy projection of xi. ∆(xi)
will then be given by:
∆(xi) =

−√d2[(xpi , yqj ), (xξij , yηij )] + (zi − zm)2 zi < zm
zi − zm zm ≤ zi ≤ zM
zM − zm +
√
d2[(xpi , yqj ), (xξij , yηij )] + (zi − zM )2 zi > zM
(S6)
Details of jFFS
In principle, the order parameter introduced above is a
continuous function of the solute coordinates, and is not
jumpy. In accordance with the coarse-graining scheme of
Ref. 46, however, we compute the order parameter ev-
ery 0.5 ps (i.e., every 500 MD steps). Therefore, even
though λ(x) might not change a lot over a single MD
time step, it might undergo considerable changes over one
sampling window, namely 500 MD steps. Furthermore,
it is customary to discretize a continuous order parame-
ter for bookkeeping purposes, and if the bin size is small
(e.g., the ∆λ = 0.01 nm utilized in this work), the or-
der parameter can jump over several bins within a single
sampling window. We therefore use jFFS to systemati-
cally take into account such fluctuations. The technical
details of jFFS are outlined in our earlier publication [38],
with the loci of individual milestones given in Table S3.
The algorithm utilized here is based on the procedure
described in Section III B 1 of Ref. 38 and works as fol-
lows. The first stage of jFFS involves conducting several
MD trajectories (in our case, 100) within the A basin,
and enumerating the number of times that they cross λ0
after leaving A. We then evaluate λ0,max, or the largest
value of the order parameter for the configurations aris-
ing from such crossings, and choose λ1 to be larger than
λ0,max. The total number of crossings divided by the
total length of trajectories yields ΨA→0, the flux of tra-
jectories that end up in the interval [λ0, λ1) upon crossing
λ0 after leaving A. The 100 trajectories conducted in the
basin in this work amount to a minimum of one microsec-
ond, and result in a minimum of ≈ 2, 300 crossings. The
next stage is comprised of N = 6 iterations aimed at com-
puting the minuscule probability of reaching λN from λ0.
During the kth iteration, a large number of MD trajecto-
ries are initiated from the configurations that have been
obtained upon crossing λk−1. At the onset of each tra-
jectory, the momenta of mobile atoms and/or molecules
are randomized in accordance with the Boltzmann dis-
tribution. Each trajectory is then terminated when it
crosses λk or returns to A. Similar to basin simulations,
λk,max, the maximum value of the order parameter for
configurations arising from such crossings is evaluated,
and λk+1 is chosen to be larger than λk,max. The frac-
tion of trajectories that result in a successful crossing is
the transition probability between λk−1 and λk, and is
denoted by 〈Uk−1,k〉. The cumulative flux of trajectories
leaving A and reaching B is given by:
ΦA→B = ΨA→0
N∏
k=1
〈Uk−1,k〉 (S7)
The mean passage time is given by:
τs =
1
ΦA→B
(S8)
In addition to total fluxes and mean passage times, the
individual transition probabilities can be utilized to es-
timate the partial cumulative probability P (λi|λ0) and
the committor probability pC(λi):
P (λi|λ0) =
i−1∏
k=0
〈Uk,k+1〉 (S9)
pC(λi) =
N∏
k=i+1
〈Uk−1,k〉 (S10)
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FIG. S4. Spatial distribution of sodium (light purple) and
chloride (dark orange) ions at 280 K when all ions are in the
brine feed.
which describe the probability of reaching λi from λ0,
and reaching B from λi (before returning to A), respec-
tively. In this work, we terminate each iteration after
a minimum of 2,000 crossings, with 2,500–3,000 cross-
ings required at the first two milestones. Since the target
milestone for each iteration is chosen after finishing the
previous iteration, slightly different values of λk are uti-
lized at different temperatures.
ORIENTATIONAL DISTRIBUTION FUNCTION,
p(Ω)
The orientational distribution functions of Fig. 4D are
computed as follows. First, a uniform grid of m = 10, 000
points is generated on the surface of the unit sphere.
This is achieved by generating 3m standard normal ran-
dom numbers {ui,j}1≤j≤31≤i≤m and letting si = ui/|ui| with
ui ≡ (ui,1, ui,2, ui,3). Then, {ri}nwi=1, the vectors connect-
ing the leading chloride to the oxygens of all its hydrat-
ing water molecules are computed for all configurations
collected during a jFFS iteration. Each vector is repre-
sented as a Gaussian cloud, and its contribution to each
grid point is enumerated accordingly.
fi =
nw∑
j=1
exp
−
∣∣∣si − xj|xj | ∣∣∣2
σ2
 (S11)
In this work, we use a value of σ = 0.13 for the width of
the Gaussian cloud. Since these m points are uniformly
distributed on the surface of the unit sphere, the orien-
tational probability density for point i will be given by:
pi :=
fi∑m
j=1 fj
(S12)
After computing p(Ω) ≡ p(θ, φ), f(θ) is computed as:
f(θ) =
1
4pi
∫ 2pi
0
p(θ, φ)dφ (S13)
In other words,
∫ pi
0
f(θ) sin θdθ = 1.
SPATIAL DISTRIBUTION OF IONS IN FIGS. 4E
AND S4.
The p(z)’s depicted in Figs. 4E and S4 are standard
probability density functions, with the probability of ob-
serving a given ion (sodium or chloride) within the inter-
val [z, z+ dz] given by p(z)dz. For each ion, p(z) is com-
puted by constructing a z histogram of ions that reside
at different z’s and normalizing it so that
∫
p(z)dz = 1.
