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We study plasmonic excitations in the limit of few electrons, in one-atom thick sodium chains,
and characterize them based on collectivity. We also compare the excitations to classical localised
plasmon modes and find for the longitudinal mode a quantum-classical transition around 10 atoms.
The transverse mode appears at much higher energies than predicted classically for all chain lengths.
The electric field enhancement is also considered which is made possible by considering the effects of
electron-phonon coupling on the broadening of the electronic spectra. Large field enhancements are
possible on the molecular level allowing us to consider the validity of using molecules as the ultimate
small size limit of plasmonic antennas. Additionally, we consider the case of a dimer system of two
sodium chains, where the gap can be considered as a picocavity, and we analyse the charge-transfer
states and their dependence on the gap size as well as chain size. Our results and methods are
useful for understanding and developing ultra-small, tunable and novel plasmonic devices that utilise
quantum effects that could have applications in quantum optics, quantum metamaterials, cavity-
quantum electrodynamics and controlling chemical reactions, as well as deepening our understanding
of localised plasmons in low dimensional molecular systems.
I. INTRODUCTION
Localised surface plasmons (LSPs) are collective oscil-
lations in finite free-carrier systems driven by electromag-
netic fields which dominate the optical response of metals
near the plasmon frequency [1]. Classically, they can be
understood as a resonance arising from the restoring force
of induced surface charges and, as such, are highly sen-
sitive to the geometry and surrounding environment and
lead to strong electric field confinement and enhancement
which results in a wealth of potential applications such as
sensing [2], metamaterials/metasurfaces [3], colour gen-
eration [4], controlling chemical reactions [5] and energy
conversion [6].
In quantum plasmonics [7], one aims to describe how
the constituent electrons behave under a perturbation to
form a collective mode. This is an important task in mod-
ern plasmonics as recent state-of-the-art experiments are
exploring size regimes, such as extremely small metallic
nanoparticles (MNPs) [8] and sub-nanometer gaps, [9–12]
where classical laws, which have been used successfully
in the vast majority of plasmonic research done to date,
will fail. In fact, even quasi-quantum mechanical theo-
ries, like the hydrodynamic model [13, 14], may not be
adequate for quantitative predictions [15]. Instead the
electrons must be treated using ab initio methods such
as time dependent density functional theory (TDDFT).
This will automatically take into account modification of
the optical response from electron spill out, energy level
discreteness and non-locality: which arises as a conse-
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quence of the finite extent of the electronic wavefunc-
tion. It can also be important to explicitly include the
underlying atomic structure rather than relying on sim-
plifications such as the jellium model [16]. In this picture,
MNPs behave as large molecules and the plasmon, which
captures much of the spectral weight in the extinction
cross-section, is built up out of transitions between dis-
crete energy levels mediated by the Coulomb interaction.
In this context it is important to have clear and robust
methods to analyse the results from calculations which
may return a large amount of data and many excita-
tions over the frequency range of interest. The surface of
the MNP breaks translational invariance and allows mix-
ing of plasmons and single particle excitations (Landau
damping) meaning identification of peaks can be difficult.
Often any peaks with a large dipole strength are claimed
to be plasmonic [17–19] using the argument that this in-
dicates collectivity. This can be erroneous as the dipole
strength function, as the name suggests, simply gives a
measure of the dipole moment and hence how strongly
the excitation interacts with light, a single-electron hole
pair separated over a large distance can give a large dipole
moment but it does not seem sensible to describe it as
plasmonic! Thus to identify plasmons in small clusters
more sophisticated methods of identification are needed.
Examples in the literature include analysis of the elec-
tron population dynamics [20, 21], the Coulomb scaling
method [22] and the plasmonicity index [23]. Collectiv-
ity is one of the most intuitive characteristics of a plas-
mon, in this work we focus on measuring collectivity to
identify plasmonic excitations. Using excited state struc-
tural analysis to quantify the collectivity of an excitation,
which can be obtained from the standard output of any
electronic structure code (as long as the transition den-
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2sity matrix can be calculated), we define a new index
which is the product of the collectivity index [24, 25] and
the dipole strength. This provides a simple and conve-
nient method to quantify how plasmon-like a molecular
excitation is.
One of the most widely studied plasmonics systems
are metallic nanoantennas [27–29] where oscillation of
free carriers in a confined space allows the reception
or emission of electromagnetic radiation. To achieve a
large optical response in the visible one needs to tune
the resonant frequency by shrinking the antenna down to
smaller sizes. Nanorods, in particular, have been studied
in depth and, within the quasi-static limit (λ  L,R,
where L is the length of the nanorod and R is the ra-
dius), the plasmon resonance depends only on the as-
pect ratio L/R [30]. They are also one of the simplest
anisotropic structures which lead to strong and tunable
resonances. Single atomic thick atomic chains, which
have become a standard ‘workhorse’ of quantum plas-
monics [17–19, 22, 31, 32], represent the ultimate as-
pect ratio limit of nanorods. Their small size could lead
to added tunability and novel quantum plasmonic be-
haviour as well as aid in our understanding of how plas-
mons arise in larger systems within a quantum picture.
Nanorods have also been explored within the jellium ap-
proximation using TDDFT [33]. Using linear response
TDDFT (a.k.a. the Casida method) on the open source
code OCTOPUS [34] we find that while the electronic
excitations of such chains may share some characteristics
with classical plasmons, the longitudinal mode in partic-
ular can be well described by a classical ellipsoid model
above a threshold of about 10 atoms. In other respects,
they differ considerably with the transverse mode appear-
ing at much higher energies. This reveals that the atomic
chain is a very quantum system no matter how long the
chain is made.
One of the most crucial physical quantities to con-
sider in plasmonics is the field enhancement. Unfortu-
nately this is difficult to calculate in ab initio methods
as the field enhancement depends on the damping and,
in ultra-small quantum systems, the damping is not in
general known whereas in bulk systems typically an ex-
perimental value is taken. This is particularly a prob-
lem when calculating the contributions to the Raman
signal in surface-enhanced Raman scattering (SERS) for
molecules close to metal clusters where both the field
enhancement and chemical interactions (charge transfer
between the molecule and metal) depend strongly on the
linewidths of excited states [35]. Therefore, to analyse
the atomic chain in terms of a plasmonic component we
need an estimate of how phonons couple to electronic ex-
citations. In a separate calculation we have used density-
functional perturbation theory (DFPT) [36] to calculate
the normal modes for sodium chains and use the high-
est energy mode as an estimate of the upper bound for
the line-broadening of the molecular excitations. We find
that high field enhancement values, comparable to what
is achievable in much larger plasmonic systems, are pos-
sible in atomic chains opening up the possibility of de-
signing quantum antennas.
Another commonly explored plasmonic system is the
dimer system which, for instance, has been explored for
metallic nanospheres [37], nanorings [38] and nanorods
[28, 39]. For separation distances above about 1 nm the
results can be understood classically using the plasmon
hybridisation model [40]. The interference of the two
LSPs leads to an extreme field enhancement and con-
centration in the gap region. For gap sizes below 1 nm
non-local effects start to play a role and limits the achiev-
able field enhancement [9]. For even smaller gap sizes
the electronic wavefunctions begin to overlap and elec-
trons can tunnel across the junction forming a conduc-
tive bridge between the two MNPs and a new mode called
the charge transfer plasmon (CTP) can appear [41], full
quantum models become essential to explain this phe-
nomenon [42]. There have been a number of state-of-the-
art experiments exploring nanogap dimer systems [9–12]
which have been considered in the context of SERS [43],
third harmonic generation [44], strong coupling [45], opti-
cal rectification [46] and molecular tunnel junctions [47].
Remarkably, given the intense interest in this area of re-
search, there has been no excited state structural anal-
ysis of gap plasmons in ultra-small systems that we are
aware of. To rectify this, we have analysed the case of a
sodium chain with a gap opened in the middle and have
explored how this modifies the electronic excitations and
consequent plasmonic behaviour. We find that the CTPs
in atomic chains can be understood as combination of
a few electron-hole pairs around the HOMO-LUMO and
are not very plasmon-like. We also find, analogous to
larger systems, bonding dipole plasmons (BDPs) which
correspond to large field enhancements in the gap region.
Such knowledge may aid understanding of tunnelling in
larger systems which would be difficult to model using
ab initio methods due to the large number of electrons.
There are also applications in picocavity physics where
the small gap region and high quality factor could create
strongly mixed light-matter states [45].
II. RESULTS AND DISCUSSIONS
A. The single sodium chain
To investigate plasmons in small molecular systems
we have studied, what has become a prototypical plas-
monic system to study with TDDFT, the sodium chain
[17–19, 22, 31]. We now discuss the results for a single
sodium chain of 10 atoms with an interatomic distance of
d = 3.08 A˚ and aligned along the x axis. The calculation
techniques are discussed in appendix A and in appendix
B we show how to measure the collectivity. In figure 1a
we present the results showing the dipole strength func-
tion. The red line shows the full Casida spectra and
the blue dashed line, for comparison, shows the spectra
with interactions switched off (excitations are given by
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FIG. 1. (a) Dipole strength of a Na10 chain with the transition densities for the longitudinal (L) and transverse end (TE)
and central (TC) modes shown. The vertical black bars indicate the collectivity index multiplied by the oscillator strength for
every excitation and reveal the most plasmonic peaks. The 3D transition density plots are created with UCSF Chimera [26].
(b) Visualisation of the transitions that make up the L and TC excitation.
the difference of Kohn-Sham (KS) orbitals). From the
transition densities (density plots in figure 1a) one can
clearly identify the longitudinal (L), transverse end (TE)
and transverse central (TC) modes that were first identi-
fied by Yan et al [18] and which have also been studied for
other metal chains such as gold [32]. Similar results are
also seen for graphene nanoribbons [48]. Both the L and
TC modes have a dipolar character, along the long (x di-
rection) and short lengths (y and z direction) of the chain
respectively. For the widths of the peaks we use a broad-
ening of η = 0.0228 eV which is obtained by considering
phonon-electron coupling and is discussed in the next sec-
tion. The area under the curve must give the number of
electrons according to the f-sum rule, we find that consid-
ering the spectrum up to 6 eV as well as 105 unoccupied
states satisfies the sum rule to over 96% which confirms
the quality of the basis set truncation. The transverse
modes are naturally higher in energy due to the greater
electron confinement. The L mode is the lowest optically
active mode, as is found for a classical nanorod [30]. As
chain length is increased the L and TC mode grow in
size whilst the TE mode saturates (this mode seems to
be a consequence of the atomic nature of the ends of
the chain, we have found it does not appear in simplified
models where the atomic structure is ignored. In fact, it
can be identified as an end mode), this accumulation in
oscillator strength does not necessarily mean an increase
in electron collectivity. To explore the nature of these ex-
citations we analyse the Casida eigenvectors to see which
transitions between KS orbitals make up each excitation.
We find that the L mode is predominately made up of
the HOMO-LUMO gap transition (states 5 → 6 in this
case). We have checked this by repeating the Casida cal-
culation but freezing all other orbitals apart from states
5 and 6 which recreates the L excitation (apart from a
negligible depolarization shift).
The TC excitation has a much more complicated
structure than the L mode and is made up of multiple
KS orbital transitions. This already hints that the TC
mode is much more collective and is confirmed by the
collectivity index of 4.6: this indicates that virtually all
the electrons take part in this excitation. The explana-
tion for this collectivity is the large number of transitions
with a change in the quantum number associated with the
y and z direction. These have the same symmetry and
are close in energy (because the length is much longer
than the radius, states with different quantum numbers
associated in the x direction are close in energy) which
has been identified as a condition for single-particle ex-
citations to couple [49]. This effect is increased by a
degeneracy of two associated with the equivalence of the
y and z direction. In figure 1b we illustrate the different
KS transitions that make up the L and TC excitations
[50].
We find, in agreement with Yasuike et al [31], that the
L mode has a collectivity index of 1 which led them to
conclude that the L mode is a long-range charge transfer
excitation rather than a plasmon. In fact, the L mode is
very similar to high absorption excitations seen in conju-
gated polymers with high persistence lengths [51]. What
complicates matters is that the L mode has been identi-
fied as plasmonic in previous works because of it scaling
with the Coulomb strength, [22] and a large plasmonicity
index [23], furthermore the L mode is the second lowest
energy excitation (rather than first which is a dark mode
and so can’t be seen in figure 1a) which hints that the
Coulomb interaction does play a role but is not able to
couple different transitions [32]. Thus the L mode should
be identified as a ‘protoplasmon’ - a special type of mode,
peculiar to the extreme geometry of the atomic chain,
that exhibits a duality of plasmonic and low collectivity
behaviour. Also shown in figure 1a is our plasmon index
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FIG. 2. (a) The dipole strength function (divided by the
number of valence electrons) for sodium chain lengths rang-
ing from 2 to 24 atoms. (b) Fit for the longitudinal plasmon
mode using a classical ellipsoid model. The best fit for the
longest chain size of N = 40 is given by ∆ = 1.45d. (c)
The normalised absorption cross section (averaged over 3 di-
mensions) calculated using the classical ellipsoid model. The
dashed blue line indicates the transverse plasmon frequency
for an infinite wire
ω∞p√
2
where ω∞p is the limit of the plasma
frequency for infinite number of atoms.
indicated by the vertical black lines. For convenience we
divide by the number of electrons multiplied by piη (which
comes from the normalisation of the Lorentzian which is
convolved with the oscillator strengths to obtain a con-
tinuous spectra). We find it identifies the TC mode as the
most plasmon-like excitation due to its combined dipole
strength and collectivity. The TE and L mode are iden-
tified as moderately plasmonic. Interestingly the second
order L mode at 2.09 eV has a much larger collectivity of
3.72 although it is not identified as very plasmonic due
to a small dipole moment.
In figure 2a we show the results of a sweep over differ-
ent chain lengths, from 2 to 24 atoms in steps of 2 so all
chains have an even number of valence electrons (so the
system is always spin unpolarized). How the excitation
energy depends on the chain length can help aid iden-
tification. The L mode redshifts with increasing length
which can be understood either via a decrease in the
restoring force on the plasmon mode or via a decrease in
the HOMO-LUMO gap. The TE and TC modes, once
formed for chain lengths above about 6 atoms, do not
shift as the chain width is kept constant. We find that
the L mode does not become more collective as the chain
size is increased. The largest chain we checked was a
Na60 chain and again found a collectivity of 1 for the
L mode. Interestingly it is now the 5th lowest energy
excitation again indicating the role of the Coulomb in-
teraction. The low energy absorption spectrum is shown
in appendix D revealing many higher order longitudinal
modes which have increasingly higher collectivities.
To further understand the nature of the excitations
we try and identify them with classical modes, we fit
the excitation energies with the two plasmon modes of a
prolate spheroid which can be expressed analytically (see
supplementary material). We treat the plasma frequency
as dependent on the minor semiaxis ∆ via the electron
concentration, this reduces the number of fitting param-
eters and gives a more realistic test of the classical model
[52]. We calculate the L mode energy for chains up to
40 atoms and for the largest chain size (which can be
expected to behave the most classical) we fit for ∆ and
get a value of 1.45 × d (see figure 2b). For larger chains
the classical model works well but below about 10 atoms
the model starts to fail and predicts energies too low
which can be attributed to quantum effects as well as a
failure of approximating the system as an ellipsoid. In-
terestingly for the above mentioned fitting parameter the
TC mode energies predicted are much too low (about an
eV ) highlighting that the classical model breaks down for
such small length scales, the increased energy is probably
down to the strong quantum confinement. Also the clas-
sical model predicts the wrong behaviour for the (small)
shift in energy of the TC mode with chain length, the
classical model predicts a slight blueshift with increasing
chain length for small chain sizes before becoming con-
stant whilst the quantum calculations show a redshift.
In figure 2c we show the corresponding, classically cal-
culated, absorption cross section (we show only up to
Na24). We find that the relative cross section amplitudes
in the classical calculation are similar to the Casida cal-
culation showing that the identification of the TC mode
with the classical transverse mode is correct and they do
show some qualitative similarities. The radius of the cor-
responding classical ellipsoid is quite large and the elec-
tron density is practically zero at this point, this reveals
why the plasma frequency is found to be much smaller
than the 3D bulk value. We have also tried other meth-
ods for fitting which are shown in appendix E .
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FIG. 3. (a) The phonon normal mode energies and corre-
sponding atomic motion of a Na10 chain. (b) Field enhance-
ment, calculated using equation 2, in log10 scale, of the L
mode. (c) And TC mode. The black dots represent the
sodium atom positions and the white bar indicates a length
1 nm.
B. Field enhancements
The local field enhancement of an excitation, as in-
duced by an electric field E0e
−iωnt, can be found from
the induced density δn (not to be confused with the tran-
sition density δρ - although they are closely connected)
which can be obtained from the real part of the density
matrix [53] and, close to an excitation, written in the
following revealing form for the Ith excitation
δnI(r, ωI) = −δρ
I(r)
iη
µI ·E. (1)
The response is purely imaginary as the electrons oscil-
late out of phase at the resonance. In appendix C we
show a derivation of this equation, it has also been de-
rived, in a different manner, by Cocchi et al [48]. The
field enhancement
FE =
|δE(r, ω) +Eext|
|Eext| (2)
can be obtained within the electrostatic approximation.
Clearly the induced field depends crucially on the mag-
nitude of the damping for the excitation. Using DFPT
we calculate the vibrational normal modes of the Na10
chain. There are a total of 3N = 30 modes with only
the top 9 modes corresponding to non-zero energies. In
figure 3a we show the excitation energies and the cor-
responding motion of the sodium atoms which all turn
out to correspond to longitudinal motion. We take the
largest energy of 0.0228 eV and use it as the linewidth
in the Casida calculations. This is the simplest method
to include electron-phonon coupling and should give an
upper-bound on the true value. We note that this is
a particularly simple method and assumes the phonon
is a perturbation on the electronic spectra. For larger
plasmon-phonon coupling there will be richer spectral
features as recently shown for aromatic hydrocarbons
[54]. For longer chains the L mode energy reduces and
the phonon energy increases as shown in figure 3a which
suggest for certain chain lengths there should be a strong-
coupling regime. In figures 3b and 3c the field enhance-
ment in log10 scale is shown for the L and TC mode
respectively. We find the maximum field enhancement
to be 80.5 for the L mode and 78.3 for the TC mode
(which corresponds to intensity enhancements of 6400),
these values are comparable to the field enhancements
in larger nanostructures. The electric field is qualita-
tively very similar to that seen for a classical antenna
and shows that the modes will couple to the far field.
From a practical point of view, whilst the maximum field
enhancements are attractive, the sharp fall off of the in-
duced field, due to the small number of electrons, may
limit potential plasmonic applications. Fortunately this
does lead to extremely large field gradients that could
be useful in exciting higher order multipole excitations
in small molecules and atoms, for example the TC mode
has a maximum gradient enhancement ∇|δE|/|Eext| of
17.1 a−10 along the z direction for the slice x = y = 0. If
one makes do with more modest field enhancement then
molecular antennas may be useful for inducing large lo-
cal fields: for the TC mode field enhancements of around
5 are achievable at about 2.2 bond lengths away which
hints it might be possible to alter the optical density
of states with minimal electronic coupling between the
chain and a small absorbing molecule.
C. Double sodium chains
Next we consider separating an atomic chain along the
longitudinal direction. First we consider taking a Na20
chain and separating it in the middle, figure 4a shows
the low energy spectra as the gap length is changed as
we separate the gap (δ) up to 1.4d, we resist going fur-
ther as the LDA is not suitable to consider long range
van der Waals interactions which will dominate. We find
that as the gap is opened there is generation of a number
of new modes and we find a qualitatively similar mode
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FIG. 4. (a) The dipole strength function of a Na20 chain with a varying gap size in the center. The gap δ is changed from 0 to
1.4d, a gap size of 1d corresponds to a missing atom in the center. The dashed and dotted blue lines show the Na20 and Na10
L mode energies for the non-interacting case and the red lines for the interacting. (b) Casida response for varying chain sizes
from 4 to 40 atoms with a constant gap in the middle of 1d.
to the low energy charge-transfer plasmons that has been
explored heavily in the context of nearly touching dimers
[42]. The non-interacting electronic spectra can be un-
derstood as a splitting of energy levels due to the gap and
the creation of symmetric and anti-symmetric pairs of
eigenstates. The transverse modes (for clarity not shown
in figure 4a, the full spectra up to 4 eV is shown in ap-
pendix F) are relatively unchanged via the presence of a
gap as is the case for classical nanorod dimers [39], we
do though observe some interference effects between the
TC and TE modes at small gap sizes. There is also the
formation of a number of new longitudinal modes for gap
sizes 0.4d → 1.4d, which we will label as ‘tunnelling’ or
‘gap’ modes as they involve the transfer of charge across
the gap, due to electron tunnelling, every optical cycle.
We find that they tend to have a low collectivity com-
pared to the transverse modes, but crucially they have
a larger collectivity than the L mode of a single chain
indicating that they arise as a consequence of multiple
electron-hole excitations. For larger separation distances
(> 1.2d) the low energy absorption is dominated by the
longitudinal BDP which originates from the electrostatic
coupling of the two chains and is red-shifted from the
mode that would be present with no coupling. To iden-
tify the peaks from the complicated spectra we will take
a practical definition of a CTP as involving each chain
having a different sign of charge and the intensity should
go to zero for large gap sizes. The BDP should have a
dipole charge distribution for each chain and the intensity
will not go to zero for large distances but rather merge
with the L mode of a single Na10 chain. Identification
is easiest using the induced potential (see appendix G).
For small gap sizes, where electron tunnelling is most
important, two CTPs dominate the spectra. The low-
est energy excitation we label CTP1 which redshifts and
loses intensity as the gap increases and becomes negligi-
ble above a gap size of about 1d. There is also another
CTP which we label CTP2 which also loses intensity as
the gap sizes increase. Both CTP modes merge with the
Na20 L mode as δ → 0. We identify a single BDP that
starts to become apparent about 0.7d and grows in inten-
sity, it is the highest energy tunnelling mode and is close
in energy to the Na10 L mode. In between the CTPs and
the BDP there are 3 modes which we believe are best
explained as hybrid modes: they have a similar charge
distribution as a BDP although the change in the poten-
tial over the gap region is smaller which is a consequence
of charge transfer neutralising the induced charge setup
across the gap, they also die out as the gap length is
increased. This is a pleasing example of how plasmonic
concepts and analogies can be used to simplify analysis of
an electronic excitation spectra, as compared to analysis
of the orbitals, which in this case is complicated and not
very illuminating.
To aid identification of the modes we have also con-
sidered holding the gap distance fixed and sweeping the
chain length: see figure 4b. We consider only the lower
energy L modes allowing us to consider chain sizes up to
40 atoms, we only look at atomic numbers that are mul-
tiples of 4 to make sure that the separated chains have
an even number of valence electrons each to ensure the
validity of unpolarized spin calculations. We find that
the CTPs are present for very small chains highlighting
that they do not involve many electrons and originate
from the interaction of electronic wavefunctions near the
HOMO-LUMO gap. Crucially the L modes do not be-
come more plasmonic as the chain length is increased.
Next we look in detail at the case of a gap size of 1d
(which is equivalent to removing an atom from the mid-
dle of a 21 atom chain) as shown in figure 5 where the
low energy spectra and the field enhancement of 4 of the
tunnelling modes is shown. We find that at this distance
our plasmon index predicts the hybrid mode and BDP
to be much more plasmonic excitations than CTP1 and
CTP2, this is backed up by the calculated field enhance-
ment which reaches maximum values of 38.2 and 80.1 for
hybrid and BDP modes respectively compared to 18 and
10.6 for the CTP1 and CTP2 (see figure 5b). The large
plasmonicity for the BDP comes from its large dipole mo-
ment rather than a large collectivity, although of the 4
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FIG. 5. (a) The dipole strength function of Na20 with a gap
of 1d (i.e. one atom removed) in the center. (b) The field
enhancements in log10 scale of the CTP1, CTP2, hybrid and
BDP modes.
modes analysed it has the largest collectivity of 3.29 as
compared to values close to 2 for the other 3 modes. The
BDP mode is also by far the most interesting in terms
of potential applications as it exhibits the largest field
enhancement in the gap region where potentially a small
atom could be placed and its emission and absorption
properties modified. Thus atomic chains could poten-
tially be used as a picocavity and modify light-matter
interactions on the smallest possible scale.
III. CONCLUSIONS
In conclusion we have used TDDFT to study the op-
tical response of single-atom-thick atomic chains. We
have identified plasmon modes using a new measure of
‘plasmonicity’ based on excited state structural analysis
and have found that there are two modes that corre-
spond to the classical plasmon modes but the transverse
mode is blueshifted because of the extreme thinness. For
the Na10 chain we have used DFPT, in a separate cal-
culation, to calculate the phonon modes and have used
the highest energy normal mode to estimate the upper
bound of the linewidth and hence calculate the field en-
hancement to test the suitability of the atomic chain as
a quantum antenna. We found that high field enhance-
ments are achievable and the rapid spatial decay of the
field away from the molecule, while it may limit some
potential application, results in large field gradients. Fi-
nally, we have considered an atomic chain dimer system
and have explored the spectra and excited-state structure
of low energy tunnelling modes as a function of gap size
and chain size. We find that they are not very collective
but do bear some similarities to the charge transfer plas-
mons of larger dimer systems in their spectral behaviour
and charge distribution. A large field enhancement can
be achieved in the gap region in analogy to dimers in
classical plasmonics. This work shows there is pleasing
synergy between the ideas of plasmonics and electronic
structure which will aid development of new quantum
nano-optic devices.
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Appendix A: Methods
We used the open source real-space code OCTOPUS
[34]. The sodium atoms are described by a norm-
conserving Troullier-Martins pseudopotential [55] with
only the 3s electrons explicitly modelled in the calcula-
tion. The (modified) local density approximation (LDA)
[56] was used for the exchange-correlation potential for
both the ground-state and for excited-state calculations,
this is known to work well for sodium. We use the sim-
plest exchange-correlation functional as it is well known
that the existence of plasmons depends only on the
Coulomb interaction and that exchange-correlation ef-
fects only provide a small correction (a small red shift) to
the plasmon energy. All fields, such as the KS wavefunc-
tions and the density, are represented on equally spaced
real-space grids, the simulation box is built via a union
of spheres centred on each atom. We used a radius of
12 A˚ and a grid spacing of 0.3 A˚ which gives a good
compromise between accuracy and speed. For the spac-
ing of the sodium atoms we use the interatomic distance
of Na2 dimers of d = 3.08 A˚ [57], no attempt was made
of structural optimisation of any of the structures.
The electronic spectra is calculated using the Casida
method [53, 58] which is a representation of linear re-
sponse theory in a configuration (particle-hole) space and
is similar in spirit to the matrix formulation of RPA [59].
It involves solving a (pseudo) eigenvalue equation to find
the electronic eigenmodes of the system(
A B
B∗ A∗
)(
X
Y
)
= ω
(
X
Y
)
(A1)
where the elements of the matrices are
Aia,jb = (a − i)δijδab + 2Kia,jb
Bia,jb = 2Kia,bj
(A2)
8and K is the two-body Coulomb and exchange-
correlation integral constructed with the KS eigenstates
within the adiabatic approximation
Kia,jb =
∫
drdr′ φ∗i (r)φa(r)
×
(
1
|r − r′| + fXC(r, r
′)
)
φ∗b(r
′)φj(r′)
(A3)
(we use the standard convention that i, j and a, b repre-
sent occupied and unoccupied orbitals respectively. The
number of occupied and unoccupied orbitals will be given
by No and Nu). The NoNu eigenvalues give the excita-
tion energies and the eigenvectors can calculate physi-
cally relevant quantities like the transition density δρ,
dipole moments δµ and dipole strength function.
It is well known that the one-particle transition den-
sity matrix Tia encodes, in a convenient and compact
fashion, information on electronic transitions from the
ground state to the excited states. It is in general non-
symmetric so cannot be diagonalised, instead one can
perform a singular value decomposition to express it in
natural transition orbitals (NTOs) in which it will be
diagonal [24]
[U †TV ]ij =
√
λiδij , (A4)
where U and V are unitary transformations from the
ground state orbitals to the NTOs for the occupied and
virtual orbitals respectively. The eigenvalue λi repre-
sents the contribution of the ith electron-hole pair to a
particular excitation and has the normalisation condition∑
i λi = 1. In the context of plasmonics it is useful to
define a collectivity index (also called the inverse partic-
ipation ratio) [24, 25]
R =
1∑
i λ
2
i
(A5)
The collectivity index of an excitation measures the num-
ber of electron-hole pairs that contribute: the higher the
value the more collective the excitation. If there is no
electronic correlation, then each excitation represents a
single transition and the index is equal to 1. Thus we
have a quantitative measure of an excitations collectivity
which will clearly be useful in identifying which excita-
tions are plasmon-like. But on its own it is not a useful
measure as many collective excitations are dipole forbid-
den and will not be excited by light, a useful plasmonic
mode will couple strongly to light. With this in mind we
introduce a new plasmon index given by the product of
the collectivity and the dipole strength (of course one is
not always only interested in dipole modes, for instance
quadrupole modes could be of interest - in which case our
index could be adjusted accordingly).
One can calculate the KS transition density matrix
from a Casida calculation allowing the collectivity of
an excitation to be calculated. Any excitation can be
written as a superposition of p-h states with the eigen-
vectors of equation A1 acting as coefficients describing
the contribution of each possible electron-hole transition.
This clearly suggests that the Casida eigenvectors must
contain information on the collectivity of an excitation.
For practical considerations the Casida calculations are
not solved in the form of equation A1 and direct access
to the vectors X and Y is not possible in OCTOPUS.
Also the presence of de-excitations (described by the Y
eigenvector) complicates calculating the transition den-
sity matrix (within the Tamm-Dancoff approximation,
where there is no coupling between the hole-particle and
hole-particle correlations, it is possible to simply identify
that Tia = Xia [60]). In appendix B the necessary post-
analysis of typical TDDFT results is shown.
Phonon spectra and normal modes are obtained us-
ing DFPT [36] as implemented in Quantum Espresso
code [61]. We extensively employed DFPT for calcula-
tion of lattice dynamics and phonon energies of crystals
[62–64] and molecules [65]. As for the TDDFT calcula-
tions, we used the Perdew-Zunger [56] parametrization of
the local-density-approximation (LDA) for the exchange-
correlation functional. In our density functional calcula-
tions, a non-relativistic norm-conserving pseudopotential
is used on an which 3s orbital with an occupation of 1
is determined as the non-local channel. Electronic struc-
ture results are calculated using the energy cutoff 60 Ry.
For calculations on isolated one-dimensional Na-chain,
we employ open boundary conditions. We performed this
by locating the Na-chain in a large simulation box and
truncating the Coulomb interaction at long distances to
eliminate electrostatic interactions between periodic im-
ages.
Appendix B: Calculation of the collectivity
Typically a slight variation (valid for real wavefunc-
tions) of the Casida equation (equation A1) is solved in
electronic structure codes
C+Z+ = ω2Z+ (B1)
where
C+ = (A−B) 12 (A+B)(A−B) 12
Z+ =
√
ω(A−B)− 12 (X + Y )
(B2)
and X, Y , A and B were defined in the main text. This
is a convenient transformation as it reduces the dimen-
sionality of the problem by a half and one needs only
deal with one set of eigenvectors when calculating phys-
ical quantities such as the transition density and dipole
oscillator strength. It is also now an Hermitian eigen-
value problem. What is often overlooked is that there
is an alternative and equivalent form of these equations
[66]
C−Z− = ω2Z− (B3)
9where
C− = (A+B)
1
2 (A−B)(A+B) 12
Z− =
√
ω(A+B)−
1
2 (X − Y ).
(B4)
Both eigenvectors are normalised to one
|Z±|2 = 1 (B5)
which is consequence of the more unusual non-euclidean
normalisation condition of the Casida eigenvectors
|X|2 − |Y |2 = 1. (B6)
The two sets of eigenvectors are related by the equation
Z− =
(A+B)
1
2 (A−B) 12
ω
Z+ (B7)
where the square roots should be understood as princi-
pal square roots of matrices. Thus if one has access to
the two-body matrix elements Kia,jb then it is simple to
construct both matrices C± and then solving a simple
Hermitian eigenvalue equation to obtain Z±. It is also
possible to calculate the eigenvectors X and Y using the
equations
X = D−Z+ +D+Z−
Y = D−Z+ −D+Z− (B8)
where
D+ =
(A+B)
2
√
ω
D− =
(A−B)
2
√
ω
(B9)
In our experience for the systems considered in this
work, taking the transition density matrix to be ei-
ther Z+ or Z− provides reasonable results but the non-
uniqueness is not satisfactory. There has been some work
on uniquely determining the transition density matrix in-
cluding ph-hp correlation [31, 60, 66]. Given that the dif-
ferent methods return similar values we use the simplest
method from [31] where two pseudo transition matrices
are defined and then we use the following equation for
the collectivity
R = R
(
∑
iaX
2
ia)
X R
(
∑
ia Y
2
ia)
Y . (B10)
Appendix C: Calculation of the field enhancement
To calculate the field enhancement using the results of
a Casida simulation we begin by considering the real part
of the density matrix [53]
< (δPiaσ(ω)) =
∑
jbτ
1
ω2 − Ciaσ,jbτ v
appl
jbτ (ω) (C1)
where vjbτ =
∫
d3rφjτ (r)v
appl(r, ω)φbτ (r) and v
appl is
the perturbation. This equation can be rewritten using,
a spectral expansion, in terms of the Casida eigenvalues
and eigenvectors
< (δPiaσ(ω)) =
∑
I
1
ω2 − ω2I
×
∑
jbτ
√
ωaiσZ
I
iaσ
(
Zjbτ
I
)∗√
ωbjτv
appl
jbτ (ω).
(C2)
The induced density can be defined as [53]
δn(r, ω) =
∑
iaσ
φiσ(r)φaσ(r)δPiaσ(ω) (C3)
and, if we consider a perturbation of the form
vappl(r, ω) = r ·E, then
δn(r, ω) =
∑
I
2
ω2 − ω2I
×
∑
iaσ,jbτ
φiσ(r)φaσ(r)
√
ωaiσZ
I
iaσ
(
Zjbτ
I
)∗√
ωbjτrjbτ ·E(ω).
(C4)
In its present form the pole structure of the equations
means the induced density diverges at the excitation en-
ergies, thus we add a finite life time correction η
δn(r, ω) =
∑
I
1
ωI
(
1
ω − ωI + iη/2 −
1
ω + ωI + iη/2
)
×
∑
iaσ,jbτ
φiσ(r)φaσ(r)
√
ωaiσZ
I
iaσ
(
Zjbτ
I
)∗√
ωbjτrjbτ ·E(ω).
(C5)
which agrees with the result of Rossi [67]. Usually one
is most interested in frequencies at the Casida excitation
energies, therefore we can save some computational effort
by expanding about the point ω = ωI and reordering the
summations to get our final results
δn(r, ω ≈ ωI) ≈ − 1
iη
δρI(r)µI ·E. (C6)
Where we have used the following definitions for the tran-
sition density and transition dipole moment for the tran-
sition between the many body states Ψ0 to ΨI in the
Casida formalism [31, 53]
δρI(r) = 〈Ψ0|
N∑
i
δ(r − ri)|ΨI〉
=
√
2
∑
ia
φi(r)φa(r)
(
XIia + Y
I
ia
) (C7)
and
δµI(r) = 〈Ψ0|µˆ|ΨI〉 =
√
2
∑
ia
µˆia
(
XIia + Y
I
ia
)
(C8)
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FIG. 6. The logarithmic dipole strength function for a Na60
chain.
where we assume real KS orbitals and µia =
− ∫ φi(r)φa(r) r d3r. Equation C6 is an intuitive result
and has been derived via a different method by Cocchi et
al [48]. The induced density for a particular excitation
has a spatial profile given by the transition density and
its magnitude is given by the projection of the electric
field on the transition dipole moment, which describes
how strongly the excitation couples to the perturbation.
It is also inversely proportional to the linewidth of the
excitation. The induced density can then be used to cal-
culate the induced electric field and the consequential
field enhancement.
Appendix D: Na60 chain
In figure 6 results for a Sodium Na60 chain with the
spectrum calculated up to 2 eV in figure 6. The chain
has 60 occupied states and a total of 80 unoccupied states
were considered. The log of the dipole strength func-
tion is taken to clearly show the higher order longitudi-
nal plasmon modes. As the chain size is increased these
modes bunch together and in the infinite limit give the
dispersion curve of a plasmon in a 1D electron gas [22].
Appendix E: Fitting to the classical model
Here we fit our results to a classical ellipsoid model
within the electrostatic approximation [68]. The condi-
tions for a localised resonance of an ellipsoid, with semi-
axes a, b, c is given by poles of the polarizability
m + Li ((ω)− m) = 0 (E1)
where i = {a, b, c}, m is the permittivity of the surround-
ing medium (we take it to be one). We are interested in
the particular case of a prolate spheroid where b = c and
a is the largest semiaxes, in this case La can be found
analytically
La =
1− e2
e2
(
1
2e
log (
1 + e
1− e )− 1
)
e2 = 1− b
2
a2
= 1− c
2
a2
(E2)
where e is the eccentricity of the ellipsoid. Following Yan
and Gao [19] we define a = ∆ + (N − 1)d2 and b = c =
∆ where d = 3.08A˚ is the bonding length used in the
simulation and ∆ is a measure of the electron spill out at
the edges of the chain and is used as a fitting parameter.
Yan and Gao [19] used a fixed bulk value for the plasma
frequency in the Drude dielectric function used for (ω),
effectively adding another fitting parameter. Instead we
define a chain size dependent plasma frequency
ω2p =
ne2
0m
=
Ne2
V 0m
=
3Ne2
4piabc0m
=
3Ne2
4pi(∆ + (N − 1)d/2)∆20m
(E3)
meaning we need only fit ∆. For large N the plasma fre-
quency becomes independent of N as one would expect.
Once we have fitted for ∆ we can then calculate Lb via
the relation
La + Lb + Lc = La + 2Lb = 1. (E4)
Applying the above procedure, we obtain the results show
in the main text where ∆ = 1.45d. The polarizability can
be calculated using
αi = 4piabc
(ω)− m
m + Li ((ω)− m) (E5)
from which the (averaged over the 3 spatial dimensions)
absorption cross section (which dominates over scattering
for small particles) can be calculated
σabs =
2pi
3λ
=[
∑
i
αi(ω)] (E6)
which was used to obtain the results in figure 2c in the
main text.
If we instead we take the plasma frequency to be fixed
at the bulk value (we use ωp = 3.83 eV as used by Yan
and Gao [19]) then we obtain a best fit of ∆ = 1.13d.
The absorption cross section and the results of the fit for
different chain sizes are shown in figure 7a and b respec-
tively.
Another potential method is to consider only the ratio
of the T and L mode energies ωTωL which is convenient
as the plasma frequency does not need to be considered.
One can find that
ωT
ωL
=
√
1− La
2La
(E7)
which can be compared to the linear response DFT re-
sults. The fitting parameter is obtained for the largest
chain and comes out to ∆ = 0.79d and the results are
shown in see figure 7c. In figure 7d we show a cross
section view of the ground state density, along the z di-
rection, calculated by DFT and the radii for the various
fits discussed are shown in comparison.
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(a) (b)
(c) (d)
FIG. 7. (a) The normalised absorption cross section calculated using the classical ellipsoid model for Na chains ranging from
2 to 40. The dashed blue line indicates the transverse plasmon frequency using ωp = 3.83 eV . (b) Fit for the longitudinal
plasmon mode using a classical ellipsoid model. The best fit for the longest chain size of N = 40 is given by ∆ = 1.13d. (c)
The ratio of the transverse and longitudinal plasmon energy calculated from the Casida and the classical ellipsoid method. (d)
Cross section of the ground state density for a Na10 chain for x = 0, y = 0 with the fitting parameters ∆ = 1.45d, 1.13d and
0.79d are indicated by the black, blue and red dashed line respectively.
FIG. 8. The dipole strength function of a Na20 chain with
a varying gap size in the center. The gap is changed from 0
to 1.4d, a gap size of 1 corresponds to a missing atom in the
center.
Appendix F: Transverse gap plasmons
In figure 8 we show the electronic spectra for a Na20
chain with a gap opened up in the center. We observe
some interference effects between the TC and TE modes
at the gap sizes considered and consequently some new
modes are setup in the energy gap between the TC and
TE modes (which are approximately at the same energy
for the Na10 and Na20 chain).
CTP1 CTP2
Hybrid 1 Hybrid 2
BDPHybrid 3
FIG. 9. The induced potential divided by the perturbing elec-
tric field strength for the 6 main tunnelling modes. ‘Hybrid 1’
corresponds to the lowest energy and ‘Hybrid 3’ to the largest
energy hybrid modes shown in figure 5 in the main text.
Appendix G: Induced potential of gap plasmons
The induced potential can be calculated from
the induced density by solving Poisson’s equation
∇2(δφ(r, ω)) = e δn(r,ω)0 , the results of this calculation
for the 6 major low-energy tunnelling modes is shown in
12
figure 9. As well as allowing the induced electric field to
be calculated, it is also useful for identification of excita-
tions. We find that the CTP1 mode is most CTP-like and
the modes become increasingly BDP-like with increasing
energy.
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