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We presenta simpleandefficient densematchingmethodbasedon region
growing techniques,which canbe appliedto a wide rangeof globally tex-
turedimageslike many outdoorscenes.Our methodcandealwith non-rigid
scenesandlargecameramotions.First a few highly distinctive featureslike
pointsor areasareextractedandmatched.Theseinitial matchesarethenused
in a correlation-basedregion growing stepwhich propagatesthematchesin
texturedandmoreambiguousregionsof theimages.Theimplementationof
thealgorithmis alsogivenandis demonstratedon realimagepairs.
Keywords: DenseMatching,RegionGrowing, Correlation.
1 Intr oduction
Many algorithmshavebeenproposedfor densematching.Onepopularapproachis based
on correlation,however this kind of algorithmsis generallylimited to relatively small
disparity, hencesmallcameramotion.For stereoimages[DA89], [Kos93] whoseepipolar
geometryis known a priori , thesearchspacecanbereducedto a1D alongepipolarlines.
Imagerectificationis usuallyusedto acceleratethedensematchingprocess,but doesnot
allow zoomingin/outof thecamera.
Another approachis optical flow [BFB94], which handlesnon-rigid scenesbut is
limited to smallerdisplacements.Differentialtechniquesgiveaccurateestimationof dis-
placementsfor smoothimages,but fail for texturedimagesandat depthdiscontinuities.
Area-basedmatchingtechniquesarefast,but do not performwell for sub-pixel displace-
mentsor dilations. Phase-basedmethodsproduceaccurateresultsoverall, but involve a
largenumberof filters.
Occlusionsareoneof themajorsourcesfor wrongmatches.Mostof therecentstereo
andopticalflow work consistsof incrementalimprovementsto existing methods,to in-
creasespeed,accuracy or reliability. Only a few authorsdirectly treat large occlusion
stereo[IB94]. Usually, coarseto fine(e.g. [HA89]) or hierarchical(e.g. [MT94]) match-
ing strategiesseemsto benecessaryto dealwith largedisparityrange.
Our algorithmusesmainly region growing techniques.Region growing is a classic
approachfor segmentation[HS85], [Mon87], andfindingshapes[Bra93]. In its simplest
sense,region growing is the processof merging neighboringpoints (or collectionsof
points) into larger regionsbasedon homogeneityproperties. Further, a correctuseof
regionscanhelpmatching[HJ95], [SA95], althoughtheirboundariesareunstables.
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An explicit region growing methodis introducedin thephotogrammetrydomainby
[OC89] with the “Gotcha” (Gruen-Otto-Chau)ALSC (Adaptative LeastSquareCorre-
lation) algorithm. It startswith approximatepatchmatchesbetweentwo SPOT satellite
imagesandrefinesthem. Their recovereddistortionparametersareusedto predictap-
proximatematchesfor new patchesin theneighborhoodof thefirst match. Then,these
patchmatchesarerefinedandsoon. Complementsfor building extractionarediscussed
in the samedomainby [KM96]: a pyramidalalgorithmto produceseedmatchesand
extractionof linearelementsto removepossibleblundersareproposed.
Our mainassumptionis thatthesceneis globally texturedlike many outdoorscenes.
Non-rigidscenes,largedisparities(e.g.aquarterof view size)andcamerazoomingin/out
areallowed.Thecomputationtime is independentof any disparitybound.
Our algorithmhastwo mainsteps.Thefirst stepextractsandmatchesa sparsesetof
highly distinctive features:seedpointsandseedareas. Seedpointsarepointsof interest
andarematchedby correlation.If thesceneis rigid, a robust techniqueto matchpoints
of interestthroughtherecovery of theunknown epipolargeometrycouldbeused.Seed
areascompletethesematchesin themostuniform coloredareas.We extractandmatch
themby simultaneouslymatchingandregion growing in themostuniform coloredareas
of theimages.
Thesecondstepusestheseinitial matchestoseedadensematchingpropagation,using
abestfirst matchingstrategy. Thisextendsthematchesto includethetexturedareasof the
image.If thesceneis rigid, wecanusetheepipolargeometryobtainedin thefirst stepto
constrainthepropagationin thesecondstep.Our pixel-to-pixelspropagationdealswith
fine texture details,andstopsjust at the occlusionbordersif they areenoughtextured.
Theresultis adensepixelic matching,but it needslesscalculationsthanpatch-to-patches
propagationanddistortionparameterestimations.
Thetwo stepsof thedensematchingalgorithmarerespectively describedin Sections
2 and3. Resultson realimagepairsarepresentedin Section4.
2 Initial Matching
In thissection,weshow how to produceasetof initial candidatematches.Wefirst justify
thechoiceof seedpointsandseedareas.Secondly, weexplainhow tocompareseedareas,
andfinally describetheirmatchingandtheir regiongrowing-basedextraction.
2.1 Which featuresto choose?
Matching points of interestis now a robust processfor rigid scenes,as demonstrated
for examplein [ZDFL94]. First, thesepointsareextractedandmatchedwith correlation.
Becauseof noiseandnearlyrepetitivepatterns,arelaxationstepandnext arobustestimate
of epipolargeometryseemto benecessaryto producereliablematches.However, a set
of candidatepointmatchesobtainedby simplecorrelationis sufficient to seedconcurrent
propagations.
Matchingedgesegmentsis well adaptedfor polyhedralandlow texturedscenes.It
is difficult to extractandmatchsalientmatchesof edgesegmentsin our case,becauseof
ourassumptionof texturedscenes.
Finally, it is known thatsegmentationis anunstableprocess.Nevertheless,we need
only to extractsomeinitial seedareamatches.A processwill bedescribedbelow which
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producessomereliablematchesof the mostuniform coloredareasof the images.The
simultaneoususeof shapeandmeancolor comparisonsbetweensomeisolatedanduni-
form coloredregionsin theglobally texturedimagesis sufficient to produceconcurrent
seedareamatches.
Therefore,we useboth seedareasand seedpoints. Suchseedfeaturesare only
matchedin weak distortion areasbetweenthe two images. Densematchingpropaga-
tion will extendmatchingto moredifficult anddistortedregionsto match.If thesceneis
rigid, theepipolargeometryis recoveredwhile matchingseedpoints.
2.2 How to Compare Two SeedAr eas?
First, seedareaswill not usuallybe distinguishableif their areasaretoo small. On the
otherhand,areaswhich aretoo largearesubjectto significantperspective andsegmen-
tation distortions. So we limit the minimum andmaximumsizesof our seedareas.In
practice,it turnsout thatthesameinterval of allowedvaluesis sufficient for many differ-
enttypesof images.Therangeinterval is 100to 2000pixelsfor all our tests.
Two areas
 
and  arecomparedverysimplyby theirmeancolorandtheir shape:
   
	








’scentroidto  ’s. Areasareeasilydiscriminatedby theircolorsandforms,and  allows
for a little perspective distortionor initial segmentationerror. Othermeasurescouldbe
used,suchasthegeneralizedHausdorf measure[HJ95] or moments[BS97],but thetwo
simplemeasuresabovehaveprovedadequatein ourexperiments.
2.3 Extract CandidateMatchesfor SeedAr eas
This extractionis an alternatesequenceof region growing andmatchingstepsfor seed
areas.At thebeginning,eachpixel formsa separateregion.
During a growing step,for eachconnected block of pixels in the images,their
regionsaremergedif theircolordifferenceis lessthanathreshold(seeexamplesin Figure
1). Thethresholdis thesamefor all blocks,but increasesbetweengrowing steps.
During a matchingstep,eachregion of thefirst imageis comparedto eachregion of
thesecondusingtheabovecriteria: candidatematchesareacceptedif bothof their areas
arewithin thethresholdsandtheirmeancolorandshapedifferencesaresmall.
Figure1: Treesuccessivepixel or regionmergesusingmostuniformcolored blocks
of pixels.Thebig squareis theselectedblock for a mergeprocess.
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Growing andmatchingstepsarerunseveraltimesat differentcoloruniformity levels
for two reasons.Firstly, region growing is not strictly identical in the two imagesbe-
causeof noiseandperspectivedistortion:successivecomparisonsarenecessaryto ensure
goodmatches.Secondly, it allows thesameinterval of testedthresholdsto handlemany
differenttypesof views.
3 DenseMatching Propagation
We have describedthe first stepof our algorithmin the previoussection. A methodto
obtain seedpoint matcheswas cited. An algorithmwas also proposedto obtain seed
areamatches.Thesecondstepis now described.We first justify thechoiceof thedense
matchingpropagationstrategy; thenwe give the principle of the algorithm; finally the
algorithmandsomeimplementationdetailsaregiven.For clarity, theexactlink between
thefirst andthesecondstepis explicatedin thelastpartof thissection.
3.1 Why DenseMatching Propagation?
Ourgoalis densematchingfor textured,nondifferentiableandnoisyimages.We choose
a correlation-basedmethodbecauseit is simpleandfast. Correlationis lesssensitive to
geometricdistortionif smallwindowsareused.However, matchingwith smallwindows
canbeambiguouswith nearlyperiodictexturessuchasthoseof outdoorscenes.Thus,
a strengthconstraintis neededfor reliablematching. We usethe continuityconstraint:




A disparitymap  storestheregion of correctpixel matches.Thealgorithmconsists
of growing this region. Let   !  bea setof activepixel matchesnearits boundaries.At
eachstepwe remove thebestmatch   "   from set   !  . Match   "   is theseedfor
a local propagation:new matchesin theneighborhoodof   #   (seeFigure2) areadded
simultaneouslyto set   $  andmap % . Thesenew matches'&   areaddedonly if
neitherpixel & nor  arealreadymatchedin  .
a A
Neighborhood of pixel a in view 1Neighborhood of pixel A in view 2
b B
c C
Figure2: Definitionof amatchneighborhood.Theneighborhoodof amatch(a,A) is aset
of matchesincludedin thetwo ()( -neighborhoodof a andA. Possiblecorrespondents
of b (resp.C) arein theblackframecenteredatB (resp.c).
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Noticethat:
* Theset   $  is alwaysincludedin theregionof correctmatchesin  andinitial
contentof   $  .
* Theunicity constraintis guaranteedin  by our choiceof new matches.Thus,
thenumberof local propagationsandthesizeof theset   $  areboundedby the
sumof thesizeof   $  ’s initial contentandtheareaof theimage.
* Choosingonly onematchin theneighborhoodof   "   is inadequate.It doesnot
producea real2D propagation,becausethesizeof theset   $  cannot increase
andsocannotcontainthewholeboundariesof region in  in progress.
* Therisk of badpropagationis reducedby thechoiceof thebestmatch   #   of the
set   $  .
Furthermore,themoretexturedtheimage,thelower therisk of badpropagation.We
reducetherisk by forbiddinglocalpropagationin regionswhicharetoosmooth.
Propagationis begunby initializing theset   $  asmentionedin Section3.4.Propa-
gationis stoppedby imageborders,toosmoothregionsandalreadymatchedareas.Occlu-
sioncontoursstopit too, if they separatetwo differenttextures.If yes,they areincluded
in bordersof a finishedpropagationin oneof theimage.
3.3 Implementation and Algorithm
Disparitymap % is injective. We usea heap[AHU74] for theset   $  to storethe
potentialseedsfor local propagationsandto selectthebestat eachstep.Thecomplexity
of propagationis then + -,/.10%234, # , where , is the areaof the image. Notice that it is
independentof any disparitybound.
If  is a pixel, let 576  8 be the 9:;9 window centeredat pixel  . Let <  8 be
someestimateof thecolorroughnessin 57=  8 and <%> bealowerthreshold.Weuse<   to
forbidpropagationinto insufficiently texturedareas?%  <  8A@B<>C . Themoreperspective
distortionis importantbetweenthetwo views,theupperthis thresholdshouldbe.
Let D    &  bea measureof the imageintensity/colordifferencebetween5E=  8 and
5 = '&  , andvalue D > be an upperthreshold. The ratio     & F	HGJILK$MONPMOQSRUT NPMOVUR1RW MOQ%T VUR is usedas a measureof reliability for pixel match    &  . Matcheswith the best(the uppest)
reliabilitiesarefirst considered.
Let   Q
 2 Q
 & Q 
#XY  Q
 2 Q
 & Q @[Z be the color of a pixel  . We usethe following
definitionsfor all our tests:
,\   & ]	 ^ `_`_   Q  V
 ^ (`a$b  2 Q  2 V
 ^cZ`Zd  & Q  & V

D    & e	 Z_
f
gih$jSkml T > T l"nopjSkml T > T l#n
,\  ;q  & rq 
D > 	 X ^ X b
<  8e	 s7$9t? ,\   &   & uv?  Z #X    wZ "X    Xp Zx   X8 wZ"C!C
<%>y	 X ^ X d
    & e	 sEz , ?<  {
 < '& "C
D    & 
British Machine Vision Conference 6
Thealgorithmis
// First, initialize   !  asmentionedin thenext paragraph.
//Next, propagate:| 0x  .m}~
while   $ 	 ~ do
. pull from   $  thematch    &  whichmaximizesreliability     & 
. let
| 0x  . beaemptyheapof pixel matches
. // Storein
| 0x  . thepotentialmatchesof local propagationfrom match    &  :
. for each'  D{ in ? -  D{   v57  8  Dv)57 '&    D &  - 8Av?$wZ #Xp Z`C?!wZ #X8 ZC!C do
. . if < ' A:<> and <  D{:<> and D -  D@BD$> // andpossiblesothersconstraints
. . thenstorematch '  D{ in theheap| 0x  .
. . endif
. enddo
. // Storein   $  and  consistentmatchesof | 0x  . with  :
. while
| 0x  . 	 ~ do
. . pull from
| 0x  . thematch -  D whichmaximizes '  D{
. . if  and D arenotalreadymatchedin thedisparitymap %




If thesceneis rigid, weaddtheepipolarconstraintfor match -  D{ in theline
if < - B< > and <  D{< > and D '  D{@BD > .
3.4 Link betweenthe First and SecondStep
Thetwo stepsweredescribedin theprevioussections.Thefirst stepproducescandidate
matchesof seedpointsandseedareas,whichareaccurateup to a few pixels.Thesecond
stepneedscandidatepixel matcheswith pixel accuracy. We combinethetwo stepsusing
the following strategy: all candidatematchesarestartsof simultaneousandconcurrent
propagations.
If a seedpoint matchis accurateaboutsomepixels,it is a goodtrick to convert it to
a setof concurrent,candidatepixel matchesof its neighborhood.Bestcandidateswill
be first selected,anda singlegoodoneis sufficient to provoke an avalancheof correct
matchesin the secondstep. Bad candidatesare thendiscardedif oneof their pixel is
alreadymatched.
Seedareamatch     is convertedto concurrent,candidatepixel matchesin set
  $  with the simpleprocessbelow, where  is the translationvectorwhich mapsA’s
centroidto B’s.
For eachpixel a of A’sboundaries,storecandidatematch      {# in theset   $  .
For eachpixel b of B’s boundaries,storecandidatematch    '&   &  in theset   $  .
Althoughregion boundaryis unstable,thesecandidatematcheshave provedadequatein
ourexperimentsto startamatchingavalancheeffect.
British Machine Vision Conference 7
4 Experimental Results
Resultson real imagepairsarenow discussed.It shouldbe stressedthat the samepa-
rametervaluesintroducedin the variousstepsof the algorithmwereusedfor all of the
tests.
4.1 Visualizing Arbitrary DenseMatching with a Checker-Board
Sincewe teston non stereopairs,disparitycannot alwaysbe interpretedasdepth,and
it might alsobelarge. Depthmapanddisplacementfield arenot well adaptedto display
the results. We designeda global way to visualizedensematchesfor arbitrary images
asfollows. Pixels of the first imagearecoloredwith a gray-blackchecker-board. For
eachmatchedpixel of this image,we color thecorrespondingpixel of thesecondimage
with the samecolor. This makesit easyto visualizethe matchof eachsquareand its
distortion. A bestway for color displaysconsistsof blendinga red-bluecheckedboard
with theoriginal images.
4.2 Results
Weshow in Figure3 thatasingleseedpointmatchis sufficientfor texturedscenesto start
a densematchingpropagation(1.5son a Ultra SPARC 300Mhz). Our visual matching
checkerboardsuggeststhatthemajorityof thematchesaregood.
Largeoccludedareasoccurin the secondscene(cf. Figure4). Thesamedetection
andcorrelationas[ZDFL94] areusedwithoutrelaxationorepipolarconstraint,toproduce
seedpoint matches.Eachisolated,texturedregionshouldcontainat leastonegoodseed
point matchto bematched.Usercanmanuallyaddsomeseedpoint matchesto improve
thefinal result.
Thethird sceneis a rivulet (cf. Figure5), with a blurredregionneartheright bottom
corner. ColoredImagedimensionsare (8Z%)b`a . 151seedpoint (resp.408seedarea)
matchesareextractedandmatchedin 5s (resp. 14s). Automatic seedpoint andseed
areamatchesarestartof concurrentpropagations,whichproduce238460matchesin 19s.
Epipolarconstraintlimits badpropagations.Further, thereis only seedareasto startthe
propagationin theblurredregion.
Weshow finally extractionsof seedareamatchesaloneandtheresultingpropagations
in Figure6. Ourmethodhasbeentestedsuccessfulonmany otherstexturedimagepairs.
(b)
(a)
Figure3: Efficiency of unconstrainedpropagationfor a textured,camerazoomingimage
pair. We manuallyseta singleseedpoint matchnearthecenterof thetexturedYosemite
2-16imagepair (a),with 1-2pixel accuracy andshow theresultingpropagation(b). Only
texturedareasarematched.
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(a) (b)
Figure4: Minimal setof seedmatches(a), largedisplacementsandsomeuserhelp (b).
Automaticpoint seeding(a) producesmorethanonegoodmatchfor eachtextured,iso-
latedregion. Thus,theresultingpropagation(unconstrained)fills eachof them(a,b).User
caninteract:wemanuallyaddto automaticseedmatchesasingleoneonthetrunkbottom
(b) to matchit correctly.
(a) (b)
(c) (d)
Figure5: Rivulet imagepair (a),automaticseedpoint andareamatches(b), comparison
betweenunconstrained(c) andepipolarconstrained(d) propagation.Epipolarconstraint
limits badpropagations,especiallyin the blurredright down. In this blurredarea,seed
areasmatchesarenecessaryto startpropagations.
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5 Conclusion
A new methodhasbeenproposedfor densematchingtwo textured imageslike many
outdoorsscenes.Thealgorithmhastwo mainsteps.First, we extractandmatchinterest
points. Seedareamatchescompletethesematchesin themostuniform coloredareasof
theimages.Second,acorrelation-basedmatchpropagationis startedfrom theseseeds,to
producea densematchingcoveringonly sufficiently texturedareasof theimages.
We have successfullytestedthe algorithmon real imagepairswith large displace-
ments. Runningtime is acceptableand independentof any disparitybound. Rigidity
constraintis not indispensablefor enoughtexturedareas,but limits badpropagationsin
low texturedones. If automaticseedingis insufficient, usercanaddsimply new seed






Figure6: Seedareamatchesfor Yosemite(a), Lausanne0-1 (b), Rivulet (c) imagepairs
andtheresulting(unconstrained)propagations.
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