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Fra i vari campi in cui ci si trova ad operare nell’ingegneria quello dei trasporti è 
caratterizzato da peculiarità che difficilmente si ritrovano in altre aree ingegneristiche. In 
particolare uno degli elementi fondamentali in questo campo è la domanda di trasporto, che 
non è regolata e non è riconducibile a leggi fisiche. Lo studio della domanda è quindi un 
passaggio determinante in qualunque analisi del sistema dei trasporti, sia in fase 
progettuale che in fase di verifica e valutazione. 
Volendo condurre una sorta di parallelo con la progettazione delle strutture civili, la 
realizzazione di un qualunque sistema (che per esemplificare il discorso considereremo 
come un edificio) si compone di un certo numero di richieste da soddisfare, tramite la 
realizzazione di alcuni elementi costitutivi (strutture portanti) i quali sottoposti ad un certo 
tipo di azioni (carichi) forniscono una serie di reazioni (resistenza). Soddisfare le richieste 
significa essere in grado di fornire un certo livello di prestazione nel reagire agli sforzi cui 
gli elementi costitutivi la struttura sono sottoposti. 
Nel caso dei trasporti vi è un procedimento omologo: si ha una serie di strutture, (la 
rete viaria, il sistema di trasporto pubblico…) e sottostrutture (il sistema semaforico, dei 
parcheggi, le linee degli autobus…) che sono sollecitate da un carico (la domanda) e in 
base a questo carico devono fornire una certa prestazione (livello di servizio). 
Ma a questo punto nasce il problema: nell’ambito strutturale dell’ingegneria ci si 
trova di fronte a problemi fisici e i rapporti fra i diversi elementi del sistema sono fissati e 
correlati tramite leggi fisiche, più o meno sofisticate, o da precise normative che le 
regolano. Sono perciò noti i carichi che agiscono sulla struttura, la capacità dei materiali di 
resistere alle sollecitazioni cui sono sottoposti e le richieste specifiche che si devono 
rispettare affinché il sistema in oggetto sia in grado di fornire le prestazioni richieste. Al 
progettista non resta che definire dimensioni, forma e quant’altro, sempre considerando il 
vincolo economico del problema. 
Nei sistemi di trasporto vi sono sì dei termini fissati del problema, ma vi è pure una 
grossa incognita che è rappresentata appunto dalla domanda e dalle interazioni che 
coesistono fra domanda e offerta di trasporto. L’insieme delle scelte dei singoli decisori 
che giornalmente richiedono di spostarsi al fine di compiere una serie di attività e che 
andrà a costituire il carico agente sul sistema dei trasporti sono degli elementi che possono 
essere noti solo con un certo livello di incertezza e aleatorietà, inoltre sono dati che è 
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tempo, anche se estendibili a spazi di tempo più lunghi e periodici; ma quello che più conta 
è che la domanda è influenzata dallo stesso sistema dei trasporti e dalle sue modificazioni. 
Pertanto lo studio di interventi sul sistema deve essere condotto con una serie di 
ricerche e studi sui meccanismi che regolano la domanda ed in particolare la scelta 
dell’utenza. I modelli di domanda cercano di simulare proprio il numero di spostamenti nel 
periodo di riferimento (livello della domanda) e la loro distribuzione fra le diverse zone 
dell'area di studio, le diverse modalità di trasporto e i diversi itinerari in funzione delle 
caratteristiche del sistema delle attività e delle prestazioni del sistema di offerta. I modelli 
cercano di riprodurre e simulare esplicitamente i comportamenti dei decisori dai quali 
deriva la domanda di trasporto, permettendo di stimare, fra le altre cose, le matrici 
Origine-Destinazione degli spostamenti con le diverse modalità di trasporto e la loro 
distribuzione fra le possibili alternative. 
Solitamente il problema della scelta modale è affrontato con metodologie di scelta 
discreta. In questo campo possono essere distinte tre grandi categorie: quella dei modelli 
parametrici, dei modelli semiparametrici e non parametrici. Ampia diffusione ha la prima 
di queste categorie, che comprende le varie formulazioni Logit e Probit, mentre negli 
ultimi anni c’è stato anche uno sviluppo delle altre due grazie alle maggiori potenze di 
calcolo disponibili. In particolare sono stati resi possibili gli utilizzi di metodologie come 
le reti neurali o i numeri Fuzzy, tecniche di tipo non parametrico e cognitivo, che seppur 
note da molti anni non avevano possibilità di applicazione estese a causa della complessità 
degli algoritmi risolutivi del problema della calibrazione o dell’elevato tempo di calcolo 
necessario per l’utilizzo. Tali tecniche di scelta discreta trovano una naturale e ovvia 
applicazione nell’ingegneria dei trasporti in particolare per la risoluzione di problemi di 
scelta modale. 
Tornando agli approcci di tipo parametrico, si ricade nel campo dei modelli di 
utilità casuale fondati su assunzioni distributive della scelta di tipo Normale, per quanto 
riguarda la famiglia dei Probit, o Logistica, per quanto riguarda i modelli di tipo Logit. In 
particolare i modelli di scelta discreta sono nati proprio dallo studio di fenomeni legati al 
traffico nella forma più semplice del Logit condizionale. Gli sviluppi successivi del 
metodo hanno portato a sviluppi relativi all’eteroschedasticità, alla varianza e covarianza 
fra le alternative di scelta, con modelli di tipo Nested e Cross-Nested, definiti anche come 
casi particolari dei modelli GEV. Lo sviluppo di questi e altri modelli ha poi subito uno 






potenza e velocità di calcolo disponibili hanno permesso la ricerca e lo sviluppo di nuove 
frontiere, come i modelli Mixed-Logit, o Kernel-Logit, cioè modelli a coefficienti casuali, 
ovverosia modelli che introducono una dispersione con varie tipologie di distribuzione nei 
dei coefficienti di calibrazione, fino ad arrivare a simulazioni che oltre alla varianza 
introducono anche una covarianza fra i coefficienti. Oppure considerando classi latenti 
della popolazione con preferenze di scelta diverse in funzione di caratteristiche individuali. 
Questo tipo di modelli fa parte della famiglia dei modelli parametrici e pertanto 
vanno a stabilire una forte relazione, rappresentata appunto dai coefficienti di calibrazione, 
tra attributi e scelta. Questo provoca nella costruzione e nell’utilizzo di tali modelli una 
serie di vantaggi e di svantaggi. Se da un lato la calibrazione dei modelli parametrici è 
fondata su una serie di assunzioni statistiche molto forti, che permette così di ottenere una 
serie di informazioni sulla significatività generale del modello e relativa ai singoli 
coefficienti/attributi, dall’altro vi è una sorta di perdita dell’informazione del singolo dato, 
cioè il valore di ogni parametro è influenzato da tutte le osservazioni, ivi comprese quelle 
soggette ad errori di rilevazione o comunque statisticamente meno significative (si 
consideri, ad esempio, per il caso della scelta modale, una coppia origine destinazione con 
un solo spostamento rilevato. All’interno del modello tale dato pesa come tutti gli altri ma 
potrebbe essere pesantemente influenzato da caratteristiche soggettive dell’intervistato, 
andando a influire sul risultato globale ). 
Oltre a questo una grossa limitazione all’applicazione di questa tipologia di modelli 
è la scarsa disponibilità di dati, problema con cui ci si imbatte molto spesso in campo 
trasportistico, vista la necessità di avere dati aderenti il più possibile alla realtà, le vaste 
aree che di solito sono interessate a interventi, nonché alla popolosità delle stesse, e ancora 
per gli alti costi che sono necessari ad effettuare un’indagine sugli spostamenti. Il problema 
della disponibilità e affidabilità dei dati relativi alla domanda ha portato ad uno sviluppo di 
una serie di metodologie alternative non più di tipo statistico, anch’essa di scarsa 
diffusione prima dell’avvento dei moderni PC, a causa della capacità e del volume di 
calcolo necessari.  
A fianco e in parallelo ai modelli di tipo parametrico quindi vi sono tecniche 
modellistiche completamente diverse, cioè quelle di tipo non parametrico, che perdono la 
dipendenza da qualunque forma di distribuzione o legge statistica, a fronte di una maggiore 
capacità di interpretazione e rappresentazione dei dati rilevati. Tali metodologie, come ad 
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solitamente risultati migliori rispetto ai modelli parametrici, ma non danno indicazioni su 
quelle che sono le influenze dei singoli parametri all’interno dei modelli, e si incorre 
pertanto nel rischio di considerare attributi non significativi o fra loro correlati. D’altro 
canto si hanno una serie di vantaggi dall’utilizzo di questi metodi, ovvero la capacità di 
rappresentazione dei dati rilevati migliore rispetto ai modelli parametrici e la possibilità di 
utilizzare dati affetti da “disturbi” di vario genere o comunque meno affidabili, senza 
esserne influenzati nel risultato come i modelli parametrici. Questa è una delle 
caratteristiche sostanziali di queste tipologie di modelli, in quanto spesso ci si trova a dover 
lavorare su dati parziali, incompleti o affetti da rumore.  
Grossa limitazione di questi modelli è quella di non essere statisticamente validi e 
spesso, come nel caso della rete neurale, non si ha la possibilità di indagare su come il 
modello fornisca i risultati, specialmente in fase previsionale. Tali approcci pur dando una 
capacità previsiva superiore sono intrinsecamente affetti da questa limitazione: l’incapacità 
di poter definire le reali relazioni fra scelta e attributi di scelta, diventando così una 
“scatola magica” che restituisce risposte fornendo dati, e sebbene vi siano dei paradigmi 
matematici a supporto di tali modelli, la loro complessità rende impossibile 
l’interpretazione dei risultati e gli effetti delle variazioni degli attributi sugli stessi. 
Tornando quindi a una caratterizzazione generale delle tipologie dei modelli, alla 
luce di quanto detto si hanno tre grosse famiglie, proprio in funzione di quelli che sono i 
diversi approcci funzionali alla modellazione dei diversi problemi: 
- Scatole Bianche (White Box): modelli di questo tipo nascono da considerazioni 
teoriche alle quali è possibile ricondurre il fenomeno studiato. Tipicamente questo è il caso 
di modelli ”fisici”, quali ad esempio i modelli di microsimulazione, che sfruttano varie 
leggi e analogie per riprodurre effetti degli attributi considerati nella realtà e quanto ad essi 
consegue (ad esempio determinazione del flusso autostradale a partire dalle caratteristiche 
della strada, del guidatore…). In casi come questo i singoli coefficienti utilizzati sono 
sempre facilmente interpretabili, proprio per il legame formalmente fisico delle leggi che 
governano tali tipi di modelli. Ovviamente è impossibile ottenere delle leggi 
universalmente valide che regolino la domanda di Trasporto.  
- Scatole Grigie (Gray Box): sono modelli fondati su paradigmi teorici solo 
parzialmente soddisfatti, ovvero, sono disponibili funzioni che non hanno riproducibilità 
scientifica come nel caso fisico ma statisticamente valide. È questo tipicamente il caso dei 






basati sulla massimizzazione da parte del decisore di un’utilità comprendente errori 
aleatori, con differenti funzioni di distribuzione. Questo è il caso tipico dei problemi di 
scelta modale, e comprendono appunto i modelli econometrici di scelta come i Logit o i 
Probit. Per questo tipo di modelli, i parametri o coefficienti che si ottengono hanno una 
parziale spiegazione, ma non è comunque possibile ricondurre al caso di studio, se non con 
una certa difficoltà, l’origine e la spiegazione di quanto ottenuto. 
- Scatole Nere (Black Box): comprendono tutti quei modelli che non hanno 
supporto teorico, ma nascono da valutazioni empiriche o dalla riproduzione matematica di 
fenomeni non ben determinati. I modelli di questo tipo hanno una forma funzionale molto 
complessa: il tipico caso citato in questo caso è quello della rete neurale, che cerca di 
simulare matematicamente con operazioni complesse il funzionamento della mente umana. 
Questo tipo di modello genera, come detto in precedenza, relazioni complesse al suo 
interno e il significato dei coefficienti è di difficile se non impossibile valutazione e 
interpretazione, senza considerare la loro numerosità. 
Fra queste diverse tipologie di modelli, sempre nel campo della scelta modale, è 
lecito chiedersi quale sia la procedura migliore da utilizzare: premesso che un modello 
teorico perfetto, quando si considera la scelta di uno o più decisori, non esiste, rimane 
aperta la questione se sia preferibile seguire un approccio classico di tipo statistico o uno 
non statistico. Entrambe le tipologie presentano pregi e difetti: i primi, nonostante siano 
basati su fondamenta statistiche e che sia la letteratura esistente che la pratica confermino 
la loro affidabilità, hanno il difetto di aver bisogno di un Data Base solido per la loro 
costruzione. Dati scarsi o poco affidabili creano problemi nella calibrazione di tali modelli, 
e i risultati ne possono essere negativamente affetti. I secondi invece in questi casi si 
comportano meglio, permettendo di ottenere risultati soddisfacenti pur con dati scarsi o 
poco affidabili, a scapito però dell’interpretabilità del modello e delle applicazioni. 
Attualmente la ricerca, in particolare nel campo della ricerca operativa, sta 
riscoprendo molte metodologie di Data mining per lungo abbandonate, in quanto nel 
periodo in cui erano state formulate, la loro applicazione risultava difficile, poiché 
necessitavano di capacità di calcolo superiori al disponibile, oppure tempi inaccettabili con 
i calcolatori esistenti. Con l’evolversi dei moderni calcolatori, teorie “vecchie” formulate 
fra gli anni ‘70 e ‘80 vengono riscoperte e sviluppate, permettendo l’applicazione delle 
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E’ questo il caso, fra gli altri, della metodologia oggetto di questa tesi, la “Teoria 
dei Rough-set” formulata da Pawlak nel 1982, e nata come strumento matematico per lo 
studio e l’analisi di oggetti o azioni, descritti da attributi incerti, inconsistenti o ambigui. 
Tali azioni possono essere considerate come scelte di un decisore o più decisori a fronte di 
diverse situazioni cui si chiede di dare risposta. La filosofia alla base dei Rough si basa 
sull’assunzione che ogni oggetto (che in questo caso è la scelta da parte di un decisore) è 
associato a un certo numero di informazioni (gli attributi che regolano la scelta) usate per 
descrivere l’oggetto stesso. Su questo concetto di base sono state sviluppate nel corso degli 
anni due diverse accezioni del metodo: la prima, formulata dallo stesso Pawlak si basa sul 
concetto di indiscernibilità, ovverosia due oggetti con la stessa descrizione, in termini di 
attributi, sono indistinguibili per quanto riguarda l’informazione fornita. Questa relazione 
di indiscernibilità costituisce la base della teoria dei Rough-set, teoria che cerca di 
estrapolare dai dati osservati delle regole più o meno generali sfruttando la granularità o 
atomicità delle informazioni.  
La seconda accezione del metodo, formulata successivamente da Greco, Matarazzo 
e Słowiński, è quella che sfrutta la cosiddetta relazione di dominanza, per superare un 
limite del metodo classico, ovvero l’impossibilità di stabilire una relazione d’ordine fra 
attributo e oggetto. Lo sviluppo è nato per applicazioni di analisi multicriteriale, ma può 
essere applicata a tutti i campi in cui esista una correlazione fra oggetto e attributo. Anche 
in questo, come nel precedente caso, il risultato finale è un complesso di regole, espresso in 
forma di semplice costrutto logico “if…then…”, in funzione degli attributi.  
Questo aspetto in particolare rende il metodo assolutamente diverso da tutti gli altri: 
a differenza di quanto succede con i modelli precedentemente definiti come “gray box” e 
“black box”, la teoria dei Rough-set permette di collegare direttamente la scelta agli 
attributi che la determinano, nonché, effettuando un’ulteriore approfondita analisi delle 
regole, gli oggetti che supportano la scelta, e che quindi la giustificano. Il tutto diventa 
quindi perfettamente trasparente, a differenza di quanto accade con le altre metodologie 
non parametriche. 
Prendendo atto dei pregi e difetti delle metodologie esistenti, la teoria molto 
sinteticamente illustrata, ma che sarà ampiamente trattata in seguito, può essere utilizzata 
come metodologia alternativa ai modelli di scelta discreta fino ad ora utilizzati, ed in 
particolare nel ramo prettamente trasportistico della scelta modale. La tesi ha come 






metodologie, finalizzata alla valutazione della loro applicabilità e della capacità previsiva 
di un modello di scelta modale realizzato sulla base di tale approccio. 
A tale scopo, per ottenere una valutazione il più possibile rigorosa, sulla base di un 
data base, costituito dai dati relativi alla indagine O/D realizzata nella provincia di Trieste, 
sono stati costruiti una serie di modelli di tipo classico, dai semplici Logit multinomiale ai 
più avanzati Cross-Nested Logit, utilizzando sia il DB in forma aggregata, e quindi con le 
coppie O/D come elemento singolo di osservazione, che in forma disaggregata, e quindi 
con l’utente come elemento di studio. Questo ha permesso, oltre ad evidenziare le 
differenze e i miglioramenti apportati dalla seconda procedura, di ottenere dei modelli 
dalla significatività molto elevata, e pertanto utilizzabili come valido termine di paragone. 
A partire da ciò, la ricerca si è sviluppata nell’ambito della teoria dei Rough-set 
realizzando un modello di scelta discreta applicato alla scelta modale, utilizzando il 
complesso (o i complessi) di regole ottenute applicando il metodo allo stesso data base 
utilizzato per i modelli ad utilità casuale. Le regole sono state estratte sia con il criterio di 
indiscernibilità, che con quello di dominanza: l’utilizzo di questi due metodi permette di 
valutarne l’applicabilità al problema, di evidenziare vantaggi e svantaggi, difetti e punti di 
forza dei due diversi metodi. Inoltre dallo studio delle regole si possono ottenere una serie 
molto importante di informazioni, che vanno molto oltre quelle fornite dai metodi 
“empirici” (o a scatola nera) sull’importanza degli attributi nella scelta. 
La fase finale del lavoro svolto è quella di confronto fra le metodologie. Questo 
passaggio è stato effettuato tramite quella che è una fase tipica della “modellazione”, 
ovvero la cosiddetta validazione dei modelli. Questa procedura consente di stabilire quale è 
la capacità generale del modello di spiegare il fenomeno oggetto di studio. La modalità più 
comune di validazione è quella di applicare i modelli a dei dati non utilizzati per la 
calibrazione, e di verificare la capacità dei modelli stessi di riprodurre quanto rilevato. 
Tale procedura può però essere estesa più generalmente per il confronto di diversi 
modelli, specialmente se come in questo caso si tratta di modelli di origine diversa, 
econometrici e non. Confrontare due modelli econometrici, risulta essere una procedura 
standard, per mezzo dei numerosi indici statistici esistenti, e se tali modelli appartengono 
alla stessa famiglia più semplice ancora risulta questa operazione, perché tali indici hanno 
stessa derivazione statistica. Diverso è il caso di modelli di concezione completamente 
differente, come nel caso trattato dei modelli di utilità casuale e dei Rough-set, che non 
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La procedura più razionale da usare, in casi come questo, è quella di confrontare i 
risultati di validazione dei modelli, in modo da poter valutare la loro capacità di 
riproduzione dei dati, sia in confronto ai dati reali, sia in confronto a loro stessi. In questo 
modo è possibile valutare in modo generale il comportamento dei diversi modelli in modo 
oggettivo. Il procedimento quindi è quello della validazione, con un ulteriore passo in più, 
e cioè la riproduzione dei dati utilizzati per la calibrazione dei modelli: questa procedura 
non avrebbe senso in una validazione di un singolo modello “isolato”, infatti, la 
calibrazione è il processo che permette di ottenere i coefficienti ( o più estesamente il 
modello ) che meglio riproduce i dati utilizzati. Nel caso del confronto, invece anche 
questa procedura è ugualmente importante, perché è utile vedere la differenza di capacità 
di adattarsi ai dati di calibrazione dei diversi approcci. Allo stesso tempo rimane invariata 
la procedura validativa in senso stretto, in quanto dà indicazioni sulla generale validità del 
metodo, e permette di evidenziare effetti di overfitting dei modelli. 
Sono stati identificati pertanto alcuni parametri, individuati in letteratura, ma anche 
appositamente pensati allo scopo del confronto, e alcune diverse modalità operative per 
permettere il confronto dei risultati dei diversi approcci, e stimare sia l’applicabilità del 
metodo, ma anche la sua capacità di dare un contributo alla tipologia di problema trattato. 
Quello del confronto dei modelli è il passo finale del lavoro, per giungere in conclusione 
ad individuare l’apporto che la nuova metodologia può dare alla ricerca nel campo della 
scelta modale ma anche alla pratica ingegneristica. Ci si prefigge quindi la realizzazione di 
un confronto critico sotto diversi aspetti di alcuni dei modelli classici utilizzati in questo 
ambito e di quelli proposti, ben sapendo che difficilmente si potrà ottenere un modello 
“perfetto”, anche e soprattutto perché una nuova metodologia ha sempre alcuni aspetti 
“oscuri” da appianare, ed è sicuramente in evoluzione. Infatti, come si vedrà in seguito, vi 
sono alcune caratteristiche delle teorie utilizzate che vanno adattate al problema studiato, 
proprio perché nate, o sviluppate per risolvere o supportare la risoluzione di problemi 
diversi, anche se assimilabili alla scelta discreta o più precisamente la scelta modale. 
La nuova metodologia, ed allo stesso tempo i modelli sviluppati, non vanno 
considerati come una teoria che vada a sostituire le esistenti, quanto una procedura che 
può, a fianco e in alternativa alle altre, fornire ulteriori indicazioni o informazioni su 
quanto studiato. L’ottica della ricerca è anche quella di aprire nuove porte o dare nuovi 
spunti, sia a chi abbia bisogno di strumenti “pratici” da applicare, che supporti e aiuti chi 






stessa fornendo un punto di partenza e un “precedente” sul quale ragionare e migliorare, se 
non all’opposto trovare debolezze in quanto realizzato, e sia, infine, a coloro che hanno 
creato, studiano o sviluppano la teoria di base, in modo che i nuovi problemi affrontati 
forniscano nuovi spunti di sviluppo teorico e aprendo nuove branche di ricerca. 
Concludendo, l’obiettivo del seguente lavoro può essere riassunto come la verifica 
dell’applicabilità della nuova metodologia al problema della scelta modale, la realizzazione 
a tale scopo di una procedura per l’applicazione della metodologia stessa a un caso reale 
per studiarne i risultati e le capacità previsive, e il confronto con delle metodologie 
classiche applicate a questo tipo di problemi, in modo da valutarne i punti di forza e le 
debolezze, fermo restando il punto che una prima applicazione del metodo ha reso 
necessarie alcune assunzioni forti, soprattutto in considerazione dello sviluppo del metodo 
stesso, indirizzato ad altre problematiche. 
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La scelta modale è un caso particolare di scelta discreta applicato al campo 
dell’ingegneria dei trasporti. Inizialmente tali modelli sono stati sviluppati proprio per 
problemi legati a questo tipo di applicazioni, e si sono via via sviluppati in forme sempre 
più complesse e ottimizzate. Proprio per questa lunga storia evolutiva, esistono diverse 
tipologie di modelli di scelta discreta, che si distinguono per varie caratteristiche, ma 
principalmente, si tende a suddividere tali modelli in tre grandi categorie: quella dei 
modelli parametrici che si  basano su assunzioni “forti” di tipo statistico, e sono dipendenti 
da parametri stimabili (coefficienti) e interpretabili, i non parametrici, che invece sono 
indipendenti da distribuzioni statistiche e da parametri, e i semi-parametrici, che sono un 
insieme delle due categorie precedenti. 
Gli approcci di tipo parametrico sono quelli nati per primi, e la maggior parte di 
essi sono riconducibili alla teoria dei modelli di utilità casuale, e fra essi si distinguono  
ulteriori classi di modelli, caratterizzate da differenze quali la forma della distribuzione 
dell’errore associata, forma funzionale, la correlazione fra le scelte e quanto altro. Fra i 
modelli di questo tipo in particolare si distinguono quelli basati su assunzioni distributive 
della scelta di tipo Normale, per quanto riguarda la famiglia dei Probit, o Logistica, per 
quanto riguarda i modelli di tipo Logit. 
Nel campo della scelta modale questi sono i modelli in assoluto fra i più diffusi e 
sviluppati: in questo capitolo verranno appunto trattati questo tipo di modelli, definiti come 
approccio classico al problema della scelta modale, allo scopo di ottenere modelli su cui 
testare la metodologia alternativa. Tali modelli, infatti, hanno a loro supporto 
un’amplissima letteratura e un’altrettanto numerosa serie di casistiche studiate. Tali tipi 
approccio risultano quindi un termine di paragone obbligato quando si voglia determinare 
se una metodologia offra un alternativa valida alle metodologie esistenti. 
Nel prosieguo del capitolo quindi un sunto dello “stato dell’arte” relativo ai modelli 
Logit, il background matematico degli stessi, e l’applicazione di questo tipo di modelli al 








1.2. STATO DELL’ARTE 
I modelli di domanda simulano il numero di spostamenti nel periodo di riferimento 
(livello della domanda) e la loro distribuzione fra le diverse zone dell'area di studio, le 
diverse modalità di trasporto e i diversi itinerari in funzione delle caratteristiche del 
sistema delle attività e delle prestazioni del sistema di offerta. Tali modelli consentono di 
descrivere le preferenze degli utenti del servizio di trasporto sulla base dell'analisi delle 
loro scelte. Questi, e in particolare i modelli di scelta modale si fondano sulla teoria 
dell'utilità casuale, introdotta da Thurstone (1927) e ripresa da Mc Fadden (1974), 
unitamente alla teoria di scelta individuale (Luce, 1959), secondo cui gli individui 
decidono quale alternativa scegliere fra un insieme di opzioni disponibili sulla base delle 
loro preferenze. L'ipotesi su cui si basa la teoria dell'utilità casuale è che gli individui 
scelgano l'alternativa che garantisce loro il maggior livello di soddisfazione, o di utilità. In 
particolare i modelli di scelta modale sono modelli che permettono la valutazione delle 
percentuali di scelta di uno piuttosto che dell’altro mezzo di trasporto a partire di una serie 
di attributi e del sistema dei trasporti e del sistema socio economico oggetto di studio. Sulla 
base di questi concetti sono state individuate diverse e varie formulazioni analitiche di 
questi modelli, che hanno come nucleo delle funzioni dette appunto di utilità, che è 
solitamente considerata come una variabile suddivisa in una parte sistematica e pertanto 
valutabile, e in una aleatoria o casuale.  
Facendo varie assunzioni sulla distribuzione di questa varabile aleatoria e sulle 
correlazioni fra le alternative di scelta, diversi autori hanno derivato le diverse forme dei 
modelli. A partire dal modello Logit Multinomiale (Mc Fadden, 1974), basato sull’ipotesi 
di una distribuzione dell’errore di percezione secondo una variabile di Gumbel, derivato 
direttamente dalla teoria dell’utilità casuale. Sono state sviluppate successivamente altre 
tipologie di modelli come i Nested Logit  (Ben Akiva, 1974) che introduce una covarianza 
fra i residui aleatori di alcune alternative, pur conservando una forma analitica «chiusa», il 
Cross-Nested Logit  (Mc Fadden, 1978) che permettono di valutare delle correlazioni 
incrociate nella scelta delle alternative, ovvero alla suddivisione della scelta fra più gruppi 
di alternative e successivamente una scelta all’interno dei singoli gruppi. 
Queste tipologie di modelli sono tutti dei casi particolari del modello “Generalized 
Extreme Vaule”, o GEV, formulato da Mc Fadden (1978). Ulteriori sviluppi sulla base di 




questi modelli sono stati fatti da Wen e Koppelman (2001) e Bierlaire (2002), che hanno 
generalizzato ulteriormente i modelli, formulando i Generalized Cross-Nested e Network 
GEV Models. Questo per quanto riguarda gli sviluppi relativi alle correlazioni fra le 
alternative di scelta. Per quanto riguarda invece altre direzioni di sviluppo sono state 
espresse diverse forme funzionali: i modelli Mixed Logit (Bolduc e Ben-Akiva, 1991) sono 
stati formulati supponendo dispersione dei coefficienti di calibrazione secondo diverse 
distribuzioni, o i modelli Logit a Classi Latenti (Kamakura e Russel, 1989), costruiti per 
identificare eterogeneità latenti (non osservate) in diverse classi del campione non rilevate 
dall’indagine. 
Nell’ambito di questa tesi i modelli utilizzati sono quelli derivati da diverse 
correlazioni fra le alternative di scelta, e quindi i modelli Logit Multinomiale (MNL), 
Nested Logit (NL) e Cross-Nested Logit (CNL), che saranno trattati in dettaglio anche per 
quanto riguarda la loro formulazione matematica. 
1.3. BASI MATEMATICHE 
1.3.1. Modelli di utilità casuale 
Nella gamma dei modelli di scelta modale “classici” è possibile effettuare una 
scelta in funzione del tipo di problema trattato. Generalmente le questioni da affrontare di 
volta in volta sono note e comuni a tutti i problemi di questo tipo per tutti i campi di 
applicazione, quindi una volta affrontati i problemi per un modello semplice, come può 
essere un modello Logit multinomiale, ci si ritrova con la strada spianata nello sviluppare 
altri modelli più complessi, come il modello Nested Logit o i Cross-Nested. Questo perché 
le basi dalle quali questi sono sviluppati è comune a tutta questa “classe” di modelli.  
Partendo da questi presupposti, molti dei modelli matematici utilizzati per simulare 
la domanda di trasporto cercano di riprodurre i comportamenti di scelta degli utenti 
(modelli comportamentali). Sulla base di ciò saranno descritti brevemente i modelli 
appartenenti alla famiglia dei modelli di utilità aleatoria o casuale che rappresenta il 
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paradigma teorico più ricco di sviluppi e di gran lunga più utilizzato per simulare le scelte 
di trasporto e, più in generale, le scelte e fra alternative discrete. 
Nell’ambito della suddetta teoria dell’utilità casuale è possibile studiare attraverso i 
modelli di scelta discreta le caratteristiche della funzione di utilità (le cui variabili esogene 
sono rappresentate dagli attributi delle alternative di scelta, dalle caratteristiche 
socioeconomiche degli intervistati) e le caratteristiche della funzione di probabilità di 
scelta e/o del sistema studiato. 
I modelli di utilità aleatoria (o casuale) si basano sulla ipotesi che ogni utente, 
eventualmente appartenente ad una classe di utenti omogenei da un punto di vista 
comportamentale, sia un decisore razionale ovvero un massimizzatore dell'utilità relativa 
alle proprie scelte. Più in particolare i modelli di utilità aleatoria si basano sulle seguenti 
ipotesi: 
 
a) Il generico utente i nell'effettuare la scelta considera m alternative disponibili che 
costituiscono il suo insieme di scelta I. L'insieme di scelta può essere differente per 
utenti diversi. 
b) Il decisore i associa a ciascuna alternativa j del suo insieme di scelta una utilità o 
"attrattività" percepita Uj e sceglie l'alternativa che massimizza tale utilità. 
c) L'utilità associata a ciascuna alternativa di scelta dipende da una serie di 
caratteristiche misurabili, o attributi, propri dell'alternativa stessa e del decisore, 
dove Uj =Uj(X) , dove X è il vettore degli attributi relativi all'alternativa j e al 
decisore i. In altri termini il decisore sceglie una alternativa in base agli attributi 
propri di quella alternativa confrontandoli con quelli delle altre alternative 
disponibili. 
d) L'utilità associata dal generico decisore i all'alternativa j a causa di numerosi fattori 
non è nota con certezza all'osservatore esterno (analista), e pertanto deve essere 
rappresentata con una variabile aleatoria. 
 
Sulla base delle ipotesi precedenti non è possibile in generale prevedere con 
certezza quale alternativa sceglierà il generico decisore i; è invece possibile esprimere la 
probabilità che egli scelga l'alternativa j-condizionata al suo insieme di scelta I, come la 
probabilità che tale alternativa abbia una utilità percepita maggiore di tutte le altre 
alternative disponibili: 





( ) [ ] I k j ,k          UUProbjp ikiji ∈≠∀>=  
 
L'utilità percepita Uj può essere espressa dalla somma dell'utilità sistematica Vj, che 
rappresenta la media o i1 valore atteso dell'utilità percepita tra tutti gli utenti con lo stesso 
contesto di scelta del decisore (alternative e relativi attributi), e di un residuo aleatorio εj 
che rappresenta lo scostamento dell'utilità percepita dall'utente da tale valore: 
 




( ) [ ] I k j ,k          VVrobPjp jkikiji ∈≠∀−>−= εε  
 
I modelli di utilità aleatoria e le variabili relative possono essere rappresentati 
introducendo una notazione vettoriale. Siano: 
pi il vettore delle probabilità di scelta, di dimensione m×1, con elementi pi[j]; 
Ui il vettore dei valori di utilità percepita di dimensione m×1, con elementi Uji; 
Vi il vettore dei valori di utilità sistematica di dimensione m×1, con elementi Vji; 
εi il vettore dei residui aleatori, di dimensione (m×1), con elementi εj; 
f(ε) la funzione di densità di probabilità dei residui aleatori; 
F(ε) la funzione di distribuzione dei residui aleatori. 
 
L’espressione dell’utilità può quindi essere posta in forma vettoriale come: 
 
iii εVU +=  
 
Il modello di scelta è rappresentabile come una mappa, detta mappa di scelta, che 
associa ad ogni vettore di utilità sistematiche V un vettore di probabilità di scelta:  
 
( ) imiiii E        ∈∀= VVpp  
 
le cui componenti sono, per definizione di probabilità, comprese nell'intervallo [0,1]. 
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Prima di descrivere alcuni modelli di utilità aleatoria derivati da diverse ipotesi che 
si possono fare sulla legge di densità f(ε) o di distribuzione F(ε) congiunta dei residui 
aleatori, è opportuno premettere alcune ulteriori considerazioni generali sulle implicazioni 
delle ipotesi fin qui introdotte. 
La matrice di varianza-covarianza Σ dei residui aleatori è in generale una matrice 
simmetrica e semidefinita positiva; nel caso in cui la varianza di ciascun residuo aleatorio, 
εk sia nulla, ovvero σkk = 0, tutte le covarianze devono essere nulle, (σkh = 0 , ∀ h=1..m) e 
pertanto la matrice di varianza-covarianza è nulla, Σ=O, in questo, caso si ottiene il 
modello di scelta deterministico. Viceversa se la matrice di covarianza è non nulla e si 
ottengono i modelli di scelta non deterministici; in questo secondo caso di solito (come nel 
seguito) si assume, inoltre, che la varianza σkk = σk2 di ciascun residuo aleatorio, εk , sia 
strettamente positiva, σkk > 0, e i residui aleatori siano a coppie non perfettamente correlati, 
( σkh )2 > σk2⋅ σk2 ossia le righe (o le colonne) della matrice Σ siano a due a due linearmente 
indipendenti. Queste condizioni sono equivalenti ad considerare una matrice di varianza-
covarianza non singolare, ossia | Σ | > 0, oltre che non nulla; in questo caso si ottengono 
modelli detti probabilistici, e la mappa di scelta p= p(V) è una funzione, assunta in seguito 
continua con derivate prime parziali continue. 
Se l'insieme delle alternative disponibili I, o insieme di scelta, condiziona 
significativamente la probabilità di scelta delle stesse e l'insieme di scelta I del singolo 
decisore è noto con esattezza, o si assume tale, si può applicare direttamente la definizione 
di probabilità di scelta.  
L’espressione dell'utilità sistematica che rappresenta la media dell'utilità percepita 
fra tutti gli individui che hanno gli stessi valori degli attributi è espressa come una funzione 
Vji(Xkji ) di k attributi Xkji relativi alle j alternative e al decisore i. Sebbene la funzione 
Vji(Xkji ) possa essere di qualunque tipo, per ragioni di convenienza analitica di solito si 
assume che la utilità sistematica Vji sia una funzione lineare nei coefficienti βk degli 
attributi o di loro trasformazioni funzionali: 
 
( ) ijTk ikjkijij XV XβX == ∑ β  
 
dove ßk sono i k coefficienti numerici da stimare e ß il vettore di tali coefficienti. 
Gli attributi contenuti nel vettore X possono in generale essere di vario tipo. 
Innanzitutto, dal punto di vista funzionale, gli attributi Xkj possono essere trasformazioni di 




variabili "ordinarie", oppure il logaritmo o una potenza maggiore di uno se si ritiene che 
l'utente valuti un incremento di tale variabile in modo meno che lineare o più che lineare 
rispettivamente. 
Le cause di aleatorietà della utilità percepita, ovvero della differenza fra il valore 
della utilità percepita per un decisore e quello della utilità sistematica comune a tutti i  
decisori con eguali valori degli attributi inclusi nel modello, dipendono dal modello o sono 
intrinseche ai decisori. L’aleatorietà delle utilità percepite può essere attribuita ai seguenti 
fattori: 
 
a) errori di misura degli attributi considerati nella funzione di utilità sistematica, ad 
esempio gli attributi di livello di servizio sono frequentemente ricavati con un 
modello di rete e quindi sono soggetti alle approssimazioni dovute agli errori di 
aggregazione e zonizzazione, oppure alcuni attributi sono intrinsecamente variabili 
e se ne considera il valore medio; 
b) attributi omessi ovvero variabili non osservabili direttamente, di difficile 
valutazione o comunque non incluse nel vettore di attributi come ad esempio il 
comfort di marcia o la affidabilità del tempo totale di viaggio; 
c) presenza di attributi strumentali ovvero variabili che sostituiscono gli attributi che 
effettivamente influenzano l’utilità percepita delle alternative, come ad esempio gli 
attributi di preferenza modale che sostituiscono variabili di comfort, privacy, 
immagine, ecc. di un certo modo di trasporto; 
d) dispersione fra i decisori, cioè variazioni dei gusti o preferenze fra i decisori e, per 
lo stesso decisore, nel tempo. Diversi decisori a parità di attributi possono avere 
valori della utilità diversi ovvero diversi valori dei coefficienti di reciproca 
sostituzione βk secondo le proprie preferenze, ad esempio la distanza da percorrere 
a piedi può essere più o meno sgradita per persone diverse, oppure per lo stesso 
decisore il "peso" di un attributo può variare in diversi contesti decisionali, ad 
esempio per diverse condizioni fisiche o psicologiche; 
e) errori nella valutazione degli attributi da parte del decisore che può percepire in 
modo diverso i valori degli attributi che egli considera, come ad esempio 
valutazioni errate del tempo di viaggio. 
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Da quanto detto si evince anche che quanto più accurato è il modello (maggior 
numero di attributi inclusi nelle utilità sistematiche, maggiore precisione nel loro calcolo 
ecc.) tanto minore sarà la varianza dei residui aleatori εj. Diverse evidenze sperimentali 
confermano questa congettura. 
È possibile ottenere diverse forme funzionali dei modelli di utilità aleatoria 
prendendo diverse assunzioni sulla distribuzione di probabilità congiunte per i residui 
aleatori εj che compaiono nella espressione della probabilità di scelta di un’alternativa. Si 
descrivono di seguito le funzioni e i modelli più usati in questo ambito. 
1.3.2. Modello Logit Multinomiale 
Il modello Logit Multinomiale è un  modello di utilità aleatoria e si basa sull'ipotesi 
che i residui aleatori, relativi alle diverse alternative siano indipendentemente ed 
identicamente distribuiti secondo una variabile aleatoria di Gumbel a media nulla e di 
parametro θ ossia abbiamo una funzione di distribuzione di probabilità marginale data da: 
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Altri elementi importanti relativi alla variabile aleatoria di Gumbel sono, in 
particolare, media e varianza della variabile di Gumbel, le quali valgono rispettivamente: 
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Inoltre l’indipendenza dei residui aleatori implica che la covarianza fra una 
qualunque coppia di residui sia nulla: 
 
( ) Ihj,       0,Cov hj ∈∀=εε  




Da quanto detto risulta che le utilità percepite Uj, somma di una costante Vj e della 
variabile aleatoria. εj sono anch'esse variabili aleatorie di Gumbel con funzione di 
distribuzione di probabilità, media e varianza fornite da: 
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Sulla base delle ipotesi fatte sui residui εj, e quindi sulle utilità percepite Uj, la 
matrice varianza-covarianza dei residui Σε per le m alternative disponibili è una matrice 
diagonale proporzionale alla matrice identità secondo σε. La rappresentazione grafica delle 
ipotesi fatte sulla distribuzione dei residui aleatori del modello Logit Multinomiale (detta 
albero di scelta) e la matrice di Varianza-Covarianza nel caso di un generico numero di 
alternative di scelta è qui di seguito riportata. 
 
 
Fig. 1.1 – Matrice di varianza e covarianza e albero di scelta 
La variabile di Gumbel è utilizzata in questo tipo di applicazioni in quanto gode di 
un’importante proprietà detta di “stabilità rispetto alla massimizzazione”, ovvero il 
massimo di variabili indipendenti ε di uguale parametro θ è ancora una variabile di 
Gumbel di parametro θ. In altri termini se le Uj sono variabili di Gumbel indipendenti di 




























uguale parametro θ e con medie diverse Vj, la variabile Uj=UM max {Uj} è ancora una 
variabile di Gumbel con parametro θ e media VM fornita da: 
 
[ ] ( )∑⋅== j jMM VexplnUEV θθ  
 
La media VM coincide con il valore della variabile di soddisfazione. La variabile VM 
è anche denominata utilità inclusiva e la variabile Y, proporzionale a quest’ultima è 
denominata, per la sua struttura analitica, variabile "Logsum": 
 
( )∑= j jVexplnY θ  
 
La stabilità rispetto alla massimizzazione è un aspetto che rende la variabile di 
Gumbel particolarmente conveniente per la distribuzione dei residui nei modelli di utilità 
aleatoria, esprimendo la probabilità di scelta di un’alternativa come la probabilità che 
l’utilità percepita per tale alternativa sia la massima fra quelle relative a tutte le alternative 
disponibili. Infatti, nelle ipotesi fatte, la probabilità di scegliere l'alternativa j fra quelle 
disponibili (1,2 ....m) può essere espressa in forma chiusa come: 
 














La suddetta espressione definisce analiticamente il modello Logit Multinomiale. 
Esso sotto l'ipotesi, di solito assunta, che il parametro θ sia indipendente dal valore della 
utilità sistematica cioè dagli attributi che la compongono, è un modello additivo e gode di 
alcune importanti proprietà, quali la dipendenza dalle differenze di utilità sistematiche, 
l’influenza della varianza dei residui e l’indipendenza delle alternative irrilevanti; tali 
proprietà, utili a capire pregi e difetti del modello verranno di seguito illustrate. 




a) Dipendenza dalle differenze di utilità sistematiche. 
 
Il modello Logit multinomiale può essere espresso,scelta come riferimento una 
delle possibili scelte, in funzione delle differenze di utilità come: 
 










ovvero la probabilità di scelta dell'alternativa j dipende dalla differenza dei valori delle 
utilità sistematiche. Inoltre tale probabilità di scelta vale 1/m, se le alternative hanno uguale 
utilità sistematica (Vj - Vi = 0 , ∀ j), ha un andamento emisimmetrico a forma di “S” per 
valori di Vj - Vi positivi e negativi, e tende ad uno al tendere di Vj - Vi a -∞ (l'alternativa i ha 
una utilità sistematica infinitamente più grande di j); viceversa tende a zero al tendere di  
Vj - Vi a +∞. Inoltre la rapidità di variazione della probabilità di scelta è maggiore per 
valori prossimi allo zero di tale differenza dove ha un andamento quasi lineare ed è tanto 
più elevata quanto minore è θ cioè quanto minore è la varianza dei residui aleatori. Si può 












All'aumentare di Vj - Vi in valore assoluto la p[j] presenta un flesso e diventa 
sub-orizzontale, ovvero per differenze elevate Vj - Vi le variazioni di probabilità sono poco 
sensibili alle variazioni di Vj - Vi. 
Da quanto detto consegue che per il modello Logit Multinomiale, così come per 
tutti i modelli additivi, è possibile aggiungere o sottrarre una costante alle utilità 
sistematiche di tutte le alternative senza fare variare le relative probabilità di scelta. Se 
quindi si introducono gli Attributi Specifici delle Alternative (ASA) ed i relativi 
coefficienti in tutte le m alternative le probabilità di scelta calcolate con il modello Logit 
Multinomiale sono uguali a quelle che si otterrebbero introducendo gli ASA in tutte le 
alternative meno una (qualunque) e sostituendo i relativi coefficienti con le differenze 
rispetto al coefficiente della ASA eliminata. Infatti indicando con βj la costante specifica 
dell'alternativa j e con V'j la restante parte dell'utilità sistematica, dalla definizione di 
modello Logit Multinomiale risulta: 
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In altri termini in un modello Logit Multinomiale si possono introdurre al più  m-1 
ASA indipendenti, ovvero tali che non sia possibile ottenere i relativi coefficienti come una 
combinazione lineare degli altri. Una tale circostanza, sebbene compatibile con la 
formulazione matematica del modello Logit, causerebbe dei problemi numerici nella fase 
di calibrazione del modello e pertanto va evitata. 
 
b) Influenza della varianza dei residui. 
 
Dall'analisi dell'equazione analitica della probabilità di scelta dell’alternativa j è 
anche possibile ricavare analiticamente delle considerazioni sull'influenza della varianza σj 
dei residui εj sulle probabilità di scelta. Infatti ad una minore varianza dei residui 
corrisponde un parametro θ più piccolo e quindi, come atteso, una maggiore probabilità di 
scelta della alternativa di massima utilità sistematica, probabilità che al tendere della 
varianza a zero tende ad un modello di utilità deterministica. Viceversa, al crescere della  
varianza dei residui, ovvero al crescere di σj agli esponenti Vj/θ  tendono ad assumere, lo 




stesso valore (zero) e le diverse alternative tendono ad essere equiprobabili con probabilità 
di scelta pari ad 1/m. L'effetto della varianza dei residui, e quindi degli elementi non 
considerati nell'utilità sistematica, è illustrato graficamente nella figura 1.2 precedente nel 
caso di tre valori del coefficiente θ. 
 
c) Indipendenza delle Alternative Irrilevanti 
 
Un'altra proprietà generale del modello Logit si può facilmente dimostrare 
considerando l’equazione del modello ovvero che il rapporto delle probabilità di scelta di 
due alternative è costante ed indipendente dalla numerosità e dalla utilità sistematica delle 
altre eventuali alternative di scelta: 
 
[ ] [ ] ( ) ( )θθ hj VexpVexphpjp =  
 
Questa proprietà del modello Logit, che prende il nome di Indipendenza dalle 
Alternative Irrilevanti (o IIA dall'inglese Independence from Irrelevant Alternatives) deriva 
dalle ipotesi fatte sulla indipendenza dei residui aleatori e, in alcuni casi, può condurre a 
risultati irrealistici. Si pensi ad esempio al caso di scelta fra due alternative A e B di uguale 
utilità sistematica. In questo caso la probabilità di scegliere ciascuna alternativa calcolata 
con il modello Logit  è pari a 0.50 e il rapporto fra le probabilità di scegliere A e B è 
costante e pari a 1. 
Si supponga di aggiungere all'insieme di scelta una terza alternativa C anch'essa di 
uguale utilità sistematica ma molto simile all'alternativa B. Per fissare le idee si può 
immaginare la scelta fra modi di trasporto dove l'alternativa A è l'automobile, l'alternativa 
B è un autobus e l'alternativa C è anch'essa un autobus di una linea diversa o di diverso 
colore che ha esattamente gli stessi orari e le stesse fermate di B. In questo caso per la 
proprietà IIA ciascuna delle tre alternative avrebbe una probabilità di 1/3 di essere scelta. 
In definitiva la probabilità di scegliere l'auto passerebbe da 0,50 a 0,33 per un aumento 
“fittizio” delle alternative di scelta. Questo risultato è chiaramente paradossale e deriva 
dallo scarso realismo, nel caso descritto, della ipotesi, alla base del modello Logit che le 
alternative siano percepite in modo distinto dal decisore ovvero che i loro residui aleatori, 
siano indipendenti. Un modello di scelta più realistico può essere ottenuto in questo caso 
introducendo una covarianza fra i residui aleatori delle alternative. Più in generale in un 
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modello Logit Multinomiale, la variazione delle caratteristiche di una alternativa 
(introduzione di una nuova o variazione degli attributi di una esistente) è tale che la 
variazione di probabilità di scelta di questa alternativa comporta delle variazioni 
proporzionali delle probabilità di tutte le altre alternative in quanto i loro rapporti 
rimangono costanti. 
Da quanto detto si può concludere che il modello Logit Multinomiale al di là della 
semplicità analitica, deve essere utilizzato in contesti di scelta per i quali siano accettabili 
le ipotesi di base, ovvero con una definizione delle alternative di scelta tali che esse 
risultino sufficientemente distinte e quindi sia plausibile l'ipotesi di indipendenza dei 
residui aleatori. Quindi nel caso oggetto di studio, e cioè un modello di scelta modale con 
le tre alternative di scelta (autobus, automobile e ciclomotore) possono essere considerate 
inizialmente prive di correlazione fra i residui aleatori; una successiva elaborazione potrà 
poi essere fatta considerando una covarianza fra le diverse alternative di trasporto tramite 
modello Nested Logit, la cui descrizione matematica sarà descritta nel successivo 
paragrafo. 
1.3.3. Modello Nested Logit 
Viene descritto il modello dal punto di vista matematico, al fine di comprendere le 
differenze fra esso e quello precedente, e per evidenziare quelle che sono le successive 
scelte effettuate nello sviluppo numerico dello stesso. In particolare viene posto l’accento 
sulla possibilità di avere una correlazione fra le possibili scelte, che permette la 
supposizione di una scelta “progressiva” dell’utente verso la tipologia dei mezzi utilizzati. 
Quindi ad esempio è possibile che ci sia una sorta di concorrenza fra gruppi di modalità di 
trasporto fra le quali l’utente sceglie poi quelle migliori all’interno del gruppo, e questo 
può avvenire su vari livelli di scelta. Tipico in casi di questo tipo è considerare la scelta tra 
mezzi pubblici e privati, su cui successivamente avviene un’ulteriore scelta (come nel caso 
in oggetto fra auto e motociclo). 
Il modello Logit Gerarchizzato o Nested Logit utilizza sempre una variabile 
aleatoria di Gumbel a media nulla e di parametro θ per la descrizione dei residui aleatori 




relativi alle diverse alternative. Si riportano di nuovo di seguito le principali caratteristiche 
principali della distribuzione di Gumble: 
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In particolare è proprio la covarianza nulla fra le alternative che comporta 
l’indipendenza dalle alternative irrilevanti nei modelli multinomiali non gerarchizzato. Il 
modello Logit gerarchizzato invece, grazie alla sua struttura costituita da più livelli di 
scelta, pur conservando una forma analitica «chiusa» consente di superare parzialmente 
l'ipotesi di I.I.A. introducendo una covarianza fra i residui aleatori di alcune alternative. 
Esaminando il caso di un solo livello di gerarchizzazione, caso applicabile al 
modello successivamente studiato, l'insieme I delle alternative di scelta del utente viene 
suddiviso in n  sottoinsiemi I1 , I2 , ... , Ik , ... , In in modo tale che la funzione di utilità della 
generica alternativa j del sottoinsieme Ik , si possa esprimere come: 
 
  k ,Ij     VVU kkjkjjjj ∀∈∀++=+= τηε  
 
dove εj , ηk , τj/k  sono variabili aleatorie con: 
 
[ ] [ ] [ ] k ,Ij       0 E EE kkjkj ∀∈∀=== τηε  
 
Si assume cioè che l'errore di percezione globale dell’utilità sistematica εj da parte 
dell’utente, si scomponga nella somma di due variabili aleatorie a media nulla, di cui una, 
ηk , assume lo stesso valore per tutte le alternative appartenenti allo stesso gruppo pur 
potendo assumere valori diversi per i diversi gruppi; l'altra componente τj/k  dell’errore 
assume valori diversi per ciascuna alternativa appartenente a ciascun gruppo. Si assume 
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inoltre che le variabili ηk e τj/k  siano statisticamente indipendenti. Implicazione diretta di 
queste ipotesi è che l’utente percepisca in modo "simile" le alternative appartenenti allo 
stesso gruppo, cioè è stata introdotta una covarianza fra i residui aleatori delle alternative. 
La struttura dell'utilità e il meccanismo di scelta relativi ad un modello Logit 
Gerarchizzato possono essere rappresentati da un particolare grafo detto albero di scelta 
che, nel caso trattato di un solo livello, assume la forma seguente: 
 
 
Fig. 1.3 – Albero di scelta 
Nell'albero di scelta le alternative "elementari" (ad esempio i modi di trasporto) 
sono collocate su nodi finali del grafo, che non hanno archi da essi uscenti ("foglie" 
dell'albero) e il nodo radice "o" è quello in cui non entra alcun arco. I nodi intermedi k, uno 
per ciascun gruppo considerato, rappresentano alternative composte ovvero gruppi di 
alternative elementari (ad esempio i modi di trasporto pubblico e/o privato). I residui 
aleatori ηk e τj/k sono associati ai rami corrispondenti ai gruppi e alle singole alternative 
rispettivamente. 
L'albero può essere visto come la rappresentazione del processo di scelta: nel caso 
descritto si può immaginare che il decisore, partendo dal nodo o, radice del grafo, scelga 
dapprima il gruppo k fra quelli disponibili (rappresentati dagli n nodi collegati alla radice) 
e quindi l'alternativa elementare j fra quelle appartenenti al gruppo k (rappresentate dalle 
foglie uscenti dal nodo k).  
Nel modello Nested Logit infatti la probabilità di scelta della generica alternativa 
p[j] è ottenuta come il prodotto della probabilità p[j/k] di scegliere l'alternativa j 
condizionata all'aver scelto il gruppo k cui essa appartiene, moltiplicata per la probabilità 
o , θ0 
τj/k 
k , θ 
ηk 
j 1 … … m 




p[k] di scegliere il gruppo k fra tutti quelli disponibili. Il nome del modello deriva appunto 
da questa struttura di calcolo delle probabilità: 
 
[ ] [ ] [ ]kpkjpjp ⋅=  
 
Per esplicitare le probabilità è necessario introdurre alcune ipotesi sulla 
distribuzione dei residui aleatori: si assume che i residui delle alternative disponibili ad 
ogni nodo di decisione siano variabili aleatorie di Gumbel identicamente ed 
indipendentemente distribuite (i.i.d), il che implica che i residui τj/k  siano identicamente ed 
indipendentemente distribuiti per tutti i gruppi k e tutte le alternative j sempre come delle 
variabili di Gumbel con media nulla e con lo stesso parametro θ. L'utilità percepita 
associata alla scelta dell'alternativa j fra tutte quelle appartenenti al gruppo k, (Uj/k ), può 
essere espressa come: 
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Sotto questa ipotesi è possibile esprimere la probabilità di scelta condizionata della 
alternativa j appartenente al gruppo k come un modello Logit Multinominale, si ha infatti: 
 
[ ] [ ] [ ] ji ,Ii        VVobPrUUobPrkjp kkjkjijkikj ≠∀∈∀−>−=>= ττ  
 
e, nella ipotesi fatta sulla distribuzione delle τj/k  come variabili di Gumbel i.i.d. di 
parametro θ, la probabilità p[j/k] coincide con il modello Logit Multinomiale applicato a 
ogni singolo sottoinsieme Ik, e quindi vale: 
 








Al livello più alto (nodo radice o) la scelta avviene fra gruppi di alternative, con 
ciascun gruppo k che può essere considerato come una alternativa composta. La probabilità 
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p[k] di scegliere il gruppo k equivale alla probabilità di scegliere una alternativa 
appartenente a tale gruppo fra tutte quelle disponibili. 
Tale probabilità può essere ottenuta associando al gruppo k una utilità percepita 
complessiva Uk ottenuta come l'utilità della alternativa più "conveniente", ovvero come la 
massima utilità delle alternative del gruppo stesso: 
 
( ) ( ) kkjjIjjIjk VmaxUmaxU kk ητ ++== ∈∈  
 
Sfruttando la proprietà di stabilità rispetto alla massimizzazione, cioè il massimo di 
variabili di Gumbel indipendenti di uguale parametro θ è ancora una variabile di Gumbel 
di parametro θ e media pari a : 
 
[ ] ( )[ ] ( ) kIj jkjjIj*k*k YVexplnVmaxEUEV kk ⋅=⋅=+== ∑ ∈∈ θθθτ  
 
dove Vk* è l'utilità inclusiva e Yk è la variabile logsum o variabile di soddisfazione relativa 
al gruppo di alternative del sottoinsieme k di scelta. Sostituendo nell’espressione della 
utilità Uk  la variabile aleatoria max(Vk+ τj/k) il suo valore medio più lo scostamento da tale 
valore che è ancora una variabile di Gumbel τj/k* , di parametro θ si può scrivere: 
 
∗∗ +⋅=++⋅= kkkkk*k YYU εθητθ  
 
cioè in definitiva l'utilità percepita del gruppo k ha un valore medio θ·Yk ed uno scarto εk* 
somma delle due variabili aleatorie a media nulla τk* e ηk. A ciascun livello di scelta i 
residui aleatori delle alternative disponibili sono indipendentemente ed identicamente 
distribuiti quindi anche gli εk* sono i.i.d. come variabili di Gumbel a media nulla e 
parametro θ0 ovvero: 
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Quindi anche la probabilità di scelta del gruppo k potrà essere definita facendo 
riferimento a un modello Logit Multinomiale con utilità sistematica θ·Yk e variabile 
aleatoria εk* , e pertanto risulta:  
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dove δ rappresenta il rapporto dei parametri θ e θ0 rispettivamente delle variabili di gumbel 
associate ai due livelli di scelta. La probabilità di scelta della generica alternativa j sarà 
pertanto: 
 
















Ora risulta possibile ricavare anche il valore di varianza e covarianza della variabile 
aleatoria εj dell’utilità complessiva percepita: la varianza di εj coincide con quella di εk* in 
quanto somma della stessa variabile aleatoria (ηk) e di due variabili (τj/k e τk* ) con stessa 
media e stesso parametro (θ) e quindi per le note proprietà delle variabili di Gumble di 
eguale varianza. In definitiva: 
 





kj ∀⋅== θπεε  
 
Quindi la varianza dell’errore di percezione è costante per tutte le alternative ed 
esiste una covarianza positiva fra gli errori di percezione dell’utilità delle scelte 
appartenenti ad uno stesso gruppo: 
 
[ ] ( ) ( )[ ] ( )[ ] [ ] [ ] [ ] kkjkikjkkik2kkjkkikji Ij,i       EEEEE,Cov ∈∀⋅+⋅+⋅+=+⋅+= τττητηητητηεε  
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Per l’indipendenza delle variabili e la nullità delle medie il primo termine è pari alla 
varianza di ηk, mentre gli altri sono nulli, in quanto covarianze di variabili aleatorie 
indipendenti: 
 
[ ] ( )[ ] [ ] kk2kji Ij,i       VarE,Cov ∈∀== ηηεε  
 
Se invece le due alternative i e j appartengono a gruppi diversi  tutti i termini sono 
nulli e tale risulta anche la covarianza fra εi e εj: 
 
[ ] ( )[ ] [ ] [ ] [ ] hkkjkikjkkihkkji Ij,Ii       0EEEE,Cov ∈∀∈∀=⋅+⋅+⋅+⋅= τττητηηηεε  
 
La varianza di ηk può essere espressa in funzione dei due parametri θ e θ0 introdotti, 
calcolata come: 
 




kjjk ∀−⋅=−= θθπτεη  
 
Sulla base di quanto detto la matrice di varianza-covarianza dei residui aleatori ha 
una struttura diagonale a blocchi. Gli elementi della diagonale principale sono tutti uguali e 
pari alla varianza dei residui εi mentre le covarianze fra le alternative appartenenti allo 
stesso gruppo sono costanti e pari al valore fornito dall’equazione precedente, mentre sono 
nulle le covarianze fra alternative appartenenti a gruppi diversi. Pertanto si ottiene la citata 









































































































1.3.4. Modello Cross-Nested Logit 
Quanto visto fino ad ora, riguardo ai Nested Logit, implica una presenza di gruppi 
di scelta, e quindi una percezione delle singole scelte all’interno di ciascun gruppo. Diretta 
conseguenza matematica di queste assunzioni è la matrice di varianza e covarianza 
diagonale a blocchi. Ma per diverse ragioni questa struttura potrebbe non essere la più 
aderente alla realtà, e quindi le diverse scelte a livello più basso non essere perfettamente 
assimilate a ciascun gruppo superiore. Per questo motivo sono state evolute le forme 
funzionali del Nested Logit per permettere di tenere conto di queste considerazioni. Il 
Cross-Nested Logit quindi è una “generalizzazione” del Nested Logit, che permette di 
avere non più una matrice diagonale a blocchi, ma una struttura più complessa. Le 
alternative, in questo tipo di modelli possono essere considerate pertanto come facenti 
parte contemporaneamente di più gruppi. 
Il meccanismo di scelta relativo ad un modello Cross-Nested si rappresenta 
similmente a quello di un Nested Logit e può essere rappresentato ancora dall’ albero di 
scelta che, nel caso di un solo livello, può assumere la forma seguente: 
 
 
Fig. 1.4 – Albero di scelta 
L’albero rappresentato è un esempio, in realtà ogni nido può essere collegato a ogni 
nodo, inoltre il numero dei nidi potrebbe anche superare quello delle alternative. 
Nell'albero di scelta le alternative "elementari" (ad esempio i modi di trasporto) sono 
collocate su nodi finali del grafo, che non hanno archi da essi uscenti ("foglie" dell'albero) 
e il nodo radice "o" è quello in cui non entra alcun arco. I nodi intermedi k, uno per ciascun 
gruppo considerato, rappresentano alternative composte ovvero gruppi di alternative 
o , θ0 
αjk k , θ 
j 1 … … m 
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elementari. Nel modello Nested Logit infatti la probabilità di scelta della generica 
alternativa p[j] è ottenuta come il prodotto della probabilità p[j/k] di scegliere l'alternativa 
j condizionata all'aver scelto il gruppo k cui essa appartiene, moltiplicata per la probabilità 
p[k] di scegliere il gruppo k fra tutti quelli disponibili. Nel modello Cross-Nested Logit 
invece la probabilità di scelta della generica alternativa p[j] è ottenuta non solo come il 
prodotto della probabilità p[j/k] di scegliere l'alternativa j condizionata all'aver scelto il 
gruppo k cui essa appartiene, moltiplicata per la probabilità p[k] di scegliere il gruppo k fra 
tutti quelli disponibili, ma come la sommatoria delle probabilità di scelta provenienti da 
tutti i nodi ad essa collegata. Quindi si può affermare che un’alternativa collegata a più nidi 
ha in generale più probabilità di essere scelta. 
Ripartendo quindi nella trattazione matematica del problema dalla formulazione 
della probabilità di scelta della generica alternativa j di un modello Nested Logit, la 
probabilità per un modello Cross-Nested diventa: 
 




dove k rappresenta l’indice della generica nidificazione. Proprio nella sommatoria sta la 
differenza, ovverosia la probabilità di scelta di un gruppo dipende dall’utilità di tutte le 
scelte che vi afferiscono. Per avere senso questo modello ha bisogno dell’introduzione di 
ulteriori parametri chiamati gradi di partecipazione: essi rappresentano la “quantità” di 
utilità della scelta di un nido che partecipa utilità della scelta finale. Il grado di 
partecipazione di un’alternativa j in un nido k, si denota con αjk, deve essere compreso fra 
0 e 1, e l’insieme dei parametri rappresenta una matrice di dimensione K×1, dove K è il 
numero dei nidi e I quello delle alternative di scelta. Ogni riga di tale matrice deve 
sottostare alla seguente equazione di normalizzazione: 
 
i     1
k
jk ∀==∑ 1α Tiα  
 
dove 1 è il vettore unitario di dimensione K×1. La matrice α rappresenta la mappa della 
partecipazione delle alternative ai nodi, e nel caso particolare in cui tale matrice sia 
composta solo da elementi di valore unitario per ogni riga, si ricadrebbe nel caso del 
Nested Logit.  




L’espressioni analitiche di p[j/k] e p[k] diventano pertanto: 
 


































dove Ik è il generico set di  alternative appartenenti al nido k, θk il parametro associato ad 
un nodo intermedio, θo il parametro associato alla radice, e δk il rapporto θk /θo. Quindi 
dalle equazioni precedenti, risulta immediato determinare la forma funzionale del modello: 
 
[ ]
( ) ( )( )[ ]





























Dalle ipotesi di distribuzione dell’errore, infine è possibile anche per i modelli 
Cross-Nested determinare la varianza e la covarianza delle alternative: 
 




















j ∀=⋅=⋅⋅= ∑∑ θπαθπααθπε  
 













ji ∀=−⋅⋅⋅= ∑ δααθπεε  
 
In tutte le formulazioni, con assunzioni particolari su δκ e αij si possono ottenere 
forme funzionali, varianza e covarianza dei modelli Logit Multinomiale e Nested Logit. 
Quindi il modello Cross-Nested è una generalizzazione dei modelli Logit, così come il 
modello Cross-Nested è un caso particolare dei modelli GEV. Per completezza si riporta 
nel successivo paragrafo, la trattazione dei modelli descritti in precedenza anche attraverso 
questo modello generale, ed in particolare la derivazione dei tre modelli dalla formulazione 
del modello GEV. 
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1.3.5. Modello GEV 
Tale modello rappresenta una intera classe di modelli di utilità aleatoria: è infatti 
definito in modo generale da un'unica formulazione matematica, di cui di volta in volta va 
specificata la funzione principale che essa di proprietà particolari, in modo tale che questi 
modelli siano coerenti con le ipotesi di utilità aleatoria, illustrate precedentemente. Il 
modello GEV è definiti tramite una funzione G(y1,y2,…ym) di m variabili pari al numero 
delle alternative di scelta considerate, continua e derivabile e definita per y1,y2,…ym≥ 0 con 
le seguenti proprietà: 
 
a) G(·) è non negativa, G≥ 0 
b) G(·) è omogenea di grado µ>0, G(αy1, αy2,… αym)= α µ G(y1,y2,…ym) 
c) G(·) tende asintoticamente ad infinito per ogni yi che tende all’infinito: 
 
m1,2,...,j      )y,...,y,y(Glim m21y j =∞=∞→  
 
d) La k-esima derivata parziale di G(·) rispetto ad una generica combinazione di k 
variabili è non negativa se k è dispari e non positiva se k è pari, con k≤ m. 
 














= µ  
 
Se si sostituisce yj con eVj è garantita la non negatività. Inoltre se si assume che la 
funzione di distribuzione congiunta F(ε) sia: 
 
)]e,...,e,e(Gexp[),...,,(F m11m21
εεεεεε −−−−=  
 
 












j ∂∂⋅= µ  
 
In questo modo, sostituendo di volta in volta la funzione opportuna, si ottengono i 
diversimodelli Logit Multinomiale: 
 






















































































































Con entrambe le trattazioni si giunge alle stesse forme funzionali. Come detto 
quindi, la costruzione di un modello semplice, appartenete alla stessa famiglia, spiana il 
terreno per la costruzione dei modelli più evoluti, in quanto cambiano solo le formulazioni 
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matematiche. Una volta specificato il modello, fase questa illustrata qui di seguito, si potrà 
giungere facilmente all’utilizzo delle diverse forme funzionali più evolute. 
1.4. SPECIFICAZIONE DEI MODELLI 
La costruzione di modelli di scelta richiede che essi siano specificati (cioè sia scelta 
la forma funzionale e le variabili che vi compaiono), calibrati (cioè siano stimati i valori 
dei coefficienti in essi contenuti) e validati (cioè ne sia valutata la capacità di riprodurre i 
dati disponibili). I modelli, una volta specificati e calibrati, possono essere applicati alla 
configurazione attuale dei sistemi di attività e di trasporto per ottenere una stima della 
domanda o a ipotesi di evoluzione dei suddetti sistemi (scenari) per ottenere previsioni 
della domanda futura. 
La domanda di trasporto è il risultato di una serie di spostamenti effettuati dagli 
utenti del sistema in esame. La conoscenza esatta della domanda richiederebbe, quindi, 
informazioni sulle caratteristiche degli spostamenti effettuati da tutti gli utenti nel periodo 
di riferimento (ad es. un giorno tipo). Inoltre la domanda dovrebbe essere misurata per più 
periodi di riferimento allo scopo di calcolarne il valore medio. Questa conoscenza della 
domanda di tipo censuario porterebbe costi di rilevamento a livelli tali da rendere 
l'operazione praticamente improponibile e del resto la conoscenza della domanda con un 
livello di dettaglio incongruente con quello degli altri aspetti del problema (ad es. il 
modello di rete) sarebbe un controsenso tecnico. Per queste ragioni tutte le stime della 
domanda di trasporto attuale sono di tipo campionario, ovvero stimano il valore della 
domanda sulla base delle informazioni relative ad un campione di utenti del sistema. 
Come già detto la stima della domanda di trasporto attraverso i modelli matematici, 
siano essi applicati alla situazione attuale ovvero a scenari futuri, richiede che tali modelli 
vengano specificati, calibrati e validati. In altri termini è necessario definire la forma 
funzionale e le variabili (attributi) che nel modello compaiono, stimare i coefficienti o 
parametri, verificare la "qualità statistica" del modello ossia la sua capacità di riprodurre i 
dati disponibili. Un buon modello di domanda è di solito il risultato di un processo di "trial 
and error" in cui il ciclo specificazione-calibrazione-validazione viene ripetuto più volte 
fino al raggiungimento di un modello "soddisfacente". 




Queste operazioni che saranno sinteticamente indicate come stima del modello, 
possono essere effettuate a partire da informazioni sui comportamenti di mobilità di un 
campione di utenti del sistema di trasporto da ricavarsi con indagini opportune; questo caso 
prende il nome di stima disaggregata dei modelli di domanda. 
Le indagini utilizzate per ottenere informazioni elementari su cui stimare i modelli 
di domanda possono appartenere a due diverse classi: indagini relative ai comportamenti 
effettivamente rivelati o dimostrati dagli utenti in un contesto reale (indagine sulle 
preferenze rivelate) ovvero indagini relative ai comportamenti dichiarati dagli utenti in 
contesti ipotetici (indagini sulle preferenze dichiarate). Il metodo tradizionale delle 
preferenze rivelate, spesso indicato con l'abbreviazione RP, prevede l'effettuazione di 
indagini agli utenti del sistema di trasporto. Da tali indagini è possibile ottenere 
informazioni sui comportamenti rilevanti per il modello che si intende calibrare in 
particolare per il nostro caso il modo utilizzato per alcuni spostamenti effettuati in un certo 
periodo e per un certo motivo per la calibrazione di un modello di scelta modale relativo a 
quel motivo e a quella fascia oraria.  
1.4.1. Data base 
I dati del data base sono parte della più ampia Indagine sulla mobilità della 
Provincia di Trieste, effettuata nel periodo intercorrente tra il Settembre 2002 e Gennaio 
2003, effettuata, come previsto dalle regole della buona tecnica, nelle due modalità 
classiche per tale tipo di indagini, ovvero le interviste a domicilio per quanto riguarda gli 
spostamenti dei residenti, coinvolgendo circa 5000 famiglie (4.1% della popolazione) e 
quindi più di 10000 persone, rivolgendosi a tutti i componenti del nucleo famigliare di età 
superiore ai 6 anni, realizzando in questo modo 10456 interviste e rilevando 28285 
spostamenti relativi a 7 modalità di trasporto, raccogliendo dati sugli intervistati e 
soprattutto descrizioni dettagliate sugli spostamenti effettuati, mentre nel caso di non 
residenti sono state effettuate indagine al cordone, tramite istituzione di posti di blocco 
dislocati sulle principali vie di accesso alla Provincia, oltre che interviste a bordo dei mezzi 
di trasporto pubblico. 
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L’elaborazione dei dati è avvenuta però in due fasi: inizialmente il DB è stato reso 
disponibile solo in forma aggregata, cioè la domanda era nota solo a livello zonale. Con 
queste condizioni l’elaborazione dei modelli poteva essere fatta solo in modo aggregato: 
risultati dell’indagine erano disponibili come delle matrici O/D, in formato Excel, 
contenenti il numero di spostamenti per varie fasce orarie e per varie modalità di trasporto, 
tra ogni coppia di zone presenti nell’area di studio. Per lo sviluppo del modello sono stati 
considerati tutti gli spostamenti effettuati nell’arco delle ventiquattro ore fra tutte le zone 
considerate. Da tali dati l’obbiettivo è stato la progettazione di un modello di scelta modale 
che fornisca la probabilità che un utente, scelto a caso fra coloro che si spostano fra la 
coppia di zone o e d usi il mezzo m. In questa ottica verrà trattato il problema della 
"costruzione" di tali modello facendo riferimento nello specifico a modelli Logit che 
fornisca la probabilità pi[j] che un utente i, eventualmente appartenente ad una certa classe 
di elementi omogenei, scelga la alternativa j fra quelle disponibili. 
Successive elaborazioni e una ricompilazione dell’intero DB ha invece reso 
disponibile una serie di ulteriori dati, in particolare le caratteristiche individuali di ogni 
utente. Con questa nuova forma il DB ha fornito una serie di dati che sono determinanti 
nella scelta del modo di trasporto, e che come si vedrà in seguito hanno portato ad un 
livello di eccellenza i modelli realizzati. 
1.4.2. Alternative di scelta 
Dall’analisi della domanda, sono emerse alcune importanti caratteristiche della 
stessa. Una delle peculiarità è l’utilizzo, da parte del campione di tre modalità di trasporto 
principali, ovvero il trasporto pubblico, costituito essenzialmente dal trasporto locale su 
autobus, il trasporto privato su quattro ruote ( auto) e quello su due ruote (moto/motociclo). 
In realtà, dopo l’auto il tipo di spostamento più utilizzato è quello a piedi, ma tale tipologia 
comprende anche gli spostamenti concatenati con altri modi di trasporto, in particolare 
autobus, che però, per causa delle modalità di effettuazione delle interviste, non è possibile 
distinguere. Pertanto, tale modo di spostarsi non viene contemplato nei modelli proprio per 
la sua forte correlazione con le altre tipologie. Si può notare come vi sia un uso della bici 
molto scarso rispetto ad altre realtà dove questo è una valida alternativa. Questo soprattutto 




perché la situazione orografica di Trieste sia molto sfavorevole all’utilizzo di tale mezzo, 
ma anche a causa dell’età media degli abitanti piuttosto elevata, e queste caratteristiche 
sono molto influenti anche per le altre tipologie di trasporto.  
Nella seguente tabella sono riassunti gli spostamenti per modo di trasporto: 
 
Modi di trasporto N°Sportamenti % 
Auto 10,008 35.46% 
Bus 5,042 17.86% 
Motociclo 2,713 9.61% 
Piedi 6,812 24.13% 
Auto (passeggero) 2,888 10.23% 
Bici e altro 371 1.31% 
Motociclo (passeggero) 172 0.61% 
Treno 98 0.35% 
Taxi 76 0.27% 
Tram 45 0.17% 
Totale 28,225 100.00% 
Tab. 1.1 – Spostamenti e modi di trasporto 
Premesso ciò la scelta delle alternative da studiare ricade sui tre modi succitati, e 
pertanto sono considerati nelle successive elaborazioni come alternative di scelta il bus, 
inteso in senso esteso come trasporto pubblico, l’auto, ovvero autovettura privata e la moto 
o motociclo. 
1.4.3. Zonizzazione dell’area di studio 
Nel caso trattato per la realizzazione del modello, nell’ambito della provincia di 
Trieste, va considerata la “concentrazione” delle reti di trasporto, sia pubblica che privata, 
in corrispondenza della zona urbana, che rappresenta anche una grossa parte del territorio 
provinciale. La zonizzazione utilizzata rispecchia quindi tale conformazione socio politica, 
infittendosi nel centro urbano di Trieste, con zone via via più grandi allontanandosi verso 
l’altipiano carsico, fino alle cosiddette “zone esterne” che sono macrozone di cui non è 
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necessaria una conoscenza approfondita, ma accorpano tutti quei flussi di traffico che 
giungono dall’esterno della zona di studio. 
La zonizzazione utilizzata considera 79 zone, di cui sotto vengono rappresentate 
quelle del centro cittadino e successivamente elencate nella seguente tabella e, che 
rappresentano un raggruppamento delle 155 zone su cui inizialmente è stata effettuata 
l’indagine di mobilità, generando quindi 6142 archi origine e destinazione. 
L’accorpamento è stato effettuato in modo particolare sulle zone esterne e sui comuni 
dell’altipiano, nell’interesse del tipo di elaborazione da effettuare. 
 
 
Fig. 1.5 – Zonizzazione del centro di Trieste 





Zona Abitanti Nome Zona Abitanti Nome 
1 838 Borgo Teresiano 1 40 4817 Servola-Vill.Ilvania 
2 499 Borgo Teresiano 2 41 7210 Servola-Stadio Grezar 
3 996 Borgo Teresiano-P.za S.Giovanni 42 9520 S. Anna 
4 409 Borgo Teresiano-P.za Vitt.Veneto 43 2851 S.M. Maddalena Superiore 
5 878 Piazza Unità 44 4479 Rozzol 
6 1606 San Giusto 45 4277 Cacciatore-Longera 
7 3339 Via Madonnina-Via Del Bosco 46 7694 S. Cilino-Guardiella 
8 3182 Ospedale Maggiore 47 2300 Cologna-Università 
9 1590 Via Cesare Battisti 48 269 Conconello 
10 1317 Largo Piave 49 1756 Bovedo 
11 3786 Viale Miramare-Via Udine 50 1023 Barcola-Pineta 
12 19 Stazione Centrale 51 2937 Chiesa Gesù D.O. 
13 2683 Via Diaz 52 2142 Montebello-Cattinara 
14 3023 Largo Canal 53 3459 Melara 
15 3072 San Giacomo 54 543 Longera 
16 4856 Via della Guardia 55 2401 Valmaura 
17 3570 P.za Garibaldi-Casa dei Poveri 57 5677 Borgo S. Sergio 
18 6694 Via Petrarca 58 3440 S.M. Maddalena Inferiore 
19 3709 Largo giardino pubblico 59 1486 Basovizza 
20 4028 Ospedale Militare 60 118 Padriciano 
21 2098 Scorcola 61 598 Trebiciano 
22 3306 San Pietro-Via Commerciale 62 208 Banne 
23 8861 Roiano 63 7441 Opicina-Strada per Basovizza 
24 5424 Gretta 64 2125 Prosecco-SP del Friuli 
25 4292 S.Vito-Villa Necker 65 748 Miramare-SS 14 
26 2614 S.Vito-Seminario 66 10243 Duino 
27 4253 Campo Marzio 67 4307 Sgonico 
28 2504 Campi Elisi 68 850 Monrupino 
29 4467 Chiarbola-Via D'Alviano 69 10275 San Dorligo della Valle 
30 2948 Chiarbola-Burlo G. 70 21631 Muggia 
31 4068 Chiarbola-Via Capodistria 71 503 Borgo Teresiano-S.Antonio Nuovo 
32 3354 Molino a vento 72 318 Borgo Teresiano 3 
33 4225 Piazza Perugino 73 703 Foro Ulpiano 
34 6275 Ippodromo-Fiera 74 71 Molo Audace-Staz.Marittima 
35 5023 Chiadino-Via dell'Eremo 75 2716 Via Piccardi 
36 3516 Chiadino-Campo sportivo 76 1247 Via Locchi 
37 3825 Boschetto 77 253 Molo 5 e 7 
38 3323 Via Giulia 78 26 Ferriera 
39 4408 Via Cologna 79 432 Zona Industriale 
Tab. 1.2 – Zone della provincia di Trieste 
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1.4.4. Attributi del modello 
Specificare un modello di domanda significa identificarne completamente la 
struttura matematica ovvero definirne la forma funzionale e le variabili (attributi) che in 
esso compaiono. La scelta della forma funzionale del modello come nel caso ora in esame, 
dipende da numerosi fattori quali la trattabilità computazionale, i modelli utilizzati in casi 
analoghi, le aspettative a priori sulla "indipendenza" o meno dei residui aleatori. In 
generale si può dire che, soprattutto per la famiglia dei modelli Logit, è possibile verificare 
a posteriori la "bontà" delle ipotesi fatte sulla base di test statistici. 
Per quanto riguarda la scelta delle variabili esplicative, questa dipende 
evidentemente dal particolare tipo di modello che si intende costruire; vi sono tuttavia 
alcune "precauzioni" che devono comunque essere osservate. In generale si può dire che 
devono essere evitate variabili che siano collineari ovvero linearmente dipendenti le une 
dalle altre. In questo caso, infatti, se la funzione di utilità sistematica è lineare rispetto agli 
attributi collineari, si ottengono valori uguali delle utilità sistematiche e delle probabilità di 
scelta in corrispondenza di infinite combinazioni dei valori dei coefficienti delle variabili 
multicollineari. Questa circostanza rende impossibile stimare separatamente (identificare) i 
coefficienti relativi nella successiva fase di calibrazione del modello. Un caso tipico di 
attributi linearmente dipendenti, o multicollineari, si verifica nei modelli di utilità aleatoria 
additivi per le variabili specifiche dell'alternativa, che possono essere introdotte al più per 
tutte le alternative meno una. Anche gli attributi socioeconomici possono dar luogo a 
problemi di multicollinearità: una variabile socioeconomica dell'utente, ad esempio il 
reddito o il possesso di autovettura, è costante per tutte le alternative e pertanto può essere 
introdotta, al più, nella funzione di utilità di tutte le alternative meno una e comunque non 
attraverso variabili specifiche dell'alternativa. Un terzo tipo di collinearità può aver luogo 
quando un attributo è ottenuto da un altro (è il caso in cui il tempo è ottenuto dalla distanza 
con una velocità costante), anche in questo caso gli attributi in questione non possono 
comparire nella specificazione del modello come due variabili distinte. 
Nello sviluppo dei modelli si sono pertanto operate delle scelte sugli attributi da 
adottare nella specificazione del modello, in modo tale da evitare i problemi sopra elencati.  




Vi sono, nella specificazione di un modello di trasporto, degli attributi tipici dei 
sistemi di trasporto, che fanno da perno nella costruzione dello stesso, in quanto 
rappresentano le caratteristiche principali degli spostamenti sia nel caso di trasporto 
persone, qui trattato, che nel trasporto merci. Tali attributi sono pertanto quelli che, in un 
modello sono i primi ad essere inseriti in quanto caratterizzanti il trasporto stesso. Nella 
fattispecie tali attributi sono il tempo di viaggio, la distanza di viaggio e il costo di viaggio. 
Questi avranno inoltre uno stesso valore del coefficiente di calibrazione all’interno del 
modello, per i diversi modi di trasporto. Come sarà poi esposto successivamente, questi 
non sono sufficienti per ottenere una buona rappresentazione del sistema di scelta, pertanto 
si sono dovuti scegliere e valutare un’ulteriore gamma di attributi per il raggiungimento di 
un livello di riproduzione della scelta modale effettuata dagli utenti adeguati, tipici per 
ognuna delle tipologie di sistema di trasporto considerato, e quindi facenti parte di una sola 
delle due funzioni di utilità. 
Gli attributi sono solitamente raggruppati in attributi di livello di servizio, ovvero 
quelli tipici del trasporto in generale e ricordati in precedenza, in attributi socio economici 
dell’area di studio, ovvero quelli che influenzano la scelta e fanno parte del sistema 
studiato, come la presenza di poli di istruzione, e in attributi individuali, che sono quelli 
propri dell’utente, come l’età, il tipo di impiego,  
Nella tabella successiva si possono vedere quelli che sono gli attributi specificati 
nel modello, divisi nelle tre categorie sopra descritte e con l’indicazione del loro 
inserimento nelle funzioni di utilità dei modelli. 
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 BUS AUTO MC 
ATTRIBUTI DI LIVELLO DI SERVIZIO 
Tempo di viaggio  Θ Ξ Θ Ξ Θ Ξ 
Tempo a piedi Θ  Θ  Θ  
Costo di Viaggio Θ Ξ Θ Ξ Θ Ξ 
Intertempi Θ Ξ   
Trasbordo Θ Ξ   
Stalli di sosta liberi  Θ Θ 
Stalli di sosta a pagamento  Θ  
Stalli di sosta totali   Ξ  
ATTRIBUTI SOCIO-ECONOMICI DELL’AREA DI STUDIO    
Adiacenza Θ Ξ   
Penalizzazione zone interne  Θ Ξ  
Penalizzazione zone esterne   Θ Ξ 
Coefficiente di occupazione  Θ Ξ  
Istruzione   Θ  
ATTRIBUTI SOCIO-ECONOMICI INDIVIDIALI 
Impiego Ξ Ξ Ξ 
Sesso Ξ Ξ Ξ 
Età Ξ  Ξ 
N° di auto della zona di origine/della famiglia  Θ Ξ  
N° di moto della zona di origine/della famiglia   Θ Ξ 
Θ: utilizzato nei modelli aggregati; Ξ: utilizzato nei modelli disaggregati 
Tab. 1.3 – Attributi di specificazione 
Tali insiemi di caratteristiche sono poi successivamente introdotti nel modello di 
scelta in modo diretto o tramite trasformazione numerica dei valori, in modo da ottenere la 
migliore correlazione possibile all’interno dell’modello. Di seguito sono descritti tali 
elementi distintivi, e le loro eventuali problematiche valutative e statistiche. 
 
a. Tempo di viaggio ( Tt ) 
Il tempo di viaggio va a quantificare il tempo di spostamento dalla zona di origine a 
quella di destinazione, in considerazione della modalità di spostamento e quindi diversificato 
a seconda che questo sia l’autobus, l’auto o il motociclo. Per i modelli aggregati tale fattore 
va a considerare solo il tempo trascorso utilizzando il mezzo scelto per effettuare lo 




spostamento, scorporando la parte di tragitto effettuata a piedi, mentre è considerato come 
complessivo per i modelli di tipo aggregato, per problemi di significatività dello stesso. 
Il maggiore problema è la valutazione di tale attributo vista la dimensione del 
problema; pertanto i dati relativi a queste due caratteristiche sono stati valutati tramite dei 
modelli di assegnazione per quanto riguarda il trasporto pubblico e privato sviluppati dal 
Dipartimento di Ingegneria Civile ed Ambientale, Sezione Trasporti. Tale sistema ha 
permesso di ottenere dati attendibili sui tempi di percorrenza all’interno della rete stradale 
dell’area di studio per entrambe le modalità di spostamento. A differenza poi dell’auto, va 
notato che moto e motocicli hanno un tempo di viaggio inferiore per raggiungere la 
destinazione, in quando hanno sia una maggiore accelerazione rispetto all’auto, ma anche la 
possibilità di “saltare le code” in corrispondenza dei semafori, e avere una maggiore 
possibilità di penetrazione nella rete stradale urbana. 
 
b. Tempo a piedi ( Tp ) 
Ogni spostamento, qualunque sia la modalità scelta per l’effettuazione dello stesso, 
ingloba un’aliquota di tragitto effettuata a piedi. Tale aliquota è funzione di peculiarità che 
vanno ricercate per analisi aggregate di questo genere nelle singole zone e nei diversi modi di 
spostamento, non essendo possibile una valutazione microscopica dei singoli spostamenti; 
tale tempo va quindi valutato come un tempo medio di spostamento a piedi all’interno della 
zona di origine e destinazione per modi di trasporto come l’auto o altri mezzi privati, mentre 
può essere valutato con maggiore esattezza per il modo di trasporto autobus, in quanto il 
modello di assegnazione prevede una componente di spostamento a piedi composta dagli 
archi pedonali della rete di trasporto pubblico. 
Per quanto riguarda invece il trasporto privato sono state considerate nella 
valutazione del tempo di percorrenza a piedi anche caratteristiche della zona, infatti maggiori 
sono le dimensioni della zona e maggiori sono le probabilità di trovare parcheggio in 
prossimità del luogo di destinazione. Nel caso particolare dei motocicli va valutata anche la 
possibilità, viste le limitate dimensioni del mezzo, a trovare posto per il parcheggio 
praticamente a destinazione, quindi il tempo di spostamento a piedi è molto ridotto rispetto a 
quello dell’auto. Di tale aspetto si tiene poi conto successivamente anche nella valutazione 
del numero di stalli di sosta. 
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c. Costo di viaggio ( Cost ) 
La determinazione del costo di viaggio va distinta per le modalità di trasporto 
considerate nel modello: da un lato la valutazione del costo di viaggio in autobus può essere 
considerata pari al costo del biglietto, ma si andrebbe a commettere una sovrastima del costo 
di viaggio medio dell’utente di tale modalità di trasporto. Va considerata anche un’aliquota 
di utenti abituali che fanno uso dell’autobus e che quindi hanno una notevole convenienza 
nell’utilizzo di forme varie di sconto (abbonamenti mensili ad una o più tratte nella forma 
più comune), che vanno quindi a diminuire quello che è il costo di viaggio medio. 
Dal punto di vista del trasporto privato invece si possono considerare due 
componenti: il costo del trasporto vero e proprio, derivante dall’uso del mezzo “automobile” 
e il costo della sosta all’arrivo. Anche in questo caso sono necessarie le dovute precisazioni: 
il costo del trasporto non va valutato esattamente, ma anch’esso va valutato in funzione del 
costo realmente percepito dall’utente, che può essere considerato pari al costo del carburante; 
tale costo inoltre vista la condizione di prezzo agevolato di cui gode la provincia di Trieste, é 
tipicamente inferiore al resto d’Italia, e quindi meno percepita. Inoltre l’insieme di utenti che 
fanno uso dell’auto per percorrenze brevi non considera nemmeno la spesa dovuta al 
consumo del carburante (che, anzi, risulta essere in misura superiore percentualmente a 
quella per tragitti lunghi). Nella stima di tale va tenuto conto di tali considerazioni al fine di 
non abbondare nella valutazione di tale attributo. Dall’altro lato il costo della sosta, ove tale 
sistema di parcheggio sia previsto nell’ambito della zona urbana di Trieste, va ulteriormente 
suddiviso nelle diverse fasce che prevedono diversa tariffazione e moltiplicato per il tempo 
di occupazione medio dei parcheggi a pagamento della zona. Infine il trasporto su moto a 
differenza di quello su auto, non ho un costo dovuto alla sosta del mezzo, in quanto non si 
hanno stalli di sosta a pagamento, quindi tale costo può essere considerato pari al costo del 
carburante. 
 
d. Intertempi ( InT ) 
Per intertempo si intende il tempo tra il passaggio tra due autobus successivi di una 
stessa linea. Ovviamente tale attributo può essere considerato solamente nell’ambito 
trasporto pubblico; può essere definito anche come l’inverso della frequenza del servizio. 
Vanno precisati alcuni aspetti nella determinazione di tale attributo: innanzitutto che sebbene 
vi siano delle fluttuazioni aleatorie negli intertempi del servizio di trasporto, questi 




mediamente tendono al valore medio, ovvero quello previsto dall’orario di servizio, 
condizione questa prevista inoltre per il buon funzionamento dell’offerta di trasporto. 
Questione più spinosa è invece quella della presenza di più linee con frequenza 
diversa su uno stesso percorso. Vi possono essere diversi approcci per tale valutazione, ma 
quella scelta nel caso in esame è quella che si usa tipicamente anche nelle assegnazioni su 
















dove con Ie è l’intertempo equivalente, fe la frequenza equivalente, Ii l’intertempo 
della i-esima linea, fi la frequenza dell’i-esima linea. Si riesce in questo modo a tenere conto 
della maggiore attrattività nell’uso del mezzo pubblico dovuto a un maggior numero di 
passaggi orari del servizio. In questo caso si ammette però la semplificazione di considerare 
uniformemente distribuito nel tempo il passaggio degli autobus. I valori degli intertempi 
sono quelli dell’orario ufficiale Trieste Trasporti.  
 
e.  Trasbordo ( Tras ) 
Si intende quantificare con questo attributo il numero di cambiamenti di linea 
effettuati per raggiungere una destinazione, utilizzando il mezzo di trasporto pubblico. 
Anche in questo caso possono sorgere ambiguità nel caso di percorsi equivalenti con diverso 
numero di trasbordi. In questo caso si adotta la media dei trasbordi sui percorsi equivalenti 
tra l’origine e la destinazione. Anche questi dati sono stati desunti dai modelli di 
assegnazione. 
 
f. Coefficiente di zona ( Czcar ) 
E’ un attributo di tipo “dummy” che assume valore 1 per le zone del centro, 
considerata la possibile minore attitudine di un modo rispetto ad un altro per raggiungere il 
nucleo centrale urbano. Tale attributo è assegnato per penalizzare l’auto, solitamente meno 
favorita da spostamenti verso il centro cittadino. Tale attributo può essere fonte di criticità in 
quanto, penalizzare i trasferimenti verso il centro con un mezzo non considera il fatto che chi 
APPROCCI CLASSICI 




sceglie un mezzo è costretto a scegliere lo stesso mezzo anche per il rientro verso l’origine 
(in questo caso ci si riferisce ad esempio a spostamenti ciclici come casa-lavoro e viceversa). 
 
g. Adiacenza ( Adja ) 
Allo scopo di ridurre i problemi dovuti alla zonizzazione si introduce questo tipo di 
variabile, che va a penalizzare le zone adiacenti nel caso di trasporto pubblico; si può infatti 
supporre che due zone confinanti abbiano un minore flusso di spostamenti rispetto a quello 
previsto in quanto si potranno avere un certo numero di utenti che, trovandosi già vicino alla 
zona che intende raggiungere non vadano a utilizzare il modo di trasporto privato, 
utilizzando una fermata che potrebbe comportare un percorso non efficiente, inteso come 
percorso composto che allontana dalla destinazione. 
  
h. Stalli di sosta liberi (ParkL ) 
Attributo introdotto per il modo “auto” e “motociclo” che quantifica il numero di 
stalli di sosta non a pagamento presenti nella zona di destinazione. Per le zone più esterne si 
sono assunti un numero di stalli sovrabbondanti la domanda di parcheggio in modo da non 
influenzare negativamente la ripartizione modale. Si valuta questo attributo nel caso dei 
motocicli, tenendo presente che tali mezzi necessitando di uno spazio limitato per la sosta 
non hanno i problemi di parcheggio dei mezzi a quattro ruote, inoltre vi è una diffusa pratica 
di “sosta selvaggia” spesso non sanzionata dalle forze dell’ordine. 
Pertanto gli stalli di sosta effettivamente previsti sono in numero molto inferiore 
rispetto a quelli “reali”. Sulla base di queste considerazioni la quantificazione di tali stalli, 
non essendo possibile, porta a valutare questo attributo come se in ogni zona ci fosse una 
capacità di parcheggio superiore a quella richiesta e quindi equivalentemente a quanto fatto 
per le auto nelle zone più esterne. 
Un’ulteriore scelta effettuata è stata la trasformazione logaritmica della variabile, 
sostituendo il numero di stalli con il logaritmo di tale valore, in considerazione del migliore 
adattamento al modello ottenuto; tale trasformazione è inoltre giustificata dal fatto che un 
incremento di stalli di sosta è più influente, quando il numero di stalli presenti è basso (si 
consideri ad esempio un incremento di venti stalli di sosta ove ve ne siano cento piuttosto 
che mille). 
 




i. Stalli di sosta a pagamento (ParkP ) 
In modo analogo al caso precedente sono stati quantificati per ognuna delle zone di 
destinazione degli spostamenti il numero di stalli di sosta a pagamento. Per omogeneità è 
stata usata la trasformata logaritmica di tale attributo, per le stesse considerazioni già addotte 
al precedente punto. 
 
j. Numero di auto ( Numcar ) 
Questo attributo va valutato in due modi, a causa dei due approcci illustrati al 
problema: nel caso di modelli aggregati rappresenta il numero di automobili possedute dalle 
famiglie residenti nelle zone di origine delle coppie O/D considerate, allo scopo di tenere 
conto della preferenza verso l’utilizzo dell’auto se questa è in possesso degli utenti, oltre che 
a valutare quella che è la disponibilità del suddetto mezzo di trasporto, tanto maggiore 
quanto più sono le auto presenti nella zona. Sono stati scartati in fase di calibrazione degli 
altri attributi derivanti da questo, cioè il numero di auto per abitante e il numero di auto per 
famiglia, in quanto risultati meno significativi rispetto a quello considerato. Nel caso invece 
dei modelli disaggregati questo attributo rappresenta il numero di auto posseduto dalla 
famiglia, in modo tale da avere una maggiore sensibilità del modello a questo importante 
attributo 
 
k. Numero di moto – motocicli ( Nummc ) 
Come nel caso precedente, questo attributo va valutato in due modi, a causa dei due 
approcci illustati al problema: rappresenta il numero di moto o motocicli possedute dalle 
famiglie residenti nelle zone di origine delle coppie O/D considerate, allo scopo di tenere 
conto della preferenza verso l’utilizzo del mezzo a due ruote, inoltre valuta la disponibilità 
media del suddetto mezzo di trasporto, tanto maggiore quanto più sono i motocicli presenti 
nella zona. Sono stati scartati in fase di calibrazione degli attributi derivanti da questo, cioè il 
numero di moto per abitante e il numero di moto per famiglia, in quanto risultati meno 
significativi rispetto a quello considerato. Nel caso invece dei modelli disaggregati questo 
attributo rappresenta il numero di auto posseduto dalla famiglia, in modo tale da avere una 








l. Coefficiente di occupazione ( Occup ) 
Per quantificare il coefficiente di occupazione si è considerato il numero di 
spostamenti effettuati come “guidatore“ del mezzo e come accompagnato, estrapolando tali 
valori dalla matrice O/D. Si è introdotto tale attributo ritenendo più appetibile lo spostamento 
con il modo privato se vi sono più membri della famiglia che compiono lo stesso 
spostamento. 
 
m. Coefficiente di penalizzazione delle zone esterne ( CZmc ) 
E’ un attributo di tipo “dummy” che assume valore 1 per le zone esterne, considerata 
la possibile minore attitudine dell’utente utilizzare un motociclo per lo spostarsi verso le 
zone più esterne (in special modo quelle più lontane dal centro). 
 
n. Istruzione ( Istr ) 
E’ una variabile di tipo socio-economico, con la quale si cerca di valutare l’attrattività 
di alcune zone rispetto ad altre per gli spostamenti in motociclo dove siano presenti poli di 
istruzione superiore o universitaria. La giustificazione dell’inserimento di tale attributo nel 
modello sta nella supposizione che il motociclo in modo particolare sia utilizzato per 
spostamenti casa-scuola o casa-università da utenti con un’età compresa tra i 16 e 30 anni. 
 
o. Impiego (Bsnss, Empl, SelfE, Stud ) 
Per ogni intervistato sono stati rilevate delle caratteristiche individuali del soggetto. 
In particolare sono state individuate alcune classi di impiego che potevano essere: 
 
- Imprenditore, libero professionista, dirigente (Bsnss); 
- Lavoratori in proprio (SelfE); 
- Impiegati (Empl); 
- Coadiuvanti; 
- Scolaro o Studente (Stud); 
- Altro; 
-  
Di queste alcune sono state inserite come variabili Dummy nelle funzioni di utilità dei 
modelli disaggregati. 




p. Sesso (Sex ) 
Variabile dummy che indica il sesso dell’intervistato, e vale 1 se donna, 0 se uomo. 
 
q. Età ( Age ) 
Età dell’intervistato, assunta crescente per il modo di trasporto “motociclo” e  
decrescente (negativa) per il modo di trasporto bus. Le motivazioni di tale scelta nascono 
dalla considerazione del incremento dell’uso dell’autobus con l’età e del decremento dell’uso 
del motociclo. Ma prendendo singolarmente i due fenomeni non sono significativi, mentre 
insieme hanno una forte significatività, come risulterà poi dalla calibrazione. 
 
r. Attributo specifico dell’alternativa ( ASA ) 
Non elencata nella tabella precedente, ma nella utilità sistematica di due delle tre 
alternative viene introdotta tale variabile di solito denominata attributo specifico 
dell'alternativa  o di "preferenza modale" ed il suo coefficiente è definito come costante 
specifica dell'alternativa; tale costante rappresenta una sorta di "termine noto" dell'utilità 
sistematica e può essere visto come la differenza fra l'utilità media e quella spiegata dagli 
altri attributi utilizzati. 
1.4.5. Funzioni di utilità 
Definite le alternative di scelta e gli attributi, rimangono da definire le funzioni di 
utilità e la gerarchizzazione delle scelte. Questa fase rappresenta il “ponte” fra la 
specificazione, che è la definizione delle caratteristiche del modello, e la calibrazione, 
ovvero la determinazione dei parametri che meglio adattano il modello ai dati rilevati. 
Infatti sia le funzioni di utilità che la gerarchizzazione, una volta determinate a priori 
vanno verificate in fase di calibrazione, per vedere se le ipotesi fatte sono aderenti alla 
realtà di quanto rilevato. 
Per la successiva trattazione del lavoro sono presentate di seguito due serie di 
funzioni di utilità: la prima comprende solo gli attributi utilizzati nella fase di calibrazione 
dei modelli aggregati, la seconda anche le caratteristiche individuali del decisore. Tali 
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funzioni sono lineari ed espresse come sommatorie degli attributi precedentemente descritti 
per i relativi coefficienti, alcuni di questi uguali per le diverse scelte possibili, gli altri 
specifici per ognuno dei modi di trasporto. Dalle successive analisi effettuate, che hanno 
portato alla eliminazione di alcuni degli attributi che si supponevano influenti nella scelta 
dell’utente, quelle emerse come le migliori possibili considerando il set di attributi sono 
stati inclusi nelle funzioni di utilità. In questo senso pertanto quanto esposto nelle seguenti 
funzioni è gia un risultato: gli attributi presenti, cioè quelli che in fase di calibrazione sono 
risultati significativi, sono quelli che nel modello influenzano la scelta del modo di 
trasporto e quindi danno indicazione su quello che nel sistema dei trasporti agiscono sulla 
domanda. Per quanto riguarda quindi i modelli aggregati le funzioni di utilità utilizzate 
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dove gli attributi sono quelli indicati nel paragrafo precedente e i β sono i rispettivi 
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Bisogna notare che vi sono alcune differenze per alcune variabili indicate nello 
stesso modo nei due gruppi di funzioni, come indicato nella descrizione degli attributi. In 
base all’utilità sistematica delle alternative così calcolate sarà possibile la calibrazione del 
modello. 
1.4.6. Gerarchizzazione della scelta 
Ulteriore e ultima fase della specificazione dei modelli è la determinazione delle 
gerarchizzazioni delle scelte. Anche in questo caso, la definizione degli alberi di scelta 
rappresenta già un primo risultato nell’applicazione dei modelli, in quanto le strutture che 
risultano significative durante la calibrazione indicano che effettivamente a livello di 
quanto rilevato, la supposizione del meccanismo di scelta supposto da parte del decisore è 
lecito.  
In quest’ottica, come per le variabili esplicative e le funzioni di utilità, sono state 
testate diverse strutture delle numerose possibili e sono state scartate tutte quelle che a 
livello di calibrazione non davano risultati soddisfacenti. Vengono di seguito illustrate 
nelle figure 1.6 e 1.7 quelle che sono le nidificazioni accettate. 
Quindi le strutture risultate valide in calibrazione sono, oltre al più semplice Logit 
Multinomiale, quelle del Nested Logit con una gerarchizzazione della scelta diversa nei 
due approcci, ovvero una gerarchizzazione con mezzo pubblico da una parte e privati 
dall’altra, mentre per i modelli disaggregati vi è una nidificazione della scelta fra i modi 
bus e motociclo. Più complesse invece sono le strutture Cross-Nested. Da notare che tali 
strutture sono risultate le più significative sia con l’approccio aggregato che con quello 
disaggregato, il che sta a rappresentare una buona stabilità delle ipotesi fatte sulla 
gerarchizzazione della scelta anche cambiando le condizioni di approccio ai modelli 
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Fig. 1.6 - Strutture dei modelli Logit aggregati 
 
Fig. 1.7 - Strutture dei modelli Logit disaggregati 
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1.5. CALIBRAZIONE DEL MODELLO DI DOMANDA 
Il modello della classe dei Logit descritti e adottati, forniscono le relazioni 
matematiche che restituiscono come output la probabilità pi[j](Xji,β,θ,α) che l'individuo i 
scelga l'alternativa j in funzione del vettore (Xji) degli attributi di tutte le alternative 
disponibili e dei vettori di parametri relativi alla utilità sistematica (β) e alla funzione di 
probabilità congiunta dei residui aleatori. La dipendenza delle probabilità di scelta da Xi e β 
avviene attraverso le funzioni di utilità sistematica che di solito si assumono come 
combinazioni lineari degli attributi Xzj (o loro trasformazioni funzionali) con coefficienti 
dati dai parametri ßz: 
 
( ) ijTizjz zijj XV XβX == ∑ β  
 
Calibrare il modello significa appunto ottenere delle stime dei coefficienti ßz, 
componenti del vettore ß, e dei coefficienti θ, sulla base delle scelte effettuate da un 
campione di utenti.  
1.5.1. Procedura di calibrazione 
Per ottenere i coefficienti del modello a partire dal set di dati è necessario 
ricercare quei valori dei coefficienti di calibrazione che meglio permettono di 
rappresentare le variabili dipendenti tramite quelle dipendenti specificate; la 
procedura tipicamente utilizzata è quella di minimizzare una funzione 
opportunamente definita. Le tipologie di funzioni utilizzate in questo genere di analisi 
sono solitamente due: minimizzazione dei minimi quadrati degli scarti o massima 
verosimiglianza. La prima è la procedura più classica utilizzata nelle regressioni 
lineari e lineari multiple o derivazione delle stesse (WLS, et cetera) che opera nella 
ricerca dell’iperpiano che rende minimi i quadrati degli scarti, mentre la seconda 
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procedura, volta ad ottenere dei coefficienti che permettono il migliore adattamento 
dei valori previsti a quelli effettivamente rilevati, è utilizzata soprattutto nel caso di 
modelli Logit, in particolare Logit Multinomiale o Nested Logit. Vista l’impossibilita 
di utilizzare il primo metodo, l’opzione è rivolta verso la massima verosimiglianza. 
La funzione di massima verosimiglianza (o maximum likelyhood), nel caso di 
modelli di scelta discreta definisce la probabilità che tutti i valori predetti siano 
uguali a quelli rilevati, e cioè, essendo tali valori già espressi sottoforma di 
probabilità, risulta: 
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Per semplificare la trattabilità matematica di tale funzione è immediato e 
semplice il passaggio al logaritmo della verosimiglianza (Log-verosimiglianza o  











dove Prob(Yi=J) rappresenta la probabilità che l’utente i scelga l’alternativa j, 
probabilità espressa dal modello stesso, mentre dij per ogni individuo assume il valore 
1 o 0 se l’individuo i sceglie l’alternativa j o meno. 
Dalla massimizzazione di tale funzione, si ottengono i coefficienti del modello 
Logit. In questo caso si parla ovviamente di massimizzazione, in quanto le probabilità 
predette e rilevate sono comprese tra 0 e 1, quindi il loro logaritmo sarà compreso tra 
-∞ e 0. 
Per la valutazione della bontà del modello, o Goodness of Fit, si utilizza un 







dove lnL(0) rappresenta il valore della Log-verosimiglianza nel caso in cui 
tutti i coefficienti del modello siano nulli tranne una costante. Tale valore quindi 




fornisce un’indicazione su quanto il modello rappresenti meglio il campione rispetto 
a un modello che supponga nulle le relazioni fra variabili dipendenti e indipendenti. 
E’ chiaro come tale parametro non sia confrontabile con l’omologo parametro dei 
modelli lineari, in quanto il significato dei due è molto diverso, basti pensare che il 
modello lineare “perfetto” ha ρ2 pari a 1, mentre è possibile raggiungere il valore 1 
solo con scelta deterministica di un alternativa da parte di tutti. 
1.5.2. Set di calibrazione del modello 
Per passare alla procedura di validazione vera e propria è necessario 
individuare il set di calibrazione del modello. Tale set rappresenta un sottoinsieme del 
campione totale disponibile, individuato secondo alcune considerazioni. In 
particolare, volendo trattare modelli aggregati, c’è da fare una importante distinzione. 
Trattandosi modelli di tipo aggregato, il set di calibrazione và scelto non a 
partire dalle osservazioni singole di ogni soggetto, ma sulle coppie origine 
destinazione che presentano un numero non nullo di spostamenti rilevati. Gli attributi 
calcolati sono appunto a loro associati e pertanto va scelto un set di coppie O/D di 
calibrazione. Essendo il modello strutturato in modo tale da fornire le percentuali di 
utenti che scelgono un modo di trasporto piuttosto che l’altro, risulta naturale andare 
a scegliere il campione di osservazioni fra quelle le quali presentano il maggior 
numero di utenti intervistati che si spostano dalla stessa origine verso la stessa 
destinazione, in modo tale che la ripartizione modale sulla coppia sia la più possibile 
aderente a quella dell’universo. 
Sono, infatti, da escludere dal set di calibrazione tutti quei casi che presentano 
pochi utenti fra gli intervistati, in quanto la ripartizione modale sull’osservazione 
potrebbe risultare falsata, basti pensare al caso limite di una coppia O/D con un unico 
intervistato che effettua tale spostamento, e che potrebbe utilizzare uno dei due modi 
in funzione di caratteristiche soggettive, non esplicabili tramite modello di scelta 
aggregata, come, ad esempio il possesso o meno della patente o altro. 
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Tab. 1.4 – Esempio di data-set 




Operativamente quindi è stato posto il limite inferiore di 4 utenti intervistati 
che abbiano percorso nelle ventiquattro ore una determinata coppia origine 
destinazione Tale scelta è stata fatta e per i motivi sopra descritti e per ottenere un 
congruo numero di coppie per la calibrazione. Infatti, risulta noto che all’aumentare 
nel numero di variabili indipendenti in un modello è necessario aumentare il numero 
di osservazioni di calibrazione, anche in funzione della significatività dei coefficienti. 
Vi è però un’ulteriore criticità nella versione aggregata del DB: non sono scindibili al 
suo interno gli spostamenti derivati da chi arriva a Trieste da fuori provincia tramite 
il treno, e quindi “entrano” nella rilevazione nella zona della stazione. Questo genera 
un errore nella rilevazione della ripartizione modale in tutti quegli spostamenti che 
coinvolgono questa zona. Pertanto, pur trattandosi di coppie O/D particolarmente 
caricate, specialmente qualcuna, si escludono dal set di calibrazione, perché troppo 
sbilanciate verso il trasporto pubblico. Dalla scelta del set con tale criterio le coppie 
O/D utili ai fini della calibrazione sono risultate 349, per un totale di 3366 
spostamenti effettuati da parte del campione intervistato, set di cui è rappresentato un 
estratto nella precedente tabella. 
Per quanto riguarda invece il modello disaggregato, la scelta del set sarebbe 
meno vincolante, in quanto l’oggetto di calibrazione non è più tanto la percentuale di 
scelta modale per una coppi a O/D, quanto la probabilità di scelta di un singolo 
utente. Allo scopo di mantenere una linea di continuità con i modelli aggregati si 
sono mantenute costanti il numero di coppie O/D. Il numero però dei movimenti 
registrati per mantenere questo numero di coppie risulta più alto, in quanto a 
differenza del caso precedente in questo DB gli spostamenti che coinvolgono la zona 
della stazione sono considerati, fornendo una più corretta valutazione delle 
percentuali di scelta modale e quindi inducendo minore errore per quanto riguarda la 
calibrazione dei coefficienti. Quindi a livello disaggregato a parità di coppie O/D il 
numero di spostamenti individuali è più alto. Dalla scelta del set con tale criterio le 
coppie O/D utili ai fini della calibrazione sono risultate 349, per un totale di 5033 
spostamenti effettuati da parte del campione intervistato, set di cui è rappresentato un 
estratto nella precedente tabella. 
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1.5.3.  Calibrazione dei modelli 
La calibrazione del modello è stata eseguita utilizzando “BIOGEME” un software 
freeware di calibrazione di modelli GEV standard o mixed, sviluppato da M. Bierlaire 
presso l’Ecole Polytechnique Fédérale de Lausanne. Il programma fornisce oltre che le 
correlazioni fra gli attributi stessi e i coefficienti di calibrazione del modello, degli 
stimatori opportuni che forniscono il livello di significatività globale e delle singole 
variabili dipendenti nell’esplicare il modello. Per la valutazione della significatività globale 
del modello i parametri di stima sono tre:  
a. Likelihood ratio test 
Indica se l’ipotesi nulla è da scartare, ovvero se l’esistenza del modello è 
ammissibile. Tanto più è alto, tanto maggiore è la possibilità che il modello ipotizzato 
spieghi il fenomeno considerato. 
b. Rho-square 
È un coefficiente che indica quanto il modello riesca a rappresentare i dati rilevati. 
Nella sua accezione più rigorosa deriva da considerazioni statistiche su regressioni lineari o 
lineari multiple. Nel caso invece di calibrazioni con la massima verosimiglianza tale 
parametro è anche detto pseudo rho-square, in quanto derivato dai valori della log-
verosimiglianza per assimilarlo al test statistico. 
c. Adjusted Rho-square 
Equivalente al precedente come significato ma corretto nella formulazione per 
tenere conto del numero di parametri utilizzato. Infatti, per evitare un modello con un 
numero eccessivo di parametri, si valuta anche questo coefficiente, che è tanto più basso 
rispetto all’altro, quanto più alto è il numero di coefficienti stimati nel modello. 
 
A livello “locale”, cioè di ogni singolo attributo di calibrazione il parametri per la 
valutazione della loro accettabilità sono: 
a. Segno dei coefficienti 
E’ la prima valutazione da farsi sui coefficienti ottenuti; un coefficiente di segno 
positivo su un attributo peggiorativo dell’alternativa è indice di un errore, che può essere 
dovuto alla formulazione non corretta del modello o una cattiva valutazione dell’attributo. 
 




b. Vincoli teorici dei modelli 
Anche se non è un vero e proprio test di significatività è comunque un assunto 
teorico da rispettare per i modelli Nested e Cross-Nested. Va infatti verificato che il valore 
dell’utilità inclusiva θ k di un gruppo di alternative non sia minore dei quello del gruppo 
superiore che lo include. Nel caso specifico essendo stati considerati solo un livello di 
nidificazione della scelta, e il parametro θ 0 della radice pari a 1, il valore del parametro 
deve essere minore (o al più uguale) a 1. Nella notazione matematica usata da Bierlaire, e 
quindi nei dati forniti da BIOGEME, il parametro θ è sostituito dal suo inverso µ, pertanto 
il suo valore deve essere maggiore ( o al più uguale) a 1. 
c. Test ”t” 
L’errore standard può dare valutazioni diverse secondo le unità di misura con cui è 
espresso l’attributo cui si riferisce; viene introdotto quindi tale test, sottoforma di un valore 
che mi indica quanto effettivamente il valore del coefficiente determinato risulta esplicare 
il valore osservato. Il valore di tale test è, di norma, funzione del numero di coefficienti 
stimati e della percentuale di correlazione voluta. Per ottenere un buon modello 
(probabilità che il coefficiente sia nullo nei modelli minore del 5%) il valore del t di 
Student in valore assoluto e di 2.12 per 16 parametri stimati e al 95% di significatività, 
mentre è pari a 2.03, sempre per 16 parametri stimati, ma al 90% di significatività. 
d. Stabilità dei coefficienti 
Questa verifica viene condotta su serie di modelli, per verificare la stabilità dei 
coefficienti al variare della varie forme utilizzate. In particolare il valore dei coefficienti 
non deve variare in maniera troppo elevata variando la formulazione impiegata, o il set di 
dati impiegato. Tale verifica può essere condotta anche globalmente sul modello in 
generale per verificare la stabilità della struttura. 
 
Nelle due successive tabelle vengono infine riportati il risultati di calibrazione dei 
diversi modelli e dei diversi approcci. Per la precisione prima vengono riportati i risultati 
dei modelli aggregati (Tab. 1.5 e Tab. 1.6), con i relativi test, poi i risultati dell’approccio 
disaggregato (Tab. 1.7 e Tab. 1.8) 
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 BUS AUTO MC MNL NL 
ASAbus Θ   0.000  3.183 (4.377) 
ASAcar  Θ  -2.282 (-3.322) 1.800 (4.340) 
ASAmc   Θ -4.274 (-6.171) 0.000  
β Tt Θ Θ Θ -0.013 (-2.072) -0.016 (-2.496) 
β Tp Θ Θ Θ -0.017 (-2.027) -0.022 (-2.378) 
β Cost Θ Θ Θ -0.306 (-1.820) -0.511 (-2.744) 
β InT Θ   -0.065 (-6.143) -0.070 (-6.429) 
β Τras Θ   -0.868 (-7.215) -0.854 (-7.032) 
β Adja Θ   -1.311 (-4.194) -1.282 (-4.092) 
β Occup  Θ  0.647 (6.455) 0.616 (4.490) 
β ParkL  Θ Θ 0.132 (1.431) 0.003 (0.034) 
β ParkP  Θ  -0.021 (-0.855) -0.027 (-1.138) 
β Numcar (*)  Θ  0.211 (7.064) 0.216 (6.259) 
β Nummc (*)   Θ 0.378 (3.583) 0.384 (3.795) 
β Czcar  Θ  -0.705 (-4.570) -0.728 (-4.522) 
β Czmc   Θ 0.905 (4.916) 0.792 (3.244) 
β Istr   Θ -0.227 (-0.997) -0.157 (-0.540) 
µ B        1.092 (4.475) 
       (0.377) 
µ A-M      1.000 (fixed) 
      (3.332) 
α A -Bcar        
        
α A -Bbus        
        
a A -B-Mmc        
        
α B-Mbus        
        
α B-Mmc        
     
# of parameters    16 17  
Sample size    3366 3366  
Null log-L    -3697.9 -3684.8  
Final log-L    -2400.0 -2378.6  
LL Ratio test    2595.9 2612.2  
Pseudo ρ2    0.351 0.354  
Pseudo ρ2Adj       0.347 0.350  
Θ: Incluso nelle funzioni di utilità (*) per 1000 unità 
Tab. 1.5 – Coefficienti dei modelli Multinomial e Nested Logit aggregati 





 BUS AUTO MC CNL(1) CNL(2) 
ASAbus Θ   3.088 (6.963) 0.000 (fixed) 
ASAcar  Θ  1.991 (8.393) -0.494 (-3.201) 
ASAmc   Θ 0.000 (fixed) -1.461 (-4.649) 
β Tt Θ Θ Θ -0.013 (-2.608) -0.005 (-1.812) 
β Tp Θ Θ Θ -0.015 (-2.264) -0.008 (-2.532) 
β Cost Θ Θ Θ -0.411 (-3.711) -0.122 (-3.171) 
β InT Θ   -0.060 (-6.468) -0.031 (-3.630) 
β Τras Θ   -0.613 (-5.714) -0.226 (-3.252) 
β Adja Θ   -0.964 (-3.574) -0.273 (-1.801) 
β Occup  Θ  0.563 (6.833) 0.199 (3.956) 
β ParkL  Θ Θ 0.029 (0.521) 0.016 (1.049) 
β ParkP  Θ  -0.029 (-1.572) -0.014 (-2.130) 
β Numcar (*)  Θ  0.171 (6.182) 0.060 (3.158) 
β Nummc (*)   Θ 0.328 (3.210) 0.142 (2.295) 
β Czcar  Θ  -0.556 (-4.168) -0.207 (-1.918) 
β Czmc   Θ 0.846 (4.677) 0.811 (4.106) 
β Istr   Θ -0.389 (-1.797) -0.503 (-2.353) 
µ B    1.000 (5.474) 1.000 (9.888) 
     (0.000)  (0.000) 
µ A -M    1.841 (7.803) 7.730 (4.760) 
    (3.565)  (4.144) 
α A -Bcar    1.000 (fixed) 0.216 (4.226) 
       (-15.377) 
α A -Bbus    0.554 (7.185) 0.226 (4.569) 
     (-5.777)  (-15.682) 
a A -B-Mmc     -  1.000 (fixed) 
       
α A -Mbus    0.446 (5.777) 0.784 (15.377) 
     (-7.185)  (-4.226) 
α A -Mmc    1.000 (fixed) 0.774 (15.682) 
       (-4.569) 
# of parameters    20 21 
Sample size    3366 3366 
Null log-L    -3684.8 -3684.8 
Final log-L    -2347.6 -2305.9 
LL Ratio test    2674.3 2757.7 
Pseudo ρ2    0.363 0.374 
Pseudo ρ2Adj       0.357 0.368 
Θ: Incluso nelle funzioni di utilità; (*) per 1000 unità 
Tab. 1.6 – Coefficienti dei modelli Cross-Nested Logit aggregati 
APPROCCI CLASSICI 





 BUS AUTO MC MNL NL 
ASAbus Θ   0.000 (fixed) 3.126 (5.108) 
ASAcar  Θ  -4.968 (-7.007) 0.000 (fixed) 
ASAmc   Θ -6.080 (-8.292) -1.737 (-9.410) 
β Tt Θ Θ Θ -0.042 (-8.618) -0.027 (-6.220) 
β Cost Θ Θ Θ -0.276 (-1.996) -0.163 (-1.689) 
β InT Θ   -0.050 (-3.865) -0.033 (-3.700) 
β Τras Θ   -1.592 (-11.994) -1.051 (-7.152) 
β Adja Θ   -1.974 (-8.977) -1.230 (-6.025) 
β Occup  Θ  0.707 (10.328) 0.468 (7.117) 
β Park  Θ Θ 0.353 (3.656) 0.236 (3.344) 
β Czcar  Θ  -0.511 (-4.179) -0.261 (-2.360) 
β Numcar  Θ  1.171 (17.811) 0.785 (8.284) 
β Nummc   Θ 1.972 (24.078) 1.856 (23.970) 
β Age (**) Θ  Θ -0.010 (-5.613) -0.010 (-6.670) 
β Sex  Θ Θ -1.319 (-15.279) -0.878 (-8.083) 
β Empl  Θ Θ 0.835 (8.281) 0.416 (3.677) 
β Bsnss  Θ  0.485 (2.228) 0.405 (2.778) 
β SelfE  Θ Θ 1.224 (5.560) 0.703 (3.766) 
β Stud Θ  Θ 2.669 (13.516) 2.012 (10.380) 
µ A        1.000 (fixed) 
        
µ B-M      1.643 (8.511) 
      (3.332) 
α A-Bcar       
       
α A-Bbus        
        
a A-B-Mmc        
       
α B-Mbus       
       
α B-Mmc       
      
# of parameters    18 19  
Sample size    5033 5033  
Null log-L    -5529.32 -5529.32  
Final log-L    -2422.42 -2407.47  
LL Ratio test    6213.79 6243.7  
Pseudo ρ2    0.562 0.565  
Pseudo ρ2Adj       0.559 0.561  
Θ: Incluso nelle funzioni di utilità; (**) considerata crescente per il motociclo, decrescente per l’autobus 
Tab. 1.7 – Coefficienti dei modelli Multinomial e-Nested Logit disaggregati 





 BUS AUTO MC CNL(1) CNL(2) 
ASAbus Θ   1.614 (4.667) 0.889 (2.206)
ASAcar  Θ  0.000 (fixed) 0.000 (fixed)
ASAmc   Θ -1.850 (-14.026) -1.576 (-12.731)
β Tt Θ Θ Θ -0.012 (-5.891) -0.007 (-2.431)
β Cost Θ Θ Θ -0.102 (-1.777) -0.051 (-1.280)
β InT Θ   -0.013 (-3.562) -0.010 (-2.329)
β tras Θ   -0.541 (-7.096) -0.303 (-2.379)
β Adja Θ   -0.623 (-6.744) -0.345 (-2.417)
β Occup  Θ  0.265 (6.583) 0.140 (2.365)
β Park  Θ Θ 0.115 (2.708) 0.066 (1.898)
β Czcar  Θ  -0.211 (-3.113) -0.057 (-1.398)
β Numcar  Θ  0.433 (7.615) 0.225 (2.422)
β Nummc   Θ 1.350 (16.983) 0.821 (4.102)
β Age (**) Θ  Θ -0.005 (-5.355) -0.003 (-2.623)
β Sex  Θ Θ -0.447 (-7.926) -0.254 (-2.433)
β Empl  Θ Θ 0.196 (4.441) 0.092 (1.957)
β Bsnss  Θ  0.283 (3.368) 0.107 (1.964)
β SelfE  Θ Θ 0.303 (3.668) 0.170 (2.071)
β Stud Θ  Θ 1.112 (7.962) 0.642 (2.442)
µ A    3.424 (7.703) 5.681 (2.360)
     (5.454)  (1.945)
µ B-M    5.916 (6.492) 7.924 (5.989)
    (5.394)  (5.233)
α A-Bcar    1.000 (fixed) 0.184 (3.036)
       (-13.440)
α A-Bbus    0.840 (57.726) 0.222 (5.386)
     (-10.971)  (-18.891)
a A-B-Mmc     -  1.000 (fixed)
       
α B-Mbus    0.160 (10.971) 0.778 (18.891)
     (-57.726)  (-5.386)
α B-Mmc    1.000 (fixed) 0.816 (13.440)
            (-3.036)
# of parameters    22 24 
Sample size    5033 5033 
Null log-L    -5529.32 -5529.32 
Final log-L    -2352.13 -2330.79 
LL Ratio test    6354.37 6397.05 
Pseudo ρ2    0.575 0.578 
Pseudo ρ2Adj       0.571 0.574 
Θ: Incluso nelle funzioni di utilità; (**) considerata crescente per il motociclo, decrescente per l’autobus 
Tab. 1.8 – Coefficienti dei modelli Cross-Nested Logit disaggregati 
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Le tabelle precedenti riportano i risultati della calibrazione dei due diversi approcci 
per le quattro configurazioni considerate. In particolare sono riportati (dall’alto verso il 
basso) i coefficienti degli attributi, i valori dei parametri dell’utilità inclusiva θ per i 
modelli Nested e Cross-Nested, e i gradi di partecipazione α per i modelli Cross-Nested. 
Seguono gli indici globali del modello, numero di parametri stimati e dimensione del 
campione, i valori della Log-Verosimiglianza iniziale e finale, il Log-Likelyhood Ratio 
test, il Rho-squared e l’Adjusted Rho-squared. 
Per quanto riguarda i coefficienti si può notare che i segni sono tutti coerenti con il 
significato dell’attributo, e che il loro valore è sostanzialmente stabile nei due modelli e nei 
due approcci, con una maggiore divergenza di valori passando da un approccio aggregato a 
uno disaggregato. Il t-test (indicato in parentesi) mostra come nei modelli aggregati si 
abbia fondamentalmente una buona significatività, anche se per alcuni essa decada con le 
strutture più complesse. Tali attributi sono però stati comunque inclusi vista l’elevata 
importanza dal punto di vista trasportistico, nonostante la significatività inferiore al 90%. 
In particolare risultano molto significativi all’interno dei modelli aggregati gli attributi di 
livello di servizio, ma soprattutto gli intertempi e i trasbordi nel trasporto pubblico, il 
numero di mezzi a disposizione e il coefficiente di occupazione medio per i mezzi privati. 
Per quanto riguarda invece l’utilità inclusiva, si può ribadire quanto detto riguardo le 
gerarchizzazioni, e quindi che essendo risultate significative le strutture descritte si può 
considerare un livello principale di scelta fra mezzo pubblico e privato per il Nested Logit, 
mentre le correlazioni sono più complesse nei Cross-Nested Logit: infatti si vede che la 
scelta del Bus risulta intermedia fra quelle dell’auto e del motociclo, mentre quella secondo 
modello CNL risulta più di difficile interpretazione, salvo il mettere in evidenza una 
concorrenza fra due gruppi di alternative, quello completo e quello composto da Auto e 
Bus. Se si considerano, sempre parlando dell’approccio aggregato, i valori dello pseudo ρ2 
si vede come il risultato sia soddisfacente anche se non troppo elevato, ma l’incremento di 
significatività globale introducendo un modello di tipo Nested è molto più basso che 
nell’introdurre le correlazioni del Cross-Nested.  
Affrontando ora i modelli disaggregati, lato coefficienti e significatività degli 
attributi si denota ancora una sostanziale stabilità, per gli attributi presenti in tutti e due gli 
approcci, con il decadimento però più marcato della significatività nelle strutture più 
complesse. Quello che si può vedere è però una grossa importanza delle variabili 
individuali nel modello, che presentano elevati valori del t-test. In particolare sono molto 




pesanti gli attributi relativi al sesso, età e “studente” fra le tipologie di impiego, oltre quelli 
gia elencati in precedenza per i modelli aggregati. Diretta conseguenza di ciò è l’ottenere 
dei valori di pseudo ρ2 molto elevati per modelli di questo genere, e un LL Ratio test 
doppio rispetto a quello dei modelli aggregati. Un’altra differenza sostanziale è la 
gerarchizzazione emersa come significativa del modello Nested: infatti non risultano più in 
concorrenza i modi pubblici e privati, ma emerge come concorrente l’auto contro gli altri 
due mezzi. Questi, infatti, sono modi che hanno in comune la non necessita di trovare 
problemi di parcheggio e non necessitano di licenza di guida. I modelli Cross-Nested 
invece hanno evidenziato le stesse strutture dei modelli aggregati, evidenziando buona 
stabilità. Gli incrementi di significatività globale comunque sono meno evidenti che nel 
caso precedente, in quanto si parte già da un livello molto alto. 
1.6. VALIDAZIONE DEI MODELLI 
Passo successivo della procedura è la fase della validazione, per determinare come 
il modello, riapplicato ai dati rilevati riesce a rappresentare il sistema della domanda di 
spostamenti in relazione alle modalità di spostamento. Questa procedura può essere 
effettuata con diverse modalità, per verificare vari aspetti dei modelli.   
L’effettiva utilizzabilità in fase previsiva del modello, è frutto, oltre che delle 
analisi sul campione usato per la calibrazione del modello, di procedure di validazione, in 
altre parole l’applicazione del modello ad un campione di osservazioni di “riserva” per poi 
confrontare i valori predetti dal modello con quelli effettivamente rilevati sul campione. 
Esistono numerosi modi per eseguire tali valutazioni, ma generalmente si può considerare 
quelle che sono le normali valutazioni che si effettuano su una serie di misure ripetute, 
come la quantificazione degli scarti, la loro media e la loro deviazione standard. 
Va precisato inoltre che la matrice O/D può presentare degli errori dovuti al 
campionamento, da quelli tipici di qualunque indagine campionaria, che vanno dalle 
risposte date non correttamente più o meno volutamente, alla presenza di outlayers cioè 
interviste effettuate su individui che per loro scelta escono dagli schemi comportamentali 
previsti, o alla mancanza di dati sufficienti a garantire l’affidabilità statistica del dato 
stesso, come nel caso di coppie origine destinazione con un solo individuo che compie tale 
APPROCCI CLASSICI 




spostamento, e che quindi non può dare informazioni sulla effettiva ripartizione modale su 
tale coppia o ancora a caratteristiche individuali non esplicabili tramite modelli di domanda 
aggregata come in questo caso. 
In questa fase va quindi tenuto conto che errori presenti nella totalità della matrice 
O/D si ripercuotono anche in parte sul campione di calibrazione, quindi nella fase di 
validazione si hanno tutta una serie di errori che vanno a sommarsi di cui solo una parte 
sono dovute effettivamente al modello. L’analisi della validità del modello, costruito sulla 
base di un set di calibrazione, va effettuata a rigore su oggetti diversi da quelli scelti per la 
calibrazione, ma l’applicabilità del modello va valutata non solo sulla base della corretta 
ripartizione modale ma anche sulla scelta effettiva degli utenti. 
La validazione è effettuata andando a considerare diversi aspetti della 
riapplicazione dei dati di specificazione al modello e il successivo confronto con quelli che 
sono i dati rilevati. Si può ragionare in diverse ottiche: per esempio sul numero di utenti 
che nella totalità sceglievano un mezzo piuttosto che un altro, oppure sul numero di coppie 
O/D su cui il valore predetto dal modello ha lo stesso andamento della ripartizione modale 
rilevata. 
Ciò premesso la procedura valutativa viene effettuata applicando ai dati osservati le 
diverse formulazioni supposte, e dal confronto fra quanto rilevato e quanto simulato, si 
possono ottenere considerazioni importanti sul corretto funzionamento del modello. La 
riapplicazione operativamente è ancora effettuata tramite l’applicazione di “BIOGEME” il 
quale fornisce, per ogni elemento osservato, la probabilità di scelta di ogni alternativa. 
Sulla base di queste probabilità saranno valutati diversi coefficienti, più o meno importanti 
secondo l’approccio utilizzato. 
In questo capitolo però la validazione non viene trattata, in quanto, per quanto detto 
in introduzione, tale procedura è utilizzata non solo come valutazione della bontà generale 
dei modelli ma anche come confronto fra le metodologie classiche e quella alternativa 
proposta. Quindi si rimanda al capitolo 4 ove la validazione di questi e degli altri modelli 
sarà ampiamente trattata e discussa. 




1.7. CONSIDERAZIONI CONCLUSIVE 
In questo capitolo sono state trattate le metodologie classiche per l’applicazione dei 
modelli di scelta modale. In particolare sono stati trattati i modelli della famiglia Logit, dal 
più semplice Logit multinomiale al più complesso Cross-Nested Logit. Dalla trattazione 
teorica si è poi passati applicazione ai dati della indagine sulla mobilità realizzata nella 
provincia di Trieste. Si sono ottenuti così dei modelli di scelta modale con due diversi 
approcci, quello aggregato, che si basa sulle coppie origine e destinazione come elemento 
di base della modellazione e quello disaggregato, nel quale la scelta dell’utente ad essere 
principale oggetto di studio. In questo modo si sono costruiti modelli che hanno messo in 
luce quali sono le caratteristiche che influenzano la scelta dell’utente e quindi più in 
generale la domanda di trasporto. Inoltre la gerarchizzazione della scelta ha permesso di 
trarre importanti indicazioni su quello che è il meccanismo che meglio rappresenta la 
scelta. Tali modelli, e in particolar modo quelli di tipo disaggregato hanno raggiunto livelli 
di significatività globale molto elevata. 
Fine ultimo era proprio quello di ottenere delle applicazioni delle metodologie 
classiche di buon livello, allo scopo di confrontarle con quelle alternative proposte. I 
modelli ottenuti pertanto soddisfano pienamente questa esigenza e rappresentano un banco 
di prova severo ed oggettivo per le successive trattazioni del problema. 
Quanto ottenuto in questo capitolo è pertanto quello che ci si prefiggeva, ed inoltre 
si è ottenuta un’ulteriore prova dell’efficacia di queste metodologie al problema della 
scelta modale, oltre che un primo confronto fra metodologie di tipo aggregato e 
disaggregato. Riguardo a ciò vi è l’evidenza numerica dell’importanza di considerare le 
caratteristiche individuali dell’utente ogni qual volta si vada a considerare problemi di 
scelta, e che quindi, viceversa ogni intervento sul sistema dei trasporti vada ad investire 
diverse categorie di utenti in modo diverso. In particolare proprio questo genere di 



























Nel campo della scelta modale in particolare e della scelta discreta più in generale, 
hanno preso sempre più piede metodologie semi o non parametriche, che nascono da 
diverse teorie o assunzioni. Quello che però generalmente accomuna i diversi metodi è in 
generale quello di avere un approccio al problema a “scatola nera”: infatti, gli assunti su 
cui si basano di solito i modelli non parametrici non sono né statistici né facilmente 
spiegabili e interpretabili, nel senso che la costruzione matematica del modello fa perdere il 
collegamento diretto fra i dati rilevati e le risposte del modello. Questo a fronte di una 
migliore capacità di interpretazione dei dati, specialmente in caso di data base limitati o 
affetti da errori o “rumore”. 
Quanto detto in precedenza è doppiamente uno svantaggio nell’applicazione di tali 
teorie a problemi pratici: innanzitutto vi è quanto pocanzi illustrato, l’impossibilità di dare 
una spiegazione a quanto fornito dal modello in termini chiari, segue poi che, in particolare 
se utilizzate in termini previsionali, le risposte stesse fornite potrebbero essere 
inaccettabili. Ad esempio, l’utilizzo di una rete neurale in fase previsionale per la 
valutazione dell’effetto sulla domanda di trasporto in caso di modifiche del sistema, 
potrebbe dare risultati più o meno sensibili in funzione del maggiore o minore numero di 
cicli di training a cui viene sottoposta, se non addirittura risultati opposti rispetto a quelli 
attesi. 
Per questa ragione può essere utile la ricerca di nuove metodologie che possano 
superare questi limiti, al fine di avere nuovi strumenti per l’applicazione e la soluzioni di 
problemi di valutazione delle scelte, o nel caso particolare in oggetto, della scelta modale. 
Pertanto ci si propone di valutare l’applicabilità a questo problema della Teoria dei Rough-
set, una metodologia di data mining di recente riscoperta seppur teorizzata 25 anni fa ma 
limitata dalle potenze di calcolo disponibili, per verificare che essa sia in grado di dare le 
risposte cercate e valutare se tale approccio sia in grado di superare alcuni limiti delle 
metodologie attualmente più in uso. Inoltre lo scopo è quello di mettere in luce non solo i 
vantaggi ma anche gli svantaggi, per fornire ulteriori spunti di sviluppo e miglioramento 
del metodo. 
In questo capitolo vedremo quindi dopo una breve review bibliografica, le basi del 
metodo, le sue caratteristiche e l’applicazione al problema di studio. 
TEORIA DEI ROUGH-SET: 




2.2. STATO DELL’ARTE 
La teoria dei Rough-set, teorizzata da Z. Pawlak nei primi anni ottanta, è stata poi 
successivamente sviluppata dallo stesso ideatore della teoria dal 1991 in poi grazie 
all’avvento dei moderni calcolatori. Questa teoria è uno strumento matematico finalizzato 
alla trattazione e classificazione di oggetti caratterizzati da informazioni (dati o conoscenze 
in genere) anche imprecise, incerte o incomplete. 
Il postulato su cui si fonda tale teoria, sta nell’assunzione che ad ogni oggetto 
dell’universo rilevato è associato un certo quantitativo di informazioni espresse attraverso 
una serie di attributi. Nell’approccio originale è definita sull’universo una relazione detta 
di indiscernibilità, cioè una relazione di equivalenza che assume come equivalenti gli 
oggetti indiscernibili, ossia caratterizzati dal medesimo bagaglio di informazioni. 
Nella loro formulazione originaria, dopo i recenti sviluppi del metodo ribattezzata 
Classical Rough-set Approach (CRSA), i Rough-set sono complementari e si intersecano 
con molte altre teorie matematiche e tecniche per l’impiego di informazioni imperfette, 
come ad esempio la teoria delle probabilità, la teoria dei numeri fuzzy ed altre. Sono da 
citare ad esempio gli studi dello stesso Pawlak sui Rough-set e la probabilità (Pawlak, 
1985) e quelli di Dubois e  Prade (1990) e Słowiński (1995) sulle relazioni fra fuzzy sets e 
Rough-set. Esistono inoltre numerose applicazioni nei più svariati campi, dalla medicina, 
alle analisi ambientali, alle previsioni dei terremoti. 
Sono stati sviluppati inoltre diversi tentativi di applicare i Rough-set alle teorie di 
scelta, sempre da Pawlak e Słowiński (Pawlak e Słowiński, 1994; Pawlak, 1995), 
nonostante l’approccio classico non sia in grado di operare in caso di attributi con un 
ordine di preferenza sulle scelte. Proprio questo limite ha rappresentato la svolta del 
metodo, con un’evoluzione in questo senso. I successivi sviluppi sono stati proprio volti in 
funzione di ottenere un’accezione del metodo che non risenta di questa limitazione, 
permettendo l’applicazione anche a problemi di analisi multicriteriale. 
Di questa metodologia, basata su un approccio di dominanza delle alternative sarà 
illustrata nel successivo Capitolo 3, che illustrerà la teoria dei Rough-set con il criterio di 
dominanza, unitamente al relativo sviluppo bibliografico, cui si rimanda per ulteriori 
delucidazioni a riguardo. 




2.3. BASI MATEMATICHE 
2.3.1. Tabella d’informazione e relazione di indiscernibilità 
Punto di partenza di un’analisi di dati tramite la teoria dei Rough-set è la tabella di 
informazione (information table). Per motivi algoritmici, le informazioni sono 
implementate sottoforma di tabella di dati, le cui righe corrispondono ad oggetti distinti, 
mentre le colonne sono legate ai differenti attributi analizzati. Ogni cella contiene, quindi, 
una valutazione, quantitativa o qualitativa, dell’oggetto collocato in una certa riga per 
mezzo dell’attributo presente nella corrispondente colonna. Può essere opportuno un 
pretrattamento dei dati che ne preveda la discretizzazione. Infatti, nelle valutazioni 
quantitative, attuate secondo un generico attributo, il domino di ogni attributo può essere 
suddiviso in classi, più o meno ampie e codificate dai numeri naturali. Il risultato finale è 
legato alla tipologia del processo adottato nella discretizzazione. 
Il postulato su cui si fonda tale teoria, afferma che ad ogni oggetto dell’universo U 
considerato, è associato un certo quantitativo di informazioni espresse attraverso una serie 
di attributi Q = (q1, q2,..., qm). La tabella d’informazione può quindi essere rappresentata da 
S=(U,Q) , contenente l’universo U degli oggetti considerati, l’insieme finito Q degli 
attributi. Se si definisce Vq  il dominio di un attributo, ed f  una funzione detta funzione di 
informazione, definita in U×Q→V, tale che definito un q∈Q e x∈U sia f(x,q)∈Vq , tale 
che restituisca il valore del attributo relativo a quell’oggetto, allora per un qualunque 
sottoinsieme P⊆Q  si può definire una relazione binaria Ip così definita: 
 
}∈∀),( = ),(:× ∈= Pq ,qyfqxfUU y) {(x,  Ip  
 
Questa relazione detta di indiscernibilità, è una legge di equivalenza che assume 
come equivalenti gli oggetti indiscernibili, ossia caratterizzati dalle medesime informazioni 
relativamente agli attributi di P. Da ciò consegue una partizione di U  in classi di 
equivalenza dette insiemi elementari, o anche atomi nel caso in cui P=Q, le quali 
rappresentano i “mattoni”che compongono le conoscenze note relativamente agli oggetti di 
U. Gli oggetti x  e y  sono detti pertanto indiscernibili secondo P (o Q). Se si distinguono 
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due tipologie di attributi, gli attributi condizionali C  e gli attributi decisionali D , allora la 
tabella d’informazione S  diventa una tabella di decisione (decision table) definita 
S=(U,C,D) , con C∩D=∅  di cui si parlerà in seguito. 
2.3.2. Approssimazioni e Rough-set 
In funzione di queste osservazioni, si possono individuare dei sottoinsiemi X⊆U 
espressi in termini di questi insiemi elementari: in modo preciso o in modo approssimato, 
in relazione all’inconsistenza e/o ambiguità o meno delle informazioni sugli elementi che 
lo compongono. Nel primo caso, il sottoinsieme X è di tipo ordinario, definito in modo 
esatto, e risulta come semplice unione di insiemi elementari; nel secondo caso, invece, risulta 
non ben definito e può essere rappresentato attraverso una coppia di insiemi ordinari ben 
definiti, detti approssimazione inferiore e approssimazione superiore. L’approssimazione 
inferiore P↓ si compone dell’unione di tutti gli insiemi elementari inclusi in X (elementi 
che certamente appartengono a X). Quindi gli elementi di P↓(X) sono tutti e soli quegli 
oggetti x∈U che appartengono alle classi di equivalenza generate dalla relazione di 
indiscernibilità Ip contenute in X: 
 
( ) ( ){ }XxI:UxXP p ⊆∈=↓  
 
L’approssimazione superiore, invece, comprende tutti gli insiemi elementari che 
hanno un’intersezione non vuota con X (elementi che potrebbero appartenere ad X). 
Pertanto, gli elementi di P↑(X) sono tutti e soli quegli oggetti x∈U che appartengono alle 
classi di equivalenza, generate dalla relazione di indiscernibilità Ip contenenti almeno un 
oggetto x appartenente ad X. 
 
( ) ( ){ }∪ Xx p xIXP ∈↑ =  
 
In altre parole, P↑(X) è l’unione più grande degli insiemi elementari contenuti in X, 
mentre P↓(X) è l’unione più piccola degli insiemi elementari contenuti in X. Si può definire 
poi la frontiera di X in S, ricavata dalla differenza fra l’approssimazione superiore e quella 




inferiore, che costituisce la regione dell’incertezza per i Rough-set. I suoi elementi non 
possono essere classificati con certezza come appartenenti o meno a X , usando 
l’informazione disponibile. La frontiera è indicata con BnP(X) e definita come: 
 
( ) ( )XPXPBnP ↓↑ −=  
 
L’informazione sugli oggetti della frontiera è dunque inconsistente o ambigua. 
Chiaramente, negli insiemi ordinari la frontiera è vuota. Se l’insieme frontiera di X è 
vuoto, BnP(X)=∅, allora l’insieme X è un insieme esatto (crisp), tanto da poter essere 
espresso come unione di un certo numero di insiemi elementari; altrimenti, l’insieme X è 
un insieme approssimato (rough) e potrebbe essere caratterizzato dall’uso delle 
approssimazioni superiori e inferiori P↑(X) e P↓(X). La famiglia di tutti gli insiemi X⊆U 
aventi le medesime approssimazioni, inferiore e superiore, è chiamata Rough-set. In 
generale, vale la relazione: 
 
( ) ( )XPXXP ↑↓ ⊆⊆  
 
Quindi, se un oggetto x appartiene a P↓ (X), esso è certamente anche un elemento di 
X, mentre se x appartiene a P↑(X), esso potrebbe appartenere all’insieme X. BnP(X) 
costituisce la regione del dubbio di X e nulla può essere detto con certezza circa 
l’appartenenza o meno di un suo elemento all’insieme X. Ogni insieme rappresentato 
attraverso la sua approssimazione inferiore e superiore è un Rough-set. 
Considerato X≠0 , si definisce come accuratezza dell’approssimazione di X la 
seguente relazione: 
 





in cui | ⋅|  indica la cardinalità di un insieme, cioè il numero degli elementi presenti 
nell’insieme finito. Il risultato del rapporto è, ovviamente, 0≤αP(X)≤1; se αP(X)=1 , X è 
un insieme esatto (crisp). Invece, se αP(X)≠0 , X è un insieme approssimato (rough). 
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E’ possibile definire anche la qualità dell’approssimazione di X, come: 
 






Questo indice rappresenta la frequenza relativa con cui gli oggetti di X 
correttamente rappresentati tramite gli attributi di P sono presenti nell’approssimazione 
inferiore. 
Una delle caratteristiche più importanti dell’approccio Rough-set è 
l’approssimazione di insiemi o sottoinsiemi dell’universo U, che rappresentano la 
“conoscenza” che deriva da U. Preso un oggetto x  può essere utile definire il livello di 
appartenenza di questo oggetto a un insieme X⊆U. Questo può essere calcolato come: 
 








Questo valore può essere considerato analogamente ad una probabilità 
condizionale, e rappresenta il grado di certezza (degree of certainty o certanty level) con il 
quale x appartiene a X. 
2.3.3. Dipendenza e riduzione degli attributi 
Un aspetto molto importante nelle applicazioni pratiche è quello della dipendenza 
dagli attributi e dagli attributi superflui. Intuitivamente, un insieme di attributi T⊆Q  è 
totalmente dipendente da un insieme di attributi T⊆Q  se tutti i valori degli attributi 
contenuti in T sono univocamente determinati dai valori degli attributi presenti in P, e 
questo si ha solo se IP⊆IT . In altre parole, la divisione generata dagli attributi di P  è fine 
tanto quella generata dagli attributi di T, in modo tale che è sufficiente usare gli attributi di 
P per costruire la partizione U|IT . Un altro argomento di grande importanza pratica è 
rappresentato dagli “attributi superflui” contenuti in un’information table. Questi possono 
essere eliminati, infatti, senza modificare o deteriorare l’informazione contenuta nel 




prospetto originale. Considerando P⊆Q  e p∈P , si può dire che l’attributo p è superfluo in 
P se IP=IP -{ p } , altrimenti, l’attributo p è indispensabile in P. L’insieme P è indipendente o 
ortogonale se tutti i suoi elementi (attributi) sono indispensabili. Il sottoinsieme P' di P è 
una riduzione (reduct) di P, indicato con Red(P), se P' è indipendente ed IP ’=IP . 
L’insieme di tutti gli attributi indispensabili di P  è il nucleo (core) di P: 
 
( ) ( )PdRePCore XX ∩=  
 
e contiene tutti quegli attributi che non possono essere, in alcun modo, sostituiti senza 
perdita di informazione. Il calcolo di tutti gli insiemi ridotti di attributi può essere lungo e 
complesso e spesso non è necessario. Può essere sufficiente fermasi agli insiemi ridotti con 
maggiore qualità della classificazione.  
Questa caratteristica della teoria dei Rough-set è fondamentale perché permette di 
ottenere risultati con molti meno attributi di quelli che possono essere specificati, pur 
mantenendo lo stesso livello di rappresentazione del problema. Altri metodi hanno invece 
diretta dipendenza fra il numero di attributi e significatività globale del modello. 
2.3.4. Tabella di decisione e regole decisionali 
Assegnato un generico universo U di oggetti, il problema di maggior interesse è 
quello di classificare gli elementi in sottoinsiemi (categorie disgiunte) seguendo un 
processo logico che impiega le informazioni disponibili. Il presupposto per poter effettuare 
una classificazione è che le informazioni siano espresse in termini di attributi decisionali D 
ed attributi condizionali C , sottoinsiemi disgiunti e non vuoti di Q. Dal momento che lo 
scopo è quello di evidenziare il legame funzionale tra condizioni e decisioni, la tabella, 
denominata in questo caso tabella di decisione, può essere vista come un insieme di regole 
del tipo “if...then...”. Per ciascun oggetto x∈U la condizione “if…” si pone davanti ai 
valori degli attributi C, mentre la conseguenza “then…” si mette di fronte ai corrispondenti 
valori degli attributi D, tanto da definire una regola di logica implicazione. Tuttavia, alcune 
informazioni possono essere vaghe, rendendo la tabella inconsistente ed alcune regole 
incerte. Il metodo di analisi della teoria dei Rough-set consente di ottenere, come risultato 
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ultimo, un quadro sia delle regole certe che di quelle incerte, facendo sintesi di quelle 
iniziali deducibili dal prospetto informativo. 
Dal punto di vista operativo, gli attributi decisionali sono impiegati per definire la 
relazione di indiscernibilità ID che ripartisce l’universo in classi di decisione elementari, 
cioè insiemi costituiti da oggetti indistinguibili per gli attributi decisionali. Dall’altro lato, 
quelli condizionali sono impiegati per definire la relazione di indiscernibilità IC  che 
ripartisce l’universo in insiemi elementari, con i quali approssimare le suddette classi di 
decisione. Infatti, per ogni classe di decisione si possono individuare l’approssimazione 
inferiore e approssimazione superiore degli attributi condizionali, cioè gli oggetti che, 
certamente appartengono e quelli che possono appartenere a tale classe, note le condizioni 
che essi soddisfano. In altri termini, significa individuare sia le condizioni che assegnano 
un oggetto con certezza all’una o all’altra classe, sia quelle che lo assegnano con 
incertezza. 
Si crea, quindi, una corrispondenza di tipo “rough” tra classi decisionali e 
condizionali, che associa ad ogni classe di decisione un’approssimazione inferiore ed una 
superiore in termini di insiemi elementari di tipo condizionale; tale applicazione si esprime 
a mezzo di regole certe ed incerte. Le prime sono supportate solo dagli oggetti appartenenti 
all’approssimazione inferiore della classe di decisione corrispondente, le seconde solo 
dagli oggetti della frontiera della classe di decisione corrispondente. Evidentemente, le 
regole individuate, possono trovare la loro naturale estensione nel determinare la 
classificazione di un più ampio universo di oggetti dei quali sono noti solo i valori degli 
attributi condizionali.  
Un esempio di quanto detto, relativamente al caso di un attributo può essere visto 
nella figura 2.1 alla pagina seguente. Supponendo di avere due attributi condizionali, A1  e 
A2  e le relative decisioni, rappresentate da simboli diversi, allora abbiamo una serie di 
approssimazioni inferiori, che contengono oggetti che mi danno la stessa decisione in 
funzione dei due attributi. Si ha invece il confine di ambiguità ove a parità di attributi le 
scelte sono di diverso tipo. Appare ovvio come dall’approssimazione inferiore saranno 
generate regole decisionali certe, mentre dalla zona di confine nasceranno le regole incerte. 
Ovviamente si tratta di un esempio grafico, senza alcun legame con un caso reale, l’unico 
scopo è visualizzare alcuni dei concetti precedentemente esposti. 




Fig. 2.1 – Esempio grafico delle approssimazioni 
Per continuare sulla dipendenza funzionale fra attributi condizionali C  e decisionali 
D , le regole che vengono generate sotto forma di regole decisionali, avranno una sintassi 
come la seguente: 
 








dove (q1,q2,…qp)⊆C,(rq1,rq2…rq p)∈Vq 1×Vq 1×…×Vqp  e Yj 1,Yj 2,…,Yj k  sono alcune 
classi decisionali considerate nella classificazione di D (insiemi elementari di D). 
Conseguenza ovvia è che se k=1 allora la regola è di tipo certo, altrimenti la regola è di 
tipo incerto o ambigua. 
Se definiamo l’insieme delle f(x,qi)>rq i ,  f(x,qi)=rq i,  f(x,qi)<rqi  come For(P)  
allora per ogni Φ∈For(P)  si può definire con ||Φ ||S  l’insieme di tutti gli x∈U  che 
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Ne consegue quindi che una regola decisionale in U  è un’espressione del tipo 
Φ→Ψ , (leggasi if Φ  then Ψ) dove Φ∈For(C) e Ψ∈For(D)  con C  e D  attributi 
condizionali e rispettivamente decisionali. Φ  e Ψ  si riferiscono quindi alle condizioni o 




    true)( ΨΦΨΦ ⊆⇒=→  
 
Si possono definire per le regole decisionali una serie di parametri relativi alla 
regola stessa. Indicando sempre con | ⋅ |  la cardinalità, ovvero il numero di oggetti di un 
insieme, è definito come support (supporto) di una regola in S=(U,C,D) il numero: 
 
( ) ( )    ,supp
SSS
ΨΦΨΦ ∧=  
 
Se si considera la probabilità della distribuzione di un oggetto x  in U  come 
pU(x)=1/|U| , allora la probabilità di distribuzione di un insieme X  in U  sarà data da 
pU(X)=|X|/|U| , con X⊆U . Da ciò consegue che, a una qualunque Φ⊆For(U)  si può 
associare la sua probabilità definita come: 
 
( ) ( )
SUS
 p ΦΦπ =  
 
Precisato questo per ogni regola si può definire la probabilità che un insieme 
soddisfi la parte condizionale e decisionale di una regola: 
 
( ) ( ) ( )
SSUSS
  p,cer ΦΨΦΨπΨΦ ==  
 
Questo valore è detto anche certainty factor e vale: 
 
( ) ( ) ( )( )   





ΨΦΦΨπΨΦ ∧==  
 
Questo coefficiente, chiamato usualmente confidence coefficent nei processi di data 
mining, è pari ad 1 se e solo se la regola è vera su tutto S . questo implica che se 




πS(Ψ |Φ)=1 , allora la regola Φ→Ψ  è una regola certa; se invece 0<  πS(Ψ |Φ)<1 , ci si 
riferisce ad una regola incerta. 
D’altro lato è possibile definire un altro coefficiente detto coverage factor, con 
notazione covS(Φ,Ψ)  definito come: 
 
( ) ( ) ( ) ( )( )   
   




ΨΦΨΦπΨΦπΨΦ ∧===  
 
Il certainty factor di una regola può essere interpretato come la frequenza di oggetti 
che soddisfano la proprietà Ψ  nell’insieme di quelli che soddisfano la proprietà Φ , mentre 
il coverage factor come la frequenza degli oggetti con la proprietà Φ  nell’insieme degli 
oggetti che hanno proprietà Ψ , all’interno dell’universo S . Infine si può definire il numero: 
 
( ) ( ) ( ) ( )ΦπΨΦΨΦΨΦσ SSSS ,cer
U
,supp, ⋅==  
 
chiamato relative strength della regola decisionale, e rappresenta la frequenza degli oggetti 
che soddisfano la regola nella parte condizionale e decisionale sulla totalità degli oggetti 
dell’universo. 
Riassumendo, le regole decisionali rappresentano una logica controparte delle 
approssimazioni: le regole certe rappresentano l’approssimazione inferiore, mentre le 
regole incerte corrispondono alla regione di confine o ambigua. Quindi se da un lato 
l’approssimazione dal punto di vista matematico ha una un formalismo migliore, dall’altro 
quello delle regole ha la migliore interpretabilità logica dei dati dei due strumenti illustrati, 
quindi il secondo è più pratico. Inoltre coverage e certainty factor esprimono l’esattezza o 
meno della “conoscenza” che deriva dalle regole (e quindi dalle approssimazioni. Il 
certainty factor può essere interpretato come un grado di verità della regola decisionale, al 
contrario il coverage factor come un grado di verità “inverso” ovvero definisce per quali 
ragioni è possibile aver preso una decisione. Il relative strength invece più semplicemente 
esprime il rapporto fra i dati che possono essere espressi dalla regola e il totale contenuto 
nell’universo. 
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2.3.5. Generazione delle regole 
La generazione delle regole a partire dalla decision table parte dal considerare ogni 
oggetto come un esempio di decisione. Ogni regola “estratta” dal set di dati, divide gli 
oggetti che soddisfano la parte condizionale in una parte positiva, cioè oggetti che 
soddisfano anche la parte decisionale, e una negativa, che invece non la soddisfano. Una 
regola può essere discriminante se distingue la parte positiva da quella negativa, oppure 
minima (minimal) se invece comprende anche oggetti negativi. Se una regola copre un 
numero limitato di oggetti negativi allora si ha una regola parzialmente discriminante. 
Queste sono caratterizzate da un coefficiente detto level of confidence che ne identifica la 
consistenza, e rappresenta il rapporto fra gli oggetti positivi e negativi che supportano la 
regola. 
La generazione delle regole può essere affrontata con diverse procedure. Vi sono in 
letteratura diversi algoritmi proposti. In generale però si potrà ottenere degli insiemi di 
regole di tre diverse categorie: 
 
a. Generazione di un set di regole minimo (level of confidece pari a 1), che ricopre 
tutti gli oggetti della tabella di informazione; 
b. Generazione di un set di regole completo, che considera tutte le possibili regole 
generate dall’information table; 
c. Generazione di un set di regole forte, anche parzialmente discriminanti, che ricopre 
la gran parte degli oggetti della tabella di informazione; 
 
La scelta di una o piuttosto che di un’altra categoria di regole va definita in 
funzione dell’applicazione che si vuole andare a studiare. Vedremo in seguito nella parte 
applicativa le implicazioni della scelta di un metodo piuttosto che di un altro. 
2.4. SPECIFICAZIONE DEL MODELLO 
La specificazione di un modello è, in senso più generale, la definizione di tutte le 
scelte da operare per applicare effettivamente l’approccio scelto. Ovviamente le scelte da 




adottare saranno diverse per ogni tipologia modellistica affrontata. Nel caso visto nel 
capitolo precedente riferito ai modelli Logit, in questa fase vanno definite e quantificate le 
variabili in gioco e la forma funzionale del modello utilizzato. Per quanto riguarda la prima 
delle due operazioni, l’utilizzo di diverse metodologie non presenta grosse differenze, anzi 
si può affermare che le variabili del problema sono le stesse, e le differenze relative alla 
loro quantificazione sono pressoché nulle. Divergenze si registrano nelle modalità di 
utilizzo e di inserimento nel modello degli attributi, in quanto il caso specifico della teoria 
dei Rough-set presenta peculiarità che difficilmente si ritrovano in altri metodi. 
In particolare si può ricordare che con i Rough-set è possibile utilizzare non solo 
variabili numeriche e/o continue nello spazio degli attributi, ma anche discontinue e 
qualitative (ad esempio “alto, medio,basso” o altro) senza dover ricorrere a quantificazione 
numerica delle stesse. Tale quantificazione, infatti, può essere fonte di errore o inesattezza, 
e comunque influenzare la calibrazione dei modelli di tipo parametrico. Infatti la 
quantificazione fra un giudizio “buono” o “medio” è molto soggettiva e fortemente 
dipendente da chi esprime il giudizio, rendendo difficile se non impossibile, effettuare una 
corretta numerizzazione a posteriori del giudizio. 
Un’altra caratteristica particolare è che i risultati sono indipendenti dalle 
trasformazioni funzionali, con o senza pretrattamento e discretizzazione dei valori degli 
attributi. Infatti, sia che si parli di classi o di valori nel continuo, l’individuazione delle 
approssimazioni e/o delle regole decisionali utilizza il valore come limite di una classe di 
attributo e tale limite se riferito a una variabile matematicamente trasformata o meno non 
varia se non per il valore numerico. 
Pertanto se ne può concludere che lato attributi non vi saranno ulteriori 
ragionamenti da fare oltre la definizione della decision table per l’impiego del metodo. Se 
si vuole inoltre condurre una sorta di parallelo con quanto fatto coi modelli Logit, si 
dovrebbe ora descrivere la forma funzionale del modello CRSA, ma a tale riguardo vi è 
ben poco da dire: la scelta del CRSA è per se stessa la definizione di come si cerchi di 
affrontare il problema, e quindi non vi sono grosse scelte possibili. Si potranno avere delle 
differenze riguardo all’estrazione delle regole come descritto nella trattazione matematica 
del metodo, in particolare alla scelta della modalità o della tipologia di regole che si 
vogliono ottenere, ma le considerazioni a riguardo saranno discusse nel prosieguo del 
capitolo. 
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2.4.1. Decision Table 
La costruzione della decision table è un punto cruciale nell’applicazione della 
teoria dei Rough-set, in quanto si vanno a definire quelli che sono gli attributi condizionali 
(ovvero le variabili indipendenti) e quelli decisionali ( variabili dipendenti). Nel caso 
specifico della scelta modale ovviamente lato decisionale vi è la scelta del modo di 
trasporto, lato condizionale tutti gli attributi che governano la scelta del modo. Vi è però da 
operare una decisione dal punti di vista metodologico fondamentale: la scelta del tipo di 
approccio con cui esplicitare la decision table, ovvero se operare a livello aggregato o 
disaggregato. 
Vanno fatte a tal proposito delle considerazioni: per quanto visto nella parte 
metodologica di approccio al problema il CRSA opera trovando delle relazioni di tipo 
“rough” fra le approssimazioni degli attributi condizionali e decisionali e sulla base di ciò 
trova delle regole decisionali comuni. In particolare il metodo trova regole “certe” a partire 
dall’approssimazione inferiore, e cioè ove vi sia una scelta precisa di una piuttosto che 
dell’altra alternativa. Viceversa per quanto riguarda le regole incerte o ambigue, esse 
nascono dalla regione di confine, e quindi dove, a parità di caratteristiche condizionali, vi è 
ambiguità nella scelta ovvero ove esistano soggetti di scelta diversa. 
Questo porta a due conclusioni: la prima è che appare lampante che un classico 
caso di scelta incerta è quella legato alla ripartizione modale su una coppia  
origine-destinazione. Infatti, se si considera la scelta aggregata per una coppia  
origine-destinazione, si hanno per le stesse caratteristiche, diverse scelte da parte degli 
utenti. Questo è un classico caso di ambiguità di scelta che può essere rappresentato 
tramite i Rough-set. 
La seconda è che utilizzando una caratterizzazione troppo fine degli oggetti si 
rischia di avere una determinazione troppo precisa della scelta. Infatti, se si considerassero 
le scelte del singolo utente, e difficile una serie di regole che considerino l’ambiguità, 
ovvero l’indeterminatezza della scelta.  
Lo studio della scelta modale tramite l’approccio dei Rough-set è partito proprio, 
anche in termini temporali utilizzando un approccio di tipo aggregato. Si aggiunga a queste 
motivazioni di ordine metodologico che dal punto di vista cronologico sono stati resi 
inizialmente disponibili solo dati aggregati della domanda. 




La scelta di utilizzare come “oggetto” di impiego nel CRSA le coppie origine 
destinazione appare quindi una scelta sensata, in funzione di ottenere un modello e delle 
risposte di tipo aggregato: in seguito verranno anche illustrati le giustificazioni 
matematiche a questo tipo di approccio. Appare inoltre chiaro che così operando le 
approssimazioni saranno corrispondenti alle coppie O/D, in quanto nell’approccio 
aggregato, ogni coppia ha attributi costanti.  
2.4.2. Attributi decisionali 
Sono costituiti dalla scelta effettuata dagli utenti del sistema dei trasporti, rilevata 
nell’indagine O/D, e quindi la cosiddetta domanda di trasporto. Sono, in effetti, 
l’equivalente delle alternative di scelta nei modelli di scelta discreta. La costruzione di un 
modello di scelta tramite la teoria dei Rough-set va inizialmente intesa come uno sviluppo 
da confrontare con le metodologie esistenti. Infatti, fine ultimo di questa ricerca è valutare i 
risultati ottenibili in confronto a risultati che solitamente si ottengono. Pertanto la 
costruzione del modello deve avere parità di condizioni dei modelli Logit precedentemente 
costruiti. Premesso ciò la scelta delle alternative da studiare ricade ancora sui tre modi bus, 
inteso come trasporto pubblico, l’auto, ovvero autovettura privata e la moto o motociclo. 
2.4.3.  Attributi condizionali 
Le stesse motivazioni addotte per gli attributi decisionali possono essere 
considerate valide per gli attributi condizionali, che in questo caso rappresentano gli 
attributi del modello di scelta. Gli attributi sono quindi gli stessi specificati in precedenza, 
e sono riportati nella tabella 2.1 alla pagina seguente, mentre per la loro descrizione 
dettagliata si rimanda al paragrafo 1.4.4 del capitolo precedente, facendo notare come essi, 
vista la scelta di operare in via aggregata, vadano considerati in questi termini. In 
particolare, la tabella riporta gli attributi e il loro impiego nei diversi sub-set di 
calibrazione, impiegati per valutare la sensitività al limitare del numero di attributi 
nell’estrazione delle regole e i loro successivi risultati in validazione. Essendo stato scelto 
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un approccio aggregato, si indicano separatamente gli attributi di livello di servizio, tipici 
del sistema dei trasporti e quelli socio economici dell’area di studio. 
 
 S1 S2 S3 
ATTRIBUTI DI LIVELLO DI SERVIZIO 
Tempo di viaggio  Θ Θ Θ 
Tempo a piedi Θ Θ Θ 
Costo di Viaggio Θ Θ Θ 
Intertempi Θ Θ Θ 
Trasbordo Θ Θ Θ 
Stalli di sosta liberi Θ Θ  
Stalli di sosta a pagamento Θ Θ  
ATTRIBUTI SOCIO-ECONOMICI DELL’AREA DI STUDIO    
Adiacenza Θ   
N° di auto della zona di origine Θ   
N° di moto della zona di origine Θ   
Penalizzazione zone interne Θ   
Penalizzazione zone esterne Θ   
Coefficiente di occupazione Θ Θ Θ 
Istruzione Θ   
Tab. 2.1 – Attributi condizionali 
Anche la suddivisione in zone, evidentemente è mantenuta inalterata, stesso dicasi 
per le coppie O/D che si generano. Per approfondimenti sui dettagli riguardo alla 
zonizzazione si rimanda al relativo paragrafo 1.4.3 del precedente capitolo. Un'altra 
importante differenza con l’approccio precedente è che gli attributi, in particolare gli 
attributi di livello di servizio, non sono considerati in un'unica alternativa. Infatti, la scelta 
di una piuttosto che dell’altra alternativa modale può dipendere non solo dal buon livello di 
servizio fornito dall’alternativa scelta, ma anche dal “cattivo servizio” dagli altri modi di 
trasporto considerati. 
Anche quantitativamente, il valore specificato degli attributi è stato mantenuto tale. 
Sebbene il metodo permetta di utilizzare una ripartizione discreta degli attributi, si 
preferisce, ove possibile mantenere una valutazione continua degli attributi, salvo ove gli 
attributi siano per se stessi “discreti”, come ad esempio inseriti come variabili “dummies”. 
Una volta selezionati e valutati gli attributi, si ottiene la tabella decisionale, di cui 
viene riportato un estratto nella tabella 2.2 seguente: 





Tab. 2.2 – Estratto della decision table 
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2.5. ESTRAZIONE DELLE REGOLE 
Di fatto è il procedimento con cui le regole sono ricavate a partire dalla decision 
table, ed è assimilabile, volendo, al calcolo dei coefficienti dei modelli Logit, ovvero alla 
fase di calibrazione. Per quest’elaborazione sarà impegato il software ROSE2, 
specificatamente sviluppato dal professor Roman Słowiński presso il Laboratory of 
Intelligent Decision Support System (IDSS) dell’University of Technology di Poznàn (PL). 
 
Fig. 2.2 – Screenshot del programma ROSE2 
L’applicazione del programma permette di calcolare tutti gli elementi concernenti il 
CRSA, come gli atomi della decision table, i reducts, il core ed infine l’estrazione delle 
regole secondo diverse modalità. 




2.5.1. Procedura di estrazione delle regole 
Come detto in precedenza si possono seguire diverse strategie per l’estrazione delle 
regole dalla decision table (cfr § 2.3.5). Quindi è necessario scegliere una via da 
perseguire. Nel caso in oggetto della scelta modale ci troviamo a dover utilizzare delle 
variabili continue (tempi, costi ecc.) e quindi potrebbe essere opportuna una 
discretizzazione degli attributi condizionali. L’interrogativo che si pone però è il livello di 
discretizzazione da impiegare, quale range dare ai diversi attributi, e soprattutto quanto 
questa discretizzazione influenzi la generazione finale delle regole. 
L’alternativa è invece quella di non discretizzare e lavorare nel continuo con una 
particolare procedura implementata nel programma, ovvero l’estrazione delle regole (Rule 
Induction) mediante la procedura dell’Extended Minimal Covering. Questa procedura 
permette di ottenere un set di regole minimo che copre tutto il set di calibrazione. Inoltre la 
generazione delle regole relativamente attributi condizionali è estesa al limite degli 
attributi stessi, e pertanto nella forma f(x,qi)≥rq i ,  o  f(x,qi)≤rq i , ideale quando si tratta di 
attributi di tipo continuo. Quindi il risultato finale sarà dato da un complesso di regole che 
ricopre tutti gli oggetti della decision table, fornisce le informazioni minime riguardo i dati 
del set di “calibrazione” dell’insieme di regole e di forma tale da consentire di lavorare 
agevolmente poi in fase di validazione. 
Le altre procedure utilizzabili necessitano come detto per lavorare di una 
discretizzazione degli attributi, ma questo genererebbe delle ambiguità sul livello di 
discretizzazione da operare. In via preliminare riguardo tale tipo di studio, si persegue 
solamente la via che si ritiene più adatta, lasciando a future ricerche o sviluppi l’analisi di 
tutte le possibilità disponibili. 
2.5.2. Set di estrazione delle regole 
È necessario ora isolare il set di estrazione delle regole (calibrazione) e di 
conseguenza il rimanente per la validazione. Ancora una volta il ragionamento che si fa è 
quello di mantenere uniformità di trattazione con i modelli classici allo scopo finale del 
confronto dei risultati. In particolare valgono le osservazioni fatte riguardo ai modelli 
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aggregati, ovvero scegliendo il set di calibrazione non a partire dalle osservazioni singole 
di ogni soggetto, ma sulle coppie origine destinazione che presentano un numero non nullo 
di spostamenti rilevati, andando a scegliere il campione di osservazioni fra quelle che 
presentano il maggior numero di utenti intervistati che si spostano dalla stessa origine 
verso la stessa destinazione, in modo tale che la ripartizione modale su ogni coppia sia la 
più possibile aderente a quella dell’universo, escludendo dal set di calibrazione tutti quei 
casi che presentano pochi utenti fra gli intervistati, in quanto la ripartizione modale 
sull’osservazione potrebbe risultare falsata. 
Operativamente quindi è stato posto il limite inferiore di 4 utenti intervistati che 
abbiano percorso nelle ventiquattro ore una determinata coppia origine destinazione. Dalla 
scelta del set con tale criterio le coppie O/D utili ai fini della calibrazione sono risultate 
349, per un totale di 3366 spostamenti effettuati da parte del campione intervistato. Inoltre 
per i motivi enunciati nei paragrafi relativi ai modelli Logit non sono state considerate le 
coppie O/D che comprendono spostamenti da e per la zona della stazione. A partire da 
questo set, sono stati utilizzati tre set uguali per oggetti, ma costituiti da sottoinsiemi di 
attributi via via decrescenti, allo scopo di valutare la sensibilità dei risultati al ridurre degli 
attributi. Gli attributi utilizzati nei tre set sono riportati nella precedente tabella 2.1. 
Parallelamente viene individuato il set di validazione composto da tutte le osservazioni, 
quindi 3816 coppie O/D e 17643 spostamenti rilevati. 
I tre set di calibrazione e validazione sono stati trasformati in decision table come 
detto in precedenza per la successiva fase computazionale relativa all’estrazione delle 
regole e ancora validazione del modello. 
2.5.3. Analisi dei Rough-set 
L’applicazione del metodo ai data set, oltre a fornire le regole decisionali, permette 
di ottenere i parametri descritti relativi alla classificazione, trattati nei paragrafi iniziali. 
Tali parametri sono di fondamentale importanza per capire come il metodo riesca a 
rappresentare i dati rilevati. Inoltre è possibile avere un’indicazione di quanto siano 
“frammentati” i dati, in funzione del livello di conoscenza che possono fornire. 
Di seguito saranno quantificati e descritti alcuni di questi parametri. 




a. Qualità dell’approssimazione e accuratezza. 
 
Sono i parametri che identificano la precisione con qui è possibile ottenere la 
ripartizione “rough” della decision table. A livello globale i due parametri più importanti 
sono il numero di atomi, ovvero il numero di classi indiscernibili lato condizionale di 
oggetti, e la qualità globale dell’approssimazione. A livello di classi decisionali tali 
caratteristiche sono il numero degli oggetti presenti in ciascuna classe, e il numero di 
oggetti per ognuna di esse nell’approssimazione inferiore, superiore e sul confine, e infine 
l’accuratezza. Questi valori sono riportati nella tabelle 2.3 e 2.4 seguenti: 
 





S1 3366 21 349 0.1863 
S2 3366 15 349 0.1863 
S3 3366 12 349 0.1863 
Tab. 2.3 - Parametri globali dell’approssimazione 
 




Superiore Regione di confine Accuratezza
BUS 988 113 2409 2296 0.0469 
AUTO 2008 509 3055 2546 0.1666 
MC 370 5 2182 2177 0.0023 
Tab. 2.4 - Parametri dell’approssimazione per ogni classe decisionale 
Come si vede il livello globale i parametri della qualità dell’approssimazione, così 
come quelli dell’accuratezza a livello locale non sono molto elevati. Questo indica che il 
confine è molto ampio, com’è logico aspettarsi. Come detto in precedenza e confermato 
dal numero di atomi di informazione, si ha che i granuli di conoscenza per un approccio 
aggregato corrispondono alle coppie O/D, e di queste solo una piccola parte appartengono 
all’approssimazione inferiore. Se si avesse un livello molto alto di accuratezza avremmo 
molte coppie con una scelta determinata da una sola modalità. Ma la ripartizione modale 
implica una scelta incerta fra le varie alternative. Inoltre, come si vedrà in seguito parlando 
di insiemi ridotti, i valori sono costanti sui tre sottoinsiemi di attributi, in quanto tali 
attributi sono in eccedenza rispetto al minimo necessario. 
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Sono gli insiemi ridotti degli attributi. Rappresentano i sottoinsiemi che permettono 
di non avere perdita di informazioni anche eliminando gli altri. Riportiamo qui sotto nella 
tabella 2.5 gli attributi con la corrispondenza delle notazioni usate nei Logit e nei Rough-
set, e rispettive frequenze nei tre sub-set, mentre nella tabella 2.6 della pagina seguente 
sono riportati tutti i reducts rilevati nella decision table: 
 
  S1 S2 S3 
N° Reducts 36 8 8 
    Attributi nei Reducts 
Notaz. Logit Notaz. ROSE2 Freq % Freq Freq % Freq Freq % Freq 
Ttbus TempiBUS 8 22.22% 2 25.00% 2 25.00% 
Tpbus TpiediBUS 8 22.22% 2 25.00% 2 25.00% 
Costbus CostoBUS - - - - - - 
InT IntTBUS 2 5.56%  -  - 
Τras TrasbBUS 2 5.56%  -  - 
Adja ADIABUS 2 5.56%  -  - 
Ttauto TempiAUTO 3 8.33% 1 12.50% 1 12.50% 
Tpauto TpiediAUTO 8 22.22% 2 25.00% 2 25.00% 
Costauto CostoAUTO 15 41.67% 1 12.50% 1 12.50% 
Occup CoccupAUTO 8 22.22% 8 100.00% 8 100.00% 
ParkLauto ParklibAUTO - - - - - - 
ParkPauto ParkpagAUTO - - - - - - 
Numauto NumAUTO 14 38.89% - - - - 
Czauto CzonaAUTO - - - - - - 
Ttmc TempiMC 3 8.33% 1 12.50% 1 12.50% 
Tpmc TpiediMC 8 22.22% 2 25.00% 2 25.00% 
Costmc CostoMC 3 8.33% 1 12.50% 1 12.50% 
ParkLmc ParkMC - - - - - - 
Nummc CzonaMC - - - - - - 
Czmc NumMC 14 38.89% - - - - 
Istr ISTRUZ - - - - - - 
Tab. 2.5 – Numero di reducts e frequenze degli attributi nei reducts. 






Tab. 2.6 – Composizione dei reducts 
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Analizzando la prima delle due tabelle, si nota come, riducendo il numero di 
attributi, ovviamente si riducono gli insiemi ridotti, ma questi raggiungono una 
“saturazione”, inteso come numero di attributi minimi equivalenti che permettono un 
livello di approssimazione degli insiemi costante. Vi sono inoltre degli attributi che non 
compaiono in nessun insieme ridotto, e alcuni di questi sono attributi che anche nei Logit 
sono apparsi poco significativi. Viceversa appaiono come i più frequenti attributi “pesanti” 
anche negli approcci tradizionali, in particolare i tempi di percorrenza e il coefficiente di 
occupazione per quanto riguarda l’auto. L’importanza di tale attributo è evidenziata dal 
prossimo punto che si va a trattare. 
c. Core 
 
Il core degli attributi è l‘intersezione di tutti gli insiemi ridotti degli attributi. Dalle 
elaborazioni precedenti emerge che se si considerano tutti gli attributi, si generano 
numerosi insiemi ridotti, che non hanno, però, nessun attributo comune a tutti. Questo 
implica che la complessità del problema è elevata. Inoltre questo spiega il motivo per il 
quale al variare degli attributi non varia la qualità delle approssimazioni: infatti, vi è 
sempre nei tre sub set considerati un ridotto che per definizione non fa variare la qualità 
dell’approssimazione. Riducendo gli attributi invece come si vede dalla figura 2.3 
sottostante del core viewer di ROSE2 si ha come unico attributo del coefficiente di 
occupazione dell’auto: 
 
Fig. 2.3 – Core del subset S1 e dei subset S2 e S3  




A sinistra vi è evidenza del core nullo del subset S1, mentre a destra l’indicazione 
del core degli altri due set. Inoltre è riportato il parametro relativo alla qualità della 
approssimazione del solo core, che come si vede risulta quasi la metà del parametro totale. 
Nonostante ciò non si può concludere che questo sia l’attributo più importante, in quanto è 
“sostituibile“ con altri. Si veda ad esempio i ridotti numero 15 (equipollente al numero 2 
dei subset S2 e S3) e 14 del subset S1 nella tabella 2.6, in cui l’attributo “coefficiente di 
occupazione” è sostituito dall’attributo “numero delle auto”. Quindi, sebbene il core in 
questo caso sia molto pesante all’interno della decision table, come già evidenziato anche 
dalla frequenza dell’attributo nei reducts, tale attributo può essere in ogni caso sostituito. 
2.5.4. Regole decisionali 
L’ultimo passo da effettuare è l’estrazione delle regole dalla decision table, tramite 
l’algoritmo di extended minimal covering, che fornisce regole anche da attributi di tipo 
continuo e non discretizzato. Ancora una volta, con l’impiego del software ROSE2 sono 
stati estratti dai tre set le regole, che sono forniti in forma di file di testo. Le regole sono 
divise in regole certe e incerte, in funzione della loro generazione a partire da un 
approssimazione inferiore o dalla regione di confine. Nella tabella 2.6 vengono riportate le 
caratteristiche salienti dei set di regole: 
 
SET N° Totale Regole N° Regole Certe N° Regole Incerte 
S1 79 23 56 
S2 79 25 54 
S3 76 24 52 
Tab. 2.7 – Insiemi di regole decisionali 
Si nota come la diminuzione del numero di attributi non comporti un aumento delle 
regole e in generale l’aumento del numero di regole incerte. Per quanto riguarda le regole 
in dettaglio, si rimanda agli allegati finali, siccome per numerosità e lunghezza sarebbe 
troppo oneroso inserirle nel testo. 
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Di seguito si riportano in ogni caso alcuni esempi per comprendere meglio la forma 
delle regole e i parametri forniti unitamente ad esse: 
 
a. Regola certa: 
rule 18.(TpiediBUS >= 7.90834) & (NumAUTO < 431.5) &  
(CoccupAUTO >= 1.46429) => (D = AUTO); 
[5, 5, 0.25%, 100.00%][0, 5, 0] 
[{}, {230, 231, 232, 233, 234}, {}] 
 
Nell’esempio sopra riportato si può vedere una regola decisionale di tipo certo. La 
lettura della regola indica come se in caso di tempo di percorrenza maggiore di un certo 
valore, numero di auto inferiore ad un altro, e coefficiente di occupazione superiore ad un 
certo livello,  allora la scelta del modo di trasporto è certamente l’auto. 
 
b. Regola incerta: 
rule 61. (TempiMC >= 7.33191) & (CostoMC < 0.0420075) => 
(D = BUS) OR (D = AUTO) OR (D = MC);  
[8, 8, 0.52%, 100.00%][5, 1, 2] 
[{1274, 1275, 1276, 1277, 1278}, {1279}, {1280, 1281}] 
 
La regola precedente è invece di tipo incerto. Se gli oggetti verificano la condizione 
“if…” della regola, allora non si ha la certezza della scelta come nel caso precedente. 
Infatti, la condizione “then…” della regola indica come la scelta possa essere bus, auto o 
moto, senza possibilità di determinarla esattamente. Appare ovvio come in casi come 
questa si dovrà successivamente risalire alla ripartizione modale. 
 
In ambedue i casi sono indicati fra parentesi quadra quattro parametri, strength, 
support, relative strength, e level of discrimination, che sono, nel dettaglio: 
 
a. Strength. 
È il numero di oggetti che supportano la regola lato condizionale, ovvero il numero 
di oggetti che verificano la parte condizionale della regola. È un valore indicativo di quanti 
sono gli oggetti sui quali è basata la costruzione della regola, equivale alla frequenza ||Φ ||S  
indicata nel paragrafo 2.4.3 relativo proprio ai parametri delle regole decisionali. 





Come già definito suppS è il numero di oggetti della decision table che verifica sia 
la parte condizionale della regola che quella decisionale. Indica quanti sono gli oggetti che 
supportano la regola in entrambi i versi e quindi gli oggetti che effettivamente spiegano la 
decisione che deriva dall’applicare tale regola. 
 
c. Relative Strength. 
È il numero di oggetti che verificano la parte condizionale della regola, fratto il 
numero di oggetti presenti nell’universo considerato, come definito in precedenza (cfr. § 
2.4.3). Tale parametro è molto importante in quanto identifica la ragionevolezza della 
regola all’interno dell’approssimazioni delle classi decisionali. 
 
d. Level of discirmination. 
È il rapporto fra support e strength, e identifica se una regola è discriminante, vale 
a dire se separa esattamente oggetti positivi e negativi, o se parzialmente discriminante, 
cioè ammette anche oggetti contrari a quanto identificato dalle regole (cfr. § 2.3.5). 
 
Altri elementi forniti come output sono il numero degli oggetti dell’insieme facente 
parte dello strength della regola che appartengono a ciascuna classe decisionale, indicate 
fra parentesi quadre dopo i parametri e ancora l’elenco degli oggetti appartenenti ad 
ognuna delle classi decisionali.  
A tale proposito è necessario un commento sul metodo: a differenza di tutti gli altri 
metodi, l’applicazione della teoria dei Rough-set non fa perdere il contatto diretto fra DB e 
“coefficienti” in senso allargato ( non si può parlare, infatti, di coefficienti in un modello 
costruito con questa teoria) fornendo, per ogni scelta o decisione, le motivazioni, date dalle 
condizioni “if…” della regola, e anche le cause che la fanno nascere, in altre parole gli 
oggetti a supporto della stessa. 
Tornando al nostro caso specifico vi è da dire che tutte le regole ottenute sono 
discriminanti, poiché il software ROSE2 con la procedura adottata non permette di 
selezionare un livello di discriminazione diverso da 1. Questo va a rendere meno generale i 
risultati ottenuti, perché non si riesce ad ottenere un certo livello di “ammissibilità” degli 
errori di rilevazione. C’è da dire però che questo va a influire principalmente sulle regole 
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certe, e quindi sulla scelta di tipo “deterministico”. Per quanto si vedrà in seguito, questo 
fatto sarà poco rilevante. 
Vi sono altre osservazioni che si possono trarre dai file di regole, ovvero come nel 
caso dei reducts, la frequenza degli attributi nel set di regole. Infatti, si possono trarre varie 
considerazioni analizzando come gli attributi concorrono a partecipare alla scelta di uno o 



































































N° Regole 2 39 20 53 1 4- 23 132 155 
TpiediBUS - 12 12 18 - 15 12 45 57 
TempiBUS 1 16 7 25 - 18 8 59 67 
IntTBus 1 7 6 15 - 12 7 34 41 
TrasbBUS - 1 - 1 - 2 - 4 4 
ADIABUS - - 2 - - - 2 - 2 
CostoBUS - - - - - - - - - 
TpiediAUTO 1 12 3 14 - 10 4 36 40 
TempiAUTO - 12 9 18 - 14 9 44 53 
ParklibAUTO - 2 4 3 - 3 4 8 12 
ParkpagAUTO - - - 1 - 1 - 2 2 
NumAUTO 1 11 4 19 - 17 5 47 52 
CoccupAUTO 2 17 5 20 - 16 7 53 60 
CzonaAUTO - 1 - 1 - 1 - 3 3 
CostoAUTO - 10 1 14 - 9 1 33 34 
TpiediMC 1 6 7 9 - 5 8 20 28 
TempiMC - 11 1 10 - 6 1 27 28 
CzonaMC - - - 1 1 1 1 2 3 
ParkMC - - - - - - - - - 
NumMC - 5 1 5 - - 1 10 11 
ISTRUZ - 6 1 6 - 6 1 18 19 
CostoMC - 8 5 12 - 8 5 28 33 
Tab. 2.8 – Frequenze attributi nel set di regole S1 




































































N° Regole 3 37 20 52 1 39 24 128 152 
TpiediBUS 2 17 11 22 - 14 13 53 66 
TempiBUS 1 14 5 25 - 20 6 59 65 
IntTBus 2 9 6 17 - 13 8 39 47 
TrasbBUS - 3 2 5 - 5 2 13 15 
CostoBUS - - - - - - - - - 
TpiediAUTO 1 11 8 15 - 11 9 37 46 
TempiAUTO - 8 3 10 - 7 3 25 28 
ParklibAUTO - 4 1 4 - 2 1 10 11 
ParkpagAUTO - 4 1 4 - 2 1 10 11 
CoccupAUTO 3 19 4 24 - 18 7 61 68 
CostoAUTO - 9 7 11 - 7 7 27 34 
TpiediMC 1 6 5 11 1 9 7 26 33 
TempiMC - 8 1 9 - 8 1 25 26 
ParkMC - - - - - - - - - 
CostoMC - 13 5 17 - 12 5 42 47 


































































N° Regole 3 34 20 49 1 38 24 121 145 
TpiediBUS 2 10 10 15 - 13 12 38 50 
TempiBUS 1 16 5 27 - 20 6 63 69 
IntTBus 2 11 6 19 - 14 8 44 52 
TrasbBUS - 4 2 6 - 5 2 15 17 
CostoBUS - - - - - - - - - 
TpiediAUTO 1 11 8 15 - 11 9 37 34 
TempiAUTO - 10 3 12 - 9 3 31 61 
CoccupAUTO 3 15 4 20 - 19 7 54 35 
CostoAUTO - 9 8 11 - 7 8 27 38 
TpiediMC 1 8 5 13 1 10 7 31 30 
TempiMC - 10 1 11 - 8 1 29 42 
CostoMC - 11 5 15 - 11 5 37 33 
Tab. 2.10 – Frequenze attributi in nel set di regole S3 
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Fig. 2.4 – Frequenze degli attributi nel set di regole S1 
Nelle tabelle precedenti sono riportate per i tre subset di attributi, delle frequenze di 
appartenenza degli attributi condizionali all’interno del set di regole, divise in regole certe 
e incerte per ogni classe decisionale. Nel grafico precedente invece sono rappresentate in 
ordine decrescente gli attributi e le rispettive frequenze. Questi permettono di valutare 
anche a livello di regole decisionali, come fatto per i reducts, quanto siano importanti gli 
attributi nella scelta, e anche nella scelta del modo di trasporto. 
Studiando gli effetti sulla frequenza della riduzione degli attributi, non si vedono 
grosse variazioni sulle frequenza alte, mentre in generale eliminando attributi meno 
significativi si nota un aumento dei restanti con frequenza medio-bassa. Questo perché 
sono questi attributi che sostituiscono nelle regole quelli eliminati, andando a sopperire alla 
perdita di informazione, in quanto quelli più frequenti danno già delle performance sotto 
questo punto di vista vicino al loro massimo. Nella costruzione delle regole sono presi 
innanzitutto questi ultimi come punto di partenza, dopodiché le regole “secondarie” sono 
costruite di conseguenza, ad ulteriore riprova del fatto che pur utilizzando un minore 
numero di attributi si giunge a risultati uguali. 















































































































Dall’analisi dei totali si nota come tempi e costi siano fra i più frequenti, mentre di 
minore rilievo sono i livelli degli altri attributi, in special modo quelli socio economici. 
Questi rapporti si mantengono anche scindendo in certe e incerte le regole, anche se 
ovviamente il numero assoluto diminuisce per le regole certe, e quindi le differenze sono 
meno sensibili. La divisione ulteriore in classi decisionali, può essere utile per notare se 
alcuni attributi sono più o meno importanti all’interno del set di regole per uno o per l’altro 
mezzo di trasporto. In questo caso però non emergono sostanziali differenze fra le diverse 
alternative modali, anzi si nota come gli attributi di un modo di trasporto siano in gran 
parte fondamentali sia nella scelta del modo stesso che nella scelta di un altro. 
Appare una sostanziale corrispondenza con quelle che sono le frequenze degli 
attributi nei reducts, come previsto dal metodo, perché regole decisionali e insiemi ridotti 
sono due aspetti diversi ma associati dell’approssimazione “rough” della decision table. 
Pertanto, già un’analisi a priori dei dati può fornire, applicando la teoria dei Rough-set, 
un’indicazione sull’importanza degli attributi. Anzi per quanto detto inizialmente riguardo 
al metodo, si ottengono risultati equivalenti anche con attributi molto minori di quelli che 
solitamente sono utilizzati. 
Una nota riguardo al costo del trasporto in autobus: appare dalle frequenze che tale 
attributo non è mai considerato. Questo perché tale costo è sostanzialmente costante 
(proporzionale al costo di un biglietto) e quindi non va a identificare nessun limite utile per 
la divisione in insiemi “rough” sia delle classi condizionali che decisionali. Questa 
particolarità è assimilabile all’indipendenza dagli attributi costanti nei Logit (cfr. § 1.3.2) 
Vi è però un difetto in questo tipo di approccio alla scelta modale, e questa carenza 
si nota, ad esempio, nella regola certa portata come esempio precedentemente. Infatti, la 
scelta dell’auto come modo di trasporto definita dalla regola, avviene in base sì di tempi di 
percorrenza a piedi per il modo bus più alti del valore indicato e per un coefficiente di 
occupazione medio maggiore, condizioni attendibili rispetto alla teoria dei trasporti (si 
veda anche il segno dei coefficienti relativi dei modelli Logit), ma anche in caso di un 
numero di auto possedute dai residenti nella zona di origine dello spostamento più bassi di 
un certo valore. Questo significa ad esempio, nella logica dei Logit accettare un segno 
positivo per i tempi di percorrenza.  
Questo è un grave limite alla logica del metodo, anche se in parte prevedibile, che 
regole semanticamente non corrette siano generate. Infatti, è possibile interpretare 
l’illogicità della regola esposta non tanto quanto limite numerico della classe decisionale 
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quanto possibile limite dell’attributo condizionale, ovvero non cambia la scelta 
oltrepassando tale limite, ma cambiano gli altri attributi condizionali che regolano la scelta. 
Ciò non toglie che possano essere generate regole completamente illogiche, costitute da 
condizioni che violano la ragionevolezza trasportistica delle stesse. Di queste incongruenze 
se ne trovano varie e sparse all’interno degli insiemi di regole, ed è difficile ammettere, per 
quanto detto in precedenza, l’esclusione in qualche modo una o più regole dalla totalità 
perché parzialmente incongruenti con la semantica trasportistica del problema. 
Non vi è modo di porre rimedio, con il CRSA a questo tipo di problema, in quanto 
non è stato studiato per permettere relazioni d’ordine fra scelte e attributi. Questo problema 
è, infatti, l’indirizzo principale dello sviluppo del metodo, e cioè permettere una relazione 
d’ordine che vada ad ovviare a questa categoria di problemi nella generazione delle regole 
e quindi impedire incongruenze semantiche nel complesso delle regole. Di questo sviluppo 
ci si occuperà in seguito nel prossimo capitolo. 
2.6. VALIDAZIONE DEI MODELLI 
Ultimo passo per la verifica dei modelli è la fase di validazione, ovvero 
l’applicazione del modello a dati rilevati per verificarne l’effettiva capacità previsiva. Tale 
processo è di solito insito nei software di calibrazione, che permettono anche l’utilizzo 
applicativo dei modelli stimati. È questo il caso del software BIOGEME utilizzato per i 
modelli Logit, che da un file di dati uguale in formato a quello di calibrazione, e un file 
“modello” fornito come output dal programma stesso, restituisce percentuali di scelta e 
scelta dei diversi oggetti del Data base utilizzato. 
Per quanto riguarda invece l’approccio con la teoria dei Rough-set e nel caso 
particolare oggetto di studio, con l’accezione del criterio di indiscernibilità, il software 
ROSE2 allo stato attuale del suo sviluppo non consente il suo utilizzo agli scopi che sono 
necessari all’utilizzo delle regole come modello di scelta modale. Quindi è necessario 
trovare una modalità di impiego delle regole al fine di ottenere la loro riapplicazione e che 
da tale riapplicazione si ottengano le informazioni richieste. 
Vanno definiti innanzitutto i concetti matematici da utilizzare per ottenere la 
ripartizione modale sulle coppie O/D, oppure la scelta modale. In conformità a tali concetti 




poi le regole vanno applicate, come nel caso dei modelli di scelta, a degli insiemi di oggetti 
rilevati per valutare come le regole riescano a riprodurre i dati reali. Tale riapplicazione 
delle regole, è teoricamente semplice, poiché esse rappresentano un costrutto logico 
immediatamente interpretabile, ma la numerosità di tali regole obbliga alla realizzazione di 
una procedura automatica. Quindi, oltre alla formalizzazione della procedura è necessaria 
la realizzazione di uno strumento in grado di leggere le regole e fornire le risposte della 
loro applicazione ad una decision table, per il confronto dei risultati con i dati rilevati. Per 
la realizzazione di tale strumento sarà implementato un apposito codice in Visual Basic che 
a partire dai dati e dalle regole fornisca quanto necessario. Innanzitutto però si tratterà 
brevemente quelle che sono le giustificazioni matematiche della procedura applicata, che 
saranno descritte nel successivo paragrafo. 
2.6.1. Concetti matematici per la validazione 
I dati a disposizione forniti dalle regole sono oltre al costrutto lato condizionale e 
decisionale, sono, come visto in precedenza strength, support, relative strength e level of 
discrimination, oltre che il numero di oggetti dello strength che verificano la parte 
decisionale della stessa divisi per classi decisionali. Focalizzando l’attenzione su questi 
valori, definendo Yj  le j classi decisionali considerate nella classificazione di D in 
S=(U,C,D) ,  allora se ||Φ ||S  è l’insieme degli oggetti che verificano la parte condizionale 
della regola (strength), e ||Ψ ||S  gli oggetti che verificano la parte decisionale e ||Y j||S  come 
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cioè gli elementi che verificano la parte decisionale della regola e appartengono alla  
j-esima classe decisionale. Quindi la regola formalizzata diventa: 
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Formalizzato ciò, l’osservazione determinante è assumere che gli oggetti 
individuati dallo strength della regole formano una “classe condizionale” indiscernibile che 
fornisce le informazioni suddette: pertanto un qualunque oggetto con le caratteristiche Φ 
avrà il bagaglio di informazioni di scelta riportato dalla regola stessa riguardo la parte 
decisionale. Quindi, nel caso di regola certa come in quello di regola incerta, si ha che la 
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ovvero la probabilità di scelta di un’alternativa modale è il rapporto fra il numero di oggetti 
di una classe che verificano la condizione Ψ e lo strength della regola. Estendendo il 
discorso alla scelta modale come nei modelli di utilità casuale, tale probabilità di scelta 
sarà quindi assimilata alla percentuale di scelta modale. Appare chiaro, infatti, che se S 
fosse la rilevazione dell’intero universo, allora, per ogni classe condizionale, si avrebbe 
l’esatta ripartizione modale, mentre nel caso di rilevazione campionaria si avrà la 
ripartizione modale del campione. 
Tale ripartizione poi, estesa all’universo darà la valutazione della percentuale di 
scelta modale degli oggetti, applicando le regole ad una decision table diversa da quella 
usata nella fase di estrazione delle regole e quindi nel nostro caso particolare applicando le 
regole a delle coppie O/D diverse da quelle usate per determinare il complesso di regole. 
Quindi, tornando agli esempi di paragrafo 2.5.4, per la regola certa avremo una ripartizione 
modale sugli oggetti che verificano la parte condizionale del 100% sull’alternativa auto, 
mentre per la regola incerta una ripartizione sulle tre modalità [62.5%; 12.5%; 25%] sulle 
tre modalità, e tanto più altro è il numero di oggetti rilevato facente parte della ripartizione 
individuata, tanto più vicino alla realtà saranno le percentuali di scelta modale previste. 
Per ognuna delle regole quindi avremo come ulteriore informazione la percentuale 
di scelta modale da assegnare agli oggetti che ne verificano la parte condizionale. In 
appendice sono riportate, unitamente ai set di regole ottenute anche le altre informazioni, 
tabulate in fogli excel per una migliore fruibilità. Una volta definito ciò le regole possono 
essere facilmente riapplicate. 




2.6.2. Applicazione delle regole 
Per effettuare tale applicazione è stato costruito un applicativo Visual Basic che 
permette di realizzare le varie fasi necessarie all’utilizzo delle regole. A partire dal file di 
dati e dalle regole, l’applicativo permette di ottenere per ognuno degli oggetti della 
decision table la valutazione della percentuale di scelta modale. In un file in formato excel 
sono in seguito esportati tali valori per le successive valutazioni da eseguire. Le valutazioni 
relative saranno illustrate nel quarto capitolo assieme a quelle dei modelli Logit, poiché 
usate anche come termini di confronto fra i diversi modelli. Sotto è riportato uno 
screenshot dell’applicativo realizzato (figura 2.5): 
 
Fig. 2.5 – Screenshot dell’applicativo per la validazione 
Operativamente il processo di applicazione delle regole segue le fasi illustrate nella 
figura 2.6 alla pagina seguente. Questa prevede inizialmente la lettura della decision table 
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da utilizzare, costituita da un file di testo con lo stesso format dei file .isf utilizzati da 
ROSE2 e il loro salvataggio in modo opportuno in memoria. Successivamente lo stesso 
viene fatto con il file di regole sempre in formato testo, che viene convertito in modo 
conveniente per l’applicazione automatica. Inoltre in questa fase sono calcolate le 
percentuali di scelta modale per ogni regola. A questo punto vi sono due fasi “accessorie” 
sviluppate per i motivi che saranno descritti in seguito, relative all’ordinamento delle 
regole e ad un filtro per selezionarle. La fase finale è ovviamente quella dell’applicazione 
delle regole, con il successivo salvataggio dei risultati in un file .xls, sia delle percentuali di 
scelta modale per ogni oggetto dell’decision table che delle regole in formato excel con i 
dati relativi alla scelta modale. 
 
 
Fig. 2.6 – Schema funzionale dell’applicativo Visual Basic 


























Schema del processo di applicazione delle regole 
 
Filtro Regole 




L’ultima questione concernente la validazione è quella relativa all’ordine di 
applicazione delle regole al complesso dei dati della decision table. Infatti, gli oggetti dei 
set di estrazione delle regole e gli altri dell’universo possono soddisfare più di una regola 
relativamente al loro lato condizionale. Quindi sorge il dubbio su quale delle regole 
utilizzare per calcolare le percentuali di scelta modale di oggetti non perfettamente 
identificati. Una delle strade potrebbe essere quella di utilizzare la regola con il maggiore 
livello di relative strength, ma rimane ancora da chiedersi se sia più affidabile una regola 
con maggior relative strength di tipo incerto o una certa con relative strength minore. 
A tale scopo si è implementata una procedura che permette di ordinare con diversi 
metodi le regole, di modo tale che l’applicazione sequenziale delle stesse, generi l’utilizzo 
iniziale delle regole o con maggiore relative strength o di quelle certe, anziché quelle 
incerte. È stata creata anche un’apposita maschera per la gestione di queste procedure. 
 
 
Fig. 2.7 – Maschera per ordinamento e filtro 
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La fase applicativa ha fatto però emergere un problema nell’applicazione delle 
regole ad insiemi diversi da quelli utilizzati per l’estrazione delle stesse. Infatti, dualmente 
alla possibilità di avere un oggetto che verifica la parte condizionale di più di una regola, è 
possibile trovare un oggetto che non ne verifica nessuna. In questo caso in letteratura si 
trova un’indicazione a riguardo in Słowiński e Stefanowsky (1992) che assegnano i valori 














dove M  è l’insieme di attributi nella regola, m=|M| , ki è un coefficiente di importanza 
dell’attributo (assunto nel caso pari a 1) di  la distanza fra attributo dell’oggetto e attributo 
della regola, calcolata come di=(xi-yi)/(maxx-minx) , dove xi è il valore dell’attributo  
i-esimo nell’oggetto, yi il valore dell’attributo nella regola, maxx e minx il massimo e il 
minimo dei valore dell’attributo nell’information table. Ovviamente è applicata la regola 
con la distanza minore dall’oggetto. La validazione è stata effettuata quindi anche in due 
fasi, prima applicando le sole regole, e poi in caso di missed value con l’ausilio di tale 
formula (validazione multipla). Anche in questo caso si rimanda al capitolo 4 per i risultati 
e i commenti. 
Un'altra serie di indagini effettuate riguarda invece la riduzione del numero di 
regole. Si è cercato di valutare se eliminando progressivamente le regole meno 
significative si potesse mantenere un livello di rappresentazione dei dati accettabile. Quindi 
sono state sviluppate delle procedure apposite, attivate sempre tramite la maschera della 
figura precedente, che permettono di filtrare le regole in funzione del livello di support o 
relative strength, ed eliminare quelle che non raggiungono un livello prefissato del 
parametro scelto. Tale filtro può anche essere attivato indipendentemente per le regole 
certe e/o incerte. Un’ulteriore procedura è quella di un filtro automatico in batch che per 
uno step prefissato di relative strength elimina via via le regole con valori minori del 
parametro eseguendo la validazione in sequenza e automaticamente.  
Tali procedimenti sono stati sviluppati allo scopo di valutare se nei set di regole vi 
sia un nocciolo di regole fondamentali che spieghino il fenomeno in modo generale, ed 
inoltre ha permesso di stabilire la variazione di alcuni parametri di validazione al variare 




delle regole eliminate. I risultati di queste operazioni saranno illustrate nel dettaglio nel 
capitolo quarto, unitamente ai risultati ottenuti con la validazione dei modelli. 
2.7. CONSIDERAZIONI CONCLUSIVE 
In questo capitolo è stata ampiamente e diffusamente trattata la teoria dei Rough-
set, una metodologia della ricerca operativa teorizzata negli anni ’80, che però ha preso 
piede in particolare negli ultimi anni, grazie all’accresciuta potenza di calcolo disponibile e 
agli ultimi sviluppi teorici del metodo. Questa teoria permette l’approccio alla scelta 
discreta tramite l’approssimazione delle decisioni in insiemi di scelta elementare (granuli 
di conoscenza) e la successiva formulazione della scelta in regole dalla semantica molto 
semplice (if… then…). Tale teoria è stata qui studiata allo scopo di valutare la sua possibile 
applicazione a problemi di scelta modale nel campo dell’ingegneria dei trasporti. 
Quindi, a partire dalla trattazione matematica della teoria, è stata formulata una 
possibile via di applicazione del metodo al problema oggetto di studio, affrontando la 
metodologia nella sua accezione originale, tramite la relazione di indiscernibilità degli 
oggetti del data base (decision table), che prevede l’individuazione di oggetti che sono 
indistinguibili l’uno dall’altro in funzione della conoscenza che essi forniscono attraverso 
gli attributi specificati. 
Partendo quindi dalle assunzioni del metodo e da quelle da esso derivate, 
utilizzando i dati già specificati per i modelli Logit, è stata descritta la  strada seguita per 
ottenere un approccio per modellizzare la scelta modale in campo trasportistico utilizzando 
questo metodo. Il tipo di approccio alla scelta modale che è stato seguito è quello della 
costruzione di tipo aggregato del modello, ovvero utilizzando come oggetto minimo di 
studio la ripartizione modale sulla singola coppia origine-destinazione, quindi senza 
l’ausilio di caratteristiche individuali dell’utente dei sistemi di trasporto. Tale scelta è stata 
fatta perché lo sviluppo teorico portava ad interpretare quanto fornito dal metodo sotto 
forma di regole decisionali come una scelta di tipo incerto fra le diverse alternative, e 
quindi una ripartizione modale fra le diverse alternative. 
 In particolare sono state fornite tutte le indicazioni per ottenere tutti gli elementi 
necessari alla valutazione cosiddetta “rough” del data set utilizzato, nonché l’estrazione 
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delle regole, la loro interpretazione e utilizzo. Proprio quest’ultimo aspetto d’impiego delle 
regole in forma previsiva è stato fondamentale per poi passare allo scopo ultimo di questo 
studio, ovvero il confronto dei risultati con quelli che normalmente si ottengono con i 
metodi classici. Tale confronto sarà poi descritto dettagliatamente nel quarto capitolo. 
Infine sono emerse numerose osservazioni riguardo all’applicazione di questa 
tipologia di approccio: la prima è che con questo metodo a differenza degli altri non viene 
perso il normale contatto fra dati rilevati e modello, come accade innanzitutto nei modelli 
non parametrici (ad esempio con le reti neurali), ma anche nei modelli di tipo statistico, 
dove i coefficienti tengono conto di tutto il database minimizzando gli errori prodotti. Con 
l’approccio dei Rough-set invece ogni regola decisionale è corredata di tutte le 
informazioni riguardo agli oggetti che la generano, dando quindi una giustificazione diretta 
alla scelta. Secondo aspetto importante è che con un minore numero di attributi noto è 
possibile ottenere lo stesso livello di risultati, perché molti attributi, che in altri approcci 
sono necessari a mantenere alto il livello di significatività globale dei modelli, in questo 
tipo di metodo possono essere considerati come eccedenti. Un altro aspetto fondamentale è 
la possibilità di trattare dati affetti da errori o “rumore” come tipicamente accade nei 
modelli non parametrici, senza un pretrattamento dei dati e senza che il risultato finale ne 
sia negativamente influenzato. 
Vi sono però dei “contro” in questo tipo di approccio: il primo è che i tempi di 
calcolo sono piuttosto lunghi, in particolare con data base molto estesi, fatto questo dovuto 
alle relazioni presenti nella decision table che diventano numerosissime e onerose da 
calcolare e estrarre, ma anche a cause di programmazione, in quanto il software non è 
ottimizzato allo scopo di trattare dati molto numerosi, con problemi di gestione della 
memoria e/o algoritmi di calcolo lenti. L’altro problema molto più importante è legato alla 
semantica delle regole ottenute: non accade di rado infatti che il senso delle regole ottenute 
vada per alcuni attributi contro la normale logica che si applica nel campo dell’ingegneria 
dei trasporti, come, ad esempio, non ammettere che il segno di un coefficiente legato al 
tempo di viaggio sia positivo. Si ritrova invece nelle regole, che nella scelta di un modo di 
trasporto uno o più limiti imposti dalla regola sia un controsenso in questi termini, ovvero 
un attributo di costo maggiore per l’alternativa implichi la scelta comunque di quella 
alternativa. Questo risulta esser e un grave limite, nonostante la contraddizione possa 
essere anche considerata non come tale, ma quanto un vincolo relativo alle altre condizioni 
imposte dalla regola, che cambiano al variare del limite controverso. Non è possibile, però, 




con questo tipo di approccio introdurre un vincolo che limiti questo tipo di problema, o che 
permetta di distinguere le due situazioni sopra descritte. Questo fa sì che il metodo porti a 
contraddizioni endogene, le stesse che è possibile registrare anche nei modelli non 
parametrici.  
Pertanto, nonostante gli aspetti positivi registrati ci si trova di fronte ad un 
problema che non è risolvibile con tale metodologia, e che sono gia in passato stati 
illustrati da Pawlak e da altri autori. Proprio per questo tipo di limitazioni il metodo ha 
subito una forte evoluzione teorica che ha permesso di superare queste incongruenze. 




























Nel capitolo precedente è stata illustrata e discussa la metodologia dei Rough-set 
nella loro accezione classica, ovvero tramite la relazione di indiscernibilità. In particolare 
l’applicazione alla scelta modale di questa teoria ha messo in luce alcuni pregi, ma anche 
alcune problematiche, di cui la più importante è senza dubbio l’impossibilità di stabilire 
una relazione d’ordine fra attributi e scelta. Questo limite ha come diretta conseguenza la 
nascita di limitazioni di tipo semantico delle regole, ovvero regole che generano scelte 
contraddittorie rispetto alla normale logica dei trasporti. 
Proprio a causa di questo limite, in particolare allo scopo di applicare il metodo a 
problemi di scelta multicriteriale, la teoria ha subito un forte sviluppo teorico in questo 
senso. La relazione di indiscernibilità è stata sostituita una di dominanza in senso parietale, 
quindi la teoria ha assunto il nome di Dominance-based Rough-set Approach o DRSA. 
Proprio quest’innovazione metodologica permette di superare i limiti del metodo classico, 
rendendo impossibile la generazione di controsensi all’interno del set di regole prodotto. 
In considerazione di questo fatto è stato opportuno cercare un’applicazione al 
problema studiato della scelta modale anche con questo tipo di approccio, per verificarne 
oltre all’applicabilità stessa anche se si riscontrasse un ulteriore miglioramento, sia nei 
confronti del metodo classico che in quello dei modelli Logit classicamente utilizzati in 
questo tipo di problematiche. 
Pertanto in questo capitolo, seguendo la falsariga di quello precedente saranno 
affrontate le principali fasi dell’approccio al problema, ovvero, dopo una breve review 
bibliografica, la trattazione matematica del metodo, seguita dall’applicazione del metodo 
stesso al problema trattato in funzione delle considerazioni teoriche emerse. Infine saranno 
esposte le fasi di realizzazione del modello e la via applicativa dello stesso utilizzata, 
ancora una volta per ottenere risultati che siano confrontabili con quelli degli altri approcci, 
sia quelli Logit sviluppati nel primo capitolo che quelli con la concezione classica del 
metodo, per giungere ad una valutazione finale obiettiva dell’applicabilità e dei risultati 
ottenibili nonché l’evidenza dei pregi e dei difetti di ciascun metodo. 
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3.2. STATO DELL’ARTE 
La teoria dei Rough-set nel suo approccio classico teorizzato da Pawlak nei primi 
anni ottanta, ha trovato i suoi limiti una volta applicata alle teorie di scelta, come si vede in 
diversi tentativi di applicare i Rough-set alle teorie di scelta (Pawlak e Słowiński, 1994; 
Pawlak, 1995), in quanto l’approccio classico non è in grado di operare in caso di attributi 
con un ordine di preferenza sulle scelte. 
Risolvere questo limite, cioè l’impossibilità di evitare inconsistenze in funzione del 
principio di dominanza, è stato il punto cruciale nello sviluppo del metodo. Proprio per 
questa ragione è stata sviluppata dal professor S. Greco l’estensione del metodo con 
l’applicazione del criterio di dominanza, rendendo possibili le relazioni d’ordine fra scelta 
e attributi. 
A partire quindi dal primo contributo (Greco, Matarrazzo, Słowiński, 1995) sono 
seguiti altri, e numerosissime applicazioni in altri campi, come gli utilizzi in campo 
economici, quelle relative Metodi di Decisione Multicriteriale, oltre che numerosi altri 
campi di applicazione degli stessi autori (1996, 1997), oltre ad applicazioni congiunte alla 
teoria dei numeri fuzzy (Greco, Matarrazzo, Słowiński, 1998). Comunque i principali 
sviluppi del metodo si sono orientati verso la scelta multicriteriale, e ai problemi di 
classificazione. Le ultime estensioni del DRSA sono l’accettazione all’interno delle regole 
di esempi negativi, anche se in numero limitato, basato su quanto proposto da Ziarko 
(1993,1998) nel caso dell’approccio classico. Tale sviluppo (Greco, Matarazzo, Słowiński 
e Stefanowski, 2001) chiamato Variable Consistency DRSA (VC-DRSA), ha permesso una 
maggiore generalizzazione del metodo, ammettendo l’esistenza di errori di rilevazione o 
scelta nelle decision table.  
Infine sempre in considerazione dell’eccessiva ristrettezza iniziale 
nell’approssimazione e nell’estrazione delle regole, è stata introdotta un’ulteriore 
estensione del metodo, che consente vari gradi di inconsistenza (Dembczyński, Greco, 
Kotłowski, Słowiński, 2007). In particolare il concetto di approssimazione inferiore, è stato 
esteso al caso stocastico.  
Di seguito nel prosieguo del capitolo sarà applicato il DRSA per la risoluzione del 
problema della scelta modale, dopo la descrizione dei concetti matematici alla base del 
metodo. 




3.3. BASI MATEMATICHE 
3.3.1. Tabella d’informazione e relazione di dominanza 
Le informazioni che descrivono un universo di oggetti contengono spesso un ordine 
di preferenza intrinseco, nel senso che il dominio di alcuni attributi risulta ordinato secondo 
una preferenza dettata da una logica comune. Gli attributi il cui dominio è ordinato sono 
chiamati criteri. La teoria tradizionale dei Rough-set, finora esposta, si basa su una 
relazione di equivalenza, perciò non è possibile cogliere le informazioni riguardanti gli ordini 
di preferenze e, quindi, non sono di catturabili le eventuali inconsistenze derivanti dalla 
presenza anche di un solo criterio ordinato tra gli attributi. Per superare tale limite la 
relazione di indiscrenibilità può essere sostituita con una relazione d’ordine detta relazione 
di dominanza.  
Punto di partenza di un’analisi di dati tramite la teoria dei Rough-set è sempre la 
tabella di informazione (information table) che dal punto di vista formale può 
rappresentata dalla ennupla S=(U,Q,V,f) , dove ogni oggetto dell’universo U considerato, 
è associato un certo quantitativo di informazioni espresse attraverso una serie di attributi 
Q=(q1,q2,, . . . ,qm) . La tabella d’informazione contenente l’universo U degli oggetti 
considerati, l’insieme finito Q degli attributi. Si definisce Vq  il dominio di un attributo e 
pertanto V=Uq ∈ Q(Vq) , ed f  una funzione detta funzione di informazione, definita in 
U×Q→V, tale che definito un q∈Q e x∈U sia f(x,q)∈Vq , con f definita in modo che 
restituisca il valore dell’attributo relativo a quell’oggetto. Sia poi ;q la relazione di 
preferenza debole su U riferita al criterio q∈Q , dove x ;qy  ha il significato “x è almeno 
buono quanto y rispetto al criterio q”. Inoltre definiamo le preferenza forte x ;qy con 
significato“x è sempre migliore di y rispetto al criterio q” e di equivalenza x≈qy , “x 
indifferente a y rispetto al criterio q”. 
Si possono distinguere due tipologie di attributi, gli attributi condizionale C  e gli 
attributi decisionali D;  allora la tabella d’informazione S  diventa una tabella di decisione 
(decision table) definita come S=(U,C,D,V,f) , con C∩D=∅  e C∪D=Q . |D|  può 
essere assunta per semplicità pari a 1, anche se può non esserlo. Sia ora 
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Cl={Clt,t=1,2,…,n}  con n  numero delle classi, una classificazione di U , tale che ogni 
x∈U  appartiene ad un'unica classe Clt  Assunto quindi che r,s∈{1,2,…,n}  tali che r>s  
allora Clr ; Cls  e pertanto se x,y∈U  allora: 
 
[ ] yx  sr ,Cly ,Clx sr ;⇒>∈∈  
 
La relazione di dominanza quindi costituisce, la base concettuale per la definizione 
di regole aventi una sintassi che concorda con tale principio. 
3.3.2. Approssimazioni basate sulla dominanza 
Come detto in precedenza, gli oggetti considerati nella decision table sono valutati 
tramite i criteri C da un lato e associati alle decisioni D dall’altro. Lato decisionale, la 
ripartizione dell’universo in classi permette di definire nel rispetto della relazione di 



















L’unione Clt≥ racchiude gli oggetti che appartengono alla classe Clt o ad una di livello 
superiore, mentre Clt≤ contiene degli oggetti che appartengono alla classe Clt o ad una di 
livello inferiore. Lato condizionale, si considera su U, sempre nel rispetto del criterio di 
dominanza applicato ai criteri C, insiemi di oggetti dominanti o dominati da un particolare 
oggetto. Si dice che x domina y, cioè xDPy, rispetto a P⊆C, se x ;qy  per ogni q∈P. 
Allora, considerato P⊆C, si definiscono per ogni x∈U: 
 
( ) { }













che sono due insiemi di oggetti, uno di oggetti dominanti x, indicato con P-dominante, 
(DP +)  ed uno di oggetti dominati da x, indicato da P-dominato (DP -). 
Tali insiemi, analogamente agli insiemi elementari nell’approccio classico, 
costituiscono la base della conoscenza (granuli o atomi) e sono impiegati per rappresentare 
le unioni delle classi di decisione per mezzo delle loro approssimazioni inferiore e 
superiore. L’approssimazione inferiore e superiore di Clt≥, t∈{1,2,…,n} , nel rispetto di 
P⊆C  ed indicate rispettivamente con P↑(Clt≥) e P↓(Clt≥) , sono definite da: 
 
( ) ( ){ }


















Dalle due precedenti equazioni si può dedurre che l’approssimazione inferiore di 
un’unione superiore Clt≥, P↓(Clt≥) ,  è composta da tutti gli oggetti x dell’universo che 
hanno almeno la stessa valutazione su tutti gli attributi considerati P e appartenenti alla 
classe Clt , o una migliore. Quindi se un oggetto y ha almeno valutazioni migliori sui criteri 
di P rispetto a x, allora certamente y appartiene a Clt o a una classe superiore. Prendendo 
quindi in considerazione tutti gli esempi della decision table si può concludere che le 
valutazioni sui criteri P⊆C  di un oggetto x appartenente a P↓(Clt≥)  crea una partizione 
parziale, ma sufficiente per determinare l'appartenenza a una classe Clt o superiore. 
L’approssimazione superiore di un’unione superiore Clt≥, P↑(Clt≥) ,  è invece 
composta da tutti gli oggetti x dell’universo che hanno almeno una valutazione non 
peggiore degli attributi considerati P di un oggetto y appartenente alla classe Clt, o una 
migliore. Quindi se un oggetto z ha valutazioni sui criteri di P non peggiori dell’oggetto x 
appartenente a P↑(Clt≥) ,  allora è possibile che z appartiene a Clt o a una classe superiore. 
Prendendo quindi in considerazione tutti gli esempi della decision table si può concludere che 
le valutazioni sui criteri P⊆C  di un oggetto x appartenente a P↑(Clt≥)  creano una partizione 
parziale, tale che un oggetto z da esso dominato è possibile che appartenga a una classe Clt 
o superiore. 
Un’osservazione fondamentale in questo caso riguarda in particolare l’assegnazione 
di nuovi oggetti non appartenenti alla decision table originale, in quanto ambedue le 
DOMINANCE-BASED 




definizioni valgono anche per questi oggetti, cosa che non accadeva con l’approccio 
classico.  
Analogamente, l’approssimazione inferiore e quella superiore di Clt≤, 
t∈{1,2,…,n} , in funzione degli attributi di P⊆C  e indicate rispettivamente con P↑(Clt≤) 
e P↓(Clt≤) , sono definite da: 
 
( ) ( ){ }


















Le approssimazioni inferiori e superiore in questo caso hanno la stessa 
interpretazione del caso precedente relativo all’unione superiore delle classi. 
3.3.3. Proprietà delle approssimazioni 
Le approssimazioni, inferiore e superiore, definite sopra, soddisfano le proprietà 
seguenti per tutte le t∈{1,2,…,n} , nel in funzione di P⊆C: 
 
( ) ( )











Quindi un oggetto che appartiene senza ambiguità all’approssimazione inferiore 
dell’unione di una classe, sia inferiore che superiore, appartiene sicuramente all’unione di 
quella classe, mentre tutti gli oggetti che appartengono all’unione delle classi appartengono 
sicuramente all’approssimazione superiore. Quindi se un oggetto appartiene 
all’approssimazione superiore è possibile che appartenga all’unione delle classi, ma vi è 
ambiguità. L’insieme differenza fra le due approssimazioni è quindi costituito da oggetti la 
cui assegnazione ad un’unione di classi, superiore o inferiore, è ambigua rispetto al 




principio di dominanza. Si definisce quindi la regione di dubbio o frontiera delle 
approssimazioni (bonduary) come: 
 
( ) ( ) ( )












Dal punto di vista della conoscenza, intesa come conoscenza espressa dalla decision 
table che si può estrarre, gli elementi delle approssimazioni inferiori delle unioni delle classi 
di decisione, al solito, supportano le regole certe, mentre quelli delle frontiere le regole 
incerte. E’ significativo considerare le seguenti proprietà complementari: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( ) n2,3,...,t    ClBnClBn
1-n1,2,...,t    ClPUClP
n2,3,...,t    ClPUClP
1-n1,2,...,t    ClPUClP






























L’interpretazione di queste proprietà, considerando ad esempio la prima delle 
espressioni, è pertanto che se un oggetto x appartiene senza ambiguità ad una classe Clt o 
superiore è impossibile che possa appartenere, a meno di qualche ambiguità, alla classe  
Clt-1 o ad una peggiore. L’ultima proprietà complementare invece indica che se x 
appartiene con ambiguità alla classe Clt o superiore, appartiene anche con ambiguità alla 
classe Clt-1 o inferiore.  
Altre proprietà importanti proprietà possono essere definite, riguardanti le 
approssimazioni, nel rispetto dei sottoinsiemi di attributi considerati. Se si considerano due 
insiemi di attributi, P⊆Q  e R⊆C , tali che R⊆P⊆C , allora valgono le seguenti proprietà 
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legate al valore dell’informazione, cioè la monotonicità delle approssimazioni inferiore, 
superiore e del contorno: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ClBnClBn   ;   ClBnClBn
;   ClPClR   ;   ClPClR


















Il significato di queste proprietà sta nel decremento di ambiguità che si ha 
aumentando il numero di attributi, o al limite non si ha un incremento. Questo significa che 
se un oggetto x è ambiguo rispetto agli attributi R  allora introducendo un altro set di 
attributi P⊇R , x  può diventare non ambiguo, perché le nuove informazioni portate da P-R  
possono rimuovere le ambiguità. 
3.3.4. Qualità dell’approssimazione e insiemi ridotti 
Come nel caso dell’approccio classico, si possono definire i parametri relativi alla 
qualità delle approssimazioni. Si definisce come accuratezza dell’approssimazione delle 
unioni delle classi inferiore Clt≤ e superiore Clt≥ per t∈{1,2,…,n} e qualunque P⊆C  
come: 
 
( ) ( )( )
























in cui | ⋅|  indica la cardinalità di un insieme, cioè il numero degli elementi presenti 
nell’insieme finito. Il risultato del rapporto è, ovviamente, 0≤αP(Clt≤)≤1 ; se αP(Clt≤)=1 , 




Clt≤ è un’unione di classi esatte (crisp). Altrimenti Clt≤ è un’unione di classi approssimata 
(rough). 
E’ possibile definire anche la qualità dell’approssimazione della classificazione Cl, 
in funzione dei criteri P⊆C  come: 
 
( ) ( ){ }( ) ( ){ }( )
U
 ClBn -U 
U
 ClBn -U 
1-n1,2,...,t tPn2,3,...,t tP
P
∪∪ ∈ ≤∈ ≥ ==Clγ  
 
Questo indice rappresenta il rapporto fra gli oggetti correttamente rappresentati 
tramite gli attributi di P e il numero di oggetti dell’universo. Da questa definizione 
unitamente a quelle relative alla monotonicità, per le quali, per qualunque P,R⊆C , vale: 
 
( ) ( )ClCl PR      PR γγ ≤⇒⊆  
 
Un altro argomento di grande importanza pratica è rappresentato dalla riduzione 
degli attributi contenuti in un’information table. Come nel caso dell’approccio classico i 
dati superflui possono essere eliminati, infatti, senza modificare o deteriorare 
l’informazione contenuta nel prospetto originale. Considerando P⊆C,  P è una riduzione 
(reduct) di P rispetto ad una classificazione Cl, e indicato con REDCl(P), se vale 
l’uguaglianza γP(Cl)=γC(Cl) .Ovviamente vale la monotonicità, quindi un oggetto non 
ambiguo definito in funzione di C rimane tale anche in funzione di P, ovvero la riduzione 
non genera nuove ambiguità. Tale condizione però non è sufficiente a stabilire un insieme 
ridotto. Infatti tale insieme deve essere minimo, ovvero qualunque q∈P ,  
γP - { q }(Cl)<γC(Cl) .  Quindi: 
 
( ) ( ) ( )[ ] ( ) ( )[ ]ClClClClCl C}q{PCP      PRED γγγγ <∧=⇔ −  
 
Questo equivale a dire che un insieme ridotto è un insieme P⊆C  che genera lo 
stesso numero di ambiguità di C, ma che le ambiguità aumentano se si elimina un 
qualunque attributo q∈P . A partire dagli insiemi di tutti i reducts quindi può essere 
definito l’insieme dei criteri che non possono essere eliminati per mantenere costante il 
livello di rappresentazione. Questo insieme, come nell’approccio classico è il core o 
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nocciolo ed è definito dall’intersezione di tutti i reducts che derivano dall’insieme 
completo dei criteri: 
 
∩i idReCore ClCl =  
 
Questa caratteristica della teoria dei Rough-set è fondamentale perché permette di 
ottenere risultati con molti meno attributi di quelli che possono essere specificati, pur 
mantenendo lo stesso livello di rappresentazione del problema. 
3.3.5. DRSA a consistenza variabile 
Analogamente a quanto detto per il caso CRSA, è possibile identificare se un 
oggetto appartiene ad un’unione di classi con o senza ambiguità, definendo il concetto di 
livello di consistenza (level of consistency) il quale identifica se tale classificazione è 
discriminante o meno. Infatti, con la definizione delle approssimazioni “rough” introdotte 
in precedenza, basate sulla stretta applicazione del principio di dominanza, non è possibile 
ammettere un minimo insieme di oggetti negativi all’interno delle approssimazioni, ovvero 
che non verificano appunto la relazione di dominanza. Proprio per questo motivo viene 
introdotto il parametro di livello di consistenza della classificazione, tramite il quale è 
possibile sviluppare l’approccio a consistenza variabile (Variable consistency Dominance-
based Rough-set Approach o VC-DRSA). 
Per ogni P⊆C , si definisce che x∈U  appartiene a Clt ≥  senza nessuna ambiguità al 
livello di consistenza l∈(0,1], se x∈Clt≥ e il rapporto fra il numero di oggetti y∈U che 
dominano x  e appartengono a Clt≥ e tutti gli oggetti che dominano x , è minore o uguale a l :  
 
( )







Questo parametro è detto livello di consistenza perché controlla il grado di 
appartenenza (degree of membership, cfr. § 2.3.3) degli oggetti classificati come 
appartenenti senza ambiguità a Clt≥. In altre parole se l<1 , allora (1-l)×100%  degli 




oggetti y∈U  che dominano x rispetto a P non appartiene a Clt≥, e quindi contraddicono 
l’inclusione di x in Clt≥. Analogamente, per ogni P⊆C , si definisce che x∈U  appartiene a 
Clt ≤  senza nessuna ambiguità al livello di consistenza l∈(0,1], se x∈Clt≤ e il rapporto fra il 
numero di oggetti y∈U dominati da x  e appartengono a Clt≤ e tutti gli oggetti dominati da x,  
è maggiore o uguale a l :  
 
( )







Il concetto di oggetti non ambigui ad un qualche livello di consistenza,conduce alla 
ridefinizione delle approssimazioni inferiori dell’unione delle classi superiore e inferiore, 
che quindi diventano: 
 
( ) ( )( )








































Considerando poi P⊆C  e il livello di consistenza l è possibile definire le 
approssimazioni superiori di Clt≥ e Clt≤ tramite la complementazione di come P↓ l (Cl≥t+1)  e 
P↓ l (Cl≤t-1) rispetto ad U: 
 
( ) ( )


















L’interpretazione di P↓ l (Cl≥t+1)  è quella di insieme contenente gli oggetti che è 
possibile siano ambigui al livello di consistenza l che appartengono a Clt≥. Analogamente 
P↓ l (Cl≥t+1)  è l’insieme contenente gli oggetti che è possibile siano ambigui al livello di 
consistenza l che appartengono a Clt≤. Le regioni di frontiera derivano ovviamente dalle 
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stesse constatazioni fatte nel caso dell’approccio non a consistenza variabile, e pertanto si 
definiscono per differenza come: 
 
( ) ( ) ( )
























L’approccio del metodo a consistenza variabile fornisce quindi un certo grado di 
flessibilità nell’assegnare oggetti alle approssimazioni superiori o inferiori. Risulta quindi 
pertanto consigliata la sua applicazione in caso di insiemi di oggetti con definizione di 
criteri non precisi.  
Fig. 3.1 – Esempio grafico delle approssimazioni 
Un esempio di quanto detto, relativamente al caso di due criteri può essere visto 
nella figura 3.1 precedente. Supponendo di avere i due criteri, A1  e A2  e le relative 
decisioni, rappresentate da simboli diversi, allora è possibile identificare 
un’approssimazione inferiore dell’unione delle classi superiore (linea gialla continua, 
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superiore dell’unione delle classi superiore (linea gialla tratteggiata, relativa alla classe 
definita dal triangolo giallo). Viene identificata nell’esempio anche una approssimazione 
inferiore con livello di consistenza variabile. (linea gialla doppia tratteggiata, relativa alla 
classe definita dal triangolo giallo). Come si vede, infatti, pur essendo un’approssimazione 
inferiore ammette un oggetto negativo al suo interno, e questo le conferisce un livello di 
approssimazione pari nell’esempio a 5/6=0.83. 
Dall’altro lato, è possibile identificare un’approssimazione inferiore dell’unione 
delle classi inferiore (linea blu continua, relativa alla classe definita dal quadrato blu) e 
rispettivamente un’approssimazione superiore dell’unione delle classi inferiore (linea blu 
tratteggiata, relativa alla classe definita dal quadrato blu), nonché anche una 
approssimazione inferiore con livello di consistenza variabile. (linea blu doppia 
tratteggiata, relativa alla classe definita dal quadrato blu) che ammette due oggetti negativi 
al suo interno, e questo le conferisce un livello di approssimazione pari a 7/9=0.78. 
Ovviamente si tratta di un esempio grafico, senza alcun legame con un caso reale, il cui 
unico scopo è visualizzare alcuni dei concetti precedentemente esposti. 
3.3.6. Regole decisionali e strategie di estrazione 
Risultato finale di un’analisi effettuata con il DRSA, è ancora rappresentata da un 
insieme di regole decisionali, espresse in forma di costrutto logico semplice “if…then…”. 
In effetti, le regole decisionali derivano non direttamente dalla decision table ma dalle 
approssimazioni inferiore e superiore delle unioni delle classi decisionali. Quindi date delle 
unioni di classi Clt≥ e Cls≤ le regole estratte nell’ipotesi che l’oggetto appartenga a 
un’approssimazione superiore o inferiore, suggeriscono una formulazione delle stesse del tipo 
“…allora x appartiene o è migliore  della classe Clt” oppure “…allora x appartiene o è 
peggiore della classe Cls”. Se invece l’oggetto appartiene all’intersezione delle 
approssimazioni superiore dell’unione delle classi allora l’oggetto potrebbe essere compreso 
fra le classi Clt e Cls.  
Si possono ottenere in generale cinque tipologie di regole: 
 
1) Regole decisionali D≥  certe: forniscono indicazioni relative a limiti inferiori dei 
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criteri per oggetti che appartengono all’unione superiore delle classi Clt≥ senza 
ambiguità, e assumono la forma generale: 
 
( ) ( ) ( ) ≥∈ tqpq2q1 lC x  r  qx,f  ...  r  qx,f  r  qx,f p21 thenandandandif ;;;  
 
2) Regole decisionali D≥  possibili: forniscono indicazioni relative a limiti inferiori dei 
criteri per oggetti che appartengono all’unione superiore delle classi Clt≥ con o 
senza ambiguità, e assumono la forma generale: 
 
( ) ( ) ( ) ≥∉∈ tqpq2q1 lC x  r  qx,f  ...  r  qx,f  r  qx,f p21 thenandandandif ;;;  
 
Dove con ∈/∉   si intende l’appartenenza incerta alla classe Clt≥. 
 
3) Regole decisionali D≤  certe: forniscono indicazioni relative a limiti superiori dei 
criteri per oggetti che appartengono all’unione superiore delle classi Clt≤ senza 
ambiguità, e assumono la forma generale: 
 
( ) ( ) ( ) ≤∈ tqpq2q1 lC x  r  qx,f  ...  r  qx,f  r  qx,f p21 thenandandandif ≺≺≺  
 
4) Regole decisionali D≤  possibili: forniscono indicazioni relative a limiti superiori 
dei criteri per oggetti che appartengono all’unione superiore delle classi Clt≤ con o 
senza ambiguità, e assumono la forma generale: 
 
( ) ( ) ( ) ≥∉∈ tqpq2q1 lC x  r  qx,f  ...  r  qx,f  r  qx,f p21 thenandandandif ≺≺≺  
 
5) Regole decisionali D≥≤ approssimate: forniscono indicazioni relative 
simultaneamente a limiti superiori e inferiori dei criteri per oggetti che 
appartengono all’unione di classi intermedie classi Cls∪Cls+ 1∪…∪Clt -1∪Clt  
senza possibilità di distinguere quale, e assumono la forma generale: 
 
( ) ( ) ( ) ( )
( ) t1-t1ssqp
q2q2q2q1
lClC...lClC x  r  qx,f  ...












In quest’ultimo caso, si può avere per lo stesso criterio qk sia una limitazione 
inferiore che superiore, rqk e r’qk il che equivale a scrivere rq k ;f(x,qk)  ;r’q k .  Se al limite 
fosse rqk=r’qk  avremmo una situazione di indifferenza, come nel caso del CRSA. 
 
Le regole di tipo 1) e 3) rappresentano una conoscenza certa indotta dalla decision 
table e quindi sono regole esatte, in quanto non comprendono esempi negativi. Le regole 2) 
e 4) rappresentano una possibile conoscenza, e pertanto sono regole probabilistiche, 
caratterizzate da un livello di confidenza. Questo le rende compatibili con il precedente 
approccio a consistenza variabile. Le regole di tipo 5) infine rappresentano una conoscenza 
dubbia. Va sottolineato che le decisioni di tipo probabilistico permettono di limitare il 
numero di regole, nonché le contraddizioni che si possono generare. 
Un set di regole si definisce completo se permette di classificare tutti gli oggetti 
della decision table, e permette di riclassificarli correttamente se sono attributi della sua 
parte consistente, oppure in insiemi di classi, comprendente quella corretta se sono oggetti 
della parte inconsistente dell’informazione. Un set di regole è minimo (minimal) se è 
completo e non ridondante, ovvero se l’esclusione di una regola lo rende non completo. 
È possibile, pertanto definire diverse strategie di estrazione delle regole: 
 
a. Generazione di un set di regole minimo, che ricopre tutti gli oggetti della tabella di 
informazione; 
b. Generazione di un set di regole completo, che considera tutte le possibili regole 
generate dall’decision table; 
c. Generazione di un set di regole caratteristico, anche parzialmente discriminanti, che 
ricopre la gran parte degli oggetti della tabella di decisione; 
 
La scelta di una piuttosto che di un’altra categoria di regole va definita in funzione 
dell’applicazione che si vuole andare a studiare. Si può inoltre rimarcare che non è 
necessaria la discretizzazione dei criteri, perché la sintassi delle regole si accorda molto 
bene anche con criteri di tipo continuo. Cio non toglie che il metodo permetta di lavorare 
con criteri discreti o non legati con relazioni d’ordine alla decisione, e quindi come per il 
CRSA. 
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3.3.7. Parametri relativi alle regole 
Come nel caso dell’approccio classico si possono definire una serie di paramenti 
che valutano varie caratteristiche delle regole. Se definiamo l’insieme delle f(x,qi) ;rq i ,  
f(x,qi) ≺rq i  in S={U,Q,V,f} come For(Q)  allora per ogni Φ∈For(Q)  si può definire 










≺ Φ  
 
Ne consegue quindi che una regola decisionale in U  è un’espressione del tipo 
Φ→Ψ , (leggasi if Φ  then Ψ) dove Φ∈For(C)  e Ψ∈For(D)  con C  e D  criteri 
condizionali e classi decisionali. Φ  e Ψ  si riferiscono quindi alle condizioni, o parte 
condizionale, e rispettivamente decisione, o parte decisionale, di una regola. Indicando 
sempre con | ⋅ |  la cardinalità, ovvero il numero di oggetti di un insieme, è definito come 
support (supporto) di una regola in S=(U,C,D)  il numero: 
 
( ) ( )    ,supp
SSS
ΨΦΨΦ ∧=  
 
Per ogni regola si può definire la probabilità che un insieme soddisfi la parte 
condizionale e decisionale di una regola. Questo valore è detto anche certainty factor e 
vale: 
 




ΨΦΦΨΦΨπΨΦ ∧===  
 
 
Questo coefficiente, chiamato usualmente confidence coefficent o confidence level 
nei processi di data mining, è pari ad 1 se e solo se la regola è vera su tutto S . questo 
implica che se πS(Ψ |Φ)=1 , allora la regola Φ→Ψ  è una regola certa; se invece 
0<  πS(Ψ|Φ)<1 , ci si riferisce ad una regola possibile o incerta. 




D’altro lato è possibile definire un altro coefficiente detto coverage factor, con 
notazione covS(Φ,Ψ)  definito come: 
 
( ) ( ) ( ) ( )( )   
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Il certainty factor di una regola può essere interpretato come la frequenza di oggetti 
che soddisfano la proprietà Ψ  nell’insieme di quelli che soddisfano la proprietà Φ , mentre 
il coverage factor come la frequenza degli oggetti con la proprietà Φ  nell’insieme degli 
oggetti che hanno proprietà Ψ , all’interno dell’universo S . Infine si può definire il numero: 
 
( ) ( ) ( ) ( )ΦπΨΦΨΦΨΦσ SSSS ,cer
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chiamato strength della regola decisionale, e rappresenta la frequenza degli oggetti che 
soddisfano la regola nella parte condizionale e decisionale sulla totalità degli oggetti 
dell’universo. 
3.4. SPECIFICAZIONE DEL MODELLO 
Nell’iter per la costruzione del modello di scelta, ed in particolare di scelta modale, 
va affrontata ora l’esplicitazione della tipologia d’approccio, la scelta degli attributi, la 
quantificazione degli stessi, la procedura per l’ottenimento dei risultati, e tutto quanto 
concerne il raggiungimento di questi obiettivi. In questa fase, ovvero la specificazione dei 
modelli, sono fissati tutti i paletti necessari per la realizzazione dello stesso. Trattandosi di 
un approccio non utilizzato in precedenza per i modelli di scelta modale, l’utilizzo del 
DRSA richiede varie fasi specifiche, come abbiamo visto nel capitolo precedente, che 
possono però essere ricondotte alla specificazione generale dei modelli. Essendo poi queste 
tipologie di approcci che seguono procedimenti particolari non sviluppati per questo tipo di 
problemi, sarà inoltre necessario effettuare delle assunzioni anche pesanti sulla procedura 
da seguire. 
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Innanzitutto però sarà necessario esplicitare quella che è la decision table, ovvero la 
tabella delle decisioni che è utilizzata per il calcolo delle approssimazioni da cui derivano 
le regole decisionali. In particolare va deciso per la definizione dei criteri che tipo di 
approccio di scelta utilizzare, se un approccio aggregato come in precedenza oppure 
disaggregato. Una volta fatto ciò saranno definiti naturalmente i criteri e le classi di scelta. 
È opportuno ricordare che con  il DRSA non è necessaria la discretizzazzione dei modelli e 
che è possibile operare congiuntamente con attributi continui e discreti. Inoltre gli attributi 
discreti, anche non numerici, possono non avere una relazione d’ordine con le classi di 
scelta, permettendo così di operare nello stesso ambito dell’approccio classico. 
Per quanto riguarda proprio le classi di scelta, andrà fatta un’assunzione forte 
proprio per poter applicare il metodo al problema della scelta modale. Infatti, L’approccio 
tramite criterio di dominanza si fonda sul principio che le classi di scelta devono poter 
essere ordinabili secondo un criterio di preferenza, per permettere la loro divisione in 
unioni superiori e inferiori delle classi. Senza tale ordinamento il metodo non può essere 
direttamente applicato, e questo fatto genera delle complicazioni applicative. 
3.4.1. Decision Table 
È la raccolta in forma opportuna di tutti i dati rilevati per la scelta di una 
alternativa. In questo caso è composta da un lato dalle caratteristiche che identificano le 
alternativa, il decisore o altre caratteristiche oggetto di studio, e che sono le ragioni per le 
quali si suppone venga effettuata proprio quella scelta. Nel caso specifico della scelta 
modale ovviamente lato decisionale vi è la scelta del modo di trasporto, lato condizionale 
tutti gli attributi che governano tale scelta del modo. Come trattato nella parte 
metodologica, c’è da fare una considerazione molto importante: per l’applicazione del 
metodo e l’individuazione delle unioni delle classi, è assolutamente necessario che esista 
una classificazione ordinale fra le classi di scelta, ovvero che le scelte possibili siano 
ordinate secondo la loro “preferibilità”. Ma questo non è possibile per quanto riguarda le 
alternative di trasporto, in quanto non si può asserire con certezza e per ogni decisore che 
un’alternativa sia migliore delle altre. 




È necessaria quindi un’assunzione forte relativa alla scelta, e in altre parole che la 
scelta di un modo di trasporto piuttosto che un altro implichi che venga esercitata dal 
decisiore, in questo caso l’utente del sistema dei trasporti, la propria volontà scegliendo il 
modo a lui più congegnale e che automaticamente esprima una “non-scelta” degli altri, 
reputandoli peggiori. Quindi un attributo che viene rappresentato come un costo nel 
modelli classici risulterà un criterio con una relazione d’ordine negativa rispetto alla scelta 
del modo di trasporto cui è riferito, mentre rappresenterà una relazione d’ordine positiva 
per la “non-scelta” di quel modo; viceversa dicasi per un attributo normalmente 
considerato come un beneficio. Quindi l’assunzione teorica da farsi è quella di considerare 
la scelta o la non-scelta di un modo di trasporto come classificazione delle alternative per 
la scelta modale 
Come premesso vi è ancora da operare una decisione dal punti di vista 
metodologico fondamentale: la scelta del tipo di approccio con cui esplicitare la decision 
table, ovvero se operare a livello aggregato o disaggregato. Per quanto detto in precedenza 
è il decisore che opera la scelta di un modo di trasporto, e quindi la scelta più naturale in 
questo caso è quella di operare in campo disaggregato. Sarà pertanto opportuno andare alla 
ricerca dei set di regole decisionali, come sintetizzazione delle scelte dei singoli utenti, e 
che permetteranno di valutare anche le percentuali di scelta modale. 
Vista la disponibilità dei dati e la scelta di questo tipo di approccio, sarà quindi 
possibile utilizzare anche le caratteristiche soggettive degli utenti, e pertanto confrontare i 
risultati con quelli ottenuti con i modelli Logit disaggregati. Di seguito vedremo quello che 
però comporta, in termini computazionali, la scelta di queste assunzioni sia e soprattutto 
lato decisionale che lato condizionale. È da sottolineare ancora una volta il fatto che queste 
“forzature logiche” al metodo nascono sempre dal fatto che tale approccio, pur essendo 
molto versatile dal punto di vista teorico, è stato sviluppato per un’applicazione ad un 
campo molto diverso da quello trattato, ovvero quello dell’analisi multicriteriale. Quindi 
tali scelte operative, che saranno descritte in seguito, sono necessarie, volendo applicare 
questo metodo. Comunque, anche se le procedure non sono quelle solite, quanto supposto e 
descritto in precedenza è una valida motivazione anche dal punto di vista logico per quanto 
riguarda le operazioni effettuate in seguito, ed in particolare per la fase di estrazione delle 
regole e soprattutto di applicazione delle stesse. 
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3.4.2. Classi decisionali 
Sono costituite dalla scelta effettuata dagli utenti del sistema dei trasporti, rilevata 
nell’indagine O/D, e quindi la cosiddetta domanda di trasporto. Sono, in effetti, 
l’equivalente delle alternative di scelta nei modelli di scelta discreta. Per quanto detto nel 
paragrafo precedente, la necessità di avere una gerarchizzazione nelle classi di scelta per 
applicare il DRSA obbliga a considerare, per ogni modo di trasporto la scelta contro la 
non-scelta di quel modo. Pertanto, essendo il fine ultimo di questa ricerca valutare i 
risultati ottenibili in confronto ai risultati che solitamente si ottengono con la realizzazione 
dei modelli Logit, precedentemente costruiti, il modello deve avere parità di condizioni dei 
Premesso ciò la scelta delle alternative da studiare ricade ancora sui tre modi bus, inteso 
come trasporto pubblico, l’auto, ovvero autovettura privata e la moto o motociclo, ma 
questa volta tali alternative saranno poste a confronto, nel modello con la non scelta delle 
stesse. In altri termini vengono di volta in volta considerate due classi (ad esempio bus e 
non-bus) sulla base delle quali vengono generate le approssimazioni inferiori e superiori 
delle unioni delle classi. In questo caso particolare non saranno delle vere e proprie unioni, 
in quanto avremo come unione superiore della classe bus la classe stessa. 
Per quanto detto, si otterranno tre distinte classificazioni, ovvero bus contro 
non-bus, auto contro non-auto e motociclo contro non-motociclo. Parimenti si avranno, di 
volta in volta nei tre casi tre diverse definizioni del rapporto d’ordine tra scelta di una 
classe e criteri decisionali, e ancora tre set di regole generate, ognuna relativa ad un modo 
di trasporto. In pratica si avranno tre distinte decision table, caratterizzate da stessi criteri 
ma diverse classi decisionali, che genereranno diversi set di regole. Questa è la prima delle 
complicazioni computazionali del metodo, però genera anche una semplificazione 
nell’interpretazione delle regole. Infatti, come verrà più chiaramente espresso nel 
prosieguo del capitolo, l’avere a che fare solo con due classi decisionali annulla 
completamente la presenza di regole di tipo approssimato descritte in precedenza, in 
quanto non è possibile trovare oggetti che appartengano in modo ambiguo a classi 
intermedie. Le ambiguità possono nascere solo per oggetti sulla frontiera delle 
approssimazioni. Di seguito, nel prossimo paragrafo saranno trattate esplicitamente le 
assunzioni fatte lato condizionale. 




3.4.3. Criteri di scelta 
Si può, come per la scelta, riferirsi ai modelli Logit per la scelta degli attributi, 
fermo restando il fatto che lo scopo della ricerca è anche quello di confrontare i risultati. 
Gli attributi sono quindi gli stessi specificati in precedenza, e sono riportati nella tabella 
3.1 alla pagina seguente, mentre per la loro descrizione dettagliata si rimanda al paragrafo 
1.4.4 del primo capitolo, facendo notare che in questo caso si opera in termini disaggregati, 
e pertanto gli attributi vanno considerati in questi termini. Inoltre, rispetto al impiego del 






































ATTRIBUTI DI LIVELLO DI SERVIZIO 
Tempo di viaggio in BUS − + + 
Tempo di viaggio in AUTO + − + 
Tempo di viaggio in MOTOCICLO + + − 
Costo di viaggio in BUS − + + 
Costo di viaggio in AUTO + − + 
Costo di viaggio in MOTOCICLO + + − 
Intertempi − + + 
Trasbordo − + + 
Stalli di sosta AUTO − + − 
Stalli di sosta MOTOCICLO − − + 
ATTRIBUTI SOCIO-ECONOMICI DELL’AREA DI STUDIO 
Adiacenza − + + 
Penalizzazione zone interne + − + 
Penalizzazione zone esterne + + − 
Coefficiente di occupazione − + − 
Istruzione − − + 
ATTRIBUTI SOCIO-ECONOMICI INDIVIDIALI 
Impiego / / / 
Sesso / / / 
Età / / / 
N° di auto possedute della famiglia − + − 
N° di motocicli posseduti della famiglia − − + 
+ : relazione d'ordine positiva per la scelta; - : relazione d'ordine negativa per la scelta; / : relazione d’ordine indifferente 
Tab. 3.1 – Criteri condizionali e relazioni d’ordine 
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In particolare, la tabella riporta gli attributi e il loro impiego nei diversi set di 
classificazione, indicando separatamente gli attributi di livello di servizio, tipici del sistema 
dei trasporti, quelli socio economici dell’area di studio, e quelli socio-economici 
individuali. E’ inoltre riportata, come detto in precedenza, la distinzione di utilizzo, rispetto 
alla loro relazione d’ordine, in funzione della diversa classificazione. Appare ovvio, infatti, 
come un criterio, ad esempio il tempo di viaggio in autobus, sia da considerarsi come 
negativo ai fini della scelta di tale mezzo di trasporto, mentre è positivo nei riguardi della 
scelta degli altri mezzi: tanto più sarà alto questo criterio, tanto meno sarà preferita al 
scelta del modo, e quindi più alta la sua “non-scelta”. Stesso dicasi per gli altri mezzi e 
criteri. Nel caso invece delle variabili indifferenti, introdotte come “dummies” nei modelli 
Logit, sono lasciate prive di relazioni d’ordine, e saranno trattate come attributi 
condizionali nel CRSA, anche perché nella scelta di un modo, sarà determinante l’essere 
parte o meno di una classe, ad esempio di lavoratori, nella scelta o meno di un’alternativa. 
Caso particolare è quello delle età che viene introdotta come priva di relazione d’ordine, 
ma viene discretizzata in 5 classi di età di 20 anni ciascuna. Questo come visto nella parte 
teorica precedente genererà un caso particolare per il quale nelle regole generate, il limite 
superiore e inferiore imposto ad un attributo sarà uguale, rendendo la condizione una 
partizione della decision table nelle regole che considerano questo tipo di criteri. Questo 
rappresenta un grosso vantaggio rispetto ai modelli classici, poiché consente di lavorare 
direttamente su attributi individuali non quantificabili, e che pertanto dovrebbero esser 
“numerizzati” per la loro introduzione in un modello tipo Logit. Infatti, per considerare il 
tipo d’impiego dell’utente in un modello classico, si sarebbe costretti o a inserirlo 
sottoforma di reddito, con una forzatura perché reddito e tipologia d’impiego non sono 
sempre collineari, oppure, come è stato fatto, come variabile “dummie” in una o alcune 
alternative. 
Evidentemente è mantenuta inalterata la suddivisione in zone come le coppie O/D 
che si generano. Per approfondimenti sui dettagli riguardo alla zonizzazione si rimanda al 
relativo paragrafo 1.4.3 del primo capitolo. Anche quantitativamente, il valore specificato 
degli attributi è stato mantenuto tale. Una volta selezionati e valutati gli attributi, si ottiene 
quindi una decision table ripartita in tre parti, uguali per la definizione e quantificazione 
dei criteri ma diverse per la classificazione e quindi il tipo di scelta operato.  Nelle tre 
tabelle 3.2, 3.3 e 3.4 alla pagina seguente si possono vedere tre brevi stralci di queste 
decision table: 





Tab. 3.2 – Estratto della decision table BUS vs NONBUS 
 
Tab. 3.3 – Estratto della decision table AUTO vs NONAUTO 
 
Tab. 3.4 – Estratto della decision table MC  vs NONMC 
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3.5. ESTRAZIONE DELLE REGOLE 
E’ il procedimento con cui partendo dalle approssimazioni delle classi sono ricavate 
le regole, a partire dalla decision table, ed è assimilabile, volendo, alla fase di calibrazione 
dei modelli Logit. Per quest’elaborazione sarà impegato il software JAMM, 
specificatamente sviluppato dal professor Roman Słowiński presso il Laboratory of 
Intelligent Decision Support System (IDSS) dell’University of Technology di Poznàn (PL). 
 
Fig. 3.2 – Screenshot del programma JAMM 
L’applicazione del programma permette di calcolare tutti gli elementi concernenti il 
DRSA, come gli atomi della decision table, i reducts, il core ed infine l’estrazione delle 
regole secondo diverse modalità. 




3.5.1. Procedura di estrazione delle regole 
E’ necessario scegliere una via da perseguire rispetto alle diverse strategie per 
l’estrazione delle regole dalla decision table (cfr § 3.3.6). Seguendo il procedimento 
dell’approccio classico può essere opportuno ricavare un set minimo di regole che ricopra 
tutto il set di calibrazione, questo anche in considerazione del fatto che il numero di atomi, 
come si vedrà in seguito, è molto maggiore rispetto al caso del CRSA, e quindi c’è un 
proliferare di regole decisionali. In particolare, essendo il software sperimentale e in via di 
sviluppo si sono riscontrati problemi nell’estrazione del set completo di regole. Nello 
specifico, perché il programma è stato compilato a 32 bit, e quindi non in grado di gestire 
più di 232 byte (4.096 Gbyte), e pertanto nel calcolo del set completo di regole veniva 
esaurita la memoria virtuale. 
Un'altra scelta da effettuare, è il tipo di approccio Dominance-based, ovvero se 
applicare la relazione di dominanza in senso stretto oppure l’approccio a consistenza 
variabile. Per quanto detto in precedenza essendo il numero di atomi alto, allora sarà 
opportuno utilizzare l’approccio a consistenza variabile, per ridurre il numero di regole, per 
tenere in considerazione dei possibili errori di valutazione, nonché le fluttuazioni casuali 
nella scelta o i casi particolari registrati nel Data base. Il confidence level viene fissato al 
valore 0.95, quindi le approssimazioni inferiori ammetteranno il 5% massimo di oggetti 
negativi che la supportino. Questo limite è fissato anche dal fatto che per il motociclo 
prendendo un valore minore si sarebbe ottenuto un'unica regola che per la non-scelta del 
motociclo. 
Inoltre, come detto in precedenza, si hanno tre distinte decision table e quindi si 
ottengono tre distinti set di regole, ognuno riferito alla scelta o non scelta di uno dei tre 
modi di trasporto considerati. Quindi il risultato finale sarà dato da un complesso di regole 
che ricopre tutti gli oggetti della decision table, formato da tre insiemi di regole riferiti alle 
tre modalità considerate, e che fornisce le informazioni minime riguardo i dati del set di 
“calibrazione” dell’insieme di regole e di forma tale da consentire di lavorare agevolmente 
poi in fase di validazione. In via preliminare riguardo tale tipo di studio, si persegue 
solamente la via che si ritiene più adatta, lasciando a future ricerche o sviluppi l’analisi di 
tutte le possibilità disponibili. 
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3.5.2. Set di estrazione delle regole 
In questo ambito non valgono più le osservazioni fatte riguardo ai modelli 
aggregati, ovvero scegliendo il set di calibrazione a partire dalle osservazioni singole, 
e non sulle coppie origine destinazione che presentano un numero non nullo di 
spostamenti rilevati, andando a scegliere il campione di osservazioni fra quelle che 
presentano il maggior numero di utenti intervistati che si spostano dalla stessa origine 
verso la stessa destinazione, in modo tale che la ripartizione modale su ogni coppia 
sia la più possibile aderente a quella dell’universo, escludendo dal set di calibrazione 
tutti quei casi che presentano pochi utenti fra gli intervistati, in quanto la ripartizione 
modale sull’osservazione potrebbe risultare falsata. Ciononostante per una questione 
di conformità con il CRSA è possibile scegliere il set di calibrazione con lo stesso 
principio. È necessario determinare i set di estrazione delle regole (calibrazione) e di 
conseguenza il rimanente per la validazione, ricordando però come per il caso dei 
modelli Logit che il numero dei movimenti registrati risulta più alto rispetto ai 
modelli aggregati, in quanto a differenza del caso precedente nel DB in oggetto gli 
spostamenti interni che coinvolgono la zona della stazione e quelli da e verso il 
cordone sono considerati, fornendo una più corretta valutazione delle percentuali di 
scelta modale e quindi inducendo minore errore Quindi a livello disaggregato a parità 
di coppie O/D il numero di spostamenti individuali è più alto. Dalla scelta del set con 
tale criterio le coppie O/D utili ai fini della calibrazione sono risultate 349, per un totale di 
5033 spostamenti effettuati da parte del campione intervistato, set di cui è rappresentato un 
estratto nella precedente tabella. A partire da questo set, sono stati utilizzati i tre set uguali 
per oggetti, ma costituiti da scelte classificate nei tre modi sopraesposti. Gli attributi 
utilizzati nei tre set sono riportati nella precedente tabella 3.1. Parallelamente viene 
individuato il set di validazione composto da tutte le osservazioni, quindi 3816 coppie O/D 
e 17643 spostamenti rilevati. 
Il set di calibrazione e validazione è stato trasformato in decision table come detto 
in precedenza per la successiva fase computazionale relativa all’estrazione delle regole e 
ancora validazione del modello. 




3.5.3. Analisi DRSA 
Come descritto nei paragrafi iniziali, oltre a fornire le regole decisionali, 
l’applicazione del DRSA ai data set, permette di ottenere i parametri descritti relativi alla 
classificazione “rough” degli oggetti della decision table; tali parametri sono di 
fondamentale importanza per capire come il metodo riesca a rappresentare i dati rilevati. 
Inoltre è possibile avere un’indicazione di quanto siano “frammentati” i dati, in funzione 
del livello di conoscenza che possono fornire. Di seguito saranno quantificati e descritti 
alcuni di questi parametri. 
 
a. Qualità dell’approssimazione e accuratezza. 
La precisione con cui è possibile ottenere la ripartizione “rough” della decision 
table è identificata da questi parametri. Il parametro più importante, a livello globale, è la 
qualità globale dell’approssimazione; a livello di classi decisionali tali caratteristiche sono 
il numero degli oggetti presenti in ciascuna classe, e il numero di oggetti per ognuna di 
esse nell’approssimazione inferiore, superiore sul confine, l’accuratezza.  
 





BUS vs NONBUS 5033 18 0.933 
AUTO vs NONAUTO 5033 18 0.932 
MC vs NONMC 5033 18 0.965 
Tab. 3.5 - Parametri globali dell’approssimazione 
 




Superiore Frontiera Accuratezza 
BUS 2203 2029 2364 335 0.858 
NONBUS 2830 2669 3004 335 0.888 
AUTO 2370 2230 2572 342 0867 
NONAUTO 2663 2461 2803 342 0878 
MC 460 365 541 176 0.675 
NONMC 4573 4573 4492 176 0.962 
Tab. 3.6 - Parametri dell’approssimazione per ogni classe decisionale 
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Come si vede il livello globale i parametri della qualità dell’approssimazione, così 
come quelli dell’accuratezza a livello locale sono molto elevati e rasentano il valore 
unitario, eccezion fatta per la scelta della classe “motociclo”. Questo indica che con gli 
attributi utilizzati riescono a rappresentare molto bene le decisioni rilevate. Questo è 
confermato anche dallo scarso numero di oggetti presenti nella frontiera, che sono molto 
limitati. Questo significa che i criteri riescono a rappresentare bene la classificazione nei 
modi di trasporto. 
C’è da dire che comunque la suddivisione in sole due classi, semplifica il problema 
della classificazione, e che non essendoci classi intermedie, è meno probabile che in 
un’unione delle classi vi siano degli elementi non appartenenti ad altre classi. Questa è la 
controparte positiva della complicazione computazionale che si crea nel momento in cui 
devo moltiplicare la decision table per ogni modo di trasporto. 
 
b. Reducts 
Un sottoinsieme di criteri minimi che consentono lo stesso livello di 
rappresentazione senza avere perdita di informazioni dell’insieme completo di attributi è 
detto insieme ridotto o reduct. Dall’analisi di questa fase con gli attributi utilizzati, ma 
anche con l’insieme totale di attributi in tutti i casi non sono stati trovati degli insiemi 
ridotti. Questo ha un significato ben preciso: il problema della rappresentazione della 
classificazione è che comunque, nonostante quanto detto riguardo le approssimazioni, non 
è possibile eliminare criteri senza aumentare il numero di ambiguità presenti nelle 
approssimazioni. Pertanto ogni criterio è fondamentale a livello di rappresentazione della 
scelta o non scelta di uno dei modi. Il fatto di non avere insiemi ridotti, ha inoltre escluso a 
priori lo studio di risultati ottenuti riducendo il numero di attributi, in quanto si sarebbe 




Il core degli attributi è l’intersezione di tutti gli insiemi ridotti degli attributi. Dalle 
elaborazioni precedenti emerge che non vi è nessun insieme ridotto di criteri, e per quanto 
definito il core è pertanto vuoto. Va detto però che in questo caso il core, in quanto 
insieme di criteri fondamentali e non eliminabili, potrebbe essere considerato come 
l’insieme globale dei criteri specificati. Pertanto, il significato del core, inteso come 




insieme degli attributi fondamentali e non sostituibili, può essere esteso in questo caso a 
tutti i criteri utilizzati. 
3.5.4. Regole decisionali 
Attraverso l’applicazione del VC-DRSA sono estratti i tre set di regole decisionali 
regole dalla decision table, tramite l’eseguibile DomLem.exe, facente parte del pacchetto 
JAMM, che fornisce regole con un certain level fissato a 0.95. Le regole che si ottengono 
sono divise, per la costruzione delle tre decision table, in regole che forniscono la scelta o 
la non scelta di un modo. Nella tabella 3.7 sono riportate alcune caratteristiche dei tre set di 
regole: 
 
SET N° Totale Regole N°Regole scelta N°Regole non-scelta 
BUS vs NONBUS 263 136 127 
AUTO vs NONAUTO 300 165 135 
MC vs NONMC 177 125 52 
Tab. 3.7 – Insiemi di regole decisionali 
Di seguito si riportano in ogni caso alcuni esempi per comprendere meglio la forma 
delle regole e i parametri forniti unitamente ad esse, mentre i set completi delle regole sono 
riportati in appendice: 
 
a. Regola di unione superiore delle classi: 
101: ( ETA = 4 ) & ( IntTBus <= 6 ) & ( CostoAUTO >= 1.05471 ) &  
( TempiBUS <= 31.6333 )  => ( D >= BUS ) 
Confidence: 0.950617 
Support: 231 
Positive support: 3, 4, 6, 7, 8,...(omissis) 
Negative support: 604, 1513, 1515,... (omissis) 
 
Nell’esempio riportato si può vedere una regola decisionale relativa alla scelta 
dell’autobus, dell’unione delle classi superiori all’autobus per la precisione, ma essendoci 
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solo queste due classi la scelta è equivalente. Dalla lettura della regola si vede come, in 
caso di tempi di percorrenza in autobus inferiori a 31.6 minuti, costo del trasposto in auto 
superiore a 1.06 euro, intertempi inferiori a 6 minuti e età compresa fra 60 e 80 anni, allora 
la scelta è, con una certa ambiguità, il bus. 
 
b. Regola di unione inferiore delle classi: 
238: ( IntTBus >= 7.5 ) & ( SESSO = 1 ) & ( NUM_AUTO >= 1 ) =>  
( D <= NONBUS ) 
Confidence: 0.952972 
Support: 1074 
Positive support: 122, 550, 551, 554,... (omissis) 
Negative support: 114, 118, 120, 568,... (omissis) 
 
La regola precedente è invece relativa alla non scelta di un modo di trasporto, in 
caso di numero di auto posseduto dalla famiglia superiore a 1, sesso maschile, intertempo 
superiore a 7.5 minuti, allora la scelta non è l’autobus.  
 
In ambedue i casi sono indicati i due parametri, confidence level e support, e inoltre 
l’elenco degli oggetti positivi e negativi a supporto della regola. Il loro significato è, nel 
dettaglio: 
 
a. Level of confidence. 
È il rapporto fra positive support e strength, e identifica se una regola è 
discriminante, vale a dire se separa esattamente oggetti positivi e negativi, o se 
parzialmente discriminante, cioè ammette anche oggetti contrari a quanto identificato dalle 
regole (cfr. § 3.3.5). 
 
b. Support 
Come già definito suppS è il numero di oggetti della decision table che verifica sia 
la parte condizionale della regola che quella decisionale. Indica quanti sono gli oggetti che 
supportano la regola in entrambi i versi e quindi gli oggetti che effettivamente spiegano la 
decisione che deriva dall’applicare tale regola. 
 




c. Positive support. 
Sono gli oggetti che verificano la parte condizionale e decisionale della regola, e 
permettono di identificare quelli sono gli oggetti della decision table che giustificano la 
regola. 
 
d. Negative support. 
Sono gli oggetti che verificano la parte condizionale della regola ma non quella 
decisionale, e permettono di identificare quelli sono gli oggetti della decision table che 
contraddicono la regola, ma sono tollerati in quanto si suppongono soggetti ad aleatorietà 
di varia origine. 
 
A tale proposito sono opportuni alcuni commenti sul metodo: innanzitutto c’è da 
sottolineare come tutti i segni relativi ai limiti degli attributi siano coerenti con la scelta o 
la non scelta dell’alternativa, e questo sia negli esempi riportati che in quelli relativi a tutte 
le regole. Nell’approccio di tipo classico dei Rough-set invece questo non si vedeva. 
Inoltre a differenza di tutti gli altri metodi, l’applicazione del DRSA come nel caso 
dell’approccio classico non fa perdere il contatto diretto fra DB e “coefficienti” in senso 
allargato (non si può parlare, infatti, di coefficienti in un modello costruito con questa 
teoria) fornendo, per ogni scelta o decisione, le motivazioni, date dalle condizioni “if…” 
della regola, e anche le cause che la fanno nascere, in altre parole gli oggetti a supporto 
della stessa. 
L’utilizzo dell’approccio VC-DRSA inoltre consente di ottenere le regole con un 
livello fissato di approssimazione di tipo probabilistico, e quindi tenendo conto di quelle 
che sono le possibili casualità rilevate nella decision table. Questo è un ulteriore vantaggio 
del metodo rispetto all’approccio classico,  
Vi sono altre osservazioni che si possono trarre dai file di regole, come già fatto nel 
caso del CRSA, e cioè la frequenza degli attributi nel set di regole. Infatti, si possono 
condurre varie considerazioni analizzando come gli attributi concorrono a partecipare alla 
scelta di uno o dell’altro modo di trasporto. Nelle tabella 2.8, sono riportate proprio queste 
frequenze e le frequenze percentuali nei tre set di regole: 
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Tab. 3.8 – Frequenze attributi nei set di regole. 





























































































































Fig. 3.4 – Frequenze degli attributi nel set di regole di non-scelta 
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Nelle tabelle precedenti sono riportate le frequenze di appartenenza dei criteri 
all’interno del set di regole, divise per ogni classe decisionale, per la tipologia del modo di 
trasporto e i totali di scelta o non scelta. Nei grafici precedenti invece sono rappresentati gli 
attributi e le rispettive frequenze distinti nei due casi di scelta e non scelta dell’alternativa 
di trasporto. Questi permettono di valutare a livello di regole decisionali, quanto siano 
importanti i criteri nella scelta, anche distinti per modo di trasporto e per classe 
decisionale. Questo permette una serie di valutazioni che non sono fattibili nel caso dei 
normali approcci statistici ai problemi di scelta discreta. Infatti, per ogni attributo in questi 
tipi di modelli non si possono distinguere le influenze sulla preferenza di scelta un singolo 
modo di trasporto. In più con queste analisi si riesce ad avere informazioni anche riguardo 
la non appetibilità di una scelta. 
Dall’analisi dei totali si nota come tempi e costi siano fra i più frequenti nelle 
regole, eccezion fatta per il costo del trasporto in autobus. Questo perché essendo 
quest’ultimo poco variabile all’interno del range di valori del criterio non si crea a livello 
di approssimazioni una possibile separazione utile per la generazione delle regole. 
Frequenze alte si registrano anche a livello dei due attributi che hanno rivelato una 
maggiore significatività nei modelli Logit, cioè intertempi e coefficiente di occupazione 
medio per le auto. Di minore rilievo sono i livelli degli altri attributi, in special modo quelli 
socio economici dell’area di studio, mentre molto importanti risultano essere gli attributi 
individuali. 
Se si analizzano poi le frequenze trasversalmente per modo di trasporto, in 
particolare scindendo fra regole di scelta e di non scelta di un modo, analisi evidenziata in 
particolare con i due grafici precedenti, si nota come gli attributi relativi ad ogni modo di 
trasporto siano più frequenti nelle regole relative proprio a quel modo di trasporto. Gli 
attributi individuali invece risultano essere abbastanza frequenti indipendentemente 
dall’insieme di regole che si considera. 
Questa forma di analisi, è una caratteristica tipica di questo tipo di approccio e che 
non si può ritrovare in nessuna delle metodologie parametriche e non, ed è figlia 
dell’analisi granulare della conoscenza derivata dall’approccio originale. Queste 
osservazioni hanno comunque un’importanza relativa in quanto effettuate su un set minimo 
di regole, mentre a rigor di logica dovrebbero essere effettuate sul set completo delle 
regole che derivano dalla decision table. La relatività è comunque importante dal punto di 




vista applicativo, in quanto si ha che quanto più importanti sono le frequenze di un 
attributo, tanto più quell’attributo influenzerà la scelta del modo di trasporto. 
Per quanto riguarda ancora l’estrazione delle regole dalla decision table, vanno 
descritte anche le problematiche cui si è andati incontro: innanzitutto, quanto si è gia 
accennato in precedenza, relativamente all’impossibilità di ottenere il set completo di 
regole a causa dell’esaurimento della memoria virtuale. Inoltre è da precisare che il tempo 
di estrazione di un set di regole è mediamente di 90 minuti, con un PC dotato di processore 
Pentium 4 a 2.4 GHz, 1 GByte di RAM DDR a 333 MHz, Hard Disk 120 GByte a 7200 
rpm. Il tempo deve perciò essere triplicato per quanto riguarda l’estrazione completa. 
Quindi si tratta di tempi piuttosto lunghi, anche se una volta ottenute le regole non vi sono 
altre operazioni da fare e l’hardware utilizzato non è il massimo disponibile sul mercato. A 
termine di paragone, la calibrazione dei coefficienti dai modelli Logit, che con la stessa 
macchina si ottengono in circa 15 minuti per i modelli Cross-Nested, che hanno le 
maggiori necessita di tempo per la calibrazione rispetto agli altri. 
Un'altra osservazione, già riportata in precedenza, ma che è importante ribadire, è 
che nelle regole, scelte e condizioni che le regolano sono sempre logicamente e 
semanticamente corrette, e pertanto non si pongono problemi di logica nell’applicazione 
come nel CRSA. L’assenza di illogicità è confermata dalla applicazione del criterio di 
dominanza, che consente l’introduzione della relazione d’ordine fra criteri e classi 
decisionali. Nonostante ciò però, è possibile che vi siano delle contraddizioni fra diverse 
regole, in quanto diversi oggetti possono verificare, lato condizionale, più regole, 
appartenenti sia allo stesso set che a set diversi, e quindi fornire risposte non concordanti. 
Questo limite sarà superato, e nella fase successivamente descritta che illustra come 
le regole ottenute con approccio di dominanza possano essere applicate per ottenere le 
risposte del modello nella forma voluta, in modo da permettere le successive elaborazioni 
necessarie, per la valutazione della sua efficacia e per il confronto con gli altri modelli. 
3.6. VALIDAZIONE DEI MODELLI 
Come nel caso dei software utilizzati per i modelli classici di scelta discreta, che da 
un file di dati uguale in formato a quello di calibrazione, e un file “modello” fornito come 
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output dal programma stesso, restituisce percentuali di scelta e scelta dei diversi oggetti 
considerati, anche la verifica dei modelli ottenuti con il DRSA per la fase di validazione, 
ovvero l’applicazione del modello a dati rilevati per verificarne l’effettiva capacità 
previsiva, necessita di un applicativo atto ad ottenere dal modello le risposte nella forma 
voluta. 
Nel caso della teoria dei Rough-set con l’accezione del criterio di dominanza, il 
software JAMM allo stato attuale del suo sviluppo non consente l’utilizzo delle regole 
come modello di scelta modale per gli scopi che sono necessari. Il problema è quindi 
trovare una modalità di impiego delle regole al fine di ottenere la loro riapplicazione e che 
da tale riapplicazione si ottengano le informazioni richieste. 
Vanno definiti innanzitutto i concetti matematici da utilizzare per ottenere la scelta 
discreta a partire dai tre set di regole distinti, oppure la ripartizione modale, in conformità 
dei quali poi applicare le regole, come nel caso dei modelli di scelta a degli insiemi di 
oggetti rilevati per valutare come le regole riescano a riprodurre i dati reali. Le regole 
rappresentano un costrutto logico immediatamente interpretabile, ma sia a causa della 
numerosità di tali regole ma soprattutto la possibilità di trovare regole contraddittorie 
all’interno dei set obbliga alla realizzazione di una procedura in grado di leggere le regole 
e fornire le risposte della loro applicazione ad una decision table anche diversa 
dall’originale, sulla base di quanto espresso in forma teorica per il confronto dei risultati 
con i dati rilevati. 
Quindi, oltre alla formalizzazione della procedura è necessaria la realizzazione di 
uno strumento, implementando un apposito codice in Visual Basic, che a partire dai dati e 
dalle regole fornisca quanto necessario. Innanzitutto però si tratterà brevemente quelle che 
sono le giustificazioni matematiche della procedura applicata, che saranno descritte nel 
successivo paragrafo. 
3.6.1. Concetti matematici per la validazione 
Per quanto riguarda l’applicazione delle regole, è necessario seguire un 
procedimento logico che consenta di ottenere delle risposte di tipo disaggregato, ovverosia 
una risposta singola da parte dell’utente in funzione degli attributi specificati a livello della 




decision table. Solitamente, applicando un approccio classico di tipo Logit le risposte del 
modello sono nella forma di una probabilità di scelta per ogni alternativa modale, cui viene 
applicata una funzione di scelta. Comunemente la scelta discreta si assume come 
l’alternativa con probabilità più alta. 
Nel caso del DRSA abbiamo un modello composto da set di regole, tre nel caso in 
oggetto, ognuno dei quali può fornire una risposta certa o incerta, ovvero l’utente oggetto 
di valutazione può avere caratteristiche che verificano la parte condizionale di più di una 
regola, portando a delle contraddizioni. Ad esempio si potrebbe avere che in alcuni casi la 
risposta sia omologa per i diversi set di regole, e quindi ad esempio una o più risposte 
“Bus” dal primo e “nonAuto” e “nonMc” dagli altri due. In tal caso la risposta fornita è 
ovvia e concorde, ma può accadere, in particolare per oggetti non utilizzati per l’estrazione 
delle regole, che le risposte siano non concordanti e quindi ottenere una risposta non è così 
univoco. 
Si introduce pertanto una procedura che associa un punteggio (scoring) per 
ciascuno dei set di regole. Siano infatti I j  le j alternative modali considerate nella 
classificazione , allora se Φ j i  è l’insieme delle regole appartenenti all’insieme relativo 
all’alternativa j e la cui parte condizionale è verificata dall’i-esimo oggetto x∈U , allora lo 
score dell’alternativa per l’oggetto è: 
 
( ) ( )       SC  ij ijij ≤≥ −= ΦΦ  
 
dove con (Φ j i )≥si intende l’insieme delle regole cui l’oggetto i-esimo verifica la parte 
condizionale e derivano dalla unione superiore delle classi di scelta, mentre con (Φ j i )≥  si 
intende l’insieme delle regole cui l’oggetto i-esimo verifica la parte condizionale e 
derivano dalla unione inferiore delle classi di scelta. Vale a dire che per ogni set di regole e 
quindi alternativa di scelta, lo score sarà tanto più alto quante più sono le regole di scelta la 
cui parte condizionale è verificata dai criteri dell’oggetto, mentre sarà tanto più basso 
quante più sono le regole di non-scelta la cui parte condizionale è verificata dai criteri 
dell’oggetto. Assegnato uno score a ciascuna alternativa la scelta dell’alternativa sarà 
naturalmente: 
 
( ) ≥∈⇔ jijj ClxSCmax:j  
 
DOMINANCE-BASED 




Si assume pertanto la scelta come l’alternativa che fornisce lo score più alto di 
quelle disponibili. Tale procedimento, segue ovviamente la logica dell’approccio dei 
Rough-set, infatti, a partire dalla decision table si estraggono delle regole, che possono 
includere la scelta derivata da più granuli di conoscenza. In fase applicativa non è possibile 
distinguere quale dei granuli sia il più adatto da applicare, ma utilizzando tutti i set di 
regole e valutando il numero maggiore di regole che rispondono lato condizionale ai criteri 
propri dell’oggetto si ottiene una stima “di massima” della scelta più probabile. 
Fatto ciò è anche possibile, a livello di coppia O/D ricostruire la percentuale di 
scelta modale, ma per fare questo non si considerano le regole appartenenti all’unione 
inferiore delle classi di scelta. Pertanto mantenedo la notazione precedente, relativamente 























dove k è un oggetto, e quindi un generico utente che si sposta da una determinata origine 
verso una determinata destinazione, K è l’insieme degli utenti che si spostano da una 
determinata origine verso una determinata destinazione, I è l’insieme delle alternative 
modali considerate. Pertanto la percentuale di scelta modale su una coppia O/D viene 
determinata in questo modo, considerando cioè la conoscenza che deriva dall’applicazione 
delle sole scelte di un’alternativa di trasporto, trascurando quelle originate dalla non scelta. 
Ovviamente in questo modo si perde tutta la conoscenza derivante dalle regole di 
non scelta, ma non è possibile operare altrimenti. Infatti, non si può distinguere, nel caso di 
non scelta verso quale alternativa di trasporto si orienti un utente non scegliendo 
l’alternativa della quale ci si occupa. Si suppone però che la scelta e le sue motivazioni 
siano incluse nel set di regole derivanti dalla classificazione che concerne le altre 
alternative. 
Oltre a quelli illustrati sono state testate diverse formulazioni per la valutazione 
della scelta discreta e delle percentuali di scelta modale, basate comunque su valutazioni 
diverse dello score da assegnare alle alternative. In particolare sono state utilizzate, per 
valutarne l’efficacia le altre forme di score, partendo sempre dalle definizioni precedenti, e 
definendo anche Ψ j i  come l’insieme delle regole appartenenti all’insieme relativo alla 




classe decisionale j, e la cui parte decisionale è verificata dall’i-esimo oggetto x∈U.  
Allora lo score dell’alternativa per l’oggetto può essere definito come: 
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Dove per (Φ ,Ψ)S  si intende l’insieme delle regole generate a partire dalla decision 
table S, mentre con (Ψ j i )≥  si intende l’insieme delle regole cui l’oggetto i-esimo verifica la 
parte condizionale e derivano dalla unione superiore delle classi di scelta, mentre con 
(Ψ j i )≥  si intende l’insieme delle regole cui l’oggetto i-esimo verifica la parte condizionale 
e derivano dalla unione inferiore delle classi di scelta. 
Questo score è molto simile al precedente, ma invece di considerare la cardinalità 
dell’insieme di regole, sono sommati i confidence level delle regole stesse. Questo per 
tenere conto della possibilità di avere maggiore o minore certezza sulla conoscenza delle 
regole. Comunque, essendo il livello fissato a priori a 0.95, non si hanno variazioni almeno 
riguardo la scelta discreta. Invece si ottengono risultati leggermente migliori applicando 
questo concetto alla valutazione delle percentuali di scelta modale, il cui valore può essere 
valutato come: 
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Ovvero, sempre considerando solo le regole che derivano dall’applicazione delle 
sole scelte di un’alternativa di trasporto, trascurando quelle derivate dalla non scelta. In 
questo modo si ottiene un migliore livello di rappresentazione della ripartizione modale, 
perché si riesce a tenere conto anche della presenza di oggetti che supportano 
negativamente la scelta. A questo punto, definiti i criteri per l’applicazione delle regole, si 
può illustrare nello specifico le procedure e gli strumenti utilizzati a questo fine. Nei 
prossimi paragrafi pertanto verranno illustrati i mezzi con i quali le regole e le 
considerazioni fatte rendono possibile ottenere dagli insiemi delle regole una stima della 
scelta discreta degli utenti e della ripartizione modale. 
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3.6.2. Applicazione delle regole 
Per utilizzare le regole ai fini della Validazione è stato realizzato un software 
applicativo Visual Basic che permette di effettuare le varie fasi necessarie per il calcolo 
delle scelte predette. A partire dai tre file dati della decision table e dai tre set di regole, 
l’applicativo permette di ottenere per ognuno degli oggetti specificati la valutazione della 
scelta discreta individuale e della percentuale di ripartizione modale per coppia O/D. In un 
file in formato excel sono in seguito esportati i valori per le successive valutazioni da 
eseguire. Le valutazioni relative saranno illustrate nel quarto capitolo assieme a quelle dei 
modelli Logit, poiché usate anche come termini di confronto fra i diversi modelli. Sotto è 
riportato uno screenshot dell’applicativo realizzato (figura 3.5): 
Fig. 3.5 – Screenshot dell’applicativo per la validazione 




Operativamente il processo di applicazione delle regole segue le fasi illustrate nella 
figura 3.6 alla pagina seguente. Questa prevede inizialmente l’impostazione dei file dati 
(decision table) e dei file regole. I file dati costituiti da un file di testo con lo stesso format 
dei file .isf utilizzati da JAMM e sono salvati in modo opportuno in memoria, lo stesso 
viene fatto con il file di regole sempre in formato testo, che vengono convertiti in modo 
conveniente per l’applicazione automatica. La fase finale è ovviamente quella 
dell’applicazione delle regole, con il successivo salvataggio dei risultati in formato excel 
(.xls), sia dlle scelte discrete predette per ogni oggetto dell’decision table che delle 
percentuali di scelta modale per ogni coppia O/D. Inoltre vengono esportate, sempre in 
formato excel (.xls) delle regole con i coefficienti relativi. 
 
 
Fig. 3.6 – Schema funzionale dell’applicativo Visual Basic 















Dati e regole 
Lettura file  













Schema del processo di applicazione delle regole 
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In questo caso non sono state effettuate indagini relative all’influenza delle regole 
in funzione del support, o dello strength delle regole stesse, in quanto non vi è ragione di 
determinare, con la procedura di scoring se vi siano regole più o meno importanti. Una 
volta ottenuti i file di output è possibile, come vedremo nel seguente capitolo, valutare la 
capacità previsiva dei modelli realizzati con il DRSA. Tali valutazioni saranno quindi 
esplicitamente condotte e descritte nel quarto capitolo. 
3.7. CONSIDERAZIONI CONCLUSIVE 
In questo capitolo è stata ampiamente e diffusamente trattata la teoria dei Rough-set 
con l’approccio basato sulla relazione di dominanza fra criteri e decisioni, e che permette 
inoltre di rappresentare la scelta discreta tramite l’approssimazione delle decisioni in 
insiemi di scelta elementare (granuli di conoscenza) e la successiva formulazione della 
scelta in regole dalla semantica molto semplice (if… then…). Tale teoria è stata qui studiata 
allo scopo di valutare la sua possibile applicazione a problemi di scelta modale nel campo 
dell’ingegneria dei trasporti. 
A partire dalla trattazione matematica della teoria, è stata formulata quindi una 
possibile via di applicazione del metodo al problema oggetto di studio, affrontando la 
metodologia tramite l’impiego della relazione di dominanza applicata agli oggetti della 
decision table, che permette l’individuazione di insiemi elementari legati alle decisioni 
anche tramite relazioni d’ordine fra scelta e attributi specificati. 
E’ stata descritta la strada seguita per ottenere un approccio per modellizzare la 
scelta modale in campo trasportisitico utilizzando questo metodo. Partendo quindi dalle 
assunzioni del metodo e da quelle derivate da esso, utilizzando i dati già specificati per i 
modelli Logit, è stato scelto il tipo di approccio alla scelta modale, che è quello della 
costruzione di tipo disaggregato del modello, ovvero utilizzando come oggetto minimo di 
studio il singolo utente del sistema dei trasporti, e quindi con l’ausilio di caratteristiche 
individuali dell’utente, a differenza di quanto fatto con l’approccio classico dei Rough-set. 
Tale scelta è stata fatta perché lo sviluppo teorico portava ad interpretare quanto fornito dal 
metodo sotto forma di regole decisionali come una scelta di tipo individuale, dove l’utente 
deve scegliere qual è il modo di trasporto preferibile. 




Sono stati forniti inoltre tutti gli elementi necessari alla valutazione cosiddetta 
“rough” del data set utilizzato e tutte le indicazioni per ottenerli, nonché per l’estrazione 
delle regole, la loro interpretazione e utilizzo. Proprio quest’ultimo aspetto d’impiego delle 
regole in forma previsiva sarà fondamentale per poi passare allo scopo ultimo di questo 
studio, ovvero il confronto dei risultati con quelli che normalmente si ottengono con i 
metodi classici. Tale confronto sarà poi descritto dettagliatamente nel capitolo successivo. 
Sono emerse numerose osservazioni riguardo all’applicazione di questa tipologia di 
approccio: la prima è comune a tutte le metodologie Rough-set, e cioè che con questo 
metodo a differenza degli altri non viene perso il normale contatto fra dati rilevati e 
modello, come accade nei modelli non parametrici ma anche nei modelli di tipo statistico, 
dove i coefficienti tengono conto di tutto il database minimizzando gli errori prodotti. Con 
l’approccio dei Rough-set invece ogni regola decisionale fornisce tutte le informazioni 
riguardo agli oggetti che la generano, dando quindi una giustificazione diretta alla scelta. 
Un altro aspetto fondamentale è la possibilità di trattare dati affetti da errori o “rumore” 
come tipicamente accade nei modelli non parametrici, senza un pretrattamento dei dati e 
senza che il risultato finale ne sia negativamente influenzato, grazie all’approccio a 
consistenza variabile, (VC-DRSA), che consente di considerare all’interno delle 
approssimazioni e delle regole degli oggetti che non confermano la regola stessa. Questo 
permette quindi di ottenere un approccio probabilistico alla estrazione delle regole anziché 
quello deterministico che si avrebbe applicando la relazione di dominanza in senso stretto. 
L’altro problema importante legato alla semantica delle regole ottenute con il 
CRSA è stato inoltre superato: non può accadere infatti che il senso delle regole ottenute 
vada per alcuni attributi contro la normale logica che si applica nel campo dell’ingegneria 
dei trasporti, come, ad esempio, non ammettere che il segno di un coefficiente legato al 
tempo di viaggio sia positivo. Nelle regole non si ritrova mai che nella scelta di un modo di 
trasporto uno o più limiti imposti dalla regola siano un controsenso in questi termini, 
ovvero un attributo di costo maggiore per l’alternativa implichi la scelta comunque di 
quella alternativa. In questo senso, l’utilizzo di questo approccio rappresenta un grande 
passo avanti per quanto riguarda l’applicazione alla scelta modale. 
Ciononostante sono ancora possibili contraddizioni nell’applicazione delle regole, 
in quanto diversi oggetti possono verificare, lato condizionale, più regole, appartenenti sia 
allo stesso set che a set diversi, e quindi fornire risposte non concordanti. Questo fa sì che 
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il metodo porti a contraddizioni endogene, che è possibile registrare anche nei modelli non 
parametrici, che però possono essere superate con una corretta procedura validativa. 
Vi sono però altri “contro” in questo tipo di approccio, principalmente dovuti ai  
tempi di calcolo, che sono piuttosto lunghi, in particolare con data base molto estesi. 
Questo è dovuto al fatto che le relazioni presenti nella decision table diventano 
numerosissime e onerose da calcolare e estrarre, in particolare in caso di disaggregazione 
della scelta, ma anche a cause di programmazione, in quanto il software non è ottimizzato 
allo scopo di trattare dati molto numerosi, con problemi di gestione della memoria. Un 
altro problema è la complicazione computazionale nell’avere un set di regole per ogni 
alternativa modale considerando la contrapposizione scelta-nonscelta, che risulta 
necessaria dovendo dare un ordinamento delle classi di scelta. Ciononostante, con il 
calcolo automatico si bypassa il problema rendendolo solo un aumento dei tempi di 
calcolo. 
Per quanto detto, quindi, gran parte dei problemi registrati con l’applicazione del 
CRSA sono superati applicando l’approccio basato sulla dominanza, e i problemi che si 
ritrovano seguendo questo tipo di metodologia sono solo di tipo computazionale e di 
calcolo, non più quindi relativi alla logia del metodo stesso. Questo rappresenta da solo una 
base solida per andare a testare i metodi confrontandoli con quelli classici, confronto di cui 































Nei tre capitoli precedenti sono state illustrate le metodologie classiche (modelli di 
scelta discreta ad utilità casuale) e il nuovo approccio proposto (Rough-set) nelle due 
formulazioni, quella classica formulata da Pawlak (CRSA), e quella di ultima generazione, 
sviluppata da Greco, Matarazzo e Słowiński (DRSA). Per ognuna di queste formulazioni 
sono stati realizzato dei modelli di scelta discreta, applicati in particolare ad un modello di 
scelta modale. A parziale conclusione del lavoro quindi si è appurata, come prefissato, la 
possibilità di applicazione degli approcci alla scelta modale. 
Questo però non è sufficiente per stabilire se le metodologie proposte siano 
utilizzabili per la costruzione di modelli di questo tipo. Infatti, come per le metodologie 
classiche, per le quali una volta calibrati i coefficienti è necessario verificare che gli errori 
di riproduzione dei dati rilevati siano contenuti, anche per gli approcci Rough-set si deve 
procedere in questa verifica. Inoltre l’ulteriore verifica cui sottoporre la metodologia è 
quella di confrontare i risultati validati dei modelli con quelli ottenuti con le metodologie 
ad utilità casuale. Questo perché i modelli Logit sono supportati da una vasta casistica che 
ne conferma la validità e quindi rappresentano un ottimo livello di affidabilità modellistica 
per confrontare la metodologia proposta, per ottenere un paragone valido e severo dei 
risultati ottenuti, e perciò un ottimo banco prova per l’approccio dei Rough-set. 
Essendo stati seguiti entrambi gli approcci alla scelta modale, aggregato e 
disaggregato, sarà opportuno condurre questo confronto “ a coppie”, ovvero confrontando i 
risultati di modelli appartenenti alla stessa tipologia. A questo scopo, esistono vari sistemi 
per condurre indagini di questo tipo, definite in vari casi e lavori riportati in bibliografia, 
alcuni dei quali sono più significativi per un tipo di approccio che per l’altro. Nel 
prosieguo del capitolo saranno quindi illustrati i diversi sistemi per il confronto dei modelli 
e la loro modalità di calcolo o realizzazione. Dopodiché tali parametri saranno quantificati 
per ogni modello e approccio, per il successivo confronto finale dei metodi. 
Quindi in seguito, sarà possibile esprimere un giudizio obbiettivo sulla funzionalità 
degli approcci proposti, nonché una serie di conclusioni relative ai metodi, pregi e difetti 
degli stessi, anche in funzione di quelle che sono le caratteristiche matematiche e 
funzionali già espresse in precedenza. 
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4.2. METODI DI VALIDAZIONE 
Innanzitutto va distinta, per quanto riguarda gli obiettivi che ci si prefigge, la 
validazione classica, che si effettua solitamente sui modelli di tipo statistico, da quella che 
si effettuerà nel prosieguo di questo capitolo. Va specificato, infatti, che comunemente, la 
fase di validazione, per i modelli statistici, è condotta inizialmente valutando l’inferenza 
dei coefficienti del modello e dei parametri globali di stima, e pertanto valutando ad 
esempio che il t-Student sia accettabile, che il livello di Goodness of fit sia 
sufficientemente elevato eccetera. In un secondo tempo poi si effettua l’applicazione del 
modello ad un set di dati diverso da quello di calibrazione, e si confrontano i risultati 
rilevati con quelli prodotti dal modello. Tale procedimento viene condotto tramite indici 
appositi che permettono di valutare le differenze fra le risposte del modello e quelle reali 
registrate. 
Nel nostro caso invece si opererà in modo leggermente diverso, in quanto lo scopo 
principale è non tanto la validazione dei modelli di utilità casuale, la cui validazione è già 
stata effettuata e provata in vari altri casi e campi di applicazione, quanto la validazione 
della nuova metodologia, tramite e soprattutto il confronto dei suddetti indici ottenuti dai 
modelli classici e con l’approccio Rough-set. Quindi è necessario intanto precisare che per 
il nuovo approccio proposto non esistono indici di inferenza statistici per valutare la bontà 
del modello come per i modelli di utilità casuale, e che quindi i parametri di inferenza dei 
modelli Logit sono utili solo per confermare la loro validità. La validazione e il confronto 
dovranno essere condotti solo tramite gli indici calcolati sulla base delle capacità di 
riproduzione dei dati rilevati. Inoltre per queste operazioni saranno seguite anche delle 
procedure leggermente diverse da quelle illustrate per la validazione in senso stretto dei 
modelli econometrici. Infatti, per il calcolo degli indici di confronto, si useranno sia i set di 
calibrazione, che i set completi dei dati rilevati. Questa procedura, in particolare l’utilizzo 
del set di calibrazione per il calcolo degli indici, non avrebbe senso se utilizzata per la 
validazione pura del modello, in quanto i risultati che si ottengono sono i migliori possibili. 
Questo perché la calibrazione di un modello ha come obiettivo il calcolo di tutti i 
paramenti e coefficienti che permettono di rappresentare meglio possibile i dati. Pertanto 
conseguirebbe un risultato ovvio, cioè avere in questo caso ottimi valori degli indici. Tale 
procedura invece risulta significativa nel momento in cui si opera un confronto fra le 




diverse metodologie, permettendo di verificare la capacità dei modelli di riprodurre i dati 
di calibrazione, e dal confronto di queste capacità ottenere delle indicazioni sulla validità 
dei modelli e dei metodi. Ovviamente viene condotta sia la procedura appena descritta che 
quella più generale di applicare i modelli a set diversi dei dati in possesso, in modo da 
valutare la capacità dei modelli di poter generalizzare i risultati ad altri casi oltre quelli di 
calibrazione. In questo caso come detto si utilizzano i set globali rilevati e presenti nel data 
base originale, per avere una visione generale di quanto prodotto in fase di applicazione dai 
diversi modelli. Nella tabella 4.1 seguente sono riportati i numeri caratteristici dei set di 
calibrazione e validazione, già individuati nei capitoli precedenti, e distinti per i modelli 
aggregati e disaggregati: 
 
 Modelli Aggregati Modelli disaggregati 
 Coppie O/D Spostamenti Coppie O/D Spostamenti 
Set di 
Calibrazione 349 3366 349 5033 
Set di 
Validazione 3816 17643 3816 15831 
Tab. 4.1 – Set di calibrazione e validazione 
 
Vanno ricordate le differenze che sussistono fra i due database. Il primo che è stato 
reso disponibile, è quello in forma aggregata, che comprende le interviste al cordone, che 
però sono aggregate con gli spostamenti dei residenti e spesso poco affidabili, 
specialmente per quello che riguarda la zona della stazione. Il secondo in forma 
disaggregata non ha inclusi gli spostamenti al cordone, e quindi non ha spostamenti nella 
zona di studio affetti da problemi di affidabilità. Questo spiega, aggiungendo il fatto che 
nel set di calibrazione aggregato è esclusa per il motivo suddetto la zona della stazione, 
perché nel modello aggregato sono registrati più spostamenti globalmente, mentre a parità 
di coppie O/D in calibrazione si hanno minori spostamenti rilevati. Pertanto verranno 
condotte tutte le ricerche del caso su questi set di dati. 
In considerazione di questo va aggiunto che essendo le costruzioni dei modelli 
effettuate con i diversi approcci aggregati e disaggregati nonché sulla base di data base con 
caratteristiche leggermente diverse, il confronto fra i modelli affrontati può essere più 
correttamente condotto paragonando di volta in volta i modelli derivanti dallo stesso 
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approccio, e pertanto modelli aggregati da un lato e disaggregati dall’altro. Questo anche in 
funzione degli indici di confronto, che, come sarà meglio illustrato in seguito sono 
comunemente divisi in indici di tipo aggregato e disaggregato, e alcuni meglio di altri 
rappresentano degli aspetti dei modelli e approcci seguiti, quindi in un caso o in un altro 
possono avere più o meno peso nella valutazione. Nei prossimi paragrafi saranno illustrati 
nel dettaglio gli indici e i metodi utilizzati per il confronto dei modelli, e il loro significato 
in funzione del confronto che si vuole effettuare. 
4.2.1. Indici aggregati 
Questi indici sono basati principalmente sulla globalità delle osservazioni, e sono 
calcolati solitamente sui valori della percentuale ripartizione modale. Quello che risulta è 
che tali coefficienti vanno a descrivere la capacità totale del modello di rappresentare la 
ripartizione modale sull’universo studiato, e pertanto saranno indici più importanti nella 
valutazione e nel confronto di modelli di scelta con un approccio aggregato, anche se sono 
rilevanti anche a livello disaggregato. Gli indici di questo tipo utilizzati per il confronto 
sono quattro e precisamente: 
 
a. [Psim - Pril]mod 
È la differenza fra la percentuale di ripartizione modale globale simulata e rilevata 
tramite l’indagine O/D. Questi valori rappresentano il livello di riproduzione globale dei 
modelli delle percentuali di ripartizione modale divisa per ogni modo di trasporto. Sono 
molto utili sia in caso di set di calibrazione che di validazione, in quanto verificano che il 
modello non sia “sbilanciato” previsionalmente verso una delle modalità rispetto alle altre. 
Permettono di evidenziare le capacità globali di simulazione su tutti gli oggetti presenti nel 
data base, anche se non portano alla luce eventuali lacune che possono essere nascoste nel 
“bilanciamento” casuale degli errori se il numero degli oggetti considerati è molto grande. 
 
b. MSEshear 
È lo scarto quadratico medio (Mean Square Error) delle precedenti differenze fra 
percentuali di ripartizione modale rilevate e predette dal modello. Per quanto riguarda il set 




di calibrazione questo indice tende al valore nullo per i modelli di tipo Logit, per ragioni 
dovute alla formulazione, ma è comunque utile utilizzarlo quando si tratta di set di 
validazione diversi da quelli di calibrazione. Permette comunque di mettere in luce la 
quantità globale dell’errore, anche se, come nel caso precedente eventuali errori possono 
essere nascosti nella globalità del valore. 
 
c. Coefficiente angolare di regressione lineare degli errori (LRC) 
Costruendo una serie costituita dai valori simulati e quelli predetti, è possibile 
valutarne la regressione lineare, e questo indice rappresenta il coefficiente angolare della 
regressione così costruita. Il modello prefetto è in grado di stimare esattamente tutti i valori 
rilevati, e pertanto la regressione lineare di una serie costruita come detto sarebbe pari 
all’unità, in quanto tutti gli oggetti si troverebbero sulla bisettrice. Nel caso dei modelli di 
scelta modale, in quanto affetti da errori di riproduzione, tale serie rappresenta su un 
grafico una “nuvola” di punti che, però dovrebbe essere tanto più vicina alla bisettrice 
quanto più il modello è in grado di rappresentare correttamente i valori rilevati. Pertanto il 
valore di questo indice deve essere il più possibile vicino all’unita.  
 
d. Coefficiente di correlazione della regressione (LRCρ2) 
Per una serie come descritta al precedente punto c., la costruzione della regressione 
lineare della serie fornisce anche il valore coefficiente di correlazione (di Paerson) della 
regressione. Tale indice notoriamente per una regressione lineare tende tanto più al valore 
unitario quanto più è significativa la regressione. Inoltre tale valore è direttamente 
proporzionale alla dispersione dei valori della serie attorno alla retta di regressione stessa. 
Pertanto, tanto migliore è la capacità del modello di rappresentare i dati rilevati, tanto più 
vicini alla bisettrice saranno le coppie della serie, e quindi tanto meno dispersi saranno i 
valori, tanto migliore la capacità di stima del modello. Questo, come il precedente indice 
vanno a posizionarsi come “intermedi nella classificazione fra indici aggregati e 
disaggregati, in quanto sono si valori determinati su tutto il data base, ma a partire dalla 
capacità del modello di rappresentare il singolo dato, capacità poi concentrata in un unico 
parametro derivante dalla regressione lineare dei dati. 
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Questi sono alcuni degli indici utilizzabili per il confronto ritrovati in letteratura. 
Ovviamente è stata fatta una scelta su quelli da utilizzare, prendendo in considerazione quelli 
che sono stati reputati in più significativi. Come detto però questi non sono sufficienti per 
una valutazione completa dei modelli, in quanto considerare i valori aggregati nella globalità 
delle osservazioni può nascondere errori di rappresentazione dei dati da parte del modello. 
Proprio per questo sono stati selezionati anche un’altra serie di indici, questa volta 
disaggregati, che permettono una più oggettiva valutazione degli errori di riproduzione  
4.2.2. Indici disaggregati 
Principalmente sono valutazioni relative alla capacità dei modelli di riprodurre le 
osservazioni individuali, o relative agli elementi di base dei modelli. Quindi potranno 
essere riferite alle scelte individuali, nel caso di modelli disaggregati, oppure anche a 
percentuali di ripartizione modale nel caso di modelli aggregati. Ovviamente sono 
necessari per la valutazione a livello di singole osservazioni delle capacità di simulazione 
dei modelli. Tali indici sono ideati per modelli di utilità casuale, e quindi la loro 
definizione e calcolo sono specifici per le tipologie di dati di output di questo tipo di 
modelli. Per l’applicazione ai modelli costruiti tramite la teoria dei Rough-set, sono 
necessari alcuni aggiustamenti per omogeneizzare il confronto. Tali considerazioni saranno 
evidenziate nelle successive descrizioni degli indici utilizzati. 
 
a. MSEaggr 
È lo scarto quadratico medio registrato nella riapplicazione del modello sui dati 
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Quindi questo valore è proporzionale all’errore medio di riproduzione delle 
percentuali di scelta modale di ogni coppia O/D, e quantifica l’errore di simulazione del 




modello. Ci si aspetta un valore molto basso per il set di calibrazione, in quanto la 
calibrazione stessa prevede di minimizzare tali errori, mentre un valore relativamente più 
alto, ma sempre di entità contenuta, nel calcolo di questo indice in caso di utilizzo di un set 
di validazione diverso da quello di calibrazione. 
 
b. SDaggr 
Parallelamente allo scarto quadratico medio, è possibile calcolare la deviazione 
standard degli errori di riproduzione del modello in fase di simulazione. Il valore di tale 
indice è proporzionale alla larghezza della campana di distribuzione degli errori di 












SD ∑ ∑ −= εε  
 
dove ε rappresenta l’errore di riproduzione. Quindi tale indice è tanto più piccolo tanto più 
sono le coppie O/D con errori contenuti. È un complemento necessario al precedente 
perché due distribuzioni di errore con stesso scarto quadratico medio potrebbero essere più 
o meno disperse.  
 
c. MSEdis 
È lo scarto quadratico medio registrato nella riapplicazione del modello ai dati 
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Vale quanto detto in precedenza per l’equivalente indice aggregato, inoltre saranno 
fatte alcune precisazioni nei vari casi, in particolare riguardo ai modelli realizzati tramite la 
teoria dei Rough-set, perché come detto questi indici sono stati formulati inizialmente per 
applicazioni di tipo Logit. In particolare riguardo ai modelli di tipo aggregato costruiti in 
precedenza tramite l’applicazione della teoria dei Rough-set, questo parametro è calcolato 
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tramite la procedura di valutazione della probabilità di scelta modale (cfr. § 3.6.1), quindi 
con la perdita delle informazioni relative agli insiemi delle regole di non scelta. Quindi tali 
coefficienti potrebbero essere leggermente inferiori a quanto effettivamente il modello 
riesce a rappresentare la scelta. A questo proposito si rimanda al punto relativo al numero 
di risposte corrette. 
 
d. SDdis 
E’ la deviazione standard degli errori di riproduzione del modello in fase di 
simulazione, calcolata questa volta sulla base dei singoli utenti. La formulazione 
dell’indice è la stessa del precedente punto b., così come il significato dello stesso. Anche 
in questo caso valgono le precisazioni fatte per quanto riguarda il suo calcolo a partire dai 
modelli generati con i Rough-set del punto precedente, relative al calcolo delle probabilità 
di scelta delle alternative del modello. 
 
e. % RIGHT 
E’ la percentuale di oggetti sul totale che sono predetti correttamente dal modello. 
In caso di modelli disaggregati è ovviamente il numero di utenti che scelgono nella realtà 
un determinato modo di trasporto, di cui il modello è in grado di simulare esattamente la 
scelta. Nel caso di modelli aggregati il calcolo è stato fatto sulle differenze fra scelte 
predette e rilevate sulla base del campione di ogni coppia origine e destinazione. Per 
quanto riguarda invece il caso dei modelli disaggregati realizzati con la teoria dei Rough-
set si è impiegata la procedura di scelta discreta (cfr. § 3.6.1) che tiene conto anche delle 
regole di non scelta delle alternative di trasporto. 
 
f. % WRONG 
E’ la percentuale di oggetti sul totale che sono predetti in maniera errata dal 
modello. In caso di modelli disaggregati è il numero di utenti che dall’applicazione del 
modello scelgono un determinato modo di trasporto, mentre nella realtà ne hanno scelto 
uno diverso. Nel caso di modelli aggregati il calcolo è stato fatto sulle differenze fra scelte 
predette e rilevate sulla base del campione di ogni coppia origine e destinazione. Per i 
modelli disaggregati vale quanto detto al punto precedente. 
 




g. % CLEARLY RIGHT 
Questo indice è la percentuale di risposte chiaramente corrette fornite dai modelli. 
In questo caso la correttezza delle risposte non dipende solo dalla corretta simulazione 
della scelta come nel precedente caso, ma la risposta del modello deve essere chiara, 
ovvero, per i modelli disaggregati la soglia di errore nella probabilità di scelta deve essere 
inferiore al 10%, ovvero il modello oltre a fornire la risposta corretta assegna una 
probabilità di scelta maggiore del 90% a quella alternativa. Nei modelli aggregati invece si 
assume che una risposta chiaramente corretta sia anche una percentuale di ripartizione 
modale che abbia un errore minore di una soglia prefissata (ad esempio 5%). 
 
h. % CLEARLY WRONG 
Rappresenta la percentuale di risposte chiaramente sbagliate fornite dai modelli. In 
questo caso oltre alla attribuzione errata della risposta, deve essere, per i modelli aggregati, 
assegnata una probabilità di scelta maggiore del 90% ad un’alternativa sbagliata. Nei 
modelli aggregati invece si assume che una risposta chiaramente errata sia anche una 
percentuale di ripartizione modale che abbia un errore maggiore di una soglia prefissata 
(ad esempio 25%). 
 
i. % UNCLEAR 
Rappresenta la percentuale di tutte quelle osservazioni il cui livello di predizione 
non è compreso nelle due definizioni precedenti, e quindi sia la probabilità di scelta che la 
percentuale di ripartizione modale sono, a prescindere dalla correttezza o meno, comprese 
nei limiti sopra enunciati. 
 
Tutti questi indici rappresentano per tanto la capacità di previsione dei modelli a 
livello di singola osservazione, sia riferita alla scelta discreta di un singolo decisore che 
alla ripartizione modale su ogni coppia origine-destinazione. Unitamente agli indici 
aggregati questi ultimi vanno a identificare univocamente la capacità dei modelli di 
simulare i dati rilevati. Oltre a queste due tipologie di indici però si affianca un altro 
termine di confronto, meno univoco, ma comunque significativo, ovvero la comparazione 
dei diversi grafici ottenuti dalle distribuzioni degli errori. Infatti, anche dal confronto e 
dall’osservazione di questi si possono trarre delle indicazioni importanti a livello del 
VALIDAZIONE 




comportamento dei modelli. Nel paragrafo successivo saranno descritte prevemente le 
tipologie di grafici utilizzati per operare questo confronto. 
4.2.3. Confronto grafico 
Attraverso l’osservazione delle distribuzioni degli errori è possibile trarre alcune 
considerazioni sul comportamento che hanno i modelli in fase di simulazione dei dati e nel 
contempo verificare le differenze fra le diverse distribuzioni ottenute con modelli diversi, 
con elementi non verificabili tramite gli indici quantitativi descritti in precedenza, in 
quanto, anche gli indici disaggregati, pur valutando errori di riproduzione sugli elementi di 
base della costruzione del modello, aggregano tale valutazione in un unico valore. Volendo 
invece distinguere cosa accade su tutto il set validato è necessario disaggregare 
ulteriormente il livello di valutazione. A tale proposito, sono state definiti alcuni grafici 
utilizzati come termini di confronto fra le varie tipologie di modelli, e sulla base di questi 
sono state tratte le considerazioni a riguardo sui modelli ottenuti. Qui di seguito vengono 
descritti sinteticamente le tipologie di raffigurazioni utilizzate, che hanno comunque come 
soggetto principale gli errori di riproduzione e le loro distribuzioni. 
 
a. Distribuzione degli errori 
Questo grafico in ascissa riporta gli errori di riproduzione, espresso in numero di 
spostamenti o percentuale di ripartizione modale, e in ordinata la frequenza degli errori. 
Tali errori, essendo solitamente un valore di tipo continuo sono discretizzati in classi di 
errore pari al 10% in termini di ripartizione modale. Per quanto riguarda invece gli 
spostamenti tali valori sono relativi al singolo spostamento. Ovviamente la distribuzione 
degli errori espressi come percentuale di scelta modale sarà più importante a livello di 
modelli aggregati, mentre per i modelli disaggregati conterà più la distribuzione in termini 
disaggregati. 
Per i modelli aggregati gli errori sono riportati in termini di percentuale di scelta 
modale per coppia O/D e frequenza di spostamenti, mentre per quelli disaggregati, che 
considerano un utente come oggetto di calibrazione, l’errore di riproduzione della 
probabilità di scelta, e della frequenza ponderata sul numero di spostamenti per coppia di 




origine e destinazione. Per Frequenza ponderata si intende una frequenza di spostamenti 
fittizia, ovvero il prodotto della probabilità di scelta di ogni utente moltiplicata per il 
numero di spostamenti rilevati sulla coppia O/D relativa allo spostamento compiuto. 
Questo comporta che le frequenze egli errori di riproduzione di queste non sia reali, ma 
direttamente proporzionali alla numerosità di spostamenti rilevati. Questo è fatto per 
differenziare gli errori di riproduzione della scelta, identificando se essi si verifichino dove 
vi siano pochi o molti spostamenti. Come termini di confronto sono sovrapposte alle 
distribuzioni anche le curve di distribuzione logistica e normale con uguale media e 
deviazione standard. 
Questi grafici sono molto importanti in quanto permettono di evidenziare delle 
discontinuità nelle distribuzioni, delle code di errori, la presenza di più distribuzioni 
sovrapposte o altro. Dal punto di vista del confronto permettono di evidenziare quali 




È un particolare grafico statistico che permette di confrontare diverse distribuzioni 
di errore, fornendo indicazioni quali la mediana delle distribuzioni, la larghezza della 
banda di errore che contiene il primo e terzo quartile della distribuzione (box), cioè il 
numero di errori pari al 50% del totale, e i limiti indicati dai due “baffi” (whiskers) 
corrispondenti ai valori distanti 1,5 volte la distanza interquartile a partire rispettivamente 
dal primo dal terzo quartile. In aggiunta possono essere visualizzati gli outlayers, ovvero le 
osservazioni fuori dai limiti indicati. 
Tramite questi grafici, è possibile visualizzare semplicemente le caratteristiche 
salienti di una distribuzione e confrontarli. Tali grafici derivano direttamente dai 
precedenti, e sono una semplificazione degli stessi. In questo modo è facilitato il confronto 
dei dati e dei comportamenti dei modelli in fase di simulazione della scelta, e quindi 
comparare i diversi risultati in funzione del tipo di modello, aggregato o disaggregato.  
 
c. Valori rilevati contro valori simulati 
Analogamente a quanto fatto per il calcolo dei due coefficienti aggregati LRC e 
LRCρ2, allo scopo del confronto di più distribuzioni di errore si può riportare su di un 
VALIDAZIONE 




grafico la serie formata dai valori rilevati in ordinata e simulati in ascissa. In questo modo 
è possibile visualizzare la dispersione dei dati attorno alla bisettrice, che rappresenta 
l’unione dei punti del modello ideale. Questo permette di rappresentare in particolare 
quanto viene quantificato dall’indice LRCρ2 che, come detto in precedenza, è 
proporzionale alla distanza dei punti dalla retta di regressione. Anche questa retta può 
essere rappresentata sullo stesso grafico per tutte le serie rappresentate, in modo da 
visualizzare anche quanto la regressione lineare si scosta dalla bisettrice. Per questo tipo di 
grafici si utilizzano le frequenze reali, non quelle ponderate descritte in precedenza, 
ricavate applicando il modello. 
Questo grafico a differenza dei precedenti non è legato direttamente alla 
dispersione degli errori, ma solo indirettamente, in quanto l’errore di riproduzione in 
questo caso è rappresentato dalla distanza di ogni punto dalla bisettrice misurata sull’asse 
delle ordinate. Tramite questa rappresentazione sono evidenziate in modo particolare le 
differenze legate alla sovra o alla sottostima dei valori da parte dei modelli. 
 
Gli indici calcolati in precedenza unitamente ai grafici descritti saranno oggetto di 
applicazione e analisi nei successivi paragrafi del capitolo. In particolare sarà distinto il 
confronto fra modelli aggregati e disaggregati, per la conduzione del confronto fra modelli 
appartenenti alla stessa famiglia, e avere così un raffronto omogeneo. 
4.3. CONFRONTO FRA MODELLI AGGREGATI 
In questo paragrafo saranno esposti i risultati dei processi di validazione e 
confronto per i modelli costruiti con l’approccio aggregato, valutando nell’ordine i risultati 
relativi al set di calibrazione e successivamente quelli relativi ai risultati di validazione dei 
modelli Logit e Rough-set. Inoltre in funzione del caso specifico saranno illustrate alcune 
procedure specifiche applicate in particolare per la metodologia Rough-set, seguite per 
ottenere indagini più approfondite relative al metodo proposto, descritte anche nella parte 
di trattazione specifica del metodo (cfr. Capitolo 2 e § 2.6.2) al fine di ottenere il maggior 
numero di informazioni riguardo al metodo. 




4.3.1. Validazione dei modelli Logit 
I risultati della validazioni sono riassunti nelle seguenti tabelle, che considerano gli 
indici descritti in precedenza. Nella prima (tabella 4.2) sono riportati gli indici aggregati e 
disaggregati relativi ai set di calibrazione dei modelli Logit costruiti con l’approccio 
aggregato: 
 
Calibration Set MNL NL CNL1 CNL2 
MSEshares 6.30E-05 6.93E-05 7.04E-05 1.18E-04 
∆-Pbus -0.49% -0.50% -0.42% -0.67% 
∆-Pcar 0.61% 0.65% 0.68% 0.84% 
∆-Pmc -0.12% -0.15% -0.25% -0.17% 
LRC 0.818 0.822 0.820 0.825 
LRCρ2 0.827 0.829 0.828 0.834 
MSEaggr 0.1092 0.1093 0.1096 0.1040 
SDaggr 0.1909 0.1910 0.1912 0.1862 
MSEdis 0.4823 0.4816 0.4819 0.4719 
SDdis 0.4012 0.4008 0.4010 0.3968 
%right 73.26% 73.50% 73.41% 73.53% 
%wrong 26.74% 26.50% 26.59% 26.47% 
%clearly right 9.74% 11.17% 10.60% 10.32% 
%clearly wrong 30.66% 30.95% 30.37% 27.51% 
%unclear 59.60% 57.88% 59.03% 62.18% 
Tab. 4.2 – Indici di validazione dei modelli Logit aggregati per il set di calibrazione  
Per quanto riguarda questi indici vi è poco da commentare, in quanto sono i 
migliori ottenibili con questo modello. L’unica osservazione da fare è relativa alla generale 
stabilità dei modelli rispetto agli indici nella riproduzione dei dati del campione. 
Ovviamente sono tutti molto buoni, considerando il tipo di approccio aggregato, e 
comunque, il loro scopo come precisato è quello di confrontare i risultati con quelli 
ottenuti sul set di calibrazione dei modelli CRSA. 
Quello che però risulta più interessante sono però i risultati dell’applicazione dei 
modelli al set globale di osservazione, per ottenere i valori globali degli indici relativi alla 
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totalità degli spostamenti rilevati. Nella tabella 4.3 successiva vengono elencati proprio 
questi valori: 
 
Validation Set MNL NL CNL1 CNL2 
MSEshares 7.51E-03 7.17E-03 8.32E-03 9.91E-03 
∆-Pbus -6.86% -6.73% -7.22% -7.61% 
∆-Pcar 1.92% 2.00% 2.02% 1.34% 
∆-Pmc 4.94% 4.73% 5.19% 6.27% 
LRC 0.755 0.753 0.771 0.767 
LRCρ2 0.753 0.752 0.759 0.759 
MSEaggr 0.3199 0.3189 0.3213 0.3177 
SDaggr 0.3266 0.3260 0.3273 0.3254 
MSEdis 0.3489 0.3514 0.3353 0.3386 
SDdis 0.3410 0.3422 0.3343 0.3360 
%right 73.90% 73.95% 73.97% 74.54% 
%wrong 26.10% 26.05% 26.03% 25.46% 
%clearly right 3.17% 3.41% 3.14% 3.12% 
%clearly wrong 59.09% 59.07% 56.63% 56.34% 
%unclear 37.74% 37.53% 40.23% 40.54% 
Tab. 4.3 – Indici di validazione dei modelli Logit aggregati per il set di validazione  
Come logico aspettarsi, le prestazioni dei modelli calano rispetto al caso 
precedente, ma in generale rimangono abbastanza costanti sui diversi modelli. Come si è 
visto anche in fase di calibrazione, relativamente agli indici di inferenza statistica globali, 
non si hanno per i modello Nested dei risultati superiori rispetto al più semplice 
multinomiale, ma in alcuni casi anche peggiori. Alcuni valori migliori invece si registrano 
a livello delle due formulazioni Cross-Nested, che anche in calibrazione mostravano un 
migliore adattamento. I risultati raggiunti confermano il buon livello generale dei modelli 
Logit aggregati, anche se un livello superiore ci si aspetta dai modelli disaggregati, che già 
in fase di calibrazione hanno mostrato un migliore livello di adattamento dei dati. 
4.3.2. Validazione dei modelli CRSA 
La validazione dei modelli realizzati tramite la teoria dei Rough-set è stata condotta 
con procedure più numerose e complesse rispetto ai modelli Logit, perché sono state 




effettuate più analisi relative all’applicazione delle regole, come si può vedere per le 
diverse colonne nella successiva tabella 4.4: 
 
Calibration
Set RS1 RS1-o RS1-om RS2 RS2-o RS2-om RS3 RS3-o RS3-om
MSEshares 2.20E-04 2.66E-04 2.66E-04 3.72E-05 2.07E-05 2.07E-05 2.17E-05 8.61E-06 8.61E-06
∆-Pbus -0.72% -0.82% -0.82% -0.34% -0.22% -0.22% -0.33% -0.19% -0.19% 
∆-Pcar 1.20% 1.32% 1.32% 0.48% 0.37% 0.37% 0.33% 0.22% 0.22% 
∆-Pmc -0.48% -0.50% -0.50% -0.14% -0.15% -0.15% 0.00% -0.03% -0.03% 
LRC 0.846 0.843 0.843 0.842 0.843 0.843 0.845 0.843 0.843 
LRCρ2 0.877 0.874 0.874 0.870 0.870 0.870 0.872 0.869 0.869 
MSEaggr 0.0478 0.0498 0.0498 0.0493 0.0499 0.0499 0.0474 0.0482 0.0482 
SDaggr 0.1263 0.1289 0.1289 0.1283 0.1290 0.1290 0.1257 0.1269 0.1269 
MSEdis 0.4070 0.4099 0.4099 0.4116 0.4122 0.4122 0.4076 0.4082 0.4082 
SDdis 0.3685 0.3698 0.3698 0.3706 0.3708 0.3708 0.3688 0.3690 0.3690 
%right 73.80% 73.71% 73.71% 74.03% 74.03% 74.03% 74.39% 74.39% 74.39% 
%wrong 26.20% 26.29% 26.29% 25.97% 25.97% 25.97% 25.61% 25.61% 25.61% 
%cl_right 44.70% 44.70% 44.70% 45.56% 45.27% 45.27% 46.13% 70.75% 46.13% 
%cl_wrong 16.05% 17.19% 17.19% 16.33% 16.05% 16.05% 15.76% 89.64% 15.47% 
%unclear 39.26% 38.11% 38.11% 38.11% 38.68% 38.68% 38.11% 1.35% 38.40% 
Tab. 4.4 – Indici di validazione dei modelli CRSA per il set di calibrazione 
In questa tabella sono riportati gli indici di validazione dei modelli. In particolare, 
sono riportati i valori per i tre set di attributi considerati, (RS1, RS2, RS3), e per la 
tipologia di ordinamento delle regole (cfr. § 2.6.2), cioè con un ordinamento indipendente 
fra regole certe e incerte (suffisso -o), con applicazione iniziale di quelle certe, e con 
ordinamento misto fra regole certe e incerte (suffisso –om). Le considerazioni derivanti dal 
confronto sono rimandate al prosieguo del paragrafo, mentre in questo frangente ci si 
occupa inizialmente solo del livello di rappresentazione dei modelli in quanto tale. Come si 
vede ancora il livello non varia sensibilmente al diminuire del numero di attributi, e questo 
conferma quanto espresso nella parte teorica del metodo, ovvero che con un minore 
numero di attributi, si ottengono gli stessi risultati se non addirittura migliori, in quanto si 
eliminano attributi superflui, e quindi correlati, dal punto di vista dell’applicazione di 
questo metodo. Per quanto riguarda la diversa modalità di ordinamento, una volta ordinate 
le regole i risultati, sono gli stessi, in quanto il set di regole è il minimo che ricopre tutti gli 
elementi del set. Se si considerano ora i set di validazione si ottengono degli altri valori 
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degli indici, questa volta più generali rispetto all’applicazione del set di estrazione delle 
regole. Nelle tabelle 4.5, 4.6 e 4.7 successive si riportano i valori degli indici: 
 
Validation 
Set RS1 RS1-o RS1-om RS1-r RS1-or RS1-omr 
MSEshares 1.05E-02 9.20E-03 1.20E-02 1.09E-02 9.34E-03 1.32E-02 
∆-Pbus -6.10% -5.94% -8.83% -5.89% -5.90% -9.36% 
∆-Pcar -1.89% -1.45% 3.23% -2.41% -1.59% 4.02% 
∆-Pmc 7.99% 7.39% 5.59% 8.30% 7.49% 5.33% 
LRC 0.726 0.736 0.730 0.750 0.760 0.746 
LRCρ2 0.639 0.650 0.676 0.669 0.681 0.709 
MSEaggr 0.4569 0.4562 0.4256 0.3958 0.3971 0.3720 
SDaggr 0.3852 0.3849 0.3714 0.3632 0.3638 0.3522 
MSEdis 0.8053 0.7835 0.4300 0.7799 0.7585 0.4053 
SDdis 0.5176 0.5105 0.3779 0.5099 0.5028 0.3676 
%right 60.78% 60.68% 65.49% 66.42% 66.52% 70.69% 
%wrong 39.22% 39.32% 34.51% 33.58% 33.48% 29.31% 
%cl_right 25.60% 26.00% 18.53% 29.48% 29.77% 18.97% 
%cl_wrong 56.03% 55.48% 58.91% 49.79% 49.32% 55.27% 
%unclear 18.37% 18.53% 22.56% 20.73% 20.91% 25.76% 
Tab. 4.4 – Indici di validazione del modello RS1 per il set di validazione  
 
Validation 
Set RS2 RS2-o RS2-om RS2-r RS2-or RS2-omr 
MSEshares 8.83E-03 7.25E-03 7.12E-03 7.93E-03 6.19E-03 8.50E-03 
∆-Pbus -4.24% -3.95% -6.34% -5.12% -4.98% -7.47% 
∆-Pcar -3.41% -2.98% 0.84% -1.91% -1.03% 2.92% 
∆-Pmc 7.66% 6.93% 5.50% 7.03% 6.01% 4.55% 
LRC 0.725 0.740 0.727 0.746 0.759 0.742 
LRCρ2 0.634 0.652 0.669 0.671 0.687 0.704 
MSEaggr 0.4371 0.4383 0.4255 0.3836 0.3901 0.3810 
SDaggr 0.3791 0.3797 0.3740 0.3576 0.3606 0.3564 
MSEdis 0.7042 0.6385 0.6079 0.5838 0.5202 0.4912 
SDdis 0.4803 0.4569 0.4456 0.4412 0.4164 0.4047 
%right 60.59% 60.73% 58.92% 71.34% 71.85% 69.74% 
%wrong 39.41% 39.27% 41.08% 28.66% 28.15% 30.26% 
%cl_right 28.43% 28.20% 18.63% 29.06% 28.80% 18.42% 
%cl_wrong 51.86% 51.36% 55.08% 49.06% 48.72% 53.22% 
%unclear 19.71% 20.44% 26.28% 21.88% 22.48% 28.35% 
Tab. 4.5 – Indici di validazione del modello RS2 per il set di validazione  





Set RS3 RS3-o RS3-om RS3-r RS3-or RS3-omr 
MSEshares 8.81E-03 7.64E-03 7.43E-03 7.33E-03 1.80E-02 8.47E-03 
∆-Pbus -4.25% -3.95% -6.50% -5.02% -5.63% -7.44% 
∆-Pcar -3.40% -3.18% 0.93% -1.71% -5.33% 2.83% 
∆-Pmc 7.65% 7.13% 5.58% 6.72% 10.97% 4.62% 
LRC 0.746 0.747 0.730 0.763 0.762 0.743 
LRCρ2 0.658 0.659 0.675 0.691 0.691 0.707 
MSEaggr 0.4239 0.4265 0.4190 0.3776 0.3824 0.3792 
SDaggr 0.3738 0.3750 0.3717 0.3548 0.3570 0.3555 
MSEdis 0.6465 0.6339 0.6104 0.5157 0.5033 0.4797 
SDdis 0.4595 0.4549 0.4462 0.4146 0.4096 0.3999 
%right 61.44% 61.37% 59.83% 72.64% 72.45% 70.62% 
%wrong 38.56% 38.63% 40.17% 27.36% 27.55% 29.38% 
%cl_right 28.77% 28.38% 17.77% 29.38% 28.96% 17.45% 
%cl_wrong 51.49% 51.18% 55.82% 48.90% 48.64% 54.11% 
%unclear 19.73% 20.44% 26.42% 21.72% 22.41% 28.43% 
Tab. 4.6 – Indici di validazione del modello RS3 per il set di validazione  
Nelle tabelle precedenti sono riportati i valori per i tre set di attributi utilizzati, con 
l’applicazione delle regole non ordinate, ordinate separatamente e con un ordinamento 
misto come descritto in precedenza. Inoltre sono riportati i risultati della validazione 
comprensiva del processo di assegnazione degli oggetti non valutabili (cfr. § 2.6.2), con gli 
stessi processi di ordinamento (suffisso –r). 
Appare subito, come rilevato nella validazione con il set di calibrazione che 
diminuendo gli attributi non si hanno diminuzioni della prestazione dei modelli, anzi è 
possibile registrare un incremento positivo degli indici. Anche l’ordinamento porta ad 
incrementi prestazionali dei modelli, anche consistenti, ma l’ordinamento misto, sebbene 
porti ad un livello più alto degli scarti quadratici e della deviazione standard (MSE e SD) 
porta ad una brusca diminuzione di quelli classificati come chiaramente corretti (%clearly 
right). Questo appare ovvio in quanto le regole certe, hanno un livello di relative strength e 
support molto minore rispetto a quelle incerte, per come è stato formulato il problema. 
Pertanto andando ad ordinare le regole senza distinguerle fra certe e incerte, si ha che 
queste non sono utilizzate, perdendo la capacità del modello di fornire risposte corrette e 
chiare, e questo si può registrare a livello di tutti i set di attributi utilizzati.  
Un altro forte incremento nella capacità predittiva dei modelli è dato dall’utilizzo 
della procedura di riassegnazione delle regole agli oggetti che permette di classificare in 
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maniera corretta un ulteriore numero di oggetti e quindi porta ad un incremento di tutti gli 
indici, fatto salvo il problema dell’ordinamento misto precedentemente descritto. 
Per quanto riguarda l’altra modalità di indagine descritta nel paragrafo 2.6.2, 
relativa al filtraggio delle regole con minore livello di significatività delle stesse, 
individuato come valore del relative strength, il cui scopo era verificare se eliminando 
delle regole si riusciva ad ottenere un risultato comunque accettabile, alla luce di quarto 
emerso dalla validazione e di quanto sarà poi evidenziato nel successivo confronto, perde 
significato il risultato ottenuto. A titolo esemplificativo si riporta nel grafico 4.1 successivo 


















Fig. 4.1 – Variazione della deviazione standard in funzione delle regole 
Il grafico rappresenta la variazione della deviazione standard degli errori in 
funzione del numero di regole eliminate dal set di regole per il caso del set di attributi RS2 
con ordinamento separato delle regole e per il set di calibrazione, distinta per modo di 
trasporto. Sono riportati i livelli equivalentemente calcolati della deviazione standard dei 
modelli Logit. Come si vede gia eliminando il 15%, pari a 12 regole, del set, il valore 




dell’indice per il modo autobus supera il corrispondente livello del modello logit 
multinomiale, fornendo pertanto prestazioni peggiori. 
Ciò significa che l’eliminazione delle regole porta a una perdita di informazione 
consistente anche per un numero basso di regole eliminate riguardo al set di calibrazione. 
Considerando poi il set di validazione i risultati sono ancora peggiori. In considerazione di 
ciò è possibile passare ora al confronto fra le due metodologie, confrontando, per brevità e 
semplicità di trattazione i modelli con le migliori prestazioni registrate nella fase di 
validazione. 
4.3.3. Confronto delle metodologie 
A partire dagli indici calcolati per la validazione è possibile confrontare le 
prestazioni dei modelli. Per questo confronto si impiegano solo i modelli che nella 
validazione hanno registrato i migliori indici. Termine di confronto per tutti è comunque 
considerato il modello Logit multinomiale. Nelle seguenti tabelle 4.7 e 4.8 sono riportate le 
variazioni degli indici per i modelli più validi, relativamente ai set di calibrazione e 
rispettivamente validazione: 
 
 MNL NL CNL1 CNL2 RS2-r RS2-or RS2-omr
MSEshares - 9.93% 11.62% 87.19% -41.07% -67.23% -67.23% 
∆-Pbus - -0.01% 0.07% -0.18% 0.15% 0.27% 0.27% 
∆-Pcar - 0.04% 0.07% 0.23% -0.13% -0.24% -0.24% 
∆-Pmc + -0.03% -0.13% -0.05% -0.02% -0.03% -0.03% 
LRC - 0.53% 0.20% 0.88% 2.93% 3.01% 3.01% 
LRCρ2 - 0.22% 0.12% 0.87% 5.21% 5.18% 5.18% 
MSEaggr - 0.11% 0.37% -4.80% -54.83% -54.32% -54.32% 
SDaggr - 0.05% 0.18% -2.43% -32.79% -32.41% -32.41% 
MSEdis - -0.16% -0.09% -2.17% -14.66% -14.54% -14.54% 
SDdis - -0.08% -0.04% -1.09% -7.62% -7.56% -7.56% 
%right - 0.24% 0.15% 0.27% 0.77% 0.77% 0.77% 
%wrong - -0.24% -0.15% -0.27% -0.77% -0.77% -0.77% 
%clearly right - 1.43% 0.86% 0.57% 35.82% 35.53% 35.53% 
%clearly wrong - 0.29% -0.29% -3.15% -14.33% -14.61% -14.61% 
%unclear - -1.72% -0.57% 2.58% -21.49% -20.92% -20.92% 
Tab. 4.7 – Variazione degli indici di confronto per il set di calibrazione 
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 MNL NL CNL1 CNL2 RS2-r RS2-or RS2-omr 
MSEshares - -4.48% 10.82% 32.07% 5.73% -17.47% 13.27% 
∆-Pbus - 0.12% -0.36% -0.76% 1.74% 1.88% -0.61% 
∆-Pcar - 0.08% 0.11% -0.58% 0.00% 0.89% 1.00% 
∆-Pmc - -0.21% 0.26% 1.33% 2.10% 1.07% -0.39% 
LRC - -0.26% 2.09% 1.62% -1.21% 0.53% -1.68% 
LRCρ2 - -0.12% 0.77% 0.76% -10.94% -8.74% -6.54% 
MSEaggr - -0.33% 0.44% -0.69% 19.89% 21.92% 19.10% 
SDaggr - -0.17% 0.22% -0.35% 9.49% 10.42% 9.13% 
MSEdis - 0.72% -3.88% -2.94% 67.35% 49.13% 40.80% 
SDdis - 0.36% -1.96% -1.48% 29.36% 22.12% 18.66% 
%right - 0.05% 0.06% 0.63% -2.57% -2.06% -4.17% 
%wrong - -0.05% -0.06% -0.63% 2.57% 2.06% 4.17% 
%clearly right - 0.24% -0.03% -0.05% 25.89% 25.63% 15.25% 
%clearly wrong - -0.03% -2.46% -2.75% -10.04% -10.38% -5.87% 
%unclear - -0.21% 2.49% 2.80% -15.85% -15.25% -9.38% 
Tab. 4.7 – Variazione degli indici di confronto per il set di validazione 
Nelle due tabelle sono indicate le variazioni in percentuale degli indici numerici e 
le variazioni della percentuale degli indici già calcolati come tali. Inoltre sono riportati in 
sottolineatura doppia le variazioni migliori degli indici dei modelli. 
Dalla prima tabella si può notare come, per il set di calibrazione i modelli CRSA si 
comportino meglio, in particolare se si considerano le risposte corrette e chiaramente 
corrette fornite dal modello, mentre negli indici globali le variazioni sono minori. In 
particolare però, la capacità dei Rough-set di rappresentare la scelta tramite le regole certe 
permette un abbattimento notevole degli scarti quadratici medi e della deviazione standard 
delle distribuzioni degli errori, e parallelamente il numero di risposte corrette fornite. 
Dall’analisi del confronto dei risultati della validazione sul set completo appare 
invece un peggiore comportamento dei modelli CRSA proprio negli indici di valutazione 
degli errori e della loro dispersione. Un calo sensibile si ha anche nel numero di risposte 
corrette, mentre si mantiene più alto il livello di risposte chiaramente corrette, per la stessa 
ragione esposta in precedenza, e con un livello maggiore nel caso di applicazione delle 
regole certe come iniziale. 
Rimane ancora da effettuare il confronto grafico fra le due metodologie, che verrà 
affrontato nel paragrafo successivo. Anche in questo caso, per brevità e per chiarezza si 
riportano solo i grafici dei due modelli che sia in fase di validazione che in fase di 




confronto hanno mostrato le maggiori capacità di simulazione, anche in considerazione del 
fatto che le stesse verifiche sugli altri hanno dati risultati omologhi. 
4.3.4. Confronto grafico 
Per il confronto grafico dei risultati di validazione, si opererà rappresentando con i 
grafici precedentemente descritti applicati ai modelli che nelle fasi precedenti hanno 
evidenziato le migliori caratteristiche simulative. I modelli considerati sono il primo Cross-
Nested Logit (CNL1) per quanto riguarda i modelli di utilità casuale, mentre per 
l’approccio Rough-set il modello derivato dal secondo set di attributi con ordinamento 
separato fra regole certe e incerte. 
Il confronto sarà fatto sia per il set di calibrazione che di validazione, 
rappresentando gli errori in funzione delle frequenze di spostamenti per coppia O/D e per 
percentuale di scelta modale. Inizialmente sono riportate le distribuzioni degli errori di 
riproduzione nei grafici 4.2 e 4.3 relativi al set di calibrazione espressi in percentuali di 
scelta modale e distinti per alternativa modale. Sono poste di fronte le distribuzioni del 
modello CNL1 e RS2-or, in modo da visualizzarne le differenze. Nelle pagine successive 
invece sono riportati i grafici 4.4 e 4.5 relativi al set di calibrazione ed espresse in errore di 
riproduzione della frequenza di spostamenti per coppia O/D. Anche in questo caso sono 
poste di fronte le distribuzioni del modello CNL1 e RS2-or, in modo da renderne più 
visibili le differenze. 
Con lo stesso principio sono riportati poi grafici i relativi ai set di calibrazione dei 
modelli, nell’ordine, errori di ripartizione modale per il modello CNL1 (4.6), errori di 
ripartizione modale per il modello RS2-or (4.7), errori di frequenza degli spostamenti per il 
modello CNL1 (4.8) ed errori di frequenza degli spostamenti per il modello RS2-or (4.9). 
Anche questi sono a fronte pagina per permettere un confronto più immediato. 
VALIDAZIONE 





Fig. 4.2 – Errori di ripartizione modale nel set di calibrazione del modello CNL1 





Fig. 4.3 – Errori di ripartizione modale nel set di calibrazione del modello RS2-or 
VALIDAZIONE 





Fig. 4.4 – Errori sulle frequenze di spostamenti nel set di calibrazione del modello CNL1 





Fig. 4.5 – Errori sulle frequenze di spostamenti nel set di calibrazione del modello RS2-or 
VALIDAZIONE 





Fig. 4.6 – Errori di ripartizione modale nel set di validazione del modello CNL1 





Fig. 4.7 – Errori di ripartizione modale nel set di validazione del modello RS2-or 
VALIDAZIONE 





Fig. 4.8 – Errori sulle frequenze di spostamenti nel set di validazione del modello CNL1 





Fig. 4.9 – Errori sulle frequenze di spostamenti nel set di validazione del modello RS2-or 
VALIDAZIONE 




Dal confronto delle distribuzioni a livello di errori di riproduzione dei set di 
calibrazione in termini di percentuale di ripartizione modale si vede quanto già emerso in 
termini numerici nel calcolo degli indici, ovvero che l’applicazione del CRSA (Fig. 4.3) 
permette di raggiungere una maggiore capacità nella riproduzione dei dati utilizzati per la 
calibrazione o per l’estrazione delle regole, evidenziando in particolare la capacità dei 
Rough-set di fornire delle risposte esatte, a differenza della trattazione Logit, che dà 
comunque un’approssimazione in termini di percentuali. Appaiono, infatti, un picco in 
corrispondenza dell’errore nullo per il modello RS2-or, e una sottostante distribuzione, 
confrontabile con una gaussiana o logistica. Per i modelli Logit (Fig. 4.2) invece non si ha 
il picco di risposte corrette, ma un numero di errori via via decrescente attorno al valore 
nullo, anche se compaiono dei picchi di errore distribuiti. Questo fa pensare alla 
coesistenza di più segmenti di domanda dalle caratteristiche non rilevate. 
Dal punto di vista invece delle frequenze di spostamenti, sempre riguardo il set di 
calibrazione, quanto detto riguardo alle percentuali di ripartizione modale si riflette anche 
in queste distribuzioni di errore. Infatti, sebbene in particolare nei modelli Logit (Fig. 4.4) i 
picchi scompaiano, la distribuzione rimane comunque più dispersa rispetto al caso di 
utilizzo del CRSA (Fig. 4.5), che ancora registra un picco elevato di risposte corrette. 
La situazione cambia invece sensibilmente una volta passati alle distribuzioni di 
errore del set di validazione. Infatti osservando la distribuzione degli errori del modello 
CNL1 (Fig. 4.6), appaiono ancora più evidenti come si sovrappongano diverse 
distribuzioni di errori, in particolare per la distribuzione del modo auto. Molto evidente è 
inoltre la coda di errori per il modo motociclo, che assume la forma di una piccola 
distribuzione a se stante. Questo conferma il fatto che è possibile la presenza di diversi 
segmenti di domanda, che scelgono il modo di trasporto in funzione di parametri non colti 
nei modelli con l’approccio aggregato. Considerando invece la distribuzione relativa 
all’approccio Rough-set, le cose peggiorano ulteriormente, in quanto, a parte la conferma 
riguardo il numero di risposte chiaramente corrette fornite, si nota un dispersione molto 
larga degli errori quasi priva di forma, un numero di picchi lontani dall’errore nullo, 
probabilmente dovuti anch’essi ai diversi segmenti di domanda, e code di errori piuttosto 
evidenti. Ne deriva quindi che, a parte le percentuali riprodotte in maniera corretta, le altre 
sono molto disperse, anche se di entità minore rispetto ai valori riprodotti dai modelli 
Logit. 




Rispetto alle frequenze degli spostamenti, la situazione è migliore in ambedue i casi 
(Fig. 4.8 e 4.9), perché si ha, come si vede sia per i modelli CNL1 che RS2-or, una 
sostanziale bassa dispersione degli errori, con comunque la presenza di code, non visibile 
sottoforma di barre, ma indicate in etichetta, il che sta a significare che si commettono 
errori minori nelle coppie origine e destinazione con un numero maggiore di spostamenti 
registrati, mentre gli errori maggiori si fanno nelle coppie O/D con un basso numero di 
spostamenti. Questo conferma quanto detto, e cioè che si ha una maggiore coerenza nella 
ripartizione modale ove vi siano coppie origine e destinazione con un maggior numero di 
spostamenti rilevati, mentre dove ve ne siano pochi, se non addirittura uno solo, i modelli 
hanno difficoltà a riprodurre tali valori.  
L’analisi di questo tipo di grafici ha pertanto portato alla luce questa serie di 
problematiche, che non emergono dallo studio dei soli indici numerici, ma al tempo stesso 
hanno confermato quanto osservato in precedenza, ovvero la maggiore capacità dei Rough-
set di fornire risposte chiaramente corrette, ma i modelli Logit sono più generalizzabili e 
quindi forniscono risultati migliori in fase di validazione. 
Un’altra modalità di confronto grafico delle dispersioni degli errori è quello di 
rappresentare queste ultime sottoforma di diagrammi box-plot che come detto permettono 
in maniera sintetica di visualizzare diverse dispersioni di errori anche con forme non 
standard, e confrontarli. Nelle due figure seguenti sono pertanto riportati questi tipi di 
grafici, che confrontano a due a due le distribuzioni degli errori di riproduzione della 
ripartizione modale, nel primo dei due, e delle frequenze degli spostamenti,nel secondo, 
relativi al modello Logit e al modello CRSA. 
VALIDAZIONE 





Fig. 4.10 – Box-plot degli errori di riproduzione delle ripartizioni modali 





Fig. 4.11 – Box-plot degli errori di riproduzione delle frequenze degli spostamenti 
VALIDAZIONE 




Anche i box-plot ribadiscono che in caso di set di calibrazione i modelli Rough-set 
danno risultati migliori con una dispersione degli errori più contenuta in termini di 
percentuale di ripartizione modale (Fig. 4.10), mentre in fase di validazione si nota una 
perdita delle prestazioni dei modelli CRSA. Appare una sostanziale asimmetria per le 
distribuzioni dei modelli costruiti con l’approccio Rough-set, sebbene il valore mediano sia 
migliore, a causa sempre del maggior numero di oggetti con una simulazione corretta, a 
differenza di quanto accade per i modelli Logit. Appare, con particolare riferimento al set 
di validazione, una minore ampiezza del ”box” e quindi della distanza interquartile nel caso 
dell’applicazione dei Rough-set. Questo è dovuto a una minore larghezza della dispersione 
del 50% degli errori, ma non a causa della maggiore capacità di simulazione del modello , 
quanto al grande numero di risposte corrette fornite che si trovano in corrispondenza 
dell’errore nullo. Anche per questo motivo, vi è la sostanziale asimmetria della 
rappresentazione in questi termini.  
In termini di errore sulla riproduzione degli spostamenti (Fig. 4.11), lato 
calibrazione si ha ancora conferma di quanto detto riguardo la percentuale di ripartizione 
modale, mentre considerando il set di validazione sono ancora di più evidenziati le 
caratteristiche di asimmetria delle distribuzioni relative all’approccio Rough-set, mentre 
molto migliori risultano quelle derivanti dal modello di tipo Logit. In tutti i casi però si 
nota come gli outlayers, osservazioni al di fuori dei whiskers, siano più numerosi 
nell’utilizzo dell’approccio CRSA. Quindi ancora una conferma della maggiore capacità di 
generalizzare la scelta da parte dei modelli con approccio ad utilità casuale. 
L’ultima serie di grafici che vengono qui utilizzati sono quelli che rappresentano la 
dispersione delle serie costruite con i valori osservati e predetti dai modelli, considerando 
la capacità di riproduzione delle frequenze degli spostamenti. Tali grafici, costruiti sia per 
il caso del set di calibrazione che di validazione sono limitati a 25 spostamenti, in quanto 
quelli superiori sono molto poco numerosi, e meno significativi. 





Fig. 4.12 – Spostamenti osservati contro predetti e rette di regressione del set di calibrazione 
 
VALIDAZIONE 






Fig. 4.13 – Spostamenti osservati contro  predetti e rette di regressione del set di validazione 




Nel caso del set di calibrazione, come si vede dalla figura 4.12 si ha una sostanziale 
equivalenza delle distribuzioni, come si vede dalle rette di regressione pressoché 
coincidenti, ma nella maggior parte dei casi si vede come il modello CRSA abbia errori più 
contenuti, e quindi valori predetti più vicini alla bisettrice, rappresentata in giallo. Si nota 
anche come spesso i punti relativi alla applicazione della teoria dei Rough-set cadano 
proprio su dì essa, a differenza di quanto accade per i modelli Logit. Questo si vede anche 
e soprattutto all’origine degli assi, dove si vede che con il CRSA si riesce a rappresentare 
anche il valore nullo, cioè l’assenza di spostamento con un determinato mezzo, mentre con 
l’approccio logit, questo non accade, ma si hanno valori simulati dispersi attorno al valore 
nullo. 
Nel caso invece del set di validazione (Fig. 4.12), come ovvio, la capacità di 
simulazione dei modelli decade e decade in maniera più sensibile per il modello CRSA, 
che presenta una retta di regressione più inclinata, oltre che valori più dispersi. Si vede 
anche come, sebbene siano ancora, in special modo per spostamenti alti, fornite risposte 
perfette dal modello Rough-set, vi siano anche degli errori per così dire totali, ovvero che 
assegnano spostamenti nulli a casi che in realtà hanno registrato spostamenti piuttosto 
elevati (punti sull’asse delle ascisse). 
Tutti questi processi di validazione e confronto, le cui valutazioni verranno 
riassunte nel paragrafo conclusivo del capitolo,  andranno ora applicate anche ai modelli di 
tipo disaggregato, per verificarne i pregi e i difetti. 
4.4. CONFRONTO FRA MODELLI DISAGGREGATI 
Come nel caso precedente, sarà affrontata ora la validazione dei modelli costruiti 
con un approccio disaggregato. Le procedure utilizzate sono le stesse del caso precedente, 
ma, per il caso dell’applicazione del DRSA, questa volta non si hanno più modelli, ma uno 
unico, costruito in modo tale da avere caratteristiche il più simile possibile a quelli 
realizzati tramite approccio ad utilità casuale. Inoltre non sono state effettuate come nel 
caso precedente, anche alla luce di quanto emerso nell’applicazione del CRSA, analisi 
relative all’eliminazione di regole dal set, in quanto, come visto nella parte di trattazione 
teorica di questo approccio, tutte le regole contribuiscono a fornire la risposta simulativa 
del modello. 
VALIDAZIONE 




4.4.1. Validazione dei modelli Logit 
Sempre utilizzando gli indici descritti all’inizio del capitolo, le tabelle seguenti 
riportano i valori calcolati per i modelli Logit relativamente al set di calibrazione, per 
l’approccio di tipo disaggregato: 
 
Calibration Set MNL NL CNL1 CNL2 
MSEshares 2.48E-03 2.92E-03 3.65E-03 5.28E-03 
∆-Pbus -2.44% -2.34% -1.73% -2.66% 
∆-Pcar -1.59% -2.07% -3.14% -3.26% 
∆-Pmc 4.03% 4.41% 4.87% 5.92% 
LRC 0.873 0.874 0.877 0.874 
LRCρ2 0.897 0.896 0.890 0.898 
MSEaggr 0.2807 0.2792 0.2776 0.2762 
SDaggr 0.3059 0.3051 0.3042 0.3035 
MSEdis 0.4101 0.4065 0.4037 0.4057 
SDdis 0.3697 0.3681 0.3669 0.3678 
%right 79.50% 79.67% 79.81% 79.71% 
%wrong 20.50% 20.33% 20.19% 20.29% 
%clearly right 38.68% 39.14% 37.19% 38.57% 
% clearly wrong 1.31% 1.27% 0.91% 0.97% 
%unclear 60.00% 59.59% 61.89% 60.46% 
Tab. 4.8 – Indici di validazione dei modelli Logit disaggregati per il set di calibrazione  
Anche in questo caso, come in quello dei modelli aggregati, i risultati ottenuti con 
la validazione effettuata sul set di calibrazione, sono i migliori ottenibili e anche in questo, 
come nel precedente caso, gli indici sono abbastanza stabili, ma tendono a migliorare con i 
modelli più complessi. Le osservazioni più interessanti emergono dal loro confronto con 
quelli ottenuti con l’approccio aggregato: infatti, quelli precedentemente calcolati sono 
superiori riguardo gli indici calcolati a partire dalla ripartizione modale, mentre questi sono 
nettamente superiori per le osservazioni individuali. In particolare il livello di risposte 
chiaramente corrette (%clearly right) è quasi quattro volte superiore, a svantaggio delle 
risposte chiaramente errate (%clearly wrong), quasi trascurabili. 




Parallelamente sono stati calcolati gli indici sul set di validazione, i cui risultati 
sono riassunti nella tabella 4.9 seguente: 
 
Validation  
Set MNL NL CNL1 CNL2 
MSEshares 7.13E-03 9.89E-03 1.19E-02 1.81E-02 
∆-Pbus -6.08% -6.53% -6.25% -7.61% 
∆-Pcar 0.22% -0.92% -2.36% -3.06% 
∆-Pmc 5.86% 7.45% 8.61% 10.66% 
LRC 0.874 0.874 0.877 0.862 
LRCρ2 0.899 0.898 0.894 0.851 
MSEaggr 0.3665 0.3695 0.3663 0.3663 
SDaggr 0.3495 0.3510 0.3494 0.3494 
MSEdis 0.5465 0.5540 0.5504 0.5633 
SDdis 0.4268 0.4297 0.4283 0.4333 
%right 72.67% 72.30% 72.48% 71.83% 
%wrong 27.33% 27.70% 27.52% 28.17% 
%clearly right 28.94% 29.56% 26.52% 29.15% 
% clearly wrong 1.91% 1.88% 1.50% 1.71% 
%unclear 69.14% 68.56% 71.98% 69.14% 
Tab. 4.9 – Indici di validazione dei modelli Logit disaggregati per il set di validazione  
Gli indici, come logico, peggiorano rispetto al caso precedente, ciononostante 
mantengono comunque un buon livello. In particolare i due coefficienti LRC e LRCρ2 
rimangono praticamente allo stesso livello del set di calibrazione, mentre gli indici %right 
e %clearly right hanno un calo molto contenuto. I valori che decrescono in maniera più 
sensibile sono quelli relativi allo scarto quadratico degli errori individuali, e la deviazione 
standard. I livelli degli indici migliorano in generale con la complessità dei modelli, anche 
se il secondo modello CNL ha prestazioni di livello leggermente inferiore, quindi 
probabilmente la gerarchizzazione supposta non è quella che in generale si adatta meglio ai 
dati rilevati. 
I valori ottenuti in fase di validazione quindi confermano l’ottimo livello raggiunto, 
e evidenziato dagli indici di inferenza statistica della fase di calibrazione. Ne consegue che 
come modelli di confronto, i modelli ad utilità casuale costruiti con l’approccio 
disaggregato costituiscono un banco di prova molto severo per il successivo confronto con 
i modelli Rough-set. 
VALIDAZIONE 




4.4.2. Validazione del modello DRSA 
Il modello utilizzato in questo caso è unico, quindi, nella successiva tabella 4.10 
sono riportati per brevità sia i risultati di calibrazione che di validazione: 
 
 Calibration  Set 
Validation  
Set 
MSEshares 1.74E-03 8.91E-03 
∆-Pbus -1.33% -7.70% 
∆-Pcar -2.05% 3.65% 
∆-Pmc 3.38% 4.05% 
LRC 0.874 0.874 
LRCρ2 0.981 0.967 
MSEaggr 0.3207 0.5126 
SDaggr 0.3270 0.4134 
MSEdis 0.1987 0.5132 
SDdis 0.2574 0.4136 
%right 90.07% 74.30% 
%wrong 9.93% 25.70% 
%clearly right 57.94% 37.36% 
% clearly wrong 4.65% 7.44% 
%unclear 37.41% 55.20% 
Tab. 4.10 – Indici di validazione dei modelli Logit disaggregati  
Gli indici calcolati mostrano come il livello raggiunto sia, anche con questo 
approccio, molto elevato. In particolare si nota come sia particolarmente bassa la 
dispersione dei valori di simulazione, come si vede dal valore elevatissimo dell’indice 
LRCρ2 sia per il set di calibrazione, ma soprattutto per quello di validazione. Altro valori 
che spiccano sono quelli relativi allo scarto quadratico medio e la deviazione standard 
calcolati per le osservazioni disaggregate per il set di calibrazione (MSEdis e SDdis), che però 
decadono sensibilmente in fase di validazione. Molto elevate inoltre sono le percentuali di 
risposte corrette e chiaramente corrette in fase di calibrazione, con valori che decrescono 
per il set di validazione ma che rimangono comunque ad un livello più che accettabile, 
mentre sono anche abbastanza elevati il numero di risposte chiaramente errate (%clearly 
wrong), con la percentuale che aumenta in caso di set di validazione. Anche per gli altri 




indici il modello ha comunque buoni risultati, in special modo se paragonati con i modelli 
logit, come descritto nel successivo paragrafo. 
4.4.3. Confronto delle metodologie 
Partendo dagli indici calcolati, è possibile confrontare i due diversi approcci, in 
modo da ottenere un risultato oggettivo di come si comportano i modelli nel riprodurre i 
dati rilevati. Come termine di confronto si utilizza il modello Logit multinomiale, che è il 
più semplice, ma anche quello più largamente utilizzato in questo tipo di applicazioni. 
Nelle successive tabelle 4.11 e 4.12 sono riportati i termini del confronto dei diversi 
modelli e approcci: 
 
Calibration Set MNL NL CNL1 CNL2 RS1 
MSEshares - 17.99% 47.53% 113.04% -29.87% 
∆-Pbus - 0.10% 0.72% -0.22% 1.11% 
∆-Pcar + 0.48% 1.55% 1.67% 0.46% 
∆-Pmc - -0.38% -0.46% -1.05% 0.31% 
LRC - 0.13% 0.46% 0.06% 0.07% 
LRCρ2 - -0.09% -0.76% 0.16% 9.39% 
MSEaggr - -0.51% -1.10% -1.58% 14.26% 
SDaggr - -0.26% -0.55% -0.79% 6.89% 
MSEdis - -0.87% -1.55% -1.07% -51.55% 
SDdis - -0.44% -0.78% -0.53% -30.39% 
%right - 0.18% 0.32% 0.22% 10.57% 
%wrong - -0.18% -0.32% -0.22% -10.57% 
%clearly right - 0.46% -1.49% -0.12% 19.25% 
% clearly wrong - -0.04% -0.40% -0.34% 3.34% 
%unclear - -0.42% 1.89% 0.46% -22.59% 
Tab. 4.11 – Variazione degli indici di confronto per il set di calibrazione 
VALIDAZIONE 





Validation Set MNL NL CNL1 CNL2 RS1 
MSEshares + 38.77% 66.69% 153.82% 25.03% 
∆-Pbus + -0.45% -0.18% -1.53% -1.63% 
∆-Pcar + -1.14% -2.58% -3.28% 3.43% 
∆-Pmc - 1.59% 2.75% 4.81% -1.80% 
LRC - 0.05% 0.36% -1.27% 0.09% 
LRCρ2 - -0.08% -0.59% -5.31% 7.60% 
MSEaggr - 0.82% -0.07% -0.07% 39.86% 
SDaggr - 0.41% -0.03% -0.03% 18.26% 
MSEdis - 1.36% 0.72% 3.07% -6.10% 
SDdis - 0.68% 0.36% 1.53% -3.10% 
%right - -0.37% -0.20% -0.84% 1.63% 
%wrong - 0.37% 0.20% 0.84% -1.63% 
%clearly right - 0.61% -2.43% 0.20% 8.42% 
% clearly wrong - -0.03% -0.41% -0.20% 5.53% 
%unclear - -0.58% 2.84% 0.00% -13.95% 
Tab. 4.11 – Variazione degli indici di confronto per il set di validazione 
Nelle due tabelle sono indicate le variazioni in percentuale degli indici numerici e 
le variazioni della percentuale degli indici già calcolati come tali. Inoltre sono riportati in 
sottolineatura doppia le variazioni migliori degli indici dei modelli. 
Dalla prima delle due tabelle relative al set di calibrazione si vede, anche nel caso 
di approccio DRSA, come in quello CRSA per quanto riguarda questo set, che la 
metodologia dei Rough-set si comporta nettamente meglio rispetto a quella Logit in 
particolare per quanto riguarda il numero di risposte corrette, chiaramente corrette, e gli 
indici di tipo disaggregato (%right, %clearly right, MSEdis e SDdis), oltre che la dispersione 
dei dati riprodotti (LRCρ2) per quanto riguarda invece gli indici aggregati. 
Dell’analisi del set di validazione invece, a differenza di quanto si era visto nel caso 
dell’approccio classico, in cui si aveva un sensibile decadimento delle prestazioni nei 
confronti dei Logit, si vede che i modelli costruiti con l’approccio Rough-set mantengono 
dei risultati di validazione confrontabili con quelli degli approcci ad utilità casuale, e in 
alcuni casi parecchio superiori, come in particolare ancora relativamente alla dispersione 
dei dati riprodotti, e la percentuale di risposte chiaramente corrette (LRCρ2 e %clearly 
right). Aumenta però anche il numero di risposte chiaramente sbagliate (%clearly wrong). 




Il modello DRSA quindi è in grado di rappresentare in modo migliore le risposte corrette, 
ma questo genera anche un maggior numero di risposte chiaramente errate, mentre i 
modelli Logit in entrambi i casi forniscono un’approssimazione probabilistica che 
approssima questo tipo di risposte. 
Successivamente, nel prossimo paragrafo si effettuerà il confronto grafico dei 
modelli, utilizzando però solo il migliore dei modelli Logit, ovvero quello che ha riportato 
gli indici migliori in fase di validazione, e quindi il modello CNL1, confrontandolo con 
quello ottenuto con la metodologia Rough-set. 
4.4.4. Confronto grafico 
Anche in questo caso, si opererà rappresentando i grafici precedentemente descritti 
applicati ai modelli che nelle fasi precedenti hanno evidenziato le migliori caratteristiche 
simulative. I modelli considerati sono il primo Cross-Nested Logit (CNL1) per quanto 
riguarda i modelli di utilità casuale, mentre per l’approccio Dominance-based Rough-set, il 
modello derivato dall’applicazione del VC-DRSA (RS1). Il confronto sarà fatto sia per il 
set di calibrazione che di validazione, rappresentando gli errori in funzione delle frequenze 
ponderate di spostamenti e per probabilità di scelta. Inizialmente vengono riportate nei 
grafici 4.14 e 4.15 le distribuzioni degli errori di riproduzione relativi al set di calibrazione 
espressi in probabilità di scelta modale e distinti per modo di trasporto. Sono posti di fronte 
le distribuzioni dei modelli CNL1 e RS1, in modo da visualizzarne le differenze. Nelle 
pagine successive invece sono riportati nei grafici 4.16 e 4.17 relativi al set di calibrazione 
ed espressi in termini di errore di riproduzione della frequenza di spostamenti. Anche in 
questo caso sono poste di fronte le distribuzioni dei modelli CNL1 e RS1, in modo da 
renderne più visibili le differenze. 
Con lo stesso principio sono riportati poi i grafici relativi ai set di calibrazione dei 
modelli, nell’ordine, errori di probabilità di scelta modale per il modello CNL1 (4.18), 
errori di probabilità di scelta modale per il modello RS1 (4.19), errori di frequenza 
ponderata degli spostamenti per il modello CNL1 (4.20) ed errori di frequenza degli 
spostamenti per il modello RS1 (4.21). Anche questi sono a fronte pagina per permettere 
un confronto più immediato. 
VALIDAZIONE 





Fig. 4.14 – Errori di probabilità di scelta nel set di calibrazione del modello CNL1 





Fig. 4.15 – Errori di probabilità di scelta nel set di calibrazione del modello RS1 
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Fig. 4.16 – Errori sulle frequenze ponderate di spostamenti nel set di calibrazione del modello CNL1 





Fig. 4.17 – Errori sulle frequenze ponderate di spostamenti nel set di calibrazione del modello RS1 
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Fig. 4.18 – Errori di probabilità di scelta nel set di validazione del modello CNL1 





Fig. 4.19 – Errori di probabilità di scelta nel set di validazione del modello RS1 
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Fig. 4.20 – Errori sulle frequenze ponderate di spostamenti nel set di validazione del modello CNL1 





Fig. 4.21 – Errori sulle frequenze ponderate di spostamenti nel set di validazione del modello RS1 
VALIDAZIONE 




A livello di errori di riproduzione del set di calibrazione in termini di probabilità di 
scelta modale si vede quanto già emerso in termini numerici nell’applicazione del CRSA e 
nel calcolo degli indici numerici, ovvero che l’approccio Rough-set permette di 
raggiungere una maggiore capacità nella riproduzione dei dati utilizzati per la calibrazione 
o per l’estrazione delle regole (Fig. 4.15), evidenziando in particolare la capacità dei 
Rough-set di fornire delle risposte esatte, a differenza della trattazione Logit, che dà 
comunque un’approssimazione in termini di percentuali di scelta. Per il modello RS1 si ha 
una distribuzione d’errore molto più stretta rispetto ai modelli Logit, mentre per questi 
ultimi (Fig. 4.14) invece non si ha un forte picco di risposte corrette, ma un numero di 
errori via via decrescente attorno al valore nullo. Si vede in entrambi i casi un picco fuori 
media relativo alla distribuzione del modo di trasporto “motociclo” che fa pensare ancora 
alla coesistenza di più segmenti di domanda dalle caratteristiche non ancora rilevate 
tramite l’approccio disaggregato, mentre sono scomparsi la gran parte di quelli che 
comparivano nelle distribuzioni dell’approccio disaggregato. 
Sempre riguardo il set di calibrazione, ma dal punto di vista invece delle frequenze 
ponderate di spostamenti, si riflette quanto detto riguardo alle percentuali di ripartizione 
modale. Infatti, la distribuzione rimane comunque più dispersa rispetto al caso di utilizzo 
dei modelli Logit (Fig. 4.16), mentre con l’approccio Dominance-based la distribuzione 
d’errore è molto più stretta. Permane l’asimmetria dovuta al picco nella scelta del 
“motociclo”. 
Una volta passati alle distribuzioni di errore del set di validazione la situazione non 
cambia invece sensibilmente come nel caso del CRSA. Infatti, osservando la distribuzione 
degli errori del modello CNL1 (Fig. 4.18), appare ancora una campana d’errore abbastanza 
regolare, tranne che per il solito picco del “motociclo” e un altro che appare nel modo 
“auto”. La presenza di quanto apparso applicando l’approccio aggregato, ovvero la 
presenza di diversi segmenti di domanda, dipendenti da caratteristiche individuali degli 
utenti, è stata perciò superata, con questo tipo di approccio. Considerando invece la 
distribuzione relativa all’approccio Rough-set, la situazione non decade come nel caso 
dell’approccio classico, ma si mantiene a livelli molto buoni. Infatti si può notare (Fig. 
4.19) che vi è la solita presenza di picco di previsioni corrette da parte del modello, sotto la 
quale la campana d’errore ha un dispersione molto simile a quella dei modelli Logit. 
Permangono alcune code di errori elevati, come già messo in luce dal calcolo delle risposte 




chiaramente sbagliate nella valutazione degli indici numerici, in particolare nel caso del 
modo “auto”, ma anche per il “motociclo”. 
Passando invece alle frequenze ponderate degli spostamenti, la situazione è 
migliore in ambedue i casi (Fig. 4.20 e 4.21), con una distribuzione di errore più limitata. 
Sia per i modelli CNL1 che RS1 si ha una sostanziale bassa dispersione degli errori, con 
comunque la presenza di code non visibile sottoforma di barre, ma indicate in etichetta, ma 
che questa volta sono principalmente rilevate nel modello di tipo Logit, il che sta a 
significare che si commettono errori minori nelle coppie origine e destinazione con un 
numero maggiore di spostamenti registrati nel modello DRSA, mentre gli errori maggiori 
si fanno nelle coppie O/D con un basso numero di spostamenti.  
A differenza di quanto visto nel caso dell’approccio aggregato quindi, l’analisi di 
questo tipo di grafici ha mostrato innanzitutto come, considerando le caratteristiche 
individuali degli utenti si riesca ad eliminare l’effetto di sovrapposizione di diverse 
distribuzioni di errori e l’asimmetria delle stesse. Inoltre la presenza di code che si 
registravano molto evidenti sono quasi del tutto annullate utilizzando l’approccio DRSA al 
posto di quello classico, mentre permangono code nell’utilizzo dei modelli Logit in termini 
di frequenza degli spostamenti. Le distribuzioni si mantengono in ambedue i casi molto più 
compatte verso il centro, e questo, in particolare rispetto all’impiego del CRSA è un grosso 
passo avanti. Infatti quanto ottenuto del caso dell’utilizzo dell’approccio classico non era 
un buon risultato, in quanto faceva supporre una distribuzione pressoché casuale al di fuori 
delle risposte corrette fornite. 
Quanto detto verrà ulteriormente rafforzato dall’analisi del successivo 
procedimento di confronto grafico, cioè quello relativo alle dispersioni degli errori 
rappresentate sottoforma di diagrammi box-plot che come detto permettono in maniera 
sintetica di visualizzare diverse dispersioni di errori anche con forme non standard, e 
confrontarli. Gli errori di riproduzione della ripartizione modale e rispettivamente gli errori 
di riproduzione delle frequenze degli spostamenti, relativi al modello Cross-Nested Logit e 
al modello DRSA, sono pertanto riportati in questi tipi di grafici nelle due figure seguenti, 
permettendo di confrontare a due a due le distribuzioni e le loro caratteristiche. 
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Fig. 4.22 – Box-plot degli errori di riproduzione delle ripartizioni modali 





Fig. 4.23 – Box-plot degli errori di riproduzione delle frequenze degli spostamenti 
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Quanto detto riguardo le dispersioni degli errori di riproduzione è ribadito dai  
box-plot: in caso di set di calibrazione i modelli Rough-set danno risultati migliori con una 
dispersione degli errori più contenuta in termini di probabilità di scelta modale (Fig. 4.22), 
ma  con una certa asimmetria nella distribuzione. In fase di validazione non si ha una 
perdita delle prestazioni dei modelli DRSA e l’asimmetria è generalizzata e presente anche 
nei modelli Logit. Per qunto riguarda gli outlayers, ovvero osservazioni al di fuori dei 
whiskers, invece c’è una determinante differenza, in quanto le dispersioni sono molto più 
strette nel caso dell’approccio Rough-set, e questo si vede in maniera lampante nel caso del 
set di calibrazione, meno evidente, ma sempre presente nel set di calibrazione. 
In termini di errore sulla riproduzione degli spostamenti ponderati (Fig. 4.23), lato 
calibrazione si ha ancora conferma di quanto detto riguardo alla percentuale di ripartizione 
modale, ovvero una migliore capacità di adattarsi ai dati dei modelli DRSA, mentre 
considerando il set di validazione appaiono le caratteristiche di maggiore compattezza 
delle distribuzioni degli errori. In tutti i casi però si nota come gli outlayers questa volta 
siano più numerosi nell’utilizzo dell’approccio ad utilità casuale rispetto a quello DRSA. 
La capacità generale di rappresentare i dati simulati dei modelli Logit è stata quindi 
raggiunta con l’approccio Dominace-based, mentre con l’utilizzo del metodo classico, 
nonostante i vantaggi del metodo non si avevano risultati confrontabili. 
Per verificare ulteriormente quanto detto si riporta di seguito anche l’ultima 
tipologia di grafici descritti ad inizio capitolo, ovvero quelli che rappresentano la 
dispersione delle serie costruite con i valori osservati e predetti dai modelli, considerando 
la capacità di riproduzione delle frequenze degli spostamenti. Tali grafici, costruiti sia per 
il caso del set di calibrazione che di validazione sono limitati a 30 spostamenti, in quanto 
quelli superiori sono molto poco numerosi, e meno significativi. 





Fig. 4.24 – Spostamenti osservati contro predetti e rette di regressione del set di calibrazione 
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Fig. 4.25 – Spostamenti osservati contro predetti e rette di regressione del set di validazione 




Come si vede dalla figura 4.24 nel caso del set di calibrazione, si ha una sostanziale 
equivalenza delle distribuzioni, come si vede dalle rette di regressione pressoché 
simmetriche rispetto alla bisettrice (rappresentata in giallo) ma nella maggior parte dei casi 
si vede come il modello DRSA abbia errori più contenuti, e quindi valori predetti più vicini 
alla bisettrice stessa. Si nota anche come i punti relativi alla applicazione della teoria dei 
Rough-set siano più concentrati, a differenza di quanto accade per i modelli Logit, nei 
pressi della retta ad errore nullo. Questo si vede anche e soprattutto all’origine degli assi. 
Nel caso invece del set di validazione (Fig. 4.25), come ovvio, la capacità di 
simulazione dei modelli decade, ma il decadimento è pressoché omologo per entrambe le 
metodologie. La retta di regressione del modello RS1 cade molto vicina alla bisettrice, ma 
questo non può essere assunto come risultato generale del metodo. Il fatto comunque 
importante è constatare la buona capacità simulativa dell’approccio Dominance-based. Si 
perde anche il grosso difetto riscontrato in fase di validazione del CRSA, cioè la presenza 
di errori per così dire totali nella simulazione, ovvero valori sull’asse delle ordinate, che 
seppur presenti sono visibili solo per un numero di spostamenti basso nel grafico. 
Detto questo, nel prossimo paragrafo si tireranno le somme dei confronti fatti, 
andando a sintetizzare quanto ottenuto con questi procedimenti. 
4.5. CONSIDERAZIONI CONCLUSIVE 
In questo capitolo sono stati illustrati e applicati dei metodi di validazione allo 
scopo di confrontare i diversi approcci modellistici per la scelta modale illustrarti nei primi 
capitoli, sia quelli classici basati sull’utilità casuale che la nuova metodologia proposta dei 
Rough-set. In particolare sono stati validati prima e confrontati poi i modelli anche in 
funzione del diverso approccio modellistico seguito, aggregato e disaggregato, in modo da 
evidenziare anche le diverse caratteristiche di questi approcci. 
Dalla validazione, ma soprattutto dal confronto grafico sono emerse delle grosse 
problematiche simulative nei modelli di scelta modale della famiglia Logit applicati al data 
set considerato, che hanno fatto risaltare, in particolare a livello di percentuale di scelta 
modale, dei segmenti di domanda, che si sono dimostrati dipendenti dalle caratteristiche 
individuali degli utenti, in quanto con l’applicazione dell’approccio disaggregato con 
l’utilizzo delle caratteristiche individuali tali problemi sono quasi scomparsi. 
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Per quanto riguarda la validazione di questa famiglia di modelli è emersa, come 
atteso, la maggiore capacità di rappresentare la percentuale di ripartizione modale da parte 
dei modelli ad approccio aggregato, mentre la scelta discreta è meglio simulata da quelli 
disaggregati. Il decadimento prestazionale della simulazione comunque si è mantenuto 
entro livelli accettabili per entrambi gli approcci, confermando il raggiungimento di quanto 
cercato, ovvero ottenere dei modelli di buon livello per confrontare la nuova metodologia 
proposta. 
Per quanto concerne la validazione dei modelli costruiti con la teoria dei Rough-set, 
è emerso, in particolare con l’approccio classico utilizzato per la realizzazione di modelli 
di tipo aggregato, una grande capacità di questo metodo di cogliere le relazioni fra attributi 
e scelta dell’alternativa dei dati utilizzati per l’estrazione delle regole ma questa capacità si 
è dimostrata meno generalizzabile, in quanto applicando il modello ai dati di validazione, 
si è avuto un grosso decadimento del valore degli indici, escludendo quelli relativi alla 
quantificazione delle risposte corrette fornite, che si sono mantenute a livelli alti. Un 
vantaggio notevole, nonostante il limite esposto, che si ha utilizzando questo metodo, è la 
possibilità di ottenere con un numero di attributi molto inferiore rispetto a quello 
solitamente impiegato in questo tipo di applicazione lo stesso livello dei risultati, senza 
perdita di informazione e qualità della rappresentazione. 
Per quanto riguarda invece l’altro approccio, il Dominace-based Rough-set 
Approach, utilizzato per la realizzazione di un modello di tipo disaggregato, come nel caso 
precedente si è ottenuta una buona capacità di rappresentare la scelta dei dati utilizzati per 
la calibrazione, in particolare per gli indici di origine individuale della scelta, ma, a 
differenza di quanto visto nel caso di approccio classico, non si ha un decadimento dei 
risultati per il set di validazione che si mantengono a un buon livello su tutti gli indici, in 
particolare, ancora una volta nei riguardi del numero di risposte corrette fornite dai 
modelli. In questo caso, a causa della complessità del problema affrontato con l’approccio 
disaggregato, non è stato possibile ridurre il numero di attributi nei modelli, in quanto è 
emerso che tutti quelli specificati sono risultati importanti nell’individuazione della scelta. 
Dal confronto delle metodologie classiche, rappresentate dai modelli Logit, e quelle 
alternative proposte, CRSA e DRSA, si è visto come la scelta a livello di calibrazione sia 
meglio rappresentata dall’approccio Rough-set, mentre per quanto riguarda la 
generalizzazione del metodo a dati diversi, gli approcci hanno dimostrato caratteristiche 
molto differenti. Infatti, con l’approccio classico il peggioramento delle capacità di 




simulazione è evidente e parecchio al di sotto dei modelli Logit, come evidenziato anche 
dal confronto grafico, escludendo la capacità di fornire risposte esatte. Per quanto riguarda 
invece l’approccio basato sulla dominanza, questo non accade, e i livelli, già inizialmente 
superiori non decrescono in modo peggiore rispetto ai modelli Logit anche nel caso di set 
di validazione, e oltre che nel numero di risposte esatte anche, gli altri indici si 
mantengono a livello confrontabile se non superiore rispetto ai modelli Logit. 
Pertanto risulta dimostrato che oltre che applicabile la metodologia Rough-set, e in 
particolare quella basata sull’approccio Dominance-based, può essere impiegata nella 
realizzazione dei modelli di scelta modale e che questo fornisce risultati comparabili a 
quelli delle metodologie classiche, con tutti i vantaggi e svantaggi che tale metodologia 
comporta. Questo è stato appurato tramite delle metodologie obiettive, impiegate nella 

























Il problema della scelta modale è solitamente affrontato con metodologie di scelta 
discreta, distinte nelle tre categorie dei modelli parametrici, dei modelli semiparametrici e 
non parametrici. La prima di queste categorie comprende le varie formulazioni Logit e 
Probit, mentre negli ultimi anni c’è stato anche un forte utilizzo delle altre due, in 
particolare sono stati resi possibili gli utilizzi di metodologie come le reti neurali o i 
numeri Fuzzy, tecniche di tipo non parametrico e cognitivo. 
Gli approcci di tipo parametrico in questo campo ricadono nella teoria di utilità 
casuale fondati su assunzioni distributive della scelta di tipo Normale o Logistica ed in 
particolare i modelli di scelta discreta di tipo Logit sono nati proprio dallo studio di 
fenomeni legati ai trasporti nella forma più semplice del Logit condizionale. Questo tipo di 
modelli fa parte della famiglia dei modelli parametrici, e vanno pertanto a stabilire una 
forte relazione, rappresentata dai coefficienti di calibrazione, tra attributi e scelta, 
provocando nella loro costruzione e utilizzo una serie di vantaggi e di svantaggi. Se da un 
lato la calibrazione dei modelli parametrici è fondata su una serie di assunzioni statistiche 
molto forti, dall’altro vi è una sorta di perdita dell’informazione del singolo dato, cioè il 
valore di ogni coefficiente è influenzato da tutte le osservazioni, comprese quelle soggette 
ad errori di rilevazione o comunque statisticamente meno significative. Oltre a questo una 
grossa limitazione all’applicazione di questa tipologia di modelli è il loro utilizzo con 
scarsa disponibilità di dati, problema con cui ci si imbatte molto spesso in campo 
trasportistico. Il problema della disponibilità e soprattutto affidabilità dei dati relativi alla 
domanda ha portato ad uno sviluppo di una serie di metodologie alternative non più di tipo 
statistico.  
A fianco e in parallelo ai modelli di tipo parametrico quindi vi sono tecniche 
modellistiche completamente diverse, cioè quelle di tipo non parametrico, che perdono la 
dipendenza da qualunque forma di distribuzione o legge statistica, a fronte di una maggiore 
capacità di interpretazione e rappresentazione dei dati rilevati. Tali metodologie, 
forniscono solitamente risultati migliori rispetto ai modelli parametrici, ma non danno 
indicazioni su quelle che sono le influenze dei singoli parametri, qualora ve ne fossero, 
all’interno dei modelli, e si incorre pertanto nel rischio di considerare attributi non 
significativi o fra loro correlati. D’altro canto si hanno una serie di vantaggi dall’utilizzo di 
questi metodi, ovvero una capacità di rappresentazione dei dati rilevati migliore rispetto ai 
modelli parametrici e la possibilità di utilizzare dati affetti da “disturbi” di vario genere o 





parametrici. Questa è una delle caratteristiche sostanziali di queste tipologie di modelli, in 
quanto spesso ci si trova a dover lavorare su dati parziali, incompleti o affetti da rumore. 
Grossa limitazione di questi modelli è quella di non essere statisticamente validi e spesso 
non si ha la possibilità di indagare su come il modello fornisca i risultati, specialmente in 
fase previsionale. Tali approcci pur dando una capacità previsiva superiore sono 
intrinsecamente affetti da questa limitazione: l’incapacità di poter definire le reali relazioni 
fra scelta e attributi di scelta, diventando così una “black box” che restituisce risposte 
fornendo dati, e sebbene vi siano dei paradigmi matematici a supporto di tali modelli, la 
loro complessità rende impossibile l’interpretazione dei risultati e gli effetti delle 
variazioni degli attributi sugli stessi. 
Sempre nel campo della scelta modale, è lecito chiedersi quale sia la procedura 
migliore da utilizzare: premesso che un modello teorico perfetto non esiste, rimane aperta 
la questione relativa alla preferibilità nel seguire un approccio classico di tipo statistico o 
uno non statistico. Entrambe le tipologie presentano, come detto, pregi e difetti: i primi, 
nonostante siano basati su fondamenta statistiche e che sia la letteratura esistente che la 
pratica confermino la loro affidabilità, hanno il difetto di aver bisogno di un data base 
solido per la loro costruzione. Dati scarsi o poco affidabili creano problemi nella 
calibrazione di tali modelli, e i risultati ne possono essere negativamente affetti. I secondi 
invece in questi casi si comportano meglio, permettendo di ottenere risultati soddisfacenti 
pur con dati scarsi o poco affidabili, a scapito però dell’interpretabilità del modello e delle 
applicazioni. 
Attualmente la ricerca, in particolare nel campo della ricerca operativa, sta 
riscoprendo molte metodologie di data mining, è questo il caso, fra gli altri, della 
metodologia oggetto di questa tesi, la “Teoria dei Rough-set”, nata come strumento 
matematico per lo studio e l’analisi di oggetti o azioni, descritti da attributi incerti, 
inconsistenti o ambigui. Tali azioni possono essere considerate come scelte di un decisore 
o più decisori a fronte di diverse situazioni cui si chiede di dare risposta. La filosofia alla 
base dei Rough si basa sull’assunzione che ogni oggetto è associato a un certo numero di 
informazioni usate per descrivere l’oggetto stesso. Su questo concetto di base sono state 
sviluppate nel corso degli anni due diverse accezioni del metodo: la prima, si basa sul 
concetto di indiscernibilità, ovverosia due oggetti con la stessa descrizione, in termini di 
attributi, sono indistinguibili per quanto riguarda l’informazione fornita, mentre la seconda 






superare un limite del metodo classico, ovvero l’impossibilità di stabilire una relazione 
d’ordine fra attributo e oggetto. Il risultato finale è un complesso di regole, espresso in 
forma di semplice costrutto logico “if…then…”, in funzione degli attributi.  
Questo aspetto in particolare rende il metodo assolutamente diverso da tutti gli altri: 
a differenza di quanto succede con i modelli precedentemente richiamati, la teoria dei 
Rough-set permette di collegare direttamente la scelta agli attributi che la determinano, 
nonché, effettuando un’ulteriore approfondita analisi delle regole, gli oggetti che 
supportano la scelta, e che quindi la giustificano. Il tutto diventa quindi perfettamente 
trasparente, a differenza di quanto accade con le altre metodologie non parametriche. 
Prendendo atto dei pregi e difetti delle metodologie esistenti, la teoria dei Rough-
set può essere utilizzata come approccio alternativo ai modelli di scelta discreta fino ad ora 
utilizzati, ed in particolare nel ramo prettamente trasportistico della scelta modale. La tesi 
come obiettivo principale si pone l’analisi della scelta del modo di trasporto con l’utilizzo 
di questa metodologia, finalizzata alla valutazione della loro applicabilità e della capacità 
previsiva di un modello di scelta modale realizzato sulla base di tale approccio. 
A tale scopo, per ottenere una valutazione il più possibile rigorosa, inizialmente 
sono state trattate le metodologie classiche basate sulla teoria dell’utilità casuale per 
l’applicazione dei modelli di scelta modale, a partire dalla trattazione teorica passando poi 
all’applicazione ai dati della indagine sulla mobilità realizzata nella provincia di Trieste. Si 
sono ottenuti così dei modelli di scelta modale della famiglia dei Logit con due diversi 
approcci, quello aggregato e quello disaggregato. I modelli costruiti hanno messo in luce in 
questo modo quali sono le caratteristiche che influenzano la scelta dell’utente e quindi più 
in generale la domanda di trasporto. Tali modelli, e in particolar modo quelli di tipo 
disaggregato hanno raggiunto livelli di significatività globale molto elevata. 
Fine ultimo di questa fase era proprio quello di ottenere delle applicazioni delle 
metodologie classiche di buon livello, allo scopo di confrontarle con quelle alternative 
proposte. I modelli ottenuti pertanto soddisfano pienamente questa esigenza e 
rappresentano un banco di prova severo ed oggettivo per le successive trattazioni del 
problema. 
Successivamente è stata ampiamente e diffusamente trattata la teoria dei Rough-set, 
che permette l’approccio alla scelta discreta tramite l’approssimazione delle decisioni in 
insiemi di scelta elementare (granuli di conoscenza) e la successiva formulazione della 





trattazione matematica della teoria, è stata formulata una possibile via di applicazione del 
metodo al problema oggetto di studio, affrontando la metodologia nella sua accezione 
originale, tramite la relazione di indiscernibilità degli oggetti del data base (decision table), 
che prevede l’individuazione di oggetti che sono indistinguibili l’uno dall’altro in funzione 
della conoscenza che essi forniscono attraverso gli attributi specificati. 
È stata descritta la strada seguita per ottenere un approccio per modellizzare la 
scelta modale in campo trasportistico utilizzando questo metodo tramite un approccio di 
tipo aggregato, ovvero utilizzando come oggetto minimo di studio la ripartizione modale 
sulla singola coppia origine-destinazione, quindi senza l’ausilio di caratteristiche 
individuali dell’utente dei sistemi di trasporto. Sono state fornite tutte le indicazioni per 
ottenere gli elementi necessari alla valutazione cosiddetta “rough” del data set utilizzato, 
nonché l’estrazione delle regole, la loro interpretazione e utilizzo. 
Sono emerse in questa fase numerose osservazioni riguardo all’applicazione di 
questa tipologia di approccio, ovvero che come detto con questo metodo non viene perso il 
normale contatto fra dati rilevati e modello, perché ogni regola decisionale è corredata di 
tutte le informazioni riguardo agli oggetti che la generano, dando quindi una 
giustificazione diretta alla scelta. Altro aspetto importante è che con un minore numero di 
attributi noto è possibile ottenere lo stesso livello di risultati, o ancora fondamentale è la 
possibilità di trattare dati affetti da errori o “rumore” come tipicamente accade nei modelli 
non parametrici, senza un pretrattamento dei dati e senza che il risultato finale ne sia 
negativamente influenzato. 
Vi sono però dei “contro”, ovvero i tempi di calcolo sono piuttosto lunghi, in 
particolare con data base molto estesi a causa relazioni presenti nella decision table che 
diventano numerosissime, ma anche cause di programmazione dell’applicativo, con 
problemi di gestione della memoria e/o algoritmi di calcolo lenti dell’applicativo. Altro 
problema più importante è legato alla semantica delle regole ottenute in quanto spesso il 
senso delle regole ottenute va, per alcuni attributi, contro la normale logica che si applica 
nel campo dell’ingegneria dei trasporti, come, ad esempio, non ammettere che il segno di 
un coefficiente legato al tempo di viaggio sia positivo. Questo risulta essere un grave 
limite, nonostante la contraddizione possa essere anche considerata come un vincolo 
relativo alle altre condizioni imposte dalla regola, che cambiano al variare del limite 
controverso. Non è possibile introdurre un vincolo che limiti questo tipo di problema, e 






un problema che non è risolvibile con tale metodologia e proprio per questo tipo di 
limitazioni il metodo ha subito una forte evoluzione teorica che ha permesso di superare 
queste incongruenze.  
Si è passati quindi, alla luce di quanto detto pocanzi, all’applicazione della teoria 
dei Rough-set con l’approccio basato sulla relazione di dominanza fra criteri e decisioni 
che permette ancora di rappresentare la scelta discreta tramite l’approssimazione delle 
decisioni in insiemi di scelta elementare (granuli di conoscenza) e la successiva 
formulazione della scelta in regole dalla semantica molto semplice (if… then…), ma con la 
possibilità di introdurre una relazione d’ordine fra criteri e scelta. E’ stata descritta la 
strada seguita per ottenere un approccio per modellizzare la scelta modale in campo 
trasportistico utilizzando questo metodo tramite la costruzione di tipo disaggregato del 
modello, ovvero utilizzando come oggetto minimo di studio il singolo utente del sistema 
dei trasporti, e quindi con l’ausilio di caratteristiche individuali dell’utente. Sono stati 
forniti inoltre tutti gli elementi necessari alla valutazione cosiddetta “rough” del data set 
utilizzato e tutte le indicazioni per ottenerli, nonché per l’estrazione delle regole, la loro 
interpretazione e utilizzo.  
Dall’applicazione è emerso, caratteristica comune a tutte le metodologie Rough-set, 
che con questo metodo non viene perso il normale contatto fra dati rilevati e modello ma 
ogni regola decisionale fornisce tutte le informazioni riguardo agli oggetti che la generano, 
dando quindi una giustificazione diretta alla scelta. Inoltre c’è la possibilità di trattare dati 
affetti da errori o “rumore”, grazie all’approccio a consistenza variabile, (VC-DRSA), che 
consente di considerare all’interno delle approssimazioni e delle regole degli oggetti che 
non confermano la regola stessa. Questo permette quindi di ottenere un approccio 
probabilistico alla estrazione delle regole anziché quello deterministico che si avrebbe 
applicando la relazione di dominanza in senso stretto. 
L’altro problema importante legato alla semantica delle regole ottenute con il 
CRSA è stato inoltre superato con l’introduzione del criterio di dominanza e non può 
accadere, infatti, che il senso delle regole ottenute vada per alcuni attributi contro la 
normale logica che si applica nel campo dell’ingegneria dei trasporti. In questo senso, 
l’utilizzo di questo approccio rappresenta un grande passo avanti per quanto riguarda 
l’applicazione alla scelta modale. Ciononostante sono ancora possibili contraddizioni 





quindi fornire risposte non concordanti, problema che però viene superato con una corretta 
procedura validativa. 
Vi sono, però, altri “contro” in questo tipo di approccio, principalmente dovuti ai 
tempi di calcolo piuttosto lunghi, in particolare con data base molto estesi, dovuti alle 
numerosissime relazioni presenti nella decision table in particolare in caso di 
disaggregazione della scelta, ma anche a cause di programmazione, in quanto il software 
applicativo non è ottimizzato allo scopo di trattare dati molto numerosi. Un altro problema 
è la complicazione computazionale nell’avere un set di regole per ogni alternativa modale 
considerando la contrapposizione scelta-nonscelta, che risulta necessaria dovendo dare un 
ordinamento delle classi di scelta, problema però superato con il calcolo automatico. 
Per quanto detto, quindi, gran parte dei problemi registrati con l’applicazione del 
CRSA sono superati applicando l’approccio basato sulla dominanza, e i problemi che si 
ritrovano seguendo questo tipo di metodologia sono solo di tipo computazionale e di 
calcolo, non più quindi relativi alla logica del metodo stesso. 
La fase finale del lavoro svolto è quindi quella di confronto fra le metodologie 
tramite la validazione dei modelli, che consente di stabilire quale è la capacità generale del 
modello di spiegare il fenomeno oggetto di studio, applicando i modelli a dei dati non 
utilizzati per la calibrazione e verificando la capacità dei modelli stessi di riprodurre 
quanto rilevato. Sono stati validati prima e confrontati poi i modelli anche in funzione del 
diverso approccio modellistico seguito, aggregato e disaggregato, in modo da evidenziare 
anche le diverse caratteristiche di questi approcci. 
Dalla validazione, ma soprattutto dal confronto grafico sono emerse delle 
problematiche simulative nei modelli di scelta modale della famiglia Logit con approccio 
aggregato, che hanno fatto risaltare dei segmenti di domanda dipendenti dalle 
caratteristiche individuali degli utenti, risolti poi con l’applicazione dell’approccio 
disaggregato con l’utilizzo delle caratteristiche individuali. Il decadimento prestazionale 
della simulazione con il set di validazione si è mantenuto entro livelli più che accettabili 
per entrambi gli approcci. 
Per quanto concerne la validazione dei modelli costruiti con la teoria dei Rough-set, 
è emerso che con l’approccio classico utilizzato si ha una grande capacità di cogliere le 
relazioni fra attributi e scelta dell’alternativa dei dati utilizzati per l’estrazione delle regole 
ma questa capacità si è dimostrata meno generalizzabile, in quanto si è avuto un grosso 






escludendo quelli relativi alla quantificazione delle risposte corrette fornite. Per quanto 
riguarda invece l’altro approccio, il Dominace-based Rough-set Approach, si è ottenuta 
come nel caso precedente una buona capacità di rappresentare la scelta dei dati utilizzati 
per la calibrazione, ma non un decadimento dei risultati per il set di validazione che si 
mantengono tutti a un buon livello su tutti gli indici.  
Dal confronto delle metodologie di tipo Logit e quelle CRSA e DRSA, si è visto 
come la scelta a livello di calibrazione sia meglio rappresentata dall’approccio Rough-set, 
mentre per quanto riguarda la generalizzazione del metodo a dati diversi, i due approcci 
Rough-set hanno dimostrato caratteristiche molto differenti. Infatti, con l’approccio 
classico il peggioramento delle capacità di simulazione è evidente e parecchio al di sotto 
dei modelli Logit, mentre per quanto riguarda l’approccio basato sulla dominanza, i livelli 
non decrescono in modo peggiore rispetto ai modelli Logit nel caso di set di validazione, e 
gli indici si mantengono a livello confrontabile se non superiore rispetto ai modelli Logit. 
Pertanto risulta dimostrato che oltre che applicabile la metodologia Rough-set, e in 
particolare quella basata sull’approccio Dominance-based, può essere impiegata nella 
realizzazione dei modelli di scelta modale e che questo fornisce risultati comparabili a 
quelli delle metodologie classiche, con tutti i vantaggi e svantaggi che tale metodologia 
comporta. Questo è stato appurato tramite delle metodologie obiettive, impiegate nella 
norma per confermare la validità di una qualunque tipologia di modello e quindi il più 
generale possibile. 
In questo ambito sono possibili ulteriori sviluppi nella ricerca, innanzitutto quelli 
relativi alla capacità del metodo di lavorare con data base vaghi e poco significativi, e 
quindi con dati provenienti da rilevazioni meno consistenti dal punto di vista statistico per 
verificare se i Rough-set sono in grado anche di superare i limiti dei metodi di tipo 
statistico relativi alla necessità di avere un’inferenza statistica elevata per fornire risultati 
buoni. Da quanto evidenziato le premesse perché ciò avvenga ci sono, in particolare con 
l’approccio DRSA, che ha fornito i risultati migliori, e per il fatto che sostanzialmente, 
ottenute le regole si ha una sostanziale indipendenza dal numero di oggetti che la generano 
a differenza del metodo classico. Quindi un’applicazione a dei data base più ridotti 
potrebbe fornire risultati soddisfacenti, a meno della significatività statistica degli attributi 
utilizzati, che sono supposti significativi nel modello se utili alla classificazione, ma non 
permettono di indicare se esitano fra loro correlazioni più o meno forti, in special modo 





Concludendo, l’obiettivo del lavoro può essere riassunto come la verifica 
dell’applicabilità della nuova metodologia al problema della scelta modale, la realizzazione 
a tale scopo di una procedura per l’applicazione della metodologia stessa a un caso reale 
per studiarne i risultati e le capacità previsive, e il confronto con delle metodologie 
classiche applicate a questo tipo di problemi, in modo da valutarne i punti di forza e le 
debolezze. Tale obiettivo è stato per quanto elencato pienamente raggiunto, aprendo la 
strada anche nel campo della scelta modale a questo tipo di metodologia. La nuova 
metodologia, ed allo stesso tempo i modelli sviluppati, non vanno considerati come una 
teoria che vada a sostituire le esistenti, quanto una procedura che può, a fianco e in 
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Classical Rough-set Approach: regole del set RS1 
# ModLEM with Entropy 





# classes={BUS, AUTO, MC} 
# Tue Jan 29 11:31:09 2008 
# 32 s 
  
rule 01. (TempiBUS>=18.7584) & (CoccupAUTO<0.5) => (D=BUS) 
[57, 57, 5.77%, 100.00%][57, 0, 0] 
rule 02. (IntTBus>=3.23077) & (TpiediAUTO>=1.58333) & (NumAUTO>=431.5) & 
(CoccupAUTO<0.5) & (TpiediMC<1.2849) => (D=BUS) 
[56, 56, 5.67%, 100.00%][56, 0, 0] 
rule 03. (TpiediBUS>=20.6083) & (TempiBUS>=35.4) & (IntTBus<29) & 
(TempiAUTO<26.237) & (CostoAUTO<0.60629) & (TpiediMC>=0.558334) => 
(D=AUTO) 
[29, 29, 1.44%, 100.00%][0, 29, 0] 
rule 04. (TpiediBUS>=12.4167) & (IntTBus>=10.875) & (TempiAUTO>=10.3322) & 
(CoccupAUTO<1.02247) & (TempiMC<15.0252) => (D=AUTO) 
[23, 23, 1.15%, 100.00%][0, 23, 0] 
rule 05. (TpiediBUS<12.4167) & (IntTBus>=6.875) & (TpiediAUTO<2.30833) & 
(TempiAUTO>=12.3389) & (CoccupAUTO<1.17018) => (D=AUTO) 
[80, 80, 3.98%, 100.00%][0, 80, 0] 
rule 06. (TpiediBUS in [14.325, 18.525)) & (IntTBus>=9.625) & 
(TempiAUTO>=10.452) & (ParklibAUTO>=6.40809) & (NumAUTO>=1439.5) & 
(TpiediMC>=0.625) & (CostoMC<0.410918) => (D=AUTO) 
[29, 29, 1.44%, 100.00%][0, 29, 0] 
rule 07. (IntTBus>=5.10119) & (TempiAUTO<10.452) & (CoccupAUTO<1.13439) & 
(TpiediMC in [0.558334, 0.90625)) => (D=AUTO) 
[78, 78, 3.88%, 100.00%][0, 78, 0] 
rule 08. (TempiAUTO>=8.79615) & (TpiediMC<0.867188) & (CostoMC<0.0557925) => 
(D=AUTO) 
[24, 24, 1.20%, 100.00%][0, 24, 0] 
rule 09. (TpiediBUS<7.80833) & (TempiBUS>=17.825) & (ParklibAUTO>=6.59274) & 
(NumAUTO>=1439.5) & (TpiediMC>=0.725) => (D=AUTO) 
[43, 43, 2.14%, 100.00%][0, 43, 0] 
rule 10. (ParklibAUTO>=6.59274) & (CoccupAUTO in [1.16581, 1.19468)) & 
(TpiediMC>=0.847916) => (D=AUTO) 
[22, 22, 1.10%, 100.00%][0, 22, 0] 
rule 11. (TempiBUS>=31.9917) & (ParklibAUTO>=6.40809) & (NumAUTO<3707.5) & 
(ISTRUZ<0.5) & (CostoMC<0.410918) => (D=AUTO) 
[66, 66, 3.29%, 100.00%][0, 66, 0] 
rule 12. (TpiediBUS<18.2666) & (TempiAUTO>=12.3389) & (TpiediMC in [1.0651, 
1.09584)) => (D=AUTO) 
[20, 20, 1.00%, 100.00%][0, 20, 0] 
rule 13. (TpiediBUS>=16.825) & (ADIABUS>=0.5) => (D=AUTO) 
[32, 32, 1.59%, 100.00%][0, 32, 0] 
rule 14. (TpiediBUS<28.975) & (TempiBUS>=49.7584) => (D=AUTO) 
[100, 100, 4.98%, 100.00%][0, 100, 0] 
rule 15. (TpiediBUS>=13.375) & (TempiBUS>=36.9167) & (TpiediAUTO>=0.658334) & 
(CostoMC>=0.410918) => (D=AUTO) 
[23, 23, 1.15%, 100.00%][0, 23, 0] 




rule 16. (TempiBUS>=9.48334) & (ADIABUS>=0.5) => (D=AUTO) 
[25, 25, 1.25%, 100.00%][0, 25, 0] 
rule 17. (TempiAUTO<39.6657) & (CostoMC>=0.410918) => (D=AUTO) 
[19, 19, 0.95%, 100.00%][0, 19, 0] 
rule 18. (TpiediBUS>=7.90834) & (NumAUTO<431.5) & (CoccupAUTO>=1.46429) => 
(D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0] 
rule 19. (TempiBUS in [2.71667, 3.15834)) => (D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0] 
rule 20. (IntTBus>=20.125) & (TempiAUTO>=49.0568) => (D=AUTO) 
[9, 9, 0.45%, 100.00%][0, 9, 0] 
rule 21. (TpiediBUS<1.33333) & (TpiediAUTO<1.29167) => (D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0] 
rule 22. (TpiediBUS<7.90834) & (NumMC<63) => (D=AUTO) 
[4, 4, 0.20%, 100.00%][0, 4, 0] 
rule 23. (CzonaMC>=0) => (D=MC) 
[5, 5, 1.35%, 100.00%][0, 0, 5] 
 
# Approximate rules 
 
rule 24. (TpiediBUS>=15.6167) & (TpiediAUTO>=0.541667) & (CoccupAUTO>=1.1743) & 
(TpiediMC<1.14688) & (TempiMC<23.5579) & (NumMC>=662) & 
(CostoMC>=0.067485) => (D=BUS) OR (D=AUTO) 
[49, 49, 8.72%, 100.00%][16, 33, 0] 
rule 25. (TpiediBUS<17.8417) & (TempiBUS in [26, 34.0917)) & 
(TpiediAUTO<1.29167) & (CostoAUTO>=0.07666) & (TempiMC<23.2272) & 
(NumMC>=396.5) => (D=BUS) OR (D=AUTO) 
[50, 50, 8.90%, 100.00%][15, 35, 0] 
rule 26. (TempiBUS>=36.5084) & (CoccupAUTO>=1.14782) & (CostoAUTO in [0.47543, 
0.53962)) => (D=BUS) OR (D=AUTO) 
[25, 25, 4.45%, 100.00%][9, 16, 0] 
rule 27. (TempiBUS in [14.175, 16.125)) & (TpiediMC>=0.658334) & (NumMC<91) => 
(D=BUS) OR (D=AUTO) 
[20, 20, 3.56%, 100.00%][12, 8, 0] 
rule 28. (TempiBUS<29.575) & (NumAUTO>=340.5) & (CoccupAUTO>=1.02247) & 
(CostoMC>=0.277913) => (D=BUS) OR (D=AUTO) 
[129, 129, 22.95%, 100.00%][26, 103, 0] 
rule 29. (IntTBus<5.10119) & (CoccupAUTO>=0.5) & (CostoMC in [0.0640725, 
0.07263)) => (D=BUS) OR (D=AUTO) 
[27, 27, 4.80%, 100.00%][18, 9, 0] 
rule 30. (TpiediAUTO<1.30834) & (CoccupAUTO<1.15585) & (CostoAUTO in [0.07347, 
0.08628)) => (D=BUS) OR (D=AUTO) 
[22, 22, 3.91%, 100.00%][4, 18, 0] 
rule 31. (TpiediBUS in [4.61667, 21.9416)) & (TempiAUTO<20.211) & 
(NumAUTO<3707.5) & (CoccupAUTO>=1.20574) & (CostoAUTO>=0.1097) & 
(TpiediMC<1.05885) & (NumMC>=754) => (D=BUS) OR (D=AUTO) 
[36, 36, 6.41%, 100.00%][17, 19, 0] 
rule 32. (TempiBUS>=20.9917) & (TempiAUTO<22.4704) & (NumAUTO<1487.5) & 
(TempiMC in [16.9817, 23.5579)) => (D=BUS) OR (D=AUTO) 
[66, 66, 11.74%, 100.00%][16, 50, 0] 
rule 33. (TempiAUTO in [44.2125, 46.4841)) => (D=BUS) OR (D=AUTO) 
[93, 93, 16.55%, 100.00%][24, 69, 0] 
rule 34. (TempiMC in [23.2272, 23.5579)) => (D=BUS) OR (D=AUTO) 
[17, 17, 3.02%, 100.00%][4, 13, 0] 
rule 35. (TempiBUS>=5.925) & (IntTBus>=3.56034) & (CostoAUTO<0.05015) & 
(TpiediMC in [0.993229, 1.04792)) => (D=BUS) OR (D=AUTO) 
[12, 12, 2.14%, 100.00%][6, 6, 0] 
rule 36. (TempiBUS>=14.325) & (TpiediAUTO>=4.675) & (CoccupAUTO>=0.5) => 
(D=BUS) OR (D=AUTO) 






rule 37. (TempiAUTO>=46.6366) & (NumMC>=1786) => (D=BUS) OR (D=AUTO) 
[12, 12, 2.14%, 100.00%][1, 11, 0] 
rule 38. (IntTBus<11.125) & (TpiediAUTO>=0.858333) & (TempiAUTO>=24.6484) => 
(D=BUS) OR (D=AUTO) 
[15, 15, 2.67%, 100.00%][4, 11, 0] 
rule 39. (TempiBUS<5.78334) & (TempiMC>=5.20236) & (CostoMC<0.03204) => (D=BUS) 
OR (D=AUTO) 
[13, 13, 2.31%, 100.00%][7, 6, 0] 
rule 40. (TempiBUS<18.3417) & (TrasbBUS<0.5) & (CoccupAUTO<0.5) & 
(TempiMC>=6.84787) => (D=BUS) OR (D=MC) 
[144, 144, 74.61%, 100.00%][122, 0, 22] 
rule 41. (TpiediAUTO>=4.51666) & (TempiAUTO<7.26051) & (CoccupAUTO<0.5) => 
(D=BUS) OR (D=MC) 
[34, 34, 17.62%, 100.00%][28, 0, 6] 
rule 42. (NumAUTO<340.5) & (CoccupAUTO<0.5) => (D=BUS) OR (D=MC) 
[31, 31, 16.06%, 100.00%][23, 0, 8] 
rule 43. (CoccupAUTO in [0.5, 1.51085)) & (CostoAUTO>=0.03648) & 
(CostoMC<0.0453) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[267, 267, 17.33%, 100.00%][136, 77, 54] 
rule 44. (TempiBUS>=5.925) & (IntTBus<6.375) & (TempiAUTO>=8.74578) & 
(CoccupAUTO>=0.5) & (TempiMC<11.3462) & (ISTRUZ>=0.5) & 
(CostoMC<0.067275) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[324, 324, 21.03%, 100.00%][184, 67, 73] 
rule 45. (TpiediBUS>=14.175) & (TempiBUS>=2.60834) & (IntTBus<10.875) & 
(CoccupAUTO>=1.26694) & (TempiMC<20.6688) & (ISTRUZ>=0.5) => (D=BUS) 
OR (D=AUTO) OR (D=MC) 
[150, 150, 9.73%, 100.00%][25, 103, 22] 
rule 46. (TempiBUS in [17.9334, 23.9375)) & (TpiediAUTO>=0.358333) & 
(TempiAUTO>=10.8904) & (CoccupAUTO>=1.16879) & (TempiMC<25.9543) & 
(ISTRUZ>=0.5) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[87, 87, 5.65%, 100.00%][21, 49, 17] 
rule 47. (TempiAUTO>=10.8904) & (TpiediMC in [0.758333, 0.791667)) => (D=BUS) 
OR (D=AUTO) OR (D=MC) 
[31, 31, 2.01%, 100.00%][8, 13, 10] 
rule 48. (TpiediAUTO>=0.525) & (NumAUTO<6159.5) & (TempiMC<28.551) & 
(CostoMC>=0.179295) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[47, 47, 3.05%, 100.00%][10, 30, 7] 
rule 49. (TpiediBUS<20.55) & (IntTBus<17.125) & (TpiediAUTO<0.525) & 
(NumAUTO<6159.5) & (CoccupAUTO<1.24305) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[30, 30, 1.95%, 100.00%][4, 24, 2] 
rule 50. (TempiBUS>=30.4333) & (TempiAUTO<42.4326) & (NumAUTO in [1422, 
2324.5)) & (ISTRUZ>=0.5) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[40, 40, 2.60%, 100.00%][7, 27, 6] 
rule 51. (TpiediBUS>=6.95) & (TpiediMC in [1.02396, 1.04792)) & (ISTRUZ>=0.5) 
=> (D=BUS) OR (D=AUTO) OR (D=MC) 
[62, 62, 4.02%, 100.00%][29, 23, 10] 
rule 52. (TempiBUS<20.0167) & (TpiediAUTO>=2.15) & (ParklibAUTO>=6.95985) & 
(NumAUTO<1439.5) & (CoccupAUTO>=0.5) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[148, 148, 9.60%, 100.00%][75, 40, 33] 
rule 53. (TpiediBUS>=19.2417) & (NumAUTO>=6159.5) & (CostoAUTO<0.20376) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[67, 67, 4.35%, 100.00%][7, 57, 3] 
rule 54. (IntTBus>=4.81687) & (CostoAUTO in [0.10632, 0.1097)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[41, 41, 2.66%, 100.00%][4, 34, 3] 
rule 55. (TpiediBUS>=3.98333) & (TempiAUTO<5.59169) & (ISTRUZ>=0.5) => (D=BUS) 
OR (D=AUTO) OR (D=MC) 
[193, 193, 12.52%, 100.00%][87, 68, 38] 




rule 56. (TpiediAUTO<0.358333) & (TempiAUTO>=18.1816) & (CostoAUTO<0.32911) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[196, 196, 12.72%, 100.00%][17, 167, 12] 
rule 57. (ParklibAUTO<6.59274) & (NumAUTO>=6159.5) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[57, 57, 3.70%, 100.00%][17, 33, 7] 
rule 58. (TpiediBUS in [9.375, 10.15)) & (TempiBUS>=10.7083) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[69, 69, 4.48%, 100.00%][26, 28, 15] 
rule 59. (TpiediBUS>=29.6667) & (TempiBUS<27.7) & (NumAUTO>=1859.5) => (D=BUS) 
OR (D=AUTO) OR (D=MC) 
[135, 135, 8.76%, 100.00%][9, 118, 8] 
rule 60. (TpiediBUS in [21.6333, 23.5583)) & (TpiediAUTO<0.525) & 
(CoccupAUTO>=1.15361) & (CzonaAUTO>=0.5) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[36, 36, 2.34%, 100.00%][10, 22, 4] 
rule 61. (TempiMC>=7.33191) & (CostoMC<0.0420075) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[8, 8, 0.52%, 100.00%][5, 1, 2] 
rule 62. (TpiediBUS in [13.4416, 16.775)) & (CostoAUTO<0.02893) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[29, 29, 1.88%, 100.00%][6, 13, 10] 
rule 63. (TpiediBUS in [18.925, 20.9333)) & (IntTBus in [5.75, 19.75)) & 
(CostoAUTO>=0.11032) & (CostoMC<0.22719) => (D=AUTO) OR (D=MC) 
[39, 39, 8.80%, 100.00%][0, 31, 8] 
rule 64. (TpiediBUS>=10.2583) & (TempiBUS>=2.60834) & (IntTBus<19.75) & 
(TempiAUTO<8.74578) & (NumAUTO>=1066.5) & (CostoMC>=0.040065) => 
(D=AUTO) OR (D=MC) 
[33, 33, 7.45%, 100.00%][0, 28, 5] 
rule 65. (TempiBUS>=35.4) & (IntTBus>=19.75) & (TempiAUTO>=23.4614) & 
(NumAUTO>=1950) & (CostoAUTO>=0.391544) => (D=AUTO) OR (D=MC) 
[86, 86, 19.41%, 100.00%][0, 78, 8] 
rule 66. (TpiediBUS>=20.55) & (TempiBUS>=17.1416) & (IntTBus>=9.875) & 
(TempiAUTO in [17.4034, 18.9005)) => (D=AUTO) OR (D=MC) 
[37, 37, 8.35%, 100.00%][0, 30, 7] 
rule 67. (TpiediBUS>=13.9667) & (ParklibAUTO>=7.75922) & (NumAUTO>=227.5) & 
(CzonaMC>=1) & (CostoMC>=0.078225) => (D=AUTO) OR (D=MC) 
[24, 24, 5.42%, 100.00%][0, 19, 5] 
rule 68. (TpiediBUS>=13.9084) & (TempiBUS<30.9167) & (IntTBus in [19.75, 
28.375)) & (NumAUTO>=227.5) & (CoccupAUTO<1.4383) & (CostoMC<0.117518) 
=> (D=AUTO) OR (D=MC) 
[13, 13, 2.93%, 100.00%][0, 10, 3] 
rule 69. (TempiBUS<19.7417) & (IntTBus>=2.78805) & (TempiAUTO>=12.3389) & 
(ParkpagAUTO>=4.5272) & (CoccupAUTO<1.22416) => (D=AUTO) OR (D=MC) 
[17, 17, 3.84%, 100.00%][0, 12, 5] 
rule 70. (TempiBUS>=15.6667) & (TempiAUTO<12.4302) & (NumAUTO<2220.5) & 
(CoccupAUTO>=1.42028) & (TpiediMC<1.15625) => (D=AUTO) OR (D=MC) 
[27, 27, 6.09%, 100.00%][0, 21, 6] 
rule 71. (TempiBUS<26) & (CostoAUTO in [0.18382, 0.283582)) => (D=AUTO) OR 
(D=MC) 
[25, 25, 5.64%, 100.00%][0, 20, 5] 
rule 72. (TempiBUS<2.60834) & (CoccupAUTO>=1.17271) & (CostoAUTO>=0.02943) => 
(D=AUTO) OR (D=MC) 
[27, 27, 6.09%, 100.00%][0, 16, 11] 
rule 73. (TrasbBUS>=0.5) & (TpiediAUTO>=1.95833) & (CoccupAUTO>=1.17271) & 
(TpiediMC<1.05208) => (D=AUTO) OR (D=MC) 
[12, 12, 2.71%, 100.00%][0, 10, 2] 
rule 74. (IntTBus in [51, 61.25)) => (D=AUTO) OR (D=MC) 






rule 75. (TpiediBUS in [11.5084, 12.875)) & (NumAUTO<227.5) => (D=AUTO) OR 
(D=MC) 
[30, 30, 6.77%, 100.00%][0, 24, 6] 
rule 76. (NumAUTO>=4386) & (CoccupAUTO>=1.79435) => (D=AUTO) OR (D=MC) 
[13, 13, 2.93%, 100.00%][0, 6, 7] 
rule 77. (TempiBUS>=27.5) & (IntTBus>=11.125) & (TpiediAUTO>=0.816666) & 
(TempiAUTO>=31.7183) & (NumAUTO<4239.5) & (TpiediMC<0.917188) => 
(D=AUTO) OR (D=MC) 
[18, 18, 4.06%, 100.00%][0, 15, 3] 
rule 78. (TpiediAUTO<1.49167) & (TempiAUTO<6.92215) & (NumAUTO<195) => (D=AUTO) 
OR (D=MC) 
[35, 35, 7.90%, 100.00%][0, 29, 6] 
rule 79. (TempiBUS in [1.80834, 1.90834)) => (D=AUTO) OR (D=MC) 
[6, 6, 1.35%, 100.00%][0, 5, 1] 
Classical Rough-set Approach: regole del set RS2 
# ModLEM with Entropy 





# classes={BUS, AUTO, MC} 
# Tue Sep 05 08:34:59 2006 
# 23 s 
  
rule 01. (TempiBUS>=18.7584) & (CoccupAUTO<0.5) => (D=BUS) 
[57, 57, 5.77%, 100.00%][57, 0, 0]  
rule 02. (TpiediBUS<7.475) & (IntTBus>=3.23077) & (TpiediAUTO>=1.58333) & 
(CoccupAUTO<0.5) & (TpiediMC<1.2849) => (D=BUS) 
[42, 42, 4.25%, 100.00%][42, 0, 0]  
rule 03. (TpiediBUS>=6.95) & (IntTBus>=5.10119) & (CoccupAUTO<0.5) => (D=BUS) 
[22, 22, 2.23%, 100.00%][22, 0, 0]  
rule 04. (TpiediBUS in [21.25, 22.8584)) & (TempiBUS>=34.1334) & 
(CostoAUTO<0.60629) & (TpiediMC>=0.558334) => (D=AUTO) 
[29, 29, 1.44%, 100.00%][0, 29, 0]  
rule 05. (TempiBUS<49.7584) & (IntTBus>=20.125) & (CostoAUTO>=0.43176) & 
(TpiediMC<0.658334) => (D=AUTO) 
[30, 30, 1.49%, 100.00%][0, 30, 0]  
rule 06. (TpiediBUS<8.99167) & (IntTBus>=6.875) & (TrasbBUS>=0.5) & 
(CostoAUTO<0.11067) => (D=AUTO) 
[42, 42, 2.09%, 100.00%][0, 42, 0]  
rule 07. (IntTBus>=11.125) & (TpiediAUTO>=0.641667) & (CostoAUTO in [0.07011, 
0.11067)) => (D=AUTO) 
[42, 42, 2.09%, 100.00%][0, 42, 0]  
rule 08. (TpiediBUS<18.2666) & (TempiAUTO>=19.0575) & (CoccupAUTO<1.20493) & 
(TpiediMC>=0.641667) & (CostoMC<0.190853) => (D=AUTO) 
[63, 63, 3.14%, 100.00%][0, 63, 0]  
rule 09. (TpiediBUS<25.625) & (IntTBus>=20.125) & (TempiAUTO<17.7439) & 
(CoccupAUTO<1.13439) => (D=AUTO) 
[80, 80, 3.98%, 100.00%][0, 80, 0]  
rule 10. (IntTBus>=5.3757) & (TpiediAUTO>=1.275) & (TpiediMC<0.90625) & 
(CostoMC<0.06885) => (D=AUTO) 
[34, 34, 1.69%, 100.00%][0, 34, 0]  




rule 11. (IntTBus in [13.625, 15.125)) & (TpiediAUTO in [0.875, 1.05834)) => 
(D=AUTO) 
[16, 16, 0.80%, 100.00%][0, 16, 0]  
rule 12. (TpiediBUS>=10.35) & (CostoAUTO in [0.04627, 0.07114)) & 
(TpiediMC<0.725) => (D=AUTO) 
[30, 30, 1.49%, 100.00%][0, 30, 0]  
rule 13. (TempiBUS>=34.4417) & (TpiediAUTO>=0.841666) & (CostoMC<0.152828) => 
(D=AUTO) 
[19, 19, 0.95%, 100.00%][0, 19, 0]  
rule 14. (TpiediBUS<28.975) & (TempiBUS>=49.7584) => (D=AUTO) 
[100, 100, 4.98%, 100.00%][0, 100, 0]  
rule 15. (TempiAUTO>=12.3389) & (CostoAUTO<0.07114) => (D=AUTO) 
[13, 13, 0.65%, 100.00%][0, 13, 0]  
rule 16. (TpiediBUS<20.7417) & (TpiediAUTO<0.441667) => (D=AUTO) 
[14, 14, 0.70%, 100.00%][0, 14, 0]  
rule 17. (TrasbBUS<0.5) & (TpiediAUTO>=1.20833) & (CoccupAUTO>=2.04057) => 
(D=AUTO) 
[10, 10, 0.50%, 100.00%][0, 10, 0]  
rule 18. (TpiediBUS<14.6667) & (TpiediAUTO>=0.658334) & (CostoAUTO<0.60629) & 
(CostoMC>=0.39069) => (D=AUTO) 
[26, 26, 1.29%, 100.00%][0, 26, 0]  
rule 19. (TpiediBUS<7.74167) & (ParklibAUTO>=6.53016) & (ParkpagAUTO>=6.18311) 
=> (D=AUTO) 
[13, 13, 0.65%, 100.00%][0, 13, 0]  
rule 20. (TpiediBUS>=18.075) & (TempiBUS<1.4) => (D=AUTO) 
[10, 10, 0.50%, 100.00%][0, 10, 0]  
rule 21. (CoccupAUTO>=1.41304) & (CostoMC>=0.44121) => (D=AUTO) 
[12, 12, 0.60%, 100.00%][0, 12, 0]  
rule 22. (TempiMC<0.907585) => (D=AUTO) 
[16, 16, 0.80%, 100.00%][0, 16, 0]  
rule 23. (TpiediBUS<1.33333) & (TpiediAUTO<1.29167) => (D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0]  
rule 24. (TpiediMC>=1.85677) => (D=MC) 
[5, 5, 1.35%, 100.00%][0, 0, 5]  
 
# Approximate rules 
 
rule 25. (TpiediBUS<20.4334) & (TempiBUS>=10.875) & (TrasbBUS<0.5) & 
(TempiAUTO>=13.9405) & (CostoAUTO<0.16702) & (CostoMC>=0.0747525) => 
(D=BUS) OR (D=AUTO) 
[30, 30, 5.34%, 100.00%][9, 21, 0]  
rule 26. (TempiBUS in [14.175, 15.6667)) & (CostoMC in [0.067485, 0.108068)) => 
(D=BUS) OR (D=AUTO) 
[30, 30, 5.34%, 100.00%][18, 12, 0]  
rule 27. (TempiBUS in [23.9375, 34.0917)) & (CostoAUTO>=0.16702) & 
(TempiMC<21.4411) => (D=BUS) OR (D=AUTO) 
[58, 58, 10.32%, 100.00%][14, 44, 0] 
rule 28. (TpiediBUS<19.2) & (IntTBus<16) & (ParkpagAUTO<5.48272) & 
(CostoAUTO>=0.47543) & (CostoMC>=0.277913) => (D=BUS) OR (D=AUTO) 
[71, 71, 12.63%, 100.00%][25, 46, 0] 
rule 29. (TpiediBUS in [6.06667, 7.85834)) & (IntTBus>=4.625) & 
(ParklibAUTO>=7.75922) & (CoccupAUTO>=1.16771) => (D=BUS) OR (D=AUTO) 
[27, 27, 4.80%, 100.00%][9, 18, 0]  
rule 30. (TempiBUS<29.575) & (CoccupAUTO in [1.12472, 1.52366)) & 
(CostoMC>=0.277913) => (D=BUS) OR (D=AUTO) 
[137, 137, 24.38%, 100.00%][31, 106, 0]  
rule 31. (TpiediBUS>=18.075) & (TempiAUTO>=9.7283) & (CoccupAUTO in [1.16771, 
1.31068)) & (TpiediMC<1.01302) & (TempiMC<23.5579) => (D=BUS) OR 
(D=AUTO) 






rule 32. (IntTBus in [2.08824, 4.625)) & (TpiediAUTO in [1.025, 1.81667)) & 
(ParklibAUTO>=6.53016) & (CoccupAUTO<1.20663) => (D=BUS) OR (D=AUTO) 
[24, 24, 4.27%, 100.00%][13, 11, 0]  
rule 33. (TpiediBUS in [10.7417, 18.0333)) & (TempiBUS in [23.9375, 26.8833)) & 
(CostoAUTO>=0.07383) => (D=BUS) OR (D=AUTO) 
[49, 49, 8.72%, 100.00%][12, 37, 0]  
rule 34. (TpiediBUS>=4.61667) & (TpiediAUTO<1.00834) & (CoccupAUTO>=1.31068) & 
(CostoAUTO>=0.1097) & (CostoMC<0.111248) => (D=BUS) OR (D=AUTO) 
[32, 32, 5.69%, 100.00%][11, 21, 0]  
rule 35. (IntTBus<4.125) & (ParkpagAUTO>=6.09354) & (CoccupAUTO>=1.30278) => 
(D=BUS) OR (D=AUTO) 
[26, 26, 4.63%, 100.00%][17, 9, 0]  
rule 36. (TempiAUTO in [44.2125, 46.4841)) => (D=BUS) OR (D=AUTO) 
[93, 93, 16.55%, 100.00%][24, 69, 0] 
rule 37. (TpiediAUTO>=0.541667) & (TempiAUTO>=48.5346) & (CoccupAUTO<1.26694) 
=> (D=BUS) OR (D=AUTO) 
[22, 22, 3.91%, 100.00%][4, 18, 0]  
rule 38. (TpiediBUS>=12.1417) & (TempiBUS>=20.4722) & (TpiediAUTO>=1.025) & 
(CoccupAUTO<1.02247) => (D=BUS) OR (D=AUTO) 
[12, 12, 2.14%, 100.00%][6, 6, 0]  
rule 39. (TpiediBUS<3.65834) & (CoccupAUTO>=1.02247) => (D=BUS) OR (D=AUTO) 
[16, 16, 2.85%, 100.00%][2, 14, 0]  
rule 40. (TpiediBUS>=12.875) & (TpiediAUTO>=0.583333) & (TpiediMC<0.558334) => 
(D=BUS) OR (D=AUTO) 
[13, 13, 2.31%, 100.00%][2, 11, 0]  
rule 41. (TempiBUS<18.3417) & (TrasbBUS<0.5) & (CoccupAUTO<0.5) & 
(TempiMC>=6.84787) => (D=BUS) OR (D=MC) 
[144, 144, 74.61%, 100.00%][122, 0, 22]  
rule 42. (TpiediAUTO>=4.51666) & (TempiAUTO<7.26051) & (CoccupAUTO<0.5) => 
(D=BUS) OR (D=MC) 
[34, 34, 17.62%, 100.00%][28, 0, 6]  
rule 43. (TpiediBUS<8.68333) & (CoccupAUTO<0.5) & (CostoAUTO<0.03936) => 
(D=BUS) OR (D=MC) 
[34, 34, 17.62%, 100.00%][27, 0, 7]  
rule 44. (CoccupAUTO in [0.5, 1.53935)) & (TpiediMC>=0.791667) & 
(CostoMC<0.0453) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[363, 363, 23.56%, 100.00%][184, 105, 74]  
rule 45. (TpiediBUS>=3.98333) & (IntTBus<6.375) & (TempiAUTO>=8.74578) & 
(CoccupAUTO>=0.5) & (TpiediMC>=0.791667) & (TempiMC<11.3462) & 
(CostoMC<0.067275) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[324, 324, 21.03%, 100.00%][184, 67, 73]  
rule 46. (TpiediAUTO<1.74167) & (CoccupAUTO>=1.41304) & (TempiMC<6.35045) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[47, 47, 3.05%, 100.00%][15, 24, 8]  
rule 47. (TpiediBUS>=9.2) & (IntTBus<20.125) & (CoccupAUTO in [1.26694, 
1.42028)) & (CostoMC in [0.0712425, 0.277913)) => (D=BUS) OR (D=AUTO) 
OR (D=MC) 
[156, 156, 10.12%, 100.00%][39, 100, 17]  
rule 48. (TpiediBUS>=5.725) & (TempiBUS>=16.125) & (IntTBus<10.875) & 
(TpiediAUTO>=1.30834) & (CoccupAUTO>=0.5) & (CostoMC>=0.07329) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[83, 83, 5.39%, 100.00%][15, 48, 20] 
rule 49. (TempiBUS in [39.6583, 45.3167)) & (IntTBus in [11.5, 26.125)) & 
(TpiediAUTO<0.583333) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[42, 42, 2.73%, 100.00%][4, 36, 2]  
rule 50. (TempiBUS in [9.09167, 21.3584)) & (IntTBus<20.125) & 
(TempiAUTO<17.0977) & (TempiMC>=14.133) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[76, 76, 4.93%, 100.00%][11, 59, 6]  




rule 51. (TpiediBUS<9.725) & (CostoAUTO in [0.0657, 0.07011)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[44, 44, 2.86%, 100.00%][16, 23, 5]  
rule 52. (TrasbBUS<0.5) & (TpiediMC>=0.608333) & (TempiMC<46.3515) & 
(CostoMC>=0.194138) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[80, 80, 5.19%, 100.00%][25, 47, 8]  
rule 53. (TpiediAUTO<0.358333) & (TempiAUTO>=18.1816) & (CostoAUTO<0.32911) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[196, 196, 12.72%, 100.00%][17, 167, 12]  
rule 54. (TempiBUS in [5.96666, 15.4416)) & (CoccupAUTO>=1.19757) & 
(CostoMC<0.0420075) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[153, 153, 9.93%, 100.00%][54, 67, 32]  
rule 55. (TempiBUS<12.625) & (CostoAUTO in [0.13501, 0.32981)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[22, 22, 1.43%, 100.00%][5, 14, 3]  
rule 56. (TempiBUS in [4.675, 5.50834)) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[72, 72, 4.67%, 100.00%][17, 42, 13] 
rule 57. (TpiediBUS>=11.1583) & (ParklibAUTO>=6.85994) & (ParkpagAUTO>=4.97435) 
=> (D=BUS) OR (D=AUTO) OR (D=MC) 
[18, 18, 1.17%, 100.00%][2, 9, 7]  
rule 58. (TpiediMC<0.658334) & (TempiMC in [26.3017, 28.551)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[40, 40, 2.60%, 100.00%][7, 27, 6]  
rule 59. (TpiediBUS>=3.275) & (TempiBUS<3.15834) & (CostoMC>=0.041895) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[21, 21, 1.36%, 100.00%][6, 12, 3]  
rule 60. (TpiediBUS<8.44167) & (TpiediAUTO>=2.30833) & (CoccupAUTO>=1.80874) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[51, 51, 3.31%, 100.00%][32, 9, 10]  
rule 61. (ParklibAUTO>=6.85994) & (ParkpagAUTO>=4.97435) & (CostoMC<0.0485925) 
=> (D=BUS) OR (D=AUTO) OR (D=MC) 
[33, 33, 2.14%, 100.00%][15, 7, 11]  
rule 62. (TpiediBUS in [18.925, 20.9333)) & (IntTBus in [5.75, 19.75)) & 
(CostoAUTO>=0.11032) & (CostoMC<0.22719) => (D=AUTO) OR (D=MC) 
[39, 39, 8.80%, 100.00%][0, 31, 8]  
rule 63. (IntTBus in [9.875, 19.75)) & (TpiediAUTO<1.275) & (CostoMC in 
[0.0338025, 0.0624075)) => (D=AUTO) OR (D=MC) 
[56, 56, 12.64%, 100.00%][0, 43, 13] 
rule 64. (TempiBUS>=35.4) & (IntTBus>=19.75) & (CoccupAUTO<1.20574) & 
(CostoAUTO>=0.391544) => (D=AUTO) OR (D=MC) 
[72, 72, 16.25%, 100.00%][0, 66, 6]  
rule 65. (TpiediBUS<15.7417) & (TempiBUS>=2.60834) & (IntTBus<11.5) & 
(TpiediAUTO<0.858333) & (CoccupAUTO<1.22416) & (CostoAUTO<0.500732) => 
(D=AUTO) OR (D=MC) 
[12, 12, 2.71%, 100.00%][0, 10, 2]  
rule 66. (TrasbBUS>=0.5) & (CoccupAUTO in [1.19914, 1.25257)) & (TpiediMC in 
[0.864583, 1.05052)) & (TempiMC>=8.06204) => (D=AUTO) OR (D=MC) 
[33, 33, 7.45%, 100.00%][0, 28, 5]  
rule 67. (TempiBUS>=17.4333) & (TempiAUTO<12.4302) & (CoccupAUTO in [1.49377, 
2.04057)) & (TpiediMC<1.15625) => (D=AUTO) OR (D=MC) 
[27, 27, 6.09%, 100.00%][0, 21, 6]  
rule 68. (TpiediBUS>=23.5583) & (TempiBUS>=13.2083) & (IntTBus>=22.375) & 
(TrasbBUS<0.5) & (TpiediMC<0.608333) => (D=AUTO) OR (D=MC) 
[20, 20, 4.51%, 100.00%][0, 17, 3]  
rule 69. (TempiBUS in [21.9166, 22.1)) => (D=AUTO) OR (D=MC) 
[7, 7, 1.58%, 100.00%][0, 6, 1]  
rule 70. (TempiBUS<13.425) & (TrasbBUS>=0.5) & (TpiediAUTO in [2.34166, 
4.79167)) => (D=AUTO) OR (D=MC) 






rule 71. (IntTBus>=20.875) & (TpiediAUTO in [0.391667, 0.475)) & 
(TpiediMC<0.872917) => (D=AUTO) OR (D=MC) 
[61, 61, 13.77%, 100.00%][0, 52, 9]  
rule 72. (IntTBus in [19.75, 22.75)) & (TempiAUTO>=23.1076) & 
(CostoMC<0.181515) => (D=AUTO) OR (D=MC) 
[9, 9, 2.03%, 100.00%][0, 6, 3]  
rule 73. (TempiBUS>=18.575) & (IntTBus>=6.375) & (CoccupAUTO>=1.59033) & 
(CostoMC<0.181515) => (D=AUTO) OR (D=MC) 
[14, 14, 3.16%, 100.00%][0, 10, 4]  
rule 74. (TempiBUS<1.66667) & (TempiAUTO<7.42611) & (CoccupAUTO<1.42081) => 
(D=AUTO) OR (D=MC) 
[22, 22, 4.97%, 100.00%][0, 16, 6]  
rule 75. (TpiediBUS>=20.55) & (TempiBUS>=18.525) & (TempiMC<12.4963) => 
(D=AUTO) OR (D=MC) 
[15, 15, 3.39%, 100.00%][0, 12, 3]  
rule 76. (TpiediBUS>=28.975) & (TempiBUS>=58.8417) => (D=AUTO) OR (D=MC) 
[14, 14, 3.16%, 100.00%][0, 12, 2]  
rule 77. (TempiBUS<2.60834) & (CoccupAUTO>=1.83596) => (D=AUTO) OR (D=MC) 
[18, 18, 4.06%, 100.00%][0, 11, 7]  
rule 78. (TpiediBUS<12.875) & (TempiBUS>=39.3333) & (CoccupAUTO<1.02247) => 
(D=AUTO) OR (D=MC) 
[5, 5, 1.13%, 100.00%][0, 4, 1]  
rule 79. (TpiediAUTO>=2.63333) & (TpiediMC<0.951562) => (D=AUTO) OR (D=MC) 
[5, 5, 1.13%, 100.00%][0, 4, 1]  
Classical Rough-set Approach: regole del set RS3 
# ModLEM with Entropy 





# classes={BUS, AUTO, MC} 
# Fri Apr 01 10:45:19 2005 
# 23 s 
  
rule 01. (TempiBUS>=18.7584) & (CoccupAUTO<0.5) => (D=BUS) 
[57, 57, 5.77%, 100.00%][57, 0, 0]  
rule 02. (TpiediBUS<7.475) & (IntTBus>=3.23077) & (TpiediAUTO>=1.58333) & 
(CoccupAUTO<0.5) & (TpiediMC<1.2849) => (D=BUS) 
[42, 42, 4.25%, 100.00%][42, 0, 0]  
rule 03. (TpiediBUS>=6.95) & (IntTBus>=5.10119) & (CoccupAUTO<0.5) => (D=BUS) 
[22, 22, 2.23%, 100.00%][22, 0, 0]  
rule 04. (TpiediBUS in [21.25, 22.8584)) & (TempiBUS>=34.1334) & 
(CostoAUTO<0.60629) & (TpiediMC>=0.558334) => (D=AUTO) 
[29, 29, 1.44%, 100.00%][0, 29, 0]  
rule 05. (TempiBUS<49.7584) & (IntTBus>=20.125) & (CostoAUTO>=0.43176) & 
(TpiediMC<0.658334) => (D=AUTO) 
[30, 30, 1.49%, 100.00%][0, 30, 0]  
rule 06. (TpiediBUS<8.99167) & (IntTBus>=6.875) & (TrasbBUS>=0.5) & 
(CostoAUTO<0.11067) => (D=AUTO) 
[42, 42, 2.09%, 100.00%][0, 42, 0]  




rule 07. (IntTBus>=11.125) & (TpiediAUTO>=0.641667) & (CostoAUTO in [0.07011, 
0.11067)) => (D=AUTO) 
[42, 42, 2.09%, 100.00%][0, 42, 0]  
rule 08. (TpiediBUS<18.2666) & (TempiAUTO>=19.0575) & (CoccupAUTO<1.20493) & 
(TpiediMC>=0.641667) & (CostoMC<0.190853) => (D=AUTO) 
[63, 63, 3.14%, 100.00%][0, 63, 0]  
rule 09. (TpiediBUS<25.625) & (IntTBus>=20.125) & (TempiAUTO<17.7439) & 
(CoccupAUTO<1.13439) => (D=AUTO) 
[80, 80, 3.98%, 100.00%][0, 80, 0]  
rule 10. (IntTBus>=5.3757) & (TpiediAUTO>=1.275) & (TpiediMC<0.90625) & 
(CostoMC<0.06885) => (D=AUTO) 
[34, 34, 1.69%, 100.00%][0, 34, 0]  
rule 11. (IntTBus in [13.625, 15.125)) & (TpiediAUTO in [0.875, 1.05834)) => 
(D=AUTO) 
[16, 16, 0.80%, 100.00%][0, 16, 0]  
rule 12. (TpiediBUS>=10.35) & (CostoAUTO in [0.04627, 0.07114)) & 
(TpiediMC<0.725) => (D=AUTO) 
[30, 30, 1.49%, 100.00%][0, 30, 0]  
rule 13. (TempiBUS>=34.4417) & (TpiediAUTO>=0.841666) & (CostoMC<0.152828) => 
(D=AUTO) 
[19, 19, 0.95%, 100.00%][0, 19, 0]  
rule 14. (TpiediBUS<28.975) & (TempiBUS>=49.7584) => (D=AUTO) 
[100, 100, 4.98%, 100.00%][0, 100, 0]  
rule 15. (TempiAUTO>=12.3389) & (CostoAUTO<0.07114) => (D=AUTO) 
[13, 13, 0.65%, 100.00%][0, 13, 0]  
rule 16. (TpiediBUS<20.7417) & (TpiediAUTO<0.441667) => (D=AUTO) 
[14, 14, 0.70%, 100.00%][0, 14, 0]  
rule 17. (TrasbBUS<0.5) & (TpiediAUTO>=1.20833) & (CoccupAUTO>=2.04057) => 
(D=AUTO) 
[10, 10, 0.50%, 100.00%][0, 10, 0]  
rule 18. (TpiediBUS<14.6667) & (TpiediAUTO>=0.658334) & (CostoAUTO<0.60629) & 
(CostoMC>=0.39069) => (D=AUTO) 
[26, 26, 1.29%, 100.00%][0, 26, 0]  
rule 19. (CoccupAUTO>=1.41304) & (CostoMC>=0.44121) => (D=AUTO) 
[12, 12, 0.60%, 100.00%][0, 12, 0]  
rule 20. (TpiediBUS>=18.075) & (TempiBUS<1.4) => (D=AUTO) 
[10, 10, 0.50%, 100.00%][0, 10, 0]  
rule 21. (CostoAUTO in [0.05015, 0.05151)) => (D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0]  
rule 22. (TempiMC<0.907585) => (D=AUTO) 
[16, 16, 0.80%, 100.00%][0, 16, 0]  
rule 23. (TpiediBUS<1.33333) & (TpiediAUTO<1.29167) => (D=AUTO) 
[5, 5, 0.25%, 100.00%][0, 5, 0]  
rule 24. (TpiediMC>=1.85677) => (D=MC) 
[5, 5, 1.35%, 100.00%][0, 0, 5]  
 
# Approximate rules 
 
rule 25. (TempiBUS in [26, 34.0917)) & (IntTBus<19.75) & (TrasbBUS>=0.5) & 
(TpiediAUTO<1.30834) & (TempiMC<23.5579) => (D=BUS) OR (D=AUTO) 
[77, 77, 13.70%, 100.00%][17, 60, 0] 
rule 26. (TpiediBUS<19.2) & (IntTBus<16) & (CostoAUTO>=0.47543) & 
(TempiMC>=45.4709) => (D=BUS) OR (D=AUTO) 
[71, 71, 12.63%, 100.00%][25, 46, 0] 
rule 27. (TempiBUS in [9.44167, 17.3417)) & (TpiediAUTO<1.30834) & 
(TpiediMC>=0.591666) & (CostoMC>=0.06792) => (D=BUS) OR (D=AUTO) 
[57, 57, 10.14%, 100.00%][20, 37, 0] 
rule 28. (TempiBUS in [20.4722, 27.375)) & (TpiediAUTO>=0.425) & (TempiAUTO in 
[13.9405, 22.4704)) & (CostoMC>=0.097965) => (D=BUS) OR (D=AUTO) 






rule 29. (TempiBUS<29.575) & (CoccupAUTO in [1.12472, 1.52366)) & 
(CostoMC>=0.277913) => (D=BUS) OR (D=AUTO) 
[137, 137, 24.38%, 100.00%][31, 106, 0]  
rule 30. (TempiBUS>=14.175) & (TrasbBUS<0.5) & (TpiediAUTO>=1.79167) & 
(CoccupAUTO>=0.5) & (CostoAUTO<0.496493) => (D=BUS) OR (D=AUTO) 
[39, 39, 6.94%, 100.00%][21, 18, 0]  
rule 31. (TempiAUTO<7.83432) & (CostoMC in [0.0423975, 0.04551)) => (D=BUS) OR 
(D=AUTO) 
[25, 25, 4.45%, 100.00%][19, 6, 0]  
rule 32. (TempiBUS>=24.8916) & (IntTBus<11.125) & (CostoAUTO<0.09771) => 
(D=BUS) OR (D=AUTO) 
[29, 29, 5.16%, 100.00%][4, 25, 0]  
rule 33. (IntTBus<11.125) & (CostoAUTO>=0.20376) & (TempiMC in [21.1934, 
23.5579)) => (D=BUS) OR (D=AUTO) 
[36, 36, 6.41%, 100.00%][10, 26, 0]  
rule 34. (TempiAUTO in [44.2125, 46.4841)) => (D=BUS) OR (D=AUTO) 
[93, 93, 16.55%, 100.00%][24, 69, 0] 
rule 35. (TpiediBUS>=6.06667) & (TempiBUS<5.96666) & (CostoAUTO in [0.02919, 
0.06923)) & (TempiMC<5.85045) => (D=BUS) OR (D=AUTO) 
[19, 19, 3.38%, 100.00%][8, 11, 0]  
rule 36. (TpiediAUTO>=0.541667) & (TempiAUTO>=48.5346) & (CoccupAUTO<1.26694) 
=> (D=BUS) OR (D=AUTO) 
[22, 22, 3.91%, 100.00%][4, 18, 0]  
rule 37. (TpiediBUS>=4.61667) & (CoccupAUTO<1.02247) & (TpiediMC in [0.951562, 
1.00156)) => (D=BUS) OR (D=AUTO) 
[14, 14, 2.49%, 100.00%][8, 6, 0]  
rule 38. (TempiBUS>=8.70833) & (IntTBus<3.56034) & (TpiediMC<0.791667) => 
(D=BUS) OR (D=AUTO) 
[5, 5, 0.89%, 100.00%][1, 4, 0]  
rule 39. (TempiBUS<18.3417) & (TrasbBUS<0.5) & (CoccupAUTO<0.5) & 
(TempiMC>=6.84787) => (D=BUS) OR (D=MC) 
[144, 144, 74.61%, 100.00%][122, 0, 22]  
rule 40. (TpiediAUTO>=4.51666) & (TempiAUTO<7.26051) & (CoccupAUTO<0.5) => 
(D=BUS) OR (D=MC) 
[34, 34, 17.62%, 100.00%][28, 0, 6]  
rule 41. (TpiediBUS<8.68333) & (CoccupAUTO<0.5) & (CostoAUTO<0.03936) => 
(D=BUS) OR (D=MC) 
[34, 34, 17.62%, 100.00%][27, 0, 7]  
rule 42. (CoccupAUTO in [0.5, 1.53935)) & (TpiediMC>=0.791667) & 
(CostoMC<0.0453) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[363, 363, 23.56%, 100.00%][184, 105, 74]  
rule 43. (TpiediBUS>=3.98333) & (IntTBus<6.375) & (TempiAUTO>=8.74578) & 
(CoccupAUTO>=0.5) & (TpiediMC>=0.791667) & (TempiMC<11.3462) & 
(CostoMC<0.067275) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[324, 324, 21.03%, 100.00%][184, 67, 73]  
rule 44. (TpiediAUTO<1.74167) & (CoccupAUTO>=1.41304) & (TempiMC<6.35045) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[47, 47, 3.05%, 100.00%][15, 24, 8]  
rule 45. (TpiediBUS>=9.2) & (IntTBus<20.125) & (CoccupAUTO in [1.26694, 
1.42028)) & (CostoMC in [0.0712425, 0.277913)) => (D=BUS) OR (D=AUTO) 
OR (D=MC) 
[156, 156, 10.12%, 100.00%][39, 100, 17]  
rule 46. (TpiediBUS>=5.725) & (TempiBUS>=16.125) & (IntTBus<10.875) & 
(TpiediAUTO>=1.30834) & (CoccupAUTO>=0.5) & (CostoMC>=0.07329) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[83, 83, 5.39%, 100.00%][15, 48, 20] 
rule 47. (TempiBUS in [39.6583, 45.3167)) & (IntTBus in [11.5, 26.125)) & 
(TpiediAUTO<0.583333) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[42, 42, 2.73%, 100.00%][4, 36, 2]  




rule 48. (TempiBUS in [9.09167, 21.3584)) & (IntTBus<20.125) & 
(TempiAUTO<17.0977) & (TempiMC>=14.133) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[76, 76, 4.93%, 100.00%][11, 59, 6]  
rule 49. (TpiediBUS<9.725) & (CostoAUTO in [0.0657, 0.07011)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[44, 44, 2.86%, 100.00%][16, 23, 5]  
rule 50. (TrasbBUS<0.5) & (TpiediMC>=0.608333) & (TempiMC<46.3515) & 
(CostoMC>=0.194138) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[80, 80, 5.19%, 100.00%][25, 47, 8]  
rule 51. (TpiediAUTO<0.358333) & (TempiAUTO>=18.1816) & (CostoAUTO<0.32911) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[196, 196, 12.72%, 100.00%][17, 167, 12]  
rule 52. (TempiBUS in [5.96666, 15.4416)) & (CoccupAUTO>=1.19757) & 
(CostoMC<0.0420075) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[153, 153, 9.93%, 100.00%][54, 67, 32]  
rule 53. (TempiBUS<12.625) & (TempiAUTO>=17.4291) => (D=BUS) OR (D=AUTO) OR 
(D=MC) 
[22, 22, 1.43%, 100.00%][5, 14, 3]  
rule 54. (TempiBUS in [4.675, 5.50834)) => (D=BUS) OR (D=AUTO) OR (D=MC) 
[72, 72, 4.67%, 100.00%][17, 42, 13] 
rule 55. (IntTBus in [6.625, 15.125)) & (TempiAUTO in [8.74578, 16.8047)) & 
(CoccupAUTO>=0.5) & (CostoAUTO<0.32981) & (TpiediMC>=0.867188) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[95, 95, 6.16%, 100.00%][23, 55, 17] 
rule 56. (TpiediMC<0.658334) & (TempiMC in [26.3017, 28.551)) => (D=BUS) OR 
(D=AUTO) OR (D=MC) 
[40, 40, 2.60%, 100.00%][7, 27, 6]  
rule 57. (TpiediBUS>=3.275) & (TempiBUS<3.15834) & (CostoMC>=0.041895) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[21, 21, 1.36%, 100.00%][6, 12, 3]  
rule 58. (TpiediBUS<8.44167) & (TpiediAUTO>=1.975) & (CoccupAUTO>=1.80874) => 
(D=BUS) OR (D=AUTO) OR (D=MC) 
[51, 51, 3.31%, 100.00%][32, 9, 10]  
rule 59. (TpiediBUS in [18.925, 20.9333)) & (IntTBus in [5.75, 19.75)) & 
(CostoAUTO>=0.11032) & (CostoMC<0.22719) => (D=AUTO) OR (D=MC) 
[39, 39, 8.80%, 100.00%][0, 31, 8]  
rule 60. (IntTBus in [9.875, 19.75)) & (TpiediAUTO<1.275) & (CostoMC in 
[0.0338025, 0.0624075)) => (D=AUTO) OR (D=MC) 
[56, 56, 12.64%, 100.00%][0, 43, 13] 
rule 61. (TempiBUS>=35.4) & (IntTBus>=19.75) & (CoccupAUTO<1.20574) & 
(CostoAUTO>=0.391544) => (D=AUTO) OR (D=MC) 
[72, 72, 16.25%, 100.00%][0, 66, 6]  
rule 62. (TpiediBUS<15.7417) & (TempiBUS>=2.60834) & (IntTBus<11.5) & 
(TpiediAUTO<0.858333) & (CoccupAUTO<1.22416) & (CostoAUTO<0.500732) => 
(D=AUTO) OR (D=MC) 
[12, 12, 2.71%, 100.00%][0, 10, 2]  
rule 63. (TrasbBUS>=0.5) & (CoccupAUTO in [1.19914, 1.25257)) & (TpiediMC in 
[0.864583, 1.05052)) & (TempiMC>=8.06204) => (D=AUTO) OR (D=MC) 
[33, 33, 7.45%, 100.00%][0, 28, 5]  
rule 64. (TempiBUS>=17.4333) & (TempiAUTO<12.4302) & (CoccupAUTO in [1.49377, 
2.04057)) & (TpiediMC<1.15625) => (D=AUTO) OR (D=MC) 
[27, 27, 6.09%, 100.00%][0, 21, 6]  
rule 65. (TpiediBUS>=23.5583) & (TempiBUS>=13.2083) & (IntTBus>=22.375) & 
(TrasbBUS<0.5) & (TpiediMC<0.608333) => (D=AUTO) OR (D=MC) 
[20, 20, 4.51%, 100.00%][0, 17, 3]  
rule 66. (TempiBUS in [21.9166, 22.1)) => (D=AUTO) OR (D=MC) 






rule 67. (TempiBUS<13.425) & (TrasbBUS>=0.5) & (TpiediAUTO in [2.34166, 
4.79167)) => (D=AUTO) OR (D=MC) 
[20, 20, 4.51%, 100.00%][0, 15, 5]  
rule 68. (IntTBus>=20.875) & (TpiediAUTO in [0.391667, 0.475)) & 
(TpiediMC<0.872917) => (D=AUTO) OR (D=MC) 
[61, 61, 13.77%, 100.00%][0, 52, 9]  
rule 69. (IntTBus in [19.75, 22.75)) & (TempiAUTO>=23.1076) & 
(CostoMC<0.181515) => (D=AUTO) OR (D=MC) 
[9, 9, 2.03%, 100.00%][0, 6, 3]  
rule 70. (TempiBUS>=18.575) & (IntTBus>=6.375) & (CoccupAUTO>=1.59033) & 
(CostoMC<0.181515) => (D=AUTO) OR (D=MC) 
[14, 14, 3.16%, 100.00%][0, 10, 4]  
rule 71. (TempiBUS<1.66667) & (TempiAUTO<7.42611) & (CoccupAUTO<1.42081) => 
(D=AUTO) OR (D=MC) 
[22, 22, 4.97%, 100.00%][0, 16, 6]  
rule 72. (TpiediBUS>=20.55) & (TempiBUS>=18.525) & (TempiMC<12.4963) => 
(D=AUTO) OR (D=MC) 
[15, 15, 3.39%, 100.00%][0, 12, 3]  
rule 73. (TpiediBUS>=28.975) & (TempiBUS>=58.8417) => (D=AUTO) OR (D=MC) 
[14, 14, 3.16%, 100.00%][0, 12, 2]  
rule 74. (TempiBUS<2.60834) & (CoccupAUTO>=1.83596) => (D=AUTO) OR (D=MC) 
[18, 18, 4.06%, 100.00%][0, 11, 7]  
rule 75. (TpiediBUS<12.875) & (TempiBUS>=39.3333) & (CoccupAUTO<1.02247) => 
(D=AUTO) OR (D=MC) 
[5, 5, 1.13%, 100.00%][0, 4, 1]  
rule 76. (TpiediAUTO>=2.63333) & (TpiediMC<0.951562) => (D=AUTO) OR (D=MC) 
[5, 5, 1.13%, 100.00%][0, 4, 1]  
Dominance-based Rough-set Approach: regole del set BUSvsNONBUS 
[FILEINFO] 
Input: BvsNB_350cod.isf  BvsNB_350cod.apx  certain  0.95   
Time: 16423 s 
Rem1: Minimal cover rules of BvsNB_350cod.isf. 
 
[RULES] 
001: (CostoAUTO>=2.79429) & (NUM_MOTO<=1) => (D<=BUS)  
002: (TempiBUS<=10.1833) & (COND_PROF=6) => (D<=BUS)  
003: (CostoAUTO>=0.285696) & (NUM_AUTO<=0) => (D<=BUS)  
004: (ETA=1) & (CostoMC>=0.26517) & (SESSO=2) => (D<=BUS)  
005: (ETA=1) & (CostoAUTO>=1.57979) => (D<=BUS)  
006: (ParklibAUTO<=3.82864) & (NUM_MOTO<=0) => (D<=BUS)  
007: (ETA=1) & (TrasbBUS<=0) & (IntTBus<=4.88373) & (NUM_MOTO<=1) => (D<=BUS)  
008: (COND_PROF=4) & (TempiMC>=8.50052) & (CostoAUTO>=0.249795) => (D<=BUS)  
009: (CoccupAUTO<=0) & (CostoMC>=0.06636) => (D<=BUS)  
010: (NUM_AUTO<=0) & (COND_PROF=1) & (CostoBUS<=0.639) => (D<=BUS)  
011: (NUM_AUTO<=0) & (TempiAUTO>=9.27989) & (TrasbBUS<=0) => (D<=BUS)  
012: (COND_PROF=5) & (IntTBus<=2.25) & (NUM_AUTO<=1) => (D<=BUS)  
013: (TempiBUS<=7.36667) & (NUM_MOTO<=0) => (D<=BUS)  
014: (COND_PROF=5) & (TempiBUS<=30.0333) & (NUM_MOTO<=0) => (D<=BUS)  
015: (SESSO=2) & (ETA=4) & (COND_PROF=3) & (TempiMC>=17.4316) & (IntTBus<=20.5) 
=> (D<=BUS)  
016: (SESSO=2) & (ETA=4) & (COND_PROF=1) & (TempiBUS<=34.4667) => (D<=BUS)  
017: (IntTBus<=6) & (SESSO=2) & (TempiAUTO>=19.3027) & (CostoMC>=0.077235) & 
(TempiBUS<=53.6167) => (D<=BUS)  




018: (TempiBUS<=33.4167) & (TempiMC>=7.76904) & (IntTBus<=2.25) & (NUM_MOTO<=4) 
=> (D<=BUS)  
019: (ETA=5) & (TempiAUTO>=24.1584) & (TempiBUS<=45.1167) => (D<=BUS)  
020: (SESSO=2) & (ETA=5) => (D<=BUS)  
021: (COND_PROF=4) & (CostoMC>=0.035085) & (NUM_AUTO<=1) & 
(CoccupAUTO<=1.15909) => (D<=BUS)  
022: (SESSO=2) & (TempiBUS<=29.1) & (TempiAUTO>=20.6347) & (COND_PROF=6) => 
(D<=BUS)  
023: (IntTBus<=7) & (SESSO=2) & (TempiAUTO>=28.156) & (CoccupAUTO<=1.45129) => 
(D<=BUS)  
024: (TempiBUS<=22.475) & (TempiAUTO>=14.6899) & (ETA=3) & (COND_PROF=6) => 
(D<=BUS)  
025: (SESSO=2) & (ETA=3) & (COND_PROF=6) & (TempiBUS<=23.5) & 
(TempiAUTO>=9.9337) => (D<=BUS)  
026: (SESSO=2) & (ETA=4) & (IntTBus<=4.5) => (D<=BUS)  
027: (ETA=1) & (CostoMC>=0.0162) & (TempiBUS<=16.1333) => (D<=BUS)  
028: (NUM_MOTO<=1) & (TempiMC>=8.20095) & (IntTBus<=7) & (TempiBUS<=16.05) & 
(NUM_AUTO<=1) & (ETA=2) => (D<=BUS)  
029: (COND_PROF=3) & (CostoAUTO>=1.05222) & (IntTBus<=2) & (CostoMC>=0.017055) 
=> (D<=BUS)  
030: (COND_PROF=3) & (SESSO=1) & (CostoMC>=0.041505) & (TempiBUS<=20.9833) & 
(CostoAUTO>=0.062541) & (NUM_MOTO<=1) => (D<=BUS)  
031: (IntTBus<=6) & (COND_PROF=3) & (NUM_MOTO<=0) & (CostoMC>=0.02841) & 
(ParklibAUTO<=7.59337) & (CoccupAUTO<=1.56653) & (ETA=2) & 
(TempiBUS<=27.3167) => (D<=BUS)  
032: (ETA=1) & (IntTBus<=6) & (TempiBUS<=20.8833) & (NUM_MOTO<=1) => (D<=BUS)  
033: (ETA=3) & (TempiMC>=7.56914) & (TempiBUS<=14.3917) & (CoccupAUTO<=1.09383) 
=> (D<=BUS)  
034: (IntTBus<=9) & (ETA=2) & (COND_PROF=6) & (CoccupAUTO<=1.55319) & 
(CostoMC>=0.07101) & (CostoAUTO>=0.065133) => (D<=BUS)  
035: (CostoAUTO>=2.75353) & (COND_PROF=2) & (SESSO=2) => (D<=BUS)  
036: (SESSO=2) & (NUM_AUTO<=1) & (ETA=2) & (COND_PROF=6) & (CostoMC>=0.180735) 
& (CoccupAUTO<=1.33963) => (D<=BUS)  
037: (TempiBUS<=9.7) & (CostoAUTO>=1.0315) & (SESSO=2) => (D<=BUS)  
038: (IntTBus<=7) & (ETA=3) & (SESSO=2) & (CostoMC>=0.02418) & (COND_PROF=2) => 
(D<=BUS)  
039: (IntTBus<=7) & (NUM_MOTO<=0) & (TempiMC>=7.82957) & (TempiBUS<=19.4167) & 
(CostoMC>=0.04791) & (ETA=2) => (D<=BUS)  
040: (SESSO=2) & (IntTBus<=0) => (D<=BUS)  
041: (TempiMC>=7.00175) & (TempiBUS<=10.6) & (NUM_MOTO<=0) => (D<=BUS)  
042: (SESSO=2) & (CostoMC>=0.055035) & (TempiBUS<=30.0333) & (IntTBus<=2.92184) 
=> (D<=BUS)  
043: (TempiBUS<=29.1) & (COND_PROF=3) & (TempiAUTO>=20.6347) & (NUM_AUTO<=2) => 
(D<=BUS)  
044: (NUM_AUTO<=1) & (SESSO=2) & (TrasbBUS<=0) & (TempiMC>=5.24375) & 
(IntTBus<=4.88373) & (NUM_MOTO<=0) => (D<=BUS)  
045: (COND_PROF=3) & (ETA=3) & (CostoAUTO>=2.78423) => (D<=BUS)  
046: (TempiBUS<=71.7667) & (NUM_AUTO<=0) & (ETA=4) => (D<=BUS)  
047: (TrasbBUS<=0) & (COND_PROF=3) & (CostoMC>=0.375435) & (NUM_AUTO<=1) => 
(D<=BUS)  
048: (COND_PROF=1) & (IntTBus<=2) & (SESSO=1) => (D<=BUS)  
049: (TempiBUS<=28.1833) & (ETA=3) & (CoccupAUTO<=1.36587) & 
(TempiAUTO>=12.1204) & (NUM_MOTO<=0) & (SESSO=1) => (D<=BUS)  
050: (ETA=5) & (IntTBus<=3.46154) => (D<=BUS)  
051: (IntTBus<=10.5) & (CostoMC>=0.01998) & (COND_PROF=4) & (NUM_MOTO<=0) => 
(D<=BUS)  
052: (IntTBus<=6) & (ETA=1) & (TempiBUS<=57.8833) & (CostoMC>=0.06762) & 
(CzonaAUTO>=1) => (D<=BUS)  






054: (COND_PROF=3) & (TempiBUS<=9.5) & (IntTBus<=1.86131) & (CostoMC>=0.01122) 
=> (D<=BUS)  
055: (COND_PROF=3) & (NUM_AUTO<=1) & (TempiBUS<=31.4167) & (SESSO=2) & (ETA=2) 
& (TempiMC>=10.3924) & (TrasbBUS<=0) => (D<=BUS)  
056: (IntTBus<=49.5) & (TempiBUS<=20.8667) & (CoccupAUTO<=0) & (SESSO=2) => 
(D<=BUS)  
057: (ETA=1) & (CoccupAUTO<=1.68649) & (CostoMC>=0.086205) & 
(TempiBUS<=30.0333) => (D<=BUS)  
058: (COND_PROF=3) & (TempiBUS<=23.5) & (TempiAUTO>=10.3907) & (IntTBus<=2.75) 
& (TempiMC>=7.50101) => (D<=BUS)  
059: (SESSO=2) & (COND_PROF=6) & (IntTBus<=2.59259) => (D<=BUS)  
060: (NUM_AUTO<=2) & (CostoMC>=0.019545) & (ETA=3) & (CoccupAUTO<=1.50869) & 
(TempiBUS<=9.98333) => (D<=BUS)  
061: (TrasbBUS<=0) & (COND_PROF=3) & (NUM_AUTO<=1) & (IntTBus<=2.59259) & 
(ETA=2) & (NUM_MOTO<=0) => (D<=BUS)  
062: (SESSO=2) & (CostoMC>=0.14238) & (TempiBUS<=40.8444) & (COND_PROF=3) & 
(NUM_AUTO<=1) => (D<=BUS)  
063: (COND_PROF=6) & (SESSO=2) & (TempiBUS<=29.5) & (ETA=4) & (NUM_AUTO<=1) => 
(D<=BUS)  
064: (ETA=1) & (CostoMC>=0.043335) & (TempiBUS<=28.1833) & (IntTBus<=3.46154) 
=> (D<=BUS)  
065: (ETA=1) & (CostoMC>=0.11253) & (TempiBUS<=53.3667) & (IntTBus<=15.5) => 
(D<=BUS)  
066: (ETA=3) & (CostoMC>=0.055035) & (TempiBUS<=28.1833) & (IntTBus<=3.46154) 
=> (D<=BUS)  
067: (ETA=2) & (TempiBUS<=8.1) & (SESSO=1) & (NUM_AUTO<=1) & (CostoMC>=0.03573) 
=> (D<=BUS)  
068: (TempiBUS<=23.5667) & (NUM_MOTO<=0) & (ETA=2) & (TempiAUTO>=14.6899) => 
(D<=BUS)  
069: (ETA=3) & (COND_PROF=6) & (SESSO=2) & (CostoMC>=0.07875) & 
(CostoAUTO>=0.495891) => (D<=BUS)  
070: (COND_PROF=6) & (NUM_AUTO<=0) => (D<=BUS)  
071: (TrasbBUS<=0) & (COND_PROF=3) & (NUM_AUTO<=1) & (ETA=4) & 
(CostoMC>=0.04608) => (D<=BUS)  
072: (TempiBUS<=19.4833) & (ETA=2) & (TempiAUTO>=10.6801) & (IntTBus<=3.46154) 
& (CostoMC>=0.03573) => (D<=BUS)  
073: (ETA=1) & (IntTBus<=6) & (SESSO=1) & (CostoMC>=0.0396) & (CoccupAUTO<=2) & 
(NUM_MOTO<=1) => (D<=BUS)  
074: (TrasbBUS<=2) & (COND_PROF=6) & (CostoAUTO>=2.00293) => (D<=BUS)  
075: (ETA=3) & (COND_PROF=3) & (NUM_AUTO<=1) & (IntTBus<=3.46154) & 
(CostoMC>=0.021795) & (CostoAUTO>=1.05459) & (CoccupAUTO<=1.43089) => 
(D<=BUS)  
076: (ETA=3) & (TempiBUS<=21.3333) & (TempiAUTO>=9.91242) & (IntTBus<=5) & 
(CoccupAUTO<=1.5119) & (SESSO=2) => (D<=BUS)  
077: (TrasbBUS<=0) & (ETA=2) & (COND_PROF=6) & (CostoMC>=0.06192) & 
(TempiBUS<=26.65) & (CoccupAUTO<=2.07166) => (D<=BUS)  
078: (IntTBus<=7) & (TempiBUS<=34.4667) & (ETA=4) & (CostoMC>=0.11253) & 
(NUM_MOTO<=0) => (D<=BUS)  
079: (TempiBUS<=33.0167) & (CostoMC>=0.06009) & (ETA=5) => (D<=BUS)  
080: (IntTBus<=9.75) & (TempiBUS<=32.9833) & (CostoMC>=0.07791) & (ETA=2) & 
(SESSO=1) & (COND_PROF=3) => (D<=BUS)  
081: (TempiBUS<=23.6) & (TempiAUTO>=14.6899) & (COND_PROF=2) & (SESSO=2) => 
(D<=BUS)  
082: (ETA=3) & (IntTBus<=9) & (CostoMC>=0.13137) & (CoccupAUTO<=1.34347) & 
(NUM_AUTO<=1) & (SESSO=2) => (D<=BUS)  
083: (ETA=3) & (COND_PROF=6) & (IntTBus<=9.5) & (TempiBUS<=30.0333) & 
(CostoMC>=0.061515) & (SESSO=2) => (D<=BUS)  
084: (COND_PROF=3) & (CostoMC>=0.02709) & (TempiBUS<=18.5833) & 
(IntTBus<=4.88373) & (SESSO=1) & (NUM_AUTO<=0) => (D<=BUS)  




085: (TrasbBUS<=0) & (COND_PROF=3) & (NUM_AUTO<=1) & (CostoMC>=0.093405) & 
(IntTBus<=10.5) & (CoccupAUTO<=1.45129) & (NUM_MOTO<=0) => (D<=BUS)  
086: (ETA=2) & (COND_PROF=4) & (TempiBUS<=15.8167) & (CoccupAUTO<=1.3718) & 
(ADIABUS<=0) => (D<=BUS)  
087: (COND_PROF=5) & (NUM_AUTO<=1) & (TempiMC>=11.9212) & (CoccupAUTO<=1.24999) 
& (IntTBus<=15.5) => (D<=BUS)  
088: (TempiBUS<=26.8) & (CoccupAUTO<=1.11335) & (COND_PROF=6) => (D<=BUS)  
089: (COND_PROF=5) & (IntTBus<=2.25) & (CostoMC>=0.02418) & (SESSO=2) => 
(D<=BUS)  
090: (COND_PROF=3) & (NUM_MOTO<=0) & (ETA=2) & (TempiBUS<=22.9333) & 
(CostoMC>=0.02841) & (IntTBus<=4) => (D<=BUS)  
091: (ETA=4) & (TempiAUTO>=14.9608) & (IntTBus<=3.5) => (D<=BUS)  
092: (COND_PROF=5) & (TempiBUS<=11.6333) & (ETA=2) => (D<=BUS)  
093: (ETA=1) & (TempiBUS<=30.0333) & (CostoMC>=0.062715) & (NUM_AUTO<=1) => 
(D<=BUS)  
094: (IntTBus<=10.5) & (CostoMC>=0.146745) & (TempiBUS<=53.3667) & (ETA=2) & 
(SESSO=2) => (D<=BUS)  
095: (COND_PROF=3) & (NUM_AUTO<=1) & (SESSO=2) & (ETA=2) & (NUM_MOTO<=0) & 
(CostoMC>=0.02841) & (TempiBUS<=18.85) => (D<=BUS)  
096: (ETA=3) & (TempiAUTO>=11.1323) & (IntTBus<=4.25) & (CoccupAUTO<=2.93488) & 
(TempiBUS<=17.1333) & (CostoMC>=0.0345) => (D<=BUS)  
097: (ETA=1) & (CostoMC>=0.04635) & (SESSO=2) & (TempiBUS<=28.8) => (D<=BUS)  
098: (ETA=4) & (IntTBus<=3.46154) & (TempiBUS<=13.9833) => (D<=BUS)  
099: (COND_PROF=3) & (TempiBUS<=36.0167) & (CostoMC>=0.124335) & (SESSO=1) & 
(NUM_MOTO<=0) & (ETA=2) => (D<=BUS)  
100: (SESSO=2) & (ETA=3) & (CostoAUTO>=0.017505) & (TempiBUS<=9.98333) & 
(CoccupAUTO<=3) => (D<=BUS)  
101: (ETA=4) & (IntTBus<=6) & (CostoAUTO>=1.05471) & (TempiBUS<=31.6333) => 
(D<=BUS)  
102: (COND_PROF=3) & (TempiBUS<=32.9833) & (CostoMC>=0.093405) & (SESSO=2) & 
(NUM_MOTO<=0) => (D<=BUS)  
103: (COND_PROF=3) & (NUM_AUTO<=1) & (TempiAUTO>=11.5384) & (TempiBUS<=19.0667) 
& (NUM_MOTO<=1) & (SESSO=1) => (D<=BUS)  
104: (COND_PROF=3) & (NUM_AUTO<=1) & (CostoMC>=0.052995) & (TempiBUS<=40.8444) 
& (NUM_MOTO<=0) & (ETA=2) & (SESSO=2) => (D<=BUS)  
105: (COND_PROF=3) & (TempiBUS<=22.475) & (SESSO=2) & (ETA=3) & 
(TempiMC>=8.26705) & (CoccupAUTO<=1.09383) => (D<=BUS)  
106: (IntTBus<=10.5) & (CostoMC>=0.19428) & (ETA=4) & (SESSO=2) & (NUM_MOTO<=1) 
=> (D<=BUS)  
107: (TempiMC>=5.91756) & (NUM_AUTO<=1) & (SESSO=2) & (TempiBUS<=10.6) & 
(ETA=2) & (ParklibAUTO<=7.59337) => (D<=BUS)  
108: (IntTBus<=10) & (CostoMC>=0.086205) & (COND_PROF=2) & (NUM_AUTO<=1) => 
(D<=BUS)  
109: (TrasbBUS<=0) & (ETA=3) & (COND_PROF=2) & (NUM_MOTO<=0) & 
(CostoMC>=0.06813) => (D<=BUS)  
110: (COND_PROF=3) & (TempiBUS<=29.8833) & (CostoMC>=0.060435) & (ETA=3) & 
(NUM_AUTO<=1) & (TrasbBUS<=0) & (CoccupAUTO<=2.96181) => (D<=BUS)  
111: (ETA=4) & (IntTBus<=4) & (TempiBUS<=18.6667) & (CostoAUTO>=0.017505) => 
(D<=BUS)  
112: (COND_PROF=3) & (TempiBUS<=71.7667) & (CoccupAUTO<=0) & 
(CostoMC>=0.037485) & (TempiAUTO>=10.3907) & (ParklibAUTO<=7.10085) => 
(D<=BUS)  
113: (IntTBus<=6.75) & (ETA=4) & (CoccupAUTO<=1.24999) & (NUM_AUTO<=1) & 
(NUM_MOTO<=0) => (D<=BUS)  
114: (TempiBUS<=32.2833) & (COND_PROF=3) & (SESSO=2) & (IntTBus<=9.75) & 
(TempiMC>=10.3924) & (CoccupAUTO<=1.47834) & (ETA=2) & (NUM_AUTO<=1) => 
(D<=BUS)  
115: (TempiBUS<=31.4167) & (SESSO=2) & (ETA=3) & (CostoAUTO>=1.05459) & 






116: (COND_PROF=5) & (CostoMC>=0.116385) & (TrasbBUS<=0) & (NUM_MOTO<=1) => 
(D<=BUS)  
117: (NUM_AUTO<=0) & (SESSO=1) & (CostoMC>=0.0339) & (TempiBUS<=18.5833) => 
(D<=BUS)  
118: (ETA=3) & (SESSO=2) & (CostoMC>=0.13137) & (CoccupAUTO<=1.11025) & 
(IntTBus<=26.5) & (COND_PROF=3) & (NUM_MOTO<=0) & (NUM_AUTO<=2) => 
(D<=BUS)  
119: (TempiBUS<=36.15) & (CostoMC>=0.04533) & (COND_PROF=5) & (ETA=2) & 
(IntTBus<=6) & (SESSO=1) => (D<=BUS)  
120: (TempiBUS<=21.5667) & (COND_PROF=3) & (NUM_MOTO<=0) & (ETA=2) & 
(ParklibAUTO<=7.59337) & (CostoMC>=0.043335) => (D<=BUS)  
121: (COND_PROF=6) & (ETA=2) & (TempiBUS<=20.1333) & (CostoMC>=0.041505) & 
(CoccupAUTO<=1.16699) => (D<=BUS)  
122: (COND_PROF=6) & (TempiBUS<=18.3) & (IntTBus<=4) & (CoccupAUTO<=2.93488) & 
(CostoAUTO>=0.017505) => (D<=BUS)  
123: (IntTBus<=6) & (NUM_MOTO<=0) & (TempiBUS<=32.9833) & (CostoMC>=0.078135) & 
(COND_PROF=6) & (NUM_AUTO<=1) => (D<=BUS)  
124: (ETA=5) & (TempiBUS<=15.8167) => (D<=BUS)  
125: (TempiBUS<=29.8833) & (CostoMC>=0.00996) & (NUM_MOTO<=0) & (IntTBus<=14.5) 
& (CoccupAUTO<=1.09383) => (D<=BUS)  
126: (ETA=3) & (CoccupAUTO<=0) & (SESSO=2) => (D<=BUS)  
127: (IntTBus<=6.5) & (CoccupAUTO<=0) & (CostoMC>=0.037485) & (NUM_AUTO<=1) => 
(D<=BUS)  
128: (IntTBus<=3.5) & (NUM_MOTO<=0) & (SESSO=2) & (CoccupAUTO<=1.33333) => 
(D<=BUS)  
129: (ETA=4) & (CostoMC>=0.048885) & (SESSO=2) & (TempiBUS<=28.1833) => 
(D<=BUS)  
130: (IntTBus<=8.5) & (TempiBUS<=15.75) & (CostoMC>=0.036225) & (COND_PROF=3) & 
(NUM_MOTO<=0) & (NUM_AUTO<=1) & (CostoAUTO>=0.017505) => (D<=BUS)  
131: (SESSO=2) & (TempiBUS<=28.8) & (CostoMC>=0.05856) & (IntTBus<=6) & 
(NUM_MOTO<=0) & (CoccupAUTO<=1.55467) => (D<=BUS)  
132: (CoccupAUTO<=1.09383) & (ETA=4) & (TrasbBUS<=0) => (D<=BUS)  
133: (TempiBUS<=23.6) & (CostoMC>=0.02277) & (ETA=2) & (NUM_MOTO<=0) & 
(NUM_AUTO<=1) & (CoccupAUTO<=1.39053) & (SESSO=2) & (ADIABUS<=0) => 
(D<=BUS)  
134: (ETA=3) & (IntTBus<=10.5) & (TempiBUS<=48.3333) & (SESSO=1) & 
(NUM_AUTO<=1) & (TempiMC>=17.6403) & (NUM_MOTO<=0) => (D<=BUS)  
135: (TempiBUS<=27.7333) & (COND_PROF=6) & (ETA=3) & (CoccupAUTO<=1.29018) & 
(SESSO=2) => (D<=BUS)  
136: (ETA=4) & (ParklibAUTO<=7.59337) & (TempiBUS<=25.8667) & (NUM_MOTO<=0) & 
(TrasbBUS<=0) => (D<=BUS)  
137: (TempiMC<=3.12412) & (NUM_AUTO>=1) => (D>=NONBUS)  
138: (ADIABUS>=1) & (TempiBUS>=12.5833) & (NUM_AUTO>=2) => (D>=NONBUS)  
139: (COND_PROF=1) & (CostoAUTO<=0.011934) & (NUM_AUTO>=1) => (D>=NONBUS)  
140: (NUM_MOTO>=1) & (CostoAUTO<=1.34624) & (CostoMC<=0.010635) => (D>=NONBUS)  
141: (COND_PROF=2) & (CostoAUTO<=0.44006) & (CostoMC<=0.02841) => (D>=NONBUS)  
142: (TempiAUTO<=3.21804) & (ETA=4) => (D>=NONBUS)  
143: (TempiAUTO<=56.6351) & (IntTBus>=11.75) => (D>=NONBUS)  
144: (NUM_AUTO>=3) & (COND_PROF=2) => (D>=NONBUS)  
145: (COND_PROF=4) & (CostoMC<=0.019245) => (D>=NONBUS)  
146: (NUM_MOTO>=1) & (CostoMC<=0.06807) & (CoccupAUTO>=2.96181) & (ETA=3) => 
(D>=NONBUS)  
147: (COND_PROF=4) & (CostoMC<=0.02661) & (ETA=4) => (D>=NONBUS)  
148: (NUM_MOTO>=1) & (COND_PROF=3) & (ParklibAUTO>=0) & (CoccupAUTO>=1.54089) & 
(CostoAUTO<=0.027882) => (D>=NONBUS)  
149: (COND_PROF=1) & (TempiBUS>=18.1833) => (D>=NONBUS)  
150: (NUM_MOTO>=1) & (TempiBUS>=26.8) & (ETA=2) => (D>=NONBUS)  
151: (CostoAUTO<=3.34056) & (TempiBUS>=29.8833) & (TrasbBUS>=1) => (D>=NONBUS)  
152: (ETA=2) & (CostoAUTO<=0.029862) & (TempiBUS>=21.3667) => (D>=NONBUS)  




153: (ETA=3) & (ParklibAUTO>=7.01751) & (IntTBus>=4.88373) & 
(CoccupAUTO>=1.68649) & (TempiMC<=9.85009) => (D>=NONBUS)  
154: (SESSO=1) & (TempiAUTO<=5.62699) & (ETA=4) => (D>=NONBUS)  
155: (ETA=3) & (CoccupAUTO>=0) & (IntTBus>=4.88373) & (TempiBUS>=34.6) => 
(D>=NONBUS)  
156: (SESSO=1) & (NUM_MOTO>=2) => (D>=NONBUS)  
157: (TempiBUS>=18.7667) & (ETA=4) & (CostoMC<=0.0363) & (TempiMC<=6.66759) => 
(D>=NONBUS)  
158: (CostoAUTO<=0.043641) & (TempiBUS>=13.4) & (ETA=4) & (IntTBus>=6.25) & 
(CoccupAUTO>=1.15909) & (NUM_AUTO>=1) => (D>=NONBUS)  
159: (CostoAUTO<=0.033246) & (TempiBUS>=28.8667) & (IntTBus>=4.88373) => 
(D>=NONBUS)  
160: (CoccupAUTO>=1.15909) & (CostoAUTO<=0.033408) & (ETA=2) & (COND_PROF=6) & 
(TempiBUS>=15.4333) => (D>=NONBUS)  
161: (CostoAUTO<=0.029862) & (COND_PROF=3) & (CoccupAUTO>=1) & 
(TempiBUS>=13.8167) & (IntTBus>=5.04686) => (D>=NONBUS)  
162: (COND_PROF=2) & (TempiBUS>=19.7833) & (CoccupAUTO>=1.3214) => (D>=NONBUS)  
163: (CoccupAUTO>=1.04116) & (ETA=3) & (COND_PROF=3) & (CostoMC<=0.14238) & 
(TempiBUS>=29.9) => (D>=NONBUS)  
164: (COND_PROF=4) & (TempiAUTO<=10.5262) & (NUM_AUTO>=2) => (D>=NONBUS)  
165: (ETA=3) & (CoccupAUTO>=1) & (TempiBUS>=16.65) & (CostoMC<=0.04233) & 
(NUM_AUTO>=2) => (D>=NONBUS)  
166: (ADIABUS>=1) & (ParklibAUTO>=0) & (NUM_MOTO>=1) => (D>=NONBUS)  
167: (CostoAUTO<=1.02807) & (CoccupAUTO>=1) & (COND_PROF=3) & (NUM_AUTO>=2) & 
(CostoMC<=0.0198) => (D>=NONBUS)  
168: (TempiAUTO<=9.48869) & (ETA=2) & (CoccupAUTO>=1.83147) & (NUM_AUTO>=2) => 
(D>=NONBUS)  
169: (TempiAUTO<=9.07974) & (COND_PROF=3) & (CoccupAUTO>=1.66329) & (SESSO=1) & 
(NUM_AUTO>=1) => (D>=NONBUS)  
170: (ETA=3) & (IntTBus>=5.04686) & (COND_PROF=3) & (NUM_AUTO>=2) => 
(D>=NONBUS)  
171: (COND_PROF=3) & (CostoAUTO<=0.005175) & (ETA=3) => (D>=NONBUS)  
172: (CostoMC<=0.00996) & (NUM_MOTO>=1) & (SESSO=1) => (D>=NONBUS)  
173: (CoccupAUTO>=1.28686) & (NUM_AUTO>=3) & (CostoMC<=0.061515) & 
(TempiBUS>=20.9333) => (D>=NONBUS)  
174: (NUM_MOTO>=1) & (COND_PROF=5) & (TempiMC<=3.98368) & (SESSO=2) => 
(D>=NONBUS)  
175: (COND_PROF=6) & (ETA=2) & (CoccupAUTO>=1.76604) & (CzonaAUTO<=0) => 
(D>=NONBUS)  
176: (COND_PROF=2) & (NUM_MOTO>=1) & (SESSO=1) => (D>=NONBUS)  
177: (COND_PROF=1) & (CoccupAUTO>=1.49519) & (TempiBUS>=17.1667) & (SESSO=2) => 
(D>=NONBUS)  
178: (CostoAUTO<=1.76312) & (COND_PROF=3) & (NUM_AUTO>=3) & (TempiAUTO<=9.9337) 
& (IntTBus>=3.62069) & (TempiMC<=8.62542) => (D>=NONBUS)  
179: (COND_PROF=6) & (ETA=2) & (CoccupAUTO>=1.50869) & (NUM_AUTO>=2) => 
(D>=NONBUS)  
180: (ETA=2) & (COND_PROF=5) & (CostoMC<=0.022665) => (D>=NONBUS)  
181: (ETA=2) & (COND_PROF=5) & (NUM_MOTO>=1) & (IntTBus>=2.5) => (D>=NONBUS)  
182: (CostoAUTO<=0.148257) & (COND_PROF=3) & (ETA=4) & (IntTBus>=4.88373) & 
(SESSO=2) => (D>=NONBUS)  
183: (CostoAUTO<=1.2822) & (CoccupAUTO>=1) & (COND_PROF=3) & 
(TempiBUS>=15.8167) & (SESSO=1) => (D>=NONBUS)  
184: (ETA=3) & (TempiMC<=10.2939) & (TempiBUS>=21.3667) & (NUM_AUTO>=2) & 
(NUM_MOTO>=1) => (D>=NONBUS)  
185: (CoccupAUTO>=1.04116) & (COND_PROF=6) & (SESSO=1) & (TempiBUS>=21.4667) & 
(CostoMC<=0.061515) & (NUM_AUTO>=1) => (D>=NONBUS)  
186: (CostoAUTO<=1.0315) & (ETA=4) & (SESSO=1) & (CoccupAUTO>=2) & 
(COND_PROF=6) & (CostoMC<=0.042225) => (D>=NONBUS)  
187: (TempiBUS>=18.4167) & (NUM_AUTO>=1) & (SESSO=2) & (CostoAUTO<=0.026523) & 






188: (COND_PROF=1) & (IntTBus>=3.62069) & (SESSO=1) => (D>=NONBUS)  
189: (TempiAUTO<=13.4363) & (ETA=3) & (SESSO=1) & (TempiBUS>=21.1833) => 
(D>=NONBUS)  
190: (CostoAUTO<=0.025362) & (SESSO=1) & (IntTBus>=3.62069) & 
(CoccupAUTO>=1.04116) & (NUM_MOTO>=1) => (D>=NONBUS)  
191: (CoccupAUTO>=1.33385) & (CostoMC<=0.043155) & (TempiBUS>=12.8833) & 
(TempiAUTO<=8.61101) & (SESSO=2) & (NUM_AUTO>=2) => (D>=NONBUS)  
192: (COND_PROF=3) & (NUM_MOTO>=1) & (ETA=3) & (TempiBUS>=10.0667) & 
(CostoMC<=0.02721) => (D>=NONBUS)  
193: (TempiBUS>=17.8167) & (ADIABUS>=1) => (D>=NONBUS)  
194: (COND_PROF=6) & (SESSO=1) & (ADIABUS>=1) => (D>=NONBUS)  
195: (CoccupAUTO>=1) & (ETA=3) & (TempiAUTO<=9.27989) & (SESSO=2) & 
(TempiBUS>=19.9833) => (D>=NONBUS)  
196: (NUM_MOTO>=1) & (COND_PROF=3) & (TempiBUS>=10.0667) & (CostoMC<=0.034485) 
& (IntTBus>=4.88373) => (D>=NONBUS)  
197: (CostoMC<=0.07182) & (ETA=2) & (TempiBUS>=27.7333) & (COND_PROF=6) => 
(D>=NONBUS)  
198: (NUM_AUTO>=1) & (TrasbBUS>=1) => (D>=NONBUS)  
199: (ETA=2) & (COND_PROF=1) & (NUM_AUTO>=1) & (CostoMC<=0.02526) => 
(D>=NONBUS)  
200: (NUM_MOTO>=1) & (ETA=1) & (COND_PROF=6) & (CostoMC<=0.06156) => 
(D>=NONBUS)  
201: (NUM_MOTO>=1) & (ETA=2) & (TempiBUS>=19.4833) & (NUM_AUTO>=2) => 
(D>=NONBUS)  
202: (ETA=2) & (COND_PROF=6) & (NUM_AUTO>=2) & (CostoMC<=0.032205) => 
(D>=NONBUS)  
203: (CostoAUTO<=0.025362) & (COND_PROF=6) & (ETA=3) & (SESSO=2) & 
(IntTBus>=3.46154) & (ParklibAUTO>=7.19669) & (CoccupAUTO>=1.50029) => 
(D>=NONBUS)  
204: (CostoAUTO<=1.02807) & (COND_PROF=3) & (CoccupAUTO>=1.45129) & 
(TempiMC<=5.9255) => (D>=NONBUS)  
205: (CostoAUTO<=0.01899) & (SESSO=1) & (IntTBus>=4.88373) & 
(CoccupAUTO>=1.65675) => (D>=NONBUS)  
206: (NUM_MOTO>=1) & (COND_PROF=3) & (SESSO=1) & (CostoMC<=0.027435) & (ETA=3) 
& (IntTBus>=1.50477) => (D>=NONBUS)  
207: (CoccupAUTO>=1.40475) & (CostoAUTO<=0.01737) & (ETA=1) & (NUM_MOTO>=1) & 
(TempiAUTO<=8.95113) => (D>=NONBUS)  
208: (ETA=2) & (CostoAUTO<=0.019152) & (IntTBus>=6.25) => (D>=NONBUS)  
209: (CostoAUTO<=1.25294) & (SESSO=1) & (COND_PROF=3) & (CoccupAUTO>=1.11191) & 
(ETA=3) => (D>=NONBUS)  
210: (ETA=2) & (TempiBUS>=13.4833) & (CostoMC<=0.039315) & (SESSO=1) & 
(IntTBus>=2) => (D>=NONBUS)  
211: (NUM_MOTO>=1) & (ETA=4) & (TempiBUS>=19.0667) & (IntTBus>=4.88373) & 
(CoccupAUTO>=1) & (TempiAUTO<=9.91242) & (SESSO=2) => (D>=NONBUS)  
212: (ETA=4) & (SESSO=1) & (CostoAUTO<=0.029862) & (CoccupAUTO>=1.39053) & 
(IntTBus>=5.04686) & (TempiBUS>=13.4) => (D>=NONBUS)  
213: (NUM_MOTO>=2) & (ETA=1) & (TempiAUTO<=11.5598) & (NUM_AUTO>=2) => 
(D>=NONBUS)  
214: (CostoMC<=0.08073) & (ETA=2) & (NUM_MOTO>=2) & (TempiBUS>=16.3) => 
(D>=NONBUS)  
215: (CostoMC<=0.08073) & (ETA=2) & (NUM_MOTO>=2) & (IntTBus>=5.04686) => 
(D>=NONBUS)  
216: (SESSO=1) & (TempiBUS>=27.3167) & (NUM_MOTO>=1) => (D>=NONBUS)  
217: (ETA=4) & (NUM_AUTO>=2) & (TempiAUTO<=5.99792) => (D>=NONBUS)  
218: (CostoAUTO<=0.033408) & (NUM_AUTO>=1) & (COND_PROF=6) & (IntTBus>=4) & 
(TempiBUS>=13.9) & (CoccupAUTO>=1.52838) & (ParklibAUTO>=8.00637) => 
(D>=NONBUS)  
219: (ETA=2) & (COND_PROF=6) & (IntTBus>=5.04686) & (CostoMC<=0.06306) => 
(D>=NONBUS)  




220: (SESSO=1) & (NUM_AUTO>=2) & (NUM_MOTO>=1) & (IntTBus>=3.46154) & (ETA=4) 
=> (D>=NONBUS)  
221: (TempiBUS>=34.1333) & (COND_PROF=3) & (CostoMC<=0.17652) => (D>=NONBUS)  
222: (ETA=2) & (ADIABUS>=1) & (COND_PROF=5) & (SESSO=2) => (D>=NONBUS)  
223: (CostoAUTO<=0.01737) & (COND_PROF=6) & (ETA=2) & (TempiBUS>=6.65) & 
(TempiAUTO<=8.95113) => (D>=NONBUS)  
224: (CostoMC<=0.07182) & (TempiBUS>=25.2333) & (ETA=5) & (NUM_AUTO>=1) => 
(D>=NONBUS)  
225: (ETA=5) & (NUM_AUTO>=2) => (D>=NONBUS)  
226: (TempiAUTO<=56.6351) & (SESSO=1) & (ETA=3) & (TempiBUS>=14.8) & 
(NUM_AUTO>=2) => (D>=NONBUS)  
227: (NUM_MOTO>=1) & (ETA=2) & (CostoMC<=0.036225) & (IntTBus>=2) & 
(CoccupAUTO>=1) & (SESSO=2) & (ParklibAUTO>=7.59337) => (D>=NONBUS)  
228: (NUM_MOTO>=1) & (TempiBUS>=9.8) & (CostoMC<=0.032205) & (ETA=2) & 
(SESSO=1) => (D>=NONBUS)  
229: (COND_PROF=3) & (TempiBUS>=25.2333) & (TempiMC<=10.3866) => (D>=NONBUS)  
230: (CoccupAUTO>=1.2652) & (ETA=4) & (NUM_AUTO>=2) & (TempiBUS>=19.0667) & 
(CostoMC<=0.04791) => (D>=NONBUS)  
231: (TempiBUS>=54.5167) & (NUM_AUTO>=2) => (D>=NONBUS)  
232: (COND_PROF=3) & (TempiBUS>=10.1) & (NUM_MOTO>=1) & (SESSO=2) & 
(IntTBus>=1.25787) & (CostoMC<=0.02916) => (D>=NONBUS)  
233: (CostoMC<=0.116385) & (TempiBUS>=29.9) & (ETA=1) & (SESSO=2) & 
(IntTBus>=5.04686) => (D>=NONBUS)  
234: (COND_PROF=3) & (ETA=2) & (ADIABUS>=1) => (D>=NONBUS)  
235: (CoccupAUTO>=1.50869) & (TempiBUS>=32.55) & (ETA=2) & (COND_PROF=6) => 
(D>=NONBUS)  
236: (ETA=3) & (COND_PROF=1) & (IntTBus>=3.62069) => (D>=NONBUS)  
237: (CostoMC<=0.06306) & (TempiBUS>=18.7667) & (CoccupAUTO>=1.55467) & 
(ParklibAUTO>=8.00637) & (NUM_AUTO>=2) => (D>=NONBUS)  
238: (IntTBus>=7.5) & (SESSO=1) & (NUM_AUTO>=1) => (D>=NONBUS)  
239: (CostoMC<=0.07791) & (SESSO=1) & (ETA=5) & (TempiBUS>=15.8167) & 
(IntTBus>=5.04686) & (NUM_AUTO>=1) => (D>=NONBUS)  
240: (CostoAUTO<=0.026334) & (ETA=1) & (SESSO=1) & (NUM_AUTO>=2) & 
(IntTBus>=5.04686) => (D>=NONBUS)  
241: (ETA=3) & (TempiBUS>=25.2333) & (CostoMC<=0.055035) => (D>=NONBUS)  
242: (TempiMC<=10.2247) & (NUM_MOTO>=1) & (ETA=4) & (NUM_AUTO>=2) & (SESSO=1) 
=> (D>=NONBUS)  
243: (CoccupAUTO>=1.04116) & (TempiBUS>=28.1833) & (NUM_AUTO>=2) & 
(TempiAUTO<=25.6373) => (D>=NONBUS)  
244: (ETA=3) & (CoccupAUTO>=1.28964) & (TempiBUS>=17.8167) & (COND_PROF=6) & 
(SESSO=2) & (TempiMC<=7.83656) => (D>=NONBUS)  
245: (CostoMC<=0.04032) & (ETA=3) & (TempiBUS>=18.7667) & (SESSO=1) => 
(D>=NONBUS)  
246: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (TempiBUS>=15.8167) => (D>=NONBUS)  
247: (ETA=4) & (CostoAUTO<=0.012249) & (TempiBUS>=13.4) & (SESSO=1) => 
(D>=NONBUS)  
248: (COND_PROF=3) & (NUM_MOTO>=1) & (TempiBUS>=10.1) & (CoccupAUTO>=1.04116) & 
(TempiMC<=7.10318) => (D>=NONBUS)  
249: (CoccupAUTO>=1.94158) & (CostoAUTO<=0.038448) & (IntTBus>=4.88373) & 
(ETA=4) & (NUM_AUTO>=1) => (D>=NONBUS)  
250: (SESSO=1) & (ETA=3) & (CoccupAUTO>=1.04116) & (CostoMC<=0.037485) => 
(D>=NONBUS)  
251: (COND_PROF=2) & (TempiBUS>=17.3667) & (ETA=2) => (D>=NONBUS)  
252: (COND_PROF=3) & (CostoMC<=0.659295) & (ETA=3) & (IntTBus>=6.5) & 
(NUM_MOTO>=1) => (D>=NONBUS)  
253: (NUM_AUTO>=1) & (TempiBUS>=32.2333) & (SESSO=1) => (D>=NONBUS)  
254: (ETA=1) & (CoccupAUTO>=1.59704) & (IntTBus>=6.25) & (TempiAUTO<=21.6694) & 
(TempiBUS>=11.6333) => (D>=NONBUS)  







256: (ETA=3) & (TempiAUTO<=8.61101) & (CoccupAUTO>=1.33385) & 
(TempiBUS>=15.4333) => (D>=NONBUS)  
257: (ETA=2) & (NUM_MOTO>=1) & (ParklibAUTO>=5.87493) & (TempiBUS>=10.1) & 
(IntTBus>=2) & (CostoMC<=0.037245) => (D>=NONBUS)  
258: (ETA=4) & (NUM_AUTO>=2) & (TempiBUS>=25.25) & (IntTBus>=6.25) => 
(D>=NONBUS)  
259: (COND_PROF=3) & (CostoMC<=0.061515) & (TempiBUS>=21.1833) & 
(CoccupAUTO>=1) & (SESSO=2) & (IntTBus>=4.88373) => (D>=NONBUS)  
260: (COND_PROF=3) & (IntTBus>=9.25) => (D>=NONBUS)  
261: (SESSO=1) & (ETA=3) & (IntTBus>=6.25) => (D>=NONBUS)  
262: (NUM_MOTO>=1) & (ETA=4) & (CostoMC<=0.061515) & (IntTBus>=4.88373) & 
(SESSO=1) & (CoccupAUTO>=1.04116) & (NUM_AUTO>=1) => (D>=NONBUS)  
263: (CostoAUTO<=1.25294) & (SESSO=1) & (TempiBUS>=13.9833) & (NUM_MOTO>=1) & 
(COND_PROF=3) => (D>=NONBUS)  
Dominance-based Rough-set Approach: regole del set AUTOvsNONAUTO 
[FILEINFO] 
Input: AvsNA_350cod.isf  AvsNA_350cod.apx  certain  0.95   
Time: 19099 s 
Rem1: Minimal cover rules of AvsNA_350cod.isf. 
 
[RULES] 
001: (CostoAUTO<=0.010503) & (TempiBUS>=17.1667) => (D<=AUTO)  
002: (TrasbBUS>=1) & (CostoMC>=0.27765) => (D<=AUTO)  
003: (TempiBUS>=58.2167) & (NUM_MOTO<=0) => (D<=AUTO)  
004: (TempiMC>=10.0337) & (TempiAUTO<=10.7007) => (D<=AUTO)  
005: (COND_PROF=1) & (CostoAUTO<=0.100944) & (CostoMC>=0.06159) => (D<=AUTO)  
006: (COND_PROF=2) & (TempiAUTO<=6.44101) => (D<=AUTO)  
007: (COND_PROF=2) & (TempiMC>=13.1863) => (D<=AUTO)  
008: (NUM_AUTO>=2) & (ETA=5) => (D<=AUTO)  
009: (NUM_AUTO>=2) & (CostoAUTO<=0.009036) & (ETA=4) & (CostoMC>=0.01563) & 
(NUM_MOTO<=1) => (D<=AUTO)  
010: (COND_PROF=3) & (TempiAUTO<=56.6351) & (IntTBus>=4.88373) & 
(TempiBUS>=33.5042) & (NUM_MOTO<=0) => (D<=AUTO)  
011: (CostoAUTO<=0.052956) & (IntTBus>=6.25) & (TempiBUS>=29.1833) & 
(NUM_MOTO<=0) => (D<=AUTO)  
012: (NUM_AUTO>=2) & (TempiMC>=7.08247) & (CoccupAUTO>=1.39991) & 
(TempiAUTO<=8.61101) => (D<=AUTO)  
013: (TempiMC>=7.0575) & (TempiAUTO<=9.88306) & (ADIABUS>=1) & (COND_PROF=6) => 
(D<=AUTO)  
014: (NUM_AUTO>=1) & (CoccupAUTO>=1) & (ParklibAUTO>=8.00637) & 
(TempiAUTO<=8.65802) & (TempiBUS>=18.4167) & (NUM_MOTO<=0) => (D<=AUTO)  
015: (TempiAUTO<=8.83226) & (COND_PROF=4) & (NUM_MOTO<=0) => (D<=AUTO)  
016: (ETA=3) & (TempiAUTO<=9.9552) & (NUM_AUTO>=1) & (CostoMC>=0.04413) & 
(CoccupAUTO>=1.13473) => (D<=AUTO)  
017: (CoccupAUTO>=1.16978) & (CostoAUTO<=0.043641) & (CostoMC>=0.03957) & 
(NUM_AUTO>=3) & (COND_PROF=3) => (D<=AUTO)  
018: (CoccupAUTO>=1) & (ETA=3) & (CostoAUTO<=0.01899) & (TempiMC>=6.84299) & 
(TempiAUTO<=8.61101) => (D<=AUTO)  
019: (ETA=3) & (CostoAUTO<=0.005769) & (NUM_MOTO<=0) & (NUM_AUTO>=1) => 
(D<=AUTO)  
020: (TempiMC>=11.3403) & (CostoAUTO<=0.033408) & (TempiBUS>=10.5667) & 
(NUM_AUTO>=2) => (D<=AUTO)  




021: (ETA=2) & (COND_PROF=6) & (CostoAUTO<=0.017208) & (CostoMC>=0.01326) & 
(NUM_MOTO<=0) => (D<=AUTO)  
022: (COND_PROF=3) & (TempiAUTO<=4.09754) & (ETA=3) => (D<=AUTO)  
023: (TempiAUTO<=46.1651) & (TempiBUS>=29.9) & (NUM_MOTO<=1) & (NUM_AUTO>=3) => 
(D<=AUTO)  
024: (COND_PROF=3) & (SESSO=2) & (CostoAUTO<=0.009036) & (CoccupAUTO>=1.74648) 
=> (D<=AUTO)  
025: (COND_PROF=3) & (TempiMC>=27.2491) & (TempiBUS>=37.4833) & (NUM_MOTO<=2) 
=> (D<=AUTO)  
026: (CostoAUTO<=0.038952) & (CostoMC>=0.068505) & (NUM_AUTO>=1) => (D<=AUTO)  
027: (IntTBus>=4.88373) & (COND_PROF=6) & (NUM_AUTO>=2) & (ETA=2) => (D<=AUTO)  
028: (CoccupAUTO>=1.4456) & (ETA=2) & (CostoMC>=0.017115) & 
(CostoAUTO<=0.012915) & (NUM_AUTO>=2) => (D<=AUTO)  
029: (COND_PROF=3) & (CostoMC>=0.13188) & (TempiAUTO<=17.9016) => (D<=AUTO)  
030: (CoccupAUTO>=1.15909) & (CostoAUTO<=1.25294) & (TempiMC>=8.18386) & 
(TempiAUTO<=9.88306) & (NUM_AUTO>=1) & (NUM_MOTO<=0) => (D<=AUTO)  
031: (COND_PROF=3) & (CostoAUTO<=0.148257) & (CostoMC>=0.19053) => (D<=AUTO)  
032: (CoccupAUTO>=1.04116) & (ETA=3) & (TempiAUTO<=9.91109) & 
(TempiBUS>=15.8167) & (TempiMC>=8.18386) & (NUM_MOTO<=0) => (D<=AUTO)  
033: (SESSO=1) & (TempiAUTO<=4.33646) & (COND_PROF=6) => (D<=AUTO)  
034: (SESSO=1) & (COND_PROF=6) & (NUM_AUTO>=3) => (D<=AUTO)  
035: (TempiMC>=13.7653) & (TempiAUTO<=17.1788) & (NUM_AUTO>=2) => (D<=AUTO)  
036: (TempiMC>=18.2253) & (CostoAUTO<=0.060867) => (D<=AUTO)  
037: (COND_PROF=1) & (IntTBus>=7.75) & (NUM_AUTO>=2) & (SESSO=1) => (D<=AUTO)  
038: (TempiAUTO<=11.1493) & (TempiBUS>=21.0667) & (COND_PROF=2) => (D<=AUTO)  
039: (ETA=3) & (CostoAUTO<=0.029862) & (COND_PROF=1) & (TempiBUS>=16.65) & 
(CoccupAUTO>=1.39053) & (IntTBus>=2.82609) => (D<=AUTO)  
040: (CoccupAUTO>=1.04116) & (COND_PROF=6) & (ETA=1) => (D<=AUTO)  
041: (TempiBUS>=47.7) & (ETA=4) & (TempiMC>=0.55) & (CostoMC>=0.010635) & 
(NUM_AUTO>=1) => (D<=AUTO)  
042: (ETA=2) & (TempiAUTO<=56.6351) & (IntTBus>=9.25) & (NUM_MOTO<=0) => 
(D<=AUTO)  
043: (CoccupAUTO>=1) & (ETA=3) & (CostoAUTO<=0.01899) & (COND_PROF=6) & 
(TempiBUS>=20.8167) => (D<=AUTO)  
044: (CostoAUTO<=0.049869) & (IntTBus>=6.25) & (ADIABUS>=1) & (COND_PROF=6) & 
(NUM_MOTO<=0) => (D<=AUTO)  
045: (ETA=3) & (TempiMC>=13.7653) & (CostoAUTO<=0.095949) & (SESSO=1) => 
(D<=AUTO)  
046: (TempiAUTO<=27.7431) & (TempiBUS>=31.4167) & (COND_PROF=1) => (D<=AUTO)  
047: (NUM_AUTO>=2) & (TrasbBUS>=1) & (NUM_MOTO<=0) => (D<=AUTO)  
048: (CostoAUTO<=0.009036) & (ETA=3) & (COND_PROF=6) & (SESSO=1) => (D<=AUTO)  
049: (CoccupAUTO>=1.04116) & (TempiMC>=8.29128) & (CostoAUTO<=0.021924) & 
(IntTBus>=3.62069) & (NUM_MOTO<=1) => (D<=AUTO)  
050: (CostoAUTO<=0.041679) & (TempiBUS>=29.0833) & (ETA=2) & (SESSO=1) & 
(COND_PROF=3) => (D<=AUTO)  
051: (TempiMC>=8.94856) & (TempiAUTO<=11.1493) & (NUM_MOTO<=1) & (NUM_AUTO>=1) 
& (ETA=2) => (D<=AUTO)  
052: (CoccupAUTO>=1.15909) & (CostoAUTO<=0.026523) & (CostoMC>=0.0486) & 
(COND_PROF=6) & (NUM_AUTO>=1) => (D<=AUTO)  
053: (CostoAUTO<=0.01215) & (TempiBUS>=12.2333) & (CostoMC>=0.01998) & 
(NUM_MOTO<=0) & (NUM_AUTO>=2) & (SESSO=2) => (D<=AUTO)  
054: (CostoAUTO<=0.009378) & (TempiBUS>=13.4) & (SESSO=1) & (NUM_MOTO<=0) => 
(D<=AUTO)  
055: (COND_PROF=3) & (CostoMC>=0.04056) & (CostoAUTO<=0.028161) & 
(CzonaAUTO<=0) => (D<=AUTO)  
056: (ETA=3) & (CostoAUTO<=0.029862) & (SESSO=1) & (NUM_MOTO<=0) & 
(CostoMC>=0.03957) & (NUM_AUTO>=1) => (D<=AUTO)  
057: (SESSO=2) & (TempiAUTO<=56.6351) & (IntTBus>=4.88373) & (TempiBUS>=42.1) & 
(COND_PROF=3) => (D<=AUTO)  






059: (TempiMC>=7.08247) & (CoccupAUTO>=1) & (TempiAUTO<=8.65802) & 
(NUM_MOTO<=0) & (ETA=2) => (D<=AUTO)  
060: (SESSO=1) & (ETA=2) & (COND_PROF=6) & (CostoAUTO<=0.043641) & 
(CostoMC>=0.06009) => (D<=AUTO)  
061: (SESSO=1) & (ETA=2) & (CoccupAUTO>=2) & (TempiAUTO<=9.07974) => (D<=AUTO)  
062: (ETA=4) & (CoccupAUTO>=1.04116) & (COND_PROF=2) & (CostoMC>=0.037635) => 
(D<=AUTO)  
063: (SESSO=1) & (ETA=4) & (CostoAUTO<=0.027117) & (TempiMC>=9.85009) & 
(NUM_MOTO<=0) & (NUM_AUTO>=1) => (D<=AUTO)  
064: (ETA=2) & (NUM_AUTO>=2) & (COND_PROF=2) & (CostoMC>=0.029535) => (D<=AUTO)  
065: (SESSO=2) & (TempiAUTO<=7.9779) & (ADIABUS>=1) & (NUM_MOTO<=2) & 
(NUM_AUTO>=2) => (D<=AUTO)  
066: (COND_PROF=1) & (TempiMC>=8.29128) & (TempiAUTO<=14.1577) & (NUM_AUTO>=2) 
=> (D<=AUTO)  
067: (COND_PROF=3) & (TempiMC>=4.79599) & (TempiAUTO<=5.62699) => (D<=AUTO)  
068: (CoccupAUTO>=1.24999) & (ETA=3) & (TempiAUTO<=9.88306) & 
(IntTBus>=5.04686) & (CostoMC>=0.033705) & (NUM_AUTO>=2) => (D<=AUTO)  
069: (CostoAUTO<=0.012411) & (TempiMC>=4.98355) & (CoccupAUTO>=1.33385) & 
(IntTBus>=2.11765) & (NUM_AUTO>=2) => (D<=AUTO)  
070: (SESSO=1) & (ETA=4) & (CostoAUTO<=0.038448) & (CoccupAUTO>=1.99751) & 
(COND_PROF=6) & (IntTBus>=2.5) => (D<=AUTO)  
071: (CostoAUTO<=0.021222) & (CoccupAUTO>=1.29866) & (NUM_MOTO<=0) & 
(TempiMC>=8.18386) => (D<=AUTO)  
072: (CostoAUTO<=0.047646) & (SESSO=2) & (CzonaAUTO<=0) & (ETA=3) => (D<=AUTO)  
073: (ETA=2) & (TempiAUTO<=17.0332) & (CostoMC>=0.07791) & (NUM_AUTO>=2) => 
(D<=AUTO)  
074: (SESSO=1) & (ETA=4) & (CostoAUTO<=0.01899) & (CostoMC>=0.037635) & 
(TempiAUTO<=8.50402) => (D<=AUTO)  
075: (SESSO=1) & (ETA=4) & (CostoAUTO<=0.011313) & (TempiMC>=4.98355) & 
(TempiBUS>=12.2333) => (D<=AUTO)  
076: (SESSO=1) & (CostoMC>=0.06972) & (CostoAUTO<=0.043029) & (NUM_AUTO>=2) => 
(D<=AUTO)  
077: (CoccupAUTO>=1) & (ETA=4) & (NUM_AUTO>=2) & (CostoAUTO<=2.79072) & 
(CostoMC>=0.068505) & (SESSO=1) => (D<=AUTO)  
078: (COND_PROF=3) & (CostoAUTO<=0.021924) & (ETA=4) & (TempiMC>=8.18386) => 
(D<=AUTO)  
079: (COND_PROF=1) & (TempiBUS>=54.8) & (TempiAUTO<=28.4785) => (D<=AUTO)  
080: (ETA=3) & (CostoAUTO<=0.018306) & (CoccupAUTO>=1.33385) & (COND_PROF=6) & 
(IntTBus>=2.5) & (TempiMC>=6.8657) => (D<=AUTO)  
081: (COND_PROF=3) & (CostoAUTO<=0.025362) & (CostoMC>=0.04203) & (SESSO=1) & 
(NUM_AUTO>=2) => (D<=AUTO)  
082: (COND_PROF=1) & (CostoMC>=0.04533) & (TempiAUTO<=11.3071) => (D<=AUTO)  
083: (ETA=3) & (TempiMC>=6.20668) & (CoccupAUTO>=1.04116) & (NUM_MOTO<=0) & 
(CostoAUTO<=0.01737) & (SESSO=2) => (D<=AUTO)  
084: (COND_PROF=3) & (TempiMC>=20.4582) & (CostoAUTO<=0.249795) & (NUM_AUTO>=2) 
=> (D<=AUTO)  
085: (CoccupAUTO>=1.16978) & (NUM_AUTO>=3) & (ETA=2) & (TempiAUTO<=9.48869) & 
(COND_PROF=5) => (D<=AUTO)  
086: (CoccupAUTO>=1.25587) & (TempiAUTO<=20.6347) & (CostoMC>=0.11139) & 
(ETA=4) & (NUM_AUTO>=1) => (D<=AUTO)  
087: (TempiAUTO<=18.6054) & (TempiMC>=10.4276) & (COND_PROF=1) & 
(IntTBus>=3.46154) => (D<=AUTO)  
088: (CostoAUTO<=0.017631) & (TempiMC>=5.67739) & (ETA=3) & (SESSO=1) & 
(CostoMC>=0.034485) & (NUM_AUTO>=2) => (D<=AUTO)  
089: (COND_PROF=3) & (TempiMC>=4.98355) & (ETA=2) & (CostoAUTO<=0.011547) & 
(IntTBus>=2.11765) => (D<=AUTO)  
090: (TempiMC>=11.0379) & (COND_PROF=2) & (TempiAUTO<=13.4363) => (D<=AUTO)  
091: (CoccupAUTO>=1.04116) & (CostoMC>=0.04527) & (COND_PROF=2) & (NUM_MOTO<=0) 
=> (D<=AUTO)  




092: (COND_PROF=3) & (CostoAUTO<=0.017757) & (TempiMC>=6.71075) & 
(CoccupAUTO>=1.39053) & (NUM_AUTO>=1) & (ETA=2) & (SESSO=2) => (D<=AUTO)  
093: (CostoMC>=0.043785) & (TempiAUTO<=8.91311) & (NUM_MOTO<=0) => (D<=AUTO)  
094: (CoccupAUTO>=1.28686) & (TempiBUS>=19.0667) & (TempiAUTO<=21.6694) & 
(ETA=4) & (NUM_AUTO>=3) => (D<=AUTO)  
095: (ETA=4) & (NUM_AUTO>=2) & (TempiMC>=8.85002) & (CostoAUTO<=0.025362) => 
(D<=AUTO)  
096: (SESSO=1) & (COND_PROF=6) & (ETA=2) & (TempiMC>=6.20668) & 
(CoccupAUTO>=1.76604) => (D<=AUTO)  
097: (TempiMC>=18.2253) & (CostoAUTO<=0.079533) & (ETA=2) => (D<=AUTO)  
098: (SESSO=1) & (COND_PROF=6) & (ETA=2) & (TempiAUTO<=9.10027) & (NUM_AUTO>=1) 
& (NUM_MOTO<=1) => (D<=AUTO)  
099: (SESSO=1) & (TempiAUTO<=14.2127) & (CostoMC>=0.042315) & (ETA=4) & 
(NUM_AUTO>=2) & (CoccupAUTO>=1.375) => (D<=AUTO)  
100: (TempiAUTO<=20.5291) & (CostoMC>=0.15072) & (NUM_AUTO>=1) & (ETA=3) => 
(D<=AUTO)  
101: (SESSO=1) & (TempiBUS>=21.3667) & (TempiAUTO<=11.1493) & (ETA=4) & 
(CostoMC>=0.042315) & (NUM_MOTO<=0) => (D<=AUTO)  
102: (COND_PROF=3) & (TempiMC>=12.9322) & (CostoAUTO<=0.047646) & (ETA=3) & 
(CoccupAUTO>=1.1947) => (D<=AUTO)  
103: (CostoMC>=0.08922) & (COND_PROF=6) & (NUM_MOTO<=0) & (NUM_AUTO>=1) => 
(D<=AUTO)  
104: (COND_PROF=3) & (TempiAUTO<=11.3071) & (NUM_AUTO>=2) & 
(CoccupAUTO>=1.09897) & (TempiBUS>=20.9333) & (SESSO=2) & (ETA=3) => 
(D<=AUTO)  
105: (TempiAUTO<=11.1493) & (TempiBUS>=24.1167) & (NUM_AUTO>=2) & (ETA=2) => 
(D<=AUTO)  
106: (COND_PROF=3) & (CostoAUTO<=0.012249) & (CostoMC>=0.028185) & (ETA=2) & 
(SESSO=1) => (D<=AUTO)  
107: (COND_PROF=3) & (TempiAUTO<=21.6694) & (TempiMC>=13.9501) & 
(CostoAUTO<=0.052956) => (D<=AUTO)  
108: (TempiMC>=12.9322) & (CostoAUTO<=0.041481) & (COND_PROF=2) => (D<=AUTO)  
109: (COND_PROF=3) & (TempiAUTO<=11.3071) & (ETA=3) & (TempiMC>=9.85009) & 
(CostoAUTO<=1.34624) => (D<=AUTO)  
110: (SESSO=1) & (ETA=5) & (NUM_AUTO>=1) & (TempiAUTO<=16.1376) & 
(CostoMC>=0.051525) & (CostoAUTO<=0.038952) => (D<=AUTO)  
111: (CoccupAUTO>=1.04116) & (ETA=3) & (TempiAUTO<=14.1615) & 
(CostoMC>=0.056625) & (SESSO=1) & (NUM_MOTO<=1) & (COND_PROF=6) => 
(D<=AUTO)  
112: (COND_PROF=3) & (SESSO=1) & (TempiMC>=6.20668) & (CostoAUTO<=0.01737) & 
(CoccupAUTO>=1.04116) & (ETA=3) & (NUM_AUTO>=0) => (D<=AUTO)  
113: (CostoAUTO<=0.009378) & (COND_PROF=5) & (ETA=2) & (CostoMC>=0.01563) => 
(D<=AUTO)  
114: (COND_PROF=3) & (TempiMC>=10.4276) & (TempiAUTO<=13.6824) & 
(CoccupAUTO>=1.375) & (ETA=3) => (D<=AUTO)  
115: (COND_PROF=3) & (CoccupAUTO>=1.65675) & (CostoAUTO<=0.018306) & 
(NUM_MOTO<=0) & (IntTBus>=2.5) => (D<=AUTO)  
116: (ETA=5) & (TrasbBUS>=1) & (NUM_AUTO>=1) => (D<=AUTO)  
117: (TempiMC>=11.887) & (CostoAUTO<=0.038448) & (ETA=2) => (D<=AUTO)  
118: (SESSO=1) & (TempiMC>=10.4276) & (ETA=5) & (TempiAUTO<=13.9161) => 
(D<=AUTO)  
119: (COND_PROF=3) & (CostoAUTO<=0.012249) & (TempiMC>=5.80686) & (NUM_AUTO>=2) 
& (CostoMC>=0.028185) => (D<=AUTO)  
120: (SESSO=1) & (TempiMC>=4.79599) & (ETA=4) & (CostoAUTO<=0.009036) & 
(NUM_AUTO>=1) & (CoccupAUTO>=1.26704) => (D<=AUTO)  
121: (SESSO=1) & (TempiMC>=8.29128) & (NUM_MOTO<=0) & (CostoAUTO<=0.025362) & 
(ETA=2) & (CoccupAUTO>=1) => (D<=AUTO)  
122: (SESSO=1) & (TempiAUTO<=11.5396) & (CostoMC>=0.04533) & (NUM_AUTO>=2) & 






123: (SESSO=1) & (TempiAUTO<=18.6054) & (TempiMC>=15.0472) & (COND_PROF=5) & 
(NUM_MOTO<=0) => (D<=AUTO)  
124: (COND_PROF=3) & (CostoAUTO<=0.006012) & (NUM_AUTO>=2) & (TempiMC>=3.82036) 
& (IntTBus>=3.62069) & (CostoMC>=0.01563) & (CoccupAUTO>=1.33333) => 
(D<=AUTO)  
125: (SESSO=1) & (TempiAUTO<=14.3097) & (TempiMC>=11.135) & 
(CoccupAUTO>=1.04116) & (NUM_MOTO<=0) => (D<=AUTO)  
126: (NUM_AUTO>=1) & (COND_PROF=6) & (ETA=2) & (TrasbBUS>=1) & 
(CoccupAUTO>=1.20213) & (SESSO=2) => (D<=AUTO)  
127: (ETA=3) & (CostoMC>=0.26517) => (D<=AUTO)  
128: (ADIABUS>=1) & (COND_PROF=2) & (NUM_AUTO>=3) => (D<=AUTO)  
129: (COND_PROF=6) & (NUM_AUTO>=2) & (ETA=2) & (TempiMC>=8.22699) & 
(CostoAUTO<=1.25774) => (D<=AUTO)  
130: (COND_PROF=3) & (ADIABUS>=1) & (TempiMC>=8.06277) & (SESSO=2) => (D<=AUTO)  
131: (CostoAUTO<=0.01809) & (TempiMC>=7.18603) & (NUM_AUTO>=1) & 
(CoccupAUTO>=1.04116) & (SESSO=1) & (IntTBus>=2.5) & (NUM_MOTO<=0) => 
(D<=AUTO)  
132: (TempiAUTO<=7.67693) & (TempiMC>=6.20668) & (NUM_AUTO>=1) & (COND_PROF=6) 
=> (D<=AUTO)  
133: (CostoAUTO<=0.090738) & (CostoMC>=0.16956) & (SESSO=1) => (D<=AUTO)  
134: (ETA=3) & (COND_PROF=6) & (CostoMC>=0.07182) & (TrasbBUS>=1) => (D<=AUTO)  
135: (CostoAUTO<=0.049131) & (IntTBus>=10.2256) & (NUM_MOTO<=1) => (D<=AUTO)  
136: (SESSO=1) & (TempiAUTO<=7.21837) & (ETA=4) & (TempiMC>=5.67739) & 
(NUM_MOTO<=0) & (CostoMC>=0.028185) & (NUM_AUTO>=1) => (D<=AUTO)  
137: (TempiMC>=11.4911) & (CostoAUTO<=0.047646) & (TempiAUTO<=14.3399) & 
(NUM_AUTO>=1) & (NUM_MOTO<=0) => (D<=AUTO)  
138: (TempiAUTO<=21.6694) & (TempiMC>=13.5347) & (SESSO=2) & (CostoMC>=0.07404) 
& (CostoAUTO<=0.04392) => (D<=AUTO)  
139: (CoccupAUTO>=1.45129) & (CostoMC>=0.021315) & (SESSO=1) & 
(IntTBus>=2.11765) & (CostoAUTO<=0.012411) => (D<=AUTO)  
140: (ETA=5) & (TempiMC>=7.13701) & (IntTBus>=5.04686) & (TempiAUTO<=9.88306) & 
(NUM_AUTO>=1) => (D<=AUTO)  
141: (TempiMC>=7.52478) & (NUM_AUTO>=2) & (NUM_MOTO<=0) & (ETA=3) & (SESSO=1) 
=> (D<=AUTO)  
142: (TempiAUTO<=9.27989) & (TempiMC>=8.34317) & (CostoAUTO<=1.25294) & 
(SESSO=2) & (NUM_MOTO<=1) & (COND_PROF=3) => (D<=AUTO)  
143: (COND_PROF=1) & (TempiAUTO<=8.95113) & (TempiMC>=3.82036) & (ETA=2) => 
(D<=AUTO)  
144: (TempiAUTO<=5.62699) & (TempiMC>=4.79599) & (SESSO=1) & (NUM_MOTO<=0) => 
(D<=AUTO)  
145: (TempiMC>=11.3403) & (CostoAUTO<=0.032778) & (ETA=4) => (D<=AUTO)  
146: (ETA=2) & (COND_PROF=6) & (TempiBUS>=25.4333) & (TempiAUTO<=13.3524) => 
(D<=AUTO)  
147: (TempiMC>=12.5853) & (TempiAUTO<=20.6347) & (ETA=4) & (SESSO=2) & 
(TrasbBUS>=1) & (NUM_AUTO>=1) => (D<=AUTO)  
148: (COND_PROF=3) & (ETA=2) & (SESSO=1) & (NUM_AUTO>=2) & (TempiAUTO<=7.24943) 
& (NUM_MOTO<=1) => (D<=AUTO)  
149: (ETA=3) & (TempiAUTO<=21.2651) & (TempiBUS>=34.9667) & (SESSO=1) => 
(D<=AUTO)  
150: (ETA=2) & (CostoMC>=0.06159) & (CostoAUTO<=0.033201) & (NUM_MOTO<=0) & 
(NUM_AUTO>=1) => (D<=AUTO)  
151: (ETA=3) & (IntTBus>=4.25) & (TempiMC>=11.887) & (NUM_MOTO<=0) & (SESSO=1) 
=> (D<=AUTO)  
152: (COND_PROF=1) & (SESSO=2) & (CostoMC>=0.07719) => (D<=AUTO)  
153: (CostoAUTO<=0.021222) & (NUM_AUTO>=2) & (ETA=3) & (CoccupAUTO>=1.28964) & 
(TempiBUS>=18.85) & (SESSO=2) => (D<=AUTO)  
154: (ETA=4) & (CostoAUTO<=0.038448) & (TempiMC>=11.3403) & (NUM_AUTO>=2) => 
(D<=AUTO)  
155: (ETA=2) & (ADIABUS>=1) & (COND_PROF=5) & (SESSO=2) => (D<=AUTO)  




156: (COND_PROF=3) & (ETA=2) & (TempiAUTO<=18.4831) & (CoccupAUTO>=1.10937) & 
(TempiBUS>=36.4167) & (SESSO=2) => (D<=AUTO)  
157: (SESSO=1) & (TempiAUTO<=11.3071) & (ETA=3) & (NUM_MOTO<=0) & 
(ParklibAUTO>=6.95368) & (TempiMC>=7.08247) & (NUM_AUTO>=1) & 
(CoccupAUTO>=1) => (D<=AUTO)  
158: (COND_PROF=6) & (CostoMC>=0.04233) & (CostoAUTO<=0.021222) & 
(CoccupAUTO>=1.04116) & (SESSO=1) & (TempiMC>=7.08247) => (D<=AUTO)  
159: (COND_PROF=6) & (ETA=3) & (SESSO=2) & (NUM_MOTO<=0) & (TempiAUTO<=13.2243) 
& (TempiMC>=9.85009) & (NUM_AUTO>=1) => (D<=AUTO)  
160: (ETA=4) & (CostoAUTO<=0.02142) & (TempiMC>=8.18123) & (NUM_AUTO>=2) & 
(SESSO=1) => (D<=AUTO)  
161: (ETA=4) & (CostoAUTO<=0.017505) & (TempiMC>=6.47458) & 
(CoccupAUTO>=1.50029) & (NUM_AUTO>=1) & (NUM_MOTO<=0) => (D<=AUTO)  
162: (TempiMC>=13.6101) & (TempiAUTO<=25.6373) & (COND_PROF=6) & (ETA=3) & 
(NUM_MOTO<=0) & (CoccupAUTO>=1) & (NUM_AUTO>=1) => (D<=AUTO)  
163: (ETA=2) & (CoccupAUTO>=1.33385) & (SESSO=1) & (NUM_AUTO>=2) & 
(TempiAUTO<=11.3071) & (TempiMC>=7.18603) => (D<=AUTO)  
164: (TempiMC>=13.6807) & (TempiAUTO<=56.6351) & (ETA=4) & (SESSO=1) & 
(NUM_MOTO<=0) & (IntTBus>=5) & (CostoAUTO<=1.2822) => (D<=AUTO)  
165: (TempiMC>=12.1842) & (TempiAUTO<=21.6694) & (COND_PROF=3) & 
(CoccupAUTO>=1) & (NUM_AUTO>=2) & (CostoAUTO<=2.7866) => (D<=AUTO)  
166: (ETA=1) => (D>=NONAUTO)  
167: (CostoAUTO>=2.75353) => (D>=NONAUTO)  
168: (CoccupAUTO<=0) => (D>=NONAUTO)  
169: (TempiBUS<=10.1833) & (COND_PROF=6) => (D>=NONAUTO)  
170: (NUM_AUTO<=0) & (CostoMC<=0.439395) => (D>=NONAUTO)  
171: (NUM_MOTO>=2) & (CostoMC<=0.02982) & (CostoAUTO>=0.004203) => (D>=NONAUTO)  
172: (COND_PROF=3) & (CostoMC<=0.01563) & (SESSO=2) => (D>=NONAUTO)  
173: (NUM_MOTO>=2) & (IntTBus<=2.92184) & (COND_PROF=6) => (D>=NONAUTO)  
174: (CostoAUTO>=0.404811) & (CoccupAUTO<=1.63869) & (COND_PROF=6) & 
(CostoMC<=0.07446) => (D>=NONAUTO)  
175: (COND_PROF=4) & (CostoMC<=0.07644) & (ETA=2) => (D>=NONAUTO)  
176: (NUM_MOTO>=2) & (ETA=2) & (NUM_AUTO<=1) & (SESSO=1) & 
(CoccupAUTO<=1.09383) => (D>=NONAUTO)  
177: (IntTBus<=2.59259) & (COND_PROF=1) & (CostoMC<=0.07842) & 
(TempiAUTO>=5.57663) => (D>=NONAUTO)  
178: (TempiAUTO>=14.2206) & (NUM_MOTO>=3) & (CostoAUTO>=0.213552) => 
(D>=NONAUTO)  
179: (NUM_MOTO>=1) & (ETA=5) & (TempiAUTO>=18.4055) => (D>=NONAUTO)  
180: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (ETA=4) & (TempiAUTO>=30.325) & 
(CostoMC<=0.49806) => (D>=NONAUTO)  
181: (TrasbBUS<=0) & (TempiAUTO>=17.1783) & (COND_PROF=1) & (CostoMC<=0.07719) 
=> (D>=NONAUTO)  
182: (TempiAUTO>=9.37977) & (COND_PROF=1) & (CostoAUTO>=1.62966) => 
(D>=NONAUTO)  
183: (COND_PROF=1) & (TempiAUTO>=10.5065) & (CostoMC<=0.06192) & (ETA=2) => 
(D>=NONAUTO)  
184: (IntTBus<=3.97454) & (CostoAUTO>=1.05222) => (D>=NONAUTO)  
185: (TrasbBUS<=0) & (ETA=2) & (TempiAUTO>=44.189) & (NUM_AUTO<=1) => 
(D>=NONAUTO)  
186: (TrasbBUS<=0) & (ETA=2) & (TempiMC<=3.22816) & (NUM_MOTO>=1) => 
(D>=NONAUTO)  
187: (TrasbBUS<=0) & (ETA=2) & (TempiAUTO>=43.3829) & (NUM_MOTO>=1) & 
(COND_PROF=3) => (D>=NONAUTO)  
188: (IntTBus<=6) & (COND_PROF=5) & (CostoAUTO>=0.009549) => (D>=NONAUTO)  
189: (COND_PROF=3) & (TempiMC<=27.0071) & (CostoAUTO>=0.080982) & 
(TempiAUTO>=24.1584) => (D>=NONAUTO)  
190: (TrasbBUS<=0) & (COND_PROF=1) & (CostoMC<=0.021795) => (D>=NONAUTO)  
191: (COND_PROF=3) & (TempiMC<=5.95675) & (ETA=3) & (CostoAUTO>=0.011934) & 






192: (NUM_MOTO>=1) & (NUM_AUTO<=2) & (TempiMC<=20.6551) & (COND_PROF=5) => 
(D>=NONAUTO)  
193: (TrasbBUS<=0) & (ETA=2) & (COND_PROF=3) & (NUM_AUTO<=1) & (NUM_MOTO>=1) & 
(TempiAUTO>=17.1788) & (CostoMC<=0.198945) => (D>=NONAUTO)  
194: (TrasbBUS<=0) & (COND_PROF=2) & (ETA=3) & (SESSO=2) & (TempiAUTO>=10.9764) 
& (CoccupAUTO<=1.53553) => (D>=NONAUTO)  
195: (ETA=2) & (SESSO=1) & (TempiBUS<=10.5667) & (TempiAUTO>=8.62796) => 
(D>=NONAUTO)  
196: (TrasbBUS<=0) & (ETA=2) & (NUM_AUTO<=1) & (TempiAUTO>=11.5512) & (SESSO=2) 
& (CostoMC<=0.08049) => (D>=NONAUTO)  
197: (ParklibAUTO<=7.59337) & (TempiAUTO>=17.1783) & (TempiBUS<=22.475) => 
(D>=NONAUTO)  
198: (TempiAUTO>=9.48769) & (ETA=3) & (CostoMC<=0.05775) & (COND_PROF=6) & 
(NUM_AUTO<=1) => (D>=NONAUTO)  
199: (TempiMC<=15.4817) & (ETA=4) & (SESSO=2) & (IntTBus<=6.25) & (COND_PROF=6) 
& (ADIABUS<=0) => (D>=NONAUTO)  
200: (NUM_MOTO>=1) & (COND_PROF=3) & (SESSO=1) & (IntTBus<=2.5) & 
(CostoMC<=0.039315) => (D>=NONAUTO)  
201: (TempiMC<=10.0315) & (COND_PROF=1) & (ETA=3) & (IntTBus<=3.46154) => 
(D>=NONAUTO)  
202: (TempiMC<=10.7821) & (NUM_MOTO>=2) & (TempiAUTO>=10.0343) => (D>=NONAUTO)  
203: (NUM_MOTO>=1) & (TempiMC<=9.00651) & (COND_PROF=2) & (TempiAUTO>=9.88319) 
=> (D>=NONAUTO)  
204: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiMC<=3.98368) & (CostoAUTO>=0.010881) 
=> (D>=NONAUTO)  
205: (NUM_AUTO<=1) & (ETA=3) & (TempiBUS<=10.1833) & (TempiMC<=6.71075) => 
(D>=NONAUTO)  
206: (NUM_MOTO>=1) & (CostoMC<=0.0198) & (CostoAUTO>=0.004203) & (ETA=4) => 
(D>=NONAUTO)  
207: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiAUTO>=13.2243) & (ETA=3) & 
(CostoAUTO>=0.031707) & (CostoMC<=0.06813) => (D>=NONAUTO)  
208: (NUM_MOTO>=1) & (COND_PROF=1) & (TempiAUTO>=17.1783) & (TempiMC<=29.8338) 
& (CostoAUTO>=0.098028) & (TempiBUS<=57.8833) => (D>=NONAUTO)  
209: (NUM_AUTO<=1) & (CostoMC<=0.06156) & (TempiAUTO>=8.95113) & (NUM_MOTO>=2) 
=> (D>=NONAUTO)  
210: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (SESSO=1) & (CostoMC<=0.06534) & (ETA=2) & 
(CoccupAUTO<=1.45582) & (TempiAUTO>=8.50402) => (D>=NONAUTO)  
211: (COND_PROF=3) & (TempiMC<=7.13701) & (TempiAUTO>=9.72259) & 
(CostoAUTO>=0.014409) => (D>=NONAUTO)  
212: (COND_PROF=6) & (SESSO=2) & (TempiAUTO>=21.327) & (CostoMC<=0.08913) => 
(D>=NONAUTO)  
213: (COND_PROF=6) & (ETA=3) & (SESSO=2) & (TempiAUTO>=8.95113) & 
(TempiBUS<=18.4167) => (D>=NONAUTO)  
214: (TempiMC<=7.56856) & (NUM_MOTO>=2) & (CostoAUTO>=0.010881) & 
(TempiAUTO>=6.21843) & (CoccupAUTO<=1.42862) => (D>=NONAUTO)  
215: (IntTBus<=10.75) & (TempiAUTO>=30.325) & (SESSO=2) & (NUM_AUTO<=1) & 
(CostoMC<=0.375435) => (D>=NONAUTO)  
216: (COND_PROF=3) & (IntTBus<=8.5) & (TempiAUTO>=14.6899) & (TempiBUS<=19.8) & 
(ETA=2) => (D>=NONAUTO)  
217: (COND_PROF=3) & (TempiMC<=6.71075) & (IntTBus<=4.88373) & (SESSO=1) & 
(CoccupAUTO<=1.99751) & (NUM_AUTO<=1) => (D>=NONAUTO)  
218: (ETA=5) & (TempiMC<=8.28043) => (D>=NONAUTO)  
219: (SESSO=2) & (IntTBus<=7) & (TempiAUTO>=19.2411) & (COND_PROF=6) => 
(D>=NONAUTO)  
220: (NUM_MOTO>=1) & (ETA=4) & (CostoAUTO>=0.060741) & (CostoMC<=0.439395) & 
(SESSO=2) & (NUM_AUTO<=2) => (D>=NONAUTO)  
221: (TrasbBUS<=0) & (COND_PROF=3) & (TempiAUTO>=19.7651) & (NUM_AUTO<=2) & 
(CostoMC<=0.193995) => (D>=NONAUTO)  
222: (SESSO=2) & (TempiAUTO>=8.50402) & (ETA=3) & (TempiMC<=6.71075) & 
(CostoAUTO>=0.013536) => (D>=NONAUTO)  




223: (CostoMC<=0.069195) & (COND_PROF=3) & (ETA=3) & (IntTBus<=8.5) & 
(CoccupAUTO<=1.57095) & (TempiAUTO>=10.7007) & (NUM_MOTO>=1) => 
(D>=NONAUTO)  
224: (SESSO=2) & (TempiMC<=11.3017) & (CostoAUTO>=0.030105) & (NUM_AUTO<=1) => 
(D>=NONAUTO)  
225: (NUM_MOTO>=1) & (TempiMC<=6.4395) & (CostoAUTO>=0.010881) & (ETA=4) => 
(D>=NONAUTO)  
226: (NUM_MOTO>=1) & (ETA=3) & (NUM_AUTO<=1) & (TempiMC<=25.08) & 
(CostoAUTO>=0.076131) & (TempiAUTO>=19.7442) => (D>=NONAUTO)  
227: (TempiMC<=27.6527) & (SESSO=1) & (CostoAUTO>=1.56434) & (ETA=3) => 
(D>=NONAUTO)  
228: (COND_PROF=3) & (ETA=2) & (TempiMC<=13.2249) & (SESSO=2) & 
(IntTBus<=2.59259) => (D>=NONAUTO)  
229: (COND_PROF=6) & (TempiAUTO>=10.7036) & (TempiMC<=13.6807) & 
(CostoAUTO>=0.038448) & (SESSO=2) => (D>=NONAUTO)  
230: (NUM_MOTO>=1) & (COND_PROF=6) & (ETA=3) & (TempiMC<=5.96944) & 
(CostoAUTO>=0.010881) & (NUM_AUTO<=1) => (D>=NONAUTO)  
231: (NUM_MOTO>=1) & (COND_PROF=2) & (TempiAUTO>=15.483) & 
(CoccupAUTO<=1.09383) & (ETA=2) & (CostoMC<=0.375435) => (D>=NONAUTO)  
232: (SESSO=2) & (IntTBus<=3.5) & (NUM_AUTO<=1) & (TempiAUTO>=8.52462) => 
(D>=NONAUTO)  
233: (NUM_MOTO>=1) & (COND_PROF=6) & (TempiMC<=15.9009) & (TempiAUTO>=17.1783) 
& (NUM_AUTO<=1) => (D>=NONAUTO)  
234: (COND_PROF=6) & (ETA=3) & (TempiAUTO>=9.9337) & (SESSO=2) & 
(TempiMC<=10.4276) => (D>=NONAUTO)  
235: (CostoMC<=0.056625) & (ETA=4) & (CostoAUTO>=0.021222) & 
(CoccupAUTO<=1.53553) => (D>=NONAUTO)  
236: (TempiMC<=8.40792) & (NUM_MOTO>=1) & (COND_PROF=6) & (CostoAUTO>=0.017289) 
& (SESSO=2) => (D>=NONAUTO)  
237: (IntTBus<=12) & (TempiMC<=8.28043) & (SESSO=2) & (NUM_MOTO>=0) & 
(TempiAUTO>=9.16239) => (D>=NONAUTO)  
238: (COND_PROF=3) & (SESSO=1) & (TempiAUTO>=7.24943) & (CostoAUTO>=0.010881) & 
(TempiMC<=6.37986) => (D>=NONAUTO)  
239: (COND_PROF=3) & (TrasbBUS<=0) & (NUM_MOTO>=1) & (TempiAUTO>=18.4055) & 
(NUM_AUTO<=1) & (CostoMC<=0.14733) & (SESSO=1) => (D>=NONAUTO)  
240: (ETA=2) & (SESSO=2) & (TempiMC<=9.86515) & (NUM_MOTO>=1) & 
(TempiAUTO>=7.11241) & (IntTBus<=2.75) => (D>=NONAUTO)  
241: (ETA=2) & (TempiBUS<=36.0167) & (TempiAUTO>=14.3925) & (SESSO=1) & 
(CostoAUTO>=0.06705) & (NUM_AUTO<=3) & (COND_PROF=3) => (D>=NONAUTO)  
242: (TempiAUTO>=27.7431) & (CostoMC<=0.198945) & (NUM_AUTO<=1) & (SESSO=2) => 
(D>=NONAUTO)  
243: (NUM_MOTO>=1) & (COND_PROF=3) & (CostoAUTO>=0.012915) & (SESSO=1) & 
(CoccupAUTO<=1.43089) & (ETA=2) & (CostoMC<=0.041985) => (D>=NONAUTO)  
244: (COND_PROF=1) & (IntTBus<=4.88373) & (TempiAUTO>=12.0034) & 
(CostoMC<=0.08115) & (SESSO=1) => (D>=NONAUTO)  
245: (IntTBus<=14.5) & (COND_PROF=2) & (TempiAUTO>=17.6662) & 
(CoccupAUTO<=1.36587) & (ETA=2) & (CostoMC<=0.318495) => (D>=NONAUTO)  
246: (TempiBUS<=36.15) & (COND_PROF=1) & (ETA=2) & (TempiAUTO>=10.5065) & 
(IntTBus<=4.88373) => (D>=NONAUTO)  
247: (CostoMC<=0.07644) & (TempiAUTO>=16.2719) & (TempiBUS<=19.8) & (ETA=4) => 
(D>=NONAUTO)  
248: (CoccupAUTO<=1.10795) & (TempiBUS<=23.6) => (D>=NONAUTO)  
249: (TempiMC<=9.00651) & (TempiAUTO>=3.21804) & (COND_PROF=5) => (D>=NONAUTO)  
250: (COND_PROF=2) & (NUM_AUTO<=1) & (TempiAUTO>=6.31347) & (TempiBUS<=19.0667) 
=> (D>=NONAUTO)  
251: (TempiMC<=13.7653) & (TempiAUTO>=17.2721) => (D>=NONAUTO)  
252: (ETA=2) & (NUM_AUTO<=1) & (TempiAUTO>=13.5883) & (COND_PROF=2) & 
(CostoMC<=0.077565) => (D>=NONAUTO)  
253: (COND_PROF=3) & (SESSO=2) & (ETA=4) & (TempiAUTO>=16.1134) & 






254: (TempiMC<=7.83656) & (ETA=4) & (CostoAUTO>=0.017505) => (D>=NONAUTO)  
255: (COND_PROF=1) & (TempiBUS<=34.6) & (ETA=4) & (SESSO=2) => (D>=NONAUTO)  
256: (ETA=2) & (NUM_MOTO>=2) & (TempiAUTO>=7.7578) & (TempiMC<=7.0575) => 
(D>=NONAUTO)  
257: (TempiMC<=40.0479) & (SESSO=2) & (NUM_MOTO>=1) & (COND_PROF=6) & 
(TempiAUTO>=13.8758) & (CostoAUTO>=0.06705) & (TrasbBUS<=0) => 
(D>=NONAUTO)  
258: (COND_PROF=3) & (TempiAUTO>=13.2319) & (CostoAUTO>=0.031707) & 
(TempiMC<=11.8658) & (ETA=2) => (D>=NONAUTO)  
259: (COND_PROF=3) & (IntTBus<=10.75) & (SESSO=1) & (ETA=2) & 
(TempiBUS<=32.9833) & (TempiAUTO>=14.3925) & (CostoAUTO>=0.040374) => 
(D>=NONAUTO)  
260: (NUM_MOTO>=2) & (CostoMC<=0.24357) & (CostoAUTO>=0.049869) & 
(TempiAUTO>=14.2206) & (COND_PROF=2) => (D>=NONAUTO)  
261: (NUM_MOTO>=1) & (CostoAUTO>=0.010881) & (SESSO=2) & (ETA=2) & 
(CoccupAUTO<=1.39592) & (CostoMC<=0.036795) => (D>=NONAUTO)  
262: (COND_PROF=6) & (ETA=2) & (TempiAUTO>=17.8507) & (CostoMC<=0.09363) => 
(D>=NONAUTO)  
263: (NUM_AUTO<=1) & (SESSO=2) & (CoccupAUTO<=3.88334) & (CostoMC<=0.07446) & 
(CostoAUTO>=0.034596) => (D>=NONAUTO)  
264: (CostoMC<=0.056625) & (CoccupAUTO<=1.85564) & (ETA=2) & 
(CostoAUTO>=0.014409) & (TempiBUS<=16.65) & (TempiAUTO>=9.88306) => 
(D>=NONAUTO)  
265: (TempiMC<=12.6751) & (TempiAUTO>=13.6824) & (CostoAUTO>=0.031392) & 
(SESSO=1) & (TrasbBUS<=0) & (COND_PROF=3) => (D>=NONAUTO)  
266: (TempiMC<=11.4695) & (ETA=4) & (TempiAUTO>=10.7252) & 
(CoccupAUTO<=1.42819) & (CostoAUTO>=0.031707) => (D>=NONAUTO)  
267: (ETA=3) & (COND_PROF=1) & (CostoMC<=0.04053) & (TempiAUTO>=6.74355) & 
(CoccupAUTO<=1.49519) => (D>=NONAUTO)  
268: (COND_PROF=3) & (NUM_MOTO>=1) & (NUM_AUTO<=1) & (CostoAUTO>=0.054072) & 
(TempiMC<=21.1296) & (TempiAUTO>=15.5797) & (ETA=2) & (CostoMC<=0.13137) & 
(SESSO=1) => (D>=NONAUTO)  
269: (ETA=3) & (SESSO=2) & (COND_PROF=1) & (CoccupAUTO<=1.29018) & 
(TempiAUTO>=12.0034) & (CostoMC<=0.180735) & (IntTBus<=52.5) => 
(D>=NONAUTO)  
270: (COND_PROF=6) & (ETA=3) & (CostoMC<=0.033705) & (IntTBus<=4.25) & 
(SESSO=2) => (D>=NONAUTO)  
271: (IntTBus<=7) & (ETA=4) & (TempiBUS<=12.6167) => (D>=NONAUTO)  
272: (ETA=3) & (TempiMC<=12.6751) & (TempiAUTO>=13.3524) & 
(CostoAUTO>=0.032922) & (COND_PROF=6) & (NUM_AUTO<=2) => (D>=NONAUTO)  
273: (SESSO=2) & (NUM_MOTO>=2) & (TempiAUTO>=11.5699) & (CostoMC<=0.073125) => 
(D>=NONAUTO)  
274: (ETA=4) & (NUM_MOTO>=1) & (TempiAUTO>=21.327) & (TempiMC<=24.023) => 
(D>=NONAUTO)  
275: (COND_PROF=3) & (SESSO=2) & (ETA=3) & (CoccupAUTO<=1.18057) & 
(TempiAUTO>=17.1783) & (TempiMC<=22.5991) & (NUM_AUTO<=2) & 
(CostoAUTO>=0.055224) => (D>=NONAUTO)  
276: (ETA=4) & (TempiMC<=6.4395) & (TempiAUTO>=7.15117) => (D>=NONAUTO)  
277: (NUM_AUTO<=1) & (NUM_MOTO>=1) & (TempiAUTO>=10.7036) & (ETA=4) & 
(CoccupAUTO<=1.14522) & (CostoAUTO>=0.040374) => (D>=NONAUTO)  
278: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiMC<=15.9009) & (CostoAUTO>=0.043641) 
& (ETA=3) & (TempiAUTO>=14.2206) => (D>=NONAUTO)  
279: (TempiBUS<=14.8) & (ETA=4) & (SESSO=2) => (D>=NONAUTO)  
280: (COND_PROF=3) & (TempiAUTO>=11.1323) & (TempiMC<=10.3924) & 
(CostoAUTO>=0.010881) & (SESSO=1) & (NUM_AUTO<=1) => (D>=NONAUTO)  
281: (SESSO=2) & (TempiMC<=20.6551) & (CostoAUTO>=0.043641) & (NUM_AUTO<=2) & 
(TempiAUTO>=14.9608) & (IntTBus<=4.88373) & (ETA=3) => (D>=NONAUTO)  
282: (ETA=2) & (COND_PROF=6) & (TempiAUTO>=8.50402) & (TempiMC<=28.0005) & 
(CostoAUTO>=0.062541) & (NUM_AUTO<=1) & (CoccupAUTO<=1.43358) => 
(D>=NONAUTO)  




283: (SESSO=2) & (TempiMC<=12.9836) & (TempiAUTO>=3.21804) & 
(CostoAUTO>=0.021222) & (IntTBus<=6.25) & (NUM_AUTO<=1) => (D>=NONAUTO)  
284: (TrasbBUS<=0) & (COND_PROF=3) & (NUM_MOTO>=2) & (CoccupAUTO<=1.16682) & 
(TempiMC<=10.2939) => (D>=NONAUTO)  
285: (ETA=5) & (CoccupAUTO<=1.1685) => (D>=NONAUTO)  
286: (SESSO=2) & (TempiAUTO>=3.21804) & (CostoMC<=0.07446) & 
(CostoAUTO>=0.404811) => (D>=NONAUTO)  
287: (ETA=4) & (IntTBus<=2.82609) & (CostoAUTO>=0.017505) => (D>=NONAUTO)  
288: (TempiAUTO>=9.93618) & (ETA=4) & (NUM_MOTO>=1) & (TempiMC<=11.1032) & 
(NUM_AUTO<=1) => (D>=NONAUTO)  
289: (TempiMC<=7.56856) & (CostoAUTO>=0.017505) & (ETA=3) & (COND_PROF=6) => 
(D>=NONAUTO)  
290: (CoccupAUTO<=1.22402) & (NUM_AUTO<=1) & (ParklibAUTO<=7.11314) => 
(D>=NONAUTO)  
291: (COND_PROF=3) & (CostoAUTO>=0.017505) & (TempiMC<=8.28871) & (NUM_MOTO>=1) 
& (TempiAUTO>=3.21804) & (NUM_AUTO<=1) => (D>=NONAUTO)  
292: (ETA=4) & (CoccupAUTO<=1.11025) & (TrasbBUS<=0) => (D>=NONAUTO)  
293: (TempiMC<=11.1032) & (COND_PROF=3) & (CoccupAUTO<=2.93488) & 
(TempiAUTO>=11.1323) & (CostoMC<=0.06156) & (CostoAUTO>=0.027882) => 
(D>=NONAUTO)  
294: (COND_PROF=5) & (TempiBUS<=31.65) & (SESSO=1) => (D>=NONAUTO)  
295: (SESSO=2) & (ETA=4) & (TempiMC<=8.28043) & (TempiAUTO>=5.949) => 
(D>=NONAUTO)  
296: (ETA=3) & (COND_PROF=6) & (TempiAUTO>=7.91386) & (TempiMC<=12.9836) & 
(SESSO=1) & (CoccupAUTO<=1.12568) => (D>=NONAUTO)  
297: (SESSO=2) & (NUM_AUTO<=1) & (TempiMC<=15.7738) & (CostoAUTO>=0.038448) & 
(COND_PROF=6) => (D>=NONAUTO)  
298: (SESSO=2) & (IntTBus<=3.97454) & (ETA=3) & (TempiAUTO>=9.16239) & 
(CostoMC<=0.05358) => (D>=NONAUTO)  
299: (TempiAUTO>=13.6824) & (CostoAUTO>=0.053955) & (COND_PROF=3) & (SESSO=2) & 
(NUM_AUTO<=1) & (TrasbBUS<=0) & (NUM_MOTO>=1) & (TempiBUS<=36.4) => 
(D>=NONAUTO)  
300: (ETA=4) & (CostoAUTO>=0.040374) & (SESSO=2) & (TempiBUS<=33.5667) => 
(D>=NONAUTO)  
Dominance-based Rough-set Approach: regole del set MCvsNONMC 
[FILEINFO] 
Input: MvsNM_350cod.isf  MvsNM_350cod.apx  certain  0.95   
Time: 10305 s 
Rem1: Minimal cover rules of MvsNM_350cod.isf. 
 
[RULES] 
001: (NUM_MOTO>=3) & (CostoAUTO>=0.180045) & (CoccupAUTO<=1.11025) => (D<=MC)  
002: (NUM_MOTO>=3) & (CostoMC<=0.029535) & (CostoAUTO>=0.005769) => (D<=MC)  
003: (NUM_MOTO>=2) & (CostoAUTO>=2.7707) & (CostoMC<=0.064725) => (D<=MC)  
004: (TempiBUS>=72.9833) & (NUM_MOTO>=3) => (D<=MC)  
005: (NUM_MOTO>=2) & (ETA=1) & (TempiAUTO>=15.483) & (TempiBUS>=26.9) => 
(D<=MC)  
006: (NUM_MOTO>=2) & (NUM_AUTO<=1) & (CostoAUTO>=2.76843) => (D<=MC)  
007: (NUM_MOTO>=2) & (ETA=2) & (COND_PROF=2) & (CostoMC<=0.051105) => (D<=MC)  
008: (NUM_MOTO>=2) & (TempiMC<=12.5684) & (TempiBUS>=31.8833) & (COND_PROF=3) 
=> (D<=MC)  
009: (NUM_MOTO>=2) & (NUM_AUTO<=1) & (TempiBUS>=58.2167) & (CostoMC<=0.22896) 






010: (NUM_MOTO>=2) & (CostoMC<=0.066465) & (TempiBUS>=25.6333) & 
(TempiAUTO>=10.0343) & (SESSO=1) => (D<=MC)  
011: (NUM_MOTO>=2) & (IntTBus>=9) & (TempiMC<=5.95675) & (NUM_AUTO<=2) => 
(D<=MC)  
012: (NUM_MOTO>=2) & (TempiAUTO>=12.0034) & (CostoMC<=0.060465) & (SESSO=1) => 
(D<=MC)  
013: (NUM_MOTO>=1) & (CostoMC<=0.00996) & (NUM_AUTO<=1) => (D<=MC)  
014: (NUM_MOTO>=1) & (NUM_AUTO<=0) & (CostoMC<=0.02526) & (TempiBUS>=10.5667) 
=> (D<=MC)  
015: (NUM_MOTO>=1) & (NUM_AUTO<=0) & (CoccupAUTO<=0) & (CostoMC<=0.03858) & 
(IntTBus>=3.46154) => (D<=MC)  
016: (NUM_MOTO>=1) & (COND_PROF=1) & (CostoMC<=0.023475) & 
(CostoAUTO>=0.006012) => (D<=MC)  
017: (NUM_MOTO>=1) & (COND_PROF=1) & (CostoAUTO>=1.5924) & (TempiAUTO>=11.5396) 
=> (D<=MC)  
018: (NUM_MOTO>=1) & (NUM_AUTO<=2) & (TempiBUS>=68.5) & (COND_PROF=5) => 
(D<=MC)  
019: (NUM_MOTO>=2) & (TempiAUTO>=8.10571) & (ADIABUS>=1) & (ETA=3) => (D<=MC)  
020: (NUM_MOTO>=1) & (CostoMC<=0.014865) & (TempiAUTO>=6.88553) => (D<=MC)  
021: (NUM_MOTO>=1) & (CostoAUTO>=2.76009) & (CostoMC<=0.021945) => (D<=MC)  
022: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (ETA=2) & (ADIABUS>=1) & 
(CostoAUTO>=0.013122) & (CostoMC<=0.091395) => (D<=MC)  
023: (COND_PROF=5) & (TempiMC<=3.98368) & (CostoAUTO>=0.005175) => (D<=MC)  
024: (NUM_MOTO>=1) & (SESSO=1) & (CostoAUTO>=2.77034) & (COND_PROF=2) => 
(D<=MC)  
025: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (SESSO=1) & (TempiMC<=8.74145) & 
(TempiAUTO>=12.4857) & (CostoAUTO>=0.011313) => (D<=MC)  
026: (NUM_MOTO>=2) & (NUM_AUTO<=1) & (CostoAUTO>=0.517518) & (SESSO=1) & 
(CostoMC<=0.07842) => (D<=MC)  
027: (NUM_MOTO>=1) & (COND_PROF=3) & (TempiMC<=9.86515) & (CzonaAUTO>=1) & 
(TempiBUS>=27.7333) & (NUM_AUTO<=1) => (D<=MC)  
028: (NUM_MOTO>=1) & (COND_PROF=3) & (TempiMC<=8.06277) & (CoccupAUTO<=0) & 
(TempiBUS>=21.3667) & (NUM_AUTO<=1) => (D<=MC)  
029: (TempiAUTO>=10.9764) & (COND_PROF=2) & (CostoMC<=0.04032) => (D<=MC)  
030: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiAUTO>=22.6018) & (ETA=1) => (D<=MC)  
031: (NUM_MOTO>=1) & (TempiBUS>=19.05) & (ETA=1) & (CostoMC<=0.041805) & 
(TempiMC<=8.11835) & (CostoAUTO>=0.015363) => (D<=MC)  
032: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiAUTO>=44.189) & (CostoMC<=0.49095) & 
(ETA=4) => (D<=MC)  
033: (COND_PROF=4) & (CostoMC<=0.019245) => (D<=MC)  
034: (TempiBUS>=22.475) & (COND_PROF=5) & (CostoMC<=0.035085) => (D<=MC)  
035: (NUM_MOTO>=1) & (NUM_AUTO<=2) & (ETA=2) & (COND_PROF=5) & 
(TempiMC<=17.6403) & (TrasbBUS>=1) => (D<=MC)  
036: (NUM_MOTO>=1) & (NUM_AUTO<=0) & (ETA=4) & (TempiAUTO>=10.4713) & 
(CoccupAUTO<=1.63869) => (D<=MC)  
037: (SESSO=1) & (TempiAUTO>=6.88553) & (NUM_MOTO>=2) & (CostoMC<=0.03525) => 
(D<=MC)  
038: (TempiMC<=12.1616) & (TempiBUS>=20.6833) & (NUM_MOTO>=3) & 
(CostoAUTO>=0.012915) => (D<=MC)  
039: (ETA=2) & (TempiBUS>=15.1167) & (CostoAUTO>=0.017208) & (CostoMC<=0.03957) 
& (CoccupAUTO<=1.4456) & (SESSO=1) => (D<=MC)  
040: (NUM_AUTO<=1) & (ETA=2) & (COND_PROF=2) & (TempiAUTO>=13.6597) & 
(IntTBus>=4.25) & (CostoMC<=0.08049) => (D<=MC)  
041: (NUM_MOTO>=1) & (TempiBUS>=18.7667) & (ParklibAUTO<=7.59337) & 
(TempiMC<=7.18603) & (NUM_AUTO<=1) => (D<=MC)  
042: (NUM_MOTO>=1) & (CoccupAUTO<=0) & (TempiBUS>=28.1667) & (NUM_AUTO<=1) => 
(D<=MC)  
043: (NUM_MOTO>=1) & (TempiMC<=8.74145) & (ParklibAUTO<=7.59337) & 
(TempiAUTO>=10.7252) & (IntTBus>=3.62069) & (TempiBUS>=15.0167) & 
(NUM_AUTO<=1) => (D<=MC)  




044: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (CoccupAUTO<=0) & (COND_PROF=6) & 
(CostoAUTO>=0.02016) => (D<=MC)  
045: (NUM_MOTO>=1) & (COND_PROF=3) & (TempiMC<=5.20047) & (TempiBUS>=8.83333) & 
(ParklibAUTO<=7.59337) & (IntTBus>=1.25787) => (D<=MC)  
046: (NUM_MOTO>=1) & (NUM_AUTO<=0) & (TempiAUTO>=11.5598) & (CostoMC<=0.071295) 
& (TempiBUS>=19.7833) => (D<=MC)  
047: (SESSO=1) & (ETA=2) & (IntTBus>=52.5) & (COND_PROF=2) => (D<=MC)  
048: (NUM_MOTO>=2) & (ETA=4) & (IntTBus>=26.5) & (TempiAUTO>=11.1493) => 
(D<=MC)  
049: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiBUS>=32.85) & (CostoAUTO>=0.041679) 
& (CostoMC<=0.07842) => (D<=MC)  
050: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (IntTBus>=20) & (COND_PROF=6) & 
(CostoMC<=0.109545) => (D<=MC)  
051: (NUM_MOTO>=1) & (SESSO=1) & (CostoMC<=0.04791) & (TempiAUTO>=13.0523) & 
(CostoAUTO>=0.011313) => (D<=MC)  
052: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiBUS>=65.4833) & (ETA=3) => (D<=MC)  
053: (NUM_MOTO>=2) & (ETA=2) & (TempiMC<=8.28871) & (IntTBus>=7.5) & 
(CostoAUTO>=0.011313) => (D<=MC)  
054: (NUM_MOTO>=1) & (SESSO=1) & (TempiAUTO>=27.7431) & (ETA=1) => (D<=MC)  
055: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (COND_PROF=3) & (TempiAUTO>=16.6468) & 
(CostoAUTO>=0.011313) & (TempiMC<=16.0015) => (D<=MC)  
056: (NUM_AUTO<=1) & (COND_PROF=3) & (TempiBUS>=20.8833) & (CostoMC<=0.056055) 
& (TempiAUTO>=10.7252) & (CostoAUTO>=0.011313) => (D<=MC)  
057: (NUM_MOTO>=2) & (ETA=2) & (CoccupAUTO<=0) & (IntTBus>=3.62069) => (D<=MC)  
058: (NUM_MOTO>=1) & (COND_PROF=1) & (TempiAUTO>=21.7449) & (TempiMC<=29.1254) 
& (CostoAUTO>=0.098028) & (IntTBus>=4.25) => (D<=MC)  
059: (NUM_MOTO>=1) & (TempiMC<=8.11835) & (TempiBUS>=21.3167) & 
(CostoAUTO>=0.017289) & (SESSO=1) => (D<=MC)  
060: (NUM_MOTO>=1) & (TrasbBUS>=1) & (ETA=4) & (TempiMC<=6.4395) => (D<=MC)  
061: (ETA=2) & (COND_PROF=4) & (CostoMC<=0.02904) & (ParklibAUTO<=7.59337) => 
(D<=MC)  
062: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (ETA=1) & (ADIABUS>=1) => (D<=MC)  
063: (NUM_MOTO>=2) & (CostoMC<=0.061185) & (TempiAUTO>=9.95241) & (COND_PROF=6) 
=> (D<=MC)  
064: (NUM_MOTO>=1) & (ETA=2) & (TempiBUS>=21.0667) & (CostoMC<=0.03627) & 
(CostoAUTO>=0.011313) => (D<=MC)  
065: (NUM_MOTO>=1) & (NUM_AUTO<=2) & (ETA=2) & (TempiBUS>=16.1333) & 
(CostoAUTO>=0.016272) & (CostoMC<=0.036225) => (D<=MC)  
066: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (CostoMC<=0.15072) & (TempiAUTO>=17.1788) 
& (IntTBus>=12) & (ETA=2) => (D<=MC)  
067: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiBUS>=41.3167) & 
(ParklibAUTO<=7.59337) & (CostoMC<=0.19428) => (D<=MC)  
068: (ETA=2) & (NUM_AUTO<=0) & (TempiAUTO>=14.1615) & (TempiMC<=13.1863) => 
(D<=MC)  
069: (NUM_MOTO>=2) & (ETA=2) & (CostoMC<=0.051105) & (TempiBUS>=20.6833) & 
(CostoAUTO>=0.017289) => (D<=MC)  
070: (NUM_MOTO>=1) & (TempiMC<=5.20047) & (ETA=4) & (IntTBus>=3.62069) & 
(CoccupAUTO<=1.34856) => (D<=MC)  
071: (NUM_MOTO>=1) & (TempiBUS>=28.1833) & (CostoMC<=0.06972) & (COND_PROF=5) & 
(SESSO=2) => (D<=MC)  
072: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (ETA=1) & (TempiMC<=7.10318) & 
(TempiBUS>=12.2333) & (CostoAUTO>=0.005769) => (D<=MC)  
073: (NUM_AUTO<=1) & (TempiBUS>=30.3167) & (CostoMC<=0.11487) & (NUM_MOTO>=2) & 
(SESSO=2) => (D<=MC)  
074: (NUM_MOTO>=1) & (SESSO=1) & (NUM_AUTO<=0) & (IntTBus>=4.25) & 
(TempiMC<=8.40792) & (CostoAUTO>=0.017505) => (D<=MC)  
075: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (CostoMC<=0.051615) & 
(TempiAUTO>=11.1323) & (CostoAUTO>=0.011313) => (D<=MC)  
076: (CostoMC<=0.04005) & (TempiBUS>=20.85) & (COND_PROF=1) & 






077: (SESSO=1) & (COND_PROF=6) & (NUM_MOTO>=2) & (CostoMC<=0.03627) & 
(TempiBUS>=10.0667) => (D<=MC)  
078: (NUM_MOTO>=1) & (ETA=2) & (TempiMC<=5.94876) & (TempiBUS>=9.8) & 
(CoccupAUTO<=1.57517) & (NUM_AUTO<=1) & (COND_PROF=3) => (D<=MC)  
079: (NUM_MOTO>=1) & (SESSO=1) & (COND_PROF=6) & (ParklibAUTO<=6.95368) & 
(TempiBUS>=23.5667) & (CostoMC<=0.064725) => (D<=MC)  
080: (NUM_MOTO>=3) & (COND_PROF=6) & (SESSO=1) => (D<=MC)  
081: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (COND_PROF=5) & (CostoAUTO>=1.56434) 
=> (D<=MC)  
082: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiAUTO>=12.6188) & (TempiMC<=16.0592) 
& (IntTBus>=10.5) & (ETA=2) => (D<=MC)  
083: (SESSO=1) & (TempiAUTO>=13.2732) & (TempiMC<=11.1032) & (COND_PROF=2) => 
(D<=MC)  
084: (NUM_MOTO>=1) & (SESSO=1) & (NUM_AUTO<=1) & (TempiMC<=16.0592) & 
(TempiAUTO>=17.1783) & (COND_PROF=6) & (CostoMC<=0.07719) => (D<=MC)  
085: (NUM_MOTO>=1) & (CostoMC<=0.05358) & (TempiBUS>=23.5667) & (ETA=4) & 
(CostoAUTO>=0.015561) => (D<=MC)  
086: (CostoMC<=0.051615) & (ETA=2) & (TempiAUTO>=9.16239) & (ADIABUS>=1) & 
(SESSO=1) => (D<=MC)  
087: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiBUS>=30.8) & (CostoMC<=0.06972) & 
(TempiAUTO>=12.1014) & (SESSO=2) => (D<=MC)  
088: (NUM_AUTO<=0) & (ETA=1) & (ParklibAUTO<=6.95368) & (CostoMC<=0.071295) & 
(TempiAUTO>=9.19234) => (D<=MC)  
089: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (CoccupAUTO<=0) & 
(TempiBUS>=15.1167) & (CostoMC<=0.056055) & (NUM_AUTO<=1) => (D<=MC)  
090: (TempiMC<=5.75545) & (TempiBUS>=17.0333) & (CostoAUTO>=0.011313) & 
(COND_PROF=3) & (ETA=3) => (D<=MC)  
091: (SESSO=1) & (TempiBUS>=30.8) & (COND_PROF=1) & (CostoMC<=0.09363) & 
(CostoAUTO>=0.0342) => (D<=MC)  
092: (NUM_MOTO>=1) & (ETA=2) & (COND_PROF=1) & (TempiMC<=8.49075) & (SESSO=2) 
=> (D<=MC)  
093: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (COND_PROF=3) & (TempiAUTO>=14.2206) & 
(TempiMC<=15.7738) & (TrasbBUS>=1) & (CostoAUTO>=0.011313) => (D<=MC)  
094: (NUM_MOTO>=1) & (COND_PROF=5) & (CoccupAUTO<=1.33333) & (ETA=2) & 
(TempiMC<=8.06277) => (D<=MC)  
095: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (COND_PROF=6) & (CostoAUTO>=1.25774) 
& (IntTBus>=2.92184) => (D<=MC)  
096: (NUM_MOTO>=1) & (COND_PROF=3) & (TempiAUTO>=8.95831) & (SESSO=1) & 
(TempiMC<=7.85271) & (CostoAUTO>=0.011313) & (IntTBus>=3.62069) => (D<=MC)  
097: (NUM_MOTO>=1) & (TempiMC<=9.30561) & (ETA=1) & (IntTBus>=5.5) & (SESSO=1) 
=> (D<=MC)  
098: (NUM_MOTO>=1) & (TempiMC<=5.20047) & (SESSO=2) & (ETA=3) & (NUM_AUTO<=1) & 
(CostoAUTO>=0.011313) & (IntTBus>=1.25787) => (D<=MC)  
099: (NUM_MOTO>=1) & (SESSO=1) & (CostoAUTO>=1.34624) & (COND_PROF=6) & 
(IntTBus>=2.82609) & (ETA=3) & (TempiAUTO>=7.7578) => (D<=MC)  
100: (NUM_MOTO>=1) & (ETA=2) & (NUM_AUTO<=0) & (CoccupAUTO<=1.18057) & 
(SESSO=2) => (D<=MC)  
101: (NUM_MOTO>=2) & (ETA=4) & (TempiBUS>=31.6333) & (CostoMC<=0.13137) => 
(D<=MC)  
102: (NUM_MOTO>=1) & (SESSO=1) & (NUM_AUTO<=1) & (CostoMC<=0.15072) & 
(CostoAUTO>=0.065628) & (IntTBus>=9.75) => (D<=MC)  
103: (ETA=2) & (NUM_AUTO<=0) & (TempiAUTO>=14.6899) & (TempiMC<=16.0592) & 
(IntTBus>=4.25) => (D<=MC)  
104: (NUM_MOTO>=2) & (CostoMC<=0.021945) & (CoccupAUTO<=1.47834) & 
(TempiBUS>=11.6833) => (D<=MC)  
105: (NUM_MOTO>=1) & (SESSO=1) & (NUM_AUTO<=1) & (TempiBUS>=48.6) & 
(IntTBus>=26.5) & (TempiAUTO>=20.5291) => (D<=MC)  
106: (NUM_MOTO>=1) & (SESSO=1) & (ETA=2) & (TempiAUTO>=17.1783) & 
(CostoMC<=0.10293) & (CostoAUTO>=0.043722) => (D<=MC)  




107: (NUM_MOTO>=1) & (SESSO=1) & (TempiAUTO>=9.2717) & (TempiBUS>=9.58333) & 
(CostoMC<=0.03927) & (CostoAUTO>=0.01224) & (ETA=3) => (D<=MC)  
108: (NUM_MOTO>=1) & (ETA=2) & (TempiBUS>=18.1833) & (CostoMC<=0.033705) & 
(CostoAUTO>=0.012411) => (D<=MC)  
109: (COND_PROF=2) & (IntTBus>=10.5) & (CoccupAUTO<=1.12568) & 
(CostoAUTO>=0.074151) & (ETA=2) => (D<=MC)  
110: (NUM_MOTO>=2) & (CostoMC<=0.04569) & (TempiBUS>=16.3) & 
(TempiAUTO>=9.95241) => (D<=MC)  
111: (NUM_MOTO>=1) & (TempiBUS>=31.65) & (CostoMC<=0.071295) & 
(CostoAUTO>=0.030105) & (COND_PROF=6) => (D<=MC)  
112: (SESSO=1) & (NUM_AUTO<=1) & (ETA=2) & (TempiBUS>=41.9) & 
(CostoMC<=0.15072) & (CostoAUTO>=0.074151) & (COND_PROF=3) => (D<=MC)  
113: (NUM_MOTO>=1) & (NUM_AUTO<=1) & (TempiMC<=9.39834) & (COND_PROF=2) & 
(ParklibAUTO<=7.19669) => (D<=MC)  
114: (NUM_MOTO>=2) & (CoccupAUTO<=2.93488) & (TempiAUTO>=12.2443) & 
(TempiMC<=11.1032) => (D<=MC)  
115: (NUM_MOTO>=1) & (SESSO=1) & (CostoMC<=0.070905) & (TempiBUS>=29.4) & 
(CostoAUTO>=0.031392) & (ETA=3) => (D<=MC)  
116: (NUM_MOTO>=1) & (ETA=2) & (CostoMC<=0.051105) & (TempiBUS>=22.4) & 
(CostoAUTO>=0.017289) & (SESSO=1) => (D<=MC)  
117: (NUM_MOTO>=1) & (COND_PROF=6) & (CoccupAUTO<=0) & (SESSO=1) & 
(IntTBus>=3.46154) & (ETA=3) & (TempiAUTO>=9.02565) => (D<=MC)  
118: (NUM_MOTO>=2) & (CostoMC<=0.10593) & (ETA=2) & (SESSO=1) & 
(CoccupAUTO<=1.09051) => (D<=MC)  
119: (ETA=1) & (TempiAUTO>=17.4402) & (CostoMC<=0.124335) & (TempiBUS>=26.9) => 
(D<=MC)  
120: (NUM_MOTO>=1) & (ETA=4) & (TempiAUTO>=7.66966) & (TempiMC<=6.47458) & 
(SESSO=1) => (D<=MC)  
121: (ETA=2) & (NUM_MOTO>=2) & (TempiMC<=7.0575) & (TempiAUTO>=5.99792) & 
(CostoAUTO>=0.013536) => (D<=MC)  
122: (NUM_AUTO<=1) & (TempiBUS>=32.9833) & (CostoMC<=0.375435) & (COND_PROF=6) 
& (CoccupAUTO<=1.18057) & (ETA=2) => (D<=MC)  
123: (NUM_AUTO<=1) & (TempiBUS>=40.9167) & (CostoMC<=0.13137) & (ETA=2) & 
(CostoAUTO>=0.060768) & (COND_PROF=3) & (SESSO=1) => (D<=MC)  
124: (NUM_MOTO>=1) & (NUM_AUTO<=2) & (IntTBus>=5.5) & (ParklibAUTO<=7.59337) & 
(COND_PROF=6) & (SESSO=1) & (CostoMC<=0.08049) & (TempiAUTO>=8.02104) => 
(D<=MC)  
125: (TempiMC<=7.83225) & (TempiBUS>=19.05) & (CostoAUTO>=0.013716) & (SESSO=1) 
& (NUM_AUTO<=1) & (NUM_MOTO>=1) => (D<=MC)  
126: (CostoMC>=0.11148) => (D>=NONMC)  
127: (NUM_MOTO<=0) => (D>=NONMC)  
128: (TempiBUS<=10.0667) & (NUM_AUTO>=2) => (D>=NONMC)  
129: (CostoAUTO<=1.43331) & (CostoMC>=0.06762) => (D>=NONMC)  
130: (CzonaAUTO<=0) & (ETA=3) => (D>=NONMC)  
131: (CostoAUTO<=0.015363) & (TempiMC>=6.84299) => (D>=NONMC)  
132: (COND_PROF=6) => (D>=NONMC)  
133: (COND_PROF=2) & (CostoAUTO<=0.009549) & (CostoMC>=0.01563) => (D>=NONMC)  
134: (COND_PROF=3) & (IntTBus<=0) & (CostoMC>=0.01623) => (D>=NONMC)  
135: (TempiAUTO<=4.86414) & (ETA=3) => (D>=NONMC)  
136: (ETA=1) & (TempiBUS<=14.8833) => (D>=NONMC)  
137: (ETA=2) & (TempiAUTO<=11.3188) & (ADIABUS<=0) & (IntTBus<=3.46154) & 
(TempiBUS<=11.6833) & (NUM_MOTO<=1) & (SESSO=1) => (D>=NONMC)  
138: (COND_PROF=1) & (CostoAUTO<=0.006012) => (D>=NONMC)  
139: (COND_PROF=3) & (TempiBUS<=26.8) & (CostoMC>=0.06024) => (D>=NONMC)  
140: (CostoMC>=0.034485) & (CostoAUTO<=2.76614) & (SESSO=2) => (D>=NONMC)  
141: (ETA=4) => (D>=NONMC)  
142: (COND_PROF=2) & (IntTBus<=2.92184) & (CostoAUTO<=0.377145) => (D>=NONMC)  







144: (ETA=1) & (SESSO=1) & (TempiAUTO<=14.3399) & (CostoMC>=0.0396) & 
(TrasbBUS<=0) => (D>=NONMC)  
145: (CostoAUTO<=0.015363) & (CostoMC>=0.03702) & (NUM_MOTO<=1) => (D>=NONMC)  
146: (CostoAUTO<=0.012654) & (COND_PROF=3) & (TempiMC>=6.20668) => (D>=NONMC)  
147: (TempiMC>=5.35191) & (TempiAUTO<=9.19234) & (TempiBUS<=11.6333) => 
(D>=NONMC)  
148: (TempiAUTO<=10.1544) & (TempiMC>=8.29128) => (D>=NONMC)  
149: (CostoAUTO<=0.013122) & (COND_PROF=2) & (CostoMC>=0.029535) => (D>=NONMC)  
150: (COND_PROF=3) & (TempiBUS<=15.1167) & (CoccupAUTO>=1.50029) & 
(CostoAUTO<=0.009036) => (D>=NONMC)  
151: (CostoAUTO<=0.004203) & (SESSO=2) => (D>=NONMC)  
152: (TempiBUS<=22.4333) & (CoccupAUTO>=1.50029) & (CostoMC>=0.028185) & 
(CostoAUTO<=0.025362) => (D>=NONMC)  
153: (CoccupAUTO>=1.29866) & (TempiAUTO<=12.8891) & (TempiMC>=6.66759) & 
(TempiBUS<=19.05) => (D>=NONMC)  
154: (COND_PROF=3) & (CostoAUTO<=0.012249) & (CostoMC>=0.028185) => (D>=NONMC)  
155: (IntTBus<=1.86131) & (CostoMC>=0.02358) & (TempiAUTO<=14.1831) & 
(COND_PROF=3) => (D>=NONMC)  
156: (COND_PROF=5) & (IntTBus<=2.59259) => (D>=NONMC)  
157: (COND_PROF=4) & (TempiBUS<=21.2417) & (NUM_AUTO>=2) => (D>=NONMC)  
158: (TempiBUS<=23.5) & (CostoMC>=0.041115) & (NUM_AUTO>=2) & (ETA=2) => 
(D>=NONMC)  
159: (CostoAUTO<=0.012915) & (CoccupAUTO>=1.42781) & (TempiBUS<=11.5) & (ETA=2) 
=> (D>=NONMC)  
160: (ETA=3) & (NUM_AUTO>=2) & (TempiAUTO<=9.16239) & (CostoMC>=0.037245) => 
(D>=NONMC)  
161: (ETA=3) & (SESSO=2) => (D>=NONMC)  
162: (TempiBUS<=9.8) & (TempiMC>=3.25088) & (ParklibAUTO>=5.87493) => 
(D>=NONMC)  
163: (COND_PROF=3) & (CostoAUTO<=0.015138) & (TempiMC>=6.20668) & (ETA=3) => 
(D>=NONMC)  
164: (CostoAUTO<=0.012915) & (CoccupAUTO>=1) & (TempiBUS<=10.6167) & (SESSO=1) 
=> (D>=NONMC)  
165: (TempiMC>=3.91258) & (TempiBUS<=23.2667) & (COND_PROF=5) & (NUM_MOTO<=1) 
=> (D>=NONMC)  
166: (TempiMC>=8.62542) & (NUM_MOTO<=1) => (D>=NONMC)  
167: (COND_PROF=2) & (TempiAUTO<=9.88319) & (TempiMC>=6.66759) & (NUM_AUTO>=2) 
=> (D>=NONMC)  
168: (COND_PROF=3) & (TempiBUS<=10.6) & (CostoMC>=0.021795) & 
(TempiAUTO<=10.2569) & (IntTBus<=3.46154) => (D>=NONMC)  
169: (CostoAUTO<=0.01215) & (NUM_AUTO>=2) & (SESSO=1) & (ADIABUS<=0) & (ETA=2) 
=> (D>=NONMC)  
170: (TempiMC>=6.84299) & (CostoAUTO<=0.016272) & (SESSO=1) & (NUM_AUTO>=2) => 
(D>=NONMC)  
171: (COND_PROF=1) & (CostoAUTO<=0.031707) & (TempiMC>=5.95675) & 
(TempiBUS<=20.8333) & (ETA=3) => (D>=NONMC)  
172: (COND_PROF=3) & (IntTBus<=2.92184) & (TempiMC>=6.20668) & (CoccupAUTO>=1) 
& (TempiBUS<=19.4833) & (SESSO=2) => (D>=NONMC)  
173: (ETA=1) & (TempiMC>=11.1032) & (TempiAUTO<=15.483) => (D>=NONMC)  
174: (COND_PROF=3) & (TempiMC>=7.08247) & (CostoAUTO<=0.021222) & 
(CostoMC>=0.042225) => (D>=NONMC)  
175: (COND_PROF=3) & (IntTBus<=19) & (TempiMC>=13.2524) & (TempiBUS<=34.0667) 
=> (D>=NONMC)  
176: (TempiMC>=7.85271) & (CostoAUTO<=0.027297) & (IntTBus<=4.25) & (ETA=3) => 
(D>=NONMC)  
177: (TempiAUTO<=11.5384) & (TempiMC>=6.84299) & (SESSO=2) => (D>=NONMC)  
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