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Abstract
The standard memory consolidation model assumes that new memories are temporarily
stored in the hippocampus and later transferred to the neocortex, during deep sleep,
for long-term storage, signifying the importance of studying functional and structural
cortico-hippocampal interactions. Our work offers a thorough analysis on such interac-
tions between neocortex and hippocampus, along with a detailed study of their intrinsic
dynamics, from two complementary perspectives: statistical data analysis and compu-
tational modelling.
The first part of this study reviews mathematical tools for assessing directional interac-
tions in multivariate time series. We focus on the notion of Granger Causality and the
related measure of generalised Partial Directed Coherence (gPDC) which we then apply,
through a custom built numerical package, to electrophysiological data from the medial
prefrontal cortex (mPFC) and hippocampus of anaesthetized rats. Our gPDC analy-
sis reveals a clear lateral-to-medial hippocampus connectivity and suggests a reciprocal
information flow between mPFC and hippocampus, altered during cortical activity.
The second part deals with modelling sleep-related intrinsic rhythmic dynamics of the
two areas, and examining their coupling. We first reproduce a computational model
of the cortical slow oscillation, a periodic alteration between activated (UP) states and
neuronal silence. We then develop a new spiking network model of hippocampal ar-
eas CA3 and CA1, reproducing many of their intrinsic dynamics and exhibiting sharp
wave-ripple complexes, suggesting a novel mechanism for their generation based on
CA1 interneuronal activity and recurrent inhibition. We finally couple the two models
to study interactions between the slow oscillation and hippocampal activity. Our sim-
ulations propose a dependence of the correlation between UP states and hippocampal
spiking on the excitation-to-inhibition ratio induced by the mossy fibre input to CA3
and by a combination of the Schaffer collateral and temporoammonic input to CA1.
These inputs are shown to affect reported correlations between UP states and ripples.
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Chapter 1
Introduction
One of the major questions in neuroscience is where and how memories are created,
stored and retrieved. The field of memory consolidation has attracted numerous stud-
ies, based on different approaches, paradigms and hypotheses. Two of the main brain
areas that are currently generally accepted as being involved in the consolidation of
memories, are the neocortex (part of the cerebral cortex, involved in higher functions)
and hippocampal areas (parts of the limbic system, involved in emotion, behavior, mem-
ory formation and other functions) [66]. The standard model for memory consolidation
assumes that new memories are created through processes based on synaptic plasticity
(changes in strength of neuronal connections) and are stored temporarily in the hip-
pocampus and in closely connected medial temporal lobe regions. Various cognitive and
physiological studies indicate that remote memories are stored in the neocortex [33]. The
transferring of memories from hippocampus to cortex for long-term storage is generally
thought to take place during deep stages of sleep.
One unresolved issue, directly related with memory transfer, is how the hippocampus
communicates with the neocortex and how information flows between the two struc-
tures, particularly during deep sleep and anaesthesia. An influential suggestion has
been that information travels from cortex to hippocampus during wakefulness and in
the opposite direction during sleep [35], but a series of recent observations (reviewed
in [209]) imply more complex interactions. These observations focus on two intrinsic
rhythmic oscillations found in the cortex and hippocampus, and in their temporal and
functional relations. The two rhythms are the slow oscillation, a low-frequency (<1 Hz)
alteration between activated and deactivated states in the cortex and the so-called sharp
wave-ripple complex in the hippocampus [34, 241]. The latter is a transient episode of
synchronous fast oscillatory activity (∼200 Hz), seen in field recordings of the hippocam-
1
Chapter 1: Introduction
pus, engaging the majority of hippocampal neurons. Ripples have been suggested to act
as vehicles for information/memory transfer to the cortex, supported by the observation
that temporal sequences between correlated hippocampal cells, acquired during wakeful-
ness, are preserved during sleep [189, 235], replayed at faster timescales within the short
window of ripples [129]. Most studies on temporal correlations between the cortical
slow oscillation and hippocampal ripples indicate that the occurrence of ripples, during
sleep and anaesthesia, is mainly timed by the activated states of the slow oscillation
[104, 149, 188]. This suggests a general flow of information from cortex to hippocam-
pus instead of the opposite direction. On the other hand, other studies report opposite
correlations, at the level of pairs of single neurons, showing that hippocampal cell firing
during ripples precedes spiking activity in cortical targets [234]. Finally, memory trans-
fer from hippocampus to cortex is also supported by the replay of learning-associated
temporal spiking patterns in the cortex during ripples [111, 164].
The above observations, along with many more, often contradictory studies (reviewed
throughout this work), reveal that the issue of the temporal and functional cross-talk
between hippocampus and cortex during sleep and anaesthesia is still open. In any
case, though, rhythmic patterns, such as the slow oscillation and ripples and their tem-
poral couplings, seem to be key elements involved in this communication and possibly in
the ensuing memory consolidation [33]. Motivated by this issue of cortico-hippocampal
functional connectivity, we embark here on a detailed study of functional and structural
interactions between the neocortex and the hippocampus, during sleep and anaesthesia,
along with their corresponding rhythmic patterns and intrinsic dynamics. We approach
this interaction from two different perspectives: data analysis and computational mod-
elling. The first part of the thesis is dedicated to the statistical analysis of electrophys-
iological data acquired from the two brain areas in question. We review some of the
available statistical tools and apply them in an assessment of directional information
flow between prefrontal cortex and hippocampus in anaesthetised rats. In the second
part we focus on the intrinsic rhythmic dynamics of the two areas. We implement an es-
tablished computational model of the cortical slow oscillation and develop a new model
of hippocampal areas CA3 and CA1, which reproduces many of their intrinsic dynamics
and exhibits sharp wave-ripple complexes, based on a novel mechanism. We finally cou-
ple the two computational models in an effort to study the interactions between cortical
activated states and hippocampal ripples.
This thesis is split into the two aforementioned parts, with chapters 2 and 3 constituting
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the data-analysis part, and chapters 4 to 7 constituting the computational modelling
one. An outline of each chapter follows below:
Chapter 2
This chapter describes some basic principles of multivariate time series analysis and
autoregressive modelling of random processes. The main mathematical tools and sta-
tistical measures, parametric and nonparametric, for assessing functional connectivity
and directional interactions between time series are reviewed. We focus on the notion of
Granger Causality and the related measures of Partial Directed Coherence (PDC) and
generalised PDC. A critical value for significance detection is introduced for the latter.
We also compare the effectiveness of some of these measures by checking whether they
yield correct connectivity profiles in a set of tests.
Chapter 3
In this chapter, the previously described measures are put into practice in a neuroscien-
tific framework. We first present methods for spike train preprocessing and their conver-
sion to continuous signals. The effects of such preprocessing and the relevant problems
arising from it are discussed. We next describe the basic components of a custom built
numerical package we developed in MATLAB, named FunCAT, which performs autore-
gressive modelling and functional connectivity analysis in multivariate time series. This
toolbox is used on a set of electrophysiological data, recorded by Drs. Robert Mason and
Benjamin Coomber (University of Nottingham, Medical School). Local field potentials
and unit spike data were recorded from anaesthetised rats, which are later adminis-
tered kainic acid to evoke an increase in neuronal excitability. We apply the measure
of generalised PDC, using FunCAT, in order to assess directionality of information flow
between medial prefrontal cortex and hippocampus, as well as intrahippocampally [202].
We also examine the effects of kainic acid administration on this connectivity. Based
on our results, combined with the established neuroanatomy of the corresponding areas,
we propose a general cortico-hippocampal functional connectivity scheme.
Chapter 4
Entering into the computational part of this work, we focus on intrinsic rhythms of the
two areas in question, during deep sleep and anaesthesia. We begin with a short review of
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the main cortical sleep rhythms, focusing on the slow oscillation, its characteristics, and
its relation with the other rhythms. We then review some of the computational models of
the slow oscillation that have been developed and we implement one of them [47] in the
Python neural networks simulator “Brian”, after introducing some minor modifications.
We show that our modified version accurately reproduces the main characteristics and
properties of the original model and the corresponding experimental data.
Chapter 5
We next shift our focus to the hippocampus, and give a short description of its basic
circuitry and a review of some of the established computational models for hippocampal
pyramidal cells and interneurons. We then describe in full detail the two computational
models that were developed for the rat hippocampal areas CA3 and CA1, providing
biological justification for our modelling assumptions. The two models are explored sep-
arately to validate that they provide accurate representations of some of the basic intrin-
sic hippocampal dynamics. We show that they both successfully reproduce a range of
anatomical characteristics and/or functional properties of the corresponding hippocam-
pal areas. Most importantly, the CA3 model exhibits periodic quasi-synchronised popu-
lation bursts, while the CA1 model oscillates in the gamma frequency range, reproducing
gamma activity features, seen in neurophysiological studies. The intrinsic dynamics of
the two models are discussed in detail.
Chapter 6
This chapter begins with a review of the main characteristics and properties of sharp
wave-ripple complexes and with a short description of a previous computational model
for fast ripple-like oscillations, based on axo-axonal gap junctions between pyramidal
cells. We then couple our two models in a biologically realistic CA3-to-CA1 feedfor-
ward scheme. The CA3 population bursts evoke intense transient oscillatory (∼150-200
Hz) responses in the synaptic activity of CA1. These responses are explored in detail
and are shown to accurately reproduce many of the basic characteristics of the sharp
wave-ripple complex seen in extracellular recordings in CA1. By exploring these charac-
teristics through the model, we unravel the main components that give rise to them and
we are eventually led to the formulation of a novel mechanism for the generation of rip-
ple episodes in CA1, based on interneuronal activity and strong fast-decaying recurrent
inhibition. Finally, this mechanism is discussed in detail, in relation to various electro-
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physiological studies. We argue that the model can interpret a series of observations on
ripples and provides a link with memory consolidation modelling.
Chapter 7
In the final chapter, we initially review the main studies on temporal correlations be-
tween the slow oscillation and hippocampal activity, focusing on some established rela-
tions between cortical activated states and ripples. In an effort to validate some of the
main findings of these studies, we analyse a small set of local field potential and unit
spike data, recorded by Drs. Robert Mason and Yvonne Mbaki (University of Notting-
ham, Medical School) from the medial prefrontal cortex and hippocampus of a naturally
sleeping rat. Having reproduced a computational model for cortical slow oscillations,
and developed a new model for hippocampal sharp wave-ripple complexes, we finally
couple them in a closed feedback loop in order to study cortico-hippocampal interactions
in relation with these intrinsic rhythmic dynamics. The functional/anatomical relevance
of the implemented connectivity scheme between the cortical network, CA3 and CA1,
is described in detail. We show how the spiking activity of CA3 and CA1, individually
and combined, depends on the inhibition-excitation balance, induced by the cortical os-
cillatory output, and how this can affect the observed correlations between cortical slow
oscillation and hippocampal spiking in general, and between cortical activated states
and ripples in particular. Our findings are discussed in relation with the reviewed stud-
ies on cortico-hippocampal interactions during deep stages of sleep and some links to
memory consolidation are provided.
Chapter 8
Since each chapter provides a thorough discussion on its subject, we end this work by
a short summary of all the main results presented. Also described are some possible
future directions on the issue of cortico-hippocampal interactions, based on plausible
extensions of our computational model.
Part of the work described in Chapters 2 and 3 was published in Biological Cybernetics
[202]. Chapters 5 and 6 were based on work published in Hippocampus [203]. A final
paper, describing the work presented in Chapter 7, is in preparation.
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Chapter 2
Causal Interactions in
Multivariate Autoregressive
Processes
2.1 Introduction
A time series x(t) is a set of observations with each one recorded at a time t. Discrete
time series are those in which the observation times form a discrete set (e.g. when
the observations are made at fixed time intervals), whereas in continuous series the
observations are recorded continuously over time [25].
When studying time series, one’s purpose is usually to draw inferences from them. But
in order to do that, one first needs to set up a hypothetical model to represent the
series. Then it becomes possible to estimate parameters involved, check for goodness
of fit to data and potentially use the fitted model to draw some conclusions on the
mechanism that generated the time series. A model of an observed data set x(t) is a
specification of the joint distributions of a sequence of random variables X(t), of which
x(t) is supposed to be a realization [25]. A complete probabilistic model of such a
random variable sequence would specify all the joint distributions. But since it would
contain far too many parameters to be estimated from the available data, one usually
focuses only on the first- and second-order moments of the joint distributions (means and
covariances) and on properties of the sequences that depend only on those. Although
some information is usually lost through this approach, their use is further justified by
the fact that the usual methods for minimum squared error linear forecasting depend
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only on second-order properties [25]. Autoregressive processes are typical examples of
such models of only first- and second-order moments.
We present here an elementary introduction into some fundamental notions of multi-
variate time series analysis and autoregressive modelling of random processes. We also
review some basic related elements of signal spectral analysis and present the main
statistical measures used to detect structural or functional connectivities between mul-
tivariate time series. Our main focus is on the definition of the notion of Granger
Causality and its related measure of Partial Directed Coherence (PDC). Furthermore,
we make a comparison of these statistical tools based on a simple test case with known
connectivity. Finally we implement a critical value for the recently-introduced measure
of generalised PDC and we show the advantage of this measure over the original PDC.
The analysis presented here will be applied in a neuroscientific framework in Chapter 3.
There, the multivariate time series will consist of electrophysiological data in the form
of local field potentials and unit spike data, simultaneously recorded from cortical and
hippocampal sites.
2.2 Multivariate Time Series
Since, apart from serial dependence within a time series, there can also exist interde-
pendencies between the various components of a set of series, one often needs to study
not just each of the components separately, but the whole set simultaneously. Such
multivariate time series are usually represented by a vector containing the values of all
series at each time point.
2.2.1 Basic Measures
Consider a set of m time series: xi(t), i = 1, . . . ,m, denoted by:
X(t) =

x1(t)
...
xm(t)
 , t = 0,±1,±2, . . . (2.2.1)
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The first- and second-order moments are the mean vector and the covariance matrix
respectively, given by:
µ(t) = E[X(t)] =

µ1(t)
...
µm(t)
 , Γ(t, h) =

γ11(t, h) . . . γ1m(t, h)
...
. . .
...
γm1(t, h) . . . γmm(t, h)
 , (2.2.2)
where γij(t, h) = Cov(xi(t + h), xj(t)) = E[(xi(t + h) − µi(t + h))(xj(t) − µj(t))] is
the covariance function between series xi(t) and xj(t), measuring how much the two
series vary together at time t and time lag h. It is usually called cross-covariance
when it involves two different time series and auto-covariance when the covariance of
a time series with itself is computed. When h = 0, the auto-covariance coincides with
the definition of variance, σ2i (t), which is a measure of statistical dispersion, since it
averages the squared distance of the time series values from its mean.
Finally the cross-correlation matrix is defined as:
R(t, h) =

ρ11(t, h) . . . ρ1m(t, h)
...
. . .
...
ρm1(t, h) . . . ρmm(t, h)
 , ρij(t, h) = γij(t, h)√γii(t, 0)γjj(t, 0) = γij(t, h)σi(t)σj(t) ,
(2.2.3)
where ρij(t, h) is the cross-correlation between series xi(t) and xj(t) at time t and lag h.
The auto-covariance and auto-correlation functions are very useful measures of the de-
gree of dependence between the values of a time series at different times. Hence, they can
be very useful in choosing an appropriate model or predicting future values according
to the present and past values of the series.
2.2.2 Stationarity
A time series x(t) is defined as (weakly) stationary if:
1. µ(t) is independent of t and
2. γ(t+ h, t) is independent of t for any lag h.
Strict stationarity is defined by the condition that any set of values of the time series,
e.g. (x(1), . . . , x(n)) has the same joint distributions as the set (x(1 + h), . . . , x(n + h))
for any n and h (but we will only be dealing with the weak definition from now on).
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For stationary multivariate time series we can refer to µ(t) = µ as their mean vector and
to Γ(t+h, t) = Γ(h) as their covariance matrix at lag h. Similarly, the cross-correlation
function between series xi(t) and xj(t) becomes:
ρij(h) =
γij(h)√
γii(0)γjj(0)
=
γij(h)
σiσj
, (2.2.4)
implying that ρii(0) = 1.
A classical example of a stationary time series is white noise, i.e. random numbers with
zero mean, σ2 variance, and covariance given by:
γ(t+ h, t) =
{
σ2, if h = 0;
0, if h 6= 0.
(2.2.5)
The qualitative meaning of stationarity is that the properties of any one segment of the
data are much like those of any other segment, i.e. there is no systematic change in the
mean or variance, and any purely periodic oscillations have been removed. Note that, in
a strict sense, there is very rarely stationarity in real data sets, as this property is mainly
defined for time series generated by models. However, real data are often considered
stationary, implying that they exhibit characteristics suggesting that a stationary model
can sensibly be fitted [39].
2.3 Multivariate Autoregressive Models
Two basic purposes of multivariate time series analysis is forecasting and detection of
interrelationships. Forecasting has to do with being able to predict future values of a
variable which produced a time series, based on its present and past values. One has
to choose a predictor function that takes as input these values and has future values as
output.
When dealing with multivariate time series, the future value of any of them can some-
times be forecasted not only through its own present and past, but through those of the
other series as well. This holds when a common mechanism generates these series, or
generally when there is some kind of interdependence between them. Apart from fore-
casting, one may be interested in studying such possible dynamical interdependencies
between the variables that generated the multivariate series. Through which mecha-
nism are these variables interrelated? How would a specific change in one variable affect
the others? How can we trace such a change through the other variables? These are
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questions that usually arise in such studies and can often be addressed by modelling the
time series by an appropriate model which can be analysed.
2.3.1 Autoregressive Processes
Consider a given time series x(t) of which we want to forecast/model the value at a time
step t∗. If we assume that only a linear combination of a finite number p of past values
of the series is needed for the forecasted/modelled value xˆ(t∗), then:
xˆ(t∗) = v + a1x(t
∗ − 1) + a2x(t∗ − 2) + . . .+ apx(t∗ − p), (2.3.1)
where v is a constant that allows for a nonzero mean. Since xˆ(t∗) will usually not equal
the real value x(t∗), we denote the error, or residual, by u(t∗) = x(t∗) − xˆ(t∗) and we
can write:
x(t∗) = xˆ(t∗) + u(t∗)
= v + a1x(t
∗ − 1) + a2x(t∗ − 2) + . . .+ apx(t∗ − p) + u(t∗). (2.3.2)
Assuming that the time series x(t) is a realization of a random variable X(t) and that
the same data generation mechanism holds for every time t, then the previous equation
can be written in the form of a so-called autoregressive process of order p (ARp):
X(t) = v + a1X(t− 1) + a2X(t− 2) + . . .+ apX(t− p) + U(t), (2.3.3)
where the quantities X(t),X(t − 1), . . . ,X(t − p) and U(t) are random variables. Fur-
thermore, we assume that the residuals U(t) for different time points are uncorrelated,
implying that all useful information in the p past values of X(t) is used in the fore-
cast/model, so that there are no systematic errors.
Now assume that we have a multivariate time series X(t) of size m, where each value of
each series depends not only on the p past values of itself, but also on those of the other
series. This vector autoregressive process of order p (VARp) can be written similarly to
eq. (2.3.3):
X(t) = V +A1X(t− 1) +A2X(t− 2) + . . .+ApX(t− p) +U(t), (2.3.4)
where V is now a m× 1 fixed vector and the Ai’s are fixed m×m coefficient matrices:
Ai =

a11,i . . . a1m,i
...
. . .
...
am1,i . . . amm,i
 . (2.3.5)
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All the X(t)’s are considered m × 1 random vectors and the error vectors U(t) =
(u1(t), . . . , um(t))
T form a sequence of independent identically distributed random m-
vectors with zero means, namely a white noise vector, with some fixed covariance matrix
Σ = E[U(t)U(t)T ] at time lag 0.
There are various standard mathematical techniques for computing, from a finite (ob-
served) set of data points, estimates Aˆi and Σˆ of the coefficients Ai and the error
covariance matrix Σ respectively of the VAR process that is assumed to have generated
the data. The most widely used ones include the Yule-Walker estimators, the Maxi-
mum Likelihood Estimators, the ARFIT algorithm and others. Descriptions of these
estimators can be found in [25, 39, 132, 138, 152].
2.3.2 Stability Criterion
Consider the VAR1 model:
X(t) = V +A1X(t− 1) +U(t). (2.3.6)
If the generating mechanism of this process started at some initial time t = 1, we get:
X(1) = V +A1X(0) +U(1),
X(2) = V +A1X(1) +U(2) = V +A1(V +A1X(0) +U(1)) +U(2)
= (I+A1)V +A
2
1X(0) +A1U(1) +U(2)
...
X(t) = (I+A1 + . . .+A
t−1
1 )V +A
t
1X(0) +
t−1∑
i=0
Ai1U(t− i). (2.3.7)
Hence the vectors X(1), . . . ,X(t) are uniquely determined by the initial condition X(0)
and the residuals U(1), . . . ,U(t).
Now assume that instead of an initial starting time, the process started in the infinite
past, an assumption implicitly made in the definition (2.3.4) of VARp. If we rewrite
eq. (2.3.7) in its general form:
X(t) = (I+A1 + . . .+A
j
1)V +A
j+1
1 X(t− j − 1) +
j∑
i=0
Ai1U(t− i), (2.3.8)
and assume that all eigenvalues of A1 have magnitude less than 1, then as j goes to
infinity, the first right-hand side term will converge to:
lim
j→∞
(I+A1 + . . .+A
j
1)V = (I −A1)−1V (2.3.9)
12
Chapter 2: Causal Interactions in Multivariate Autoregressive
Processes
and the second term can be ignored in the same limit since Aj+11 will converge to
zero rapidly. In the third term, the sequence Ai1 will be absolutely summable and
consequently the third term exists in mean square when j → ∞ [132]. Hence, when
the restriction for the eigenvalues of A1 holds, X(t) is a well-defined stochastic process
which can be written in the form:
X(t) = µ +
∞∑
i=0
Ai1U(t− i), t = 0,±1,±2, . . . (2.3.10)
where µ ≡ (I −A1)−1V is the mean value of the variable X(t). The distributions and
joint distributions of X(t) at any time t∗ are uniquely determined by the distributions
of the stochastic variables {U(t) : t ≤ t∗}. The covariance matrix of X(t) can be shown
to be given by [132]:
Γ(h) =
∞∑
i=0
Ah+i1 ΣA
i
1
T
. (2.3.11)
The condition for the magnitude of the eigenvalues of A1 to be less than 1, defines a
VAR1 process as stable. Specifically, the stability criterion for a VAR1 process is:
det(I−A1z) 6= 0 for |z| ≤ 1 (2.3.12)
This can easily be extended to a general VARp process with p > 1. This is because
every VARp process X(t) can be written in a VAR1 form, as:
Y(t) = V˜ + A˜ Y(t− 1) + U˜(t) (2.3.13)
with:
Y(t) =

X(t)
X(t− 1)
...
X(t− p+ 1)
 , V˜ =

V
0
...
0
 (2.3.14)
A˜ =

A1 A2 . . . Ap−1 Ap
I 0 . . . 0 0
0 I 0 0
...
. . .
...
...
0 0 . . . I 0

, U˜(t) =

U(t)
0
...
0
 . (2.3.15)
So similarly to the VAR1 case, a VARp model is considered stable if all the eigenvalues of
the matrix A˜ lie within the unit circle. Or equivalently if the general stability criterion
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is satisfied:
det(I − A˜ z) = det(I−A1z − . . .−Apzp) 6= 0, for any |z| ≤ 1. (2.3.16)
Then the VARp model can be written in the form (2.3.10), with:
µ = (I − A˜)−1V˜ and Γ(h) =
∞∑
i=0
A˜h+iΣ
U˜
A˜i
T
, (2.3.17)
where Σ
U˜
is the sparse mp×mp matrix:
Σ
U˜
= E[U˜(t)U˜(t)T ] =

Σ 0 · · · 0
0
. . .
...
...
. . .
...
0 · · · · · · 0
 . (2.3.18)
Qualitatively when a VAR model is stable, it generates stationary time series, whereas
unstable VAR processes can generate non-stationary time series (but not necessarily),
that have trends or exhibit pronounced seasonal fluctuations.
2.3.3 Choosing the Optimal VAR Model order
One of the key issues in the creation of a VAR process that models a given time series
as accurately as possible, is the choice of the model order p. If it is too low, the model
will not capture the essential dynamics of the data set, whereas if it is too high, it will
also capture an unwanted noisy component, leading to over-fitting and instability [161].
There exist mathematical information criteria that can detect the optimal model order,
i.e. the order which will give a model that best fits the data with the least possible
complexity. These criteria are functions that increase with the error covariance matrix
of an estimated VAR model and the number of free model parameters. In other words
they intend to strike a balance between the goodness of fit and the model complexity.
Amongst the most used criteria are the Akaike Information Criterion (AIC) [3], the
Bayesian Information Criterion (BIC) [183], the Final Prediction Error (FPE) [2] and
the Hannan-Quinn Criterion [95]. The former two are defined as:
AIC = ln (
RSS
N
) +
2k
N
, (2.3.19)
BIC = ln (
RSS
N
) +
k ln (N)
N
, (2.3.20)
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where RSS is the VAR model’s residual sum of squares, k is the number of model
parameters and N is the data length. Both AIC and BIC criteria have the general form:
ln (RSS/N) + kf(N)/N , with f some function of N , and they increase with RSS and
k, penalizing both a bad fit and the redundant use of parameters. Hence they acquire
their minimum value at the optimal model order. In a multivariate case of m time series
x1...m(t), RSS is an m×m matrix, whose element {i, j} is given by:
RSSij =
N∑
t=1
(xi(t)− xˆi(t))(xj(t)− xˆj(t)) =
N∑
t=1
ui(t)uj(t) (2.3.21)
and can be approximated by N Σˆij of the error covariance matrix of the VAR model,
estimated by the sampled values of the time series. If the model order is p, the number
of parameters will be: k = m2p, since each of the p coefficients Ai has m
2 elements.
Then the two criteria can be written as:
AIC = ln (det(Σˆ)) +
2m2p
N
, (2.3.22)
BIC = ln (det(Σˆ)) +
m2p ln (N)
N
, (2.3.23)
where the determinant is taken to turn the criteria into scalars [39, 132]. Consequently,
to estimate the optimal popt from a range of model orders, one needs to compute the
error covariance matrix Σˆ for all orders and find that for which the chosen criterion is
minimised.
This implies that a VAR model has to be constructed for each order before the applica-
tion of the criterion, which is rather unpractical since the construction of VAR models
for a large range of p is computationally demanding. Instead, it would be more practical,
if Σˆ for a specific model order could be estimated, without having to construct the full
model first. A technique that gives such an estimation is the downdating algorithm of
Σˆ [152], through which Σˆ is computed only for the highest model order and estimated
for all lower orders, without constructing the full VAR model.
Finally, the logarithm of the FPE criterion is defined as:
FPE = ln (det(Σˆ)) +m ln
(
N +mp
N −mp
)
(2.3.24)
and works similarly as the other two criteria [132, 152]. Both FPE and BIC criteria are
applied, through the downdating algorithm, in the following analysis in this chapter and
the next.
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2.4 Spectral Analysis of Time Series
2.4.1 Power Spectrum and Nyquist Theorem
Assume x(t) is a univariate stationary time series with zero mean and its value is mea-
sured at fixed time intervals T . Its Power Spectral Density (PSD) is defined as the
Discrete Time Fourier Function (DTFT) of the signal’s covariance function:
P (f) =
∞∑
h=−∞
γ(h)e−
2pi
T
ifh. (2.4.1)
P (f) is actually a power spectrum, as it represents the distribution of the (average)
power of the signal over the frequency domain. In other words: P (f)df is the infinitesi-
mal power of the signal in the frequency band {f − df/2, f + df/2}. P (f) is a periodic
function with a period of f∗ = 1/T : P (f) = P (f + 1/T ), and can thus be described in
the frequency interval f ∈ {−1/2T, 1/2T} symmetrically around the origin f = 0.
Often, a discrete time series is derived by sampling a continuous signal with some sam-
pling rate fS. One issue is whether the power spectrum of the sampled signal will be
identical to that of its continuous origin. If a continuous signal x(t) is bandlimited with
maximum frequency f0, its Continuous Time Fourier Transform (CTFT) will be zero
outside the frequency range: {−f0, f0}. The fS sampling process, is expressed by the
multiplication of the signal with a sampling function S:
xS(t) = x(t) · S = 1
fS
∞∑
k=0
x(
k
fS
)δ(t− k
fS
), (2.4.2)
where xS(t) is the sampled signal. The CTFT of xS(t) will be given by the convolution
of the transforms of x(t) and S:
XS(f) = X(f) ◦ F (S) =
∞∑
k=0
X(f + kfS). (2.4.3)
This convolution will replicate the Fourier TransformX(f) of x(t) at frequency intervals
equal to fS, i.e. XS(f) will be an fS-periodic replication of X(f) [138]. It is straightfor-
ward that if the sampling rate is selected too low, such that: fS < 2f0, then the adjacent
replicated transforms, will overlap with each other, a phenomenon called aliasing. The
Nyquist Theorem states that to avoid aliasing, the sampling frequency must be higher
than twice the signal’s maximum frequency: fS > 2f0. Stated differently, if f0 is not
known but the signal is still sampled at some rate fS, then the power spectrum of the
sampled signal, will be alias-free up until the Nyquist frequency fS/2.
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2.4.2 Spectral Estimation of a VAR Model
The spectral estimation problem is how to find an estimate Pˆ (f) of the power spectrum
P (f) of a stationary stochastic variable, from a finite sample generated by that variable
[25]. This can be quite difficult, mainly because usually the sample size N is small,
either because of a prohibitive cost for obtaining large number of data or because the
sample has to be small to ensure that it retains stationarity.
There are two general approaches, nonparametric methods, based on the PSD definition
and its properties, and parametric methods, based on modelling the signal. Two most
common nonparametric spectral estimators are the correlogram and the periodogram
[138, 197]. Methods for computing the latter include the Fast Fourier Transform (FFT)
algorithm [166], the Bartlett method [13] and the Welch method [229].
Parametric methods are those where one assumes the signal is derived from some gen-
erating model, a VAR model in this case, then estimates the parameters of this model
and finally derives the power spectrum through these parameters. When the assumed
model is a very good approximation of the real signal, parametric methods provide more
accurate PSD estimations than nonparametric ones.
Assume that from an m-variate time series with zero mean, we have constructed a stable
VARp model of the form (2.3.4). It can be Fourier transformed, yielding:
X(f) = A(f)X(f) +U(f), (2.4.4)
with X(f), U(f) and A(f) the DTFTs of the signal, the residuals and the VAR coeffi-
cients respectively. A(f) is given by:
A(f) =
p∑
r=1
Are
−2πifr. (2.4.5)
Since the model is stable, A(f) is invertible and thus we can rewrite the Fourier trans-
formation as: X(f) = H(f)U(f), with:
H(f) = A¯(f)−1 ≡ (I−A(f))−1 (2.4.6)
the transfer function matrix, a matrix of linear filters in the frequency domain [114]. It
can be shown [11, 138] that the power spectral matrix S(f) for the VAR model is given
by:
S(f) = H(f)ΣHH(f), (2.4.7)
where the superscript H signifies the Hermitian transposition. S(f) is an m ×m ma-
trix whose diagonal elements are the power spectra estimates of the individual signals:
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Sii(f) = Pi(f) and the off-diagonal ones are estimates of the cross-spectral densities
between pairs of signals, defined as:
Sij(f)
∞∑
h=−∞
γij(h)e
−2πifh, (2.4.8)
assuming T=1. This is the same definition as (2.4.1) for the power spectrum, with the
auto-covariance substituted by the cross-covariance between the two signals, estimated
through their sampled data.
2.5 Structural Analysis of Multivariate Time Series
When one wants to investigate whether two or more signals have some structural or
causal relations one needs to analyse them as time series and use statistical tools. Some
of the following tools have been used in various scientific fields and have recently proven
to be very useful in neuroscience as well. Others have been developed specifically for the
need to provide ways to detect and characterize functional relationships between neural
structures.
2.5.1 Correlation
Correlation measures the linear relation as a function of a time lag h, within one signal
(auto-correlation) or between a pair of signals (cross-correlation). The latter may reflect
a causal relationship since it is intuitive that if one signal “causes” another, there should
be a delay from the first signal to the second.
As shown in (2.2.3), correlation between time series xi(t) and xj(t) at lag h is defined
as:
ρij(h) =
γij(h)√
γii(0)γjj(0)
=
γij(h)
σiσj
. (2.5.1)
This function ranges from +1, showing complete direct correlation, to -1 showing com-
plete anticorrelation, with 0 denoting lack of linear interdependence between the signals,
at time lag h. Generally a positive correlation, indicates that both signals have a ten-
dency to have similar values with the same sign, while a negative one shows a tendency
to have similar values with opposite signs at this lag. If one implicitly assumes that the
two signals are linearly interrelated, then the time lag for which ρij is maximised, is an
estimation of the time delay between them.
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2.5.2 Coherence
Coherence expresses the degree of relative synchrony between two series as a function of
frequency. The coherence between series xi(t) and xj(t) is their cross-spectral density
function (2.4.8), normalised by their individual auto-spectral densities:
Cij(f) =
|Sij(f)|2
|Sii(f)||Sjj(f)| , (2.5.2)
where the spectral densities can be parametrically estimated through eq. (2.4.7) in a VAR
model. Coherence is actually a Fourier transformed version of the correlation function
and thus expresses linear associations. It ranges from 0, which indicates independence
of the signals at a specific frequency, to 1, indicating complete synchrony. Note that
this measure is sensitive to both phase and amplitude relationships between the signals.
Therefore the relative importance of these two factors cannot be distinguished with this
measure and other techniques need to be applied to focus on only one of them [93].
2.5.3 Directed Coherence
We now move to a class of exclusively parametric statistical tools that require a model
to be constructed first so that they can be applied on the modelled data. A charac-
teristic of the previous statistical tools is that, although they may reveal aspects like
synchronous activity etc., they yield no information on the direction of the dependen-
cies, i.e. the direction of information flow between the structures. In order to be able
to draw conclusions on the directionality of functional relations, one needs to use other
statistical techniques to analyse the time series of the signals. We review some of the
most extensively applied ones here, but for further reading and comparative analysis we
refer to [9, 85, 125, 161, 236] and references therein.
In order to replace simple coherence with a statistical measure that would uncover the
directionality of the information flow apart from just the relative synchrony of pairs of
structures, the measure of directed coherence (DC) was introduced, based on informa-
tion theory arguments [172]. DC is based on a unique decomposition of the ordinary
coherence, into two directional components, one representing the feedforward and the
other the feedback aspect of the functional interaction between the two structures. DC
is applied on a modified bivariate VARp model where a common noise source s has been
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added to allow the two model residuals to be completely uncorrelated:
[
x1(t)
x2(t)
]
=
p∑
r=1
Ar
[
x1(t− r)
x2(t− r)
]
+
[
b11 b1s 0
0 b2s b22
]
u1(t)
us(t)
u2(t)
 , (2.5.3)
where bij are weight factors and us(t) is the common noise source [85]. This yields an
error covariance matrix Σ that is diagonal. The DTFT of this model is similar to the
normal VARp DTFT:[
X1(f)
X2(f)
]
= H(f)
[
b11 b1s 0
0 b2s b22
]
U(f) =
[
H˜11(f) H˜1s(f) H˜12(f)
H˜21(f) H˜2s(f) H˜22(f)
]
U(f),
(2.5.4)
withH(f) the transfer function matrix (2.4.6). The DC estimate of the linear interaction
from x1 to x2 is defined on this model as:
DC2←1 =
H˜21(f)√
|H˜22(f)|2 + |H˜2s(f)|2 + |H˜21(f)|2
. (2.5.5)
The generalization of this technique to multivariate signals (m > 2) rests on the DTFT
of a VARp model to get the spectral density matrix as in (2.4.7). Through this rep-
resentation of S(f), the definition of DC from any xj(t) to any xi(t) in the system, is
given by [10]:
DCi←j(f) =
σjjHij(f)√
Sii(f)
. (2.5.6)
When the covariance matrix Σ of the VAR model is diagonal, DCi←j(f) can be inter-
preted as the fraction of the power contributing to the total power in xi that originates
from xj at some frequency f [11]. Thus DC ranks the interaction strength with respect
to the interaction “target”. In this case, it can be shown that the ordinary coherence
can be expressed as:
Cij(f) = β
H
i (f)βj(f), (2.5.7)
where βi(f) = [DCi←1(f) . . . DCi←m(f)]
T , justifying the argument that DC decomposes
ordinary coherence into an incoming and an outgoing directed-interaction component
[11].
2.5.4 Directed Transfer Function
The directed transfer function (DTF) is a variation of DC, applicable to multivariate
time series instead of just bivariate and surpassing the restriction of diagonal Σ [115].
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It actually coincides with the magnitude of DC when all the diagonal elements of Σ are
set to 1 and is defined as:
DTFi←j(f) =
Hij(f)√∑m
j=1 |Hij(f)|2
. (2.5.8)
Note that the sum in the denominator runs over all possible “sources” xj implying that
DTFi←j(f) compares the inflow of information to signal xi from signal xj with the
inflow of information from all other signals. So a high value of DTF, close to 1, would
imply that most of the information inflow to xi is from source xj .
It has been shown, both theoretically and through numerical tests, that DTF succeeds
in detecting direct interactions but can also pick up indirect ones [9, 11, 125, 236].
This means that in some cases DTFi←j(f) may be nonzero even though xj is sending
information to xi through some third signal xk, with xk incorporated in the VAR model
as well. For this reason, a variation of DTF was introduced, the direct-DTF (dDTF)
[123]. This measure is defined by multiplying a full-frequency DTF (ffDTF) given by:
η2ij(f) =
|Hij(f)|2∑
f
∑m
j=1 |Hij(f)|2
, (2.5.9)
by a variation of coherence termed partial coherence:
κ2ij(f) =
M2ij(f)
Mii(f)Mjj(f)
, (2.5.10)
where Mij(f) is the minor of the spectral density matrix S(f), obtained by removing
its i-th row and j-th column. So finally dDTF is given by:
dDTFi←j = κij(f)ηij(f). (2.5.11)
Although it has been argued that dDTF describes only the direct interactions between
multivariate time series [123, 125], this measure has not been studied in detail yet, nor
extensively applied.
For the critical value for DTF (the value above which DTF is considered significantly
non-zero), an empirical distribution technique, using surrogate data from each time
series, can be applied [114]. An analytical approximation of the asymptotic statistics of
DTF and a corresponding critical value were proposed in [67]. The steps followed there
are practically identical to those for the derivation of a critical value for Partial Directed
Coherence (see section 2.5.7) [178].
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2.5.5 Granger Causality
The notion of Granger causality, introduced by Clive Granger in a seminal paper [86],
was initially applied in economical studies but soon was adopted by other scientific
fields and recently by neuroscience as well, since it gives new insights into the question
of directed interaction between neurons, neural ensembles or even brain regions.
The essence of Granger Causality is based on the idea that the cause precedes its effect.
So if a variable Xj “causes” another one Xi, then the former should help improve the
forecast or modelling of the latter. Specifically Granger’s rationale can be summarised
as: A variable Xj(t) “Granger-causes” another one Xi(t), if knowledge of Xj(t)’s past
values significantly improves predictions of Xi(t)’s future values. For a more mathemat-
ically precise definition of Granger Causality, based on information theory, see [132]. A
sampled time series xj(t) Granger-causes another xi(t) when the inclusion of past values
of xj: {xj(t− 1), xj(t− 2), . . . , } in the derivation of a forecast/model for the next value
of xi: xˆi(t), makes this forecast/model more accurate. This relation is not reciprocal,
meaning that xj(t) can Granger-cause xi(t), without xi(t) necessarily causing xj(t), and
this lack of reciprocity is actually what permits gauging the direction of information flow
between variables. One could extend the concept to the forecast of values further away
in the future: xi(t + 1), . . . , xi(t + h) but we will not be dealing with this “multi-step
causality”.
Granger causality can be assessed by modelling a multivariate time series by a VAR
model. Assume we have, for example, a bivariate stationary time series: X(t) =
(x1(t), x2(t))
T , with zero mean, and its stable VARp model:[
x1(t)
x2(t)
]
=
[
A11,1 A12,1
A21,1 A22,1
][
x1(t− 1)
x2(t− 1)
]
+ . . .
+
[
A11,p A12,p
A21,p A22,p
][
x1(t− p)
x2(t− p)
]
+
[
u1(t)
u2(t)
]
. (2.5.12)
The effect of past values of one series on the forecast of the other is represented through
the VAR coefficients. Hence a null hypothesis of no Granger causality from x2 to x1
holds if all coefficients A12,i are zero:
A12,r = 0 for all r = 1, 2, . . . , p. (2.5.13)
If any entry A12,r is nonzero, e.g. only the entry A12,1, then x2 is causing x1 since its
value at time t− 1, is used in improving the modelling of x1(t). The same analysis can
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be extended to multivariate time series with higher dimension. If it can be shown that
Aij,r is significantly nonzero for any r = {1, 2, . . . , p} in a VARp model, then the null
hypothesis of noncausality from xj to xi can be rejected. Hence all statistical Granger-
causality tests are based on testing the null hypothesis of zero VAR coefficients (see [81]
for a review on such tests).
A variation of Granger causality is the instantaneous causality were one also includes
the effect of xj at time t, which is instantaneous to the forecast. In a VAR model,
the instantaneous effect of xj(t) on the modelling of xi(t) is represented through the
cross-covariance of their residuals, Σij . It can be shown that there is no instantaneous
causality from xj to xi if and only if: Σij = 0 [132]. Contrary to normal Granger
causality, the instantaneous causality is reciprocal, since Σij = Σji, and hence cannot
be related to any notion of directionality of interactions.
2.5.6 Granger Causality Index
The “strength” of Granger causality between two time series can be quantified through
the Granger Causality Index (GCI). Assume we have two zero-mean time series x1(t)
and x2(t). We can model each of them separately by an ARp model in which case, only
each series’s own past values are considered in its model. Alternatively we can model
them in parallel through a VARp. The quality of each model can be assessed through
the covariance of its residuals.
Let us denote the two error covariances of the AR models by Σ1|1 and Σ2|2 and those
of the VAR model by Σ1|1,2 and Σ2|1,2, where the subscript 1|1 implies that only past
values of x1 where considered for its modelling and 1|1, 2 implies that past values of x2
were also considered. The linear GCI from x2 to x1 is defined as:
GCI1←2 = ln
(
Σ1|1
Σ1|1,2
)
(2.5.14)
and is a time-domain, bivariate measure of structural interactions [80, 85, 98, 161]. If
x2 is causing x1 then by including it in the autoregressive model of x1 it will improve its
modelling, which is translated into the reduction of the corresponding error covariance.
In other words, Σ1|1,2 should be smaller than Σ1|1 and thus GCI1←2 should be large. A
critical value for GCI is given by Fisher’s Test [85], which under the null-hypothesis of
non-causality yields:
FGCI1←2 =
Σ1|1 − Σ1|1,2
Σ1|1,2
. (2.5.15)
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Extending this analysis to an m-variate case with m > 2, the GCI and its critical value
are defined as:
GCIi←j = ln
(
Σi|m−j
Σi|m
)
, and FGCIi←j =
Σi|m−j − Σi|m
Σi|m
(2.5.16)
respectively, where Σi|m is the covariance of ui(t) when all m series have been included
in the VAR model, whereas Σi|m−j is the error covariance in a VAR model where xj was
omitted [80, 85, 98, 161].
Finally, a frequency domain equivalent of the bivariate GCI has been proposed [80]:
I1←2 = − ln
1− (Σ22 − Σ212Σ11 )|H12|2
S11
 , (2.5.17)
and has been applied in neurophysiological studies [26, 55].
2.5.7 Partial Directed Coherence
Partial Directed Coherence (PDC) was introduced by Baccala´ and Sameshima [11, 174]
and, like DC and DTF, it is applied on the frequency representation of the VAR model
of a multivariate set of time series.
Assume that we have a stable VARp model for a set of m signals and we Fourier Trans-
form the VAR coefficients Ar to the frequency domain as in eq. (2.4.5), to get the matrix
A¯(f) (2.4.6). The definition of partial directed coherence from xj to xi is given by:
πi←j(f) =
|A¯ij(f)|√∑
k |A¯kj(f)|2
. (2.5.18)
Since testing for Granger causality in the time domain implies assessing whether Aij,r =
0 for all r ∈ {0, p}, or in frequency domain whether A¯ij(f) = 0 for all frequencies f ,
PDC is directly related to Granger causality. Indeed PDC from j to i is zero if and only
if this Granger non-causality condition holds.
Note that the stability criterion (2.3.16) guarantees that the denominator of (2.5.18)
is strictly positive and hence the PDC coefficients are well defined. This denominator
is a normalization that bounds PDC to values from 0 to 1. Summing over all possible
“targets” of xj , implies that PDC compares the outflow of information from signal xj to
signal xi with the total outflow of information from xj to all signals. Thus, contrary to
DTF, PDC ranks the interaction strength with respect to the origin of the information
flow so that a high value of PDC, close to 1, would imply that most of the information
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outflow from xj goes to xi. Also note that when i = j, PDC represents the fraction of
time evolution of xi that can be represented by exclusive consideration of xi’s past on
itself.
One advantage of PDC is that it involves matrix A¯(f) directly and not the transfer func-
tion matrix H(f), as in DTF, which would require inversion of A¯(f) for each frequency.
This yields better computational efficiency and precision.
PDC is an extension of the measure of partial coherence which describes the linear
interaction between xi and xj on the frequency domain after discounting the linear
influence of all other time-series [21]. A definition of the non-parametric version of
partial coherence was given in (2.5.10). When it is calculated based on a VAR model,
partial coherence can be expressed as:
κij(f) =
a¯Hi (f)Σ
−1a¯Hj (f)√
(a¯Hi (f)Σ
−1a¯Hi (f)) (a¯
H
j (f)Σ
−1a¯Hj (f))
, (2.5.19)
where a¯i(f) is the i-th column of A¯(f): a¯i(f) = [A¯1i(f) A¯2i(f) . . . A¯mi(f)]
T [11]. PDC
is essentially an extension of κij(f), in the same fashion as DC is to ordinary coherence,
since it includes the notion of directionality of the interaction in its definition and one
can factorize κij(f) with PDC [11].
Since PDC is a rather recently introduced measure, most of its statistical properties
such as an analytical critical value, have not been thoroughly studied yet. PDC was
shown to coincide with DTF in bivariate time series [11] which could allow the use of
an empirical “spectral causality criterion” [182], according to which connection from xj
to xi is significant if |πi←j| > 0.1 for some f [174]. It has been proposed that the same
criterion can be applied as a critical value for higher dimensional time series with m > 2
[11].
One analytical approach to the critical value problem was presented by Schelter et
al. [178]. They argue that since PDC is calculated using estimates Aˆij,r of the real
coefficients Aij,r of a VARp process, estimated through the sample data, the statistical
properties of the estimates of PDC can be derived from the properties of the estimates
Aˆij,r. Commonly used estimates of the VAR coefficients, such as least squares and Yule-
Walker estimates, are asymptotically normally distributed with mean the real Aij,r and
covariances that tend to:
lim
N→∞
Ncov(Aˆij,r, Aˆij,r+h) = ΣˆiiΓˆ
−1
jj (h) (2.5.20)
as the signal length N goes to infinity. Here Σˆii is the i-th diagonal element of the
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estimated error covariance matrix Σˆ and Γˆ−1jj (h) is the j-th diagonal element of the
h-lag corresponding submatrix of the inverse of the VAR process’s estimated covariance
matrix ΓˆX given by:
ΓˆX =

Γˆ(0) Γˆ(1) . . . Γˆ(p− 1)
Γˆ(−1) Γˆ(0) . . . Γˆ(p− 2)
...
...
. . .
...
Γˆ(−p+ 1) Γˆ(−p+ 2) . . . Γˆ(0)
 . (2.5.21)
Consequently, the real and imaginary part of the estimation ˆ¯Aij(f) are also asymptoti-
cally jointly normally distributed. They further show that under the null hypothesis of
non-causality: |A¯ij(f)|2 = 0, the asymptotic distribution of the expression:
N
Cˆij(f)
| ˆ¯Aij(f)|2 (2.5.22)
is a weighted average of two independent χ2-distributions with one degree of freedom,
with:
Cˆij(f) = Σˆii
 p−1∑
h=1−p
Γˆ−1jj (h) cos
(
2πhf
) . (2.5.23)
The same asymptotic distribution has been shown for the maximum likelihood estima-
tors of A¯ij(f) as well [201]. Keeping in mind that:
|πˆi←j(f)|2 = |
ˆ¯Aij(f)|2∑
k | ˆ¯Akj(f)|2
, (2.5.24)
after some mathematical manipulation [178], an analytical approximation of the PDC
critical value at the 100·α% significance level is given by:√√√√ Cˆij(f)χ21,1−α
N
∑
k | ˆ¯Akj(f)|2
, (2.5.25)
with χ21,1−α the 1− α quantile of the χ2-distribution with one degree of freedom. Note
that this critical value depends on the frequency f and also that since it is a pointwise
level, it can be exceeded for some (few) frequencies even though the values of PDC could
actually be insignificant for these frequencies.
To test the effect of the VAR model order p in PDC calculation and the effectiveness of
the critical value, we follow [178] in implementing a system of two uncoupled relaxators
and damped oscillators given by the following expressions:
x1(t) = 2 cos(2π/15) exp(−1/5)x1(t− 1)− exp(−2/5)x1(t− 2) + u1(t),
x2(t) = 2 cos(2π/15) exp(−1/5)x2(t− 1)− exp(−2/5)x2(t− 2) + u2(t). (2.5.26)
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Each signal is dependent only on its own past two values, and thus we expect PDC
coefficients, in both directions, to be zero. We model the above time series by three
different VAR models, with corresponding model orders p = 2, which is the optimal
one, 50 and 200. The resulting PDC calculations and critical values are presented
in Figure 2.1. Increasing the model order far beyond the optimal value introduces an
increasing variability in PDC which makes it difficult to assess straightforwardly whether
it is significantly nonzero. Yet, the critical value is always higher than PDC in almost
all frequencies and for all model orders, suggesting the validity of the analysis of its
derivation. Note that our results differ with the published ones only in that both our
PDC and critical values are lower than those in [178] for model orders 50 and 200.
This could can be due to various factors such as the different VAR modelling technique
implemented there.
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Figure 2.1: PDC (filled) and critical values (black lines) for a set of uncoupled oscil-
lators given by (2.5.26), for increasing VAR model orders. The top row corresponds to
|π1←2(f)| and the bottom one to |π2←1(f)|.
2.5.8 Comparing Coherence, PDC, DTF and dDTF
To gain an insight on how these tools perform when analysing multivariate signals, they
can be tested over simplistic cases where the connectivity of the signal generators is
known in advance. We perform here one such test that was first used in [11] in order
to compare the efficiency of PDC against DTF. We will use the same test to compare
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these two measures, along with ordinary coherence and dDTF.
Consider the set of five coupled oscillators: x1, . . . , x5, whose connectivity diagram is
shown in Figure 2.2A. The signal propagates from the driving source x1(t) to x2(t)
and x3(t) independently and also to a set of coupled oscillators x4(t) and x5(t). The
equations generating the 5 time series are the following:
x1(t) = 0.95
√
2x1(t− 1)− 0.9025x1(t− 2) + u1(t),
x2(t) = 0.5x1(t− 2) + u2(t),
x3(t) = −0.4x1(t− 3) + u3(t), (2.5.27)
x4(t) = −0.5x1(t− 2) + 0.25
√
2x4(t− 1) + 0.25
√
2x5(t− 1) + u4(t),
x5(t) = −0.25
√
2x4(t− 1) + 0.25
√
2x5(t− 1) + u5(t).
Note that the maximum lag between oscillator pairs is 3 timesteps. Following this set of
equations, 10000 data points were created for each oscillator, with ui(t) being random
numbers drawn from a standard normal distribution. The data were modelled with a
VARp model, according to the ARFIT algorithm [152] (see next chapter for a description
of our custom built numerical package FunCAT that was used for this analysis). The
model order was detected correctly by both the FPE and BIC criteria as popt = 3 (Figure
2.2B). The resulting VAR model was stable since its eigenvalues satisfied the stability
criterion (the maximum eigenvalue was 0.948). The VAR coefficients are shown in Figure
2.2C, where those corresponding to each pair of oscillators, in each direction, are con-
nected by a line of different color. Their confidence intervals are also shown. Note that
the only significantly non-zero elements are coefficients: a2←1,2, a3←1,3, a4←1,2, a4←5,1
and a5←4,1. Note also that indirect connections like a5←1,i are insignificantly non-zero
for any step i. Therefore, one can already detect the connectivity diagram and the lags
between the signals simply by this figure, which corresponds to a Granger Causality test
analysis.
The results for PDC, along with its critical value at 95% significance level, DTF, dDTF
and ordinary coherence are shown in Figure 2.3. The diagonal diagrams contain the
power spectrum of each oscillator. Coherence, apart from symmetrical (thus non-
directional), is non-zero in all cases, detecting both direct and indirect interactions.
The PDC and DTF plots are in full agreement with those presented in [11]. PDC is
significantly nonzero only at panels {2, 1}, {3, 1}, {4, 1}, {4, 5}, {5, 4}, correctly revealing
only the direct interactions between the oscillators, unlike DTF which detects indirect
causalities as well, e.g. from x1 to x5. Note that dDTF is also nonzero in the same
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Figure 2.2: A: Diagram of the causality pattern of the oscillators (circled 1 to 5) given
by (2.2). B: Model order criteria FPE (red) and BIC (black) for VAR modelling the
time series generated by the oscillators. C: VAR coefficients of the optimal-order model
and 95% confidence intervals for each directed pair of signals and each step. Note that
only those corresponding to direct causal interactions are significantly non-zero.
diagram for a few frequencies, but the absence of a critical value for this measure makes
it unclear whether this is significant. It acquires similar small values in the {4, 5} panel
as well, which is a direct connection, making it even harder to conclude whether it only
detects direct causality or not (an issue also noted in [9]).
More tests similar to this, some with more complex connectivity, can be found in [11,
123, 178]. In all of them, PDC performs equally well or better than other measures
in detecting direct causal interactions. Nevertheless, below we examine one case where
PDC fails as well, and present a newer version that can tackle this problem.
2.5.9 Generalised Partial Directed Coherence
Although PDC appears to detect direct interactions only, it has been shown that large
differences in the variances of the modelled time series can yield distortions in the
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Figure 2.3: Plots of PDC (blue), DTF (black), dDTF (magenta) and ordinary coher-
ence (cyan, often overlapping with DTF). The critical value of PDC is also included
(dashed blue). The logarithm of each oscillator’s power spectrum is plotted in the
diagonal diagrams. Note that all measures, except PDC, indicate a causal interaction
from signal 1 to 5. PDC detected the directed interactions only.
resulting PDC values. In a simple bivariate VAR model where there is causality only
from x2 to x1, amplifying x2 by some constant α would lead to π1←2(f) approaching
0 as α increases [12]. In another example, a set of three uncorrelated white noise
processes, where two of them have much larger variance than the third, will produce
a distorted connectivity profile, since PDC wrongly detects connections from the low-
variance process to the other two [236]. To avoid such distortions from differences
in time series scaling, a variation of the original PDC, the generalised PDC (gPDC)
was introduced [12]. In gPDC, the coefficients |A¯ij(f)| are normalised by the standard
deviation, σi =
√
Σii, of the ui model residuals:
|πgi←j(f)| =
1
σi
|A¯ij(f)|√∑
k
1
σ2
k
|A¯kj(f)|2
. (2.5.28)
It has been suggested that gPDC, when accompanied by a Z-score pre-normalization of
30
Chapter 2: Causal Interactions in Multivariate Autoregressive
Processes
the time series, yields correct connectivities even for very short data samples of series
with different scaling [12]. Indeed in the example of three oscillators we find that the
lack of connections is correctly detected after replacing PDC with gPDC (Fig. 2.4).
In need of a critical value for gPDC, we followed the same analysis as in the derivation
of (2.5.25) for an estimated VAR model. Under the null hypothesis of 1
σ2i
|A¯ij(f)|2 = 0,
which is equivalent to |πgi←j(f)| = 0, we can simply rewrite (2.5.22) as:
N
Cˆij(f)
σˆ2i
1
σˆ2i
| ˆ¯Aij(f)|2, (2.5.29)
whose asymptotic distribution is again a weighted average of two independent χ2-
distributions with one degree of freedom. By following the same steps as in [178],
we obtain a similar approximation to (2.5.25) for the critical value of gPDC:√√√√√ Cˆij(f)χ21,1−α
Nσˆ2i
∑
k
1
σˆ2
k
| ˆ¯Akj(f)|2
, (2.5.30)
where Cˆij(f), σˆi and
ˆ¯Aij(f) are estimated as before. This expression was tested in the
aforementioned example, where all gPDC values are below the critical value (Fig. 2.4).
2.6 Discussion
We have reviewed here some basic elements of multivariate time series analysis and
autoregressive modelling, as well as statistical tools that assess structural or functional
interactions between time series.
Traditionally effective connectivity between pairs of signals has been estimated using
cross-correlation analysis which gives an indication of a delay in coupling, but does
not provide any inference to causality, i.e. which structure drives which. It could, for
example, be the case that a common mechanism is simply driving both signals with
different time delays (“common source” problem). The difference between these delays
would in this case appear as the maximum-correlation lag between them. This is why
high correlations between signals should be treated with some caution before making
inferences about their functional or structural relations. Use of coherence provides a
frequency-domain representation of the magnitude and phase relationship between two
signals, but again provides no information on the directionality between them. However
some directionality information can be obtained from the coherence phase spectrum
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Figure 2.4: Comparing the effectiveness of PDC against gPDC in detecting non-
causality. PDC (dashed blue) and gPDC (red) for three independent white noises with
different variances. PDC erroneously indicates that process x1 is driving the processes
with higher variance, x2 and x3. gPDC on the other hand, being practically zero and
lying entirely below the critical value (2.5.30) (dotted red) restores the independence
of the processes. The diagonal panels represent the logarithm of the power spectral
density of each process.
which provides a measure of phase (time delay) between coherent signals [94] but it has
been argued to be rather ineffective [125].
Apart from these measures, we have presented here a review of some more recent tech-
niques for statistical analysis of time series that have been developed to provide tools for
assessing the directional effective connectivity between signals. They are being increas-
ingly applied in studies of directional interactions between neurons, neural ensembles
and whole brain regions. Amongst them, the closely related Partial Directed Coherence
(PDC) [11, 174] and Directed Transfer Function (DTF) [114, 115] have been imple-
mented in numerous studies of either simplified tests [11, 85, 125, 178, 236] such as the
comparative test presented here, in simple neuronal models of interconnected neurons
[9, 114, 174] and in real neurophysiological data [72, 102, 198, 226, 227, 240]. Gener-
alised PDC, was introduced to cope with time series of widely different variances [12]
and is also being increasingly applied in neuroscience studies [71, 100, 176, 202]. These
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techniques are mainly based on the notion of Granger causality [86], which was described
here, and have the advantage that they can be applied to multivariate time series, not
restricting the connectivity analysis to pairs of neural structures but extending it to
whole sets of simultaneously recorded signals. This way, typical problems with pairwise
analysis, such as serial connections or common sources [36, 125], can be avoided.
Nevertheless, since most of these measures rely on VAR modelling the sampled time
series, caution is needed in the construction of the model. Issues such as the stationarity
of the available data or their size can severely affect the VAR modelling procedure and
consequently lead to incorrect connectivity profiles. For example, in the connectivity
test presented in Section 2.5.8, reducing the size N of data points generated by the
oscillators, leads to nonzero PDC between unconnected pairs. Although the rise of
the critical value (being inversely proportional to N) renders these PDC profiles non-
significant, reducingN to below ∼500 points, leads to significantly nonzero PDC between
unconnected oscillators (not shown). Although there are, to our knowledge, no standard
tests for the adequacy of the data size, one should use as many (stationary) data as
possible and check features of the resulting VAR model, such as its stability or the
whiteness of the residuals, to gain a better understanding of the model’s efficiency.
In the following chapter we put this analysis into practice by applying gPDC on a set of
neurophysiological data. One issue that arises there, is how to transform binary spike
trains into continuous stationary signals, which we examine as well.
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3.1 Introduction
Here we make use of the previous analysis on generalised PDC (gPDC) by applying it
to neurophysiological data, recorded from anaesthetised rats, in order to assess direc-
tionality of information flow between prefrontal cortex and hippocampus, as well as in-
trahippocampally. Specifically, we applied gPDC on electrophysiologically recorded local
field potentials (LFPs, recorded at 1 kHz) and unit spike trains from dorsal hippocam-
pus (medial and lateral regions) and medial prefrontal cortex (mPFC) from isoflurane-
anesthetised rats [50]. After a period of basal recordings, the excitatory amino-acid
kainic acid (KA) was administered in order to induce increased excitatory activity. The
experimental methods and recording procedures were described in detail in [202] (Figure
3.1). gPDC was selected from the tools presented in the previous chapter because, as
demonstrated, it succeeds in detecting direct causal interactions without getting dis-
torted by signal variance differences.
Each recorded spike train is considered as a time series in the form of a series of Dirac
delta functions. Spectral analysis through the usual Fast Fourier Transform (FFT)
algorithm cannot be performed in such binary signals since they cannot be regularly
sampled [75]. Furthermore, VAR modelling cannot be successfully performed either since
spike trains do not constitute stationary time series with relatively constant mean values
and variances. Therefore, one needs to convert spike trains into continuous stationary
signals. Before the final PDC results are presented, we delve into an analysis of two
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different methods that can be used for the spike train preprocessing.
All subsequent analyses (as well as the tests described in the previous chapter) were
performed with FunCAT (Functional Connectivity Analysis Toolbox), our custom built
numerical package on autoregressive modelling and functional connectivity analysis, im-
plemented in MATLAB, that we describe in Section 3.4. The biological implications of
our findings on the effects of anaesthesia and kainic acid on brain connectivity, along
with implementation issues of gPDC analysis on field potentials and spike trains, are
discussed in Section 3.6 (part of which was co-written with Dr. Benjamin Coomber).
Parts of the work in this chapter were published in [202].
Figure 3.1: Schematic representation of histological verification of dorsal hippocam-
pal (upper left) and mPFC (upper right) recording sites. The most medial (black
circles) and lateral (white circles) electrode placements of the hippocampal array and
an electrode from the bundle in mPFC (black dots) are shown in coronal brain images
[160] for each experiment included in this study (n = 4 rats). The distance posterior
to bregma in the sequence of images for hippocampal placements is: (a) -3.8 mm; (b)
-3.6 mm; (c) -3.3 mm. The distance anterior to bregma in each image for mPFC place-
ments is: (a) 3.2 mm; (b) 3.7 mm. The lower panel shows representative segments
of LFP activity during basal conditions in one rat recorded simultaneously in mPFC,
medial hippocampus (mHipp), and lateral hippocampus (lHipp) respectively over a 10
s period.
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3.2 Methods of Spike Train Preprocessing
Two methods were examined for transforming spike trains into continuous stationary
time series. Namely, spike trains were either substituted with their corresponding fir-
ing rates, or transformed into a continuous function through the kernel convolution
method of the French-Holden algorithm [75]. Both methods have been used before in
neurophysiological studies with PDC [72, 102, 174, 226, 227, 240].
3.2.1 Firing Rates
Firing rates are calculated for each neuron by splitting spike trains into time-bins and
computing the rate in each bin. The choice of bin length and overlap between succes-
sive bins set a specific “binning scheme” which affects the shape of the resulting rates.
Namely, the shorter the length of the bin and the larger the overlap between two neigh-
bouring bins, the more detailed are the firing rates. The sampling rate of the resulting
signal is also set through the binning scheme since each data point will correspond to the
rate in the corresponding bin. Each bin can be uniquely represented by, for example, its
starting point, so that the resulting sampling rate is equal to the inverse time between
two consecutive such points. This time distance can be calculated straightforwardly as
follows. If L is the time length of each bin and v is the percentage of overlap between
two consecutive bins, then the distance T between two consecutive starting-bin-points
is given by:
T = L− L v
100
= L
100− v
100
, (3.2.1)
yielding the corresponding sampling rate fS :
fS =
100
L(100 − v) . (3.2.2)
According to the Nyquist Theorem, the maximum frequency fmax over which spectral
analysis can be performed without aliasing is:
fmax =
fS
2
=
50
L(100 − v) . (3.2.3)
In conclusion, apart from determining the amount of processed information, the binning
scheme for the firing-rate processing of spike trains also determines the available range
of frequencies for spectral analysis and the subsequent PDC calculation.
Below we test how the choice of bin length and overlap may affect PDC results by
comparing them with results from LFP signals. Figure 3.2 displays PDC and its critical
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value along with ordinary coherence, calculated over one LFP segment from the three
recorded brain regions of one rat. The diagonal panels show the power spectra of the
three regions. Both the BIC and FPE criteria, which were used for the VARp model
order selection, decreased monotonically with increasing order, so p was set to 50 and
the goodness of fit of the VAR models was established by visual comparison of the
power spectra from the model with those of the original data (see Section 3.3). PDC
indicates that there is, in general, a much stronger flow of information from mPFC to
both medial and lateral hippocampus than in the opposite direction, more prominent
over low frequencies from 0 to 20 Hz. Moreover, the lateral hippocampus appears to be
leading the medial, which is anatomically consistent with excitatory (Schaffer collateral)
projections from CA3 to CA1 (see Chapter 5). We examine whether PDC, calculated
from firing rates, also yields similar results and importantly whether these results are
severely affected by the implemented binning scheme.
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Figure 3.2: PDC (filled) between the three rat-brain regions, calculated over one
segment of the LFP recordings from one rat. Critical values (dashed) and ordinary
coherence (solid curves) are also displayed. The diagonal panels display the power
spectra of the three regions.
3.2.2 Bin Length Effect
We computed the firing rates of all spike trains and grouped those belonging to each
region by performing principal component analysis and keeping the first principal com-
ponent (see Section 3.3). There was no overlap between bins and four different bin
lengths were implemented: 10, 50, 100 and 200 msec. The resulting PDC, critical values
and ordinary coherence from all cases are displayed in Figure 3.3. The model order was
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fixed in all cases to avoid any effects that different orders may produce between mod-
els. Both BIC and FPE yielded particularly small optimal orders, so p was set to 17,
producing accurate VAR models in all cases, which was again established by a spectral
comparison between the model and the original data.
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Figure 3.3: PDC (filled) between the three recorded brain regions calculated through
firing rates of spike trains. Critical values (dashed) and ordinary coherence (solid
curves) are also displayed. The bin lengths for the firing rate calculation are (A-D):
10, 50, 100, 200 msec. No overlap between bins was set.
The general connectivity profile from all 4 bin-length cases is qualitatively in agreement
with that from LFP analysis. In particular, the case with the smallest bin size (Figure
3.3A) appears to be closest to the LFP results. Note though, that the critical value
is much higher now and increases with the bin length, since the value is inversely pro-
portional to the data length (thus proportional to the bin length, eq. (2.5.25)). So the
critical value suggests that PDC is statistically insignificant in most cases. Therefore
the connectivity is in accordance with the LFP results only if one chooses to disregard
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the critical value for all binning schemes.
Another point to be noted is that all results were plotted up to the maximum (Nyquist)
frequency corresponding to each bin length. So although one could expect the results
from each bin length to be roughly a zoom into the lower frequencies PDC profile of the
smaller length, this is hardly the case. We thus conclude that the amount of information
lost by increasing the bin length strongly alters the frequency profile of PDC. A similar
conclusion can be drawn for ordinary coherence as well.
So, as expected, the shorter the bin length the higher the amount of information con-
tained in the data and the closer the resulting connectivity to that derived from a contin-
uous signal. On the other hand, setting the length too low may result in non-stationary
time series, even binary ones, in cases of sparsely spiking neurons.
3.2.3 Overlap Effect
We next tested the effects on PDC of the overlap between two consecutive bins. We
processed the same spike trains as before with the same four choices of bin length, but
with 50% overlap (Figure 3.4). The model order was set to 26 for all bin lengths, which
was optimal, according to BIC, for the first case of 10 msec bin and also gave accurate
models for all the other cases.
The general characteristics of these plots are similar to the previous ones and the com-
ments in the previous section apply to this case as well. A more direct comparison can
be made between cases of 100 and 200 msec bins with 50% overlap (Figure 3.4C,D),
with those of 50 and 100 msec in Figure 3.3C,D respectively, since their sampling rates
are equal. There, the overlap does not create significant differences in the PDC pro-
files over frequency, other than making the ones with overlap more detailed. This is
somewhat intuitive since the 50% overlap essentially adds one more bin between any
two adjacent bins in the corresponding no-overlap case. This extra bin will carry some
extra information for the “transition” of PDC from one bin to the next, thus making
the PDC profile more sensitive to frequency fluctuations.
Our results suggest that the bin length is the most crucial parameter of the binning
scheme. A bin length of around 10 msec seems to be the best option in our case study
as it gives results that closely resemble those of corresponding LFP data. Increasing the
bin length substantially, will cause distorted PDC profiles over frequency and critical
values, since large amounts of essential information will be lost in the spike grouping and
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Figure 3.4: PDC (filled), critical values (dashed) and ordinary coherence (solid curves)
between the three recorded brain regions, calculated through firing rates of spike trains
as in Figure 3.3, but with a 50% overlap between adjacent bins.
the resulting data points will be too few. Decreasing it further, e.g. to 5 msec, does not
substantially affect results (not shown), only making computations more demanding.
The overlap between the bins appears to be of relatively minor importance. A large
overlap will create smoother firing rates and thus more detailed (but also more noisy)
PDC frequency profiles, but will be more computationally demanding. We thus suggest
that a moderate (∼50%) overlap is adequate.
3.2.4 Spike Times
French and Holden [75] described a technique which applies an ideal low-pass phaseless
filter to the original spike train and transforms it to a discrete time series, sampled at
equally spaced intervals. This filter is implemented by convolving the spike train with
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a kernel function. Specifically, each spike is convolved with the function:
S(t) =
sin (2πfN (t− ti))
2πfN (t− ti) , (3.2.4)
where ti is the time of the i-th spike and fN is the cut-off frequency of the filter. After
the convolution, the continuous function is sampled at some sampling frequency fS .
The steps of this “French-Holden Algorithm” (FHA) are the following:
1. Firstly, the effect of having only a finite window of recorded spikes (from a the-
oretically infinite in length spike train signal), is the convolution of the infinite
signal’s power spectrum with the function:
SP (f) = P
sin (πfP )
πfP
, (3.2.5)
where P is the duration of the recorded spike train.
2. Every spike of this finite signal is convolved with the kernel S(t), yielding an
infinite-length signal. This step corresponds to applying a low-pass filter with
cut-off frequency fN to the spike train’s spectrum. fN will then be the Nyquist
frequency of the spectrum resulting from this step.
3. From this infinite continuous signal, only the time-window of the original recorded
spike train is kept. This results to a second convolution of the spectrum with
SP (f) which, due to the one in the first step, will have no further effects.
4. Finally the continuous windowed function is sampled with some sampling rate fS,
yielding a new Nyquist frequency for the final spectrum, given by fS/2.
French and Holden argued that this process yields a power spectrum that is unbiased and
free of aliasing and distortion effects. Although the FHA is computationally implausible
due to the infinite length of the kernel S(t), the resulting signal can be obtained by just
centering the kernel around each spike and calculating its value at each sampling point
within the recorded time window. The results are then added over each sample point.
To simplify the FHA further, the calculation of S(t) at each point for each spike can
be avoided by setting fS = 2fN . In this case, the FHA will give a regularly sampled
function with values:
S(j∆t) =
N∑
i=1
(−1)j+1 sin (2πfN ti)
π(j − 2fN ti) , (3.2.6)
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where the summation is over all N spikes in the spike train [159]. Hence, only one sinu-
soidal computation is required for each spike time and one summation of N components
for each sample point.
The resulting signal is a continuous function whose magnitude represents an estimate
of the instantaneous firing rate of the spike train [159]. The choice of the fN parameter
affects the shape of the final signal and the accuracy of the spike times. Figure 3.5
depicts an example spike train and the sampled function resulting from the FHA with
fN = 10 Hz and 100 Hz. It is clear from the figure that the higher the Nyquist frequency
the more accurate the resulting spectrum.
0
1
0
1
0
1
10Hz
100 Hz
Figure 3.5: The French-Holden algorithm applied on a series of spikes (top) with
Nyquist frequency set to 10 Hz (middle) and 100 Hz (bottom).
3.3 Data Processing and Choice of VAR Model Order
We describe here the pre-processing of all types of data before the final gPDC analysis,
along with the choice of model parameters for the VARp models.
LFP signals were analysed first. LFPs usually provide locally (almost) stationary series
when examined in segments of only a few seconds [23, 64]. As proposed in [64], all LFP
recording epochs were split in 10 sec segments corresponding to 10,000 data points (as
in the comparison test of the previous chapter) with 80% overlap, and each segment
was modelled and analysed separately. Smaller segments of 2 and 5 sec duration were
also implemented but, although yielding qualitatively similar connectivity features, their
short data length resulted in poor gPDC estimation and very high critical values (in
agreement with our analysis on the effect of long bin lengths, i.e. short data lengths).
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To further avoid possible distortions due to the different variances of the signals, all
LFPs from each segment were Z-score normalised.
Following our conclusions from the binnning scheme tests, the firing rates of spike data
were calculated in 10 msec bins, overlapping by 50%. Though the maximum frequency
to be analysed was 50 Hz, the Nyquist frequency for the FHA spike train processing,
was set to 100 Hz to ensure accurate power spectral computations (see [159] for practical
guidelines on the FHA implementation). Principal component analysis was performed
to group either the firing rates or the FHA processed units of each brain region together.
This is a well known technique for dimensionality reduction of high-dimensional data
sets and it is based on the eigenvalue decomposition of the data covariance matrix [112].
The first principal component from each region was implemented for the VAR mod-
elling and subsequent PDC analysis. In most cases presented below, the first principal
component contained more than 75% of the processed units’ variance, rendering it a
good representative of the individual processed spike trains. The only exception was
the third case study where the percentage dropped to approximately 45% for the lateral
hippocampal neurons. Each recording epoch was split into segments of 10 seconds du-
ration with 90% overlap. The resulting signals had only their mean values subtracted.
A full Z-score normalization was avoided because the standard deviation in some seg-
ments was often too small to be used for normalization (due to the sparseness of spikes).
Again VAR modelling and gPDC analysis were performed for each segment separately.
Unfortunately, the very low firing rates of neurons under anaesthesia, especially those
in the mPFC, led in most occasions to very few non-zero values in the firing rate time
series, even after KA administration, rendering these series non-stationary. In fact,
many segments had completely zero firing rates, making it impossible to perform VAR
analysis on them. Moreover, the very sparse firing led to many highly non-stationary
(but non-zero) segments in the FHA processed cases as well. All the non-stationary
segments of both firing rates and FHA processed spikes yielded VAR models that did
not satisfy the stability criterion (2.3.16) and their gPDC results were set to zero.
To perform a consistent analysis between all the data segments and be able to make
appropriate comparisons between PDC results, the same model order should be set for
all VAR models, as it represents the maximum delay of information transfer between the
recorded brain regions. This is not a straightforward choice, as different data sets usually
require different orders for the VAR model to accurately capture the data characteristics.
The model order differences are potentially even more substantial between different types
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of data, as in our case. Even though they correspond to the same experiment, each of
the three types of neurophysiological data examined here carries a different type of
information and the corresponding data have different form.
Both FPE and BIC criteria were applied. In the LFP cases they failed to yield an
optimal order as they kept decreasing with increasing order. This is a typical situation
for EEG and LFP data [64, 105]. It is customary to select a model order manually so
that the power spectrum of the modelled data closely follows that of the original data
[26, 85, 179]. For the spike train data, preprocessed either way, both selection criteria
indicated different optimal orders that were strongly fluctuating between segments. For
the LFPs a model order of 100 sample points was set, corresponding to 100 msec of
history since the sampling rate was 1 KHz. This order yielded, on average, a good fit of
the model spectrum on the data spectra (although it naturally varied between different
segments and different recordings). For the spike data, a delay of 100 msec corresponded
to a model order of 20 data points for both firing rates and FHA processed trains.
This order appeared to be close to optimal, as by visual inspection it was found that
significantly increasing or decreasing p diminished the fit between VAR and data spectra.
The power spectra of the original data and those of the VAR models are presented for
each case study in the following section as representations of the fit of the VAR models
to the original data.
3.4 VAR Modelling and Structural Analysis with FunCAT
We developed a numerical code, named FunCAT (Functional Connectivity Analysis
Toolbox) and written exclusively in MATLAB, to analyse sets of continuous neuro-
physiological signals, such as EEGs and LFPs, as well as spike train data, with re-
spect to the potential functional connectivity of the neuronal ensembles that gener-
ated the signals. FunCAT performs VAR modelling of the input signals and applies
most of the statistical tools, described in the previous chapter, to assess any direc-
tional interactions between them. In addition to our own custom written routines,
many functions are taken from other numerical toolboxes that are available online.
Particularly, FunCAT contains (often modified) algorithms from the ARFIT [152, 181]
(http://www.gps.caltech.edu/ tapio/arfit/ ), Biosig (http://biosig.sourceforge.net/
documentation.html) and Neurospec 20 (http://www.neurospec.org/ ) numerical tool-
boxes.
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Our goal was to combine elements from such toolboxes, along with routines on spike
processing, data handling and plotting, in one complete and particularly user-friendly
package that can be used even by non-experts. Moreover, we believe that simultaneously
examining various connectivity tools in a structural analysis study helps in giving a more
complete picture of the causalities. This is why FunCAT combines PDC, gPDC, DTF,
dDTF, GCI, ordinary coherence and time-domain correlations in an effort to assess such
causalities.
The main function that is called to initiate the procedure is named FunCAT. When
running it, the first main choice of the user is between:
1. performing an analysis on LPF data (or any similar continuous signals), or
2. an analysis on discrete spike-train data.
Alternatively, the user has the options of computing the average from a set of connec-
tivity results, running a demo, or just plotting results from preprocessed data.
If the spike train option is chosen, then the user can choose between preprocessing the
spike trains by:
2.a. computing their firing rates in a user-specified binning scheme, or
2.b. applying the FHA with user-specified Nyquist frequency.
In either case, if the processing has already been performed in an earlier run of the
code, the user can chose to start the analysis on the first principal components of the
processed trains.
To process spike trains through their firing rates, the following steps take place:
2.a.1. The user specifies which file to open and which spike train arrays, that belong
to each brain area, will be grouped together.
2.a.2. The length and overlap of the time bins are specified and the firing rate of
each train is calculated for each bin.
2.a.3. Principal component analysis is performed on the firing rates of all trains in
a particular group and the first principal component (PC ) is returned. The
eigenvalues and weights of the three first PCs are displayed, so that the user
can assess the variance representation by the first PC.
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2.a.4. All firing rates and the first PC of each group are stored and plotted.
2.a.5. The sampling frequency resulting from the binning scheme is calculated through
eq. (3.2.2) and displayed.
To process spike trains by the FHA, the first step is the same as step 2.a.1 followed by
these steps:
2.b.1. The maximum frequency fmax, over which spectral estimation will take place,
is specified. The Nyquist frequency is set to fmax+10 Hz, to avoid any spectral
distortions [159].
2.b.2. The kernel convolution of the FHA takes place for each spike train, with a
sampling rate of twice the Nyquist frequency.
2.b.3. PCA is performed to group the trains of each brain area and the first PCs
are returned.
2.b.4. All processed trains and the first PCs are stored and plotted.
The user can now analyse either the LFPs from each brain area, or the first PCs of spike
trains, processed either way, through the following prcedure:
3. The names of the LFP- or PCs-containing arrays are specified.
4. The data are separated into user-specified segments.
5. The model order p is set. Alternatively, the optimal model order can be estimated
for each segment according to the FPE and BIC criteria. In the latter case, the
optimal orders are returned for each data segment and both criteria are plotted
over p.
6. The sampling frequency of the signals is specified, along with the range of frequen-
cies over which analysis will be performed.
7. The data of each segment are Z-score normalised.
8. A VARp model is created for each segment, following the ARFIT algorithm [152].
9. The stability of each model is checked and a warning is displayed if the model is
unstable.
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10. The 95% confidence intervals of the VAR coefficients are calculated (according to
a Student’s t-distribution) [152].
11. The “whiteness” of the VAR model residuals is examined by checking whether the
correlation matrices of the residuals (up to lag p) are significantly non-zero. This
step, along with the stability test, assesses the goodness of fit of the model to the
data.
12. The VAR model is Fourier transformed to the frequency domain and spectral
analysis takes place along with the calculation of the PDC, gPDC, DTF, dDTF
and ordinary coherence over the given frequency range.
13. The critical values of PDC and gPDC are calculated.
14. The Granger Causality Index of each modelled time series is calculated.
15. Ordinary correlations between all pairs of signals are computed.
16. All results are stored in a user-specified file.
17. Results on connectivity are plotted in various ways. The code also plots the power
spectra of the original signals along with those calculated through the model, to
further assess the goodness of fit of the model to the data.
Finally, FunCAT has a demo routine containing tests with sets of coupled oscillators
that help examine the performance of the code and that of the individual statistical
measures of causality. The test presented in the previous chapter is among them and all
the plots presented there were generated by FunCAT. Moreover, the following results
on generalised PDC were also derived from our code.
3.5 Results of gPDC Analysis
Figures 3.6 and 3.8 display the results of VAR modelling and gPDC analysis on LFP
data from all studied cases individually, referred to as Cases 1 to 4. A single plot of the
gPDC results averaged over all case studies was avoided so that individual differences
and similarities in connectivity profiles could be examined. For each one, the gPDC
results are presented along with the spectral comparison between the original data and
the VAR model. This comparison is done separately for spectra averaged over the
first four recording epochs (344 segments in total) of basal recordings and for spectra
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averaged over the last four epochs during which KA is expected to have taken full effect.
The averaged power spectra are plotted in the top row in each case, for each of the three
brain regions under study.
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Figure 3.6: Results for LFPs from rat cases 1 (A) and 2 (B). Average power spectral
densities of the VAR models, over the first four (basal) epochs (dashed lines) and over
the last four epochs, when KA is expected to have taken effect (solid lines) are shown
on top. LFP spectra are shown in dotted lines. Each panel represents one of the 3 brain
regions (from left: mPFC, medial hippocampus, lateral hippocampus). gPDC results
between all pairs of the three brain regions are shown below. Opposite directionalities
are shown next to each other. False positive gPDC entries, according to the critical
value (2.5.30) at 95% significance level, have been set to zero. The peaks at 50 Hz in
some panels in this (and the following figures) represent 50 Hz mains noise artifacts.
In Case 1 (Figure 3.6A), gPDC indicates a bidirectional functional connection between
the mPFC and the hippocampus. Information appears to be flowing continuously from
the medial hippocampus to the mPFC, mostly in the beta frequency band (10-30 Hz),
with the mPFC responding mainly during short bursts of activity where gPDC spans
most of the frequency range. Also, the lateral hippocampus sends information to mPFC
at frequencies >10 Hz, again peaking roughly around the beta band. mPFC seems
to be influencing the lateral hippocampus mostly at the lower frequencies around the
0-10 Hz frequency band. gPDC also revealed a strong intra-hippocampal connection
from the lateral to medial hippocampus, mostly concentrated on the beta (10-30 Hz)
frequency band, with a gPDC maximum around ∼15 Hz. Causality in the opposite
direction is very low, peaking in the theta band (4-10 Hz). KA started taking effect
48
Chapter 3: Assessing Cortico-Hippocampal Connectivity During
Anaesthesia
after the 7th epoch but did not disrupt the strong intra-hippocampal connection, while
its effects were more evident in the cortico-hippocampal ones. Causal interactions from
hippocampus to cortex was halted and reversed, with strong flow in the opposite direc-
tion, from mPFC to both medial hippocampus (covering most frequencies) and lateral
hippocampus (localised to the 0-10 Hz band).
One distinctive feature of the basal activity epochs in Case 1 is a large gPDC decrease
from hippocampus to mPFC during the third epoch with a simultaneous increase in
the opposite direction, identical to the connectivity during the KA-induced enhanced-
activity epochs. This reversal of directionality coincided with a period of continuous
oscillatory transitions between active and quiet states in the cortex. Figure 3.7A displays
gPDC between mPFC and hippocampus during epochs 2 to 4. Results from LFP analysis
are shown on the left row, while the right one contains the corresponding results from
FHA processed spike trains. Due to the very sparse firing, especially in the mPFC
area, many segments gave unstable VAR models. gPDC from these segments was set
to zero. For the same reason, VAR modelling of the firing rates was not possible since
most segments yielded only zero values in the firing rate time series. Nevertheless, some
segments gave significant non-zero gPDC. Figure 3.7B displays the LFP recordings from
the same three epochs.
Clearly, the continuous hippocampus-to-mPFC directional interaction is interrupted and
reversed only during short bursts of activity in mPFC (UP states). These bursts gave
rise to high gPDC from mPFC towards mostly the medial hippocampal area. This re-
versed connectivity was sustained throughout the third epoch where mPFC exhibited a
continuous oscillation between UP states and inactivity (DOWN states), sending infor-
mation to hippocampus. Spike trains reveal the same scenario. Intuitively, significant
gPDC results appeared only during the mPFC UP states when action potentials were
actually produced. Again, it appears that those states coincided with causal interac-
tions towards the hippocampus. Consequently, the third epoch gave rise to continuous
high mPFC-to-hippocampus gPDC. It is noteworthy that, in some cases, results from
spikes and LFPs reveal different hippocampal areas as targets of mPFC. For example,
during the second UP state in epoch 2 (arrow in Figure 3.7B), spike train analysis indi-
cated causal interactions only towards the lateral hippocampus, while gPDC from LFPs
suggests mainly flow towards the medial hippocampus (arrows in Figure 3.7A).
In Case 2 (Figure 3.6B), gPDC yielded similar basal connectivity profile as Case 1.
The cortico-hippocampal connection appears reciprocal, with the lateral hippocampus
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Figure 3.7: A gPDC results between the mPFC and the hippocampus of rat case 1
during the second to fourth recording epochs, plotted in similar fashion as in Figure 3.6.
Left row displays gPDC from LFP recordings while the right one displays gPDC from
FHA processed spike data. White lines indicate the limits between the epochs. B: LFP
recordings from the mPFC (top), medial (middle) and lateral hippocampus (bottom)
during the same epochs. The intervals of no recordings between the epochs have been
removed. Black lines indicate the limits between epochs and time axis displays the
starting time of each epoch (180 sec duration). The arrows indicate the second UP
state in the mPFC signal during epoch 2 and the mPFC-to-hippocampus PDC results
corresponding to that segment. These results are discussed in the text.
sending no information below ∼10 Hz and the mPFC sending information back predomi-
nantly below this frequency boundary. Again, most of the intra-hippocampal directional
interaction is found in the lateral-to-medial pathway, in the beta band, with flow below
this range going only in the opposite direction, towards the lateral hippocampus. The
disruptive effect of KA in the cortico-hippocampal connections is also evident here but
this time with no apparent reversal of flow towards the hippocampus. This time KA
also disrupted the intra-hippocampal connectivity as well, as there is a gradual drop of
gPDC in the lateral-to-medial pathway and a dramatic reduction in the opposite direc-
tion. This reduction is followed by a small increase at higher frequencies suggesting a
partial reversal of intra-hippocampal connectivity.
Case 3 (Figure 3.8A) presents a similar strong reciprocal mPFC-lateral hippocampal con-
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nection as before. Here, the medial hippocampus-to-mPFC connection appears much
less prominent, while the high gPDC values in the mPFC-to-hippocampus connections,
present mostly in short bursts of activity, are more concentrated at low frequencies.
Intra-hippocampal connections are again directed from the lateral to the medial al-
though the strong peak on the beta band is now absent. KA took effect sooner in Case
3 (6th epoch compared to 8th and 7th in the two previous cases), again disrupting in-
teractions from hippocampus to mPFC, but only for a transient period. After epoch 9
the basal connectivity is partly restored. Also, here the mPFC-to-medial hippocampus
connection was greatly enhanced in the low frequency band (0-10 Hz), while the mPFC-
to-lateral hippocampus was interrupted by KA. Finally, KA action also resulted in a
partial reversal of the intra-hippocampal connectivity, with gPDC presenting a substan-
tial drop of the medial-to-lateral hippocampus connection strength and a simultaneous
rapid increase in the opposite direction, most prominently in the low frequency band.
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Figure 3.8: Same set of plots as in Figure 3.6 for the third (A) and fourth (B) rat
case studies.
In Case 4 (Figure 3.8B), the hippocampus-to-mPFC connections are almost absent.
From the mPFC, information flow is directed mostly towards the medial hippocampus,
with only a transient increase towards the lateral, corresponding to a period of similar
UP/DOWN-transitions in mPFC-activity as epoch 3 in Case 1. The most distinctive
characteristic in the intra-hippocampal connectivity is again the very strong gPDC in
the lateral-to-medial pathway on a frequency range around the beta band where gPDC
is maximal while in the theta band it is almost absent. This strong connectivity is
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again partially reversed under KA activity, while the mPFC-to-medial hippocampus
connection is enhanced at low frequencies, as in Case 3.
Case 4 exhibited a firing rate after KA administration which was high enough to allow
gPDC analysis to be performed on spike data. However, the very sparse firing during
the initial basal epochs allowed VAR modelling of the firing rates to be performed
only on the last seven epochs. It also resulted in many segments with unstable VAR
models for the FHA processed spikes. In Figure 3.9, gPDC results from the FHA
processed spikes are displayed in a similar fashion as for the LFP results. Power spectra
comparisons are performed only for the KA epochs where the VAR models were mostly
stable. Results from the firing rates are not shown as they were practically identical
with the last seven epochs in Figure 3.9. The basal epochs exhibit no specific sustained
connectivity. The most distinctive characteristic is the pronounced increase in medial-to-
lateral hippocampal connectivity after the KA administration, sustained until the end of
the recordings. This increase coincides temporally with the gPDC increase observed in
the corresponding LFP results. Although it does not verify the reversal in hippocampal
connectivity observed through LFPs, it supports the KA-induced increase of information
flow from medial to lateral hippocampus.
3.6 Discussion
A significant challenge in neuroscience lies in determining how complex interactions
between discrete populations of neurons elicit functional output. PDC analysis was
applied to LFP and unit activity recorded at mPFC and medial (CA1) and lateral (CA3)
hippocampal recording sites, to address interactions between these regions. Generalised
PDC (gPDC) [12], was used in order to avoid distorted connectivity results due to
different scaling of the data in cortex and hippocampus. Spike train data from each brain
region were replaced by their firing rate or a continuous function generated through the
FHA algorithm and grouped using principal component analysis. Before performing the
gPDC analysis, we first examined two spike processing techniques and the effect of the
binning scheme of firing rates in computing PDC.
Connectivity results were consistent between LFP recordings from different animals dur-
ing basal recording conditions. Within the hippocampus, the predominant connectivity
under isoflurane anaesthesia was clearly from lateral towards medial, concentrated in the
beta (10-30 Hz) frequency band, peaking strongly around 15 Hz. Usually, little informa-
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Figure 3.9: Results for the first principal components of FHA processed spike trains
in rat case 4. The sets of plots are similar to the ones in Figures 3.6 and 3.8. Only the
power spectra of the last four epochs are displayed as the basal epochs contained too
many unstable VAR models. We note that gPDC analysis on the last seven epochs of
firing-rates processed spike trains gave identical results as the ones presented here.
tion was sent in the opposite direction, mostly in the theta (4-10 Hz) frequency band.
This lateral-to-medial directionality was consistent with the established neuroanatomy
of the hippocampus, i.e. pyramidal cells located in CA3 projecting, via Schaffer collat-
erals, to cells in CA1 (see Chapter 5).
Analysis of LFP activity further revealed a reciprocal flow of information between the
mPFC and hippocampus. In most cases, the hippocampus showed an almost continuous
information flow towards the mPFC, with the lateral hippocampus-to-mPFC gPDC
peaking predominantly between 10 and 30 Hz. In the opposite direction, the mPFC-
to-hippocampal information flow was less strong during periods of mPFC inactivity,
but interestingly peaked during short bursts of mPFC activity (Figure 3.10). These
activity and inactivity periods are reminiscent of the so called UP and DOWN states
observed during the cortical slow oscillation (< 1 Hz, see Chapter 4). This suggests that
the hippocampus feeds the mPFC, while the latter is silent, in an almost-continuous
fashion, with the mPFC responding in bursts towards both the medial and the lateral
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hippocampus.
The hippocampus forms multiple connections with other structures in the brain, includ-
ing the mPFC. Specifically, ventral CA1 (medial hippocampus) projects to mPFC, while
no projections from CA2, CA3, or dentate gyrus to mPFC are known [38, 73, 83, 108,
110, 184] (see Chapter 7). This CA1-mPFC projection is primarily unidirectional, given
that no direct return projections have been identified [28, 83, 103, 170, 184, 200]. The
monosynaptic hippocampal-to-mPFC pathway innervates both pyramidal cells and in-
terneurons in the rat [73, 107, 127, 204], and has been implicated in memory acquisition
and consolidation, specifically for working spatial memory [82] (Figure 3.10).
Figure 3.10: Simplified schematic representation of the information flow, under basal
conditions, between the structures recorded in the present study. Schaffer collaterals
project from lateral (CA3) to the medial (CA1) hippocampal area (Hpc) and monosy-
naptic projections have been reported from medial hippocampus (CA1) to the mPFC.
No monosynaptic pathways have been observed from mPFC back to the hippocampus,
but it is possible that other areas can act as relay structures (see text). The arrows
represent the directionality as assessed by gPDC.
Interestingly, the observed mPFC-to-hippocampus directionality appears inconsistent
with an unidirectional monosynaptic projection from hippocampus to mPFC. This ob-
servation may be explained by the participation of a “relay” structure, possibly the
entorhinal cortex (perforant pathway) or the nucleus reuniens of the thalamus, a struc-
ture that receives strong input from prelimbic and infralimbic cortices of the mPFC and
projects to the hippocampus [222, 223].
Recent electrophysiological studies (which we review in Chapter 7) suggest that the neo-
cortical slow oscillation [192, 195] which engages neurons in prefrontal and other corti-
cal regions into synchronous transitions between depolarised (UP) and hyperpolarised
(DOWN) states during deep sleep and anaesthesia, influences activity in hippocampal
cells even though such activity lacks the neocortical bimodality of the slow oscillation
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[91, 104]. Specifically, it has been suggested that cortical UP-states result in increased
activity of dentate and most CA1 neurons, as well as a higher probability of ripple events
in the hippocampus [104]. The delay between this cortical influence and its effect on
hippocampus is in the order of tens of milliseconds [149, 188]. The high model order
that was applied during the present study contains such delays, and the gPDC results
presented in Figure 3.7 (epoch 3) seem to support this notion, implying that during slow
oscillation-type cortical activity, information flows mainly from mPFC to hippocampus.
Further, these results suggest that this information flow appears generally during the
cortical UP state, even isolated ones.
It can be argued that the clear increase in mPFC-to-medial hippocampus gPDC observed
during these UP states is a numerical artifact produced by poor VAR modelling, resulting
from the non-stationarity that an UP state introduces in a modelled LFP segment.
Nevertheless, the absence of similarly strong gPDC increase in the corresponding mPFC-
to-lateral hippocampus panels supports the validity of our results.
In the present study, kainic acid administration resulted in a variety of effects on connec-
tivity profiles, yet two major effects occurred in most case studies. Namely, KA caused
a partial disruption of connectivity between the mPFC and hippocampus, in both di-
rections and, following KA, there was a weakening in the lateral-to-medial connection,
often accompanied with a strong increase of the opposite pathway, leading to a gradual
and partial reversal of connectivity in the hippocampus.
The use of KA is well established as a model of status epilepticus (SE) and spontaneous
seizures in the rat, and the hippocampus is particularly susceptible to pharmacological
manipulation with KA [20, 29, 131, 151]. KA receptors are broadly distributed in the
hippocampus, presynaptically regulating glutamate release at mossy fibre-CA3 synapses
[180], and GABA release between interneurons [52, 150] and at interneuron-to-pyramidal
cell synapses [42, 137, 169]. The mechanisms by which SE and spontaneous seizures are
generated in animal models with KA are not fully understood. Our results confirm
the particular susceptibility of the hippocampus to KA. The decline in lateral-to-medial
hippocampal information flow, and the subsequent reversal of directionality, exhibited
by some rats administered KA in these experiments, is intriguing, in light of both the
described anatomy of the hippocampus, and the suggested mechanisms for KA-induced
limbic seizure. The perforant path does not represent the sole pathway within the hip-
pocampus (e.g. the entorhinal cortex projects directly to CA1 via the temporoammonic
pathway); however reverse projections from CA1 to CA3 have not been reported. Fur-
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thermore the susceptibility of CA3 mossy fibres to KA does not fit with medial-to-lateral
directionality. One caveat is the influence of anaesthesia on KA-evoked activity which
may underlie the hippocampal directionality observed in the present study. In addition,
different sub-populations of neurones may have been recorded because of variations in
the precise array-placement between experiments.
Our results further indicate that applying PDC on spike trains can be problematic due
to their highly non-stationary nature. Preprocessing of the unit data is necessary in
order to generate a stationary series. While the effects of such processing may not
always be clear, they should be taken into account in subsequent analysis. Both of the
preprocessing techniques, analysed and applied here, yielded similar results as binning
parameters were chosen, according to our presented study, so that the resulting firing
rate did not deviate much from the instantaneous firing rate given through the FHA. In
general, processing parameters should be chosen carefully, and according to the specific
case under study. The conclusions reached by our binning scheme study can only serve as
merely guiding suggestions and we believe that there should not be a black box rule for
the binning scheme. It will depend on the experiment and the experimenter’s intentions.
For example, grouping the spikes into large bins leads to a loss of information about
the firing patterns of the neuron. Fast spiking neurons require small bins and large
overlaps so that the detailed and rapidly changing characteristics of the firing rates can
be captured. In contrast, small bin sizes may be inadequate for a sparsely firing neuron.
In this particular study, anaesthesia resulted in low firing rates. Thus, spike train gPDC
analysis did not reveal any significant connectivity, with the exception of Case 4, where
spike train gPDC did parallel elements of the connectivity revealed by corresponding
LFP analysis; namely the increase in medial-to-lateral hippocampus information flow
under KA. The same conclusion can be drawn from the analysis of the three basal
epochs of Case 1 presented in Figure 3.7. Despite the very low firing of mPFC, spike
train analysis did support the mPFC-to-hippocampus connectivity during the mPFC
UP-states. Thus gPDC analysis of spike trains can be a useful complementary tool
along with analysis of LFPs.
PDC represents a novel technique for assessing interactions between brain regions and
revealing their directionality. Its recent variation, gPDC, is a powerful tool which,
combined with data normalization, can overcome distortions caused by differences in
the electrophysiological signal scaling. Nevertheless, caution is necessary when applying
such statistical tools in the analysis of neurophysiological data as inappropriate use
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can lead to false conclusions. There are many issues, mainly related with the VAR
modelling of the signals, such as the scaling and stationarity of time series data, the
size of the sampled data and VAR model order that need to be taken into account
when constructing the VAR models which is the most crucial part. We believe that
our numerical package FunCAT can provide a useful tool in this analysis, by being
easy to use, by including the spike train processing routines, and most importantly
by combining various connectivity tools that help give a more complete picture of the
underlying structure.
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Chapter 4
Cortical Sleep Rhythms and a
Model of the Slow Oscillation
4.1 Introduction
Sleep is defined behaviorally by four criteria [116]:
1. reduced motor activity,
2. decreased response to stimulation,
3. stereotypical postures,
4. relatively easy reversibility (unlike coma or anaesthesia).
Unlike most body parts, the brain is busy during sleep as well. In fact, through EEG
recordings, one can witness a rich ensemble of different brain rhythms throughout a
human sleeping sequence. According to these rhythms, sleep can be divided into at least
5 stages, with different EEG characteristics and progressively higher waking thresholds
[33]:
1. Stage 1 is the phase transition between wakefulness and sleep. It consists of
a relatively low amplitude EEG with mixed frequencies, mainly slow alpha and
theta activity.
2. Stage 2 is distinguished by the emergence of spindles and K-complexes (see below).
3. Stage 3 is a mixture of spindles and delta waves (20%-50%).
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4. Stage 4 is dominated by delta activity with only traces of spindles.
5. REM-sleep is characterised by waking-type EEGs, rapid eye movements, loss of
muscle tone and dreaming.
The first four stages together constitute the so-called “non-REM” sleep while stages 3
and 4 are often referred to as deep sleep or “slow wave sleep” (SWS).
Every night, at least four or five cycles of the above stages take place during sleep, with a
period of 70-90 mins, progressively reaching less deep stages (Figure 4.1). Approximately
half of sleeping time consists of stages 2 and 3, and only 5%-15% of stage 4. REM takes
up 20%-25% of sleeping time and indicates the end of a non-REM/REM sleeping cycle
[33].
Figure 4.1: Left: Sleep cycles for an adult. Right: EEG recordings from the four
non-REM stages (spindles indicated by arrows). Taken from the scholarpedia article
http://www.scholarpedia.org/article/Neurobiology of sleep and wakefulness.
Wakefulness and REM sleep are characterised by sustained beta (20-30 Hz) and gamma
(30-80 Hz) rhythms whereas SWS is mainly defined by three rhythms: spindles (7-
15 Hz), delta waves (1-4 Hz) and slow oscillation (0.5-1 Hz) [192]. The first two are
examined below, while the slow oscillation is analysed in much more detail in section
4.3.
4.2 Cortical Sleep Rhythms
4.2.1 Spindles
The EEG spindles, appearing during sleep stage 2 in humans, are the landmark of sleep
onset and have been extensively studied in vivo and in vitro and successfully modelled
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computationally (see [60] for an extensive review). They are associated with loss of
perceptual awareness and their intensity increases as non-REM sleep progresses into
stage 3. They consist of waxing and waning field potentials, oscillating at 7-15 Hz,
grouped in sequences that last for 1 to 3 secs and recur once every 3 to 10 secs [33, 58].
Spindles are synaptically generated in thalamic networks involving two cell types which
oscillate in synchrony: reticular GABAergic thalamic neurons (RE) and excitatory tha-
lamocortical cells (TC). RE cells act as pacemakers, displaying synchronous bursts at
around spindle frequency as a result of incoming excitatory postsynaptic potentials (EP-
SPs). Their inhibitory output is received by TC cells that get hyperpolarised and start
bursting intrinsically (often skipping cycles), further depolarising and synchronizing RE
cells. Key elements in the TC bursts are the intrinsic hyperpolarisation-activated re-
bound current Ih and low-threshold Ca
2+ current IT [60, 191].
One characteristic of spindles in the thalamus of an intact brain is that they occur syn-
chronously over large thalamic areas. Cortically recorded spindles are also coherent over
relatively large areas [33]. This supports the idea that thalamic activity is synchronised
by cortical long range connections. Indeed it has been shown that by removing a whole
cortical hemisphere of a cat brain, thalamic spindles continue to emerge but are now
completely independent and asynchronous [48] (Figure 4.2).
Figure 4.2: Multiple in vivo extracellular field potential recordings in the cat tha-
lamus. In the intact thalamocortical system, spindle oscillations were synchronised
over large distances (7 mm between Th1 and Th8). After removal of the cortex, the
large-scale synchrony was largely abolished. Taken from [48].
4.2.2 Delta Waves
Delta waves are large amplitude EEG patterns (1-4 Hz) and have two components, a
cortical and a thalamic one. The cortical component, shown to arise between cortical
layers 2 to 3 and 5, is characterised by synchronous delta waves, throughout the entire
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neocortex, which survive thalamectomy [191, 224].
Delta oscillations are also an intrinsic rhythm of hyperpolarised TC cells, resulting from
the interplay between the two aforementioned intrinsic currents (IT and Ih) [60]. In
the isolated thalamus, these oscillations are asynchronous between TC cells. Delta
waves appear during later stages of sleep than spindles and at more negative membrane
potentials. These facts led to the postulation of a progressive hyperpolarisation of TC
neurons as SWS moves to deeper stages [194].
4.3 Slow Oscillation
The slow oscillation (SO) brain rhythm, arising during SWS in humans and animals, was
first introduced and analysed in a series of three seminal papers by Steriade et al. that
appeared in the Journal of Neuroscience in 1993 [193, 195, 196]. Below we examine
them along with the major characteristics of this oscillation, that they describe, and its
grouping role for other sleep oscillations. We return to this grouping role, in relation
with hippocampal activity, in Chapter 7.
4.3.1 General Characteristics of the Slow Oscillation
The SO was first described in [195], recorded intracellularly in the neocortex of anaes-
thetised cats. As displayed in Figure 4.3A (from naturally sleeping animals), it consists
of step-like rhythmic transitions of neuronal membrane potentials between low depo-
larising envelopes, 0.8-1.5 sec long, with superimposed action potentials (UP states)
alternating with hyperpolarisations where spikes are absent (DOWN states). Such se-
quences recur rhythmically at less than 1 Hz, with a prevailing oscillation between 0.3
and 0.4 Hz in cells of urethane-anesthetised cats, which varies between animals and
between anaesthetics (e.g. under ketamine it increases to 0.6-1 Hz). In [195], the SO
was described as a “massive population event” since it was observed in all recorded
neocortical areas and all types of pyramidal cells and interneurons [49]. Silences and
increased firing occured simultaneously in units recorded at 7 mm distances throughout
the cortex [59].
The depolarised UP states are due to synaptic excitatory inputs (mostly non-NMDA
EPSPs) but the hyperpolarised DOWN states are not simply due to synaptic inhibition
but due to disfacilitation (removal of synaptic inputs) [207]. The neuron can be in the
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DOWN state for several seconds, much longer than expected by GABA inhibition or
spike refractoriness. The almost flat membrane potential is another indication of the
lack or extreme paucity of synaptic activity.
The form of the SO on the network level as represented through EEG signals was first
described in [196]. Depth-negative (surface positive) half-waves of EEGs are associ-
ated with the cellular depolarised UP states, while depth-positive (surface negative)
half-waves are associated with hyperpolarised DOWN states [49, 59, 192]. The other
rhythms (spindles, delta) are superimposed on this slower oscillation of the EEG ampli-
tude (Figure 4.3A).
Similarly to depth EEG, LFPs during SO consist of a positive envelope (delta wave),
associated with the neuronal silence of the DOWN states, followed by a sharp negative
peak, correlated with the increase of firing in UP states (Figure 4.3B). During the periods
between the slow wave complexes, LFPs exhibit faster oscillations and the LFP-units
relation resembled awake or REM activity.
A possible dependence of SO generation on the thalamus seems improbable since the
slow rhythm survives extensive ipsilateral thalamic destruction [196]. Though the thala-
mus is not essentially implicated in generating cortical SO, thalamocortical pulse trains
(at 10 Hz) are able to increase its frequency. Interactions between cortex and thalamus
during SO were further explored in the third paper by Steriade et al. [193], in which
they reported a SO in 65% of recorded thalamic reticular neurons and in 44% of thala-
mocortical neurons. The reticular SO was closely related to EEG wave complexes that
had the same frequency. The SO in thalamocortical neurons coexisted on average with
delta and spindle oscillations in the same neurons.
Survival of the cortical SO under thalamectomy suggests that it is generated within
the cortex. This cortical nature was further shown by its absence in the thalamus of
decorticated animals [208] and its presence in isolated (from subcortical inputs and long-
range connections) cortical slabs [205], and even in cortical slices maintained in vitro
[175]. Nevertheless the SO synchronization over the cortex was lost after disconnection
of intracortical synaptic links indicating that such recurrent connections are necessary
for cortical synchrony [7].
Finally the SO has been observed through EEG and MEG recordings in human SWS as
well [139, 148]. Interestingly, it has been shown that each cycle of the SO is a traveling
wave, originating mostly in frontal cortical regions and propagating over the scalp in an
anterior-posterior direction at an estimated speed of 1.2-7 m/sec [139].
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Figure 4.3: A: Slow oscillation in in vivo EEG signals and intracellular recordings
from an anaesthetised cat. Raw data from a neuron from the left motor cortex, recorded
simultaneously with surface and depth EEG from the same area. The cell membrane
potential is oscillating at ∼0.7 Hz. Note the clear UP and DOWN states and the pres-
ence of spindle sequences during UP states and depth-EEG positivities (delta waves)
during the DOWN states. Taken from [49]. B: Slow oscillation in an in vivo LFP
recording from the prefrontal cortex of a naturally sleeping rat [R. Mason, unpublished
data].
4.3.2 Grouping of Spindles and Delta Waves by the Slow Oscillation
A possible relation between the SO and other SWS brain rhythms, specifically spindles
and delta waves, was first studied in [196]. It was found that in many recorded cortical
neurons the membrane potential SO was combined with delta oscillation with both
intracellular rhythms phase locked to the slow and delta oscillations of the EEG signal.
In some recorded neurons the SO was combined with spindles as well. The grouping
role of the SO on these (and faster) rhythms has been extensively studied by Steriade
et al. [192–194].
An SO cycle can be followed by a brief sequence of spindles in thalamocortical neurons
and in human EEGs. Such EEGs display the so-called “K-complex” pattern, a sharp
64
Chapter 4: Cortical Sleep Rhythms and a Model of the Slow Oscillation
depth-negative component followed by a slower depth-positive component and a few
spindle waves [92]. Moreover, cortical hyperpolarised DOWN states are accompanied
by delta waves recurring with the same frequency as the stereotypical intrinsic delta
oscillations of the TC cells. The grouping role of the SO on spindles and delta waves
is also suggested by the observation that such purely thalamic oscillations, without the
cortex, become nonsynchronous.
The above observations on the three major SWS rhythms led to the postulation of a
scheme for the generation and grouping of these rhythms under the SO [193]. The
suggested steps, taking place during every SO cycle in corticothalamic circuits, are the
following (Figure 4.4):
1. The activity generated by cortical cells during their DOWN-UP state transition
is projected down to the thalamus, exciting thalamic neurons, both RE and TC
cells.
2. RE cells display rhythmic depolarisations, effectively grouping their intrinsic spindle-
frequency oscillations under the SO.
3. In parallel, TC cells are also activated by the DOWN-to-UP transition but fewer
spikes are produced, due to the synchronous inhibition coming from the GABAer-
gic RE cells. Thus the intrinsic delta-oscillation activity of the hyperpolarised
(during deep sleep stages) TC cells gets interrupted by the excitation from the
cortical UP state and the inhibition from the reticular spindles. Hence their inter-
nal delta oscillations dampen and get revived with SO frequency.
4. Finally TC delta oscillations are fed back to the cortex.
Faster rhythms are also grouped by the SO with episodes of beta/gamma frequency
range oscillations (20-80 Hz) [191], and even ultra-fast ripple episodes (∼200 Hz) [87],
appearing during the UP states and disappearing in DOWN states (see Chapter 7).
4.4 Computational Models of the Slow Oscillation
The cortical SO during SWS has been modelled by many theoretical and computational
approaches of different architectures and various levels of complexity [18, 47, 99, 101,
117, 141, 158, 225]. Here we review three of these computational models. The first two
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Figure 4.4: The functional scheme proposed in [193] for the SO grouping of spindles
and delta waves is based on this corticothalamic circuit. Direction of axons is indicated
by arrows and excitatory or inhibitory synapses are indicated by + or −. Taken from
[196].
are based on different potential mechanisms underlying the initiation and termination
of the UP and DOWN states while the third includes a combination of both.
4.4.1 The Bazhenov et al. Model
Bazhenov et al. [18] implemented a computational model of a thalamocortical circuit
with both cortical and thalamic networks being one-dimensional two-layer arrays (Fig-
ure 4.5). The thalamus is modelled by single-compartment Hodgkin-Huxley models of
RE and TC cells, while the cortex consists of pyramidal cells (PY) and interneurons
(IN) modelled by two-compartment (dendritic and axosomatic) Hodgkin-Huxley cells.
PY cells contain AMPA, NMDA and GABAA receptors, RE cells contain AMPA and
GABAA receptors and TC cells AMPA, GABAA and GABAB receptors. Importantly,
short term depression of intracortical excitatory connections and Poisson-process minia-
ture EPSPs and IPSPs (minis) of fixed amplitude are also included.
The results of their simulations indicate that:
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Figure 4.5: Network geometry in the Bazhenov et al. model. Taken from [18].
• UP states are initiated by random summation of mini EPSPs in some PY cell.
This cell spikes, spreading activity throughout the network via recurrent excitatory
synapses only if the neighbouring cells are also relatively depolarised by minis.
• The UP state terminates through PY-PY synaptic depression.
A large network or a sufficiently high rate of mini EPSPs is required by this mechanism
for consistent UP state transitions. The UP state spreads from the cortex down to the
thalamic network. TC cells often exhibit waning spindle episodes which are terminated
by non-synchronous PY-to-RE input. Input from TC to PY cells further extends the
UP states and shortens the DOWN states.
4.4.2 The Compte et al. Model
Compte et al. [47] implemented a one-dimensional cortical model of 1024 PY and 256
IN cells. Single cell models consisted of two-compartment (dendritic and somatic)
Hodgkin-Huxley cells for PY and single-compartment Hodgkin-Huxley cells for IN.
AMPA, NMDA and GABAA synapses were implemented and the connections of each
cell were stochastically distributed among the network, following a Gaussian probability
distribution centered around the cell (Figure 4.6). The standard deviation (SD) of this
distribution and the number of connections between cell types were fixed, with PY cells
having more extensive connections than IN cells.
The mechanism for SO generation in the model is the interplay between neuronal spon-
taneous firing, propagating via recurrent excitation, and a negative feedback due to slow
activity-dependent K+ currents. Specifically:
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Figure 4.6: A: Schematic representation of the spatial connectivity in the Compte
et al. model [47]. B: Raster plot displaying the synchronous population oscillation (5
neighbouring cells per site, sites are spatially separated by 500 µm). C: Intracellular
somatic voltage (Vm) and intracellular sodium concentration [Na
+]i of 3 representative
pyramidal neurons. D: Blow-up of an individual depolarised episode of the cells in
C. In C and D, arrows point at -75 mV for voltage traces and at 10 mM for internal
sodium concentration. Taken from [47].
• Occasional firing of a sufficient number of close spontaneously-active neurons trig-
gers a cascade of recurrent excitation that brings the network in that area in the
UP state. This activity propagates throughout the whole network in a wave-like
fashion.
• During the UP state, K+ currents and particularly the Na+-dependent K+ cur-
rent (IKNa) accumulate in active PY cells reducing their excitability and finally
bringing the network to the DOWN state. After the K+ currents decay, the UP
state can be reached again.
During the UP state, PY and IN cells fire in phase with IN cell spiking starting first, in
response to the traveling activity-wave, and lasting longer.
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The authors argue that the SO is due to an intrinsic bistability between a stable UP
and a stable DOWN state of the cortical system, with IKNa inducing the slow switching
between them. This led to the prediction that without the IKNa current, both UP and
DOWN states are stable and the cortex can be made to switch between them by external
stimulations, yet this has not been tested experimentally. Since the UP state propagates
through the network, blocking recurrent excitation should abolish the bistability, while
blocking GABAA receptors should result in more intense discharge in the UP state and
longer oscillation periods. Therefore they argue that anaesthetic-dependent changes in
the network excitability could explain the variety in SO patterns (duration of UP or
DOWN states and oscillation frequency), seen in the various recordings.
4.4.3 The Hill and Tononi Model
Hill and Tononi [99] created a much larger and more complex corticothalamic model
with 65,400 neurons and 4,860,450 synapses. It consists of a primary and a secondary
visual area, organised in 3 layers each, two dorsal thalamic nuclei and two reticular tha-
lamic nuclei (Figure 4.7). All neurons are single-compartment Hodgkin-Huxley cells but
action potentials are modelled by a hybrid between Hodgkin-Huxley and Integrate-and-
Fire models. AMPA, NMDA, GABAA and GABAB synapses are included along with
synaptic depression. Intrinsic ion-channel currents include the depolarisation-activated
potassium current (IKNa), while diffuse neuromodulatory projections to the thalamus,
spontaneous stochastic activity in the form of optic track firing and mini PSPs are also
implemented.
Transition to SO (considered to signify sleep) from an activated-awake state results from
an induced increase in potassium leak conductance, gK , corresponding to reduction of
neuromodulatory input. The gK-increase eventually causes synchronous propagating SO
in both cortex and thalamus. Simulations revealed that the alteration between UP and
DOWN states is caused by intrinsic (Ih, IKNa, INaP ) and synaptic currents. Specifically:
• For the transition to an UP state, the activation of a voltage-dependent persistent-
sodium current INaP is necessary. This activation is accomplished by a variety of
means, including minis, synaptic input by other cortical or thalamic areas, or
intrinsic activation of hyperpolarisation-activated Ih.
• Currents INaP and IKNa tend to covary in the UP state balancing each other. The
UP state is maintained intrinsically by INaP , and synaptically through excitatory
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Figure 4.7: Schematic diagram of the thalamocortical model of the Hill and Tononi
model [99]. Primary thalamocortical circuit (left) including a 3-layered primary visual
cortical area (Vp), reticular nucleus (Rp), and dorsal thalamus (Tp) and secondary
visual area Vs (with its associated thalamic sectors Rs and Ts) (right). Visual inputs
(left) excite the primary thalamus (Tp). Diffuse neuromodulatory systems project
throughout the entire thalamocortical network. Taken from [99].
currents and their balance with GABAA. Blocking any of these factors during an
UP state disrupts it and terminates the SO.
• The DOWN state is initiated through both IKNa (as in the Compte et al. model
[47]) and synaptic depression (as in the Bazhenov et al. model [18]). IKNa is
essential for stopping the UP state but also for maintaining excitation-inhibition
balance throughout its duration. Synaptic depression also aids in stopping an UP
state and in the overall synchronization of the SO.
Finally, removal of inputs from thalamus does not stop the cortical oscillations, which
supports the notion of a pure cortical nature of the SO.
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4.5 Implementation of the Compte et al. Slow Oscillation
Model in Brian
Due to its intermediate complexity, we chose to implement the Compte et al. model, and
the SO it exhibits, within the framework of our eventual cortico-hippocampal model.
Since we did not have access to the original numerical code of the model, written in
C++, we needed to implement it from start, based on its description in the literature
[46, 47]. In this section, we describe the implementation of this model in the Python-
based spiking neural networks simulator “Brian” [84] and the resulting differences with
the original model.
4.5.1 Single Cell Models
Pyramidal neurons are modelled by two-compartment Hodgkin-Huxley cells with a den-
dritic and an axosomatic compartment communicating through an internal current.
The axosomatic compartment contains the typical sodium, potassium and leakage cur-
rents along with a fast A-type K+ current (IA), a slow non-inactivating K
+ current
(IKS) and a Na
+-dependent K+ current (IKNa). The dendritic compartment contains
a high-threshold Ca2+ current (ICa), a Ca
2+-dependent K+ current (IKCa), a persis-
tent sodium current (INaP ) and an inwardly rectifying K
+ current (IAR). Parameter
values are taken from various references, cited in [47]. Interneurons are modelled by
the single-compartment Wang-Buzsa`ki model [228] (see Chapter 5) with all parameters
having their default values.
According to Compte et al. [47], when a depolarising current of 0.25 nA is applied for
0.5 sec in the pyramidal cell model, it responds as a regular spiking neuron with firing
frequency adaptation and average firing rate of ∼22 Hz. To test our single cell imple-
mentation, we applied the same current on the dendritic compartment of our pyramidal
cell model. The results are plotted in Figure 4.8, where the panels depict (from top) the
axosomatic membrane potential, the intrinsic Na+ concentration and the Ca2+ concen-
tration. Indeed, the neuron exhibits regular spiking with adaptation and its mean firing
rate is roughly 22 Hz. Intrinsic sodium and calcium concentrations rise with each spike,
but note that the sodium concentration decays very slowly.
When the same current is applied to the modelled interneuron, it responds as a fast
spiking neuron with firing rate of ∼75 Hz. This holds for our implementation as well
(Figure 4.9). The firing rate, computed through the power spectrum of the membrane
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Figure 4.8: Firing pattern of the pyramidal cell model, described in [47], when injected
with a depolarising current of 0.25 nA for 0.5 sec (100-600 msec). From top: axosomatic
membrane potential (mV), intrinsic Na concentration and intrinsic Ca2+ concentration
(both in mM). The cell responds with regular adaptive firing at approximately 22 Hz.
potential (not shown), is 78 Hz.
The only sources of noise in the network, apart from the randomness in the connectivity
(see below), are some intrinsic neural properties. Namely the leakage resting potentials
and maximum conductances in both pyramidal and interneuron cells and the conduc-
tance for the coupling current between dendritic and axosomatic compartments in the
pyramidal cells. All these parameters are Gaussian-distributed throughout the network
with fixed means and SD, as in [47].
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Figure 4.9: Firing pattern of the interneuronal model, described in [47], when injected
with a depolarising current of 0.25 nA for 0.5 sec (100-600 msec). The firing rate is 78
Hz.
The initial conditions in our simulations are also Gaussian distributed over the network,
around the steady state of the corresponding single cell model, with deviations equal
to 10% of the means. Note that the resting membrane potential of a pyramidal cell is
slightly below -75 mV. This means that when an inhibitory spike reaches the axosomatic
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compartment of a pyramidal cell in its steady state, it will give rise to an EPSP instead
of an IPSP, exciting the cell (this becomes important at the beginning and end of an
UP state, where most pyramidal cells are close to their steady states).
Finally, due to an error in the Compte et al. paper [47], the maximal conductance of
the leakage current was actually Gaussian-distributed over the pyramidal cells with: g¯L
= 0.02 ± 0.002, instead of g¯L = 0.0667 ± 0.0067 as reported in [47]. Additionally, each
pyramidal cell dendritic compartment had the same leakage conductance as its axoso-
matic compartment, which was not mentioned [A. Compte, personal communication].
After the change in g¯L and the inclusion of the dendritic leakage current, pyramidal
cells become slightly more excitable. Since we were informed of these errors after all
simulations of this chapter were performed, and since they did not significantly affect
any results at the network level, we omitted these changes in our version.
4.5.2 Modelling Synapses
In the original model all post-synaptic currents are given by:
Isyn = g¯synssyn(V − Vsyn), (4.5.1)
with g¯syn a fixed maximum conductance, ssyn(t) the synaptic gating variable and Vsyn
the reversal potential. Fast AMPA- and slow NMDA-mediated excitatory synapses are
implemented between pyramidal cells and from pyramidal to interneuronal cells. Re-
current and interneurons-to-pyramidal cells inhibition is implemented by fast GABAA-
mediated synapses. The synaptic variable for fast AMPA and GABAA connections is
given by:
dssyn
dt
= αsynf(Vpre)− ssyn
τsyn
, (4.5.2)
with τAMPA = 2 msec, τGABAA = 10 msec, αAMPA = 3.48 and αGABA = 0.5 for AMPA
and GABAA PSPs respectively. Vpre is the membrane potential of the presynaptic cell.
For the slow NMDA variable:
dsNMDA
dt
= αNMDAx(1− sNMDA)− sNMDA
τNMDA
, (4.5.3)
dx
dt
= αxf(Vpre)− x
τx
, (4.5.4)
with αNMDA = 0.5, αx = 3.48, τNMDA = 100 msec and τx = 2 msec. The reversal
potentials are set at 0 mV for both excitatory synapses and at -70 mV for GABAA. In
all cases, the function f(Vpre) is given by:
f(Vpre) =
1
1 + e−(Vpre−20)/2
, (4.5.5)
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which has a sigmoidal shape (Figure 4.10).
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Figure 4.10: Shape of f(Vpre) in eq. (4.5.5).
The above scheme implies that the PSP in a cell is not fixed but depends directly on the
membrane potential Vpre of the presynaptic cell. Figure 4.11 displays the effects of two
spike-like inputs with different peaks in the voltage of the presynaptic spike. We use
two Gaussian functions for the presynaptic Vpre with a peak at 30 mV (Figure 4.11A)
and at 10 mV (Figure 4.11B), to represent two different incoming spikes. f(Vpre) is
calculated in each case and eqs. (4.5.2-4.5.4) are numerically solved to get the fast and
slow postsynaptic variables. In the first case, where f(Vpre) reaches 1, the peak of the
fast AMPA or GABAA variable is higher than the slower NMDA peak. In the second
case, f(Vpre) does not reach its plateau and sNMDA acquires slightly higher values than
the fast variable. Note though, that in the latter case the NMDA EPSP will again be
smaller due to the very low value of g¯NMDA. It thus becomes clear that the relevant
strength of the fast and slow PSPs vary as a function of the shape (peak, duration) of
the presynaptic spike.
To make our numerical code less time and memory consuming and reduce the number
of variables that need to be stored in each numerical step, we implemented a different
scheme for the calculation of PSPs. Firstly, we replaced f(Vpre) in the computation of
ssyn with a fixed spiking threshold. Since f(Vpre) becomes nonzero at 10 mV, we set a
spike to be detected whenever the membrane potential of the presynaptic cell exceeds 10
mV. This way, all presynaptic spikes that would exert a PSP in the original model, are
accounted for in our version too. Secondly, the αsynf(Vpre) term in dssyn/dt is replaced
by an instantaneous kick in ssyn. So, when a spike is detected, the synaptic variable in
the postsynaptic cell is instantaneously increased by a fixed fraction of the corresponding
parameter α. We set this fraction to be equal to 1/3 for excitatory connections and 1/2
for inhibitory ones. We avoided using the full value of α (corresponding to f(Vpre) = 1)
since that would correspond only to spikes that peak at ≥30 mV, whereas we find by
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Figure 4.11: Synaptic variables ssyn of AMPA and NMDA with two different spike-
like inputs. From top, presynaptic voltage Vpre, f(Vpre) and sAMPA (or sGABAA , solid
line) with sNMDA (dashed line). The peak of the presynaptic input Vpre is 30 mV (A)
and 10 mV (B) respectively. Note that the postsynaptic response depends on the shape
of the of the presynaptic spike, whereas in our version it is fixed.
visual inspection of individual membrane potentials that most spikes peak at 10-20 mV.
Moreover, we replaced the variable x in eq. (4.5.4) with sAMPA since both variables are
described by the same equation.
Note that in the original model each synapse is modelled independently, i.e. there is
an independent postsynaptic variable for each synapse in a cell [A. Compte, personal
communication]. In our implementation, each cell has one “total” variable ssyn for
each synapse type, instantaneously increasing whenever a spike arrives in any incoming
synapse. Since eq. (4.5.2) is linear, sAMPA (or sGABA) from all incoming synapses can
simply be added to give the total dsAMPA/dt in the equation. Therefore, the resulting
Isyn will be the same in both versions. Yet, the nonlinear eq. (4.5.3) for the sNMDA vari-
able is not additive, implying that sNMDA is modelled slightly differently in our version.
Consequently, in the original model, each NMDA synapse saturates independently at
sNMDA = 1 at high presynaptic firing rates, whereas in our version the total postsynaptic
variable will saturate at the same value. In effect, there will be less NMDA current in
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the postsynaptic cell of our implementation than in the original version of the model.
All the above differences in the calculation of the PSPs yield a different balance between
excitation and inhibition over the network. As a result, the model produces too much
spiking activity during the UP state compared to that reported in [47] (see also section
4.5.5). We therefore reduced the overall excitation by reducing the original model’s
maximal conductances of the excitatory synapses:
• g˜P−PAMPA = gP−PAMPA/1.3,
• g˜P−IAMPA = gP−IAMPA/4.5,
• g˜P−PNMDA = gP−PNMDA/4,
• g˜P−INMDA = gP−INMDA/4.5.
and we enhanced the inhibition by changing the GABA reversal potential from -70 mV
to -75 mV. As we show in Section 4.5.5, with this combination of parameter values we
manage to accurately reproduce most of the results reported in [47].
4.5.3 Modelling the Network Connectivity
Our cortical network comprises of a single layer of 1000 pyramidal and 250 interneuron
cells (instead of 1024 and 256 cells respectively in [47]) distributed equidistantly, i.e. ev-
ery four pyramidal cells there is an interneuron. The total length is considered to be 5
mm so the intercellular distance is ∼4 µm. The number of connections of each cell are
Gaussian distributed over the network, with each cell being connected to 20±5 (mean ±
SD) other cells of the same type and 20±5 cells of the opposite type. Multiple synapses
are allowed, but no autapses. The probability of any cell being connected to another
neuron lying at distance x is given by a Gaussian distribution, centered on the source
cell, with a standard deviation equal to 250 µm (62 cells) for excitatory connections and
125 µm (∼31 cells) for inhibitory ones.
This connectivity is implemented in our version of the model through the following steps:
1. The interneurons are equidistantly placed among the pyramidal cells in an array
of length equal to the total size of the network. The indexes of the pyramidal cells
on this array and those of the interneurons are stored separately.
2. For each cell i, its number of connections to pyramidal cells and to interneurons is
a pair of random numbers drawn independently from a normal distribution: 20±5.
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3. The distances of the cell from the other pyramidal/interneuron cells are calculated
as distances of its index from the indexes of the cells.
4. Each distance x is transformed to a connection probability: P (x) = e−x
2/2σ2/
√
2πσ2,
with σ corresponding to the type of the i cell.
5. All probabilities are normalised so that they add up to 1.
6. The interval from 0 to 1 is separated into intervals with lengths equal to these
probabilities.
7. A set of random numbers equal to the number of connections is uniformly drawn
between 0 and 1. The interval on which each number falls, is linked with its
corresponding cell j.
8. The entry {i, j} on the connectivity matrix (for the specific type of synapses) is
increased by +1 (to account for multiple connections).
The connectivity matrices between all pairs of neuron types, for a specific network
realization, are shown in Figure 4.12.
4.5.4 Numerical Methods
As aforementioned, the model was implemented in the Python-based spiking neural
networks simulator “Brian” (www.briansimulator.org) [84], using a second-order Runge-
Kutta method with a time step of 0.05 ms. Spikes were recorded at every time step,
while all other variables were recorded every 1 ms, yielding a maximum frequency of
500 Hz for spectral estimation.
4.5.5 Modelling Slow Oscillations
We combine the above single neuron models, synapses and connectivity profiles into a
single model of a small single-layer cortical network, in order to try to verify the SO
observed in the simulations of Compte et al. [47].
Results from one simulation are plotted in Figure 4.13, which can be compared with
Figure 4.6 (taken from [47]). The raster plot is shown in the top panel (blue for pyramidal
spikes and red for interneuronal ones). The SO in the model is obvious, with long DOWN
states that last approximately 2-2.5 seconds and short UP states of roughly 1 second
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Figure 4.12: Connectivity matrices derived from our implementation of the Compte et
al. model [47]. Clockwise from top left: pyramidal-pyramidal, pyramidal-interneuron,
interneuron-interneuron and interneuron-pyramidal connections.
duration, yielding an oscillation frequency 0.4 Hz as in [47]. Also in accordance with
[47], the UP state is triggered in a nonspecific area of the network, and propagates
to neighbouring sites in the form of a wave, eventually recruiting the whole network
into intense firing. Typically, the most active part of the network acts as the initiation
site, but it is not unique and varies between simulations. In some cases the UP state is
initiated at more than one site in the network. In that case, multiple waves are generated
which eventually collapse into a single wave (not shown). The wave propagation speed
in our simulation is roughly 9 mm/sec, whereas in [47] it is <3 mm/sec (note though
that in the experimental recordings, reported in [47], it is 10 mm/sec). Also note that,
again in agreement with [47], interneurons appear to start firing before the pyramidal
cells, at a population level, and that their firing lasts longer (due to the slow-decaying
NMDA postsynaptic currents in interneurons from pyramidal spikes).
Membrane potentials of three individual neurons along with their corresponding intrinsic
Na+ concentrations are plotted in Figure 4.13B-D. There is a clear bimodal distribution
of the membrane potentials between the two states, in parallel with waxing and waning
of the intracellular Na+ concentration. As in Figure 2 of [47], the three selected neurons
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Figure 4.13: Slow oscillations in the cortical network model. A: Raster plot of spikes
from pyramidal cells (blue) and interneurons (red, lying in the background). B-D:
Examples of individual axosomatic membrane potentials from three pyramidal cells.
Each cell represents different levels of intrinsic excitability (see text) with the top being
among the most excitable cells and the bottom among the least. Below each potential,
the corresponding intrinsic Na+ concentration is plotted. The calibration bars in D
correspond to 10 mV and 2 mM respectively and correspond to all panels. Next to each
panel is a zoom into the last of the displayed UP states. This figure can be compared
with Figure 4.6 or with Figures 2-3 in [47]
represent three different intrinsic excitability levels, with the one in panel B representing
the most excitable cells and in D the least excitable. The most excitable cells fire
action potentials before the actual onset of the UP state, acting as seeds of the wave
propagation, and show little after-hyperpolarisation. Less excitable cells show a clear
bimodal distribution of membrane potential with no firing during the DOWN state and
distinct, slowly-decreasing hyperpolarisation after the end of the UP state. The two
states are separated by ∼10 mV and ∼2 mM in intrinsic Na+ concentrations in the least
excitable cells, as in [47].
Figure 4.14A displays the average firing rates of pyramidal cells and interneurons for the
last 5 UP states of the same simulation, calculated over 10 msec non-overlapping bins.
It appears that the average maximal firing rate is ∼15 Hz for pyramidals and ∼30 Hz
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for interneurons during the UP states. This is similar to the firing rates in [47], since the
corresponding values reported there are ∼10 Hz and ∼20 Hz respectively. The power
spectra of the membrane potential of one pyramidal cell and one interneuron display
peaks at similar frequencies (Figure 4.14C-D. Note that a second peak in the pyramidal
spectrum reflects the interneuronal firing). The same spectral peaks (but for spiking
activity) are reported via simulations of the model described in [46]. When calculating
the firing rate over one UP state using the same scheme as in Figure 3A in [47], the two
firing rate peaks shift to ∼20 and ∼80 Hz respectively (Figure 4.14B). Again from these
rates it becomes clear that interneuronal firing precedes and exceeds pyramidal firing.
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Figure 4.14: A: Average firing rates of pyramidal cells (black) and interneurons (red)
in the cortical SO model, calculated over 10 msec non-overlapping bins. B: Firing rates
over the last UP state in A, calculated in the same fashion as in Figure 3A in [47].
Namely, within the time window, we subtract from the spike times for each excitatory
(inhibitory) neuron the time of the first spike of the closest lying inhibitory (excitatory)
neuron, and then we construct the time histogram of those intervals in the black (red)
curve. C-D: Power spectra of the membrane potential of one pyramidal cell (C) and
one interneuron (D) over a 30 sec simulation.
We also checked various ionic conductance contributions in the course of the SO, in an
effort to partially reproduce Figure 5 in [47]. We follow the authors in reducing gKNa
to 0.5 mS/cm2 to prolong the duration of UP states, (a reduction to 0.33 mS/cm2 as in
[47] resulted in practically no DOWN states in our version). The membrane potential
of a pyramidal cell and all intrinsic conductances are presented in Figure 4.15. Most
plots are similar to the published ones. Nevertheless, the inhibitory conductance is much
lower than the excitatory one in our model, although they are practically the same in
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[47]. This is a result of the different implementation of synaptic inputs in our version.
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Figure 4.15: Various ionic conductances of a modelled pyramidal cell during slow
oscillations. From Top: Membrane potential of one pyramidal cell, total excitatory
conductance, inhibitory conductance, gNaP , gKS, gAR, gKCa, gKNa. All conductances
are shown in nS. For clarity, gKNa was reduced to 0.5 mS/cm
2 to prolong the duration
of UP states. This figure can be compared with Figure 5 in [47]
Finally, in order to reproduce the effects of blocking particular synaptic types, as in
Figure 9 in [47], we blocked each of the three synaptic conductances separately and
produced raster plots of the whole array for each case (Figure 4.16). Our results are
qualitatively similar to the published ones. AMPA blockade results in random firing of
most cells without any modularity. NMDA blockade has a similar result, but occasional
clusters of spiking activity emerge transiently (resembling an UP state). GABA block-
ade, on the contrary, leads to UP states that propagate faster throughout the network,
and longer DOWN states (∼ 3.5 sec).
4.6 Discussion
We have briefly reviewed here some of the most prominent EEG cortical rhythms ob-
served during slow wave sleep. The slow oscillation (SO) was described in more detail
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Figure 4.16: Raster plots of the whole model when either AMPA, NMDA or GABA
connectivity is blocked. This figure can be compared with Figure 9 in [47]
and some of the computational models developed were presented.
The cellular and/or synaptic mechanisms that generate this intracellular UP and DOWN
bimodality in cortical tissue are not well understood. The models discussed above
illustrate that different networks can generate such states, alternating at low frequencies,
via mechanisms that include various different key elements. Experimental recordings
could shed more light by excluding some of these alternatives or hinting at new crucial
components. On the other hand, different experimental set ups and procedures can lead
to different conclusions.
Although most data and computational models agree on the sustainability of the UP
state through recurrent synaptic interactions, one of the most interesting open questions
on the SO is how the UP state is initiated and terminated. The Bazhenov et al. model
[18] suggests that UP states are initiated through the summation of random mini EPSPs
arriving in PY cells during the DOWN states. This approach was based on experiments
on a cortical slab preparation, synaptically isolated from the rest of the cortical network
but kept with a natural blood supply [205]. While the cortex exhibited SO, neurons in
the slab exhibited small depolarising potentials, represented by the minis in the model,
occasionally interrupted by bursts of large depolarising events consisting of EPSPs and
IPSPs [206]. Much larger slabs exhibited normal SO, suggesting that random summa-
tions of such synaptic miniature EPSPs could be spontaneously initiating the UP states
in sufficiently large cortical networks.
In a different approach, the Compte et al. model [47] postulates the UP state initia-
tion through intrinsic spike discharges of cortical cells. Their analysis supports in vitro
experimental recordings on isolated cortical slices [175], where SO appeared after the
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traditional slice bathing medium was replaced by a higher concentration of K+, but no
miniature EPSPs were applied to the slice. Instead, the UP state was intrinsically gen-
erated in the recurrent excitatory network of layer 5 of the slice, propagated to the other
layers through excitatory pathways and was regulated by inhibition and K+ currents.
Moreover, during blockade of NMDA and AMPA receptors in the slices, spontaneous
activity in layer 5 persisted. According to the model these activities can trigger UP
states, although in the recordings they fail since they cannot spread without excitatory
synapses.
The above models also disagree on the terminating mechanism of the UP state, with
the former placing it on synaptic depression in the cortical network and the latter on
hyperpolarisation buildup through the IKNa current.
The Hill and Tononi model [99] includes all the above components in a very complex
corticothalamic network, bridging the two models. It suggests that the UP state can be
initiated either intrinsically by spontaneous firing of cortical cells or by external minis.
What is important is that either of these two mechanisms can induce firing in a small
area of the cortical network and activate the persistent sodium current INaP , which will
prolong the depolarisation and firing of the cells involved (the importance of INaP is
also emphasised by the other two models). This will enable the activity to propagate
through the rest of the network. The termination of the UP state can again be intrinsic,
by IKNa activation, or synaptic, by depression, but the hyperpolarisation needed to
sustain a DOWN state seems to be dependent of the IKNa current.
Furthermore, the Compte et al. model suggests that both UP and DOWN states are
stable states of the network and the SO is the result of periodical switching between
the two, regulated by IKNa. Such a bistability was shown for a theoretical model of a
purely excitatory network with synaptic depression [101]. Within a specific parameter
regime, the phase space of the system contains two attractors (UP and DOWN states)
and transitions between the two is achieved by synaptic noise. Interestingly, it has been
shown that in vivo external stimulations can shift the system between the two states.
For example, electrical stimulation in the DOWN state can induce an UP state shift
and the same stimulus can terminate the UP state. Hence, the same cortical input can
produce diametrically opposite changes in the network state, depending on the short-
term history of the network [33]. Computational and theoretical models that address
these and other issues on SO include [117, 141, 158, 225].
The three models described in this Chapter provide different approaches to modelling
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a cortical network (in some cases including a thalamic network as well) that exhibits
SO with various mechanisms. The cortical network of the first model is a very simple
circuit with fixed connectivity and relies in synaptic depression, while the last model
is highly complex including numerous elements that are not essential in producing the
SO. Here we reproduced the Compte et al. model [47], implemented for the first time
in the Python neural simulator “Brian”. We chose this model because it is of moderate
complexity, with simple enough single cell models, relatively few variables and contains
stochastic elements within a simple but realistic connectivity scheme. Moreover it has
been described and analysed in detail [46, 47] and its network architecture will also be
used in our CA3 and CA1 hippocampal networks (see next chapter).
We have demonstrated that after making some modifications in the synaptic interac-
tions, due to the different implementation of PSPs in Brian compared to the original
model, our version accurately reproduces the simulation results presented in [47]. One
advantage of our implementation, owing to the various components of Brian, is that
many new features could be easily implemented in the model. For example, it is rather
straightforward to include synaptic depression, spike-time dependent plasticity, or ax-
onal delays in the network, in an effort to study the effect of such elements on SO.
This modified version of the Compte et al. model will be coupled to our CA3-CA1
network in order to model cortico-hippocampal interactions during sleep and correlations
between cortical SO and hippocampal ripples (see Chapter 7).
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5.1 Introduction
The previous chapter dealt with EEG rhythms of the cortex during deep stages of sleep,
focusing on the cortical SO. We now shift our attention to hippocampal EEG rhythms
and patterns, emerging during sleep.
The rodent hippocampus EEG has been traditionally divided into two categories [237],
based on their spectral characteristics and occurrence in specific sleep states:
• The activated state, consisting of prominent theta oscillations (4-10 Hz). Theta
is the main hippocampal rhythm, appearing during wakefulness and REM sleep
and is coexpressed with a faster gamma (20-80 Hz) rhythm, superimposed on the
theta cycles (see [33] for an extensive analysis of the theta rhythm and its role in
memory and learning).
• The deactivated state, consisting of a broadband signal known as large-amplitude
irregular activity (LIA), appearing during non-exploratory behavior, deep sleep
and under most general anaesthetics [237]. During this state, three basic pat-
terns alternate in the hippocampus: gamma oscillations, silent periods and the
hippocampus-specific pattern called sharp wave-ripple complex.
In contrast with the relatively uniform gamma oscillations modulated by theta-oscillations
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during the activated state, gamma activity during LIA is much more irregular, varying
both in frequency and amplitude [33]. This chapter is focused on hippocampal dynamics
during the deactivated state, while in the next chapter we focus particularly on sharp
wave-ripple complexes.
Here, we briefly describe the basic morphology of the hippocampus and we review three
single cell models for hippocampal neurons. We then describe in detail the computa-
tional models of the CA3 and CA1 areas that we have developed. We show how these
models reproduce various of the characteristic anatomical and/or functional properties
of the corresponding areas, and we discuss the underlying mechanisms. These models
will be coupled in the next chapter in order to yield sharp wave-ripple complexes.
Parts of this chapter were published in the Hippocampus journal [203].
5.2 Hippocampal Morphology
The hippocampus is a neural structure in the medial temporal lobe that belongs to the
limbic system along with the amygdala, entorhinal cortex and hypothalamus. It is a one-
layer cortex comprising of the tooth-shaped dentate gyrus, the C-shaped hippocampus
proper or cornu ammonis (CA), which is further divided into the CA1 and CA3 regions,
and the subiculum (Figure 5.1). A discrete CA2 region has also been described [8] but
we will not be dealing with it here. Like most cortical formations, it comprises pyramidal
cells and GABAergic interneurons, with specific layer and wiring organizations, while
the dentate gyrus has a radically different cell type called the granule cell [6, 8, 56].
If unfolded, the hippocampus is actually a large sheet with a single layer of granule
cells and pyramidal neurons. The dentate gyrus acts as a major entry point from the
entorhinal cortex (perforant path). The axons of its granule cells (mossy fibers) reach
the pyramidal cells of the CA3 region which in turn excite those of the CA1 region. The
main conduit axons from the CA3 to the CA1 cells are called Schaffer collaterals. The
excitatory synaptic chain:
1. entorhinal cortex to dentate gyrus through the perforant path,
2. dentate gyrus to CA3 through mossy fibers,
3. CA3 to CA1 through Schaffer collaterals,
is the so-called trisynaptic circuit [8]. The cells in the CA3 area form a strongly recursive
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network of short and long distance connections, whereas CA1 pyramidal cells are sparsely
connected with each other. Direct connections also exist from the entorhinal cortex
(layers 2 and 3) to the distal dentritic layers of the CA3 and CA1 areas (temporoammonic
pathway). We return to this circuitry in Chapter 7. Finally, CA1 cells project to the
subiculum area and out to the entorhinal cortex (Figure 5.1).
Figure 5.1: Left: Position of the hippocampal formation in the rat brain. The hip-
pocampus is an elongated, C-shaped structure with the longitudinal (septotemporal)
axis running from the septal nuclei rostrally (S) to the temporal cortex (T) ventrocau-
dally. The transverse axis (TRANS) is oriented perpendicular to the septotemporal
axis. Taken from [6]. Right: Basic circuit of the hippocampus in one transverse slice,
consisting of the dentate gyrus (DG), the CA3 and CA1 regions and the subiculum
(Sub). The entorhinal cortex (EC) is its basic input and output. Taken from the
wikipedia article: http://en.wikipedia.org/wiki/Hippocampus.
About 90% of the cells in the CA areas of the hippocampus are pyramidal cells. Hip-
pocampal pyramidal cells, when depolarised, can fire isolated spikes or bursts of action
potentials both in vivo and in vitro. Bursts usually last about 30-50 msec and are
followed by long after-hyperpolarisations (AHP).
It has been observed that the firing patterns of CA3 pyramidal cells depend on the
intensity of the depolarising stimulation. When they are slightly depolarised by somatic
current injection, they fire isolated bursts whose frequency increases with the level of
depolarisation. Increasing the current further, causes the bursts to be replaced by spike
doublets, then tonic firing of continuous action potentials and eventually by membrane
oscillations of ∼20 Hz without any firing. On the contrary, hyperpolarising stimulation
causes suppression of the bursts [213, 214].
These bursts are intrinsic properties of the cells and not a collective network phenomenon
since they can be seen in completely isolated hippocampal cells. They depend on calcium
currents which are mostly found in the cells apical and basilar dendrites but can be
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found in the soma as well. Summation of excitatory postsynatic potentials leads to
the generation of one or more calcium spikes which contribute to the bursts. Their
termination is caused by a slow AHP mediated by one or more calcium dependent
potassium currents. Blocking these calcium currents replaces the bursts with single
spikes [214].
CA1 cells have different firing properties. Somatic injection of depolarising current
usually evokes tonic firing of fast spikes with frequency adaptation, instead of bursts.
Burst firing can be seen in the dendrites after a strong current injection or synaptic
activation with inhibition blocked. These dendritic bursts appear to be a mixture of
calcium and sodium spikes. Somatic bursts can be seen usually when inhibition is
blocked and the cells are driven maximally by synchronised CA3 firing [8, 134].
In contrast with the rather uniform population of pyramidal cells, there is a large variety
of interneuron cells in the hippocampus, with different shapes, axonal distributions,
locations, firing patterns and intrinsic currents. Examples of hippocampal interneurons
include basket cells, chandelier (or axo-axonic) cells, dendritic inhibitory cells and many
more. Extensive reviews of the different classes of hippocampal interneurons can be
found in [8, 56, 76]. The basket cells, which are included in our models, are fast (or
regular) spiking parvalbumin-positive perisomatic-inhibitory interneurons, lying on the
pyramidal cell layer.
5.3 Models of Hippocampal Cells
Before describing the two hippocampal network models of CA3 and CA1 areas that we
developed, we first need to examine the firing properties of single cell models. Below
we review two computational models that have been developed for pyramidal CA3 and
CA1 neurons and one model for fast spiking interneurons. Since two of these, namely
the Pinsky-Rinzel and the Wang-Buzsa´ki models, will be used as single cell models in
our hippocampal networks, we examine their individual behavior and show that they
accurately reproduce many of the aforementioned firing properties.
5.3.1 The Traub Model
A complex mathematical model of a guinea pig CA3 pyramidal neuron was introduced
by Traub et al. [221] and was used in a series of studies of hippocampal properties [214].
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The “Traub model”, a modification of an earlier version [210], is a Hodgkin-Huxley-
kinetics cable model consisting of 19 compartments: 8 basilar dendritic, 10 apical
dendritic and 1 axosomatic. Throughout these compartments, the conductances of 6
ionic currents with compartment-specific densities are distributed: a leakage current, a
sodium current, a high-voltage activated calcium current and 4 potassium currents: a
delayed rectifier (IK(DR)), an A-type transient (IK(A)), a slow Ca
2+-dependent after-
hyperpolarisation (IK(AHP )) and a fast Ca
2+-dependent current (IK(Ca2+)). The model
kinetics for all the above currents, except for IK(Ca2+) were obtained from voltage-clamp
data from isolated hippocampal pyramidal neurons. Calcium channels are mostly lo-
cated in dendritic compartments while Na+ channels were mostly in perisomatic com-
partments. The intracellular Ca2+ concentration is given by:
d[Ca2+]/dt = −αICa2+ − β[Ca2+] (5.3.1)
with α and β fixed parameters.
The model succeeds in reproducing three different types of firing pattern of CA3 neurons,
when stimulated by depolarising constant currents or brief current pulses (Figure 5.2A-
B):
• When the model neuron is depolarised by a low current, it fires in a low-frequency
bursting mode. The bursting frequency increases with the current magnitude.
• For large enough depolarising current, the firing mode switches to high-frequency
tonic firing.
• In between these modes, a mixture of bursts and tonic spikes exists.
Therefore, the model manages to reproduce the two characteristic CA3 firing patterns
mentioned in Section 5.2. A third firing mode, tonic dendritic Ca2+ spiking, was also
observed when the cell was stimulated by a large depolarising current applied in the
middle or distal dendrites. Namely, the large depolarisation caused tonic Na+ spikes in
the soma that initiated respective Ca2+ currents in the dendrites.
By increasing the maximal conductance of the IK(DR) current, decreasing those of the
dendritic ICa2+ and IK(C) currents and adjusting the conductances distributions, the
CA3 neuron model could be transformed into a model of a CA1 pyramidal cell. After
these alterations, somatic depolarisation leads to tonic firing with adaptation, whereas
dendritic depolarisation leads to bursting.
89
Chapter 5: Network Models of the Hippocampal CA3 and CA1 Areas
A
B
C
Figure 5.2: A: The three firing patterns of a CA3 pyramidal cell as reproduced by
the Traub model. B: Frequency-current curve for the bursting (left) and tonic spiking
(right) firing modes of the Traub model. The insets show representative dendritic (top)
and somatic (bottom) voltage traces of the 2 modes. Taken from [221]. C: Comparison
of frequency-current curves for the Traub and the Pinsky-Rinzel models. Taken from
[165].
An extended version of the CA3 Traub model was later developed [212], containing 64
somatic and dendritic compartments with branching dendrites, an axon initial segment
and 4 axonal compartments. The kinetics and the distributions of the ionic currents
remained similar as before and so did the single cell firing patterns.
5.3.2 The Pinsky-Rinzel Model
The same year that the extended version of the Traub model was published, a much
simplified version of this CA3 pyramidal cell model was developed by Pinsky and Rinzel
[165]. Their goal was to reduce the original Traub model while retaining its main
characteristics and properties. Their approach was to keep the same currents and gating
kinetics but reduce the number of compartments.
The Pinsky-Rinzel model is a two compartment Hodgkin-Huxley cell with one dendritic
compartment where all the calcium and calcium-dependent currents are located, and
one axosomatic compartment with the sodium and the delayed rectifier potassium cur-
rents. The connection between the two compartments is regulated by a simple coupling
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conductance whose value was shown to be critical in achieving the same behavior as
the Traub model. Again, the intracellular calcium concentration is given by an ODE
of the same form as in eq. (5.3.1). Altogether, this model consists of only 8 variables,
compared to 120 variables for the original Traub model.
The basic firing modes of the hippocampal cell were successfully reproduced by this
model as well:
• The model exhibits periodic bursting with a low somatic current or with a stronger
constant dendritic input. The burst duration is primarily determined by the time
course of dendritic Ca2+ build up while the interburst interval depends on the
time courses of the hyperpolarising currents IK(Ca2+) and IK(AHP ). The burst is
initiated by a sodium spike in the soma which triggers a slower dendritic calcium
spike and the burst is formed by a “ping-pong type” current flow between the
somatic and dendritic compartments [51].
• Greater depolarisation leads to periodic somatic spiking without active dendritic
spikes. For specific coupling conductance and compartment sizes the resulting
firing frequency as a function of the applied current (f-I curve) resembles that of
Traub’s (Figure 5.2C). In between the bursting and tonic firing modes, aperiodic
behavior and spike doublets are observed, as in Traub’s model.
• Even higher current injection eventually leads to annihilation of spikes and a steady
depolarised state is reached.
• Dendritic input results in bursting with frequency increasing along with the current
amplitude.
5.3.3 A Modification of the Pinsky-Rinzel Model
In order to simulate the firing properties of CA1 pyramidal cells, we introduce a slight
modification in the Pinsky-Rinzel model’s parameter values. We aim to replace the
typical CA3 intrinsic bursting, under a somatic-injected depolarising current, with tonic
firing exhibiting frequency accommodation [8, 134]. Since the somatic bursts are super-
imposed on a longer dendritic calcium spike, we keep all parameter values the same as
in the original model with the only exception being the Ca2+ maximum conductance
gCa2+ which is reduced to 7 mS/cm
2 (from 10 mS/cm2).
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We simulated the original Pinsky-Rinzel model in “Brian” and, after accurately repro-
ducing its firing properties (not shown), we implemented the gCa2+ parameter alteration.
Depolarising the somatic compartment with low currents now results in tonic firing with
a frequency that quickly attenuates to a constant value. We calculated the firing rate
of the cell through the first, second and last interspike interval after a 2 sec run of
the model. As shown in Figure 5.3, the firing rate increases linearly with increasing
current and the accommodation becomes faster. Greater depolarisations result in an
initial burst that is followed by accommodating tonic firing. The slope of the f-I curve,
calculated through the last interspike interval is approximately 30.35 Hz/nA which is
in good agreement with the 34.1 Hz/nA slope estimated through single cell recordings
[126].
Figure 5.3: f-I curve for the Pinsky-Rinzel model of the CA1 pyramidal cell, after
the parameter alteration described in Section 5.3.3. Frequencies are calculated by the
inverse of the first (triangles), second (crosses) and the last interspike interval (squares)
after a 2 sec simulation. The slope of the least squares fit on the last interspike intervals
is 30.35 Hz/nA. The insets show the membrane potential of the cell when depolarised
in the dendrite by constant current of 0.2 nA (upper) and 0.8 nA (lower).
5.3.4 The Wang-Buzsa´ki Model
The Wang-Buzsa´ki model is a simple single-compartment Hodgkin-Huxley cell with
only the basic spike-generating currents (leakage, sodium and delayed rectifier potas-
sium currents) [228]. It is well suited for modelling fast spiking interneurons, such as
hippocampal basket cells, since it can fire repetitive spikes at high frequencies and each
spike is followed by a very brief refractory period. Its firing rate increases very steeply as
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a function of the applied current and can reach high frequencies of several hundred Hz
even with depolarising pulses of a few µA/cm2 (see Figure 4.9 in the previous chapter).
5.4 Description of a CA3 and a CA1 Network Model
Below we describe in detail the two computational network models we developed to
simulate characteristic properties of the CA3 and CA1 areas. The anatomical and/or
functional justification for our choices of parameter values is also explained.
5.4.1 General Model Architecture and Single Cell Models
The two models represent the CA3 and CA1 rat hippocampal areas respectively, in
the longitudinal (septotemporal) direction. They are one-dimensional arrays containing
1000 pyramidal cells and 100 interneurons, keeping the ratio of 10:1 pyramidal cells-to-
interneurons that has been estimated for the hippocampus [8, 221]. The intercellular
distance is set to 10 µm in both cases, yielding a total length 11 mm, close to the 10
mm length of a typical longitudinal CA3 slice [221]. The interneurons are equidistantly
distributed among the pyramidal cells, with one interneuron every ten cells. The total
surface area of each pyramidal cell is set to 50,000 µm2, close to the 50,400 µm2 reported
for CA3 cells [37] but a slight overestimate for CA1 cells with 36,000 µm2 surfaces [37].
The total surface area of each interneuron is set to 20,000 µm2, which is of similar order
of magnitude as the 12,000 µm2 for dentate gyrus basket cells reported by [14]. The two
arrays are considered parallel and the distance between them was set to 100 µm.
Pyramidal cells in CA3 are modelled by the two-compartmental Pinsky-Rinzel model
[165], and in CA1 by the parameter-modified version of the model, presented in section
5.3.3. Although many different types of interneurons exist in the hippocampus [56, 76],
all interneurons here are considered to be perisomatic basket cells, i.e. targeting only
the axosomatic compartment of pyramidal cells. In contrast, all excitatory connections
target the pyramidal dendritic compartment. Interneurons are modelled by the Wang-
Buzsa´ki model [228].
Following Compte et al. [47], heterogeneity in the system is included by varying the
reversal potential and the maximum conductance of the leakage current throughout
the network. These are distributed over the cells according to a Gaussian distribution
centered on the value for the corresponding single cell model with standard deviation
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(SD) equal to 0.5% of that value. Additionally, the maximum conductance of the cou-
pling current between the two compartments of the Pinsky-Rinzel model is varied in
pyramidal cells following the same scheme. Since firing properties of both single cell
models depend heavily on these parameters, the small SD introduces variability in the
excitability of the cells.
The initial conditions in all simulations were also Gaussian-distributed over both pyra-
midal and interneuronal populations. The means of the distributions were equal to the
steady states of the corresponding single cell models. Their SD was 10% in all cases.
5.4.2 Synaptic Interactions
Only fast AMPA and GABAA-mediated synaptic interactions are considered in both
models, with synaptic currents given by:
Isyn = g¯synssyn(V − Vsyn), (5.4.1)
where g¯syn is the maximum conductance, V is the membrane potential of the postsy-
naptic cell, Vsyn is the reversal potential of the synapse and ssyn is an exponentially
decreasing gating variable:
dssyn
dt
= −ssyn
τsyn
, (5.4.2)
with τsyn the decay constant. When an action potential arrives at a synapse, ssyn in the
postsynaptic cell is increased by a fixed value αsyn. For simplicity, we have set g¯syn = 1
nS for all synapses, so that the postsynaptic potential (PSP) amplitudes are controlled
by αsyn. The values of αsyn for all types of synapses are given in Table 5.1, along with
the PSPs they yield and the corresponding recorded PSPs that were used as reference.
Note that the inhibitory PSPs (IPSPs) between CA1 interneurons somewhat deviate
from the cited value (0.25 mV) because in these particular connections we replicated
the 5 nS peak conductance reported by [15].
The AMPA decay time constant is set to 2 msec [79]. For GABAA synapses between
interneurons we set an equally short time constant of 2 msec, following [15, 16]. For
GABAA synapses targeting pyramidal cells the decay time constant was set to 7 msec
which is between the ∼4 msec reported by [15] and the 10 msec time constant usually
implemented in similar simulations [217, 219, 228].
The conduction velocity of the CA3 pyramidal cell axon has been shown to be approxi-
mately 0.5 mm/msec [144]. We use this velocity in both our CA3 and CA1 models. The
94
Chapter 5: Network Models of the Hippocampal CA3 and CA1 Areas
αsyn
PSP Reported
Reference
(mV) PSP (mV)
CA3
PY-PY 15 1 0.6-1.3 [145]
PY-IN 3 1.6 1.9 [142]
IN-PY 50 1.2 1.2 [143]
CA1
PY-IN 2.5 1.3 1.4 [4]
IN-PY 15 0.5 0.45 [30]
IN-IN 5 0.5 0.25 [44]
Table 5.1: Parameter values for the synaptic strength of all types of synapses in the
CA3 and CA1 models along with the resulting PSPs and the ones reported through
physiological recordings. All PSPs in the model were measured from a background
membrane potential of -65.3 mV for CA3 pyramidal cells, -62.6 mV for CA1 pyramidal
cells and -62 mV for all interneurons.
corresponding velocity for CA1 interneurons was set to 0.1 mm/msec [173]. We treat
propagation over CA3 interneuronal axons as instantaneous.
5.4.3 General Connectivity
The CA3 model is characterised by many recurrent excitatory connections while con-
nections between CA3 interneurons are omitted. The opposite holds for CA1 where
interneurons are strongly connected with each other while recurrent excitatory connec-
tions are absent.
The connectivity scheme in both models is similar and follows the one applied in the
Compte et al. SO cortical model [47] described in the previous chapter (Section 4.5.3).
The number of connections from cells of type i to cells of type j, where i and j can
stand for pyramidal cells or interneurons, is drawn from a Gaussian distribution with
mean kij and standard deviation kij/20. The assigned connections are distributed to
the j-cells according to a Gaussian probability distribution, centered on the source cell,
with a fixed SD equal to σi:
Pi(x) =
e−x
2/2σ2i√
2πσ2i
, (5.4.3)
where x is the distance of each j-cell from the source cell. In both CA3 and CA1 models,
all excitatory connections have a SD of σPY = 1 mm = 100 cells while interneurons have
σIN = 100 µm = 10 cells. Multiple connections are allowed but not autapses.
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Our connectivity scheme means that the further away a cell is from the source, the
smaller the probability that it will get connected. The only exception to this scheme is
connections from CA3 interneurons to CA3 pyramidal cells, for which all connections
are uniformly distributed around each interneuron to cells within distance 3σIN .
Since about 99.7% of values drawn from a Gaussian distribution are within three stan-
dard deviations away from the mean, 99.7% of the distributed connections will lie within
a distance of 3σi from the source cell. Therefore almost all connections are expected to
be distributed to cells within a “connectivity cluster” of total size 6σi. For example, the
pyramidal-pyramidal connections in CA3 can reach out to distances of 3σPY = 3 mm,
covering 600 cells. These clusters are in broad agreement with data from neurophysio-
logical recordings. For recurrent excitatory connections in CA3, it has been shown that
in vivo CA3 axons can extend at least one-half the length of the hippocampus in the
longitudinal direction [213] but that the probability of synaptic contact between two
pyramidal cells drops as a function of their distance, reaching out to 3-5 mm [144, 214].
In practice, the i-to-j connectivity cluster will be smaller than 6σi, since cells of the
opposite type of j will also lie within it and since the closer the source cell is to the
array boundaries the fewer the available cells. Moreover, multiple connections in the
case of small clusters may result in the average number of contacted cells being reduced
from kij to a value k˜ij . The connectivity probability between any pair of cell types
is estimated as the average number of contacted cells k˜ij over the average cluster size
measured in numbers of cells.
The implemented average number of connections kij along with the average number
of contacted cells k˜ij are summarised in Table 5.2 for every pair of cell types. The
average cluster sizes (estimated through 20 repetitions of the connectivity algorithms)
and the corresponding connectivity probabilities are also listed. A schematic diagram
of the model is illustrated in Figure 5.4 while an example of the connectivity matrix of
pyramidal-pyramidal connections in CA3 is shown in Figure 5.5.
5.4.4 CA3 Connectivity
The average number of connections a CA3 pyramidal cell makes was set to 190. Of
these, 97.4% = 185 connections target other pyramidal cells and the remaining 2.6%
≈ 5 connections target CA3 interneurons, in accordance with the observation that ap-
proximately 2.1% of the boutons of a studied CA3 pyramidal cell targeted parvalbumin-
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CA1
CA3
PY IN
Figure 5.4: Schematic diagram of the full CA3-CA1 model. The bottom array rep-
resents CA3 and the top CA1. Blue spheres are pyramidal cells and red ones are
interneurons (1:4 cell ratio is shown for clarity, instead of the real 1:10). A qualitative
picture of the connectivity is illustrated through four example cells. The two Gaus-
sian distributions represent the connectivity probability as a function of distance from
a pyramidal cell (bottom) and an interneuron (top). Connections from CA3 to CA1
represent Schaffer collaterals and are discussed in the following chapter.
positive interneurons [187]. It has also been estimated that most of the pyramidal cells
each CA3 cell contacts are located in the CA1 area, the rest forming recurrent exci-
tatory connections within CA3 [130, 213]. Accordingly, the 185 connections targeting
other pyramidal cells in the model are further divided into 70% = 130 that will later form
Schaffer collaterals to CA1 (see next chapter) while the remaining 30% = 55 connections
target other pyramidal cells within CA3.
Pair recordings of pyramidal cells in transverse CA3 slices indicate that the probability
two such cells are connected is roughly 2% [133]. However, it has been argued that
the actual probability inside the intact CA3, in the longitudinal direction, can be much
higher, even up to 15% [22]. The connectivity probability in our model is on average
10.62%, well within the estimated limit for the intact CA3.
The average cluster size of CA3 pyramidal-to-interneuron connections is approximately
47 cells in the model. Since this cluster is large enough for the 5 distributed connec-
tions, very few polysynaptic connections arise (k˜PY−IN = 4.66), in accordance with the
observation that excitatory connections to interneurons are mostly monosynaptic [213].
Moreover, the estimated probability of finding a pyramidal-to-interneuron connection
within a transverse CA3 slice is about 10% [144, 214]. Similarly, the corresponding
probability in our model is 9.88%.
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Average
kij k˜ij
Connectivity
Cluster Size probability
CA3
PY-PY 471.77 55 50.1 10.62%
PY-IN 47.15 5 4.66 9.88%
IN-PY 55.2 68 39.16 71.3%
CA1
PY-IN 47.15 20 14.67 31.11%
IN-PY 55.2 400 46.35 83.97%
IN-IN 4.94 100 4.49 90.89%
Table 5.2: Connectivity parameter values for every connected pair of cell types. The
average cluster size is the number of target cells within a distance of 3σi from an average
neuron, kij is the average number of connections each cell makes with the target cells
while k˜ij is the average number of different cells it contacts.
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Figure 5.5: Connectivity matrix of the pyramidal-to-pyramidal connections in CA3.
The color scale represents the number of multiple connections.
The interneuronal axons deviate widely in a transverse CA3 slice but their outputs
extend only to around 300 µm [22, 213]. In a series of CA3 computational models
[214, 215], the number of interneuronal outputs are tenfold the pyramidal ones but
excitatory connections are 5 times more extensive. In our model, each interneuron has 68
connections on average, distributed uniformly around the cell over a maximum distance
of 3σIN = 300 µm. Hence excitatory connections are 10 times more extensive than
inhibitory ones. As expected, many polysynaptic connections arise (k˜IN−PY = 39.16) in
accordance with the observation that perisomatic interneurons form multiple connections
on each pyramidal cell [213]. The resulting connection probability is approximately
71.3%, close to the estimated 60% in slices [144, 214].
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5.4.5 CA1 Connectivity
Since, to our knowledge, there have not been many recordings in CA1 that clearly reveal
the anatomical features of the circuit, connectivity in our CA1 network is more loosely
based on anatomical data and more focused on reproducing features of the intrinsic CA1
gamma oscillations through a strongly interconnected inhibitory network.
The extent of pyramidal connections is the same as in CA3, but now they are set to target
only interneurons, since various studies have shown that there is a distinct preference for
CA1 pyramidal cells to target interneurons while recurrent excitation is very sparse [8].
The connection probability from pyramidal cells to stratum pyramidale interneurons was
calculated to be roughly 30% [122]. Although different interneuronal subclasses have
been shown to have different probabilities of receiving excitatory inputs, we chose to
follow the general stratum pyramidale estimate, by setting kPY−IN = 20, which yields
a connection probability of 31.11%. Since the actual average number of interneurons
targeted by each pyramidal cell is k˜PY−IN = 14.67, few polysynaptic connections arise,
again in agreement with pair recordings [88].
Unlike the relatively few excitatory connections, interneurons form many polysynaptic
connections to neighbouring cells. Basket cell axons in CA1 were found to generally span
less than 1 mm [186]. In a CA1 modelling study this span was set to 500 µm [218]. In our
model the corresponding span is of the same order and can reach 300 µm. Furthermore,
the CA1 basket-to-pyramidal cell connection probability was found to be roughly 30%,
dropping abruptly with distance from the soma, from 54% for immediate neighbours to
5% for distant ones [8, 122]. In the model the average connection probability is larger, at
83.97%. Nevertheless, this probability yields that the average number of contacts each
interneuron makes on a pyramidal cell is 8.54 with the corresponding experimentally
estimated average being 6 contacts [31, 89].
Although little information is available on the characteristics of recurrent inhibitory
connections in CA1, it is established through in vitro pair recordings in slices that basket
cells are highly interconnected [16] with each basket cell contacting at least 60 others
[186]. We have set an average of 100 connections each interneuron makes to others,
but the fact that they are equidistantly distributed on the array, 110 µm apart, yields
a very small connectivity cluster (∼5 cells), and consequently a very high connection
probability of 90.89% within the cluster.
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5.4.6 Numerical Methods
As with the cortical model in the previous chapter, both hippocampal models were
implemented in Brian [84], using a second-order Runge-Kutta method with 0.05 msec
time step. Spikes were recorded at every time step and all other variables were recorded
every 1 ms.
5.5 Simulation Results
Here we test the two individual models separately by reproducing the features observed
in neurophysiological recordings or simulations of more sophisticated models. This was
done in an effort to validate the two models by showing that they are realistic rep-
resentations of the corresponding hippocampal areas and can reproduce some of their
basic intrinsic characteristics and behaviors. These tests will also give an insight into
the mechanism of sharp wave-ripple complexes generation by the full CA3-CA1 model,
described in the next chapter.
5.5.1 Validation of the CA3 Connectivity
Before looking into the actual behavior of the CA3 model, we tested its connectivity
against some characteristics seen in a more sophisticated two dimensional CA3 model
by Traub et al., which accurately reproduces a large number of CA3 features [214].
The pyramidal-pyramidal connectivity was tested by counting the number of pyramidal
cells reached through excitatory connections, monosynaptically, disynaptically and trisy-
naptically from a pyramidal cell in the middle of the array. The particular cell contacts
4.4% of all pyramidal cells directly, 59.3% through two steps and 99.7% through three
steps. Therefore, virtually the whole network can be reached within three excitatory
connections, which holds in the aforementioned model as well (see Figure 5.4 in [214]).
In order to test the full CA3 connectivity, we counted the pyramidal cells that are inhib-
ited by the previous central pyramidal cell through one intermediate interneuron (one
step), those that are inhibited by the interneurons contacted by its pyramidal connec-
tions (two steps) and so on. We found that 12.3% of all pyramidal cells are inhibited
through one step, 67.9% through two and 99.7% through three steps. Therefore, virtu-
ally the whole network can be reached within three excitatory connections from a central
pyramidal cell or can be indirectly inhibited by its activity. This is again in agreement
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with the two dimensional model by Traub et al. (see Figure 5.6 in [214]).
5.5.2 Spread of Activity Over the CA3 Array
Another test of the implemented connectivity, and particularly the balance between
excitation and inhibition, was performed by examining the network’s response to a
stimulation on one end of the array. We applied a depolarising stimulus of 8 nA for
2 msec in the leftmost 10 cells of the array and recorded the membrane potentials
of pyramidal cells lying at distances up to 5 mm away (Figure 5.6A). Responses at
distances below 4 mm consist of an excitatory component followed by inhibition, while
no responses are observed at greater distances.
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Figure 5.6: A: Responses of pyramidal cells at different distances from a stimulation
at one end of the CA3 array. The membrane potential of one of the stimulated cells is
shown in the top panel. The other panels correspond to cells at different distances from
the stimulation site. B: Distance from the stimulation at one end of the disinhibited
CA3 array, against the time the propagating activity reaches that distance. The line
represents the least squares fit and yields a propagation velocity of approximately 0.145
m/sec. C: The propagation velocity increases as a function of the extent of excitatory
connections.
We then examined the spread of bursting activity over the disinhibited network by
disconnecting all interneurons and stimulating the leftmost 10 cells of the array with
a 10 nA depolarising current for 2 msec. The model exhibited a wavelike propagation
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of burst responses. The time the propagating activity reached a particular distance
from the stimulus, was taken to be the moment the average AMPA-current over a
block of ten cells, centered at that distance, became nonzero. The propagation velocity,
calculated through a least squares fit to distance-time data, was approximately 0.145
m/sec (Figure 5.6B). Note that the size of the array was doubled to 2000 pyramidal cells
in this simulation to get a better estimate of the propagation velocity.
Finally, we tested the influence on the propagation velocity of varying the extent of
excitatory connections. We gradually increased σPY from a range of 300 µm (30 cells)
to 1.2 mm (120 cells) and each time repeated the above experiment (Figure 5.6C).
The propagation velocity increased along with the spread of excitatory connections,
eventually reaching a plateau.
All the above features have also been observed in recordings in rat CA3 longitudinal
slices and simulations of a more sophisticated CA3 computational model [144], and
validate the connectivity scheme implemented here.
5.5.3 Rhythmic Population Bursts in the CA3 Model
One characteristic of CA3 activity is that population discharges can occur and quickly
spread throughout the network [214]. Since such discharges are considered to be the
cause of the large depolarisations that form sharp waves in CA1 (see next chapter),
it is essential that they can be reproduced by our model. To examine whether the
full CA3 model exhibits such population activity, we restored inhibition in the network
and excited all pyramidal cells on their dendritic compartment by a current whose
magnitude was Gaussian distributed over the population: I = 0.3 ± 0.03 nA (mean ±
SD). To increase the input heterogeneity, it was redrawn for every cell every 1 msec of
the simulation. No current was applied to the interneurons.
The whole CA3 network exhibited population oscillations that involved both pyrami-
dal cells and interneurons (Figure 5.7A). Bursts were initiated in non-specific locations
on the array and quickly spread throughout the whole network via recurrent excita-
tory connections. They were terminated by strong interneuronal inhibition and by the
afterhyperpolarisation of pyramidal cells. The population oscillation frequency was es-
timated, from the autocorrelation of the average membrane potential of the array (not
shown), to be approximately 7.5 Hz, which lies within the theta frequency range (4-10
Hz). Membrane potentials of individual cells (Figure 5.7B-C) indicate that the pyrami-
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dal cells fire mostly in bursts but very rarely, without a clear rhythmicity. In contrast
the interneurons fire in almost all cycles at high frequencies and skip cycles only if their
neighbouring pyramidal cells did not fire. The shape of synaptic events, seen through
the membrane potentials, varies between cycles and the underlying population oscilla-
tion is not always apparent through inspection of individual pyramidal cell potentials.
One needs to examine the interneuronal activity or the total raster plot to see the overall
rhythmical activity.
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Figure 5.7: Quasi-synchronous theta-frequency oscillations in the full CA3 model.
A: Raster plot (pyramidal cell spikes are shown in black and interneuronal in gray)
and average membrane potential of the whole model. B-C: Examples of membrane
potentials from one pyramidal cell (B) and one interneuron (C). Some spikes have
been truncated in the figure and others appear as spikelets due to the 1 kHz sampling
frequency of membrane potentials. D: Relation between the frequency of the population
bursts in CA3 and the depolarising current, applied on the dendritic compartments of
pyramidal cells. Note that even for zero current the oscillations are within the theta-
frequency band.
Similar population events and membrane potential characteristics were reported via
field and intracellular recordings of pyramidal cells in CA3 slices in vitro [68, 216],
and simulations of a two-dimensional CA3 model [216]. The sparse participation of
individual pyramidal cells to a population burst (only ∼27% of cells fire in a burst on
average) is a result of the strong inhibition they receive. By removing interneurons, the
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model exhibits epileptiform bursts at much lower frequencies involving all pyramidal
cells (not shown), similar to what was shown in disinhibited CA3 slices in vitro [68],
and to population oscillations seen under the inhibition-suppressing cholinergic agent
carbachol [215].
Finally, to examine whether the oscillation frequency of the population bursts is bounded
within the theta range or depends strongly on the applied current we plotted the f-I curve
for various mean amplitudes of depolarising current (Figure 5.7D). Each time, the stan-
dard deviation of the distributed currents was set to 10% of the mean. The frequency
never dropped below the theta range and monotonically increased with increasing de-
polarisation. Although for currents higher than I = 0.8 nA the frequency is already
slightly above the theta range, the characteristics mentioned above are distorted, as
all pyramidal cells burst in every cycle and exhibit a clear oscillation. Therefore the
quasi-synchronous oscillatory bursts appear to be bounded within the theta frequency
range.
5.5.4 Interneuronal Gamma Oscillations in the CA1 Model
To the best of our knowledge, unlike the CA3 case, there have not been many recordings
in CA1 that clearly reveal the anatomical features of the circuit connectivity. We thus
targeted our CA1 model validation on reproducing functional properties of this hip-
pocampal area, focusing specifically on gamma oscillations that have been extensively
studied in CA1 [213].
We first focused on the purely interneuronal network in CA1 by removing all excita-
tory interactions. Figure 5.8A illustrates the model behavior when all interneurons are
depolarised by a current I = 0.3 ± 0.003 nA (mean ± SD) Gaussian distributed over
the population and redrawn every 1 msec (the current’s SD is lower than in the CA3
model because interneuronal firing depends very strongly on the current magnitude;
higher SD reduces the population synchrony). The raster plot indicates that there is
rhythmical activity with local synchrony but the network lacks an overall synchronous
oscillation. The average membrane potential shows a noisy rhythmicity and its auto-
correlation reveals a strong peak at 14 msec corresponding to a gamma oscillation of
71.43 Hz. When increasing the mean current tenfold (3 nA) with SD again at 1% of the
mean (0.03 nA) the oscillation frequency increases beyond the gamma range, reaching
approximately 167 Hz (Figure 5.8B) which is within the “ripple range” (150-200 Hz).
The overall synchrony appears to be much higher as the average membrane potential
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exhibits clear oscillations.
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Figure 5.8: Gamma oscillation in the CA1 interneuronal network, where pyramidal
cells have been removed. A: The interneuronal raster plot indicates weak local syn-
chrony and the average membrane potential reveals a population oscillation of approx-
imately 71.43 Hz, within the gamma frequency range. All interneurons are depolarised
by a current that is Gaussian-distributed over the network, with 0.3 ± 0.003 nA (mean
± SD) and is redrawn every 1 msec. B: When the gaussian distributed current is in-
creased to 3 ± 0.03 nA, a faster and more synchronous population oscillation emerges,
with frequency 167 Hz, within the ripple range. C-D: Oscillation frequency (C) and
average synchrony measure κ(τ) (D) as a function of the mean current. Note that the
population synchrony is higher at frequencies above the gamma range.
To quantify the network’s overall synchrony we used the average coherence measure κ(τ),
introduced in [228], which ranges from 0 to 1, with 1 corresponding to total synchrony.
After fixing the time window τ to 0.1/f , where f is the population frequency, κ(τ) was
calculated to be approximately 0.022 for the first case but increased to about 0.112 for
the second one, verifying that the population oscillations were much more synchronous
at a frequency well beyond the gamma range.
The dependence of the oscillation frequency and the population synchrony on the mag-
nitude of the applied current was examined by depolarising the network with currents of
increasing mean amplitudes. The current’s SD was fixed at 1% of the mean. Figure 5.8C
reveals an almost linear dependence of the frequency on the mean current. Moreover,
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the frequency does not drop below ∼40 Hz, indicating that the network can only exhibit
oscillations within the gamma range or above it. The coherence measure κ(τ) initially
increases, reaching a peak for a mean current of 2 nA, beyond which it slowly drops,
remaining at relatively high values even for corresponding frequencies above the ripple
range (Figure 5.8D). As will be shown in the next chapter (Figure 6.13), this coher-
ence at high frequencies depends strongly on the decay time of inhibition whereas the
strength of inhibitory connections mainly affects the oscillation frequency. Note that, for
all currents, the population frequencies are far below the range of frequencies (∼100-400
Hz) that interneurons with the implemented heterogeneous intrinsic properties would
fire at, if they were uncoupled and the same current was applied to them [228].
5.5.5 Gamma Oscillations in the Full CA1 Model
We then restored excitatory connections and interneuron-to-pyramidal inhibition, and
depolarised pyramidal cells by the same scheme that was used in the interneuronal
network, with a mean current of 6 nA. No current was injected in the interneurons.
The raster plot and the average membrane potential, shown in Figure 5.9A, illustrate
a stable oscillatory activity, with pyramidal cells firing in synchrony and interneurons
firing mostly in spike doublets, with an inter-spike interval of 3-4 msec. The first spike
of the doublets follows the pyramidal spike by 2 msec on average. The autocorrelation
of the average membrane potential has a peak at 21 msec, indicating that the oscillation
frequency is roughly 48 Hz, which is again within the gamma range, although well
below the range of frequencies exhibited by the interneuronal network for tenfold weaker
currents.
Similar gamma oscillation characteristics have been seen in vitro in tetanically stimu-
lated CA1 slices [220, 231] and in computational CA1 models [217, 220, 231].
5.6 Discussion
We presented here separate network models of the CA3 and CA1 areas in the rat hip-
pocampus, along the longitudinal direction. The two CA models reproduce a series of
neurophysiological observations related to anatomical features or functional properties
of the two areas.
Both models are relatively simple, one-dimensional, with similar architecture, parameter
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Figure 5.9: Gamma oscillations in the full CA1 model. A: Raster plot of the whole
CA1 model (pyramidal cells are shown in black and interneurons in gray) and average
membrane potential of the whole array. The population oscillation is approximately 48
Hz with interneurons firing mostly in spike doublets with the first spike following the
quasi-synchronous pyramidal spikes by 2 msec on average. B-C: Examples of membrane
potentials from one pyramidal cell (B) and one interneuron (C).
values and connectivity schemes, and single cell models that accurately capture the
firing properties of the corresponding neurons, without any detailed cell anatomy. The
main emphasis was on the implemented connectivity being physiologically realistic with
connectivity extents and probabilities close to reported ones and synaptic strengths
following reported PSPs.
5.6.1 The CA3 Model
Recordings have shown that when applying a stimulus to one end of a rat CA3 longitu-
dinal slice, responses consisting of an excitatory component followed by inhibition can
be recorded in the stratum pyramidale at distances within 5 mm from the stimulation
[144]. It has also been shown that when the stimulus is presented at one end of the
longitudinal CA3 slice in which inhibition is blocked with picrotoxin, bursts propagate,
without any decrease, in a wavelike fashion throughout the slice with an average prop-
agation velocity of 0.14 ± 0.04 m/sec [144]. Simulations with a spatially exponentially
decaying recurrent connectivity revealed that the propagation velocity increases when
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increasing the spatial extent of these recurrent connections [144]. All the above three
features were successfully reproduced by our CA3 model (Figure 5.6), validating the
implemented connectivity of the recurrent excitatory connections, the balance between
excitation and inhibition and the physiologically-driven choice of σPY = 1 mm which
was important in getting the correct propagation velocity in the disinhibited array.
Similarly to intracellular recordings in CA3 slices in vitro [68, 216], and computational
modelling [216], the full CA3 model produces population bursts initiating at non-specific
sites and quickly propagating through recurrent excitation with pyramidal cells firing
rarely during a population event and interneurons participating in every cycle with
multiple spikes (Figure 5.7). Strong inhibition is necessary to keep the number of par-
ticipating pyramidal cells low, thus increasing the recurrence frequency of the bursts by
decreasing the overall after-hyperpolarisation in the network. The theta frequency range
(4-10 Hz) occurrence of these population bursts is not to be confused with the classi-
cal theta oscillations in the hippocampus during wakefulness or REM sleep, described
and studied extensively elsewhere (for a review see [33]). Moreover, all cells receive a
variety of excitatory and inhibitory synaptic inputs in each population burst, unlike
in CA3 slices in vitro where their synaptic input is almost exclusively inhibitory [68].
This inconsistency could be due to severing of long range excitatory connections in the
slice preparation that diminishes the effect of excitatory interactions, which could also
explain the small spatial extent of the bursts in slices [68], unlike in our model where
each population burst travels throughout the whole network.
We can thus conclude that our simplistic one-dimensional CA3 model is able to repro-
duce, with sufficient accuracy, various characteristics and behaviors seen in experimen-
tal recordings, and in simulations of a much more complex two-dimensional CA3 model
[214]. Note that various features of CA3 circuits such as transduction probabilities, PSP
rise times, synaptic depression or facilitation [8] have not been included in the model.
For example it has been estimated that the single-spike-transduction probability in a
pyramidal-pyramidal connection is 5% but the burst-transduction probability can rise
up to 50% [214]. In our model, neither a single EPSP nor a single burst can cause a post-
synaptic pyramidal cell to fire. Nevertheless such features appear not to be necessary
for the simulation of the functional and anatomical features presented here.
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5.6.2 The CA1 Model
Interneuronal gamma oscillations have been detected in the CA1 region in vitro under
tetanic stimulation, in the presence of glutamate receptor blockers [233]. This and
other studies indicated that transient gamma oscillations can rely solely on GABA-
mediated inhibition, with fast somatic inhibition, namely basket cells, being the most
likely candidate for generating and sustaining such oscillations [16]. Moreover, various
computational models of inhibitory networks reproduced gamma oscillations, usually
assuming slow and weak inhibition and homogeneous or global network connectivity
[219, 228, 230, 231]. The population synchronization in such models was shown to be
sensitive to heterogeneities in connectivity and in the driving current, and changes in
the synaptic strength and kinetics [228, 230]. Even slight inhomogeneities or a limited
spatial spread of connections can shift the network from global synchrony to local [213].
This very limited spatial synchrony is also encountered in our CA1 inhibitory network
during gamma oscillations. Tonic depolarisation, albeit with a noisy component, short-
range heterogeneous connectivity and noisy intrinsic cell parameters do not allow an
overall synchronization of firing during the oscillations (Figure 5.8A).
This sensitivity to heterogeneity could be ameliorated to some extent by incorporating
fast, strong, shunting inhibition along with synaptic delays [15, 16]. Though lacking
shunting inhibition, synchrony is enhanced in our network by incorporating multiple
connections between neighbouring interneuronal pairs, with strong and fast decaying
IPSPs along with axonal delays. In fact, axonal conductance delays were crucial, since,
by removing them, any synchrony of oscillations was completely abolished (not shown).
The importance of incorporating long synaptic delays, longer than the inhibitory decay
time, in establishing fast synchronous interneuronal oscillations has been shown through
mathematical and computational analysis in a similar set up [27]. In our model, the con-
ductance delay between two connected interneurons can be longer than the decay time,
reaching up to 3 msec (0.1 mm/msec conductance velocity with connections reaching
out to ∼300 µm, Table 5.2), thus aiding the oscillation synchrony.
Although the frequency of the population oscillations does not drop below the gamma
range, with stronger depolarisation it reaches the ripple frequency range. The model
reproduced the linear relationship between the applied current amplitude and the oscil-
lation frequency (Figure 5.8C-D) seen in other inhibitory network simulations [219, 228].
Interestingly, we found that global synchrony is considerably stronger at those higher
frequencies, with cells firing in a clear rhythmical pattern (Figure 5.8B). A similar re-
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lationship between synchrony at ripple frequencies and the external drive was reported
in simulations of interneuronal networks with global random connectivity and fixed
delays [27]. As will be shown in the following chapter, synchrony at such high fre-
quencies depends strongly on the small decay time of inhibition. The condition for this
time constant to be smaller than ∼5 msec for synchronous oscillations at ∼200 Hz to
occur, was shown through mathematical analysis and computational modelling of het-
erogeneous interneuronal networks [40, 230]. It appears that even with our scheme of
spatially restricted connectivity and distance-dependent delays, a similar condition and
synchrony-drive dependence still hold. Note that our unusual choice of 2 msec for the
decay time is based on recent electrophysiological studies which report similar GABAA
time constants in CA1 [15, 16].
When depolarising the pyramidal cells in the full CA1 model they fired synchronously
followed by interneuronal spike doublets (Figure 5.9). The network oscillated, still within
the gamma range, but at considerably lower frequencies than the interneuronal ones,
even though the applied current was much stronger. The frequency decrease is a result
of the extra delays introduced by long range excitation in the pyramidal-interneuron-
pyramidal loop of the full network [27]. Similar characteristics of gamma oscillations
have also been seen in vitro in electrophysiological recordings from tetanically stimu-
lated CA1 slices [220, 231] and have been reproduced in computational models with a
simplistic chain-like architecture [220, 231] or more realistic two-dimensional connectiv-
ity [217]. In these recordings, when the stimulation was performed simultaneously on
two sites 4 mm apart, very tightly synchronised transient gamma oscillations appeared
in both sites after a short latent period. This long range synchrony that extended sev-
eral millimeters consisted of pyramidal cells firing single spikes and interneurons firing
mostly spike doublets with the first spike being in phase with the pyramidal spikes
[220, 231]. Doublets, along with long range synchrony, would disappear when the net-
work was stimulated only locally implying that doublet firing is a result of the increased
excitation the interneurons received due to the long-range axonal connections of further
away pyramidal cells [220, 231]. These results led to the suggestion that doublet firing
is the necessary driving mechanism for long range synchrony of gamma oscillations in
CA1 (for a qualitative analysis see [213] which was also demonstrated with analytical
methods [70]. It has been shown that for gamma oscillations in a network with long
range non-recurrent excitation and local inhibition, doublets would arise when the first
interneuronal spike was generated by local excitatory input whereas the second one by
the delayed input from more distant cells. The resulting inhibition determines the time
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of the next spike of nearby pyramidal cells and consequently the next oscillatory cy-
cle. Under this regime, the network undergoes synchronous oscillations, robust to mild
heterogeneities [70]. In our model, the lag between the pyramidal spikes and the two
spikes of the doublets (2 and 5-6 msec respectively) implies that the first spike is due
to excitatory input from local cells at distances within σPY whereas the second one is
from distant cells up to 3σPY away, verifying the above analysis.
The ratio of excitation to inhibition and the synaptic delays are important in this mecha-
nism [27, 70]. Specifically, removing conductance delays, either excitatory or inhibitory,
completely abolished any oscillations. Moreover, if pyramidal-to-interneuron excita-
tion is not strong enough to evoke doublets, or if feedback inhibition is not strong
enough to time the next firing of pyramidal cells, then long range synchrony can not
be sustained. In support of this, administration of AMPA-receptor antagonists [231] or
GABA-blocking morphine [232] to CA1 slices disrupts long-range synchrony of the oscil-
lations. Reducing the unitary AMPA-conductance in our model by 75% or the GABA-
conductance to pyramidal cells by 75% and to interneurons by 85%, as in simulations
in [232], abolished long-range oscillations as well, although some gamma rhythmicity
persisted in the former case and small clusters of locally synchronous oscillations still
existed out of phase (also reported by [213]). The fact that our full CA1 model repro-
duces these features indicates a correct balance between inhibition and excitation in the
network.
Having validated both CA3 and CA1 models by establishing that they accurately re-
produce a series of anatomical and functional properties of the corresponding areas, in
the next chapter we couple them in a full CA3-CA1 network in order to model sharp
wave-ripple complexes. Through our analysis of these complexes, various modelling
assumptions made here, such as the inclusion of fast synapses and fast somatic inhi-
bition exclusively, will be justified. The mechanism behind the interneuronal gamma-
and ripple-frequency activity is also further explored within the framework of the whole
CA3-CA1 network.
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A Computational Model of Sharp
Wave-Ripple Complexes
6.1 Introduction
Sharp Wave-Ripple Complexes (SWRs) are a self-organised endogenous hippocampal
event, occurring when the brain has minimal or no interaction with the environment.
They are the first and only organised population activity in the developing hippocampus,
present even when the hippocampus is completely isolated [33].
Below we review the two components of this complex separately and we briefly outline
some of their basic characteristics. We describe one existing modelling approach to
ripples and we then describe how our CA3 and CA1 models are coupled together in a
realistic CA3-CA1 network which exhibits SWRs and suggests a novel mechanism for
their generation. We present the characteristics of these complexes and compare them
with those reported in literature. We finally discuss the mechanisms behind them and
their possible implications in memory consolidation.
Parts of this chapter were published in the Hippocampus journal [203].
6.2 The Sharp Wave-Ripple Complex
6.2.1 Sharp Waves
One major hippocampal EEG pattern, observed virtually simultaneously in different
regions of both hippocampi during deep sleep and anaesthesia, is the so called “sharp
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wave” (SW). It is also present during awake rest, consummatory behavior and immobility
in the rat brain and disappears during sensory stimulations [32]. It consists of a large
negative EEG peak followed by small positive peak, resembling an “EEG spike” (Figure
6.1, bottom trace) and is located mostly in the pyramidal cell layer of the CA regions and
specifically in the apical dendritic layer of the CA1 region where its amplitude reaches
up to 3.5 mV [32, 241] (Figure 6.2, left). Its duration varies between 30 and 120 msec
and its frequency of occurrence ranges between 0.01-3 Hz [32, 136]. Under anaesthesia
SW periods alternate spontaneously with theta oscillation periods in a 20-40 min cycle
[241].
Figure 6.1: Simultaneous recordings from the CA1 rat pyramidal layer (electrode
1) and stratum radiatum (electrode 2) exhibiting an SWR. Electrode 2 displays an
example of a dendritic SW. Uppermost trace of electrode 1 is wide-band recording (1
Hz to 10 kHz). Second and third traces are digitally filtered traces showing pyramidal
layer unit activity (500 Hz to 10 kHz) and ripple oscillation (100-400 Hz) respectively.
Calibrations: 0.5 mV (top trace), 0.25 mV (middle traces) and 1.0 mV (bottom trace).
Taken from [34].
SWs can be detected in EEG and LFP hippocampal recordings by low-pass filtering the
raw data at 50 Hz and setting a threshold for event detection at a few (4-5) times the
standard deviation of event-free baseline data [136]. This threshold (and the subsequent
one for ripples) is not a standard one and is usually set by visual inspection of the
available data.
Various studies have shown, through inspection of raw traces, correlation analysis and
current source density analysis, that SWs emerging in the CA1 region are the result of
strong depolarisation by the CA3 Schaffer collaterals caused by the synchronous bursting
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of CA3 pyramidal cells [32, 54, 136, 241]. Specifically, population bursts were found to
emerge first in the CA3a-b subregions and then spread to the CA3c [54]. Both in vivo [41]
and in vitro [136], SWs propagate from the CA3 region towards the CA1 and subiculum
regions and even backwards to the dentate gyrus, with a propagation velocity within CA1
of around 2-7 cm/sec [32, 136]. In one study, at least 10% of the recorded CA3 neurons
should discharge synchronously within a 100 msec window to exert a detectable influence
on CA1 cells [54]. Disconnecting the Schaffer collaterals or isolating the CA1 results in
total or great suppression of SW generation in CA1 [136]. Therefore it appears that SWs
are generated in the CA3 recurrent excitatory network which can trigger synchronised
activation of the CA3 pyramidal cells (see previous chapter). The synchronous bursting
creates a barrage of EPSPs that travel through the Schaffer collaterals to the CA1 region
where recurrent connections between pyramidal cells are sparse (possibly explaining why
SWs are so rare in isolated CA1 slices). Naturally these CA3 discharges activate not
only CA1 pyramidal cells but interneurons as well, possibly giving rise to the second
component of the SWR complex.
6.2.2 Ripples
Hippocampal SWs typically appear in EEGs and LFPs in conjunction with another
characteristic oscillatory pattern of the hippocampus, the so called fast-field oscillations
or “ripples”. Ripples are observed during the negative phase of the SW and together
they form the SWR (Figure 6.1), present both in in vivo recordings and in vitro [34, 136].
Ripples are spindle-shaped oscillatory patterns, of ∼30-120 msec duration consisting of
5 to 15 sinusoidal waves with ∼150-200 Hz intraburst frequency [34, 136, 241]. They
are generated synchronously mostly throughout the CA1 area as a result of the depo-
larisation from CA3 synchronous bursting during SWs [34]. The main current source
of ripples in CA1 was shown to be located in the pyramidal cell layer, where their am-
plitude is maximal and decreases sharply towards the stratum radiatum and stratum
oriens [34, 136, 241] (Figure 6.2, left).
Ripples can be detected by band-pass filtering the raw EEG or LFP data (150-250
Hz) and setting a threshold of detection at a few (3-4) times the standard deviation of
the event-free baseline noise [136, 149]. Further criteria can also be applied, e.g. that
ripples must last roughly 25-75 msec [149], that they must contain at least six successive
peaks/troughs [147], or that they have to consist of at least three consecutive negative
peaks below threshold, with interpeak interval within 2-11 msec (90-500 Hz) [136].
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Figure 6.2: Left: Depth profile of a single SWR event. Wide band (1 Hz to 5 kHz, left
column) and bandpass filtered (50-250 Hz, right column) simultaneous recordings of a
SWR event from 16 sites in the CA1-dentate gyrus axis (o: stratum oriens, p: pyramidal
cell layer, r: stratum radiatum, hf: hippocampal fissure, g: granule cell layer, CA3c:
hilar portion of the CA3 pyramidal layer). Note high-frequency oscillation (ripple)
associated with the SW peak, with an amplitude maximum at the CA1 pyramidal
cell layer. Right: Relationship between ripple oscillation and neuronal spike activity.
Averaged field event and superimposed spike events from seven recording sites in the
CA1 pyramidal layer (300 pm horizontal tip separation, 40 pyramidal cells and two
putative interneurons). Isolated pyramidal cells and interneurons (top panel) and cross-
correlogram between field oscillation and summed pyramidal cell activity (PYR) and
interneuronal firing (INT). Taken from [241].
Firing rates in the pyramidal cell layer increase significantly during the ripples [53].
Yet, only a small percentage of pyramidal cells actually fire during the ripples, with
their spikes phase-locked to the ripple troughs [34, 241] (Figure 6.2 right), and with
each cell firing only a few times (one or two usually) per ripple, so not at the population
frequency [53, 136]. Interestingly, the participation of different cells in ripple spiking is
not homogeneous, with extracellular recordings indicating 10% of all recorded pyramidal
cells participating in an average ripple with some cells participating in up to 40% of
successive episodes and others firing very rarely [241]. It thus appears that only a
minority of cells fire during the majority of ripples. Moreover, intracellular recordings
of individual pyramidal cells during ripples revealed a fast, 1-5 mV membrane voltage
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oscillation that coexisted with the ripple [241].
Unlike pyramidal cells, the different classes of interneurons in CA1 differentiate their par-
ticipation in ripples with some classes increasing their firing rate during ripples (mostly
basket cells) while others show no change or even reduce firing [120, 121]. Perisomatic-
inhibitory basket cell discharge rates increase severalfold, reaching high frequencies but
rarely ripple frequencies, with multiple spikes per event [53]. This lack of a one-to-one
correspondence between unit spikes and ripples in pyramidal and interneuronal cells
indicates that ripples do not reflect the activity of single cells, but instead are clearly a
field rhythm. Interneuronal firing is also phase-locked to the ripples, slightly following
the negative ripple peaks by 1-2 msec [241] (Figure 6.2, right). This intense activity
causes a pronounced inhibition in most pyramidal cells [68, 136].
An important feature of SWRs is that they are widespread, extending throughout the
CA3-CA1-subiculum-entorhinal cortex axis, involving the synchronised participation of
tens of thousands of cells [41]. This synchronous activity that quickly builds up during
the ripples is not consistently initiated from the same site but emerges simultaneously
from several locations [241]. The enhancement of population synchrony of the CA1
pyramidal cells (defined as percentage of cells firing) during ripples, is more than 2 times
greater than that of CA3 pyramidal cells, while interneuronal population synchrony is
similar between the two regions [54]. The strong transient output, produced during
such massive population discharges, is very likely to affect neocortical targets, rendering
SWRs a possible means for memory transfer from the hippocampus to the neocortex
for long-term storage, during deep stages of sleep. Correlations between ripples and
cortical slow oscillations during deep sleep [17, 104, 185, 188] and the fast-scale replay,
during SWRs, of temporal patterns of correlated place cells in forward [129, 189, 235]
or reversed order [62, 74] support the role of SWRs in memory consolidation. This role
is discussed in the final section of this chapter and further studied in the next chapter.
6.2.3 Possible Mechanisms for Ripple Generation
Although SWRs have been observed in rodents, monkeys and humans [33] and have
been widely studied in vivo [32, 34, 41, 53, 120, 241] and in vitro [19, 24, 135, 136, 153,
238] in rats and mice, the exact cellular and synaptic mechanisms for ripple generation
in CA1 and the source of the high population synchrony during ripples still remain
unclear. Sparse networks of CA1 pyramidal cells coupled together with axo-axonal
gap junctions have been proposed to underly high frequency hippocampal oscillations
116
Chapter 6: A Computational Model of Sharp Wave-Ripple Complexes
[65, 180]. This proposed mechanism is supported by the suppression of ripples under gap-
junction blockers [136, 241], but contradicted by lack of SWR generation from antidromic
stimulation of CA1 pyramidal axons and by preservation of SWRs after removal of the
distal part of these axons where the gap junctions are expected to lie [24].
Another suggested mechanism involves the cross-talk between pyramidal cells and in-
terneurons. It has been proposed that the excitatory barrage by discharging CA3 and
CA1 pyramidal neurons results in a relatively steady depolarisation of the target in-
terneurons causing fast rhythmic oscillation of their membrane potential and sustained
firing. When a critical number of spatially distributed interneurons fires at ∼200 Hz,
they will coordinate the firing of their pyramidal cell targets which in turn will phase
reset the next firing of their interneuronal contacts. Thus spatially distributed syn-
chrony could be established through pyramidal-interneuron interactions [34, 53, 241]. It
is noteworthy that the involvement of fast perisomatic inhibition was recently shown to
be critical for the in vitro generation of SWRs in CA3 slices [68].
6.3 A Model for Ripples Based on Axo-Axonal Gap Junc-
tions
An existing computational model of ripple oscillations is based on random networks of
pyramidal cells coupled by axo-axonal gap junctions [217]. All pyramidal cells were
modelled by the extended Traub model [212] (see Section 5.3.1) that contains multiple
axonal segments. Random networks of such modelled neurons were implemented, con-
taining only excitatory AMPA connections, to simulate a CA1 network. Gap junctions
were placed between the penultimate axonal compartments of some pairs of cells. These
connections were sparse and localised, so that a cell could have on average less than two
gap junctions with other cells, and only with cells that lie within 200 µm.
Simulations demonstrated that such networks can generate transient 100-200 Hz syn-
chronised oscillations. These oscillations appeared irrespective of whether the network
included recurrent excitatory synapses or consisted purely of gap junctions. In fact it
was shown that these network bursts required only two elements in the structure of the
network:
1. a sparse but strong axo-axonal gap junction connectivity,
2. a background of spontaneous current pulses to the axons which are capable of
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inducing action potentials provided the soma is not too hyperpolarised.
Thus, the mechanism for the high frequency field oscillations appeared to be determined
not by membrane and synaptic parameters, but by topological structure and by the time
for an axonal spike to pass to another axon through a gap junction.
A further study on this subject involved an extended version of the above network,
including interneurons which were divided into four classes (perisomatic basket cells,
axo-axonic cells inhibiting initial segments of pyramidal axons, and two types of dendrite
contacting interneurons) [211]. Pyramidal cell synaptic connectivity was global in the
network but interneurons could contact only cells within 500 µm. Noise was again
implemented in the form of spontaneous Poisson spikes applied in the axons of cells.
SW-like inputs were also implemented by applying sinusoidal excitatory conductance
pulses on the dendrites of all cells, emulating the Schaffer collateral input. A block
diagram of the network model is given in Figure 6.3. Simulations yielded a ∼140 Hz
coherent oscillation during the SW-input, with interneurons increasing their firing to
almost ripple frequency. The SW depolarisation helps the spontaneous induced spikes
to propagate in the network through the axo-axonal gap junctions, generating the high
frequency network oscillation. Since most spikes did not backpropagate from the axons,
the pyramidal cell somata appear to fire at lower rates than interneurons, but their
axons fire at more than ripple frequencies. Again the oscillation frequency depended
strongly on the topological characteristics and the parameters of the gap junctions and
on the spontaneously induced spikes.
Both these models are based on axo-axonal gap junctions in order to achieve large scale
firing synchrony during ripple oscillations. There do exist some biological indications
that gap junctions might indeed be the mechanism that drives fast synchrony, e.g. under
the gap-junction blocking anaesthetic halothane, ripples are suppressed [241]. Neverthe-
less, there has not been a direct and definitive morphological evidence that axo-axonal
gap junctions in hippocampal neurons exist. If their density in the hippocampus is as
sparse as the theory predicts (less than two junctions per axon suffice to get ripples),
then it is natural that such evidence is extremely hard to obtain. Nevertheless, some
recent in vitro experiments in hippocampal slices do support the scenario that some
pairs of pyramidal neurons can be electrically coupled not far from the axon’s initial
segment [180].
Below we describe the results of our combined CA3-CA1 network model which we show
to exhibit SWRs sharing many characteristics with those reported via recordings. Our
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Figure 6.3: Block diagram of the gap junction-based network model for ripples in
[211]. The model contains 3072 pyramidal cells and 384 interneurons (basket cells,
axo-axonic cells, and dendrite-contacting cells). The figure highlights the conceptual
distinction between the axons of the pyramidal cells and the somatodendritic compart-
ment. Interactions between components of the model are shown. Afferent inputs in the
model are purely excitatory. Only AMPA and GABAA receptors are simulated. Taken
from [211].
model proposes a ripple-generating mechanism based on high interneuronal activity and
strong recurrent inhibition in CA1. Gap junctions in this model are not required for
ripples but could potentially aid in their long-range synchrony.
6.4 Connecting the CA3 and CA1 Models and Detecting
Ripples
6.4.1 Schaffer Collateral Connectivity
Schaffer collaterals are the major input to CA1 pyramidal cells with each CA3 pyramidal
cell contacting 30,000-60,000 cells and its axonal projections extending to more than
two thirds the length of CA1 [130]. Schaffer collaterals are expected to excite CA1
interneurons as well, although to our knowledge the characteristics of such connections
have not been studied yet.
We connect the two CA models, described in the previous chapter, in a feedforward
fashion, with each CA3 pyramidal cell contacting 130 CA1 neurons on average (see
also Section 5.4.4). Tables 6.1 display the synaptic and connectivity parameters of the
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αsyn
PSP Reported
Reference
(mV) PSP (mV)
Schaffer
PY-PY 1.5 0.13 0.13 [177]
PY-IN 0.8 0.4
Average
kij k˜ij
Connectivity
Cluster Size probability
Schaffer
PY-PY 548.02
130
99.81 18.21%
PY-IN 54.84 10.01 18.25%
Table 6.1: Parameter values for the synaptic strength and connectivity of the modelled
Schaffer collaterals between the CA3 and CA1 models, similarly to Tables 5.1 and 5.2
of the previous chapter respectively.
implemented Schaffer collaterals as in Tables 5.1 and 5.2 in the previous chapter. Since,
to our knowledge, there have been no reported values for Schaffer collateral excitatory
PSPs (EPSPs) on CA1 interneurons, we set the EPSP to 0.4 mV. This gives a ratio of
Schaffer collaterals’ EPSPs to EPSPs from CA1 pyramidal cells equal to 0.4/1.4 ≈ 28%.
This is comparable to the corresponding ratio for CA1 pyramidal cells which is roughly
0.13/0.7 ≈ 19% (given an average EPSP amplitude between CA1 pyramidal cells of
roughly 0.7 mV [61]. Similarly to the connectivity scheme in the previous chapter, the
Schaffer collateral connections of each CA3 cell are distributed according to a Gaussian
probability distribution centered on the corresponding pyramidal cell in CA1. However,
the connections are distributed in CA1 irrespective of whether the contacted cell is
pyramidal or interneuron. The SD was set to σCA3−CA1 = 1.2 mm, so that connectivity
clusters can reach 7.2 mm in size, roughly two thirds the total extent of the array.
Consequently, each CA1 cell receives weak input from approximately 100 CA3 pyrami-
dal cells, which is a great underestimate of the total amount of excitation each cell is
expected to receive from CA3 [8]. To counterbalance the small number of pyramidal
cells in our CA3 array and have the necessary strong input in CA1 we assign multiple
synapses to each CA3-to-CA1 connection. Although, to our knowledge, the number of
contacts between a CA3 and CA1 pyramidal cell has not been thoroughly studied (see
[8] for an analysis of the difficulty of such a task), it has been estimated that it lies
between two and ten contacts [190]. For each CA1 interneuron we fix the number of
synapses it receives from each contact to 13. The corresponding number for the pyrami-
dal cells varies. For each cell, it is drawn from a Gaussian distribution: 13 ± 13 (mean
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± SD). To avoid negative numbers, the absolute value of each drawn number is taken.
This scheme results in most cells receiving relatively few synapses (∼15 on average)
from each assigned CA3-to-CA1 connection. Nevertheless, a minority of pyramidal cells
receives many more synapses than average, yielding a subset of pyramidal cells that will
be driven by much stronger input from CA3 than the rest. These cells are assumed to
represent real neurons in the rat CA1 that are targeted by a larger portion of CA3 or re-
ceive stronger EPSPs than average. An example of the histogram of this heterogeneous
“excitability” is shown in Figure 6.4.
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Figure 6.4: Histogram of the synapses-per-Schaffer collateral connection of CA1 pyra-
midal cells. The dotted line represents the mean of the distribution (∼ 15 synapses).
6.4.2 Simulations of Extracellular Recordings
Most studies on SWRs are made with depth-EEG and LFP recordings, detecting ex-
tracellular activity from an area around the tip of the electrode. To simulate such local
activity recordings in CA1, we avoided storing data from the whole array and focused on
a specific site of length 560 µm in the middle of the CA1 array, containing 50 pyramidal
cells and 6 interneurons. We will refer to this as the “default recording site”.
We model extracellular synaptic activity using two similar measures:
1. the total post-synaptic currents Isyn(t) and
2. the total conductances g¯synssyn(t),
summed over all synaptic connections over the whole recording site. The first measure
was used to reproduce raw extracellular recordings visually and for the study of post-
synaptic currents developing in the average cell during a SWR. However, its definition
contains the intacellular membrane potential of cells (eq. 5.4.1), so it will be affected
by any phase delays between population synaptic activity and membrane potential re-
sponses. Since the second measure takes only non-negative values it does not reproduce
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the raw recordings of an EEG or LFP probe, but is appropriate for fine timescale anal-
ysis since it will not be affected by any of the aforementioned delays. We will refer
to these two measures as “total synaptic currents” and “total synaptic conductances”
throughout the text.
In order to simulate CA1 dendritic layer and pyramidal cell layer recordings separately,
the aforementioned measures are split into two components:
1. Dendritic layer recordings are assumed to correspond to the excitatory synaptic
currents/conductances from Schaffer collaterals that act on the dendritic com-
partment of pyramidal cells and on the single-compartment interneurons (since
the dendrites of basket cells lie in the CA1 dendritic layer [76]).
2. Somatic (pyramidal cell) layer recordings are assumed to correspond to synaptic
currents/conductances from pyramidal-to-interneuron, interneuron-to-pyramidal
and interneuron-to-interneuron connections.
6.4.3 Ripple Detection
Ripples are detected from the 150-200 Hz bandpass filtered version of the total synaptic
conductances of the somatic layer (Figure 6.5). The algorithm for their detection is the
following: The root mean square (RMS) of the measure is calculated in non-overlapping
bins of 10 msec duration. The SD of the RMS is derived over the whole signal. Ripples
are detected when the RMS exceeds a 2×SD threshold. Their boundaries are set where
the RMS drops below 1×SD around the ripple. Ripples with less than 20 msec total
duration are discarded and neighbouring ripples less than 10 ms apart are taken as one
event. Similar algorithms were used in [53, 54, 120].
In a typical 30 sec simulation, 170 ripple episodes are detected, with average duration
of 61 msec (similar to the 50 ms duration in [241]) with a range between 20-90 msec
(30-80 msec in [136]).
For the averaging over ripples, all detected events are aligned using their minimum point
as reference (point 0 msec).
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Figure 6.5: Ripple detection. The root mean square (RMS, thick solid line) of the
filtered total synaptic conductance (grey) is calculated. Ripples are detected when
RMS > 2×SD (dashed line). Their boundaries (solid lines) are set where RMS drops
to 1×SD (line) around their peak. If their total duration is less than 40 msec they are
discarded. Detected ripples that lie less than 10 msec apart are taken as one.
6.5 Simulation Results
6.5.1 Sharp Wave-Ripple Complexes in the Full CA3-CA1 Model
All pyramidal cells in CA3 are depolarised by implementing the same variable Gaussian-
distributed current of 0.3 ± 0.03 nA as in Figure 5.7. No external input is given to
interneurons or CA1 cells.
Figure 6.6A illustrates the activity of the full model as depicted by the raster plots
of both areas and the average membrane potential and total synaptic currents of all
CA1 cells within the recording site. As described in the previous chapter, the CA3
area exhibits theta-periodic population bursts (4-10 Hz) that initiate in non-specific
locations and spread over the whole CA3 network. Each population burst produces a
corresponding burst of activity in CA1 by exciting both pyramidal cells and interneurons
through the Schaffer collaterals. Note that interneurons participate very strongly in the
CA1 burst, causing the average membrane potential of the recording site to decrease
significantly on every burst. The synaptic currents reveal a fast oscillatory activity
during each burst. The individual membrane potentials of three random CA1 pyramidal
cells and three interneurons (Figure 6.6C-D) imply that although both pyramidal cells
and interneurons receive strong excitation from CA3, only the latter fire almost on every
burst and usually with a large number of spikes, while pyramidal cells fire rarely with
mostly just one spike per cycle. Similar spiking characteristics have been observed in
CA1 ripple recordings [34, 53, 241]. Finally both cell types show rich synaptic activity
that fluctuates strongly with a very fast alteration between excitatory and inhibitory
synaptic inputs.
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Figure 6.6: A: Activity of the full CA3-CA1 model. (i) Raster plot of the whole
CA1 array, (ii) raster plot of the whole CA3 array (pyramidal cell spikes are shown
in black and interneuronal in gray), (iii) average membrane potential and (iv) total
synaptic currents of the 560 µm-long recording site in CA1. B: (i) CA1 synaptic
currents corresponding to the pyramidal cell layer during the underlined burst and (ii)
their 150-200 Hz bandpass filtered version. (iii) Schaffer collateral excitatory currents
corresponding to the dendritic layer and (iv) their 1-50 Hz lowpass filtered version. C-
D: Membrane potentials from (C.i-iii) three CA1 pyramidal cells and (D.i-iii) three
CA1 interneurons.
To examine the activity in CA1 during an individual burst we zoom into one of them
(underlined in Figure 6.6A.iv). In Figure 6.6B, the total synaptic currents of the record-
ing site were split into those corresponding to the pyramidal cell layer (Figure 6.6B.i)
and those corresponding to the dendritic layer (Figure 6.6B.iii). Bandpass filtering the
somatic currents in the 150-200 Hz frequency range (Figure 6.6B.ii) yields a clear ripple-
like oscillatory pattern. Similarly, lowpass filtering the dendritic currents in the 1-50 Hz
range (Figure 6.6B.iv) yields an SW curve that peaks in parallel with the ripple. This
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activity, exhibited by the model, closely resembles corresponding raw and filtered CA1
extracellular recordings during SWRs [34, 53, 120, 136, 241].
A
B
Figure 6.7: A: Spectrogram of the total synaptic conductance over the recording site
in the full CA3-CA1 model. Bands of high power at ripple frequencies (∼150-200 Hz)
are visible. B: Power Spectrum of the total synaptic conductance (solid line) and the
total synaptic currents (dashed line) in the site over a 30 sec-long simulation. Both
measures were normalised by subtracting their means and dividing by their standard
deviations. The strong theta-peaks are due to the theta-periodic recurrence of the
input from the CA3 bursts. Insets: Power spectra of the average membrane potentials
of pyramidal cells (top) and interneurons (bottom) in the recording site over the same
simulation.
The power spectral profile of the synaptic activity in the CA1 somatic layer was examined
in order to ensure that the observed fast oscillatory modulation lies within the ∼150-200
Hz ripple-frequency range. The spectrogram of the total synaptic conductance (Figure
6.7A) reveals narrow bands of high power bounded in a range of frequencies roughly
around the ripple range but varying between cycles. Figure 6.7B contains the power
spectrum of both the total synaptic conductance and total synaptic currents in the
recording site over a 30 sec-long simulation. A clear peak appears in the spectral power
of both measures around the ripple frequency range. The insets show the power spectra
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of the average membrane potential of pyramidal cells (top) and interneurons (bottom)
in the recording site. The interneurons show a very clear intracellular ripple-frequency
oscillation whereas the pyramidal cells exhibit a much less pronounced peak, suggesting
the interneurons as a likely candidate for generating ripple oscillations.
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Figure 6.8: Field oscillation correlation with unit firing and average membrane po-
tential. A: All detected ripples (gray lines) are aligned according to their minimum
point and the average ripple is drawn (thick black line). Spikes from pyramidal cells
(gray) and interneurons (black) are aligned around the corresponding ripples. B: Spike
histogram of pyramidal cells aligned with the average ripple. Pyramidal cells are split
into two groups: the highly excitable ones that receive more than 19.5 synapses for each
Schaffer collateral connection (1.5 × the average, 13; gray bars) and those that receive
less than 19.5 (black bars). C: Interneuronal spike histogram. D: Average membrane
potential of pyramidal cells (solid line) and interneurons (dashed line) aligned with the
average ripple.
We next examined correlations between spike activity and the average ripple. First
we isolated all detected ripple events and calculated the average ripple as described in
Section 6.4.3. The spikes of all pyramidal cells and interneurons in the recorded site
during each detected ripple were also aligned with its minimal point as reference (0
msec) and were superimposed on the average ripple (Figure 6.8A). We calculated the
spike histogram for all cells, aligned with the average ripple (Figure 6.8B-C). At this
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point we separated the pyramidal cells into two groups, those that receive many synapses
for each Schaffer collateral connection and those that receive a close-to-average number
or below. We arbitrarily set the threshold to 19.5 synapses per input connection (1.5
times the mean number of synapses per connection). The first group contains 32% of
all pyramidal cells, those that are very excitable due to the stronger input they receive.
The histograms of both groups are shown in Figure 6.8B (grey bars for the first group
and black for the second). The interneuronal histogram (Figure 6.8C) shows a very clear
rhythmical spiking, with maximum activity phase locked to the negative half-wave of
the average ripple, its peak slightly following the ripple’s negative peak (∼1 msec). In
the pyramidal cell histogram the number of spikes is much lower, and the activity differs
between the two cell groups. Specifically, cells that belong to the group receiving weaker
excitation appear to have almost no ripple modularity in their firing. Most of their firing
activity is concentrated on the beginning of the event, before significant synchronous
inhibitory spiking begins. In contrast, the cells receiving stronger input exhibit clear
rhythmical spiking similar to the interneurons. Their activity is also phase locked to
the average ripple and its peak coincides with the ripple’s negative peak, indicating
that on average they fire slightly before the interneurons. As mentioned earlier, similar
pyramidal and interneuronal phase lockings between spike activity and field ripples have
been established through recordings [34, 53, 241].
The membrane potentials of all recorded cells during the detected ripples were also
isolated, highpass filtered (40-500 Hz) to remove any slow components, and aligned with
the minimum point of their corresponding ripple as reference. The average potentials of
pyramidal cells and interneurons are plotted with the average field ripple in Figure 6.8D.
It appears that the average pyramidal cell membrane potential (solid line) oscillates in
phase with the interneuronal one (dashed line) during the ripples and they are both
correlated with the interneuronal spike histogram. Consequently, they exhibit a small
phase precession relative to the average field oscillation, with their peaks coinciding with
the rising phase of the ripple, similar to intracellular potentials observed in anaesthetised
rats [241].
The histograms in Figure 6.8 support the idea that the ripple oscillation is actually a
result of the interneuronal activity since only very few pyramidal cells, those receiving
stronger input than average, manage to fire during a ripple episode. Figure 6.9A shows
the percentage of the recorded pyramidal cells (solid line) and interneurons (dashed line)
that fire on every ripple. Nearly all interneurons fire on every cycle, while the percentage
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of pyramidal cells that fire during an episode is 21.9% on average. Figure 6.9B shows
that the percentage of ripples during which a pyramidal cell fires increases with the cell’s
excitability, quantified by the number of synapses it receives per connection. An almost
linear relationship arises close to our implemented threshold between the two cell groups
(solid line).
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Figure 6.9: A: Percentage of pyramidal cells (solid line) and interneurons (dashed
line) that fire on each detected ripple. B: Percentage of ripples during which each
pyramidal cell fires, versus the cell’s excitability (as number of synapses it receives per
CA3 incoming connection). The vertical line represents the threshold (19.5 synapses
per CA3 incoming connection) between the two pyramidal cell groups.
The activity of an average cell during a ripple was studied by examining the synaptic
input it receives and its resulting firing rate. Figure 6.10A depicts the average postsy-
naptic current from all types of synapses received by a cell during a ripple, averaged
over all detected ripples and all relevant cells. All currents start to rise early during the
ripple and peak along with the peak of the excitatory input from CA3 received by the
average pyramidal cell (solid line) or interneuron (dashed line). The inhibitory currents
in both pyramidal cells and interneurons exhibit a ripple oscillation phase locked to the
average ripple with the same phase delay as seen in Figure 6.8D. In contrast, excitatory
inputs are much more smooth and they appear to be in close balance with inhibitory
inputs in both the average pyramidal cell and interneuron. Note that the average exci-
tatory current an interneuron receives during a ripple, from both CA3 inputs and CA1
pyramidal cells, is ∼3.7 nA. With a steady depolarising current of this amplitude, an
isolated non-inhibited cell would fire with 400 Hz frequency [228]. The corresponding
frequency for the purely inhibitory network would be 180 Hz (Figure 5.8C), which is
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roughly in the middle of the ripple range.
The average firing rates in the recorded site are depicted in Figure 6.10B for both
pyramidal cells (solid line) and interneurons (dashed line). They were calculated using 5
msec non-overlapping bins. Interneuronal firing increases slightly earlier and is sustained
longer than the pyramidal, while both rates peak at roughly 5 msec before the ripple
power peak (0 msec), in agreement with firing rates in [53, 54]. Most interestingly, the
interneuronal rate barely reaches the ripple frequency range, indicating that the ripple
oscillation is an interneuronal population oscillation while the average interneuron fires
at lower frequencies.
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Figure 6.10: A: Postsynaptic currents received by the average pyramidal cell or
interneuron during an average ripple (thick line). The ripple power correlates with the
rise of excitatory input a CA1 cell receives from CA3. Note the close balance between
the excitation and inhibition a CA1 pyramidal cell receives during the ripple (solid and
dotted lines respectively). The same balance holds for the average interneuron as well.
B: Average firing rates of pyramidal cells (solid line) and interneurons (dashed line)
in relation to the average ripple (thick line), calculated over 5 msec bins. Error bars
correspond to the SD. The interneuronal rate is below the ripple frequency and both
rates peak roughly 5 msec before the ripple’s power peak (0 msec).
Another major characteristic of SWRs is that they appear to be highly synchronous
throughout the hippocampus [41, 241]. To check whether the ripples in our model are
close to synchronous, we simultaneously recorded the total synaptic conductance from
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three more sites of the same length as the default (560 µm). The respective centers of
two of them lay 300 µm away from that of the default recording site, and the center of the
third site is 500 µm away. Figure 6.11A displays one example of the same ripple episode
recorded from all four sites. The filtered total synaptic conductances appear to oscillate
nearly synchronously throughout all four sites, with very small jitter, as was also seen
for similar space scales in [241]. This synchrony is disrupted for larger distances of the
order of several mm (not shown). We computed the average ripple on each site during
the same 30 sec simulation, isolating the bandpass filtered data fragments from all sites
that coincide with each detected ripple in the default site and aligning them with its
minimum value. The averages from each site plotted along with the average ripple on
the default site (Figure 6.11B) appear to be coherent, with zero time lag between them.
Therefore, averaging over a large number of events abolishes the jitter seen in individual
ripples, again in agreement with [241].
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Figure 6.11: Long range synchrony of modelled ripple events in CA1. A: One ripple
recorded simultaneously from four different sites: the default recording site (solid line),
two sites lying 300 µm away from it (dashed and dashed dotted lines), and one lying
500 µm away (dotted line). B: Similar for the average ripple calculated from each site.
To check that CA1 ripples are not a direct consequence of a similar oscillation in CA3,
we examined the correlation between the CA1 average ripple and the CA3 pyramidal
cell firing. If the CA1 ripples are just a CA3 rhythm that travels through the Schaffer
collaterals to CA1, a correlation between the CA3 pyramidal spike histogram and the
average CA1 ripple, similar to that in Figure 6.8B should exist, with some phase differ-
ence due to the conductance delay of the Schaffer collaterals. Figure 6.12A shows that
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this is not the case. In fact, there appears to be no ripple-like modularity in the firing of
pyramidal cells in CA3, to correlate with CA1 activity. Note that we have taken all CA3
pyramidal cells into account here since the Schaffer collaterals are so widespread that a
CA1 cell receives input from the majority of CA3 cells. Nevertheless similar results are
acquired even if we take only the cells in the CA3 part of the array that corresponds to
the CA1 recording site (not shown).
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Figure 6.12: A: CA1 average ripple correlation with CA3 pyramidal cell firing his-
togram. Spikes from all CA3 pyramidal cells were included in the histogram. B: Mean
firing rate of all CA1 pyramidal cells during each CA3 burst, plotted over the percent-
age of CA3 pyramidal cells that fired during the burst. An almost linear relation arises
between the magnitude of a CA3 burst and the frequency of the CA1 response. The
solid line is a least squares fit with a slope of 0.145.
The varying frequency ranges of the power peaks in the spectrogram of Figure 6.7A
imply that the ∼150-200 Hz range is not intrinsic in the CA1 model but depends on the
input from CA3. This was verified by examining the relationship between the magnitude
of CA3 bursts and the magnitude of CA1 responses. CA3 bursts were detected by a
threshold equal to the SD of the RMS of the total synaptic currents recorded in the
CA3 equivalent of the CA1 default site. The threshold for setting the burst limits was
half the SD. The burst magnitude was quantified by the percentage of CA3 pyramidal
cells that fired during the burst while the magnitude of CA1 responses was measured
as the average firing rate of all pyramidal cells in CA1 during the burst. Plotting the
CA1 responses over the extent of the corresponding CA3 bursts (Figure 6.12B) reveals
an overall monotonic relation, resembling qualitatively a corresponding relation seen in
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[54]. Similar results were found for the average firing rate of CA1 interneurons (not
shown).
6.5.2 The Role of Inhibition and Excitation in Ripples
0 100 200 300 400 500
-3
-2.5
-2
-1.5
-1
-0.5
0
So
m
at
ic
Co
nd
uc
ta
n
ce
s
Po
w
er
Sp
ec
tru
m
Frequency (Hz)
gGABA
1 nS, default
0.3 nS, weaker inhib.
3 nS, stronger inhib.
0.
3
nS
3
nS
0 100 200 300 400 500
-3
-2.5
-2
-1.5
-1
-0.5
0
So
m
at
ic
Co
nd
uc
ta
n
ce
s
Po
w
er
Sp
ec
tru
m
Frequency (Hz)
ôGABA
(2, 7) msec, default
(1, 3.5) msec, faster deay
(6, 21) msec, slower decay
(1,
3.5
)
m
se
c
(6,
21
)
m
se
c
50 msec50 msec
A
i
iii
ii
B
i
iii
ii
Figure 6.13: Comparison of CA1 somatic conductances power spectra between the
default model and cases where the following synaptic parameters have been modified:
A: the maximum unitary GABA conductance g¯GABA, B: the decay time of inhibitory
synaptic variables τGABA. Below each spectral profile, examples of CA1 raster plots
from the two non-default cases are plotted and can be compared with Figure 6.6A.i.
The parameter values in each case are given in the figure. Changes in the strength of
inhibitory synapses alter mainly the oscillation frequency, while prolonging the decay
time of inhibition abolishes the spectral peak implying a disruption of synchronous
oscillations in any particular frequency. Qualitatively similar results hold for the ripple
range oscillations of the purely interneuronal network of CA1.
The role of inhibition and excitation in CA1 on the generation and synchronization of
ripples was studied by modifying the parameters of inhibitory and excitatory interac-
tions. Parameters in CA3 were unaltered to retain the same input to CA1 as before.
We altered the strength of all inhibitory connections in CA1 by first reducing the max-
imum synaptic conductance g¯GABA in eq. (5.4.1) by 70%, setting g¯GABA = 0.3 nS, and
then increasing it to g¯GABA = 3 nS. The same was done in another pair of simulations for
excitatory connections, setting g¯AMPA to the previous two values respectively. We also
examined the effect of the synaptic decay times by decreasing and increasing τGABA and
τAMPA separately. Since τGABA is different for pyramidal cells and interneurons (7 msec
and 2 msec respectively) both values were altered accordingly. Each case was simulated
for 30 sec. Figure 6.13 presents the power spectrum of the somatic conductances for
132
Chapter 6: A Computational Model of Sharp Wave-Ripple Complexes
each case, along with the default value case for comparison, and excerpts of CA1 raster
plots for the non-default cases.
The effect of altering these parameters is partly reflected in the way the high-frequency
peak (150-200 Hz) of the default spectral profile changes. For weaker inhibition the peak
widens and shifts to higher frequencies (∼300 Hz) indicating that there is still some
activity at ripple frequencies but on average the oscillations are much faster (Figure
6.13A). The corresponding raster plot indicates that interneurons now fire at higher
rates along with an increased pyramidal activity. On the contrary, stronger inhibition
results in shifting a narrower peak to lower frequencies and the raster plot clearly shows
weak interneuronal and pyramidal activity.
Changing the inhibitory decay time has a different effect (Figure 6.13B). For faster
inhibition decay, spectral peaks are sustained but lie at higher frequencies (∼250 Hz)
as interneurons can now fire at much higher rates. Slower inhibition though does not
shift the peak but instead just attenuates it, indicating the loss of coherent oscillations
in any particular frequency range.
Changing the excitation strength affects the input all neurons receive from CA3 and the
extra excitation of interneurons from nearby pyramidal cells. It has the opposite effect to
that seen for g¯GABA changes, with weaker (stronger) excitation decreasing (increasing)
the oscillation. Similar results hold for the decay time with faster decay leading to slower
oscillations and slower decay to faster ones (not shown).
In summary, changing the level of inhibition or excitation in the network, or even the
decay time of excitation, alters mainly the oscillation frequency. On the other hand,
prolonging the decay time of inhibition disrupts the population synchrony. Note that
the same results hold for the ripple frequency oscillations of the purely interneuronal
network of CA1, described in the previous chapter (Figure 5.8B), another indication of
the relatively small contribution of pyramidal firing in ripple generation.
6.6 Discussion
The two network models described in the previous chapter were coupled together in a
Schaffer collateral-like manner with feedforward excitation from CA3 to CA1. We have
shown that quasi-synchronous population bursts in the CA3 model evoke responses in
the CA1 model that exhibit numerous characteristic features observed in real SWRs.
Below, we discuss these characteristics, in relation with the architecture and the features
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of the model, along with the underlying mechanisms controlling them and their potential
functional implications.
6.6.1 Model Architecture
Although a large variety of inhibitory cell types exists in the hippocampus [56, 76], we
only implemented fast somatic inhibition in the models. In addition to the obvious
model simplification that this allows, this choice was based on the observation that,
during SWRs, different interneuronal types exhibit diverse behaviours, with only basket
and bistratified cells increasing their discharges, while other interneurons stop spiking
[120, 121]. Our model suggests that the increased activity of basket cells suffices to
model many basic ripple characteristics. The mechanisms that generate such an unequal
participation of interneuronal classes in ripples are beyond the scope of this work.
Only fast synaptic interactions were implemented (AMPA and GABAA) since pharma-
cological disruption of NMDA or GABAB receptors in CA1 did not affect SWRs [136],
implying that they are not involved in ripple generation. On the other hand application
of the AMPA-receptor antagonist CNQX completely abolished ripples [19, 136, 238].
Our results support this observation since fast synaptic time scales appear to be key for
ripple generation (Figure 6.13B).
6.6.2 SWRs in the Full CA3-CA1 Model
CA1 responded to the strong input from CA3 with intense synaptic activity on fast
time scales involving both excitatory and inhibitory populations (Figure 6.6A-B), with
characteristics very similar to SWRs from extracellular recordings in CA1 [34, 53, 120,
136, 241]. Note that the SWs in the model do not show a small inhibitory component
after the negative peak [32, 34]. Perhaps this afterhyperpolarisation component is caused
by dendritic inhibition, which is omitted in the model. It could also be due to somatic
inhibition captured by dendritic-layer recordings. Spectral analysis of synaptic activity
in the CA1 somatic layer revealed a clear peak around 150-200 Hz (Figure 6.7), similar
to spectral profiles in [24, 34, 136], verifying that on average the CA1 somatic fast
oscillations were indeed within the ripple frequency range.
Interestingly, the high frequency of the ripple oscillations was not reflected in the spiking
activity of individual neurons. Membrane potentials of pyramidal cells showed that they
fired extremely rarely during a ripple, and mostly with a single spike, while interneurons
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were much more active, firing in every episode with a large number of spikes (Figure
6.6C-D). These features are characteristic of CA1 recordings during ripple activity [34,
53, 241] and hint at the interneurons as the driving force in ripple oscillations. Indeed,
average firing rates during ripple episodes in the model showed that interneurons increase
their spiking slightly earlier and their firing lasts longer than pyramidal cells (Figure
6.10B), seen also in [53, 54]. This conclusion is also supported by the clear modularity
and phase locking of the interneuronal firing histogram to the negative half wave of the
average ripple (Figure 6.8C). Nevertheless, firing rates were on average below the 150-
200 Hz band, implying that ripples are an overall population oscillation, not an effect
of the average firing of individual interneurons. In short, the external drive from CA3
produces synchronous ripple-frequency oscillations of the CA1 interneuronal network
in the model, similar to those in Figure 5.8B, only now cells can skip cycles due to
heterogeneities in the input and recurrent inhibition.
Pyramidal cells, embedded in the strong background interneuronal oscillation, spike
much more rarely, mostly right before the interneurons, resulting in a phase locking of
their spiking to the negative peak of the ripple on the onset of the inhibitory barrage.
As aforementioned, these phase correlations are also established via intra- and extra-
cellular recordings [34, 53, 120, 241]. In the model, only the cells receiving stronger
input from CA3 can synchronize their firing with the overall field oscillation. The rest
get too strongly inhibited to show rhythmical activity and fire randomly mainly in the
beginning of the ripple episode, before the peak of interneuronal firing (Figures 6.8B
and 6.9B). Therefore, the excitatory spikes come mostly from a minority of pyramidal
cells, which fire on many more ripples than the rest. Specifically, only about 22% of
pyramidal cells fired on average during a ripple (Figure 6.9A). This feature agrees with
extracellular recordings where approximately only 10% of all recorded pyramidal cells
participated in an average ripple with some cells participating in up to 40% of successive
episodes and others firing very rarely [241].
At the peak of the CA3 input, interneuronal activity reaches its maximum intensity,
reducing further both pyramidal and inhibitory spikes. This is reflected in the average
firing rates which peak approximately 5 msec before the ripple peak (Figure 6.10B),
again in agreement with a similar time difference (5-10 msec) seen in average rates from
extracellular recordings [J. Csiscvari, personal communication].
Average membrane potentials of both cell types appear to be in phase with the interneu-
ronal spike histogram, exhibiting a similar small phase shift compared to the average
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extracellular ripple, with their peaks coinciding with the rising portions of the ripple
waves (Figure 6.8D). This phase difference is also seen in intracellular recordings from
anaesthetised rats [241], and is probably due to the slow interneuronal conduction ve-
locities. Inhibitory postsynaptic conductances (which constitute the vast majority of
postsynaptic activity within CA1, Figure 6.10A) appear to lag behind spikes and mem-
brane potentials by ∼2 msec. The time lag corresponds to a distance of 200 µm or
2σIN of inhibitory synaptic inputs from interneuronal spikes, which would imply that
the delay is mostly due to the time it takes for inhibition to reach cells lying further
than distance σIN from an average interneuron. The delay indicates the importance of
using the synaptic conductance as a measure of the extracellular synaptic activity, par-
ticularly in fine timescale studies. Processing synaptic currents instead, which contain
the membrane potential in their definition (eq. 5.4.1), will result in an average ripple
that is slightly shifted backward in relation to the spikes. This will artificially produce a
similar phase difference between the field oscillation and the unit firing (with pyramidal
cells firing during the rising phase of the ripple and interneurons firing at its peaks),
which contradicts the aforementioned phase lockings seen in recordings.
The fact that the fast oscillations were generated within CA1, and were not contained
within the CA3 input, was shown by the lack of any correlation between CA3 firing
and CA1 oscillations (Figure 6.12A). According to our simulations, the actual frequency
range of the ripples is not an intrinsic property of the CA1 circuit architecture but a
direct result of the magnitude of the excitatory input from CA3. Due to the variability
in the magnitude of CA3 bursts, the frequency range also varies, with a clear relation-
ship between the number of CA3 pyramidal cells firing during a burst episode and the
mean firing rate of CA1 pyramidal cells during the evoked response (Figure 6.12B).
A similar relationship between these two measures was reported through extracellular
recordings [54] and implies that the more extensive and synchronous a CA3 burst is,
the higher the frequency of the field oscillation. This is also supported by the shift in
the spectral ripple-peak when excitation parameters are altered, with stronger or more
slowly decaying EPSPs leading to higher frequency oscillations (not shown). According
to this dependence of the ripple frequency on the magnitude of the Schaffer collateral
input, the model predicts that an in vitro partial cut of Schaffer collateral axons in a
longitudinal CA3-CA1 slice would decrease the observed ripple oscillation frequency.
Finally, note that SWRs have also been reported in CA3 slices in vitro [68, 136]. In our
CA3 model, although the population bursts may account for SWs, ripples are absent.
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This is probably due to the lack of recurrent inhibition in the model. The inclusion of
CA1-like connections between CA3 interneurons with an anatomically realistic connec-
tivity scheme, in a future version of the model, could synchronize inhibitory firing and
potentially generate ripple oscillations in CA3 as well. Moreover, we expect that long
range excitation is reduced in CA3 slices making the connectivity more similar to CA1,
which may help explain the generation of ripple-like oscillations in the slices.
6.6.3 Pharmacological Effects on Ripples
An important factor in the mechanism of ripple generation appears to be the relation
between excitation and inhibition in the CA1 network. The postsynaptic currents gener-
ated in the average cell during ripples reveal a tight balance between smooth excitatory
input from CA3 and fast-oscillating inhibition (Figure 6.10A). The average interneu-
ron receives enough excitation to fire at frequencies twice as fast as ripples, but cross-
inhibition retains the interneuronal network within ripple frequency range. A disruption
of this sensitive balance has a corresponding effect on the ensuing oscillation frequency,
shifting the spectral peak to different frequency ranges (Figure 6.13).
This balance disruption can be induced pharmacologically by various anaesthetics. Ke-
tamine for example has no significant effect on AMPA excitation (only depresses NMDA
receptors which are not relevant to SWRs) but enhances GABAA inhibition [124, 171].
According to Figure 6.13A, this inhibition enhancement would shift the oscillations to
lower frequencies. A similar inhibition enhancement in CA3 would further diminish
the excitatory input to CA1, reducing the frequency further. This shift is in agree-
ment with the observation that population oscillations dropped to 90-150 Hz, in in vivo
extracellular recordings on ketamine-anaesthetised rats [241].
The opposite shift, to higher frequencies, occurs when the inhibition-to-excitation ratio
is decreased, although ripple-range frequencies still have significant power, even when
IPSP amplitudes are reduced by 70% (Figure 6.13A). This is supported by recordings
on CA1 minislices in vitro under the GABAA receptor antagonist gabazine, where ∼200
Hz ripple oscillations persisted to some degree [153]. The reduction of IPSP amplitudes
under 0.3 µM of gabazine was roughly 70%, similar to our corresponding simulation with
g¯GABA = 0.3 nS. It is noteworthy that, in CA3-CA1 slices administered with bicuculline
and gabazine, abolishing GABAA inhibition, ripples were replaced by large epileptiform
bursts that still carried a ∼200 Hz oscillation component [136].
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Moreover, fast synaptic time scales are also crucial, with faster decay times leading to
faster oscillations, while with slower IPSP decay times, the oscillations do not become
slower but rather get attenuated overall (Figure 6.13B). The importance of fast decay
inhibition could be linked with reported effects on ripples of the gap junction-blocker
anaesthetic halothane. Halothane has been shown to disrupt CA1 ripple activity in in
vivo recordings of anaesthetised rats [241]. Under deep halothane-induced anaesthesia,
irregular SW activity was maintained but 200 Hz oscillations were almost completely
abolished. Other gap junction blockers (carbenoxolone and octanol) had similar effects
in CA1 minislices in vitro, reducing the frequency of spontaneous SW occurrence and
even more so that of ripple activity [136]. This has led to the suggestion that gap junc-
tions are a key factor in the SWR mechanism, since, as described in section 6.3, they
can yield fast and synchronous oscillations. Nevertheless, gap junction blockers are quite
non-specific, affecting chemical synapses as well. Specifically, halothane has a combined
effect on both chemical excitation and inhibition [154], depressing glutamate-mediated
synaptic EPSP responses in both pyramidal cells and interneurons [119, 162, 163], in
combination with an approximately 2.5-fold prolongation of GABAA IPSP decay time
[78, 154]. A similar prolongation of τGABA in our model also resulted in severe atten-
uation of the ripple spectral peak indicating the loss of any particular high frequency
oscillation (Figure 6.13B). The effect would be even stronger with the combined re-
duced excitation in CA3, shifting oscillations to even lower frequencies. Thus the model
suggests that halothane effects on chemical synapses alone could explain the loss of
ripple-like oscillations.
6.6.4 SWRs and Memory Consolidation
Another very important feature of SWRs is that they exhibit long range synchrony over
the whole longitudinal extent of both CA areas [41, 241]. In fact SWRs extend to the
rat subicular complex and even the enthorinal cortex, involving the synchronised par-
ticipation of tens of thousands of cells [41]. Individual ripples, recorded simultaneously
with multi-site probes 300 µm apart along the longitudinal CA1 axis, show a very small
jitter between them (∼1 msec) but on average their time lag drops to zero [241]. Syn-
chrony over such space scales of hundreds of µm is successfully reproduced by our model
(Figure 6.11). Apart from the wide distribution of the Schaffer collaterals, which induce
a homogeneity in the input from CA3, this synchrony appears to be induced mainly by
the recurrent inhibition in CA1 which locks the inhibitory spikes in global oscillations
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and is enhanced by the interneuronal phase resetting caused by sparse firing of nearby
pyramidal cells, as was also suggested in [241]. Nevertheless, synchrony is disrupted
over larger space scales of several mm (not shown).
The strong transient output that is produced during such massive population discharges
is very likely to affect cortical targets, making SWRs a possible vehicle for transferring
neuronal information from the hippocampus to the neocortex for long-term storage,
during deep stages of sleep. Various studies of the correlations between hippocampal
ripples and slow oscillations in the cortex during deep sleep provide further support for
the role of ripples in memory [17, 104, 185, 188]. This subject is studied in detail in the
following chapter.
One basic assumption of the model is that interneurons receive direct excitation by
Schaffer collaterals. The model can produce similar SWRs without such an input to
interneurons, with all excitation coming from their neighbouring pyramidal cells. Nev-
ertheless, this set up would abolish the particular group of pyramidal cells that discharge
during ripples and would result in all pyramidal cells firing in every cycle of the ripple
before evoking the subsequent interneuronal firing. This contradicts the observation
of very sparse pyramidal firing [53, 54, 241] and interneuronal discharge rising before
the pyramidal [53, 54]. Most importantly, it would contradict the fact that neuronal
participation in ripples is not random, with only a particular subset of pyramidal cells
discharging during most ripple episodes [241].
The heterogeneity in the response of CA1 pyramidal cells to the CA3 input was im-
plemented through a variability in the number of synapses Schaffer collaterals make on
each cell. The small number of cells that fire during ripples receive more synapses per
incoming connection than average, and can be thought of as representing neurons in
the rat CA1 that are targeted by a larger portion of CA3 or receive stronger EPSPs
than average. Although such a highly excitable subset is necessary in the model for
reproducing the selective participation reported in [241], its existence in the rat CA1
area has not yet been established. Nevertheless, we believe it supports the memory
consolidation scenario since the cell subset discharging in experimental ripples appears
to be formed by pre-existing experiences. Specifically, correlated discharges of rat hip-
pocampal pyramidal cells during sleep have been shown to reflect the correlated activity
of the same cells during earlier spatial exploration [235]. In fact the actual temporal
sequences of those cells during wakeful training are preserved during sleep [189] but
replayed at faster timescales during the short window of SWRs, in the same order [129]
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or reversed [62, 74], (for an extensive discussion of the possible role of SWRs in memory
consolidation see [33]).
In support of these observations, the subset of participating neurons in the model,
instead of being implemented a priori, could emerge intrinsically in CA1 through a
combination of repetitive firing of highly correlated CA3 cells and synaptic plasticity
of the Schaffer collateral outputs. By implementing ensembles of strongly connected
neurons in CA3, representing correlated place cells, the spontaneous CA3 population
bursts could trigger their sequential firing and in combination with synaptic plasticity
could potentiate synapses with their targeted CA1 cells. These CA1 cells would even-
tually form the strongly-driven subset, firing during ripples. A similar enhancement
of single CA1 pyramidal cells’ participation in ripples was found after their long-term
potentiating stimulation [118]. The replay of temporal patterns of the correlated CA3
ensemble during a burst would perhaps form a similar temporal pattern in CA1 and
the whole process could take place either in a forward or reversed direction, shedding
light to the bidirectional replay mechanism of place cell patterns observed during SWRs
[62]. Changing the correlated CA3 ensembles would eventually change the CA1 subset.
Such a scheme would provide computational support to the observed SWR generation in
CA1 after long-term potentiation inducing stimulation of CA3 [19] and even the place
selective firing of CA1 cells in SWRs during exploration [155]. Coupling of such an
extended model with a cortical network model in a feedback loop could help the study
of temporal pattern transfer to the neocortex for long-term storage and the correlations
between SWRs and cortical slow oscillations [104, 185, 188]. On the other hand, the
model suggests that, in a situation where such a subset in CA1 is abolished, pyramidal
spiking during ripples would be almost terminated, without severely affecting any other
ripple characteristics (frequency, synchrony etc), but potentially affecting the memory
consolidation process to the cortex through ripples.
6.6.5 Gap Junctions
As described earlier in this chapter, models based on sparse axo-axonal gap junction
connectivity give rise to fast 200 Hz population oscillations even in the absence of chem-
ical synapses [211, 217]. Nevertheless, the lack of SWR generation from antidromic
stimulation of CA1 pyramidal axons and their preservation after removal of the distal
part of these axons [24] suggests that axo-axonal gap junctions may not be necessary
for SWRs.
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Our model offers a different approach to the ripple generation mechanism that relies on
inhibitory activity and solely on chemical synaptic interactions, avoiding the need for
gap junctions. Since the model reproduces a large number of basic SWR characteristics
and offers an interpretation of such characteristics, we propose that gap junctions are not
a necessary driving component for the SWRs but rather an additional mechanism that
helps the overall ripple generation. Such an “aiding” role of axo-axonal gap junctions
is also hinted by the fact that SWRs were not eliminated in mice lacking gap junction
protein Cx36, only their frequency of occurrence decreased [135]. Most importantly, gap
junctions between pyramidal cell axons could serve as the mechanism for long range fast
synchrony of the ripples over spatial scales of many mm. The future inclusion of an
underlying gap junction network between pyramidal cells in our CA1 model would help
the study of such a long-range synchronizing mechanism.
6.6.6 A Proposed Mechanism for SWRs
In summary, our simulation results, combined with the discussed neurophysiological
findings, lead us to formulate a mechanism for the generation of SWRs that is based
purely on chemical synaptic interactions between excitatory and inhibitory populations.
The proposed mechanism can be summarised by the following steps:
• CA3 quasi-synchronous population bursts produce a strong depolarising input to
both pyramidal cells and interneurons in CA1. The large number of outgoing
connections from each CA3 pyramidal cell and their wide spatial extent helps
render this input more homogeneous throughout CA1.
• Strong excitatory AMPA-synaptic currents generated in the dendrites of both cell
types during the CA3 input produce an SW in the dendritic layer of CA1.
• Fast spiking interneurons, such as the basket cells modelled here, get directly
depolarised by the CA3 input, enough to intrinsically start spiking at a wide
range of high frequencies (∼100-400 Hz).
• The strong recurrent inhibitory connectivity in CA1, combined with the fast
timescales of IPSPs, confines interneurons to a frequency range of about 150-
200 Hz, which varies with the extent of the CA3 burst, and helps synchronize
their membrane oscillations within a range of hundreds of µm. Recurrent inhibi-
tion also causes interneurons to skip cycles within the ripple resulting in a firing
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rate which is lower than the average membrane potential oscillation frequency of
interneurons.
• Pyramidal cells have a much more passive role during the ripple episode. The
strong inhibitory barrage they receive during the synchronous interneuronal firing
cancels on average the depolarisation from CA3. As a result they rarely manage
to fire. Their sparse spikes appear mostly just before the interneuronal barrage
and increase even further the depolarisation of neighbouring interneurons, helping
enhance the population synchrony.
• A minority of pyramidal cells, which receives more CA3 input than average, man-
ages to overcome the vast inhibition and produces the majority of pyramidal spikes
in most events.
• The termination of the CA3 burst results in the consequent termination of CA1
activity. Interneurons continue to fire for a short amount of time due to delayed
input from distant CA3 pyramidal cells.
In the following chapter we couple our SWR-exhibiting CA3-CA1 model and the corti-
cal model described in Chapter 4, implementing an anatomically realistic connectivity,
in an effort to examine the temporal and functional interactions between SWRs and
UP/DOWN states and uncover some key parameters on which these interactions de-
pend.
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7.1 Introduction
The standard model for memory consolidation assumes that new memories are stored
temporarily in the hippocampal area and in closely connected medial temporal lobe
regions, whereas remote memories are stored in the neocortex [33]. The transferring
of memories from hippocampus to cortex for long-term storage is generally thought
to take place during slow wave sleep (SWS). The previously discussed observations of
firing pattern temporal replay in the hippocampus during subsequent sleep sessions,
along with recent reports of similar replays in the prefrontal cortex [111, 140, 164],
support the notion of memory consolidation taking place during SWS (for a discussion
on the details of such a procedure see [33]).
One related issue is how the hippocampus communicates with the neocortex during
SWS and how information flows between the two structures. An influential suggestion
has been that information travels from cortex to hippocampus during wakefulness and
in the opposite direction during SWS [35]. As discussed in the previous chapter, a
series of recent observations indicate that hippocampal ripples could be the vehicle
for information transfer to the cortex. This is supported by various studies on the
correlations between hippocampal ripples and slow oscillations in the cortex during
SWS. These studies are reviewed here.
In Chapter 3, we examined cortico-hippocampal connectivity under anaesthesia, which
shares many characteristics with SWS. Our results hinted that during short cortical UP-
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like states information is sent to the hippocampus from mPFC and that the process is
reversed during longer cortical DOWN states. Here we tackle this issue from a modelling
perspective. We combine the cortical slow-oscillation (SO) model, described in Chapter
4, with the ripple-producing CA3-CA1 network, described in Chapters 5 and 6, in an
effort to validate the ripple-SO correlation studies, reviewed below, and uncover the
important parameters and mechanisms that yield these correlations.
7.2 Slow Oscillation-Ripple Correlations in Electrophysio-
logical Recordings
A lot of research on memory consolidation during SWS has recently been focused on
the temporal relationships between hippocampal SWRs and rhythmic cortical events
during SO, such as spindles and delta waves (see Chapter 4). Since these events are also
present under anaesthesia, the analysis has been extended in many cases to anaesthetised
animals as well.
Correlations between cortical spindles and hippocampal ripples during SO, within tem-
poral windows of ∼1-2 sec, were first reported by Siapas and Wilson [185] who analysed
LFPs and multiunit activity from the mPFC and CA1 of sleeping rats. Correlation
assymetries further implied a tendency for ripples to precede spindles and general hip-
pocampal firing to precede prefrontal firing.
Sirota et al. [188] also observed strong neocortical and hippocampal activity coupling
during SO, in LFPs and unit activity from the somatosensory cortex and CA1 of rats
and mice. Ripples were found to be temporally associated with a power increase of
spindles and delta waves in the cortex, again in a time scale of ∼1-2 sec. This co-
occurrence was modulated by SO, with more events happening during the UP state
and less in the DOWN state. A similar spiking correlation between CA1 and cortex
was found, with cortical activity preceding hippocampal by ∼50 msec. Based on the
phase locking of CA1 spikes to ripple troughs [53, 241] and cortical spikes to troughs of
spindles and delta waves, they argued that the maximum probability of ripple troughs
occurred ∼50 msec after the troughs of spindles and delta waves. In other words, the
hippocampal output becomes temporally “sandwiched” between the cyclic discharges of
spindle-activated neocortical neurons (Figure 7.1).
Cross-correlation analysis by Mo¨lle et al. [147, 149], in a similar set of recordings, sup-
ported the temporal coupling of hippocampal ripples and cortical spindles to SO. They
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Figure 7.1: Slow time scale correlation between neocortical and hippocampal patterns
during slow wave sleep. Top: Hippocampal ripple-triggered neocortical spectrogram in
a mouse. Power spectrograms, centered on ripples (time 0 s), were averaged and nor-
malised by the mean power over the entire recording session. Note increased correlation
of power in the delta (1-4 Hz) and sleep spindle (10-20 Hz) bands with hippocampal
ripples. Asterisks indicate slow comodulation of neocortical and hippocampal activity.
Below from left: Group averages of cross-correlograms of ripple power (time 0 s) to
spindle and delta power (blue and green lines, respectively) in mice and rats. Cross-
correlogram between troughs of sleep spindles and CA1 hippocampal unit activity (solid
line, mean ± SD) and between troughs of sleep spindles and ripple troughs (dotted).
Modified from [188].
also detected weak ripple-spindle correlations with spindle activity increasing 200 msec
before ripples and lasting around 2 sec more. They concluded that UP/DOWN states,
defined by spiking activity, precede ripples by ∼30 msec, in accordance with Sirota et
al. [188].
Battaglia et al. [17] examined peri-event time histograms around SWRs in CA1 and also
found them temporally correlated with spindles and delta waves in the cortex. They
further reported an increased SWR probability of occurrence during the DOWN-to-UP
transition. Surprisingly, they observed more SWRs during the DOWN states than UP.
Nevertheless, they defined the UP/DOWN states, not based on LFP/EEG recordings
(as usually done) but based on spike activity (which actually did not exhibit a clear
UP/DOWN bimodality).
Perhaps the most broad and detailed study on this subject was made by Isomura et
al. [104] who performed extra- and intra-cellular recordings on the neocortex, entorhinal
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cortex and hippocampus of both anaesthetised and naturally sleeping rats. The cortical
SO was shown to extend to all neocortical areas, engaging cells even at the entorhinal
cortex which followed the oscillation with a delay of ∼150-200 msec. Hippocampal cells
did not exhibit a bimodal membrane potential distribution but their spiking activity was
modulated by the cortical SO (Figure 7.2A). Specifically, neurons in the dentate region
were shown to participate in the SO, firing mostly in the UP state, but with less clear
UP-DOWN state bimodality, while most CA3 neurons were preferentially active during
the DOWN state firing at gamma frequencies (Figure 7.2B). In CA1 cells, three distinct
types of behavior were described. Most cells fired with higher probability in the UP
state, yielding a correlation of the overall CA1 activity with the SO (that was described
as a hippocampal SO by Wolansky et al. [237]). Few CA1 cells fired preferentially in the
DOWN state and some in both. Finally, most ripples occurred in the UP state ∼200
msec after the neocortical DOWN-UP transition, with less ripples at the onset of the
DOWN state (Figure 7.2C-G).
Hahn et al. [91] also observed SO modulation in the dentate gyrus. In contrast with the
observations of Isomura et al. [104], some CA3 pyramidal cell membrane potentials were
correlated with the UP state, while others were anticorrelated. Most CA1 pyramidal cells
were anticorrelated with the SO, being hyperpolarised in the UP state. However, the fact
that these recordings come from anaesthetised animals rather than naturally asleep may
have a substantial effect. Moreover, whole-cell recordings from CA1 R-LM interneurons
(type of hippocampal interneurons lying at the stratum lacunosum moleculare [76]),
revealed a weak SO modulation of their membrane potentials, correlated with cortical
LFP DOWN-UP transitions at ∼150 msec delay [90].
All the aforementioned reports clearly show the grouping role of the cortical SO on
hippocampal activity, but lack any evidence for feedback of information flow from the
hippocampus to cortex, for memory consolidation [146, 209]. Wierzynski et al. [234]
calculated cross-covariances between firing activity of cell pairs from the mPFC and CA1
and found that some mPFC cells tended to fire around 36 msec after hippocampal cells.
These strong covariances of firing activity appeared during ripples and were abolished
during REM sleep.
Although some of the above results are contradictory, various fundamental conclusions
can be reached. One is the grouping role of the SO on cortical and hippocampal unit
activity and on the probability of spindle and ripple generation [90, 104, 147, 149, 188].
These two rhythmic events appear to be strongly phase-modulated by the UP/DOWN
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Figure 7.2: Relationship between cortical SO, hippocampal firing and SWRs. A:
Group representation of the SO-related modulation of distribution of the membrane
potential. Each line corresponds to a single intracellularly recorded neuron. Color
code: magnitude of the most likely values of the membrane potential, beyond what is
expected from independence, for each phase. White trace: averaged field trace from
CA1 pyramidal layer. PFC, prefrontal cortex; S1, somatosensory cortex; EC, entorhinal
cortex; Sub, subiculum. B: Distribution of preferred discharge phases of single neurons
in various regions. Only neurons that were significantly modulated by slow oscillation
are shown (643 cells from 130 animals). C: Temporal distribution of ripple occurrence
relative to DOWN-UP transition (0 msec) of the membrane potential in entorhinal
neurons. D: Distribution of ripple occurrences as a function of phase of neocortical SO
in LFP in a representative experiment. E: Distribution of preferred phases of ripples
across experiments with significant modulation of ripples occurrence by the SO. F:
Relationship between DOWN-UP transition of population firing in the EC (top) and
the occurrence of hippocampal ripples (bottom). G: Relationship between DOWN-UP
transition of population firing in the neocortex (top) and the occurrence of hippocampal
ripples (bottom). Each line is a color-coded cross-correlogram. Modified from [104].
states of the SO, with their probability of occurrence increasing during the cortical
UP state and decreasing during the DOWN state. Thus the grouping effect is not
limited only in the corticothalamic areas but extends to the hippocampus, although
hippocampal cells do not exhibit a clear bimodal distribution in their firing rates. It
appears that ripple events (and consequently hippocampal firing) generally follow the
SO with a delay of the order of tens of milliseconds [90, 104, 149, 188]. Additionally, this
modulation results in strong temporal correlations between the spindle and ripple events
within time scales of 1-2 sec [17, 149, 185, 188]. These results support a general model
of memory consolidation through a closed cortico-hippocampal loop that exists during
SWS. Namely, the cortical SO exerts a feed-forward control over hippocampal activity,
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and during its UP states (perhaps within spindles) it causes neuronal reactivation of
newly encoded information in hippocampal circuitry. This “memory reactivation” is fed
back to the cortical networks through ripples, gradually integrating the new memories
to the cortex for long-term storage [111, 140].
7.3 Data Analysis on Slow Oscillation-Ripples Correlations
We analyse here a set of electrophysiological recordings from a naturally sleeping rat in
an effort to reproduce some of the aforementioned observations.
LFPs (sampling rate 1 kHz) and multi-unit activity (40 kHz) were recorded from a
freely-moving male Lister hooded rat over a total period of 60 min. The animal was
previously implanted with two eight-channel micro-wire Teflon-coated stainless steel
electrode arrays (NB Labs, USA), one array in the mPFC area and one in the dorsal
hippocampus (recording details in [50]). Recording channels 1-8 correspond to mPFC
LFPs and channels 9-16 to hippocampal LFPs, with channel 9 corresponding to the
most lateral location (CA3) and channel 16 the most medial location (CA1) [Drs Rob
Mason and Yvonne Mbaki, unpublished data]. All data segments that corresponded
to awake behavior of the rat were removed by visual inspection of the LFPs and the
concurrent video recording of the experiment. Figure 7.3A displays a segment of the
data, recorded during a sleep session of the rat, with two of the mPFC and four of the
hippocampal LFPs.
To isolate the data segments corresponding to SO cycles (pairs of DOWN-UP states) in
the mPFC LFP (channel 2) we followed an algorithm resembling ones used elsewhere
[139, 148]:
• The signal was lowpass filtered to 5 Hz with a 1st order Butterworth filter.
• Segments that lay above 0.05 mV were taken as DOWN states and those that lay
below -0.15 mV as UP states.
• Any consecutive DOWN states less than 200 msec (5 Hz) apart were taken as one.
Same for UP states.
• If a detected DOWN state was followed by more than one or no detected UP state
before the next DOWN state, it was discarded.
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Figure 7.3: A: Rat LFP recordings from two mPFC locations (Channels 2 and 8)
and four hippocampal locations (Channels 9 to 16) during one sleep session. Black
arrows indicate distinct delta waves (DOWN states) in the cortical signals. Grey arrows
indicate sharp waves in the hippocampus. B-C: Data segments from the mPFC (B)
and the medial hippocampal signal (C). Below each signal, the filtered versions are
depicted. The cortical signal was lowpass filtered (5 Hz) and the hippocampal one was
bandpassed (150-200 Hz) and its RMS was calculated (black line). The green lines
indicate the beginning of a SO cycle or a ripple accordingly. The red lines indicate
their respective end times (in many SO cycles, these overlap with the beginning of the
next cycle). The dotted lines indicate the detection criteria for the delta waves (DOWN
states), the UP states and the ripple peaks accordingly. The red dashed line represents
the detection criterion for the beginning and end of ripples.
This process returned only data segments that contained one detected DOWN state
followed by one detected UP state, thus one SO cycle with a robust DOWN-UP transi-
tion. In total, 1162 SO cycles of average duration 767.42 msec (∼1.3 Hz) and maximum
duration 2430 msec (SD = 272.6 msec) were detected.
To detect any ripple episodes in the LFP from the medial hippocampus (channel 16), the
same algorithm as in our CA3-CA1 model (but with different event detection thresholds)
was followed:
• The signal was bandpass filtered at 150-200 Hz with a 10th order Butterworth
filter.
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• Its root mean square (RMS) was calculated over 10 msec non-overlapping bins.
The SD of the RMS was calculated over the whole signal.
• Ripples were detected when the RMS exceeded a 4×SD threshold. Their bound-
aries were set where the RMS drops below 3×SD around the ripple.
• Ripples with less than 20 msec total duration were discarded and neighbouring
ripples less than 10 ms apart were taken as one event.
The algorithm returned 1478 detected ripples of average duration 61.45 msec and max-
imum duration 151 msec (SD = 20.23 msec). Figures 7.3B-C display characteristic
segments of the original LFPs from mPFC and medial hippocampus (CA1) and the
filtered signals with detected SO cycles and ripples respectively.
We aligned all SO cycles over the minimum point of the UP state and calculated the
average DOWN-UP transition (Figure 7.4A). We then calculated the firing histogram
from all the spikes recorded close to the LFP signal (channels 2 and 3). Figure 7.4B
demonstrates that most spikes occur during the average UP state, thus verifying our
SO-detecting algorithm. We also calculated the histogram of all the spikes close to
the medial hippocampal LFP (channels 15 and 16) and correlated it with the average
DOWN-UP transition. Figure 7.4C reveals a similar tendency of (putative pyramidal)
cells in CA1 to fire during UP states, though with less modulation than the cortical
cells, since spikes appear in the average DOWN state as well. This preliminary result is
in agreement with the observation of higher probability of CA1 firing during cortical UP
states [104]. However, a larger sample of unit activity is needed to reach more robust
conclusions.
We also superimposed all the detected ripples on the average DOWN-UP transition.
Figures 7.4D-E reveal a tendency of ripples to occur during the UP state and particularly
during its onset (negative peak). This result is again in support of the various studies
on the coupling of hippocampal rippling by the cortical SO UP states [104, 149, 188].
Finally, we superimposed all the detected ripples over their minimum point and calcu-
lated the firing histogram of the spikes close to the hippocampal LFP (channels 15 and
16) in relation with the average ripple (Figure 7.4F). It appears that the spikes are phase
locked to the average ripple, similar to previous observations [53, 241] and in agreement
with our computational model (Figure 6.8), verifying our ripple-detecting algorithm.
Nevertheless, the maximal firing precedes the ripple troughs by ∼1-2 msec instead of
being superimposed (for pyramidal cells) or even slightly delayed (for interneurons) as
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Figure 7.4: A: Average DOWN-UP transition (black) derived from superimposing all
SO cycles over their minimum point (grey). B: Correlation of the average DOWN-UP
transition with cortical spikes (Channels 2 and 3). C: Correlation with hippocampal
spikes (Channels 15 and 16). Both cortex and hippocampus increase their firing at
the UP state onset (minimum point). D: Average DOWN-UP transition and raster of
detected ripples corresponding to each cycle, aligned over the the UP state onset. E:
Ripple histogram correlated with the average DOWN-UP transition. Note that most
ripples occur during the UP state. F: Correlation of the average ripple with the firing
histogram of the spikes.
was expected, according to our discussion in the previous chapter. This systematic time
shift of the recorded spikes could be due to an artifact in the recording procedure, e.g. in
the algorithmic detection of a spike time stamp or in the intrinsic filtering of the LFP
signal during recording, or even due to the very small number of spikes available (coming
from only 2 cells).
In conclusion, this preliminary data analysis (albeit from a very small sample size from
one rat) supports the aforementioned grouping role of cortical SO on hippocampal ripples
and the higher probability of hippocampal firing during cortical UP states compared to
DOWN states.
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7.4 A Model of Cortico-Hippocampal Connectivity
7.4.1 General Connectivity and PSPs
Figure 7.5 shows the basic wiring diagram we use to couple the cortical and hippocampal
models from Chapters 4 and 5 respectively. The prefrontal cortex (PFC) sends output to
both CA3 and CA1 areas. Since the SO has been shown to extend even to the entorhinal
cortex [104], we assume that the cortical output represents the output produced by
the SO of the entorhinal cortex that reaches the hippocampus. CA1 receives direct
input from the entorhinal layer 3 (EC3) via the temporoammonic pathway (TA), so
the PFC-to-CA1 connection represents multistep connections originating from PFC and
reaching CA1 through EC3. The afferent connections in CA3 are the mossy fibres
(MF) originating from the dentate gyrus (DG) which has also been shown to partially
participate in the SO [91, 104]. We therefore assume that the cortical output that is
fed into CA3 represents the polysynaptic pathway through the entorhinal cortex and
the dentate gyrus. Direct monosynaptic projections from the entorhinal cortex to CA3
are ignored. Finally, pyramidal cells in CA1 send monosynaptic projections to mPFC
[38, 73, 83, 108, 110, 184], completing a feedback loop between PFC and hippocampus
in the model.
Figure 7.5: Schematic diagram of the implemented cortico-hippocampal connectiv-
ity. The cortex provides indirect input to both CA3 and CA1 during the UP state,
through the dentate gyrus (DG) mossy fibre connections (MF) and the entorhinal cor-
tex layer 3 (EC3) temporoammonic pathway (TA). CA1 projects back to the cortex
with monosynaptic connections.
Although our goal is for both CA areas to receive an input that is somewhat realistic,
the cortex-to-hippocampus connections in the model represent polysynaptic pathways
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αsyn
EPSP EPSC Reported Reported
Reference
(mV) (nA) EPSP (mV) EPSC (nA)
PFC-CA3
PY 70 5 4.5 2-12 0.2 [113, 239]
IN 0.5 0.25 0.03 0.03 [128]
PFC-CA1
PY 2 0.16 0.13 0.16 [156]
IN 2 1 0.13 1 [69]
CA1-PFC
PY 8 9.5 3.5 10 [57, 157]
IN 13 6 0.4 8 [204]
Table 7.1: Parameter values for the synaptic strength of all types of cortico-
hippocampal synapses in the model along with the resulting EPSPs and EPSCs and
the ones reported through physiological recordings (where available). All PSPs in the
model were measured from a background membrane potential of -74.5 mV for cortical
pyramidal cells, -65.3 mV for CA3 pyramidal cells, -62.6 mV for CA1 pyramidal cells
and -62 mV for all interneurons.
involving many types of cells and therefore they are oversimplified. Both connections are
modelled according to the connectivity scheme applied in the cortical and hippocampal
models examined in chapters 4 and 5, i.e. Gaussian probability distribution of connec-
tions around each cell, with number of connections also gaussian distributed throughout
the network. The same holds for the feedback via CA1-to-mPFC projections.
Mossy fibres are mostly oriented transverse to the longitudinal axis of CA3, with very
limited overlap in the septotemporal direction [6, 8]. Temporoammonic connections
are more widespread in CA1 and are topographically organised, with each EC3 axon
covering about one quarter of the septotemporal CA3 axis [8]. For simplification, we
assign Gaussian probability distributions for both types of connection with standard
deviation (SD) of 500 cells (5 mm), which implies that both outputs will be spread
over a cluster that covers the entire extent of the CA areas. This is so that the wave
propagation of UP states in the cortical model is not reproduced in the hippocampus.
Both mossy fibres and the temporoammonic pathway excite pyramidal cells and in-
terneurons in their respective target areas [1, 69, 77, 204], so we implemented connec-
tions from cortical cells to both cell types in CA3 and CA1. To reduce further the
number of free parameters, we fix the magnitude of the unitary EPSPs to pyramidal
cells and interneurons for all cortico-hippocampal connections, so that finally only the
number of connections varies. The EPSP and/or EPSC levels, summarised in Table 7.1
and explained below, are taken from the literature (partly summarised in [56]).
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The implemented mossy fibre EPSP to pyramidal cells is 5 mV, within the reported
range of 2-12 mV [239], although the EPSC is much higher than reported (4.5 nA versus
0.2 nA. However, EPSCs up to 1 nA have been recorded [56]). The implemented synapse
triggers spikes in the CA3 pyramidal cell after a train of 4 spikes at 40 Hz, in agreement
with recordings [97]. The implemented EPSC in CA3 interneurons (30 pA) is similar to
the recorded quantal EPSC [128] (a corresponding average EPSP has not been reported).
The TA synapses lie in the stratum lacunosum moleculare of CA1 exciting the distal
dendrites of pyramidal cells [45]. As a result, they are relatively weak and get attenuated
along the dendrites, producing very small depolarisations in the somatic compartment
that have little effect on the firing properties of the cell [45, 69, 106]. We thus assign
a small somatic EPSP magnitude to these connections, 0.16 mV which is comparable
to the Schaffer collateral EPSP the cells receive from CA3 [177]. A similar EPSP
has also been used in a more complex simulation of the temporoammonic effect on
pyramidal cells [106]. The corresponding EPSC peaks at 0.13 nA which is close to
the reported 0.16 nA [156]. Moreover, the temporoammonic input exerts a powerful
feedforward inhibition in CA1, with EC3 cells possibly targeting inhibitory neurons as
well, lying in the strata lacunosum moleculare and radiatum [45, 69]. We model this
inhibition by assigning direct connections to CA1 interneurons in the model, although
these represent pyramidal-layer somatic-inhibitory neurons. The implemented EPSP is
1 mV, as suggested by recordings [69], and the peak EPSC is the same as in pyramidal
cells.
Unidirectional monosynaptic projections from hippocampal cells in CA1 and the subicu-
lum to cells in the PFC have been identified in rats, cats and primates [38, 73, 83, 108,
110, 184, 199]. These projections target mostly the mPFC and orbitofrontal cortex
and are topographically organised along the longitudinal and transverse axis of the
hippocampus. Pharmacological studies have revealed that the glutamatergic synapses
involved are primarily AMPA-receptor mediated [109], though NMDA receptors are also
present, affecting LTP induction [107]. We implement these in the model by connect-
ing all CA1 pyramidal cells with the mPFC cortical network, whose cells contain both
AMPA and NMDA synaptic currents. The hippocampal afferents have been shown to
target both cortical pyramidal cells [38] and interneurons [77, 204], thus we assign con-
nections to both cell types in mPFC. Afferents stimulation to CA1 revealed synaptic
responses in almost all (∼90%) recorded mPFC pyramidal cells [57] and most PFC in-
terneurons (∼80%, [204]). These responses consisted mostly of early EPSPs of roughly
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5-10 mV amplitude in pyramidal cells [57, 157] and one or two action potentials in
interneurons [204], followed by inhibition. They were delayed by 14-18 msec from the
stimulus [57, 73, 109] which is of the same order as the delay (36 msec) in the cell-pair
covariance peaks measured by Wierzynski et al. [234]. To simplify this connectivity, we
assign two connections from each CA1 pyramidal cell, one targeting pyramidal cells and
one interneurons. These are spread throughout the whole cortical network by setting
SD = 500 cells in the Gaussian distribution. The EPSPs are fixed (Table 7.1) and in the
modified cortical network (where g¯KNa has been reduced to 0.5 mS/cm
2) can eventually
produce an action potential in both cell types.
Finally, note that the maximum sodium-dependent potassium conductance g¯KNa, in the
dendritic compartment of cortical pyramidal cells, is reduced from 1.33 to 0.5 mS/cm2,
as in Figure 4.15 of Chapter 4. This is done to increase the excitability of pyramidal
cells, prolonging(shortening) the duration of UP(DOWN) states, so that CA3 population
bursts (and consequently ripples) can also take place during UP states. The resulting
approximate equality in the duration of UP and DOWN states allows an unbiased tem-
poral analysis of ripple occurrence in correlation with SO states.
All results presented below are taken from long-run simulations producing 40 sec of
data. These contained 32 SO cycles of average duration ∼1210 msec (0.83 Hz) when
the CA1-to-PFC connections are omitted. In the final model version where they are
included (Section 7.4.5) the SO frequency increases.
7.4.2 PFC-to-CA3: Dentate Gyrus Mossy Fiber Input
We first examine the effect of the cortical oscillatory input on CA3 which, when isolated,
exhibits quasi-synchronised population bursts at theta frequencies.
As discussed earlier, mossy fibres have a very limited spatial extent along the longitudinal
CA3 axis, with each granule cell having on average 10-18 large mossy terminals that
target only 10-15 different nearby CA3 pyramidal cells [5]. To simplify the almost one-
to-one mossy fibre projections we assign only one connection from each pyramidal cell
in the cortex (which here represents the dentate gyrus as well) to CA3 pyramidal cells.
Nevertheless, this output can reach almost any cell in CA3 due to the large SD of the
Gaussian distribution of connections. Since the same number of pyramidal cells (1000)
is implemented in both cortical and CA3 models, each CA3 cell receives on average one
input.
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Mossy fibres have been shown to excite almost 10 times more CA3 interneurons, but
with much weaker connections involving small en passant boutons and very thin (filopo-
dial) extensions of the mossy terminals [1]. This can result in an overall feedforward
inhibitory input to CA3 from the dentate gyrus discharges, although the details of the
corresponding circuits are still not well understood. Here, we present results from sim-
ulations with different average number of connections from each cortical (dentate) cell
to CA3 interneurons (kDG−IN ) and examine the effect of the amount of feedforward
inhibition on CA3 bursts.
Figure 7.6 displays the raster plot of the cortico-CA3 model for three different cases
of kDG−IN . Figure 7.6A shows the cortical SO, with the UP states providing the hip-
pocampal input, and the bottom three panels display the CA3 raster plot for (from top)
no connections to interneurons, one connection per cortical cell or 10 connections. Note
that there are 1000 cortical pyramidal cells for 100 CA3 interneurons so in the latter
two cases, each interneuron receives on average 10 and 100 connections respectively.
When interneurons receive no cortical input, pyramidal cells get depolarised producing
very clear population bursts in the UP states that involve most cells. In the DOWN
state, CA3 is free to self-organize its bursting activity but the population events are less
synchronised and coherent, involving fewer cells. As soon as the interneurons receive
even a mild excitation the UP state bursts become less coherent since early interneu-
ronal firing de-synchronizes the pyramidal cells. When feedforward inhibition on CA3
pyramidal cells becomes too strong for them to organize their firing in population bursts
during UP states, they fire sparsely in disorganised patterns. On the contrary, the less
robust the UP state bursts, the more synchronised population bursts appear in the
DOWN state. When inhibitory firing dominates the UP state, the DOWN state popu-
lation bursts are more clear and synchronised. It appears that the increased inhibition
pyramidal cells receive, and the resulting lack of pyramidal spikes, synchronizes their
post-inhibitory spiking, resulting in population bursts. The tendency of interneuronal
activity to promote such post-inhibitory “rebound” bursts was also demonstrated in hip-
pocampal electrophysiological experiments [43, 68, 96]. The difference between the case
where interneurons are weakly excited or strongly driven by the external UP state input
becomes more prominent when driving both cell populations with more connections (not
shown).
A clear counterbalance arises, within the model, between population bursts in the UP
and in the DOWN states. The stronger the cortical input to interneurons, the less
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Figure 7.6: Raster plots of the PFC-CA3 model. Pyramidal cell spikes are shown
in black and interneuronal ones in grey. A: SO in the cortical model acting as input
to the CA3 model. B: Each cortical cell connects to one CA3 pyramidal cell, while
the number of connections to interneurons varies between simulations. Three responses
of CA3 are displayed corresponding to 0, 1 and 10 connections to interneurons per
cortical cell. In both cases, the larger the feedforward inhibition in CA3, the less(more)
population bursts during the UP(DOWN) state.
pyramidal firing in the UP state but the more synchronised the bursts in the DOWN
state. In a full model including CA1, ripple responses to the CA3 bursts, will also be
indirectly dependent on the SO input in CA3. If that is mostly inhibitory, then most
ripples are eventually expected to arise during DOWN states, which contradicts most
of the studies reviewed above.
Since, by setting kDG−PY = kDG−IN = 1, interneurons receive on average 10 times more
connections than pyramidal cells, which is an anatomically realistic ratio [1], we keep this
regime for the cortico-CA3 connectivity. After a long-run simulation we detect all UP
states (whenever the total cortical synaptic activity exceeds 0.5×SD) and superimpose
all SO cycles (DOWN-UP pairs) aligned over the peak synaptic activity of the UP state
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(0 msec). CA3 pyramidal and interneuronal spikes during the same data segments are
also superimposed accordingly and the firing histograms are calculated for both cell
types (Figure 7.7). As expected, spiking activity increases during the UP states, since
the population bursts are more concentrated there and they engage more cells.
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Figure 7.7: A: Total cortical synaptic activity (grey) in the PFC-CA3 model. All UP
states are detected when the activity exceeds 0.5×SD and the window between the end
of each UP state until the end of the next is taken as a DOWN-UP pair (black lines).
B: Average SO cycle. C-D: Histograms of CA3 pyramidal (C) and interneuronal (D)
cell spikes correlated with the average SO cycle.
We also examined the correlation of individual CA3 pyramidal firing rates with the
SO. The firing rate of each pyramidal cell was calculated in 30 msec non-overlapping
bins, and was averaged over the SO cycle, detected through the total firing rate of the
cortical network (with the same detection criterion as before). Figure 7.8 displays the
Z-score normalised average firing rate of each cell over the SO cycle. Cells were stacked
according to the time of the peak of their normalised rate in descending order. It appears
that roughly half the cells fire preferentially in the DOWN state bursts while the rest
fire mostly in the UP state. The former get too inhibited by the UP state’s increased
feedforward inhibition to participate in population events. The excitation that some
of the latter cells receive from their neighbours during the DOWN state bursts is not
enough to make them burst, but the additional cortical input in the UP states drives
158
Chapter 7: A Model of Cortico-Hippocampal Interactions
them to fire. Finally, some cells that are active in the DOWN state and still receive more
excitation than the additional inhibition in the UP, participate in bursts during both
states. This distinction of pyramidal cell firing agrees with intracellular recordings in the
CA3 of anaesthetised mice, reporting a mixed modulation of pyramidal cell membrane
potentials, with some correlated with the UP state and some anticorrelated [91].
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Figure 7.8: Top: Average SO cycle calculated from the average firing rate of the whole
cortical network. Bottom: Colour coded Z-score normalised average firing rate of each
CA3 pyramidal cell (rows), arranged by their peak in descending order and aligned with
the DOWN-UP transition. Note that roughly half of the cells fire preferentially in the
DOWN state and the other half in the UP state.
7.4.3 CA1 Response to the PFC-to-CA3 Model
We first look at the characteristics of the CA1 ripples arising from the population bursts
in CA3 during the SO. We thus omit the TA input to CA1, so that the Schaffer collat-
erals are its only input. Since fewer CA3 cells participate in the population bursts, in
comparison with the pure CA3-CA1 model where all CA3 pyramidal cells were driven
by an external current, we increase the drive from CA3 to CA1 by setting the mean and
SD of the Gaussian distribution of synapses per Schaffer connection to 15 (from 13).
We examined the spiking activity in CA1 in relation with the average SO cycle, esti-
mated through the total synaptic activity of the cortical network. As in the previous
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chapter, pyramidal cells are again split into those that receive less than 22.5 synapses
for each Schaffer collateral connection (1.5 × the average of the Gaussian, 15) and those
that receive more than 22.5 synapses. We refer to the former set as the “moderately-
driven subset” and the latter as the “strongly-driven subset”. Figure 7.9 depicts the
spike histograms for interneurons and pyramidal cells, both in the strongly-driven subset
(grey) and the moderately-driven one (black). Both the former subset and the interneu-
rons increase their spiking activity during the UP state, where the CA3 bursting is more
intense. In contrast, the majority of pyramidal cells that receive an average (or below)
CA3 drive do not participate in the UP state ripples due to intense interneuronal activ-
ity. They fire mostly in the DOWN states, when the CA3 input is weaker and they can
overcome the feedforward inhibition. This is a contradiction with the findings of [104],
where most recorded CA1 pyramidal cells tended to fire in the UP state, but agrees
with anaesthesia-induced results in [91] where CA1 cells were anti-correlated with the
cortical SO, being hyperpolarised during UP states.
0
1000
Py
ra
m
id
al
S
p.
H
is
to
gr
am
-1000 -800 -600 -400 -200 0 200
0
2000
In
te
rn
eu
ro
n
S p
.
H
is
to
gr
am
lags (msec)
Figure 7.9: Spiking activity in CA1, when the cortical input targets only CA3, corre-
lated with the average SO cycle (thick line). Middle: Spike histogram of the strongly-
driven CA1 pyramidal cells (grey) and the moderately-driven subset (black). Bottom:
Spike histogram of interneurons
In the pure CA3-CA1 network, the power spectral density of the CA1 interneuronal
average membrane potential peaks in the range of 150-200 Hz (see previous chapter).
The frequency of that peak was shown to depend partly on the total excitatory input
that CA1 receives through the Schaffer collaterals. Now that there is no input to CA3
during DOWN states and the UP states produce both excitation and inhibition, the
drive to CA1 is weaker and thus the peak is broadened to a frequency range of 100-200
Hz, (Figure 7.10A).
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Figure 7.10: A: Power spectral density of the average membrane potential of CA1
interneurons when the TA input is omitted. The ripple peak corresponds to frequencies
100-200, slightly below those of the pure CA3-CA1 network. B-C: All detected ripples
superimposed on the average SO cycle and ripple histogram. D-E: Pyramidal and
interneuronal spike histograms correlated with the average ripple.
Figures 7.10B-C display the detected ripples and the ripple histogram relative to the
average SO cycle. The ripple detection algorithm is similar to the previous chapter (with
higher detection thresholds), i.e. ripples are detected when the RMS of the synaptic
activity in the default recording site exceeds 2.5×SD (the ripple limits are detected at
1.8×SD). As expected, more ripples appear during the UP state. The firing histograms of
pyramidal cells and interneurons during the average ripple are also displayed. Although
the interneuronal firing is phase locked to the ripple troughs, rhythmical spiking in
pyramidal cells is less prominent than in the isolated CA3-CA1 model. This is again
due to the low excitation the cells receive from CA3, particularly in DOWN states.
Note that the cells were not split into two groups as the strongly-driven ones fired
almost exclusively. The majority of cells produced practically no spikes during the
ripple activity.
Therefore, additional excitation to CA1 is needed to induce robust ripple activity, i.e. in-
terneurons to fire at higher frequencies and more pyramidal cells to fire during UP states
with spikes phase locked to ripples. Assigning more synapses per Schaffer collateral con-
nection to CA1 slightly increases the interneuronal oscillation frequency, but again most
pyramidal cells were inhibited during UP states (not shown). An alternative approach
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would be to assign a direct cortical input to CA1 through the TA pathway. The impor-
tance of the TA input for the coupling of CA1 with the cortical SO has been implied by
in vivo studies [63, 237] and indirectly by the role of TA on CA1 spiking and plasticity
[167] and on memory consolidation [168].
7.4.4 PFC-to-CA1: Entorhinal Cortex Temporoammonic Input
Although a topographic organization of the EC3 connections to the distal dendrites
in the stratum lacunosum moleculare in CA1 has been described [8], the exact details
of this circuit are not well understood. For example, an estimate of how many CA1
pyramidal cells or interneurons are contacted by a single EC3 axon is unknown. It has
been shown though, that the TA input has little effect on the firing of postsynaptic
pyramidal cells, but exerts a powerful inhibitory effect in CA1 activity [45, 69]. The
interneurons implemented in our model are perisomatic, lying in the stratum pyramidale,
for which limited connections are expected to arise via the TA pathway. But since the
fixed pyramidal cell EPSP, in the model, is much weaker than the interneuronal one
(Table 7.1), inhibition can easily dominate and prevent pyramidal spikes. Therefore a
large number of connections from cortical cells to CA1 pyramidal cells is needed in order
for them to overcome the strong feedforward inhibition.
We implemented various values for the numbers of pyramidal and interneuronal cells
that each cortical cell targets (kEC−PY and kEC−IN respectively), in order to test their
effect on the resulting CA1 responses. Firstly, we removed the CA3 input to isolate the
effect of the TA input on CA1. Figure 7.11 contains spike raster plots with different
sets of kEC−PY and kEC−IN (shown on top of each panel) from simulations where the
CA3 network was omitted. Note that an interneuron receives on average 10×kEC−IN
connections. In all cases, cortical DOWN states are accompanied by sparse spontaneous
firing of CA1 pyramidal cells, depolarising neighbouring interneurons. When kEC−PY
= 50 and kEC−IN = 1, the pyramidal activity is practically the same during UP and
DOWN states. Doubling kEC−PY leads to more pyramidal spikes in the UP states and
consequently more interneuronal spikes as well. Increasing kEC−IN promotes interneu-
ronal spiking and the suppression of pyramidal spikes. A further increase of kEC−PY
and kEC−IN , while keeping their ratio constant, appears to favour interneuronal activity
over pyramidal. Thus, in the last case, only few pyramidal cells fire during UP states,
with multiple spikes. The majority are suppressed by feedforward inhibition.
After restoring the Schaffer collateral connections, we examined whether the TA input
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Figure 7.11: Spike raster plot of the cortical slow oscillation (top) and the CA1
response through only the TA input. Pyramidal cell spikes are shown in black and
interneuronal ones in grey. The number of CA1 pyramidal and interneuronal cells each
cortical cell targets, on average, is given on top of each panel.
can influence CA1 in producing ripple-frequency responses; namely whether TA can shift
the spectral peak of the interneuronal average membrane potential back to 150 − 200
Hz. The corresponding spectral densities from simulations with various combinations
of kEC−PY and kEC−IN (not shown) are similar to Figure 7.10A, indicating that the
TA input alone cannot drive CA1 interneurons to oscillate at higher frequencies during
CA3 population bursts.
Since the TA input affects CA1 spiking, we next examined how pyramidal cell firing rates
depend on it. In Figure 7.12, the Z-score normalised firing rates of pyramidal cells are
plotted, same as in Figure 7.8, for various combinations of kEC−PY and kEC−IN . Similar
to CA3, most cells fire preferentially either in the UP or the DOWN states. As expected,
increasing only the pyramidal cell drive results in more UP-state active cells. Increasing
the interneuronal drive, even modestly, has the opposite effect. Moreover, an increase
163
Chapter 7: A Model of Cortico-Hippocampal Interactions
in the TA drive to pyramidal cells does not significantly improve the phase locking of
their spiking with ripple troughs (not shown). So the pyramidal spike histogram aligned
with the average ripple remains similar to Figure 7.10.
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Figure 7.12: Colour coded Z-score normalised firing rates of CA1 pyramidal cells,
for various TA inputs. The rates are averaged over all SO cycles (shown on top) and
arranged by their peak in descending order. The values of kEC−PY and kEC−IN are
shown on top of each panel. Note how the increase in the TA-induced excitation-to-
inhibition ratio favours UP state pyramidal spiking and vice versa.
It thus becomes clear that, although the TA input does not particularly affect the fre-
quency of the interneuronal responses to CA3 bursts, it does determine, to a large extent,
the fraction of pyramidal cells that will overcome the UP state-elevated inhibition. The
model suggests that a strong TA-depolarisation of CA1 pyramidal cells, compared to
interneurons, aids in reproducing the CA1 spiking behavior described in [104]. We thus
fix the TA input to kEC−PY = 200 and kEC−IN = 2. Moreover, since the Schaffer
collateral input affects the ripple-frequency responses in CA1, we further increase the
average number and SD of synapses per Schaffer connection to 18.
Figure 7.13A contains a segment of the raster plot from all three networks with these new
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parameter values. We calculated the firing histogram of all pyramidal cells belonging
either to the strongly-driven subset, or the moderately-driven one, in correlation with
the average SO cycle (Figure 7.13B). This time, the additional excitation from the TA
drives many more cells above spiking thresholds, hence spiking activity increases during
UP states in both groups. As expected, interneurons also increase their firing during
UP states.
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Figure 7.13: A: Spike raster plot of the cortical, CA3 and CA1 networks, when each
cortical cell excites 1 CA3 pyramidal cell and 1 CA3 interneuron through the dentate
gyrus input and 200 pyramidal cells and 2 interneurons through the TA pathway. B:
Spike histogram of the strongly-driven CA1 pyramidal cells (top grey), the moderately-
driven ones (top black) and the interneurons (bottom), correlated with the average SO
cycle. C: Power spectral density of the averagemembrane potential of CA1 interneurons
after increasing the CA3-to-CA1 input.
The power spectral density of the average membrane potential of CA1 interneurons
is shown in Figure 7.13C. The additional drive the interneurons receive, through the
increased Schaffer input, has shifted the peak of their oscillation back to 150-200 Hz,
bringing the CA1 oscillatory responses again within the ripple frequency range.
All ripples detected in the recording site of CA1 were superimposed on the average SO
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cycle. Approximately 12% of CA3 pyramidal cells fire on the average population burst.
The same percentage of CA1 cells fires in the corresponding ripples. This is in close
agreement with the recorded percentage (10%) in naturally sleeping rats [241]. There-
fore, it is again only a minority of cells firing in each ripple episode. Figures 7.14A,B
display a segment of the cortical synaptic activity and the corresponding CA1 activity
bandpass filtered at 150-200 Hz. Detected SO cycles and ripples are also displayed. The
ripple histogram over the average SO cycle (Figures 7.14C,D) indicates again that more
ripples appear during the UP states. Moreover, the firing histogram of CA1 pyramidal
cells in correlation with the average ripple (Figures 7.14E), reveals that the phase lock-
ing of spikes from the strongly-driven subset to the ripple troughs is now restored to a
large extent. The fact that histogram peaks do not completely overlap with the ripple
troughs is due to the ripples in DOWN states where the CA3 drive is weaker. In fact,
after subtracting DOWN state ripples by increasing the ripple detection threshold, the
prominent phase locking is restored (not shown).
Finally, to examine the SO effect on the spiking of individual CA1 pyramidal cells, we
repeated the Z-score normalised firing rate calculation for each cell, and arranged them
according to either the time of the firing rate peak (Figure 7.15A), or the number of
synapses per Schaffer input each cell receives (Figure 7.15B). The number of synapses
per Schaffer-connection that each cell receives is plotted next to each panel. Figure
7.15A indicates that, with the implemented combination of TA- and CA3-drive, roughly
half of the CA1 pyramidal cells fire preferentially during UP states. The corresponding
Schaffer-input is, on average, stronger for these cells. In fact, Figure 7.15B suggests that
the stronger the CA3 drive, the higher the probability that the cell will fire mostly in
the UP states. Therefore, both plots indicate that generally the strongly-driven cells
fire preferentially during UP states, where they receive higher depolarising input. Note
however, that some cells with strong CA3-drive get too inhibited in UP states and tend
to fire more in DOWN states. In contrast, many of the cells that receive average or
weak CA3 input, and are silent during DOWN states, get strongly depolarised from the
TA input, and thus fire in UP states. In conclusion, the correlation of a cell’s firing rate
with the SO appears to depend on a combination of both the CA3 and the TA drive.
7.4.5 CA1-to-PFC: Monosynaptic Projections
We finally implemented the monosynaptic feedback projections from CA1 to pyramidal
cells and interneurons of the cortical network (Figure 7.5) and examined its effect on
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Figure 7.14: Ripple activity in CA1 when the cortical input targets both CA3 and
CA1. A: Total synaptic currents in the cortical network. Vertical lines show the
detected SO cycles. B: Filtered synaptic conductance in the CA1 recording site (150-
200 Hz, grey) and RMS (black). Vertical lines show the time windows of detected
ripples. C-D: All detected ripples superimposed on the average SO cycle and ripple
histogram. E-F: Pyramidal and interneuronal spike histograms correlated with the
average ripple. The subset of strongly driven pyramidal cells is shown in grey.
the SO.
Figure 7.16 displays the same segment of the cortical raster plot, without and with the
inclusion of the feedback connections. The cortical excitation through CA1 activity
appears to have two principal results. It increases the SO frequency and the spiking
activity during DOWN states. Blocking the CA1 input on interneurons reveals that
the SO frequency increases due to the additional depolarisation of the pyramidal cells
during DOWN states, promoting the onset of the next UP state (which now propagates
faster). Stimulating only interneurons results in longer DOWN states and reduced wave
speed propagation of UP states, due to the hyperpolarisation of pyramidal cells.
The increased UP-state hippocampal activity also results in increased spiking in the
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Figure 7.15: A: Colour coded Z-score firing rates of CA1 pyramidal cells during the
average SO cycle. Cells are stacked according to the peak firing rate, in descending
order. The number of synapses per Schaffer collateral-connection that each cell receives,
is plotted on the left. B: Same, for cells stacked according to this number of synapses.
The average SO cycle of the cortical firing rate is shown on top of each panel.
cortex. The average firing rates of both pyramidal cells and interneurons have doubled
compared to the original cortical SO (not shown). These additional cortical spikes
are again fed back to CA3 and CA1, further enhancing hippocampal activity. Figure
7.17A displays the raster plot from all three networks, similar to Figure 7.13A (note the
smaller time scale) after the inclusion of the feedback mechanism. The elevated activity
of the cortex during DOWN states, induces less coherent population bursts in CA3.
As a consequence, ripple episodes appear to be more strongly correlated with the UP
states than before (compare Figure 7.17B with Figures 7.14C,D). The stronger input
that CA1 now receives through both CA3 and cortex induces increased CA1 firing as
well. Although the firing rates of CA1 pyramidal cells have a similar form to Figure
7.15, the proportion of cells that fire preferentially during UP states is now roughly
60% (not shown). Finally, as can be seen in Figure 7.17C, the subset of strongly driven
pyramidal cells exhibits a more prominent phase locking of spiking with ripple troughs
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Figure 7.16: Raster plot of the cortical network, depending on the CA1 feedback
projections. From top: With no CA1-to-mPFC feedback; with a feedback to both
mPFC pyramidal cells and interneurons; with no connections to mPFC interneurons;
with no connections to mPFC pyramidal cells. The same segment from all simulations
is displayed.
than when feedback projections are omitted (Figure 7.14E). However, note that the
almost continuous CA1 firing leads to particularly noisy (150-200 Hz filtered) synaptic
activity which does not go low enough, between UP-state ripple episodes, to separate
them, given the previously implemented detection threshold. This results in the need
to increase the threshold, causing some DOWN-state (lower amplitude) ripples to be
missed, but we do not expect the effect to be critical for our conclusions.
In conclusion, closing the cortico-hippocampal loop, through the CA1-to-cortex feed-
back projections, results in increased activity over the whole network, which affects the
individual features of all three components. The frequency of the SO changes along with
spiking during both UP and DOWN states. This additional firing results in stronger
input arriving to the hippocampus, promoting pyramidal cell CA1 firing during ripples.
On the other hand, the noisy and weak input arriving during DOWN states desynchro-
nises CA3 population bursts, favouring ripples during UP states.
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Figure 7.17: A: Raster plot of the cortical, CA3 and CA1 networks, after implemen-
tation of feedback projections from CA1 to cortical pyramidal cells and interneurons.
B: Ripple histogram correlated with the average SO cycle. C: Pyramidal cell firing
histogram correlated with the average ripple. Note that the phase locking of spikes
from the strongly-driven subset is more prominent.
7.5 Discussion
Much research has recently been devoted to the role of the cortical slow oscillation (SO)
impact on other brain areas including the thalamus and hippocampus. Correlations
between rhythmic events in these structures during SO have been studied, along with
their correlation with the actual SO [17, 90, 91, 104, 147, 149, 185, 188, 237]. All
these studies support the fundamental role of the SO in coupling rhythmical activity
of thalamic and hippocampal circuits, with most of them agreeing that the intense
cortical spiking in UP states exerts a strong feedforward drive on these areas, promoting
the occurrence of their intrinsic oscillatory events. In particular, thalamic spindles
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and hippocampal ripples were shown to be grouped by UP states and moreover to be
correlated with each other during those [149, 185, 188]. The spiking activity of the
various hippocampal areas during the SO has also been recently studied, often with
contradictory results [91, 104, 234].
We have reviewed here most of these studies, focusing on the correlation between ripples
and cortical SO. Analysis of a small data set from a naturally sleeping rat, showed that
CA1 spiking activity increased during UP states, verifying the entrainment of CA1 to
the cortical SO [104, 237]. Ripple episodes also increased substantially during UP states,
in agreement with the reviewed grouping role of the SO on SWRs [104, 149, 185, 188].
To study the temporal and functional relations between UP states and hippocampal
activity, we coupled our previously analysed CA3-CA1 network with the SO-exhibiting
cortical network of Compte et al. [46, 47], modified and described in Chapter 4, represent-
ing here mPFC. The implemented connectivity scheme (Figure 7.5) is a simplification of
the direct and indirect projections between mPFC and hippocampus, with the cortical
output functioning as the dentate gyrus and the entorhinal cortex input to the hippocam-
pus [8, 56], and monosynaptic projections from CA1 to cortex [38, 73, 83, 108, 110, 184]
constituting a feedback mechanism which is thought to be a pathway for memory consol-
idation [140]. Our simulations suggest that the correlation of CA3 firing and population
bursts with the cortical SO, depends on the ratio of excitation-to-inhibition induced by
the mossy fibre input. The spiking of CA1 cells and the occurrence of ripples in relation
with UP/DOWN states appears to be controlled by the excitation-to-inhibition ratio in-
duced via a combination of the Schaffer collateral and the temporoammonic input. CA1
projections to the cortex affect the SO frequency in our model, resulting to enhancement
of UP state-ripple correlations.
Below we discuss our main findings for each implemented cortico-hippocampal connec-
tion, and compare them with relevant literature. Possible extensions to the model are
also discussed.
7.5.1 Mossy Fibre Input
In Chapter 5 we showed that the CA3 network exhibits quasi-synchronous population
bursts when isolated or under a constant depolarisation. Our analysis here revealed that
the SO input to CA3 affects the occurrence of the bursts. When the pyramidal cells
receive strong enough depolarisation to overcome inhibition, most population bursts ap-
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pear during the UP states, while those in DOWN states are sparser and less synchronised
over the network. On the contrary, when interneurons receive enough input to prevent
pyramidal spiking during UP states, then well-synchronised bursts appear in DOWN
states. The tendency of interneuronal activity to synchronize post-inhibitory pyramidal
spiking has also been demonstrated in CA3 and CA1 in vitro slices [43, 68], and in vivo
recordings [96]. Since these population bursts will produce ripple responses in CA1, the
ratio of excitation to inhibition, produced within CA3 by the SO input, will determine
whether the probability of ripple occurrence will be correlated or anticorrelated with
UP states. When fixing the SO input in CA3 so that most bursts occur in UP states,
the model reproduces the widely reported correlation of ripple activity with cortical UP
states [17, 104, 149, 188]. Therefore the model predicts that a selective pharmacological
blockade of the mossy fibre input on CA3 pyramidal cells will reduce the UP state-ripple
correlation or even reverse it to DOWN states.
The average firing rates of individual pyramidal cells revealed that the SO input sepa-
rates the CA3 population into two roughly equal size groups, one firing preferentially in
UP states and the other in DOWN states. The former are driven by the UP state input,
while the latter are silenced by the enhanced inhibition from their neighbouring in-
terneurons. The relative sizes of these two groups is again determined by the excitation-
inhibition ratio that CA3 pyramidal cells receive through the SO. Stronger(weaker)
input to interneurons by UP states promotes bursts in DOWN(UP) states, increasing
the group that fires mostly during those. This distinction in CA3 cell subgroups was
also found through in vivo intracellular recordings in anaesthetised mice [91], where in-
dividual pyramidal cells exhibited a mixed modulation, some being correlated with the
UP state and some anticorrelated. However, the Isomura et al. study on anaesthetised
and naturally sleeping rats, reported increased depolarisation and preferential firing of
most cells during DOWN states [104]. It is conceivable that species-, anaesthetic- or
preparation-specific differences between the two studies, could result in differences on
the input that CA3 receives through the SO, thus affecting the size of the two sub-
groups. Alternatively, it could be that most cells in the Isomura et al. study happen to
be amongst those that get overall attenuated by the increased inhibition in UP states.
It is noteworthy that, although Isomura et al. report increased CA3 activity during
DOWN states, most ripples still occur during UP states [104]. In fact they find that
DOWN-activity is dominated by gamma oscillations which could produce more over-
all CA3 firing than population bursts (each burst involves only ∼30% of cells in the
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model), resulting in a preferential DOWN state firing. Since the current version of
our CA3 network does not support gamma frequency oscillations (possibly due to the
omission of recurrent inhibition), this remains to be examined. The lack of more bursts
during DOWN states in the experiments, can be due to the short DOWN-state dura-
tion. Potentially, the synchronisation of CA3 cells to a self-paced population burst is
already on the way during DOWN-state gamma activity, but often the UP state arrives
first, accelerating this synchronisation, so that the UP-state onset triggers production
of SWRs [A. Sirota, personal communication].
7.5.2 Temporoammonic Input
Since the average CA3 population burst involves less cells (∼12%) than in the previous
chapters where a tonic depolarisation was applied, CA1 receives a weaker input which
is not enough to drive ripple-frequency responses. In the absence of any other input
to CA1, the overall interneuronal oscillation frequency peak is below the 150-200 Hz
range and the phase locking of pyramidal firing to ripple troughs is also attenuated
(Figure 7.10). Although more ripple-like episodes occur during UP states, the majority
of pyramidal cells fire preferentially during DOWN states, where the CA3-produced
inhibition is weaker (Figure 7.9). The preferential firing of CA1 cells during DOWN
states was also found in [91], where UP states coincided with an overall hyperpolarisation
of CA1 pyramidal cells, but contradicts [104].
We implemented the TA pathway to CA1 to examine how a direct cortical input can
affect the SO entrainment on CA1. The tendency of most CA1 cells to fire during UP
states in naturally sleeping rats [104] and the correlation of TA-driven R-LM interneu-
rons lying on stratum lacunosum moleculare with the SO [90] implies that the TA could
have an active role in promoting the SO entrainment to the hippocampus [91, 104, 237].
The ability of the TA-CA1 synapse to exhibit both long-term depression and potentia-
tion [167], and the dependence of Schaffer-evoked CA1 spikes on the timing difference
between the TA and the Schaffer inputs [69, 106, 167], support the importance of the TA
input during SWS. Finally, the deficiency that TA-lesioned rats exhibited in memory
retrieval also indicates an active role of the TA input in memory consolidation.
We implemented a stronger TA input to CA1 interneurons so that the model reproduces
the inhibitory effect of TA on CA1 [69] and the SO-modulation of R-LM interneurons
[90]. The inclusion of the TA input did not increase the oscillation frequency of in-
terneurons during ripple episodes or improve the phase locking of pyramidal firing to
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ripple troughs. Additional CA3 drive was necessary for the CA1 responses to lie in the
ripple frequency range and exhibit the expected spiking properties.
However, the TA input affected the number of pyramidal cells firing during UP states
(Figure 7.15). The fraction of cells that manage to overcome the UP-state enhanced
inhibition in CA1 depended on the ratio between excitation and inhibition produced
by TA, with stronger input on pyramidal cells leading to more cells firing preferentially
during UP states. Moreover, the alteration of the SO states results in four CA1 pyrami-
dal cell subgroups, according to when they preferentially fire and the strength of their
Schaffer collateral input:
1. Pyramidal cells strongly driven by CA3 that fire preferentially during UP states
2. Pyramidal cells strongly driven by CA3 that fire preferentially during DOWN
states
3. Pyramidal cells receiving average/weak CA3 drive that fire preferentially during
UP states
4. Pyramidal cells receiving average/weak CA3 drive that fire preferentially during
DOWN states
Finally there are some cells that show very little variation in their firing during the SO.
The above segregation is brought about by the combination of direct TA- and indirect
dentate gyrus-CA3-input from the cortex. In the absence of TA, subgroups 2 and 3
largely disappear, as indicated by Figure 7.9. Although TA increased the number of UP
state spiking cells, note that the actual ripples still involve only the few strongly CA3-
driven cells (Figure 7.14E), indicating that the cells of subgroup 3 contribute mostly to
the overall CA1 spiking during UP states.
A similar distinction between CA1 cells firing preferentially either at UP or DOWN
states, or being uncorrelated with SO, was reported in Isomura et al. [104]. There, the
majority of cells fired mostly at UP states. In our model, the two relevant subgroups can
increase in size by stronger drives from Schaffer collaterals and the TA. Therefore, the
model suggests that lesioning the TA pathway could reverse the Isomura et al. obser-
vation and result in most cells being hyperpolarised during UP states and firing during
DOWN states, as observed in anaesthetised mice by [91]. Potentially, the anaesthetic
could have altered the default TA input, in favor of interneuronal activity, or even have
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suppressed it. In this case, the model predicts that a specific minority of cells would
still fire in ripples, mostly during UP states, in contrast with the rest of the population.
7.5.3 Feedback to the Cortex and Memory Consolidation
Connecting the CA1 output with the cortical network had a substantial effect on the SO.
The ratio of excitation-inhibition produced by these connections determined whether the
oscillation frequency would increase or decrease, with higher pyramidal cell excitation
leading to faster oscillations. This is due to the hippocampal activity received by the
cortex during DOWN states. Since the effect of severing these projections on the cortical
SO activity has not been studied yet, the model predicts that it could prolong DOWN
states, particularly in prefrontal cortical regions where SO cycles are usually initiated
[139].
One issue is the increased excitability of the cortical pyramidal cells in our model, re-
sulting from the decrease in g¯KNa, introduced to prolong UP states (see Section 7.4.1).
Even though the implemented CA1-to-mPFC EPSPs are inspired from literature (Table
7.1), this increased excitability leads to a somewhat exaggerated CA1-to-mPFC feed-
back, where all projections evoke spikes in their cortical targets (lower EPSPs were also
applied but yielded similar results, not shown). We thus expect the effect of the pro-
jections to be more subtle in reality. Furthermore, we do not expect that the effects
of hippocampal output on cortical cells will be directly fed back to CA3 or CA1, as in
the model, since it would need to be sustained throughout polysynaptic pathways, in
the same way as the SO. Currently, the only observed effect of these projections dur-
ing SWS is in the level of single cell-pairs between CA1 pyramidal cells and targeted
mPFC cells, whose firing appears correlated, particularly within SWRs [234]. These
spike correlations, along with the replay of temporal patterns during SWRs in CA1
and the neocortex [111, 164] are currently the only evidence of information flow from
the hippocampus to the cortex during SWS. Their modulation by ripples implies the
potential role of this feedback circuit in transferring memories to the cortex through
ripple episodes, for long-term storage. Our model supports the postulation that this
consolidation process takes place mostly during UP states [188].
The application of a Granger-causality based analysis to a set of modelled or recorded
data from mPFC, CA3 and CA1 would seem to be a promising idea to assess changes
in cortico-hippocampal information flow between UP/DOWN states and ripples. This
would be, to our knowledge, a novel approach. Nevertheless, the short duration of indi-
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vidual SO states (<1 sec) and ripples (∼100msec), prevents the effective autoregressive
modelling of the corresponding data segments (and the comparison of directionality be-
tween SO states). Furthermore, as aforementioned, the hippocampal effects on cortical
spiking are directly fed back to both CA3 and CA1, in the model. This closed loop also
prevents a potential gPDC analysis that could reveal any reversal of information flow
between UP and DOWN states in support of our earlier findings (Chapter 3).
7.5.4 Future Steps
Clearly, the implemented model architecture ignores many components that might be
crucial in the cortico-hippocampal loop, leaving out various other inputs that affect the
hippocampus and many brain areas that filter the cortical signal before it reaches the
hippocampus. Expanding the existing model with the inclusion of neuronal networks
from other brain areas, such as the thalamus, would shed further light on the general
cortico-hippocampal cross-talk during SWS. Thalamic spindle oscillations, for example,
have been shown to closely correlate with ripples [149, 185], with hippocampal discharges
often being entrained within spindles, implying a potential role of spindles in fine-tuning
the timing of ripple occurrence while keeping cortical cells activated, and making them
targets of ripple output [188]. Inclusion of plasticity in TA-CA1, CA3-CA1 and par-
ticularly CA1-mPFC synapses would also help a more detailed study of the process of
temporal pattern transfer from CA3 to CA1, and eventually to mPFC, during memory
consolidation.
However, even the relatively simplistic model developed and described here, offers a first
approach to the problem of SO-ripple correlations and can help shed light on the role of
certain important parameters and key components. To the best of our knowledge, this
is the first modelling study on the ripple-SO correlation.
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8.1 Summary of Results
A significant challenge in neuroscience lies in determining how complex interactions
between discrete populations of neurones elicit functional output. One of the major
questions in modern research, that lies within this framework, is where memories are
stored and how are they retrieved. The standard model for memory consolidation as-
sumes that new memories are stored temporarily in the hippocampal area and in closely
connected medial temporal lobe regions, whereas remote memories are stored in the neo-
cortex [33]. The transfer of memories from hippocampus to cortex for long-term storage
is generally thought to take place during slow wave sleep (SWS). One related issue is how
the hippocampus communicates with the neocortex and how information flows between
the two structures. A series of observations indicate that hippocampal ripples could be
the vehicle for information transfer to the cortex [111, 129, 234, 235]. This postulation
is supported by various studies on the correlations between hippocampal ripples and
slow oscillations in the cortex during SWS.
Having these studies as the main motivation, we have tackled the issue of cortico-
hippocampal connectivity from two different perspectives. The first part of the thesis
focused on data analysis from electrophysiological recordings, whereas in the second
part we developed a computational modelling framework. In both cases we narrowed
our analysis to SWS and anaesthesia, where a wealth of research on the subject of
cortico-hippocampal interactions has been undertaken. Towards the development of a
computational model on interactions between cortical and hippocampal outputs, we also
delved into hippocampal dynamics and intrinsic rhythms, focusing on ripple generation.
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Our goal was to reproduce part of the related studies on hippocampal dynamics and
ripples and to expand and interpret their findings, either by revealing some of the key
parameters, components and mechanisms, or by developing techniques for analysis of
relevant neurophysiological data.
In the first part of this work we described mathematical tools and statistical tech-
niques for assessing functional connectivity and directional interactions between neural
ensembles and brain areas through electrophysiologically recorded signals. An intro-
duction was given into some fundamental notions of multivariate time series analysis
and autoregressive modelling of random processes, along with a review on some of the
main statistical measures used to detect structural or functional connectivities between
multivariate time series. We focused on the notion of Granger Causality and the re-
lated measures of Partial Directed Coherence (PDC) and generalised PDC (gPDC). For
the latter, we implemented a novel critical value to detect the statistical significance
of non-zero gPDC, based on a corresponding critical value for PDC [178]. To apply
these measures, we developed a custom built numerical package in MATLAB, named
FunCAT, which performs autoregressive modelling and functional connectivity analy-
sis. We used it on LFP and unit spike data, recorded from anaesthetised rats, in order
to assess directionality of information flow between medial prefrontal cortex (mPFC)
and hippocampus, as well as intrahippocampally [202]. We also presented methods for
spike train preprocessing and their conversion to continuous signals. The effects of such
preprocessing and the relevant problems arising from it, were discussed.
Our gPDC-based connectivity analysis revealed a clear lateral-to-medial hippocampus
directionality, consistent with the established neuroanatomy of Schaffer collaterals, pro-
jecting from CA3 pyramidal cells to CA1. A reciprocal flow of information between the
mPFC and hippocampus was also detected, with the hippocampus showing an almost
continuous information flow towards the mPFC, while the mPFC-to-hippocampal infor-
mation flow peaked during short bursts of mPFC activity, reminiscent of the UP states
observed during the cortical slow oscillation. When seizure response-evoking kainic acid
was administered, a partial disruption of connectivity between the mPFC and hippocam-
pus was observed, accompanied by a partial reversal of connectivity in the hippocampus.
Our results led to the postulation of a general feedback scheme for the information flow
between the three studied brain areas, which we aimed at reproducing through the
computational modelling approach. Moreover, the reciprocal information flow between
mPFC and hippocampus and its prominent alteration by cortical UP states, motivated
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us to study the related problem of interaction between UP and DOWN states and hip-
pocampal activity.
For this reason, in the modelling part of this work, we aimed at reproducing studies
on the temporal relationships between intrinsic SWS rhythms of the neocortex and the
hippocampus. Observed correlations between cortical slow oscillations and hippocam-
pal ripples are one such example, and are thought to be important for the cortico-
hippocampal-based memory consolidation scenario. In order to tackle this from a mod-
elling perspective, we decided to couple a cortical network, exhibiting slow oscillations,
and a hippocampal model exhibiting sharp wave-ripple complexes (SWRs).
For the cortical network, we reproduced the Compte et al. model [46, 47], implemented
for the first time in the Python neural simulator “Brian” [84]. We chose this model
because of its moderate complexity, simple single cell models, relatively few variables
and inclusion of stochastic elements within a simple but realistic connectivity scheme.
After implementing a modified version in Brian, we managed to reproduce a series of
its reported features and characteristics.
In the absence of an established mechanism for ripple generation, we developed a new
computational model of the rat hippocampus, consisting of two networks that represent
the CA3 and CA1 hippocampal areas with network architecture similar to the Compte et
al. model. We described in detail the set up of the model and showed that both networks
reproduce various of the characteristic anatomical and/or functional properties of the
corresponding hippocampal areas. The two models were then coupled in a realistic
CA3-CA1 network, in order to yield SWRs, which are thought to emerge from the
interaction between CA3 and CA1. We presented the characteristics of these complexes,
compared them with those reported in literature and discussed the mechanisms behind
them and their possible implications in memory consolidation. Our model proposes a
novel mechanism for the emergence of SWRs, based on population bursts in CA3 and
strong fast-decaying recurrent inhibition in CA1.
Finally we combined the cortical slow-oscillation exhibiting model, with the ripple-
producing CA3-CA1 network. The cortical oscillatory output entrained the hippocampal
model via connections to CA3, representing the mossy fibre input, and to CA1, via the
temporoammonic input, while monosynaptic projections from CA1 to the cortex were
also included. We showed how the spiking activities of CA3 and CA1 depend on the
inhibition-excitation balance, induced by the two hippocampal inputs, and how these
can affect the observed correlations between the cortical slow oscillation and ripples.
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8.2 Some Future Directions
Perhaps one of the most interesting characteristics of SWRs is that neuronal participa-
tion in ripples is not random, with only a particular subset of pyramidal cells discharging
during most ripple episodes [241]. This inhomogeneity further supports the memory con-
solidation scenario since the cell subset appears to be formed by preexisting experiences.
Specifically, temporal sequences between correlated cells during wakeful training are pre-
served during sleep [189, 235], replayed at faster timescales during the short window of
SWRs [129]. Such findings render the generation of the particular subset of cells, that
does fire in ripples, crucial in understanding how the ripples could potentially send in-
formation to the neocortex. Most importantly, the question is how this subset changes
in novel environments. One could study these mechanisms through a combination of
electrophysiological recording analysis and modelling work. The inclusion of synaptic
plasticity in the hippocampal model we developed, in combination with the implemen-
tation of specific firing patterns as input, could yield very interesting insights into the
process. Moreover, in the full cortico-hippocampal model, one could also study the ef-
fect of such firing patterns as they reach the cortex through ripples. Another interesting
question is whether this effect depends on the cortex being in the DOWN or UP state
and whether the information transfer is more efficient in the latter case, as has been
suggested [188]. A combination of modelling work with in vivo or in vitro electrophysio-
logical recordings, which would support or reject the model’s predictions, could address
these complicated issues and give a better understanding of the processes involved.
Moreover, by examining in parallel the activity of multiple areas that are involved in
memory consolidation, one can get a more complete image of the process. Apart from
demanding parallel recordings over the involved areas, computational modelling of multi-
ple areas, even in its most simplistic form, can also prove to be a very powerful additional
tool in understanding how different formations contribute to such complex procedures as
memory formation and consolidation. To this aim, a possible expansion of the existing
cortico-hippocampal model could include neuronal networks from brain areas such as the
thalamus or the amygdala that are involved in and affect the general cross-talk between
cortex and hippocampus in deep sleep and anaesthesia. Thalamic spindle oscillations,
for example, have been shown to closely correlate with ripples [185]. Hippocampal ripple
discharges are often entrained within spindles, implying a potential role of spindles in
fine-tuned timing of hippocampal ripples, while keeping cortical cells activated to be the
targets of ripple output [188]. The temporal coupling of these rhythms under the group-
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ing role of the slow oscillation is still open for investigation through a computational
approach in combination with experimental work. Moreover, a Granger-causality based
multivariate statistical analysis of the continuous or spike data, recorded from all these
areas, could prove an important complementary tool in assessing neuronal functional
interactions.
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