We present an algorithm to solve BSDEs with jumps based on Wiener Chaos Expansion and Picard's iterations. This paper extends the results given in [6] to the case of BSDEs with jumps. We get a forward scheme where the conditional expectations are easily computed thanks to chaos decomposition formulas. Concerning the error, we derive explicit bounds with respect to the number of chaos, the discretization time step and the number of Monte Carlo simulations. We also present numerical experiments. We obtain very encouraging results in terms of speed and accuracy.
Introduction
In this paper we are interested in the numerical approximation of solutions (Y, Z, U ) to backward stochastic differential equations (BSDEs in the sequel) with jumps of the following form
where B is a 1-dimensional standard Brownian motion andÑ is a compensated Poisson process independent from B, i.e.Ñ t := N t − κt and (N t ) t is a Poisson process with intensity κ > 0. The terminal condition ξ is a real-valued F T -measurable random variable where {F t } 0≤t≤T stands for the augmented natural filtration associated with B and N . Under standard Lipschitz assumptions on the driver f , the existence and uniqueness of the solution have been stated by Tang and Li [21] , generalizing the seminal paper of Pardoux and Peng [16] . The main objective of this paper is to propose a numerical method to approximate the solution (Y, Z, U ) of (1) . In the no-jump case, there exist several methods to simulate (Y, Z). The most popular one is the method based on the dynamic programming equation, introduced by Briand, Delyon and Mémin [5] . In the Markovian case, the rate of convergence of the method has been studied by Zhang [22] and Bouchard and Touzi [3] . From a numerical point of view, the main difficulty in solving BSDEs is to compute conditional expectations. Different approaches have been proposed: Malliavin calculus [3] , regression methods [9] and quantization techniques [1] . In the general case (i.e. for a terminal condition which is not necessarily Markovian), Briand and Labart [6] have proposed a forward scheme based on Wiener chaos expansion and Picard's iterations. Thanks to the chaos decomposition formulas, conditional expectations are easily computed, which leads to an efficient, fully implementable scheme. In case of BSDEs driven by a Poisson random measure, Bouchard and Elie [2] have proposed a scheme based on the dynamic programming equation and studied the rate of convergence of the method when the terminal condition is given by ξ = g(X T ), where g is a Lipschitz function and X is a forward process. More recently, Geiss and Steinicke [8] have extended this result to the case of a terminal condition which may be a Borel function of finitely many increments of the Lévy forward process X which is not necessarily Lipschitz but only satisfies a fractional smoothness condition. In the case of jumps driven by a compensated Poisson process, Lejay, Mordecki and Torres [13] have developed a fully implementable scheme based on a random binomial tree, following the approach proposed by Briand, Delyon and Mémin [4] .
In this paper, we extend the algorithm based on Picard's iterations and Wiener chaos expansion introduced in [6] 
where D
t X (resp. D (1) t X) stands for the Malliavin derivative of the random variable X with respect to the Brownian motion (resp. w.r.t. the Poisson process).
In order to compute the previous conditional expectation, we use a Wiener chaos expansion of the random variable More precisely, we use the following orthogonal decomposition of the random variable F q (see Proposition 2.6) The point to get an implementable scheme is that we only keep a finite number of terms in this expansion: we use a finite number of chaos and we choose a finite number of functions (e 1 , we obtain
where K i (resp. C i ) denotes the Hermite (resp. Charlier) polynomial of degree i, n = (n [6] to the jump case one realizes that the main difficulty lies in the fact that there is no hypercontractivity property in the Poisson chaos decomposition case. This property plays an important role in the proof of the convergence in the Brownian case. To circumvent this problem, we exploit a recent result of Last, Penrose, Schulte and Thäle [11] , which gives a formula to compute the expectation of products of Poisson multiple integrals, and the according result for the Brownian case from Peccati and Taqqu [17] . In fact, in equation (16) of Proposition 2.9 we get an explicit expression for
in terms of a combinatoric sum of tensor products of the chaos kernels f n i . Here I n i (f n i ) denotes the multiple integral of order n i with respect to the process B +Ñ . By this expression one gets the required estimates for the truncated chaos without the hypercontractivity property. Therefore, to prove the convergence of the method we may proceed similarly to [6] , and split the error into four terms:
• the error due to Picard iterations
• the error due to the truncation onto the chaos up to order p • the error due to the finite number of basis functions (e 1 , · · · , e N ) for each chaos
• the error due to the Monte Carlo simulations to approximate the expectations appearing in the coefficients (d
The paper is organized as follows: Section 2 contains the notations and gives preliminary results, Section 3 describes the approximation procedure, Section 4 states the convergence results and Section 5 presents the algorithm and some numerical examples. Some technical results are proved in the appendix.
Definitions and Notations
Given a probability space (Ω, F, P) we consider
• S p T (R), p ∈ N, p ≥ 2, the space of all càdlàg, adapted processes φ :
• H p T (R), p ∈ N, p ≥ 2, the space of all predictable processes φ :
• L 2 (0, T ), the space of all square integrable functions on [0, T ].
• C k,l , the set of continuously differentiable functions φ : (t, x) ∈ [0, T ] × R 3 with continuous derivatives w.r.t. t (resp. w.r.t. x) up to order k (resp. up to order l).
• C k,l b , the set of continuously differentiable functions φ : (t, x) ∈ [0, T ] × R 3 with continuous and uniformly bounded derivatives w.r.t. t (resp. w.r.t. x) up to order k (resp. up to order l). The function φ is also bounded.
• ∂ j sp f 2 ∞ , the sum of the squared norms of the derivatives of f ([0, T ] × R 3 , R) w.r.t. all the space variables x which sum equals j :
• C ∞ p , the set of smooth functions f : R n −→ R (n ≥ 1) with partial derivatives of polynomial growth.
•
Hypothesis 1.1. We assume 
where D 
Wiener Chaos Expansion

Notations and useful results
Iterated integrals
We refer to [14] and [19] for more details on this section. Let us briefly recall the Wiener chaos expansion in the case of a real-valued Brownian motion and an independent Poisson process with intensity κ > 0.
We define
and
We have the following chaotic representation property
has a unique representation of the form
where
The chaos approximation of F up to order p is defined by
We also define 
where i means that the i-th index is omitted.
• Let j ∈ {0, 1}. We extend the definition of (4) and
• F with chaotic representation (4) belongs to Dom D =:
More generally, we define D m,2 as follows:
• Let m ≥ 1. We say that F satisfying (4) belongs to D m,2 if it holds
We define for l ∈ N * the seminorm
t l represents the multi-index Malliavin derivative.
Remark 2.2. By using this notation we have
• For m ≥ 1 and j ∈ N * we define D m,j as the space of all F ∈ D m,2 such that
Moreover, using Notation (7), we get
We have
Proof. Using (6), we get
Multiple integrals
In the following, λ denotes the Lebesgue measure. Setting
we get an independent random measure in the sense of Itô (see [10] ). There exists a chaotic representation by multiple integrals w.r.t. this random measure M which is equivalent to Proposition 2.1.
with
This representation is unique if we assume that the functions
In fact it holds for symmetric g k
where i k is defined in Proposition 2.1, and
If F ∈ D m,2 then we have
For the implementation of the numerical scheme we will use Hermite and Charlier polynomials. In order to do so, we provide a chaotic representation consisting only of iterated integrals of the form L 0,...,0 and L 1,...,1 for which the relations (20) and (21) below can be used.
we get an orthonormal basis of (
form an orthogonal basis of(L 2 ) ⊗m (λ ⊗ (δ 0 + κδ 1 )), the subspace of symmetric functions from
We also will use the notatioñ
.
Proof. According to [10, Theorem 1] a permutation of the coordinates of the kernels does not change the multiple integral, i.e. for any π ∈ S k we have 
and for the contraction-identification ⊗ r m (for the definition see (A.12)) it holds
we conclude from (12) and (8) that
The symmetric functions g k from Proposition 2.5 can be written as
where we sum over all k l ∈ N l and j k−l ∈ N k−l and
denotes the normalizing factor.
Lemma 2.7. Fix N ∈ N * and let 
we conclude from Proposition 2.5, (13) and (14) the orthogonal decomposition
Remark 2.8. We deduce from (15) that
In order to compute the expectation of products of multiple integrals (see formula (16) below) we introduce some notation following [11] , [20] , [17] and [15] .
• If n ∈ N * then [n] := {1, . . . , n}.
• For J ⊆ [n] we denote by O J n the singleton containing that x ∈ {0, 1} n for which
• If n 1 , . . . , n l (l ∈ N * ) are given and n := n 1 + · · · + n l we will denote by Ψ the 'natural' partition of [n] given by the summands n i :
• Let Π n denote the set of all partitions of [n] and Π * n denote the set of all subpartitions of [n].
• Let Π ≥2 (n 1 , . . . , n l ) (respectively Π =2 (n 1 , . . . , n l )) denote the set of all σ ∈ Π(n 1 , . . . , n l ) with |J| ≥ 2 (respectively |J| = 2) for all J ∈ σ.
• In order to distinguish between integration w.r.t. the Brownian motion and compensated Poisson process we consider for J B ⊆ [n] (J B will stand for integration w.r.t the Brownian motion) and introduce Π =2,≥2 (J B ; n 1 , . . . , n l ) as the set of all pairs (τ, σ) of subpartitions from Π * n (n 1 , . . . , n l ) such that for all J ∈ τ : |J| = 2 and J∈τ J = J B as well as for all J ∈ σ: |J| ≥ 2 and
e. the number of its blocks and τ := # J∈τ J.
|τ |+|σ| → R by identifying the time variables of each block of τ ∪ σ and setting x i = 0 for i ∈ J∈τ J and x i = 1 for i ∈ J∈σ J.
Example: Let n 1 = 2, n 2 = 2 and n 3 = 3. Then Ψ = {{1, 2}, {3, 4}, {5, 6, 7}}. If J B = {2, 4, 6, 7} and τ = {{2, 6},{4, 7}}, σ = {1, 3, 5} we change by τ ∪σ the function f ((
Proof. Let us assume for the moment that the f n i are of the form 
Consequently, since
From [17, Corollary 7.3 .2] we conclude
So we have shown relation (16) for the special situation (17) where each f n i is given as tensor product d
. The general assertion follows by approximation using the multilinear nature of (16) 
With the convention K −1 = 0 we have the relations
, where µ denotes the normalized centered Gaussian measure. Every square integrable random variable F , measurable with respect to F B T , admits the following orthogonal decomposition
where n = (n i ) i≥1 is a sequence of non-negative integers, |n| := i≥1 n i and (e i ) i≥1 is an orthonormal basis of L 2 (0, T ). Taking into account the normalization of the Hermite polynomials we use, we get . From now on we will use a fixed orthonormal basis (e i ) i≥1 of L 2 (0, T ) : we set
and complete this sequence to a basis in L 2 (0, T ), for example, by using the Haar basis on
where ∆B i = B t i − B t i−1 and • stands for the symmetric tensor product.
Charlier polynomials
Definition 2.10. The Charlier polynomial of order m ∈ N and of parameter t ≥ 0 is defined by
and by the relation
The sequence 
The following Lemma gives some useful properties of the chaos decomposition.
Lemma 2.11.
• For all F ∈ D 1,2 , for all i ∈ {0, 1} and for all t ≤ r, D
Truncation of the basis
Instead of summing over all k l ∈ N l and j k−l ∈ N k−l , we only consider the N first functions (e 1 , . . . , e N ) of the basis (e i ) i defined in (19) . This gives (together with the orthogonal projection onto the chaos up to order p) the following approximation of F
Let us now rewrite C N p (F ) (p ≤ N ) in terms of Hermite and Charlier polynomials. From (13) , (9), (20) and (21) we derive using the notation of Lemma 2.7 that
where we used
and Q i := ∆N i . From Lemma 2.7 we get then
where d 0 = E(F ) and 
where for r ≤ N n(r) = (n B (r), n P (r)), and n A (r) stands for (n [19, Proposition 6.2.9] ). The second result comes from [6, Proposition 2.7] . To get the last one, we write D
) (see [19, Definition 6.4 
.1]).
Remark 2.13. For t = t r and r ≥ 1, Proposition 2.12 leads to
, where e 1 := (1, 0, · · · , 0) of size N and 0 N is the vector null of size N .
The following Lemma, similar to Lemma 2.11, gives some useful properties of the operator C N p Lemma 2.14.
Let us end this subsection by some examples.
Example 2.15 (Case p = 2)
. From (23)- (24), we have
Remark 2.13 leads to
E tr (C N 2 (F )) =d 0 + r j=1 d j,B 1 K 1 (G j ) + d j,P 1 C 1 (Q j , κh) + r j=1 d j,B 2 K 2 (G j ) + d j,P 2 C 2 (Q j , κh) + r j=1 j−1 i=1 d i,j,B 2 K 1 (G i )K 1 (G j ) + d i,j,P 2 C 1 (∆N i , κh)C 1 (Q j , κh) + r i=1 r j=1 d i,j,B,P 2 K 1 (G i )C 1 (Q j , κh).
Numerical scheme
Picard's approximation
Picard's iterations: (Y 0 , Z 0 , U 0 ) = (0, 0, 0) and for q ∈ N,
It is well-known that the sequence (Y q , Z q , U q ) converges exponentially fast towards the solution (Y, Z, U ) to BSDE (1). We write this Picard scheme in a forward way. Let
Chaos approximation
Truncation of the basis
The third type of approximation comes from the truncation of the orthonormal L 2 (0, T ) basis (e i ) i≥1 defined in (19) . Instead of considering the whole basis we only keep the first N functions (e 1 , · · · , e N ) to build the chaos decomposition projections C N p . Proposition 2.12 gives us explicit formulas for 
where (G N , Q N ) ). We approximate the expectations of (24) by empirical means
In the following, we denote
(F ))) denote the conditional expectations obtained in Proposition 2.12 when 
Convergence results
We aim at bounding the error between (Y, Z) -the solution of (1) 
In the following, we denote K 
Remark 4.2. If F satisfies H m , for all l ≤ m and for all multi-indices
α = (α 1 , · · · , α l ) ∈ {0, 1} l we have for a.e. (t 1 , · · · , t l ) ∈ [0, T ] l and (s 1 , · · · , s l ) ∈ [0, T ] l that |E(D α t 1 ,··· ,t l F ) − E(D α s 1 ,··· ,s l F )| ≤ K F m (1)(|t 1 − s 1 | β F + · · · + |t l − s l | β F ).(35)
Hypothesis 4.3 (Hypothesis H
3 p,N ). Let (p, N ) ∈ N 2 . We say that a r.v. F satisfies H 3 p,N if V p,N (F ) := V(F ) + p k=1 |n|=k (n B )! (n P )!(κh) |n P | V F N i=1 K n B i (G i )C n P i (Q i , κh) < ∞,
This Remark ensues from E
Remark 4.5. Let X be the R-valued solution of . We have 
Proof of Theorem 4.6. We split the error into 4 terms : (25)- (26), 2. the truncation of the chaos decomposition : (29)- (30), 4. the Monte-Carlo approximation to compute the expectations :
It remains to combine (36), Proposition 4.9, Proposition 4.13 and Proposition 4.15 to get the first result.
Picard's iterations
The first type of error has already been studied in [21] (see the proof of Lemma 2.4), we only recall the main result.
From 
Moreover, we have
where A 0 depends on T , ξ 2 and on f (·, 0, 0, 0)
Error due to the truncation of the chaos decomposition
We assume that the integrals are computed exactly, as well as the expectations. The error is only due to the truncation of the chaos decomposition C p introduced in (5) .
For the sequel, we also need the following Lemmas. We postpone their proofs to the Appendix Appendix A.1. . 
. Then it holds for any
We get
where C 1 is a scalar and
where (2) for the definition of the norm).
Remark 4.10. We deduce from Proposition 4.9 that for all T and L
f , we have lim p→∞ E q,p = 0. When C 1 T (T +1)L 2 f < 1, i.e.
for T small enough, and if ξ satisfies H
and sup j K 1 (j, m) < ∞ since from the proof of Proposition 4.9 one concludes that 
where we have used the second property of Lemma 2.11 to rewrite the third term on the r.h.s.
From the previous equation, we bound E[sup 0≤t≤T |∆Y q+1,p t | 2 ] by using Doob's maximal inequality and the Lipschitz property of f
To bound the second term on the r.h.s. of the previous inequality, we use the first property of Lemma 2.11 and the Lipschitz property of f . Then, we bring together this term with the last one to get
Let us now upper bound 
m,2m ) (see (A.1), in the proof of Lemma 4.7), Lemma 4.7 gives the result.
Error due to the truncation of the basis
Fix N ∈ N * and put h =
, λ) such that t i = ih for i = 0, 1, . . . , N and
We refer to Section Appendix A.2 for a proof of Lemma 4.11. We refer to Appendix A.3 for the proof of Lemma 4.12.
Proposition 4.13. Assume that ξ satisfies
where C 2 is a scalar and 
It remains to apply the first property of Lemma 2.14 to get
Since ξ and I q,p satisfy (35) (see Remark 4.2 and Lemma 4.12), Lemma 4.11 gives
and (40) follows. is defined by (31) and (32). In this Section, we assume that the coefficientsd n k are independent of the vector (G 1 , · · · , G N ), which corresponds to the second approach proposed in Remark 3.1.
Error due to the Monte-Carlo approximation
Before giving an upper bound for the error, we recall the following Lemma, which measures the error between C •
Since ξ ∈ L 2 (F T ), ξ can be written as a measurable function of (B t , N t ) t≤T . Then, one gets one sample of ξ from one sample of (( 
for m = 0 : M − 1 do 6:
end for 
10:
for j = 1 : N do 11: for m = 0 : M − 1 do 12:
end for 17: end for 18: end for 19 
Numerical Examples 5.2.1. First example
The following example is borrowed from [13] . We consider a Poisson process N with κ = 1 and the following BSDE
The explicit solution is given by Table 1 gives the computational time needed by the algorithm with this choice for q, p, N and for different values of M . We notice from Figure 1 
Second example
We consider now the following BSDE
The explicit solution is given by
)(T −t)+(e c −1)(κ+γ)(T −t) , Thanks to the assumptions on f and ξ and induction hypothesis, we have F q,p ∈ D p,2 .
Then, (10) gives that g n i +l (z 1 , · · · , z n i +l ) = Iterating this inequality yields the result.
Appendix A.2. Proof of Lemma 4.11
We will prove the assertion by induction in p ∈ N. Since (C 
