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1. Introduction
Air pollution, climate change, depletion of fossil resources, and nuclear safety is-
sues are part of the most urgent problems of our century. In quest of appropriate
solutions the utilization of energy from renewable sources has gained increasing
attention in recent years. In Germany the expansion of renewable energies is
promoted by the Erneuerbare-Energien-Gesetz [1] postulating a share of 80% in
electrical energy from renewable sources in the year 2050 (effective July 2014).
While the availability of biomass and hydro power is limited, expansion of en-
ergy production from solar power and wind power is possible. These sources,
however, have the disadvantage of fluctuating energy production and suitable
strategies for energy conversion and storage are mandatory.[2,3]
Figure 1.1: Solid oxide electrolyzer cells can utilize excess electrical energy to split
water into oxygen and hydrogen (left). In times of energy shortage solid oxide fuel
cells can produce electrical energy by the reaction of hydrogen with oxygen (right).
The combined application of solid oxide electrolyzer cells (SOEC) and solid
oxide fuel cells (SOFC) allows efficient conversion between electrical and chem-
ical energy and can therefore contribute to the utilization of energies from re-
newable sources (Figure 1.1).[46] In the SOEC excess electrical energy is utilized
to split steam into oxygen and hydrogen. The produced hydrogen can be stored
1
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in gas tanks as an energy carrier. In the case of energy shortage hydrogen and
air can be converted in a SOFC to produce electrical energy.
The overall efficiency of the conversion process depends on the performance
of the electrochemical cells and their long term stability. Consequently, improve-
ment of the cells is crucial for future application. In this context, computational
methods can play a key role in the development and understanding of the cells
by providing an insight into the basic properties and mechanisms as well as
predicting degradation effects and suggesting new materials.
Figure 1.2: Different length scales in the computational investigation of solid oxide
electrochemical cells ranging from atomic level to the length scale of a whole stack.
Computational investigations are possible on different length scales as exem-
plified in Figure 1.2. On an atomic level density functional theory (DFT) can
provide information about the structure and energy of a material in its pure
and defective form. For larger ensembles of atoms techniques like Monte Carlo
(MC) allow to obtain macroscopic properties such as conductivity and defect
distribution. The performance of a whole cell or even cell stack can be simulated
by the finite element method (FEM). With the steady increase of computational
power and the development of new efficient algorithms ambitious calculations
are getting feasible enhancing the relevance of computational investigations.
2
In this work solid oxide electrolytes and electrolyzer cells are investigated
by computational methods on the three length scales with a special focus on
possible degradation effects.
In the first part density functional theory is employed to calculate the en-
ergies of defect formation in yttria stabilized zirconia (YSZ) which is the most
important electrolyte for current application in SOFC and SOEC. The focus
is then shifted to rare-earth doped ceria which shows a higher conductivity at
intermediate temperatures and is a promising candidate for the application in
SOFC. Energies of defect association and the influence of lattice vibrations are
investigated for this material.
In the second part the DFT results for ceria are applied in Monte Carlo simu-
lations to investigate the dopant distribution and its influence on the reducibility
and the oxygen ion conductivity. With this approach a connection between the
atomistic energy calculations and macroscopic phenomena, like oxygen ion con-
ductivity and long term degradation of the electrolyte, is established.
In the third part a multiphysics model is developed, applying FEM, to simu-
late the performance and possible degradation effects of electrolyzer cells. The
simulation approach is validated with results from experimentally tested cells.
This model provides an effective tool to investigate the influence of various pa-
rameters on the cell performance and estimate the impact of microstructural
degradation phenomena.
3

2. Theory
2.1. Ceria and Zirconia
Cerium oxide (ceria) is a pale yellow solid with a melting point of 2480 ◦C,[7] a
band gap of about 6 eV,[8] and a dielectric constant of 25.[9] It crystallizes in the
cubic fluorite structure (space group Fm3¯m) with Ce4+ ions forming a face cen-
tered cubic lattice and O2− ions occupying the tetrahedral voids (Figure 2.1).
Figure 2.1: Fluorite structure with M4+
ions (green) and O2− ions (red).
Zirconium oxide (zirconia) is a col-
orless solid with a melting point of
2710 ◦C,[7] a band gap of about
5.7 eV,[10] and a dielectric constant
around 55.[11] In contrast to ceria,
zirconia crystallizes in the fluorite
structure only at temperatures above
2300 ◦C. At lower temperatures it
adopts a tetragonal (P42/nmc) and
below 11001200 ◦C a monoclinic
structure (P21/c).[12] A stabilization of
the tetragonal and cubic phase even at
room temperature is possible through
doping with divalent or trivalent oxides, like rare-earth oxides (RE2O3), as in
yttria stabilized zirconia (YSZ).
It is generally accepted that the reason for the stabilization is the formation
of oxygen vacancies which accompanies the doping. In Kröger-Vink notation[13]
the doping reaction is written as (with M = Zr or Ce):
RE2O3 → 2RE′M + 3OxO + V••O (2.1)
5
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The formation of oxygen vacancies through doping leads to a high oxygen
ion conductivity in doped ceria and zirconia, which enables the application
as electrolytes in SOECs and SOFCs. The dopant ions and oxygen vacancies
dominate the defect chemistry of these materials. Nevertheless, further defects
might be created by intrinsic Frenkel (Eq. (2.2)), anti-Frenkel (Eq. (2.3)), and
Schottky (Eq. (2.4)) disorder.
MxM 
 M••••i + V′′′′M (2.2)
OxO 
 O′′i + V••O (2.3)
MxM + 2O
x
O 
 V′′′′M + 2V••O + MO2,surface (2.4)
Under reducing conditions additional oxygen vacancies can be created by the
release of oxygen gas, for example at the anode side of a SOFC. Due to the easy
reducibility of Ce4+ to Ce3+ this process is more likely in ceria than in zirconia
and the formation of small polarons, i.e. localization of electrons on the cerium
ions, is known.[1418]
2CexCe + O
x
O 
 2Ce′Ce +
1
2
O2(g) + V••O (2.5)
The formation of polarons enables electronic conduction by a hopping pro-
cess[14] which lowers the efficiency of the fuel cell but could be of interest for
catalytic applications or for the application as electrode material.
2.2. Density Functional Theory
2.2.1. Schrödinger Equation
On a quantum mechanical level the properties of a system can be described by
its wavefunction Ψ. For the stationary case Ψ can be derived by solving the
time independent Schrödinger equation:
HˆΨ = EΨ (2.6)
6
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For a system of n electrons and N nuclei without an external field the Hamil-
tonian Hˆ is defined by the kinetic energy of the particles, the interactions be-
tween the electrons, interactions between the nuclei, and mutual interactions
between the electrons and nuclei. Applying atomic units this can be written
as:
Hˆ =− 1
2
n∑
i=1
∇2i −
1
2
N∑
A=1
1
MA
∇2A +
n∑
i=1
n∑
j>i
1
rij
+
N∑
A=1
N∑
B>A
ZAZB
rAB
−
n∑
i=1
N∑
A=1
ZA
riA
(2.7)
HereMA and ZA denote mass and charge of the nucleusA and r is the distance
between two particles. The wavefunction Ψ(x1, ...,xn,R1, ...,RN) depends on
the spatial and spin coordinate x of every electron and the spatial coordinate
R of every nucleus in the system. An exact analytical solution for Eq. (2.6) is
only possible for simple systems like the hydrogen atom. For more complicated
systems only numerical solutions are possible and approximations are necessary.
The first approximation was introduced by Born and Oppenheimer[19] utilizing
the fact that the electrons are much faster than the nuclei due to their different
masses. Consequently, the motion of electrons and nuclei can be separated and
for a given nuclear configuration the Hamiltonian Hˆ reduces to the electronic
Hamiltonian Hˆel containing the kinetic energy of the electrons as well as the
electron-electron and electron-nucleus interaction:
Hˆel = Tˆel + Vˆee + VˆNe (2.8)
The nuclear coordinates only enter as parameters in the interaction of nuclei
and electrons and the total energy is given by the sum of the electronic energy
and the constant nuclear interaction.
At this point it should be noted that, although the wavefunction contains all
informations that can be known about a quantum system, it has no physical
meaning. Instead, the square of the wavefunction can be interpreted according
7
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to Born's rule as a probability density defined as
| Ψ(x1, ...,xn) |2 dx1...dxn (2.9)
which is the probability of finding all electrons simultaneously in the given
volume element. However, for real systems further approximations have to be
employed to solve Eq. (2.6).[20]
2.2.2. Hartree-Fock Theory
One of the first approaches to approximate the solution of the Schrödinger
equation was the Hartree-Fock method (HF) which is still the basis for most
quantum mechanical calculations of molecules. In the HF method the n-electron
wavefunction is expressed as a Slater determinant, the antisymmetric product
of n one-electron functions (spin orbitals χ), which fulfills the Pauli principle.
This approach reduces the problem of finding a multi electron wavefunction to
the search for a set of one electron functions. This is achieved by expanding the
Slater determinant and applying the Hamiltonian. Since the Slater determinant
is a product of the spin orbitals, the energy depends on the choice of the set
of χ. This set can be determinant by applying the variational principle which
is commonly used in quantum mechanics. It states that the energy of a trial
wavefunction Ψtrial is always larger than the energy of the correct ground state
wavefuntion Ψ0.
〈Ψtrial | Hˆ | Ψtrial〉 = Etrial ≥ E0 = 〈Ψ0 | Hˆ | Ψ0〉 (2.10)
Consequently, this holds true for the Slater determinant in the HF scheme
and the determination of the spin orbitals is given by the minimization of the
energy under the constraint of χ to be orthonormal. This leads to the Hartree-
Fock equations :
fˆiχi = iχi (2.11)
8
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Here i are Lagrangian multipliers which can be physically interpreted as
the energy of the orbitals χi. The Fock operator fˆ is an effective one electron
operator
fˆi = −1
2
∇2i −
N∑
A
ZA
riA
+ VHF(i) (2.12)
where the Hartree-Fock potential VHF(i) describes the average interaction of the
electron i with the n−1 other electrons:
VHF(xi) =
n∑
j
(Jˆj(xi)− Kˆj(xi)) (2.13)
Here Jˆ is the Coulomb operator that accounts for the interaction of the elec-
tron at position xi with the average electric field generated by the other elec-
trons. This operator is denoted as local since it only depends on the position of
one electron. In contrast, the exchange operator Kˆ corresponds to the exchange
of two electrons and is therefore denoted as non-local. It originally results from
the antisymmetry of the wavefunction and the exchange energy is a non-classical
contribution to the energy.
As can be seen from Eqs. (2.12) and (2.13) the Fock operator depends on
the spin orbitals χ and Eq. (2.11) is a pseudo-eigenvalue problem that can only
be solved iteratively. This routine is also referred as the self-consistent field
(SCF) method. However, the solution of Eq. (2.11) is by no means trivial since
it assembles a set of integro-differential equations. A rational solution was only
made possible by the Roothaan-Hall ansatz where the unknown spin orbitals
are expressed as a linear combination of known basis functions. The integro-
differential problem then reduces to an algebraic problem where the coefficients
have to be determined by matrix diagonalization.
Although the HF method is a powerful tool it fails to calculate accurate
energies. The reason is the drastic approximation of using only one Slater de-
terminant as trial wavefunction and the resulting mean-field approach where
9
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the electrons only perceive an average of the other n−1 electrons. The differ-
ence between the true ground state energy and the HF energy is denoted as the
correlation energy which is a non-classical contribution along with the exchange
energy. Since both contributions have a massive effect on calculational accuracy
they should be shortly discussed within the concept of hole functions. Figura-
tively speaking an electron at position x generates a hole in the electron density
at this position. In the case of exchange interaction this effect is restricted to
electrons of the same spin and can be explained by the Pauli principle since
two electrons sharing the same spin cannot share the same volume. This effect
is also called the Fermi hole. The correlation effects, in contrast, apply for all
electrons. They originate from the fact that the electrons try to avoid each other
because of same charge. Since this effect is due to the Coulomb repulsion it is
known as Coulomb hole.
Although the exact form of the Fermi and Coulomb hole is generally not
known, there are some specific constraints concerning the sign, the integration
over space, and the behavior for vanishing electron distance. It should be noted
that the exchange is fully covered in the HF approach due to the antisymmetry
of the Slater determinant while the Coulomb correlation is entirely neglected.
To cover the missing correlation effect, advanced methods based on HF have
been developed by using pertubation theory or increasing the number of Slater
determinants. However, another drawback of HF and post-HF is the scaling of
the computation time with the system size of at least O(n4).[20]
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2.2.3. The Electron Density
Since the wavefunction is difficult to determine but has no physical meaning, an
obvious idea would be to characterize an atomic system by a more descriptive
quantity. This quantity is the electron density ρ(r) which is defined as the prob-
ability of finding an electron with arbitrary spin in a given volume independent
of position and spin of the n−1 other electrons:
ρ(r) = n
∫
...
∫
| Ψ(x1, ...,xn) |2 dx1...dxn (2.14)
The first attempt to use solely the electron density as variable in ab initio
calculations was made by Thomas and Fermi. The Hamiltonian was constructed
from the classical expressions for the electron-electron and nucleus-electron in-
teractions as well as a simple approximation of the kinetic energy based on the
model of the homogeneous electron gas.
However, this was only a very rough approximation and failed badly in prac-
tical applications. Furthermore, the approach was rather based on intuition and
not physically justified. Another approach to utilize the electron density was
introduced by Slater to approximate the exchange interaction, which is com-
plicated in the HF scheme. This led to the Thomas-Fermi-Dirac model which
includes the kinetic, classical Coulomb, and non-classical exchange contributions
and is completely based on the electron density but still fails to predict accurate
energies.[20]
2.2.4. Hohenberg-Kohn Theorems
The basis for density functional theory are two theorems postulated by Hohen-
berg and Kohn[21] in 1964 employing a reductio ad absurdum strategy. According
to the first theorem the external potential Vext(r) is a unique functional of the
11
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electron density ρ(r) and consequently the ground state wavefunction is a func-
tional of ρ(r) too.
E ≡ E{ρ(r)} (2.15)
In their second theorem Hohenberg and Kohn stated that the variational
principle is applicable to the electron density. This means the true ground state
electron density ρ0(r) minimizes the energy.
E0 = E{ρ0(r)} ≤ E{ρ(r)} (2.16)
These theorems were originally limited to the non-degenerated case but later
works showed the validity also for the degenerated case. According to the two
theorems the search for the 3N dimensional ground state wavefunction can be
replaced by the search for the three dimensional ground state electron den-
sity. Unfortunately the theorems give no guidance how to perform this task, in
particular how to relate the ground state energy E0 with the electron density
ρ0(r).[20]
2.2.5. Kohn-Sham Equations
As outlined in the previous section the ground state energy is a unique functional
of the electron density but the mapping between energy and ρ(r) is unknown.
The practical application of DFT was only made possible through the approach
by Kohn and Sham.[22] Their ingenious idea was to reintroduce orbitals to cal-
culate the kinetic energy in a reference system. For a fictitious non-interacting
system with an effective local potential VS(r) the solution can be given by a
single Slater determinant, i.e. a product of spin orbitals φ (Kohn-Sham (KS)
orbitals) and the kinetic energy of this system can be exactly calculated. In
analogy to the HF scheme this yields the Kohn-Sham equations:[
−1
2
∇2 + VS(r)
]
φi(r) = 
KS
i φi(r) (2.17)
12
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To relate this reference system with the real interacting system the potential
Vs(r) has to be chosen such that the electron density calculated from the set of
spin orbitals equals the ground state density ρ0(r) of the real system. For that
reason Kohn and Sham separated the functional F into the following parts:
F{ρ(r)} = T0{ρ(r)}+ J{ρ(r)}+ EXC{ρ(r)} (2.18)
Here T0 is the kinetic energy of the non-interacting system and J is the
classical Coulomb energy. The exchange-correlation-functional EXC contains
the non-classical interactions of exchange and correlation as well as the part
of the kinetic energy not included in T0. The basic idea of this approach is
to calculate as much as possible exactly, by T0 and J , and to approximate the
residual by EXC. To finally relate the non-interacting system with the real
system, the energy expression in terms of the Kohn-Sham orbitals is evaluated.
It is found that VS(r) equals the effective potential Veff(r) with:
VS(r1) ≡ Veff(r1) =
∫
ρ(r2)
r12
dr2 + VXC(r1)−
N∑
A
ZA
r1A
(2.19)
Here VXC(r1) is the exchange-correlation potential defined as the derivative
of the exchange-correlation energy with respect to the electron density. Thus
the Kohn-Sham equations can be solved and the KS orbitals and the associated
ground state density can be determined. Similar to the HF approach Eq. (2.17)
has to be solved iteratively since the potential Veff(r) itself depends on the KS
orbitals. Furthermore, the KS orbitals have to be expanded in a set of known
basis functions.
Nevertheless, it should be noted that the Kohn-Sham approach so far in-
cludes no approximations assuming that the exchange-correlation functional is
known. Unfortunately, this is not the case and appropriate approximations
have to be developed. This is also the major drawback of DFT compared to
HF and post-HF methods. In conventional wavefunction based methods the
calculations can be improved by simply adding more Slater determinants. In
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contrast, the quality of the results within the KS scheme depends only on the
exchange-correlation functional whose exact form is not known. Thus, beside
some theoretical considerations the generation of new functionals merely follows
a trial and error strategy which often involves the fitting to experimental data
sets.
Furthermore, a common problem in DFT is known as self-interaction. Since
the Coulomb interaction is given by an integral over all electrons, every electron
can interact with itself. In the HF scheme this states no problem since the
artificial contributions are exactly canceled out by the corresponding exchange
contributions. However, this is not the case for DFT since the exchange energy
is only approximated. On the other hand, the major advantage of density
functional theory is its better scaling behavior1 of n3 compared to HF and post-
HF methods with scaling of at least n4.[20]
2.2.6. Exchange-Correlation-Functionals
In this section an overview of the existing types of exchange-correlation func-
tionals and their properties is given. As mentioned above the exact form of the
correct functional is not known but there are some certain requirements related
to the hole functions introduced in section 2.2.2 like the sign, the integration
over space, and the behavior for vanishing electron distance. An important
concept in this context is the adiabatic connection. In this description the non-
interacting reference system and the real system within the KS approach are
connected by a gradually increasing coupling strength parameter 0 ≤ λ ≤ 1:
Hˆλ = Tˆ + Vˆ
λ
ext + λ
n∑
i
n∑
j>i
1
rij
(2.20)
1In fact, the scaling in practical applications is much better for both methods due to opti-
mized algorithms and further approximations.
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Here Vˆ λext depends on λ such that the density always equals the density of the
full interacting system. Utilizing Eq. (2.20) the energy of the real system can
be rewritten as:
Eλ=1 = Eλ=0 +
1∫
0
dEλ (2.21)
It could be shown that the expression dEλ depends on the exchange-correlation
hole and the integration over λ leads to the coupling-strength integrated exchange-
correlation hole h¯XC. This not only includes the exchange and correlation energy
but also the non-classical part of the kinetic energy not included in T0. However,
h¯XC still has the same properties as the exchange-correlation hole.[20]
Local Density Approximation The first approach to construct an exchange-
correlation functional is based on the homogeneous electron gas that was already
utilized in the approach by Thomas and Fermi (see section 2.2.3). Instead of
calculating the exchange-correlation energy of the real system the energy of the
model system with the same electron density is taken. This formalism is known
as the local density approximation (LDA)
ELDAXC {ρ(r)} =
∫
ρ(r)XC(ρ(r))dr (2.22)
Here XC is the exchange-correlation energy per electron of the homogeneous
electron gas. The quantity XC can be separated into an exchange part X and
a correlation part C . For the exchange part an analytical expression is given:
X = −3
4
3
√
3ρ(r)
pi
(2.23)
For the correlation part no explicit expression is known. Nevertheless, tab-
ulated values are available from accurate quantum Monte-Carlo calculations.
These values are parametrized and available in modern DFT programs. The
most common LDA functional was developed by Vosko, Wilk, and Nusair[23]
(VWN).
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For spin polarized calculations this approach is referred to as the local spin
density approximation (LSD oder LSDA). The assumption that the electrons in
a real system with varying electron density behave like the electrons in a model
system with no variation is obviously a rough approximation. In particular,
this approach reduces the non-local quantities exchange and correlation to local
properties. Nevertheless, the LDA formalism has proven to work surprisingly
well for most systems which might originate from some fortunate error cancel-
lations. Properties like structures and harmonic frequencies are well described
within LDA but it shows too large binding energies and small bond lengths,
known as overbinding.
Generalized Gradient Approximation The consequent idea to improve the
quality of the LDA functional was not only to include the electron density ρ(r)
but also its gradient ∇ρ(r). This approach can be seen as a Taylor expansion of
the density where the first term corresponds to the LDA functional that is aug-
mented by the gradient of the density. Under the constraint of maintaining the
requirements of the hole functions this approach yields the generalized gradient
approximation (GGA) where the, spin-polarized, energy is expressed as:
EGGAXC {ρα, ρβ} =
∫
f (ρα, ρβ,∇ρα,∇ρβ) dr (2.24)
For the GGA functional different parametrizations were developed, mostly by
fitting to experimental data sets. Common exchange and correlation functionals
are reported by Perdew and Wang[24] (PW91), by Lee, Yang, and Parr[25] (LYP)
and by Perdew, Burke, and Ernzerhof[26] (PBE). More recently a modification
of the PBE functional optimized for the solid state has been introduced as
PBEsol.[27]
It should be noted that the GGA functional is still strictly local since the
energy on a position r only depends on the electron density and its gradient
at this position. In general the GGA functionals perform better than their
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LDA counterparts. In particular the overbinding is corrected, albeit there is a
tendency for overcorrection leading to a slight overestimation of bond length
and underestimation of binding energies.
Hubbard U Although the GGA functional performs well for most systems
there are problems with the correct representation of narrow bands in d- and f -
elements. This behavior results from the failure to account for strong Coulomb
interaction and can be traced back to the self-interaction error introduced in
section 2.2.5. The basic idea to correct this flaw is to introduce an additional
Hubbard-type Coulomb interaction for strongly correlated electrons. This ap-
proach is known as DFT+U and in the rotationally invariant formulation[28] for
GGA can be written as:
EGGA+U = EGGA+
U − J
2
·
∑
σ
[(∑
m1
nσm1,m1
)
−
( ∑
m1,m2
nσm1,m2n
σ
m2,m1
)]
(2.25)
Here U and J are adjustable parameters and nσm,m are the occupancies for
the orbitals.
Hybrid Functionals Another approach to construct an improved exchange-
correlation functional comes to mind when considering that the exchange energy
is exactly calculated within the HF scheme and is much larger than the corre-
lation energy. The basic idea is thus to take the exact exchange energy from
Hartree-Fock and to approximate only the correlation part within the GGA for-
malism. The resulting functional is a hybrid of DFT and HF contributions.
However, this simple approach performs worse than the conventional GGA
functionals. This can be explained in terms of exchange and correlation holes.
The exact holes are delocalized as outlined in section 2.2.2 while the holes in the
LDA and GGA approximation are local. Thus combination of the delocalized
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exchange hole, from HF, and the localized correlation hole, from GGA, fails to
describe the total hole. In contrast, with both holes being localized some errors
cancel out in GGA. To pursue this approach the above mentioned adiabatic
connection can be utilized. In this case a system with exchange but without
correlation is connected with a fully correlated system. It can then be expected
that the description of the holes is improved by mixing in a certain amount of
exact exchange. The amount of this exchange is mostly determined by semi-
empirical coefficients fitted to experimental data sets.
Common functionals of this type are referred to as B3LYP and B97.[29,30]
Another approach was introduced by Perdew, Burke, and Ernzerhof,[31] who
determined the amount of exact HF exchange to be 25% from perturbation
theory. Taking the remaining exchange part as well as the correlation energy
from the PBE functional the hybrid functional is known as PBE0:
EPBE0XC =
1
4
EHFX +
3
4
EPBEX + E
PBE
C (2.26)
This functional shows very good results but is computationally extremely
demanding for solids due to the slow decay of the exchange interaction. To
solve this problem Heyd et al.[32] suggested to decompose the exchange into
short range and long range interactions. In the HSE06 functional the exact
exchange is then calculated only for the short range term while the long range
interaction is approximated by the PBE functional:
EHSE06XC =
1
4
Esr,HFX +
3
4
Esr,PBEX + E
lr,PBE
X + E
PBE
C (2.27)
Indeed, this approach delivers results comparable to PBE0 but with a smaller
computational effort. Nevertheless, all hybrid functionals are computationally
demanding due to the n4 scaling of the HF exchange calculation. Thus this type
of calculation is so far limited to small systems.
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2.2.7. Application in Solids
In molecules even for relatively large systems the number of atoms is limited. In
contrast, in an extended solid state material the number of atoms is practically
infinite. Even to realize a small part of a solid would require a tremendous
number of calculation steps. To solve this problem the periodicity of a crystalline
solid can be taken into account as stated by Bloch's theorem. Since the potential
in a solid is periodic the wavefunction is invariant with respect to a certain
translation vector T:
Ψ(k, r+T) = eikTΨ(k, r) (2.28)
Here k is a quantum number in reciprocal space, in particular in the Brillouin
zone, which is connected to the symmetry of the crystal. Consequently, to
calculate the band structure of the whole solid, it is sufficient to calculate the
wavefunction in one unit cell at certain values of k.
Another important issue of the application for solids is the choice of an appro-
priate basis set. For molecules most commonly Gaussian-type oder Slater-type
orbitals are utilized which reflect the behavior of the wavefunction near the core.
However, plane waves are more convenient for the description of the periodicity
of a solid. Furthermore, plane waves have mathematical advantages and the
convergence of the basis set can be easily controlled by the energy cut-off. The
disadvantage is that the oscillation of the wavefunctions near the core requires
plane waves with high energies (Figure 2.2). Thus, the number of basis functions
is increased and the calculations slow down considerably.
To account for this problem different methods have been developed. In the
tight binding model the wavefunction is expanded in a set of atomic functions
reflecting the nodal character of the wavefunction while the periodic behavior
is considered by application of Bloch's theorem. In the so-called muffin-tin
approach the lattice is divided into atomic regions described by atomic wave-
functions and intermediate regions described by plane waves. Resulting methods
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Figure 2.2: Illustration of the 3s orbitals in an arbitrary solid. The wavefunction
shows nodal character at the cores and plane wave character in the intermediate
region.
like the augmented plane wave method (APW) and successors are very accurate
but computationally demanding.[33]
Higher efficiency is achieved by the application of pseudopotentials. Since
the wavefunction shows oscillation near the core due to the strong nuclear po-
tential the idea is to replace this potential by a weaker pseudopotential and
thereby transforming the all-electron wavefunction to a pseudo wavefunction
(see Figure 2.3). This approach can be justified by the consideration that the
valence electrons are attracted by the core but cannot enter the region of the
inner electrons due to the Pauli principle. Since both effects partly cancel out
a weaker potential for the valence electrons results. The effective potentials
can be constructed by first principles calculations for different atoms and angu-
lar momentums. Although mathematically very effective, this method has the
disadvantage that all information about the electrons near the core is lost. Fur-
thermore, the choice of the pseudopotential is a little bit arbitrary, since there
are different possible pseudopotentials for each atom.[33]
Projector Augmented Wave method Another approach which combines the
efficiency of pseudopotentials and the accuracy of the muffin-tin ansatz was de-
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Figure 2.3: Comparison of Coulomb potential (magenta) and pseudopotential (green)
as well as the corresponding physical wavefunction (red) and the pseudo wavefunc-
tion (blue).
veloped by Blöchl[34] as the projector augmented wave method (PAW). Here
the pseudopotentials are generated on-the-fly, adapting to the electronic en-
vironment. Within the pseudopotential approach the pseudo wavefunctions,
i.e. the wavefunctions in the pseudopotential, are equal to the physical all-
electron wavefunctions in the interstitial regions while inside the atomic spheres
the pseudo wavefunctions are only a bad approximation (Figure 2.3). In the
PAW method the all-electron wavefunction for the whole solid is reconstructed
through a transformation of the pseudo wavefunctions inside the atomic spheres
(PAW spheres).
| Ψn〉 =| Ψ˜n〉+
∑
i
(
| ψi〉− | ψ˜i〉
)
〈p˜i | Ψ˜n〉 (2.29)
Here Ψn and Ψ˜n denote the all-electron wavefunction and the pseudo wave-
function in the nth band, respectively. The partial waves ψn and ψ˜n expand the
wavefunctions inside the PAW spheres. The index i abbreviates the different
energy states, momentum quantum numbers, and atomic coordinates. Applying
the projector functions p˜i to the pseudo wavefunction determines the expansion
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coefficients:
ci = 〈p˜i | Ψ˜i〉 (2.30)
Eq. 2.29 can then be rewritten as:
| Ψn〉 =| Ψ˜n〉 −
∑
i
| ψ˜i〉ci +
∑
i
| ψi〉ci (2.31)
Thus the physical all-electron wavefunction is constructed from the pseudo
wavefunction (first term on the right hand) by subtracting the pseudo on-site
terms (second term on the right hand) and adding the all-electron on-site terms
(third term on the right hand). The advantage of the PAW method compared
to conventional pseudopotentials is that the nodal character of the wavefunction
is maintained and that it is universally applicable since the pseudopotential is
no longer arbitrarily chosen.
2.2.8. Finite Size Correction
The application of periodic boundary conditions to the crystal according to
Bloch's theorem enables the calculation of an infinite crystal from a single unit
cell. However, while this works perfect for a bulk cell it has a severe disadvantage
for the calculation of isolated defects. Since the cell is repeated in every direction
the defect is also repeated and the image defects interact with the defect in the
original unit cell. The defect is then no longer infinitely diluted.
This issue is especially important for charged defects since the leading term
in the interactions, the monopole Coulomb interaction, decays slowly with r−1
where r is the defect distance. Therefore, the calculation of infinitely dilute
defects would demand extensively large supercells which is not possible for com-
putational reasons. To correct the finite size errors different correction schemes
have been developed.
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Makov-Payne An early method to correct the electrostatic image interactions
has been introduced by Makov and Payne.[35] They give an explicit expression
for the energy E∞ of an isolated defect.
E∞ = Efinite +
αq2
2εL
+
2piqQ
3εL3
+O
(
L−5
)
(2.32)
Here Efinite is the calculated energy of the defect in the finite sized cell, q
and Q are the charge and the quadrupole moment of the defect, respectively, ε
is the dielectric constant, and L is the linear dimension of the supercell (which
for cubic cells is equal to the defect distance). The parameter α is the lattice
dependent Madelung constant. From Eq. (2.32) the cell size dependence of the
defect energy is obvious with a leading L−1 term due to monopole interaction and
an additional L−3 term due to dipole interaction. The higher terms of L−5 can
usually be neglected even for relatively small cells since the interaction decays
rapidly. While the monopole term is simple to determine the L−3 dependence
cannot be calculated straightforwardly for all types of cells.
Freysoldt A more sophisticated approach to correct all electrostatic finite size
errors has been reported by Freysoldt et al.[36] This approach is based on the
local electrostatic potential of the cell which can be provided by common DFT
programs. The considerations leading to the correction formalism start with the
electrostatic potential difference Vq,0 between a neutral defect and a defect with
the charge q.
Vq,0 = Vdefect,q (r)− Vdefect,0 (r) (2.33)
For this potential an artificial periodicity is introduced due to the periodic
boundary conditions in the DFT calculations. The total potential of the crystal
is then a superposition of the individual cell potentials. Under this conditions
the electrostatic energy of the cell would diverge since the infinite sized crystal
would have infinite charge. Therefore, a homogeneous background charge den-
sity ϑ= q
volume
is introduced in the DFT calculations to compensate the defect
charge.
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In practice this is done by neglecting one Fourier component in the reciprocal
space. Thus the periodic potential V˜q,0 and the non-periodic potential Vq,0 differ
in one Fourier component. To correct this difference two contributions to the
total cell energy have to be taken into account: On the one hand, the energy
due to the difference between the periodic and the non-periodic potential:
Einter =
1
2
∫
[q (r) + ϑ]
[
V˜q,0 (r)− Vq,0 (r)
]
dr3 (2.34)
On the other hand the interaction between the defect potential and the arti-
ficially introduced background charge:
Eintra = ϑ
∫
Vq,0 (r) dr3 (2.35)
To calculate these energy contributions the potentials can be separated into
a short range (sr) and a long range (lr) part.
Vq,0 (r) = V
lr
q (r) + V
sr
q,0 (r) (2.36)
Here the long range potential can be approximated by the corresponding
Coulomb interaction. The short range potential is given by the summation
over all cells. Assuming that this potential decays within one cell the periodic
potential equals the non-periodic potential except for a constant shift.
V˜ srq,0 = V
sr
q,0 + C (2.37)
The energy corrections can then be calculated by:
Einter + Eintra = Elatq − δq,0 (2.38)
with
Elatq =
∫ [
1
2
[q (r) + ϑ]
[
V˜ lrq (r)− V lrq (r)
]
+ ϑV lrq (r)
]
dr3 (2.39)
δq,0 = ϑ
∫ [
V˜q,0 (r)− V˜ lrq (r)− C
]
dr3 (2.40)
The essential advantage here is that all potentials in Eqs. (2.38) to (2.40) are
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accessible from the DFT calculations (V˜ lrq (r), V˜q,0 (r), V˜
lr
q (r)) or can be easily
approximated (V lrq (r)). The requirement for this method is that the calculated
cell is large enough so that the short range potential decays to zero as assumed
in Eq. (2.37).
Extrapolation Both methods, according to Makov and Payne as well as Freysoldt
et al., only correct the electrostatic interactions of the image defects. Finite
size errors due to elastic interactions with scaling of L−3 are not taken into ac-
count.[37] To correct for these effects the explicit extrapolation to infinite dilution
(infinite cell size) is necessary. This can be performed by calculating different
sized supercells, applying an electrostatic correction and performing a linear fit
versus L−3.
2.3. Thermodynamics
2.3.1. Defect Formation
The formation of defects depends on the corresponding Gibbs energy of forma-
tion ∆Gf containing contributions of the change of internal energy ∆Ef, volume
∆Vf and entropy ∆Sf:
∆Gf = ∆Ef + p∆Vf − T∆Sf (2.41)
Here p is the pressure and T the absolute temperature. The change in the
volume is small for defects in solids and at ambient pressures the term p∆Vf
may be neglegted. The entropic term can have a larger contribution especially
at high temperatures but is difficult to estimate (see next section). Thus, as a
simplification the Gibbs energy can be approximated by:[38]
∆Gf ≈ ∆Ef (2.42)
25
2. Theory
At 0 K the energy of formation ∆Ef (dq) of an isolated defect d with charge q is
accessible from DFT calculations according to Eq. (2.43).[39]
∆Ef (d
q) = E (dq)− E (bulk) +
∑
i
νiµi + q · (EFermi + EVBM) (2.43)
Here E (bulk) and E (dq) are the energies of the perfect bulk cell and the
defective cell, respectively. Since the number of atoms in bulk and defective
cell is different, the energy has to be corrected by the chemical potential of the
defect atom µi in an external reservoir (e.g. oxygen molecules in an oxygen
atmosphere). νi counts the number of atoms and is positive (negative) for
vacancies (interstitials). The last term in Eq. (2.43) corrects the different charge
in the cells and the energy of the electrons depends on the Fermi energy EFermi
referenced to the energy of the valence band maximum EVBM.
The potentials µi are variables which are subject to certain constraints to
ensure phase stability of the material. Therefore the potentials µcrystal in the
crystal have to be smaller than the potentials of the pure phases.[39] For zirconia
this results in:
µZrO2Zr ≤ µmetalZr (2.44)
µZrO2O ≤ µO2O (2.45)
Obviously, the potentials µZrO2Zr and µ
ZrO2
O are connected by the total potential
of the crystal which can be approximated (at 0 K) by the corresponding DFT
energy.
µZrO2Zr + 2µ
ZrO2
O = µZrO2 ≈ E(ZrO2) (2.46)
Combining Eq. (2.46) with Eqs. (2.44) and (2.45) leads to:
1
2
(
E(ZrO2)− µmetalZr
) ≤ µZrO2O ≤ µO2O (2.47)
E(ZrO2)− 2µO2O ≤ µZrO2Zr ≤ µmetalZr (2.48)
Furthermore, the energy of formation (at 0 K) of zirconia can be calculated
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from the potentials of the pure phases, zirconium metal and oxygen molecule as
determined by DFT.
∆Ef (ZrO2) = E (ZrO2)− µmetalZr − 2µO2O (2.49)
Consequently, by choosing one potential (e.g. the oxygen potential in the
gas phase) the other potential is determined by Eq. (2.46) and both individual
potentials are constrained by Eqs. (2.47) and (2.48).
2.3.2. Phonon Calculations
As stated in the previous section the energy of defect formation as calculated by
DFT (at 0 K) is only an approximation of the Gibbs energy of defect formation.
At high temperatures vibrational contributions to the total energy become more
important and are no longer negligible. The position R of every atom i with a
displacement u from its equilibrium position Req can be expressed as
Ri = Req,i + ui (2.50)
and the potential energy of the lattice is written as
U =
1
2
∑
i,j
ξ (Req,i −Req,j + ui − uj) (2.51)
where ξ is any kind of pair potential. Assuming that the displacements are small
compared to the interatomic spacing the potential energy can be expanded in a
Taylor series truncated after the second order:[40]
U =
N
2
ξ(Req)+
1
2
∑
i,j
(ui − uj)∇ξ(Ri −Rj)
+
1
4
∑
i,j
(ui − uj)2∇2ξ(Ri −Rj) (2.52)
Since the total force on every atom in its equilibrium position equals zero,
the second term on the right hand side of Eq. (2.52) (containing ∇ξ) vanishes
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and the potential energy in the harmonic approximation can be expressed as
U =
N
2
ξ(Req) +
1
4
∑
i,j
(ui − uj)2∇2ξ(Ri −Rj) = Ueq + Uharm (2.53)
For the calculation of the collective vibrations (phonons) in solid state materi-
als different methods have been developed. The most important one is the direct
method. To calculate the phonon frequencies the atoms within a supercell are
displaced from their equilibrium positions and the resulting forces on all atoms
are calculated according to the Hellmann-Feynman theorem. The calculated
forces are collected in a force constant matrix and Fourier transformed into the
dynamical matrix. Diagonalization of the dynamical matrix yields the vectors
and eigenvalues of the phonon normal modes.[41] From the frequencies the nor-
malized phonon density of states g (ω) can be constructed and the vibrational
entropy of the cell can be calculated:
Svib (T ) =NfreekB
∞∫
0
[
~ω
2kB
coth
(
~ω
2kBT
)
−ln
(
2sinh
(
~ω
2kBT
))]
g (ω) dω (2.54)
Here Nfree is the number of degrees of freedom which equals three times the
number of atoms in the cell. Analogously the free vibrational energy can be
calculated by:
F vib (T ) = NfreeTkB
∞∫
0
[
~ω
2kB
+ ln
(
1− exp
(
− ~ω
2kB
))]
g (ω) dω (2.55)
The vibrational entropy of formation ∆Sdf (V0, T ) of a single defect at a con-
stant volume V0 can be calculated from the entropy of the defective cell Sd(V0, T )
and the entropy of the perfect bulk cell Sbulk(V0, T ).
∆Sdf (V0, T ) = S
d(V0, T )− Sbulk(V0, T )± Spart(V0, T ) (2.56)
Since the number of atoms in both cells is different, the numbers of degrees
of freedom differ and have to be corrected. For a vacancy the partial entropy
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of one ion has to be added and for an interstitial it has to be subtracted. The
definition of the partial entropy depends on the chosen reservoir for the ion, e.g.
oxygen in the gas phase. If the reservoir is not specified a common approach
is to use the partial entropy Spart(V0, T ) of the specific ion in the bulk material
which can be calculated from the partial phonon density of states of this ion
according to Eq. (2.54).[42]
From the experimental point of view the more interesting quantity rather than
∆Sdf (V0, T ) is the entropy of formation at constant (zero) pressure ∆S
d
f (p0, T ).
2
For the bulk cell the entropy at p0 =0 with the temperature-dependent volume
V bulk (p0, T ) can be calculated from the entropy at volume V0 according to:
Sbulk(p0, T ) = S
bulk(V0, T ) +
V bulk(p0,T )∫
V0
(
∂S
∂V
)bulk
T
dV (2.57)
Analogously the entropy of the defective cell with the volume V d (p0, T ) can
be calculated from:
Sd(p0, T ) = S
d(V0, T ) +
V d(p0,T )∫
V0
(
∂S
∂V
)d
T
dV (2.58)
The partial derivative of the entropy with respect to the volume
(
∂S
∂V
)
can be
determined by calculating the entropy for different volumes. Of course this pro-
cedure requires the calculation of a large number of cells. While this is relatively
easy for cells with high symmetry, e.g. the bulk cell of CeO2, it is computa-
tionally demanding for cells with lower symmetry, especially defective cells, as
the number of calculations increases rapidly. To simplify these calculations two
approximations are possible: Assuming that the difference between the equi-
librium volume of bulk cell and defective cell is constant one can approximate
from the equilibrium volumes at zero temperature:
∆Vrel = V
d (p0, T =0)− V bulk (p0, T =0) (2.59)
2Under normal ambient conditions the pressure is approximately zero when dealing with
solid state materials
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Furthermore, for diluted defects it can be assumed that the derivative of the
entropy with respect to the volume only depends on the bulk properties.(
∂S
∂V
)d
T
≈
(
∂S
∂V
)bulk
T
(2.60)
Thus it is sufficient to calculate the entropy for different volumes only for
the highly symmetric bulk cell. In this case the entropy of formation for a single
defect at constant pressure p0 =0 can be written as:
∆Sdf (p0, T ) = ∆S
d
f (V0, T ) +
V bulk(p0,T )+∆Vrel∫
V bulk(p0,T )
(
∂S
∂V
)bulk
T
dV (2.61)
In addition the following relation holds true:[43](
∂S
∂V
)
T
= − 1
V
(
∂V
∂T
)
p
V
(
∂p
∂V
)
T
= αV ·BT (2.62)
Here αV and BT are the thermal expansion coefficient and the bulk modulus,
respectively. Assuming that the derivatives in Eq. (2.60) are nearly constant in
the considered volume range application of Eq. (2.62) simplifies Eq. (2.61) to:
∆Sdf (p0, T ) = ∆S
d
f (V0, T ) + ∆VrelαVBT (2.63)
2.3.3. Metropolis Monte Carlo
The expected value of a quantity A of a canonical ensemble in thermodynamic
equilibrium can be calculated by
〈A〉 =
∫
A (z) · e−E(z)/kBTdz∫
e−E(z)/kBTdz
(2.64)
where A (z) and E (z) are the quantity A and the energy of the state z, re-
spectively. To calculate 〈A〉 exactly the integrals over the whole configurational
space Ω have to be evaluated. Since Ω has the dimension 3N for N particles in
three dimensional space the evaluation for macroscopic, or at least representa-
tive, ensembles is, in general, impossible.
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The first possible solution for this problem is to discretize the system and ap-
proximate the expected value by the mean of a number of sampling points:[44]
〈A〉 ≈ A¯ =
∑
A (z) · e−E(z)/kBT∑
e−E(z)/kBT
(2.65)
In the framework of conventional Monte Carlo methods the sampling points
z are randomly selected and A (z) is weighted by the Boltzmann factor. This
method has the disadvantage that, due to the laws of large numbers, most of
the calculated A (z) will have a small contribution to A for the whole ensemble.
Thus a large number of sampling points is necessary and the calculation is
demanding.
A more sophisticated method to choose the sampling points has been in-
troduced by Metropolis et al.[45] The basic idea of their method is, instead of
choosing the sampling points with equal probability and weighting with the
Boltzmann factor, to choose the sampling points directly with a probability
proportional to the Boltzmann factor. Consequently, the number of sampling
points is drastically reduced since only states with a large contribution to A are
chosen.
In the Metropolis Monte Carlo (MMC) algorithm this is realized by construct-
ing a Markow chain where every state zi+1 is created from the preliminary state
zi by the transition probability P (zi+1 ← zi). By repetitively applying P to
a randomly chosen probability distribution (e.g. an uniform distribution) it is
assumed that this leads to the desired probability distribution W (z). For a
canonical ensemble this probability function is given by:
W (zi) =
e−E(zi)/kBT∫
e−E(z)/kBTdz
(2.66)
A sufficient condition that the probability function truly convergences to the
desired function W (z) is the detailed balance:
P (zi+1 ← zi)W (zi) = P (zi ← zi+1)W (zi+1) (2.67)
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In the MMC scheme the probability function P is chosen as:
P (zi+1 ← zi) = 1 for ∆E (zi) ≤ 0
P (zi+1 ← zi) = e−∆E(zi)/kBT for ∆E (zi) > 0 (2.68)
Here ∆E (zi) equals the difference between subsequent state and preliminary
state E (zi+1)− E (zi). Indeed, inserting Eqs. (2.66) and (2.68) into Eq. (2.67)
shows that the detailed balance is fulfilled. For practical application the algo-
rithm can be implemented as follows:
1. create a random state zi
2. generate a consecutive state zi+1 from the previous state, e.g. by moving
or interchanging particles
3. calculate the energy ∆E (zi) = E (zi+1)− E (zi)
4. if ∆E (zi) is negative or zero accept the new state zi+1 otherwise accept
zi+1 with the probability e−∆E(zi)/kBT
5. continue with step 2 until equilibrium is reached, i.e. Eq. (2.67) is fulfilled
Once equilibrium is reached every state is generated with a probability propor-
tional to Eq. (2.66) and can be used as sampling point to evaluate any quantity
of the ensemble.
One important question regarding the algorithm is how the energy difference
∆E (zi) is calculated. Obviously, for an adequate ensemble size the calculation
of the energy for every generated state applying first principles calculations
would be tremendously demanding. Thus, to rely on DFT energies a sensible
parametrization is necessary.
For the simulation of the defect distribution in a static ionic lattice it is
sufficient to know the change in the configurational energy attributed to every
permutation of two lattice elements. Applying a pair interaction approach it
can be assumed that the total lattice energy is determined by the sum over all
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pair interactions between constituting ions which can be calculated by means of
DFT.
Elattice =
∑
d
Edcat-cat +
∑
d
Edan-an +
∑
d
Edcat-an (2.69)
Where Edcat-cat, E
d
an-an and E
d
cat-an denote the interactions between cations,
between anions, and the mutual cation-anion interaction for the distance d,
respectively. Consequently, the energy contribution from the cation interaction
for one particular distance can be calculated from the number of interactions
Nij and the pair binding energies ∆Eij between the ions of type i and j.
Edcat-cat =
∑
i=1
∑
j≤i
Ndij∆E
d
ij (2.70)
Since the total number of pair interactions is determined by the total number
of ions and the coordination number z, the following constraint can be applied
for every ion type and distance:
2Ndii +
∑
j 6=i
Ndij = z
dNi ∀ i (2.71)
Defining one type of cation as host cation, in this case Ce4+, letting the
indices cover only the dopants and applying Eq. (2.71) to Eq. (2.70) the energy
for the cations can be rewritten as:3
Edcat-cat =
zd
2
∆ECeCe
(
NCe −
∑
i
Ni
)
+ zd
∑
i
Ni∆E
d
iCe
+
∑
i
∑
j≤i
Ndij
(
∆Edij + ∆E
d
CeCe −
(
∆EdiCe + ∆E
d
jCe
))
(2.72)
Abbreviating the first two terms on the right hand side to E0,dcat-cat and sum-
marizing the energy expression in the last term to εdij yields:
Edcat-cat = E
0,d
cat-cat +
∑
i
∑
j≤i
Ndijε
d
ij (2.73)
The term E0,dcat-cat is independent of the defect distribution and is only a func-
tion of the composition. It can be interpreted as a hypothetical reference system
3A more detailed derivation can be found in the appendix.
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where the defects do not interact, i.e. they are all at infinite distance to each
other. The term εdij is the association energy between the two types of defects
i and j, i.e. the energy difference between the defects in infinite distance and
in the distance d. The right hand term in Eq. (2.73) is thus the configurational
energy that depends on the defect distribution.
This formulation is valid for all interaction distances and can analogously be
derived for the interaction between anions and the mutual cation-anion inter-
action. Assuming only oxygen ions (O) and oxygen vacancies (V) in the anion
lattice, the corresponding association energies are defined as:
εdVV = ∆E
d
OO + ∆E
d
VV − 2∆EdOV (2.74)
εdiV = ∆E
d
OCe + ∆E
d
Vi −
(
∆EdVCe + ∆E
d
Oi
)
(2.75)
The total configurational energy of the lattice within the pair interaction
approach can then be written as:
Econf =
∑
d
∑
i
∑
j≤i
Ndijε
d
ij +
∑
d
∑
i
NdiVε
d
iV +
∑
d
NdVVε
d
VV (2.76)
This formulation has two advantages: On the one hand it reduces the inter-
actions to be considered in the MMC simulations to the interactions between
defects. On the other hand the corresponding association energies are accessible
by DFT calculations.
It should be noted that the introduction of defects into the host lattice leads
to a relaxation of the atomic positions. As long as one is only interested in
the defect distribution this effect is not of importance in the MMC simulations
and the atomic positions are considered as static. Nevertheless, the effect is
implicitly covered by the association energies since the relaxation is included in
the DFT calculations.
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2.4. Solid Oxide Electrolyzer Cells
2.4.1. Electrochemistry
A solid oxide electrolyzer cell produces hydrogen from steam applying an exter-
nal electric voltage:
H2O→ H2 + 1
2
O2 (2.77)
On the cathode side of the cell water is reduced to hydrogen gas and oxygen
ions which migrate through the dense electrolyte to the anode to be oxidized to
molecular oxygen (Figure 2.4).
Figure 2.4: Illustration of a solid oxide electrolyzer cell. Cathode (left): Reduction
of water molecules to hydrogen gas and oxygen ions. Anode (right): Oxidation of
oxygen ions after migration through the dense electrolyte.
Under open circuit conditions the cell voltage can be expressed by application
of the Nernst equation, resulting in:
UOCV = U0 +
RT
2F
ln
pinletH2 (pinletO2 ) 12
pinletH2O
 (2.78)
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Here pinleti is the partial pressure of the component i in the feed gas with-
out reaction and U0 is the temperature dependent standard potential of reac-
tion (2.77):[46]
U0 = 1.29 V− 2.92 V · 10−4 (T − 273 K)K (2.79)
It is obvious that with increasing temperature the standard potential and thus
the demand of electrical energy for electrolysis decreases. Since the enthalpy of
the reaction is nearly constant for a wide range of temperatures, operation at
high temperature is beneficial in terms of conversion efficiency.[47]
Under electrolysis conditions the cell voltage increases with increasing cur-
rent density due to the contributions of ohmic (ηohm), activation (ηact), and
concentration overpotential (ηconc).
Ucell = UOCV + ηohm + ηact + ηconc (2.80)
Ohmic overpotential The ohmic overpotential ηohm is due to the ohmic re-
sistance of the electrolyte and the electrodes. Assuming that the phases are
homogeneous it can be expressed with the electrical conductivity σ and the
layer thickness ∆z of the electrolyte and the electrode layers, respectively:
ηohm =
i ·∆z
σ
(2.81)
The electric current density i is described by Ohm's law,
i = −σ∇φ (2.82)
where ∇φ is the electric potential gradient within the electrolyte or electrode.
Activation Overpotential The activation overpotential ηact occurs due to the
kinetically hindered reaction at the electrodes. A common approximation for
the electrode kinetics is the Butler-Volmer-equation assuming one electron trans-
fer:[48]
irct = iex
(
CR · exp
(
zαF
RT
ηact
)
− CO · exp
(
−z (1− α)F
RT
ηact
))
(2.83)
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Here iex is the exchange current density, α is the charge transfer coefficient
and z is the number of electrons transferred in the reaction. In the classical
Butler-Volmer equation the coefficients CR and CO are unity and the current
density irct is independent of changes of the reactant's concentration at the
electrode surface. In this approach reaction steps like adsorption, dissociation,
and desorption of reacting species are neglected. These processes might be
covered by the coefficients CR and CO to include the change of the reactant's
concentration yielding the concentration polarized form of the Butler-Volmer
equation. From the interface current density irct the reaction rate Γ can be
calculated by Faraday's law:
Γ =
1
A
dn
dt
= − irct
zF
(2.84)
Here A is the area of the reaction and n is the amount of substance.
Concentration Overpotential The reaction leads to a depletion of educt
species and enrichment of product species in the reaction zones, which affects
the overpotentials in two ways. On the one hand the electrode kinetics as given
in Eq. (2.83) might be affected through the change of CR and CO. On the other
the local equilibrium potential is altered as given by Eq. (2.78). The concen-
tration overpotential ηconc is therefore defined as the change in the equilibrium
potential due to the change in concentration:[46,49,50]
ηconc =
RT
2F
ln
 pinletH2O (pO2) 12 pH2
pH2O
(
pinletO2
) 1
2 pinletH2
 (2.85)
The transport of species to and from the reaction sites is limited by the
diffusion in the porous electrodes. The simplest description of the diffusion flux
ji of species i is given by Fick's law:
ji = −Deffi ∇ci (2.86)
Here ∇c is the concentration gradient and Deff is the effective diffusion co-
efficient. In a porous material the diffusion is hindered by the porosity Φ and
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tortuosity τ of the porous phase. Furthermore, if the pore dimension is smaller
than the mean free path of the molecules Knudsen diffusion has to be consid-
ered. The resulting effective diffusion coefficient can be calculated from the
binary (Di,j) and Knudsen (Di,k) coefficients by the Bosanquet formula:[51]
Deffi =
Φ
τ
(
1
Di,j
+
1
Di,k
)−1
(2.87)
For mixtures of gases with considerably different molecular masses, a better
description of the diffusion is given by the Stefan-Maxwell equation.[52] The
combination of Stefan-Maxwell equation and Knudsen diffusion is known as the
Dusty-Gas model. A simplified approach has been developed by Kong et al.[53]
introducing corrected diffusion coefficients in Fick's law:
ji = −Dcorri ∇ci (2.88)
Here the diffusion coefficients depends on the molar fractions xi of the gases:
1
Dcorri
=
τ
Φ
 1
Di,k
+
(∑
j 6=i
xj
Di,j
)1 + xi√Mi∑
j 6=i
xj
√
Mj

 (2.89)
In the porous anode the total pressure increases due to the production of
oxygen gas. A permeation flow of the gas away from the reaction side therefore
has to be computed applying Darcy's law:
u = − K
µvis
∇p (2.90)
Here u and µvis are the velocity and viscosity of the gas, respectively, and K
is the permeability of the porous medium which can be derived by the Kozeny-
Carman relation from porosity and mean pore radius rpore:[54]
K =
Φ · r2pore
20
(2.91)
In the gas flow layers the velocity of the gases can be described by the Navier-
Stokes equation for incompressible gases under steady-state conditions, with the
external force F, the fluid pressure p and the fluid density ρ:
ρ (u · ∇u) = ∇
[
−p+ µvis
(
∇u+ (∇u)T
)]
+ F (2.92)
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2.4.2. Finite Element Method
The finite element method (FEM) allows the numerical solution of a physical
model that is mathematically described by a set of partial differential equa-
tions.[55,56] For such a model an analytical solution is generally not available.
Consequently, for the exact solution of the model a numerical evaluation of
the equations at any geometrical point would be necessary, resulting in infinite
computation time. FEM approximates the exact solution by dividing the model
domain into finite elements and solving the differential equations for every ele-
ment.
In practice, two-dimensional domains are generally divided into a mesh of tri-
angles or parallelograms while three-dimensional domains are meshed by tetra-
hedrons or cuboid elements. The selection of the mesh is crucial for the quality
of the solution. With an increasing number of mesh elements a better solu-
tion, i.e. approximation of the exact solution, is accomplished but in return
the computation time is increased. A sensible generation of the mesh takes into
account the physics and geometric structure of the model. Increasing the num-
ber of mesh elements is recommended for domains where large gradients can be
expected for the solved variables.
For each mesh element a set of trial functions is defined and the linear combi-
nation of the trial functions is a possible solution of the numeric approximation.
Between the mesh elements and at the domain edges appropriate boundary con-
ditions are applied. This problem can be transformed into a system of linear
equations thus translating the problem of differential equations into an alge-
braic problem that can be solved by either direct oder iterative methods. The
computational demand for the solution depends on the number of degrees of
freedom (DOF) in the calculations which in turn depends on the number of
mesh elements and the number of solved variables.
The wide application of the finite element method especially in engineering
39
2. Theory
science has led to the development of efficient computation schemes and their
implementation in commercial software which is described elsewhere.[55,56]
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3.1. Density Functional Theory
3.1.1. General Computational Setup
All first principles calculations were performed by means of density functional
theory within the projector augmented-wave method[34] using the Vienna Ab ini-
tio Simulation Package (VASP).[57,58] The generalized gradient approximation
according to Perdew, Burke, and Ernzerhof[26] was chosen for the exchange-
correlation functional. A Hubbard U -parameter was added to account for the
localization of strongly correlated electrons in ceria by the rotational invariant
approach (further denoted as PBE+U).[28] A value of 5 eV for the 4f -orbitals
of cerium was chosen according to earlier studies.[59,60] Further test calcula-
tions with different exchange-correlation functionals were performed applying
the PBE functional without U -parameter (PBE), the revised GGA functional
for solids PBEsol with (PBEsol+U) and without (PBEsol) U -parameter, the lo-
cal density approximation (LDA) as well as the hybrid functional HSE06.[32,61]
The electronic wavefunctions were expanded in a set of plane waves with
an energy cut-off of 500 eV and for the k-point sampling a 6Ö6Ö6 Monkhorst-
Pack[62] mesh was chosen for the fluorite unit cell. For calculations applying the
HSE06 functional the k-point mesh was reduced to 4Ö4Ö4 due to computational
limitations. For all supercells the number of k-points was adapted accordingly.
The convergence parameters for electronic and ionic relaxation were set to
10−4 eV and 10−2 eV/Å, respectively. For oxygen, cerium, and zirconium the
configurations 2s22p4, 5s25p66s25d14f 1, and 4s24p64d25s2 were treated as va-
lence electrons, respectively. For all defective cells the total number of electrons
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in the cell was adapted to reproduce the actual charge state of the different
defects, e.g. (Ce32O63)2+ for a ceria cell with a fully charged oxygen vacancy.
The lattice constant of pure ceria was determined by fitting a Birch-Murnag-
han equation of state[63,64] to the energy for different cell volumes. The resulting
lattice constant of 5.49 Å was applied for all subsequent calculations if not
mentioned otherwise.
3.1.2. Phonon Calculations
To guarantee a sufficient accuracy of the calculated forces the convergence
parameters for electronic and ionic relaxation were adjusted to 10−7 eV and
10−4 eV/Å respectively and the reciprocal projection scheme was used in phonon
calculations.
The phonon frequencies at constant volume were calculated using the finite
difference method by Parlinski et al.[65] For the construction of the displacements
and the post-processing the commercial software MedeAr was employed.
In a first step the investigated structure was relaxed. Starting from the re-
laxed structure, cells with atomic displacements of ±0.005 Å were created. For
all created cells the electronic ground state was calculated and the Hellmann-
Feynman forces acting on the ions were used to build the force constant ma-
trix. After Fourier transformation the diagonalization of the dynamical matrix
yielded the phonon frequencies for different wave vectors. The vibrational en-
tropies and free energies were calculated according to Eqs. (2.54) and (2.55).
The relaxation volumes ∆Vrel for the defects were calculated by comparing the
volume of the bulk cell and the relaxed volume of the defective cell at zero
temperature.
The entropy and free energy of bulk ceria were calculated for ten volumes
from 34.4 Å3 to 44.4 Å3 per formula unit. The equilibrium volume V bulk (p0, T )
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and the bulk modulus BT (T ) were determined by fitting a third order equation
of state[63,64] to the free energy. The volumetric thermal expansion coefficient
αV (T ) was obtained from the derivative of V bulk (p0, T ).
3.1.3. Association Energies
The association energy of two defects i and j was obtained by calculating the
energy of a cell with both defects adjacent in dth neighbor position, Edi−j, and a
cell with both defects isolated from each other, Eisolatedi−j , and subtracting both
values.
εdi−j = E
d
i−j − Eisolatedi−j (3.1)
This is valid only if the defects in the isolated case have an infinite distance
leading to infinite sized cells. For this reason the association energies were
calculated for various supercells (2Ö2Ö2 up to 3Ö3Ö4) thus varying the distance
in the isolated case. The energies were corrected for monopole interactions of
the charged defects and extrapolated to r−3 → 0 to account for higher order
interactions with r being the distance of the defects. This approach will be
referred to as one cell method. In an alternative approach the association energy
was calculated with single defects in separated cells instead of isolated defects
in one cell which will be referred to as two cell method.
εdi−j = E
d
i−j − (Ei + Ej) + Ebulk (3.2)
Again a monopole correction and extrapolation to infinite dilution were ap-
plied. Both methods are in the spirit of the Makov-Payne formalism as men-
tioned in section 2.2.8.[35]
In a third approach the association energies were determined from 2Ö2Ö2
supercells containing multiple defects. Three different dopant fractions x were
chosen with x=0.0625, x=0.125, and x=0.1875 corresponding to two, four, and
six rare-earth ions and one, two, and three oxygen vacancies in the supercell,
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respectively. For all dopant fractions the energies for a set of different defect
configurations were calculated. Assuming a pair interaction model and knowing
the numbers of all interaction pairs for different distances the association ener-
gies for each dopant fraction can be determined by solving the system of linear
equations: 
1 N1,1 .. Nn,1
.. .. .. ..
.. .. .. ..
1 N1,k .. Nn,k


E0
ε1
..
εn
 =

E1
..
..
Ek
 (3.3)
Here the index from 1 to k distinguishes all calculated configurations while
the index from 1 to n distinguishes the interacting pairs and the corresponding
association energies. E0 is the configuration independent energy as introduced
in Eq. (2.73) which per definition is equal for all cells of a given dopant fraction.
By the solution of Eq. (3.3) for the unknown vector (E0, .., .., εn)
T the association
energies are determined. Since the system of linear equations is overdetermined
the solution is optimized by a least square fit.
For each dopant fraction a set of up to 110 cells was calculated. Due to
the large number of defects it is possible that some of the calculations do not
converge to the correct ground state. In order to optimize the fit some of
the calculated cells were neglected. Therefore, after the first fit with all cells,
the cells with a large energy difference between DFT calculation and model
were successively removed from the fit. This procedure was repeated until the
difference between the calculated DFT energy and the predicted model energy
was below 0.1 eV for all cells.
A proper measure for the quality of the calculated data is the cross validation
score (CV). It indicates how well the energy of a cell is described when applying
the energies fitted from all other cells:
CV =
(
1
n
n∑
i=1
(
Ei − Eˆ(i)
)2)1/2
(3.4)
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Here Ei is the DFT energy of cell i and Eˆ(i) is the energy of cell i predicted
from the energies fitted to the n−1 other cells.[66]
3.1.4. Polarons
Instead of localizing on a specific cerium ion (electron polaron) electrons tend to
delocalize (band electron) in the DFT calculations. To enforce the localization of
electrons on specific sites the bonds between designated Ce′Ce and neighboring
oxygen ions were elongated while the Ce′Ce-Ce
x
Ce bonds were contracted. In
addition, an initial magnetic moment was set for the specific Ce′Ce site. It
should be further noted that the localization of the electron is achieved only for
hybrid and DFT+U functionals due to the self-interaction error of conventional
functionals as shown before.[17,67]
However, introduction of the U -parameter forces the electron to occupy an
arbitrary f -orbital which might result in the convergence to a electronic state
different from the ground state.[68] To determine the true ground state the cal-
culation of all possible occupations would be necessary resulting in a large num-
ber of calculations in particular for cells containing more than one polaron. A
heuristic approach avoiding the full search of the configurational space was in-
troduced by Meredig et al.[68] denoted as the ramping method. Here calculations
are started at conventional DFT level (U=0) and the U -parameter is gradually
increased (ramped) to the target value starting every SCF-cycle with the pre-
vious orbital occupation. The basic idea is that the ground state is achieved in
every electronic relaxation avoiding the arbitrary occupation of the f -orbitals.
In this study a slightly simplified approach was applied following the pro-
cedure described by Crocombette et al.[69] In the first step an ionic relaxation
was conducted applying the full U -parameter to get a reasonable prediction of
the relaxed structure. Subsequently the ramping process was conducted for the
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fixed structure from U=0 to U=5 eV in 20 steps starting every electronic relax-
ation from the previously determined charge density and set of wavefunctions.
Finally, the structure was relaxed once more with the full U -parameter starting
from the latest charge density and set of wavefunctions.
3.1.5. Migration Energies
The energy barrier for a single jump of an oxygen ion was calculated applying
the nudged elastic band method (NEB) with the climbing-image modification
(CI-NEB).[70,71] In a first step the structures of initial and final state were re-
laxed and the transition state (image) was created by interpolating the ionic
positions of both structures. In a second step the geometry and energy of the
transition state were calculated. In the NEB method the images are connected
by virtual elastic springs with a given spring constant. The energy of each
image is minimized under the constraint of the connecting springs, where the
force due to the real potential perpendicular to the springs is disregarded. In
the CI-NEB modification the image with the highest energy is shifted up to the
saddle point by maximizing the energy along the pathway while minimizing in
all other directions. In the present study only one image was used since calcu-
lations revealed negligible influence of further images on the energy for oxygen
migration in ceria.[72]
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3.2. Metropolis Monte Carlo
3.2.1. General Simulation Setup
Metropolis Monte Carlo simulations were performed to determine the distribu-
tion of defects in doped ceria applying a previously implemented C++ code.[73]
In each step the lattice positions of two different cations or an oxygen vacancy
and an oxygen ion were permuted within the respective sub-lattice. The cor-
responding change in energy was calculated according to Eq. (2.69) utilizing
association energies from DFT calculations.
In doped ceria there are three types of interactions: Dopant-vacancy (RE-V),
vacancy-vacancy (V-V), and dopant-dopant (RE-RE). For non-stoichiometric
ceria the interactions of polaron and vacancy (Ce'-V), polaron-polaron (Ce'-Ce'),
and dopant-polaron (RE-Ce') add.1 The range of interactions was cut off at
about 5.5 Å as the interaction decays to a negligible value beyond this distance.
This radius includes the nearest neighbor (1NN) and next nearest neighbor
(2NN) interactions for vacancy-cation pairs and interactions up to 4NN for the
vacancy-vacancy pairs. For the latter case it should be noted that two different
interactions exist in the 3NN distance, one without (3aNN) and one with (3bNN)
a cation between the vacancies. Although the 2NN position for two cations is
within the cut off radius it was neglected since this type of interaction is weak
(see section 4.3). All included interactions are shown in Figure 3.1.
A two step simulation was applied to simulate distributions comparable to
experimental results. In experiments, doped ceria is prepared by sintering at
temperatures from 1700 K to 2000 K and subsequent cooling to room temper-
ature.[74] Since the diffusion of oxygen in doped ceria is fast it can be assumed
that the oxygen vacancies are in thermodynamic equilibrium at any time and
1In stoichiometric ceria polarons exist too, but in negligible concentration.
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Figure 3.1: Exemplary 2Ö1Ö1 supercell of the ceria fluorite structure showing the
considered interactions for MMC simulations with cerium ions (green spheres),
dopant ions (blue sphere), oxygen ions (red spheres), and oxygen vacancies (red
cubes). For each interaction RE-V, V-V, and RE-RE the distance is denoted as
dNN for the dth nearest neighbor. V-V 3NN interactions are distinguished as 3aNN
and 3bNN for pairs without and with an intermediary cation, respectively.
temperature. In contrast, the diffusion of cations in fluorite structured materi-
als is extremely slow.[75] Consequently, the distribution of the cations at a high
temperature freezes at low temperatures. The limiting temperature above which
cations are still mobile is reported to be about 1273 K.[9] A rough estimation
of the temperature at which cation ordering still takes place can also be made
by a simple consideration: To reach equilibrium positions at each temperature
during the cooling process the cations have to diffuse few Å within few minutes
(depending on the cooling rate). Typical cation diffusion coefficients for fluorite
structured materials at different temperatures are given in literature.[7678] Ap-
plying these values a diffusion over few Å within few minutes is only possible
above 1400-1500 K. In this study the upper limit of 1500 K was chosen and the
two step simulations were performed as follows:
1. The defect distribution is simulated at T1 =1500 K with both anions and
cations simultaneously adopting equilibrium.
2. After reaching equilibrium the temperature is reduced to the target tem-
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perature T2, e.g. 300 K. In this step the cations remain fixed while the
oxygen ions and vacancies adopt the new equilibrium. It should be noted
that in this step the interactions between oxygen vacancies and dopants
are still taken into account. In the case of non-stoichiometric ceria po-
larons and accompanying oxygen vacancies are introduced in this step
and subsequently equilibrated.
All simulations were performed for a 12Ö12Ö12 supercell with a total of 20736
lattice sites. In the simulations the number of Monte Carlo steps (MCS) nec-
essary to reach equilibrium cannot be determined a priori. Therefore, in all
simulations the configurational energy was monitored to ensure that its average
does not change any more. Different convergence criteria were tested for this
purpose. A reliable criterion has to be generally applicable, i.e. independent of
temperature, dopant fractions, and energies, as well as ensuring convergence to
the necessary accuracy as fast as possible. In the here applied method the en-
ergy was averaged for intervals of 1000 steps. The lattice was assumed to be in
equilibrium if the energy of one interval was below the energy of the subsequent
interval. Test simulations revealed only small deviations from simulations with
a larger number of steps.
After achieving the equilibrium the quantities of interest, i.e. energy and
coordination numbers (CN) were averaged over 106 further steps. If not men-
tioned otherwise all presented data are the average over 10 independent simu-
lations with different initial distributions. For simulations of non-stoichiometric
ceria the interval for the convergence test was increased to 2000 and the number
of independent simulations set up to 100 to ensure accurate determination of the
energy. The standard error of the mean σ¯A was calculated from the individual
simulations for every property A with
σ¯A =
√√√√√ n∑i=1 (Ai − A¯)2
n (n− 1) (3.5)
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where Ai is the value of A for simulation i and A¯ is the average of A for all
n simulations.
3.2.2. Optimization of Association Energies
With the previously described methodology it is possible to simulate the defect
distribution in doped ceria utilizing association energies from DFT calculations.
From theses simulations quantities like the CN can be extracted and compared
to experimental values. A reverse approach is possible by modifying the associ-
ation energies to reproduce experimental CN . Since for n association energies
the configuration space of possible values is n-dimensional an appropriate opti-
mization method is necessary.
For this purpose the Simplex-Downhill algorithm according to Nelder and
Mead[79] was employed. This algorithm is a heuristic search method to opti-
mize an arbitrary function. For an n-dimensional problem, i.e. n parameters,
the algorithm starts with a simplex with n+1 vertices (parameter sets z). The
parameter sets are then continuously modified to create a new simplex which
converges to an optimized solution with a minimized error f(z). These modifi-
cations are conducted by four different steps, reflection, expansion, contraction,
and reduction, as described in the following:
1. Sort all parameter sets with increasing error f(z1) ≤ ... ≤ f(zn+1).
2. Calculate the center of gravity (mean) z0 of all but the worst parameter
sets.
3. Calculate the reflection zr = z0 + (z0 − zn+1).
a) if f(z1) ≤ f(zr) < f(zn) then replace zn+1 by zr and continue with
step 1.
b) if f(zr) < f(z1) then calculate the expansion ze = z0 +2 · (z0−zn+1).
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i. if f(ze) < f(zr) then replace zn+1 by ze and continue with step 1.
ii. else replace zn+1 by zr and continue with step 1.
c) if f(zr) > f(zn+1) then calculate the contraction zc = z0+ 12(z0−zn+1)
and continue with step e).
d) if f(zn+1) > f(zr) > f(zn) then replace f(zn+1) by f(zr), calculate
the contraction zc = z0 + 12(z0 − zr) and continue with step e).
e) In this case the contraction zc has been calculated.
i. if f(zc) < f(zn+1) then replace zn+1 by zc and continue with
step 1.
ii. else calculate the reduction zred,i = z1 + 12(zi − z1) for every
parameter set i then continue with step 1.
The possible steps are exemplary illustrated in Figure 3.2 for an n=2 problem.
In the reflection step (a) it is expected to find a better point opposite to the
worst point. If this is the new best point, an even larger step in the same
direction is performed in the expansion (b). If the reflected point is worse than
all others, a shorter step is performed leading to a contraction (c) of the simplex.
If the contracted point is not better than the worst the reduction step (d) leads
to a contraction towards the best point.
The advantage of the Simplex-Downhill algorithm is its simplicity as well
as its applicability to arbitrary problems. One disadvantage, as for most op-
timization algorithms, is the possible convergence to local minima. Thus the
quality of solution depends on the starting simplex. For the determination of
association energies from experimental coordination numbers the algorithm was
implemented in python. The coordination numbers of the dopant for N dopant
levels were simulated within the presented MMC approach and the root mean
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squared error (RMSE)
RMSE = f (z) =
√√√√√ N∑
x
(CNexp,x − CNsim,x)2
N
(3.6)
was minimized, where CNexp,x and CNsim,x are the experimental and simulated
coordination numbers at dopant level x, respectively. The algorithm stops either
if a predefined value of f (z) is reached or the simplex does not change anymore.
(a) Reflection (b) Expansion
(c) Contraction (d) Reduction
Figure 3.2: Illustration of optimization steps in the Simplex-Downhill-Algorithm for
an n = 2 problem. Blue circles and red squares represent the current and the
updated parameter sets, respectively. For each step the order of the parameter sets
is f (za) < f (zb) < f (zc).
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3.2.3. Kinetic Monte Carlo
Kinetic Monte Carlo (KMC) simulations were performed by Benjamin Grope[72]
to predict the oxygen ion conductivity in doped ceria. The KMC simulations
were based on the methodology by Murch[80] as described in literature.[81] In
each step an oxygen vacancy and a jump direction are randomly chosen. The
migration energy Emig for this specific jump is calculated as the difference be-
tween the initial state and the transition state and the jump is conducted with
a probability of p=exp
(
−Emig
kBT
)
. The migration energy for each jump is calcu-
lated from a pair interaction model according to:
Emig = Eedge +
∆Econf
2
(3.7)
Eedge is the energy barrier depending on the occupation of the migration edge
which was calculated by Julius Koettgen[72] and ∆Econf is the change in the con-
figurational energy between initial and final state, as introduced in section 2.3.3.
A small electric field is applied in the x-direction and the ionic conductivity is
calculated from the mean displacement 〈x〉 of all oxygen ions by
σion =
〈x〉
t
qc (3.8)
where c and q are the concentration and charge of oxygen ions, respectively and
t is the physical time span t = Njump
6NVν0
with the number of jump attempts Njump,
the number of oxygen vacancies NV, and the attempt frequency ν0.[72,81]
The KMC simulations were performed in different lattices generated by the
MMC algorithm to investigate the influence of the cation distribution on the
oxygen ion conductivity. It was ensured that KMC and MMC simulations yield
the same oxygen vacancy distribution. Simulations were performed for lattices
containing 16Ö16Ö16 ceria unit cells with periodic boundary conditions at tem-
peratures of TKMC = 700 K and TKMC = 1000 K. 200 Monte Carlo steps per
particle (oxygen ions) were performed in each simulation. Depending on the
variance of the ionic conductivity 10 to 40 simulations were averaged.
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3.3. SOEC Simulation
3.3.1. Simulation Set-up
In this study FEM based multiphysics simulations were conducted to simulate
the operation of real solid oxide electrolyzer cells. The simulated voltage-current
density relations were compared with cells fabricated at Forschungszentrum
Juelich (FZJ) and operated at the European Institute For Energy Research
(EIFER), Karlsruhe. The cells consist of a porous La0.58Sr0.4Co0.2Fe0.8O3−δ
(LSCF) anode (40 µm), a dense YSZ electrolyte (10 µm), and a porous Ni/YSZ
cathode. The cell is cathode-supported with a 1 mm to 1.5 mm thick Ni/YSZ
support. Between anode and electrolyte a diffusion barrier of Ce0.8Gd0.2O1.9
(CGO) is applied by physical vapor deposition (PVD) or screen printing (SP)
with a thickness of about 1 µm and 5 µm, respectively. The circular cells have
a radius ∆r of 3.8 cm corresponding to an active area of 45 cm2.
A schematic view of the cell and its composition is depicted in Figure 3.3.
Details on cell structure and operation conditions are given in Table 3.1. For all
cells the volume flow at the anode was set to 1500 Nml·min−1 with 20% O2 and
80% N2. The thickness of the gas flow layers was 150 µm on both sides. The
whole cell was assumed to be isotherm with a constant temperature throughout
the cell. Furthermore, following assumptions were made: Gases are ideal, no
losses due to current collectors, constant ionic conductivities, no convection in
cathode and support.
The rotational symmetry of the cells offers the opportunity to reduce the
three dimensional geometry to a two dimensional axis symmetric model. The
porous electrodes were described by an effective porous medium which possesses
an effective ionic and electronic conductivity. The reacting gases are allowed to
diffuse through the effective medium and reaction is possible at a defined surface.
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Figure 3.3: Left (not to scale): Schematic view of the different layers of the considered
electrolyzer cells. Right top (to scale): 3D model of the cell including the gas flow
layers (top) and the actual 2D model (bottom).
Reaction was allowed not only inside the electrodes but also in a 30 µm thick
part of the support to ensure a sufficiently large reaction zone.
In experimental measurements UOCV can be below the theoretical value due
to gas leaks or back diffusion of product gases.[82] Therefore a negative leak
potential ηleak was added to UOCV to adjust simulation and experiment as given
in Table 3.1.
Table 3.1: Details on cell structure and experimental operation conditions of the
three considered cells.
cell 1 2 3
Support layer (mm) 1.5 1 1
CGO layer (µm) 5 5 1
Temperature (K) 1045 1051 1100
H2O partial pressure 0.8 0.8 0.8
H2 partial pressure 0.09 0.14 0.2
Total flow (Nml·min−1) 1089 726 1351
ηleak (V) -0.083 -0.097 -0.089
The mathematical model was solved using the commercial software COMSOL
Multiphysicsr 5.0. A mapped mesh of rectangles was applied to the whole cell
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with a high resolution in z-direction and a smaller resolution in r-direction
to account for different gradients of the solved variables. The total number of
mesh elements was about 1.2 ·104 corresponding to approximately 105 degrees of
freedom. The convergence of the mesh quality was verified (see section 6.1.1).
3.3.2. Parameters
The simulation results depend on a large number of parameters controlling the
properties of the gases on anode and cathode side, the conductivities of the
solid materials and the reaction at the interfaces of the electrodes. Following
parameters were applied in the simulations:
Gas properties The density ρ of the pure gases was approximated by the ideal
gas theory with
ρ =
pM
RT
(3.9)
where M is the molar mass of the gas and p is the pressure. For mixtures of n
gases with the molar fractions xi the density was calculated from the weighted
average of the individual densities:
ρmix =
n∑
i=1
ρixi (3.10)
The viscosities µvis of the pure gases were calculated from tabulated values
given in polynomial form:[83]
µvis =
6∑
i=0
ai ·
(
T
1000K
)i
(3.11)
For the viscosity the weighted average is only a poor approximation. In this
study the approach by Wilke with the simplification by Herning and Zipper was
applied:[83,84]
µvis,mix =
n∑
i=1
xiµi
n∑
j=1
xj
(
Mj
Mi
)1/2 (3.12)
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For the approximation of binary diffusion coefficients the empirical approach
by Fuller et al.[85] was applied in this study:
Di,j =
1.43 · 10−3 · T 1.75
pM
1/2
i,j
(
V
1/3
i + V
1/3
j
)2 (3.13)
Here Vi and Vj are the tabulated Fuller volumes of the considered gases and
Mi,j is the effective molecular mass.
Mi,j =
2MiMj
Mi +Mj
(3.14)
The coefficients for Knudsen diffusion depend on the pore radius rpore:
Di,k = rpore
2
3
√
8RT
piMi
(3.15)
On the anode side the binary diffusion coefficients for nitrogen and oxygen
were utilized in the gas flow layers and the effective diffusion coefficients accord-
ing to Eq. (2.87) were applied in the gas phase of the porous anode. Due to the
significant difference in the molecular mass of the gases on the cathode side the
corrected diffusion coefficients by Kong et al.[53] (Eq. (2.88)) were applied with
and without Knudsen diffusion for the gas phase of the porous material and the
gas flow layers, respectively.
Solid phase properties The composition, porosities, and average pore radii
of the electrodes were communicated by FZJ[8688] and are given in Table 3.2.2
Typical values for the tortuosity of different electrodes reported in literature are
in the range of 3 to 10.[89] The relation between porosity Φ and tortuosity τ
has been investigated in a large number of studies leading to a wide variety of
reported correlations.[90] In this work the simple relation τ = Φ−1 was applied,
which leads to reasonable tortuosities when compared to literature values.[86,91]
2For the pore radius of the cathode no data was available and the value was approximated
taking into account the reduced porosity compared to the support.
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Table 3.2: Microstructural details of the electrodes of the simulated cells.
porosity anode Φa 0.5
cathode Φc 0.15
support Φs 0.39
pore radius (µm) anode rpore,a 0.2
cathode rpore,c 0.3
support rpore,s 0.75
volume fraction Ni vNi 0.4
YSZ vYSZ 0.6
The charge transfer coefficient α and the number of transfered electrons z in
the Butler-Volmer-equation (2.83) were set to 0.5 and 2, respectively. Within the
Butler-Volmer-equation the current density at the surface is influenced by the
exchange current density iex. In experiments this value is not easily determined
and depends on the respective conditions. For SOEC and SOFC, typical values
vary within a range of 0.2 A·cm−2 to 18 A·cm−2 at 800 °C.[49,92,93] In this study
the exchange current densities at the cathode and the anode were expressed by
the equation taken from Udagawa et al.:[49]
iex,C = 654 · 105RT
2F
e
−1.68·104K
T A·cm−2 (3.16)
iex,A = 235 · 105RT
2F
e
−1.37·104K
T A·cm−2 (3.17)
It was assumed that the reaction takes place at the entire interface between
gas phase and solid material. The active surface per volume Aact was approx-
imated assuming the pores to be perfect cylinders with radius rpore and the
volume pir2pore∆zΦ
−1. In this case the total surface of the pores is given by
2pirpore∆z and consequently:
Aact =
2pirpore∆z
pir2pore∆zΦ
−1 =
2Φ
rpore
(3.18)
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For anode and cathode, values of 5 · 106 m−1 and 1 · 106 m−1 are obtained,
respectively, consistent with experimental observations.[94]
Literature values for the conductivity of YSZ are in a range of 0.02 S·cm−1
to 0.08 S·cm−1 at 800 °C.[49,92,95] The temperature dependence of the ionic con-
ductivity can be expressed as:
σion = σ0 · e
−EA
kBT (3.19)
For YSZ σ0,YSZ = 466 S·cm−1 and EA,YSZ = 0.86 eV were applied[95] while
σ0,CGO = 134 S·cm−1 and EA,CGO = 0.67 eV were applied for CGO.[96] The
porosity of the CGO diffusion barrier in cell 1 and 2 was considered by reducing
the bulk conductivity by a factor of 2.
For the ionic conductivity of LSCF data of La0.6Sr0.4Co0.2Fe0.8O3−δ was ap-
plied with σ0,LSCF=8.8 · 104 S·cm−1 and EA,LSCF=1.3 eV.[97]
The electronic conductivities of nickel and LSCF were set to 2.5 · 104 S·cm−1
and 102 S·cm−1, respectively, independent of temperature.[7,93] For the porous
electrodes the effective conductivities of phase i were determined by,
σeffi = σi (vi (1− Φ))2 (3.20)
taking into account the volume fraction vi, the porosity Φ, and corresponding
tortuosity τ .
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4. Results of Density Functional
Theory
4.1. Comparison of Functionals
Density functional theory based calculations were performed for zirconia and
ceria. For these materials different exchange-correlation functionals were tested
by determining the lattice parameters a0 and bulk moduli B. Resulting values
as well as experimental data are given in Tables 4.1 and 4.2.
Table 4.1: Comparison of calculated lattice parameter a0, bulk modulus B, O2
bond length, and energy of formation of ceria for different functionals. For all
GGA functionals the energy of the oxygen dimer was calculated applying the PBE
parametrization and corrected by 1.36 eV.
functional a0 (Å) B (GPa) O2 bond (Å) ∆Ef (CeO2) (eV)
LDA 5.366 203 1.22 −11.44
PBE 5.468 173 1.23 −11.79
PBE+U 5.490 182 −11.88
PBEsol 5.401 191 −11.26
PBEsol+U 5.432 200 −11.36
HSE06 5.398 208 1.21 −11.29
exp.[7,98] 5.411 220 1.21 −11.28
For ceria the best agreement with experiment for both a0 and B is found
for the HSE06 and the PBEsol functional. The maximum deviation from the
experimental lattice constant is 0.08 Å for the PBE+U functional.
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In addition, Table 4.1 shows the calculated energy of formation ∆Ef (CeO2)
of ceria as well as the bond length of the oxygen dimer. For GGA functionals
an overbinding of 1.36 eV for the oxygen dimer is known[99] which was corrected
in the calculation of the energy of formation. However, the best agreement with
the experimental values shows again the hybrid functional. Nevertheless, the
PBE+U functional is most spread in literature and for reasons of comparabil-
ity it was applied for all subsequent calculations on ceria in this study if not
mentioned otherwise.
Table 4.2: Comparison of calculated lattice parameter a0, bulk modulus B, and
energy of formation of zirconia for different functionals. For all GGA functionals
the energy of the oxygen dimer was calculated applying the PBE parametrization
and corrected by 1.36 eV
functional a0 (Å) B (GPa) ∆Ef (ZrO2) (eV)
LDA 5.066 268 −11.27
PBE 5.152 233 −11.34
PBEsol 5.102 252 −10.89
HSE 5.106 261 −10.67
exp.[7,100] 5.090 194-220 −11.41
The best agreement between experimental and calculated lattice parameter
of zirconia is obtained for the PBEsol functional while for the PBE functional
the best agreement for bulk modulus and energy of formation is obtained. The
latter functional is applied throughout the following calculations on zirconia.
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4.2. Defects in Cubic Zirconia
At low temperatures zirconia crystallizes in a monoclinic structure which trans-
forms to the cubic fluorite structure only at high temperatures or through doping
with aliovalent dopants. However, cubic zirconia is a metastable phase at 0 K
and its properties can be calculated by means of DFT as shown before.[100] It
can therefore be seen as a model system for YSZ which shares the same crystal
structure.
In this section energies of defect formation and defect migration are calculated
for this model system. Due to the metastability of the cubic phase calculational
issues might occur and will be addressed possibly. The calculations are then
extended to YSZ which leads to a large variety of possible defect distributions.
Therefore, only a small selection of the doped cells is calculated and the energies
of defect formation are calculated for the energetically most favorable cells.
Besides defect formation, the migration of cations could play an important role
in the degradation of the electrolyte material. Therefore the migration energy
for zirconium cations in cubic zirconia is calculated.
4.2.1. Defect Formation in Pure Zirconia
A large number of ab initio studies has been dedicated to cubic zirconia since
it offers an easier computation than the practically more applicable YSZ. In
particular, the energies of defect formation have been calculated before.[101,102]
However, most studies do not address the issues of finite-size effects or charge
localization.
The band gap and valence band maximum of ZrO2 were obtained from high
accuracy density of states calculations. The calculated band gap of 3.40 eV is
considerably smaller than the experimental value of 5.70 eV[10] but in agreement
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with earlier DFT calculations.[101103] The maximum of the valence band lies at
3.70 eV.
For the oxygen potential under oxygen rich conditions the value from GGA
calculations was used which was corrected due to the known overbinding as
described in section 4.1. For the zirconium potential under zirconium rich con-
ditions the energy of the pure metal was applied as calculated by DFT. The
remaining potentials were calculated according to Eq. (2.49). The correspond-
ing potentials for oxygen poor conditions are µO=−9.92 eV and µZr=−8.47 eV
and for oxygen rich conditions are µO=−4.25 eV and µZr=−19.80 eV. The en-
ergy of formation, using the corrected oxygen energy, is -11.34 eV in agreement
with the experimental value of −11.41 eV.[7]
Oxygen vacancies Oxygen vacancies were calculated for different supercells
ranging from 2Ö2Ö2 (95 atoms) to 3Ö3Ö3 (323 atoms) for three charge states:
V••O , V
•
O, and V
x
O. The formation energies were corrected applying either a
monopole correction as implemented in VASP or the correction introduced by
Freysoldt et al.[36] (Freysoldt correction).
The corrected and uncorrected values are given in Figure 4.1 for oxygen poor
conditions. A clear dependence of the uncorrected as well as the corrected values
on the supercell size can be observed. Furthermore, the monopole correction
alone leads to a larger deviation of the values from the extrapolated values.
The reason is that the creation of the defect shifts the potential of the cell with
respect to the potential in the bulk cell due to the periodic boundary conditions.
Thus the potential of the defective cell has to be aligned with that in the bulk
cell. This can be achieved by adding the term q∆Vq to the energy of formation
where q is the charge state of the defect and ∆Vq is the potential shift.[39] After
adding the potential alignment to the monopole corrected values they agree
well with the Freysoldt corrected values where the potential alignment is already
included. However, the alignment term[36] also scales with L−3 and the Freysoldt
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Figure 4.1: Energy of formation of the fully charged oxygen vacancy V••O under oxy-
gen poor conditions and EFermi=0 for different supercell sizes. The non-corrected
values (blue triangles), monopol corrected values (black squares), monopole cor-
rected values including potential alignment q∆Vq (green squares), and values cor-
rected according to Freysoldt et al. (red circles) are shown.
corrected values and the solely monopole corrected values extrapolate to the
same value with −6.12(1) eV and −6.11(1) eV, respectively. The monopole
corrected energy including the alignment has a slight deviation from this value
with −6.15(1) eV. This might be due to inaccuracies in the determination of
∆Vq but the deviation is still below 50 meV.
In contrast, the extrapolation has a large effect on the energy of formation
in comparison with the values of the 2Ö2Ö2 cell. The difference between the
uncorrected value (−5.63 eV) and extrapolated value is about 0.49 eV, while the
deviation is 0.31 eV for the Freysoldt corrected value (−5.81 eV). Thus in the
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present case the Freysoldt correction decreases the deviation about one third but
still leaves a considerable error. Since all methods yield the same value after the
L−3 extrapolation, the sole monopole correction is applied before extrapolation
for all subsequent calculations. In cases where extrapolation is not possible the
scheme by Freysoldt et al. is applied.
Figure 4.2: Energy of formation of the oxygen vacancy VxO under oxygen poor
conditions and EFermi=0 for different supercell sizes including monopole correction.
Right inset: charge distribution of the highest occupied state in the 2Ö2Ö2 cell.
Left inset: charge distribution of the highest occupied states in the 2Ö2Ö3 cell. In
each case the oxygen vacancy is located in the lower right corner.
The linear dependence on L−3 can not be observed for all cells. As an example
the monopole corrected values for the neutral oxygen vacancy VxO are shown in
Figure 4.2. Clearly the energy of the 2Ö2Ö2 cell does not fit to the linear
behavior and was consequently not included in the extrapolation. To check the
linearity the 4Ö4Ö4 cell was included, showing a reasonable linear dependence
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of the remaining cells.
Two reasons for the deviation are possible. On the one hand in all extrapola-
tions the L−5 scaling is excluded since it decays rapidly with the supercell size.
However, for a small supercell like 2Ö2Ö2 this term might have an influence. On
the other hand the charge distribution in the calculated cells has to be examined
with care. In the case of VxO two excess electrons have to localize on the oxygen
vacancy to achieve the desired charge state. For the 2Ö2Ö2 supercell this is
not the case as can be seen in the right inset of Figure 4.2 where the charge
distribution for the highest occupied states is depicted. In contrast, the 2Ö2Ö3
supercell (left inset) exhibits localization of the electrons at the vacancy.
It should be noted that the electrons really localize within the cavity of the
removed ion. This is in agreement with the experimental observation of color
centers in reduced zirconia.[104] The same behavior could be observed for the
singly charged oxygen vacancy V•O.
Table 4.3: Energies of formation for oxygen vacancies in zirconia for different condi-
tions in eV. The lowest energies for each case are printed in bold font.
O2 poor O2 rich
EFermi = 0 eV EFermi = 3.4 eV EFermi = 0 eV EFermi = 3.4 eV
VxO 0.49 0.49 6.15 6.15
V•O −2.51 0.89 3.15 6.55
V••O −6.12 0.68 −0.45 6.35
The energies of formation for oxygen vacancies in all considered charge states
are given in Table 4.3 for oxygen poor and oxygen rich conditions at high and
low Fermi energy. The energies for oxygen poor conditions and EFermi = 0 are
consistent with the values from literature given in Table 4.4.
The energies of formation are below the respective literature values for all
charge states but in particular for V••O . The difference can be explained by the
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Table 4.4: Calculated energies of formation for oxygen vacancies in zirconia for
oxygen poor conditions and EFermi=0 from literature.
Shen et al.[101] Malyi et al.[102] Liu et al.[103]
VxO 0.50 0.59 0.57
V•O −2.46 −2.46 −2.46
V••O −5.26 −5.76 −5.96
finite-size correction applied in the present study. Shen et al.[101] as well as Malyi
et al.[102] applied no correction while Liu et al.[103] applied a charge correction,
consequently yielding the energy for V••O closest to the value from this study.
However, the trend ∆Ef (V••O )<∆Ef (V
•
O)<∆Ef (V
x
O) agrees under the applied
conditions.
Oxygen interstitials In contrast to the vacancy positions, which are deter-
mined by the position of the respective ions, the position of interstitial ions
within the lattice is more variable.[103] Nevertheless, in this study only the po-
sition in the void of the oxygen ions was considered as shown in Figure 4.3.
Figure 4.3: Position of interstitial
(black) in the void of the oxygen ions.
For O′i the energies of defect formation
could not be extrapolated due to oscil-
lation of the energy with the cell size.
Instead, the energy was taken from the
largest calculated cell (3Ö3Ö3) includ-
ing Freysoldt correction. The control
of the charge distribution showed that
for all supercells the charge was local-
ized at the interstitial. Thus the os-
cillation of the energy cannot be ex-
plained in terms of charge delocaliza-
tion but might be due to the conver-
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gence of some cells to a local minimum.
The energies of defect formation for oxygen interstitials in all considered
charge states are given in Table 4.3 for oxygen poor and oxygen rich conditions
at high and low Fermi energy.
Table 4.5: Energies of formation for oxygen interstitials in zirconia for different
conditions in eV. The lowest energies for each case are printed in bold font.
O2 poor O2 rich
EFermi = 0 eV EFermi = 3.4 eV EFermi = 0 eV EFermi = 3.4 eV
OxO 8.97 8.97 3.30 3.30
O′i 8.94 5.54 3.27 −0.13
O′′i 9.09 2.29 3.42 −3.38
Zirconium vacancies In the case of zirconium vacancies the energy of forma-
tion for VxZr could not be extrapolated due to a non-monotonous dependence of
the energy on the supercell size. A possible explanation is the missing charge
localization that is evident for smaller supercells as observable in Figure 4.4.
In the 2Ö2Ö2 supercell the positive charge is delocalized throughout the whole
cell, while it localizes around the zirconium vacancy in the 3Ö3Ö3 supercell.
The energies of defect formation for zirconium vacancies in all considered
charge states are given in Table 4.3 for oxygen poor and oxygen rich conditions
at high and low Fermi energy. The calculated energies are shifted to smaller
values compared to Shen et al.[101] as well as Malyi et al.[102] The energies for
the different charge states range from 15.74 eV to 16.02 eV and 16.03 eV to
16.48 eV, respectively. However, both studies predict the highest energies of
formation at EFermi = 0 eV for VxZr. In contrast, this defect has the lowest
energy of formation in the present study. As shown before the charge does not
localize in small supercells which were used in the literature. The localization
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Figure 4.4: Charge distribution of the lowest unoccupied states in the 2Ö2Ö2 (left)
and 3Ö3Ö3 (right) supercell containing VxZr. The zirconium vacancy is located at
the corner of the cell.
Table 4.6: Energies of formation for zirconium vacancies in zirconia for different
conditions in eV. The lowest energies for each case are printed in bold font.
O2 poor O2 rich
EFermi = 0 eV EFermi = 3.4 eV EFermi = 0 eV EFermi = 3.4 eV
VxZr 14.57 14.57 3.24 3.24
V′Zr 14.71 11.31 3.38 −0.02
V′′Zr 14.69 7.89 3.36 −3.44
V′′′Zr 14.82 4.62 3.48 −6.72
V′′′′Zr 15.05 1.45 3.71 −9.89
of the charge leads to a stabilization of the defect and thus a lower energy of
formation. Consequently, calculated energies from the mentioned literature are
erroneous leading to a wrong order of defect stability.
Zirconium interstitials One issue regarding the inclusion of finite-size effects
is that monopole correction and extrapolation are strictly valid only for cubic
supercells. For any other cell shape the distance between defect and image is
different for each direction. To check this behavior the extrapolation of the
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energy of formation of Zr••••i is exemplary shown in Figure 4.5 for different su-
percells. In both extrapolations the cubic supercells 2Ö2Ö2 and 3Ö3Ö3 have
been included. Furthermore, one extrapolation includes the non-cubic 2Ö2Ö3
supercell (red line) and the other one includes the cubic 4Ö4Ö4 supercell (blue
line). It can be seen that both extrapolations lead to the same energy of forma-
tion within the error of the fit which justifies the approach of including non-cubic
supercells in the extrapolation.
Figure 4.5: Energy of formation of the zirconium interstitial Zr••••i under oxygen
poor conditions and EFermi = 0 for different supercell sizes including monopole
correction.
The energies of defect formation for zirconium interstitials in all considered
charge states are given in Table 4.3 for oxygen poor and oxygen rich conditions
at high and low Fermi energy. Here the energy of formation for Zr•i was not
extrapolated due to non-linear dependence on the supercell size.
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Table 4.7: Energies of formation for zirconium interstitials in zirconia for different
conditions in eV. The lowest energies for each case are shown in bold.
O2 poor O2 rich
EFermi = 0 eV EFermi = 3.4 eV EFermi = 0 eV EFermi = 3.4 eV
Zrxi 1.87 1.87 13.21 13.21
Zr•i −0.26 3.14 11.10 14.50
Zr••i −2.31 4.49 9.03 15.83
Zr•••i −3.96 6.24 7.37 17.57
Zr••••i −5.77 7.83 5.57 19.17
Stability of Defects In Figures 4.6 and 4.7 the energy of formation depending
on the Fermi energy is shown for oxygen poor and rich conditions, respectively.
Only the most stable charge states are depicted for each defect type.
Under oxygen poor conditions the oxygen vacancy V••O is the most stable de-
fect at low EFermi. Around the calculated conduction band minimum of 3.40 eV
the neutral oxygen vacancy VxO is most stable exhibiting the well known nega-
tive U effect, i.e. the singly charged vacancy is not stable for any EFermi.[105,106]
At even higher Fermi energies the oxygen interstitials and zirconium vacancies
are most stable. However, to conserve charge neutrality the energy of defect
formation is restricted to positive values. This limits the possible Fermi energy
to a range of 3.10 eV to 3.80 eV under oxygen poor conditions as visible from
Figure 4.6.
Under oxygen rich conditions the permitted range of EFermi is limited by V′′′′Zr
at 0.30 eV and by V••O at 0.90 eV. The conversion from V
••
O to V
′′′′
Zr as the most
stable defect is at 0.70 eV. Under these conditions the formation of zirconium
interstitials is unlikely due to the large energy of formation while the oxygen
interstitials could only be formed at high Fermi energies.
For both oxygen poor and rich conditions oxygen interstitials and zirconium
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Figure 4.6: Energy of formation under oxygen poor conditions for oxygen vacancy
(black), oxygen interstitial (red), zirconium vacancy (green), and zirconium inter-
stitial (blue). Only the energy of the most stable defects are shown. The vertical
line gives the position of the calculated conduction band minimum.
vacancies exist in the fully charged state for most Fermi energies. Only next to
the valence band maximum the formation of other charge states is probable.
Intrinsic Disorder From the individual energies of defect formation the ener-
gies of formation for intrinsic disorder (Eqs. (2.2) to (2.4)) are calculated. The
lowest energy per defect is calculated for Schottky disorder with 0.94 eV followed
by anti-Frenkel disorder (1.49 eV) and Frenkel disorder (4.64 eV).
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Figure 4.7: Energy of formation under oxygen rich conditions for oxygen vacancy
(black), oxygen interstitial (red), zirconium vacancy (green), and zirconium inter-
stitial (blue). Only the energy of the most stable defects are shown. The vertical
line gives the position of the calculated conduction band minimum.
4.2.2. Energy of YSZ
For yttria stabilized zirconia the calculation of the energy of formation for point
defects is not obvious like for pure zirconia. In a supercell different distribu-
tions of dopant ions and oxygen vacancies are possible. Furthermore, for each
distribution a number of possibilities to position the point defects exists.
Therefore, for a thorough investigation many configurations and their prob-
abilities have to be considered which is possible within cluster expansion meth-
ods.[66] Nevertheless, in this study a simple approach is used to predict the
influence of doping on the formation of defects. Therefore the energy of differ-
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Table 4.8: Relative stability of zirconia cells doped with yttria with different dopant
fractions calculated for a 2Ö2Ö2 supercell.
Y-Y Y-V V-V
cell x ∆E 1NN 1NN 2NN 1NN 2NN
1 0.0625 0.00 1 0 2
2 0.0625 0.10 0 0 1
3 0.0625 0.60 1 0 0
4 0.0625 1.79 0 1 0
5 0.125 0.00 2 1 3 1 0
6 0.125 0.01 2 3 1 0 0
7 0.125 0.10 1 2 1 0 0
8 0.125 0.34 1 1 1 0 0
9 0.125 0.75 6 4 1 0 0
10 0.125 1.01 6 6 2 1 0
11 0.1875 0.00 4 0 8 2 1
12 0.1875 0.08 2 2 8 0 1
13 0.1875 0.26 4 3 6 0 0
14 0.1875 0.85 4 1 9 0 3
15 0.1875 2.01 10 4 3 0 0
16 0.1875 2.50 10 7 8 1 0
ent cells containing a dopant fraction of x=0.0625 to x=0.1875 was calculated.
The results are given in Table 4.8 referenced to the lowest calculated energy for
the given dopant fraction. It should be noted that this is only a small excerpt
from all the possible configurations and it is not guaranteed that the lowest
energy configuration is included.
The spread of the energies due to different defect ordering is up to about
2.5 eV for the highest dopant fraction. Taking a look at the energies for
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x = 0.0625 reveals that the most stable configuration contains two Y-V pairs
in 2NN position. This is in agreement with earlier investigations proposing oxy-
gen vacancies to be located preferably in the next nearest neighbor position to
Y3+.[100,107] For the other dopant fractions a simple relationship between energy
and number of pair interactions is difficult to observe due to the large number
of interactions. Overall a tendency can be observed that an increasing number
of V-V and Y-Y interactions increases the energy as can be expected from the
Coulomb repulsion for these defect pairs.
4.2.3. Defect Formation in YSZ
In order to investigate the influence of doping on the energy of formation of
point defects the most stable cell of each dopant fraction was selected for further
investigation. As shown in section 4.2 V••O and V
′′′′
Zr are most stable defects under
oxygen rich conditions and further caluclations were limited to these defects.
The additional defects were placed at different positions in the doped cells.
Due to the computational demand only the 2Ö2Ö2 supercell was calculated.
Furthermore, no finite-size correction was applied since no decay of the short
range potential within the cell could be observed as demanded in the scheme
of Freysoldt et al.[36] Consequently, in the present study only the uncorrected
energies of defect formation in the 2Ö2Ö2 supercell are compared.
The resulting energies of defect formation for V••O and V
′′′′
Zr are shown in Fig-
ure 4.8 for oxygen poor conditions and EFermi = 0. The energies of formation
in pure zirconia are indicated by dashed and dotted lines for V••O and V
′′′′
Zr , re-
spectively. Due to the doping of zirconia with yttrium the electronic structure
changes and consequently the position of the VBM is shifted. In pure zirconia
the VBM is located at 3.70 eV and is decreased to 3.20 eV, 3.17 eV, and 3.00 eV
in YSZ with x=0.0625, x=0.125, and x=0.1875, respectively. For all but one
configuration the energies of defect formation for V••O in YSZ are larger than in
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Figure 4.8: Energies of defect formation for V••O (squares) and V
′′′′
Zr (circles) in YSZ
cells with dopant fractions x = 0.0625 (black), x = 0.125 (red) and x = 0.1875
(green). The dashed line and dotted line indicate the energy of formation of V••O
and V′′′′Zr in the bulk cell, respectively.
pure zirconia with a maximum difference of 1.51 eV. The opposite is observed
for the zirconium vacancies, which show a decrease of the energies of formation
by up to 2.61 eV. A possible explanation for this behavior might be the volume
of the YSZ cells. Doping with yttrium leads to an expansion of the lattice.
While the formation of V••O leads to a contraction of the lattice, the formation
of V′′′′Zr leads to an expansion. An already expanded lattice might be beneficial
for the introduction of large defects (V′′′′Zr) while it is disadvantageous for small
defects (V••O ).
Between the different dopant fractions there is no obvious difference in the
energies of formation of the additional defect. In Tables 4.9 and 4.10 the energies
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Table 4.9: Energies of defect formation in eV for oxygen vacancies and the corre-
sponding number of interactions in a YSZ supercell with x=0.0625, x=0.125, and
x=0.1875 for oxygen poor conditions and EFermi=0.
Y V
cell x 1NN 2NN 1NN 2NN ∆Ef
1 0.0625 2 0 1 0 −4.12
2 0.0625 0 0 0 0 −4.87
3 0.0625 0 1 1 0 −4.89
4 0.0625 1 0 0 0 −5.07
5 0.125 2 0 0 0 −4.87
6 0.125 1 1 1 1 −4.88
7 0.125 1 0 1 1 −4.97
8 0.125 0 1 0 0 −5.21
9 0.1875 1 1 1 0 −4.64
10 0.1875 0 1 0 1 −4.79
11 0.1875 0 2 2 1 −5.43
12 0.1875 2 1 0 0 −6.10
of defect formation for V••O and V
′′′′
Zr are shown, respectively, as well as the number
of interactions between the introduced defect and the dopant ions and oxygen
vacancies in 1NN and 2NN position.
For V••O the largest increase in energy is found for a cell where the additional
defect interacts with an oxygen vacancy and two yttrium ions in 1NN while the
smallest deviation is found for a cell where the vacancy only interacts with an
yttrium ion in 2NN position.
For V′′′′Zr the largest decrease in energy is found for a cell where the additional
defect has two oxygen vacancies in 1NN position while the smallest deviation
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Table 4.10: Energies of defect formation in eV for zirconium vacancies and the
corresponding number of interactions in a YSZ supercell with x=0.0625, x=0.125,
and x=0.1875 for oxygen poor conditions and EFermi=0.
Y V
cell x 1NN 2NN 1NN 2NN ∆Ef
1 0.0625 1 0 0 0 14.20
2 0.0625 0 0 0 0 13.73
3 0.0625 2 0 1 0 13.44
4 0.0625 0 1 1 0 13.31
5 0.125 3 0 0 0 13.78
6 0.125 1 0 0 0 13.55
7 0.125 2 0 0 2 13.15
8 0.125 1 1 2 0 12.12
9 0.1875 1 1 0 1 13.69
10 0.1875 3 0 1 1 13.20
11 0.1875 2 1 2 1 13.11
12 0.1875 1 1 3 0 11.19
is found for a cell where it only interacts with one Y3+ ion in 1NN position, in
agreement with the expectations regarding electrostatic interactions.
Although these results represent only a small number of possible configura-
tions in YSZ they reveal that different distributions can lead to a change in
energy larger than 1 eV.
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4.2.4. Defect Migration in Zirconia
The migration barrier of oxygen ions in cubic zirconia has been extensively in-
vestigated by ab initio methods. In contrast, calculations on the migration of
cations in the material are missing. In this study the migration of a zirconium
ion in cubic zirconia following the vacancy mechanism was investigated for differ-
ent migration paths. Possible paths are along the 〈100〉 and the 〈110〉 direction
where for the latter a straight and a curved migration path are imaginable as
depicted in Figure 4.9.
Figure 4.9: Three different migration
paths for cations in cubic zirconia.
The calculations were performed for
two different supercells. They were
hampered by the fact that cubic zirco-
nia is only a metastable structure lead-
ing to a distortion of the lattice in the
calculated transition state and a bad
convergence. To prevent the distor-
tion and ensure the convergence, calcu-
lation of the transition state was per-
formed in two steps. At first, only the
migrating ion and its neighboring ions
were relaxed and the other ionic posi-
tions were maintained. In the second
step all ions were relaxed. The resulting energies of migration are given in
Table 4.11.
The difference in the energy due to different supercells is about 0.1 eV to
0.3 eV (1% to 5%). The lowest barrier is observed for the curved path in 〈110〉
direction with 3.86 eV. This could be explained by the fact that the distance
between migrating cation and neighboring anion in the transition state is larger
for the curved path than for the straight path. Experimental values for the
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Table 4.11: Energies of migration for a zirconium cation in cubic zirconia for different
migration paths in eV.
95 atoms 143 atoms
〈100〉 6.20 5.93
〈110〉straight 7.67 7.59
〈110〉curved 3.97 3.86
activation energy for cation diffusion in YSZ are about 4 eV to 5 eV.[76]
In the experimental measurements the activation energy is composed of the
migration energy and the formation energy of the defects. For V′′′′Zr formation
by Schottky disorder is most likely for which a energy of about 2.8 eV was
calculated. In combination with the calculated migration energy this yields an
activation energy of about 6.7 eV, considerably larger than the experimental
value. Nevertheless, this value is estimated for pure cubic zirconia. As shown
in the previous section the doping with yttria decreases the energy of formation
for zirconium vacancies. In addition the doping might also decrease the energy
of migration for zirconia vacancies. Calculations of such configurations were
not included in this study due to the computational demand but might be of
interest for further considerations. Furthermore, the results of migration energy
calculations should be treated with care as the zirconia structure shows some
distortion in the case of the migration which has to be avoided.
4.2.5. Summary
The energies of formation for point defects in cubic zirconia were calculated for
different charge states. The calculations reveal that finite size errors have an
influence of several hundred meV on the energy of formation corresponding to
several % of this value. Electrostatic correction schemes can improve the ac-
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curacy of the energies but explicit extrapolation is necessary to achieve highly
accurate energies. In addition, the control of the appropriate charge localization
is mandatory. Under oxygen poor and oxygen rich conditions oxygen vacancies
and zirconium vacancies are most stable in their fully charged state. The dop-
ing with yttria leads to higher energies of formation for oxygen vacancies but
decreases the energy for zirconium vacancies probably due to the expansion of
the cubic lattice. For the migration of zirconium ions by a vacancy mechanism
a curved path in 〈110〉 direction was found to be energetically favorable. The
obtained activation energy for cation migration is considerably larger than the
experimental value which could be explained by the difference between pure and
doped zirconia.
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4.3. Defect Association in Ceria
The distribution of defects in any material depends on the interactions between
the particular defects. The configurational energy Econf, depending on the de-
fect distribution, can be determined from the number of defect pairs and the
corresponding association energies ε as outlined in section 2.3.3.
In this section the association energies for diluted defects are calculated in
order to investigate the energetics of defect association in doped ceria and pro-
vide parameters for subsequent Monte Carlo simulations. This approach is
subsequently extended to co-doped ceria where the association energy εRE1-RE2
between distinct dopants has to be considered. In an alternative approach the
association energies are calculated for concentrated defects to investigate the
dependence on the defect concentration and compare this methodology with
the calculations for diluted defects.
The reduction of ceria leads to the formation of excess electrons in the lattice
(Eq. (2.5)). These electrons localize at cerium ions forming small polarons Ce′Ce
and enable electronic conduction as described in literature.[14,17,108] On the one
hand this process leads to additional defect interactions in the lattice changing
the defect association. On the other hand the energy of migration for oxygen
vacancies might be influenced by the existence of polarons. Both effects will be
discussed at the end of this section.
4.3.1. RE-V Association
The association energy for dopants and oxygen vacancies was calculated for the
nearest (1NN) and next nearest neighbor (2NN) positions for various RE dopants
according to the one cell method. To correct finite-size errors, the association
energies for different sized supercells were extrapolated to r−3→0, with the de-
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fect distance r in the isolated case. As an example the Y-V association energy
in 1NN position for different supercell sizes is shown in Figure 4.10.
Figure 4.10: Association energy ε1Y-V for different supercells plotted versus r
−3 where
r is the distance of the isolated defects.
The error of the fit is well below 0.01 eV, which is valid for the RE-V associa-
tion energies of all dopants. The extrapolated energies are plotted in Figure 4.11
versus the ionic radius of the dopants in eightfold coordination according to
Shannon.[109]
All association energies are negative, indicating an attractive interaction be-
tween rare-earth dopants and oxygen vacancies as expected from Coulomb in-
teraction considering the opposite relative charge of the defects. However, for
the 1NN position the interaction strength decreases nearly linearly with the
ionic radius from −0.75 eV for Sc3+to −0.12 eV for La3+. Consequently, the
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association energy is not only depending on the electrostatic interaction but
also on elastic effects due to the relaxation of the lattice which depends on the
dopant size. This behavior has been previously described in literature.[110112] A
possible explanation is the stronger relaxation of small dopants away from the
oxygen vacancy. The cations are repulsed from the oxyen vacancy due to the
lack of the negative charge of the oxygen ion. The strength of this displacement
increases with decreasing ionic radius from 7 · 10−2 Å for La3+ to 15 · 10−2 Å for
Sc3+ minimizing the repulsive interaction between cation and oxygen vacancy.
Figure 4.11: Extrapolated RE-V association energies versus the ionic radius as re-
ported by Shannon.[109] Black squares and red circles represent the 1NN and 2NN
position, respectively while the horizontal black and red line indicate the corre-
sponding Coulomb energies as given by Eq. (4.1). Negative association energies
indicate an attractive interaction. The vertical dashed line marks the ionic radius
of Ce4+.
For a more detailed investigation of the influence of electrostatic and elastic
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contributions the Coulomb energy for the RE-V interaction in 1NN and 2NN
position is plotted in Figure 4.11 according to
ECoulomb =
q1 · q2
4piεrε0d
(4.1)
where q is the relative charge of the defects, d is the defect distance, ε0 is the
dielectric constant of vacuum and εr is the relative dielectric constant for ceria
determined here by means of DFT to be approximately 25 in agreement with
literature.[9]
The RE-V 1NN association intercepts the Coulomb energy at about 0.97 Å
at the ionic radius of Ce4+ while the interaction is stronger for smaller dopants
and weaker for larger dopants. Consequently, for a cation with the same radius
as the host cation the elastic part of the association energy would be nearly
zero. A slight deviation from the linear behavior is observable for yttrium for
which the interaction seems to be too small. This might be explained by the
fact that yttrium is a d-block element in contrast to the other dopants being
f -block elements except for Sc3+.
In contrast to the 1NN interaction the RE-V association energies in 2NN
position show only a minor dependence on the ionic radius with a shallow max-
imum around 1 Å. Again the association energy for Y-V deviates from this
behavior. The association energies are in a range of −0.22 eV to −0.13 eV near
to the value of the Coulomb energy (−0.25 eV). This suggests that the elastic
interactions have a large influence in the 1NN position but decrease rapidly for
farther distances. Since the 1NN association varies with the ionic radius while
the 2NN association is nearly constant, a crossing of the energies occurs at ap-
proximately 1.11 Å around the radius of Nd3+. This observation implies that for
dopants smaller than Nd3+ the 1NN position is favored compared to the 2NN
position, whereas for larger dopants the 2NN position is more favored. This is
in agreement with the calculated data reported by Nakayama and Martin.[111]
Furthermore, this result is consistent with calculations by Andersson et al.[110]
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where the crossing occurred at Pm3+ (1.09 Å) and also with the results by Dho-
labhai et al.[59] who reported a preference in 1NN position for Gd3+ (1.05 Å)
and Sm3+ (1.08 Å) but a preference in 2NN position for Pr3+ (1.13 Å).
A detailed DFT study of RE-V association energies for various dopants has
already been performed by Nakayama and Martin.[111] Their association energies
show the same trend for 1NN and 2NN association as the present study but with
a shift of approximately 0.3 eV to more positive values. This discrepancy can
be explained by the fact that in their study no finite-size correction was applied.
Due to the shift in the energies they found a transition of the 1NN association
energy from negative to positive at Gd3+ suggesting that the dopant and the
oxygen vacancy show a repulsion despite their opposite charge. Consequently
the consideration of finite-size corrections is essential for the calculations of
accurate association energies.
The comparability to experimentally determined association energies is very
limited since direct access to this quantity is not possible in experiments. Nev-
ertheless, Gerhardt-Anderson and Nowick[113] determined 1NN association en-
ergies for different dopants from conductivity measurements. Their results were
drawn from the idea that the activation energy of conduction can be separated
into a migration energy and an association energy. Knowing the migration en-
ergy of pure ceria the association energies were determined from Arrhenius plots
of the conductivity for the different dopants. The resulting association energies
are given in Table 4.12.
The general trend of the association energies agrees with this study showing
a decreasing interaction strength for Sc3+>Y3+>Gd3+. Only the value for La3+
does not follow this trend since the smallest interaction would be expected for
this dopant. This might be due to the fact that the 2NN interaction for La3+ is
stronger than the 1NN interaction and thus the 2NN value was experimentally
determined rather than the 1NN value. The absolute values of the experimental
data are smaller than those of the calculated 1NN energies except for La3+. The
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Table 4.12: Experimental and calculated association energies in 1NN position for
different dopants in eV.
RE ion ∆HRE-V,exp[113] ∆HRE-V,exp[9] ε1RE-V
Sc3+ −0.67 −0.75
Y3+ −0.21 −0.43 −0.35
Gd3+ −0.12 −0.29
La3+ −0.14 −0.12
reason for this behavior might be that the experimental values were determined
at small but finite dopant fractions (1 mole-%).
In contrast, Wang et al.[9] determined association energies for Y3+ doped ceria
from impedance spectroscopy for different dopant fractions and extrapolated to
infinite dilution. They report an association energy of−0.43 eV for Y-V, which is
23% larger than the DFT value and even twice of the value for 1 mole-% dopant
fraction. Consequently, the extrapolation to infinite dilution is important for
theoretical as well as experimental approaches to the association energy.
Concluding from the above results the dopants can be separated into three
groups depending on their association energies.
1. Strong association: The 1NN association is stronger than the Coulomb
energy, i.e. ε1RE-V < ECoulomb, e.g. Sc
3+.
2. Medium association: The 1NN association lies between the respective
Coulomb energy and the 2NN association, i.e. ECoulomb < ε1RE-V < ε
2
RE-V,
e.g. Y3+ Lu3+ Dy3+ Gd3+ and Sm3+.
3. Weak association: The 1NN association is equal to or weaker than the
2NN association, i.e. ε2RE-V ≤ ε1RE-V, e.g. Nd3+ and La3+.
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4.3.2. V-V Association
The association energies of two oxygen vacancies were calculated for the 1NN to
5NN distance. The extrapolated energies are shown in Figure 4.12. All energies
are positive indicating repulsion of the defects as expected regarding their equal
charge. The association energy exhibits a fast decay after the 1NN position and
is nearly constant at the 2NN to 4NN positions while the 5NN association is
nearly zero. For the 3NN energies the V-V pair with an intermediary cerium
ion (3bNN) shows a larger repulsion than the one without the cerium (3aNN).
A possible explanation might be that in the 3bNN case the intermediary cation
cannot move away from the vacancies along the connecting direction. All en-
ergies are close to the Coulomb energy, also shown in Figure 4.12, with some
deviation due to elastic effects.
The 1NN association energy has previously been calculated by Nakayama and
Martin[111] with a value of 0.77 eV, considerably lower than in this study. As
mentioned before this can be explained by the missing finite-size correction. The
general trend of the V-V association energies is comparable to the findings by
Ismail et al.[114] with a strong repulsion in the 1NN position, a drastically reduced
but constant value in the 2NN to 4NN position and negligible contribution in
the 5NN position.
Comparing the energies from the one cell and two cell methods it is apparent
that the two cell method yields a higher repulsion for all distances. This is
in contrast to the expectation that both methods should yield the same ener-
gies after extrapolating to infinite dilution. However, the discrepancy might be
explained by the fact that the number of cells used for the extrapolation was
rather small (three supercells) due to computational limitation. Since in the
one cell method the charge of the compared cells is the same it can be expected
that some finite-size errors cancel out and therefore these energies are employed
in subsequent simulations.
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Figure 4.12: Extrapolated V-V association energies for different distances. Black
squares and red circles represent the one cell and two cell method, respectively.
Letters a and b denote the 3aNN and 3bNN interaction, respectively. Positive
values imply repulsive interaction. The black line indicates the Coulomb energy
according to Eq. (4.1).
4.3.3. RE-RE Association
The RE-RE association energies were calculated only for the 1NN position since
the value is already small at this distance as shown in Figure 4.13. All dopants
have a similar value slightly lower than the corresponding Coulomb energy sug-
gesting only a small influence of elastic contributions. Only Sc3+ exhibits a
significantly lower repulsion which might be due to the comparably small size of
the Sc3+ cation. The errors for the linear extrapolation fit seem relatively large
but the total value is only up to 0.02 eV for all dopants.
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Figure 4.13: Extrapolated RE-RE association energies for different dopants. Positive
values imply repulsive interaction. The black line indicates the 1NN Coulomb
energy according to Eq. (4.1).
4.3.4. Accuracy
There are different sources of errors in the calculated association energies: Firstly,
the error of the linear fit which is below 0.01 eV for RE-V and below 0.02 eV
for RE-RE and V-V. Secondly, numerical errors due to the finite basis set,
limited convergence and sampling of the Brillouin zone. However, the chosen
parameters ensure high accuracy and the convergence of the energy was checked.
Finally there is the error of DFT itself, depending on the chosen functional. A
conservative estimation for this error is several hundred meV, at least for defect
formation calculations, which has the same magnitude as the here calculated as-
sociation energies.[39] Nevertheless, in the present case the association energies
are derived from the energy differences of very similar calculations, i.e. advan-
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tageous error cancellation is probable. Furthermore, the trends shown in the
energies regarding ionic radius and defect distance are physically reasonable.
Therefore in this case an error in the magnitude of 10 meV is expected.
4.3.5. Concentrated Defects
In an alternative approach the association energies were determined by a linear
fit of the energies for different defect configurations with a dopant fraction of
x = 0.0625, x = 0.125, and x = 0.1875 in a 2Ö2Ö2 supercell (see Eq. (3.3)).
Calculations of the cells were performed at constant volume and constant (zero)
pressure.
In Figure 4.14 the energies of the cells according to the pair interaction model
versus the corresponding DFT energies are shown for all dopant fractions at
constant volume. From the energies the respective non-configurational energy
E0 is subtracted for the sake of comparability. For the chosen cell sets the
maximum difference between model energy and DFT energy is 38 meV, 94 meV,
91 meV and the cross validation score is 20 meV, 45 meV, 56 meV for x=0.0625,
x = 0.125, x = 0.1875, respectively. In Table 4.13 the association energies at
constant volume are listed together with the extrapolated (x→0) energies from
the one cell method. Most of the fitting errors are well below 30 meV.
Assuming that the pair interaction model is valid without constraint the as-
sociation energies fitted for the different dopant fractions as well as the extrapo-
lated values should be identical per definition. Comparing the fitted association
energies for the different dopant fractions shows only a small deviation between
the values for Y-V and Y-Y pairs of maximal 10 meV which is within the fit
error. The variations for the V-V interactions are larger with differences of up
to 50 meV. The largest variation can be seen for the 3NN association ener-
gies which might be due to the relatively small number of cells containing this
interaction.
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Figure 4.14: Comparison of the calculated DFT energies and the energies predicted
from the fitted association energies for yttrium at constant volume. The non-
configurational energy E0 is subtracted for the sake of comparability.
Comparing the fitted energies to the extrapolated energies reveals a more
severe variation. The absolute value of the Y-V and Y-Y interaction is sig-
nificantly smaller for the linear fit. The same holds for the V-V interactions
in 2NN, 3aNN, and 4NN position. In contrast the V-V 1NN energies are equal
while the V-V 3bNN interaction is larger for the fitted energies. A reason for the
deviations, especially the weaker Y-V interaction, might be that the equivalence
between both approaches is only valid when including an infinite interaction ra-
dius. In contrast, in the fit only a limited number of distances is included and
further interactions are not considered. Furthermore, the pair interaction model
is only an approximation since the association energy between two defects might
be influenced by the presence of additional defects. Nevertheless, at least for the
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Table 4.13: Fitted association energies for yttrium doped ceria at constant volume
and the extrapolated (x→0) association energies in eV.
x x→0 0.0625 0.125 0.1875
E0 −777.48(1) −773.24(2) −769.11(4)
ε1V-V 0.90(2) 0.90(1) 0.88(1)
ε2V-V 0.33(2) 0.26(1) 0.21(1)
ε3aV-V 0.32(1) 0.23(2) 0.22(2)
ε3bV-V 0.46(1) 0.58(3) 0.55(2)
ε4V-V 0.34(1) 0.25(1) 0.25(1)
ε1Y-V −0.35(1) −0.23(1) −0.22(1) −0.22(1)
ε2Y-V −0.14(1) −0.02(1) −0.02(1) −0.02(1)
ε1Y-Y 0.11(1) 0.04(1) 0.05(1) 0.04(1)
cells 21 87 79
CV 0.02 0.05 0.06
Y-V interaction the difference between the 1NN and 2NN position is the same
for the extrapolated and the fitted energies regardless of dopant fractions.
Since the defects in the cells applied for the fits are no longer diluted, the
change of volume due to the defects might have an influence on the obtained
energies. Therefore, calculations with volume relaxation (constant pressure)
were performed. The energies are given in Table 4.14. For x = 0.0625 and
x= 0.125 the association energies at constant volume and at constant pressure
show only a negligible difference (≤ 30 meV). Thus the association energies are
approximately independent of the volume relaxation. For the case of x=0.1875
the difference between constant volume and constant pressure calculation is
slightly larger but significant only for the V-V 3bNN interaction.
To extend the linear fit approach the association energies for Sm3+ and La3+
were calculated. The results for x = 0.125 at constant volume are given in
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Table 4.14: Fitted association energies for yttrium doped ceria at constant pressure
and the extrapolated (x→0) association energies in eV.
x x→0 0.0625 0.125 0.1875
E0 −777.48(1) −773.23(1) −769.12(4)
ε1V-V 0.90(2) 0.89(1) 0.85(1)
ε2V-V 0.33(2) 0.26(1) 0.22(1)
ε3aV-V 0.32(1) 0.24(2) 0.19(2)
ε3bV-V 0.46(1) 0.61(2) 0.48(3)
ε4V-V 0.34(1) 0.25(1) 0.24(1)
ε1Y-V −0.35(1) −0.23(1) −0.22(1) −0.22(1)
ε2Y-V −0.14(1) −0.02(1) −0.02(1) −0.02(1)
ε1Y-Y 0.11(1) 0.04(1) 0.04(1) 0.05(1)
cells 21 87 66
CV 0.02 0.04 0.06
Table 4.15. The fitted values for samarium doped ceria show the same trends as
for yttrium doped ceria. The V-V interactions are the same within the fit errors
and the absolute values for RE-V and RE-RE are smaller than the extrapolated
values but with a similar difference between ε1RE-V and ε
2
RE-V. For lanthanum
doped ceria the V-V association energies deviate more significantly from the
values for the other dopants. Furthermore, the difference between ε1La-V and
ε2La-V is only 50% of the extrapolated value. So far the reason for the deviation
between fitted and extrapolated values is not clear although La3+ might play a
special role due to its large ionic radius.
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Table 4.15: Fitted association energies for samarium and lanthanum doped ceria at
constant volume and the extrapolated (x→0) association energies in eV.
Sm La
x x→0 0.125 x→0 0.125
E0 −765.71(2) −766.26(2)
ε1V-V 0.90(2) 0.88(1) 0.90(2) 1.00(2)
ε2V-V 0.33(2) 0.27(1) 0.33(2) 0.25(2)
ε3aV-V 0.32(1) 0.24(2) 0.32(1) 0.27(2)
ε3bV-V 0.46(1) 0.60(2) 0.46(1) 0.50(2)
ε4V-V 0.34(1) 0.27(1) 0.34(1) 0.22(1)
ε1RE-V −0.24(1) −0.14(1) −0.12(1) −0.11(1)
ε2RE-V −0.14(1) −0.06(1) −0.20(1) −0.15(1)
ε1RE-RE 0.10(2) 0.04(1) 0.10(1) 0.03(1)
cells 84 81
CV 0.04 0.06
4.3.6. Co-Doping
To evaluate the effect of co-doping on the energies and coordination numbers
the association energies for the rare-earth ion pairs Sm-Y, Sm-Gd, and Sm-La
have been calculated analogously to the above described association energies
ε1RE-RE by extrapolation. The extrapolated association energy for the Sm-Y
and Sm-Gd pair is 0.11(2) eV and 0.10(1) eV for the Sm-La pair similar to the
interaction of two of the respective constituting dopants. Since the value of
ε1RE-RE is similar for all dopants except Sc
3+, the same behavior can be expected
for the interaction between two different dopants.
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4.3.7. Polaron Association and Migration
The association energies for a pair of small polaron and oxygen vacancy (Ce'-V)
were calculated for 1NN and 2NN position according to the one cell method.
Application of the ramping method and extrapolation1 to r−3→ 0 yielded en-
ergies of −0.14(1) eV and −0.19(1) eV, respectively. Values for the association
in 1NN position were already calculated by Nakayama et al.[111] and Zacherle
et al.[38] resulting in −0.49 eV and −0.33 eV, respectively, implying a much
stronger association. Indeed, calculation of the association energy without the
ramping leads to values of approximately −0.3 eV for the 1NN and −0.2 eV for
the 2NN position in this study. Consequently without ramping the 1NN associ-
ation energy is off the value with ramping by more than 150 meV corresponding
to an error of 100%.
Therefore, not only the association effect of the Ce'-V pair is overestimated
but also the order of the energies is reversed. Without ramping the 1NN po-
sition is clearly favored. However, applying the ramping method leads to the
preference of the 2NN position. This is in agreement with the experimental
observation of a preferred arrangement of the polarons in 2NN position.[115]
The association energies for the Ce'-V pair fit perfectly to the energies of the
RE-V pairs regarding the dependence on the ionic radius as observable in Fig-
ure 4.15.
The association energy between a rare-earth dopant and a polaron, RE-Ce',
was calculated for the 1NN position for Y3+, Sm3+, and Gd3+ dopants yielding
a value of 0.10 eV for every dopant. The same value was obtained for a pair
of polarons, Ce'-Ce', in 1NN position. These values are consistent with the
energies for RE-RE pairs which are approximately 0.1 eV independent of the
ionic radius. For the Ce'-Ce' pairs all calculations yielded the ferromagnetic
1For some defect pairs containing polarons only two different supercells were calculated due
to the computational demand.
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Figure 4.15: Extrapolated Ce'-V association energies (triangles) in the 1NN (black)
and 2NN (red) position. The extrapolated RE-V association energies are given for
comparison as squares and circles according to Figure 4.11.
configuration with parallel spin after ramping. The density of states and the
magnetization density for a pair of polarons is exemplified in Figure 4.16.
DFT+U calculations for different configurations of two polarons and an oxy-
gen vacancy including the ramping method were performed by Wang et al.[108]
applying the PBEsol functional. They report a variation of 0.12 eV in the total
energy depending on the defect configuration and find the lowest energy for a
configuration with both polarons in the 2NN position of the oxygen vacancy.
Within the here applied pair interaction model there are five unique configu-
rations with both polarons interacting with the oxygen vacancy. In Figure 4.17
the different configurations are depicted together with the corresponding num-
ber of interactions and the configurational energy, i.e. the sum of the individual
98
4.3. Defect Association in Ceria
Figure 4.16: Density of states (left) and magnetization density (right) for a pair
of polarons in a 2Ö2Ö2 supercell. The energy is given with respect to the Fermi
energy.
Ce'-V Ce'-Ce'
pair 1NN 2NN 1NN ∆Econf (eV)
1-2 2 0 1 −0.18
2-3 1 1 1 −0.23
3-4 0 2 1 −0.28
1-3 1 1 0 −0.33
3-5 0 2 0 −0.38
Figure 4.17: Unique configurations of two polarons interacting with an oxygen va-
cancy in ceria. Left: Positions of polarons (blue spheres) around an oxygen vacancy
(red cube) Right: Number of pair interactions for unique configurations of two po-
larons around an oxygen vacancy as shown on the left side and the corresponding
change in the configurational energy with respect to isolated defects.
association energies. The variation of the energy is 0.2 eV and the most fa-
vorable configuration contains both polarons in 2NN position to the oxygen
vacancy in agreement with the observation of Wang et al.[108] The energy of this
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configuration is −0.38 eV in remarkable agreement with the experimental value
by Bishop et al.[116] for the association energy of the neutral trimer −0.4 eV.
Nakayama et al.[17] reported a concerted migration mechanism for oxygen ions
and polarons in non-stoichiometric ceria leading to a decrease of the migration
energy for an oxygen ion jump. In their calculations the migration energy is
reduced by 0.07 eV and 0.17 eV when substituting one or two Ce4+ by Ce3+,
respectively. In this study the energy barrier for an oxygen ion jump through
RE-Ce and RE-Ce' edges were calculated for Y3+, Sm3+, and Gd3+ dopants
(Table 4.16). For the substitution of one cerium ion by a polaron a decrease of
0.10 eV in the migration energy is found comparable to the literature value of
0.07 eV.[17] A similar decrease is found for the edge with one dopant whereby
the difference in the energy increases with increasing ion radius up to 0.12 eV
for the samarium doped edge.
Table 4.16: Energies of migration for the jump of an oxygen ion through a migration
edge formed by a rare-earth ion and a cerium ion (RE-Ce) or by a rare-earth ion
and a polaron (RE-Ce') after applying the ramping method. All values in eV.
Eedge (RE-Ce) Eedge (RE-Ce')
Ce4+ 0.52 0.42
Y3+ 0.57 0.46
Gd3+ 0.62 0.51
Sm3+ 0.69 0.57
Consequently a concerted migration mechanism of oxygen vacancies and po-
larons might lead to an increase in the oxygen ion conductivity in pure and
doped ceria. However, a considerable influence is only possible if the mobility
of the polarons is much larger than that of the oxygen ions and if a considerable
amount of oxygen vacancies is coordinated in 1NN position by at least one po-
laron. The first requirement is verified since the migration barrier for polarons
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is considerably lower than for oxygen ions.[17,117] The second requirement will
be discussed in section 5.4.
4.3.8. Summary
The energies of association for defects in doped ceria were calculated including
the interactions of dopants, oxygen vacancies, and polarons. The association
energies reveal a decline of the strength of interactions for V-V>RE-V>RE-RE,
whereat the RE-V interaction crucially depends on the dopant's ionic radius.
For the determination of correct association energies the application of finite size
correction is mandatory since the unphysical interaction of defects with their
images leads to a shift in the calculated energies.
In addition, for the calculation of polarons the application of the ramping
method is necessary to ensure the correct occupation of the f -orbitals. The
resulting association energies fit to the values for the dopants regarding the de-
pendence on the ionic radius and exhibit a remarkable agreement with previous
calculations and experimental data.
Linear fitting of cell energies with multiple defects establishes an alternative
way to predict association energies with small errors on the energies. Neverthe-
less, the values deviate from the extrapolated energies which can be traced back
to the limitations of the pair interaction model. The impact of this difference
on simulated coordination numbers is investigated in section 5.
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4.4. Entropies of Defect Formation in Ceria
So far all DFT calculations in this work have been performed at 0 K which is the
common approach in most ab initio studies. Nevertheless, at high temperatures
the entropic contributions due to lattice vibrations can become important and
may no longer be negligible.
In this section phonon calculations are performed to estimate the temperature
dependent volume and bulk modulus of pure ceria. The entropy is calculated for
the formation of intrinsic defects V′′′′Ce, Ce
••••
i , V
••
O , and O
′′
i as well as the reduction
of ceria accompanied by the generation of polarons Ce′Ce. Based on this results
entropies of association for doped ceria are calculated by analogy to the previous
section to evaluate the entropic influence on the defect interactions.
4.4.1. Bulk Properties
The calculated and experimental results for the bulk modulus BT (T ) and the
thermal volumetric expansion coefficient αV (T ) of bulk ceria are given in Ta-
ble 4.17. The calculated bulk modulus of ceria is underestimated as it is typical
for GGA. In contrast, the expansion coefficient is overestimated by the calcula-
tions.
According to Eq. (2.63) the entropy of defect formation at constant pressure
can be calculated utilizing the quantity BT (T )·αV (T ). Therefore in Figure 4.18
the product of the calculated values depending on temperature is shown together
with the derivative
(
∂S
∂V
)
T
which was determined from a third order polynomial
fit to the entropy-volume relation. As it is expected from Eq. (2.62) both curves
agree within the errors of the fit.
Furthermore, the experimental range of the product BT (T )·αV (T ) from the
data given in Table 4.17 is depicted. Above 1000 K the calculated values are
within the experimental range. At temperatures between 298 K and 1000 K
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Figure 4.18: The product of bulk modulus BT (T ) and volumetric thermal expansion
coefficient αV (T ) as determined from DFT calculations (squares) and the derivative(
∂S
∂V
)
T
(circles) for bulk ceria. Both data coincide according to Eq. (2.62). The
range of experimental data (from Table 4.17) is depicted as blue rectangle. Error
bars indicate the error of the equation of state fit.
the calculated values are up to 20% smaller but it should be noted that the
experimental bulk modulus is only measured at room temperature, while the
expansion coefficient is averaged over a large temperature range. Therefore the
depicted experimental range in Figure 4.18 is only an approximation but agrees
well with the calculated data.
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Table 4.17: Bulk modulus and volumetric expansion coefficient of bulk ceria as
calculated in this study and experimental values from literature.
reference temperature BT (T ) αV (T )
(K) (GPa) (10−5K−1)
this study 293− 1123 170− 121 3.5− 6.5
Sameshima et al.[118] 298− 1173 3.5
Chavan et al.[119] 293− 1123 3.5
this study 298 170 3.5
Duclos et al.[120] 298 230
Gerward et al.[98] 298 220
4.4.2. Single Defects
The entropies of defect formation were calculated for the constant volume case
according to Eqs. (2.56) with the equilibrium volume V0 of the bulk cell at 0 K.
The entropies for the constant (zero) pressure case (p0) were approximated by
Eq. (2.61). For all calculated cells it was ensured that no imaginary frequencies
occurred in the phonon dispersion. An exemplary phonon dispersion of the cell
with a cerium vacancy V′′′′Ce is given in Figure 4.19.
The calculated entropies of vacancy formation are shown in Figure 4.20. For
the constant volume case the formation entropies of both, oxygen and cerium
vacancy, are positive and constant above 200 K with a value of about 2.5 kB.
The positive entropy of formation can be expected since the formation of a
vacancy should lead to a softening of the vibrational modes and thus increase
the entropy of the defective cell.
In the case of constant pressure the entropy of formation depends on the
relaxation volume. For the cerium vacancy a positive ion is removed leading
to an outward displacement of 0.24 Å of the eight surrounding negative oxygen
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Figure 4.19: Phonon dispersion of the cell (Ce31O64)
4− (space group Pm3¯m) con-
taining a cerium vacancy. No imaginary frequencies appear within the Brillouin
zone.
ions and consequently to a large positive relaxation volume of 43.7 Å3. When
removing a negative oxygen ion the nearest oxygen ions move toward the created
vacancy by 0.21 Å leading to a negative relaxation volume of −17.1 Å3. In both
cases the cerium ions move in the opposite direction but the overall volume
relaxation is dominated by the movement of the oxygen ions. As a result the
entropies of defect formation for the cerium vacancy stay positive while those
of the oxygen vacancy become negative. For both vacancies the absolute value
is much larger than in the constant volume case. Consequently the constant
pressure case is dominated by the relaxation dependent term in Eq. (2.61).
The calculation of the constant pressure case can be simplified with the ap-
proximation ∆VrelαVBT (Eq. 2.63). For the cerium vacancy this approximation
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Figure 4.20: Entropies of cerium vacancy (black) and oxygen vacancy (red) formation
in ceria. Entropies are given for constant volume according to Eq. (2.56) (dashed)
and constant pressure according to Eq. (2.61) (solid). In addition entropy of cerium
vacancy formation according to Eq. (2.63) (green) is shown.
is compared to the result from the more accurate Eq. (2.61) as depicted in Fig-
ure 4.20. The difference is small and might be smaller for defects with weaker
relaxation effects but it is significant. Thus Eq. (2.63) is only an approximation
to the more general Eq. (2.61).
In contrast to the behavior of the vacancies, the cerium interstitial shows
a negative entropy while the oxygen interstitial again shows a positive value
(Figure 4.21). The negative entropy of formation for the cerium interstitial
could be explained by the fact that an interstitial should lead to an increase
of the vibrational frequencies and thus lower the entropy of the defective cell.
However, the positive value for the oxygen interstitial is in agreement with
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the results by Agoston and Albe[42] for In2O3. The constant pressure case is
dominated by the relaxation volume dependence as described before.
Figure 4.21: Entropies of cerium interstitial (black) and oxygen interstitial (red)
formation in ceria. Entropies are given for constant volume according to Eq. (2.56)
(dashed) and constant pressure according to Eq. (2.61) (solid).
The entropy of formation for a polaron is shown in Figure 4.22. For the
constant volume case the entropy of formation is small with −0.5 kB. This
observation is not surprising since there is only a change in the charge state and
no larger structural change as for interstitials and vacancies. In the constant
pressure case however, the formation of the polaron leads to an expansion of the
lattice and consequently the entropy of formation has a positive value.
Concluding the results so far, it is obvious that in the constant pressure
case the relaxation volume dependent term is dominating. Since this term can
be approximated from the bulk properties and the relaxation volume at zero
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Figure 4.22: Entropies of polaron formation in ceria. Entropies are given for constant
volume according to Eq. (2.56) (black) and constant pressure according to Eq. (2.61)
(red). The inset shows the charge distribution for the highest state in the cell with
a polaron.
temperature it is independent of the phonon calculations for the defective cell.
This is advantageous since these calculations might contain finite-size errors. It
is known from literature that the entropy of a defective cell depends on 1/N
with N being the number of atoms in the supercell.[42,121] This dependence was
ignored in this study since the calculation of larger supercells is very demanding.
However, for the constant pressure case this influence might be negligible since
it is dominated by the relaxation volume as stated above.
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4.4.3. Intrinsic Disorder
Regarding the comparability with experiments the more interesting quantities
are the entropies of formation for intrinsic disorder which can be calculated from
the individual defects for Frenkel, anti-Frenkel, and Schottky disorder:
∆SFr = ∆Sf(V′′′′Ce) + ∆Sf(Ce
••••
i ) (4.2)
∆SaFr = ∆Sf(V••O ) + ∆Sf(O
′′
i ) (4.3)
∆SSch = 2 ·∆Sf(V••O ) + ∆Sf(V
′′′′
Ce) (4.4)
It is noted that in the case of Schottky disorder the entropy of ceria on the
surface is assumed to be equal to the entropy of the bulk. This assumption
can be justified for a macroscopic crystal since the formation of a ceria unit
on the surface is always accompanied by the transfer of a surface ceria unit
into the bulk. Combining Eqs. (4.2) to (4.4) with Eq. (2.56) reveals that the
partial entropies of the defect ions cancel out for the intrinsic disorder. Thus the
reservoir of the defect ions has not to be considered any more and the calculated
entropies are independent of the assumed equilibrium.
The entropies of formation per defect for the intrinsic disorders are depicted
in Figure 4.23. The trends are similar to the single defects, i.e. the entropies
at constant volume are only few kB while in the constant pressure case the val-
ues are considerably higher. The largest influence of the volume relaxation is
observed for Frenkel disorder due to the large lattice expansion for the cerium
vacancy and the comparably small contraction due to the cerium interstitial.
This effect is considerably smaller for the anti-Frenkel and Schottky disorder.
However, all entropies are positive as it can be expected for defective struc-
tures.
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Figure 4.23: Entropies of Frenkel (black), anti-Frenkel (red), and Schottky (green)
disorder in ceria per defect calculated from the individual defects. Entropies are
given for constant volume according to Eq. (2.56) (dashed) and constant pressure
according to Eq. (2.61) (solid).
4.4.4. Gibbs Energies
The quantity which controls the concentration of defects at constant pressure is
the Gibbs energy of defect formation, which for p0 =0 can be calculated as:
∆Gf(T )p0 = ∆Hf(T )p0 − T∆Sf(T )p0 (4.5)
Here ∆Hf(T )p0 is the enthalpy of formation at p0 = 0 for which ab initio
values are not available so far. However, Gillan[122] showed that this value can
be approximated by the internal energy ∆Uf,V0 at constant volume and zero
temperature. This approximation has been validated for different materials like
cubic In2O3.[123125] Furthermore, since ∆Uf,V0 is dominated by the electronic
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ground state energy ∆Eelf,V0 Eq. (4.5) can be approximated as:
∆Gf(T )p ≈ ∆Eelf,V0 − T∆Sf(T )p0 (4.6)
The electronic ground state energies calculated by Zacherle et al.[38] as well
as the here calculated entropies at 1000 K are given in Table 4.18. In addi-
tion the contributions of the vibrational energy ∆Evibf,V0 and the term p∆V at
atmospheric pressure are given. It can be seen that these values are small and
therefore negligible. Figure 4.24 shows the Gibbs energy calculated for the in-
trinsic disorders according to Eq. (4.6) in the whole temperature range from
0 to 1500 K. The entropic contributions have a substantial influence on the
Table 4.18: Electronic ground state energies for intrinsic disorder in ceria from litera-
ture[38] and the calculated vibrational entropies for constant pressure at 1000 K. In
addition the vibrational energy of formation ∆Evibf,V0 and the term p∆fV are given.
∆Eelf,V0 T∆Sfp0 ∆E
vib
f,V0
p1bar∆fV
Disorder (eV/defect) (eV/defect) (meV/defect) (10−5 eV/defect)
Frenkel 6.23 0.90 11.7 1.03
anti-Frenkel 2.07 0.45 2.56 0.18
Schottky 2.29 0.41 3.65 1.07
Gibbs energies lowering the value at 1000 K by 0.9 eV (14%), 0.45 eV (22%),
and 0.41 eV (18%) for Frenkel, anti-Frenkel, and Schottky disorder, respectively,
compared to the pure electronic energy. Although the influence of the vibra-
tional entropies is large there is no change in the order of the defect energies,
i.e. no crossing of the energy curves. For all temperatures anti-Frenkel disorder
is most dominant. Nevertheless, inclusion of entropic contributions lowers the
Gibbs energy significantly and thus increases the defect concentration.
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Figure 4.24: Gibbs energies of Frenkel (green), anti-Frenkel (red), and Schottky
(black) disorder in ceria per defects calculated from the electronic energies and
vibrational entropies.
4.4.5. Reduction
The vibrational (non-configurational) entropy of reduction for ceria can be cal-
culated by
∆Snonred = 2∆Sf(Ce
′
Ce) +
1
2
S(O2(g)) + S(V••O )− S(bulk) (4.7)
with ∆Sf(Ce′Ce) the entropy of formation of one polaron, S(O2(g)) the entropy
of molecular oxygen, S(V••O ) the entropy of a ceria cell containing an oxygen
vacancy and S(bulk) the entropy of the corresponding bulk cell. The entropy
of reduction and the constituting entropies from Eq. (4.7) are shown in the
upper panel of Figure 4.25 where the entropy of molecular oxygen is taken from
tabulated literature data.[7] The entropy of reduction is constant at temperatures
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above 200 K with a value of about 17.5 kB.
Figure 4.25: Upper panel: Entropy of reduction (blue) at constant pressure and the
contributions of oxygen formation (green), polaron formation (black), and oxygen
vacancy formation (red). Lower panel: Gibbs energy of reduction calculated from
the electronic energies and vibrational entropies.
Experimental studies by Bevan and Kordis[126] as well as Panlener et al.[127]
have shown that the entropy of reduction depends on the degree of non-stoichio-
metry δ in CeO2−δ and decreases with increasing oxygen deficiency. This ob-
servation has been attributed to the change in the configurational entropy with
varying non-stoichiometry. This means that for small δ the reduction is more fa-
vorable in terms of the number of possible lattice configurations. Panlener et al.
assumed a random defect distribution in the lattice and split the total entropy
of reduction into a non-configurational (vibrational) part and a configurational
113
4. Results of Density Functional Theory
part (depending on δ) according to
∆Stotalred = ∆S
non
red + ∆S
conf
red = ∆S
non
red − kB ln(2)−
n
2
kB ln(δ) (4.8)
where n is a parameter depending on the crystal structure. Consequently, the
non-configurational part can be extracted from the experimental data by ex-
trapolating to ln(δ) = 0 simplifying Eq. (4.8) to
∆Snonred = ∆S
total
red + kB ln(2) (4.9)
The extracted experimental value for the entropy of reduction is 16 kB which
agrees well with the calculated value of 17.5 kB. Further experimental entropies
of reduction but for samarium doped ceria (Ce0.85Sm0.15O1.925) have been re-
ported by Chueh et al.[128] as well as Lai et al.[129] with values of 13 to 14 kB.
Furthermore, ab initio calculations on the reduction of ceria have been performed
by Gopal et al.[130] applying the cluster expansion approach. The reported en-
tropies also contain contributions from association and different configurations,
thus an exact value for ∆Snonred is not given. However, for small δ this value can
be approximately extracted as 16 kB.
Another observation stated by Panlener et al.[127] is that the (non-configura-
tional) entropy of reduction is essentially due to the formation of molecular
oxygen. In contrast the vibrational entropy of the defects in the solid i.e.
∆Svib,solidred = 2∆Sf (Ce
′
Ce) + S (V
••
O )− S (bulk) (4.10)
is small with a value of about 2.5 kB. This is also in agreement with the ab initio
results as seen in Figure 4.25 since the entropies of formation of two polarons
and an oxygen vacancy nearly compensate each other. At 1000 K the calculated
value for ∆Svib,solidred is 2.5 kB and thus in exact agreement with literature.
4.4.6. Entropies of Association
The entropies of defect association were calculated for V-V, Y-V, Sm-V, Y-Y,
and Sm-Sm pairs in 1NN position. The one cell method (with two separated
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defects in a cell as non-associated configuration) and the two cell method (with
each defect in a separate cell as non-associated configuration) have been ap-
plied as for the association energies (see section 4.3). The calculations of the
entropy have been restricted to one supercell size due to the high computational
demand.
In Figure 4.26 the entropies of association for an oxygen vacancy pair obtained
from both methods are shown. For both methods the entropies of association
attain a roughly constant value at 600 K. Above this temperature the values
agree with a deviation of about 10%. Detailed values for 1000 K are given in
Table 4.19.
Figure 4.26: Entropy of association for an oxygen vacancy pair in 1NN position,
calculated from the one cell method (black) and the two cell method (red). Fur-
thermore, the term αVBT∆V (green) and the entropies of association at constant
pressure (dashed) are shown.
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The volume of association was calculated following the two cell method and
the term αVBT∆V for the constant pressure case is provided in Figure 4.26.
The value of ∆V is positive since the oxygen vacancies repel each other leading
to an expansion of the lattice. Consequently, for the constant pressure case
the entropy of association is very small since the terms ∆SV0 and αVBT∆V
nearly compensate each other. In Figure 4.27 the entropies of association for
Y-V and Sm-V are given for the constant volume case and the constant pressure
case using the relaxation volumes from the two cell method. All entropies at
constant volume are negative and constant above 300 K. However, there are
large differences between the two methods with the absolute value of the two
cell method about four times larger than that of the one cell method. The
relaxation volume is negative leading to large absolute values of the entropy.
Figure 4.27: Entropy of association for Y-V (black and red) and Sm-V (green and
blue), calculated from the one cell method and the two cell method. Entropies are
shown for constant volume (solid) and constant pressure (dashed).
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The difference between the two methods might be an evidence that the su-
percells are still too small and the entropies only converge for larger cells. How-
ever, phonon calculations for larger supercells would be exceedingly demanding
in terms of computation time since high accuracy is necessary and the defects
considerably reduce the cell symmetry. On the other hand it should be noted
that the absolute values of the calculated entropies of association are very small
(. 1 kB).
Table 4.19: Entropies of association for constant volume from one cell and two cell
method at 1000 K. Entropies of association at constant pressure calculated using
the relaxation volume of the two cell method.
∆S1NNV0 ∆V ∆S
1NN
p0
defect pair method (kB) (Å3) (kB)
V-V two cell −1.12 2.17 −0.07
one cell −1.01 0.18
Y-V two cell −0.95 −0.97 −1.48
one cell −0.27 −0.80
Sm-V two cell −0.57 −0.69 −0.95
one cell −0.15 −0.53
Y-Y two cell 0.04
Sm-Sm two cell −0.23 0.30 −0.07
An error estimation for the phonon calculations is not straight forward. Nev-
ertheless, since the entropy of association is the difference of large values the
error due to deviations in the calculated forces might be at least 1 kB. For the
entropies of formation shown before this is no essential problem since the en-
tropies, at least for constant pressure, are significantly larger than 1 kB. In the
case of association however, the error of the entropies might exceed the actual
values. This does not necessarily mean that the entropy of association is negligi-
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ble at higher temperatures. For example the entropy contribution ∆S1NNp0 from
the one cell method for a Y-V pair at 1000 K is −0.07 eV which is 20% of the
association energy ε1Y-V. But due to the possible error this value is not reliable
and therefore entropy contributions are not considered in the subsequent Monte
Carlo simulations.
For the sake of completeness in Table 4.19 the entropies of association for Y-Y
and Sm-Sm pairs according to the two cell methods are given. These values are
even smaller than the V-V and RE-V association entropies in agreement with
the trend also seen for the association energies where the trend of the absolute
values is |ε1V-V| > |ε1RE-V| > |ε1RE-RE|.
4.4.7. Summary
Phonon calculations were performed to investigate the entropies of formation for
single defects, intrinsic disorder and reduction in pure ceria as well as entropies
of association in doped ceria. In the constant pressure case the entropies are
dominated by the relaxation of the cell volume. Entropies of intrinsic disorders
are positive and have a distinct effect on the Gibbs energies but do not alter
the order of stability for the defects. For the reduction of ceria only a small
contribution of the entropies in the solid is observed in comparison with the
entropy of molecular oxygen which is in agreement with experimental results.
The entropies of association were determined without appearance of imaginary
frequencies in the phonon dispersion but the results are questionable due to the
relative large expected error compared to the absolute value.
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5.1. Coordination Numbers in Doped Ceria
Metropolis Monte Carlo simulations were performed to investigate the distribu-
tion of defects in doped ceria utilizing association energies calculated by means
of DFT. The oxygen coordination numbers (CN) of RE3+, and Ce4+ ions in
the first coordination sphere were determined which give an indication about
the defect distribution and can be compared to experimental data. A rigorous
investigation of the distribution in larger distances is not included since most
experimental data suffers from large errors. Simulations for singly doped ceria
were performed for all investigated dopants and grouped according to the type
of the association i.e. strong, medium, and weak as introduced in section 4.3.
Besides singly doped ceria, co-doping has attracted some scientific interest
due to a possibly beneficial influence on the oxygen ion conductivity.[131] There-
fore the influence of co-doping samarium doped ceria with yttrium, gadolinium
or lanthanum was investigated.
5.1.1. Overview
Figure 5.1 gives an overview of simulated coordination numbers of the inves-
tigated dopants. Coordination numbers in a random distribution according to
CNrnd=8−2x are depicted as black line. With an attractive interaction between
oxygen vacancies and rare-earth ions the coordination of the dopants CN(RE3+)
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is expected to be reduced compared to the random distribution due to forma-
tion of RE-V associates. With increasing ionic radius of the dopants the RE-V
interaction in 1NN position decreases and consequently CN of the dopants have
to increase as visible in Figure 5.1.
Figure 5.1: Simulated coordination numbers CN(RE3+) in Ce1−xRExO2−x/2 for
different rare-earth dopants. The straight black line indicates CN for the random
distribution.
The dependence of CN(RE3+) on the ionic radius of the dopants in eightfold
coordination is nearly linear for a wide range of different dopants and dopant
fractions as shown in Figure 5.2. CN(Y3+) and CN(La3+) deviate from the
linear behavior: For yttrium this might be explained by the different electronic
configuration as discussed in section 4.3. For lanthanum preference of the 2NN
position was found which might lead to the deviation from linearity. For high
dopant fractions the linear behavior is evident with correlation factors of R2>
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0.999 while for dopant fractions below 0.25 a parabolic fit is more suitable
with an increasing deviation from linearity with decreasing x. Scandium is not
included in Figure 5.2 since CN(RE3+) do not change anymore for higher dopant
fractions.
Figure 5.2: Dependence of the simulated coordination numbers on the ionic radius
for dopant fractions between 0.05 and 0.5 in 0.05 steps. Straight lines indicate
a linear fit while dotted lines represent parabolic fitting. Yttrium (circles) and
lanthanum (triangles) are not included in the fits.
All association energies have a certain error due to the inaccuracy of the fit
and the limitations of DFT as discussed in section 4.3. Therefore a sensitivity
analysis was performed for yttrium doped ceria to investigate the dependence
of the simulated CN on variations in the association energies. In the applied
model there are eight association energies which leads to a large number of
possible variations. Therefore, the analysis was limited to the most important
interactions and only one association energy was varied at a time in a range
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of −0.05 eV to +0.05 eV around the original DFT value which is a realistic
estimate of the possible errors.
The Y-V interactions are most important since these directly influence the
coordination numbers of Ce4+ and RE3+. For the variation of ε1Y-V the results
are shown in Figure 5.3. An increase of the Y-V 1NN interaction strength leads
to a distinct lowering of the CN(Y3+) due to the larger trapping effect. The
effect is mostly pronounced for dopant fractions around 0.25. The maximum
deviation from the original CN is 0.13 for a shift of +0.05 eV which corresponds
to a CN to energy ratio of 2.6 eV−1.
Figure 5.3: Simulated coordination numbers CN(Ce4+) (squares) and CN(Y3+) (cir-
cles) in Ce1−xYxO2−x/2 for different values of ε1Y-V varied by −0.05 eV to +0.05 eV.
The straight black line indicates CN for the random distribution.
For the variation of the interaction in 2NN position the absolute values are
similar but the effect is converse. For a stronger interaction CN(Y3+) is in-
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creased as oxygen vacancies move from 1NN to 2NN position. The variation
of the Y-Y interaction has a similar effect like the variation of ε1Y-V. Smaller
values lead to a pronounced clustering of Y3+ ions and consequently to lower
CN(Y3+).
In contrast, the variation of ε1V-V has no significant effect. This might be due
to the strong repulsion of the vacancies which is not changed by small mod-
ifications of the energy. An effect is only visible for the 2NN position where
decreasing association energy leads to smaller CN(Y3+). Maximum deviation
and average deviation over the whole simulation range are summarized in Ta-
ble 5.1.
Table 5.1: Maximum and average deviation of CN for modification of association
energies by −0.05 eV or +0.05 eV
−0.05 eV +0.05 eV
Average Maximum Average Maximum
ε1Y-V −0.09 −0.12 0.10 0.13
ε2Y-V 0.09 0.14 −0.09 −0.12
ε1Y-Y −0.10 −0.13 0.05 0.07
ε1V-V 0.00 0.01 0.00 0.02
ε2V-V −0.03 −0.05 0.03 0.04
From the sensitivity analysis it can be deduced that small changes in the
association energies of 0.05 eV lead to significant changes in CN of the dopants,
up to 0.1. The largest influence have the variations of RE-V and RE-RE inter-
actions while the variation of the V-V interaction has only minor effect. Beside
the absolute values of the CN also the shape of the curves is affected.
It should be noted that for the accurate simulation of CN all three types
of interaction, i.e. RE-V, RE-RE and V-V, are necessary. This is illustrated
in Figure 5.4 where the simulated CN are shown together with results from
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simulations missing one type of interaction. If the Y-Y interaction is neglected
the CN(Y3+) are much to small since a large number of Y3+ could cluster around
a single oxygen vacancy. This effect is even stronger when neglecting the V-V
interactions. In this case a large cluster of yttrium ions and oxygen vacancies
is formed with CN(Y3+) = 6. On the other hand, if the Y-V interaction is
missing the lattice adopts the random distribution since dopant ions and oxygen
vacancies are mutually independent and only the Y-Y and V-V repulsion is
effective.
Figure 5.4: Simulated coordination numbers CN(Ce4+) (squares) and CN(Y3+)
(circles) in Ce1−xYxO2−x/2 considering all types of interactions (black), neglecting
the RE-RE interaction (red), the RE-V interaction (green) or the V-V interaction
(blue). The straight black line indicates CN for the random distribution
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5.1.2. Strong Association
Among the investigated dopants Sc3+ shows the strongest association with
ε1Sc-V = −0.75. As can be seen in Figure 5.1 this strong association leads to
CN(Sc3+) of approximately six which corresponds to the coordination of Sc3+
in pure scandium oxide. Thus, the simulated CN suggest a phase separation
into Sc2O3 and CeO2 which is in agreement with the experimental finding of a
low solubility of scandium oxide in ceria.[132134] This behavior is illustrated in
Figure 5.5 for a scandium fraction of 0.1. A cluster of Sc3+ ions and oxygen
vacancies can easily be identified. In the inner part of the cluster every Sc3+ ion
is surrounded by twelve other Sc3+ ions.
Figure 5.5: Simulated ion and vacancy distribution in Ce0.9Sc0.1O1.95 in a 12Ö12Ö12
simulation cell. Sc3+ ions (blue spheres) and oxygen vacancies (red boxes) are
drawn as large symbols illustrating the clustering of these defects.
The solubility can be estimated by counting the Sc3+ ions in the solid solution
125
5. Results of Metropolis Monte Carlo
not included in the cluster. Therfore, additional simulations were performed in
a range of x = 0.005 to x = 0.1 and the number of Sc3+ ions coordinated by
n other Sc3+ ions were extracted as shown in Figure 5.6. At dopant fractions
above the solubility limit it can be expected that all additional Sc3+ ions are
part of the cluster while the number of Sc3+ ions in the solid solution stays
constant. The clustered and free dopant ions then can be distinguished by the
value of n whereat the number of free dopant ions is constant with increasing
x. In Figure 5.6 the number of Sc-Scn for n ≤ 6 are shown and it can be seen
Figure 5.6: Number of Sc-Scn for n = 0 to n = 6 in a 12Ö12Ö12 cell. The inset
shows the numbers also for larger n.
that for n ≤ 4 the number of Sc-Scn is independent of the dopant fraction.
Consequently the number of free Sc3+ ions is calculated from all n ≤ 4 which
leads to a solubility of about 0.4%. This is consistent with the experimental
finding of a solubility of scandia in ceria below 1%.[134] It should be noted that
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the segregated scandium oxide phase in the simulation is treated like the fluorite
ceria structure. Thus no information about the different structures is included
but nevertheless it yields a remarkably comparable result to experiments.
5.1.3. Medium Association
For various rare-earth oxides experimental coordination numbers can be found in
literature determined by different methods. The coordination numbers of a wide
range of doped ceria have been investigated by extended x-ray absorption fine
structure (EXAFS).[132,135137] However, these data suffer from large scattering
and errors in CN and therefore are not suitable for a quantitative comparison
with the simulated data.[73] A more reliable method is the determination by
nuclear magnetic resonance (NMR) but this is restricted to NMR-active nuclei
and for the investigated dopants only values for 89Y are available.
An alternative approach has been developed by Nakamura[138] using the devi-
ation of the CeO2-RE2O3 solid solution from Vegards law. For doped ceria the
lattice constant deviates from the expected linearity due to the change of the
ionic radius with different coordinations. Applying a non-random distribution
model to the lattice constant depending on the dopant fraction, CN of doped
ceria have been extracted from x-ray diffraction (XRD) data.[74,138] It should
be noted that the model is not fully validated and relies on XRD data which
might also suffer from scattering and thus the results should be interpreted with
care.
Figure 5.7 shows CN for yttrium doped ceria simulated with the extrapolated
association energies as well as the association energies from the linear fit for
x= 0.125 and x= 0.1875 at constant volume. In addition, experimental data
from NMR and XRD are depicted. The values measured by NMR from three
different studies agree well with each other and the XRD data. The simulated
data employing the extrapolated energies is also in good agreement with the
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experimental data with a small shift to higher CN(Y3+). Besides the larger
deviation for small dopant fractions the difference in the CN(Y3+) is below
0.09. As seen above this shift in CN is possible with only small differences in
the association energies. The CN(Y3+) simulated from the fitted association
energies show a shift to smaller values with a maximum difference smaller than
0.11 (x=0.125) and 0.16 (x=0.1875).
Figure 5.7: Simulated coordination numbers CN(Ce4+) (squares) and CN(Y3+)
(circles) in Ce1−xYxO2−x/2 and experimental values from NMR measure-
ments[112,139,140] (triangles) as well as XRD[138] (blue line). Simulated values are
given for the extrapolated association energies (black) and the fitted energies at
constant volume for x = 0.125 (red) and x = 0.1875 (green). The straight black
line indicates the CN for the random distribution.
Due to the existence of accurate NMR data for yttrium doped ceria, not
only a comparison of CN is possible but also of the number of yttrium ions
coordinated by a certain number of oxygen vacancies Y-Vn. In Figure 5.8 the
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amount of yttrium ions coordinated by no, one or two oxygen vacancies is shown
as extracted from the simulations and from NMR measurements.[112,139,140] For
all dopant fractions the yttrium ions coordinated by n=1 oxygen vacancy prevail
and the amount is nearly constant while for n=0 the amount decreases and
for n=2 the amount increases with higher dopant fraction. These trends hold
for both simulated and experimental values. The absolute values are in good
agreement with a shift of the simulated n=1 values to lower and of the n=0 and
n=2 values to higher numbers.
Figure 5.8: Simulated fraction of Y-Vn configurations for n=0 to n=2 in yttrium
doped ceria (circles) and experimental values from NMR measurements[112,139,140]
(triangles).
An issue discussed in recent literature is the ordering of the oxygen vacancies
in doped ceria. Theoretical[141] as well as experimental[141,142] studies state that
these preferably order in the 〈111〉 direction, i.e. the 3NN position which is in
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agreement with further studies on isostructural yttria stabilized zirconia.[142144]
In contrast, theoretical studies applying classical potentials[145147] as well as
further experimental results[148] suggest an ordering in 〈110〉 direction, i.e. the
2NN position. Furthermore, in a recent DFT+U study Gopal et al.[130] as well
reported a preference of oxygen vacancies to order along the 〈110〉 direction
in undoped non-stoichiometric ceria. Therefore, in Figure 5.9 the simulated
Figure 5.9: Simulated relative number of oxygen vacancy-vacancy pairs in 1NN to
4NN position in yttrium doped ceria (circles) and the corresponding numbers in
the random distribution (lines). The inset shows possible stabilization of vacancies
in 2NN position.
number of oxygen vacancy pairs is shown together with the numbers in a random
distribution. Obviously the number of all investigated V-V pairs is smaller than
in the random distribution. In particular, 1NN and 4NN pairs are rare. For the
1NN pairs this can be explained by the large repulsion of 0.9 eV while for the
4NN pairs this might be due to an ordering effect over larger distances. The
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most abundant V-V pair is clearly in the 2NN position. The dominance of the
2NN pairs in the simulations can be attributed to three factors:
1. There are twelve 2NN positions around an anion site but only eight 3NN
positions leading to a preference already in the random distribution.
2. The repulsion of the 3aNN pair (0.32 eV) is similar to that of the 2NN pair
(0.33 eV) but the 3bNN repulsion (0.46 eV) is considerably larger making
these pairs very unlikely.
3. The 2NN pair can be stabilized by the interaction with yttrium ions since
there are five positions where yttrium ions are in attractive interactions
with both vacancies.
Of course the applied simulation model is subject to certain restrictions: The
energies only rely on pair interactions and no energy effects of larger clusters are
considered. Furthermore, interactions are cut off at a certain radius. Neverthe-
less, the dominance of 2NN V-V pairs in the simulations is unambiguous and
can also be seen for other dopants than Y3+. Consequently, this study confirms
earlier evidence for the ordering of oxygen vacancies in 〈110〉 direction.
For dopants Gd3+, Sm3+, and Eu3+ experimental coordination numbers are
only available from XRD. The comparison between simulation results and ex-
perimental data for this dopants is given in Figures 5.10 to 5.12.
For Gd3+ doped ceria CN from two different XRD data sets are reported
(Figure 5.10).[74,138] While CN based on the data by Nakamura et al.[74] is con-
siderably smaller, CN based on the data by Bevan et al.[138] match the simu-
lated data accurately with a small deviation only at high dopant fractions. The
differences in the experimental data may arise from the different preparation
temperatures of 1450 °C (Nakamura) and 1600 °C (Bevan). Because of the rela-
tively low sintering temperature of Nakamura et al. the cations might not adopt
the equilibrium distribution leading to deviations in the CN .
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Figure 5.10: Simulated coordination numbers CN(Ce4+) (squares) and CN(Gd3+)
(circles) in Ce1−xGdxO2−x/2 and experimental values from XRD[74] for samples
sintered at 1600 °C (light blue line) and 1450 °C (blue line). The straight black
line indicates CN for the random distribution.
The simulated CN(Sm3+) (Figure 5.11) are in good agreement with exper-
imental values up to x= 0.25 and deviate considerably for higher dopant frac-
tions. A possible reason might be that the simulations rely on a pair interaction
model without any cluster interactions, i.e. additional interactions arising from
configurations with more than two defects. The effect of this cluster formation is
expected to have an increasing influence for higher dopant fractions since more
defects are available. On the other hand there is only one set of experimental
data which might also suffer from errors.
Furthermore, Ismail et al.[114,149] recently reported DFT+U calculations on
samarium doped ceria with varying dopant fractions. For higher dopant frac-
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Figure 5.11: Simulated coordination numbers CN(Ce4+) (squares) and CN(Sm3+)
(circles) in Ce1−xSmxO2−x/2 and experimental values from XRD[138] (blue line).
Simulated values are given for the extrapolated association energies (black) and
the fitted energies at constant volume for x = 0.125 (red). The straight black line
indicates CN for the random distribution.
tions between x=0.19 and x=0.31 they found a preference of oxygen vacancies
to be in the 2NN position to Sm3+ ions rather than the 1NN position. This
result suggests that for high dopant fractions the CN(Sm3+) are near to the
random distribution since there is no preferential formation of Sm-V pairs in
1NN. This agrees with the observation from Figure 5.11.
The simulated CN for Eu3+ doped ceria (Figure 5.12) show no good agree-
ment with experimental data. While the shape of the CN(Eu3+) curves is
comparable, there is a shift of about 0.2 in the absolute values. From the con-
sideration that an increasing ionic radius results in larger CN(RE3+) due to
133
5. Results of Metropolis Monte Carlo
Figure 5.12: Simulated coordination numbers CN(Ce4+) (squares) and CN(Eu3+)
(circles) in Ce1−xEuxO2−x/2 and experimental values from XRD[138] (blue line).
The straight black line indicates CN for the random distribution.
the weaker RE-V 1NN interaction the experimental data does not match the
expectations. The ionic radius of Eu3+ is between that of Gd3+ and Sm3+ but
the experimental CN are near to the values of Y3+ doped ceria and consider-
ably lower than that of Gd3+ and Sm3+. In contrast the calculated association
energies of europium doped ceria show the same trend as the other rare-earth
oxides. An explanation for this discrepancy might be the presence of europium
in charge state 2+ in experiment. In this case a stronger association between
dopant and oxygen vacancy can be expected resulting in a lower CN than for
the trivalent cation.
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5.1.4. Weak Association
Considering the RE-V 1NN interaction Nd3+ doped ceria exhibits weak associ-
ation with ε1Nd-V≈ε2Nd-V whereas La3+ doped ceria exhibits a preference for the
2NN position with ε1La-V> ε
2
La-V. The simulated coordination numbers of both
solid solutions are shown in Figures 5.13 and 5.14 together with the experimen-
tal data from XRD measurements. For both dopants two sets of experimental
data are shown resulting from different evaluation methods as described in the
reference.[138]
Figure 5.13: Simulated CN(Nd3+) (black circles) in Ce1−xNdxO2−x/2 and experi-
mental values from XRD[138] (blue lines). The green circles represent the simulation
results where ε1Nd-V was increased by 0.05 eV. The straight black line indicates CN
for the random distribution. The CN(Ce4+) are excluded for the sake of clarity.
For dopants with medium association all CN(RE3+) are below the random
distribution. In contrast, CN(Nd3+) and CN(La3+) are above the random
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Figure 5.14: Simulated coordination numbers CN(La3+) (circles) in
Ce1−xLaxO2−x/2 and experimental values from XRD[138] (blue lines). Simu-
lated values are given for the extrapolated association energies (black), the fitted
energies at constant volume for x=0.125 (red) and the extrapolated energies with
modified ε1La-V. The straight black line indicates CN for the random distribution.
The CN(Ce4+) are excluded for the sake of clarity.
distribution for large x or the whole range of x, respectively. This is visible for
the simulated data as well as for the experimental values. However, the absolute
values differ for La3+ while for Nd3+ even the shape of the experimental and
simulated curve is different.
In section 5.1.1 the influence of variation of the association energies on the
CN was discussed. Since the RE-V 1NN interaction directly influences CN , the
values of ε1Nd-V and ε
1
La-V were modified by +0.05 eV to examine the influence
on the agreement between simulation and experiment. For La3+ the change
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in energy shifts the simulation results towards the experimental data but the
difference is still large while for Nd3+ no improvement is found. In addition,
for La3+ the simulated values using the fitted association energies were utilized
as well. However, the resulting CN show an even larger discrepancy from the
experimental values than the simulations applying the extrapolated values.
It can be seen that no minor variation of a single energy changes CN enough
to reproduce the experimental data. For this reason in section 5.2 the Simplex-
Downhill algorithm is used to determine sets of association energies which re-
produce experimental CN .
5.1.5. Co-Doping
The co-doped solid solution Ce1−xREx/2Smx/2O2−x/2 was investigated for the
rare-earth dopants Y3+, Gd3+, and La3+. The coordination numbers for the
co-doped and the respective singly doped ceria are shown in Figure 5.15.
The coordination numbers for the dopants in the co-doped case are relatively
close to the values in the singly doped case with a maximal difference at low
dopant fractions for Y3+ and at high dopant fractions for La3+. For Y3+ and
Gd3+ in the co-doped case CN is decreased while CN for La3+ is increased
compared to the singly doped case. For CN(Sm3+) the respective converse trend
is found. The variation clearly depends on the association behavior. In RE/Sm
co-doped ceria RE3+ with a stronger association (Gd3+, Y3+) than samarium
supersede the Sm3+ ions from positions neighboring oxygen vacancies leading
to an increase of CN(Sm3+) and a decrease of CN(RE3+) compared to the
singly doped case while this effect is reversed for RE3+ with weaker association
(La3+).
Y3+ and Gd3+ tend to associate with the oxygen vacancies. For large dopant
fractions most dopants are therefore associated with vacancies in both the singly
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Figure 5.15: Simulated coordination numbers CN(RE3+) for co-doped ceria for the
dopants Gd/Sm (squares), Y/Sm (circles), and La/Y (triangles). The simulated
coordination numbers for the singly doped solid solutions are given as lines for
Gd3+(black), Y3+(red), La3+(green), and Sm3+(blue).
and the co-doped ceria. For small dopant fractions this is not the case and su-
perseding a Sm3+ ion neighboring a vacancy by RE3+ is energetically favorable,
explaining the larger differences for low x. The same explanation holds for the
La/Sm co-doped ceria only that La3+ does not associate to oxygen vacancies but
oxygen ions leading to a larger difference between singly doped and co-doped
ceria for increasing dopant fractions.
The dopants in the co-doped case show a clearly competitive behavior, which
leads to higher CN compared to the singly doped case for dopants with the larger
radius. Nevertheless, the average of the CN of the dopants in co-doped ceria
is the same as the averaged CN of the respective singly doped solid solutions.
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Co-doping therefore shows an averaging effect regarding the trapping of oxygen
vacancies by dopant ions.
5.1.6. Summary
Coordination numbers for different solid solutions of ceria and rare-earth oxides
were simulated applying the Metropolis Monte Carlo algorithm and a pair inter-
action model. For dopants with medium association the simulated coordination
numbers are in excellent agreement for Y3+, Gd3+, and Sm3+with experimental
data and considerable deviation is only found for Eu3+. The application of ex-
trapolated association energies leads to a better agreement between simulation
and experiment compared to the application of energies obtained from cells with
multiple defects. For dopants with weak association the experimental CN could
not be reproduced. This might be due to the limitations of the simulation model
but experimental problems might also have an influence. Small variations in the
association energies lead to a considerable change in CN but could not explain
the deviation for Nd3+ and La3+. In contrast, for Sc3+ with strong association
a phase separation at low dopant fractions is observed which is in remarkable
agreement with experimental data and emphasizes the accuracy of the applied
simulation model.
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5.2. Optimization of Association Energies
Association energies were determined from experimental coordination numbers
applying the Simplex-Downhill algorithm as introduced in section 3. As exper-
imental reference data CN from XRD measurements were utilized. Including
all eight parameters, as in the previous simulations, leads to a large number of
possible parameter combinations and thus different parameter sets might yield
similar CN . Furthermore, the existence of local minima in the error function,
i.e. the root mean square error (RMSE), is likely, which represent non-optimal
solutions. Therefore, the resulting solution could depend on the initial parame-
ter simplex.
5.2.1. Medium Association
For Y3+ doped ceria different initial simplexes were generated and the optimized
association energies are given in Table 5.2. Simplex 1 and 2 were generated
from the extrapolated DFT energies by modifying the values by a maximum of
±0.1 eV. For simplexes 3 and 4 energies were chosen randomly within a certain
range.1
All sets of optimized association energies exhibit the general pattern of pos-
itive values for RE-RE and V-V interactions and negative values for RE-V in-
teractions but with large differences in the absolute values. For simplex 1 and
2 the parameters are still close to the ab initio association energies. However,
for simplex 3 and 4 the values deviate significantly. This is especially distinct
for the V-V interactions, where the interaction increases from 1NN to 3NN po-
sition. This ordering seems to be non-physical as a principal decrease of the
V-V interaction with increasing distance can be expected due to the Coulomb
1See appendix for detailed information
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Table 5.2: Optimized parameter sets for Y3+ doped ceria and the values calculated
by DFT. All values in eV.
8 Parameters 3 Parameters
DFT 1 2 3 4 a b
ε1V-V 0.90 0.88 1.01 0.32 0.58 0.94 0.77
ε2V-V 0.33 0.33 0.37 0.42 0.80
ε3aV-V 0.32 0.31 0.33 0.70 0.31
ε3bV-V 0.46 0.45 0.46 0.92 0.44
ε4V-V 0.34 0.37 0.37 0.73 0.26
ε1Y-V −0.35 −0.36 −0.25 −0.27 −0.29 −0.16 −0.12
ε2Y-V −0.14 −0.13 −0.06 −0.11 −0.12
ε1Y-Y 0.11 0.09 0.03 0.06 0.00 0.34 0.28
RMSE 0.1 0.010 0.007 0.012 0.035 0.074 0.073
repulsion. Nevertheless, all optimized parameter sets lead to similar coordina-
tion numbers as can be observed in Figure 5.16. Consequently, different starting
sets can lead to different optimized sets which still produce similar coordination
numbers even if the parameter sets are physically questionable in contrast to
the calculated DFT energies.
The simulated CN agree well with the experimental values for dopant frac-
tions between 0.1 and 0.4 while they are overestimated for smaller dopant frac-
tions and underestimated for larger dopant fractions. Since this is valid for all
optimized sets it seems to be a deficiency of the underlying Monte Carlo model
of pair interactions rather than the applied association energies. However, be-
low 0.1 the experimental values might be questionable since for small dopant
fractions the CN of Y3+ is expected to increase significantly.
For a simplified description of the association in doped ceria a set of one
effective parameter for every interaction type would be beneficial. Therefore,
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Figure 5.16: Simulated coordination numbers CN(Y3+) for yttrium doped ceria ap-
plying optimized association energies as given in Table 5.2: All parameters and full
range of dopant fractions (black), all parameters but only x>0.08 (red), only three
parameters (green). The experimental reference data from XRD measurement[138]
is given as blue line.
optimizations were performed using only the 1NN association energy for each
interaction type while all other association energies were set to zero. However,
from Figure 5.16 it can be seen that the experimental data cannot be described
well applying only three parameters. Thus it is necessary to use a larger set of
parameters to get an accurate description of the solid solution.
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5.2.2. Weak Association
For Nd3+ and La3+ doped ceria a large deviation between experimental and
simulated CN were observed in section 5.1.4. Consequently, for every exper-
imental CN curve of these dopants an optimization was performed with an
initial simplex near to the extrapolated DFT energies. Since the variation of
the V-V interaction has only minor influence on CN (see section 5.1.1) some
optimizations were performed with fixed εV-V only varying RE-V and RE-RE
interaction. The resulting parameter sets are given in Table 5.3 for Ndji and
Laji where i and j denote reference curve and number of varied parameters,
respectively.
Table 5.3: Optimized parameter sets for neodymium and lanthanum doped ceria. All
values in eV. Subscripts denote the reference experimental curve and superscripts
the number of optimized association energies. Fixed values are given in parentheses.
Nd31 Nd
8
1 Nd
3
2 Nd
8
2 La
3
1 La
8
1 La
3
2 La
8
2
ε1V-V (0.90) 0.97 (0.90) 0.91 (0.90) 0.97 (0.90) 0.87
ε2V-V (0.33) 0.32 (0.33) 0.13 (0.33) 0.40 (0.33) 0.31
ε3aV-V (0.32) 0.35 (0.32) -0.07 (0.32) 0.19 (0.32) 0.31
ε3bV-V (0.46) 0.57 (0.46) 1.14 (0.46) 0.49 (0.46) 0.47
ε4V-V (0.34) 0.29 (0.34) 0.24 (0.34) 0.48 (0.34) 0.39
ε1RE-V 0.07 0.08 −0.16 −0.22 0.05 0.21 −0.03 −0.05
ε2RE-V 0.03 0.01 −0.16 0.03 −0.28 −0.21 −0.22 −0.23
ε1RE-RE −0.02 0.32 0.07 −0.02 0.24 0.25 0.22 0.16
RMSE 0.047 0.053 0.049 0.046 0.008 0.030 0.025 0.030
Except for Nd82 the V-V association energies are close to the original DFT
values while deviation is larger for RE-RE and RE-V interaction. This might
be an evidence that the V-V association energies are already close to the opti-
mal values and only RE-RE and RE-V interactions are changed to achieve the
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agreement between experimental reference data and simulation results.
The largest differences between original and optimized energies are found for
Nd82. The observation of the large energy variation suggests that the optimiza-
tion led to a local minimum apart from an ideal parameter set with a higher
residual RMSE compared to the other optimizations. Consequently, the simu-
lated CN exhibit a distinct deviation from the experimental data in Figure 5.17.
Furthermore, the optimized V-V association energies for Nd82 in 2NN and 3aNN
position are small which is in contradiction to the expected trend of monotonous
decreasing interaction strength.
Figure 5.17: Simulated coordination numbers CN(Nd3+) for neodymium doped
ceria applying optimized association energies as given in Table 5.3: Results opti-
mizing only Nd-Nd and Nd-V interactions are given in black, results optimizing
all interactions are given in red. Two experimental reference data sets from XRD
measurement[138] are given as blue lines.
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The agreement between simulation and experiment in Figure 5.17 for the
upper curve (XRD1) is better than for the lower curve (XRD2). However,
for both curves none of the optimized parameter sets lead to the crossing of
the CN(Nd3+) with the random distribution as observed for the experimental
curves. This seems to be an issue with the underlying Monte Carlo model of pair
interactions itself and not the applied association energies as already observed
for the simulations of Y3+ doped ceria.
Figure 5.18: Simulated coordination numbers CN(La3+) for lanthanum doped ceria
applying optimized association energies as given in Table 5.3: Results optimiz-
ing only La-La and La-V interactions are given in black, results optimizing all
interactions are given in red. Two experimental reference data sets from XRD
measurement[138] are given as blue lines.
For CN(La3+) depicted in Figure 5.18 the simulated values agree well with
the experimental data. The agreement is found independently of the number
of optimized parameters, i.e. if only La-La and La-V interactions or also V-V
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interactions were optimized. For the upper experimental curve the largest devi-
ation from the original association energies is found for ε1La-V which is positive
leading to the significant increase of CN(La3+). Interestingly in this case the
optimization of all parameters La81 leads to a larger deviation from the DFT
values compared to the optimization of only three parameters La31. This might
be due to the existence of a large number of local minima. Consequently in
the optimization of La82 one of the minima is found apart from the original
parameters.
5.2.3. Summary
Association energies were estimated from experimental coordination numbers
applying the presented MMC simulation model and the Simplex-Downhill algo-
rithm. The fundamental applicability of this approach was proven for different
dopants. However, the large number of parameters in the simulations as well
as the limited experimental data complicate the optimizations. Different initial
parameters sets can lead to various sets of association energies which might be
physically unreasonable.
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5.3. Degradation of Ionic Conductivity
The influence of the cation distribution on the oxygen ion conductivity was
investigated for yttrium doped ceria by performing Kinetic Monte Carlo sim-
ulations as described by Grope et al.[81] for lattices generated with the MMC
algorithm. In all MMC lattices the anions were equilibrated at the temperature
of the KMC simulation TKMC. Applying MMC equilibrated lattices in KMC is
advantageous in terms of computational demand since for random anion distri-
butions a computationally demanding pre-run has to be conducted to equilibrate
the oxygen vacancies in the KMC simulations which is much slower than in the
MMC algorithm. The simulation of the cation distribution was varied leading
to three different types of lattices and the cation distribution was not changed
during the KMC simulations:
1. RND: A random cation lattice. This corresponds to the lattices used in
most KMC simulations in literature.[59,81,150]
2. EQ: An equilibrated lattice. The cations are equilibrated at T1 = 1500 K
to imitate the experimental sintering process as described in section 3.2.
This lattice corresponds to a non-degraded electrolyte.
3. DEG: A degraded lattice. The cations are equilibrated at the same tem-
perature as the anions T1 = TKMC, i.e. the temperature of the KMC
simulations. This corresponds to a degraded lattice where the dopant ions
are in thermodynamic equilibrium at the operation temperature of the
fuel cell. The diffusion of cations in ceria is very slow as described in
section 3.2 but operation at high temperatures might lead to clustering of
the cations after long operation time.
Simulations of the oxygen ion conductivity were performed at high (1000 K)
and intermediate (700 K) temperature corresponding to the range of operation
temperatures of solid oxide fuel cells.
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5.3.1. Degradation at High Temperature
The conductivities simulated at 1000 K (Figure 5.19) exhibit the typical maxi-
mum also found in experimental measurements.[151,152] This maximum originates
from two competing effects. On the one hand the conductivity increases due to
the formation of additional oxygen vacancies. On the other hand the migration
barrier increases with increasing dopant fraction due to doped migration edges
(blocking effect) and the association of oxygen vacancies with neighboring yt-
trium ions (trapping effect). The simulated conductivities in the EQ and RND
lattice are equal up to a dopant fraction of x= 0.16 whereas for higher dopant
fractions the conductivity in the EQ lattice is slightly higher. In contrast, the
DEG lattice shows a smaller conductivity than the other lattices for most dopant
fractions.
The origin of the differences can be explained by two properties: From the
MMC simulations the number of defect pairs is evaluated which reflects the
number of specific jump configurations. This is possible since in the KMC
simulations the lattice is in a steady state maintaining the defect distribution in
thermodynamic equilibrium. From the KMC simulations the number of jump
attempts in specific configurations is extracted. Every possible jump attempt
is accepted with the according Boltzmann probability p=exp
(
−Emig
kBT
)
and the
number of accepted and rejected jumps can be evaluated.
In thermodynamic equilibrium the distribution of the defects is controlled by
two quantities: The number of possible configurations (configurational entropy)
and the energy of every configuration (association energy). At low tempera-
tures the distribution of defects is dominated by the formation of energetically
favorable configurations while at high temperatures the formation of further
configurations is possible due to the increasing influence of the configurational
entropy. For a more detailed investigation of the simulation lattices three differ-
ent configurations of an yttrium ion pair with a compensating oxygen vacancy
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Figure 5.19: Simulated oxygen ion conductivity of Ce1−xYxO2−x/2 at 1000 K for
different lattices: random cation distribution (RND, black squares), cations equili-
brated at 1500 K (EQ, red circles), and cations equilibrated at 1000 K (DEG, blue
triangles).
are considered as depicted in Figure 5.20. Here the distance between yttrium
ions is increased from configuration A to C while the oxygen vacancy is always
located in an energetically favored position.
Configuration A is energetically most favorable with the oxygen vacancy
in 1NN position to both Y3+ ions. The vacancy is strongly trapped due to the
association between Y3+ and vacancy with ε1Y-V =−0.35 eV. Furthermore, the
jump through the doubly doped edge is blocked due to the considerable increased
edge energy (Eedge = 0.82 eV) compared to the singly doped (Eedge = 0.57 eV)
and non-doped (Eedge=0.52 eV) edge.[72]
Configuration B is energetically less favorable since one Y3+ ion is in 1NN
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Figure 5.20: Different models for the arrangement of two yttrium ions in doped
ceria. A: Ions in 1NN position to each other. B: Ions in 2NN position to each
other. C: Ions separated from each other. The compensating oxygen vacancy is
always in energetically favored position.
and the other one in 2NN position to the oxygen vacancy. Consequently, the
trapping is decreased since the association in 2NN position with ε1Y-V=−0.14 eV
is weaker than in 1NN position. It should be noted that in this configuration
more anion sites are influenced, i.e. more vacancies could be trapped. However,
in the probability of a jump attempt the migration energy contributes exponen-
tially. In addition, in this configuration no doubly doped migration edge exists,
which decreases the blocking effect.
In configuration C both Y3+ ions are separated from each other. This
further decreases the trapping effect since the oxygen vacancy can only interact
with one neighboring Y3+ ion at a time.
For the RND lattice the Y3+ ions are distributed randomly, corresponding to
the equilibrium at infinite temperature, and the abundance of the configurations
A to C is based on pure statistics (Figure 5.21).
In the EQ lattice the distribution of the cations changes when they adopt
the thermodynamic equilibrium at a finite temperature (T1 = 1500 K). From
Figure 5.21 it is apparent that the number of Y-Y pairs in 1NN position (A)
is reduced while the number of pairs in 2NN position (B) is increased. Con-
sequently the number of doubly doped migration edges is decreased leading to
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Figure 5.21: Number of Y-Y pairs in 1NN (black) and 2NN (red) positions for
RND (lines), EQ (squares), and DEG (circles) lattice at 1000 K in Ce1−xYxO2−x/2
obtained from MMC simulations.
a reduction of the blocking effect and trapping effect. This observation seems
to be in contrast to the fact that configuration A is energetically preferable
compared to configuration B. This might be explained by the configurational
entropy at 1500 K. For a single oxygen vacancy there are only four cation sites
in 1NN position but twelve cation sites in 2NN position. Furthermore, influence
of long range ordering cannot be precluded.
For the degraded DEG lattice the equilibrium temperature is further reduced
to T1 = 1000 K leading to more energetically favorable configurations. In this
case the number of configuration A is slightly increased compared to the EQ
lattice especially for yttrium fractions around x=0.14. At high yttrium fractions
the Y-Y pairs in 1NN position in the EQ and the DEG lattice are the same since
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Figure 5.22: Number of Y-Y pairs in 3NN (black) and 4NN (red) positions for
RND (lines), EQ (squares), and DEG (circles) lattice at 1000 K in Ce1−xYxO2−x/2
obtained from MMC simulations.
high dopant fractions always lead to the formation of pairs in the 1NN position.
The number of Y-Y pairs in 2NN position, corresponding to configuration B, is
increased in the DEG lattice throughout the whole range of dopant fractions. In
this configuration the trapping of oxygen vacancies is stronger than for the fully
separated Y-Y pairs in configuration C. Furthermore, the number of Y-Y pairs in
3NN and 4NN position is increased in the DEG lattice as shown in Figure 5.22.
This could be seen as an evidence for the formation of larger clusters of yttrium
in the ceria lattice where the oxygen vacancies get effectively trapped leading
to a lowered conductivity.
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5.3.2. Degradation at Intermediate Temperature
With decreasing temperature the conductivity decreases due to the dependence
of the jump probability on the Boltzmann factor p= exp
(
−Emig
kBT
)
. At 700 K
(Figure 5.23) the RND and EQ lattice show a similar trend in the conductiv-
ity as at 1000 K with a slightly higher conductivity for the EQ lattice and a
maximum at intermediate yttrium fractions. This is in agreement with the fact
that for these lattices the cation distribution is independent of the temperature
of the KMC simulation. However, for the lower temperature the maximum of
the conductivity in these lattices is shifted from approximately x = 0.18 to a
lower fraction around x = 0.13 in agreement with experimental data.[152] Al-
though the number of Y-Y pairs is independent of TKMC their influence on the
ionic conductivity depends on temperature. For lower temperatures the trap-
ping and blocking effect due to the Y3+ dopants is stronger since the probability
of anion jumps decreases and leaving of oxygen vacancies from the association
radius of the Y3+ ions is impeded. Therefore at intermediate TKMC the trapping
and blocking effects compensate the increasing number of oxygen vacancies at
smaller dopant fractions shifting the maximum of the conductivity to lower x.
This presumption is supported by the observation that the number of jump
attempts through non-doped migration edges decreases with temperature espe-
cially for low dopant fractions.
In contrast to the RND and EQ lattice the cation distribution in the DEG
lattice is simulated at the temperature of the KMC simulation and thus depends
on TKMC. The described clustering of yttrium ions increases with decreasing
temperature as can be observed in Figure 5.24.
Consequently, the reduction of the conductivity due to the degradation of
the lattice is more pronounced for 700 K than for 1000 K. Furthermore, the
maximum of the conductivity in the DEG lattice is strongly shifted to lower
dopant fractions due to the stronger trapping and blocking effect. The maximum
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Figure 5.23: Simulated oxygen ion conductivity of Ce1−xYxO2−x/2 at 700 K for
different lattices: random cation distribution (RND, black squares), cations equili-
brated at 1500 K (EQ, red circles) and cations equilibrated at 700 K (DEG, blue
triangles).
is found at approximately x=0.02. At higher yttrium fractions the conductivity
rises again leading to a broad minimum for intermediate dopant fractions in the
range of x= 0.06 to x= 0.18.
This behavior can be explained by the formation of favorable migration path-
ways through the lattice. The migration energy of every jump depends on the
configuration around the considered oxygen vacancy in the initial and final state.
Due to the strong association between the oxygen vacancy and an yttrium ion
the change in the number of Y-V pairs in 1NN position during the jump pro-
cess has the largest influence on the migration. It is therefore favorable to find
pathways were the number of these Y-V pairs does not change, i.e. ∆N1Y-V=0.
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Figure 5.24: Number of Y-Y pairs in 1NN (squares) and 2NN (circles) positions for
the DEG lattice at 700 K (black) and 1000 K (red) in Ce1−xYxO2−x/2 obtained
from MMC simulations.
While this type of jump configuration is common for low yttrium fractions it
gets more unlikely for larger x. In this case configurations with ∆N1Y-V = 0
occur frequently only if similar migration edges are adjacent (Figure 5.25 left)
or alternating (Figure 5.25 right). On larger length scales this ordering can be
regarded as a percolation path which increases the conductivity as described in
literature previously.[153]
In fact, the number of jump attempts with ∆N1Y-V=0 increases in the DEG
lattice at 700 K compared to the other lattices and compared to the lattice at
1000 K. For the percolation path with similar adjacent migration edges every
oxygen ion or vacancy on the migration path is coordinated by two oxygen
yttrium ions in 1NN position. Indeed, the number of such configurations is
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larger in the DEG lattice than in the EQ lattice supporting the assumption of
a percolation path that enhances the conductivity at high dopant fractions.
Figure 5.25: Example for two favored migration paths in yttrium doped ceria with
∆N1Y-V = 0. Left side: Migration path along similar adjacent migration edges.
Right side: Migration path along alternating migration edges. Cerium, yttrium,
and oxygen ions are shown in green, blue, and red, respectively and the migration
path is depicted as red line.
5.3.3. Summary
Kinetic Monte Carlo simulations were conducted to investigate the oxygen ion
conductivity of yttrium doped ceria and its dependence on the cation distribu-
tion. The application of lattices generated by the MMC algorithm accelerates
the KMC simulations and allows the simulation of cation lattices in different
equilibria. Lattices with a random distribution of cations and a distribution
equilibrated at 1500 K exhibit similar ionic conductivities. In contrast, a reduc-
tion of the conductivity could be observed for the degraded lattices especially at
lower temperatures. This reduction can be explained by the clustering of Y3+
dopants in the lattice and resulting impact of trapping and blocking effect. The
diffusion of cations in ceria is slow and consequently equilibration of the cation
distribution at intermediate temperatures might take years. In this context, the
presented decrease of the conductivity can be regarded as long term degradation
of SOFC electrolytes under operation conditions.
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5.4. Non-stoichiometric Ceria
Reduction of ceria leads to the formation of polarons in the lattice. The energy
of reduction has been calculated in literature, however it is restricted to isolated
defects or specific defect associates.[38] In the physical lattice the defects will
adopt the distribution of the thermodynamic equilibrium. In this section the
distribution of defects is simulated for undoped and doped non-stoichiometric
ceria for various non-stoichiometry. In the MMC simulations only the configura-
tional energy Econf depending on the defect distribution is obtained as outlined
in section 2.3.3. This energy reflects the difference between a system of inter-
acting and non-interacting defects and thus the change in energy when shifting
from isolated defects to a physically meaningful defect distribution.
5.4.1. Undoped Non-stoichiometric Ceria
Simulations for undoped non-stoichiometric ceria CeO2−δ were performed at
temperatures in the range from 700 K to 1000 K reflecting the typical range
of operation temperatures for a SOFC. The non-stoichiometry δ was varied in
the range from 0.0025 to 0.1 corresponding to an experimental range of oxy-
gen partial pressures between 10−16.5 bar and 10−21.5 bar at 1073 K.[154] The
configurational energy per vacancy is negative for the whole range of δ and
decreases with increasing non-stoichiometry (Figure 5.26). The attractive inter-
action between oxygen vacancies and polarons leads to the formation of clusters
which are energetically more favorable than the isolated defects. With increas-
ing non-stoichiometry the formation of these clusters gets more probable and
thus the configurational energy further decreases. For higher temperatures this
effect is weaker since the abundance of energetically favorable configurations
decreases.
The total energy of the lattice can be split into one part depending on the
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Figure 5.26: Configurational energy per oxygen vacancy for non-stoichiometric ceria
depending on the non-stoichiometry δ at 700 K (black squares), 800 K (red circles),
900 K (green triangles), and 1000 K (blue triangles).
composition and one part depending on the defect distribution Eq. (2.73). Con-
sequently, the energy of reduction can be separated into the energy of formation
for the isolated defects and the configurational energy. Since the configurational
energy is negative the energy of reduction decreases and the reducibility of the
material increases for larger values of δ.
The energy of the most stable configuration of one oxygen vacancy with
two polarons is −0.38 eV (see Figure 4.17). In the simulations the configura-
tional energy per oxygen vacancy is even larger than this value for high non-
stoichiometry. This suggests the formation of larger clusters formed by oxygen
vacancies and polarons. For a non-stoichiometry of δ= 0.1 the configurational
energy per oxygen vacancy is in the range of −0.9 eV to −0.8 eV for tempera-
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tures between 700 K and 1000 K, respectively. This observation is in agreement
with the experimental results by Panlener et al.[127] who reported the enthalpy
of reduction to decrease from approximately 5.0 eV per oxygen vacancy in CeO2
to 4.1 eV in CeO1.9 measured in a temperature range of 1000 K to 1800 K.
Figure 5.27: Average number of polarons in 1NN (squares) and 2NN (circles) position
of an oxygen vacancy for 700 K (red) and 1000 K (black).
From experiments a preferred positioning of polarons in the 2NN position of
the oxygen vacancy is observed.[115] This agrees with the simulation results as
visible in Figure 5.27. The average number of polarons in 2NN position to an
oxygen vacancy is about one order of magnitude larger than in the 1NN position.
This significant difference can be attributed to the different number of cation
sites around an oxygen vacancy and the energy difference of the configurations.
On the one hand there are four cation positions in 1NN position but twelve
in 2NN position to each oxygen vacancy. On the other hand the association
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energy for a Ce'-V pair in 1NN position is −0.14 eV while in 2NN position it is
−0.19 eV. For 700 K the effect is more pronounced than for 1000 K since more
energetically preferred 2NN positions are occupied by polarons.
5.4.2. Doped Non-stoichiometric Ceria
Simulations of Ce1−xRExO2−x/2−δ were performed for dopant fractions in the
range of 0.01 to 0.3 at 1000 K. The RE-Ce' interaction was only calculated
explicitly for Y3+, Sm3+, and Gd3+. For all of these dopants a value of 0.10 eV
was found and therefore the same value is assumed for all other investigated
dopants. To estimate the impact of doping on the energy for non-stoichiometric
ceria the change in the configurational energy ∆Econf was calculated as the
difference between a simulated lattice of composition Ce1−xRExO2−x/2−δ and
the lattices with compositions Ce1−xRExO2−x/2 and CeO2−δ. Figure 5.28 shows
the results for various dopants for δ=0.01 and δ=0.1.
The change in the configurational energy is negative for all investigated
dopant fractions implying a decrease of the lattice energy in non-stoichiometric
ceria when comparing the doped with the non-doped lattice. This can be ex-
plained by the creation of additional oxygen vacancies through the reduction
which form energetically favorable clusters with dopant ions. It should be
noted that the energy decrease is a result of defect clustering. For the cor-
responding random lattices the change in configurational energy is nearly zero.
Furthermore, the energetic change depends on the dopant type. At low non-
stoichiometry (δ=0.01) the largest effect is observed for lutetium and lanthanum
doped ceria and the smallest for the dopants Sm3+ and Gd3+.
For lutetium doped ceria the energy change is dominated by the formation of
additional RE-V pairs with a strong association in 1NN and 2NN position. The
strength of this interactions decreases for larger ionic radii leading to a smaller
change of the configurational energy. For lanthanum on the other hand the
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Figure 5.28: Change in the configurational energy through doping of non-
stoichiometric ceria for δ = 0.01 and δ = 0.1.
change of the configurational energy increases again since for this dopant RE-V
pairs in 2NN position are preferred which are more abundant due to statistical
reasons.
For higher non-stoichiometry (δ= 0.1) the change of the configurational en-
ergy is considerably weaker for lanthanum doped ceria due to the competition
between dopant ions and polarons in the 2NN position to the oxygen vacancies.
In this case the change in the configurational energy decreases with increasing
ionic radius.
Obviously the doping of ceria leads to favorable defect interaction in non-
stoichiometric ceria. With increasing doping the configurational energy de-
creases making the reduction of doped ceria more likely. This trend agrees
with experimental results suggesting increased reducibility of ceria through dop-
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ing.[154157] It should be emphasized that defect interaction might not be the
only explanation for this observation. Another effect could be the expansion
of the lattice due to doping facilitating the incorporation of large Ce3+ ions as
described in literature.[158]
The migration barrier of every oxygen vacancy is influenced by its cation
environment. While rare-earth dopants lead to an increase of the migration
barrier, the existence of a polaron at the migration edge is suggested to have a
beneficial influence on the migration probability due to a concerted migration
mechanism.[17] This suggestion was confirmed in section 4.3.7 of this study for
doped migration edges. However, the polarons can only have significant impact
on the oxygen migration if polarons exist in 1NN position to a vacancy.
In doped non-stoichiometric ceria the four 1NN positions around an oxygen
vacancy can be occupied by three different types of ions, i.e. cerium ion, po-
laron or dopant ion. The abundance of the most important configurations in
Ce0.8Gd0.2O1.9−δ at 1000 K are depicted in Figure 5.29. For every δ the oxy-
gen vacancies with one dopant in 1NN position dominate, followed by vacancies
with two dopants in 1NN position and vacancies with neither dopant nor po-
laron in 1NN position. The number of vacancies with polarons in 1NN position
is small and only vacancies with one polaron are non-negligible. The red line in
Figure 5.29 depicts the abundance of oxygen vacancies coordinated by at least
one polaron. A considerable abundance (>10%) is observable only for a non-
stoichiometry above 0.04. Consequently, it can be expected that the influence
of polarons on oxygen migration is limited to high non-stoichiometry. Never-
theless, for a more detailed investigation of this correlation Kinetic Monte Carlo
simulations are necessary.
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Figure 5.29: Fraction of specific cation configurations in nearest neighbor position
of an oxygen vacancy. Configurations with an abundance below 0.1 for every δ are
not shown here. The red line gives the abundance of oxygen vacancies with at least
one polaron in 1NN position.
5.4.3. Summary
The defect distribution in pure and doped non-stoichiometric ceria was sim-
ulated. The configurational energy in this systems decreases with increasing
non-stoichiometry as well as increasing dopant fraction which can be explained
by the additional defect interactions in the lattice. This observation is in good
agreement with experimental data as the energy of reduction decreases for doped
ceria as well as for higher non-stoichiometry.
In doped non-stoichiometric ceria only few polarons are in 1NN position to
oxygen vacancies thus the impact on the oxygen ion conductivity is questionable.
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The application of KMC simulations would allow a better estimation of this
phenomenon.
164
6. Results of SOEC Simulations
6.1. The Non-degraded Cells
Simulations of solid oxide electrolyzer cells were performed for three different
cells as outlined in section 3.3. For the modeling of the reaction kinetics at
the electrodes the Butler-Volmer-equation (2.83) was applied, which relates the
current density irct at the surface with the activation potential ηact. In the clas-
sical Butler-Volmer-equation the concentration polarization due to the change
of concentration of the reactants at the electrode's surface is neglected. How-
ever, a large number of simulation studies on SOFC and SOEC rely on this
model.[46,92,95,159] On the other hand some studies include the concentration de-
pendence in the coefficients CR and CO in Eq. (2.83) which are proportional to
the concentration of reacting species at the electrode's surface.[49,50,89]
In this study four different models for the reaction kinetics at cathode and
anode are tested based on the Butler-Volmer-equation with various values for
CR and CO as summarized in Table 6.1. The model BV represents the classical
Table 6.1: Values of CR and CO applied in Eq. (2.83) for cathode and anode for the
different kinetic models.
Cathode Anode
CR CO CR CO
BV 1 1 1 1
BVconc
pH2
pinletH2
pH2O
pinletH2O
1 pO2
pinletO2
BVH2O 1
pH2O
pinletH2O
1 1
BVΘ 1 Θ 1 1
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Butler-Volmer-equation without concentration polarization. In model BVconc
dependence on the concentration of the reacting species in the gas phase, i.e.
hydrogen and water at the cathode and oxygen at the anode, is assumed and the
partial pressure of the gases is referenced to the corresponding partial pressure at
the gas inlets. Some studies argue that the performance of a SOEC is dominated
by the reaction at the cathode and that availability of water vapor at the reaction
site is crucial.[89,160] This is considered in models BVH2O and BVΘ. In BVH2O the
relative partial pressure of water is directly included in Eq. (2.83) while in BVΘ
a preceding adsorption step is assumed. In this model the kinetics depend on the
surface coverage Θ of water molecules at the cathode's surface. By neglecting
the desorption process, the time dependence of Θ can be expressed by:
∂Θ
∂t
= kad (1−Θ) pH2O
pinletH2O
− krctirct (6.1)
Here kad is an adsorption constant and krct a proportionality factor which
relates the local current density with the reaction of water molecules from the
surface. In steady state the surface coverage is constant and can be expressed
by:
Θ = 1− krct
kad
pinletH2O
pH2O
irct = 1− 1
kΘ
pinletH2O
pH2O
irct (6.2)
The constant kΘ in this model is unknown and is a modeling parameter in
the simulations. It should be noted that all models apply a phenomenological
description for the electrode kinetics which is assessed by comparison with ex-
perimental data, but details of possible reaction mechanisms are not included.
In the following sections the relation between cell voltage and current density
is simulated for the individual cells and the different models are compared with
respect to the agreement with the experimental data. In addition, the influence
of the applied mesh and variation of the chosen parameters is investigated.
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6.1.1. Mesh Convergence
For the simulations a suitable mesh is mandatory with a trade-off between accu-
rate results and simulation time. The present simulation model is characterized
by the different geometrical length scales with a large radial extent but a small
extent in z-direction. The reactive layers, i.e. anode, cathode, and the support
reaction layer, have an extent of only few µm in the z-direction but a radial ex-
tent of several mm. Furthermore, in the reactive layers the concentrations and
electrical potentials experience the largest change due to the reaction at the
surface whereas the radial change is comparatively small. Therefore, a mapped
mesh of rectangles was chosen which allows convenient control of the mesh den-
sity, i.e. number of mesh elements per length unit, as well as application of
different mesh densities in z- and r-direction.
Table 6.2: Mesh densities in different layers determined for the simulations.
r-direction
cell 2.1 mm−1
z-direction
gas flow layers 0.13 µm−1
reactive layers 1 µm−1
diffusion barrier 1 µm−1
electrolyte 0.1 µm−1
support 1 mm−1
The mesh was generated by defining a certain number of mesh elements in
r-direction for the whole cell and in z-direction for each layer. To ensure a suffi-
cient mesh density in each layer the convergence of the current density with the
number of mesh elements was monitored. All simulations on mesh convergence
presented here were performed for cell 2 with model BVH2O and a cell voltage
of 1 V. The convergence for the other models was verified analogously.
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Figure 6.1: Convergence of the current density with number of mesh elements per
mm in r-direction (black squares), and number of mesh elements per µm in z-
direction in the reactive layers (red circles) and gas flow layers (green triangles).
Inset: Current density simulated with an automatic mesh depending on the total
number of mesh elements.
In Figure 6.1 the convergence of the current density with increasing mesh
density is presented for the whole cell in r-direction as well as for the reac-
tive layers and the gas flow layers in z-direction. During the variation of one
mesh density all others were kept constant. For the non-reactive support, the
electrolyte, and the diffusion barrier one single mesh element in z-direction is
sufficient as the concentrations and electrical potentials in these layers change
linearly. In radial direction the mesh density is in the order of mm−1 and a
number of 80 elements was set to cover the radius of 38 mm. In z-direction of
the reactive layers and the gas flow layers the mesh density is in the order of
µm−1 whereat smaller densities in the latter one are sufficient. The chosen mesh
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densities are summarized in Table 6.2 and the total number of mesh elements
is about 1.2 · 104.
The inset in Figure 6.1 represents the simulated current density depending on
the total number of mesh elements applying an automatically generated mesh
of triangles. Even for about 106 mesh elements the current density does not
converge. This observation can be attributed to a too small number of mesh
elements within the reactive layers.
6.1.2. Comparison of the Models
Within the Butler-Volmer approach the reaction kinetics at the electrodes de-
pend on the exchange current density iex. In this study, values from simulations
in literature were applied.[49] However, the conditions in the literature are differ-
ent from the conditions in this study concerning gas composition and simulation
set-up. Consequently, the exchange current densities might differ between litera-
ture and this study. Therefore, the exchange current densities given in Eq. (3.16)
and Eq. (3.17) are modified by a factor γ for the here applied models. It should
be mentioned that in this approach the temperature dependence of iex as well
as the relation between iex at anode and cathode given by the literature values
is maintained. For each model the value of γ was varied and the root mean
squared error between simulated isim and experimental current densities iexp for
given cell voltages in all three cells was calculated according to:
RMSE =
√√√√ N∑
i
(isim − iexp)2
N
(6.3)
For models BV and BVH2O γ was varied in steps of 0.01. For model BVΘ
parameters γ and kΘ were varied in steps of 0.02 and 0.02 A·cm−2, respectively.
For model BVconc γ was varied in a wide range, but no reasonable agreement
with experiment could be obtained. The results simulated with the optimized
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parameters are shown in Figures 6.2 and 6.3 together with the experimental
values from EIFER.[161,162]
Figure 6.2: Experimental voltage-current density relation (lines) for cells 1 (black),
2 (red), and 3 (green) and the simulated values applying model BV (triangles) with
γ=0.32 and BVconc (circles) with γ=10
4. The inset represents the current density
at 1 V for model BVconc depending on γ in cell 2.
Model BV shows a fairly good agreement between experimental and simulated
data with γ= 0.32 for cell 1 and cell 2 as depicted in Figure 6.2. Nevertheless,
it fails to reproduce the slightly convex shape for cell 3 at high cell voltages
due to missing concentration dependence in the reaction kinetics. In contrast,
for model BVconc no agreement between experiment and simulation could be
achieved as the simulated cell voltages at a given current density are too large,
in particular for cell 2 and cell 3. This behavior is exemplified in Figure 6.2
for γ= 104. Even for larger values of γ the simulated values do not match the
experimental data since the current density converges to a constant value with
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increasing γ as depicted in the inset of Figure 6.2.
Figure 6.3: Experimental voltage-current density relation (lines) for cells 1 (black),
2 (red), and 3 (green) and the simulated values applying model BVH2O (triangles)
with γ=0.87 and BVΘ (circles) with γ=0.62 and kΘ =0.44 A·cm−2.
The best agreement between the simulated voltage-current density relation
and experimental data is obtained with models BVH2O and BVΘ as depicted
in Figure 6.3. Both models reflect the concave shape of the voltage-current
density relation at lower cell voltages and the slightly convex shape at higher
cell voltages. For cell 2 model BVΘ yields a slightly better agreement but for
cell 1 a too large increase of the cell voltage at high current densities is suggested
by the simulations. Consequently, model BVH2O yields the smallest RMSE with
3.4·10−3 applying a factor for the exchange current densities of γ= 0.87. This
model is applied throughout this study. Nevertheless, it should be noted that
the deviation for models BVH2O and BVΘ is in the same order of magnitude in
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contrast to models BV and BVconc. This observation implies that the reactions
kinetics for electrolysis crucially depend on the partial pressure of water at the
cathode.
Table 6.3: Optimized parameters γ and kΘ as well as the root mean squared error
for all models.
γ kΘ (A·cm−2) RMSE
BV 0.32 1.2 · 10−2
BVconc > 104 2.9 · 10−2
BVH2O 0.87 3.4 · 10−3
BVΘ 0.62 0.44 5.7 · 10−3
6.1.3. Sensitivity Analysis
The simulations rely on a large number of parameters taken from literature.
These parameters are subject to certain inaccuracies and reported values scat-
ter, in particular for conductivities and the exchange current densities. Conse-
quently, there is a certain flexibility in the chosen parameters.
A sensitivity analysis was conducted to investigate the influence of varying
parameters on the current density. This kind of analysis yields data to clarify
three different issues: Firstly, it helps estimating errors in the simulations intro-
duced by errors in the parameters. Secondly, it provides information to improve
the cell by specifically tuning important parameters. Lastly, it helps to estimate
the impact of degradation phenomena on the cell performance.
In this study, a sensitivity analysis was conducted by varying the ionic con-
ductivity, diffusion coefficients and exchange current densities by ±10% and
±20% for each cell at a constant cell voltage of 1 V. The temperature was var-
ied by ±5 K and ±10 K. The relative change of current density was defined as
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δi= (ipar −i0) /i0, where i0 is the current density without modified parameter
as given in section 3.3 and ipar is the current density with modified parameter
par. The results are given in Figure 6.4. For each parameter an increase leads
to increasing absolute current density. Consequently, the modification by posi-
tive values leads to positive δi whereas modification by negative values leads to
negative δi.
Figure 6.4: Relative change in the current density at 1 V for every cell when vary-
ing the given parameters by ±10% (black) or ±20% (red). As an exception the
temperature is varied by ±5 K (black) or ±10 K (red). Increasing the parameters
leads to positive δi while decreasing leads to negative δi.
For all parameters the relative change in the current densities is smaller than
the relative change of the parameter. For the variation of the temperature the
change in the current density is up to 0.5%·K−1 whereat the effect decreases for
higher initial temperatures.
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The largest impact can be observed for the variation of the diffusion coef-
ficients and the ionic conductivity of YSZ. For the latter one this observation
can be attributed to the relatively thick electrolyte and the YSZ phase in the
porous cathode. In comparison the conductivities of CGO and LSCF have a
minor influence due to higher conductivity and smaller layer thickness. In par-
ticular, the current density in cell 3 is nonsensitive to the conductivity of CGO
as the diffusion barrier has a thickness of only 1 µm in this cell.
The large impact of the diffusion coefficients can be explained by the fact
that it influences the transport in the gas flow layers, the support, and the
electrodes and controls the concentration overpotential as well as the activation
overpotential at the cathode. For cell 1 and cell 3 the impact is especially
distinct due to the thicker support of 1.5 mm or the higher current density at
1 V, respectively.
Additional simulations were performed for the parameters with the largest
impact, i.e. temperature, ionic conductivity of YSZ and diffusion coefficients.
Concerning the temperature distribution in the cell there are two possible
simulation approaches for the boundary conditions at the edges of the cell. On
the one hand it can be described as isothermal, i.e. the walls have the same
temperature as the furnace which can be justified by the constant heating of the
furnace. On the other hand, the cell can be described as adiabatic, with no heat
exchange at the outer walls justified by the fact that heat exchange is limited.
In this case, heat exchange occurs only by the gas flows. Test simulations
revealed that in the isothermal case the temperature change within the cell is
negligible (< 1 K) whereas it is several K in the adiabatic case. In this study
a constant temperature throughout the whole cell was assumed as a physically
correct description is not easily obtained and the temperature differences within
the cell are expected to be small.
The impact of the variation of the temperature on the voltage-current density
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Figure 6.5: Experimental voltage-current density relation (solid lines) for cells 1
(black) and 3 (green) and simulated values for different temperatures.
relation for cell 1 and cell 3 is depicted in Figure 6.5. The impact of variation
is considerably larger for cell 1 than for cell 3. However, for small variations
the shape of the voltage-current density relation does not change distinctly, but
only for variations of 10 K a considerable deviation of the simulated data is
recognizable. Variating the temperature by 5 K increases the RMSE for model
BVH2O to 6·10−3 which is still much smaller than the RMSE for models BV and
BVconc. This observation suggests that small variations in the cell temperature
do not affect the voltage-current density relation considerably and justifies the
approach to apply a constant temperature throughout the cell.
For the variation of the YSZ conductivity and the diffusion coefficients the
impact on the voltage-current density for ±10% and ±20% is similar to the
variation of the temperature by ±5 K and ±10 K, respectively. Fortunately
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for the simulations the values of diffusion coefficients and YSZ conductivity are
accurately determined and available from literature. However, the tuning of the
ionic conductivity of the electrolyte/cathode material as well as the tuning of
diffusion coefficients can be expected to result in the largest improvement of the
cell performance compared to other parameters. For the ionic conductivity this
would be viable by replacing YSZ by a material with higher ionic conductivity.
In contrast, a direct alteration of the diffusion coefficients is not possible. An
indirect approach would be the modification of the porous microstructure. The
influence of the microstructure of the cathode on the cell performance is there-
fore investigated in the next section. On the other hand, the change of ionic
conductivity of the electrolyte and the gas diffusion might also have the largest
influence on the degradation of the cell under operation conditions.
6.1.4. Influence of Microstructure
As mentioned before the transport of gases on the cathode side of the SOEC
is crucial for the cell performance. Furthermore, the exact value for the pore
radius in the cathode was only approximated due to a lack of experimental data.
Therefore, the influence of the porosity Φ and pore radius rpore in the cathode
on the current density was investigated independently and results are given in
Figure 6.6 for cell 1 and cell 3 at a cell voltage of 1 V. For both cells the simulated
absolute current density increases with increasing porosity and decreases with
increasing pore radius. This can be explained by the approximation of the
reaction surface in the electrodes Aact = 2Φ/rpore as stated in section 3.3. An
increase of the porosity and decrease of the pore radius leads to a larger surface
that is available for reaction and thus a higher current density. Of course this
relation is only an approximation but it allows an estimation of the influence of
the structural parameters Φ and rpore.
However, the pore radius depends on the porosity and the relation can be
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Figure 6.6: Absolute current density in cell 1 (squares) and cell 3 (circles) at 1 V
depending on the porosity (black, with a constant pore radius of 300 nm), on the
pore radius (red, with a constant porosity of 0.15), and on porosity and pore radius
applying the relation rpore ∝ Φ1−Φ (green).
expressed by rpore ∝ Φ1−Φ .[89] Applying this relation the current density was
simulated for different porosities, resulting in a broad maximum around Φ=0.15
for both cells. Consequently, the porosity of the cathode of 0.15 in the actual
cells is optimal as suggested by the simulations. Nevertheless, the microstructure
of the cathode has a considerable impact on the cell performance.
6.1.5. Summary
The voltage-current density relation was simulated for different solid oxide elec-
trolyzer cells applying the finite element method and compared to experimen-
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tal measurements. A convincing agreement with the experimental data was
achieved utilizing parameters from literature and one parameter to adjust the
exchange current densities in both anode and cathode. The best coincidence
was obtained with a kinetic model including the effective partial pressure of
water in the cathode. Similar simulations for different cells at different temper-
atures have not been reported to the author's knowledge so far. Nevertheless,
a comparison with additional experimental data could refine and verify the ap-
plied model. In this sense the experimental investigation of model cells would
be beneficial. Furthermore, a more detailed representation of the microstruc-
ture of the cathode in the simulations would allow a better understanding of its
influence on the cell performance and could help verifying the mechanism for
the electrolysis of water.
The performance of the SOEC crucially depends on the ionic conductivity
of the electrolyte material and the gas diffusion. These parameters might be
tuned to improve the cell performance but might also be subject to degradation
effects discussed in the next section.
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6.2. Degradation Effects
To investigate long term degradation effects the cells were operated at EIFER
for several thousand hours. Experimental operation conditions and resulting
degradation rates are given in Table 6.4.[161,162] Severe degradation was ob-
Table 6.4: Details on long term operation conditions and degradation.
cell 1 2 3
Temperature (K) 1045 1051 1100
Current density (A·cm−2) -1 -0.75 -1.2
Operation time (h) 9000 6000 3200
∆U (V) 0.36 0.06 0.14
degradation rate (%·kh−1) 3.8 1.0 3.5
served after long term operation with a maximal degradation rate of 3.8%·kh−1
for cell 1. Post mortem analysis revealed several microstructural degradation
phenomena:[163]
1. Depletion of nickel in the cathode leading to deactivation of the electrode
due to the absence of a triple phase boundary.
2. Agglomeration of nickel in cathode and support leading to a decrease of
the active surface due to coarser nickel distribution.
3. Formation of strontium zirconate at the interface CGO/YSZ with a layer
thickness of about 0.5 µm leading to a decrease of the conductivity of the
electrolyte.
4. Formation of nano pores at grain boundaries in the electrolyte leading to
additional decrease of the conductivity of the electrolyte.
In this section the microstructural degradation phenomena in cell 1 and cell 3
are included into the simulations to give an estimation of the impact on the
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electrochemical performance. The microstructural degradation phenomena were
realized in the simulations as follows:
1. Nickel depletion in the cathode was included by disabling the reaction in
a layer corresponding to the depleted zone.
2. Agglomeration and coarsening of the nickel in the support was considered
by modifying the active surface area in the cathode and support. The
corresponding value was reduced to 75% of the initial value corresponding
to the decrease of average nickel perimeter in the investigated cells.[163]
3. The formation of strontium zirconate was considered by introducing an
additional 0.5 µm thick layer in the electrolyte. At the typical opera-
tion temperature the ionic conductivity of SrZrO3 is about three orders
of magnitude smaller than the conductivity of YSZ or CGO and the ionic
conductivity was reduced in this layer accordingly.[164] Due to the presence
of yttrium ions in the electrolyte the formation of yttrium doped SrZrO3 is
also probable, although not observed experimentally. For SrZr0.9Y0.1O2.95
the ionic conductivity is about two orders of magnitude smaller than the
conductivity of YSZ or CGO which was realized in an additional ap-
proach.[164] In both cases, the simulations reflect an upper limit for the
degradation as a dense layer of strontium zirconate was assumed without
any content of CGO or YSZ.
4. The amount of nano pores and consequently the impact on the conductiv-
ity of the electrolyte is difficult to assess. As an approximation, a 0.5 µm
thick layer with a porosity of 50% due to pore formation was assumed
lowering the conductivity in this layer by a factor of two.
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6.2.1. Degradation in Cell 1
The major degradation effect in cell 1 was identified as the depletion of nickel in
the cathode.[163] Investigations applying electron probe micro analysis (EPMA)
revealed a complete ablation of nickel from the 10 µm thick electrode and in
the simulations reaction on the cathode side was restricted to the support. Ag-
glomeration and decrease of electrolyte conductivity due to strontium zirconate
and pore formation were subsequently included resulting in five degradation
models:
I Depletion
II Depletion+agglomeration
III Depletion+agglomeration+pore formation
IV Depletion+agglomeration+SrZr0.9Y0.1O2.95 formation
V Depletion+agglomeration+SrZrO3 formation
Resulting voltage-current density relations for the degraded and the non-degraded
cell are compared in Figure 6.7. For the experimental data of the degraded cell
a decrease of UOCV is observed. This effect can be attributed to a blocking of the
feed gas supply during operation resulting in a gas leak in the electrolyte.[161]
Nevertheless, in the simulations UOCV was kept constant to be consistent with
the simulations of the non-degraded cell.
In the simulations the depletion (I) leads to an increase of the cell voltage
of about 0.12 V at a current density of −1 A·cm−2. This increase accounts for
about one third of the total degradation observed experimentally. Inclusion of
the agglomeration (II) has only a minor effect while the decrease of the elec-
trolyte conductivity due to pore formation (III) is negligible. In contrast, the
formation of SrZr0.9Y0.1O2.95 (IV) leads to an additional increase of the cell volt-
age of about 0.07 V. Furthermore, the formation of SrZrO3 (V) leads to an overly
large increase in the cell voltage, even exceeding the experimentally determined
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Figure 6.7: Experimental voltage-current density relation of cell 1 before (solid line)
and after (dashed line) long term operation. Simulated values (symbols) are given
for the non-degraded cell (black) and cells with degradation model I (green), II
(red), III (blue), IV (cyan), and V (magenta).
voltage degradation. However, the applied models IV and V are an upper limit
for the degradation since a dense layer of strontium zirconate is assumed. In con-
trast, the microstructural investigation of the cells revealed SrZrO3 formation
only in limited volumes near to pores in CGO at the CGO/YSZ interface.[163]
Consequently, a much smaller contribution due to the formation of strontium
zirconate can be expected. Assuming the existence of continuous paths of YSZ
through the strontium zirconate layer drastically decreases the resulting voltage
degradation, yielding a value comparable to the here estimated impact of pore
formation.
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The resulting cell voltages and degradation rates for all models are summa-
rized in Table 6.5. Disregarding the SrZrO3 formation, by far the largest effect
has the depletion of nickel. Combination of depletion, agglomeration and pore
formation yields about one third of the degradation rate observed in experi-
ment. In addition, the ohmic contribution is given in Table 6.5. As can be
seen, the increase of the cell voltage for all degradation models is due to the
increase of the ohmic overpotential. This result is obvious for models III to V
as the electrolyte's resistance increases and also for nickel depletion (I) since the
reaction zone is moved away from the electrolyte and the oxygen ions have to
migrate through the depleted zone. For the agglomeration (II) the increase of
the ohmic overpotential can be explained by a extension of the reactions zone
which compensates the smaller reaction surface and moves the reaction further
away from the electrolyte. In the experimental measurement the ohmic over-
potential was as well identified as major contribution to the degradation of the
cell voltage.[161]
Table 6.5: Simulated cell voltages, ohmic overpotentials, and degradation rates,
referred to 9000 h operation time, at a current density of −1 A·cm−2 in cell 1 for
different degradation models.
model Ucell ηohm ∆Ucell ∆ηohm deg. rate
(V) (V) (V) (V) (%·kh−1)
non-deg. 1.084 0.111
I 1.207 0.236 0.123 0.125 1.26
II 1.217 0.246 0.133 0.135 1.37
III 1.219 0.248 0.135 0.137 1.38
IV 1.287 0.317 0.203 0.206 2.08
V 1.922 0.965 0.838 0.854 8.58
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6.2.2. Degradation in Cell 3
EPMA measurements for cell 3 were conducted by De-Niang The revealing a
depletion of nickel in the first 2.5 µm of the cathode next to the electrolyte.[165]
In addition to this effect agglomeration and pore formation were included in the
simulations as described in the previous section. Since the effect of strontium
zirconate formation is difficult to assess, as discussed in the previous section, it
was not included for cell 3.
Figure 6.8: Experimental voltage-current density relation of cell 3 before (solid line)
and after (dashed line) long term operation. Simulated values (symbols) are given
for the non-degraded cell (black) and cells with degradation model I (green), II
(red), III (blue), IV (cyan), and V (magenta).
In addition, the effect of blockage due to nickel redistribution was investi-
gated. These simulations are based on the consideration that nickel from the
depleted zone deposits in the residual electrolyte, increasing the volume of the
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nickel phase and decreasing the porosity. Redistribution of the complete nickel
from the 2.5 µm depleted zone in the residual 7.5 µm electrolyte leads to de-
crease of the porosity from 0.15 to 0.04. In addition, the pore radius decreases
from 300 nm to 155 nm assuming the relation rpore ∝
√
Φ. Based on this
consideration five degradation models were simulated:
I Depletion
II Depletion+agglomeration
III Depletion+blockage
IV Depletion+blockage+agglomeration
V Depletion+blockage+agglomeration+pore formation
Table 6.6: Simulated cell voltages, ohmic overpotentials, and degradation rates,
referred to 3200 h operation time, at a current density of −1.2 A·cm−2 in cell 3 for
different degradation models.
model Ucell ηohm ∆Ucell ∆ηohm deg. rate
(V) (V) (V) (V) (%·kh−1)
non-deg. 1.043 0.073
I 1.061 0.093 0.018 0.020 0.54
II 1.066 0.098 0.023 0.025 0.68
III 1.087 0.121 0.044 0.048 1.32
IV 1.093 0.126 0.049 0.053 1.48
V 1.094 0.127 0.050 0.054 1.51
From Figure 6.8 it is apparent that depletion and blockage have the largest
effect on the voltage-current density relation while agglomeration plays a minor
role. The combination of depletion, blockage and electrolyte degradation leads
to a degradation rate of 1.5%·kh−1, about 40% of the experimentally observed
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value. Similar to cell 1 the ohmic overpotential is the main contribution to the
increase of the cell voltage due to degradation as summarized in Table 6.6.
6.2.3. Summary
Based on the simulation model for the non-degraded cells the effect of degra-
dation phenomena on the cell performance was investigated. The simulations
reveal that the experimentally observed nickel depletion in the cathode has the
largest influence on the cell voltage. In addition, blockage of pores due to the
transfer and agglomeration of nickel was identified as possible cause for elec-
trochemical degradation. With the degradation models applied in this study
about 40% of the voltage degradation found in experiment could be explained,
leaving out the effect of SrZrO3 formation. Including the SrZrO3 formation even
larger degradation can be explained since the formation of SrZrO3 could have a
tremendous effect on degradation as observed in the simulations but it crucially
depends on the density of the formed layer. A more detailed investigation of
the strontium zirconate layer could result in a better estimation of this effect
on the degradation.
The simulation model developed in this works provides a tool to estimate the
impact of microstructural degradation phenomena on the cell voltage. So far, the
simulation results are reasonable but further degradation effects, not included in
the simulations, are probable. Since the depletion of nickel is the major source
of degradation possible approaches would be the utilization of a cathode without
nickel or prevention of nickel depletion. Furthermore, the ohmic overpotential
has the largest contribution to the increase of the cell voltage. Consequently,
improvement of the ionic conductivity of the cathode could considerably reduce
the electrochemical degradation.
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In this work solid oxide electrolytes and electrolyzer cells were investigated by
computational methods on different length scales with a focus on possible degra-
dation effects.
On an atomic level density functional theory calculations were performed to
determine energies of defect formation in cubic zirconia as well as entropies of
defect formation and energies of association in ceria. The calculations in this
work revealed the importance of finite size corrections for the calculation of
defect energies.
Under oxygen poor and oxygen rich conditions fully charged oxygen and
zirconium vacancies are the most stable point defects in cubic zirconia, whereat
doping with yttrium leads to a decrease of the energy for V′′′′Zr while the energy is
increased for V••O probably due to the expansion of the lattice. The migration of
zirconium ions by a vacancy mechanism is most favorable along a curved path
in 〈110〉 direction. The resulting activation energy exceeds the experimentally
determined value which might be attributed to the differences of cubic zirconia
and YSZ.
Association energies of defects in doped ceria exhibit a decreasing interac-
tion strength in the order V-V>RE-V>RE-RE with a dependence of the RE-V
interaction on the dopant radius. For the calculation of polarons in doped ce-
ria the occupation of f -orbitals is crucial. Application of the ramping method
yielded remarkable agreement with experimental data concerning the preference
of polarons to be in 2NN position of oxygen vacancies as well as the association
energy of the trimer 2Ce′Ce+V
••
O .
Vibrational entropies have a considerable effect on the Gibbs energies for in-
trinsic disorder albeit the stability order of the defects is not altered. In the
187
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constant pressure case the entropies are dominated by the corresponding relax-
ation volume. For the reduction of ceria a good agreement with experimental
data was found whereat the entropy is dominated by the oxygen molecule rather
than the entropy change of the solid. In contrast, the calculated entropies of
defect association are not reliable since the values of about 1 kB are in the same
order of magnitude as the expected error.
Monte Carlo simulations, based on a pair interaction model, were conducted
to investigate the distribution of defects in doped stoichiometric and non-stoi-
chiometric ceria and its influence on the oxygen ion conductivity.
For most dopants the simulated coordination numbers exhibit a remarkable
agreement with experimental data validating the reliability of the applied model.
In particular, phase separation of scandium doped ceria was predicted by simu-
lations and the solubility of scandium was estimated in accordance with experi-
mental results. For non-stoichiometric ceria the configurational energy decreases
with increasing non-stoichiometry as well as increasing dopant fraction which
can be explained by the additional defect interactions in the lattice. The ob-
servation is in agreement with experimental data as the energy of reduction
decreases for doped ceria as well as for higher non-stoichiometry.
Combination of Metropolis Monte Carlo and Kinetic Monte Carlo simula-
tions allow the simulation of oxygen ion conductivity for different physically
meaningful cation distributions. Clustering of dopant ions in yttrium doped ce-
ria leads to increasing blocking and trapping effects which considerably reduce
the conductivity of the material. Under operation conditions this effect could
lead to a long term degradation of the electrolyte.
The performance and electrochemical degradation of different experimentally
tested solid oxide electrolyzer cells were simulated by a multiphysics approach
applying the finite element method evaluating different kinetic models. The
best agreement with the experimental voltage-current density relation of the
188
actual cells is achieved for a model based on the classical Butler-Volmer equation
including the dependence on the H2O concentration at the cathode.
The developed simulation model provides a valuable tool to investigate the
influence of various parameters on the cell performance and estimate the impact
of microstructural degradation phenomena. The depletion of nickel from the
cathode was identified as major cause for the increase of the cell voltage due to
an increase of the ohmic overpotential. Including further phenomena like nickel
agglomeration and electrolyte degradation about 40% of the degradation rate
could be explained within the model. The formation of strontium zirconate can
have a drastic effect on the cell voltage, but the effect crucially depends on the
density of the zirconate layer. A more detailed microstructural investigation
would be beneficial to clarify this issue.
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A. Appendix
A.1. Association Energy Model
The general constraint for the number of interactions Nij together with the
number of cations Ni and the coordination number z is:
2Nii +
∑
j 6=i
Nij = zNi ∀ i (A.1)
Introducing the host cation Ce leads to
2NCeCe +
∑
i 6=Ce
NiCe = zNCe (A.2)
for the host cation and
2Nii +NiCe +
∑
j 6=i
Nij = zNi ∀ i (A.3)
for all other cations. Here and in the following the indices cover all cations
except Ce.
Rearrangement of A.2 and A.3 leads to:
NCeCe =
1
2
(
zNCe −
∑
i
NiCe
)
(A.4)
and
NiCe = zNi − 2Nii −
∑
j 6=i
Nij (A.5)
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respectively and inserting A.5 in A.4 yields:
NCeCe =
1
2
(
zNCe −
∑
i
(
zNi − 2Nii −
∑
j 6=i
Nij
))
(A.6)
The total cation binding energy is the product of the number of all interac-
tions with the corresponding binding energy:
Ecat-cat =
∑
i=1
∑
j≤i
Nij∆Eij (A.7)
and after separating the host cation contributions and covering only the dopant
ions by the indices:
Ecat-cat = NCeCe∆ECeCe +
∑
i=1
NiCe∆EiCe +
∑
i=1
∑
j≤i
Nij∆Eij (A.8)
After inserting A.4 and A.5 follows:
Ecat-cat =∆ECeCe
1
2
(
zNCe −
∑
i
(
zNi − 2Nii −
∑
j 6=i
Nij
))
+
∑
i
∆EiCe
(
zNi − 2Nii −
∑
j 6=i
Nij
)
+
∑
i=1
∑
j≤i
Nij∆Eij (A.9)
This can be rearranged to:
Ecat-cat =
z
2
∆ECeCe
(
NCe −
∑
i
Ni
)
+ z
∑
i
∆EiCeNi
−
∑
i
∆EiCe
(
2Nii +
∑
j 6=i
Nij
)
+ ∆ECeCe
(
Nii +
1
2
∑
j 6=i
Nij
)
+
∑
i=1
∑
j≤i
Nij∆Eij (A.10)
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Since Nij=Nji it holds:
∑
i
Nii +
1
2
∑
i
∑
j 6=i
Nij =
∑
i
∑
j≤i
Nij (A.11)
as well as:
∑
i
∑
j 6=i
Nij∆EiCe =
∑
i
∑
j<i
Nij (∆EiCe + ∆EjCe) (A.12)
Then A.10 can be transformed to:
Ecat-cat =
z
2
∆ECeCe
(
NCe −
∑
i
Ni
)
+ z
∑
i
∆EiCeNi
+
∑
i
∑
j≤i
Nij (∆ECeCe + ∆Eij −∆EiCe −∆EjCe) (A.13)
Here the first two terms only depend on the composition of the lattice but not
the distribution of defects while the last term only depends on th distribution.
Although this formulation was introduced for the cation-cation interaction it
is the same for the anion-anion interaction and can be analogously derived for
the cation-anion interaction.
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A.2. Initial Simplexes for Optimization
Table A.1: Initial simplex (1) for yttrium doped ceria. Parametersets are generated by
modifying the DFT association energies by 50 meV.
1 2 3 4 5 6 7 8 9
ε1
RE-RE
0.11 0.06 0.11 0.11 0.11 0.11 0.11 0.11 0.11
ε1
RE-V
-0.35 -0.35 -0.4 -0.35 -0.35 -0.35 -0.35 -0.35 -0.35
ε2
RE-V
-0.14 -0.14 -0.14 -0.09 -0.14 -0.14 -0.14 -0.14 -0.14
ε1
V-V
0.9 0.9 0.9 0.9 0.85 0.9 0.9 0.9 0.9
ε2
V-V
0.33 0.33 0.33 0.33 0.33 0.28 0.33 0.33 0.33
ε3a
V-V
0.32 0.32 0.32 0.32 0.32 0.32 0.27 0.32 0.32
ε3b
V-V
0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.41 0.46
ε4
V-V
0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.29
Table A.2: Initial simplex (2) for yttrium doped ceria. Parametersets are generated by
modifying the DFT association energies by a random value of up to 0.1 eV.
1 2 3 4 5 6 7 8 9
ε1
RE-RE
0.11 0.05 0.08 0.20 0.07 0.03 0.07 0.08 0.14
ε1
RE-V
-0.35 -0.45 -0.42 -0.35 -0.25 -0.28 -0.33 -0.28 -0.38
ε2
RE-V
-0.14 -0.15 -0.23 -0.19 -0.04 -0.04 -0.19 -0.20 -0.10
ε1
V-V
0.9 0.86 0.95 1.00 0.86 0.98 0.80 1.00 0.82
ε2
V-V
0.33 0.29 0.33 0.40 0.25 0.34 0.29 0.24 0.28
ε3a
V-V
0.32 0.22 0.30 0.33 0.32 0.28 0.40 0.27 0.26
ε3b
V-V
0.46 0.38 0.39 0.43 0.52 0.46 0.55 0.37 0.54
ε4
V-V
0.34 0.27 0.39 0.35 0.38 0.32 0.42 0.35 0.26
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Table A.3: Initial simplex (3) for yttrium doped ceria. The first parameter set is generated
from random numbers in the range of 0 eV to 0.5 eV for Y-Y, -1 eV to 0 eV for Y-V
and 0 eV to 1 eV for V-V interaction. Additional sets are generated by modifying one
parameter by a random value of up to 0.2 eV.
1 2 3 4 5 6 7 8 9
ε1
RE-RE
0.03 0.08 0.03 0.03 0.03 0.03 0.03 0.03 0.03
ε1
RE-V
-0.38 -0.38 -0.25 -0.38 -0.38 -0.38 -0.38 -0.38 -0.38
ε2
RE-V
-0.12 -0.12 -0.12 -0.06 -0.12 -0.12 -0.12 -0.12 -0.12
ε1
V-V
0.25 0.25 0.25 0.25 0.13 0.25 0.25 0.25 0.25
ε2
V-V
0.36 0.36 0.36 0.36 0.36 0.53 0.36 0.36 0.36
ε3a
V-V
0.70 0.70 0.70 0.70 0.70 0.70 0.74 0.70 0.70
ε3b
V-V
0.95 0.95 0.95 0.95 0.95 0.95 0.95 1.09 0.95
ε4
V-V
0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.63
Table A.4: Initial simplex (4) for yttrium doped ceria. Parametersets are generated anal-
ogously to initial simplex (3).
1 2 3 4 5 6 7 8 9
ε1
RE-RE
0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.01 0.01
ε1
RE-V
-0.15 0.01 -0.15 -0.15 -0.15 -0.15 -0.15 -0.15 -0.15
ε2
RE-V
-0.22 -0.22 -0.14 -0.22 -0.22 -0.22 -0.22 -0.22 -0.22
ε1
V-V
0.65 0.65 0.65 0.71 0.65 0.65 0.65 0.65 0.65
ε2
V-V
0.80 0.80 0.80 0.80 0.73 0.80 0.80 0.80 0.80
ε3a
V-V
0.88 0.88 0.88 0.88 0.88 1.04 0.88 0.88 0.88
ε3b
V-V
0.92 0.92 0.92 0.92 0.92 0.92 0.92 1.05 0.92
ε4
V-V
0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.25
Table A.5: Initial simplex (a) for yttrium doped ceria. Parameter sets are chosen close to
the average of the respective DFT association energies.
1 2 3 4
ε1
RE-RE
0.1 0.2 0.1 0.1
ε1
RE-V
-0.2 -0.2 -0.3 -0.2
ε1
V-V
0.6 0.6 0.6 0.5
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Table A.6: Initial simplex (b) for yttrium doped ceria. Parameter sets are chosen close to
the average of the respective DFT association energies.
1 2 3 4
ε1
RE-RE
0.2 0.2 0.1 0.1
ε1
RE-V
-0.2 -0.2 -0.3 -0.3
ε1
V-V
0.6 0.7 0.5 0.7
Table A.7: Initial simplex for neodymium doped ceria optimizing only Nd-Nd and Nd-V
interaction. Parametersets are generated by modifying the DFT association energies by
50 meV.
1 2 3 4
ε1
Nd-Nd
0.1 0.05 0.1 0.1
ε1
Nd-V
-0.17 -0.17 -0.22 -0.17
ε2
Nd-V
-0.17 -0.17 -0.17 -0.22
Table A.8: Initial simplex for neodymium doped ceria optimizing all interactions. Param-
etersets are generated by modifying the DFT association energies by 50 meV.
1 2 3 4 5 6 7 8 9
ε1
Nd-Nd
0.1 0.15 0.1 0.1 0.1 0.1 0.1 0.1 0.1
ε1
Nd-V
-0.17 -0.17 -0.12 -0.17 -0.17 -0.17 -0.17 -0.17 -0.17
ε2
Nd-V
-0.17 -0.17 -0.17 -0.22 -0.17 -0.17 -0.17 -0.17 -0.17
ε1
V-V
0.9 0.9 0.9 0.9 0.8 0.9 0.9 0.9 0.9
ε2
V-V
0.33 0.33 0.33 0.33 0.33 0.38 0.33 0.33 0.33
ε3a
V-V
0.32 0.32 0.32 0.32 0.32 0.32 0.27 0.32 0.32
ε3b
V-V
0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.41 0.46
ε4
V-V
0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.39
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Table A.9: Initial simplex for lanthanum doped ceria optimizing only La-La and La-V
interaction. Parametersets are generated by modifying the DFT association energies by
50 meV.
1 2 3 4
ε1
La-La
0.1 0.05 0.1 0.1
ε1
La-V
1 -0.12 -0.12 -0.07 -0.12
ε2
La-V
-0.2 -0.2 -0.2 -0.25
Table A.10: Initial simplex for lanthanum doped ceria optimizing all interactions. Param-
etersets are generated by modifying the DFT association energies by 50 meV.
1 2 3 4 5 6 7 8 9
ε1
La-La
0.1 0.05 0.1 0.1 0.1 0.1 0.1 0.1 0.1
ε1
La-V
-0.12 -0.12 -0.07 -0.12 -0.12 -0.12 -0.12 -0.12 -0.12
ε2
La-V
-0.2 -0.2 -0.2 -0.25 -0.2 -0.2 -0.2 -0.2 -0.2
ε1
V-V
0.9 0.9 0.9 0.9 0.85 0.9 0.9 0.9 0.9
ε2
V-V
0.33 0.33 0.33 0.33 0.33 0.28 0.33 0.33 0.33
ε3a
V-V
0.32 0.32 0.32 0.32 0.32 0.32 0.27 0.32 0.32
ε3b
V-V
0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.41 0.46
ε4
V-V
0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.29
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Symbols
a0 Lattice parameter
Aact Active surface per volume
B Bulk modulus at 0 K
BT (T ) Temperature dependent bulk modulus
c Concentration
CN Coordination number
CN(X) Average coordination number of ion X
CR, CO Coefficient in Butler-Volmer equation
d Distance
Dcorri Corrected diffusion coefficient of component i
Deffi Effective diffusion coefficient of component i
Di,j Binary diffusion coefficient of components i and j
Dk,i Knudsen diffusion coefficient of component i
E Energy
E0 Non-configurational energy
EA Activation energy
Econf Configurational energy
ECoulomb Coulomb energy
Eedge Edge energy
EFermi Fermi energy
Emig Energy of migration
F Faraday constant
G Gibbs energy
H Enthalpy
i Current density
iex Exchange current density
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Symbols
irct Current density at the surface
kB Boltzmann constant
kΘ Effective adsorption constant
m Mass
M Molecular mass
n, N Number
Nfree Number of degrees of freedom
p Pressure
pi Partial pressure of component i
pinleti Partial pressure of component i in the feed flow
p0 Constant pressure
q Charge
r Spatial coordinate
r Distance
Radial cell dimension
R Gas constant
rpore Mean pore radius
S Entropy
T Temperature
T1 Temperature of MMC simulation 1st step
T2 Temperature of MMC simulation 2nd step
TKMC Temperature of KMC simulation
u Velocity of gases
U0 Standard potential
Ucell Cell voltage
UOCV Open current voltage
V Potential
Volume
vi Volume fraction of component i
V0 Constant Volume
212
Symbols
Vi,j Fuller volume
x Molar fraction
z Coordinate in configuration space
z Charge number
Nominal coordination number
Vertical cell dimension
α Charge transfer coefficent
αV (T ) Volumetric thermal expansion coefficient
Γ Reaction rate
δ Non-stoichiometry
∆Ef Energy of formation
∆Vrel Relaxation volume
ε0 Dielectric constant of vacuum
εr Relative dielectric constant
εdij Association energy of i and j and distance d
ηact Activation overpotential
ηconc Concentration Overpotential
ηleak Leak potential
ηohm Ohmic Overpotential
Θ Surface coverage
µ Chemical potential
µvis Viscosity
ρ Density
σ Conductivity
τ Tortuosity
Φ Porosity
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Abbreviations
APW Augmented plane wave
B3LYP Hybrid functional Becke as well as Lee, Yang, and Parr
B97 Hybrid functional according to Becke
Ce'-Ce' Polaron-polaron pair
Ce'-V Polaron-oxygen vacancy pair
CI-NEB Climbing image-nudged elastic band
CGO Gadolinium doped ceria
CV Cross validation score
DEG Simulation lattice with cation distribution after degradation
DFT Density functional theory
DOF Degrees of freedom
EIFER European Institute For Energy Research
EQ Simulation lattice with equilibrated cation distribution
EXAFS Extended x-ray absorption fine structure
FEM Finite Element Method
FZJ Forschungszentrum Juelich
GGA Generalized gradient approximation
HF Hartee-Fock
HSE06 Hybrid functional according to Heyd, Scuseria, and Ernzerhof
KMC Kinetic Monte Carlo
LDA Local density approximation
LSCF Lanthanum strontium cobalt ferrite
LSDA Local spin density approximation
LYP Functional according to Lee, Yang and Parr
MC Monte Carlo
MMC Metropolis Monte Carlo
NEB Nudged elastic band
215
Abbreviations
NMR Nuclear magnetic resonance
NN Nearest neighbor
PAW Projector augmented wave
PBE Functional according to Perdew, Burke and Ernzerhof
PBE0 Hybrid functional according to Perdew, Burke, and Ernzerhof
PBEsol Functional according to Perdew, Burke and Ernzerhof for solids
PVD Physical vapor deposition
PW91 Functional according to Perdew and Wang
RE-Ce' Dopent-polaron pair
RE-RE Dopant-dopant pair
RE-V Dopant-oxygen vacancy pair
RMSE Root mean squared error
RND Simulation lattice with random cation distribution
SCF Self consistent field
SOEC Solid oxide electrolyzer cell
SOFC Solid oxide fuel cell
SP Screen printed
V-V Oxygen vacancy-oxygen vacancy pair
VWN Functional according to Vosko, Wilk and Nusair
XRD X-ray diffraction
YSZ Yttria stabilized zirconia
BV Kinetic model without concentration polarization
BVH2O Kinetic model depending on effective partial pressure of H2O
BVconc Kinetic model depending on effective partial pressures of
H2, O2, and H2O
BVΘ Kinetic model depending surface coverage with H2O
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