That is, if f is a function de ned on S, then there exists a polynomial in N agreeing with f on S if and only if there exist polynomials p in ( ) such that P p agrees with f on S. Proof : Clearly, N (S) P ( ) (S). Since both spaces are nite-dimensional, it will su ce to show that, if is a linear functional on IR S that vanishes on P ( ) (S), then also vanishes on N (S). Since ( ) P Given a set S satisfying the necessary condition of Corollary 3.3, one can search for the Nth di erences supported on S as follows.
By Theorems 3.5 and 4.18, is an Nth di erence if and only if j (s: ) ? ( ) . For each s and , choose a basis P s of the univariate polynomials of degree less than ( ). Then the set fp > j (s: ) : p 2 P s g is a basis for ( ) (s : ). Therefore, for to be an Nth di erence, it is necessary and su cient that annihilate the set of functions S;N f(p > ) (s: ) : p 2 P s g:
This amounts to a homogeneous system of linear equations to be satis ed by a nontrivial in IR S . One is left free to choose P s to depend on s so that this system might be more easily solved. Proof : Half of this theorem is proven in Theorem 3.2, part a). It remains to prove the converse.
Assume that j (s: ) is a ( ) th di erence for every and s. The proof that is an Nth di erence is by induction on the number of distinct elements in N, the simplest case being trivial. Assume that the result is known for directional matrices having fewer distinct elements than N, and let and be di erent The proof in completed by taking an integer n such that ktk n for all t 2 supp M and by using ! N (nh)
Using shifts, one can similarly use to approximate D N f(x) for x other than zero. The next theorem shows that this convergence can be accelerated using centered a ne Nth di erences. Proof : Restrict h so that supp h N.
As in the proof of Lemma 4.14, we have
Using the smoothness of D N f, and letting \grad" denote the gradient operator, the above can be rewritten as If is a (N K)th di erence as well as an Nth di erence, then the right side of (4.9) is M(tj ; N K), which, for t su ciently large, equals zero. Thus
is a linear combination of nitely many point evaluations. Theorem 3.5 therefore guarantees that is an Nth di erence. Figure 2 shows the two-dimensional support and grid lines of such a bivariate spline; Figure 3 is its three-dimensional plot. One can view the identity Of the four tensor product divided di erences above, only the second has support at the point (4; 0). Since the coe cient (4; 0) = 0, this forces c 1;0 = 0. Similarly, c 0;1 must also be zero, since (0; 3) = 0. The rst of these four has the same (nonzero) coe cient at (1; 2) as it does at (2; 1). However, the fourth has two di erent coe cients at (1; 2) and (2; 1). Hence the conditions (1; 2) = (2; 1) = 0 lead to an invertible homogeneous system in c 0;0 and c 1;1 , forcing c 0;0 = c 1;1 = 0. Thus there are no (nontrivial) Nth di erences supported on S.
When the complete directional matrix N contains more than d distinct elements, an analogue of Theorem 4.1 is unknown, although one can generalize the tensor product B-spline and divided di erence as follows.
Let N 2 ID d m be complete, and let K be the set of distinct elements of N. Let M K be a tensor product B-spline de ned on IR K , having degree ( ) ? 1 in the th variable, and let be the associated tensor product divided di erence. Then We can extend these results to the case that N is not complete by using part b) ofTheorem 3.2. 
Properties of Nth di erences and their representers
When exactly d distinct directions appear in the complete directional matrix N, an Nth di erence is little more that a tensor product divided di erence. The next theorem states this speci cally. Therefore 0 = F = j (s: ) f, proving a).
(1.4), the spline is a linear combination of translates of more than one truncated power. This can be avoided, it seems, only if one places further restrictions on S. Both Kergin 15] and Hakopian 11, 12] have studied multivariate polynomial interpolation and, in doing so, generalized the divided di erence. Kergin applies a homogeneous di erential operator to a smooth function and integrates the result against the multivariate B-spline 6]. He places no restriction on S. This raises the question as to whether one can obtain results like (1.1){(1.7) with a linear functional made up of point evaluations on S and still allow S to be more general than in the box spline or tensor product settings. To answer this, we replace D n by an arbitrary product D N of directional derivatives and de ne (De nition 3.1) an \Nth di erence" to be a functional satisfying the natural generalizations of (1.1) and (1.2). Corollary 3.3 gives a necessary geometric condition on the support of any Nth di erence. The relationship between Nth di erences and polynomial interpolation generalizes (1.3); see Theorem 3.5 and Corollary 3.7. As in (1.4) and (1.5), applying an Nth di erence to the multivariate truncated power produces a compactly supported spline by which the functional can be represented as an integral. Details are in Theorem 3.15 and its corollary. Lemma 4.13 generalizes (1.6) and Lemma 4.14 and Theorem 4.15 generalize (1.7).
In addition, we prove other properties and characterizations of Nth di erences and the accompanying splines and polynomial spaces. Examples include, but are not limited to, the tensor product B-spline and the box spline.
We begin by establishing some notation in the next section.
Notation
The symbol S is reserved to stand for a set of nitely many points in IR d . It is convenient to think of 
Introduction
Denote the divided di erence of a univariate function f at the points x 0 < x 1 < < x n by x 0 ; : : : ; x n ]f, and the nth derivative of f by D n f. We state without proof the following familiar properties of the divided di erence. (1.1) If D n f 0, then x 0 ; : : : ; x n ]f = 0.
More speci cally, if f is continuous on the interval x 0 ; x n ] and if D n f is identically zero on (x 0 ; x n ), then the divided di erence of f is zero.
(1.2) There exist scalars (i) depending on fx 0 ; : : : ; x n g such that x 0 ; : : : ; x n ]f = P (i)f(x i ).
Thus, x 0 ; : : : ; x n ] is a said to be a linear combination of point evaluations on fx 0 ; : : : ; x n g. One commonly refers to M as a B-spline. Comparing the tensor product with the univariate case, in which fx 0 ; : : : ; x n g are arbitrary, one sees its the primary limitation: the requirement that the knot sequence S be a rectangular grid of points. Other generalizations of the divided di erence and B-spline have done away with this requirement. Introduced by de Boor 1] with an attribution to Schoenberg, the multivariate B-spline M(tjS) has been studied extensively by, among others, Dahmen, Michelli, and H ollig 4,6{10,13,14]. Dahmen 6] introduces the multivariate divided di erence and multivariate truncated power and proves identities similar to (1.1), (1.2), and (1.4){(1.7). He replaces D n by a product of directional derivatives and makes no restrictions on S. In contrast to (1.2), however, the multivariate divided di erence of f depends linearly on not only f but also its derivatives. Though the multivariate B-spline and divided di erence satisfy an identity similar to
Abstract
We generalize the univariate divided di erence to a multivariate setting by considering linear combinations of point evaluations that annihilate the null space of certain di erential operators. The relationship between such a linear functional and polynomial interpolation resembles that between the divided di erence and Lagrange interpolation. Applying the functional to the shifted multivariate truncated power produces a compactly supported spline by which the functional can be represented as an integral. Examples include, but are not limited to, the tensor product B-spline and the box spline.
