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Existence of a unique solution of a class of weakly regular singular two point
boundary value problems &( p(x) y$)$=p(x) f (x, y), 0<xb, limx  0+ y$(x)=0,
y(b)=B, has been established, where p(x) satisfies: (i) p(x)>0 on (0, b);
(ii) p(x) # C 1(0, r), and for some r>b; (iii) xp$(x)p(x) is analytic in [z: |z|<r]
with Taylor expansion xp$(x)p(x)=b0+b1x+ } } } , b0 # [0, 1) and with quite
general conditions on f (x, y). These conditions on f(x, y) are sharp, which is seen
through one example. Regions for multiple solutions have also been determined.
 1996 Academic Press, Inc.
Introduction
Consider a class of singular two-point boundary value problems
&( p(x) y$)$=p(x) f (x, y), 0<xb, (1)
lim
x  0+
y$(x)=0, y(b)=B, (2)
where B is a finite constant. Numerical methods have been discussed by
several authors [39]. Recently Asaithambi and Garner [1] have studied
numerically the differential equation (1) on (0, 1] with the more general
boundary conditions
y$(0)=0, ay$(1)+by(1)=c, a, c0, b>0.
While about existence and uniqueness of such problems, Ciarlet, Natterer,
and Varga [2] have suggested that if p(x) satisfies
(i) p(x)>0 in (0, b),
(ii) p(x) # C1(0, b), and
(iii) 1p(x) # L1[0, b],
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then the above problem (1)(2) can be reduced to a regular one by a
change of variable:
z(x)=|
x
0
d!p(!).
The function p(x)=x:, : # [0, 1), x # (0, 1] does satisfy all the assump-
tions and so for p(x)=x:, : # [0, 1), we can reduce the singular boundary
value problem (1)(2) to a regular problem and, hence, the singular
problem (1)(2) has a unique solution on [0, 1], provided there exists a
Lipschitz constant L satisfying
| f (x, y)&f (x, |)|<L | y&||, L<[?(1&:)2]2. (3)
In the present paper we apply a monotone iterative method directly to
the singular problem (1)(2) to establish the existence and uniqueness of
the problem and for p(x)=x:, : # [0, 1), x # (0, 1] has unique solution,
provided
L<k1(:), (4)
where k1 is the first positive zero of J(:&1)2(- x). Now as : approaches
one; i.e., as the order of the singularity increases, the upper bound for
the constant L in (3) approaches zero while in (4) it is always a positive
constant. In fact we show that the inequality k1[?(1&:)2]2 holds for
all : # (0, 1). This can be seen from the graph given at the end of the work.
In this work an existence theorem (Theorem 4) has been established for
the boundary value problem (1)(2) in a region
D=[(x, y) : 0xb, v0yu0].
The function u0(x) satisfies Mu0p(x) f (x, u0), u$0(0)=0, u0(b)B, where
the operator M is defined by My=&( p(x)y$)$ and the function v0(x)
satisfies the reverse differential inequalities. It is assumed that the function
p(x) is analytic at x=0 and there is a constant L1 such that L1( y&w)
f (x, y)&f (x, w) in the region D. The proof is accomplished by use of a
sequence [un] for which
Mun+1&kp(x) un+1=F(x, un), u$n+1(0)=0, un+1(b)=B,
where F(x, y)=p(x) f (x, y)&kp(x) y. Under certain conditions on f (x, y)
and the constant k, the sequence [un(x)] with initial iterate u0(x) is
a monotone non-increasing sequence which converges uniformly to a
solution u(x) of (1)(2) in D. The analogous sequence [vn(x)] with initial
iterate v0(x) is a monotone non-decreasing sequence converging to a
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solution v(x) of (1)(2) in the region D. Any other solution z(x) satisfies
v(x)z(x)u(x). Under additional condition on the constant L1 , the
solution is unique (Theorem 5).
1. Existence and Uniqueness of the Corresponding Linear
Boundary Value Problem
In this section we discuss existenceuniqueness of the linear boundary
value problem My&kp(x) y=f (x), 0<xb, y$(0)=0, y(b)=B, where
p(x) satisfies
(i) p(x)>0 on (0, b)
(ii) p(x) # C1(0, b), and for some r>b
(iii) xp$(x)p(x) is analytic in [z : |z|<r]
with Taylor expansion
xp$(x)p(x)=b0+b1x+ } } } , b0 # [0, 1).
Under certain conditions on k, we have established that Green’s function
for the boundary value problem exists and is unique (Lemma 3 and
Corollary 2). Non-negativity of Green’s function is also shown
(Corollary 1). This property of Green’s function works as a basic tool for
establishing the existenceuniqueness of the nonlinear problem in Section 2.
Preliminaries
Following the notations of [10], let ,(x)=,(x, *) and %(x)=%(x, *) be
the solutions of
y"+(*&q(x)) y=0, 0<xb, (5)
where q(x) is a continuous function on (0, b] such that
,(b)=0, ,$(b)=&1; %(b)=1, %$(b)=0,
and a solution %(x)+l,(x) of (5) which satisfies a real boundary condition
at x=a, 0<a<b, as
[%(a)+l,(a)] cos ;+[%$(a)+l,$(a)] sin ;=0, (6)
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where ; is real. Let m(*) be the limit of l(*) as a approaches zero and we
assume that the complex valued function m(*) is a single-valued analytic
function whose singularities are simple poles [*n]n=0 on the real axis and
corresponding residues are [rn]n=0 . Then the results similar to the
Theorem 2.7(i), (ii) and Theorem 2.17 of [10] can be obtained as stated in
[10, p. 23]. They are as follows.
Theorem 1. Let f (x) be the integral of an absolutely continuous function
and let
q(x) f (x)&f "(x) # L2(0, b), f (b)=0,
and
lim
x  0
W(.(x, *), f (x))=0,
where .(x, *) is an L2(0, b) solution of (1) for every nonreal * and W(., f )
wronskian of . and f. Then
f (x)= :

n=0
cn.(x), 0xb,
the series being absolutely and uniformly convergent on [0, b].
Theorem 2. Let f (x) # L2(0, b). Then
|
b
0
[ f (x)]2 dx= :

n=0
c2n .
Theorem 3. Let f (x) be in L2(0, b) and 8(x, *) be the solution of
y"+(*&q(x)) y=f (x), 0<xb, satisfying y(b)=0. Then for * is not
equal to any of the *n
8(x, *)= :

n=0
cn.n(x)(*&*n),
where the series is absolutely convergent.
Now consider the singular SturmLiouville problem,
Mz=*p(x) z, 0<xb
(7)
z$(0)=0, z(b)=0.
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It is easy to see that all the eigenvalues of the SturmLiouville problem are
real, positive, and simple and the corresponding eigenfunctions are
orthogonal with respect to the inner product
( f, g)=|
b
0
p(x) f (x) g(x) dx.
Next we will verify that the function m(*), corresponding to the differential
equation (7) satisfying z(b)=0, is a single-valued analytic function having
singularities on the real axis.
By taking y(x)=- p(x) z(x), the differential equation (7), can be
reduced to (5) for q(x)=;24+;$2, ;(x)=p$(x)p(x), p(x) # C 2(0, b), and
p(x)>0 on (0, b]. Define the functions ,(x, *) and %(x, *) as
,(x, *)=d[ y1(x) y2(b)&y2(x) y1(b)],
%(x, *)=d[ y1(x) y$2(b)&y2(x) y$1(b)],
where d=1W( y1 , y2), a nonzero constant and y1(x), y2(x) are two
linearly independent solutions of (5) with q(x)=;24+;$2. Using the
Frobenius series method it easy to see that the solutions y1(x) and y2(x)
are given by
y1(x)=- p(x) (a0+a2x2+ } } } ), a00,
and
y2(x)=- p(x) \x1&b 0 :

m=0
cmxm+ , c0{0,
where the coefficients an ’s and cn ’s depend on the integral power of *. Let
%(x)+l,(x) be a general solution satisfying the boundary condition (6) at
x=a; then
l(*)=&
%(a) cot ;+%$(a)
,(a) cot ;+,$(a)
. (8)
Now we will show that as a  0, the limit m(*) of l(*) is a single-value
analytic function having simple poles on the real axis.
As x  0 we can approximate y1 and y2 as
y1(x)=a0 - p(x)+O(x(2+b02)),
y2(x)=c0x(1&b0) - p(x)+O(x(2&b 02)),
y$1(x)=( p$(x)2 - p(x)) a0+O(x(1+b02)),
y$2(x)=( p$(x)2 - p(x)) c0 x1&b 0)
+- p(x) (1&b0) c0x&b 0+O(x(1&b02)).
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The numerator %(a) cot :+%$(a) in (8) can be written as
%(a) cot :+%$(a)
=d[[ y1(a) cot :+y$1(a)] y$2(b)&[ y2(a) cot :+y$2(a)] y$1(b)]
=d[[a0 - p(a) cot :+( p$(a)2 - p(a)) a0] y$2(b)
&[c0a(1&b 0) - p(a) cot :+( p$(a)2 - p(a)) c0a(1&b0)
+- p(a)(1&b0) c0 a&b0] y$1(b)+O(a(2&b02) |cot :| )
+O(a(2&b 02))].
Let
[c0a(1&b0) - p(a) cot :+( p$(a)2 - p(a)) c0a(1&b0)+- p(a) (1&b0) c0a&b0]
=c[a0 - p(a) cot :+( p$(a)2 - p(a)) a0],
where c is a constant; then
cot :=[((1&b0) a&b0c0+( p$(a)2p(a))a1&b0c0
&c( p$(a)2p(a)) a0)(a0c&c0a1&b 0)].
It is easy to see
(i) for c{0,  and as a  0
cot :r(1&b0) a&b0c0 a0c&( p$(a)2p(a))=O(1a)
and
a0 - p(a) cot :+( p$(a)2 - p(a)) a0 r- p(a) (1&b0) a&b 0c0 cra&b0.
(ii) for c=0, and as a  0
cot :=&(1&b0)a&( p$(a)2p(a))=O(1a)
and
a0 - p(a) cot :+( p$(a)2 - p(a)) a0
=&- p(a) ((1&b0) a&1a0+( p$(a)2p(a)) a0&( p$(a)2p(a)) a0)
ra(b 02)&1.
(iii) for c= and as a  0
cot :=&( p$(a)2p(a))=O(1a)
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and
c0a (1&b0) - p(a) cot :+( p$(a)2 - p(a)) c0a(1&b0)+- p(a) (1&b0) c0 a&b0
=c0 - p(a) (2(1&b0) a&b0+( p$(a)p(a)) a1&b0&( p$(a)p(a)) a1&b 0)2
ra&b02.
Thus, the O-term in the expression %(a) cot :+%$(a) are negligible if
0<b0<1 and a  0.
Treating the denominator of (8) in a similar fashion, we get that when
a  0 the limit m(*) is given by
m=
cy$1(b)&y$2(b)
cy1(b)&y2(b)
.
Since c may have any value m(*) describes the circle obtained by varying
c and so this is the limit circle case. For each value of c, m is a single
valued analytic function of *. It has singularities as poles at *n ’s on the
real axis and they are zeros of (cy1(b)&y2(b)). Hence the eigenfunctions
corresponding to the *n ’s are given by
,(x, *n)=dy1(b)[cy1(x)&y2(x)],
where y1 and y2 depend on *n also and the normalized eigenfunctions are
|rn | 12 ,(x, *n), where rn are the residues of m(*) at the points *n . This
normalized eigenfunctions satisfy ,(b)=0. If c=, then the function
m(*)=y$1(b)y1(b) and, hence, the *n ’s are zeros of y1(b; *) and the
normalized eigenfunctions are
.n(x)=|rn | 12 dy1(x) y2(b).
Now with the help of Theorem 1, Theorem 2, and Theorem 3, we
establish the results of this section.
Lemma 1. If y satisfies My&kp(x) y0 for 0<xb and y$(0)=0,
y(b)=B0, where p(x) satisfies A&1, then y(x)0, provided k0.
Proof. Case (i) k<0. Let there be point c # (0, b) such that y(c)<0.
As y # C[0, b] there exists a point d # (0, b) such that
y(d )<0, y$(d )=0, y"(d )0
and, hence, the differential inequality will be violated at the point d. Thus
y(x)0.
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Case (ii) k=0. Integrating My=f (x), first from 0 to x and then
from x to b and using y$(0)=0, y(b)=B0, we get
y(x)=y(b)+\|
b
x
1p(x) |
x
0
f (t) dt dx+ .
Since f (x)0 and p(x)>0 we get y(x)0. This completes the proof.
Lemma 2. The boundary value problem
My&kp(x) y=0, 0<xb, (9)
y$(0)=0, y(b)=B, (10)
where p(x) satisfying A&1 has a unique solution given by
y(x)=Bu(x)u(b), u(x; k)=u(x)= :

n=0, n{1
anxn, a00,
where an ’s are certain coefficients depending on the integral power of k,
provided k is none of the eigen values of
My=*p(x) y, y$(0)=0, y(b)=0. (11)
Moreover, y(x)0 if B0 and 0<k<k1 , where k1 is the first positive
eigenvalue of (11).
Proof. Using the Frobenius series method the two linearly independent
solutions of (9) are written by
u(x)=(a0+a2 x2+ } } } ), a00,
and
v(x)=x1&b0 :

m=0
cmxm, c0{0.
These series are valid up to |x|b<r. Thus the boundary value problem
(9)(10) has a unique solution y(x)=Bu(x; k)u(b; k), provided u(b; k){0;
i.e., k is none of the eigenvalues of (11). Since u(b; k) is an analytic function
of k, so its zeros are isolated and they all will be positive. Let them be
0<k1<k2< } } } ,
where k1 is the first positive zero of u(b; k), or in other words, the first
positive eigenvalue of (11). Since u(x; k) will not change sign for 0<k<k1
and u(0)0, we get that y(x)0 for 0<k<k1 , provided B0.
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Lemma 3. For the linear differential operator M associated with
My&kp(x) y=f (x), 0<xb, (12)
y$(0)=0, y(b)=B, (13)
f (x) # L1[0, b], the generalized Green’s function for the corresponding
homogeneous boundary value problem is given by
G(x, t; k)= :

n=0
} } }
U(x, kn) U(t, kn)
(kn&k)
,
where U(x; ki)=u(x; ki)|u(b; ki)| is the normalized eigenfunction corre-
sponding to the eigenvalue ki . G satisfies the homogeneous boundary condi-
tions, provided k{k1 , k2 , ..., and the solution of the boundary value problem
(12)(13) is given by
y(x)=B+|
b
0
G(x, t; k) F(t) dt, (14)
where F(x)=f (x)+kp(x) B.
The series on the right-hand side is absolutely convergent in (0, b).
Proof. Define
G(x, t, k)={
u(t)[u(b) v(x)&v(b) u(t)]
p(x) W(u, v) u(b)
u(x)[u(b) v(t)&v(b) u(t)]
p(x) W(u, v) u(b)
,
0<tx,
xtb,
where u(x) and v(x) are two linearly independent solutions of (9) and
p(x) W(u, v) is a non-zero constant. G(x, t, k) is a Green’s function for
the linear differential operator (9) satisfying homogeneous boundary condi-
tions, provided k{k1 , k2 , ... . Now with the help of the transformation
u(x)=y(x)&B the boundary value problem (12)(13) reduces to
Mu&kp(x) u=f (x)+kp(x) B for 0<xb, u$(0)=0, u(b)=0,
and thus the solution of (12)(13) can be written as
y(x)=B+|
b
0
G(x, t; k) F(t) dt,
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where F(x)=f (x)+kp(x) B. Now using the analysis of [10, pp. 3839] it
is easy to see that the generalized Green’s function G(x, t, k) will be given
by
G(x, t; k)= :

n=0
U(x, kn) U(t, kn)
(kn&k)
and the absolute convergence of the series on the right-hand side of (13)
follows from analysis of [10, p. 38] and Theorem 3.
Lemma 4. If f # L1[0, b], B0, and f0, then the solution y(x) of
(12)(13) is non-negative, provided 0<k<k1 .
Proof. We first show that G(x, t) is non-negative for all 0<x, tb if
0<k<k1 .
Fixing t, G(x, t) satisfies
&( p(x) G$(x, t))$&kp(x) G(x, t)=0, 0<x<t,
where $#x. Since G$(0, t)=0, G(t, t)0 for 0<k<k1 from Lemma 2
G(x, t)0 for 0xt, provided 0<k<k1 . Now by symmetry and
continuity of G(x, t) it follows that G(x, t)0 for 0x, tb, provided
0<k<k1 . Hence, the result follows from (14).
Corollary 1. If y(x) satisfies My&kp(x) y0 for 0<xb and
y$(0)=0, y(b)=B0, then y(x)0, provided kk1 .
Proof. Follows from Lemma 1 and Lemma 4.
Corollary 2. Solution of the boundary value problem (12)(13) in
Lemma 3 is unique.
Proof. Follows from Corollary 1.
2. The Non-linear Boundary Value Problem
In this section we establish the existence (Theorem 4) and uniqueness
(Theorem 5) of the nonlinear boundary value problem,
My=p(x) f (x, y), 0<xb, (15)
y$(0)=0, y(b)=B, (16)
where p(x) satisfies A&1, under certain conditions on f (x, y).
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Theorem 4. Let there exist functions v0(x), u0(x) in C2(0, b] such that
v0u0 and they satisfy
Mu0p(x) f (x, u0), 0<xb, u$0(0)=0, u0(b)B, (17)
and
Mv0p(x) f (x, v0), 0<xb, v$0(0)=0, v0(b)B. (18)
If f (x, u) is continuous and if there exists a constant L1 #L1(D) such that
L1( y&|)f (x, y)&f (x, |) for y|
in the region D=[(x, y): 0xb, v0yu0], then the boundary value
problem (15)(16) has at least one solution in the region D. If a constant
kL1 is chosen such that k<k1 , then the sequence [un] generated by
Mun+1&kp(x) un+1=F(x, un), u$n+1(0)=0, un+1(b)=B, (19)
where F(x, y)=p(x) f (x, y)&kp(x) y, with initial iterate u0 converges
monotonically and uniformly towards a solution u(x) of (15)(16). Similarly
using v0 as an initial iterate leads to an non-decreasing sequence [vn]
converging to a solution v(x). Any solution z(x) in D must satisfy
v(x)z(x)u(x).
Proof. From (17) and (19) for n=0, we get
M(u0&u1)&kp(x)(u0&u1)0, 0<xb,
(u0&u1)$ (0)=0, (u0&u1)(b)0.
Since k<k1 , from Corollary 1 we have u0u1 .
In view of kL1 , from (19) we get
Mun+1p(x) f (x, un+1)+p(x)(L1&k)(un&un+1)
and if unun+1, then
Mun+1p(x) f (x, un+1). (20)
Since u0u1 , then from (20) (for n=0) and (19) (for n=1) we get
M(u1&u2)&kp(x)(u1&u2)0, 0<xb,
(u1&u2)$ (0)=0, (u1&u2)(b)0,
u1u2 follows from Corollary 1.
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Now from (18) and (19) (for n=0)
M(u1&v0)p(x)[ f (x, u0)&f (x, v0)]&kp(x)(u0&u1)
p(x) L1(u0&v0)&kp(x)(u0&u1)
p(x) k(u0&v0)&kp(x)(u0&u1)
=p(x) k(u1&v0).
Thus u1v0 follows from Corollary 1.
Now assuming unun+1 , un+1v0 , we show that un+1un+2 and
un+2v0 for all n. From (19) (for n+1) and (20) we get
M(un+1&un+2)&kp(x)(un+1&un+2)0, 0<xb,
(un+1&un+2)$ (0)=0, (un+1&un+2)(b)0,
and, hence, from Corollary 1, un+1un+2.
Next considering (19) (for n+1) and (18) we get
M(un+2&v0)p(x)[ f (x, un+1)&f (x, v0)]&kp(x)(un+1&un+2)
p(x) L1(un+1&v0)&kp(x)(un+1&un+2)
p(x) k(un+1&v0)&kp(x)(un+1&un+2)
=p(x) k(un+2&v0);
then from Corollary 1, un+2v0 and, hence, we have
u1u2 } } } unun+1 } } } v0
and, starting with v0 , it is easy to get
v1v2 } } } vnvn+1 } } } u0 .
Finally, we show that unvn for all n for this, assuming unvn , we show
that un+1vn+1. From (19) it is easy to get
M(un+1&vn+1)&kp(x)(un+1&vn+1)0, 0<xb,
(un+1&vn+1)$ (0)=0, (un+1&vn+1)(b)0,
and, hence, un+1vn+1 follows from Corollary 1. Thus we have
u0u1 } } } unun+1 } } } vn+1vn } } } v1v0 ,
and so the sequences [un] and [vn] are monotonically non-increasing and
non-decreasing, respectively, and are bounded by u0 and v0 . Hence, by
Dini’s theorem they converge uniformly. Let u(x)=Limn   un(x) and
v(x)=Limn   vn(x).
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Using Lemma 3, the solution un(x) of (19) is given by
un(x)=B+|
b
0
G(x, t) [F(t, un&1(t))+kp(t) B] dt.
Then by Lebesgue’s dominated convergence theorem, taking the limit as n
approaches , we get
u(x)=B+|
b
0
G(x, t)[F(t, u(t))+kp(t) B] dt,
which is solution of the boundary value problem (15)(16).
Any solution z(x) in D can play the role of u0(x); hence, z(x)v(x) and,
similarly, one concludes that z(x)u(x).
Corollary 3. Suppose, in addition to the hypothesis of Theorem 4,
| f (x, u)|N for all u. If one defines v0 , u0 as the solutions of
Mv0+Np(x) v0=0, 0<xb,
v$0(0)=0, v0(b)=B,
Mu0&Np(x) u0=0, 0<xb,
u$0(0)=0, u0(b)=B,
then the conclusion of Theorem 4 follows.
Theorem 5. Suppose f (x, u) is continuous and there is a constant F1(D)
such that
L1(u&v) f (x, u)&f (x, v)
such that L1<k1 ; then the boundary value problem (15)(16) has a unique
solution.
Proof. Let y1(x) and y2(x) be any two solutions of (15)(16), then
y=y1&y2 satisfies
My=p(x)[ f (x, u)&f (x, v)], 0<xb,
or,
My&L1p(x) y0 for 0<xb
and y$(0)=0, y(b)=0. Thus from Corollary 1, y0, provided L1<k1 ,
and, similarly, one can have y0. Thus y1#y2 .
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Fig. 1. (1) When singular problem is solved directly; (2) when singular problem is
reduced to regular problem.
Remark. The bound k1 for L1 is sharp, i.e., k=k1 ; then the boundary
value problem (15)(16) may not have a unique solution. This can be
easily seen as the solution of the boundary value problem My=k1 p(x) y,
0<xb, where the boundary condition y$(0)=y(b)=0 is not unique,
being the eigenfunction corresponding to k1 .
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