An iterative learning scheme-based fault estimation observer is designed for a class of nonlinear systems with randomly changed trial length. This is achieved by presenting a state observer for monitoring the system state and an iterative learning law for fault estimation in the presence of imprecise system model. An average factor is defined to deal with the lack and redundancy in tracking information caused by random trial length. Via the convergence analysis, sufficient design conditions are developed for estimation of fault signal. The observer gains and iterative learning law indexes are computed by solving the proposed conditions underconstraints. Numerical examples are presented to demonstrate the validity, the effectiveness, and the superiority of this method.
Introduction
Due to the increasing demand for reliability and safety and acceptable performance of control engineering systems, faulttolerant control [1] [2] [3] [4] and fault detection [5, 6] have become an attractive theory and application topic in the last decades. Fault estimation [7] [8] [9] [10] [11] is supplementary to give the exact information of faults, thereby helping to reconstruct fault signals. Hence, it is further needed for the purpose of active fault-tolerant control to maintain the normal performance of systems. Over the past decades, observer-based fault estimation [12, 13] has received considerable attention both in academic research and in industrial application domains. It has made significant progress and covered a wide scope of research issues such as linear systems [14] , nonlinear systems [15] , time-delay systems [16] , uncertain systems [17] , multiagent systems [18] and fuzzy systems [19] .
Note that all the above-mentioned results are based on accurate system models. However, on the assumptions that the systems are complex in practical issues [13, 20] , they display insufficiency when fault estimation needs a model of higher precision. Therefore, it is an irresistible trend to develop tools for fault estimation analysis and design of real industrial systems. Recently, many researchers pay a lot of attention on iterative learning scheme-based fault estimation design [21] [22] [23] . For example, fault detection and estimation for nonlinear system are considered in [21] , in which a novel iterative learning scheme is applied to make full use of valid information in last iteration. The estimation problem of periodically occurring faults is investigated in [22] for a class of nonlinear time-varying systems with bounded disturbance and measurement noise. The paper [23] proposes a novel fault estimation algorithm based on iterative learning scheme which is presented for a class of timevarying discrete switched systems with arbitrary sequence. These research results show that iterative learning scheme can estimate fault signal well without accurate models. It represents an effective approach proposed to improve current performance of systems by utilizing the previous experience. Iterative learning scheme is an important branch of intelligent algorithm, especially for dynamical systems that execute the same task repeatedly with a given desired trajectory to be tracked as accurately as possible.
In fact, the majority of industrial systems are repetitive systems [24, 25] . For instance, industrial robots and computer numerical control systems often execute tasks repeatedly; servo systems with instruction or reference of periodic signal do the same tasks time by time. However, to the best of the authors' knowledge, the existing iterative learning schemes designs for fault estimation are in finite time interval of each trial. This condition may limit the applicable situation of iterative learning scheme. In real areas, the trial length may change because of some unexpected cases [26] . As skid phenomenon of conveyor belt occurs in factory assembly line, designated floors are different. As a summary of the foregoing, the trial lengths are randomly changed. It can be defined as two cases that it may be greater or smaller than the expected length with the change of iterations. Tracking information is missing if the operation length is smaller than the expected length while tracking information has redundancy if the operation length is larger than the expected length. Apparently, the mentioned traditional iterative learning schemes are compromised to deal with the problem of lack or redundancy in tracking information.
The aforementioned problems motivate the work in this paper: a novel iterative learning scheme-based fault estimator is designed to consider fault estimation problem for nonlinear systems with randomly changed trial length. Specifically, an average factor is defined to deal with the lack or redundancy in tracking error and state estimating error. Upon the convergence analysis of the proposed method, the states of the error system and the fault estimating error are proven to be uniformly ultimately bounded. Compared with the existing results, the main contributions of this paper are highlighted as follows:
(1) The proposed method using iterative learning scheme considers the state error information and fault estimating information from previous iteration to improve the fault estimation performance in the current iteration. In the existing approaches [29] [30] [31] , only the state and output error in current iteration are considered in the fault estimating law and they are designed under the assumption that the system model is accurate. Different from these methods, the proposed method is free of precise system model and only needs bounds of parameter matrices. (2) By using average factor, a novel iterative learning method is proposed for the first time to track the fault signal and to decrease the effect of lack and redundancy caused by randomly changed length. In [21] [22] [23] , iterative learning observers are proposed for nonlinear systems, nonlinear time-delay system, and nonlinear systems with uncertainties. However, these methods are based on unchanged operation length. Hence, they are difficult to achieve the fault estimating performance of systems with randomly changed length. (3) The proposed method inherits the advantages of conventional iterative learning scheme and the bounds of the faults and their derivatives could be unknown. That is, it can overcome the problem of randomly changed trial lengths without using advanced algorithms such as neural network and fuzzy system. As a result, the proposed approach can broaden the application scenario of iterative learning scheme in engineering practice.
The rest of this paper is organized as follows. The problem formulation and nonlinear repeated system with randomly changed trial length are introduced in Section 2. In Section 3, fault estimation using iterative learning scheme and average factor is proposed to achieve desired fault estimation results. Then, convergence analysis based onis used to solve the problem in Section 4. Simulation results are presented in Section 5, and conclusion remarks are in Section 6.
Problem Formulation
Consider a class of nonlinear repetitive systems described bẏ
where represents iterative index, ∈ [0, ] denotes operating time interval of system, is the time length in iterations, and is the desired time length. Meanwhile, ( ) ∈ R , ( ) ∈ R , ( ) ∈ R , and ( ) ∈ R 1 denote state, input, fault, and output of system (1), respectively. Further, ( ), ( ), and ( ) are time-varying matrices with appropriate dimensions and ( ) ( ) ̸ = 0.
Remark 1.
The matrices ( ), ( ), and ( ) are time-varying in the proposed method, and it will be illustrated by theoretical derivation. However, constant matrices will be used in simulation parts for demonstrating the effectiveness of the proposed approach clearly and easily.
For the nonlinear term ( ( ), ), there exists a known positive constant parameter which leads to satisfying the Lipschitz conditions (2) at any time ∈ [0, ] in any iterations ∈ :
For system (1), the traditional fault estimation algorithm based on iterative learning scheme can achieve better performance of fault signal tracking and estimation in the case that the time interval is finite. However, it would not be the case that every trial ends in a fixed time of duration. Namely, the trial lengths are randomly changed with the increasing iterations. Evidently, conventional iterative learning schemes do not apply to these cases. Since the tracking errors are missing or redundant with nonuniform trial length (see Figure 1) , it is hard to guarantee the validity of fault estimation.
Based on the discussion above, a novel iterative learning scheme-based fault estimating law is proposed to deal with the missing or redundant problem caused by randomly changed iterative lengths in this paper. For expression to be concise, the following assumption and definition are given.
Definition 2. Define that there exists time constant that represents the interval factor in th iteration:
where 1 and 2 are positive constant value, 1 ∈ [0, ), and 2 ∈ [0, +∞). Let a stochastic variable ( ), ∈ , satisfy Bernoulli distribution and tracking binary values 1 and 0, in which ( ) = 1 stands for the event that process (1) can continue to the time instant in the th iteration and the probability of occurrence is ( ), ( ) ∈ (0, 1], while ( ) = 0 is the event that cannot last to and the probability of occurrence is 1 − ( ):
Define that [ = ] = 0; then one can obtain the occurrence probability of trial length ( ):
Definition 3. For unified expression, define average factor Aer{•} as follows:
where ≥ ≥ 1 is a given value and ( ), = 1, 2, . . . , , is a sequence that plays a pivotal role in the proposed fault estimator.
Lemma 4 (see [28] ). The following inequality holds if there exists a positive constant parameter > 0:
Relevant evidential derivation can be obtained by the relationship between ‖ * ‖ norm and ‖ * ‖ norm.
Iterative Learning Scheme-Based Fault Estimation Design
In order to ensure that the system output is equal to the actual output of the system, observer-based system prediction output iṡ(
In (8), ( ) denotes the gain parameter of state observer and one should set it before estimation of system output.̂( ) is the estimate of the state vector,̂( ) represents the estimate of the output vector, and̂( ) stands for the estimate of the fault signal.
Assumption 5. The initial state is equal to the expected state; that is,̂(0) = (0).
Definition 6.
According to system function (1) and system predicting function (11), the prediction error of system state is defined as
Then one can define the generalization error as
On the one hand, it can be expanded to (11) when < :
On the other hand, * ( ) can be expand to (12) when ≥ :
Iterative learning scheme-based fault estimation approach contains system state predictive error. It is designed aŝ
where ( ) denotes design parameters and preset in fault estimation.
Remark 7.
In practice, the probability distribution of the trial length could be estimated in advance based on previous multiple experiments or by experience. From (11), it can be seen that the average factor and parameter 1 ≤ ≤ are imported to eliminate the influence of lack and redundancy caused by randomly changed trial length. The value of depends on the empirical knowledge of experts. The performance of the proposed method is better when the results in iterations have more fault estimating information and vice versa. 
The expected fault signal ( ) = ( ), since fault reconstruction and estimation are the highlights in this paper.
Convergence Analysis
The following theorem gives the convergence analysis of the proposed fault estimation approach using iterative learning scheme for nonlinear systems with randomly changed trial length.
Theorem 9. Consider the nonlinear systems described in (1) and fault estimation approach based on iterative learning scheme (13) , and Assumption 5 holds. If the design parameters ( ) and ( ) satisfy the following inequality:
then the fault estimating error will converge to zero as iteration index goes to infinity, which is shown in
Remark 10. Based on the definition of -, one can see that the performance of proposed method is relevant to the parameter . The larger the value of , the faster the convergence rate of the iterative learning observer-based fault estimating approach.
Remark 11. Theorem 9 is obtained by assuming that the probability distribution ( ) is known. However, one can use the lower and upper bounds of ( ) to prove the convergence of the proposed method when ( ) is unknown instead of expectation.
Proof. With Definition 6 and system function (1), let Δ ( ) = (•) −̂(•); theṅ( ) is computed aṡ
Based on Definition 8, one can obtain that
By the definition of average factor, Aer{ +1 ( )} can be rewritten as
Then substituting (17) into the right side of (18), it can be computed out that Aer { +1 ( )} = Aer { ( )} − ( ) Aer {̇ * ( )} .
Let Ξ{•} denote the expectation of the stochastic variable; combining with (17) and (20), one can obtain that
Based on Newton-Leibniz formula, (17) can be rewritten as
Substituting (0) = 0 into (20), combining with the Lipchitz conditions of nonlinear term and taking Euclidean norm of both sides of (20) , it can be obtained that
According to Bellman-Gronwall inequality, one has
where ≥ sup ∈[0, ] ‖ ‖ and ≥ sup ∈[0, ] ‖ − LC‖. It follows by convergence analysis of fault estimating error ( ). Substituting (24) into (21), the following inequality will be obtained:
Applying theto both sides of (25), multiplying both sides with − , > 0, and according to Lemma 4, one can conclude that 
Simultaneously, noting (24) , it can be obtained that
This is the end of Theorem 9 in proof.
Illustrative Example
This section is dedicated to showing the validity of the proposed new design methodology. The conservatism of the proposed method considered in this paper is evaluated numerically. For this, nonlinear systems are considered to demonstrate the effectiveness of the fault estimation approach using iterative learning scheme.
Constant Example.
To illustrate the validity of the proposed method, a nonlinear MISO system described by (1) is considered in this subsection; that is,
The actual fault signal is given as
To realize the above fault estimating and output predicting objectives, the period is set to be = 2, and the estimating values of initial stateŝ1 (0) and̂2(0) are the same as the actual initial states value 1 (0) and 2 (0). In order to better show fault tracking results in each iteration, the maximum value of absolute error is introduced to evaluate the effectiveness of fault estimating performance in different iterations. The definition of is shown as follows:
In the simulations, the designed fault estimating approach needs to be discretized by assuming that the interval between samples is 0.001 s. The parameters are chosen as ( ) = [ 2. Namely, the selected parameters satisfy the conditions in Theorem 9. Simulation results on fault estimation using iterative learning scheme for nonlinear systems with randomly changed trial lengths are shown in Figures 2-4 . Figure 1 shows the fault estimating results and actual fault signal, in which ( ),̂2( ),̂5( ),̂1 0 ( ),̂2 0 ( ), and̂3 0 ( ) represent expected fault signal and estimated fault signals at second, fifth, tenth, twentieth, and thirtieth iterations, respectively. It is not hard to find out the difference of fault estimating result at different iterations. The operation time changes at different iterations and the tracking error decreases. The estimated fault signal at thirtieth iterations is plenty of overlap with the expected fault signal, which is shown in Figure 2 . The variation trend of maximum absolute error is shown in Figure 2 . It can be seen that decreases with iterations increase and converges to zero.
Time-Varying Example.
In this section, the numerical time-varying example with faults is represented in the following form:
One can chooses the parameters ( ) = [ −1. in Figure 5 . And the estimating error result is displayed in Figure 6 . The simulation results show a good estimation performance of fault signal.
Remark 12. According to the above results and discussion, it is obvious to find out that the proposed method is relevant to the bounds of system parameter matrices instead of the precise model of system. Meanwhile, it can be observed in Figures 2-6 that the proposed method can deal with different fault signals as well as lack and redundant problem caused by varying trial length. In other words, fault estimation using iterative learning scheme is excellent for fault estimation problem in nonlinear systems with random trial length.
Comparable Example.
In this subsection, a class of nonlinear systems with equal trial length are employed to The fault estimation result in [27] .
illustrate the superiority of the proposed method. That is because there are no existing fault estimation results in nonlinear systems with random trial length.
Consider a satellite launch vehicle along the pitch axis shown in [27] , and the system is described as
where 1 is the pitch angle, 2 stands for the pitch rate, ( ) is input signal, and ( ) represents the actuator fault signal that is shown in Figure 7 represents the fault estimation results in [27] . It can be found out that the fault tracking result has time delay.
Meanwhile, in this paper, the parameters are set as ( ) = [ 2.4088 2.4872 ] and ( ) = [−0.2595 0.1669], respectively. Obviously, the parameters satisfy inequality (15) . And fault estimation result using the proposed method is shown in Figure 8 . It can be seen that the fault is estimated with satisfactory accuracy. Namely, the proposed method has better performance for fault estimation than the approach in [27] . Moreover, the simulation comparison result of fault estimation is shown in Figure 9 . In order to display the comparison result visually, maximum estimating error is chosen to decide the superiority. One can find out that the result in [27] is more precise than the proposed method in the first iterations. However, fault estimating result using iterative learning scheme is better than the existing method [27] after a few iterations. (Figures 7-9 ), one can draw the conclusion that the proposed method based on iterative learning scheme is better than existing method [27] . The approach in this paper utilizes the state error 8 Complexity information and fault estimating information in previous iteration to improve the fault estimation performance in the current iteration. Whereas the method in [27] ignores this experiential knowledge, only information in the current iteration is considered. As a result, the estimation error of the proposed method decreases with iteration increases until it converges to zero.
Remark 13. From the simulation results

Conclusion
This paper proposes an iterative learning scheme-based fault estimator for nonlinear systems. The trial lengths are randomly changed which leads to missing and redundancy problems of tracking information. Firstly, an average factor is defined to deal with the information problem. Then, upon this definition, iterative learning scheme-based updating law is designed to estimate fault signal. Unlike conventional observer-based fault estimation methods, the proposed method considers the state error information and fault estimating information from previous iteration to improve the fault estimation performance in the current iteration. Further, themethod and mathematical induction are employed to obtain the convergence conditions of tracking errors. Specifically, all the parameter matrices are normbounded rather than the precise model in conventional methods. Hence, one can arrive at the conclusion that the proposed method broadens the application scenario of iterative learning scheme in engineering practice.
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