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1. Introduction
Let q > 0. For any n ∈ N ∪ {0}, the q-integer [n] = [n]q is defined by
[n] := 1+ q+ · · · + qn−1, [0] := 0;
and the q-factorial [n]! = [n]q! by
[n]! := [1] [2] · · · [n] , [0]! := 1.
For integers 0 ≤ k ≤ n, the q-binomial is defined by[
n
k
]
:= [n]!
[k]! [n− k]! .
The q-Bernstein polynomials inherit some properties of the classical Bernstein polynomials. Among those properties
we mention the end-point interpolation property, the shape-preserving properties in the case 0 < q < 1, and the
representation via divided differences. Like the classical Bernstein polynomials, the q-Bernstein polynomials reproduce
linear functions, and they are degree reducing on the set of polynomials.
On the other hand, the examination of the convergence properties of the q-Bernstein polynomials reveals that these
properties are essentially different from those of the classical ones. What is more, the cases 0 < q < 1 and q > 1 are not
similar to each other. This difference is caused by the fact that, for 0 < q < 1, Bn,q are positive linear operators on C[0, 1]
while for q > 1, the positivity fails. The lack of positivitymakes the investigation of convergence in the case q > 1 essentially
more difficult than that for 0 < q < 1. As a result, the convergence of q-Bernstein polynomials in the case 0 < q < 1 has
been investigated in detail, including a Korovkin type theorem, the properties of the limit operator, the rate of convergence,
and the saturation phenomenon. In contrast, there are few papers dealing systematically with the convergence in the case
q > 1. The results of [1] show, however, that for q > 1 the approximation with q-Bernstein polynomials may be faster than
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with the classical ones. [2,3] contain a new saturation result for the classical Bernstein polynomials in a complex domain.
On the other approximation properties of some complex operators were studied in [4–8]. Motivation for this work are [5,1].
The goal of this paper is to extend some of the above mentioned approximation results, to the following kind of complex
q-Stancu polynomials:
B(β,γ )n,q (f ; z) :=
n∑
k=0
f
(
[k]+ [β]
[n]+ [γ ]
)
mn,k (q; z) ,
where f ∈ C[0; 1], q > 0, 0 ≤ β ≤ γ and
mn,k (q; z) :=
[
n
k
]
zk
n−k−1∏
s=0
(
1− qsz) .
In this paper we obtained the following results.
• The rate of approximation of analytic functions by q-Stancu polynomials in the case q > 1. It is shown that for entire
functions the rate of convergence has the order q−n versus 1/n for the classical Stancu polynomials.
• Voronovskaja type results for monomials. It shows that in the case q > 1 the polynomials B(β,γ )n,q (em; z) converge to em
essentially faster than the classical ones.
• The rate of approximation of analytic functions by the iterates mB(β,γ )n,q of q-Stancu operators in the case q > 1. Theorem 8
and Corollary 9 for the case of q-Bernstein polynomials were obtained by Gal [9,10].
2. Preliminaries
In this section we state some general properties of q-Stancu polynomials which will be used throughout the paper.
It follows directly from the definition that q-Stancu polynomials possess the left end-point interpolation property, i.e.
B(β,γ )n,q (f ; 0) = 0, B(β,γ )n,q (f ; 1) = f
(
[n]+ [β]
[n]+ [γ ]
)
.
By f [x0, x1, . . . , xk] we denote the usual divided difference, i.e.
f [x0] = f (x0) , f [x0, x1] = f (x1)− f (x0)x1 − x0 , . . . ,
f [x0, x1, . . . , xk] = f [x1, . . . , xk]− f [x0, . . . , xk−1]xk − x0 .
The following representation of q-Stancu polynomials, called the q-difference form, can easily be proved.
Lemma 1. The q-Stancu polynomial may be expressed in the form
B(β,γ )n,q (f ; x) =
n∑
k=0
[
n
k
]
∆kqf0x
k, (1)
where xj = [j]+[β][n]+[γ ] ,∆0qfj = fj = f ([j]+ [β] / [n]+ [γ ]) ,∆kqfj = ∆k−1q fj+1 − qk−1∆k−1q fj and∆kqf (x0) is expressed as
∆kqf (x0) =
[k]!qk(k−1)/2
([n]+ [γ ])k f [x0, x1, . . . , xk] . (2)
Proof. Proof is similar to that of Theorem 7.3.1 [11]. 
Using (1) and (2), we write
B(β,γ )n,q (f ; x) =
n∑
k=0
λk,nf [x0, x1, . . . , xk] xk, (3)
where
λk,n =
[
n
k
]
[k]!qk(k−1)/2
([n]+ [γ ])k =
[n] · · · [n− k+ 1] qk(k−1)/2
([n]+ [γ ])k
= [n]
[n]+ [γ ]
q [n− 1]
[n]+ [γ ] · · ·
qk−1 [n− k+ 1]
[n]+ [γ ]
=
(
1− [γ ]
[n]+ [γ ]
)(
1− 1+ [γ ]
[n]+ [γ ]
)
· · ·
(
1− [k− 1]+ [γ ]
[n]+ [γ ]
)
.
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It is clear from (3) that∣∣B(β,γ )n,q (f ; x)∣∣ ≤ n∑
k=0
|f [x0, x1, . . . , xk]| |x|k .
If f (z) = em (z) , x0 = [β][n]+[γ ] then
Λk,m,n :=
[
n
k
]
∆kem
(
[β]
[n]+ [γ ]
)
=
[
n
k
]
[k]!qk(k−1)/2
([n]+ [γ ])k em
[
[β]
[n]+ [γ ] , . . . ,
[k]+ [β]
[n]+ [γ ]
]
= λk,nem
[
[β]
[n]+ [γ ] , . . . ,
[k]+ [β]
[n]+ [γ ]
]
=
(
1− [γ ]
[n]+ [γ ]
)(
1− 1+ [γ ]
[n]+ [γ ]
)
· · ·
(
1− [k− 1]+ [γ ]
[n]+ [γ ]
)
em
[
[β]
[n]+ [γ ] , . . . ,
[k]+ [β]
[n]+ [γ ]
]
,
Lemma 2. Let f = em, m ≥ 1. Then
B(β,γ )n,q (em; z) = α1z + · · · + αjz j, j = min (m, n) ,
where (i) αk ≥ 0, k = 1, . . . , j. (ii) α1 + · · · + αj =
(
[n]+[β]
[n]+[γ ]
)m
. Besides, for all n ≥ mwe have
(iii)
αk = Λk,m,n, k = 1, . . . , j,
αm = λm,n, αm−1 = λm−1,n [1]+ [2]+ · · · + [m− 1]+m [β][n]+ [γ ] .
Proof. The proof is similar to that of Lemma 3 [1]. 
3. Main results
The following theorem provides a uniform estimate of the difference between em and its q-Stancu polynomial in a circle
of radius r > 1.
Theorem 3. Let q ≥ 1 be fixed. Then for r > 1 and all m = 1, 2, . . . ; n = 1, 2, . . . we have∣∣B(β,γ )n,q (em; z)− em (z)∣∣ ≤ 2m [m− 1]+ 2m [γ ][n]+ [γ ] rm, |z| ≤ r. (4)
Remark 4. For q = 1 it is proved by Gal [5], for β = γ = 0 is proved by Ostrovska [1].
If we consider q-Stancu polynomials of em in the closed unit disk {z ∈ C : |z| ≤ 1}we can get a more particular estimate.
Corollary 5. For all m = 1, 2, . . . ; n = 1, 2, . . . we have∣∣B(β,γ )n,q (em; z)− em (z)∣∣ ≤ 2m (qm + qγ )qn + qγ − 2 for |z| ≤ 1.
Using the estimate (4) we obtain the following statement, which shows that for a wide class of analytic functions their
q-Stancu polynomials provide exponentially fast approximation in the closed unit disk, and, in particular, on the interval
[0, 1].
Theorem 6. Let q ≥ 1 be fixed. If f is analytic in DR = {z ∈ C : |z| < R} (i.e. f (z) = ∑∞m=0 amzm, for all z ∈ DR) and
R > q2 ≥ q ≥ r, then∣∣B(β,γ )n,q (f ; z)− f (z)∣∣ ≤ Mγ1,q (f )
([n]+ [γ ]) (q− 1)
for |z| ≤ r and all n = 1, 2, . . ., where Mγ1,q (f ) =
∑∞
m=0 2m |am|
(
q2m + qm+γ ).
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That is, if a function is analytic in a disk of radius R > q2, then its q-Stancu polynomials form an approximating process
on [0, 1]with the rate of convergence of order q−n. Therefore, in the case q > 1 approximation of an analytic function with
q-Stancu polynomials is essentially faster than with the classical Stancu polynomials.
The following is a Voronovskaja type theorem for monomials. It shows that in the case q > 1 the polynomials
B(β,γ )n,q (em; z) converge to em essentially faster than the classical ones.
Theorem 7. Let q ≥ 1 be fixed. Then for any z ∈ C,
lim
n→∞ ([n]+ [γ ])
{
B(β,γ )n,q (em; z)− em (z)
} = m−1∑
i=0
[i]
(
zm−1 − zm)+ ([β]− [γ ] z)mzm−1.
Defining themth iterates by mB(β,γ )n,q ,we prove the following theorem. Notice that iterates of B
(β,γ )
n,q for q = 1were studied
in [5,12,13].
Theorem 8. Let DR = {z ∈ C : |z| < R} be with R > 1 and suppose that f is analytic in DR, i.e. f (z) = ∑∞m=0 amzm, for all
z ∈ DR. Let 0 ≤ β ≤ γ and 1 ≤ r < R. Then, for all |z| ≤ r, we have∣∣pB(β,γ )n,q (f ; z)− f (z)∣∣ ≤ 4p[n]+ [γ ]
∞∑
m=1
|am|
(
m [γ ]+
m∑
j=1
[j− 1]
)
rm.
Corollary 9. If mn[n] → 0 as n→∞, then mnB(β,γ )n,q (f ; z)→ f (z) uniformly in |z| ≤ r, for any 1 ≤ r < R.
Remark 10. (1) Theorem 8 and Corollary 9 are new even for the case of real functions of one real variable. (2) Theorem 8
and Corollary 9 for the q-Bernstein polynomials were obtained by Gal [9], see also [10, Theorem 1.5.6, (iii) and (iv)].
4. Proofs
Proof of Theorem 3. We consider two cases.
Case I. 0 ≤ m ≤ n.
Ifm = 0, then obviously we have B(β,γ )n,q (e0; z)− e0 (z) = 0. Therefore, let us suppose that 1 ≤ m ≤ n. Then by Lemma 2
we have
B(β,γ )n,q (em; z) =
m∑
k=0
Λk,m,nek (z) ,
Λk,m,n =
[
n
k
]
∆kem
(
[β]
[n]+ [γ ]
)
=
[
n
k
]
em
[
[β]
[n]+ [γ ] , . . . ,
[k]+ [β]
[n]+ [γ ]
]
[k]!qk(k−1)/2
([n]+ [γ ])k .
Since em is convex of any order, it follows Λk,m,n ≥ 0 and since B(β,γ )n,q (f ; 1) = f
(
[n]+[β]
[n]+[γ ]
)
, we get
∑n
k=0Λk,m,n =
([n]+ [β])m / ([n]+ [γ ])m ≤ 1, for q ≥ 1.
For any |z| ≤ r with 1 ≤ r < R, we can write∣∣B(β,γ )n,q (em; z)− em (z)∣∣ =
∣∣∣∣∣ m∑
k=0
Λk,m,nek (z)− em (z)
∣∣∣∣∣
=
∣∣∣∣∣(Λm,m,n − 1) em (z)+ m−1∑
k=0
Λk,m,nek (z)
∣∣∣∣∣
≤ ∣∣1−Λm,m,n∣∣ rm + m−1∑
k=0
Λk,m,nrm
= (1−Λm,m,n) rm + (( [n]+ [β][n]+ [γ ]
)m
−Λm,m,n
)
rm
≤ 2 (1−Λm,m,n) rm.
Now applying the inequality
1−
m∏
j=1
xj ≤
m∑
j=1
(
1− xj
)
, 0 ≤ xj ≤ 1, j = 1, . . . ,m,
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with xj = [n][n]+[γ ]
(
1− [j−1][n]
)
= [n]−[j−1][n]+[γ ] we get
1−Λm,m,n = 1− [n]
m
([n]+ [γ ])m
(
1− 1
[n]
)
· · ·
(
1− [m− 1]
[n]
)
≤ 1
[n]+ [γ ]
m∑
j=1
([n]+ [γ ]− ([n]− [j− 1]))
≤ 1
[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1])
= 1
[n]+ [γ ]
(
m [γ ]+
m∑
j=1
[j− 1]
)
≤ m [m− 1]+m [γ ]
[n]+ [γ ] . (5)
It follows that∣∣B(β,γ )n,q (em; z)− em (z)∣∣ ≤ 2 (1−Λm,m,n) rm ≤ 2m [m− 1]+ 2m [γ ][n]+ [γ ] rm.
Case II.m > n.
For 1 ≤ r < R, |z| ≤ r andm > n ≥ 1, we get∣∣B(β,γ )n,q (em; z)− em (z)∣∣ ≤ ∣∣B(β,γ )n,q (em; z)∣∣+ rm
≤
n∑
k=0
Λk,m,nrn + rm ≤ 2rm
≤ 2 [n] rm ≤ 2 [m− 1] [m]+ [γ ]
[n]+ [γ ] r
m
= 2 [m− 1] [m]+ 2 [m− 1] [γ ]
[n]+ [γ ] r
m
≤ 2m [m− 1]+ 2m [γ ]
[n]+ [γ ] r
m.
Combining it with the above Case I, we get the desired inequality. 
Proof of Theorem 6. Let f (z) =∑∞m=0 amzm be a function analytic in a disk DR, R > q2 ≥ q ≥ r. Evidently,
B(β,γ )n,q (f ; z) =
∞∑
m=0
amB(β,γ )n,q (em; z) , for |z| < R.
Applying Theorem 3, we have for |z| ≤ r:∣∣B(β,γ )n,q (f ; z)− f (z)∣∣ ≤ ∞∑
m=0
|am|
∣∣B(β,γ )n,q (em; z)− em∣∣
≤ 1
[n]+ [γ ]
∞∑
m=0
|am| 2m (q
m + qγ )
q− 1 r
m
≤ 1
([n]+ [γ ]) (q− 1)
∞∑
m=0
2m |am|
(
q2m + qm+γ ) . 
Proof of Theorem 8. There are two possibilities: (1) 0 ≤ k ≤ n; (2) k > n. Case (1). We successively get
B(β,γ )n,q (em; z)− em (z) =
(
Λm,m,n − 1
)
em (z)+
m−1∑
k=0
Λk,m,nek (z) ,
pB(β,γ )n,q
(
B(β,γ )n,q (em; z)− em (z)
) = (Λm,m,n − 1) · pB(β,γ )n,q (em; z)+ m−1∑
k=0
Λk,m,n · pB(β,γ )n,q (ek; z) ,∣∣pB(β,γ )n,q (B(β,γ )n,q (em; z)− em (z))∣∣ ≤ ∣∣Λm,m,n − 1∣∣ ∣∣pB(β,γ )n,q (em; z)∣∣+ ∣∣Λm,m,n − 1∣∣ max0≤k≤m−1 ∣∣pB(β,γ )n,q (ek; z)∣∣ . (6)
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By the inequality (5), we have
∣∣Λm,m,n − 1∣∣ ≤ 1[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1]) rm. (7)
From the proof of Theorem 3 (both Cases (1) and (2)) it easily follows∣∣B(β,γ )n,q (em; z)∣∣ ≤ rm, for all n,m ∈ N, |z| ≤ r,
which implies that
∣∣2B(β,γ )n,q (em; z)∣∣ =
∣∣∣∣∣min(n,m)∑
k=0
Λk,m,nB(β,γ )n,q (ek; z)
∣∣∣∣∣ ≤ rm, for all n,m ∈ N, |z| ≤ r,
and by recurrence it easily follows∣∣pB(β,γ )n,q (em; z)∣∣ ≤ rm, for all p, n,m ∈ N, |z| ≤ r, (8)
Thus combining (6)–(8) we have∣∣pB(β,γ )n,q (B(β,γ )n,q (em; z)− em (z))∣∣ ≤ 2 ∣∣Λm,m,n − 1∣∣ zm ≤ 2[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1]) rm,
and ∣∣pB(β,γ )n,q (B(β,γ )n,q (em; z)− em (z))∣∣ =
∣∣∣∣∣p−1∑
k=0
kB(β,γ )n,q
(
B(β,γ )n,q (em; z)− em (z)
)∣∣∣∣∣
≤ 2p
[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1]) rm.
Case (2). As in the proof of Theorem 3, Case (2), for allm > nwe get∣∣pB(β,γ )n,q (B(β,γ )n,q (em; z)− em (z))∣∣ ≤ 2rm ≤ 2m [m− 1]+ 2m [γ ][n]+ [γ ] rm.
As a conclusion, from both Cases (1) and (2), we obtain∣∣pB(β,γ )n,q (f ; z)− f (z)∣∣ ≤ ∞∑
m=1
|am|
∣∣pB(β,γ )n,q (em; z)− em (z)∣∣
=
n∑
m=1
|am|
∣∣pB(β,γ )n,q (em; z)− em (z)∣∣+ ∞∑
m=n+1
|am|
∣∣pB(β,γ )n,q (em; z)− em (z)∣∣
≤
n∑
m=1
|am| 2p[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1]) rm +
∞∑
m=n+1
|am| 2[n]+ [γ ]
m∑
j=1
([γ ]+ [j− 1]) rm
≤ 4p
[n]+ [γ ]
∞∑
m=1
|am|
m∑
j=1
([γ ]+ [j− 1]) rm
which proves the theorem. 
Proof of Theorem 7. Form = 0, 1 there is nothing to prove. Form ≥ 2 using Lemma 2, we get
lim
n→∞ ([n]+ [γ ])
∣∣B(β,γ )n,q (em; z)− em (z)∣∣ = limn→∞ ([n]+ [γ ]) {αmzm + αm−1zm−1 − zm}
= lim
n→∞ ([n]+ [γ ])
((
λm,n − 1
)
zm + λm−1,n [1]+ [2]+ · · · + [m− 1]+m [β][n]+ [γ ] z
m−1
)
= ([1]+ [2]+ · · · + [m− 1]+m [β]) zm−1
+ zm lim
n→∞ ([n]+ [γ ])
{(
1− [γ ]
[n]+ [γ ]
)(
1− 1+ [γ ]
[n]+ [γ ]
)
· · ·
(
1− [k− 1]+ [γ ]
[n]+ [γ ]
)
− 1
}
= ([1]+ [2]+ · · · + [m− 1]+m [β]) zm−1 − ([1]+ [2]+ · · · + [m− 1]+m [γ ]) zm. 
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