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Key Points: 
1. Noise interferometry across Bering Glacier reveal 1~2% seismic velocity reduction 
during its latest surge 
2. The changes require anisotropic weakening of the glacial base with elongated water 
pockets transverse to ice flow 
3. We interpret the results as evidences for distributed subglacial water flow through a 
network of basal crevasses  
 
Abstract 
Subglacial drainage systems are known to critically control ice flows, but their spatial 
configuration and temporal evolution are poorly constrained due to inaccessibility. Here we 
report a twelve-year long monitoring of the drainage underneath Bering Glacier, Alaska, by 
correlating ambient noise recorded at two seismic stations on the sides of the glacier. We find 
that the seismic surface waves traveling across Bering Glacier slowed down by 1~2% during 
its latest 2008-2011 surge, likely due to the switch of the subglacial drainage from a 
channelized system to a distributed system. In contrast to current models, the relative 
amplitude of velocity reductions for Rayleigh and Love waves requires the distributed 
drainage to be highly anisotropic and aligned perpendicular to the ice flow direction. We 
infer that the subglacial water flow is mainly through a network of transverse basal crevasses 
during surges, thus can sustain the high water pressure and ice flow speed.  
 
Plain Language Summary 
Water underneath glaciers strongly controls how ice flows. However, it is difficult to map 
how water flows under the cover of hundreds or thousands of meters of ice. Here we propose 
a new approach to image and monitor water in glaciers, by using seismic waves continuously 
excited by the ocean and atmosphere. With sensors on both sides, we can measure the time 
seismic waves take to travel across a glacier. More water in glacier can slow down the 
seismic waves. For Bering Glacier, Alaska, we detected a substantial slow-down of seismic 
waves from 2008 to 2010, which coincides with a period when the ice flow accelerated by a 
factor of ten. We interpret the observed seismic slow-down as caused by water flowing 
through a network of crevasses near the base of the glacier.    
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1 Introduction 
Fast flowing glaciers contribute disproportionately to the global ice losses and sea level rise 
[Clarke, 1987]. However, the mechanics behind fast ice flow and how they respond to 
external forcing (e.g., increased surface melt, tides) are still unclear [Schoof and Hewitt, 
2013]. Surge-type glaciers (semi-)periodically switch between slow and fast flows under 
internal instability, hence provide a unique window to the mechanisms and stability of ice 
flows [Meier and Post, 1969; Raymond, 1987]. Numerous field observations and theoretical 
analyses suggest that subglacial drainage system plays a critical role in surges [Kamb et al., 
1985; Kamb, 1987; Harrison et al., 1994; Björnsson, 1998; Björnsson et al., 2003; Eisen et 
al., 2005; Flowers, 2015]. During surges, the drainage switches from a channelized, low-
pressure system to a distributed, high-pressure system, which partially decouples the glacier 
from the base and promotes fast basal sliding [Kamb, 1987; Schoof, 2010; Kingslake and Ng, 
2013; Flowers, 2015].  
However, the spatial configuration of the distributed drainage system is inaccessible to most 
field methods, especially during surges when access to the surface may become difficult. It 
can only be inferred from localized hydrological observations [e.g., Kamb et al., 1985; 
Björnsson, 1998; Bartholomaus et al., 2008], largely unconstrained geophysical modeling 
[e.g., Schoof, 2010; Kingslake and Ng, 2013], and more recently remote observations of flow-
induced seismic noise [Gimbert et al., 2016]. Based on the extensive field observations made 
for the 1982-1983 surge of Variegated Glacier, Kamb et al. [1985] proposed the linked-
cavities model, in which the drainage system is described as a network of water-filled cavities 
formed behind bed protuberances [Lliboutry, 1968]. Narrow passageways connect the 
cavities and throttle the water flow. The cavity network is kept stable by a balance between 
glacial sliding and ice creep closure but can switch to a channelized system and shut down 
the surge via depressurization if the water flux is above certain threshold [Kamb, 1987]. The 
linked-cavities model can explain many observations of surges (e.g., high water pressure, 
slow water out flux, and flood after surge) [Björnsson, 1998], but assumes impermeable 
glacial beds. This assumption is challenged by observations that many glaciers, including 
surge-type glaciers, are underlain by a soft and potentially permeable till layer that appears to 
accommodate a large fraction of the basal motion [Blankenship et al., 1987; Engelhardt et al., 
1990; Harrison and Post 2003], and possibly for Bering Glacier in particular [Fleisher et al., 
2006]. Therefore, alternative soft-bed drainage configurations during rapid sliding were 
proposed [Flowers, 2015], such as a laminar water flow of variable thicknesses [Weertman, 
1972], porous flow through till [Fowler et al., 2001], and canals cutting into the till layer 
[Walder and Fowler, 1994; Ng, 2000]. These soft-bed configurations can also sustain high 
water pressure over distributed areas to weaken the till layer and reduce basal resistance to 
ice flow. Current field observations do not seem able to distinguish the hard-bed and soft-bed 
configurations, or whether there exists a single mechanism for surges [Harrison and Post, 
2003; Murray et al., 2003; Pritchard, 2005; Sevestre et al., 2015].  
In this paper, we use seismic surface waves that travel laterally across a surging glacier to 
interrogate the subglacial drainage system. As the drainage switches from a low-pressure 
channelized system to a high-pressure distributed system, the reduced mechanical coupling 
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between ice and glacial bed affects not only ice flow but also the overall elastic properties of 
the ice-water-till-bedrock system. Widespread water pockets at the glacier base can slow 
down seismic waves as a bulk equivalent low velocity layer near the ice/bed interface. Here 
we report a full cycle of seismic monitoring across Bering Glacier, Alaska, before, during, 
and after its 2008-2011 surge to interrogate spatial configuration and temporal evolution of 
basal drainages.  
2 Data and Results 
Bering Glacier is the largest and longest glacier on the North America continent (Figure 1A). 
It surged every 15-20 years in the last century with each episode lasting about two years 
[Molnia and Post, 2010; Burgess et al., 2012; Turrin et al., 2013]. The latest surge started in 
summer 2008 and consisted of two stages [Burgess et al., 2012]. The first stage lasted over 
10 months, during which the ice mostly moved from the up-glacier reservoir zone to the mid-
glacier section (Figure 1B). The ice flow accelerated from the quiescence speed of 0.5 m/day 
to a maximum speed of 7 m/day in this stage. The second stage started sometime during 
2010, and reached a peak flow speed of 9 m/day in 2011. The ice moved from the mid-glacier 
section further down-glacier (Figure 1B) and advanced the terminus by 2~4 km [Turrin et al., 
2013]. Repeated airborne radar survey of the ice elevation show changes of up to 100m, but 
on average of about 20m where our seismic observations sample the glacier [Burgess et al., 
2012]. 
2.1 Twelve-year seismic noise correlation across the Bering Glacier 
In 2005, two broadband seismic stations, GRIN and KHIT, were deployed on the sides of 
Bering Glacier (Figure 1A), as part of the SainT Elias Erosion/tectonics Project (STEEP) 
[Worthington et al., 2012], and later became part of the Alaska Regional Seismic Network. 
The path connecting GRIN and KHIT crosses the mid-glacier section of Bering Glacier at a 
high angle (~60, Figure 1A). The twelve years long (2005-2017) continuous records of 
ambient seismic noise allow us to monitor the glacier structure between the two stations, 
before, during, and after the 2008-2011 surge. Repeated estimations of the impulse responses 
between two stations obtained by correlating their seismic noise recordings can reveal subtle 
structural changes, including seismic velocity changes as small as 0.1%, due to earthquakes 
[Brenguier et al., 2008], volcanic eruptions [Duputel et al., 2009], drought [Clements and 
Denolle, 2018], and ice melting [Walter et al., 2015; Mordret et al., 2016; Toyokuni et al., 
2017].  
We cross correlated the three-component records of seismic noise at GRIN and KHIT in 30-
minute segments, and then stacked the correlation functions in 60-day moving windows and 
15-day overlaps. Because the GRIN-KHIT pair is oriented in the north-south direction 
(azimuth~12 East of North), the east-east and vertical-vertical correlations approximate the 
Love and Rayleigh Green’s functions between the stations, respectively. The overlapping bi-
monthly correlation functions show high coherency throughout the twelve years (see Figure 
S1 for Love and Rayleigh correlations in the frequency band of 0.5-1Hz). This allows us to 
accurately measure time shifts of windowed waveforms on individual correlations relative to 
the reference correlation function, derived by stacking all the correlation functions. As shown 
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in Figure 2A for the 0.5-1Hz Love waves, time shifts in the time window of [5s 25s], 
corresponding to the direct waves (arriving at about 8 s) and early coda waves propagating 
from GRIN to KHIT, switch from positive to negative in 2008 and to positive again in 
2013/2014. This suggests that the Love wave speed was slower between 2008 and 2013 than 
the 12-year average. In the time window [-25s -5s], which corresponds to the waves 
propagating from KHIT to GRIN, the patterns of time shifts are similar to the positive side 
but of opposite polarity. This odd symmetry of time shifts is a strong sign for real structural 
changes between stations and difficult to explain by changes of noise sources [Brenguier et 
al., 2008; Zhan et al., 2013]. Later coda waves (t<-25s or t>25s) do not show larger time 
shifts, suggesting that the structural changes are focused around the station pair’s path across 
the glacier, instead of being distributed in a broad area [Obermann et al., 2013].  
Figure 2B displays the time series of bi-monthly velocity reductions for the 0.5-1Hz Love 
and Rayleigh waves based on the time shifts measured in the [-25s -5s] and [5s 25s] 
windows, referenced to the average between 2005 and 2007. For the Love waves (blue curve 
in Figure 2B), we observe a clear slow-down starting from 2008, peaking at almost 2% in 
2011, and then a slow recovery from 2012 to 2016. By the end of 2016 the Love wave speed 
returned to the same level as before the surge. The start and peak of the velocity reduction 
coincide with the start and peak of the glacier surge [Burgess et al., 2012]. There is also a 
seasonal pattern on top of the long term variation, with slowdown in early summer followed 
by recovery in falls and winters. The Rayleigh wave speed shows a similar trend although the 
amplitude is about half of the Love wave’s, likely due to their different polarities of particle 
motion with respect to the ice flow direction (Figure 1C). A control station pair (BARK-
ISLE, Figure S2) with a similar orientation but sampling areas not affected by the Bering 
Glacier surge shows neither long term or seasonal variations, with 0.1% of random 
fluctuations (green curve in Figure 2B). This further confirms that the observed temporal 
variations in Rayleigh and Love speeds between GRIN and KHIT are caused by physical 
changes in the glacier during surge, not by coincidental changes of noise source distribution 
or a change in the crust over a broad area.  
2.2 Depth of change based on frequency-dependent sensitivity of surface waves 
Glacier thickness, morphology, and hydrology all change significantly during surges. 
Extensive surface crevasses developed during surge could slow down the top ice layer down 
to tens of meters [Kamb et al., 1985; Herzfeld et al., 2013]. The entire ice column’s seismic 
speed may be lowered by higher water content under nearby hydrostatic water pressure 
[Kamb et al., 1985]. The ice thickness also varied by about 20 meters in the section of Bering 
Glacier sampled by the GRIN-KHIT pair [Burgess et al., 2012]. We will need to disentangle 
contributions of all these factors before attributing all or part of the observed seismic wave 
speed changes to the basal drainage system.  
We synthetically evaluate the impact of four end-member scenarios to Rayleigh and Love 
wave speeds as a function of frequency (i.e., dispersion): slowed firn layer, slowed ice 
column, thicker ice, and decreased basal coupling by a slower till layer. We combine results 
from previous surveys in the Bering Glacier area and other glaciers to build a starting 1D 
model (Figure 3A; see supplementary material for details). An important feature of this 1D 
  
© 2019 American Geophysical Union. All rights reserved. 
model is that the shear wave speed (VS) of the ice layer and the top sediment layer are 
similar, with a low-velocity till layer sandwiched in between [Blankenship et al., 1987; 
Fleisher et al., 2006; Worthington et al., 2012]. We then perturb the 1D model and 
numerically calculate velocity reduction in the frequency band of 0.2-3Hz with a propagation 
matrix method. The four end-member scenarios predict significantly different dispersions to 
Rayleigh and Love wave speeds. Intense surface crevassing or a bulk slower ice column 
would produce the strongest changes at high frequencies (>1.5Hz), while a weaker basal 
layer would predict a reduction of surface wave speed peaked at frequencies near 1Hz. 
Changes in ice thickness have negligible impact on surface wave speed due to the similar 
shear wave velocity in the ice and sedimentary rock layers below Bering Glacier. Therefore, 
resolving the frequency dependence of velocity change between GRIN and KHIT will help 
determine the depth range and physical cause of the observed changes.  
To resolve the frequency dependence of velocity changes, we repeat the measurements for 
0.5-1 Hz (Figure 2B) in many overlapping frequency bands between 0.2 and 2Hz for which 
the noise correlation functions show high coherency and signal to noise ratios. We then 
assume the measured velocity change for a particular band is an arithmetic mean of the 
frequency-dependent changes within the band, so that we can linearly invert the changes 
measured in all the bands for a continuous frequency-dependent velocity change between 0.2 
and 2 Hz, as shown in Figure 4. We apply regularization with a Gaussian model covariance 
matrix with a 10-day correlation length in time and a 0.2Hz correlation length in frequency. 
The resulting velocity variation estimates are concentrated between 0.4 and 1.5 Hz, with the 
maximum reductions (~2% for Love waves) around 0.8-1.2Hz (Figure 4C), which is only 
consistent with the scenario of a weakened basal layer in Figure 3. This suggests that the 
physical cause of the observed seismic velocity change is dominated by processes near the 
base of Bering Glacier, instead of near surface or throughout the ice column.  
2.3 Evidence for anisotropic change in the basal layer 
Our observations also suggest that the change in the basal layer is anisotropic. The observed 
velocity changes in individual frequency bands (e.g., 0.5-1Hz in Figure 2B) and after 
inversion (Figure 4) show larger reduction in Love wave speed than in Rayleigh wave speed. 
Quantitatively, the peak Rayleigh velocity reduction (𝛿𝐶𝑅) in 2011 is about 75% of the peak 
Love velocity reduction (𝛿𝐶𝐿). This difference is opposite from the prediction based on an 
isotropically weakened basal layer (Figure 3E), where 𝛿𝐶𝑅 is about twice of 𝛿𝐶𝐿. We 
hypothesize that the spatial configuration of the distributed subglacial drainage network 
causes a bulk anisotropic seismic velocity reduction for seismic surface waves with about 1-4 
km wavelengths. Because the GRIN-KHIT pair is at a high angle to the ice flow direction, the 
Rayleigh and Love wave particle motions are approximately perpendicular and parallel to the 
ice flow, respectively (Figure 1C). When propagation direction is the same, seismic waves 
with particle motion aligned with the long axes of small-scale heterogeneities is less affected 
than waves with particle motion perpendicular to the long axis [e.g., Crampin, 1985; Savage, 
1999]. In the scenario of drainage networks, the heterogeneities are water pockets in cavities, 
pathways, or crevasses. Because water has lower seismic speeds than ice and rock, a glacial 
base with increasing areal fraction of water will reduce the average seismic velocity as 
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observed. If the water pockets have an anisotropic geometry with the long axes perpendicular 
to the direction of ice flow and to the Love wave particle motion, then the Love waves will be 
preferentially slowed down compared to the Rayleigh waves, as observed.  
Full 3D finite-difference (FD) simulations of wave propagation confirm such an anisotropic 
effect. We take the ice-till-rock model in Figure 3A as the reference, then replace a certain 
fraction of the till elements with water (VP=1500m/s, VS=0m/s; Figure 5A). The water 
pockets, 10m wide and 10~200m long as constrained by the grid size of the FD simulation, 
are distributed randomly but aligned along the same direction to mimic the potentially 
anisotropic subglacial drainage. We then measure the Rayleigh and Love wave speeds in a 
fan-shot with all the receivers at the same 12.5-km distance from the source (Figure 5A). 
When the aspect ratio of the water pockets is 1:1 (i.e., isotropic), we obtain an azimuth-
independent ratio between Rayleigh and Love wave speed reductions (𝛿𝐶𝑅/𝛿𝐶𝐿, Figure 5B). 
As the aspect ratio increases, the Love wave speed reduces more for azimuths aligned with 
the long axis of water pockets, while the Rayleigh wave speed drops more for the pairs 
perpendicular to the long axis (Figure 5B). Only a water-pocket geometry with aspect ratio 
close to 1:20 and parallel to the station pair could explain our observation of  𝛿𝐶𝑅/𝛿𝐶𝐿 =
0.75. Therefore, our observation of Rayleigh and Love velocity reductions during the surge 
require a highly anisotropic drainage system more or less perpendicular to the ice flow 
(Figure 6A). Finally, to account for the observed 1%~2% reduction in the Love wave speed 
during surge, the water pockets need to cover 10~20% of the total basal area, although this 
estimate depends on the height and geometry of the water pockets.  
2.4 Physical cause of the anisotropic weakening of the basal layer  
None of existing models of glacial drainage systems appear to fit the required anisotropy. The 
soft-bed drainage configurations that involve porous flow or canals would predict long axes 
following ice flow direction due to the shear deformation of the till layer. Spatial 
configuration of hard-bed drainage is more controlled by basal topography, which can have 
long axes aligned or perpendicular to ice flows (e.g., drumlins and moraines). But only basal 
topographic features underneath fast-flowing glaciers have the high aspect ratio required by 
our observations, and they are elongated along the ice flow direction, not perpendicular [King 
et al., 2009]. It remains to be explored if specific combinations of basal topography and ice 
flow speed can produce wave-type cavities with the required orientation and aspect ratio 
[e.g., Vivian, 1980; Kamb, 1987].  
Here we propose that a network of water-filled basal crevasses under high water pressure 
cause the observed anisotropic weakening near the glacier base. Both surface and basal 
crevasses develop extensively during glacier surges, and usually have high aspect ratios. 
They align perpendicular to ice flow due to the along-flow extension. Basal crevasses are not 
observed as easily as the surface crevasses [Harper et al., 2010; Walter et al., 2010], but are 
known to exist widely in surging glaciers. Actually, crevasse-squeeze ridges (CSRs) near 
glacier terminus are unique indicators of surge-type glaciers [Sharp, 1985; Lovell et al., 2015; 
Farnsworth et al., 2016]. They form when soft sediment is squeezed into the basal crevasses 
near the end of surges, and get preserved after glaciers retreat.  
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The slow recovery of seismic velocity reduction after surge also supports the basal crevasse 
explanation. Figure 6B shows the relative velocity change for Love waves at 1Hz, with two 
sharp jumps in early summers of 2008 and 2010 at the starts of the two stages. However, the 
seismic velocity reduction recovers much more slowly over the five years from the peak at 
2011 to the end of 2016 (Figure 6B). As surge stops, the subglacial drainage system quickly 
switches back to the more efficient channelized system, and the basal coupling would 
increase almost instantaneously. Therefore, the slow recovery suggests that the processes 
causing the seismic velocity reductions can start quickly but need time to recover, not only by 
the change of water distribution which should recover quickly after the post-surge flood 
[Kamb et al., 1985]. On the other hand, a basal crevasse network will not heal quickly, 
because sediment fills in to keep them open, and water circulation will warm up the ice 
surrounding crevasses as well. Therefore, the seismic velocity will recover slowly over the 
years, as observed in our data, until the crevasses completely close or the crevasse-filling 
sediment becomes compact. Murray et al. [2000] reported a “warm ice” layer behind an 
abandoned surge front using Ground Penetration Radar (GPR) and seismic images. Later, 
Barrett et al. [2008] found that the warm-ice layer may consist of sharp lens structures 
oriented at high angles to the glacier base. We argue that these observations support our basal 
crevasse explanation.  
3 Discussion and conclusions 
In-situ observations made by Harper et al. [2010] on Bench Glacier, Alaska demonstrated 
that basal crevasses could contribute significantly to water-storage capacity and potentially 
modulate basal water pressure. Here our seismic monitoring of Bering Glacier shows that the 
basal crevasses are widespread and dominant features during the surge, compared with other 
proposed configurations (e.g., cavities, canals, porous flows). The seismic observations are 
not sensitive to whether the extensive basal crevasses are inter-connected, but if the high 
connectivity observed by Harper et al. [2010] applies, a basal crevasses network linked 
through crevasse tips and/or basal cavities may serve as a critical component of the subglacial 
or englacial drainage system during surges. The orientation of the basal crevasses would 
force water to flow transversely to ice flow, thus the down-stream component of water flow is 
greatly reduced. This helps sustain the high water pressure and fast ice flows [Kamb et al., 
1985]. This linked-crevasses hypothesis for glacier surge works for both hard-bed and soft-
bed cases, and is also consistent with the field observations of CSRs in front of surge-type 
glaciers and warm ice behind previous surge front. Finally, the basal crevasses left after 
surges may provide significant englacial water storage capacity that has been shown to be 
necessary to explain observed wintertime pressure oscillations and surge initiations [Lingle 
and Fatland, 2003; Schoof et al., 2014]. 
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Figure 1. Bering Glacier and its 2008-2011 surge. (A) Landsat image of Bering Glacier and 
locations of the GRIN and KHIT seismic stations. The station pair crosses the glacier central 
middle line (dashed line) at a high angle. Dots with numbers mark the up-glacier distances 
from the crossing point in kilometers. Red star in the inset indicates the location of Bering 
Glacier. (B) Yearly surface elevation changes during the 2008-2011 surge along the glacier 
[Burgess et al., 2012]. The distance up-glacier is along the dashed line in (A). DBL-1 and 
DBL-2 are dynamic balance lines (DBL) for the two stages of surge [Burgess et al., 2012], 
separating the reservoir zones and receiving zones. Black dashed line “STA” marks the 
sampling point between GRIN and KHIT. (C) Illustrated cross section view from east along 
the two stations, in which the ice flows away from readers. For Rayleigh and Love waves 
propagating from GRIN to KHIT, their particle motions are perpendicular and parallel to ice 
flow direction, respectively. 
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Figure 2. Noise monitoring across Bering Glacier. (A) Time shifts of windowed waveforms 
on bi-monthly correlations relative to the reference correlation, for the east-east (Love) 
component and the 0.5-1Hz frequency band. Blank patches are due to missing data or noisy 
correlations. Note that the measurements on the acausal side (negative time, waves 
propagating from KHIT to GRIN) are generally noisier than those on the positive side, likely 
due to seismic noise originating mostly from the ocean to the south, propagating from GRIN 
to KHIT. Black rectangles highlight the [5s, 25s] and [-25s, -5s] windows used in relative 
velocity change calculations. (B) Time series of relative velocity reductions for GRIN-KHIT 
east-east and vertical-vertical components in the 0.5-1Hz frequency band. Gaps are due to 
missing data or noisy correlations. The green curve is for vertical-vertical correlations on a 
nearby station pair, BARK-ISLE (Figure S2), sampling outside the active surge section of 
Bering Glacier, as a control pair. 
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Figure 3. Predictions of frequency-dependent velocity reductions from four end-member 
scenarios. (A) Reference 1D model that represents the glacier before surge consists of firn, 
ice, till, and rock layers. We calculate the change of Rayleigh and Love wave phase velocities 
as a function of frequency for (B) 30% slower firn layer, (C) 3% slower ice column, (D) 20-
m changes in ice thickness, and (E) 25% slower till VS, respectively. In (D), the ice thickness 
can be either 20m thicker or 20m thinner as observed around the station pair during the two 
stages of the surge (Figure 1B).  
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Figure 4. Observed frequency dependences of velocity reductions, for (A) Love wave and 
(B) Rayleigh wave, referenced to the average between 2005 and 2007. The strong reductions 
(red colors) are concentrated between 0.4Hz and 1.5Hz. On top of the long-term changes 
related to the surge, seasonal patterns show velocity reductions in early summers and 
recoveries in falls and winters. (C) Velocity reductions in April 2011, when surge reached 
peak flow speed [Burgess et al., 2012], show maximum reductions between 0.8 and 1.2Hz, 
up to 1.5% for Rayleigh waves and 2% for Love waves.  
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Figure 5. Anisotropic velocity reductions due to elongated water pockets between ice and 
rock. (A) Setup of 3D simulations with the 1D model in Figure 3A as the reference model. 
Black rectangles at 500m depth represent randomly distributed water pockets within the till 
layer aligned in the Y-axis direction. We simulated Rayleigh and Love waves from the source 
(red star) to an arc of stations at the same distance (blue triangles) to evaluate velocity 
reductions due to the inclusion of water pockets, at different angles 𝜃 with respect to the long 
axes of water pockets. (B) Ratios of Rayleigh and Love velocity reductions as a function of 
angle 𝜃, for water pockets of different aspect ratios. The observed ratio of 0.75 is shown as 
the horizontal dashed line, requiring water pockets of 1:20 aspect ratio and aligned with the 
wave propagation direction (i.e. small 𝜃). 
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Figure 6. Conceptual interpretation of our noise monitoring results. (A) Basal crevasses 
generated behind surge front have high aspect ratios and are aligned perpendicular to ice 
flow, as required by our observations of Rayleigh and Love velocity reduction. A linked 
network of basal crevasses may serve as pathways of water in the distributed drainage system 
during surge, after the switch from the channelized drainage system before surge. Therefore, 
water would flow transversely to ice flows and has inefficient downstream component. After 
surge stops, sediments and water filling the crevasses would warm the bottom ice layer 
[Murray et al., 2000; Barrett et al., 2008] and eventually produce crevasse-squeeze ridges 
(CSRs) once the advanced glacier terminus retreats [Sharp, 1985; Lovell et al., 2015]. The bi-
monthly average applied in our seismic observations does not allow us to resolve the process 
at the surge front on how the switch of drainage system happens. (B) Love wave velocity 
change at 1Hz from Figure 4B, showing two sharp reductions in 2008 and 2010 summers, 
and a slow recovery after the peak over five years. The slow recovery may be due to healing 
process of the basal crevasses. 
 
 
