Abstract-The high-luminosity large hadron collider (HL-LHC) is a novel machine configuration which will rely on a number of key innovative technologies to enhance the performance of the present LHC machine as of 2025. The upgrade will also involve increased radiation levels that need to be predicted by combining scaled measurements and calculations in order to define the qualification requirements for electronic systems. In this paper, we describe such levels, first of all, by introducing the monitoring and calculation approaches used for the present LHC machine, and second, by applying scaling factors and dedicated simulations for the future HL-LHC accelerators. We present the levels according to the different areas relevant for the operation of electronics-based equipment, and discuss the associated radiation hardness assurance implications.
I. INTRODUCTION

S
INGLE event effects (SEEs) and cumulative radiation damage (i.e., total ionizing dose and displacement damage) in electronic components and systems can seriously compromise the performance of a high-energy accelerator through unwanted losses of stable beams (known as beam dumps) and/or associated intervention downtime [1] - [3] . In the case of the large hadron collider (LHC) [4] at the European Organization for Nuclear Research (CERN), such an impact is enhanced by the very large number of units (e.g., power converters, magnet quench protection system, and cryogenics) distributed along the 27-km accelerator and critical to its operation. Such equipment is mostly based on commercial-off-the-shelf (COTS) components due to cost and performance advantages, and therefore, needs to be carefully qualified against radiation effects for the relevant field and levels.
The performance of a high-energy accelerator can be evaluated through its capacity of producing beam collisions useful for the high-energy physics community, quantified through the integrated luminosity [5] . The typical unit of integrated luminosity is the inverse femtobarn (fb −1 ) corresponding to roughly 10 14 proton-proton interactions at TeV energies. High-luminosity LHC (HL-LHC) is the future upgrade of the LHC accelerator which aims at delivering an integrated luminosity up to 3000 fb −1 over about 10 years of operation, starting from 2025 [6] . The novel machine configuration will rely on a number of key innovative technologies including cutting-edge 11T superconducting dipole (bending) magnets and Nb 3 Sn superconducting quadrupole (focusing) magnets, superconducting crab cavities to enhance the beam luminosity, and new collimators and high-energy superconducting links with zero energy dissipation to optimize the position of the power converters.
Even more than for the LHC, the availability of the HL-LHC accelerator will be critical to its successful performance. This is partially related to the so-called leveling of the luminosity in the accelerator [6] . In LHC [operated without leveling at the high-luminosity interaction points (IPs) of ATLAS and CMS], the decrease in luminosity as a function of time is related mainly to the loss of particles in the IPs from collisions. This is also the reason why fills are dumped after a certain time period due to the quality loss of the beam.
However, in the case of HL-LHC, the large peak luminosity would lead to a too high collision rate for the experiment detectors to process, in an effect known as pile-up. In order to mitigate this effect while achieving the desired integrated luminosity, the luminosity is leveled to a value below its peak performance until it starts to suffer from the effect of burn-off (e.g., after roughly 8 h according to optimization calculations) and after which the beam is eventually dumped. Due to the fact that the leveled integrated luminosity is only larger than the nonleveled one after a certain fill duration, HL-LHC will require relatively long fills to operate in an efficient manner, thus tolerating a very low number of radiation induced dumps for an efficient operation. This, in combination with the higher radiation levels expected that will be described in this paper, the state-of-the-art microelectronic technologies to be introduced and the more complex equipment sets a very challenging scenario in terms of radiation qualification. Therefore, the purpose of this paper is to evaluate the expected radiation environment in the critical points of the HL-LHC and the associated impact on the radiation hardness assurance (RHA) of the critical systems.
II. RADIATION LEVEL MONITORING
A. LHC Layout
Before presenting the results of the radiation levels in the LHC and its vicinity, it is important to clearly understand the basic layout of the machine [4] . The LHC is composed of eight arcs and eight straight sections also known as insertion regions (IRs). The latter are each 528 m long, with four of them hosting collision points and detectors (IR1, IR2, IR5, and IR8), and the rest used for machine utilities: radio frequency cavities (IR4), collimation (IR3 and IR7), and beam dumps (IR6). They layout of the full LHC ring is depicted in Fig. 1 .
Each of the eight LHC arcs between two IRs contains 42 half-cells. A half-cell is the periodic part of the LHC arc lattice, each consisting of a string of three twin aperture main dipole magnets (MB.A, MB.B, and MB.C) and one short straight section hosting one quadrupole (MQ). The half-cell length is 54 m-long, and is shown schematically in Fig. 3 . The arc occupies half-cells from 14 to 34, both included on each side of the IR. Each LHC arc has one dispersion suppressor (DS) on each end, acting as a transition between the LHC arcs and IRs and consisting of four individually powered quadrupole magnets each separated by two dipole magnets. The DS aims at reducing the machine dispersion close to the IRs. The DS occupies half-cells from 8 to 13, both included. In addition, the quasi-straight sections between the two DS of an IR are called long straight sections (LSS, half-cells 1-7). The LSS can be further subdivided into the matching section (arrangement of quadrupole magnets, halfcells 4-7), and the inner triplet (IT, half-cells 1-3). The IT is an assembly of three quadrupole magnets used to reduce the optical β-functions at the IPs. The LHC has triplet assemblies in IR1, IR2, IR5, and IR8, corresponding to the four collision points. A representation of the different areas and the corresponding half-cell numbering is shown in Fig. 2 . This paper will focus on the radiation levels in the vicinity of IPs 1 and 5, which are critical owing to their very large luminosity and associated collision debris. However, other points of the accelerator not covered in this paper (e.g., the collimation region in IP7 [7] ) are also highly critical in terms of radiation levels and potential impact to electronics.
Finally, there are service alcoves constructed adjacent the LHC tunnel and designed to host large quantities of accelerator equipment nearby tunnel regions with radiation levels too large to host active COTS components. Their topology will be further discussed in the context of the location of the radiation monitors.
B. Radiation Source Term in High-Luminosity Interaction Points
The mixed-radiation field in the vicinity of the LHC highluminosity IPs (IP1 and IP5) is dominated by the particle debris of proton-proton inelastic interactions, which generate secondary particles with average multiplicities of 120 per single proton-proton collision. The prevalent secondary particles at 5 mm from the interaction point are photons (∼50%) and charged pions (∼35%). Whereas most of these particles are intercepted by the detectors, a small fraction of them are emitted at very small angles with respect to the beam, thus reaching accelerator elements.
In addition to the direct luminosity debris, halo particles caught in the so-called debris collimators around the experiments and initiating hadronic and electromagnetic showers are also an important source of radiation for the accelerator equipment. This is also the case in the dedicated collimation points of the LHC (IR3 and IR7) and especially in the case of the latter, which though not explicitly treated in this paper, also exhibits very large radiation levels. In any case, for the areas of interest to the operation of electronic equipment, IR1 and IR5 represent the most stringent radiation environment conditions for the HL-LHC machine, and are, therefore, the subject of this paper. In order to minimize the beam size and thus maximize the luminosity, the HL-LHC upgrades foresee changes in the IR1 and IR5 matching sections, involving larger physical apertures. As a consequence of this, the number of debris particles entering the matching section per primary collision is much larger than in the case of the current machine. In order to protect the cold magnets in the matching section from the collision debris, a network of so-called target long physics debris collimators (TCLs) is present. These are named as TCL4, TCL5, and TCL6 depending on the matching section half-cell in which they are installed. For the current machine, not all TCLs are necessary to protect the magnets; however, for HL-LHC all of the TCLs are indispensable due to the larger amount of debris particles. As will be later shown, this has significant implications on the associated radiation levels.
C. Radiation Monitoring and Levels 1) LHC Tunnel:
The LHC beam loss monitoring (BLM) system [8] , [9] is based on ionizing chambers and has the main purpose of preventing the superconducting magnets from quenching as well as protecting the machine components from damage. About 4000 of them are installed in the LHC. Despite their main use as prompt beam loss detectors triggering a beam dump when thresholds are passed, the BLM signals can also be integrated in time and used to monitor the total ionizing dose (TID) levels around the accelerator tunnel. In a standard LHC arc half-cell, BLMs are configured as shown in Fig. 3 .
Measurements of the integrated BLM TID levels during the 2016 proton-proton runs (corresponding to an integrated luminosity of 40 fb −1 ) are shown in Fig. 4 for IP1 and IP5, and are reported in other LHC locations in [10] . As can be seen, different regions can be identified according to their radiation levels. In the IR, annual TID values at the BLM locations can be as large as 10 kGy and, therefore, the use of commercial electronics is excluded. The same applies to the DS in which peaks of roughly 100 Gy/year are reached; however, the use of qualified radiation tolerant systems based on COTS components can be exceptionally considered for locations below the dipole magnets, reaching BLM levels of roughly 10 Gy/year. In the LHC arc region, radiation levels are in general dominated by beam-gas interaction and with the exception of several peaks in the odd half-cells near the DS are below 1 Gy/year and, therefore, acceptable for the use of COTS from a cumulative radiation damage lifetime perspective. However, the situation is very different for SEE failure risk, which increases according to the number of deployed units in the arc and, therefore, needs to be carefully considered.
The RadMON (RM) is a dedicated monitoring system fully developed, maintained, and operated in the scope of the Radiation to Electronics (R2E) project at CERN [11] - [13] . Currently, there are over 300 units installed in the LHC accelerator. Through the calibration of its COTS-based detectors, the three quantities relevant to radiation damage can be measured by a PIN diode (displacement damage), RadFET (total ionizing dose), and SRAM SEU monitor (equivalent high-energy hadron fluence, represented as HEH eq and defined as the fluence of hadrons above 20 MeV plus a weighted contribution from neutrons in the 0.2-20 MeV range according to a generalized SEU response [14] ). RM detectors in the LHC tunnel are typically placed below the magnets shown in Fig. 3 , roughly 70 cm below beam height and in regions with approximately a factor 3 lower radiation levels than BLMs at a similar longitudinal position.
The measured proton-proton 2016 (for 40 fb −1 ) HEH eq fluence values are shown in Fig. 5 for the right side of IP5 as a function of the distance to it, also including the BLM data. Note that two different y-axes are used, with a relation of 5 × 10 8 HEH eq /cm 2 /Gy. As can be seen, both data sets are consistent in terms of longitudinal distribution. As a comparison with other well-known environments, the annual HEH eq fluence is roughly 1 − 2 × 10 5 cm −2 at ground level and 3 × 10 9 cm −2 for a 98°, 800-km low-earth orbit.
As can be seen, the radiation levels are clearly larger in the odd half-cells 9, 11, and 13. This can be attributed to the large optical dispersion functions present in these half-cells which induce losses from off-momentum protons. As can be seen in Fig. 4 , this is generally the case on both sides of IP1 and IP5 and also partially affects half-cell 15.
As mentioned above, the debris collimator settings near the high-luminosity experiments play a crucial role in the radiation levels both in their vicinity (e.g., the RR alcoves, as will be detailed below) and in regions further downstream, such as the DS. As further detailed in [15] , this effect is represented in Fig. 6 which shows the BLM dose values to the right of IP5 normalized to the luminosity for two periods of operation, one with the TCL5 closed and TCL6 open (red curve), and one with the opposite configuration (blue curve), typically applied when the forward physics experiments are operated near that location. As can be seen, closing TCL6 increases the radiation levels in the RR alcove, hosting a large quantity of electronic systems, but also contributes to reducing the radiation load in the DS. Therefore, this is an example of how the accelerator settings can impact the radiation levels, thus requiring a careful optimization analysis, involving not only radiation to electronics considerations but also other aspects such as primarily the machine protection (e.g., energy deposition in the magnets).
2) Shielded Areas: As mentioned above, the LHC tunnel areas in the IR and parts of the DS have radiation levels that are in general too large to be able to host systems based on COTS components. For this reason, shielded service galleries were constructed in the vicinity of the tunnel to locate the necessary hardware. The UJ (junction chamber) and UL (liaison gallery between underground works) zones are heavily shielded areas near the collision points, whereas the RRs are lightly shielded near the IR/DS limit.
A schematic representation of the RM location in the UJ, UL, and RR alcoves and their vicinity is shown in Figs. 7 and 8 for the area right of IP1. The left side is symmetric to it and in IP5 the UJ/UL configuration is different to IP1, but will not be treated here in detail owing to the fact that the sensitive electronic equipment was relocated from these locations during the long shutdown 1 (LS1) as a part of the R2E mitigation strategy. As can be seen, several tens of centimeter of concrete and/or cast iron separate the tunnel from the shielded areas. The annual HEH fluences for the proton-proton run in 2016 in the shielded areas, shown in Figs. 7 and 8, are presented in Table I . Especially relevant in terms of operational impact are the radiation levels in the RRs, which as will be detailed below host a large quantity of power converters that can suffer from SEE failures. As can be seen in Fig. 9 , the radiation levels measured by the RM outside the RR (i.e., on the tunnel side) have a very strong correlation with the TCL settings, as shown in Fig. 6 for the BLMs. As can be seen in Fig. 9 for the RM measurements, the radiation levels in the RR change by roughly a factor 10 depending on the TCL settings. The values extracted from the 2016 measurements in the RRs of IP5 for the two different TCL collimator settings are shown in Table II .
III. RADIATION LEVEL SIMULATIONS
The radiation levels in the LHC are simulated using the FLUKA Monte Carlo code [16] , [17] . This requires a highly detailed description of the complex accelerator geometry as well as the associated beam optics. FLUKA calculations are used in a very broad variety of high-energy accelerator applications, ranging from energy deposition studies associated with superconducting magnet quenches and material degradation, through layout and shielding optimization, and to R2E studies. Previous simulations and measurement benchmarks in the radiation damage to electronics context for the present LHC machine can be found in [18] and [19] .
In the case of the regions in the vicinity of the interactions points (e.g., IP1, IP5), the radiation environment is dominated by particle collision debris. The latter can come in the form of particles directly produced in the collisions or of off-momentum protons that are intercepted by the collimation system or in the DS generating electromagnetic and hadronic showers which originate the mixed-radiation field responsible for the failure and degradation of electronic equipment.
As done for the present LHC case, the HL-LHC radiation levels are analyzed separately for the tunnel and shielded areas.
A. HL-LHC Tunnel
The calculated TID (in air) and 1-MeV n eq radiation levels in the HL-LHC LSS tunnel section for IR1 and IR5 are shown in Fig. 10 as a 1-D cut at beam height and 1.6 m away from the beamline, and corresponding to the full HL-LHC lifetime. Whereas the levels, reaching values above 100 kGy and 10 15 n eq /cm 2 , clearly exclude the use of COTS components as a baseline approach, some applications such as beam monitoring or magnet protection systems require active electronics operating in such locations. This can be the case, for instance, of the superconducting magnet protection diodes operating at cryogenic temperatures and used as bypass elements in case of a magnet quench [20] . The latter degrades due to displacement damage leading to an increased forward bias voltage and potential permanent thermal damage. Therefore, a detailed study of the expected radiation levels and associated qualification is clearly required.
Moreover, a benchmark of the BLM radiation levels in the LSS of IP1 is shown in Fig. 11 for the TCL6 closed condition, exhibiting an excellent agreement between simulated and measured values. A transversal cut of the 1-MeV n eq fluence is shown in Fig. 12 for the location immediately downstream the D1 dipole magnet, which as shown in Fig. 10 corresponds to a local minimum in the longitudinal dose distribution. As can be seen, the levels at the tunnel walls are still 10 14 n eq /cm 2 and only roughly a factor ∼3 reduction is obtained with respect to the area immediately outside the magnet cryostat. In terms of dose, values range from ∼15 kGy near the magnets to ∼5 kGy at the tunnel walls.
As to what concerns the tunnel radiation levels in the DS, explicit calculations for HL-LHC will be carried out in the near future. Such simulations rely on a two-step approach in order to obtain statistically meaningful energy deposition and radiation level results in the DS. In the first step, including the full geometry from the radiation source term (i.e., the proton-proton collisions), the protons lost in the DS beam pipe are scored, and then propagated in the second step simulation focusing on the DS area.
However, in first approximation levels can be scaled with luminosity from values for the present machine. The assumed scaling is based on the fact that losses in this area are due to off-momentum protons from the proton-proton primary collisions in the experiments. Fig. 13 shows the simulated versus measured dose levels in a fill during 2016, normalized per collision. An fb −1 corresponds to 8 × 10 13 collisions, therefore, the values can be scaled up by a factor 2.4 × 10 17 in order to consider the expected integrated luminosity of 3000 fb −1 for the full HL-LHC lifetime.
Therefore, peaks would correspond to HL-LHC lifetime doses of roughly 10 kGy at the BLM locations, and are reached in the vicinity of the quadrupole magnets. For locations near the dipole magnets (MBs) hosting the vast majority of the electronics racks in the DS, the maximum BLM level is reached toward the end of the BB11 magnet, and corresponds to roughly 10 −14 Gy/collision or 2.4 kGy for the HL-LHC lifetime. In addition, for the dipole magnets in half-cells 8 and 9, the values are roughly a factor 10 lower. The electronic equipment in this area is placed below the magnets, and therefore, somewhat less exposed to the radiation field. As mentioned above, a factor 3 reduction in the radiation level from the BLM to the RM/equipment area is considered. Therefore, the TID values below the dipoles for the HL-LHC lifetime would correspond to ∼ 80 Gy in half-cells 8 and 9, and ∼ 800 Gy toward the end of half-cell 11. Thus, most of the areas below the dipoles in the HL-LHC DS are expected to have annual TID levels below 10 Gy/year.
B. HL-LHC Shielded Areas
The results of the calculated HEH eq fluences for the region right of IP1 and up to 260 m from the IP are shown in Fig. 14 as a 2-D top-view map. Results are normalized to one year of nominal HL-LHC operation (250 fb −1 ) and correspond to the averaged value at ±10 cm from the beam height. As can be seen, the radiation levels in the RR alcove are dominated by the TCL collimation system directly upstream of it. As opposed to the LHC case, for HL-LHC the presence of all of the TCLs is indispensable for magnet protection [6] . In addition to the impact of the TCLs, other factors such as the larger crossing angle or larger upstream aperture also contribute to an increased particle debris and radiation levels in the HL-LHC scenario. As can be seen, the annual levels in the UJ and RR shielded areas can be as large as 5 × 10 9 HEH/cm 2 .
Therefore, it is important to note that whereas in the regions in the direct vicinity of the IPs (e.g., UJ, UL) the HL-LHC radiation levels are expected to increase proportionally to the integrated luminosity with respect to the present LHC machine, the levels in other areas such as the RR are expected to have a more complicated behavior and dependence with the accelerator settings.
IV. RHA IMPLICATIONS The vast majority of standards for RHA (i.e., such as those included in [21] for TID effects) are developed for space applications and are, therefore, not directly applicable in the high-energy accelerator context due to: 1) the different radiation environment; 2) the different criticality levels, with failures in the accelerator environment being tolerable if they do not significantly impact the performance of the machine; and 3) the system level as opposed to component level focus of RHA of high-energy accelerator equipment due to the very large number of active semiconductor components and amount of system units involved. However, space standards serve as an essential input for the qualification approach of LHC equipment.
In the LHC machine, systems for the accelerator powering, controls, protection and monitoring are generally based on COTS components due to performance, availability and cost constraints. Therefore, such parts can suffer from radiation effects, mainly through SEE failures and TID degradation. A typical LHC system design such as that in charge of controlling the power converters providing current to the magnets [22] will contain a broad variety of components potentially sensitive to radiation, including field-programmable gate arrays, analog-to-digital converters, operational amplifiers, voltage regulators, memories, optocouplers, and others.
Therefore, the RHA at CERN [22] is first of all based on the selection of components that fulfill the electrical requirements of the system design, and for which if possible historical radiation qualification data is available either in the CERN/R2E parts database, or the literature. In the absence of representative radiation data, type testing is carried out on the part according to the radiation levels expected for its operational conditions. If the type testing does not fulfill the radiation tolerance requirements, an alternative part previously identified is tested. If no suitable substitute is found, the system design might need to be altered in order to be based on compliant components.
Once the type testing is successfully completed, the component is procured in large quantities (typically batches of thousands of units). Each batch is individually qualified to confirm the conformity with the previously performed type tests and to assure the conformity of the component radiation response within the batch. When possible, all production components for a given system should be procured from a single fabrication lot to decrease the component-to-component variability to the intralot (as opposed to interlot) spread. When possible, a single lot can be used transversally for different systems. The batch testing strategy typically requires a minimum of 10 irradiated components and one reference per batch.
The type and batch testing are typically carried out in cobalt-60 sources for TID and high-energy proton facilities for SEE and TID. Though typically not a dominating effect, displacement damage can also be evaluated using protons and/or 14-MeV neutrons. In addition, the CHARM facility at CERN [23] can also be used for such purpose, provided the representativeness of its radiation field, as well as its very large irradiation volume, enabling the characterization of a broad set of components in parallel.
After the batch testing and once a preseries of the system is produced, the latter is qualified at a system level in the CHARM facility, again for the TID, DD, and SEE cross section limits imposed by its respective lifetime and maximum tolerated failure rate, respectively. As described above, measurements and simulations are used in combination in order to predict the radiation levels for the HL-LHC era in the various locations of interest. The knowledge of the radiation levels is also used to implement mitigation strategies for lifetime constraints related to cumulative radiation damage through the preventive substitution or rotation of the equipment during planned interventions. Table III summarizes the expected annual HL-LHC radiation levels as a function of the various accelerator locations relevant for the operation of systems based on COTS components. For the DS, the peak value below the dipole magnets toward the end of half-cell 11 is considered.
In addition, it is to be noted that for the arc, levels are scaled with integrated beam intensity from values measured in the present machine; however, they will strongly depend on the vacuum level in the HL-LHC machine, which is a parameter very difficult to estimate and control. Furthermore, such predicted values correspond to the expected baseline from beam-gas interactions; however, localized radiation level peaks due to other sources cannot be excluded and will need to be carefully monitored.
In addition to the evaluation of the radiation levels, it is necessary to define the number of acceptable radiation failures in order not to compromise the performance of the HL-LHC machine. As shown in Fig. 15 and further detailed in [6] , the considered limit for HL-LHC is 0.1 radiation induced dumps per fb −1 , or 25 dumps per nominal operation year. Considering the large amount of system types potentially sensitive to radiation and operating in locations with significant HEH eq levels, it is reasonable to consider a limit of one failure per system type and year, though detailed individual studies are required in order to evaluate this more precisely. In addition to the possible SEE impact, lifetime limitations due to TID and DD also need to be carefully considered.
As an example of the implications of such levels on the RHA strategy, one of the critical power converter system for HL-LHC (the 4-6-8-kA power converters for 8 V) will have 30 units in RR13/17 and another 30 units in RR53/57, thus requiring to be qualified for a system SEE cross section of less than 5 × 10 −12 cm 2 /unit in order to comply with a one failure per nominal operation year limit; as well as TID and DD limits of ∼60 Gy and ∼ 3 × 10 11 n eq /cm 2 to guarantee a lifetime compatible with that of the machine (e.g., 12 years for the case of HL-LHC). Such tests are carried out under an experimental configuration that will reproduce the spectral hardness that the system will encounter in operation, in order to account for possible SEE cross section dependencies with energy [24] .
Moreover, systems installed under the main superconducting dipole magnets (MBs) in the DS of the present machine have been in general qualified up to TID limits of 200 Gy. Therefore, the expected maximum levels of roughly 1 kGy during the full HL-LHC operation will imply the need of either mitigating (through relocation and/or substitution) and/or preventing (through the design of radiation tolerant COTS-based systems) the possible negative impact from radiation.
In CHARM, levels of up to 200 Gy can be reached in one week of operation, therefore, covering the lifetime of most HL-LHC applications. As to what regards the HEH-equivalent fluence, weekly values of ∼ 5 × 10 11 cm −2 are reached, thus in order to qualify as system as the power converter example mentioned above, several systems in parallel need to be tested during several weeks, only possible thanks to the system-level testing design of the facility.
V. CONCLUSION
We have highlighted the importance of monitoring and simulating the complex radiation field present in the LHC high-energy accelerator and its future upgrade, the HL-LHC. The radiation response of the large quantity of critical COTS-based systems distributed along the accelerator can seriously compromise the operation of the machine. Therefore, measurements and simulations need to be carried out in order to determine the target system SEE cross section and TID and DD lifetime value to ensure an acceptable operation. For future machines, this is a complex analysis that requires both the in-depth understanding of the scaling of the radiation source terms, as well as a detailed representation of the accelerator geometry and beam optics. Therefore, tools such as FLUKA provide an essential instrument in the estimation of the energy deposition and radiation levels for future machines such as the HL-LHC.
In the HL-LHC context, depending on the locations near IP1 and IP5, the radiation levels are not only expected to scale proportionally to the number of proton-proton interactions (i.e., integrated luminosity), but will have a further increase owing to, e.g., tighter collimator setting or larger leakage of collision debris. This in combination with the large number of COTS-based systems to be installed in the tunnel and shielded alcoves, as well as the demanding limits in terms of number of tolerable radiation failures and TID levels in the DS area, naturally leads to the need of carefully evaluating the RHA of the respective system, and considering their tolerance to radiation from a very early stage of the design. To this regard, the experience and know-how within the R2E project and the availability of a dedicated high-energy mixed-field facility such as CHARM are essential elements to guarantee the success of the system qualification.
