In this paper, we are concerned with the global existence and optimal rates of strong solutions for three-dimensional compressible viscoelastic flows. We prove the global existence of the strong solutions by the standard energy method under the condition that the initial data are close to the constant equilibrium state in H 2 -framework. If additionally the initial data belong to L 1 , the optimal convergence rates of the solutions in L p -norm with 2 ≤ p ≤ 6 and optimal convergence rates of their spatial derivatives in L 2 -norm are obtained.
Introduction
In this paper, we are interested in three-dimensional compressible viscoelastic flows [3, 5, 12, 23] :
ρ t + div(ρu) = 0, (1.1a) (ρu) t + div(ρu ⊗ u) − µ△u − (λ + µ)∇divu + ∇P (ρ) = αdiv(ρF F T ), (1.1b)
for (t, x) ∈ [0, +∞) × R 3 . Here ρ, u ∈ R 3 , F ∈ M 3×3 (the set of 3 × 3 matrices with positive determinants) denote the density, the velocity, and the deformation gradient, respectively. The Lamé coefficients µ and λ are satisfied the physical condition: µ > 0, 2µ + 3λ > 0, which ensures that the operator −µ∆−(λ + µ)∇div is a strongly elliptic operator. The pressure term P (ρ) is an increasing and convex function of ρ for ρ > 0. The symbol ⊗ denotes the Kronecker tensor product, F T means the transpose matrix of F , and the notation u · ∇F is understood to be (u · ∇)F . For system (1.1), the corresponding elastic energy is chosen to be the special form of the Hookean linear elasticity:
which, however, does not reduce the essential difficulties for analysis. Indeed, all the results we describe here can be generalized to a more general cases.
In this paper, we investigate the Cauchy problem of system (1.1) with the initial condition:
(ρ, u, F )| t=0 = (ρ 0 (x), u 0 (x), F 0 (x)), x ∈ R 3 .
(1.2)
We also assume that
It is standard that the condition (1.3) is preserved by the flow, which has been proved in [7, 21] . For the incompressible viscoelastic flows and related models, there are many important progress on classical solutions, refer to [1, 2, 9, 13, 16] and references therein. On the other hand, the global existence of weak solutions to the incompressible viscoelastic flows with large initial data is still an outstanding open question, although there are some progress in that direction [15, 17, 18] . For the compressible viscoelastic flows, to our knowledge, there are few results on the dynamics of global solutions to compressible viscoelastic flows, especially on the large time behavior. The local existence of multi-dimensional strong solution was obtained in [6] , and the global existence of strong solution with the lowest regularity was shown in [7, 21] . For the initial boundary value problem, global in time solution was proved to exist uniquely near the equilibrium state in [8, 22] .
In this paper, we firstly study the optimal time-decay rate of the global strong solutions to the Cauchy problem (1.1)-(1.2). To be more precise, the main purpose of this paper is to study the existence and uniqueness of global strong solutions and in particular the asymptotic behavior on the Cauchy problem of compressible viscoelastic flows. We prove the global existence of strong solutions by the standard energy method in spirit of Matsumura and Nishida [19, 20] . In order to obtain the linear time-decay estimates, we need to analysis the properties of the semigroup, as in [10, 11, 14, 24] . Unfortunately, it seems untractable, since the system (1.1) has thirteen equations. To overcome this difficulty, we take Hodge decomposition of the linear system, then it becomes two similar systems, each of those only involves two variables, which makes us be able to obtain the optimal time-decay estimates.
Our main results are formulated in the following theorem:
) satisfies the constraints (1.3), then there exists a constant δ 0 such that if
then there exists a unique globally strong solution (ρ, u, F ) of the Cauchy problem (1.1) − (1.2) such that for any t ∈ [0, ∞),
and assume that the Fourier transform (̺ 0 ,m 0 ,F 0 ) satisfies 8) where c 0 and η are two positive constants. Then we also have the lower bound time decay rate as 11) where c 1 is a positive constant independent of time. 
We assume C be a positive generic constant throughout this paper that may vary at different places and the integration domain R 3 will be always omitted without any ambiguity. Finally, ·, · denotes the inner-product in L 2 (R 3 ).
The rest of this paper is devoted to prove Theorem 1.1. In Section 2, we first reformulate the system and do some careful a priori estimates for the strong solutions. Then the global existence of the strong solutions is established by the standard continuity argument. In Section 3 we will derive the decay-in-time estimates for the linearized system and use the energy method to derive a Lyapunov-type energy inequality of all the derivatives controlled by the first order derivatives, then we utilize the decay-intime estimates for the linearized system to control the first order derivatives by the higher order derivatives. Hence, the optimal decay rates of the global strong solutions follow from these two kinds of estimates. In section 4, we establish the lower bound time decay rate for the global solution.
2 Global existence
Reformulation
In this subsection, we first reformulate the system (1.1). Without loss of generality, we assume P ′ (1) > 0, and denote χ 0 = (P ′ (1))
For ρ > 0, system (1.1) can be rewritten as
1b)
where we used the condition div(ρF T ) = 0 for all t ≥ 0 which ensures that the i-th component of the vector div(ρF F T ) is
,
Again, without loss of generality, we will assume that a = 1 for the rest of this paper.
A priori estimate
As a classical argument, the global existence of solutions will be obtained by combining the local existence result with a priori estimates. Since the local strong solutions can be proven by standard argument of Lax-Milgram theorem and the Schauder-Tychonoff fixed-point as [6] whose details we omit, global solutions will follow in a standard continuity argument after we establish (1.5) a priori. Therefore, we assume a priori that
which is equivalent to
Here δ 0 ∼ δ is small enough. This, together with Soboles's inequality, implies in particular that
This should be kept in mind in the rest of this paper. For later use we first estimate the norm of f, g, h. By (2.4), (2.5), together with Sobolev's inequality, Höder's inequality and Moser-type's inequality, we easily deduce that
where we used the fact
In what follows, a series of lemmas on the energy estimates is given. Firstly the energy estimate of lower order for (n, u, E) is obtained in the following lemma.
Lemma 2.1. Under the priori assumption (2.4), we have
Proof. Multiply (2.2a), (2.2b), (2.2c) by n, v, E respectively and then integrating them over R 3 , we have
The three terms on the right hand side of the above equation can be estimated as follows.
First, it holds that
It follows from Sobolev's inequality, Hölder's inequality and (2.4) that
Similar to the proof of (2.8), we have
For the second term, we have
As the proof of (2.8), it follows from Sobolev's inequality, Hölder's inequality and (2.4) 14) and similarly,
Substituting (2.11)-(2.15) into (2.10) gives that the second term is bounded by
Hence combining (2.7), (2.8), and (2.16) yields (2.6) since δ > 0 is sufficiently small. This completes the proof of the lemma.
In the following lemma we give the energy estimate of the higher order for (n, v, E).
Lemma 2.2. Under the assumption (2.4), we have
Proof. Applying ∇ to (2.2a), (2.2b), (2.2c) and multiplying by ∇n, ∇v, ∇E respectively, integrating over R 3 , we have
Now let us estimate the right-hand side term by term. First of all, by Hölder's inequality and Sobolev's inequality, we have
. Finally by symmetry, we have
. Substituting these results into (2.18), we conclude
Similarly, applying ∇ 2 to (2.2a), (2.2b), (2.2c) and multiplying by ∇ 2 n, ∇ 2 v, ∇ 2 E respectively, integrating over R 3 , we have
To estimate the right-hand side of the above equation, we note, by Hölder's inequality and Sobolev's inequality, that
. Integrating by parts, we have
. Finally, by symmetry, we have
Similarly, we have
. Putting these estimates into (2.20), we get
Combining (2.19) and (2.21) yields (2.17) if δ is small enough. This completes the proof of the lemma.
In the following lemma we give the dissipation on |∇n| H 1 .
Lemma 2.3. Under the assumption (2.4), we have
Proof. Notice that the condition div(ρF T ) = 0 for all t ≥ 0 gives
Thus we have
Thus by applying ∇ i to (2.2b) and summing over i, we have
where
Multiplying the above equation by n, and then integration over R 3 , we have
where we use the the continuity equation (2.2a). By Sobolev's, Hölder's and Cauchy's inequalities, we obtain
which gives (2.22) if δ is sufficiently small. Multiplying (2.25) by △n, and then integrating over R 3 , we have
which gives (2.23) if δ is small enough. This completes the proof of lemma.
In the following lemma we give the dissipation on |∇(E T − E)| H 1 .
Lemma 2.4. Under the assumption (2.4), we have
Proof. Taking (2.2c) T − (2.2c), we have
Note the condition F lk ∇ l F ij = F lj ∇ l F ik for all t ≥ 0, which means that
(2.30)
Thus by applying curl to (2.2b), we have
where the antisymmetric matrix S is defined as
Notice that the system (2.28)-(2.31) takes a similar form as the system (2.2a)-(2.25). Thus after a similar argument as Lemma 2.3, (2.26) and (2.27) follows. The proof of lemma is completed.
Finally, in the following lemma we give the dissipation on |∇E| H 1 .
Lemma 2.5. Under assumption (2.4), we have
Proof. Combining (2.24) and (2.30), we have
Thus using the property of Riesz potential, (2.4) and (2.5), we arrive at
Under the above estimate, we may deduce from (2.29) that
This proves (2.32) and (2.33), and the proof lemma is completed. Now we are in a position to verify (2.4). Since δ > 0 is sufficiently small, from Lemma 2.1-Lemma 2.5, we can choose a constant D 1 > 0 suitably large such that
for any t ≥ 0, which implies
Then (2.35) gives (2.4). Thus we prove the global existence result of Theorem 1.1.
Convergence rate of the solution
In this section we shall prove the decay rates of the solution to finish the proof of Theorem 1.1. In Section 3.1, we list some elementary conclusion on the decay-in-time estimates for the linearized system and a useful inequality. In Section 3.2, we shall first obtain the energy inequality for the derivatives of the orders from the first to the third, and then we show a decay-in-time estimate for the first order derivatives, where the error is related to the derivatives of the higher order. Finally, by combining these estimates we get the optimal decay rates.
Spectral analysis and linear L 2 estimates
We first note that the linearized system (2.2a)-(2.25) depends only on (n, div v) while the linearized system (2.28)-(2.31) also depends only on (W, E T − E). Denote by Λ s the pseudo differential operator defined by
and let m = Λ −1 div v be the "compressible part" of the velocity, and
be the "incompressible part" of the velocity. We finally obtain
Indeed, as the definition of d and ω, and the relation
involve pseudo-differential operators of degree zero, the estimates in space H l (R 3 ) for the original function v will be the same as for (d, ω) .
Here, we just discuss the system (3.1) for example, since the system (3.2) is the same as system (3.1). To use the L p − L q estimates of the linear problem for the nonlinear system (3.1) and system (3.2), we rewrite the solution of (3,1) as
where we use the notations
and K(t) is the solution semigroup defined by K(t) = e tB , t ≥ 0, with B being a matrix-valued differential operator given by
Now we aim to analyze the differential operator B in terms of its Fourier expression A and to show the long time properties of the semigroup K(t). For this purpose, we need to consider the following linearized system
Applying the Fourier transform to system (3.3), we have
The characteristic polynomial of A(ξ) is κ 2 + (2µ + λ)κ + 2|ξ| 2 , which implies the eigenvalues are
The semigroup e tA is expressed as
Thus the semigroup K(t) has the following properties on the decay in time, which can be found in [10, 11, 14] .
Lemma 3.1. Let k ≥ 0 be an integer and 1 ≤ l ≤ 2. Then for any t ≥ 0, the solution U(t) = (n(t), d(t)) of system (3.6) satisfies
where the decay rate is measured by
We finish this subsection by listing an elementary but useful inequality [4] :
Convergence rates
Now we will show the energy inequality as follows:
Lemma 3.3. Under the assumption (2.4), let (n, v, E) be the solution to the initial value problem (2.2), then there are two positive constants C and D 2 such that if δ > 0 in (2.4) is small enough, it holds
where the energy function M(t) defined by (3.7) is equivalent to |∇(n, v, E)| 2 H 1 , that is, there exists a positive constant C 1 > 0 such that
Proof. Since δ > 0 is sufficiently small, from Lemma 2.2-Lemma 2.5, we can choose a constant D 2 > 0 suitably large such that
Define the energy functional
for any t ≥ 0, where it is noticed that M(t) is equivalent to |∇(n, v, E)| 2 H 1 since D 2 can be large enough. Adding |∇(n, v, E)| to both sides of (3.6) gives (3.5) . This completes the proof of the lemma. To close the estimate (3.5), we shall estimate the decay rate of the first order derivatives, this will be based on Lemma 3.1 about the decay estimates on the semigroup K(t). Precisely, we have the following lemma.
Lemma 3.4. Under the assumption (2.4), let (n, v, E) be the solution to the initial value problem (2.2). Then we have
Proof. From the Duhamel's principle, it holds that
Thus from Lemma 3.1, we have
where σ(1, 2; 1) = 5 4 by (3.4). By Hölder's inequality and Sobolev's inequality, the nonlinear source terms can be estimated as follows:
Putting these estimates into (3.11), by (2.35), (3.9), Lemma 3.2 and Hölder's inequality, we arrive at
Combining the above two inequalities, Lemma 2.5, and the relation of v and (d, ω), we get (3.10) . This completes the proof of the lemma.
Now we are in a position to prove (1.6)-(1.7) in Theorem 1.1. Applying the Gronwall's inequality to the Lyapunov-type inequality (3.5), by (3.10), we get
In view of (3.8), we have
, since δ > 0 is sufficiently small. Thus (3.9) gives
This proves (1.7). Now for (1.6), first by Sovolev's inequality and (3.12), we have
Meanwhile, using Lemma 3.1 and Lemma 3.2, it follows from the Duhamel's principle that
(3.14)
Finally, we derive the time-decay-rate on |E(t)| L 2 . From (2.29) and (2.34), we have
The above two inequalities give
Combining (3.14), (3.15), (3.17) and the relation of v and (d, ω), we have
Hence, by the interpolation, it follows from (3.13), (3.18) that for any 2 ≤ p ≤ 6
. The proof of (1.6)-(1.7) is completed.
Lower bound time decay rate
In this section, we investigate the lower bound time decay for global solutions. Define ̺(t, x) = ρ(t, x) − 1, m(t, x) = ρu, F = ρF − I.
Then the condition divF T = 0 ensures that
),
Thus we have the following system which only depends on (̺, div m)
By Hölder's inequality and Sobolev's inequality, it is easy to verify that
Thus by Duhamel's principle, Lemma 3.1 and the condition (1.8), we have On the other hand, the condition F lk ∇ l F ij = F lj ∇ l F ik means that Using the fact div F T = 0, we have
).
Thus by applying curl to (1.1b) we have (curl m) t − µ△(curl m) + α△(F T − F ) = H 1 (4.2)
We also note that
where we used the condition div(ρF T ) = 0. Thus we have
Duhamel's principle, Lemma 3.1 and the condition (1.8), we have the following estimates of system (4.2)-(4.3):
