In this paper, we propose an adaptive stopping rule for kernel-based gradient descent (KGD) algorithms. We introduce the empirical effective dimension to quantify the increments of iterations in KGD and derive an implementable early stopping strategy. We analyze the performance of the adaptive stopping rule in the framework of learning theory.
rule for KGD. We propose a novel adaptive stopping rule (ASR) for KGD by controlling the increments between two successive iterations rather than using the bias-variance principle. The basic idea of ASR is to use the empirical effective dimension [26] to quantify these increments by using the recently developed integral operator approach [18, 23] .
Theoretically, we prove that KGD equipped with the proposed ASR can achieve the optimal learning rates established in [23] , which demonstrating the effectiveness of ASR.
Furthermore, we present a tight upper bound of the derived number of iterations, showing its outperformance over the cross-validation, balancing principle and Lepskii principle.
Numerically, we conduct a series of simulations to show that ASR succeeds in finding a number of iteration which is near to the optimal one.
The rest of paper is organized as follows. In the next section, we introduce KGD and study the role of iterations. In Section 3, we propose the adaptive stopping rule and study its properties. In Section 4, we deduce optimal learning rates for KGD equipped with the adaptive stopping rule and compare our result with some related work. In Section 5, we prove our main results. In Section 6, we conduct a series of simulations to show the feasibility of the proposed stopping rule.
Kernel-based Gradient Descents
In this section, we introduce the definition of kernel gradient descent (KGD) and then present the role of iterations in KGD.
Kernel-based gradient descent
be a sample set with |D| the cardinality of D, X a compact input space and Y ⊆ R an output space. Let K : X × X → R be a Mercer kernel and H K be its corresponding reproducing kernel Hilbert space (RKHS) endowed with the inner product ·, · K and norm · K . Since X is compact and K is a Mercer kernel, it is easy to check that κ := sup x∈X K(x, x) < ∞. Kernel methods aim at finding a function f ∈ H K to minimize the empirical risk
1)
Since H K is usually a space of infinite dimension, there are infinitely many solutions to (2.1) . To determined the solution uniquely, four approaches are usually adopted. The first one is to impose some structure restriction, such as the minimal RKHS norm in KRR [14] , minimal 1 norm in kernel Lasso [32] , or minimal 2 norm in kernel-based coefficient regularization algorithm [19] , on the derived estimator. These algorithms benefit in implementing but suffer from the well-known saturation phenomenon [16, 19] in the sense that their learning rates cannot be improved once the target (regression) function goes beyond a certain level of regularity. The second one is to formulate the empirical risk minimization as an inverse problem [11] by borrowing the idea of spectral algorithm from inverse problems [16] to control the spectra of the kernel matrix. The typical example is KPCA, which is capable of avoiding the saturation of KRR [13] . The problem is, however, that KPCA requires to compute the eigenvalues of kernel matric and thus needs O(|D| 3 ) complexity in training. The third one is the Krylov subspace method that runs the empirical risk minimization on a series nested subspaces of H K . KCG and KPLS cheer this philosophy and are proved to succeed in avoiding the saturation of KRR with less computations than KPCA [3, 24] . However, the nonlinear nature of the algorithm reduces their scalability in developing distributed variants with theoretical guarantees to tackle distributively stored massive data.
The last approach, which is studied in this paper, is to use the gradient descent algorithm with early stopping [40] to approximate the solution to (2.1). Since the gradient of L with respect to f ∈ H K can be derived by
Given a step size β > 0 , the kernel-based gradient descent (KGD) for (2.1) can be formulated iteratively by
with c 0 = (0, . . . , 0) T . Therefore, KGD requires O(|D| 2 ) computational complexity in each iteration. Due to the nature of linearity (2.3), scalable and provable variants of KGD such as distributed KGD [23] and KGD with sub-sampling [6] have been proposed to tackle massive data.
Theoretical advantages of KGD
We recall some existing theoretical analysis of KGD in the framework of learning theory [10] . Throughout this paper, the samples
are assumed to be drawn independently and identically according to an unknown distribution ρ := ρ X × ρ(y|x)
with ρ X the marginal distribution and ρ(y|x) the conditional distribution on x. The aim of learning is to find an estimator to approximate the well-known regression function f ρ = Y ydρ(y|x). Denote by L 2 ρ X the space of ρ-square integrable functions endowed with norm · ρ .
The learning performance of KGD is described via three assumptions: the noise assumption, regularity of the regression function and the capacity of RKHS. For the first one, we assume Y y 2 dρ < ∞ and
where M and γ are positive constants. Condition (2.5) is satisfied [7] if the noise is uniformly bounded, Gaussian or sub-Gaussian.
To present the second assumption, we need to define the following positive operator
The positivity is guaranteed since K is a Mercer kernel. Then, the second assumption is the following regularity condition:
where L r K is the r-th power of L K . Assumption (2.6) has been widely used in a number of literature [7, 40, 3, 18, 22] and the exponent r is used to quantify the regularity of f ρ .
It should be noted (2.6) with r = 1/2 implies f ρ ∈ H K and vice versa [7] .
At last, we introduce the effective dimension N (λ) to measure the complexity of H K which is defined by
where Tr denotes the trace of the trace-class operator (or matrix). We assume that there exist a parameter 0 < s ≤ 1 and a constant C 0 > 0 such that
This assumption characterizes the capacity of H K , and is adopted in vast learning theory literature [3, 18, 23, 21] . The condition (2.7) with s = 1 is always satisfied by taking
is slightly more general than the eigenvalue decaying assumption [7] . Based on these three assumptions, it can be found in [23, Corollalry 1] that the following optimal learning rates hold for KGD. 
where c , C are constants depending only on M, γ, β, κ, h ρ ρ , C 0 and r.
Lemma 2.1 together with [7, Theorem 2] shows that the established learning rate for KGD is optimal in the minimax sense, provided the number of iterations is fine-tuned.
Furthermore, it also shows that the learning performance of KGD is independent of the step size β, provided 0 < β ≤ κ −2 . Although the aforementioned theoretical verification indicates the superiority of KGD, there is still a crucial issue of KGD to impede its wide applications. That is, how to determine the parameter t to optimize the learning capability of KGD.
Role of iterations
To study the selection of optimal t for KGD, we need to deeply understand the role of iterations in the learning process. In this part, we study the nature of iteration from the bias and variance perspective theoretically.
be the noise-free version of f t,β,D . Then, it follows from (2. 3) that
Then, the triangle inequality yields
Then, for arbitrary f ∈ H K , there holds
(2.10)
The following lemma which can be found in [25] establishes a relation between f ρ , f D and f K .
and A denotes the spectral norm of the operator A.
In this way, to study the role of t in bounding f t,β,D − f ρ ρ , it suffices to pursue its effect
From (2.9), we can define the bias and variance to be
To quantify bounds of bias and variance, we use the empirical effective dimension [26, 25, 5] , which is defined by
We then have the following proposition, which describes the role of t in controlling bias and variance. 
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and A HS is the Hilbert-Schmidt norm of the Hilbert-Schmidt operator A.
Proposition 2.3 presents the trends of bias and variance when the iteration happens.
It can be found in (2.19) and (2.16 ) that the variance increases as the iteration happens.
On the contrary, (2.18), (2.15) and (2.17) show that the bias is monotonically decreasing with respect to t. Therefore, there exists an optimal t minimizing the generalization error of KGD. Based on the bias and variance property of KGD, a natural way is to find the optimal t for balancing two items [28] . However, the derived stopping rule in [28] does not employ the iterative property (2.3) of KGD, which makes it difficult to reflect the regularity level r.
Adaptive Stopping Rule for KGD
In this section, we propose an adaptive stopping rule for KGD and discuss its implementation.
Adaptive stopping rule
Since the best generalization error is usually obtained when the bias equals to variance, an intuitive way to determine the number of iterations is to stop the algorithm early, once the bias is not smaller than the variance. Based on Proposition 2.3, we can choose t D,β,r to be the smallest integer satisfying
For each fixed r ≥ 1/2, t D,β,r is computable and thus yields a series of partially adaptive stopping rules. In particular, the stopping rule in [28] is based on the similar bias-variance trade-off principle as (3.1) for r = 1/2. However, such a bias-variance trade-off principle fails to adaptively reflect the regularity of the regression function.
In this section, we use a different approach from (3.1) by using the special iterative nature of KGD. Our basic idea is to control the error increments of successive iterations.
Since
and the optimal t is obtained when B t,β,D = V t,β,D , we design a stopping rule to be the first iteration such that
which theoretically removes the effect of r in bounding the bias. The problem is that f ρ is unknown, making the left hand side of the above inequality (3.2) impossible to be numerically computed. Recalling (2.3), we have
In the following proposition, we show that the · D norm and · K norm of the gradient behave similarly to the bias-variance trends in Proposition 2.3 and thus it is natural to adopt the error increments of successive iterations in the stopping rule.
2), we then propose an adaptive stopping rule for KGD,t :=t D,β , which is the smallest integer satisfying
where δ ∈ (0, 1) is a confidence level.
Implementation of the adaptive stopping rule
Due to (2.3), there are c t+1 = (c t+1 1 , . . . , c t+1 |D| ) and c t = (c t 1 , . . . , c t |D| ) such that
In the following proposition, we show that the above quantities, and therefore the left hand side of (3.4), are monotonically decreasing with t. 
for different t. Noting that the eigenvectors for the matrices K and (t −1 |D|I + K) −1 are the same, if the eigenvalues of K, denoting by {σ x 1 , . . . , σ x |D| } in a decreasing order, are obtained, then the empirical effective dimension for any t can be obtained by [28] , our adaptive stopping rule requires to compute eigenvalues of K and thus needs O(|D| 3 ) computational complexity, which makes the totally computational burden of KGD equipped with (3.4) be similar as KPCA and KRR.
The difference is that computing eigenvalues in our approach is to early stop the iteration, while that in KPCA and KRR is for the algorithms themselves. Thus, the performance is not very sensitive to eigenvalues. With this observation, we can adopt numerous acceleration techniques [29, 1] which require also O(|D| 2 ) computational complexity. Since we focus on the feasibility rather than scalability of the stopping rule in this paper, we will leave the accelerated version of the adaptive stopping rule in a future study.
In implementing the algorithm, we also need to determine the noise constants κ, M and the confidence level δ. It should be mentioned that the confidence constant in (3.4) is just for deducing optimal learning rates in probability. If we are concerned with the error estimate in expectation, it can be removed by deriving similar error analysis as Proposition 3.1 and is trivial by using the probability to expectation formula
Thus, the confidence constant can be removed in practice. Furthermore, we can utilize the approach in [28] to compute the noise constant, which makes the stopping rule (3.4) numerically feasible. However, the problem is that our stopping rule as well as other parameter selection strategies such as the data driven rule [28] , balancing principle [26] and Lepskii principle [5] , depends on error estimates of the bias and variance. It is difficult to check that the constant in the estimate is optimal, making the stopping rule far from optimal. Fortunately, we find that the constant is independent of the data size.
Consequently, we can use the cross-validation to select the constant by running KGD with (3.4) on a small data set, i.e., drawn |D|/10 data from D for example. In a nutshell, we write W D,t :=
For each C cv which will be determined by crossing validation on a small data set, we can numerically chooset to be the smallest positive integer such that
Optimal Learning Rates for KGD with Adaptive Stopping Rules
In this section, we study the learning rate of KGD with the proposed adaptive stopping rule and present some comparisons with related work.
Feasibility of the adaptive stopping rule
We begin our study on a tight bound oft defined by (3.4) , which shows the total number of iterations and demonstrates the computational advantages for the adaptive stopping rule. The following theorem is our first main result. and
where C is a constant independent of |D| or δ.
Theorem 4.2 shows that KGD with the proposed adaptive stopping rule achieves the optimal learning rates of KGD in Lemma 2.1. It should be mentioned that the data driven stopping rule in [28] , balancing principle in [26] and Lepskii principle in [5] require different stopping rules to guarantee the optimal learning rate under different metrics.
Differently, the adaptive stopping rule (3.1) guarantees optimal learning rates of KGD under three different metrics simultaneously: · ρ , · D and · K norms. This shows the first advantage of (3.4). Moreover, our stopping rule (3.4) is adaptive to the regularity condition (2.6) with r ≥ 1/2 rather than r = 1/2 in [28] , showing its second theoretical advantage. Both advantages demonstrate the power of the proposed adaptive stopping rule by making full use of the iterative nature of KGD.
Related works
In this part, we compare the proposed adaptive stopping rule with some related works.
KGD was initially proposed in [2, 16] as a special class of kernel-based spectral algorithms to conquer the saturation of KRR. Under (2.5), (2.6) and (2.7), optimal learning rates of KGD were established in [40] for s = 1 and r ≥ 1/2, [28] for r = 1/2 and 0 < s ≤ 1, and [18, 13, 4] for r ≥ 1/2 and 0 < s ≤ 1 by considering KGD as a special type of spectral algorithms. In [23] , by using its iterative nature, a scalable distributed version of KGD was proposed and optimal learning rates were deduced in probability. However, as shown in Lemma 2.1, optimal learning rates were established on the fine-tuned number of iterations, making the parameter selection essentially important.
The oracle method is a theoretically optimal parameter selection strategy to determine t in KGD under the assumption that the exact knowledge of the regression function f ρ is known.
• Oracle method: the number of iterations is determined by
Although the theoretical performance of the oracle method is perfect, its implementation is built upon some a-prior knowledge of f ρ , which is practically infeasible.
Hold-out (or cross-validation) [40, 24] method is a numerically feasible method for selecting t from [0, |D|] to realize optimal learning rates of KGD. The hold-out method The optimality of hold-out method for KGD can be easily derived by using the same method as that in [24] . The problem is, however, that the split of samples reduces the numerical performance of KGD itself.
Noting this, [12, 26] proposed a balancing principle to equip KGD without splitting the sample set.
• Balancing Principle: given the confidence level δ, the number of iterations is determined by
where W D,t is defined by (2.16) and C BP > 0 is a constant independent of |D|, δ or t. For implementation, we can use the approach discussed in Sec.3.2.
It can be found in (4.7) that the balancing principle does not require a split of the sample set. However, its theoretical feasibility was presented in [26] only for the · D norm, which is different from the classical · ρ norm. Due to this, [5] developed a Lepskii principle. Given a q > 1 and 0 < δ < 1, define T q :
.
• Lepskii Principle: the number of iterations is determined by
where W *
The optimality of the Lepskii principle was verified in [5] in the sense that KGD equipped with the Lepskii principle can achieve the optimal learning rate in Lemma 2.1.
It should be highlighted that all of the hold-out method, balancing principle and Lepskii principle regard t as a general parameter without considering the iterative nature of KGD, i.e., the computation of t only requires the computations of KGD of all t = 0, 1, . . . , t − 1. In this way, an early stopping rule rather than a parameter selection rule is desired. The work in [28] is the first result, to the best of our knowledge, to design an exclusive early stopping rule for KGD with theoretical guarantees. Let σ x 1 ≥ · · · ≥ σ x |D| be the eigenvalues of the kernel matrix K. Define the local empirical Rademacher complexity
. Denote η t = tβ. The data-driven stopping rule in [28] can be formulated as follows.
• Data-driven Stopping Rule: let t DSR be the first positive number such that
where τ > 0 is the standard deviation of noise and can be estimated by the classical method in [20] , and C DSR > 0 is a tuning parameter, which is suggested as 2e by [28] . The learning rates for KGD equipped with the data-driven stopping rule [28] were established under the · D metric for f ρ satisfying (2.6) with r = 1/2. Concerning the · ρ metric, [28] also introduced a similar stopping rule but is difficult to be implemented. Since the philosophy behind the stopping rule in [28] is due to the bias-variance trade-off in Proposition 2.3, it cannot reflect the regularity level r.
In a nutshell, the parameter-selection-based method, including the hold-out method, balancing principle and Lepskii principle dominates in theoretical analysis but do not make fully use of the iterative nature of KGD, while the early-stopping-based method in [28] is partially adaptive since it cannot reflect the regularity level of f ρ . Our stopping rule in (3.4) , combining the theoretical advantage of the former and computational advantage of the latter, succeeds in guaranteeing optimal learning rates for KGD (Theorem 4.2) with a controllable number of iteration, i.e.,t ≤ t 0 in Theorem 4.1.
Proofs
In this section, we prove our main results.
Operator representations and operator concentrations
The main tool in our analysis is the integral operator approach developed in [33, 22, 18] .
Let S D : H K → R |D| be the sampling operator [33] defined by
Its scaled adjoint S T D : R |D| → H K is given by
Then,
The gradient descent algorithm (2.3) can be rewritten as f 0,β,D = 0 and
Direct computation [40, 23] yields
The operation representation of KGD by (5.2) is significant, which will be used throughout in the analysis of KGD. The following lemma shows some important properties for this representation.
Lemma 5.1. Let g t,β be defined by (5.3). We have
4)
and
Proof. The proof of (5.4) can be found in [23, Lemma 1] . Set
It is easy to check that σ = v β(v+t) is the unique maximum point of h v,t,β on (0, ∞). For any h ∈ H K and L K,D ≤ κ 2 , it yields
Thus,
This completes the proof of Lemma 5.1.
Based on the operator representation, we use the operator difference to describe the bias, variance and generalization. The following lemma can be found in [25, Lemma 22] .
Lemma 5.2. Let D be a sample drawn independently according to ρ and 0 < δ < 1. Under (2.5, with confidence at least 1 − δ,
hold simultaneously, where Proof. It follows from Lemma 5.2 and (5.7) that with confidence 1 − δ,
Then, we obtain from Lemma 5.2 again that with confidence 1 − δ, there holds
Then, with confidence 1 − δ, there holds
This together with (2.16) completes the proof of Lemma 5.3.
Proof of propositions
In this section, we focus on proving propositions in Section 2 and Section 3. 
for positives operators A and B that
If r > 3/2, we obtain from Lemma 5.1 again, the bounds L K,D ≤ κ 2 , L K ≤ κ 2 , and the Lipschitz the following inequality [3] L r−1/2
Plugging the above two estimates into (5.11), we have 
Then it follows from Lemma 5.3 that with confidence 1 − δ, there holds
This completes the proof of Proposition 2.3.
Proof of Proposition 3.1. Due to (5.1) and (5.2) , we have
But (5.5) yields
If (2.6) holds with 1 2 ≤ r ≤ 3/2, then it follows from (5.5) and (5.12) that
If (2.6) holds with r > 3/2, then it follows from (5.5), (5.13) and (2.12) that
Plugging (5.17), (5.16 ) and (5.15) into (5.14) , we obtain Proof of Theorem 4.1. Define t * := t * D,β as the smallest integer satisfying
Then, it follows from Proposition 3.1 that
which together with the definition oft showŝ
If (2.7) holds for some 0 < s ≤ 1, then it follows from Lemma 5.2 that with confidence
Then, (2.16) yields that with confidence 1 − δ, there holds
where c 2 := 4 √ 2(κM + γ)(κ 2 + κ + 1). Define t * * := t * * D,β as the smallest integer satisfying
Then, it follows from the definition of t * , t ≤ t * ≤ t * * .
(5.25)
For t 0 =c|D| 1/(2r+s) withc > 0 to be defined below, we have from (5.23) and (2.7) that T D,t 0 ,δ ≥c s/2 c 2 C 0 |D| − r 2r+s log 4 16 δ .
But (2.7) and Lemma 5.2 yield that with confidence 1 − δ, there holds
where c 3 := ( √ C 0 + 2)(κ 2 + κ). For 1/2 ≤ r ≤ 3/2, setc as the constant satisfying
For r > 3/2, letc satisfy
Then, with confidence 1 − δ there holds
This implies t * * ≤ t 0 , which together with (5.25) 
where t 0 = c 0 |D| 1/(2r+s) is the value defined in Theorem 4.1. But Lemma 2.1 shows that 
wherec 5 is a constant independent of δ or |D|. Furthermore, fort ≤ k ≤ t 0 , (3.4) implies
Similar method as bounding ft ,β,D − f ρ ρ above then yields that with confidence 1 − δ, 
Numerical Analysis
In this section, we conduct simulation studies to verify our theoretical statement in Theorem 4.2 and demonstrate the numerical properties of KGD with ASR (3.7). Two toy simulation examples are reported to compare performances of the oracle method, hold-out method [40] , balancing principle [26] , Lepskii principle [5] , data-driven stopping rules [28] and the proposed ASR.
We generate n ∈ {100, 200, . . . , 1500} samples for training. The inputs {x i } n i=1 are independently drawn according to the uniform distribution on the (hyper-)cube [0, 1] d with d = 1 or d = 3. The corresponding outputs are generated from the regression models y i = g j (x i ) + ε i , i = 1, . . . , n, j = 1, 2, where ε i is the independent Gaussian noise N (0, 1/5),
i=1 are generated with {x i } drawn independently according to the uniform distribution and y i = g j (x i ), j = 1, 2. It can be found in [38, 30] that g 1 ∈ W 1 1 and g 2 ∈ W 4 3 , where W α d denotes the α-order Sobolev space on [0, 1] d . Let us define K 1 (x, x ) = 1 + min(x, x ) and K 2 (x, x ) = g 3 ( x − x 2 ) with
0,
x 2 > 1, (6.3) then K 1 and K 2 are reproducing kernels for W 1 1 and W 2 3 , and g 1 ∈ H K 1 and g 2 ∈ H K 2 respectively [38, 30] . Then the KGD algorithm with respect to K 1 and K 2 is conducted to fit the training samples. We employ three parameter-selection-based approaches: holdout method (HO), balancing principle (BP) and Lepskii principle (LP), an early-stoppingbased approach: data-dependent stopping rule (DSR) and a baseline: oracle (OR) method to be the reference of our proposed adaptive stopping rule (ASR). It should be mentioned that the tuning parameters C DSR , C BP , C ASR and C LP are chosen by the cross-validation on n/2 training samples and β = κ −2 . However, the original DSR proposed by [28] is suggested to fix the C DSR = 2e. For fair comparison, the strategy C DSR = 2e is also included in the simulation study. We repeat each simulation 100 times, and record the average mean squares error (MSE) on the testing samples. In a nutshell, the target of our simulation study is to show the performance of ASR and verify our theoretical assertions. The recorded average MSEs are shown in Figure 1 as function curves of the size of training samples. From Figure 1 , we can find the following four interesting phenomena:
• MSEs of KGD with all early stopping rules are decreasing with respect to the size of training sample. This verifies the theoretical results in [8] for HO, [26] for BP, [5] for LP, [28] for DSR and Theorem 4.2 for ASR;
• The performance of DSR2 is much worse than other strategies. Note that the constant C DSR is set to be 2e directly according to [28] and constants in other strategies are selected via cross-validation over a small part of samples. It then shows that although LP, BP, DSR and ASR are feasible in theory, they indeed transmit the difficulty in selecting the number of iterations to finding a suitable constant in the stopping rules, just as our Section 3.2 says. Fortunately, the constants in all these approaches are independent of |D|, which implies that we can choose them by using only a part of samples.
• Except for DSR2, all the stopping rules perform similarly. In particular, ASR, DSR1, BP, LP are a little better than HO and a little worse than OR. The main reason is that OR is theoretically optimal and HO uses only part of samples.
• The parameter-selection-based rules such as BP and LP are slightly better than the early-stopping-based rules such as DSR1 and ASR. However, the former require to compute KGD over a large of number candidates, e.g. t = 1, . . . , |D| which needs much more computational time. The latter, especially ASR, only need to run t ≤c|D| 1 2r+s according to Theorem 4.1.
In a word, ASR numerically performs similarly as parameter-selection-based rules with guaranteed number of iterations and theoretically outperforms DSR.
