What is the effect of landscape heterogeneity on the spread rate of populations? Several spatially-explicit simulation models address this question for particular cases and find qualitative insights (e.g., extinction thresholds) but no quantitative relationships. We use a time-discrete analytic model and find general quantitative relationships for the invasion threshold, i.e., the minimal percentage of suitable habitat required for population spread. We investigate how, on the relevant spatial scales, this threshold depends on the relationship between dispersal ability and fragmentation level. The invasion threshold increases with fragmentation level when there is no Allee effect, but it decreases with fragmentation in the presence of an Allee effect. We obtain simple formulas for the approximate spread rate of a population in heterogeneous landscapes from averaging techniques. Comparison with spatially explicit simulations shows an excellent agreement between approximate and true values. We apply our results to the spread of trees and give some implications for the control of invasive species.
Introduction
Spread of invasive organisms and diseases is a major ecological and health concern world wide, with estimates of economic impacts in the billions of dollars . Spread of native organisms is imperative for their survival under changing climatic conditions (Collingham and Huntley, 2000) . These processes of spatial spread take place into landscapes, often and increasingly fragmented by human activity, where disturbances can increase the likelihood of invasions (Hobbs, 2000) , decreasing amounts of habitat can cause native species extinction (Fahrig, 2002) , and hostile conditions between favorable patches can act as dispersal barriers (Sharov and Liebhold, 1998) . Despite the consensus that spread in heterogeneous landscapes depends on the interplay between heterogeneity and dispersal ability, experimental results are rare and difficult to obtain due to temporal and spatial scales involved, but see Bergelson et al. (1993) . Theoretical investigations, on the other hand, tend to neglect the effect of landscape structure on invasions . and earlier Fahrig (1991) both advocate the use of spatially-explicit simulation models to explore the effect of landscape structure since analytically tractable models, such as reaction-diffusion equations (RDEs), cannot accommodate the same level of detail and may therefore make inaccurate predictions. Indeed, many important insights and results arise from simulation models, first and foremost the existence of a certain threshold of habitat fragmentation beyond which invasions fail and populations go extinct. Terminology and threshold values vary depending on measures for fragmentation levels and processes implemented (Fahrig (1991) , and references therein). While most studies focus on the probability of invasion, some consider the effect of fragmentation on the migration rate, in particular for trees. Collingham and Huntley (2000) and Schwartz (1992) find that migration rates decrease considerably with decreasing amount of habitat; that a minimal amount of 10-40% of habitat is necessary for spread; and that with more than 25% of habitat remaining, migration rates are insensitive to fragmentation whereas below 25% migration rates drop faster in coarser landscapes. While these are clear qualitative insights emerging, threshold values vary considerably between studies and no quantitative relationships are available. In fact, due to their complexity, spatially-explicit simulation models tend to give specific results rather than provide insight into general principles. How many simulations would it have taken to discover Fisher's elegant and famous formula for the spread of an advantageous gene (Fisher, 1937) ? In the present work we use analytic models for spread in heterogeneous landscapes to elucidate the interplay between spatial scales involved and to derive quantitative relationships for thresholds and spread rates.
There has been considerable progress in the analysis of spatial heterogeneity in RDEmodels, starting with Shigesada et al. (1986) , who found persistence conditions and spread rates for individuals dispersing in a one-dimensional landscape consisting of periodically alternating 'good' and 'bad' patches. Their work was extended to include continuously varying landscapes (Kinezaki et al., 2006) , two-dimensional domains (Kinezaki et al., 2003) , directional movement , and was applied to the spread of genetically modified organisms (Cruywagen et al., 1996) , see Hastings et al. (2005) for a review and Berestycki et al. (2005) for recent analytical approaches.
Since the life cycles of most plant and many animal species consist of a distinct growth and dispersal phase, we choose the modeling framework of integrodifference equations (IDEs) to adequately reflect these different stages (Kot et al., 1996) . These discrete-time models have become increasingly popular, in part at least due to the simplicity with which different dispersal behaviors (Neubert et al., 1995; Lutscher, 2007) and stage-structure (Neubert and Caswell, 2000; Lutscher and Lewis, 2004) can be implemented. Kot et al. (1996) describe how the spread rate sensitively depends on dispersal behavior, Lewis et al. (2006) give a detailed description as to how to relate these models to data. Only a few authors have dealt with IDEs in heterogeneous landscapes. Powell and Zimmermann (2004) find that animal-vectored seed dispersal between periodically spaced caching sites can explain Reid's paradox of rapid tree migration. Kawasaki and Shigesada (2007) find analytic expressions for spread rates in a model with spatially varying growth rates. Lutscher (2008) shows that intermediate density-dependence in dispersal rates leads to fastest spread rates in fragmented landscapes. Most recently, Weinberger et al. (2008) gave a detailed analysis of the dynamic behavior of the model by Kawasaki and Shigesada (2007) , extended to include spatially varying kernels. Here, we build on and extend some of these results. We introduce the model and discuss habitat heterogeneity and scaling relationships in the next section. In the Results section, we derive approximate spread rates in heterogeneous landscapes and give simple threshold values for the minimal amount of suitable habitat that allows for invasions to occur. In the Discussion section, we relate our theoretical results to data and give some applications to management issues.
The Model
We consider a population of individuals that synchronously undergo a growth and dispersal phase, separated in time. We denote N t (x) as the density of individuals at time t and location x prior to the growth phase (Lutscher and Petrovskii, 2008) . The growth phase is described by some non-negative function, f, the dispersal phase by a dispersal kernel, k(x, y), which gives the probability of an individual moving from y to x (Neubert et al., 1995) The density in the next generation, N t+1 (x), arises by tallying arrivals at x from all possible locations y, or mathematically as the integrodifference equation
on an infinite, one-dimensional domain (Kot et al., 1996) . For later reference, we summarize relevant results on population spread according to equation (1) in a homogeneous landscape, where the growth function f (N, x) = f (N ) is independent of the second argument, and dispersal depends only on the distance z = x − y, so that the kernel depends on a single argument: k(x, y) = K(z). Under these assumptions, the population described by (1) will eventually spread at a constant rate, c * , provided that it grows fast enough and that the tails of the dispersal kernel are exponentially bounded so that the moment generating function M (s) = K(z) exp(sz)dz, exists for some nonzero value of s (Weinberger, 1982) . In the absence of an Allee effect, this rate is given by
provided that movement is unbiased (Weinberger, 1982) . In the case with an Allee effect, there is a spreading speed, but no simple formula for it (Wang et al., 2002) . If the tails of the kernel are not exponentially bounded, invasions may accelerate (Kot et al., 1996) . We model spatial heterogeneity by considering two types of periodically alternating patches (Shigesada et al., 1986) , denoted as 'good' and 'bad' according to the properties of the growth function there (see the Results section). We relax the assumption of periodicity and consider random landscapes in the Discussion section. We denote by L 1 the length of a good patch and by L the period of the landscape, so that L − L 1 is the length of a bad patch and p = L 1 /L the percentage of good habitat. For fixed availability of good habitat, p, large values of L correspond to large good patches or low fragmentation levels whereas small values of L indicate highly fragmented habitat.
Spatial heterogeneity in the growth function, f (N, x), is indicated by the explicit spatial dependence in the second argument. But how should one model the effects of spatial heterogeneity on dispersal behavior? Kawasaki and Shigesada (2007) assume that spatial heterogeneity does not affect dispersal, as is probably true for some wind-dispersed seeds. Powell and Zimmermann (2004) use a RDE to describe animals transporting seeds to periodically-spaced caches. From this RDE submodel they derive a dispersal kernel for the seeds, which depends on initial and final locations, x, y, and not only on the distance z = x− y. In this case, the theory cited above does not apply, and there is no simple way to calculate a spread rate. Powell and Zimmermann (2004) circumvent this difficulty using averaging techniques for the RDE to derive a kernel of the form K(z) for the IDE. Weinberger et al. (2008) develop theory for more general periodic kernels and overcompensatory growth function. Here, we take an intermediate approach. We assume that dispersal from a point, y, depends only on the distance, z = x − y, but that the average dispersal distance may depend on the initial location, y, of the dispersing individual, see Figure 1 . As examples, we use the Gaussian and Laplace kernels with location-dependent variance σ 2 (y), i.e.,
Such dispersal patterns describe for example individuals moving only short distances when in high-quality habitat but longer distances when in low-quality habitat so as to enhance their chances of landing in high-quality habitat. Alternatively, individuals in low-quality habitat may have less energy to allocate to dispersal and hence may only disperse short distances. Also, the landscape may be homogeneous for the spreading species but not for its dispersal vectors, for example, two bird species with different dispersal distances transporting seeds of the same plant (Spiegel and Nathan, 2007) . To elucidate the relationship between dispersal ability and habitat fragmentation, we scale the spatial variable by the habitat period, i.e., we introduce the dimensionless quantitŷ x = x/L. With respect to this new variable, the variance of the dispersal kernel is given
Hence, decreasing habitat fragmentation by increasing the size of good patches by a factor of 2 is equivalent to decreasing the variance by a factor of 4, see Figure  1 . Henceforth, we use scaled variables, but drop the hat for notational convenience. Large values of σ 2 therefore indicate good dispersal ability with respect to fragmentation level. 
Results
We first consider the case that the growth function, f, has no Allee effect. Then the linear conjecture (Mollison, 1991) and results by Weinberger (2002) and Weinberger et al. (2008) state that the spread rate of the nonlinear equation (1) is the same as the one of the linearized equation
where r(y) = ∂f /(∂N )(0, y) is the linearized growth rate. On a good patch, we set r(y) = r 1 > 1, i.e., in the absence of dispersal a population can persist on such a patch. On a bad patch, we set r(y) = r 2 ≤ r 1 , with r 2 = 0 indicating completely hostile bad patches.
We include the case of r 2 > 0 since Fahrig (2001) showed that increasing matrix quality significantly enhances species persistence. To simplify notation, we write K 1,2 (z) for the dispersal kernel in good and bad patches, respectively. Despite the simplification to a linear equation, exact expressions for the spread rate of (4) are only available in the special case where K 1 = K 2 is the Laplace kernel (Kawasaki and Shigesada, 2007) . However, if the scale of spread is much larger than the scale of landscape heterogeneity, then variations in population density after the growth phase are 'smeared' out during the dispersal phase, and we expect that spatially averaged conditions give a good approximation to the spread rate. We explain the mathematical aspects of averaging in appendix A.1, and use numerical simulations to demonstrate that this technique gives excellent approximations even if the separation of scales is not large, see 'Discussion'.
The detailed derivation in Appendix A.1 explains how averaging growth and dispersal leads to an approximation for the rate of spread that is similar to formula (2) but with the moment generating functions averaged accordingly. If the spatially averaged growth rate exceeds unity, i.e., pr 1 + (1 − p)r 2 > 1, the approximate spread rate iŝ
assuming that the moment generating functions, M j (s), of the kernels K j (z) exist for some nonzero value of s. If the spatially averaged growth rate is less than unity, then the approximation predicts extinction. If the growth rate in bad patches exceeds unity, the population will persist and spread. If r 2 < 1, a rule of thumb for the invasion threshold, the minimal percentage of good habitat that allows a population to spread, is
We compared the approximate spread rate,ĉ, to the true rate,c, obtained by numerical simulation (for technical details, see Appendix A.1) and found an excellent agreement. Representative for many simulation runs, we chose three different scenarios in Figures 2, 3 (Gaussian and Laplace kernel, respectively): (a) equal kernels, varying growth rate, large variance; (b) equal kernels, varying growth rate, small variance; and (c) equal growth rate, varying kernels. Since we expect the differences betweenĉ andc to increase with increasing spatial variability, we chose the extreme case of completely hostile bad habitat in (a) and (b). Setting r 2 = 0, we obtain an invasion threshold of p min = 1/r 1 . We find an excellent agreement between approximate and true speed for both kernels, except for the case of the Laplace kernel with small variance near the invasion threshold. This case has been treated analytically in Kawasaki and Shigesada (2007) , and our numerical simulations agree well with their result. Since we obtained the approximate spread rate under the assumption that the variance of the kernel be large (σ 2 → ∞), it is not surprising that the approximation may fail for small variances, see 'Discussion' for relevant spatial scales.
Invasion Threshold
The discrepancy between true and approximate spread rate for the Laplace kernel occurs near the invasion threshold. The same phenomenon is present for the Gaussian kernel, albeit much less pronounced and for much smaller variance (e.g. σ 2 1 = 0.1, plot not shown). Since the rule of thumb (6) is independent of the dispersal parameters, this discrepancy is not too surprising. We now use the dispersal parameters to obtain an improved invasion threshold, for simplicity only in the case of completely hostile bad habitat (r 2 = 0).
With no Allee effect and an everywhere positive kernel a population will spread if it can persist. Persistence is guaranteed if a large enough proportion of dispersing individuals settles in good habitat. For small variances, individuals from a good patch will likely remain in the same or a nearby good patch, so that the population can persist. This effect is less pronounced in the Gaussian than the leptokurtic Laplace kernel. Figure 2 . The true spread rate according to Kawasaki and Shigesada (2007) confirms the simulated value in cases (a-b), where it applies.
Persistence and spread of the population described by (1) are guaranteed if the leading eigenvalue of the integral operator in (4) exceeds unity (Van Kirk and Lewis, 1997) . While an explicit expression for this eigenvalue is rarely available, approximate conditions can be derived, using the average dispersal success (ADS) (Lutscher and Lewis, 2004 ). This number is the spatially averaged probability that a disperser from a good patch settles in a good patch. Hence, the ADS can be obtained from field data (point-release experiments) without estimating a dispersal kernel or making assumptions about its shape. For a periodic landscape with good patches [n, n + p] of length p with left endpoint at the integers n ∈ Z, the ADS is given as
If dispersal spreads individuals out evenly and far then the probability of landing in good habitat equals the proportion of good habitat, and hence the ADS equals p. If individuals move very little, then they are likely to stay in good habitat, and therefore the ADS is near unity. To first approximation, the population can persist if the growth rate, r 1 , multiplied by the average dispersal success exceeds unity (Fagan and Lutscher, 2006) . Hence, the minimal percentage of good habitat required for persistence and spread is given by
The ADS for the Laplace kernel can be calculated explicitly (Botsford et al., 2001 ), but not p min . In Figure 4 , we plot the invasion threshold (8) kernels. We observe that for the Gauss and Laplace kernel, this threshold deviates from the rule of thumb (6) only for small variance, and that the deviation is smallest for the Gaussian kernel. We also observe that the invasion threshold increases with increasing dispersal ability or, equivalently, with increasing fragmentation level, which confirms the results by Fahrig (2002) .
The Allee effect
When the growth function exhibits an Allee effect, the linearization (4) fails to predict the spread rate. Following Kot et al. (1996) , we use the step function f (N ) = 1 if N ≥ N a and f (N ) = 0 if N < N a , with Allee-threshold N a , as a caricature for the Allee effect and give an implicit equation for the spread rate in homogeneous landscapes in Appendix A.2. In fragmented landscapes, we use this function in good patches and set f = 0 in bad patches. Since dispersal from bad patches is then irrelevant, we drop the indices on K and σ 2 . A population density of N in good patches of proportion p gives an average density of Np. Hence, the averaged population can grow if Np ≥ N a or N ≥ N a /p. Therefore, we get the approximate spread rate,ĉ, implicitly from the formula in Appendix A.2 (details there) as (11) gives p min = 0.4, which slightly underestimates the true value for both kernels. The explicit form of the invasion threshold for the Laplace kernel (13) for the chosen parameters gives the value p min = 0.523, which is fairly accurate.
provided N a /p < 1/2. For the Gaussian and Laplace kernel the explicit values arê
where erf −1 is the inverse error function. The necessary condition N a /p < 1/2, gives a rule of thumb for the invasion threshold with Allee effect as
True and approximate spread rates (9) are in excellent agreement for large enough p and σ 2 , and that the rule of thumb (11) is fairly accurate ( Figure 5 ). When comparing results with and without Allee effect (Figures 5 and 2) , we observe some striking similarities and differences. In both cases, the approximation is better for the Gaussian than the Laplace kernel, but with Allee effect the Gaussian kernel gives the higher spread rate at equal variance, see Appendix A.2 for details. In addition, near the invasion threshold, the approximation with Allee effect overestimates the true spread while it underestimated the spread rate without Allee effect.
As before, we wish to include dispersal parameters into the rule of thumb (11). With Allee effect, a population that persists on some patches may not be able to spread to other patches unless enough individuals can cross the gap to the next good patch. Let us assume that all good patches [n, n + p] with n < 0 are occupied whereas all those with n ≥ 0 are (11) is p min = 2N a = 0.4, which is achieved in the limit as σ 2 → ∞.
empty. Spread is guaranteed if the number of individuals dispersing to the left endpoint of the first empty patch, x = 0, exceeds the Allee threshold, i.e., if
The value of p for which inequality (12) becomes an equality gives a prediction for the invasion threshold, p min , that includes dispersal behavior, just as formula (8) improved the simple rule of thumb (6) for the case without the Allee effect. For the Laplace kernel, p min according to (12) is given explicitly as Figure 6 demonstrates that the invasion threshold based on (12) is a decreasing function of dispersal ability or habitat fragmentation, as opposed to the case without Allee effect, where it was an increasing function. As habitat fragmentation increases, the gaps between good patches become smaller, and it is more likely that enough individuals cross the gap to exceed the Allee threshold on the next good patch. The invasion threshold is lowest for the Gauss kernel and highest for the exponential square root kernel, i.e., the order is inverted compared to the case without Allee effect. points out the gap between analytic models for spatial spread, most of which assume a homogeneous landscape, and spatially-explicit models, which typically generate specific, qualitative insights. Here, we bridge this gap by incorporating landscape heterogeneity into an analytic model and derive general quantitative relationships that are hard to obtain from simulation models. In particular, we answer the question under which conditions spatially-explicit models are needed and where simple models are good enough. This information helps avoid lengthy and costly simulations, and it indicates which experimental aspects are most important.
Discussion
Our analysis of spread rates in heterogeneous landscapes found many qualitative features that had been observed in simulation models, e.g., invasion threshold (Fahrig, 2002) , importance of dispersal scale , and importance of habitat amount versus fragmentation (e.g., Collingham and Huntley (2000) , in particular their Figures 6-11 ). More importantly, we derived quantitative relationships for the invasion threshold, excluding (6,11), and including dispersal parameters (8,12), as well as for the spread rate (5,9).
The relative magnitude of dispersal ability and landscape scale plays a key role. Without an Allee effect, the approximate and true spread rate are in excellent agreement for σ 2 > 0.3, or, alternatively, when the mean dispersal distance is approximately 40% of the landscape period, with Allee effect the values are higher, namely σ 2 = 2 or a mean dispersal distance equal to the period. In either case, the assumption that the dispersal scale be much larger than the landscape scale is not necessary for averaging techniques to give good approximations. Hence, many results obtained from analytic models on homogeneous landscapes are relevant with appropriately averaged parameters. While the analysis is done for periodic patchy landscapes, we also considered smoothly varying and random landscapes. In both cases, we found that our averaging techniques gave very good results, see Figure 7 for the case of random landscapes. When the tails of the dispersal kernel are not exponentially bounded, as is the case for the exponential square root kernel
then invasions in homogeneous landscapes accelerate (Kot et al., 1996) . Our simulations for this kernel indicate that fragmentation can slow spread, but invasions still accelerate (Figure 8) , and the invasion threshold is even lower than for the Laplace kernel (Figure 4) . Without an Allee effect, the invasion threshold is the same as the 'extinction threshold', which increases with increasing habitat fragmentation. With Allee effect, invasion and extinction threshold are different, and the invasion threshold decreases with habitat fragmentation. Such a relation has been observed in nature but is typically unaccounted for in previous models (Fahrig, 2002) .
Simulation models for tree migration in a patchy landscape with hostile bad patches show that a minimal amount of 10-40% of good habitat is necessary for spread and predict speeds of up to 0.3-0.5 km/year, decreasing with decreasing habitat availability (Collingham and Huntley, 2000; Schwartz, 1992) . Given the slow growth of most tree species (r ≈ 1.02 − 1.09 (Collingham and Huntley, 2000) ), our invasion threshold (6) almost 100% of good habitat are necessary for spread, which is clearly not true. However, in the model by Collingham and Huntley (2000) only a small fraction of seeds disperses long distance. We modify equation (1) to allow only a fraction q of individuals to disperse (Appendix A.3). If we now assume r = r 1 > 1, and r 2 = 0 to mimic the setup of Collingham and Huntley (2000) , and if we further assume that r(1 − q) < 1 so that the nondispersing population alone cannot persist on a single good patch, then we average only the dispersing population to find an invasion threshold and an approximate spread rate. For example, r = 1.04 and q = 0.05 give p min = 23%, and spread rates of 0.05-0.7 km/year as p ranges from 0.25-1 (Gaussian kernel, standard deviation 9.7 km), all of which compare reasonably well with the results by Collingham and Huntley (2000) (all details in Appendix A.3). How effective is landscape fragmentation ('barrier zones') as a management tool to control invasions (Sharov and Liebhold, 1998) ? Our explicit quantitative relationships give some insights and allow for fast and inexpensive sensitivity analysis. With an Allee effect, larger hostile patches should be introduced whereas without an Allee effect a finegrained landscape makes spread more difficult for a given level of available habitat, see also Weinberger et al. (2008) . Fahrig (2001) points out the importance of population growth in bad but not hostile habitat. We examine the relative contributions of growth and dispersal in bad patches on the spread rate in Figure 9 . If the growth rate in bad patches is only slightly below the one in good patches, then the spread rate is highly sensitive to dispersal ability from bad patches. If, however, the growth rate in barrier zones can be reduced significantly below unity, then dispersal from these zones will not influence the spread rate much, which is fortunate given that growth is much easier to control than dispersal.
At this point, we note that the sum in the square brackets is the Riemann-sum approximation for the integral
with intervals of length L. Hence, as L → 0, the sum approaches the moment generating function. Note that L(w − z) → 0 as L → 0. Therefore, if we take the limit as L → 0 in equation (18), the right hand side becomes independent of w. Hence, the left hand side must be independent of w, and henceû has to be a constant. Then we are left with the equation for the speed
Now we follow the usual approach of taking logarithms on both sides and looking for the minimal wave speed. We arrive at the approximate spread rateĉ as in (5).
where the last equality holds for piecewise constant growth functions and dispersal kernels as described in the 'Model' section. For later reference, we point out that when dispersal is independent of initial location (K 1 = K 2 ), the formula for the approximate speed is obtained by averaging only the growth functionĉ = inf
In the special case where K 1 = K 2 is the Laplace kernel, Kawasaki and Shigesada (2007) derived an exact but implicit expression of the spread rate with a piecewise constant function r(y). From this implicit expression, they then derived expression (22) forĉ in the limit of large variance. Our approach does not give an exact speed, but is more general in that it works for any kernel and allows dispersal to vary between patch types.
We numerically solved equation (1) with Beverton-Holt growth function f using the Fast Fourier Transform (fft) routine in Matlab. Following Kawasaki and Shigesada (2007) , we determined the spread rate as the long-term average speed of the front location, x f (t), for a given detection threshold, N c 1, namely
To generate random landscapes with a fraction, p, of good habitat, we used a random number generator on each section of length 0.2 in a landscape of length 800 to determine whether this section was "good" or "bad". In other words, the length of each good and bad patch was an integer multiple of 0.2. Each section of length 0.2 was subdivided into 2 5 nodes to run simulations. For a given landscape, the initial population distribution was chosen to fill all the good patches between length 0 and 400. The front speed was calculated according to (23). We generated 100 landscapes for each value of p, and used the predefined Matlab function to generate the box-and-whisker plot in Figure 7 .
A.2 Spread rates for the Allee effect
The case of homogeneous habitat There is no simple explicit formula for spread rates in integrodifference equations with Allee effect (Wang et al., 2002) . Following Kot et al. (1996) , we use the step function f (N ) = 1 if N ≥ N a and f (N ) = 0 if N < N a , with Allee threshold N a as a caricature model of the Allee effect. Kot et al. (1996) calculated that for this particular choice of f the front locations x f (see (23) with N c N a ) of a spreading population between two subsequent time-steps are related to the kernel and the Allee-threshold through
see equation (B.3) by Kot et al. (1996) . They also showed that the population can spread only if N a < 1/2. If the population spreads asymptotically with constant speed c
Therefore, equation (24) gives the following implicit equation for c * ,
if the dispersal kernel is symmetric with zero mean. For certain kernels, equation (25) can be solved for c * , for example, for the Gaussian and Laplace kernel one obtains
respectively. Whether the spread rate is higher for the Gaussian or the Laplace kernel with equal variance depends on the value of N a but not on the variance. More precisely, there is a number n * such that if N a > n * then c * Gauss > c * Laplace whereas for N a < n * the relationship is reversed. The number n * is given implicitly by
Even if the dispersal kernel has fat tails, i.e., is not exponentially bounded, the population can still only spread at an asymptotically constant rate, because of the shape of f. If we choose the exponential square root kernel (14), which has finite moments but no moment generating function for s = 0, formula (25) still gives an equation for the asymptotic spread rate, but in this case, the equation cannot be solved for c * explicitly. Numerically, however, we observe that the spread rate is smaller than than for the Gaussian and Laplace kernels of equal variance, provided N a > n * . The case of heterogeneous habitat If the habitat consists of alternating good and bad patches, and if f = 0 in the bad patches, then we would like to use the idea of averaging. Since the function f is nonlinear and since the averaging method applied in A.1 relied on linearity, it does not carry over to the case with Allee effect. However, if we take some results from section A.1 as assumptions here, and combine them with the explicit formulas for the homogeneous case, then we can make an educated guess as to what the approximate spread rate should be, and verify it using numerical simulations.
Based on the results in A.1 and corresponding results for PDEs (see citations above) we here assume that (1) as the variance of the dispersal kernel becomes large, solutions N t (x) are constant with respect to the small scale, and that (2) the spread rate for equal kernels (K 1 = K 2 ) can be obtained by averaging only the (Allee) growth function
It is easy to calculate the average over the small scale as
since we assumed N to be constant on the small scale. Therefore, the averaged growth function g is simply a scaled version of the original function f. The spread rate of the "averaged" equation,
can be obtained from the homogeneous case described above with N a replaced by N a /p by the simple scaling N t = pU t . This derivation explains the heuristic reasoning presented in the main text. Numerical simulations confirm the validity of the assumptions for large enough variance ( Figure 5 ).
A.3 The case that only a fraction of the population disperses long distance
If only a fraction of individuals disperses at all or if a fraction disperses much further than the rest, then we need to modify the IDE (1) accordingly. We assume for simplicity that a fraction q of individuals disperses while the others remain sedentary. The resulting equation is (Volkov and Lui, 2007; Lutscher, 2008 )
We only consider the case without an Allee effect and study the linearized equation, 
As above, we assume a landscape of periodically alternating good and bad patches, and for simplicity, we assume bad patches to be hostile, i.e., r 2 = 0. We drop the indices on r 1 = r and on the dispersal kernel, k(x, y) = K(x−y), on a good patch. The averaging techniques we used in the case of q = 1, where all individuals disperse, relied on the assumption that dispersal happens on a large scale relative to landscape features. This assumption is clearly not satisfied for those individuals that do not disperse, but a modification of the approach in A.1 will lead to the desired result. We first aim to find the persistence threshold for this situation. If N t (x) is L-periodic then N t+1 (x) is L-periodic as well. We use the same scaling as in A.1, equations (17,18) 
whereN,r are the corresponding 1-periodic functions. The infinite sum is now the Riemann approximation of the integral K(v)dv, which is one, since K is a dispersal kernel. Hence, in the limit as L → 0, we obtain the equation
At this point, we split the 1-periodic function,N, into two functions, according to habitat patch, i.e., N (1) (w) =N (w) for 0 ≤ w < p, and N (2) (w) =N (w) for p ≤ w < 1. Then equation (34) 
SinceN t will grow only if the factor [(1 − q)r + qrp] exceeds unity, we obtain the minimal amount of good habitat necessary for persistence and spread as
Finally, we consider spread rates for equation (32) . We follow the exposition in appendix A.1, i.e., we set N t+1 (x) = N t (x − c) = e −s(x−c) u(x) and use the scaling as above (compare equations (16-19) to obtain the equation 
We now split the functionû into two functions, according to habitat patch (as above for N ), and we obtain the formula for the approximate minimum spread rate aŝ
Numerical simulations of the full model (31) show a good agreement between the actual and approximate spread rates. We chose the parameters to mimic the values for trees given by Collingham and Huntley (2000) , i.e., r = 1.04, q = 0.05 and σ 2 = 94. This choice of parameters gives p min = 0.23 according to (37). Table 1 gives the comparison of the true spread rate from numerical simulation with the approximate spread rate from (39) with the factor p included. 
