I study the role of high-frequency traders (HFTs) and non-high-frequency traders (nHFTs) in transmitting hard price information from the futures market to the stock market using an index arbitrage strategy. Using intraday transaction data with HFT identification, I find that HFTs process hard information faster and trade on it more aggressively than nHFTs. In terms of liquidity supply, HFTs are better at avoiding adverse selection than nHFTs. Consequently, HFTs enhance the linkage between the futures and stock markets, and significantly contribute to information efficiency in the stock market by reducing the delay between the stock and the futures markets.
Introduction
In recent years, the volume and complexity of information accessible to participants in financial markets has grown to exceed human information processing capacity. As a result, computer algorithms are now used to process large amounts of information more quickly. One specific group of computer trading algorithms is that used by high-frequency traders (HFTs). HFTs distinguish themselves from other groups of traders through their use of high speed trading and information processing, their high trading volume, as well as their sophisticated algorithms. 1 A major concern of regulatory authorities, such as the U.S. Securities and Exchange Commission (SEC) and the U.S. Commodity Futures Trading Commission (CFTC), is the influence of HFTs on market quality and price discovery (cf. the call for comments of the SEC, 2010) . HFTs contribute to price discovery through the application of different information processing strategies. Common information processing strategies of HFTs include arbitrage trading strategies. Index arbitrage focuses on mispricings between an index (such as the S&P 500) and its components. It can thus be categorized as "hard" quantitative information processing.
To address the regulatory concerns relating to price discovery, I analyze the role of HFTs and non-high-frequency traders (nHFTs) in interpreting "hard" futures price information for index arbitrage strategies, and study the implications for information efficiency. This paper provides an empirical test of hard information processing strategies used by HFTs, specifically index arbitrage strategies between the E-mini futures and the U.S. stock markets.
The results show that HFTs use their competitive advantage to react to hard quantitative information shocks faster and more strongly than nHFTs. Specifically, they trade in the direction of hard information shocks within the first few seconds and quickly start selling off their trading position in order to realize their trading profits. This trading behavior translates into HFTs increasing information efficiency by reducing the delay between the stock and futures markets' price adjustment. Consequently, they function as "messengers" between the futures and stock markets, and create a stronger interlinkage between both markets. the first to document this type of HFT behavior and analyze its effects on information efficiency.
First, the high-frequency dynamics of an index arbitrage strategy conducted by HFTs are illustrated. I show that liquidity-demanding HFTs trade on hard and short-lived information more aggressively and in higher volumes than nHFTs. After about 10 seconds, HFTs start selling off their trading position, arguably in order to quickly realize their trading profits. Roşu (2016) makes predictions concerning the aversion of fast traders to holding inventory. I support this finding as I observe the reversion behavior of HFTs after 10 seconds. However, liquidity supplying HFTs are able to prevent being adversely selected in contrast to liquidity supplying nHFTs who provide a substantial amount of liquidity against the direction of information shocks. This indicates that HFTs are better at avoiding adverse selection costs compared to nHFTs and that nHFT liquidity supply becomes more important after information shocks.
Second, I show that higher HFT activity is further related to a decrease in delay between futures and stock markets. The lead-lag relationship between the futures and stock markets has been welldocumented, such as by Hasbrouck (2003) . In this context, my contribution is to show that HFTs use futures price information to trade on stock markets. They thereby contribute to a shorter delay of price adjustment on both markets as they enable information to travel faster from the futures market to the stock market. While a shorter delay implies higher efficiency, other papers raise concerns that higher exchange speed and faster traders might also create negative externalities, such as higher adverse selection and a decrease in liquidity and total welfare (cf. Budish, Cramton, & Shim, 2015; Menkveld & Zoican, 2017) .
Empirical evidence shows that HFTs generally improve information efficiency. Jovanovic and Menkveld (2015) find a positive correlation between middlemen/HFT activity and hard information days.
Further insight is provided into the high-frequency dynamics of hard information processing by HFTs and nHFTs, and the relationship between information processing and price discovery. The latter is further in line with the theoretical predictions of Jovanovic and Menkveld (2015) . My results are consistent with the findings of Brogaard, Hendershott, and Riordan (2014) that HFTs contribute to short-term price discovery, and I relate their findings to hard information shocks. Brogaard, Hendershott, and Riordan (2014) use a state space model to decompose the market return time series into a transitory component (i.e., pricing errors) and a permanent component (i.e., permanent price changes). They show that liquidity-demanding trades are positively related to permanent price changes, while HFT liquiditysupplying trades are positively related to pricing errors. As mentioned by Hendershott, Jones, and Menkveld (2011) , "Algorithmic Trading (AT) can also improve linkages between markets. " Chaboud, Chiquoine, Hjalmarsson, and Vega (2014) find that AT increases price efficiency in FX markets by applying triangular arbitrage strategies. Boehmer, Fong, and Wu (2014) show that AT improves liquidity and efficiency but increases volatility. Menkveld (2013) further finds that HFTs play a major role in the interlinkages between different stock markets in Europe, specifically NYSE-Euronext and Chi-X. My results complement the findings of previous studies by showing that HFTs also engage in index arbitrage strategies and thus create a more efficient linkage between the futures and stock markets.
Other papers also demonstrate the negative effects of HFTs on price discovery, market volatility, and total welfare. Kirilenko, Kyle, Samadi, and Tuzun (2014) find that HFTs did not trigger the "Flash Crash" on May 6th, 2010 3 , it exacerbated market volatility during this extreme event. Hirschey (2013) discovers that HFTs are better at anticipating buying and selling pressures and order flow. Based on their theoretical model, Biais, Foucault, and Moinas (2015) demonstrate that HFTs increase adverse selection costs for slower traders, which subsequently lowers welfare. To overcome the decrease in welfare, they propose separating fast and slow traders on different platforms and introducing Pigovian taxes on fast technology investment. Predatory HFT strategies, including quote stuffing, are analyzed empirically by Gai, Yao, and Ye (2012) and Egginton, Van Ness, and Van Ness (2013) . In my analyses, I concentrate on index arbitrage trading strategies and their effects on information efficiency.
The remainder of the paper is structured as follows. Section 2 describes the data sample underpinning the analyses and provides the correlation results. Section 3 presents results of price and trading responses to hard information shocks. Section 4 discusses the relationship of the speed of price discovery with hard information shocks and the implications for information efficiency. Section 5 concludes.
Data and Sample Selection
I match a proprietary HFT dataset provided by NASDAQ with E-mini futures price data. The HFT identification of the transaction dataset is based on NASDAQ's knowledge of their customers and analysis of firms' trading such as order duration and order-to-trade ratio (For further information on the dataset see Brogaard, Hendershott, and Riordan, 2014) . Trade data are tick-by-tick data time-stamped to milliseconds, covering the years 2008 and 2009. For each trade, the liquidity demander and liquidity supplier of a trade is identified as an HFT or nHFT. The same dataset is used by Brogaard, Hendershott, and Riordan (2014), O'Hara, Yao, and Ye (2014) , Hirschey (2013), and Carrion (2013) . Datasets used in research often employ proxies for HFT and AT (such as Hendershott, Jones, & Menkveld (2011) , Hasbrouck & Saar (2013) ). Only a few available datasets directly identify AT and HFT. Hendershott and Riordan (2013) use data from Deutsche Börse in Germany, which identifies ATs. Furthermore, several papers based on proprietary datasets with trader identification conduct HFT identification based on trader characteristics, for example, Kirilenko, Kyle, Samadi, and Tuzun (2014) , who use E-mini futures data, and Hagströmer and Nordén (2013) , who study proprietary data from NASDAQ-OMX Stockholm Exchange.
Based on the sample selection criteria in Brogaard, Hendershott, and Riordan (2014) , the data sample is restricted to 80 randomly selected stocks in the Russell 2000. The complete list of sample stocks and relative portion of HFT activity can be found in Appendix A, Table A .1. The HFT dataset contains the timestamp, symbol, volume, price, and buy-sell indicators for each transaction. It also has an indicator called "type," which can assume the values {HH, HN, NH, and NN}. For each trade, the first character indicates whether the liquidity-demanding marketable order that initiates the trade is classified as an HFT (H) or nHFT (N). The second character indicates whether the passive liquidity-supplying limit order against which the marketable order is executed is classified as either an HFT or nHFT. Thus, I am able to distinguish between the HFT groups demanding liquidity (HFT d , which combines the HH and HN trades) and supplying liquidity (HFT s , which combines the HH and NH trades), and the corresponding nHFTs demanding liquidity (nHFT d ) and supplying liquidity (nHFT s ). This is in the spirit of the demand and supply classification by Brogaard, Hendershott, and Riordan (2014) . However, Hagströmer and Nordén (2013) show that HFT strategies are diverse and can involve both liquidity demand and supply. Chordia, Goyal, Lehmann, and Saar (2013) further argue that one algorithm might be involved in liquidity-demanding and -supplying activity. I do not exclude the possibility that the activity of the same HFT firm can be represented in the HFT demand and supply group. However, I argue that liquidity demand and supply distinguish different levels of immediacy that are especially important around extreme events, and that the differences in results for liquidity demand and supply are economically meaningful in the context of my analysis.
Only continuous trading is considered in order to measure the direct intra-day reaction after an information event. The first and last five minutes of each trading day are omitted in order to exclude trading on overnight information and biases associated with market opening and closing. Thus, the data span the time interval from 9:35 a.m. to 3:55 p.m.
Descriptive statistics of the data sample are shown in Table 1 .
[INSERT TABLE 1 HERE]
The table presents daily averages of the sample of 80 stocks, specifically the average market capitalization (MCap), the average stock price over the sample (Price), and the average total number of daily shares traded (Shares), all sourced from Compustat. The quoted spread at the best bid and ask level (Qspread) is obtained from one-second snapshots of the National Best Bid and Offer (NBBO). The second part of Table 1 shows descriptive statistics based on the NASDAQ HFT dataset. HFT d and HFT s (nHFT d and nHFT s ) are the total net (buyer-initiated minus seller-initiated) trade volume of the liquidity-demanding and -supplying HFT (nHFT) group, respectively. RelHinit and RelHpass are the participation rates of HFTs on the NASDAQ dollar trading volume.
Sample stocks are capitalized with an average of $24 billion, a price of $42.9, and possess moderate liquidity with average transaction costs measured by a quoted spread of 8.92 bps. The trading volume in Shares shows that the NASDAQ trading volume in the sample represents around 30% of the total trading volume of sample stocks (2.57 million shares per stock traded daily on the NASDAQ as compared to 8.83 million shares overall).
The net trading variables show that both HFTs and nHFTs buy and sell in equal amounts, whereas HFTs have a slightly higher buying volume (more were bought than sold by $80,000 and $10,000 for liquidity demand and supply, respectively) than nHFTs. The participation rates show that HFTs are responsible for around 40% of the liquidity-demanding and around 30% of all liquidity-supplying trades.
While it is often assumed that a major activity component of HFTs is related to their involvement in market making, it is interesting to note that liquidity-demanding transactions outweigh liquidity supply in this sample.
Index Futures Arbitrage and Price Delay
The lead-lag relationship of the stock index futures and stock markets is well documented in the finance literature. While the cost-of-carry relationship should lead to a contemporaneous correlation of returns in a frictionless market, differences in market microstructure and other frictions can lead to a lag between both markets. Chan (1992) documents the lead-lag relationship between the returns of the Major Market cash index and those of the Major Market index futures and S&P 500 futures. Grossman and Miller (1988) argue that the futures market is more liquid and offers lower transaction costs and higher immediacy than stock markets, resulting in the futures market leading the stock market. Hasbrouck (2003) finds that for the S&P500 and Nasdaq-100 indexes, most of the price discovery occurs in the E-mini futures market. This lag between the futures and stock markets is often exploited by arbitrage strategies.
These strategies both profit from short-term price differences between the markets and increase efficiency by transmitting information from the futures market to the stock markets. In a high-frequency world, the time lag between the futures and stock markets has decreased significantly, and high speed is nowadays essential in order to profit from arbitrage strategies. I argue that HFTs play a major role in decreasing the documented gap between the futures and stock markets by executing an index arbitrage strategy, that is, using futures price information to trade on the stock market, and thus transmit information between both markets.
For this analysis, I focus on extreme futures price returns and use measures of price delay in the stock market. Specifically, in the spirit of Jovanovic and Menkveld (2015) , I utilize extreme market futures returns as a major source of information for index arbitrage strategies in the intraday analysis.
S&P 500 futures prices on a tick-by-tick basis from Thomson Reuters Tick History are collected. 4 The first and last 5 minutes of the trading day are excluded to eliminate market opening and closing effects, and determine the 1% and 99% percentiles of S&P 500 futures one-second returns over the whole observation period. Returns above the 99% (6.11bps) and below the 1% (-6.04bps) level are considered to be hard information shocks. As a robustness check, I further include returns above the 95% (3.52 bps) and below the 5% (-3.47 bps) level.
Price delay as a measure of price efficiency is proposed by Mech (1993) and Hou and Moskowitz (2005) and applied by Carrion (2013) , who utilize measures of price delay across different stocks to analyze the effect of speed of information diffusion (as a measure of market friction) or price adjustment. Mech (1993) finds that transaction costs cause portfolio autocorrelation by delaying price adjustments. Hou and Moskowitz (2005) find that a large delay commands a large return premium that is not explained by size, liquidity, or microstructure effects. While Mech (1993) and Hou and Moskowitz (2005) use weekly returns, Carrion (2013) employ an intraday adaption based on 1-minute and 5-minute returns. In a similar fashion, I run the following regression of the stock's return per second on contemporaneous Emini one-second returns (Model 1) and 10 seconds of lagged E-mini one-second returns (Model 2):
If the information is impounded instantly, then β i,d , but none of the δ j (−n) s will be different from zero. The price delay can be characterized by the significance of the δ j (−n) . I derive the following measure for price delay according to Hou and Moskowitz (2005) and Mech (1993) :
The measure provides an estimate of how much of the price discovery occurs after the first second. The larger this measure, the more the return variation explained by lagged returns and the stronger the effects of any delay in the response to return innovations. I hypothesize that HFTs significantly decrease the delay in price discovery and have a negative relationship with this measure.
Daily correlation results of trading variables and the proposed measures of hard information and price delay are reported in Table 2 .
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Intraday Responses to Information Shocks

Response of Returns and Overall Net Trading
A central assumption in market microstructure is that trade and quote changes convey information in markets with asymmetrically informed traders. Based on this assumption, one can model price changes as a function of past quote changes and contemporaneous and past trades. Vector auto-regressions (VARs) have been used in a number of settings to estimate this relationship. I estimate three VAR models with exogenous shocks (VARX models): one for total HFT net trading and two, separately, for both the liquidity demand and supply of HFTs and nHFTs.
Following Hasbrouck (1991a) , I model the relationship between returns and trades as a system of equations. In order to apply this methodology to the HFT and futures data set, I include exogenous information shocks and adapt the used timeframes and lags to a high-frequency setting. All variables are aggregated into one-second intervals. I further incorporate exogenous information shocks represented by extreme positive and negative futures returns into the model (transforming the VAR model into a VARX model). The VARX model is applied to directed net trading (buy minus sell volume) and stock returns in the spirit of Tookes (2008) and is implemented as follows (estimated separately by OLS):
where r i,t denotes the return, and V i,t , the signed net trading ($-volume bought minus $-volume sold) of HFTs (superscript h). The subscripts i and j denote the stock and lags after an information shock, respectively, while t is the respective one-second interval. The relevant lags after an information shock are denoted by W, which may be 1, 10, or 30 one-second intervals. D i,t−j specifies the direction of the information shock and equals 1 if a positive information shock and -1 if a negative information shock occurs in t or in less than W before t, and 0 otherwise. The coefficients are β i and δ i , where superscripts h and r denote HFTs and return, respectively. The α i are intercepts, and s i,t refers to the error terms. The model is applied to overall HFT net trading. 5 I control for k=30 lags of stock return and past HFT net trading (chosen based on the Bayesian information criterion). The coefficients of interest are φ r and φ h , which represent the responses of stock returns and HFT net trading after exogenous information shocks, respectively.
In order to differentiate whether the response in net trading is due to liquidity demand or supply, I include two trade time series (HFT and nHFT) in the model and estimate it separately for the liquidity demand and supply variables. HFT and nHFT liquidity demand (HFT d and nHFT d ) is the sum of all trades that were initiated by an HFT and nHFT, respectively (the trader who submitted the marketable order).
Supply variables (HFT s and nHFT s ) are defined according to the passive side of the trades. The VARX model including both HFT and nHFT net trading is implemented as follows (estimated separately by
, , ,
The model adopts notations identical to those of the VARX model in Equation 5, and also incorporates coefficients and variables with superscript n, denoting nHFT. Panel B of Table 3 presents the aggregated coefficients of the VARX model for HFT and nHFT liquidity demand and supply and the difference between HFT and nHFT. The results for liquidity-demanding trades of HFTs (HFT d ) and
nHFTs (nHFT d ) and their difference (Diff) appear on the left-hand side, and those for liquidity-supplying trades appear on the right-hand side of Table 3 .
Subsequent to the occurrence of an information event, net trading in the same direction as this information event is interpreted as informed trading activity based on the event. Thus, the cumulative net trading can be interpreted as the cumulative impact of a directed information shock on net trading in the same direction. The rationale for this interpretation is that a higher amount of positive net trading, that is, more buy than sell orders, should be expected after positive information shocks, and more negative net trading, after negative information shocks. The results are reported for the aggregated coefficients within one second, (∑ , and ∑ , ); 10 seconds, (∑ , and ∑ , ); and 30 seconds, (∑ , and ∑ , ), after the shock. As indicated in Panel A, there is an immediate response in stock returns and HFT net trading 1 second after the information shock. My interpretation of the magnitude of the response is that an average information shock induces a 2.03-basis-point response in returns after the first second and a response of 0.37 in net trading by HFTs. Given that the daily HFT net trading averages around $90,000, 0.37 equates to HFT net trading of $3,700, accounting for 4% of the total daily HFT net trading position within 1 second. Furthermore, most of the net trading response occurs during the first second. In comparison, after 10 seconds, the cumulated net trading is 0.51, while the coefficient has increased by a further 0.14, which is cumulatively much less than that in the first second. After 30 seconds, cumulative net trading is only 0.26, which suggests that HFTs begin to sell off their trading position and trade in the opposite direction.
In summary, the results document the immediate response of HFTs' net trading to information shocks and consistent trading in the direction of the shock within the first 10 seconds. Subsequently, they quickly reverse their trading behavior and start selling off their acquired trading position.
Panel B shows that this reversion behavior is mainly driven by liquidity-demanding HFTs. They reduce their position to less than half of what it was after 30 seconds, while liquidity-demanding nHFTs, on the other hand, trade continuously in the direction of the information shock. The difference between HFT and nHFT net trading becomes insignificant after 10 seconds, with nHFTs gaining a significantly larger position after 30 seconds, while HFT positions are now insignificantly different from 0.
Furthermore, HFTs react much faster and more strongly to the shock: liquidity-demanding HFTs are able to build a position of 0.41 bps, while it is significantly less for nHFTs.
The inference that can be drawn from the analysis of overall trading response is that HFTs exhibit an aversion to holding inventory, which is consistent with the theoretical model of Roşu (2014) . In contrast, they have an incentive to sell off their accumulated trading position in order to quickly realize their trading profits. As pointed out by Roşu (2016) , HFTs appear to avoid maintaining a large inventory over time, as is common for market makers in order to avoid the inventory risks and capital constraints arising from a high level of inventory. Thus, speed is important for HFTs, not only in order to react to new information, but also for initiating a quick mean-reversion in their inventory position.
Liquidity-supplying HFTs are adversely selected, that is, they supply liquidity in the direction opposite to the shock and build a position against it, as shown by the negative coefficients in Panel B of Table 3 . However, the coefficient for liquidity-supplying HFTs is only significant for the first one-second interval. This can be interpreted as HFTs being able to withdraw their liquidity supply from the market quickly after a shock occurs. Liquidity-supplying nHFTs do not withdraw from the market as quickly, and suffer significantly more from adverse selection than HFTs. However, coefficients for both liquiditysupplying HFTs and nHFTs increase after 30 seconds, thus showing a slightly reversion behavior of nHFT liquidity suppliers within 30 seconds after a shock. These results indicate that liquidity suppliers suffer from adverse selection as they build a trading position in the direction opposite to extreme hard information shocks, but they are able to reverse their positions after 30 seconds.
The different results on liquidity demand and supply shed further light on their distinct functions.
Liquidity demanders require immediacy as they have to be the first to trade on new information in order to make a significant profit, while liquidity suppliers on the other side are more patient but suffer from adverse selection when there are large price changes.
I conduct another run of the analysis with net trading and return variables standardized by subtracting their mean and dividing the difference by their standard deviation in order to remove any biases due to the respective trading day. The results of the model coefficients using standardized coefficients are presented in Table 4 .
[INSERT TABLE 4 HERE]
Compared to the non-standardized coefficients, the magnitudes of the coefficients for overall HFT net trading are higher, as indicated by Panel A, and liquidity demand and supply coefficients remain stable. T-statistics are higher for all coefficients, pointing toward less variation of standardized coefficients compared to non-standardized coefficients. The reversion effect of liquidity-demanding HFTs becomes less distinct after 10 seconds with standardization. Thus, the reversion effect becomes weaker but is still present. The adverse selection of liquidity-supplying HFTs (their position is in the direction opposite to the shock) is still significant and lower than that for nHFTs. As discussed above, liquidity-supplying HFTs and nHFTs are both adversely selected within the first second after information shocks. HFTs and nHFTs both exhibit net trading patterns in the direction opposite to the information shock, as shown in Table 3 . However, HFTs are able to maintain a neutral position. NHFTs consistently provide liquidity against the direction of the information shock for the first 6 seconds, and are only able to avoid further adverse selection 6 seconds after the shock.
On the one hand, the results show the clear speed advantage of HFTs on both the supply and demand sides. They exhibit a faster reaction to shocks and build a larger position with their liquidity demand. Thus, liquidity-demanding HFTs directly trade on the information shocks, and lead price discovery by bridging the lag between the futures and spot markets. In the long run, HFTs trade in the direction opposite to the hard information shock. This behavior implies a reduction of their trading positions and a realization of their short-term profits. On the supply side, HFTs are able to quickly withdraw liquidity and suffer less from adverse selection that nHFTs. This trading behavior, however, might increase short-term volatility due to the high level of directed trading, and potentially leads to instability in the market. I further discuss the implications for short-and long-term price discovery in the next section.
On the other hand, nHFTs trade consistently in the direction of the shock and tend to keep a stable position. Possibly due to their slower reaction, they provide liquidity against the directions of the shock and the price correction for a longer time after the shock. The availability of liquidity supply against the direction of the shock leads to an increase in the importance of nHFT liquidity supply after information shocks.
Robustness Checks
In order to check the robustness of the results, I perform the analysis for a wider set of information shocks, for different time periods and distinguish between the directions of information shocks. Overall, the results are stable across a wider range of information shocks, time periods, and the direction of information shocks. Similar to the results for 1% and 99% percentile shocks, the results confirm that liquidity demanding HFTs trade quickly in the direction of the shock and reverse their trading behavior after more than 10 seconds, while nHFTs consistently trade in the direction of the shock after the information shock.
Comparing the coefficients, the magnitude of the coefficients is smaller for 5%/95% shocks than for 1%/99% shocks, however they are still statistically and economically significant. Figure 3 provides details of the HFT behavior within the 30 seconds period after the shock.
[INSERT FIGURE 3 HERE]
As shown in Figure 3 , the reaction to the wider range of shocks is smaller on average. For liquidity demanding HFTs, the impact on net trading is 0.4 compared to 0.5 in Figure 2 . For liquidity supplying nHFTs, adverse selection is lower as the coefficient is -0.4 compared to -0.6. Thus, the results still hold for a wider range of information shocks, although the magnitude of the effects is smaller compared to more extreme shocks. Table B .1. The results are qualitatively similar, and the coefficients are generally higher in the pre-crisis period. This finding is interesting as HFTs are sometimes blamed for increasing volatility during the financial crisis. I can refute these concerns in the context of hard information shocks, as HFTs' reaction to hard information is no stronger during the crisis than during non-crisis periods.
Furthermore, the results for hard information shocks are consistent for both positive and negative shocks. The results for positive and negative shocks are presented separately in Appendix C, Table C .1.
The magnitudes of the responses to positive and negative hard information shocks are similar, indicating that there is no asymmetric reaction to quantitative information shocks. As HFTs and algorithms in general should not be subject to any behavioral biases, there should be no significant difference in reactions for positive and negative shocks.
Implications for Information Efficiency
Information efficiency involves different dimensions, one of which is the timeliness of price adjustment. In this section, I analyze the degree of price discovery measured by a measure of price delay, as applied by Hou and Moskowitz (2005) , Comerton-Forde and Putniņš (2015), and Carrion (2013).
Delay is defined as 1 in the spirit of Comerton-Forde and Putniņš (2015) and Carrion (2013) , as described in Section 2.2. In order to analyze the influence of HFT activity on the speed of price discovery after hard information shocks, I implement the following cross-sectional regression:
where subscripts i and d denote stock i and day d, respectively. HFT i,d is the participation rate of HFTs in total trading volume (HFT dollar volume divided by total dollar volume), with HFT all representing the participation rate for overall HFT activity and HFT d and HFT s representing participation rates for HFT liquidity demand and supply. The control variables are the same as in Equation 8 (logMC i,d is the natural logarithm of the market capitalization (in billions of dollars), , is a dummy for NYSElisted stocks, and precrisis i,d and crisis i,d denote the dummies for the pre-crisis and crisis periods, respectively). The results of the daily regressions with and without controls are presented in Table 6 .
[INSERT 
The results of the daily regressions with and without controls are presented in Table 7 .
[INSERT These results support the previous conclusion that HFTs play an important role in short-term price discovery by incorporating hard futures price information in their trading strategies. Thereby, HFTs decrease the delay between the futures and stock markets and strengthen the interlinkage between the futures and stock markets.
However, price delay is not the only dimension of efficiency; academics argue that an increase in speed might also create negative externalities. Biais, Foucault, and Moinas (2015) find that fast traders might generate higher adverse selection. Budish, Cramton, and Shim (2015) argue that arbitrage rents that can only be achieved at a frequency of milliseconds actually harm liquidity provision and decrease total welfare. Thus, it is important to conduct a more detailed study of the effects of liquidity and market stability in the context of increase in exchange speed and trading frequency.
Conclusion
Information processing speed matters especially for "hard" quantitative information shocks and arbitrage trading. HFTs react more quickly and aggressively to hard information shocks than nHFTs and later reverse their trading behavior quickly afterwards. The reverting HFT behavior shortly after the information shock can be interpreted as a strategy to realize profits from this shock and as a form of "inventory aversion" or "level aversion," as argued by Roşu (2014) . As a consequence, HFTs play an important role in short-term price discovery, especially on days with a high amount of hard information, and they significantly decrease the delay in price discovery between stock and futures markets.
The results have several implications for the public discussion relating to HFTs. The different results for liquidity demand and supply emphasize the importance of differentiating between different types of HFT strategies, particularly arbitrage strategies and market making strategies. As shown by Biais, Declerck, and Moinas (2015) , traders who are fast and/or proprietary exhibit different trading behavior, trading profits, and influence on market quality and price efficiency. This helps to clarify the notion of HFTs: rather than one homogenous group of traders, it serves as an umbrella term for different types of automated trading strategies, with varying effects on market quality and welfare. In this paper, I concentrate on index arbitrage strategies, one of the most commonly applied HFT strategies relying on HFTs' ability to process a large amount of machine-processable and quantitative information at high speed. I find that this type of HFT is associated with higher price efficiency and shorter delay in price discovery. More research is required to analyze the effects of other types of HFTs and their effects on long-term price discovery.
Concerns can also be raised in the context of stronger linkage between the futures and stock markets: While a higher degree of comovement indicates higher information efficiency of the stock market, this effect might also cause a "domino effect" in times of financial distress, such as during the "Flash Crash" between different markets. A stronger linkage also enables erroneous information to travel faster between markets, with the potential to worsen market disruptions. These findings strengthen regulatory discussions on stricter market-wide circuit breaker rules, that is, trading halts that are triggered by abnormally high volatility within a certain time period. These rules have recently been revised, for example, by the SEC (cf. SEC, 2012, "Market-Wide Circuit Breaker Approval Order"). More research is needed to explore HFT behavior in extreme market situations and whether they make a net contribution to market stability. trades) . Delay is the measure of price delay as proposed by Hou and Moskowitz (2005) (see Section 2.2 for details). Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively.
Tables
Trades HFT d HFT s Delay
Trades 1 0.11*** 0.58*** -0.21*** HFT d 1 0.17*** -0.30*** HFT s 1 -0.18*** Delay 1 
where r i,t denotes the return and V i,t the net trading of HFT (superscript h). All variables are aggregated into one-second intervals. D i,t−w equals one for a positive and -1 for a negative shock occurring in t or less than W one-second intervals before t, and 0 otherwise. The cumulative responses are the aggregated coefficients φ i,w for 1, 10, and 30 seconds. In Panel B, the model is estimated separately for HFT and nHFT liquidity demand (HFT d and nHFT d ) and supply (HFT s and nHFT s ). Coefficients are aggregated per stock-day and tested using robust standard errors clustered by stock and trading day (cf. Thompson, 2011) . t-statistics are in parentheses. Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively. 
where r i,t denotes the return and V i,t the net trading of HFT (superscript h). All variables are aggregated into one-second intervals and standardized by their mean and standard deviation of the respective trading day. D i,t−w equals one for a positive and -1 for a negative shock occurring in t or less than W one-second intervals before t, and 0 otherwise. The cumulative responses are the aggregated coefficients φ i,w for 1, 10, and 30 seconds. In Panel B, the model is estimated separately for HFT and nHFT liquidity demand (HFT d and nHFT d ) and supply (HFT s and nHFT s ). Coefficients are aggregated per stock-day and tested using robust standard errors clustered by stock and trading day (cf. Thompson, 2011) . t-statistics are in parentheses. Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively 
where r i,t denotes the return and V i,t the net trading of HFT (superscript h). All variables are aggregated into one-second intervals and standardized by their mean and standard deviation of the respective trading day. D i,t−w equals one for a positive and -1 for a negative shock occurring in t or less than W one-second intervals before t, and 0 otherwise. The cumulative responses are the aggregated coefficients φ i,w for 1, 10, and 30 seconds. In Panel B, the model is estimated separately for HFT and nHFT liquidity demand (HFT d and nHFT d ) and supply (HFT s and nHFT s ). Coefficients are aggregated per stock-day and tested using robust standard errors clustered by stock and trading day (cf. Thompson, 2011) . t-statistics are in parentheses. Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively This table presents the coefficients of a daily regression of price delay as proposed by Hou and Moskowitz (2005) on the participation rate of HFT in total trading volume (HFT) or liquidity demand (HFT d ) or supply (HFT s ). The estimation applies a regression without and with controls (market capitalization logMC i,d , NYSE dummy D nyse , and dummies for pre-crisis and crisis periods):
t-statistics are in parentheses. Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively. 
Cum. Net Trading
Lags in Seconds
Aggregate Effect of Hard Information on Net Supply
HFT_s NHFT_s This table presents the impact of information shocks on the cumulative response of HFT and nHFT liquidity demand and supply for different time periods of high and low volatility, taking a VIX value of 30 as the limit for high/low volatility before and after the financial crisis. The VARX model is the same as in Equation 5. Panel A reports the cumulative response 1, 10, and 30 seconds after hard information shocks on liquidity demand of HFT (HFT d ) and nHFT (nHFT d ), liquidity supply of HFT (HFT s ) and nHFT (nHFT s ) and their difference (Diff). Variables are aggregated per stock-day and differences are tested using double clustered standard errors on stock and trading day (cf. Thompson, 2011) . t-statistics are in parentheses. ***, **, and * denote significance at the 1%, 5%, and 10% level respectively. This table presents the intraday trading response of HFTs and nHFTs within 1, 10, and 30 seconds after and positive and negative futures shocks, estimated using the same VARX model as in Table 3 / Equation 5. The model is applied to liquidity-demanding HFTs and nHFTs (HFTd and nHFTd) and liquiditysupplying HFTs and nHFTs (HFTs and nHFTs). All variables are aggregated into one-second intervals and standardized using mean and standard deviation of the stock-day. Variables are aggregated per stockday and tested using robust standard errors clustered by stock and trading day (cf. Thompson, 2011) . tstatistics are in parentheses. Superscripts ***, **, and * denote significance at the 1%, 5%, and 10% level respectively.
Appendix C Trading Responses to Positive and Negative Shocks
Panel A: Positive Shocks
Cum. Response (-11.44) (-4.76) (1.57) (12.53) (-13.90) 30 seconds -0.36*** -0.45*** 0.10*** 0.00 0.72*** -0.72*** (-5.42) (-9.55) (-12.83) (0.15) (8.09) (-12.77) 
