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ON THE ESSENTIAL AND DISCRETE SPECTRUM OF A MODEL
OPERATOR RELATED TO THREE-PARTICLE DISCRETE SCHR ¨ODINGER
OPERATORS
SERGIO ALBEVERIO1,2,3, SAIDAKHMAT N. LAKAEV4,5, RAMIZA KH. DJUMANOVA 5
ABSTRACT. A model operator H corresponding to a three-particle discrete Schro¨dinger
operator on a lattice Z3 is studied. The essential spectrum is described via the spectrum
of two Friedrichs models with parameters hα(p), α = 1, 2, p ∈ T3 = (−pi, pi]3. The
following results are proven:
1) The operator H has a finite number of eigenvalues lying below the bottom of the
essential spectrum in any of the following cases: (i) both operators hα(0), α = 1, 2, have
a zero eigenvalue; (ii) either h1(0) or h2(0) has a zero eigenvalue.
2) The operator H has infinitely many eigenvalues lying below the bottom and accu-
mulating at the bottom of the essential spectrum, if both operators hα(0), α = 1, 2, have
a zero energy resonance.
Subject Classification: Primary: 81Q10, Secondary: 35P20, 47N50
Key words and phrases: Friedrichs model, eigenvalues, Efimov effect, Faddeev-Newton
type integral equation, essential spectrum, Hilbert-Schmidt operators, infinitely many eigen-
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1. INTRODUCTION
One of the remarkable results in the spectral analysis for continuous and discrete three-
particle Schro¨dinger operators is the Efimov effect: if in a system of three-particles, inter-
acting by means of short-range pair potentials, none of the three two-particle subsystems
has bound states with negative energy, but at least two of them have a resonance with zero
energy, then this three-particle system has an infinite number of three-particle bound states
with negative energy, accumulating at zero.
This effect was first discovered by Efimov [6]. Since then this problem has been studied
in many works [1, 2, 4, 5, 11, 20, 23, 24, 25, 26]. A rigorous mathematical proof of
the existence of Efimov’s effect was originally carried out by Yafaev in [26] and then in
[20, 24, 23, 25].
In models of solid physics [7, 8, 18, 19, 21, 28] and also in lattice quantum field theory
[17] discrete Schro¨dinger operators are considered, which are lattice analogues of the three-
particle Schro¨dinger operator in a continuous space. The presence of Efimov’s effect for
these operators was proved in [3, 12, 14, 16].
In [3] a system of three arbitrary quantum particles on the three-dimensional lattice Z3
interacting via zero-range pair attractive potentials has been considered.
Let us denote by τess(K) the bottom of essential spectrum of the three-particle discrete
Schro¨dinger operator H(K), K ∈ T3, and by N(K, z) the number of eigenvalues below
z ≤ τess(K).
Let us shortly recall the main results of [3]:
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(i) For the number N(0, z) the limit result
lim
z→−0
N(0, z)
| log |z|| = U0, (0 < U0 <∞)
holds.
(ii) For any K ∈ U0δ (0) = {p ∈ T3 : 0 < |p| < δ} the number N(K, τess(K)) is finite
and the following limit result
lim
|K|→0
N(K, 0)
| log |K|| = 2U0
holds (see [3] for details).
In the present paper a model operatorH corresponding to the three-particle Schro¨dinger
operator on the lattice Z3 acting in the Hilbert space L2((T3)2) is considered. Here the
role of the two-particle discrete Schro¨dinger operators is played by a family of Friedrichs
models with parameters hα(p), α = 1, 2, p ∈ T3.
We precisely describe the location and structure of the essential spectrum of H via the
spectrum of hα(p), α = 1, 2, p ∈ T3.
Furthermore under some natural conditions on the family of the operators hα(p), α =
1, 2, p ∈ T3, we obtain the following results:
(a) The operator H has a finite number of eigenvalues lying below the bottom of the
essential spectrum in the following two cases: (i) both operators hα(0), α = 1, 2, have a
zero eigenvalue; (ii) either h1(0) or h2(0) has a zero eigenvalue.
(b) The operator H has infinitely many eigenvalues lying below the bottom and accu-
mulating at the bottom of the essential spectrum, if the operators hα(0), α = 1, 2, have a
zero energy resonance.
Moreover for the number N(z) of eigenvalues of H lying below z < 0 the following
limit exists
lim
z→−0
N(z)
| log |z|| = U0 (0 < U0 <∞).
We remark that the assertion (b) is similar to the case of the three-particle continuous
and discrete Schro¨dinger operators and the assertion (a) is surprising and similar assertions
has not been proved for the three-particle Schro¨dinger operators on R3 and Z3.
The plan of this paper is as follows:
Section 1 is an introduction to the whole work. In section 2 the model operator H is
introduced in the Hilbert space L2((T3)2) and the main results of the present paper are
formulated. In Section 3 we study some spectral properties of hα(p), α = 1, 2, p ∈ T3.
In section 4 we obtain an analogue of the Faddeev-Newton type integral equation for the
eigenfunctions of the model operator and precisely describe the location and the structure
of the essential spectrum of H (Theorem 2.7). In this section we prove an analogue of the
Birman-Schwinger principle for H and the part (i) of Theorem 2.9. In section 6 we prove
the part (ii) of Theorem 2.9. Some technical material is collected in Appendices A, B.
Throughout the present paper we adopt the following conventions: For each δ > 0 the
notation Uδ(0) = {p ∈ T3 : |p| < δ} stands for a δ-neighborhood of the origin.
The subscript α (and also β) always is equal to 1 or 2 and α 6= β and T3 denotes the
three-dimensional torus, the cube (−pi, pi]3 with appropriately identified sides. Throughout
the paper the torus T3 will always be considered as an abelian group with respect to the
addition and multiplication by real numbers regarded as operations on R3 modulo (2piZ)3.
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Denote by L2(Ω) the Hilbert space of square integrable functions defined on a measur-
able set Ω ⊂ Rn, and by L(2)2 (Ω) the Hilbert space of two-component vector functions
f = (f1, f2), fα ∈ L2(Ω), α = 1, 2.
2. THREE PARTICLE MODEL OPERATOR AND STATEMENT OF RESULTS
Let us consider the operator H acting in the Hilbert space L2((T3)2) by
(2.1) H = H0 − µ1V1 − µ2V2,
where
(H0f)(p, q) = u(p, q)f(p, q), f ∈ L2((T3)2),
(V1f)(p, q) = ϕ1(p)
∫
T3
ϕ1(t)f(t, q)dt, f ∈ L2((T3)2),
(V2f)(p, q) = ϕ2(q)
∫
T3
ϕ2(t)f(p, t)dt, f ∈ L2((T3)2).
Here u(p, q) and ϕα(p), α = 1, 2, are real-analytic functions defined on (T3)2 and T3,
respectively, and µα, α = 1, 2, are positive real numbers.
Under these assumptions the operator H defined by (2.1) is bounded and self-adjoint.
Throughout this paper we assume the following additional hypothesis.
Hypothesis 2.1. The real-analytic function u(p, q) on (T3)2 is even with respect to (p, q),
has a unique non-degenerate zero minimum at the point (0, 0) ∈ (T3)2 and there exists a
positive definite matrix U and real numbers l, l1, l2 (l1, l2 > 0, l 6= 0) such that(
∂2u(0, 0)
∂p(i)∂p(j)
)3
i,j=1
= l1U,
(
∂2u(0, 0)
∂p(i)∂q(j)
)3
i,j=1
= lU,
(
∂2u(0, 0)
∂q(i)∂q(j)
)3
i,j=1
= l2U.
Hypothesis 2.2. The real-analytic function ϕα(p), α = 1, 2, is either even or odd on T3.
Set
u(1)p (q) = u(q, p), u
(2)
p (q) = u(p, q).
By Hypotheses 2.1 and 2.2 the integral
(2.2)
∫
T3
ϕ2α(t)dt
u
(α)
p (t)
is finite and hence we can define continuous function on T3, which will be denotes Λα(p).
Remark 2.3. Since the function u(p, q) has a unique non degenerate minimum at the point
(0, 0) ∈ (T3)2 the function Λα(p) is positive. In particular, if ϕα(0) = 0 then Λα(p) is a
twice continuously differentiable function at the point p = 0 (see proof of Lemma B.1).
Hypothesis 2.4. (i) For any p ∈ T3, p 6= 0 the function Λα(·) satisfies Λα(p) < Λα(0).
(ii) If ϕα(0) = 0, then Λα(p) has a non-degenerate maximum at p = 0.
Remark 2.5. Let Hypotheses 2.1 and 2.2 be fulfilled and ϕα(0) 6= 0. Then it is easy to
show that the assertion (i) of Hypothesis 2.4 is fulfilled, that is, the inequality Λα(p) <
Λα(0) holds for all sufficiently small nonzero p ∈ T3 (see Corollary 3.7).
Remark 2.6. There are a function u(p, q) and either even or odd functions ϕα(p), α =
1, 2, so that Hypothesis 2.4 is fulfilled (see Appendix B).
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Set
µ0α =
(∫
T3
ϕ2α(t)(u
(α)
0 (t))
−1dt
)−1
and M = max
p,q∈T3
u(p, q).
To study spectral properties of the operator H we introduce the following two families
of bounded self-adjoint operators (Friedrichs model) {hα(p), α = 1, 2, p ∈ T3}, acting in
L2(T
3) by
(2.3) hα(p) = h0α(p)− µαvα,
where
(h0α(p)f)(q) = u
(α)
p (q)f(q), f ∈ L2(T3),
(vαf)(q) = ϕα(q)
∫
T3
ϕα(t)f(t)dt, f ∈ L2(T3).
For the definition of Friedrichs model and the study spectrum and resonances in this
model see [9, 10, 13, 27].
Let σd(hα(p)) be the discrete spectrum of hα(p), p ∈ T3, and
aα ≡ inf ∪p∈T3σd(hα(p)), bα ≡ sup∪p∈T3σd(hα(p)), α = 1, 2.
The main results of the present paper are as follows:
Theorem 2.7. Assume Hypothesis 2.1 and 2.4 are fulfilled.
(i) Let µα > µmaxα , α = 1, 2, then
σess(H) = [a1, b1] ∪ [a2, b2] ∪ [0,M ] and bα < 0, α = 1, 2.
(ii) Let µmaxα ≥ µα > µ0α, α = 1, 2, then
σess(H) = [a,M ] and a = min{a1, a2} < 0.
(iii) Let µ0α ≥ µα > 0, α = 1, 2, then
σess(H) = [0,M ].
Let C(T3) be the Banach space of continuous functions on T3.
Definition 2.8. Let Hypotheses 2.1 be fulfilled. The operator hα(0), α = 1, 2, is said to
have a zero energy resonance if the number 1 is an eigenvalue of the integral operator
given by
(Gαψα)(q) = µαϕα(q),
∫
T3
ϕα(t)ψα(t)dt
u
(α)
0 (t)
, ψα ∈ C(T3)
and ϕα(0) 6= 0.
Theorem 2.9. Assume Hypotheses 2.1,2.2 and 2.4 are fulfilled and µα = µ0α, α = 1, 2.
(i) Let either ϕ1(0) = ϕ2(0) = 0 or ϕ1(0) = 0, ϕ2(0) 6= 0 or ϕ1(0) 6= 0, ϕ2(0) = 0.
Then the operator H has a finite number of eigenvalues outside of the essential spectrum.
(ii) Let ϕα(0) 6= 0 for all α = 1, 2. Then the discrete spectrum of H is infinite and the
function N(z) obeys the relation
(2.4) lim
z→−0
N(z)
| log |z|| = U0 (0 < U0 <∞).
Remark 2.10. The constant U0 does not depend on the functions ϕα(p), α = 1, 2, and is
given as a positive function depending only on the ratios lαl , α = 1, 2.
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Remark 2.11. The conditions µα = µ0α and ϕα(0) 6= 0, α = 1, 2, (resp. ϕα(0) = 0)
means that the operator hα(p) has a zero-energy resonance (resp. zero eigenvalue) (see
Lemma 3.2 (resp. Lemma 3.3)).
Remark 2.12. Clearly, the infinite cardinality of the negative discrete spectrum of H fol-
lows automatically from the positivity of U0.
Remark 2.13. We note that the assumptions for the functions u and ϕi, i = 1, 2, are far
from the precise, but we will not develop this point here.
3. SPECTRAL PROPERTIES OF THE OPERATOR hα(p)
In this section we study some spectral properties of the operator hα(p), p ∈ T3 given
by (2.3).
The perturbation vα of the multiplication operator h0α(p) is a one-dimensional self-
adjoint integral operator. Therefore in accordance with invariance of the absolutely con-
tinuous spectrum under trace class perturbations the absolutely continuous spectrum of the
operator hα(p) fills the following interval on the real axis:
σac(hα(p)) = [mα(p),Mα(p)],
where the numbers mα(p) and Mα(p) are defined by
mα(p) = min
q∈T3
u(α)p (q), Mα(p) = max
q∈T3
u(α)p (q).
Let C be the field of complex numbers. For any p ∈ T3 and z∈C\σac(hα(p)) we define
the function (the Fredholm determinant associated with the operator hα(p))
∆µα(p, z) = 1− µα
∫
T3
ϕ2α(t)dt
u
(α)
p (t)− z
.
Note that ∆µα(p, z) is real-analytic in T3 × (C\σac(hα(p))).
Denote by r0α(p, z) = (h0α(p) − z)−1 the resolvent of the operator h0α(p), that is, the
multiplication operator by the function (u(α)p (t)− z)−1.
Lemma 3.1. For all µα > 0 and p ∈ T3 the following statements are equivalent:
(i) The operator hα(p) has an eigenvalue z ∈ C \ σac(hα(p)) below the bottom of the
continuous spectrum.
(ii) ∆µα(p, z) = 0, z ∈ C \ σac(hα(p)).
(iii) ∆µα(p, z′) < 0 for some z′ ≤ mα(p).
Proof. The number z ∈ C \ σac(hα(p)) is an eigenvalue of hα(p) if and only if (by the
Birman-Schwinger principle) λ = 1 is an eigenvalue of the operator
Gµα(p, z) = µαv
1
2
α r
0
α(p, z)v
1
2
α .
Since the operator v
1
2
α is of the form
(v
1
2
α f)(q) = ||ϕα||−1ϕα(q)
∫
T3
ϕα(t)f(t)dt, f ∈ L2(T3)
the operatorGµα(p, z) has the form
(Gµα (p, z)f)(q) =
µαΛα(p, z)
||ϕα||2 ϕα(q)
∫
T3
ϕα(t)f(t)dt, f ∈ L2(T3),
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where
Λα(p, z) =
∫
T3
ϕ2α(t)
u
(α)
p (t)− z
dt.
According to Fredholm’s theorem the number λ = 1 is an eigenvalue for the operator
Gµα(p, z) if and only if
1− µαΛα(p, z) = 0, that is, ∆µα(p, z) = 0.
The equivalence of (i) and (ii) is proven.
Now we prove the equivalence of (ii) and (iii). Let ∆µα(p, z0) = 0 for some z0 ∈
C \ σac(hα(p)). The operator hα(p) is self-adjoint and (i) and (ii) is equivalent hence z0
is a real number. Since ∆µα(p, z) > 1 for all z > Mα(p), we have z0 ∈ (−∞,mα(p)).
Since for any p ∈ T3 the function ∆µα(p, z) is decreasing in z ∈ (−∞,mα(p)) we have
∆µα(p, z
′) < ∆µα(p, z0) = 0 for some z0 < z′ < mα(p).
Now we suppose that ∆µα(p, z′) < 0 for some z′ ≤ mα(p). Since for any p ∈ T3
lim
z→−∞
∆µα(p, z) = 1 and ∆µα(p, z) is continuous in z ∈ (−∞,mα(p)), we obtain that
there exists z0 ∈ (−∞; z′) such that ∆µα(p, z0) = 0. This completes the proof. 
Since the function ∆µα(0, ·) is decreasing on (−∞, 0) and the function u(α)0 (q) has a
unique non-degenerate minimum at q = 0 (see Lemma A.1) by dominated convergence
there exist the finite limit
∆µα(0, 0) = lim
z→−0
∆µα(0, z).
Lemma 3.2. Let Hypotheses 2.1 be fulfilled. The following statements are equivalent:
(i) the operator hα(0) has a zero energy resonance.
(ii) ϕα(0) 6= 0 and ∆µα(0, 0) = 0.
(iii) ϕα(0) 6= 0 and µα = µ0α.
Proof. Let the operator hα(0) have a zero energy resonance for some µα > 0. Then by
Definition 2.8 the equation
ψα(q) = µαϕα(q)
∫
T3
ϕα(t)ψα(t)dt
u
(α)
0 (t)
, ψα ∈ C(T3)
has a simple solution ψα(q) in C(T3).
One can check that this solution is equal to the function ϕα(q) (up to a constant factor).
Therefore we see that
ϕα(q) = µαϕα(q)
∫
T3
ϕ2α(t)dt
u
(α)
0 (t)
and hence
∆µα(0, 0) = 1− µα
∫
T3
ϕ2α(t)dt
u
(α)
0 (t)
= 0
and so µα = µ0α.
Let for some µα > 0 the equality
∆µα(0, 0) = 1− µα
∫
T3
ϕ2α(t)dt
u
(α)
0 (t)
ON THE ESSENTIAL AND DISCRETE SPECTRUM OF A MODEL OPERATOR... 7
hold and consequently µα = µ0α. Then only the function ϕα(q) ∈ C(T3) is a solution of
the equation
ψα(q) = µαϕα(q)
∫
T3
ϕα(t)ψα(t)dt
u
(α)
0 (t)
,
that is, the operator hα(0) has a zero energy resonance. 
Lemma 3.3. Let Hypotheses 2.1 be fulfilled. The following statements are equivalent:
(i) the operator hα(0) has a zero eigenvalue.
(ii) ϕα(0) = 0 and ∆µα(0, 0) = 0.
(iii) ϕα(0) = 0 and µα = µ0α.
Proof. Suppose f ∈ L2(T3) is an eigenfunction of the operator hα(0) associated with the
zero eigenvalue. Then f satisfies the equation
(3.1) u(α)0 (q)f(q)− µαϕα(q)
∫
T3
ϕα(t)f(t)dt = 0.
From (3.1) we find that f, except for an arbitrary factor, is given by
(3.2) f(q) = ϕα(q)
u
(α)
0 (q)
,
and from (3.1) we derive the equality ∆µα(0, 0) = 0 and so µα = µ0α.
Since the function u(α)0 (q) has a non-degenerate minimum at the point q = 0 (see
Lemma A.1) from (3.2) we have ϕα(0) = 0.
Substituting the expression (3.2) for the f to the (3.1) we get the equality
ϕα(q) = µαϕα(q)
∫
T3
ϕ2α(t)dt
u
(α)
0 (t)
.
Hence ∆µα(0, 0) = 0 and so µα = µ0α.
Let ϕα(0) = 0 and ∆µα(0, 0) = 0 then µα = µ0α and the function
f(q) =
ϕα(q)
u
(α)
0 (q)
obeys the equation
hα(0)f = 0
and
f ∈ L2(T3).
Indeed, the functions u(α)0 (q) and ϕα(q) are analytic on T3 and the function u
(α)
0 (q) has
a unique non-degenerate minimum at the origin, hence
f(q) =
ϕ(q)
u
(α)
0 (q)
∈ L2(T3)
if and only if ϕα(0) = 0. 
Set
µmaxα = max
p∈T3
Λ−1α (p, 0).
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Lemma 3.4. Let Hypotheses 2.1 and 2.4 be fulfilled.
(i) Let µα > µmaxα . Then for any p ∈ T3 the operator hα(p) has a unique negative eigen-
value.
(ii) Let µmaxα ≥ µα > µ0α. Then there exists a non void open set Dµα ⊂ T3 such that for
any p ∈ Dµα the operator hα(p) has a unique negative eigenvalue and for p ∈ T3 \Dµα
the operator hα(p) has no negative eigenvalues.
(iii) Let 0 < µα ≤ µ0α. Then for any p ∈ T3 the operator hα(p) has no negative eigenval-
ues.
Proof. (i) Let µα > µmaxα . Since T3 is a compact set and the function Λ−1α (p, 0) is the
continuous on T3 by the definition of µmaxα for all p ∈ T3 we get the inequalities
Λ−1α (p, 0) ≤ µmaxα < µα.
So we have
∆µα(p, 0) < 0.
Hence by Lemma 3.1 the operator hα(p), p ∈ T3 has a unique negative eigenvalue.
(ii) Let µmaxα ≥ µα > µ0α. By Hypothesis 2.4 for all p ∈ T3, p 6= 0 the inequality
∆µ0α(p, 0) = 1− µ0αΛα(p, 0) > 0
holds, that is,
Λ−1α (p, 0) > µ
0
α.
Let us introduce the notation
(3.3) Dµα ≡ {p ∈ T3 : Λ−1α (p, 0) < µα}.
Since the function Λ−1α (·, 0) is the continuous on T3 and Λ−1α (0, 0) = µ0α we have that
Dµα 6= T3 is a non void open set.
Thus we have
∆µα(p, 0) < 0 for all p ∈ Dµα .
Hence by Lemma 3.1 the operator hα(p), p ∈ Dµα has a unique negative eigenvalue.
For all p ∈ T3 \Dµα we have
(3.4) Λ−1α (p, 0) ≥ µα, that is, ∆µα(p, 0) ≥ 0.
For any p ∈ T3 the function ∆µα(p, z) is decreasing in z ∈ (−∞,mα(p)) and
limz→−∞∆µα(p, z) = 1, hence from (3.4) for any z < 0 and p ∈ T3 \ Dµα we have
∆µα(p, z) > ∆µα(p, 0) ≥ 0. Then by Lemma 3.1 for p ∈ T3 \ Dµα the operator hα(p)
has no negative eigenvalues.
(iii) Let 0 < µα ≤ µ0α. Then by Hypotheses 2.4 we have
∆µα(p, 0) > 0 for all p ∈ T3.
For any p ∈ T3 the function ∆µα(p, z) is decreasing in z ∈ (−∞,mα(p)) and
lim
z→−∞
∆µα(p, z) = 1
and we have ∆µα(p, z) > ∆µα(p, 0), z < 0. Then by Lemma 3.1 for all p ∈ T3 the
operator hα(p) has no negative eigenvalues. 
The following decomposition plays a crucial role for the proof of the asymptotics (2.4).
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Lemma 3.5. Assume Hypothesis 2.1 and 2.2 are fulfilled. Then for any p ∈ Uδ(0), δ > 0
sufficiently small, and z ≤ 0 the following decomposition holds:
∆µα(p, z) = ∆µα(0, 0)+(3.5)
4
√
2pi2µαϕ
2
α(0)
l
3
2
β det(U)
1
2
√
mα(p)− z +∆(02)µα (mα(p)− z) + ∆(20)µα (p, z),
where ∆(02)µα (mα(p) − z) (resp. ∆(20)µα (p, z)) is a function behaving like O(mα(p)− z)
(resp. O(|p|2)) as |mα(p)− z| → 0 (resp. p→ 0).
Proof. Let
(3.6) Uα(p, q) = u(α)p (q + qα(p))−mα(p),
where qα(p) ∈ T3 is an analytic function in p ∈ Uδ(0) (see Lemma A.1) and is the non-
degenerate minimum point of the function u(α)p (q) for any p ∈ Uδ(0).
We define the function ∆˜µα(p, w) on Uδ(0)× C+ by
∆˜µα(p, w) = ∆µα(p,mα(p)− w2),
where C+ = {z ∈ C : Rez > 0}. Using (3.6) the function ∆˜µα(p, w) is represented as
∆˜µα(p, w) = 1− µα
∫
T3
ϕ2α(q + qα(p))
Uα(p, q) + w2
dq.
Let Vδ(0) be a complex δ-neighborhood of the point w = 0 ∈ C. Denote by ∆∗µα(p, w)
the analytic continuation of the function ∆˜µα(p, w) to the region Uδ(0) × (C+ ∪ Vδ(0)).
Since the functions |ϕα(q)| andUα(p, q) are even (see Lemma A.2) we have that∆∗µα(p, w)
is even in p ∈ Uδ(0).
Therefore
(3.7) ∆∗µα(p, w) = ∆∗µα(0, w) + ∆˜(20)µα (p, w),
where ∆˜(20)µα (p, w) = O(|p|2) uniformly in w ∈ C+ as p → 0 (see also [15]). A Taylor
series expansion gives
(3.8) ∆∗µα(0, w) = ∆∗µα(0, 0) + △˜(01)µα (0, 0)w + △˜(02)µα (0, w)w2,
where △˜(02)µα (0, w) = O(1) as w → 0.
A simple computation shows that
(3.9) ∂∆
∗
µα(0, 0)
∂w
= △˜(01)µα (0, 0) =
4
√
2pi2µαϕ
2
α(0)
l
3
2
β det(U)
1
2
.
The representations (3.7) , (3.8) and the equality (3.9) give (3.5). 
Corollary 3.6. Assume Hypothesis 2.1 and 2.2 are fulfilled and let hα(0) have a zero
energy resonance. Then there exists a number δ > 0 so that for any p ∈ Uδ(0) and z ≤ 0
the following decomposition holds
∆µ0α(p, z) =
4
√
2pi2µ0αϕ
2
α(0)
l
3
2
β det(U)
1
2
√
mα(p)− z +∆(02)µ0α (mα(p)− z) + ∆
(20)
µ0α
(p, z),(3.10)
where the functions ∆(02)µα (mα(p)− z) and ∆(20)µα (p, z) are the same as in Lemma 3.5.
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Proof. The proof of Corollary 3.6 immediately follows from decomposition (3.5) and the
equality ∆µ0α(0, 0) = 0. 
Corollary 3.7. Assume Hypothesis 2.1 and 2.2 are fulfilled and ϕα(0) 6= 0. Then there
exists δ > 0 such that for any p ∈ Uδ(0), p 6= 0
(3.11) ∆µ0α(p, 0) > 0, that is, Λα(p) < Λα(0),
where Λα(p) is defined using the integral (2.2).
Proof. Let ϕα(0) 6= 0, then by Corollary 3.6 and the asymptotics (see (A.1))
(3.12) mα(p) = l1l2 − l
2
2lα
(Up, p) +O(p4) as p→ 0
we get
4
√
2pi2µ0αϕ
2
α(0)
l
3
2
β det(U)
1
2
√
mα(p) > |∆(20)µ0α (0, p)|
for p ∈ Uδ(0), p 6= 0, δ sufficiently small. This inequality gives (3.11). 
Lemma 3.8. Assume Hypothesis 2.1, 2.2 and 2.4 are fulfilled and the operator hα(0) has
a zero-energy resonance. Then there exist positive numbers c, C and δ such that
(3.13) c|p| ≤ ∆µ0α(p, 0) ≤ C|p| for any p ∈ Uδ(0)
and
(3.14) ∆µ0α(p, 0) ≥ c for any p ∈ T3 \ Uδ(0).
Proof. From (3.10) and (3.12) we get (3.13) for some positive numbers c, C.
By Hypothesis 2.4 we get ∆µ0α(p, 0) > 0, p 6= 0. Since ∆µ0α(p, 0) is continuous on T3
and ∆µ0α(0, 0) = 0 we have (3.14) for some c > 0. 
Lemma 3.9. Assume Hypothesis 2.1 and 2.4 are fulfilled and let the operator hα(0) have a
zero eigenvalue, then there exist numbers δ > 0 and c > 0 so that the following inequalities
hold
|∆µ0α(p, 0)| ≥ cp2 for all p ∈ Uδ(0),
|∆µα(p, 0)| ≥ c for all p ∈ T3 \ Uδ(0).
Proof. Let the operator hα(0) have a zero eigenvalue. By Lemma 3.2 we have µα = µ0α,
ϕα(0) = 0 and ∆µ0α(0, 0) = 0. By Hypothesis 2.4 the function ∆µ0α(p, 0) = 1−µ0αΛα(p)
has a unique non-degenerate minimum at p = 0. Then there exist positive numbers δ and
c such that the statement of the lemma is fulfilled. 
4. THE ESSENTIAL SPECTRUM OF THE OPERATOR H
In this section we introduce a multiplication operator perturbed by a partial integral
operator and prove Theorem 2.7.
We consider the operatorHα acting on the Hilbert space L2((T3)2) as
Hα = H0 − µαVα, α = 1, 2.
The operator H1 (resp. H2) commutes with all multiplication operators by functions
w1(q) (resp. w2(p)) on L2((T3)2).
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Therefore the decomposition of the space L2((T3)2) into the direct integral
L2((T
3)2) =
∫
p∈T3
⊕L2(T3)dp
yields for the operator Hα the decomposition into the direct integral
(4.1) Hα =
∫
p∈T3
⊕hα(p)dp.
Here the fiber operators hα(p), p ∈ T3, are defined by (2.3).
4.1. The spectrum of the operatorsHα. The representation (4.1) of the operatorHα and
the theorem on decomposable operators (see [22]) imply the following lemma:
Lemma 4.1. For the spectrum σ(Hα) of the Hα the equality
σ(Hα) = ∪p∈T3σd(hα(p)) ∪ [0,M ]
holds.

Set
σtwo(Hα) = ∪p∈T3σd(hα(p)).(4.2)
Now we precisely describe the location and structure of the spectrum of Hα.
Lemma 4.2. Assume Hypotheses 2.1 is fulfilled.
(i) Let µα > µmaxα , then
σ(Hα) = [aα, bα] ∪ [0,M ] and bα < 0.
(ii) Let µmaxα ≥ µα > µ0α, then
σ(Hα) = [aα,M ] and aα < 0.
(iii) Let µ0α ≥ µα > 0, then
σ(Hα) = [0,M ].
Proof. (i) Let µα > µmaxα . Then by Lemma 3.4 for all p ∈ T3 the operator hα(p), α =
1, 2, has a unique negative eigenvalue zα(p) < mα(p).
By Hypotheses 2.1 and 2.2 and Lemma 3.1 zα : p ∈ T3 → zα(p) is a real analytic
function on T3.
Therefore Imzα is a connected closed subset of (−∞, 0), that is, Imzα = [aα, bα] and
bα < 0 hence σtwo(Hα) = [a, b].
(ii) Let µmaxα ≥ µα > µ0α. Then by Lemma 3.4 there exists a non void open set Dµα
(see (3.3)) such that for any p ∈ Dµα the operator hα(p) has a unique negative eigenvalue
zα(p).
Since for any p ∈ T3 the operator hα(p) is bounded and T3 is compact set there exist
positive number C such that supp∈T3||hα(p)|| ≤ C and for any p ∈ T3 we have
σ(hα(p)) ⊂ [−C,C].
For any q ∈ ∂Dµα = {p ∈ T3 : ∆µα(p, 0) = 0} there exist {pn} ⊂ Dµα such that
pn → q as n→∞. Set zn = z(pn). By Lemma 3.4 we have {zn} ⊂ [−C, 0] and without
loss of a generality one may assume that zn → z0 as n→∞.
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The function ∆µα(p, z) is continuous in T3 × (−∞, 0] and hence
0 = lim
n→∞
∆(pn, zn) = ∆(q, z0).
Since for any p ∈ T3 the function ∆µα(p, ·) is decreasing in (−∞,mw(p)] and p ∈
∂Dµα we can see that ∆µα(p, z0) = 0 if and only if z0 = 0.
For any p ∈ ∂Dµα we define
zα(p) = lim
q→p, q∈Dµα
zα(q) = 0.
Since the function zα(p) is continuous on the compact set Dµα ∪ ∂Dµα and zα(p) =
0, p ∈ ∂Dµα we conclude that
Imzα = [aα, 0], aα < 0.
Hence the set
{z ∈ σtwo(Hα) : z ≤ 0} = ∪p∈T3σd(hα(p)) ∩ (−∞, 0]
coincides with the set Imzα = [aα, 0].
Then Lemma 4.1 and (4.2) complete the proof of (ii).
(iii) Let µ0α ≥ µα > 0. Then by Lemma 3.4 for all p ∈ T3 the operator hα(p) has no
negative eigenvalue.
Hence we have
σ(Hα) = [0,M ].

4.2. The Faddeev type integral equation. In this section we derive a Faddeev type sys-
tem of integral equations and prove an analogue of the Birman-Schwinger principle.
Denote by Rα(z), α = 1, 2, resp. R0(z) the resolvent operator of Hα, α = 1, 2, resp.
H0.
Let Wα(z), α = 1, 2, be the operators on L2((T3)2) defined as
Wα(z) = I + µαV
1
2
α Rα(z)V
1
2
α , z ∈ ρ(Hα),
where I is the identity operator on L2((T3)2) and ρ(Hα) = C \ σ(Hα) is the set of all
regular points of the operatorHα.
One can check that
Wα(z) = (I − µαV
1
2
α R0(z)V
1
2
α )
−1, α = 1, 2.
Let A(z), z ∈ C \ (σ(H1) ∪ σ(H2)) be the operator on L(2)2 ((T3)2) with the entries
Aαα(z) = 0,
Aαβ(z) =
√
µαµβWα(z)V
1
2
α R0(z)V
1
2
β , α 6= β, α, β = 1, 2.
The following theorem is an analogue of the result for the three-particle discrete Schro¨dinger
operators with the zero-range interactions and may be proven in a way similar to the one
in [14].
Theorem 4.3. The number z ∈ C \ (σ(H1) ∪ σ(H2)) is an eigenvalue of the operator H
if only if the number 1 is an eigenvalue of A(z). Moreover the eigenvalues z and 1 have
the same multiplicities.
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Proof. Let z ∈ C \ (σ(H1) ∪ σ(H2)) be the eigenvalue of H, that is, the equation
(4.3) f = R0(z)
2∑
α=1
µαVαf, f ∈ L2((T3)2)
has a nontrivial solutions.
Multiplying (4.3) from the left by √µαV
1
2
α and setting ϕα =
√
µαV
1
2
α f we have the
following system of two equations
ϕα =
2∑
β=1
√
µαµβV
1
2
α R0(z)V
1
2
β ϕβ , α = 1, 2,(4.4)
ϕ = (ϕ1, ϕ2) ∈ L(2)2 ((T3)2)
and this system of equations has a nontrivial solution if and only if the system of equations
(4.3) has a nontrivial solution and the linear subspaces of solutions of (4.3) and (4.4) have
the same dimensions.
Since the operator Wα(z) = (I − µαV
1
2
α R0(z)V
1
2
α )−1, where I is identity operator on
L2((T
3)2), is invertible the system of equations (4.4) is equivalent to the following system
of two equations
ϕα =
√
µαµβWα(z)V
1
2
α R0(z)V
1
2
β ϕβ , α 6= β, α, β = 1, 2,
that is,
A(z)ϕ = ϕ, ϕ = (ϕ1, ϕ2) ∈ L(2)2 ((T3)2).

Let T(z), z ∈ C \ (σ(H1) ∪ σ(H2)) be the operator on L(2)2 (T3) with the entries
T11(z) = T22(z) = 0,
(T12(z)w)(q) =
√
µ1µ2
∆µ1(q, z)
∫
T3
ϕ1(t)ϕ2(q)
u(t, q)− z w(t)dt,
(T21(z)w)(p) =
√
µ1µ2
∆µ2(p, z)
∫
T3
ϕ1(p)ϕ2(t)
u(p, t)− z w(t)dt.
Let Φ = diag{Φ1,Φ2} : L(2)2 ((T3)2)→ L(2)2 (T3) be the operator with the entries
(Φ1f)(q) =
1
||ϕ1||
∫
T3
ϕ1(t)f(t, q)dt, (Φ2f)(p) =
1
||ϕ2||
∫
T3
ϕ2(t)f(p, t)dt,(4.5)
f ∈ L2((T3)2)
and Φ∗ = diag{Φ∗1,Φ∗2} its adjoint.
Proposition 4.4. Let T1, T2 be bounded operators. If z 6= 0 is an eigenvalue of T1T2 then
z is an eigenvalue for T2T1 as well with the same algebraic and geometric multiplicities.
This proposition is well known and its proof is omitted.
Lemma 4.5. For each z ∈ C \ (σ(H1) ∪ σ(H2)) the following equality
(4.6) A(z) = Φ∗T(z)Φ
holds and the nonzero eigenvalues of the operators A(z) and T(z) coincide and have the
same algebraic and geometric multiplicities.
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Proof. One can easily check that the equalities
(4.7) (V 1/21 f)(p, q) = ϕ1(p)(Φ1f)(q), (V 1/22 f)(p, q) = ϕ2(q)(Φ2f)(p)
hold. The equalities (4.7) imply the equality (4.6).
By virtue of Proposition 4.4 and (4.6) the nonzero eigenvalues of the operators A(z)
and T(z) are same. 
Now we establish the location of the essential spectrum ofH. For any z ∈ C\(σ(H1)∪
σ(H2)) the kernels of the operators Tαβ(z), α, β = 1, 2, are continuous functions on
(T3)2. Therefore the Fredholm determinant det
(
I − T(z)) of the operator I − T(z),
where I is the identity operator on L(2)2 (T3), exists and is a real-analytic function on C \
(σ(H1) ∪ σ(H2)). According to the Fredholm theorem the following lemma holds.
Lemma 4.6. The number z ∈ C \ (σ(H1) ∪ σ(H1)) is an eigenvalue of the operator H if
and only if
det
(
I−T(z)) = 0.

Theorem 4.7. For the essential spectrum of the operator H the inequality
σess(H) = ∪2α=1 ∪p∈T3 σd(hα(p)) ∪ [0,M ]
holds.
Proof. By the definition of the essential spectrum, it is easy to show that σ(H1)∪σ(H1) ⊂
σess(H). Since the function det
(
I−T(z)) is analytic in C\ (σ(H1)∪σ(H1)) by Lemma
4.6 we conclude that the set
σ(H) \ (σ(H1) ∪ σ(H1)) = {z ∈ C \ (σ(H1) ∪ σ(H1)) : det
(
I−T(z)) = 0}
is discrete. Thus
σ(H) \ (σ(H1) ∪ σ(H1)) ⊂ σ(H) \ σess(H).
Therefore the inclusion σess(H) ⊂ (σ(H1) ∪ σ(H1)) holds. 
Proof of Theorem 2.7. The proof of Theorem 2.7 follows from Theorem 4.7 and
Lemma 4.2.
Theorem 4.8. The operator H = H0 − V has no eigenvalue lying on the right hand side
of the essential spectrum σess(H).
Proof. Since V = µ1V1 + µ2V2 is a positive operator we have that the operator H =
H0 − V has no eigenvalues larger than M . 
4.3. Birman-Schwinger principle. We recall that τess(H) denotes the bottom of the es-
sential spectrum and N(z) the number of eigenvalues of H lying below z ≤ τess(H).
Let A(z), z < τess(H) be the operator on L(2)2 ((T3)2) with the entries
Aαα(z) = 0,
Aαβ(z) =
√
µ1µ2W
1
2
α (z)V
1
2
α R0(z)V
1
2
β W
1
2
β (z), α 6= β, α, β = 1, 2.
For a bounded self-adjoint operator B, we define n(λ,B) as
n(λ,B) = sup{dimF : (Bu, u) > λ, u ∈ F, ||u|| = 1}.
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n(λ,B) is equal to the infinity if λ is in essential spectrum of B and if n(λ,B) is finite, it
is equal to the number of the eigenvalues ofB bigger than λ. By the definition ofN(z) we
have
N(z) = n(−z,−H), −z > −τess(H).
The following lemma is a realization of well known Birman-Schwinger principle for the
operatorH (see [3, 23, 25] ).
Lemma 4.9. The operator A(z) is compact and continuous in z < τess(H) and
N(z) = n(1, A(z)).
Proof. This Lemma is deduced by the arguments of [23]. SinceH = H0+V, andH0−zI
is positive and invertible for z < τess(H), one has u ∈ L2((T3)2) and ((H−zI)u, u) < 0
if and only if (R
1
2
0 (z)V R
1
2
0 (z)− I)v, v) > 0 and v = (H0 − z)
1
2u.
It follows that N(z) = n(1, R
1
2
0 (z)V R
1
2
0 (z)). We have the following decomposition:
R
1
2
0 (z)V R
1
2
0 (z)) = Z
∗Z,
with Z : L2((T3)2)→ L(2)2 ((T3)2) defined by
Z = (
√
µ1R
1
2
0 (z)V
1
2
1 ,
√
µ2R
1
2
0 (z)V
1
2
2 ).
Then by Proposition 4.4 we get
n(λ, Z∗Z) = n(1, ZZ∗).
Consequently,
N(z) = n(1, ZZ∗).
Since z < τess(H) the operator I − µαV
1
2
α R0(z)V
1
2
α , α = 1, 2, is invertible, and
(I − µαV
1
2
α R0(z)V
1
2
α ))
− 12 =W
1
2
α (z) > 0, α = 1, 2.
Let I be the identity operator on L(2)2 ((T3)2). A direct calculations shows that y ∈
L
(2)
2 ((T
3)2) and ((ZZ∗ − I)y, y) > 0 if and only if ((A(z) − I)f, f) > 0 and yα =
(I − µαV
1
2
α R0(z)V
1
2
α )
1
2 fα, α = 1, 2, and that n(1, ZZ∗) = n(1, A(z)). 
In our analysis of the spectrum of H the crucial role is played by the compact integral
operator T (z), z < τess(H) in the space L(2)2 (T3) with the entries
T11(z) = T22(z) = 0,
(T12(z)ω)(q) =
√
µ1µ2
∫
T3
ϕ1(t)ϕ2(q)√
∆µ1(q, z)
√
∆µ2 (t, z)(u(t, q)− z)
ω(t)dt,
(T21(z)ω)(p) =
√
µ1µ2
∫
T3
ϕ1(p)ϕ2(t)√
∆µ2(p, z)
√
∆µ1(t, z)(u(p, t)− z)
ω(t)dt, w ∈ L2(T3).
Using the equality (4.7) one may verify that
A(z) = Φ∗T (z)Φ,
where the operator Φ is defined in (4.5).
Since the operator Φ∗T (z) resp. Φ is a bounded in L(2)2 (T3) resp. L
(2)
2 ((T
3)3), by
Proposition 4.4 and the equality ΦΦ∗T (z) = T (z) we have n(1, A(z)) = n(1, T (z)).
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5. THE FINITENESS OF THE NUMBER OF EIGENVALUES OF THE OPERATOR H .
We start the proof of (i) of Theorem 2.9 with one elementary lemma.
Lemma 5.1. Assume Hypotheses 2.1, 2.2 and 2.4 are fulfilled and let µα = µ0α for all
α = 1, 2, and either ϕ1(0) = 0 , ϕ2(0) 6= 0 or ϕ1(0) 6= 0 , ϕ2(0) = 0 or ϕ1(0) = 0 ,
ϕ2(0) = 0. Then the operator T (z) belongs to the Hilbert-Schmidt class and is continuous
from the left up to z = 0.
Proof. We prove Lemma 5.1 in the case µα = µ0α, α = 1, 2, and ϕ1(0) = 0, ϕ2(0) 6= 0 (
the other cases are handled in a similar way).
Since the function ϕ1(p) is analytic and ϕ1(0) = 0 we have |ϕ1(p)| ≤ C|p| for some
C > 0. By virtue of Lemmas 3.8, 3.9 and A.3 the kernel of the operator T12(z), z ≤ 0 is
estimated by
C
(χδ(p)
|p| + 1)(
|q|χδ(p)χδ(q)
p2 + q2
+ 1)(
χδ(q)
|q| 12 + 1)
)
,
where χδ(p) is the characteristic function of Uδ(0).
Since the latter function is square integrable on (T3)2 we have that the operators T12(z)
and T21(z) = T ∗12(z) are Hilbert-Schmidt operator.
The kernel function of Tαβ(z) is continuous in p, q ∈ T3, z < 0 and square integrable
on (T3)2 as z ≤ 0. Then by the dominated convergence theorem the operator Tαβ(z) is
continuous from the left up to z = 0. 
We are now ready for the
Proof of (i) of Theorem 2.9. Let the conditions of Theorem 2.9 be fulfilled. By
Lemmas 4.9 we have
N(z) = n(1, T (z)) as z < 0
and by Lemma 5.1 for any γ ∈ [0, 1) the number n(1 − γ, T (0)) is finite. Then for all
z < 0 and γ ∈ (0, 1) we have
N(z) = n(1, T (z)) ≤ n(1− γ, T (0)) + n(γ, T (z)− T (0)).
This relation can be easily obtained by use of the Weyl inequality
n(λ1 + λ2, A1 +A2) ≤ n(λ1, A1) + n(λ2, A2)
for sum of compact operators A1 and A2 and for any positive numbers λ1 and λ2.
Since T (z) is continuous from the left up to z = 0, we obtain
lim
z→0
N(z) = N(0) ≤ n(1− γ, T (0)) for all γ ∈ (0, 1).
Thus
N(0) ≤ n(1− γ, T (0)) <∞.
The latter inequality proves the assertion (i) of Theorem 2.9. 
6. ASYMPTOTICS FOR THE NUMBER OF EIGENVALUES OF THE OPERATOR H .
In this section we shall closely follow A. Sobolev’s method [23] to derive the asymp-
totics for the number of eigenvalues of H .
We shall first establish the asymptotics of n(1, T (z)) as z → −0. Then assertion (ii) of
Theorem 2.9 will be deduced by a perturbation argument based on the following lemma.
ON THE ESSENTIAL AND DISCRETE SPECTRUM OF A MODEL OPERATOR... 17
Lemma 6.1. LetA(z) = A0(z)+A1(z), whereA0(z) (A1(z)) is compact and continuous
in z < 0 (z ≤ 0). Assume that for some function f(·), f(z)→ 0, z → −0 the limit
lim
z→−0
f(z)n(λ,A0(z)) = l(λ),
exists and is continuous in λ > 0. Then the same limit exists for A(z) and
lim
z→−0
f(z)n(λ,A(z)) = l(λ).
For the proof of Lemma 6.1, see Lemma 4.9 of [23].
By Hypothesis 2.1 we get
(6.1) u(p, q) = 1
2
(
l1(Up, p) + 2l(Up, q) + l2(Uq, q)) + |p|4 + |q|4) as p, q → 0,
and by the (3.12) and Corollary 3.6 for any sufficiently small negative z we get
(6.2) ∆µ0α(p, z) =
4pi2µ0αϕ
2
α(0)
l
3/2
β det(U)
1
2
[nα(Up, p)− 2z]
1
2 +O(|p|2 + |z|) as p, z → 0,
where
nα = (l1l2 − l2)/lβ.
Let T (δ; |z|) be an operator on L(2)2 (T3) with the entries
T11(δ; |z|) = T22(δ; |z|) = 0,
(Tαβ(δ; |z|)w)(p)
= d0
∫
T3
χˆδ(p)χˆδ(q)(nα(Up, p) + 2|z|)−1/4(nβ(Uq, q) + 2|z|)−1/4
lα(Up, p) + 2l(Up, q) + lβ(Uq, q) + 2|z| w(q)dq,
w ∈ L2(T3), α 6= β, α, β = 1, 2,
where χˆδ(·) is the characteristic function of Uˆδ(0) = {p ∈ T3 : |U 12 p| < δ} and
d0 =
detU
1
2
2pi2
l
3
4
1 l
3
4
2 .
The main technical point to apply Lemma 6.1 is the following
Lemma 6.2. Assume Hypotheses 2.1, 2.2 and 2.4 are fulfilled and let µα = µ0α for all α =
1, 2. The operator T (z)−T (δ; |z|) belongs to the Hilbert-Schmidt class and is continuous
in z ≤ 0.
Proof. Applying the asymptotics (6.1), (6.2) and Lemmas 3.8 and A.3 one can estimate
the kernel of the operator Tαβ(z)− Tαβ(δ; |z|) by
C[(p2 + q2)−1 + |p|− 12 (p2 + q2)−1 + |q|− 12 (p2 + q2)−1 + 1]
and hence the operator Tαβ(z) − Tαβ(δ; |z|) belongs to the Hilbert-Schmidt class for all
z ≤ 0. In combination with the continuity of the kernel of the operator in z < 0 this gives
the continuity of T (z)− T (δ; |z|) in z ≤ 0. 
Let us now recall some results from [23], which are important in our work.
Let Sr : L2((0, r)× σ(2))→ L2((0, r)× σ(2)) be the integral operator with the kernel
(6.3) Sαα(y; t) = 0, Sαβ(y; t) = (2pi)−2 uαβ
cosh(y + rαβ) + sαβt
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and
uαβ = uβα =
( l1l2
l1l2 − l2
) 1
2 , rαβ =
1
2
log
lα
lβ
, sαβ = sβα =
l√
l1l2
, α 6= β, α, β = 1, 2,
r = 1/2| log |z||, y = x − x′, t =< ξ, η >, ξ, η ∈ S2, σ = L2(S2), S2 being unit sphere
in R3.
Let Sˆ(y), y ∈ R be the integral operator on σ(2) whose kernel depends on the scalar
product t =< ξ, η > of the arguments ξ, η ∈ S2 and has the form
Sˆαα(y) = 0, Sˆαβ(y) = (2pi)
−2uαβe
irαβy sinh[y(arccossαβt)]√
1− s2αβt sinh(pix)
.
For λ > 0, define
U(λ) = (4pi)−1
+∞∫
−∞
n(λ, Sˆ(y))dy
and denote U0 = U(1).
The following lemma can be proved in the same way as Theorem 4.5 in [23].
Lemma 6.3. The following equality
lim
r→∞
1
2
r
−1n(λ,Sr) = U(λ)
holds.
The following theorem is basic for the proof of the asymptotics (2.4).
Theorem 6.4. The equality
lim
|z|→0
n(1, T (z))
|log|z|| = limr→∞
1
2
r
−1n(1,Sr)
holds.
Remark 6.5. Since U(·) is continuous in λ, according to Lemma 6.1 any perturbations of
the operator A0(z) defined in Lemma 6.1, which are compact and continuous up to z = 0
do not contribute to the asymptotics (2.4). During the proof of Theorem 6.4 we use this
fact without further comments.
Proof of Theorem 6.4. As in Lemma 6.2, it can be shown that T (z)−T (δ; |z|), z ≤ 0,
defines a compact operator continuous in z ≤ 0 and it does not contribute to the asymp-
totics (2.4).
The space of vector-functions w = (w1, w2) with coordinates having support in Uˆδ(0)
is an invariant subspace for the operator T (δ; |z|).
Let Tˆ0(δ; |z|) be the restriction of the operator T (δ, |z|) to the subspace L(2)2 (Uˆδ(0)).
One verifies that the operator Tˆ0(δ; |z|) is unitarily equivalent to the following operator
T0(δ; |z|) in L(2)2 (Uˆδ(0)) with the entries
T
(0)
11 (δ; |z|) = T (0)22 (δ; |z|) = 0,
(T
(0)
αβ (δ; |z|)w)(p) = d1
∫
Uδ(0)
(nαp
2 + 2|z|)−1/4(nβq2 + 2|z|)−1/4
lαp2 + 2l(p, q) + lβq2 + 2|z| w(q)dq,
w ∈ L2(Uδ(0)), α 6= β, α, β = 1, 2,
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where
d1 = (2pi
2)−1l
3/4
1 l
3/4
2 .
Here the equivalence is performed by the unitary dilation
Y = diag{Y1, Y2, } : L(2)2 (Uδ(0))→ L(2)2 (Uˆδ(0)), (Yαf)(p) = f(U−
1
2 p), α = 1, 2.
The operator T0(δ; |z|) is unitary equivalent to the operator T1(δ; |z|) with entries
T
(1)
11 (δ; |z|) = T (1)22 (δ; |z|) = 0,
(T
(1)
αβ (δ; |z|)w)(p) = d1
∫
Ur(0)
(nαp
2 + 2|z|)−1/4(nβq2 + 2|z|)−1/4
lαp2 + 2l(p, q) + lβq2 + 2
w(q)dq,
w ∈ L2(Ur(0)), α 6= β, α, β = 1, 2,
acting in L(2)2 (Ur(0)), Ur(0) = {p ∈ R3 : |p| < r}, r = |z|−
1
2 .
The equivalence is performed by the unitary dilation
Br = diag{Br, Br} : L(2)2 (Uδ(0))→ L(2)2 (Ur(0)), (Brf)(p) = (
r
δ
)−3/2f(
δ
r
p).
Further, we may replace
(nαp
2 + 2)−1/4, (nβq
2 + 2)−1/4 and lαp2 + 2l(p, q) + lβq2 + 2
by
(nαp
2)−1/4(1− χ1(p)), (nβq2)−1/4(1− χ1(q)) and lαp2 + 2l(p, q) + lβq2,
respectively, since the error will be a Hilbert-Schmidt operator continuous up to z = 0.
Then we get the operator T2(r) in L(2)2 (Ur(0) \ U1(0)) with entries
T
(2)
11 (r) = T
(2)
22 (r) = 0,
(T
(2)
αβ (r)w)(p) = (n1n2)
− 14 d1
∫
Ur(0)\U1(0)
|p|−1/2|q|−1/2
lαp2 + 2l(p, q) + lβq2
w(q)dq,
w ∈ L2(Ur(0) \ U1(0)), α 6= β, α, β = 1, 2.
The operator T2(r) is unitarily equivalent to the integral operator Sr with entries (6.3).
The equivalence is performed by the unitary operator
M = diag{M,M} : L(2)2 (Ur(0) \ U1(0)) −→ L2((0, r)× σ(2)),
where (M f)(x,w) = e3x/2f(exw), x ∈ (0, r), w ∈ S2. 
Proof of (ii) of Theorem 2.9 Similarly to [23] we can show that
(6.4) U0 = U(1) ≥ 1
4pi
+∞∫
−∞
n(1, Sˆ(0)(y))dy ≥ 1
4pi
mes{y : 2u12e−
pi|y|
2 > 1},
where Sˆ(0)(y), y ∈ R is the 2× 2− matrices with the entries
Sˆ
(0)
αβ (y) =
uαβe
irαβy sinh(yarcsinsαβ)
sαβy cosh
piy
2
in the subspace of the harmonics of degree zero (see [23]).
The positivity of U0 follows from the fact that u12 > 1 and Sˆ(0)αβ (0) > 1 and the
continuity of Sˆ(0)αβ (y).
Taking into account the inequality (6.4) and Lemmas 4.9, 6.4, 6.3, we complete the
proof of (ii) of Theorem 2.9. 
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APPENDIX A. SOME PROPERTIES OF THE FUNCTION u(α)p (q)
Lemma A.1. Let Hypothesis 2.1 be fulfilled. Then there exists a δ-neighborhoodUδ(0) ⊂
T3 of the point p = 0 and an analytic function qα(p) defined on Uδ(0) such that:
(i) for any p∈Uδ(0) the point qα(p) is a unique non-degenerate minimum of the function
u
(α)
p (q) and
qα(p) = − l
lβ
p+O(|p|3) as p→ 0.
(ii) The function mα(p) = up(qα(p)) is analytic in Uδ(0) and satisfies
(A.1) mα(p) = l1l2 − l
2
2lβ
(Up, p) +O(|p|4) as p→ 0, α 6= β, α, β = 1, 2.
Proof. (i) By Hypothesis 2.1 we obtain
u
(α)
0 (q) > u
(α)
0 (0), q 6= 0
and (
∂2u
(α)
0 (0)
∂q(i)∂q(j)
)3
i,j=1
= lαU.
Since U is a positive definite matrix the function u(α)0 (q), α = 1, 2, has a unique non-
degenerate minimum at q = 0, the gradient▽u(α)0 (q) is equal to zero at the point q = 0.
Now we apply the implicit function theorem to the equation
▽u(α)p (q) = 0, p, q ∈ T3.
Then there exists a δ-neighborhood Uδ(0) of the point p = 0 and a vector function qα(p)
defined and analytic in Uδ(0) and for all p∈Uδ(0) the identity▽u(α)p (qα(p)) ≡ 0 holds.
Denote byB(p) the matrix of the second order partial derivatives of the function u(α)p (q)
at the point qα(p). The matrix B(0) = lαU is positive and B(p) is continuous in Uδ(0)
and hence for any p ∈ Uδ(0) the matrix B(p) is positive definite. Thus qα(p), p ∈ Uδ(0)
is the unique non-degenerate minimum point of u(α)p (q).
The non-degenerate minimum point qα(p) is an odd function in p ∈ Uδ(0).
Indeed, since u(p, q) is even we get u(α)p (−q) = u(α)−p (q), and we obtain
u
(α)
−p (−qα(p)) = mα(p) = mα(−p) = u(α)−p (qα(−p)).
Since for all p ∈ Uδ(0) the point qα(p) is the unique non-degenerate minimum of
u
(α)
p (q) we have
qα(−p) = −qα(p).
By Hypothesis 2.1 and the Taylor expansion we get
(A.2) u(α)p (q −
l
lβ
p) =
lβ
2
(Uq, q) +
l1l2 − l2
2lβ
(Up, p) +O(|q|4 + |p|4) as q, p→ 0.
Since u(α)p (qα(p)) = min
q∈T3
u
(α)
p (q) ≤ u(α)p (− llβ p) and qα(p) is odd we have
lβ
2
(
U
1
2 (qα(p)+
l
lβ
p)
)2
+
l1l2 − l2
2lβ
(Up, p)+O(|p|4) ≤ l1l2 − l
2
2lβ
(Up, p)+O(|p|4) as p→ 0
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that is,
l2
(
U
1
2 (qα(p) +
l
lβ
p)
)2 ≤ O(|p|4) as p ∈ Uδ(0).
This inequality is not valid if qα(p) has the asymptotics qα(p) + llβ p = O(|p|) as p→
0. Since qα(p) is an odd analytic function, we have qα(p) + llβ p = O(|p|3) as p→ 0.
(ii) Since the functions u(p, q), p, q ∈ T3 and qα(p), p ∈ Uδ(0) are analytic, we have
that the function mα(p) = u(α)p (qα(p)) is also analytic on p ∈ Uδ(0).
By qα(p) = − llβ p+O(|p|3), p→ 0 and (A.2) we get the asymptotics (A.1). 
Denote by Uα(p, q) the function defined on Uδ(0)× T3 as
Uα(p, q) = u
(α)
p (q + qα(p))−mα(p),
where the function qα(p), p ∈ Uδ(0) is defined in Lemma A.1.
Lemma A.2. Let Hypothesis 2.1 be fulfilled. For any p, q ∈ Uδ(0) the function Uα(p, q)
is even and represented as
Uα(p, q) =
lβ
2
(Uq, q) + h(p, q),
where h(p, q) satisfies h(p, q) = h(−p,−q) and
(A.3) h(p, q) = O(|p|2|q|2) +O(|p||q|3) +O(|q|4) as |p|, |q| → 0.
Proof. Since the functions mα(p), qα(p) are analytic in p ∈ Uδ(0) and u(p, q) is real
analytic on (T3)2 we have that the function Uα(p, q) is analytic in (p, q) ∈ Uδ(0)× T3.
Using the representation (A.2) and Lemma A.1 we have
(A.4) Uα(p, q)− lβ
2
(Uq, q) = h(p, q), h(p, q) = O(|p|4 + |q|4) as p, q → 0.
From the equality u(α)−p (−q) = u(α)p (q) and oddness of qα(p) we obtain evenness of
Uα(p, q), that is, Uα(p, q) = Uα(−p,−q) for all p ∈ Uδ(0), q ∈ T3. Then we have
h(p, q) = h(−p,−q).
By Lemma A.1 for all p ∈ Uδ(0) the point qα(p) is the minimum point of u(α)p (q) we
get from (A.4) that h(p, 0) = 0 and ▽h(p, 0) = (∂h(p,0)
∂q(1)
, ∂h(p,0)
∂q(2)
, ∂h(p,0)
∂q(3)
) = 0.
Since h(p, q) is analytic the Taylor expansion around the point (0, 0) gives (A.3). 
Lemma A.3. Let Hypotheses 2.1 be fulfilled. Then there exist numbers C1, C2, C3 > 0
and δ > 0 such that the following inequalities
(i) C1(|p|2 + |q|2) ≤ u(p, q) ≤ C2(|p|2 + |q|2) for all p, q ∈ Uδ(0),
(ii) u(p, q) ≥ C3 for all (p, q) /∈ Uδ(0)× Uδ(0)
hold.
Proof. By Hypothesis 2.1 the point (0, 0) ∈ (T3)2 is a unique non-degenerated minimum
point of u(p, q). Then by (A.2) there exist positive numbersC1, C2, C3 and a δ−neighborhood
of p = 0 ∈ T3 so that (i) and (ii) hold true. 
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APPENDIX B.
Lemma B.1. Let
u(p, q) =
3∑
i=1
(
3− cosp(i) − cosq(i) − cos(p(i) − q(i))),
and either
(B.1) ϕα(p) = a(0)α +
3∑
i=1
a(i)α cos p
(i), a(j)α ∈ R1, j = 0, 1, 2, 3
or
(B.2) ϕα(p) = aα
3∑
i=1
sin p(i), aα ∈ R1.
Then Hypotheses 2.1,2.2 and 2.4 are fulfilled.
Proof. It is easy to see that Hypotheses 2.1 and 2.2 are fulfilled.
We prove that Hypothesis 2.4 is fulfilled. Since u(p, q) and |ϕα(p)| are even the function
Λα(p) is also even.
Then we get
(B.3) Λα(p)−Λα(0) =
∫
T3
2u
(α)
0 (t)− (u(α)p (t) + u(α)−p (t))
4u
(α)
p (t)u
(α)
−p (t)u
(α)
0 (t)
[u(α)p (t) + u
(α)
−p (t)]ϕ
2
α(t)dt−
−1
4
∫
T3
[u
(α)
p (t)− u(α)−p (t)]2
u
(α)
p (t)u
(α)
−p (t)u
(α)
0 (t)
ϕ2α(t)dt.
From the equality
u
(α)
0 (t)−
u
(α)
p (t) + u
(α)
p (−t)
2
=
3∑
j=1
(cos p(i) − 1)(1 + cos t(i))
and (B.3) we get for all p ∈ T3, p 6= 0 the inequality
Λα(p)− Λα(0) =
∫
T3
∑3
j=1(cos p
(i) − 1)(1 + cos t(i))ϕ2α(t)dt
u
(α)
p (t)u
(α)
p (−t)u(α)0 (t)
< 0,
that is, the assertion (i) of Hypothesis 2.4 holds.
Since for any p, q ∈ T3, p 6= 0 the inequality u(α)p (q) > 0 holds for any nonzero p ∈ T3
and ϕα(0) = 0 the integrals
λ
(1)
ij (p) =
∫
T3
∂2
∂p(i)∂p(j)
u
(α)
p (t)ϕ2α(t)dt
(u
(α)
p (t))2
and
λ
(2)
ij (p) = 2
∫
T3
∂
∂p(i)
u
(α)
p (t)
∂
∂p(j)
u
(α)
p (t)ϕ2α(t)dt
(u
(α)
p (t))3
, i, j = 1, 2, 3,
are finite and hence are bounded continuous functions on T3.
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Then the function Λα(p) is a twice differentiable function on T3 and
∂2Λα(p)
∂p(i)∂p(j)
= −λ(1)ij (p) + λ(2)ij (p), i, j = 1, 2, 3.
Since
∂
∂p(i)
u
(α)
0 (t) = sin t
(i),
∂2
∂p(i)∂p(i)
u
(α)
0 (t) = 1 + cos t
(i),
∂2
∂p(i)∂p(j)
u
(α)
0 (t) = 0, i 6= j, i, j = 1, 2, 3,
we get
∂2Λα(0)
∂p(i)∂p(i)
= −2
∫
T3
∑3
s=1,s6=i(1− cos t(s))(1 + cos t(i))ϕ2α(t)dt
(u
(α)
0 (t))
3
,
∂2Λα(0)
∂p(i)∂p(j)
= 2
∫
T3
sin t(i) sin t(j)ϕ2α(t)dt
(u
(α)
0 (t))
3
, i 6= j, i, j = 1, 2, 3.
If ϕα(p) is defined by (B.1), then from the last two equalities we get
∂2Λα(0)
∂p(i)∂p(i)
< 0,
∂2Λα(0)
∂p(i)∂p(j)
= 0, i 6= j, i, j = 1, 2, 3.(B.4)
If ϕα(p) is defined by (B.2) then
∂2Λα(0)
∂p(1)∂p(1)
=
∂2Λα(0)
∂p(2)∂p(2)
=
∂2Λα(0)
∂p(3)∂p(3)
< 0,(B.5)
∂2Λα(0)
∂p(1)∂p(2)
=
∂2Λα(0)
∂p(1)∂p(3)
=
∂2Λα(0)
∂p(2)∂p(3)
> 0,
∂2Λα(0)
∂p(i)∂p(i)
+ 2
∂2Λα(0)
∂p(i)∂p(j)
< 0, i 6= j, i, j = 1, 2, 3.
Using (B.4) (resp. (B.5)) we get that the matrix of the second order partial derivatives
of the function Λα(p) at the point p = 0 is negative definite.
Thus the function Λα(p) has a non-degenerate maximum at the point p = 0. 
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