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非负矩阵分解(Nonnegative Matrix Factorization, NMF)是近年来提出的一种
新的大规模数据降维的方法；非负矩阵分解应用很广，如人脸识别，医学基因检
测，文本聚类分析，模式识别以及盲源信号分离等。非负矩阵分解问题实质上是

















































Nonnegative matrix  factorization  (NMF)  is a method proposed  in recent year to 
reduce  dimensions  of  massive  data.  NMF  plays  an  important  role  in  many  real 





W.  The  representation  based  on  nonnegative  linear  combination  of  base  vector 
reflects the intuitive notions of “combining parts to form a whole”. Applying the idea 
of “combining parts  to  form a whole”  to general matrix V, We obtain  the so‐called 
Semi Nonnegative matrix factorization, which also preserves the interpretability of W 
and H. 
One major work  of  this  paper  is:  From  linear  complementary  problem,  three 
projected  gradient  NMF  algorithms  based  on  fixed  point  equation  are  proposed. 
Firstly,  the  Euclidean  distance  function  is  equivalently  converted  to  several 
nonnegative  least  square problems. With KKT condition, nonnegative  least  squares 
problems are equivalently converted to a  linear complementary problem. Based on 
the linear complementary problem, a projected gradient NMF algorithm about fixed 
point equation  is proposed.  In  the  algorithm,  the  search  step  lengths  are  selected 
from the steepest descent method and the minimum gradient method respectively. 
The  convergences  of  these  two  algorithms  are  proved. Numerical  experiments  on 
ORL  face database  show  that  the  three algorithms on  the approximation error are 
superior  to  multiplicative  update  algorithm  by  Lee  and  Seung.  For  the  face 
recognition rate, these three algorithms nearly have the same performance than MU 
algorithm. 



















these  three  algorithms  are  applied  on  analysis  medical  experiments  reports. 
Maximum  rule  and  Nearest‐Subspace  method  are  used  respectively  as  the 
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非负矩阵分解(Nonnegative Matrix Factorization, NMF)是近年来提出的一种
对大规模非负数据降维的方法。非负矩阵分解已经广泛地应用在人脸识别[1]，图
像分析[2]，文本潜在分析[3]，盲源信号分类[4]，生物基因探测[5]，以及数据挖掘[6]
等领域。具体描述如下：给定一个非负矩阵 m nV R  和一个正整数 r ，满足
min ,r m n ，求两个非负矩阵 m rW R  以及 r nH R  ，使得 
,
min ( , )
to  0, 0
W H
f W H
subject W H   





V W H ，
1,2, ,j n  ，即： jV 由 1 2, , , rW W W 非负线性组合得到，这样的表示方法反映了
的“局部表示整体”的语义解释。 kjH 的大小，代表着 kW 对 jV 贡献的大小。如果
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特征列；如果 kjH 很小或者接近0，则代表着 kW 起的作用不大。 
那么，对一般的数据矩阵可否设计降维方法，也使得降维后的特征矩阵能揭
示数据向量之间的内在关系，且有很好的表示意义呢？半非负矩阵的分解算法[7] 
(Semi NMF)就是这样一种方法，它将数据矩阵V 分解为特征矩阵W 与非负矩阵



















经过十几年的发展，NMF 的研究日益深入，学者们相继提出各类 NMF 算法。
根据对 NMF 问题的约束条件是否仅限于非负性，将算法大致分为基本 NMF 




的 NMF 算法[12]。Hoyer 从罚函数的角度出发提出带稀疏约束条件的 NMF 算法
[13] ，他将欧氏距离( 21
2 F
V WH )加上由 1 范数定义的稀疏性罚项一起作为目标
函数，对 W 采取梯度投影的方法，而对 H 采取类似最大期望(Expectation 
Maximization, EM)算法[6]，构造了非负稀疏编码算法。Liu 等在 Hoyer 的基础上
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目标函数为 K-L 散度和 1 范数定义的稀疏性罚函数组合而成；(2) 他们对 W 和 H
都采用了类似 EM 算法的方式优化，得到的迭代格式与 MU 算法类似。Heiler 等






和 Montano 等人在上述的工作基础上提出了非平滑 NMF(Non-Smooth NMF, 
NSNMF)算法[15]，他们在 NMF 问题中增加了用来控制平滑度的矩阵 S，如果 S
非常平滑，则算法得到的 W 和 H 都是稀疏的。实验结果表明，NSNMF 算法很
好地平衡了分解结果的稀疏性与数据的表述之间的矛盾。Kim 和 Park 提出基于
非负最小二乘问题的分解算法[16]，他们将 NMF 问题等价转化为两个非负最小二
乘问题，并在目标函数加上了罚函数项，利用激活集算法，得到新的 INMF 算法。
Stan Z. Li 等提出了局部非负矩阵分解[17]，文章加入的约束条件能够使基之间的
冗余度最小化、基的总体“活跃”程度最大化，从而使算法得到较为稀疏的解。
C. J. Lin 提出的基于投影梯度的非负矩阵分解算法[18]，将 W 与 H 非负的限制条
件换为带边界的限制条件，运用梯度下降投影方法，得到改进的 NMF 算法。Li
和 Zhang 提出的基于秩 1 分解的算法[19]，将目标函数写成等价的按元素的形式，
从而把矩阵优化问题转化为若干个二次函数的最优化问题，通过二次函数的性
质，得到了新的 BNMF 算法。陈卫刚等利用可行方向(Feasible Direction, FD)方
法和模拟退火(Simulated Annealing, SA)算法结合，以欧氏距离为目标函数，构造
出 FD-SA-NMF 算法[20]，数值试验表明该方法比 MU 算法收敛更快，且具有更好
的稀疏性，但算法的时间复杂度较高。 
近些年来，NMF 算法在数据分类上有大量应用，得到了许多分类效果较好




















行推导，得到新的分类 INMF 算法。 
关于半非负矩阵分解，文献不多见。2008 年 Chris Ding[7]提出了一种全新的
半非负矩阵分解算法，证明了该算法的收敛性。之后 Nicolas Gillis[23]中从理论上
证明了分解系数 r 对半非负矩阵分解问题的影响；并且证明了当 1r  时，半非负
矩阵分解问题是一个 NP-hard 问题。Nicolas Gillis 在文中还提到，若对系数矩阵





















(1) 从 NMF 问题所对应的线性互补问题出发，提出了三个基于不动点梯度
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