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In previous work we have shown that nondeterministic fuzzy ﬁnite automata (or NFFAs, for short) under max-* com-
positional inference for some t-norm * and deterministic fuzzy ﬁnite automata (or DFFAs, for short) are not necessarily
equivalent. We continue to study the approximation and robustness of fuzzy ﬁnite automata in this paper. In particular,
we show that we can approximate an NFFA by some DFFA with any given accuracy when the NFFA is not equivalent to
any DFFA, and the related construction is also presented. Some characterizations of NFFA and DFFA are given. We
study the robustness of fuzzy ﬁnite automata against imprecision of fuzzy transitions, and some interesting results are
obtained.
 2007 Elsevier Inc. All rights reserved.
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We can use diﬀerent fuzzy inference methods in constructing a fuzzy system [24,15]. The most commonly
used fuzzy inference method is known as the compositional rule of inference (or CRI) and its generalization
max-* compositional inference for some t-norm *. We can use diﬀerent kinds of t-norms when we implement
max-* compositional inference in the practical processes. However, the resulting systems are equivalent in the
approximate sense. That is to say, for any practical process, if we can approximately describe the process by a
fuzzy system with max–min compositional inference, we can always approximately describe it by a fuzzy sys-
tem with max-* compositional inference for any other t-norm *.
Fuzzy ﬁnite automata can be seen as a kind of discrete fuzzy system [20,15,6] that can describe practical
processes. In particular, there are a large number of discrete event systems to be treated in a manner of com-
puting with words when describing their states, this is especially true in biomedical applications, as stated in0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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248 Y. Li / Internat. J. Approx. Reason. 47 (2008) 247–257[19]. A typical example is a person’s health status, where the change of the condition of a person’s heath
from a state, say ‘‘excellent’’, to another, say ‘‘good’’, is obviously imprecise, since it is hard to measure
exactly the change. In reality, this representation leads to the formulation of fuzzy ﬁnite automata and fuzzy
discrete event systems [19]. Adamy and Kempf [2] introduced a method to model discrete-time recurrent
fuzzy systems by fuzzy ﬁnite automata, which yields both a clear picture of the dynamics of recurrent fuzzy
systems and a methodology for designing them using fuzzy automata. In practice, fuzzy automata and fuzzy
languages have been used to solve meaningful problems such as intelligent interface design [10], clinical
monitoring [22], neural networks [7], pattern recognition [20], chemical reactions, mobile robots in an
unstructured environment [3], intelligent vehicle control [21], waste-water treatment [23], and web intelli-
gence [25] in which the state transitions of some systems are always somewhat imprecise, uncertain, and
vague.
In the modeling these practical processes, we can use diﬀerent fuzzy ﬁnite automata. The most commonly
used fuzzy model is known as the fuzzy automaton with max-* composition for some t-norm *. Theoretically,
for every t-norm *, there will be a corresponding type of fuzzy automaton using max-* compositional infer-
ence that could be used in modeling practical processes. For example, we can use fuzzy automata to model
discrete event systems with fuzzy uncertainty, as done in [19] using a nondeterministic fuzzy ﬁnite automaton
(or NFFA, for short) with max-product compositional inference, while [5] using an NFFA with max–min
compositional inference. Adamy and Kempf [2] used a fuzzy ﬁnite automaton with max-product composition
to model discrete-time recurrent fuzzy systems.
A crucial theoretical problem is whether fuzzy ﬁnite automata using max-* compositional inference are
equivalent for modeling practical processes. Contrary to ordinary case, we have shown that a nondeterministic
fuzzy ﬁnite automaton (NFFA) under max-* compositional inference is in general not equivalent to a deter-
ministic fuzzy ﬁnite automaton (or DFFA, for short) [13] in processing fuzzy languages. Some necessary and
suﬃcient conditions for the equivalence between NFFA and DFFA are given in [13,17,18]. So it is necessary to
require the proposed models of NFFAs using max-* compositional inference for diﬀerent t-norms * to be
equivalent in the approximate sense. We express this problem explicitly as follows: for any discrete practical
process, if we can approximately describe the process by a fuzzy ﬁnite automaton with max–min composi-
tional inference, can we always approximately model it by a fuzzy ﬁnite automaton with max-* compositional
inference for any other t-norm *? We have proved that DFFA and NFFA under max–min compositional
inference are equivalent. In order to discuss whether NFFAs using max-* compositional inference for diﬀerent
t-norms are equivalent in the approximate sense, we only need to study the approximation property of NFFA
by DFFA. This forms the ﬁrst topic of this study.
Another issue of the paper is to consider the robustness of fuzzy ﬁnite automata against imprecision of
fuzzy transitions. Intuitively, this is an important issue for fuzzy systems and fuzzy reasoning. Since approx-
imation errors appear in the formulation of fuzzy models of real systems, it is necessary to require the models
of fuzzy systems to be tolerant of approximation errors. As a model of real systems, fuzzy ﬁnite automata
should be robust for some minor approximation errors, which forms another topic of this paper.
The content of this paper is arranged as follows. In Section 2, we ﬁrst recall the deﬁnition of NFFA and
DFFA. The relationship between NFFA under max–min compositional inference and DFFA is also dis-
cussed. We show that NFFA under max-* compositional inference can be approximated by DFFA with
any given accuracy for any t-norm * satisfying the weakly ﬁnite generated condition (in short, WFGC), even
if they are not equivalent in general. In Section 3, we study the robustness of NFFAs. Some conclusions are
presented ﬁnally.
2. Approximation of nondeterministic fuzzy ﬁnite automata by deterministic fuzzy ﬁnite automata
A fuzzy ﬁnite automaton (FFA) is seen as a nondeterministic ﬁnite automaton (NFA) with a fuzzy set of state
transitions, i.e., to each state transition its so-called membership (or truth) degree – a number between 0 and 1
– is assigned. Following each computational path a membership degree of reaching a certain accepting state
can be computed from the truth degrees of individual transitions leading to that accepting state. The formula
for composing the resulting value of the membership degree of a computation depends on t-norm employed in
the composition.
Y. Li / Internat. J. Approx. Reason. 47 (2008) 247–257 249Deﬁnition 2.1. A t-norm is a binary operation * on the unit interval [0,1] satisfying the following conditions:
(1) * is commutative, i.e., for any x; y 2 ½0; 1, we have x  y ¼ y  x.
(2) * is associative, i.e., for any x; y; z 2 ½0; 1, ðx  yÞ  z ¼ x  ðy  zÞ.
(3) * is nondecreasing in both arguments, i.e., x1  y1 6 x2  y2 whenever x1 6 x2 and y1 6 y2.
(4) For all x 2 ½0; 1, we have 1  x ¼ x.Example 2.1. We give some often used t-norms [8,12] as follows:
(1) Minimum operation ‘‘^’’ on [0,1] is a t-norm, that is, a ^ b ¼ minfa; bg for any a; b 2 ½0; 1. In particu-
lar, minimum operation satisﬁes the property a ^ a ¼ a for any a 2 ½0; 1, which characterizes minimum
operation in the family of t-norms.
(2) Product operation on [0,1] is a t-norm, which is a strict Archimedean t-norm, i.e., aa < a and an > 0 for
any a 2 ð0; 1Þ, where n is any positive integer.
(3) Lukasiewicz t-norm is a t-norm which is deﬁned as a  b ¼ ðaþ b 1Þ _ 0 for any a; b 2 ½0; 1, where _ is
the maximum operation. It is a nilpotent Archimedean t-norm which satisﬁes the condition a  a < a for
any a 2 ð0; 1Þ and there exists positive integer n such that an ¼ a      aðn timesÞ ¼ 0.
(4) Nilpotent minimum is a t-norm deﬁned as a  b ¼ a ^ b when a + b > 1 and 0 otherwise.
A nondeterministic fuzzy ﬁnite automaton (NFFA) is a 6-tuple A ¼ ðQ;R; d; r0; r1; Þ such that Q is a ﬁnite
nonempty state set, R is a ﬁnite input alphabet, and d is a fuzzy subset of Q R Q, which represents fuzzy
transition function, and r0 and r1 denote the fuzzy initial state and the fuzzy ﬁnal state as a fuzzy subset of Q,
* is a speciﬁed t-norm which is used to deﬁne the fuzzy language accepted by an NFFA with max-* compo-
sition. We omit * in the deﬁnition of an NFFA if * is understood in the context.
For an NFFA A ¼ ðQ;R; d; r0; r1; Þ, if d is a crisp function from Q R to Q and r0 is an element of Q, that
is, r0 ¼ q0 2 Q, which denotes the crisp initial state of A, then we call A a deterministic fuzzy ﬁnite automaton
(DFFA).
For a fuzzy transition function d: Q R Q ! ½0; 1, we can extend d onto Q R  Q inductively as fol-
lows, where R denotes all these ﬁnite strings over R including empty strings e, (1) dðq; e; qÞ ¼ 1 and
dðq; e; pÞ ¼ 0 for any distinct elements q and p in Q; (2) for any input string x 2 R and input symbol
x 2 R, dðq;xx; pÞ ¼ Wfdðq;x; rÞ  dðr; x; pÞ : r 2 Qg, where we use the symbol ‘‘¤’’ to represent the supre-
mum of real numbers. Then we deﬁne an extension d : Q R  Q! ½0; 1.
The fuzzy language accepted by or recognized by an NFFA A with max-* composition is deﬁned as a fuzzy
subset of R, denoted fA, for any input string x 2 R,fAðxÞ ¼
_
fr0ðqÞ  dðq;x; pÞ  r1ðpÞ : q; p 2 Qg:In particular, if A is a DFFA, then fAðxÞ ¼ r1ðdðq0;xÞÞ for any x 2 R.
We need the following theorem to characterize the fuzzy languages accepted by DFFAs, where the equiv-
alence of (1) and (4) in Theorem 2.1 is also given in [13]. For the completeness, we give another proof of this
theorem here.
Some notation needs to be introduced here. Let X be a set. For a fuzzy subset f : X ! ½0; 1, let
Rðf Þ ¼ ff ðxÞ : x 2 X ; f ðxÞ > 0g. For any a 2 ½0; 1, two subsets fa and f[a] of X are deﬁned as,
fa ¼ fx : x 2 X and f ðxÞP ag and f½a ¼ fx : x 2 X and f ðxÞ ¼ ag. The support of f is a subset of X deﬁned
as suppðf Þ ¼ fx : x 2 X ; f ðxÞ > 0g.Theorem 2.1. Let f : R ! ½0; 1 be a fuzzy language, the following statements are equivalent for f:
(1) f is accepted by a DFFA.
(2) f is accepted by an NFFA with t-norm chosen as minimum operation ^.
(3) R(f) is finite, and fa is regular for any a 2 Rðf Þ.
(4) R(f) is finite, and f[a] is regular for any a 2 Rðf Þ.
Proof. ð1Þ ) ð2Þ is obvious, because a DFFA is a special instance of NFFAs with max-* composition.
ð2Þ ) ð3Þ Suppose that f ¼ fA, where A ¼ ðQ;R; d; q0; rÞ is an NFFA with t-norm chosen as minimum
operation ^, and r : Q! ½0; 1 denotes fuzzy ﬁnal state. That is, for any input string x ¼ x1x2    xn 2 R, we
have f ðxÞ ¼ Wfdðq0;x; qÞ ^ rðqÞ : q 2 Qg ¼ maxfdðq0; x1; q1Þ ^    ^ dðqn1; xn; qÞ ^ rðqÞ : q1;    ; qn1; q 2
Qg. Notice that the order on the unit interval [0, 1] is linear, it follows that Rðf Þ  RðdÞ [ RðrÞ [ f0; 1g,
thus R(f) is ﬁnite. Moreover, for any a 2 Rðf Þ and x 2 R, we have x 2 fa () f ðxÞP a () there exists
q 2 Q such that dðq0;x; qÞ ^ rðqÞP a () dðq0;x; qÞP a and rðqÞP a() x 2 LðAaÞ, where
Aa ¼ ðQ;R; da; q0; raÞ is an NFA. Hence, fa can be recognized by the NFA Aa and thus fa is regular for any
a 2 Rðf Þ.
ð3Þ ) ð4Þ For any a 2 Rðf Þ, it is clear that f½a ¼ fx 2 R : f ðxÞ ¼ ag ¼ fx 2 R : f ðxÞP ag  fx 2
R : f ðxÞP b whenever b 2 Rðf Þ and b > ag ¼ fa 
Sffb : b 2 Rðf Þ and b > ag. Since R(f) is ﬁnite and the
family of regular languages is closed under the operations of ﬁnite unions and complement, it follows that f[a]
is a regular language for any a 2 Rðf Þ.
ð4Þ ) ð1Þ Since f[a] is a regular language for any a 2 Rðf Þ, then f[a] can be recognized by a DFA
A ¼ ðQ;R; ;d; q0; F Þ. Clearly, a ^ f½a can be recognized by a DFFA A 0, where A0 ¼ ðQ;R; d; q0; a ^ F Þ, and
a ^ f½a is a fuzzy subset of R deﬁned as a ^ f½aðxÞ ¼ a if x 2 f½a and 0 otherwise, a ^ F is a fuzzy subset of Q
deﬁned similarly. Notice that R(f) is ﬁnite and the family of fuzzy languages recognized by DFFAs is closed
under the operation of ﬁnite unions [13], thus f ¼ Wa2Rðf Þða ^ f½aÞ can be recognized by a DFFA. h
Remark 2.1. As implied by Theorem 2.1, a fuzzy ﬁnite automaton using max–min compositional inference can
be realized by a simpler model: a DFFA. Then, the problem of approximating an NFFA under max-* com-
positional inference by an NFFA under max–min compositional inference is equivalent to the problem of
approximating the NFFA with max-* composition by a DFFA. We shall exploit this issue in the following
section.
To study the further properties of NFFA with max-* composition and DFFA, we need to give some
lemmas on the properties of t-norms.
Let * be a t-norm. For any a 2 ½0; 1, we can inductively deﬁne the power of a as follows: a0 ¼ 1, a1 ¼ a, and
anþ1 ¼ an ¼ an  a for any nonnegative integer n. For any subset D of [0,1], the subalgebra of ð½0; 1; Þ
generated by D, denoted S(D), is deﬁned as follows:
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For any a 2 ð0; 1, we use SaðDÞ to represent a subset of S(D) consisting of elements of S(D) that are larger
than or equal to a, i.e.,SaðDÞ ¼ fb : b 2 SðDÞ and bP ag:
We have two conditions imposed on t-norm *.
Finite generated condition (FGC, for short): For any finite subset D of [0,1], S(D) is finite.
Weakly FGC (WFGC, for short): For any finite subset D of [0, 1] and any a 2 ð0; 1, SaðDÞ is finite.
Obviously, if a t-norm * satisﬁes FGC, then it also satisﬁes WFGC. For example, minimum, Lukasiewicz
and nilpotent minimum t-norms satisfy FGC, and product t-norm satisﬁes WFGC but not FGC.
Lemma 2.1. For a t-norm *, * does not satisfy FGC iff (short for if and only if) there is a 2 ð0; 1Þ such that ai 6¼ aj
whenever i 6¼ j.
Proof. ‘‘If’’ part is obvious. Conversely, if * does not satisfy FGC, then there is a ﬁnite subset D of [0,1] such
that S(D) is inﬁnite. Note that SðDÞ ¼ fal11  al22      alkk : l1 P 0; l2 P 0;    ; lk P 0g, where D ¼
fa1; a2;    ; akg. Thus S(D) is inﬁnite iﬀ there exists a 2 D such that the set fal : lP 0g is inﬁnite. For this a,
we show that ai 6¼ aj whenever i 6¼ j. Otherwise, ai ¼ aj for some i 6¼ j. Without loss of generality we assume
that i < j. Then we can infer that akðjiÞþt ¼ at for any k P 0 and i 6 t < j by induction on k: If k = 0, then
akðjiÞþt ¼ at holds. If k = 1, then aðjiÞþt ¼ ajþðtiÞ ¼ aj  ati ¼ ai  ati ¼ aiþðtiÞ ¼ at. Assume that akðjiÞþt ¼
at holds for some nonnegative integer k, then aðkþ1ÞðjiÞþt ¼ akðjiÞþtþji ¼ akðjiÞþt  aji ¼ at  aji ¼ ajiþt ¼
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d þ i ¼ kðj iÞ þ t for some i 6 t < j. It follows that an ¼ aðjiÞþt ¼ at for some i 6 t < j. This implies that
fal : lP 0g  fa0 ¼ 1; a; . . . ; ai; . . . ; aj1g, and thus the set fal : lP 0g is a ﬁnite subset of [0, 1]. h
Lemma 2.2. If * is an Archimedean t-norm, i.e., * is continuous and a  a < a for any a 2 ð0; 1Þ, then * satisfies
WFGC. Furthermore, if * is nilpotent Archimedean t-norm, i.e., for any a < 1, there exists nP 1 such that
an ¼ 0, then * satisfies FGC.
Proof. For any ﬁnite subset D of [0,1], let D ¼ fa1; a2; . . . ; akg be such that a1 < a2    < ak, then
SðDÞ ¼ fal11  al22      alkk : l1 P 0; l2 P 0;    ; lk P 0g. Since 1l ¼ 1 for any nonnegative integer l, we can
assume that ak < 1. Otherwise, we can let D0 ¼ D f1g, then SðD0Þ ¼ SðDÞ, where we assume SðD0Þ ¼ f1g
if D0 ¼ ;. In the following, we assume that ak < 1.
For any a 2 ð0; 1, suppose that there exist nonnegative integers l1; l2; . . . ; lk such that al11 ; . . . ; alkk P a, then
al1þl2þþlkk P a
l1
1    alkk P a. Since 0 < ak < 1 and * is Archimedean, there exists an positive integer n such that
ank < a. This implies that l1 þ l2 þ    þ lk 6 n. Noting that the possibility of choices of nonnegative integers
l1; . . . ; lk satisfying the condition l1 þ l2 þ    þ lk 6 n is ﬁnite, it follows that SaðDÞ is ﬁnite. Hence the t-norm
* satisﬁes WFGC.
Furthermore, if the t-norm * is nilpotent Archimedean, then for any a < 1, there is a positive integer n(a)
such that anðaÞ ¼ 0. Now for any ﬁnite subset D of [0,1], let D f1g ¼ fa1; . . . :akg, then SðDÞ ¼
fal11  al22      alkk : l1 P 0; l2 P 0;    ; lk P 0g. Since anðaiÞi ¼ 0 for i ¼ 1; . . . ; k, it follows that SðDÞ ¼
fal11  al22      alkk : 0 6 li 6 nðaiÞ for i ¼ 1; . . . ; kg. This shows that S(D) is a ﬁnite subset of [0,1]. Hence,
the t-norm * satisﬁes FGC. h
Theorem 2.2. Let * be a t-norm satisfying WFGC. If a fuzzy language f can be recognized by an NFFA with max-
* composition, then for any a 2 ð0; 1, fa is a regular language.
Proof. Without loss of generality we assume that f can be accepted by an NFFA A ¼ ðQ;R; d; q0; rÞ with crisp
ﬁnal state set r [13,17]under max-* composition. Notice that x 2 fa iﬀ f ðxÞP a iﬀ there exists a sequence of
states q0; q1; . . . ; qi1 ; qi1þ1; . . . ; qin ; qinþ1; . . . ; qinþ1 such that x ¼ x1    xi1hi1xi1þ2    xi2hi2    hinxinþ2    xinþ1 , where
xi 2 R and hi 2 R satisfy the relation dðq0; x1; q1Þ  dðq1; x2; q2Þ      dðqi11; xi1 ; qi1Þ  dðqi1þ1; xi1þ2; qi1þ2Þ
dðqinþ11; xinþ1 ; qinþ1ÞP a and dðqi1 ; hi1 ; qi1þ1Þ ¼ 1; . . . ; dðqin ; hin ; qinþ1Þ ¼ 1. Let ri ¼ dðqi1; xi; qiÞ, then
Pri P a and qinþ1 2 r, where Pri denotes the *-product of the real numbers ri. Let x1 ¼
x1 . . . xi1 ; . . . ;xj ¼ xijþ2 . . . xijþ1 ; . . . ;xnþ1 ¼ xinþ2 . . . xinþ1 , then x ¼ x1h1; . . . ;xnhnxnþ1 2 x1L1 . . .xnLnxnþ1,
where Lj is the regular language accepted by the following NFA (short for nondeterministic finite automaton
[11]) Aj for j ¼ 1; . . . ; n,Aj ¼ ðQ;R; d1; qij ; fqijþ1gÞ; where d1 ¼ fðp; x; qÞ 2 Q R Q : dðp; x; qÞ ¼ 1g:
Since Lj is a regular language and the singleton fxig is regular, the family of real numbers {ri} in the set
RðdÞ [ RðrÞ satisfying the condition Pri P a is ﬁnite by the assumption that the t-norm * satisﬁes WFGC,
and the family of regular languages is closed under the operations of ﬁnite unions and concatenation, it fol-
lows that every x1L1x2L2 . . .wnLnxnþ1 is regular and thus fa is regular. h
Corollary 2.1. If * is an Archimedean t-norm, and f is a fuzzy language recognized by an NFFA with max-* com-
position, then fa and supp(f) are regular for any a 2 ð0; 1.
Proof. By Theorem 2.2 and Lemma 2.2, fa is regular for any a 2 Rðf Þ. Thus, it is suﬃcient to show that
supp(f) is regular. Two cases need to be considered here.
Case 1. The t-norm * is a strict Archimedean t-norm, which means that an > 0 for any a 2 ð0; 1Þ. In this case,
if f can be recognized by an NFFA M ¼ ðQ;R; d; q0; rÞ with max-* composition, then supp(f) can be accepted
by a nondeterministic ﬁnite automaton suppðMÞ ¼ ðQ;R; suppðdÞ; q0; suppðrÞÞ.
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S(D), where D ¼ RðdÞ [ RðrÞ is a ﬁnite subset of [0,1]. Since fa is regular for any a 2 Rðf Þ, it follows that
suppðf Þ ¼ Sa2Rðf Þfa is regular. h
Theorem 2.3. Let * be a t-norm satisfying WFGC. If a fuzzy language f can be recognized by an NFFA A with
max-* composition, then for any a 2 ð0; 1, the setRaðf Þ ¼ ff ðxÞ : x 2 R; f ðxÞP ag
is always finite and there exists an DFFA B such that fB ¼ f _ a.
Proof. Suppose that A ¼ ðQ;R; d; q0; rÞ is an NFFA with max-* composition such that fA ¼ f . Let
D ¼ RðdÞ [ RðrÞ. Then it is obvious that Rðf Þ  SðDÞ, and thus Raðf Þ  SaðDÞ for any a 2 ð0; 1. Since * sat-
isﬁes WFGC, SaðDÞ is ﬁnite, it follows that Raðf Þ is ﬁnite for any a 2 ð0; 1.
For fuzzy language g ¼ f _ a, and any b 2 ð0; 1, if b 6 a, then gb ¼ R and thus is regular. If b > a, then
gb ¼ fb and gb is regular because of Theorem 2.2. From Theorem 2.1, g can be recognized by a DFFA. That is
to say, there exists a DFFA B such that fB ¼ g ¼ f _ a. h
Obviously, the DFFA constructed in Theorem 2.3 satisﬁes the condition jfBðxÞ  f ðxÞj 6 a for any
x 2 R. Therefore, an NFFA with max-* composition can be approximated by some DFFA with the pre-
scribed accuracy. We present it in the following theorem.
Theorem 2.4. Let * be a t-norm satisfying WFGC. For any NFFA A with max-* composition, and any small
positive number , there exists a DFFA B such that the following inequality holds for any input x 2 RjfBðxÞ  fAðxÞj 6 :Remark 2.2. Because of the above results about the approximation of NFFA by DFFA, for any approxima-
tion accuracy , we can construct a class of NFFAs in which all the fuzzy transitions, fuzzy initial states and
fuzzy ﬁnal states take values in a ﬁxed ﬁnite subset, written as D, of unit interval [0, 1], and each NFFA can be
approximated by a DFFA in this speciﬁed class with given accuracy . Here we say that an NFFA A can be
approximated by an NFFA B with accuracy , if the condition jfAðxÞ  fBðxÞj 6  holds for any input string
x.
In order to do this, let us assume that * is any t-norm satisfying WFGC,  is a given approximation error,
and R is a given input alphabet. Take a positive integer n such that 1n 6 , and letD ¼ 0; 1
n
;
2
n
; . . . ;
n 1
n
; 1
 
:We construct a class of NFFAs with input alphabet R, denoted NFFAn, such that NFFAn satisﬁes the following
property.
For any NFFA A with input alphabet R under max-* composition, there is a DFFA B in the class NFFAn
such that A can be approximated by B with accuracy , i.e., jfAðxÞ  fBðxÞj 6  for any input string x 2 R.
The construction of NFFAn is based on Theorem 2.3 and Theorem 2.4. The element B in NFFAn satisﬁes the
following condition.
B is an NFFA, write B as ðQ;R; d; r0; r1Þ, then the fuzzy sets d; r0; r1 only take values in the given ﬁnite
subset D of the unit interval [0, 1].
We show that the class NFFAn so constructed satisﬁes the above mentioned approximation property.
Take any NFFA A with input alphabet R. By Theorem 2.3, there is a DFFA C such that fC ¼ fA _ 1n. Write
C ¼ ðQ;R; d; q0; rÞ. Constructing a new DFFA B from C as follows, where B ¼ ðQ;R; d; q0; sÞ, the only
diﬀerence between B and C lies in the deﬁnitions of fuzzy ﬁnal state r and s, where s is deﬁned in the following
Y. Li / Internat. J. Approx. Reason. 47 (2008) 247–257 253manner: For any state q in Q, sðqÞ ¼ in for some nonnegative integer i 6 n if in 6 rðqÞ < iþ1n . It is clear that s is
deﬁned well, and jsðqÞ  rðqÞj 6 1n 6  holds for any state q 2 Q.Evidently, B is in the class NFFAn and B is a
DFFA. For any input string x 2 R, let q ¼ dðq0;xÞ, then fCðxÞ ¼ rðqÞ and fBðxÞ ¼ sðqÞ. Furthermore, if
fAðxÞ < 1n, then fCðxÞ ¼ fAðxÞ _ 1n ¼ 1n ¼ rðqÞ. By the deﬁnition of s, fBðxÞ ¼ sðqÞ ¼ 1n. HencejfAðxÞ  fBðxÞj ¼ 1n fAðxÞ 6 1n 6 . If fAðxÞP 1n, then fCðxÞ ¼ fAðxÞ _ 1n ¼ fAðxÞ, i.e., fCðxÞ ¼
rðqÞ ¼ fAðxÞ. By the deﬁnition of s, it follows that jfAðxÞ  fBðxÞj ¼ jfCðxÞ  fBðxÞj ¼ jrðqÞ  sðqÞj 6 .
Therefore, B is a DFFA in the class NFFAn which can approximate A with accuracy .
We give an example to illustrate the constructions given in Remark 2.2.
Example 2.2. Take * as product t-norm. Consider the NFFA A ¼ ðQ;R; d; q1; fq2gÞ with max-product
composition, where Q ¼ fq1; q2g;R ¼ fx1; x2g, and the fuzzy transition function d is deﬁned as,
dðq1; x1; q1Þ ¼ 0:2; dðq1; x1; q2Þ ¼ 0:9; dðq2; x1; q2Þ ¼ 1; dðq1; x2; q2Þ ¼ dðq2; x2; q2Þ ¼ 1, and 0 in other cases.
The simple calculation gives the fuzzy language accepted by A is as follows:f ðxÞ ¼
0:2m11  0:9 0:1m2þþmk ; if x ¼ xm11 xl12 ; . . . ; xmk1 xlk2 and m1 > 0; l1 > 0;
0:2m11  0:9; if x ¼ xm11 and m1 > 0;
0:1m2þmk ; if x ¼ xl12 xm21 ; . . . ; xmk1 xlk2 and l1 > 0:
8><
>:Take  ¼ 0:1, then f _ 0:1 can be recognized by a DFFA C ¼ ðQC;R; dC; q0; rÞ, where QC ¼
fq0; q1; q2; q3; q4; qtg; dCðq0; x1Þ ¼ q1; dCðq0; x2Þ ¼ q2; dCðq1; x1Þ ¼ q3; dCðq1; x2Þ ¼ q1; dCðq2; x1Þ ¼ q4; dCðq2; x2Þ ¼
q2; dCðq3; x1Þ ¼ qt; dCðq3; x2Þ ¼ q3; dCðq4; x1Þ ¼ qt; dCðq4; x2Þ ¼ q4; dCðqt; x1Þ ¼ dCðqt; x2Þ ¼ qt, and r ¼ 0:9q1 þ
1
q2
þ
0:18
q3
þ 0:1q4 denotes the fuzzy ﬁnal state of C. Then fC ¼ f _ 0:1. Take n = 10 and let D ¼ 0;
1
10
; 2
10
;    ; 9
10
; 1
 
,
then the required DFFA in Remark 2.2 is deﬁned as B ¼ ðQB;R; dB; q0; sÞ, where QB ¼ fq0; q1; q2; q3; qtg,
and dBðq0; x1Þ ¼ q1; dBðq0; x2Þ ¼ q2; dBðq1; x1Þ ¼ q3; dBðq1; x2Þ ¼ q1; dBðq2; x1Þ ¼ q3; dBðq2; x2Þ ¼ q2; dBðq3; x1Þ ¼
qt; dBðq3; x2Þ ¼ q3; dBðqt; x1Þ ¼ dBðqt; x2Þ ¼ qt, and s ¼ 0:9q1 þ
1
q2
þ 0:1q3 denotes the fuzzy ﬁnal state of B. Thenjf ðxÞ  fBðxÞj 6  for any input x 2 R.
Remark 2.3. By Theorem 2.1, Remark 2.1, Theorem 2.4 and the constructions given in Remark 2.2, for a
t-norm * satisfying WFGC, we know that NFFAs under max-* compositional inference and NFFAs under
max–min compositional inference are equivalent in the approximate sense. Therefore, for diﬀerent kinds of
t-norms satisfying WFGC, NFFAs under max-* compositional inference are equivalent in the approximate
sense. This gives an aﬃrmative answer to the mentioned problem in the introduction, and NFFAs under dif-
ferent compositional inference modes have the ability to describe discrete event systems with fuzzy uncertainty
and fuzzy discrete recurrent systems. That is to say, just as fuzzy systems using diﬀerent compositional reason-
ing methods are universal approximators to the general fuzzy control systems [24,15], NFFAs with diﬀerent
compositional inference are also universal to discrete fuzzy systems. This is just a consequence of Theorem 2.4.
Furthermore, since a continuous t-norm can be uniformly approximated by a sequence of Archimedean
t-norms [12], the results presented in this paper can also be applied to any continuous t-norm, we shall not
expose this issue further in this paper.
For an NFFA A with max-* composition, the codomain of fA can be inﬁnite, i.e., R(f) can be inﬁnite since
the t-norm * can produce new elements. This fact was observed in [13] for more generalized lattice-valued
fuzzy ﬁnite automata. But the codomain of DFFA is always ﬁnite as shown in Theorem 2.1, so we have
the following distinguished result.
Theorem 2.5. For a t-norm *, if * satisfies FGC, then for any NFFA A with max-* composition, there is a DFFA
B such that fA ¼ fB, that is, A and B are equivalent. If * does not satisfy FGC, then there is an NFFA A such that
RðfAÞ is infinite and there is no DFFA equivalent to M.
Proof. If the t-norm * satisﬁes FGC, and a fuzzy language f can be recognized by an NFFA with max-* com-
position. Then, by Theorem 2.2, R(f) is ﬁnite and fa is regular for any a 2 Rðf Þ. By Theorem 2.1, f can be rec-
ognized by a DFFA.
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the NFFA A ¼ ðfq0; q1; q2g; f0; 1g; d; q0; fq2gÞ with max-* composition, where d consists of the following set
of rules:dðq0; 0Þ ¼
a
q0
þ a
q1
; dðq1; 1Þ ¼ q2; dðq2; 1Þ ¼ q0:Then for any x 2 f0; 1g, if x 62 001ð1001Þ; fAðxÞ ¼ 0, and if x ¼ 0m10110m201    10mk01 for some nonneg-
ative integers m1;m2;    ;mk, we havefAðxÞ ¼ am1þm2þþmkþk:
Obviously, R(f) is inﬁnite, so fA cannot be accepted by any DFFA. h
As well-known in classical automata theory (see [11]), nondeterministic ﬁnite automata are always equiv-
alent to deterministic ﬁnite automata. On the other hand, there are many t-norms that do not satisfy FGC,
such as the product and any strict Archimedean t-norm. In this case, NFFAs with max-* composition are
not equivalent to DFFAs as stated by Theorem 2.5. So Theorem 2.5 shows one distinguished diﬀerence of
fuzzy automata from classical automata. However, we still can approximate any NFFA with max-* compo-
sition by a particular DFFA as shown in Theorem 2.4 and in Remark 2.2. The approximation property of
NFFAs forms the main feature of NFFAs for their applications in modeling practical processes. Furthermore,
if a t-norm satisﬁes FGC such as minimum and nilpotent Archimedean t-norm, NFFA with max-* composi-
tion and DFFA are equivalent, we present it in the following theorem.
Theorem 2.6. Let * be a t-norm satisfying FGC. For a fuzzy language f : R ! ½0; 1, the following statements
are equivalent:
(1) f is accepted by a DFFA.
(2) R(f) is finite and fa is regular for any a 2 Rðf Þ.
(3) R(f) is finite and f[a] is regular for any a 2 Rðf Þ.
(4) f is accepted by an NFFA with max-* composition.Proof. Combining Theorem 2.1, and Theorem 2.5, the result is readily veriﬁed. h
In fact, we give a more generalized result on the equivalence of NFFA and DFFA compared to that in [13].
Theorem 2.7. For a t-norm *, the following two conditions are equivalent:
(1) * satisfies FGC.
(2) NFFAs with max-* composition and DFFAs are equivalent.Another distinct feature of NFFAs lies in the fact that the fuzzy languages accepted by NFFAs with max-*
composition are not closed under the operation of complement. That is to say, although a fuzzy language f can
be accepted by an NFFA with max-* composition, 1  f, the complement of f, cannot be accepted by any
NFFA with max-* composition as shown in Example 2.3 below.
Example 2.3. Taking * as product t-norm. Consider the NFFA A ¼ ðfq0; q1; q2g; f0; 1g, d; q0; fq2gÞ with max-
product composition, where d consists of the following set of rules:dðq0; 0Þ ¼
1=4
q0
þ 3=4
q1
; dðq1; 1Þ ¼ q2; dðq2; 1Þ ¼ q0:Then for any x 2 f0; 1g, if x 62 001ð1001Þ; fAðxÞ ¼ 0, and if x ¼ 0m10110m201    10mk01 for some nonneg-
ative integers m1;m2; . . . ;mk, we havefAðxÞ ¼ 1
4
 m1þm2þþmk 3
4
 k
:
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a 2 ð0; 1Þ, for example, a ¼ 1=4, the set fgðxÞ : x 2 f0; 1g and gðxÞP ag is obviously inﬁnite. By Theorem
2.3, g ¼ 1 f cannot be accepted by any NFFA with max-product composition.
On the other hand, the fuzzy languages accepted by DFFAs are closed under the operation of complement.
If a fuzzy language f can be accepted by a DFFA A ¼ ðQ;R; d; q0; r1Þ, then 1  f, the complement of f, is
accepted by a DFFA B, where B ¼ ðQ;R; d; q0; r2Þ, and r2 ¼ 1 r1, that is, r2 is the complement of r1.
In the remainder of this section, we give some descriptions of R(f) for fuzzy language f which can be
accepted by some NFFA with max-* composition.
Theorem 2.8. Let * be an Archimedean t-norm. For any NFFA A with max-* composition, let D ¼ F ðdÞ [ RðrÞ.
If RðfAÞ is infinite, then RðfAÞ is a sequence of S(D) converging to 0.
Theorem 2.9. Let * be an Archimedean t-norm. If f : R
 ! ½0; 1 satisfies the following condition: (i) for any
a 2 ð0; 1, Raðf Þ ¼ ff ðxÞ : x 2 R; f ðxÞP ag is finite, and (ii) for any a 2 ð0; 1, fa is regular, then for any
 2 ð0; 1, there exists a DFFA A such that the following inequality holds for any input x 2 Rjf ðxÞ  fAðxÞj 6 :
We give an example of fuzzy language f : R ! ½0; 1 satisfying the conditions of Theorem 2.9, but f cannot
be accepted by any NFFA with max-* composition. Taking * as product t-norm. Deﬁne f : f0; 1g ! ½0; 1 by
f ð0nÞ ¼ 1=n for any positive integer n and 0 otherwise, then f satisﬁes two conditions in Theorem 2.9, but
Rðf Þ ¼ 1n : nP 1
 
is not contained in any S(D) for any ﬁnite subset D of [0,1], hence f cannot be accepted
by any NFFA with max-* composition.
3. Robustness of fuzzy ﬁnite automata
A related issue is the robustness of fuzzy reasoning and fuzzy computations. In other words, how the impre-
cision of fuzzy transitions of a fuzzy ﬁnite automaton inﬂuences the overall imprecision of the fuzzy reasoning
and fuzzy computations, and how precisely the membership degree of fuzzy transitions needs to be given if the
overall precision of computations is not to be compromised.
We have exploited the robustness of fuzzy reasoning in [14]. By using the maximum perturbation of fuzzy
sets, we have shown that the robustness of fuzzy reasoning is heavily dependent on the choices of fuzzy con-
nectives in fuzzy reasoning. Since fuzzy automata are the simple models for the fuzzy inference algorithm, we
shall use the similar approach as used in [14] to study the robustness of fuzzy ﬁnite automata here.
To formulate the robustness of fuzzy computations, we need the concept of ‘‘closeness’’ of fuzzy ﬁnite auto-
mata, which is similar to that given in quantum automata in [4].
Deﬁnition 3.1. Two NFFAs, A and A 0 are -close,  > 0, if they have the same sets of states and symbols and
the diﬀerence between pairs of the corresponding membership degrees is at most . That is to say,
jdðq; x; pÞ  d0ðq; x; pÞj <  and jrðqÞ  r0ðqÞj < , for any p; q 2 Q; x 2 R.
We need the following two lemmas, which are two basic results of mathematical analysis, compare Refs.
[14,15].
Lemma 3.1. Assume that f ; g : U ! ½0; 1 are two functions, then
_
x2U
f ðxÞ 
_
x2U
gðxÞ

 6
_
x2U
jf ðxÞ  gðxÞj;
^
x2U
f ðxÞ 
^
x2U
gðxÞ

 6
_
x2U
jf ðxÞ  gðxÞj:Lemma 3.2. Let * be a t-norm. Assume that ai; bi 2 ½0; 1 such that jai  bij < e for i ¼ 1; 2; . . . ; k, then
ja1  a2      ak  b1  b2      bkj < 1 ð1 eÞk:
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holds for any input x 2 R.
Proof. Since d ¼ d0, we know that dðq0;xÞ ¼ d0ðq0;xÞ. Using Lemma 3.1, we have
jfAðxÞ  fA0 ðxÞj ¼ jrðdðq0;xÞÞ  r0ðd0ðq0;xÞÞj <  for any x 2 R. h
Theorem 3.2. Let * be a t-norm. Given two NFFAs, A and A
0, under max-* composition, with the set of states and
alphabet R are -close, thenjfAðxÞ  fA0 ðxÞj < 1 ð1 Þnþ1;
holds for any input x 2 R, where n ¼ jxj.
Proof. This is because jfAðxÞ  fA0 ðxÞj ¼ j
Wfdðq0; x1; q1Þ  dðq1; x2; q2Þ      dðqn1; xn; qnÞ  rðqnÞ : q1; . . . ;
qn 2 Qg 
Wfd0ðq0; x1; q1Þ  d0ðq1; x2; q2Þ      d0ðqn1; xn; qnÞ  rðqnÞ : q1; . . . ; qn 2 Qgj, where x ¼ x1; . . . ; xn.
Since jdðqi; xiþ1; qiþ1Þ  d0ðqi; xiþ1; qiþ1ÞÞj <  for any i ¼ 0; 1; . . . ; n 1, using Lemma 3.2, we have
jfAðxÞ  fA0 ðxÞj < 1 ð1 Þnþ1 for any x 2 R, where n ¼ jxj. h
If * is an Archimedean t-norm, for each positive x < 1 and positive integer n, there is unique y such that
yn ¼ x, we denote this y as x1n (see [8]).
Corollary 3.1. Assume that * is an Archimedean t-norm. Let A be an NFFA with max-* composition, and let A
0
be an NFFA with max-* composition which is a-closed to M, where a ¼ 1 ð1 Þ
1
1þn;  > 0. Then A0 simulates A
for n-steps with accuracy .
Proof. In n-step, a fuzzy ﬁnite automaton can process any input word x 2 R with length jxj 6 n. By Theo-
rem 3.2, jfAðxÞ  fA0 ðxÞj < 1 ð1 aÞnþ1 6  for any x 2 R satisfying jxj 6 n. Thus A 0 simulates A for
n-steps with accuracy . h
Corollary 3.2. Assume that * is the minimum operation. Let A be an NFFA, and let A
0 be an NFFA which is
-closed to A,  > 0, both under max–min composition. Then A 0 simulates A with accuracy .
Proof. If  ¼ ^, then jfAðxÞ  fA0 ðxÞj <  for any x 2 R as shown in Theorem 3.2. That is to say, A 0 simu-
lates A with accuracy . h4. Conclusions
In this work, we study the relationship between DFFA and NFFA under max-* compositional inference
for some t-norm satisfying weakly ﬁnite generated condition. We show that DFFA and NFFA with max-*
composition are not equivalent in general. However, we can approximate an NFFA with max-* composition
by some DFFA with any given accuracy, the related construction is presented in Remark 2.2. The signiﬁcance
of this approximation is that it shows the approximation equivalence between NFFAs using max-* composi-
tional inference for diﬀerent kinds of t-norms. Therefore, as the models of discrete event systems with fuzzy
uncertainty, fuzzy ﬁnite automata can be universally used. The robustness of fuzzy ﬁnite automata against the
imprecisions of fuzzy transition is also considered, some general results are obtained which will be potentially
useful for the application of fuzzy ﬁnite automata.
The fuzzy automata considered in this paper are fuzzy ﬁnite automata without output, we also deﬁne fuzzy
automata with output in [16], similar approximation properties and robustness can be readily extend to those
kinds of fuzzy automata in [16]. There is however still lot of work being done on the approximation and
robustness of general fuzzy automata proposed in [6] as the further study. Another issue is the computational
complexity of fuzzy reasoning using the models of fuzzy automata. Some related work has been done in [1,9]
Y. Li / Internat. J. Approx. Reason. 47 (2008) 247–257 257by using the classical computational complexity theory, further work should be done on the fuzzy computa-
tional complexity theory using fuzzy automata theory.
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