Boundedness and decay for the Teukolsky system of spin $\pm2$ on
  Reissner-Nordstr\"om spacetime: the case $|Q| \ll M$ by Giorgi, Elena
Boundedness and decay for the Teukolsky system of spin ±2
on Reissner-Nordstro¨m spacetime: the case |Q| M
Elena Giorgi
November 9, 2018
Abstract
We prove boundedness and polynomial decay statements for solutions to the spin ±2 gen-
eralized Teukolsky system on a Reissner-Nordstro¨m background with small charge. The first
equation of the system is the generalization of the standard Teukolsky equation in Schwarz-
schild for the extreme component of the curvature α. The second equation, coupled with the
first one, is a new equation for a new gauge-invariant quantity involving the electromagnetic
curvature components. The proof is based on the use of derived quantities, introduced in pre-
vious works on linear stability of Schwarzschild ([15]). These quantities verify a generalized
coupled Regge-Wheeler system.
These equations are the ones verified by the extreme null curvature and electromagnetic
components of a gravitational and electromagnetic perturbation of the Reissner-Nordstro¨m
spacetime. Consequently, as in the Schwarzschild case, these bounds provide the first step
in proving the full linear stability of Reissner-Nordstro¨m metric for small charge to coupled
gravitational and electromagnetic perturbations.
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1 Introduction
The problem of stability of the Kerr family in the context of the Einstein vacuum equations occupies
a center stage in mathematical General Relativity, see [29]–[16] for recent developments and the
introductions to [15] and [29] for the formulation of the problem and discussions of the main
difficulties.
An essential step in the program of settling the stability of Kerr conjecture is to understand the
behavior of solutions to the so called Teukolsky equations. These are wave equations verified by the
extreme null components of the curvature tensor which decouple, to second order, from all other
curvature components.
In linear theory, the Teukolsky equation, combined with cleverly chosen gauge conditions, allows
one to prove the weakest version of stability, i.e the lack of exponentially growing modes for all
curvature components. Extensive literature by the physics community covers these results (see for
example[10], [12], [11] and [7]). This weak version of stability is however far from sufficient to
prove boundedness and decay of the solution; one needs instead to derive sufficiently strong decay
estimates to hope to apply them in the nonlinear framework.
The first important breakthrough in this direction was made by [15] in the context of the linear
stability of the Schwarzschild metric. In their work, Dafermos, Holzegel and Rodnianski derive
the first quantitative decay estimates for the Teukolsky equations in Schwarzschild and use them
to prove the first quantitative stability result of the full linearized gravitational system around a
fixed Schwarzschild solution. Different results and proofs of the linear stability of the Schwarzschild
spacetime have followed, using the original Regge-Wheeler approach of metric perturbations (see
[25]), and using wave gauge (see [26], [27], [28]). The nonlinear stability of the Schwarzschild metric,
for restricted polarized perturbations, was recently announced in [29].
The results on boundedness and decay for the Teukolsy equations were recently extended to
slowly rotating Kerr in [16] and in [31]. The analysis of the full linearized equations near the Kerr
solution remains open.
The approach of [15] and [16] to derive boundedness and quantitative decay for the Teukolsky
equations relies on the following ingredients:
1. A map which takes a solution to the Teukolsky equation to a solution of a wave equation which
is simpler to analyze. In the case of Schwarzschild, this equation is known as the so called
Regge-Wheeler equation. The first such transformation was discovered by Chandrasekhar (see
[10]) in the context of mode decompositions. The physical version of this transformation first
appears in [15].
2. A vectorfield-type method to get quantitative decay for the new wave equation.
3. A method by which we can derive estimates for solutions to the Teukolsky equation from
those of solutions to the transformed Regge -Wheeler equation.
Analogous problems appear in the case of the Einstein equation coupled with the Maxwell
equations. The problem of stability of charged black holes has as a final goal the proof of non-linear
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stability of Kerr-Newman family (M, gM,Q,a) as solutions to the Einstein-Maxwell equation
Ric(g)µν = T (F )µν := 2FµλFν
λ − 1
2
gµνF
αβFαβ (1)
where F is a 2-form satisfying Maxwell equations
D[αFβγ] = 0, D
αFαβ = 0. (2)
The presence of a right hand side in the Einstein equation (1) and the Maxwell equations add new
difficulties to the analysis of the problem, presenting coupling between the gravitational and the
electromagnetic perturbations.
An intermediate step towards the proof of non-linear stability of charged black holes is the
linear stability of the simplest non-trivial solution of the Einstein-Maxwell equations, the Reissner-
Nordstro¨m spacetime.
The Reissner-Nordstro¨m family of spacetimes (M, gM,Q) can be expressed in local coordinates
as
gM,Q = −
(
1− 2M
r
+
Q2
r2
)
dt2 +
(
1− 2M
r
+
Q2
r2
)−1
dr2 + r2(dθ2 + sin2 θdφ2), (3)
where M and Q are two real parameters, which can be interpreted as the mass and the charge of
the black hole, for |Q| < M . This solution corresponds to the Kerr-Newman solution for a = 0
(just as the Schwarzschild solution corresponds to Kerr for a = 0). Observe that Schwarzschild also
corresponds to the Reissner-Nordstro¨m solution for Q = 0.
To extend the results on the linear of Schwarzschild to Reissner-Nordstro¨m, a key step is an
understanding of the analogous of the Teukolsky equation. The gauge-independent quantities in-
volved, and the structure of the equations that they verify in physical space, were not clear up
to this point. Indeed, we need to first find equations in physical space similar to the Teukolsky
equations, for which one can prove quantitative decay.
The aim of this paper is to derive the Teukolsky system in Reissner-Nordstro¨m spacetime and
prove boundedness and decay statements for the system in the case of Reissner-Nordstro¨m with
small charge. The result is therefore analogous to the boundedness and decay result of [15], but for
the more complicated setting of Reissner-Nordstro¨m spacetime as solution to the Einstein-Maxwell
equation (1). In particular, we rely on the following ingredients:
1. Computations in physical space which show the Teukolsky-type equations verified by the
extreme null curvature components in Reissner-Nordstro¨m spacetime. We obtain a system of
two coupled Teukolsky-type equations.
2. A map which takes solutions to the Teukolsky-type equation to solutions to a Regge-Wheeler-
type equation. We obtain a system of two coupled Regge-Wheeler-type equations.
3. A vectorfield method to get quantitative decay for the system. The analysis is highly affected
by the fact that we are dealing with a system, as opposed to a single equation.
4. A method by which we can derive estimates for solutions to the Teukolsky-type system from
those of solutions to the transformed Regge-Wheeler-type system.
We give a rough statement of the main result in Section 1.2.
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In a separate paper, we will use the above result as a key step in the proof of linear stability of
Reissner-Nordstro¨m spacetime for small charge under gravitational and electromagnetic perturba-
tions in an appropriate gauge.
The problem of boundedness or decay result for solutions to the Teukolsky system for the case
of general subextremal Reissner-Nordstro¨m parameters |Q| < M remains open.
1.1 The Teukolsky-type equations
Just as in the vacuum case, the original approach to linear stability of the Reissner-Nordstro¨m
spacetime are the metric pertubations, leading to a generalization of the Regge-Wheeler and Zerilli
equations. See for example [12], where the two pairs of one-dimensional wave equations which
govern the odd and the even-parity perturbations of the Reissner-Nordstro¨m black hole are derived
directly from a treatment of its metric perturbations. See also references in [10].
Another approach which was largely studied by the phisics community was the perturbations
via the Newman-Penrose formalism. See for example [11] and [7].
These results rely on the derivation of the equations in separated forms, with a decomposition in
modes. This is enough to prove that there are no exponentially growing modes, but doesn’t prove
boundedness or decay of the solution. To prove boundedness and decay, a physical space analysis
has to be done.
In this paper, we use the formalism of null frames and derive the Teukolsky equation for Reissner-
Nordstro¨m spacetime in physical space. In the gravitational perturbation of Schwarzschild, the
Teukolsky equation is the equation verified by the extreme curvature component α, which is a
gauge-invariant quantity. A fundamental good property of this equation is that it decouples, at
the linear level, with any other curvature components. In Schwarzschild, it can be schematically
written as:
gMα+ c1∇/ 4α+ c2∇/ 3α+ V˜1 α = 0
where gM is the wave operator for the Schwarzschild metric and c1 and c2 are some coefficients
multiplying the first null derivatives, and V˜1 is a potential. See [15] or [29] for the exact form.
In the case of the Einstein-Maxwell equations, we obtain a Teukolsky-type equation for α in
Reissner-Nordstro¨m spacetime (derived in Appendix A), which can be schematically written as:
gM,Qα+ c1∇/ 4α+ c2∇/ 3α+ V˜1 α = Q · ∇/ 4f (4)
where gM,Q is the wave operator for the Reissner-Nordstro¨m metric, and f is a new gauge-invariant
quantity which depends on the electromagnetic tensor. See Proposition A.3.1 for the exact form.
Observe that the Teukolsky-type equation in Reissner-Nordstro¨m is coupled with the new quantity
f. This makes the previous analysis of the Teukolsky equation in Schwarzschild not applicable to
this case.
It is remarkable that the quantity f verifies itself a Teukolsky-type equation in Reissner-Nordstro¨m
spacetime (derived in Appendix A), which can be schematically written as:
gM,Q f + c1∇/ 4f + c2∇/ 3f + V˜2 α = −Q · ∇/ 3α (5)
which is coupled back to the curvature component α. See Proposition A.3.2 for the exact form.
The two equations above form what we shall call the generalized Teukolsky system for spin
+2 in Reissner-Nordstro¨m spacetime, which govern the coupled gravitational and electromagnetic
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perturbation of Reissner-Nordstro¨m. Completely analogous equations are verified by the spin −2
components α and f.
The main result of this paper concerns the quantities (α, f) verifying such a system.
1.1.1 Previous works on boundedness and decay for Teukolsky-type equations
We briefly review here some previous works on quantitative decay for Teukolsky-type equations in
different background. For an accurate review see the introduction in [16]. Recall that the s = 0
Teukolsky equation reduces to the scalar linear wave equation, while the s = ±1 Teukolsky equation
is verified by the one-form extreme component of the electromagnetic tensor governed by Maxwell
equations.
• The case s = 0 in vacuum: Numerous advances on boundedness and decay for solutions
to the Cauchy problem for the scalar wave equation on Kerr have been obtained in recent
years. From an early result for boundedness of the solutions to the scalar wave equation in
Schwarzschild ([32]), to more robust techniques introduced in [17] and [18], there are now
complete results on boundedness and decay in the full subextremal range of Kerr parameters
|a| < M . See [9], [19], [20], [38], [21], [3], [35], [22], [33].
• The case s = 0 in electrovacuum: The main techniques introduced in the case of scalar
wave equations in vacuum spacetimes can be easily generalized to electrovacuum solutions. In
Reissner-Nordstro¨m spacetime, more general result about spherically symmetric, stationary
spacetimes can be applied ([1], [2], [33]). Some properties of the scalar wave equation in the
Kerr family have been extended to the Kerr-Newman family (see [14]).
• The case s = ±1 in vacuum: The boundedness and polynomial decay for the Maxwell
equations in Schwarzschild, verifying the spin ±1 Teukolsky equation, has been proved in [8]
and [34]. Similarly, results in Kerr spacetime with |a| M are obtained in [4] and [30].
• The case s = ±1 in electrovacuum: For the Maxwell equations in Reissner-Nordstro¨m
spacetime, more general result about spherically symmetric spacetimes can be applied ([36]).
• The case s = ±2 in vacuum: The spin ±2 Teukolsky equation in Schwarzschild has been
studied in [15] in the context of linearized gravity. Boundedness and decay statements for the
Teukolsky equations in Kerr spacetimes with |a| M are proved in [31] and [16].
1.2 The main result and first comments on the proof
A rough version of our main result is the following.
Main Theorem. (Rough version) Let |Q|  M . Solutions (α, f) and (α, f) to the generalized
Teukolsky system of spin ±2 on Reissner-Nordstro¨m exterior spacetimes (M, gM,Q) arising from
regular localized initial data on a Cauchy hypersurface Σ0 remain uniformly bounded and satisfy an
rp-weighted energy hierarchy and polynomial decay.
The precise statement will be given as Main Theorem in Section 8.2.
A direct analysis of equations of the form (4) or (5) is prevented by the presence of the first
order terms. Instead, we rely on the introduction of two derived quantities q and qF, obtained
from α and f respectively, which verify a system of what we shall call generalized Regge-Wheeler
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equations, coupled together. Similar derived quantities were introduced in [15] (also used in [29])
in the case of Schwarzschild spacetime, and in [16] in the case of Kerr spacetime.
As observed in the case of the Regge-Wheeler-type equation obtained in Kerr in [16], the com-
plete decoupling of the equation is not necessary in the derivation of the estimates. A new important
feature appearing in the Einstein-Maxwell equations, which is not present in the vacuum case, are
the estimates involving coupling terms of curvature and electromagnetic tensor, which are indepen-
dent quantities. In addition to those, the coupling of the Regge-Wheeler equations involve lower
order terms, as in Kerr ([16] and [31]). In order to take into account this whole structure in the
estimates, the two equations have to be considered as one system, together with transport estimates
for the lower order terms.
1.2.1 The Chandrasekhar transformation and the Regge-Wheeler system
We define the derived quantities q and qF as (see (115) and (116))
q =
1
κ
∇/ 3
(
r
κ
∇/ 3(r3κ2α)
)
qF =
1
κ
∇/ 3(r3κ f)
(6)
where κ = trχ is the trace of the second null fundamental form. They correspond to physical space
versions of transformations first considered by Chandrasekhar ([10]). Similar physical versions of the
Chandrasekhar transformation were first introduced in [15] (see Section 7.1 for a comparison of the
derived quantities). This transformation has the remarkable property of turning the Teukolsky-type
equations (4) and (5) into a system of generalized Regge-Wheeler equations.
A lenghty computation, carried out in Appendix B, reveals that q and qF verify a system of the
following schematic form: {
gM,Qq− V1q = Q(D≤2qF),
gM,QqF − V2qF = Q(q)
(7)
See Propositions B.1.1 and B.2.2 for the exact form.
In the case of Q = 0, as in Schwarzschild spacetime, the system reduces to the first equation,
with trivial right hand side. We therefore recover the Regge-Wheeler equations obtained in the
context of linear stability of Schwarzschild in [15].
We emphasize that the particular structure of the coupling terms on the right hand side allows
the estimates to be derived as in this paper. In particular, the difference in sign in the highest
terms on the right hand side of the system allows the cancellation for the most troubling terms at
the photon sphere. See Remark 10.1.
We outline here the procedure for the proof of boundedness and decay for the Teukolsky system
in the case of small charge.
1.2.2 Estimates for the two equations
We write system (7) in the following concise form:
(
g − V1
)
q = M1[q, q
F] := Q C1[q
F] +Q L1[q
F] +Q2 L1[q],(
g − V2
)
qF = M2[q, q
F] := Q C2[q] +Q
2L2[q
F]
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where Q is the charge of the Reissner-Nordstro¨m metric (M, gM,Q). The terms Cs and Ls are
respectively the coupling and the lower order terms. In particular:
• The terms C1 and C2 are the terms representing the coupling between the Weyl curvature
and the Ricci curvature. In the wave equation for q the coupling term C1 = C1[q
F] is an
expression in terms of qF, while in the wave equation for qF the coupling term C2 = C2[q] is
an expression in terms of q.
• The terms L1 and L2 collect the lower order terms: in particular L1[q] are lower order terms
with respect to q, while L1[q
F] and L2[q
F] are lower terms with respect to qF. The index 1
or 2 denotes if they appear in the first or in the second equation.
We first derive separated estimates for the two equations of the form(
g − Vi
)
Ψi = Mi
for i = 1, 2, keeping the right hand side as it is in the computations. We apply to both equations
separately the standard procedures used to derive energy-Morawetz estimates. Using the Morawetz
vector field as multiplier, the redshift estimates and the rp-method, we derive Morawetz estimates
and rp-weighted estimates, as in (195), as long as higher derivative estimates, as in (196), for the
two separated equations. This is done in Section 9.
Notice that these separated estimates will contain on the right hand side terms involving M1
and M2 that at this stage are not controlled. In particular M1 and M2 contain both the coupling
terms C and the lower order terms L.
1.2.3 Estimates for the coupling terms
We observe that the structure of the right hand side in the two equations of the system is not sym-
metric. In particular, the coupling term C1[q
F] in the first equation involves up to two derivatives
of qF, while the coupling term C2[q] in the second equation contains 0th-order derivative of q. In
order to take into account the difference in the presence of derivatives, we consider the 0th-order
Morawetz and rp weighted estimate for the first equation and the 1st-order estimate for the second
equation, and we add them together. This operation will create a combined estimate, where the
Morawetz bulks on the left hand side of each equations will absorb the coupling term on the right
hand side of the other equation. In the trapping region, this absorption is delicate because of the
degeneracy of the bulk norms. Neverthless, the special structure of the coupling terms C1[q
F] and
C2[q] implies a cancellation of problematic terms in the trapping region. This is done in Section
10.1.
1.2.4 Estimates for the lower order terms
To absorb the lower order terms L1[q], L1[q
F] and L2[q
F] in the combined estimate, we derive
transport estimates for α and f through the relations (6), to get non-degenerate energy estimates.
Using these estimates, we will be able to control the norms involving the lower terms. This is done
in Section 10.2.
Summing the separated estimates and absorbing the coupling terms and the lower order terms
on the right hand side we obtain a combined estimate for the system as in the Main Theorem.
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1.3 Outline of the paper
The paper is organized as follows.
In Section 2, we introduce the general framework of null frames, and we write the Einstein-
Maxwell equations in such null frames.
In Section 3, we introduce the Reissner-Nordstro¨m metric (M, gM,Q) and recall its main prop-
erties.
In Section 4, we derive the linearization of the Einstein-Maxwell equations around the Reissner-
Nordstro¨m solution.
In Section 5, we describe the gauge-invariant quantities α and f which verify the generalized
Teukolsky system, presented in Section 6, together with the generalized Regge-Wheeler system
verified by q and qF.
In Section 7, we present the Chandrasekhar transformation, relating the generalized Teukolsky
system and the generalized Regge-Wheeler system.
In Section 8, we define the main weighted energies and bulks used in the estimates and state
the theorem.
In Section 9, the estimates for the separated equations are carried out, and in Section 10 the
estimates for the coupling and the lower order terms are derived.
Finally, in Section 11, we summarize the previous steps into the proof of the Main Theorem.
In Appendix A, we collect the computations in the derivation of the generalized Teukolsky
system, and in Appendix B, we show the derivation of the generalized Regge-Wheeler system
through the Chandrasekhar transformation.
Acknowledgements The author is grateful to Sergiu Klainerman and Mu-Tao Wang for com-
ments and suggestions.
2 The Einstein-Maxwell equations in null frames
In this section, we review the general form of the Einstein-Maxwell equations (1) and (2) written
with respect to a local null frame of a Lorentzian manifold. In this section, we will derive the main
equations in their full generality.
2.1 Preliminaries
Let (M,g) be a 3 + 1-dimensional Lorentzian manifold, and let D be the covariant derivative
associated to g.
2.1.1 Local null frames
Suppose that the the Lorentzian manifold (M,g) can be foliated by spacelike 2-surfaces (S, /g),
where /g is the pullback of the metric g to S. To each point of M, we can associate a null frame
N = {eA, e3, e4}, with {eA}A=1,2 being tangent vectors to (S, /g), such that the following relations
hold
g (e3, e3) = 0, g (e4, e4) = 0, g (e3, e4) = −2
g (e3, eA) = 0 , g (e4, eA) = 0 , g (eA, eB) = /gAB .
(8)
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2.1.2 S-tensor algebra
In Section 2.2, we will express the Ricci coefficients, curvature and electromagnetic components
with respect to a null frame N associated to a foliation of surfaces S. These objects are therefore
S-tangent tensors. We will use the standard notations for operations on S-tangent tensor. See for
example Section 3.1.3. of [15].
We recall the definition of the projected covariant derivatives and the angular operator on S-
tensors. We denote ∇/ 3 = ∇/ e3 and ∇/ 4 = ∇/ e4 the projection to S of the spacetime covariant
derivatives De3 and De4 respectively.
We define the following angular operator on S-tensors (see [13]). Let ξ be an arbitrary one-form
and θ an arbitrary symmetric traceless 2-tensor on S.
• ∇/ denotes the covariant derivative associated to the metric /g on S.
• D/1 takes ξ into the pair of functions (div/ ξ, curl/ ξ), where
div/ ξ = /g
AB∇/AξB , curl/ ξ = /AB∇/AξB
• D?/1 is the formal L2-adjoint of D/1, and takes any pair of functions (ρ, σ) into the one-form
−∇/Aρ+ /AB∇/Bσ.
• D/2 takes θ into the one-form (div/ θ)C = /gAB∇/AθBC .
• D?/2 is the formal L2-adjoint of D/2, and takes ξ into the symmetric traceless two tensor
(D?/2ξ)AB = −1
2
(
∇/BξA +∇/AξB − (div/ ξ)/gAB
)
We recall the relations between the angular operators and the laplacian 4/ on S:
D/1D?/1 = −4/ 0,
D?/1D/1 = −4/ 1 +K,
D/2D?/2 = −1
2
4/ 1 −
1
2
K,
D?/2D/2 = −1
2
4/ 2 +K
(9)
where 4/ 0 and 4/ 1 are the laplacian on scalars and on 1-form respectively, and K is the Gauss
curvature of the surface S.
2.2 Ricci coefficients, curvature and electromagnetic components
We now define the Ricci coefficients, curvature and electromagnetic components associated to the
metric g with respect to the null frame N = {eA, e3, e4}, where the indices A,B take values 1, 2.
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2.2.1 Ricci coefficients
We define the Ricci coefficients associated to the metric g with respect to the null frame N in the
following way (see [13]):
χAB : = g(DAe4, eB), χAB := g(DAe3, eB)
ηA : =
1
2
g(D3e4, eA), ηA :=
1
2
g(D4e3, eA),
ξA : =
1
2
g(D4e4, eA), ξA :=
1
2
g(D3e3, eA)
ω : =
1
4
g(D4e4, e3), ω :=
1
4
g(D3e3, e4)
ζA : =
1
2
g(DAe4, e3),
(10)
It is natural to decompose the 2-tensor χAB into its tracefree part χ̂AB , a symmetric traceless 2-
tensor on S, and its trace κ := trχ. In particular we write χAB =
1
2κ /gAB+ χ̂AB , with /g
ABχ̂AB = 0
and κ = /g
ABχAB . Similarly for χAB .
It follows from (10) that we have the following relations for the commutators of the null frame:[
e3, eA
]
= (ηA − ζA)e3 + ξAe4 − χABeB ,[
e4, eA
]
= (η
A
+ ζA)e4 + ξAe3 − χABeB ,[
e3, e4
]
= −2ωe3 + 2ωe4 + 2(ηA − ηA)eA
(11)
2.2.2 Curvature components
Let W denote the Weyl curvature of g and let ?W denote the Hodge dual on (M,g) of W. We
define the null curvature components in the following way (see [13]):
αAB : = W(eA, e4, eB , e4), αAB := W(eA, e3, eB , e3)
βA : =
1
2
W(eA, e4, e3, e4), βA :=
1
2
W(eA, e3, e3, e4)
ρ : =
1
4
W(e3, e4, e3, e4) σ :=
1
4
?W(e3, e4, e3, e4)
(12)
The remaining components of the Weyl tensor are given by
WAB34 = 2σAB , WABC3 = AB
?β
C
, WABC4 = AB
?βC ,
WA3B4 = −ρδAB + σAB , WABCD = −ABCDρ
2.2.3 Electromagnetic components
Let F be a 2-form in (M,g), and let ?F denote the Hodge dual on (M,g) of F. We define the null
electromagnetic components in the following way (see [6] and [34]):
(F )βA : = F(eA, e4),
(F )β
A
:= F(eA, e3)
(F )ρ :=
1
2
F(e3, e4),
(F )σ :=
1
2
?F(e3, e4)
(13)
The only remaining component of F is given by FAB = −AB (F )σ.
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Remark 2.1. The notation in both [6] and [34] differs to ours. In those previous works, the extreme
components of F are denoted by α, as opposed to β. By using our notation, we want to stress the
fact that (F )β and (F )β are not gauge-invariant quantities in the gravitational and electromagnetic
perturbations of Reissner-Nordstro¨m, leading to major differences in the treatment of the estimates.
See Section 5.
2.3 The Einstein-Maxwell equations
If (M,g) satisfies the Einstein-Maxwell equations
Rµν = 2FµλFν
λ − 1
2
gµνF
αβFαβ , (14)
D[αFβγ] = 0, D
αFαβ = 0. (15)
the Ricci coefficients, curvature and electromagnetic components defined in (10), (12) and (13)
satisfy a system of equations, which is presented in this section.
2.3.1 The null structure equations
The first equations for χ and χ are given by
∇/ 3χAB + χCAχCB + 2ωχAB = 2∇/BξA + 2ηBξA + 2ηAξB − 4ζBξA + RA33B ,
∇/ 4χAB + χCAχCB + 2ωχAB = 2∇/BξA + 2ηBξA + 2ηAξB + 4ζBξA + RA44B
and separating in the symmetric traceless part and in the trace part, we obtain
∇/ 3χ̂+ κ χ̂+ 2ωχ̂ = −2D?/2ξ − α+ 2(η + η − 2ζ)⊗̂ξ,
∇/ 4χ̂+ κ χ̂+ 2ωχ̂ = −2D?/2ξ − α+ 2(η + η + 2ζ)⊗̂ξ
(16)
and
∇/ 3κ+ 1
2
κ2 + 2ωκ = 2div/ ξ − (χ̂, χ̂) + 2(η + η − 2ζ) · ξ − 2( (F )β, (F )β),
∇/ 4κ+ 1
2
κ2 + 2ωκ = 2div/ ξ − (χ̂, χ̂) + 2(η + η + 2ζ) · ξ − 2( (F )β, (F )β)
(17)
The second equations for χ and χ are given by
∇/ 4χAB = 2∇/BηA + 2ωχAB − χCBχAC + 2(ξBξA + ηBηA) + RA34B ,
∇/ 3χAB = 2∇/BηA + 2ωχAB − χCBχAC + 2(ξBξA + ηBηA) + RA43B ,
and separating in the symmetric traceless part and in the trace part, we obtain
∇/ 3χ̂+ 1
2
κ χ̂− 2ωχ̂ = −2/D?2η −
1
2
κχ̂+ (η⊗̂η) + (ξ⊗̂ξ)− ( (F )β⊗̂ (F )β)
∇/ 4χ̂+ 1
2
κ χ̂− 2ωχ̂ = −2/D?2η −
1
2
κχ̂+ (η⊗̂η) + (ξ⊗̂ξ)− ( (F )β⊗̂ (F )β),
(18)
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and
∇/ 3κ+ 1
2
κκ− 2ω κ = 2div/ η − (χ̂, χ̂) + 2(ξ, ξ) + 2(η, η) + 2ρ
∇/ 4κ+ 1
2
κκ− 2ω κ = 2div/ η − (χ̂, χ̂) + 2(ξ, ξ) + 2(η, η) + 2ρ
(19)
while the antisymmetric part is given by
/curl η = −1
2
χ ∧ χ+ σ, /curl η = 1
2
χ ∧ χ− σ (20)
The equations for ζ are given by
∇/ 3ζ = −2∇/ω − χ · (ζ + η) + 2ω(ζ − η) + χ · ξ + 2ωξ − 1
2
RA334,
−∇/ 4ζ = −2∇/ω − χ · (−ζ + η) + 2ω(−ζ − η) + χ · ξ + 2ωξ − 1
2
RA443
and therefore reducing to
∇/ 3ζ = −2∇/ω − χ · (ζ + η) + 2ω(ζ − η) + χ · ξ + 2ωξ − β + (F )σAC (F )βC − (F )ρ (F )β,
∇/ 4ζ = 2∇/ω + χ · (−ζ + η) + 2ω(ζ + η)− χ · ξ − 2ωξ − β − (F )σ · (F )β − (F )ρ (F )β
(21)
The equations for ξ and ξ are given by
∇/ 4ξ −∇/ 3η = 4ωξ +−χ · (η − η)− 1
2
RA334,
∇/ 3ξ −∇/ 4η = 4ωξ + χ · (η − η)− 1
2
RA443
and therefore reducing to
∇/ 4ξ −∇/ 3η = −χ · (η − η) + 4ωξ − β + (F )σ · (F )β − (F )ρ (F )β,
∇/ 3ξ −∇/ 4η = χ · (η − η) + 4ωξ + β + (F )σ · (F )β + (F )ρ (F )β
(22)
The equation for ω and ω is given by
∇/ 4ω +∇/ 3ω = 4ωω + ξ · ξ + ζ · (η − η)− η · η + 1
4
R3434
and therefore reducing to
∇/ 4ω +∇/ 3ω = 4ωω + ζ · (η − η) + ξ · ξ − η · η + ρ+ (F )ρ2 − (F )σ2 (23)
The spacetime equations that generate Codazzi equations are
∇/CχAB + ζBχAC = ∇/BχAC + ζCχAB + RA3CB ,
∇/CχAB − ζBχAC = ∇/BχAC − ζCχAB + RA4CB
13
and, taking the trace in C,A we obtain
div/ χ̂
B
= (χ̂ · ζ)B − 1
2
κζB +
1
2
(∇/Bκ) + βB + (F )σBC (F )βC − (F )ρ (F )βB ,
div/ χ̂B = −(χ̂ · ζ)B + 1
2
κζB +
1
2
(∇/Bκ)− βB + (F )σBC (F )βC + (F )ρ (F )βB
(24)
The spacetime equation that generates Gauss equation is
g/ACg/BDRABCD = 2K +
1
2
κκ− χ̂ · χ̂
therefore reducing to
K = −1
4
κκ+
1
2
(χ̂, χ̂)− ρ+ (F )ρ2 − (F )σ2 (25)
2.3.2 The Maxwell equations
We derive the null decompositions of Maxwell equations (15).
The equation D[αFβγ] = 0 gives three independent equations. The first one is given by
∇/ 3 (F )βA −∇/ 4 (F )βA = −
(
1
2
κ− 2ω
)
(F )βA +
(
1
2
κ− 2ω
)
(F )β
A
+ 2∇/A (F )ρ+ 2(ηA + ηA) (F )ρ
− 2(ηB − ηB)AB (F )σ + (χ̂ · (F )β)A − (χ̂ · (F )β)A
(26)
The second and third equation are given by
∇/ 3 (F )σ + κ (F )σ = − /curl (F )β − (ζ − η) ∧ (F )β + ξ ∧ (F )β,
∇/ 4 (F )σ + κ (F )σ = /curl (F )β + (ζ + η) ∧ (F )β + ξ ∧ (F )β
(27)
The equation DµFµν = /g
BCDBFCν − 12D4F3ν − 12D3F4ν = 0 gives three more independent
equations. The first one is given by
∇/ 3 (F )βA +∇/ 4 (F )βA = −
(
1
2
κ− 2ω
)
(F )βA −
(
1
2
κ− 2ω
)
(F )β
A
+ 2(ηA − ηA) (F )ρ
− 2AC∇/C (F )σ − 2(ηB + ηB)AB (F )σ + (χ̂ · (F )β)A + (χ̂ · (F )β)A
(28)
Summing and subtracting (26) and (28) we obtain respectively
∇/ 3 (F )βA +
(
1
2
κ− 2ω
)
(F )βA = −D?/1( (F )ρ, (F )σ) + 2ηA (F )ρ− 2ηBAB (F )σ + (χ̂ · (F )β)A,(29)
∇/ 4 (F )βA +
(
1
2
κ− 2ω
)
(F )β
A
= D?/1( (F )ρ,− (F )σ)− 2ηA (F )ρ− 2ηBAB (F )σ + (χ̂ · (F )β)A (30)
The last two equations are given by
∇/ 4 (F )ρ+ κ (F )ρ = div/ (F )β + (ζ + η) · (F )β − ξ · (F )β,
∇/ 3 (F )ρ+ κ (F )ρ = −div/ (F )β + (ζ − η) · (F )β − ξ · (F )β
(31)
14
2.3.3 The Bianchi equations
The Bianchi identities for the Weyl curvature are given by
DαWαβγδ =
1
2
(DγRβδ −DδRβγ) =: Jβγδ
D[σWγδ]αβ = gδβJαγσ + gγαJβδσ + gσβJαδγ + gδαJβσγ + gγβJασδ + gσαJβγδ := J˜σγδαβ
The Bianchi identities for α and α are given by
∇/ 3αAB + 1
2
καAB − 4ωαAB = −2(D?/2 β)AB − 3(χ̂ABρ+ ? χ̂ABσ) + ((ζ + 4η)⊗ˆβ)AB +
+
1
2
(J˜3A4B4 + J˜3B4A4 + J434/gAB)
∇/ 4αAB +
1
2
καAB − 4ωαAB = 2(D?/2 β)AB − 3(χ̂ABρ+ ? χ̂ABσ)− ((−ζ + 4η)⊗ˆβ)AB +
+
1
2
(J˜4A3B3 + J˜4B3A3 + J343/gAB)
Using that J˜3A4B4 = −/gABJ434 + 2JBA4, it is reduced to
∇/ 3αAB + 1
2
καAB − 4ωαAB = −2(D?/2 β)AB − 3(χ̂ABρ+ ? χ̂ABσ) + ((ζ + 4η)⊗ˆβ)AB+
+JBA4 + JAB4 − 1
2
/gABJ434,
∇/ 4αAB +
1
2
καAB − 4ωαAB = 2(D?/2 β)AB − 3(χ̂ABρ+ ? χ̂ABσ)− ((−ζ + 4η)⊗ˆβ)AB+
+JBA3 + JAB3 − 1
2
/gABJ343
(32)
The Bianchi identities for β and β are given by
∇/ 4βA + 2κβA + 2ωβA = div/ αA + ((2ζ + η) · α)A + 3(ξAρ+ ?ξAσ)− J4A4,
∇/ 3βA + 2κβA + 2ωβA = −div/ αA + ((2ζ − η) · α)A − 3(ξAρ+ ?ξAσ) + J3A3
(33)
and
∇/ 3βA + κβA − 2ω βA = D?/1(−ρ, σ)A + 2(χ̂ · β)A + ξ · α+ 3(ηAρ+ ?ηA σ) + J3A4,
∇/ 4βA + κβA − 2ω βA = D?/1(ρ, σ)A + 2(χ̂ · β)A − ξ · α− 3(ηAρ− ?ηA σ)− J4A3
(34)
The Bianchi identity for ρ is given by
∇/ 4ρ+ 3
2
κρ = div/ β + (2η + ζ) · β − 1
2
(χ̂ · α)− 2ξ · β − 1
2
J434,
∇/ 3ρ+ 3
2
κρ = −div/ β − (2η − ζ) · β + 1
2
(χ̂ · α) + 2ξ · β − 1
2
J343
(35)
The Bianchi identity for σ is given by
∇/ 4σ + 3
2
κσ = − /curl β − (2η + ζ) ∧ β + 1
2
χ̂ ∧ α− 1
2
?J434,
∇/ 3σ + 3
2
κσ = − /curl β − (2η − ζ) ∧ β − 1
2
χ̂ ∧ α+ 1
2
?J343
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and writing ?J434 =
1
2J4µν
µν
34 = −J4ABAB = (JAB4 − JBA4)AB , we obtain
∇/ 4σ + 3
2
κσ = − /curl β − (2η + ζ) ∧ β + 1
2
χ̂ ∧ α− 1
2
(JAB4 − JBA4)AB ,
∇/ 3σ + 3
2
κσ = − /curl β − (2η − ζ) ∧ β − 1
2
χ̂ ∧ α+ 1
2
(JAB3 − JBA3)AB
(36)
3 The Reissner-Nordstro¨m spacetime
In this section, we introduce the Reissner-Nordstro¨m exterior metric, as well as relevant background
structure. We collect here standards coordinate transformation relevant to the study of Reissner-
Nordstro¨m spacetime. See for example [24].
We first fix in Section 3.1 an ambient manifold-with-boundary M on which we define the
Reissner-Nordstro¨m exterior metric gM,Q with parameters M and Q verifying |Q| < M . We shall
then pass to more convenient sets of coordinates, like the double null coordinates, the outgoing
and ingoing Eddington-Finkelstein coordinates. Finally we will show how these sets of coordinates
relate to the standard form of the metric as given in (3).
We will follow closely Section 4 of [15], where the main features of the Schwarzschild metric and
differential structure are easily extended to the Reissner-Nordstro¨m solution.
3.1 Differential structure and metric
We define in this section the underlying differential structure and metric in terms of the Kruskal
coordinates.
3.1.1 Kruskal coordinate system
Define the manifold with boundary
M := D × S2 := (−∞, 0]× (0,∞)× S2 (37)
with coordinates
(
U, V, θ1, θ2
)
. We will refer to these coordinates as Kruskal coordinates. The
boundary
H+ := {0} × (0,∞)× S2
will be referred to as the horizon. We denote by S2U,V the 2-sphere {U, V } × S2 ⊂M in M.
3.1.2 The Reissner-Nordstro¨m metric
We define the Reissner-Nordstro¨m metric on M as follows.
Fix two parametersM > 0 andQ, verifying |Q| < M . Let the function r :M→
[
M +
√
M2 −Q2,∞
)
be given implicitly as a function of the coordinates U and V by
−UV = 4r
4
+
(r+ − r−)2
∣∣∣r − r+
r+
∣∣∣∣∣∣ r−
r − r−
∣∣∣( r−r+ )2 exp(r+ − r−
r2+
r
)
, (38)
where
r± = M ±
√
M2 −Q2 (39)
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We will also denote
rH = r+ = M +
√
M2 −Q2 (40)
Define also
Υ2K (U, V ) =
r−r+
4r(U, V )2
(r(U, V )− r−
r−
)1+( r−r+ )2
exp
(
− r+ − r−
r2+
r(U, V )
)
γAB = standard metric on S
2 .
Then the Reissner-Nordstro¨m metric gM,Q with parameters M and Q is defined to be the metric:
gM,Q = −4Υ2K (U, V ) dUdV + r2 (U, V ) γABdθAdθB . (41)
Note that the horizon H+ = ∂M is a null hypersurface with respect to gM,Q. We will use the
standard spherical coordinates (θ1, θ2) = (θ, φ), in which case the metric γ takes the explicit form
γ = dθ2 + sin2 θdφ2. (42)
The above metric (41) can be extended to define the maximally-extended Reissner-Nordstro¨m
solution on the ambient manifold (−∞,∞)× (∞,∞)×S2. In this paper, we will only consider the
manifold-with-boundary M, corresponding to the exterior of the spacetime.
The Reissner-Nordstro¨m family of spacetimes (M,gM,Q) is the unique electrovacuum spherically
symmetric spacetime. It is a static and asymptotically flat spacetime. The parameter Q may be
interpreted as the charge of the source. This metric clearly reduces to Schwarzschild spacetime
when Q = 0, therefore M can be interpreted as the mass of the source.
Using definition (41), the metric gM,Q is manifestly smooth in the whole domain. We will now
describe different sets of coordinates for which smoothness breaks down, but which are nevertheless
useful for computations.
3.1.3 Double null coordinates u, v
We define another double null coordinate system that covers the interior of M, modulo the de-
generation of the angular coordinates. This coordinate system,
(
u, v, θ1, θ2
)
, is called double null
coordinates and are defined via the relations
U = − 2r
2
+
r+ − r− exp
(
−r+ − r−
4r2+
u
)
and V =
2r2+
r+ − r− exp
(
r+ − r−
4r2+
v
)
. (43)
Using (43), we obtain the Reissner-Nordstro¨m metric on the interior ofM in (u, v, θ1, θ2)-coordinates:
gM,Q = −4Υ (u, v) du dv + r2 (u, v) γABdθAdθB (44)
with
Υ := 1− 2M
r
+
Q2
r2
(45)
and the function r : (−∞,∞) × (−∞,∞) →
(
M +
√
M2 −Q2,∞
)
defined implicitly via the
relations between (U, V ) and (u, v). In
(
u, v, θ1, θ2
)
-coordinates, the horizonH+ can still be formally
parametrised by
(∞, v, θ2, θ2) with v ∈ R, (θ1, θ2) ∈ S2.
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Note that u, v are regular optical functions. Their corresponding null geodesic generators are
L := −gab∂av∂b = 1
Υ
∂u, L := −gab∂au∂b = 1
Υ
∂v, (46)
They verify
g(L,L) = g(L,L) = 0, g(L,L) = −2Υ−1, DLL = DLL = 0.
3.1.4 Standard coordinates t, r
Recall the form of the metric (44) in double null coordinates. Setting
t = u+ v
we may rewrite the above metric in coordinates (t, r, θ, φ) in the usual form (3):
gM,Q = −Υ(r)dt2 + Υ(r)−1dr2 + r2(dθ2 + sin2 θdφ2), (47)
which covers the interior of M. Observe that
Υ(r) := 1− 2M
r
+
Q2
r2
=
(r − r−)(r − r+)
r2
where r− and r+ are defined in (39).
The photon sphere of Reissner-Nordstrom corresponds to the hypersurface in which null geodesics
are trapped. It is given by Υ′(r) − 2rΥ(r) = 1r3 (r2 − 3Mr + 2Q2) = 0. In particular, the photon
sphere is realized at the hypersurface given by {r = rP } where rP is given by
rP =
3M +
√
9M2 − 8Q2
2
(48)
The null vectors L and L defined in (46), in (t, r) coordinates can be written as
L = Υ−1∂t − ∂r, L = Υ−1∂t + ∂r, (49)
3.1.5 Ingoing Eddington-Finkelstein coordinates v, r
We define another coordinate system that covers the interior of M. This coordinate system,
(v, r, θ1, θ2) is called ingoing Eddington-Finkelstein coordinates and makes use of the above defined
functions v and r. The Reissner-Nordstro¨m metric on the interior of M in (v, r, θ, φ)-coordinates
is given by
gM,Q = −Υ(r)dv2 + 2dvdr + r2(dθ2 + sin2 θdφ2). (50)
3.1.6 Outgoing Eddington-Finkelstein coordinates u, r
We define another coordinate system that covers the interior of M. This coordinate system,
(u, r, θ1, θ2) is called outgoing Eddington-Finkelstein coordinates and makes use of the above defined
functions u and r. The Reissner-Nordstro¨m metric on the interior of M in (u, r, θ, φ)-coordinates
is given by
ds2 = −Υ(r)du2 − 2dudr + r2(dθ2 + sin2 θdφ2). (51)
Observe that the Reissner-Nordstro¨m metric is foliated by spheres S, as appears from any
coordinate system written above. The spheres S can be obtained as intersections of levels of
coordinate functions.
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3.2 Null frames: Ricci coefficients and curvature components
We define in this section three normalized null frames associated to Reissner-Nordstro¨m. We can
use the null geodesic generators L,L defined in (46) to define the following canonical null pairs.
1. The null frame (e3, e4) for which e3 is geodesic (which is regular towards the future along the
event horizon) is given by
e∗3 = L, e
∗
4 = ΥL. (52)
All Ricci coefficients vanish except,
κ =
2Υ
r
=
2
r
(
1− 2M
r
+
Q2
r2
)
, κ = −2
r
, ω = −M
r2
+
Q2
r3
, ω = 0.
2. The null frame (e3, e4) for which e4 is geodesic is given by
e3 = ΥL, e4 = L (53)
All Ricci coefficients vanish except,
κ =
2
r
, κ = −2Υ
r
= −2
r
(
1− 2M
r
+
Q2
r2
)
, ω = 0, ω =
M
r2
− Q
2
r3
3. The symmetric null frame (es3, e
s
4) is given by
es4 = ΩL, e
s
3 = ΩL. (54)
where Ω =
√
Υ. In this case,
κ = −κ = 2Ω
r
, ω = −ω = − M
2Ωr2
+
Q2
2Ωr3
Observe that all null frames above defined, (52), (53) and (54), verify conditions (8) of local null
frames. They verify the relations:
e3 = Υe
∗
3, e4 = Υ
−1e∗4 (55)
We denote N = {e3, e4, eA} the null frame with e4 geodesic, and N ∗ = {e∗3, e∗4, eA} the null frame
which is regular towards the horizon. In particular, N ∗ extends regularly to a non-vanishing null
frame on H+.
The curvature and electromagnetic components which are non-vanishing do not depend on the
particular null frame. They are given by
(F )ρ =
Q
r2
, ρ = −2M
r3
+
2Q2
r4
We also have that
K =
1
r2
(56)
for the Gauss curvature of the round S2-spheres.
19
3.2.1 Foliation Στ
For all values t ∈ R, the hypersurfaces Σ˜τ = {t = τ} are spacelike. For polynomial decay following
the method of [18] and [33], we will require hypersurfaces Στ which connect the event horizon and
null infinity. We define such a foliation in the following way.
Recall the definitions of rH and rP given by (40) and (48). We divide the exterior of Reissner-
Nordstro¨m spacetime M in the following regions:
1. The red shift region Mred := {rH ≤ r ≤ 1110rH}
2. The trapping region Mtrap := { 56rP ≤ r ≤ 76rP }
3. The far-away region Mfar := {r ≥ R0} with R0 a fixed number R0  2rP .
For fixed R we denote by M≤R and M≥R the regions defined by r ≤ R and r ≥ R.
We foliate M by hypersurfaces Στ which are:
1. Incoming null in Mred, with e∗3 as null incoming generator (which is regular up to horizon).
We denote this portion Σred.
2. Strictly spacelike in Mtrap. We denote this portion by Σtrap.
3. Outgoing null in Mfar with e4 as null outgoing generator. We denote this portion by Σfar.
We denoteM(τ1, τ2) ⊂M the spacetime region in the past of Σ(τ2) and in the future of Σ(τ1).
We also denote
H+(τ1, τ2) =M(τ1, τ2) ∩H+, I+(τ1, τ2) =M(τ1, τ2) ∩ I+
H+
I +
Στ
Σ0
M(0, τ)
Figure 1: Foliation Στ in the Penrose diagram of Reissner-Nordstro¨m spacetime
3.3 Killing fields of the Reissner-Nordstro¨m metric
We discuss now the Killing fields associated to the metric gM,Q. Notice that the Reissner-Nordstro¨m
metric possesses the same symmetries as the ones possessed by Schwarzschild spacetime.
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We define the vectorfield T to be the timelike Killing vector field ∂t of the (t, r) coordinates in
(47), which in double null coordinates is given by
T =
1
2
(∂u + ∂v)
The vector field extends to a smooth Killing field on the horizon H+, which is moreover null and
tangential to the null generator of H+.
In terms of the null frames defined in Section 3.2, the Killing vector field T can be written as
T =
1
2
(Υe∗3 + e
∗
4) =
1
2
(e3 + Υe4) (57)
Notice that at on the horizon, T corresponds up to a factor with the null vector of N ∗ frame,
T = 12e
∗
4.
We can also define a basis of angular momentum operator Ωi, i = 1, 2, 3. Fixing standard
spherical coordinates on S2, we have
Ω1 = ∂φ, Ω2 = − sinφ∂θ − cot θ cosφ∂φ, Ω3 = cosφ∂θ − cot θ sinφ∂φ
The Lie algebra of Killing vector fields of gM,Q is then generated by T and Ωi, for i = 1, 2, 3.
3.4 Reissner-Nordstro¨m background operators and commutation identi-
ties
In this section, we specialize the operators discussed in Section 2.1.2 to the Reissner-Nordstro¨m
metric.
Adapting the commutation formulae (11) to the Reissner-Nordstro¨m metric, we obtain the fol-
lowing commutation formulae. For projected covariant derivatives for ξ = ξA1...An any n-covariant
S2u,s-tensor in Reissner-Nordstro¨m metric (M,gM,Q) we have
∇/ 3 /∇BξA1...An − /∇B /∇3ξA1...An = −
1
2
κ /∇BξA1...An ,
/∇4 /∇BξA1...An − /∇B /∇4ξA1...An = −
1
2
κ /∇BξA1...An , (58)
/∇3 /∇4ξA1...An − /∇4 /∇3ξA1...An = −2ω /∇3ξA1...An + 2ω /∇4ξA1...An .
In particular, we have [
/∇4, r /∇A
]
ξ = 0 ,
[
/∇3, r /∇A
]
ξ = 0 . (59)
We summarize here the commutation formulae for the angular operators defined in Section 2.1.2.
Let ρ, σ be scalar functions, ξ be a 1-tensor and θ be a symmetric traceless 2-tensor in Reissner-
Nordstro¨m manifold. Then:
[∇/ 4, D/1] ξ = −1
2
κD/1ξ, [∇/ 3, D/1] ξ = −1
2
κD/1ξ (60)
[∇/ 4, D?/1] (ρ, σ) = −1
2
κD?/1(ρ, σ), [∇/ 3, D?/1] (ρ, σ) = −1
2
κD?/1(ρ, σ), (61)
[∇/ 4, D/2] θ = −1
2
κD/2θ, [∇/ 3, D/2] θ = −1
2
κD/2θ (62)
[∇/ 4, D?/2] ξ = −1
2
κD?/2ξ, [∇/ 3, D?/2] ξ = −1
2
κD?/2ξ (63)
21
4 The linearized Einstein-Maxwell equations
We collect here the equations for linearized gravitational and electromagnetic perturbation of
Reissner-Nordstro¨m metric. Recall that in Reissner-Nordstro¨m metric the following Ricci coef-
ficients, curvature and electromagnetic components vanish:
χ̂, χ̂, η, η, ζ, ξ, ξ
α, β, σ, β, α
(F )β, (F )σ, (F )β
In particular, in writing the linearization of the equations of Section 2, we will neglet the quadratic
terms, i.e. product of terms above which vanish in Reissner-Nordstro¨m background.
4.1 Linearised null structure equations
The linearization of equations (16)-(25) are the following:
∇/ 3χ̂+ (κ+ 2ω) χ̂ = −2D?/2ξ − α, (64)
∇/ 4χ̂+ (κ+ 2ω) χ̂ = −2D?/2ξ − α, (65)
∇/ 3χ̂+
(
1
2
κ− 2ω
)
χ̂ = −2/D?2η −
1
2
κχ̂ (66)
∇/ 4χ̂+
(
1
2
κ− 2ω
)
χ̂ = −2/D?2η −
1
2
κχ̂, (67)
∇/ 3ζ +
(
1
2
κ− 2ω
)
ζ = 2D?/1(ω, 0)−
(
1
2
κ+ 2ω
)
η +
(
1
2
κ+ 2ω
)
ξ − β − (F )ρ (F )β, (68)
∇/ 4ζ +
(
1
2
κ− 2ω
)
ζ = −2D?/1(ω, 0) +
(
1
2
κ+ 2ω
)
η −
(
1
2
κ+ 2ω
)
ξ − β − (F )ρ (F )β, (69)
∇/ 4ξ −∇/ 3η = −1
2
κ
(
η − η)+ 4ωξ − β − (F )ρ (F )β, (70)
∇/ 3ξ −∇/ 4η = 1
2
κ
(
η − η)+ 4ωξ + β + (F )ρ (F )β, (71)
∇/ 3κ+ 1
2
κ2 + 2ω κ = 2div/ ξ, (72)
∇/ 4κ+ 1
2
κ2 + 2ω κ = 2div/ ξ, (73)
∇/ 3κ+ 1
2
κκ− 2ωκ = 2div/ η + 2ρ, (74)
∇/ 4κ+ 1
2
κκ− 2ωκ = 2div/ η + 2ρ, (75)
div/ χ̂ = −1
2
κζ − 1
2
D?/1(κ, 0) + β − (F )ρ (F )β, (76)
div/ χ̂ =
1
2
κζ − 1
2
D?/1(κ, 0)− β + (F )ρ (F )β (77)
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∇/ 4ω +∇/ 3ω = 4ωω + ρ+ (F )ρ2, (78)
curl/ η = σ, (79)
curl/ η = −σ (80)
K = −1
4
κκ− ρ+ (F )ρ2 (81)
4.2 Linearised Maxwell equations
The linearisation of equations (26)-(31) are the following:
∇/ 3 (F )β +
(
1
2
κ− 2ω
)
(F )β = −D?/1( (F )ρ, (F )σ) + 2 (F )ρη, (82)
∇/ 4 (F )β +
(
1
2
κ− 2ω
)
(F )β = D?/1( (F )ρ,− (F )σ)− 2 (F )ρη (83)
∇/ 3 (F )ρ+ κ (F )ρ = −div/ (F )β (84)
∇/ 4 (F )ρ+ κ (F )ρ = div/ (F )β (85)
∇/ 3 (F )σ + κ (F )σ = − /curl (F )β (86)
∇/ 4 (F )σ + κ (F )σ = /curl (F )β (87)
4.3 Linearised Bianchi identities
The linearisation of the equations (32)-(36) are the following:
∇/ 3α+
(
1
2
κ− 4ω
)
α = −2D?/2 β − 3ρχ̂− 2 (F )ρ
(
D?/2 (F )β + (F )ρχ̂
)
, (88)
∇/ 4α+
(
1
2
κ− 4ω
)
α = 2D?/2 β − 3ρχ̂+ 2 (F )ρ
(
D?/2 (F )β − (F )ρχ̂
)
, (89)
∇/ 3β + (κ− 2ω)β = D?/1(−ρ, σ) + 3ρη + (F )ρ
(
D?/1(− (F )ρ, (F )σ)− κ (F )β − 1
2
κ (F )β
)
, (90)
∇/ 4β + (κ− 2ω)β = D?/1(ρ, σ)− 3ρη + (F )ρ
(
D?/1( (F )ρ, (F )σ)− κ (F )β − 1
2
κ (F )β
)
, (91)
∇/ 3β + (2κ+ 2ω)β = −div/ α− 3ρξ + (F )ρ
(
∇/ 3 (F )β + 2ω (F )β + 2 (F )ρ ξ
)
, (92)
∇/ 4β + (2κ+ 2ω)β = div/ α+ 3ρξ + (F )ρ
(
∇/ 4 (F )β + 2ω (F )β − 2 (F )ρξ
)
(93)
∇/ 3ρ+ 3
2
κρ = −κ (F )ρ2 − div/ β − (F )ρ div/ (F )β, (94)
∇/ 4ρ+ 3
2
κρ = −κ (F )ρ2 + div/ β + (F )ρ div/ (F )β, (95)
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∇/ 3σ + 3
2
κσ = − /curl β − (F )ρ /curl (F )β, (96)
∇/ 4σ + 3
2
κσ = − /curl β − (F )ρ /curl (F )β (97)
5 Gauge-invariant quantities
The Teukolsky equations we shall consider are wave equations for gauge-invariant quantities for
linear gravitational and electromagnetic perturbations of Reissner-Nordstro¨m spacetime. In the
context of spin ±2 Teukolsky-type equations, we will consider in particular two quantities which
are gauge-invariant: α and f for spin +2, and α and f for spin −2.
In order to identify the gauge-invariant quantities we consider null frame transformations, i.e.
linear transformations which take null frames into null frames.
We recall here a generalisation of Lemma 2.3.1. of [29].
Lemma 5.0.1. [Lemma 2.3.1. in [29]] A linear null transformation can be written in the form
e′4 = e
a
(
e4 + f
AeA
)
,
e′3 = e
−a
(
e3 + f
AeA
)
,
e′A = OA
BeB +
1
2
f
A
e4 +
1
2
fAe3
where a is a scalar function, f and f are Su,s-tensors and OA
B is an orthogonal transformation of
(Su,s, /g), i.e. OA
B
/gBC = /gAC .
Observe that the identity transformation is given by a = fA = fA = 0 and OA
B = δBA .
Therefore, a linear perturbation of a null frame is one for which a = fA = fA = O() and OA
B =
δBA +O().
We recall here Proposition 2.3.4 of [29]. We write the transformations for some of the Ricci
coefficients and curvature components under a general null transformation of this type.
Proposition 5.0.1. [Proposition 2.3.4 of [29]] Under a general transformation of the type given
in Lemma 5.0.1, the linear transformations of Ricci coefficients and curvature components are the
following:
χ̂′ = χ̂− D?/2f (98)
χ̂′ = χ̂− D?/2f (99)
α′ = α (100)
β′ = β +
3
2
ρf (101)
ρ′ = ρ, (102)
β′ = β − 3
2
ρf (103)
α′ = α (104)
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(F )β′ = (F )β + f (F )ρ, (105)
(F )ρ′ = (F )ρ, (106)
(F )β′ = (F )β − f (F )ρ (107)
The extreme curvature components α and α are gauge-invariant, as implied by Proposition
5.0.1, (100) and (104).
These curvature components are extremely important because in the case of the Einstein vacuum
equation (??) they verify a decoupled wave equation, the celebrated Teukolsky equation, first
discovered in the Schwarzschild case in [5] and generalized to the Kerr case in [39].
In the case of Einstein-Maxwell equation, the presence of electromagnetic perturbations modifies
the decoupling of the Teukolsky equations for α and α. Indeed, they do not verify a wave equation
which is decoupled by all other curvature components, but instead a Teukolsky-type equation with
a non-trivial right hand side.
By Proposition 5.0.1, (105) and (107), the extreme electromagnetic component (F )β and (F )β
are not gauge-invariant if (F )ρ is not zero in the background. In the case of the Maxwell equations in
Schwarzschild, the components (F )β and (F )β are gauge-invariant, and satisfy a spin ±1 Teukolsky
equation, see [34]. In [34], the author proves a boundedness and decay statement for solutions (F )β
and (F )β of the spin±1 Teukolsky equation. In the case of coupled gravitational and electromagnetic
perturbations of Reissner-Nordstro¨m spacetime, the spin ±1 Teukolsky equations verified by (F )β
and (F )β (derived in Proposition A.2.1) cannot be used, since they are not gauge-invariant.
It turns out that we will make use of different gauge-invariant quantities related to the electro-
magnetic components (F )β and (F )β.
We define the following symmetric traceless 2-tensors
f := D?/2 (F )β + (F )ρχ̂, f := D?/2 (F )β − (F )ρχ̂ (108)
The tensors f and f are gauge-invariant. Indeed, using (98) and (105), we obtain
f′ = D?/2 (F )β′ + (F )ρ′χ̂′ = D?/2( (F )β + f (F )ρ) + (F )ρ(χ̂− D?/2f) = D?/2 (F )β + (F )ρ′χ̂+ (F )ρD?/2f − (F )ρD?/2f = f
and similarly for f.
Notice that the quantities f and f appear in the Bianchi identities for α and α. The equations
(88) and (89) can be rewritten as
∇/ 3α+
(
1
2
κ− 4ω
)
α = −2D?/2 β − 3ρχ̂− 2 (F )ρ f, (109)
∇/ 4α+
(
1
2
κ− 4ω
)
α = 2D?/2 β − 3ρχ̂+ 2 (F )ρ f (110)
By this rewriting of the Bianchi identities (88) and (89) it is clear why f and f shall appear on the
right hand side of the wave equation verified by α and α.
The quantities f and f verify themself Teukolsky-type equations, which are coupled with α and α
respectively. The equations for α and f and for α and f constitute the generalized spin ±2 Teukolsky
system obtained in Section 6.
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6 Generalized spin ±2-Teukolsky and Regge-Wheeler sys-
tems
In this section, we will introduce a generalization of the celebrated spin ±2 Teukolsky equations
and the Regge-Wheeler equation, and explain the connection between them.
6.1 Generalized spin ±2 Teukolsky system
The generalized spin ±2 Teukolsky system concern symmetric traceless 2-tensors in Reissner-
Nordstro¨m spacetime, which we denote (α, f) and (α, f) respectively.
Definition 6.1. Let α and f be two symmetric traceless 2-tensors defined on a subset D ⊂M. We
say that (α, f) satisfy the generalized Teukolsky system of spin +2 if they satisfy the following
coupled system of PDEs:
gα = −4ω∇/ 4α+ 2 (κ+ 2ω)∇/ 3α+
(
1
2
κκ− 4ρ+ 4 (F )ρ2 + 2ω κ− 10ωκ− 8ωω − 4∇/ 4ω
)
α
+4 (F )ρ (∇/ 4f + (κ+ 2ω) f) ,
g(rf) = −2ω∇/ 4(rf) + (κ+ 2ω)∇/ 3(rf) +
(
−1
2
κκ− 3ρ+ ωκ− 3ωκ− 2∇/ 4ω
)
rf
−r (F )ρ (∇/ 3α+ (κ− 4ω)α)
where g = gµνDµDν denotes the wave operator in Reissner-Nordstro¨m spacetime.
Let α and f be two symmetric traceless S2u,v 2-tensor defined on a subset D ⊂M. We say that
(α, f) satisfy the generalized Teukolsky system of spin −2 if they satisfy the following coupled
system of PDEs:
gα = −4ω∇/ 3α+ 2 (κ+ 2ω)∇/ 4α+
(
1
2
κκ− 4ρ+ 4 (F )ρ2 + 2ω κ− 10ωκ− 8ωω − 4∇/ 3ω
)
α
−4 (F )ρ (∇/ 3f + (κ+ 2ω) f) ,
g(rf) = −2ω∇/ 3(rf) + (κ+ 2ω)∇/ 4(rf) +
(
−1
2
κκ− 3ρ+ ωκ− 3ωκ− 2∇/ 3ω
)
rf
+r (F )ρ (∇/ 4α+ (κ− 4ω)α)
We note that the generalized Teukolsky system of spin −2 is obtained from that of spin +2 by
interchanging ∇/ 3 with ∇/ 4 and underline quantities with non-underlined ones.
Remark 6.1. When the electromagnetic tensor vanishes, i.e. if (F )β = (F )β = (F )ρ = (F )σ = 0,
the generalized Teukolsky system of spin ±2 reduces to the first equation, since f = 0. Moreover,
the first equation reduces to the Teukolsky equation of spin ±2 in Schwarzschild.
Given a linear gravitational and electromagnetic perturbations of Reissner-Nordstro¨m spacetime,
the quantities (α, f) and (α, f) given by the gauge-invariant quantities defined in Section 5 satisfy the
generalized Teukolsky system of spin ±2 respectively. The equations are implied by the linearized
Einstein-Maxwell equations in Section 4, as showed in Proposition A.3.1 and Proposition A.3.2 in
Appendix A.
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6.2 Generalized Regge-Wheeler system
The other generalized system to be defined here is the generalized Regge-Wheeler system, to be
satisfied again by symmetric traceless Su,s tensors (q, q
F).
Definition 6.2. Let q and qF be two symmetric traceless S2u,v 2-tensor on D. We say that (q, qF)
satisfy the generalized Regge–Wheeler system for spin +2 if they satisfy the following coupled
system of PDEs:
gq +
(
κκ− 10 (F )ρ2
)
q = (F )ρ
(
4r4/ 2qF − 4rκ∇/ 4(qF)− 4rκ∇/ 3(qF) + r
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF
)
+ (F )ρ(l.o.t.)1,
gqF + (κκ+ 3ρ) qF = (F )ρ
(
− 1
r
q
)
+ (F )ρ2(l.o.t.)2
(111)
where (l.o.t.)1 and (l.o.t.)2 are lower order terms with respect to q and q
F. Schematically ∇/≤23 (l.o.t) =
q.1
Let q and qF be two symmetric traceless S2u,v 2-tensor on D. We say that (q, qF) satisfy the
generalized Regge–Wheeler system for spin −2 if they satisfy the following coupled system
of PDEs:
gq +
(
κκ− 10 (F )ρ2
)
q = − (F )ρ
(
4r4/ 2qF − 4rκ∇/ 4(qF)− 4rκ∇/ 3(qF) + r
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF
)
− (F )ρ(l.o.t.)1,
gqF + (κκ+ 3ρ) qF = (F )ρ
(
1
r
q
)
+ (F )ρ2(l.o.t.)2
(112)
where (l.o.t.)1 and (l.o.t.)2 are lower order terms with respect to q and q
F. Schematically ∇/≤23 (l.o.t) =
q.
Observe that the generalized system of spin ±2 differ from each other only by the sign in front
of the right hand side. The analysis of the two system will be completely analogous.
In Section 7, we will show that given a solution (α, f) and (α, f) of the spin ±2 Teukolsky equa-
tions, respectively, we can derive two solutions (q, qF) and (q, qF), respectively, of the generalized
Regge-Wheeler system. In view of the above considerations, it follows that we can associate to
a linear gravitational and electromagnetic perturbations of Reissner-Nordstro¨m, solutions to the
Regge-Wheeler system.
In the context of the proof of Main Theorem, we will do estimates directly at the level of the
tensorial systems (111) and (112).
6.3 Well-posedness
For completeness, we state here a standard well-posedness theorem for the generalized Teukolsky
systems.
1The exact form of the equations is obtained in Proposition B.1.1 and Proposition B.2.2.
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Proposition 6.3.1 (Well-posedness for the generalized Teukolsky system). Let (α0, α1) ∈ Hjloc(Σ0)×
Hj−1loc (Σ0) and (f0, f1) ∈ Hjloc(Σ0) × Hj−1loc (Σ0) be symmetric traceless 2-tensor along Σ0, with
j ≥ 1. Then there exists a unique pair (α, f) of symmetric traceless 2-tensors on M(0, τ) satisfying
the generalized Teukolsky system of spin +2, with (α, f) ∈ Hjloc(Στ ) × Hjloc(Στ ), (nΣτα, nΣτ f) ∈
Hj−1loc (Στ )×Hj−1loc (Στ ), such that (nΣ0α, nΣ0 f)|Σ0 = (α1, f1).
A similar result holds for the generalized Teukolsky system for spin −2.
7 Chandrasekhar transformation into Regge-Wheeler
We now describe a transformation theory relating solutions of the generalized Teukolsky system to
solutions of the generalized Regge-Wheeler system. We emphasize that a physical space version of
the Chandrasekhar transformation was first introduced in [15], for the Schwarzschild spacetime.
We introduce the following operators for a n-rank S-tensor Ψ:
P (Ψ) =
1
κ
∇/ 3(rΨ), P (Ψ) = 1
κ
∇/ 4(rΨ) (113)
Observe that the operators P and P above preserve the signature of the tensor Ψ as well as its
rank. These operators can be thought of as rescaled derivatives: P is a rescaled version of ∇/ 3, while
P is a rescaled version of ∇/ 4.
Recall that in a spherically symmetric spacetime ∇/ 3r = 12κr and ∇/ 4r = 12κr, therefore
P (Ψ) =
1
2
rΨ +
1
κ
r∇/ 3(Ψ), P (Ψ) = 1
2
rΨ +
1
κ
r∇/ 4(Ψ) (114)
Given a solution (α, f) of the generalized Teukolsky system of spin +2, we can define the following
derived quantities for (α, f):
ψ0 = r
2κ2α,
ψ1 = P (ψ0),
ψ2 = P (ψ1) = P (P (ψ0)) =: q,
ψ3 = r
2κ f,
ψ4 = P (ψ3) =: q
F
(115)
Similarly, given a solution (α, f) of the generalized Teukolsky system of spin −2, we can define the
following derived quantities for (α, f):
ψ
0
= r2κ2α,
ψ
1
= P (ψ
0
),
ψ
2
= P (ψ
1
) = P (P (ψ
0
)) =: q,
ψ
3
= r2κ f,
ψ
4
= P (ψ
3
) =: qF
(116)
These quantities are again symmetric traceless S 2-tensors.
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Remark 7.1. Observe that, even if f is a symmetric traceless 2-tensor, we apply the Chandrasekhar
transformation only once to obtain the quantity qF which verifies a Regge-Wheeler-type equation (as
opposed to α, for which the Chandrasekhar transformation is applied twice). This is because f by
definition is constructed from the one-form (F )β, which verifies a spin +1 Teukolsky-type equation.
The following proposition is proven in Appendix B.
Proposition 7.0.1. Let (α, f) be a solution of the generalized Teukolsky system of spin +2 on
J+(C0 ∪ C0). Then the symmetric traceless tensors (q, qF) as defined through (115) satisfy the
generalized Regge-Wheeler system of spin +2 on J+(C0 ∪ C0).
Similarly, let (α, f) be a solution of the generalized Teukolsky system of spin −2 on J+(C0∪C0).
Then the symmetric traceless tensors (q, qF) as defined through (116) satisfy the generalized Regge-
Wheeler system of spin −2 on J+(C0 ∪ C0).
Proof. In Lemma B.0.1, we compute the wave equation verified by a derived quantity of the form
P (Ψ). We use this lemma to derive the wave equation for qF in Proposition B.1.1, from the
Teukolsky equation for f. The wave equation for q in Proposition B.2.2 is obtained from the
Teukolsky equation for α. See Appendix B.
The fact that the derived quantities (q, qF) satisfy the generalized Regge-Wheeler system, to-
gether with the transport relations (115), will be the key to estimating the generalized Teukolsky
equations.
7.1 Relation with the higher order quantities defined in Schwarzschild
In the linear and non-linear stability of Schwarzschild, similar derived quantities are defined.
In the work of linear stability of Schwarzschild in [15], the transformation theory is defined in
the following way (see Section 7.3 in [15]):
ψ : = − 1
2rΩ2
∇/ 3
(
rΩ2α
)
,
P : =
1
r3Ω
∇/ 3
(
ψr3Ω
)
and the quantity that verifies the Regge-Wheeler equation is Ψ = r5P , given therefore by
Ψ =
r2
Ω
∇/ 3
(
− r
2
2Ω
∇/ 3
(
rΩ2α
))
(117)
Recall that in double null coordinates used in [15], κ = trχ = − 2rΩ. Substituting Ω = − r2κ in
(117), we obtain
Ψ = −2 r
κ
∇/ 3
(
r
κ
∇/ 3
(
1
4
r3κ2α
))
= −1
2
rq
which relate the Ψ in [15] to our q.
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In the work of non-linear stability of Schwarzschild in [29], the derived quantities are defined in
the following way at the linear level (see Appendix in [29])2:
Φ0 = r
2κ2α,
Φ1 = P (Φ0),
Φ2 = P (Φ1)
In particular, in the case of vanishing electromagnetic tensor, i.e. f = f = 0, the quantities defined
in (115) coincide with the above. The Regge-Wheleer system reduces to the equation:(
2 + κκ
)
Φ2 = O(
2)
which is the main equation used in [29] to derive decay estimates for q, and subsequently for α and
all other curvature and connection coefficients quantities.
7.2 Relation with the linear stability of Reissner-Nordstro¨m spacetime
We will now finally relate the equations presented above to the full system of linearised gravitational
and electromagnetic perturbations of Reissner-Nordstro¨m spacetime in the context of linear stability
of Reissner-Nordstro¨m.
Consider a solution to the linearized Einstein-Maxwell equations around Reissner-Nordstro¨m
spacetime, as presented in Section 4. Then, the quantities αAB , αAB and the quantities fAB =
D?/2 (F )βAB + (F )ρχ̂AB and fAB = D?/2 (F )βAB − (F )ρχ̂AB verify the generalized Teukolsky system of
spin ±2. We obtain the following theorem.
Theorem 7.1. Let α, α, f, f be the curvature components of a solution to the linearized Einstein-
Maxwell equations around Reissner-Nordstro¨m spacetime as in Section 4. Then (α, f) satisfy the
generalized Teukolsky system of spin +2, and (α, f) satisfy the generalized Teukolsky system of spin
−2.
Proof. See Proposition A.3.1 and Proposition A.3.2 in Appendix A for the derivation of the gener-
alized Teukolsky system for (α, f).
Using Proposition 7.0.1, we can therefore associate to any solution to the linearized Einstein-
Maxwell equations around Reissner-Nordstro¨m spacetime, two symmetric traceless 2-tensors which
verify the generalized Regge-Wheeler system of spin ±2. The result in this paper will therefore
imply boundedness and decay results for q, qF, α, f, and q, qF, α, f.
8 Energy quantities and statements of the main theorem
We first give the definitions of weighted energy quantities in Section 8.1, and then we provide the
precise statement of the Main Theorem in Section 8.2.
2In the derivation of the non-linear terms, a different definition of the derived quantities is used. The two
definitions coincide at the linear level.
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8.1 Definition of weighted energies
We define in this section a number of weighted energies. Recall the notation described in Section
3.2.1.
Recall the vectorfield T defined by (57) in terms of the null frames (e3, e4) and (e
∗
3, e
∗
4). We
define in addition the following vectorfields:
• R = 12 (−Υe∗3 + e∗4) = 12 (−e3 + Υe4),
• eˇ4 = e4 + 1r
Note that in coordinates T = ∂t and R = Υ∂r, and
g(T, T ) = −g(R,R) = −Υ, g(T,R) = 0 (118)
T (r) = 0, R(r) = Υ (119)
Notice that T and R are both parallel to e∗4 at the horizon. To control all the derivatives at the
horizon, we define the following modified T and R. Let θ a smooth bump function equal 1 onMred,
vanishing for r ≥ 1210rH and define the vectorfields
R˘ := θ
1
2
(e4 − e3) + (1− θ)Υ−1R
T˘ := θ
1
2
(e4 + e3) + (1− θ)Υ−1T
(120)
We denote
∇/ ∗4 = ∇/ e∗4 , ∇/ ∗3 = ∇/ e∗3 , ∇ˇ/ 4 = ∇/ eˇ4
8.1.1 Weighted energies for q, qF, q, qF
The energies in this section will in general be applied to Ψ = q, qF, q or qF. Let p be a free
parameter, which will eventually take the values δ ≤ p ≤ 2− δ.
We introduce the following weighted energies for Ψ.
1. Energy quantities on Στ :
• Basic energy quantity
E[Ψ](τ) : =
∫
Στ
|∇/ ∗4Ψ|2 + |∇/ ∗3Ψ|2 + |∇/Ψ|2 + r−2|Ψ|2 (121)
Notice that the energy E[Ψ](τ) contains regular derivative close to the horizon.
• Weighted energy quantity in the far away region
Ep ;R[Ψ](τ) : =
∫
Σ≥R(τ)
rp|∇ˇ/ 4Ψ|2 (122)
• Weighted energy quantity
Ep[Ψ](τ) : = E[Ψ](τ) + Ep ;R[Ψ](τ) (123)
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2. Energy quantities on the event horizon H+:
EH+ [Ψ](τ1, τ2) : =
∫
H+(τ1,τ2)
|∇/ ∗4Ψ|2 + |∇/Ψ|2 + |Ψ|2 (124)
3. Energy quantities on null infinity I+:
EI+,p[Ψ](τ1, τ2) : =
∫
I+(τ1,τ2)
|∇/ 3Ψ|2 + rp|∇/Ψ|2 + rp−2|Ψ|2 (125)
4. Weighted spacetime bulk energies in M(τ1, τ2):
• Basic Morawetz bulk
Mor[Ψ](τ1, τ2) :=
∫
M(τ1,τ2)
M2
r3
|R(Ψ)|2 + M
r4
|Ψ|2 + (r
2 − 3Mr + 2Q2)2
r5
(
|∇/Ψ|2 + M
2
r2
|TΨ|2
)
(126)
Notice that the Morawetz bulk Mor[Ψ](τ1, τ2) is degenerate at the photon sphere r = rP .
• Red-shifted Morawetz bulk
MorH+ [Ψ](τ1, τ2) :=
∫
M(τ1,τ2)
|R˘(Ψ)|2 + |T˘Ψ|2 + |∇/Ψ|2 +M−2|Ψ|2
• Improved Morawetz bulk
Morr[Ψ](τ1, τ2) := Mor[Ψ](τ1, τ2) +
∫
Mfar(τ1,τ2)
r−1−δ|∇/ 3(Ψ)|2 (127)
• Weighted bulk norm in the far away region
Mp ;R[Ψ](τ1, τ2) : =
∫
M≥R(τ1,τ2) r
p−1
(
p|∇ˇ/ 4(Ψ)|2 + (2− p)(|∇/Ψ|2 + r−2|Ψ|2)
)
(128)
• Weighted bulk norm
Mp[Ψ](τ1, τ2) : = Morr[Ψ](τ1, τ2) + MorH+ [Ψ](τ1, τ2) +Mp ;R[Ψ](τ1, τ2) (129)
8.1.2 Weighted energies for α, ψ1, f and α, ψ1, f
The quantities in this section will be applied to α, ψ1, f and to α, ψ1, f.
1. Weighted energy quantities on Στ :
• Basic energy quantities
E[f](τ) : =
∫
Στ
|f|2 + |T˘ f|2 + |R˘f|2 + |∇/ f|2 (130)
E[ψ1](τ) : =
∫
Στ
|ψ1|2 + |T˘ψ1|2 + |R˘ψ1|2 (131)
E[α](τ) : =
∫
Στ
|α|2 + |T˘α|2 + |R˘α|2 + |∇/α|2 (132)
and similarly for f, ψ1 and α.
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• Weighted energy quantities in the far away region
Ep ;R[f](τ) : =
∫
Σ≥R(τ)
r2+p|f|2 + rp+4|∇ˇ/ 4f|2 + r4+p|∇/ f|2 (133)
Ep ;R[ψ1](τ) : =
∫
Σ≥R(τ)
rp|ψ1|2 + rp+2|∇ˇ/ 4ψ1|2 + r2+p|∇/ψ1|2 (134)
Ep ;R[α](τ) : =
∫
Σ≥R(τ)
r2+p|α|2 + rp+4|∇ˇ/ 4α|2 + r4+p|∇/α|2 (135)
Notice that E[ψ1](τ) does not control the angular derivative, while Ep ;R[ψ1](τ) does, in
the far-away region.
• Weighted energy quantities
Ep[f](τ) : = E[f](τ) + Ep ;R[f](τ),
Ep[ψ1](τ) : = E[ψ1](τ) + Ep ;R[ψ1](τ),
Ep[α](τ) : = E[α](τ) + Ep ;R[α](τ)
(136)
2. Energy quantities on the event horizon H+:
EH+ [f](τ1, τ2) : =
∫
H+(τ1,τ2)
|∇/ ∗4f|2 + |∇/ f|2 + |f|2 (137)
EH+ [ψ1](τ1, τ2) : =
∫
H+(τ1,τ2)
|∇/ ∗4ψ1|2 + |∇/ψ1|2 + |ψ1|2 (138)
EH+ [α](τ1, τ2) : =
∫
H+(τ1,τ2)
|∇/ ∗4α|2 + |∇/α|2 + |α|2 (139)
3. Non-degenerate bulk norms on M(τ1, τ2):
• Basic non-degenerate bulk norms
M̂[f](τ1, τ2) =
∫
M(τ1,τ2)
|f|2 + |T f|2 + |Rf|2 + |∇/ f|2 (140)
M̂[ψ1](τ1, τ2) =
∫
M(τ1,τ2)
|ψ1|2 + |Tψ1|2 + |Rψ1|2 (141)
M̂[α](τ1, τ2) =
∫
M(τ1,τ2)
|α|2 + |Tα|2 + |Rα|2 + |∇/α|2 (142)
and similarly for f, ψ1 and α.
• Weighted bulk norms in the far away region
M̂p ;R[f](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r1+p|f|2 + r3+p|∇/ 3f|2 + rp+3|∇ˇ/ 4f|2 + r3+p|∇/ f|2, (143)
M̂p ;R[ψ1](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r−1+p|ψ1|2 + r1+p|∇/ 3ψ1|2 + rp+1|∇ˇ/ 4ψ1|2 + r1+p|∇/ψ1|2
M̂p ;R[α](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r1+p|α|2 + rp+3|∇/ 3α|2 + rp+3|∇ˇ/ 4α|2 + r3+p|∇/α|2 (144)
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M̂δ ;R[f](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r1−δ|f|2 + r1−δ|∇/ 3f|2 + r3+δ|∇/ 4f|2 + r3−δ|∇/ f|2, (145)
M̂δ ;R[ψ1](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r−1−δ|ψ
1
|2 + r−1−δ|∇/ 3ψ1|2 + r1+δ|∇/ 4ψ1|2 + r1−δ|∇/ψ1|2
M̂δ ;R[α](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r−1−δ|α|2 + r−1−δ|∇/ 3α|2 + r3+δ|∇/ 4α|2 + r3−δ|∇/α|2(146)
• Weighted bulk norms
M̂p[f](τ) : = M̂[f](τ) + M̂p ;R[f](τ),
M̂p[ψ1](τ) : = M̂[ψ1](τ) + M̂p ;R[ψ1](τ),
M̂p[α](τ) : = M̂[α](τ) + M̂p ;R[α](τ)
(147)
M̂δ[f](τ) : = M̂[f](τ) + M̂δ ;R[f](τ),
M̂δ[ψ1](τ) : = M̂[ψ1](τ) + M̂δ ;R[ψ1](τ),
M̂δ[α](τ) : = M̂[α](τ) + M̂δ ;R[α](τ)
(148)
8.1.3 Weighted energy for the inhomogeneous term
We introduce the following norm for the right hand side M of the Regge-Wheeler equation in the
far away region:
Ip ;R[M](τ1, τ2) : =
∫
M≥R(τ1,τ2)
r1+p|M|2 (149)
8.1.4 Higher order energies
To estimate higher order energies we also introduce the following notation, motivated by the fact
that the Regge-Wheeler system commutes with T and the angular momentum operators Ωi. We
define
1. Higher derivative energies for n ≥ 1:
En,T,∇/ [Ψ] =
∑
i+j≤n
E[T i(r∇/A)jΨ], En,T,∇/p ;R [Ψ] =
∑
i+j≤n
Ep ;R[T
i(r∇/A)jΨ],
En,T,∇/p [Ψ] = E
n,T,∇/ [Ψ] + En,T,∇/p ;R [Ψ]
and
En,T,∇/p [f] =
∑
i+j≤n
Ep[T
i(r∇/A)jf], En,T,∇/p [ψ1] =
∑
i+j≤n
Ep[T
i(r∇/A)jψ1]
En,T,∇/p [α] =
∑
i+j≤n
Ep[T
i(r∇/A)jα]
Similarly for the energies at the horizon and at null infinity.
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2. Higher derivative Morawetz bulks:
Morn,T,∇/ [Ψ] =
∑
i+j≤n
Mor[T i(r∇/A)jΨ], Morrn,T,∇/ [Ψ] =
∑
i+j≤n
Morr[T i(r∇/A)jΨ],
Mn,T,∇/p ;R [Ψ] =
∑
i+j≤n
Mp ;R[T i(r∇/A)jΨ], M̂n,T,∇/p [Ψ] =
∑
i+j≤n
M̂p[T i(r∇/A)jΨ]
Mn,T,∇/p [Ψ] = Morrn,T,∇/ [Ψ] +Mn,T,∇/p ;R [Ψ],
and
M̂n,T,∇/p [f] =
∑
i+j≤n
M̂p[T i(r∇/A)jf], M̂n,T,∇/p [ψ1] =
∑
i+j≤n
M̂p[T i(r∇/A)jψ1]
M̂n,T,∇/p [α] =
∑
i+j≤n
M̂p[T i(r∇/A)jα]
Similarly for the red-shifted Morawetz bulks.
3. Higher derivative norm for M:
In,T,∇/p ;R [M] =
∑
i+j≤n
Ip[T i(r∇/A)jM]
8.2 Precise statement of the Main Theorem
We are now ready to state the boundedness and decay theorem for solutions (α, f) of the generalized
Teukolsky system.
In the estimates below we will denote A . B if there exists an universal constant C such that
A ≤ CB.
Main Theorem. (Spin +2) Let (α0, α1) ∈ Hjloc(Σ0)×Hj−1loc (Σ0) and (f0, f1) ∈ Hjloc(Σ0)×Hj−1loc (Σ0)
be as in the well-posedness Proposition 6.3.1, and let α, ψ1, q, f, q
F be as defined by (115). Then
the following estimates hold, for all δ ≤ p ≤ 2− δ and for any τ > 0:
1. energy and red-shifted boundedness, degenerate integrated local energy decay and rp hierarchy
of estimates for q and qF:
Ep[q](τ) + E
1,T,∇/
p [q
F](τ) + EH+ [q](0, τ) + E
1,T,∇/
H+ [q
F](0, τ) + EI+,p[q](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0) + E[f](0) + Ep[ψ1](0) + Ep[α](0)
(150)
2. energy boundedness, integrated local energy decay and rp hierarchy of estimates for α, ψ1, f:
Ep[α](τ) + Ep[ψ1](τ) + E
1,T,∇/
p [f](τ) + EH+ [α](0, τ) + EH+ [ψ1](0, τ) + E
1,T,∇/
H+ [f](0, τ)
+ M̂p[α](0, τ) + M̂p[ψ1](0, τ) + M̂1,T,∇/p [f](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0) + Ep[α](0) + Ep[ψ1](0) + E1,T,∇/p [f](0)
(151)
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3. higher order energy and integrated decay estimates for q and qF, for any integer n ≥ 1:
En,T,∇/p [q](τ) + E
n+1,T,∇/
p [q
F](τ) +Mn,T,∇/p [q](0, τ) +Mn+1,T,∇/p [qF](0, τ)
. En,T,∇/p [q](0) + En+1,T,∇/p [qF](0) + En,T,∇/p [f](0) + En,T,∇/p [ψ1](0) + En,T,∇/p [α](0)
(152)
4. higher order energy and integrated decay estimates for α, ψ1 and f, for any integer n ≥ 1:
En,T,∇/p [α](τ) + E
n,T,∇/
p [ψ1](τ) + E
n+1,T,∇/
p [f](τ)
+ M̂n,T,∇/p [α](0, τ) + M̂n,T,∇/p [ψ1](0, τ) + M̂n+1,T,∇/p [f](0, τ)
. En,T,∇/p [q](0) + En+1,T,∇/p [qF](0) + En+1,T,∇/p [f](0) + En,T,∇/p [ψ1](0) + En,T,∇/p [α](0)
(153)
5. polynomial decay for the energy:
Eδ[α](τ) + Eδ[ψ1](τ) + E
1,T,∇/
δ [f](τ) + Eδ[q](τ) + E
1,T,∇/
δ [q
F](τ)
. 1
τ2−δ
D2,2−δ[α,ψ1, q, f, qF](0)
(154)
where
D2,2−δ[α,ψ1, q, f, qF](0) = E2,T,∇/2−δ [α](0) + E
2,T,∇/
2−δ [ψ1](0) + E
3,T,∇/
2−δ [f](0) + E
2,T,∇/
2−δ [q](0) + E
3,T,∇/
2−δ [q
F](0)
As an example of the pointwise estimate which follow from the above theorem, we point out the
pointwise estimate for the solutions to the generalized Teukolsky system (α, f).
Corollary 8.1. Let (α0, α1) and (f0, f1) be smooth and of compact support. Then the solution (α, f)
satisfy
|r 5+δ2 α| ≤ Cτ− 2−δ2 , |r 5+δ2 f| ≤ Cτ− 2−δ2
where C depends on an appropriate higher Sobolev norm.
A similar theorem holds for the spin −2 case.
Main Theorem. (Spin −2) Let (α0, α1) ∈ Hjloc(Σ0)×Hj−1loc (Σ0) and (f0, f1) ∈ H
j
loc(Σ0)×Hj−1loc (Σ0)
be as in the well-posedness Proposition 6.3.1, and let α, ψ
1
, q, f, qF be as defined by (116). Then
the following estimates hold, for δ ≤ p ≤ 2− δ and for any τ > 0:
1. energy and red-shifted boundedness, degenerate integrated local energy decay and rp hierarchy
of estimates for q and qF:
Ep[q](τ) + E
1,T,∇/
p [q
F](τ) + EH+ [q](0, τ) + E
1,T,∇/
H+ [q
F](0, τ) + EI+,p[q](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0) + E[f](0) + E[ψ1](0) + E[α](0)
(155)
2. energy boundedness, integrated local energy decay and rp hierarchy of estimates for α, ψ
1
, f:
E[α](τ) + E[ψ
1
](τ) + E1,T,∇/ [f](τ) + M̂δ[α](0, τ) + M̂δ[ψ1](0, τ) + M̂
1,T,∇/
δ [f](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0) + E[α](0) + E[ψ1](0) + E
1,T,∇/ [f](0)
(156)
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3. higher order energy and integrated decay estimates for q and qF, for any integer n ≥ 1:
En,T,∇/p [q](τ) + E
n+1,T,∇/
p [q
F](τ) +Mn,T,∇/p [q](0, τ) +Mn+1,T,∇/p [qF](0, τ)
. En,T,∇/p [q](0) + En+1,T,∇/p [qF](0) + En,T,∇/p [f](0) + En,T,∇/p [ψ1](0) + E
n,T,∇/
p [α](0)
(157)
4. higher order energy and integrated decay estimates for α, ψ
1
, f, for any integer n ≥ 1:
En,T,∇/ [α](τ) + En,T,∇/ [ψ
1
](τ) + En+1,T,∇/ [f](τ)
+ M̂n,T,∇/δ [α](0, τ) + M̂n,T,∇/δ [ψ1](0, τ) + M̂
n+1,T,∇/
δ [f](0, τ)
. En,T,∇/p [q](0) + En+1,T,∇/p [qF](0) + En+1,T,∇/ [f](0) + En,T,∇/ [ψ1](0) + E
n,T,∇/ [α](0)
(158)
5. polynomial decay for the energy:
E[α](τ) + E[ψ
1
](τ) + E1,T,∇/ [f](τ) + Eδ[q](τ) + E
1,T,∇/
δ [q
F](τ)
. 1
τ2−δ
D2,2−δ[α, ψ1, q, f, q
F](0)
(159)
where
D2,2−δ[α, ψ1, q, f, q
F](0) = E2,T,∇/ [α](0) + E2,T,∇/ [ψ
1
](0) + E3,T,∇/ [f](0) + E2,T,∇/2−δ [q](0) + E
3,T,∇/
2−δ [q
F](0)
We have the following corollary.
Corollary 8.2. Let (α0, α1) and (f0, f1) be smooth and of compact support. Then the solution (α, f)
satisfy
|rα| ≤ Cτ− 2−δ2 , |rf| ≤ Cτ− 2−δ2
where C depends on an appropriate higher Sobolev norm.
8.3 The logic of the proof
The remainder of the paper concerns the proof of Main Theorem.
We outline here the main steps of the proof.
1. We consider the two equations composing the system (111) separately and derive two sep-
arated integrated local energy decay for them, with right hand side which is not controlled
at this stage. We use standard techniques in order to derive the equations: we apply the
vectorfield method to obtain energy and Morawetz estimates. We also improve the estimates
with the red-shift vector field. Finally, we use the rp method of Dafermos and Rodnianski
to obtain integrated decay in the far-away region. We also obtain higher order estimates by
commuting the equations with the Killing vector fields.
This is done in Section 9.
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2. We analyze the right hand side of the separated estimates, and separate it into coupling terms
and lower order terms. We derive estimates for the coupling terms on the right hand side and
transport estimates for the lower order terms on the right hand side. Our goal is to absorb
the norms of these inhomogeneous terms on the right hand side with the Morawetz bulks of
the estimates on the left hand side, using the smallness of the charge. This is done in Section
10.
The coupling terms are particularly problematic because of the degeneracy of the Morawetz
bulks at the photon sphere. We present a cancellation of the higher order terms at the photon
sphere which allows to close the estimates. This is done in Section 10.1.
The lower order terms are treated using enhanced transport estimates, which make also use
of Bianchi identities. This is done in Section 10.2.
3. We put together the above estimates to prove the Main Theorem. This is done in Section 11.
We will show all the details of the proof for the spin +2 system. We outline the proof of the
case spin −2 and the main differences with the spin +2 in Section 11.5.
9 Estimates for the Regge-Wheeler equations separately
In this section, we prove estimates for the two equations separately, keeping the right hand side of
the equations unchanged.
Schematically, we can write the two equations in (111) or (112) as a general expression:(
g − Vi
)
Ψi = Mi (160)
where Mi are whatever expressions we have on the left hand side of the equation. The two equations
comprising the system are obtained by
Ψ1 = q, q, V1 = −κκ+ 10 (F )ρ2 = 1
r2
(
4− 8M
r
+
14Q2
r2
)
, (161)
Ψ2 = q
F, qF V2 = −κκ− 3ρ = 1
r2
(
4− 2M
r
− 2Q
2
r2
)
(162)
Observe that Ψ1 and Ψ2 are symmetric traceless 2-tensors, therefore the operator g refers to the
wave operator applied to a 2-tensor. We will analyze the general equation without worrying for
now of the right hand side M.
The goal of this section is to prove the following two estimates, for q and qF respectively:
Ep[q](τ) + EH+ [q](0, τ) + EI+,p[q](0, τ) +Mp[q](0, τ)
. Ep[q](0) + Ip ;R[M1[q, qF]](0, τ)−
∫
M(0,τ)
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·M1[q, qF]
(163)
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E1,T,∇/p [q
F](τ) + E
1,T,∇/
H+ [q
F](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ) +M1,T,∇/p [qF](0, τ)
. E1,T,∇/p [qF](0) + I1,T,∇/p ;R [M2[q, qF]](0, τ)
−
∫
M(0,τ)
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·M2[q, qF]
−
∫
M(0,τ)
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T (M2[q, qF])
−
∫
M(0,τ)
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A(M2[q, qF])
(164)
Identical estimates hold for q and qF.
In Section 10, we will then combine the two estimates above to a unique estimate for the whole
system.
9.1 Preliminaries
We collect in this section some preliminaries lemmas in order to apply the vectorfield method to
equation (160).
Consider the energy-momentum tensor associated to the wave equation (160):
Qµν : = DµΨ ·DνΨ− 1
2
gµν
(
DλΨ ·DλΨ + ViΨ ·Ψ
)
= DµΨ ·DνΨ− 1
2
gµνLi[Ψ]
(165)
where · denotes the scalar product induced by g and D is the spacetime covariant derivative. The
second line of (165) defines the Lagrangian Li[Ψ]. Notice that
Q33 = |∇/ 3Ψ|2, Q44 = |∇/ 4Ψ|2, Q34 = |∇/Ψ|2 + Vi|Ψ|2 (166)
Lemma 9.1.1. The divergence of the energy-momentum tensor Q verifies
DνQµν = DµΨ ·Mi + DνΨARABνµΨB − 1
2
DµViΨ ·Ψ (167)
and its trace is given by
gµνQµν = −Li(Ψ)− Vi|Ψ|2 (168)
Proof. We have,
DνQµν = Dν
(
DµΨ ·DνΨ− 1
2
gµν
(
DλΨ ·DλΨ + ViΨ ·Ψ
))
= DνDµΨ ·DνΨ + DµΨ ·gΨ− 1
2
(
2DµDλΨ ·DλΨ + DµViΨ ·Ψ + 2ViDµΨ ·Ψ
)
= (DνDµ −DµDν) Ψ ·DνΨ + DµΨ ·gΨ− 1
2
DµVΨ ·Ψ− ViDµΨ ·Ψ
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which gives
DνQµν = DνΨARABνµΨB + D˙µΨ · (gΨ− ViΨ)− 1
2
DµVΨ ·Ψ
as desired. Moreover
gµνQµν = gµν(DµΨ ·DνΨ− 1
2
gµν
(
DλΨ ·DλΨ + ViΨ ·Ψ
)
) =
= |DΨ|2 − 2 (|DΨ|2 + ViΨ ·Ψ) = −Li(Ψ)− Vi|Ψ|2
as desired.
We will make use of the following very general computation.
Proposition 9.1.1. Consider a S-tensor Ψ verifying the spacetime equation (160).
Let X = a(r)e3 + b(r)e4 be a vectorfield, w a scalar function and M a one form. Defining
P(X,w,M)µ [Ψ] = QµνXν +
1
2
wΨDµΨ− 1
4
Ψ2∂µw +
1
4
Ψ2Mµ,
then,
DµP(X,w,M)µ [Ψ] =
1
2
Q · (X)pi +
(
−1
2
X(Vi)− 1
4
gw
)
|Ψ|2 + 1
2
wLi[Ψ] + 1
4
Dµ(Ψ2Mµ)
+
(
X(Ψ) +
1
2
wΨ
)
·Mi[Ψ]
(169)
Proof. Let P(X,0,0)µ [Ψ] = QµνXν . Then,
DµP(X,0,0)µ [Ψ] = Dµ(QµνXν) = DµQµνXν +QµνDµXν
Using (167) for the divergence of Q,
DµP(X,0,0)µ [Ψ] = (DνΨ ·M + DµΨARABµνΨB −
1
2
DνViΨ ·Ψ)Xν +QµνDµXν =
= XµDµΨ ·Mi +XµDνΨARABνµΨB − 1
2
X(Vi)Ψ
2 +
1
2
Q · (X)pi
where (X)piµν = D(µXν) is the deformation tensor of X.
Recall that in Reissner-Nordstro¨m RAB43 = WAB43 = −σ ∈AB= 0, therefore we derive,
XµDνΨARABνµΨ
B = aD4ΨARAB43Ψ
B + bD3ΨARAB34Ψ
B = 0
To prove the second part of the proposition we compute,
DµP(X,w,M)µ [Ψ] = Dµ(QµνXν +
1
2
wΨDµΨ− 1
4
Ψ2∂µw +
1
4
Ψ2Mµ) =
= DµP(X,0,0)µ [Ψ] +
1
2
DµwΨDµΨ +
1
2
wDµΨDµΨ +
1
2
wΨDµDµΨ +
−1
2
ΨDµΨ∂µw − 1
4
Ψ2Dµ∂µw +
1
2
ΨDµΨMµ +
1
4
Ψ2DµMµ
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and using the equation for DµP(X,0,0)µ [Ψ], we obtain
DµP(X,w,M)µ [Ψ] =
1
2
Q · (X)pi +X(Ψ) ·Mi − 1
2
X(Vi)Ψ ·Ψ + 1
2
DµwΨ ·DµΨ + 1
2
wDµΨ ·DµΨ
+
1
2
wΨgΨ− 1
2
Ψ ·DµΨ∂µw − 1
4
Ψ2gw +
1
4
Ψ2DivM +
1
2
Ψ ·DµΨMµ
=
1
2
Q · (X)pi − 1
2
X(Vi)Ψ ·Ψ + 1
2
wDµΨ ·DµΨ + 1
2
wΨ (ViΨ + Mi)− 1
4
Ψ2gw
+
1
4
Ψ2DivM +
1
2
Ψ ·DµΨMµ +X(Ψ) ·M
Hence, recalling the definition of L[Ψ], we obtain the desired formula.
Notation. For convenience we introduce the notation,
E [X,w,M ](Ψ) := DµP(X,w,M)µ [Ψ]−
(
X(Ψ) +
1
2
wΨ
)
·Mi (170)
Thus equation (169) becomes
E [X,w,M ](Ψ) = 1
2
Q · (X)pi +
(
−1
2
X(Vi)− 1
4
gw
)
|Ψ|2 + 1
2
wLi[Ψ] + 1
4
D˙µ(Ψ2Mµ)(171)
When M = 0 we simply write E [X,w](Ψ).
9.1.1 Main identities for vectorfields X = a(r)e3 + b(r)e4
Recall that the Ricci coefficients defined with respect to the null frame N given by (53) have the
following values:
κ =
2
r
, κ = −2Υ
r
, ω = 0, ω =
M
r2
− Q
2
r3
(172)
In particular, we have
D4e4 = 0, D3e3 =
(
−2M
r2
+
2Q2
r3
)
e3, D4e3 = 0, D3e4 =
(
2M
r2
− 2Q
2
r3
)
e4,
D4eA = 0, D3eA = 0, DAe4 =
1
r
eA, DAe3 = −Υ
r
eA, DAeB = −Υ
2r
/gABe4 +
1
2r
/gABe3.
Moreover,
e3(r) = −Υ, e4(r) = 1 (173)
and
Υ′ =
2M
r2
− 2Q
2
r3
(174)
Since we will make large use of vectorfields of the form X = a(r)e3 + b(r)e4, we summarize here
the general computation of its deformation tensor.
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Lemma 9.1.2. Let X = a(r)e3 + b(r)e4 a vectorfield. The component of its deformation tensor
verify
(X)pi44 = −4a′, (X)pi34 = 2Υa′ − 2b′ +
(
4M
r2
− 4Q
2
r3
)
a, (X)pi3A =
(X)pi4A = 0,
(X)pi33 = 4Υb
′ +
(
−8M
r2
+
8Q2
r3
)
b, (X)piAB =
(
−2Υ
r
a+
2
r
b
)
/gAB
Proof. Recall that the deformation tensor of a vector field V is defined as (V )piαβ := LV gαβ =
DαVβ + DβVα. Denote pi
(3) and pi(4) the deformation tensor of e3 and e4 respectively. We compute
pi
(3)
44 = 2g(D4e3, e4) = 0,
pi
(3)
34 = g(D3e3, e4) + g(D4e3, e3) =
4M
r2
− 4Q
2
r3
,
pi
(3)
33 = 2g(D3e3, e3) = 0,
pi
(3)
4A = g(D4e3, eA) + g(DAe3, e4) = 0
pi
(3)
3A = g(D3e3, eA) + g(DAe3, e3) = 0
pi
(3)
AB = g(DAe3, eB) + g(DBe3, eA) = −
2Υ
r
/gAB
Observe that trpi(3) = − 4Υr − 4Mr2 + 4Q
2
r3 = − 4Υr − 2Υ′ = 2κ− 4Mr2 + 4Q
2
r3 . Similarly
pi
(4)
44 = 2g(D4e4, e4) = 0,
pi
(4)
34 = g(D3e4, e4) + g(D4e4, e3) = 0,
pi
(4)
33 = 2g(D3e4, e3) = −
8M
r2
+
8Q2
r3
,
pi
(4)
4A = g(D4e4, eA) + g(DAe4, e4) = 0
pi
(4)
3A = g(D3e4, eA) + g(DAe4, e3) = 0
pi
(4)
AB = g(DAe4, eB) + g(DBe4, eA) =
2
r
/gAB
Observe that trpi(4) = 4r = 2κ. Consequently, we compute the deformation tensor of X using that
(X)piαβ = DαXβ + DβXα = Dα(ae3)β + Dα(be4)β + Dβ(ae3)α + Dβ(be4)α
= (eαa)g(e3, eβ) + (eβa)g(e3, eα) + a pi
(3)
αβ + (eαb)g(e4, eβ) + (eβb)g(e4, eα) + b pi
(4)
αβ
= (eαa)g3β + (eβa)g3α + a pi
(3)
αβ + (eαb)g4β + (eβb)g4α + b pi
(4)
αβ
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We obtain
(X)pi44 = (e4a)g34 + (e4a)g34 + a pi
(3)
44 + (e4b)g44 + (e4b)g44 + b pi
(4)
44 = −4a′,
(X)pi34 = (e3a)g34 + (e4a)g33 + a pi
(3)
34 + (e3b)g44 + (e4b)g43 + b pi
(4)
34 = 2Υa
′ − 2b′ +
(
4M
r2
− 4Q
2
r3
)
a,
(X)pi33 = (e3a)g33 + (e3a)g33 + a pi
(3)
33 + (e3b)g43 + (e3b)g43 + b pi
(4)
33 = 4Υb
′ +
(
−8M
r2
+
8Q2
r3
)
b,
(X)pi3A =
(X)pi4A = 0,
(X)piAB = a pi
(3)
AB + b pi
(4)
AB =
(
−2Υ
r
a+
2
r
b
)
/gAB
as desired.
Definition 9.1. We define the following vectorfields:
• the Morawetz vector field Y = f(r)R
• the rp-hierarchy vector field Z = l(r)e4
As a corollary of Lemma 9.1.2, we compute the deformation tensor of all the vectorfields we will
use in the estimates.
Corollary 9.1. The components of the deformation tensor of T all vanish identically. The only
components of the deformation tensor of R which do not vanish are the following:
(R)pi34 = −4M
r2
+
4Q2
r3
, (R)piAB =
2Υ
r
/gAB
The components of the deformation tensor of Y = f(r)R which do not vanish are the following
(Y )pi33 = 2Υ
2f ′, (Y )pi44 = 2f ′, (Y )pi34 =
(
−4M
r2
+
4Q2
r3
)
f − 2f ′Υ, (Y )piAB = 2Υ
r
f/gAB
The components of the deformation tensor of Z = l(r)e4 which do not vanish are the following
(Z)pi34 = −2l′, (Z)pi33 = 4Υl′ +
(
−8M
r2
+
8Q2
r3
)
l, (Z)piAB =
2
r
l/gAB
Proof. We apply Lemma 9.1.2 to compute the deformation tensors.
Since T = 12e3 +
Υ
2 e4, then a(r) =
1
2 and b(r) =
Υ
2 . Using (174), we obtain the vanishing of
all components of (T )pi. Similarly, for the vectorfield R = − 12e3 + Υ2 e4, we have a(r) = − 12 and
b(r) = Υ2 . Finally, Y = − 12fe3 + Υ2 fe4, and applying Lemma 9.1.2, we obtain the desired formulas.
Similarly for Z.
In order to apply Proposition 9.1.1, we compute the general expression for Q · (X)pi for X =
a(r)e3 + b(r)e4.
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Lemma 9.1.3. Let Q be the energy momentum tensor as defined in (165). For X = a(r)e3+b(r)e4,
we have
Q · (X)pi =
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
− 2Υ
r
)
a+
2
r
b
)
|∇/Ψ|2 +
(
Υb′ +
(
−2M
r2
+
2Q2
r3
)
b
)
|∇/ 4Ψ|2
−a′|∇/ 3Ψ|2 +
(
2Υ
r
a− 2
r
b
)
Li[Ψ] +
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
)
a
)
Vi|Ψ|2
or equivalently
Q · (X)pi =
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
)
a
)
|∇/Ψ|2 +
(
Υb′ +
(
−2M
r2
+
2Q2
r3
)
b
)
|∇/ 4Ψ|2 − a′|∇/ 3Ψ|2
+
(
−2Υ
r
a+
2
r
b
)
∇/ 3Ψ · ∇/ 4Ψ +
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
+
2Υ
r
)
a− 2
r
b
)
Vi|Ψ|2
Proof. We compute
Q · (X)pi = 1
2
Q34 (X)pi34 + 1
4
Q44 (X)pi33 + 1
4
Q33 (X)pi44 +QAB (X)piAB
=
1
2
Q34
(
2Υa′ − 2b′ +
(
4M
r2
− 4Q
2
r3
)
a
)
+
1
4
Q44
(
4Υb′ +
(
−8M
r2
+
8Q2
r3
)
b
)
+
1
4
Q33(−4a′) +QAB
(
−2Υ
r
a+
2
r
b
)
/g
AB
Using (168), we obtain
/g
ABQAB = Q34 − Li[Ψ]− Vi|Ψ|2,
and using (166), we obtain
Q · (X)pi = Q34
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
)
a
)
+Q44
(
Υb′ +
(
−2M
r2
+
2Q2
r3
)
b
)
+Q33(−a′) +
(
−2Υ
r
a+
2
r
b
)
(Q34 − L− Vi|Ψ|2)
= Q34
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
− 2Υ
r
)
a+
2
r
b
)
+
(
Υb′ +
(
−2M
r2
+
2Q2
r3
)
b
)
|∇/ 4Ψ|2
−a′|∇/ 3Ψ|2 −
(
−2Υ
r
a+
2
r
b
)
L[Ψ]−
(
−2Υ
r
a+
2
r
b
)
Vi|Ψ|2
=
(
Υa′ − b′ +
(
2M
r2
− 2Q
2
r3
− 2Υ
r
)
a+
2
r
b
)
|∇/Ψ|2 +
(
Υb′ +
(
−2M
r2
+
2Q2
r3
)
b
)
|∇/ 4Ψ|2 − a′|∇/ 3Ψ|2
−
(
−2Υ
r
a+
2
r
b
)
L[Ψ] +
(
−Ωa′ − b′ +
(
2M
r2
− 2Q
2
r3
)
a
)
Vi|Ψ|2
where we used that Q34 = |∇/Ψ|2 + Vi|Ψ|2. Alternatively, writing L[Ψ] = Q34 − ∇/ 3Ψ · ∇/ 4Ψ =
−∇/ 3Ψ · ∇/ 4Ψ + |∇/Ψ|2 + Vi|Ψ|2 we obtain the second formula.
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Corollary 9.2. For Y = f(r)R, we have
Q · (Y )pi = 2f
(
1
r
− 3M
r2
+
2Q2
r3
)
|∇/Ψ|2 + 2f ′|RΨ|2 +
(
−2Υ
r
f −Υf ′
)
Li[Ψ] +
(
−2M
r2
+
2Q2
r3
)
fVi|Ψ|2
and for Z = l(r)e4 we have
Q · (Z)pi =
(
−l′ + 2
r
l
)
|∇/Ψ|2 +
(
Υl′ +
(
−2M
r2
+
2Q2
r3
)
l
)
|∇/ 4Ψ|2 − 2
r
lLi[Ψ]− l′Vi|Ψ|2
Proof. Since Y = − 12fe3 + Υ2 fe4, we can apply Lemma 9.1.3 with a = − 12f and b = Υ2 f . Observe
that a′ = − 12f ′ and b′ = (Mr2 − Q
2
r3 )f +
Υ
2 f
′. We obtain
Q · (Y )pi =
(
−Υf ′ −
(
2M
r2
− 2Q
2
r3
)
f +
2Υ
r
f
)
|∇/Ψ|2 + Υ
2
2
f ′|∇/ 4Ψ|2 + 1
2
f ′|∇/ 3Ψ|2
+
(
−2Υ
r
f
)
L[Ψ] +
(
−Υf ′ −
(
2M
r2
− 2Q
2
r3
)
f
)
Vi|Ψ|2
Notice that
|RΨ|2 = g(−1
2
(∇/ 3Ψ−Υ∇/ 4Ψ) ,−1
2
(∇/ 3Ψ−Υ∇/ 4Ψ)) = 1
4
|∇/ 3Ψ|2 + 1
4
Υ2|∇/ 4Ψ|2 − 1
2
Υ∇/ 3Ψ · ∇/ 4Ψ
and recalling that Li[Ψ] = −∇/ 3Ψ · ∇/ 4Ψ + |∇/Ψ|2 + Vi|Ψ|2, we can finally write
Q · (X)pi =
(
−Υf ′ −
(
2M
r2
− 2Q
2
r3
)
f +
2Υ
r
f
)
|∇/Ψ|2 + 2f ′|RΨ|2 + Υf ′∇/ 3Ψ · ∇/ 4Ψ
+
(
−2Υ
r
f
)
L[Ψ] +
(
−Υf ′ −
(
2M
r2
− 2Q
2
r3
)
f
)
Vi|Ψ|2
= 2f
(
1
r
− 3M
r2
+
2Q2
r3
)
|∇/Ψ|2 + 2f ′|RΨ|2 +
(
−2Υ
r
f −Υf ′
)
L[Ψ] +
(
−2M
r2
+
2Q2
r3
)
fVi|Ψ|2
as desired. The expression for Q · (Z)pi is obtained by direct application of Lemma 9.1.3.
We recall here an useful lemma.
Lemma 9.1.4. If f = f(r) then
gf(r) = r−2∂r
(
r2Υ∂rf
)
Proof. Using Lemma A.1.1, and the values (172) and (173), we deduce for a function f = f(r),
gf = −1
2
(∇/ 3(f ′)−∇/ 4(Υf ′)) + (ω − 1
2
κ)f ′ − (ω − 1
2
κ)Υf ′
=
1
2
(2Υf ′′ + Υ′f ′) +
(
M
r2
− Q
2
r3
+
Υ
r
)
f ′ +
Υ
r
f ′
and using (174), we finally obtain
gf = Υf ′′ +
(
2M
r2
− 2Q
2
r3
+
2Υ
r
)
f ′ = r−2∂r
(
r2Υ∂rf
)
as desired.
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9.2 Morawetz estimates
We will derive now the main identity to apply the vector field method to Y = f(r)R. We choose w
as a function of f .
Proposition 9.2.1. Let Y = f(r)R and w = r−2Υ∂r
(
r2f
)
. Then for a solution Ψ to the equation
(160), we obtain
E [Y,w](Ψ) = f
(
r2 − 3Mr + 2Q2
r3
)
|∇/Ψ|2 + f ′|RΨ|2 +
(
−1
2
∂r (ΥVi) f − 1
4
r−2∂r
(
r2Υ∂rw
)) |Ψ|2
Proof. By definition (171) and according to Corollary 9.2 we have,
E [Y,w](Ψ) = f
(
1
r
− 3M
r2
+
2Q2
r3
)
|∇/Ψ|2 + f ′|RΨ|2 +
(
1
2
w − Υ
r
f − Υ
2
f ′
)
Li[Ψ]
+
(
−1
2
Y (Vi) +
(
−M
r2
+
Q2
r3
)
fVi − 1
4
gw
)
|Ψ|2
and observe that the choice of w cancels out the term involving Li[Ψ]. Since the potentials are
scalar functions of r only, writing Y (Vi) = Υf∂rVi, we obtain
E [Y,w](Ψ) = f
(
1
r
− 3M
r2
+
2Q2
r3
)
|∇/Ψ|2 + f ′|RΨ|2 +
((
−Υ
2
∂rVi +
(
−M
r2
+
Q2
r3
)
Vi
)
f − 1
4
gw
)
|Ψ|2
Observing that −Mr2 + Q
2
r3 = − 12Υ′ and using Lemma 9.1.4 to write gw, we get the desired
expression.
Remark 9.1. Observe that the coefficient of the first term of E [fR,w](Ψ) is given by r2−3Mr+2Q2r3 ,
whose zero gives the r-value of photon sphere in Reissner-Nordstro¨m, rP =
3M+
√
9M2−8Q2
2 . This
term has therefore a degeneracy in the trapping region.
We separate the expression E [Y,w](Ψ) into a part involving and one not involving the potential
Vi:
E [Y,w](Ψ) = E0[Y,w](Ψ) + EVi [Y,w](Ψ),
E0[Y,w](Ψ) = f
(
r2 − 3Mr + 2Q2
r3
)
|∇/Ψ|2 + f ′|RΨ|2 − 1
4
r−2∂r
(
r2Υ∂rw
) |Ψ|2,
EVi [Y,w](Ψ) = −
1
2
∂r (ΥVi) f |Ψ|2
The goal is to show that there exist choices of f, w verifying the condition w = r−2Υ∂r
(
r2f
)
of
Proposition 9.2.1 which make E [Y,w](Ψ) positive definite.
9.2.1 Construction of the function f(r)
We first look for choices of f and w such that the coefficients appearing in E0[Y,w](Ψ) are non-
negative. We immediately observe the following facts.
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1. Observe that r2 − 3Mr + 2Q2 is non-negative for r ≥ rP and non-positive for r ≤ rP .
Therefore, the coefficient of |∇/Ψ|2 being non-negative implies that f ≤ 0 in r < rP and f ≥ 0
in r > rP , therefore f = 0 at r = rP .
2. The coefficient of |RΨ|2 being non-negative implies that the function f must be increasing as
a function of r.
3. To ensure that the coefficient of |Ψ|2 is non-negative we need to choose w such that ∂r
(
r2Υ∂rw
) ≤
0.
Once w is chosen, the function f can be determined by the condition w = r−2Υ∂r
(
r2f
)
. In
particular we are naturally led to define
r2f =
∫ r
rP
r2
Υ
w, (175)
Recalling that Υ ≥ 0 in the exterior region, to ensure that 1. is satisfied we only need a non-negative
w.
We define w based on the argument given in [37].
Lemma 9.2.1. There exists r∗ := 2M +
√
4M2 − 3Q2 > rP such that, defining the function w as
w =
{
2
r∗
Υ(r∗) =: w∗ if r < r∗
2
rΥ(r) =
2
r (1− 2Mr + Q
2
r2 ) if r ≥ r∗
(176)
then w is C1 and non-negative. In addition, in the subextremal Reissner-Nordstro¨m spacetime for
|Q| < M , we have ∂r
(
r2Υ∂rw
) ≤ 0.
Proof. Defining w as in (176), we have that for r > r∗,
∂rw = 2∂r(
1
r
Υ) = 2
(−r−2Υ + r−1Υ′) = −2r2 − 4Mr + 3Q2
r4
(177)
Since w is constant for r < r∗ to ensure that w is C1 we need to have ∂rw(r∗) = 0, i.e. r∗ =
2M +
√
4M2 − 3Q2. The function w is clearly non-negative in the exterior region.
For r > r∗,
−∂r
(
r2Υ∂rw
)
= 2∂r
(
Υ
r2 − 4Mr + 3Q2
r2
)
= 2Υ′
(
1− 4M
r
+
3Q2
r2
)
+ 2Υ
(
4M
r2
− 6Q
2
r3
)
= 4
(3M
r2
− 8M
2
r3
− 4Q
2
r3
+
15MQ2
r4
− 6Q
4
r5
)
=
4
r5
(
r
(
3Mr2 − (8M2 + 4Q2)r + 32
3
MQ2
)
+
13
3
MQ2r − 6Q4
)
.
and the two parts of the polynomial are clearly positive for r ≥ r∗ in the subextremal range
|Q| < M .
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Once w is defined as in Lemma 9.2.1, we can explicitly evaluate f . For simplicity, we just
evaluate f for r ≥ r∗. Denoting by C∗, with C∗ > 0, the value for r2f ar r = r∗, i.e. C∗ =
(r2f)(r∗) =
∫ r∗
rP
r2
Υwdr ≤ 2r∗(r∗ − rP ), we have
r2f(r) =
∫ r
rP
r2
Υ
wdr = (r2f)(r∗) +
∫ r
r∗
2λdλ = r2 + C∗ − r2∗
Since r2∗ −C∗ > 0 in the subextremal range, the function is increasing for r ≥ r∗. For r < r∗, using
(175) written as ∂r(r
2f) = r
2
Υw, we have
r2∂r
(
r
w
Υ
)
= r2
[
r−1∂r
(
r2
Υ
w
)
− r−2 r
2
Υ
w
]
= r∂r
(
r2
Υ
w
)
− r
2
Υ
w
= r∂r∂r(r
2f)− ∂r(r2f) = 3r2f ′ + r3f ′′ = ∂r(r3f ′)
Using Lemma 9.2.1 and (177), we have
∂r(r
3f ′) = r2∂r
(
r
w
Υ
)
= w∗r2∂r
( r
Υ
)
≤ 0
We deduce that r3f ′ has a minimum at r = r∗. Thus, for all r ∈ [rH, r∗],
r3f ′(r) ≥ r3∗f ′(r∗) = 2(r2∗ − C∗) > 0
This proves condition 2., and together with Lemma 9.2.1, this proves that E0[Y,w](Ψ) is positive
definite.
We summarize the results in the following.
Proposition 9.2.2. There exist functions f ∈ C2, w ∈ C1 verifying the relation w = r−2Υ∂r
(
r2f
)
and such that for some C = C(Q,M) > 0 and all r ≥ rH,
f
(
r2 − 3Mr + 2Q2
r3
)
≥ C
(
r2 − 3Mr + 2Q2)2
r5
, f ′(r) ≥ C
r3
,
1
4
r−2∂r
(
r2Υ∂rw
) ≤ 0 (178)
In particular E0[Y,w](Ψ) is positive definite for r ≥ rH.
9.2.2 Improved lower bound away from the horizon
In the previous subsection, we proved that E0[Y,w](Ψ) is positive definite in the exterior region.
Nevertheless, we are interested in the positivity of E [Y,w](Ψ), so the term EVi [Y,w](Ψ) has to be
taken into account. This term depends on the potential, and it can easily be seen that for the
potentials we are considering it is not positive in general.
We will control this term with the help of the Poincare´ inequality, gaining positivity from the
|∇/Ψ|2 term, and adding a well-chosen one form M to the definition of E . We will follow the
procedure used in [29].
We begin by stating the Poincare´ inequality.
Lemma 9.2.2 (Poincare´ inequality). If Ψ is a 2-tensor on S, then∫
S
|∇/Ψ|2 ≥ 2
r2
∫
S
|Ψ|2 (179)
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Using the Poincare´ inequality, for µ > 0 we can write∫
S
f
(
r2 − 3Mr + 2Q2
r3
)
|∇/Ψ|2 ≥ µ
∫
S
f
(
r2 − 3Mr + 2Q2
r3
)
|∇/Ψ|2
+(1− µ)
∫
S
2f
(
r2 − 3Mr + 2Q2
r5
)
|Ψ|2
According to Proposition 9.2.2, for a sufficiently small µ > 0, we deduce∫
S
E [Y,w](Ψ) & ∫
S
f ′|RΨ|2 + (r2−3Mr+2Q2)2r5 |∇/Ψ|2 +
(
2
(
r2−3Mr+2Q2
r5
)
− 12∂r (ΥVi)
)
f |Ψ|2(180)
This procedure created extra-positivity in the |Ψ|2 term, but it can be seen that with the given
potentials it is not enough to get a positive definite expression in some region of the exterior. To
achieve positivity for all values of r ≥ rH+ we shall modify the original energy densities E [Y,w](Ψ)
by considering instead E [Y,w,M ](Ψ), with M = 2hR for a function h = h(r). Then, by formula
(171), we have
E [Y,w,M ](Ψ) = E [fR,w](Ψ) + 1
4
Dµ(Ψ2Mµ) = E [Y,w](Ψ) + 1
2
Dµ(hRµ)|Ψ|2 + hΨR(Ψ)
Observe that, using (119) and Corollary 9.1:
Dµ(hRµ) = R(h) + h(D
µRµ) = Υh
′ +
1
2
htr ( (R)pi) = Υh′ + h
(
2M
r2
− 2Q
2
r3
+
2Υ
r
)
= r−2∂r(Υr2h)
therefore
E [Y,w, 2hR](Ψ) = E [Y,w](Ψ) + 1
2
r−2∂r(Υr2h)|Ψ|2 + hΨR(Ψ) (181)
We present below the construction of the function h that will provide the improved lower bound
away from the horizon.
Proposition 9.2.3. Let Ψ be a 2-tensor solution of (160). Suppose that the potential Vi satisfies
the following:
• 2
(
r2−3Mr+2Q2
r5
)
− 12∂r(ΥVi) ≤ 0 for r ≤ rP ,
• Ai := − 12∂r(ΥVi)− 4Υr5
(
r2 − 4Mr + 3Q2) ≥ 0 for r ≥ rP
Then there exists a function h = h(r) with bounded derivative h′, which is supported in r ≥ rP ,
such that h = O(r−2), h′ = O(r−3) for r ≥ r∗ and such that for r ≥ 56rP∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
1
r3
|R(Ψ)|2 +
(
r2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2 + Υ
r4
|Ψ|2
)
(182)
Proof. Putting together (180) and (181), we have∫
S
E [Y,w, 2hR](Ψ) &
∫
S
f ′|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2
+
∫
S
(
2
(
r2 − 3Mr + 2Q2
r5
)
+
1
2
∂r (ΩVi)
)
f |Ψ|2 − 1
2
r−2∂r(Ωr2h)|Ψ|2 + hΨR(Ψ)
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where we write Ω = −Υ. We now write the function h as h = − 4r4 Ωh˜, hence
−1
2
r−2∂r(Ωr2h)|Ψ|2 + hΨR(Ψ) = 2r−2∂r
(
Ω2
r2
h˜
)
|Ψ|2 − 4
r4
Ωh˜ΨR(Ψ)
=
(
Ω′ − Ω
r
)
4Ω
r4
h˜|Ψ|2 + 2Ω
2
r4
h˜′|Ψ|2 − 4
r4
Ωh˜ΨR(Ψ)
and observe that Ω′ − Ωr = 1r3
(
r2 − 4Mr + 3Q2). We also express
− 4
r4
Ωh˜ΨR(Ψ) =
2h˜
r3
(R(Ψ)− Ωr−1Ψ)2 − 2h˜
r3
|R(Ψ)|2 − 2h˜
r5
Ω2|Ψ|2
therefore we deduce∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
f ′ − 2h˜
r3
)
|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2 + 2h˜
r3
(R(Ψ)− Ωr−1Ψ)2
+
∫
S
(
2
(
r2 − 3Mr + 2Q2
r5
)
f +
1
2
∂r(ΩVi)f +
4Ω
r5
(
r2 − 4Mr + 3Q2) h˜
r2
+ 2
Ω2
r4
h˜′ − 2h˜
r5
Ω2
)
|Ψ|2
We write 12∂r(ΩVi) = − 4Ωr5
(
r2 − 4Mr + 3Q2)+ Ai, and we write the coefficient on the right hand
side as
2
(
r2 − 3Mr + 2Q2
r5
)
f − 4Ω
r5
(
r2 − 4Mr + 3Q2)(f − h˜
r2
)
+Aif + 2
Ω2
r4
h˜′ − 2h˜
r5
Ω2
We choose
h˜ =

0 r ≤ rP
r2f rP ≤ r ≤ r∗
(r∗)2f(r∗) r ≥ r∗
Since f ≥ 0 for r ≥ rP , we have that h˜ ≥ 0 everywhere, therefore in the estimates we can ignore
the term 2h˜r3 (R(Ψ)− Ωr−1Ψ)2, and we obtain∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
f ′ − 2h˜
r3
)
|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2
+
∫
S
(
2
(
r2 − 3Mr + 2Q2
r5
)
f − 4Ω
r5
(
r2 − 4Mr + 3Q2)(f − h˜
r2
)
+Aif +
2Ω2
r4
(
h˜′ − h˜
r
))
|Ψ|2
We consider the following cases:
Case 1(r ≤ rP ). Since h˜ = 0, we obtain∫
S
E [Y,w, 2hR](Ψ) &
∫
S
f ′|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2
+
∫
S
(
2
(
r2 − 3Mr + 2Q2
r5
)
− 4Ω
r5
(
r2 − 4Mr + 3Q2)+Ai)f |Ψ|2
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Recall that for r ≤ rP , we have f ≤ 0 and f ′ ≥ 0. Therefore if the potential Vi is such that
2
(
r2−3Mr+2Q2
r5
)
+ 12∂r(ΩVi) ≤ 0 for r ≤ rP , we get positivity.
Case 2( rP ≤ r ≤ r∗). Since h˜ = r2f and h˜′ − h˜r = r2f ′ + rf , we deduce∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
f ′ − 2f
r
)
|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2
+
∫
S
((
2
(
r2 − 3Mr + 2Q2
r5
)
+Ai +
2Ω2
r3
)
f +
2Ω2
r2
f ′
)
|Ψ|2
Recall that for r ≥ rP , we have f ≥ 0 and f ′ ≥ 0. Therefore if the potential Vi is such that
2
(
r2−3Mr+2Q2
r5
)
+ Ai +
2Ω2
r3 ≥ 0 for rP ≤ r ≤ r∗, we get positivity of the last term. In particular,
this is true if Ai ≥ 0 for rP ≤ r ≤ r∗. It remains to analize the first term.
Lemma 9.2.3. In the interval [rP , r∗] we have,
f ′ − 2
r
f > 0
Proof. Since f vanishes at r = rP we have,
f ′ − 2
r
f = r−2(r2f)′ − 4r−3(r2f) = r−2(r2f)′ − 4r−3
∫ r
rP
(r2f)′
Recall that, by Lemma 9.2.1, w = −r−2Ω(r2f)′ = w∗ is a positive constant for all r ≤ r∗, therefore
in the interval [rP , r∗]. We deduce,
(r2f)′ = −r
2
Ω
w∗
Using that, for r > rP ,
r2
Ω is a decreasing function, we have the bound
f ′ − 2
r
f = − 1
Ω
w∗ + 4r−3
∫ r
rP
r2
Ω
w∗ = w∗
(
− 1
Ω
+ 4r−3
∫ r
rP
r2
Ω
)
> w∗
(
− 1
Ω
+ 4r−3(r − rP )r
2
Ω
)
=
w∗
−Ω
(
1− 4
r
(r − rP )
)
=
w∗
−Ωr (−3r + 4rP )
Defining rc∗ := 2M+
2
3
√
9M2 − 8e2 < r∗, we have that if r < rc∗, then (−3r + 4rP ) > 0 and therefore
f ′ − 2rf > 0.
Consider now f for r > r∗, i.e. f(r) = 1 +
C∗−r2∗
r2 and f
′(r) = 2(r
2
∗−C∗)
r3 . Since f is a C
2 function
we can compute
(f ′ − 2
r
f)(r∗) =
2
r∗
(
1− 2C∗
r2∗
)
=
2
r3∗
(
r2∗ − 2C∗
)
Consider D∗(Q) = r∗(Q)2 − 2C∗(Q) as a function of Q. Clearly D∗(Q) is a continuous function of
Q and for Q = 0, we have that D(0) ≈ 1.56M2 > M2. Therefore, for Q small enough D∗(Q) >
1
2M
2 > 0. This implies that, for such Q, (f ′ − 2rf)(r∗) > 0.
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Consider the derivative of f ′ − 2rf = w∗
(
− 1Ω + 4r−3
∫ r
rP
r2
Ω
)
. We have
(
f ′ − 2
r
f
)′
= w∗
(
Ω′
Ω2
− 12r−4
∫ r
rP
r2
Ω
+ 4r−3
r2
Ω
)
< w∗
(
Ω′
Ω2
− 12r−4(r − rP )r
2
Ω
+ 4r−3
r2
Ω
)
= w∗
(
Ω′
Ω2
− 4(2r − 3rP )
r2Ω
)
We have that Ω′ < 0 for all r > rH and if r < r∗ < 32rP , we obtain
(
f ′ − 2rf
)′
< 0 in the interval
[rP , r∗]. This, together with (f ′ − 2rf)(r∗) > 0, implies that (f ′ − 2rf)(r) > 0 in the whole interval,
as desired.
Case 3( r ≥ r∗) Since h˜ is constant we deduce∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
f ′ − 2h˜
r3
)
|RΨ|2 + (r
2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2
+
∫
S
((
2
(
r2 − 3Mr + 2Q2
r5
)
− 4Ω
r5
(
r2 − 4Mr + 3Q2) )(f(r)− (r∗)2
r2
f(r∗)
)
+Aif +
(
2
(
r2 − 3Mr + 2Q2
r2
)
− 2Ω2
) h˜
r5
)
|Ψ|2
We examine the first term recalling that that for r ≥ r∗ we have f = 1 + C∗−r∗r2 = 1 − c1r−2, for
c1 > 0. Hence,
f ′ − 2r−3h˜ = 2r−3(c1 − h˜)
Since (c1 − h˜) is constant it follows that the sign of (f ′ − 2r−3h˜) does not change for r ≥ r∗. Thus,
since it was positive for r ≤ r∗, and recall that w and h˜ are continuous functions, it must remain
strictly positive for r ≥ r∗.
Observe that for r > r∗, from the definition of r∗ and the fact that f is increasing, we have that
f(r) − (r∗)2r2 f(r∗) ≥ 0. Moreover, the coefficient 2
(
r2−3Mr+2Q2
r5
)
− 4Ωr5
(
r2 − 4Mr + 3Q2) ≥ 0 for
r ≥ r∗. The last term is given by
2
(
r2 − 3Mr + 2Q2
r2
)
− 2Υ2 = 2
r4
(
Mr(r2 − 4Mr + 3Q2) +Q2(Mr −Q4))
which is positive for r ≥ r∗. Therefore, if Ai ≥ 0 for r ≥ r∗, we obtain positivity of this term.
This proves the proposition.
Corollary 9.3. Let Ψ = q or Ψ = qF be solutions of the system (111). Then for r ≥ 56rP∫
S
E [Y,w, 2hR](Ψ) &
∫
S
(
1
r3
|R(Ψ)|2 +
(
r2 − 3Mr + 2Q2)2
r5
|∇/Ψ|2 + Υ
r4
|Ψ|2
)
with Y , w and h as defined above.
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Proof. It suffices to show that the potentials V1 and V2 verify the hypothesis of Proposition 9.2.3.
The potential V1 verifies
1
2
∂r(ΩV1) = −4Ω
r5
(
r2 − 4Mr + 3Q2)+ 5Q2
r4
(
Ω′ − 4Ω
r
)
giving A1 =
5Q2
r4
(
Ω′ − 4Ωr
)
= 10Q
2
r7
(
2r2 − 5Mr + 3Q2) ≥ 0 for r ≥ rP , which verifies the second
condition. To verify the first condition we have
2
(
r2 − 3Mr + 2Q2
r5
)
+
1
2
∂r(ΩV1) =
1
r7
(
6r4 − 30Mr3 + (32M2 + 40Q2)r2 − 90MQ2r + 42Q4)
which is negative for r ≤ rP .
The potential V2 verifies
1
2
∂r(ΩV2) = − Ω
r4
(4r − 7M)− 6
r7
(
Mr −Q2)2
giving A2 =
1
r7
(
9Mr3 − 24M2r2 − 12Q2r2 + 45MQ2r − 18Q4) which is positive for r ≥ rP . To
verify the first condition we have
2
(
r2 − 3Mr + 2Q2
r5
)
+
1
2
∂r(ΩV2) =
1
r7
(
6r4 − 21Mr3 + (8M2 + 8Q2)r2 + 5MQ2r − 6Q4)
which is negative for r ≤ rP .
9.2.3 Correction near the horizon
The main problem about the estimate obtained in Proposition 9.2.3 is that f blows up logarithmi-
cally near r = rH. To correct for this we can modify our choice of f and w, introducing a cut-off
for f and w, in the same way as in [29].
Proposition 9.2.4. Let Ψ = q or Ψ = qF be solutions of the system (111). Given a small parameter
δ > 0 there exist functions fδ ∈ C2(r > 0), wδ ∈ C1(r > 0) and h ∈ C2(r > 0) verifying, for all
r > 0,
|fδ(r)| . δ−1r−2, wδ . r−1, h . r−4
and a constant C > 0 (independent of δ) such that in the exterior region∫
S
E [fδR,wδ, 2hR](Ψ) & C−1
∫
S
(
1
r3
|R(Ψ)|2 +
(
r2 − 3Mr + 2Q2)2
r5
(
|∇/Ψ|2 + 1
r2
|TΨ|2
)
+
Υ
r4
|Ψ|2
)
−
∫
S
W δ|Ψ|2
where W δ is a non-negative potential supported in the region r ≤ 56rP .
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Proof. We sketch here the proof, which appears in [29]. Introducing u := r2f , we have
f = r−2u, w = r−2Υ∂ru
For a given δ > 0 we define
uδ := −M
2
δ
F (− δ
M2
u), fδ := r
−2uδ
wδ := r
−2Υ∂ruδ = r−2ΥF ′(− δ
M2
u)∂ru = wF
′(− δ
M2
u)
where F : R→ R is is a fixed increasing smooth function such that
F (x) =
{
x for x ≤ 1
2 for x ≥ 3
Hence, for sufficiently small δ > 0 and constant C > 0,
fδ =
{
−2M2
δr2 for 0 ≤ Υ ≤ Ce−
3
δ
f for C−1e−
1
δ ≤ Υ
We evaluate Wδ = − 14∂r
(
r2Υ∂rwδ
)
. We deduce
Wδ = −1
4
∂r
(
r2Υ∂rw
)
= W ≥ M
r4
, for r ≥ rP .
We introduce W δ = 1rH≤r≤ 56 rP |Wδ|. Applying Proposition 9.2.3 using the functions fδ and wδ
defined above we obtain the desired estimates, without the T derivative. To get the improved
estimate we then modify slightly the definition of w, i.e. we set w = w0−δ′w′ for a small parameter
δ′ where w0 is our previous choice and
w′ = 2
D
r2
Υ
(r2 − 3Mr + 2Q2)2
r5
ζ(r)
where ζ is a suitable smooth, non-negative, function of r vanishing in a neighborhood of r = rP
and equal to the unity outside a slightly larger neighborhood. Evaluate using (171),
E1[fδR,w0 − δ′Υw′, 2hR](Ψ) = E [fδR,w0, 2hR]− 1
2
δ′w′L(Ψ) + δ′|Ψ2|1
4
g(w′)
This allows the creation of the T derivative in the degenerate bulk.
9.3 Red-shift estimate
Observe that the vectorfields T and R become both proportional to e3 when Υ = 0, i.e. the estimate
of Proposition 9.2.4 degenerates along the horizon. Here we make use of the Dafermos-Rodnianski
red shift vectorfield to compensate for this degeneracy.
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Lemma 9.3.1. Let N = a(r)∇/ 3 + b(r)∇/ 4 be a vectorfield. If the functions a(r) and b(r) verify
a(rH) = 0, b(rH) = −1, −a′(rH) ≥ 1
4M
, −b′(rH) ≥ 1
8M
then, along the horizon, we have
Qαβ (N)piαβ ≥ 1
8M
(|∇/ 3Ψ|2 + |∇/ 4Ψ|2 + |∇/Ψ|2) (183)
and
E [N, 0](Ψ) ≥ 1
16M
(
|∇/ 3Ψ|2 + |∇/ 4Ψ|2 + |∇/Ψ|2 + 1
M2
|Ψ|2
)
(184)
Proof. Note that on the horizon we have Υ = 0. Using the second formula of Lemma 9.1.3, we have
Q · (N)pi =
(
−b′ +
(
2M
r2
− 2Q
2
r3
)
a
)
|∇/Ψ|2 +
((
−2M
r2
+
2Q2
r3
)
b
)
|∇/ 4Ψ|2 − a′|∇/ 3Ψ|2
+
(
2
r
b
)
∇/ 3Ψ · ∇/ 4Ψ +
(
−b′ +
(
2M
r2
− 2Q
2
r3
)
a− 2
r
b
)
Vi|Ψ|2
Hence, for a(rH) = 0, b(rH) = −1 we have
Q · (N)pi = (−b′) |∇/Ψ|2 +
(
2M
r2
− 2Q
2
r3
)
|∇/ 4Ψ|2 − a′|∇/ 3Ψ|2 − 2
r
∇/ 3Ψ · ∇/ 4Ψ +
(
−b′ + 2
r
)
Vi|Ψ|2
≥ 1
4M
|∇/ 3(Ψ)|2 + 1
4M
|∇/ 4(Ψ)|2 + 1
8M
|∇/Ψ|2 − 2
r
e3Ψ · e4Ψ
since Vi(rH) ≥ 0 for i = 1, 2. The desired lower bound in (183) easily follows.
Using (171), we have along the horizon
E [N, 0](Ψ) = 1
2
Q · (N)pi − 1
2
N(Vi)|Ψ|2
=
1
16M
(|∇/ 3Ψ|2 + |∇/ 4Ψ|2 + |∇/Ψ|2) +
(
2
r
Vi − 1
2
N(Vi)
)
|Ψ|2
and since on the horizon 2rVi − 12N(Vi) ≥ 110M3 we have the desired bound.
Note that the vectorfield N(0) = ae3 + be4 +2T with a = −1− 14M (r−rH), b = −1− 18M (r−rH)
verify the conditions of the second part of the previous lemma. By picking a positive bump function
κ = κ(r), supported in the region in [−2, 2] and equal to 1 for [−1, 1] and define, for sufficiently
small δH > 0.
NH = κHN(0), κH := κ(
Υ
δH
)
then NH is a smooth vectorfield supported in the region |Υ| ≤ 2δH such that the following estimate
holds for both equations
E [NH, 0](Ψ) ≥ 1
20M
1|Υ|≤δH
(
|∇/ 3Ψ|2 + |∇/ 4Ψ|2 + |∇/Ψ|2 + 1
M2
|Ψ|2
)
− 1
M
δ−1H 1δH≤|Υ|≤2δH
(
|∇/ 3Ψ|2 + |∇/ 4Ψ|2 + |∇/Ψ|2 + 1
M2
|Ψ|2
)
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As done in [29], we consider the combined Morawetz triplet
(Y,w,M) := (fδR,wδ, 2hR) + H(NH, 0, 0), (185)
with H > 0 sufficiently small to be determined later. Here (fδR,wδ, 2hR) is the triplet given by
Proposition 9.2.4. To combine the estimates in the entire region we use the modified vectorfields
R˘, T˘ in the horizon region defined by (120). Then, for sufficiently small δH, in the region −δH ≤ |Υ|,
r ≤ 56rP , we have with a constant Λ−1H := C−1δ4H > 0∫
S
(E˙δ + HE˙H) ≥ M−1Λ−1H
∫
S
(
|R˘(Ψ)|2 + |T˘Ψ|2 + |∇/Ψ|2 +M−2|Ψ|2
)
−
∫
S
W δ|Ψ|2
Finally, we can eliminate the potential W δ by a procedure analogous to that used in [29], by
adding an additional well-chosen one-form (0, 0, 2h2Rˇ). We summarize it in the following proposi-
tion.
Proposition 9.3.1. Consider the combined Morawetz triplet
(X˜, w,M) := (fδR,wδ, 2hR) + H(NH, 0, 0) + (0, 0, 2h2Rˇ) (186)
with (fδR,wδ, 2hR) the triplet of Proposition 9.2.4, NH the red shift vectorfield defined above and
h2 the function as defined in [29]. Then, there exists a constant C  δ−1 such that,∫
S
E [X˜, w,M ](Ψ) & C−1
∫
S
(
1
r3
|R˘(Ψ)|2 +
(
r2 − 3Mr + 2Q2)2
r5
(
|∇/Ψ|2 + 1
r2
|T˘Ψ|2
)
+
1
r4
|Ψ|2
)
9.4 Energy estimates
We add to the previous Morawetz estimates the energy estimates obtained by using the vectorfield
T . By Corollary 9.1, (T )pi = 0, and since T (V ) = V ′T (r) = 0, we have E [T, 0] = 0. We can then
consider the triplet
(X,w,M) := (X˜, w,M) + 2Λ(T, 0, 0)
for Λ big enough. We apply the divergence theorem to P(X,w,M)µ in the spacetime region bounded
by Σ0 and Στ in the exterior region. Recalling (170), by divergence theorem we have:∫
Στ
P · nΣ +
∫
H+(0,τ)
P · e4 +
∫
I+(0,τ)
P · e3 +
∫
M(0,τ)
E
=
∫
Σ0
P · nΣ −
∫
M(0,τ)
(X(Ψ) +
1
2
wΨ) ·M[Ψ]
(187)
where E = E [X,w,M ](Ψ). Thus in view of to Proposition 9.3.1 we have, for C  δ−1,∫
M(0,τ)
E ≥ C−1 (Mor[Ψ](0, τ) + MorH+ [Ψ](0, τ)) (188)
We now analize the boundary terms in (187).
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9.4.1 Boundary term along the horizon
Along the horizon we have w, h, h2 = 0. Hence,
P · e4 = Q(X˜ + 2ΛT, e4) = Q(fδR+ HNH + 2ΛT, e4) = Q(−1
2
fδe3 + He4 + Λe3, e4)
= H|∇/ 4Ψ|2 +
(
Λ− 1
2
fδ
)
Q34
and choosing Λ such that Λ− 12fδ ≥ 0, we obtain positivity, and in particular :∫
H+(0,τ)
P · e4 & EH+ [Ψ](0, τ).
9.4.2 Boundary terms along null infinity
Along null infinity, we compute
P · e3 ≥ Λ
4
(Q33 +Q34) = Λ
4
(|e3Ψ|2 + |∇/Ψ|2 + V |Ψ|2)
Therefore ∫
I+(0,τ)
P · e3 & EI+,0[Ψ](0, τ) (189)
9.4.3 Boundary terms along Σ0,Στ
Along a hypersurface Στ with timelike unit future normal nΣ = ae3 + be4, we have,
P · nΣ = Q(X˜ + 2ΛT, nΣ) + 1
2
wΨnΣ(Ψ)− 1
4
nΣ(w)Ψ
2 +
1
2
nΣ · (hR+ h2R˘)Ψ2
We can consider two regions.
1. In the region where |Υ| ≤ δH we have w = h = 0 and h2 = O(δ). Thus
P · nΣ = Q(X + ΛT, nΣ) + 1
2
h2n · RˇΨ2
≥ 1
2
H (aQ44 + bQ33 + (a+ b)Q34)−O(δ)Ψ2
≥ 1
2
H
(
a|e3Ψ|2 + b|e4|Ψ|3 + (a+ b)(|∇/Ψ|2 + V |Ψ|2)
)−O(δ)Ψ2
Recalling the Poincare´ inequality (179), and the fact that δ is much smaller that H we deduce,
in this region, ∫
Σ(τ)
P · nΣ ≥ 1
8
HE[Ψ](τ)
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2. In the region |Υ| ≥ δH we have w = O(r−1) thus
P · n ≥ 1
4
Λ (aQ44 + bQ33 + (a+ b)Q34)−O(r−2|Ψ|2)
=
1
4
Λ
(
a|e3Ψ|2 + b|e4Ψ|3 + (a+ b)(|∇/Ψ|2 + V |Ψ|2)
)−O(r−2|Ψ|2)
and since Vi ≥ 4δHr2 for i = 1, 2, we have for ΛδH sufficiently large, in this region∫
Σ(τ)
P · n ≥ E[Ψ](τ)
From (187), we therefore deduce the estimate
E[Ψ](τ) + EH+ [Ψ](0, τ) + EI+,0[Ψ](0, τ) + Mor[Ψ](0, τ) + MorH+ [Ψ](0, τ)
. E[Ψ](0)−
∫
M(0,τ)
(X(Ψ) +
1
2
wΨ) ·Mi[Ψ] (190)
9.5 Improved Morawetz estimate
In what follows we derive an improved Morawetz estimate where we replace Mor[Ψ](0, τ) by
Morr[Ψ](0, τ). We apply the vectorfield method to T δ = r−δT .
Proposition 9.5.1. Let T δ = r−δT . Then for a solution Ψ to the equation (160), we have
E [T δ, 0, 0](Ψ) = −1
4
|∇/ 4Ψ|2δr−1−δΥ2 + 1
4
|∇/ 3Ψ|2δr−1−δ,
P(T δ,0,0) · e4 = 1
2
r−δΥ|∇/ 4Ψ|2 + 1
2
r−δ(|∇/Ψ|2 + Vi|Ψ|2)
P(T δ,0,0) · e3 = 1
2
r−δ|∇/ 3Ψ|2 + 1
2
r−δΥ(|∇/Ψ|2 + Vi|Ψ|2)
Proof. The deformation tensor of T δ is given by
pi
(T δ)
αβ = Dα(r
−δ)Tβ + Dβ(r−δ)Tα
Recall that e3(r
−δ) = δr−1−δΥ and e4(r−δ) = −δr−1−δ. Thus we obtain
Q · pi(T δ) = 2QαβTαDβ(r−δ) = 2
(Q3βTβe3(r−δ) +Q4βTβe4(r−δ)) = −Q(e4, T )e3(r−δ)−Q(e3, T )e4(r−δ)
= −1
2
Q(e4, e3 + Υe4)δr−1−δΥ + 1
2
Q(e3, e3 + Υe4)δr−1−δ
= −1
2
Q(e4, e3)δr−1−δΥ− 1
2
Q(e4,Υe4)δr−1−δΥ + 1
2
Q(e3, e3)δr−1−δ + 1
2
Q(e3,Υe4)δr−1−δ
= −1
2
|∇/ 4Ψ|2δr−1−δΥ2 + 1
2
|∇/ 3Ψ|2δr−1−δ
Using (171), we obtain the desired formula. By definition, we obtain P(T δ,0,0)µ = r−δQαµTµ,
therefore
P(T δ,0,0) · e4 = r−δQ(T, e4) = 1
2
r−δΥ|∇/ 4Ψ|2 + 1
2
r−δ(|∇/Ψ|2 + Vi|Ψ|2)
P(T δ,0,0) · e3 = r−δQ(T, e3) = 1
2
r−δ|∇/ 3Ψ|2 + 1
2
r−δΥ(|∇/Ψ|2 + Vi|Ψ|2)
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as desired.
We are now ready to derive the improved Morawetz estimates for Ψ.
Theorem 9.1. Let Ψ be a solution to the equation (160). Consider a fix δ > 0. Then the following
improved Morawetz estimates hold
E[Ψ](τ) + EH+ [Ψ](0, τ) + EI+,0[Ψ](0, τ) + Morr[Ψ](0, τ) + MorH+ [Ψ](0, τ)−
∫
Mr≥R(0,τ)
1
4
|∇/ 4Ψ|2δr−1−δΥ2
. E[Ψ](0)−
∫
M(0,τ)
(
X(Ψ) +
1
2
wΨ + θ(r)r−δT (Ψ)
)
·Mi[Ψ]
Proof. Let θ = θ(r) supported for r ≥ R/2 with θ = 1 for r ≥ R. Consider the vectorfield
T δR = θ(r)T
δ. We apply the divergence theorem to P(δ) := P(T δR,0,0) in the spacetime region
bounded by Σ0 and Στ . By (170), we have
DµP(T δR,0,0)µ [Ψ] = E [T δR, 0, 0](Ψ) + θ(r)r−δT (Ψ) ·Mi
By divergence theorem we then have:∫
Στ
P(δ) ·NΣ +
∫
I+(0,τ)
P(δ) · e3 +
∫
M(0,τ)
E [T δR, 0, 0] =
∫
Σ0
P(δ) ·NΣ −
∫
M(0,τ)
θ(r)r−δT (Ψ) ·Mi
Recall that lp vanishes for r ≤ R/2. Therefore we can write∫
ΣR/2≤r≤R(τ)
P(δ) ·NΣ +
∫
Σr≥R(τ)
P(δ) ·NΣ +
∫
I+(0,τ)
P(δ) · e3
+
∫
MR/2≤r≤R(0,τ)
E [T δR, 0, 0] +
∫
Mr≥R(0,τ)
E [T δR, 0, 0]
=
∫
ΣR/2≤r≤R(0)
P(δ) ·NΣ +
∫
Σr≥R(0)
P(δ) ·NΣ −
∫
M(0,τ)
θ(r)r−δT (Ψ) ·Mi
We can estimate some of the terms as follows.∣∣∣∣ ∫
ΣR/2≤r≤R(τ)
P(δ) ·NΣ
∣∣∣∣ . E[Ψ](τ), ∣∣∣∣ ∫
ΣR/2≤r≤R(0)
P(δ) ·NΣ
∣∣∣∣ . E[Ψ](0),∣∣∣∣ ∫MR/2≤r≤R(0,τ) E [T δR, 0, 0]
∣∣∣∣ . Mor[Ψ](0, τ)
Hence, ∫
Σr≥R(τ)
P(δ) ·NΣ +
∫
I+(0,τ)
P(δ) · e3 +
∫
Mr≥R(0,τ)
E [T δR, 0, 0]
.
∫
Σr≥R(0)
P(δ) ·NΣ + (E[Ψ](0) + E[Ψ](τ) + Mor[Ψ](0, τ))−
∫
M(0,τ)
θ(r)r−δT (Ψ) ·Mi
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Using the Morawetz estimates (190), we obtain∫
Σr≥R(τ)
P(δ) ·NΣ +
∫
I+(0,τ)
P(δ) · e3 +
∫
Mr≥R(0,τ)
E [T δR, 0, 0]
.
∫
Σr≥R(0)
P(δ) ·NΣ + E[Ψ](0)−
∫
M(0,τ)
(
X(Ψ) +
1
2
wΨ + θ(r)r−δT (Ψ)
)
·Mi[Ψ]
(191)
Using Proposition 9.5.1, we obtain∫
Mr≥R(0,τ)
E [T δR, 0, 0] =
∫
Mr≥R(0,τ)
1
4
|∇/ 3Ψ|2δr−1−δ −
∫
Mr≥R(0,τ)
1
4
|∇/ 4Ψ|2δr−1−δΥ2,∫
Σr≥R(τ)
P(δ) ·NΣ ≥ 0,
∫
I+(0,τ)
P(δ) · e3 ≥ 0
Summing (191) and (190), recalling the definition of Morr, we obtain the desired estimate.
Observe that the term − ∫Mr≥R(0,τ) 14 |∇/ 4Ψ|2δr−1−δΥ2 in the estimates above will be absorbed
in the next subsection by the rp-hierarchy estimates.
9.6 The rp-hierarchy estimates
To derive the rp-estimates, we apply the vector field method to Z = l(r)e4. We choose w as a
function of l.
Proposition 9.6.1. Let Z = l(r)e4 and w =
2l
r . Then for a solution Ψ to the equation (160), we
obtain
E [Z,w](Ψ) = 1
2
(
−l′ + 2
r
l
)(|∇/Ψ|2 + Vi|Ψ|2)+ 1
2
l′|∇/ 4Ψ|2 − l
′′
2r
|Ψ|2
+O
(
M
r2
,
Q2
r3
)
|l||∇/ 4Ψ|2 +O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|] |Ψ|2
Proof. By definition (171) and according to Corollary 9.2 we have,
E [Z,w](Ψ) = 1
2
Q · (Z)pi +
(
−1
2
Z(Vi)− 1
4
gw
)
|Ψ|2 + 1
2
wLi[Ψ]
=
1
2
(
−l′ + 2
r
l
)(|∇/Ψ|2 + Vi|Ψ|2)+ 1
2
(
Υl′ +
(
−2M
r2
+
2Q2
r3
)
l
)
|∇/ 4Ψ|2
+
(
−1
2
Z(Vi)− 1
4
gw − l
r
Vi
)
|Ψ|2 +
(
1
2
w − 1
r
l
)
L[Ψ]
With the choice of w = 2lr , the term involving Li, cancels out. We now compute the coefficient of
|Ψ|2, using that w′ = 2l′r − 2lr2 , w′′ = 2l
′′
r − 4l
′
r2 +
4l
r3 and Lemma 9.1.4. Since we will apply these
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identities to the function l(r) = rp, we will group together the higher powers of r as error terms.
gw =
1
2
(2Υw′′ + Υ′w′) +
(
M
r2
− Q
2
r3
+
2Υ
r
)
w′
= w′′ +
2
r
w′ +O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|]
=
2l′′
r
+O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|]
therefore
−1
2
Z(Vi)− 1
4
gw − l
r
Vi = − l
′′
2r
− l
2
(
V ′i +
2
r
Vi
)
+O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|]
We distinguish the two cases with V1 and V2. Recall that
V ′1 = −8
r2 − 3Mr + 7Q2
r5
,
V ′2 = −2
4r2 − 3Mr − 4Q2
r5
therefore in both cases V ′i +
2
rVi = O
(
M
r4 ,
Q2
r5
)
. We conclude
E [Z,w](Ψ) = 1
2
(
−l′ + 2
r
l
)(|∇/Ψ|2 + Vi|Ψ|2)+ 1
2
l′|∇/ 4Ψ|2 − l
′′
2r
|Ψ|2
+O
(
M
r2
,
Q2
r3
)
|l||∇/ 4Ψ|2 +O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|] |Ψ|2
as desired.
We will correct the definition of E by using a one form M in order to compensate for the term
− 12r−1l′′|Ψ|2 in the above expression.
Proposition 9.6.2. Let Z and w be as in Proposition 9.6.1, and let M = 2l
′
r e4 =
2l′
rl Z. Then for
a solution Ψ to the equation (160), we have
E [Z,w,M ] = 1
2
l′
∣∣∇ˇ/ 4(Ψ)∣∣2 + 12
(
−l′ + 2l
r
)
(|∇/Ψ|2 + Vi|Ψ|2)
+O
(
M
r2
,
Q2
r3
)
|l||∇/ 4Ψ|2 +O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|] |Ψ|2
Proof. By (171) we get
E [Z,w,M ] = E [Z,w] + 1
4
(DµMµ)|Ψ|2 + 1
2
Ψ ·M(Ψ)
We compute, using Corollary 9.1
DµMµ = g
µνDνMµ = g
µνDν(
2l′
rl
Zµ) =
l′
rl
tr (Z)pi + Z(
2l′
rl
) =
l′
rl
(2l′ +
4l
r
) + 2le4
(
l′
rl
)
=
2l′
r2
+
2l′′
r
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We deduce,
E [Z,w,M ] = 1
2
(
−l′ + 2
r
l
)(|∇/Ψ|2 + Vi|Ψ|2)+ l′
2
|∇/ 4Ψ|2 + l
′
2r2
|Ψ|2 + l
′
r
Ψ · e4(Ψ)
+O
(
M
r2
,
Q2
r3
)
|l||∇/ 4Ψ|2 + +O
(
M
r4
,
Q2
r5
)[|l|+ r|l′|+ r2|l′′|] |Ψ|2
Writing 12 l
′|e4Ψ|2 + l′2r2 |Ψ|2 + r−1l′Ψ · e4(Ψ) = 12 l′(e4(Ψ) + r−1Ψ)2 = 12 l′|∇ˇ/ 4Ψ|2, we get the desired
expression.
We now relate the bulk E with the weighted bulk norm in the far away region.
Corollary 9.4. Assume that l(r) = rp. Given a fixed δ > 0, for all δ ≤ p ≤ 2 − δ and R 
max(Mδ ,
Q2
δ2 ), the following estimate holds∫
M≥R(0,τ)
E [Z,w,M ] ≥ 1
4
M˙p ;R[Ψ](0, τ)
Proof. By Proposition 9.6.2, we have
E [Z,w,M ] = p
2
rp−1
∣∣∇ˇ/ 4(Ψ)∣∣2 + 12(2− p)rp−1(|∇/Ψ|2 + Vi|Ψ|2) +O
(
M
r2
,
Q2
r3
)
rp|∇/ 4Ψ|2 +O
(
M
r4
,
Q2
r5
)
rp|Ψ|2
While integrating in r ≥ R, the two last terms can be absorbed by the first two terms. Thus, we
obtain∫
M≥R(0,τ)
E [Z,w,M ] ≥ 1
4
∫
M≥R(τ1,τ2)
rp−1(p|∇ˇ/ 4(Ψ)|2 + (2− p)(|∇/Ψ|2 + r−2|Ψ|2)) =
1
4
M˙p ;R[Ψ](0, τ)
as desired.
We will compute now the current P[Z,w] associated to the vector field Z.
Lemma 9.6.1. let Z, w and M as defined in Proposition 9.6.2. The current Pµ[Z,w,M ] verifies
P · e4 = l|∇ˇ/ 4Ψ|2 −
1
2
r−2e4(rl|Ψ|2)
P · e3 = l(|∇/Ψ|2 + Vi|Ψ|2) + 1
2
r−2e3
(
rlΨ2) +O
(
M
r2
,
Q3
r5
)
|l′||Ψ|2
Proof. Recall the definition of current as
Pµ[Z,w,M ] = Pµ[X,w] + 1
4
Mµ|Ψ|2 = QµνXν + 1
2
wΨ ·DµΨ− 1
4
∂µw|Ψ|2 + 1
2
r−1l′g(e4, eµ)|Ψ|2
Thus,
P · e4 = lQ44 + 1
r
lΨ · e4Ψ− 1
2
e4(r
−1l)|Ψ|2
= l|e4Ψ + 1
r
Ψ|2 − 1
r
lΨe4Ψ− r−2l|Ψ|2 − 1
2
e4(r
−1l)Ψ2
= l|e4Ψ + 1
r
Ψ|2 − 1
2
r−2e4(rl|Ψ|2)
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and
P · e3 = lQ34 + 1
2
r−1le3(Ψ2)− 1
2
e3(r
−1l)Ψ2 − r−1l′|Ψ|2
= lQ34 + 1
2
r−2e3
(
rlΨ2) + r−1f ′|Ψ|2 +O
(
M
r2
,
Q3
r5
)
|l′||Ψ|2 − r−1f ′|Ψ|2
= lQ34 + 1
2
r−2e3
(
rlΨ2) +O
(
M
r2
,
Q3
r5
)
|l′||Ψ|2
as desired.
We are now ready to derive the rp estimates for Ψ.
Theorem 9.2. Let Ψ be a solution to the equation (160). Consider a fixed δ > 0 and let R 
max(Mδ ,
Q2
δ2 ). Then for all δ ≤ p ≤ 2− δ the following rp-estimates hold
E˙p ;R[Ψ](τ) +
∫
I+(0,τ)
(
rp|∇/Ψ|2 + rp−2|Ψ|2)+ M˙p ;R[Ψ](0, τ)
. Ep[Ψ](0)−
∫
M(0,τ)
(
Rp(X(Ψ) +
1
2
wΨ) + lpeˇ4Ψ
)
·Mi[Ψ]
(192)
Proof. Let θ = θ(r) supported for r ≥ R/2 with θ = 1 for r ≥ R such that lp = θ(r)rp, Zp = lpe4,
wp =
2lp
r , Mp =
2l′p
r e4. Let P(p) := P[Zp, wp,Mp]. We apply the divergence theorem to P(p) in the
spacetime region bounded by Σ0 and Στ . We first note that
DµP(p) = E [Zp, wp,Mp] + (Zp(Ψ) + 1
2
wpΨ) ·Mi[Ψ] = E [Zp, wp,Mp] + (lp(r)e4(Ψ) + lp
r
Ψ) ·Mi[Ψ]
= E [Zl, wl,Ml] + lp(r)eˇ4(Ψ) ·Mi[Ψ]
By divergence theorem we then have:∫
Στ
P ·NΣ +
∫
I+(0,τ)
P · e3 +
∫
M(0,τ)
E [Zl, wl,Ml] =
∫
Σ0
P ·NΣ −
∫
M(0,τ)
lpeˇ4Ψ ·M[Ψ]
Recall that lp vanishes for r ≤ R/2. Therefore we can write∫
ΣR/2≤r≤R(τ)
P ·NΣ +
∫
Σr≥R(τ)
P ·NΣ +
∫
I+(0,τ)
P · e3 +
∫
MR/2≤r≤R(0,τ)
E [Zl, wl,Ml]
+
∫
Mr≥R(0,τ)
E [Zl, wl,Ml] =
∫
ΣR/2≤r≤R(0)
P ·NΣ +
∫
Σr≥R(0)
P ·NΣ −
∫
M(0,τ)
lpeˇ4Ψ ·M[Ψ]
We can estimate some of the terms as follows.∣∣∣∣ ∫
ΣR/2≤r≤R(τ)
P ·NΣ
∣∣∣∣ . RpE[Ψ](τ), ∣∣∣∣ ∫
ΣR/2≤r≤R(0)
P ·NΣ
∣∣∣∣ . RpE[Ψ](0),∣∣∣∣ ∫MR/2≤r≤R(0,τ) E [Zl, wl,Ml]
∣∣∣∣ . Rp−1Mor[Ψ](0, τ)
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Hence, ∫
Σr≥R(τ)
P ·NΣ +
∫
I+(0,τ)
P · e3 +
∫
Mr≥R(0,τ)
E [Zl, wl,Ml]
.
∫
Σr≥R(0)
P ·NΣ +Rp
(
E[Ψ](0) + E[Ψ](τ) +R−1Mor[Ψ](0, τ)
)− ∫
M(0,τ)
lpeˇ4Ψ ·M[Ψ]
Using the Morawetz estimates (190), we obtain∫
Σr≥R(τ)
P ·NΣ +
∫
I+(0,τ)
P · e3 +
∫
Mr≥R(0,τ)
E [Zl, wl,Ml]
.
∫
Σr≥R(0)
P ·NΣ +RpE[Ψ](0)−
∫
M(0,τ)
(
Rp(X(Ψ) +
1
2
wΨ) + lpeˇ4Ψ
)
·M[Ψ]
Using Corollary 9.4, we obtain∫
Σr≥R(τ)
P ·NΣ +
∫
I+(0,τ)
P · e3 + M˙p ;R[Ψ](0, τ)
.
∫
Σr≥R(0)
P ·NΣ +RpE[Ψ](0)−
∫
M(0,τ)
(
Rp(X(Ψ) +
1
2
wΨ) + lpeˇ4Ψ
)
·M[Ψ]
Finally, by Lemma 9.6.1, we have the bounds∫
Σr≥R(τ)
P ·NΣ =
∫
Σr≥R(τ)
P · e4 =
∫
Σr≥R(τ)
(
rp|∇ˇ/ 4Ψ|2 −
1
2
r−2e4(rp+1|Ψ|2)
)
& 1
2
E˙p,R[Ψ](τ),∫
I+(0,τ)
P · e3 =
∫
I+(0,τ)
rp(|∇/Ψ|2 + Vi|Ψ|2) + 1
2
r−2e3
(
rlΨ2) +O
(
M
r2
,
Q3
r5
)
|l′||Ψ|2
&
∫
I+(0,τ)
rp|∇/Ψ|2 + rp−2|Ψ|2
by performing the integration by parts for the second terms in the integrals, and absorbing the
boundary term. This proves the theorem.
We combine Theorem 9.1 and Theorem 9.2. Then the term − ∫Mr≥R(0,τ) 14 |∇/ 4Ψ|2δr−1−δΥ2 can
be absorbed by the Morawetz bulk with better decay in |∇/ 4Ψ|2. We finally obtain the following
estimate:
Ep[Ψ](τ) + EH+ [Ψ](0, τ) + EI+,p[Ψ](0, τ) +Mp[Ψ](0, τ)
. Ep[Ψ](0)−
∫
M(0,τ)
(
X(Ψ) +
1
2
wΨ + θ(r)r−δT (Ψ) + θ(r)rpeˇ4Ψ
)
·Mi[Ψ]
(193)
9.7 The inhomogeneous term
We analyze the inhomogeneous term − ∫M(0,τ) (X(Ψ) + 12wΨ + θ(r)r−δT (Ψ) + θ(r)rpeˇ4Ψ) ·Mi[Ψ].
Recall that the vectorfieldX is given byX = fδR+HYH+ΛT . Recall that f vanishes at r = rP , and
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θ(r) is supported in the far away region, in particular away from the trapping region. We separate
the terms involving R and T with the term involving lpeˇ4, which we bound by the absolute value.
−
∫
M(0,τ)
(
X(Ψ) +
1
2
wΨ + θ(r)r−δT (Ψ) + θ(r)rpeˇ4Ψ
)
·M[Ψ]
≤ −
∫
M(0,τ)
(
(r − rP )R(Ψ) + ΛT (Ψ) + 1
2
wΨ
)
·M[Ψ]
+ C
∫
M≥R(0,τ)
(
rp|∇ˇ/ 4Ψ||M[Ψ]|+ r−δ|TΨ||M[Ψ]|
) (194)
The integral in the far-away region can be separated using Cauchy-Schwarz:∫
M≥R(0,τ)
rp|∇ˇ/ 4Ψ||M[Ψ]| ≤ λ
∫
M≥R(0,τ)
rp−1|∇ˇ/ 4Ψ|2 + λ−1
∫
M≥R(0,τ)
rp+1|M[Ψ]|2∫
M≥R(0,τ)
r−δ|TΨ||M[Ψ]| ≤ λ
∫
M≥R(0,τ)
r−1−3δ|TΨ|2 + λ−1
∫
M≥R(0,τ)
r1+δ|M[Ψ]|2
For λ small enough the first integrals on the right can be absorbed in the Morawetz bulkMp[Ψ] in
(193), which therefore becomes
Ep[Ψ](τ) + EH+ [Ψ](0, τ) + EI+,p[Ψ](0, τ) +Mp[Ψ](0, τ)
. Ep[Ψ](0)−
∫
M(0,τ)
(
(r − rP )R(Ψ) + ΛT (Ψ) + 1
2
wΨ
)
·M[Ψ] +
∫
M≥R(0,τ)
rp+1|Mi[Ψ]|2
and recalling the definition of Ip ;R[M] in (149), we obtain
Ep[Ψ](τ) + EH+ [Ψ](0, τ) + EI+,p[Ψ](0, τ) +Mp[Ψ](0, τ)
. Ep[Ψ](0) + Ip ;R[Mi](0, τ)−
∫
M(0,τ)
(
(r − rP )R(Ψ) + ΛT (Ψ) + 1
2
wΨ
)
·Mi[Ψ]
(195)
Applying (195) to Ψ = q and M[Ψ] = M1[q, q
F], we finally obtain estimate (163). Similarly,
applying it to Ψ = q and M[Ψ] = M1[q, q
F], we obtain an identical estimate for the spin −2
quantities.
9.8 Higher order estimates
In this section we extend the above weighted estimates to higher order. We note the trivial fact
that the wave operator g commutes with the Lie differentiation with the Killing fields of the
Reissner-Nordstro¨m metric, i.e. T and Ωi. In particular, since T (Vi) = r∇/ (Vi) = 0, when applying
T or r∇/ to equation (160), we obtain(
g − Vi
)
(TΨi) = T (Mi[Ψ]),(
g − Vi
)
(r∇/Ψi) = r∇/ (Mi[Ψ])
Recalling the higher order energies defined in Section 8.1, applying (195) to n-commuted T i(r∇/ )jΨ,
we immediately conclude the following Corollary.
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Corollary 9.5. Let Ψ be a solution to the equation (160). Then the following higher order estimates
hold
En,T,∇/p [Ψ](τ) + E
n,T,∇/
H+ [Ψ](0, τ) + E
n,T,∇/
I+,p [Ψ](0, τ) +Mn,T,∇/p [Ψ](0, τ)
. En,T,∇/p [Ψ](0) + In,T,∇/p ;R [M](0, τ)
−
∑
i+j≤n
∫
M(0,τ)
(
(r − rP )R((T i)(r∇/ )jΨ) + ΛT ((T i)(r∇/ )jΨ) + 1
2
w(T i)(r∇/ )jΨ
)
· (T i)(r∇/ )jM[Ψ]
(196)
Applying the above estimates to Ψ = qF, M = M2[q, q
F] with n = 1, we finally obtain estimate
(164). Similarly, applying it to Ψ = qF, M[Ψ] = M2[q, q
F] and n = 1, we obtain an identical
estimate for the spin −2 quantities.
10 Combined estimates for the system of spin +2
In this section, we obtain the estimates for the generalized Regge-Wheeler system of spin +2. In
Section 11.5, we will outline the similar procedure used in the case of the generalized Regge-Wheeler
system of spin −2.
We combine estimates (163) and (164) in order to obtain the combined estimate (150) in the
Main Theorem. We sum A times estimate (163) to B times the estimate (164) non-commuted, with
C times (164) commuted with T and D times estimate (164) commuted with r∇/ , where A, B, C,
D are positive constants. We get
Ep[q](τ) + E
1,T,∇/
p [q
F](τ) + EH+ [q](0, τ) + E
1,T,∇/
H+ [q
F](0, τ) + EI+,p[q](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) ≤ Ep[q](0) + E1,T,∇/p [qF](0)
+ Ip ;R[M1[q, qF]](0, τ) + I1,T,∇/p ;R [M2[q, qF]](0, τ)
−A
∫
M(0,τ)
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·M1[q, qF]
−B
∫
M(0,τ)
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·M2[q, qF]
− C
∫
M(0,τ)
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T (M2[q, qF])
−D
∫
M(0,τ)
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A(M2[q, qF])
(197)
In the combined estimate (197), the last five lines on the right hand side are not controlled from
initial data at this point. Our goal is to study these terms in order to obtain estimates for them.
In doing so, the particular structure of the right hand side terms M1[q, q
F] and M2[q, q
F] will play
an important role. To simplify such structure, recalling that (F )ρ = Qr2 , we can write the system
(111) in the following concise form:
(
g − V1
)
q = M1[q, q
F] := Q C1[q
F] +Q L1[q
F] +Q2 L1[q],(
g − V2
)
qF = M2[q, q
F] := Q C2[q] +Q
2L2[q
F]
(198)
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where
C1[q
F] =
4
r
4/ 2qF −
4
r
κ∇/ 4qF − 4
r
κ∇/ 3qF + 1
r
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF, (199)
C2[q] = − 1
r3
q, (200)
L1[q] = − 2
r2
ψ0 − 4
r3
ψ1, (201)
L1[q
F] = −12ρψ3 −Q2 40
r4
ψ3, (202)
L2[q
F] =
4
r3
ψ3 (203)
and |Q| M is the charge of the Reissner-Nordstro¨m spacetime.
We will first derive estimates for the coupling terms C1 and C2, and then for the lower order
terms L1 and L2.
10.1 Estimates for the coupling terms
Our goal is to absorb the coupling terms on the right hand side of (197) by the Morawetz bulks of
q and qF on the left hand side of (197). In the trapping region, the analysis is more subtle, because
of the degeneracy of the Morawetz bulks.
The goal of this section is to prove the following estimate for the coupling terms:
Ip ;R[C1[qF]](0, τ) + I1,T,∇/p ;R [C2[q]](0, τ)−A
∫
M(0,τ)
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·C1[qF]
−B
∫
M(0,τ)
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·C2[q]
− C
∫
M(0,τ)
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T (C2[q])
−D
∫
M(0,τ)
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A(C2[q])
.Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
− C
∫
M 5
6
rP≤r≤ 76 rP
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
+ C
∫
M 5
6
rP≤r≤ 76 rP
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
(204)
We separate the proof in three parts: the far-away region, outside the trapping region, and at
the photon sphere.
10.1.1 Absorption in the far-away region
The goal of this subsection is to prove the following estimate
Ip ;R[C1[qF]](0, τ) + I1,T,∇/p ;R [C2[q]](0, τ) . Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) (205)
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In the far-away region, we will need to keep track of the powers of r. In particular:
C1[q
F] '
[1
r
4/ 2qF,
1
r2
e4q
F,
1
r2
e3q
F,
1
r3
qF
]
, (206)
C2[q] '
[ 1
r3
q
]
(207)
Therefore, we have
Ip ;R[C1[qF]](0, τ) =
∫
Mfar(0,τ)
r1+p|1
r
4/ 2qF,
1
r2
e4q
F,
1
r2
e3q
F,
1
r3
qF|2
=
∫
Mfar(0,τ)
r−5+p|(r∇/ )2qF|2 + r−3+p|∇/ 4qF|2 + r−3+p|∇/ 3qF|2 + r−5+p|qF|2
On the other hand in the far-away region, for δ ≤ p ≤ 2− δ, the Morawetz bulk contains terms of
the form
M1,T,∇/p [qF](0, τ) '
∫
Mfar(0,τ)
r−3+p|(r∇/ )2qF|2 + r−1+p|∇/ 4qF|2 + r−1−δ|∇/ 3qF|2 + r−3+p|qF|2
Since the powers of r of Ip[q,C1[qF]] decay all faster than the respective ones in M1,T,∇/p [qF], we
have that, for R big enough
Ip ;R[C1[qF]](0, τ) . M1,T,∇/p [qF](0, τ)
Similarly, we have
I1,T,∇/p ;R [C2[q]](0, τ) =
∫
Mfar(0,τ)
r−5+p|q|2 + r−5+p|Tq|2 + r−5+p|(r∇/ )q|2
On the other hand in the far-away region, the Morawetz bulk simplifies to
Mp[q](0, τ) '
∫
Mfar(0,τ)
r−3+p|q|2 + r−1−δ|∇/ 3q|2 + r−1+p|∇/ 4q|2 + r−1+p|∇/ q|2
As before, for R big enough,
I1,T,∇/p ;R [C2[q]](0, τ) . Mp[q](0, τ)
which proves (205).
10.1.2 Absorption outside the photon sphere
The goal of this subsection is to prove the following estimate∫
M(0,τ)\r=rp
integrals in RHS of(197) .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) (208)
Outside the photon sphere, the Morawetz bulks Mp[q](0, τ) + M1,T,∇/p [qF](0, τ) contain the
following terms:
|Rq|2, |Tq|2, |r∇/Aq|2, |q|2,
|RqF|2, |TqF|2, |r∇/AqF|2, |qF|2,
|RTqF|2, |R(r∇/A)qF|2, |TTqF|2, |T (r∇/A)qF|2, |r2∇/ 2AqF|2
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with R˘ and T˘ respectively in the red-shift region. Therefore the integrals on the right hand side
of (197) outside the photon sphere can be easily bounded by Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) using
Cauchy-Schwarz. For example, considering one of the highest order terms:∫
M(0,τ)\r=rp
R(q) · 4/ qF ≤
(∫
M(0,τ)\r=rp
|R(q)|2
)1/2(∫
M(0,τ)\r=rp
|4/ qF|2
)1/2
.
∫
M(0,τ)\r=rp
|R(q)|2 +
∫
M(0,τ)\r=rp
|4/ qF|2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
or ∫
M(0,τ)\r=rp
R(TqF) · Tq ≤
(∫
M(0,τ)\r=rp
|R(TqF)|2
)1/2(∫
M(0,τ)\r=rp
|Tq|2
)1/2
.
∫
M(0,τ)\r=rp
|R(TqF)|2 +
∫
M(0,τ)\r=rp
|Tq|2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
Similarly, this can be done for all the terms in the integrals in the right hand side of (197), to prove
(208).
10.1.3 Absorption at the photon sphere
The goal of this subsection is to prove the following estimate∫
Mtrap(0,τ)
integrals in RHS of(197) .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
+ Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
− C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
+ C
∫
Mtrap
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
(209)
The presence of the last two terms is caused by the procedure we use (in particular, the use of the
wave equation for qF, see (216)).
Recall that at the photon sphere, the Morawetz bulks Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) contain
the following terms with no degeneracy:
|Rq|2, |q|2,
|RqF|2, |TqF|2, |r∇/AqF|2, |qF|2,
|RTqF|2, |R(r∇/A)qF|2,
and the following degenerate terms:
(r − rP )2|Tq|2, (r − rP )2|r∇/Aq|2,
(r − rP )2|TTqF|2, (r − rP )2|T (r∇/A)qF|2, (r − rP )2|r2∇/ 2AqF|2
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We analyze each line of the last four lines of (197) for the coupling terms.
First line Consider the highest order term 4r4/ 2qF. This gives
−A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
· 4
r
4/ 2qF
For the first term, we use Cauchy-Schwarz while moving the degeneracy r− rP to the laplacian, in
order to absorb it by the Morawetz bulk:
−A
∫
Mtrap
((r − rP )R(q)) · 4
r
4/ 2qF ≤
(∫
Mtrap
|R(q)|2
)1/2(∫
Mtrap
(r − rP )2|4/ 2qF|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
We keep for the moment the term with T :
−A
∫
Mtrap
ΛT (q) · 4
r
4/ 2qF (210)
and the term with the zero-th order term:
−A
∫
Mtrap
1
2
wq · 4
r
4/ 2qF (211)
Consider the first order terms − 4rκ∇/ 4qF − 4rκ∇/ 3qF. They can be written as:
−4
r
κ∇/ 4qF − 4
r
κ∇/ 3qF = −4
r
κ
1
Υ
(T +R)qF − 4
r
κ(T −R)qF
= −4
r
(
κ
Υ
+ κ)TqF − 4
r
(
κ
Υ
− κ)RqF = 16
r2
RqF
This gives
−A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·
(
−4
r
κ∇/ 4qF − 4
r
κ∇/ 3qF
)
= −A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·
(
16
r2
RqF
)
Since all first derivatives of qF compare in the Morawetz bulk without degeneracy, we can apply
Cauchy-Schwarz for the terms involving Rq and q, which are also non-degenerate:
−A
∫
Mtrap
(
(r − rP )R(q) + 1
2
wq
)
·
(
16
r2
RqF
)
.
(∫
Mtrap
|R(q)|2 + |q|2
)1/2(∫
Mtrap
|RqF|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
To absorb the term in T we need to perform an integration by parts in T , and obtain a spacetime
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integral for TRqF, which is not degenerate. The boundary terms can be estimated by the energies:
−A
∫
Mtrap
ΛT (q) ·R(qF) = A
∫
Mtrap
Λq · TR(qF)
−A
∫
Σtrap(τ)
Λq ·R(qF) +A
∫
Σtrap(0)
Λq ·R(qF)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
+Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
Consider the zero-th order term 1r
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF. This gives
−A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
· 1
r
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF
Again, the terms involving Rq and q can be absorbed by the Morawetz bulk. Similarly as before,
the term involving Tq can be absorbed upon integration by parts, picking up energies as boundary
terms. while we keep the term with T .
To summarize, in the first line of estimate (197) we absorbed all the terms by Morawetz bulks
and energies, except terms (210) and (211).
Second line Consider the second line of estimate (197). The coupling term is given by
−B
∫
Mtrap
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·
(
− 1
r3
q
)
All the quantities in qF appear in the Morawetz bulk as non-degenerate, therefore we can apply
Cauchy-Schwarz and absorb the second line by the Morawetz bulks:
−B
∫
Mtrap
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·
(
− 1
r3
q
)
.
(∫
Mtrap
|R(qF)|2 + |T (qF)|2 + |qF|2
)1/2(∫
Mtrap
|q|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
To summarize, in the second line of estimate (197) we absorbed all the terms by Morawetz bulks.
Third line Consider the third line of estimate (197). The coupling term is given by
−C
∫
Mtrap
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T
(
− 1
r3
q
)
For the first term, we use Cauchy-Schwarz while moving the degeneracy r − rP to the Tq:
−C
∫
Mtrap
(
(r − rP )R(TqF)
) · T (− 1
r3
q
)
≤
(∫
Mtrap
|R(TqF)|2
)1/2(∫
Mtrap
(r − rP )2|Tq|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
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We keep for the moment the term with TTqF:
−C
∫
Mtrap
ΛT (TqF) · T
(
− 1
r3
q
)
(212)
and the term with TqF:
−C
∫
Mtrap
1
2
wTqF · T
(
− 1
r3
q
)
(213)
To summarize, in the third line of estimate (197) we absorbed all the terms by Morawetz bulks,
except (212) and (213).
Fourth line Consider the fourth line of estimate (197). The coupling term is given by
−D
∫
Mtrap
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A
(
− 1
r3
q
)
For the first term, we use Cauchy-Schwarz while moving the degeneracy r − rP to the r∇/ q:
−D
∫
Mtrap
(
(r − rP )R(r∇/AqF)
) · r∇/A(− 1
r3
q
)
≤
(∫
Mtrap
|R(r∇/AqF)|2
)1/2(∫
Mtrap
(r − rP )2|r∇/Aq|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
We keep for the moment the term with T∇/ qF:
−D
∫
Mtrap
ΛT (r∇/AqF) · r∇/A
(
− 1
r3
q
)
(214)
and the term with ∇/ qF:
−D
∫
Mtrap
1
2
wr∇/AqF · r∇/A
(
− 1
r3
q
)
(215)
To summarize, in the fourth line of estimate (197) we absorbed all the terms by Morawetz bulks,
except (212) and (213).
We want to get cancellation at the photon sphere for the terms that we can not absorb by
Morawetz bulks and energies.
Consider term (212). Using Lemma A.1.2 and (198), we write:
1
Υ
TTqF = −gqF + 1
Υ
RRqF +4/ 2qF +
2
r
RqF
= −(V2qF +Q C2[q] +Q2L2[qF]) + 1
Υ
RRqF +4/ 2qF +
2
r
RqF
=
1
Υ
RRqF +4/ 2qF +
2
r
RqF − V2qF + Q
r3
q−Q2L2[qF]
(216)
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The term (212) therefore becomes
−C
∫
Mtrap
ΛT (TqF) · T
(
− 1
r3
q
)
= −C
∫
Mtrap
Λ(RRqF + Υ4/ 2qF) · T
(
− 1
r3
q
)
−C
∫
Mtrap
Λ(
2
r
ΥRqF −ΥV2qF) · T
(
− 1
r3
q
)
−C
∫
Mtrap
Λ(Υ
Q
r3
q) · T
(
− 1
r3
q
)
−C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
The second line of the right hand side of the above identity can be bounded by performing integration
by parts in T , and obtaining TRqF and TqF which are non-degenerate in the Morawetz bulk. As
boundary terms, we pick up energies.
−C
∫
Mtrap
Λ(
2
r
ΥRqF −ΥV2qF) · T
(
− 1
r3
q
)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ)
The third line of the right hand side of the above identity can be bounded by the energy:
−C
∫
Mtrap
Λ(Υ
Q
r3
q) · T
(
− 1
r3
q
)
=
1
2
C
∫
Mtrap
ΛΥ
Q
r6
T (|q|2) . Ep[q](τ)
The fourth line will be absorbed in Section 10.2, since it involves the lower order terms.
We concentrate now on the first term on the first line on the right hand side of the above identity.
Since we will have to integrate per parts in R as well as in T , it is convenient to consider a cut-off
function in R, χ(r) such that χ(r) = 0 for r ≤ 67rP and r ≥ 87rP and χ(r) = 1 for 78rP ≤ r ≤ 98rP .
We first integrate by parts in R:
−C
∫
Mtrap
Λχ(r)RRqF · T
(
− 1
r3
q
)
= C
∫
Mtrap
Λχ′(r)RqF · T
(
− 1
r3
q
)
+C
∫
Mtrap
Λχ(r)RqF ·RT
(
− 1
r3
q
)
The first term on the right hand side vanishes at the photon sphere, therefore it can be bounded
by the Morawetz bulks. For the second term we commute TR and perform again integration by
parts in T .
C
∫
Mtrap
Λχ(r)RqF · TR
(
− 1
r3
q
)
= −C
∫
Mtrap
Λχ(r)TRqF ·R
(
− 1
r3
q
)
+C
∫
Σtrap(τ)
Λχ(r)R(q) ·R(qF)− C
∫
Σtrap(0)
Λχ(r)R(q) ·R(qF)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
+Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
where the first term is bounded using Cauchy-Schwarz.
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Finally, term (212) is bounded by:
(212) . −C
∫
Mtrap
ΛΥ4/ 2qF · T
(
− 1
r3
q
)
− C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
Consider term (214). Performing integration by parts in T and then in r∇/ we obtain
−D
∫
Mtrap
ΛT (r∇/AqF) · r∇/A
(
− 1
r3
q
)
. D
∫
Mtrap
Λ(r∇/AqF) · r∇/A
(
− 1
r3
Tq
)
+Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
. −D
∫
Mtrap
Λ(r24/ 2qF) ·
(
− 1
r3
Tq
)
+Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
Consider now (210) + (212) + (214). This gives
(210) + (212) + (214) . −A
∫
Mtrap
ΛT (q) · 4
r
4/ 2qF
−C
∫
Mtrap
ΛΥ4/ 2qF · T
(
− 1
r3
q
)
− C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
−D
∫
Mtrap
Λ(r24/ 2qF) ·
(
− 1
r3
Tq
)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
Choosing the constant A, C and D such that
4Ar2 − CΥ(r)−Dr2|r=rP = 0,(
4Ar2 − CΥ(r)−Dr2)′ |r=rP = (8Ar − CΥ′(r)− 2Dr)|r=rP = 0 (217)
we obtain a cancellation of second order for the terms involving Tq · 4/ 2qF at the photon sphere.
Remark 10.1. Observe that a choice of positive constants A, C, D verifying conditions (217) is
possible. Indeed, since Υ(rP ) ≥ 0 and Υ′(rP ) ≥ 0, there exists a choice of positive constants A, C,
D such that 4Ar2P − CΥ(rP )−Dr2p = 8ArP − CΥ′(rP )− 2DrP = 0.
Observe that this cancellation is possible because of two reasons: the higher order terms in the
coupling terms C1[q
F] (i.e. 4r4/ 2qF) and C2[q] (i.e. − 1r3 q) have opposite sign, and the higher order
term is second order derivatives. Indeed, comparing this cancellation with a cancellation for terms
(211), (213), (215), which are not the highest order, it can be shown that there are no positive
constants that would make those terms cancelling out. Below, we treat them differently.
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Creating this second order degeneracy at the photon sphere, we can write∫
Mtrap
−AΛT (q) · 4
r
4/ 2qF − CΛΥ4/ 2qF · T
(
− 1
r3
q
)
−DΛ(r24/ 2qF) ·
(
− 1
r3
Tq
)
≤
∫
Mtrap
(r − rP )2T (q) · 4/ 2qF =
∫
Mtrap
((r − rP )T (q)) ·
(
(r − rP )4/ 2qF
)
≤
(∫
Mtrap
(r − rP )2|4/ qF|2
)1/2(∫
Mtrap
(r − rP )2|Tq|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
This finally gives
(210) + (212) + (214) . −C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
We consider now terms (211), (213), (215). They all end up being bounded by a term of the form∫
Mtrap
1
2
w∇/AqF · ∇/Aq (218)
up to multiplication by functions of r which are continuous at the photon sphere. Indeed, integrating
by parts (211) in ∇/ , we obtain a term of this form, and (215) is already of that form. Consider
(213). Performing integration by parts in T we obtain
−C
∫
Mtrap
1
2
wTqF · T
(
− 1
r3
q
)
. C
∫
Mtrap
1
2
wTTqF ·
(
− 1
r3
q
)
+Ep[q](τ) + Ep[q
F](τ) + Ep[q](0) + Ep[q
F](0)
Substituting the expression for TTqF using the wave equation for qF as done before we obtain
C
∫
Mtrap
1
2
wTTqF ·
(
− 1
r3
q
)
= C
∫
Mtrap
1
2
w(RRqF + Υ4/ 2qF) ·
(
− 1
r3
q
)
+C
∫
Mtrap
1
2
w(
2
r
ΥRqF − V2ΥqF + ΥQ
r3
q) ·
(
− 1
r3
q
)
+C
∫
Mtrap
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
The second line can be bounded by the Morawetz bulks and the third line will be bounded in
Section 10.2, since it involves lower order terms. For the first term in the first line we perform
integration by parts in R as done before, using a cut-off function χ(r). We have
C
∫
Mtrap
1
2
wχ(r)RRqF ·
(
− 1
r3
q
)
= −C
∫
Mtrap
1
2
wχ′(r)RqF ·
(
− 1
r3
q
)
− C
∫
Mtrap
Λχ(r)RqF ·R
(
− 1
r3
q
)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
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The remaining term with the laplacian can be brought into one of the form (218) by integration by
parts in ∇/ . Finally, term (213) is bounded by:
(213) . −C
∫
Mtrap
1
2
w(Υ∇/AqF) ·
(
− 1
r3
∇/Aq
)
+ C
∫
Mtrap
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
It remains therefore to estimate (218). Recall that R(r) = Υ, therefore we write in the integral
1 = 1ΥR(r − rP ) in order to introduce the degeneracy at the photon sphere, allowing for taking an
extra derivative in R:∫
Σtrap(τ)
χ(r)∇/ qF · ∇/ q =
∫
Σtrap(τ)
1
Υ
R(r − rP )χ(r)∇/ qF · ∇/ q
We integrate by parts in R:
= −
∫
Σtrap(τ)
R(
1
Υ
)(r − rP )χ(r)∇/ qF · ∇/ q−
∫
Σtrap(τ)
(r − rP )χ′(r)∇/ qF · ∇/ q
−
∫
Σtrap(τ)
1
Υ
(r − rP )χ(r)R∇/ qF · ∇/ q−
∫
Σtrap(τ)
1
Υ
(r − rP )χ(r)∇/ qF ·R∇/ q
Upon integration in τ , each term can be bounded in the following way. Since Υ′ is bounded at the
photon sphere, the first term is easily bounded by throwing the degeneracy into ∇/ q:
−
∫
Mtrap
R(
1
Υ
)(r − rP )χ(r)∇/ qF · ∇/ q ≤
(∫
Mtrap
|∇/AqF|2
)1/2(∫
Mtrap
(r − rP )2|r∇/Aq|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
The second term vanishes at the photon sphere. The third term can be bounded by throwing the
degeneracy into ∇/ q as above, since R∇/ qF appears with no degeneracy on the Morawetz bulk:
−
∫
Mtrap
1
Υ
(r − rP )χ(r)R∇/ qF · ∇/ q ≤
(∫
Mtrap
|R∇/AqF|2
)1/2(∫
Mtrap
(r − rP )2|r∇/Aq|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
The last term can be bounded by performing an integration by parts in ∇/ , and throwing the
degeneracy into ∇/ 2qF, since Rq appears with no degeneracy in the Morawetz bulks. We have
−
∫
Mtrap
1
Υ
(r − rP )χ(r)∇/ qF ·R∇/ q =
∫
Mtrap
1
Υ
(r − rP )χ(r)∇/ 2qF ·Rq
≤
(∫
Mtrap
|Rq|2
)1/2(∫
Mtrap
(r − rP )2|∇/ 2AqF|2
)1/2
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
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This finally gives
(211) + (213) + (215) . C
∫
Mtrap
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + Ep[qF](τ) + Ep[q](0) + Ep[qF](0)
which bounds all the coupling terms at the photon sphere.
Putting all the above estimates together, we proved estimate (204).
Observe that the procedure of the absorption of the coupling terms in the case of spin −2
quantities is completely similar. Conditions (217) can still be verified because the right hand side
of system (112) still have opposite signs.
10.2 Estimates for the lower order terms
We will absorb the lower order terms by the Morawetz bulks of q and qF, and by allowing a necessary
bound by the initial energy of the lower order terms quantities ψ0, ψ1 and ψ3.
The goal of this section is to prove the following estimate for the lower order terms:
Ip ;R[L1[qF]](0, τ) + Ip ;R[L1[q]](0, τ) + I1,T,∇/p ;R [L2[qF]](0, τ)
−A
∫
M(0,τ)
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
· L1[qF]
−A
∫
M(0,τ)
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
· L1[q]
−B
∫
M(0,τ)
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
· L2[qF]
− C
∫
M(0,τ)
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T (L2[qF])
−D
∫
M(0,τ)
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A(L2[qF])
− C
∫
Mtrap
Λ(−ΥQ2L2[qF]) · T
(
− 1
r3
q
)
+ C
∫
Mtrap
1
2
w(−Q2ΥL2[qF]) ·
(
− 1
r3
q
)
.Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + E1,T,∇/p [qF](τ) + Ep[q](τ)
+ Ep[q](0) + E
1,T,∇/
p [q
F](0) + Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
(219)
Notice that in the seventh line of (219), we inserted the additional terms involving the lower order
terms obtained in the coupling estimates in the previous section.
We first derive transport estimates for the lower order terms, and then we estimate the lower
order terms of the main estimates above.
10.2.1 Transport estimates for lower order terms
In order to relate the lower-order terms with the main quantities q and qF, we need transport
estimates.
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We derive transport estimates for ψ0, ψ1 and ψ3 using their differential relations. In order to
simplify the derivation of the transport estimates, applied few times, we summarize in the following
lemma the main computation.
Lemma 10.2.1. Let Φ1 and Φ2 be two symmetric traceless 2-tensor which verify the differential
relation
∇/ 3(rnκmΦ1) = κΦ2 (220)
for n, m integers. Then, in the far away region, for all l > 0∫
Σfar(τ)
r2n−2m+l−2|Φ1|2 +
∫
Mfar(0,τ)
r2n−2m+l−3|Φ1|2 .
∫
Σfar(0)
r2n−2m+l−2|Φ1|2 +
∫
Mfar(0,τ)
rl−3|Φ2|2
Proof. From (220), we obtain
∇/ 3(r2nκ2m|Φ1|2) = 2rnκm+1Φ1Φ2
Multiplying by rl−2 and recalling that ∇/ 3r = 12rκ and κ ≤ 0, we obtain
∇/ 3(r2n+l−2κ2m|Φ1|2) +
(
l
2
− 1
)
r2n+l−2(−κ)2m+1|Φ1|2 = 2rn+l−2κm+1Φ1Φ2
≤ l
4
r2n+l−2(−κ)2m+1|Φ1|2 + 4
l
rl−2(−κ)|Φ2|2
giving
∇/ 3(r2n+l−2κ2m|Φ1|2) +
(
l
4
− 1
)
r2n+l−2(−κ)2m+1|Φ1|2 ≤ 4
l
rl−2(−κ)|Φ2|2
Since div e3 =
1
2 trpi
(3) = κ− 2Mr2 + 2Q
2
r3 , we write
div (r2n+l−2κ2m|Φ1|2e3) +
(
l
4
− 1
)
r2n+l−2(−κ)2m+1|Φ1|2
= ∇/ 3(r2n+l−2κ2m|Φ1|2) +
(
l
4
− 1
)
r2n+l−2(−κ)2m+1|Φ1|2 + r2n+lκ2m|Φ1|2div e3
≤ 4
l
rl−2(−κ)|Φ2|2 + r2n+lκ2m+1|Φ1|2
which gives
div (r2n+l−2κ2m|Φ1|2e3) + l
4
r2n+l−2(−κ)2m+1|Φ1|2 ≤ 4
l
rl−2(−κ)|Φ2|2
Integrating the above inequality onMfar(0, τ) and using divergence theorem on the left hand side,
we obtain the desired estimate, where we allow for a constant on the right hand side depending on
R0.
We will make use of Lemma 10.2.1 to obtain the control, and the optimal decay, of the lower
order terms through transport equations. The differential relations given by (115) are not sufficient
to gain control of all derivatives of the lower order terms. In order to do so, we will make use of
Bianchi identities and commutation formulas.
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Proposition 10.2.1. [Transport estimates for α, ψ1 and f] Let α, ψ1, q, f, q
F be defined as in
(115). Then, for all δ ≤ p ≤ 2− δ, we have
Ep[α](τ) + Ep[ψ1](τ) + E
1,T,∇/
p [f](τ) + EH+ [α](0, τ) + EH+ [ψ1](0, τ) + E
1,T,∇/
H+ [f](0, τ)
+M̂p[α](0, τ) + M̂p[ψ1](0, τ) + M̂1,T,∇/p [f](0, τ)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[α](0) + Ep[ψ1](0) + E1,T,∇/p [f](0)
Proof. We separate the transport estimates into the three regions: the redshift region, the trapping
region and the far-away region.
In the far-away region
In this region, we want to get the best decay in r. We will apply Lemma 10.2.1, being careful
to exploit the best decay on the left hand side.
By (115), f and qF verify relation (220) with n = 3, m = 1. Since
∫
Mfar(0,τ) r
−3+p|qF|2 is
controlled by the Morawetz bulk in the far away region by definition (128), by Lemma 10.2.1, for
l = p, ∫
Σfar(τ)
r2+p|f|2 +
∫
Mfar(0,τ)
r1+p|f|2 .
∫
Σfar(0)
r2+p|f|2 +M1,T,∇/p [qF](0, τ)
By (115), ψ1 and q verify relation (220) with n = 1, m = 0. As before, applying Lemma 10.2.1,
for l = p, we obtain∫
Σfar(τ)
rp|ψ1|2 +
∫
Mfar(0,τ)
r−1+p|ψ1|2 .
∫
Σfar(0)
rp|ψ1|2 +Mp[q](0, τ)
By (115), α and ψ1 verify relation (220) with n = 3, m = 2. As before, applying Lemma 10.2.1,
for l = 2 + p, we obtain∫
Σfar(τ)
r2+p|α|2 +
∫
Mfar(0,τ)
r1+p|α|2 .
∫
Σfar(0)
r2+p|α|2 +
∫
Mfar(0,τ)
r−1+p|ψ1|2
We estimated the zero-th order terms of the non-degenerate Morawetz bulks for α, ψ1 and f. We can
estimate the∇/ 3 derivative, by making use of the differential relations (115). Indeed, we immediately
obtain bounds on
∫
Mfar(0,τ) r
p+3|∇/ 3f|2,
∫
Mfar(0,τ) r
p+1|∇/ 3ψ1|2 and
∫
Mfar(0,τ) r
p+3|∇/ 3α|2.
To estimate the angular derivative, we can commute relations (115) with r∇/ . We obtain
∇/ 3(r4κ∇/ f) = rκ∇/ qF, and therefore we can apply Lemma 10.2.1 to ∇/ f and ∇/ qF with n = 4,
m = 1 and l = p. This gives∫
Σfar(τ)
r4+p|∇/ f|2 +
∫
Mfar(0,τ)
r3+p|∇/ f|2 .
∫
Σfar(0)
r4+p|∇/ f|2 +M1,T,∇/p [qF](0, τ)
We can similarly commute the relations for ψ1 and α and obtain the following bounds:∫
Σfar(τ)
r2+p|∇/ψ1|2 +
∫
Mfar(0,τ)
r1+p|∇/ψ1|2 .
∫
Σfar(0)
r2+p|∇/ψ1|2 +Mp[q](0, τ)∫
Σfar(τ)
r4+p|∇/α|2 +
∫
Mfar(0,τ)
r3+p|∇/α|2 .
∫
Σfar(0)
r4+p|∇/α|2 +
∫
Mfar(0,τ)
r1+p|∇/ψ1|2
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To estimate the ∇/ 4 derivative, we take ∇ˇ/ 4 of relations (115). For example we compute:
∇ˇ/ 4
(
1
κ
∇/ 3(rψ1)
)
= ∇/ 4
(
1
κ
∇/ 3(rψ1)
)
+
1
r
1
κ
∇/ 3(rψ1)
= (
1
2
κκ−1 − 2ρκ−2)∇/ 3(rψ1) + 1
κ
∇/ 3∇/ 4(rψ1)− 2ω
κ
∇/ 4(rψ1) + 1
r
1
κ
∇/ 3(rψ1)
= (
2
r
κ−1 − 2ρκ−1)q + 1
κ
∇/ 3∇/ 4(rψ1)− 2ω
κ
∇/ 4(rψ1)
which gives
∇/ 3∇/ 4(rψ1)− 2ω∇/ 4(rψ1) = κ∇ˇ/ 4q− (
2
r
κ− 2ρ)q
Multiplying the above identity by Υ, we can simplify the left hand side to
∇/ 3(Υ∇/ 4(rψ1)) = κΥ∇ˇ/ 4q−Υ(
2
r
κ− 2ρ)q
Writing Υ = r2 (−κ), we can apply Lemma 10.2.1 to ∇/ 4ψ1 and ∇ˇ/ 4q and obtain∫
Σfar(τ)
r2+p|∇ˇ/ 4ψ1|2 +
∫
Mfar(0,τ)
r1+p|∇ˇ/ 4ψ1|2 .
∫
Σfar(0)
r2+p|∇ˇ/ 4ψ1|2 +Mp[q](0, τ)
Similarly, for f and α we obtain∫
Σfar(τ)
r4+p|∇ˇ/ 4α|2 +
∫
Mfar(0,τ)
r3+p|∇/ 4α|2 .
∫
Σfar(0)
r4+p|∇/ 4α|2 +
∫
Mfar(0,τ)
r1+p|∇ˇ/ 4ψ1|2∫
Σfar(τ)
r4+p|∇ˇ/ 4f|2 +
∫
Mfar(0,τ)
r3+p|∇ˇ/ 4f|2 .
∫
Σfar(0)
r4+p|∇ˇ/ 4f|2 +M1,T,∇/p [qF](0, τ)
For f we can in addition commute with T and r∇/ , and still be able to bound by M1,T,∇/p [qF](0, τ)
Putting all the above together we obtain in the far-away region:
E
1,T,∇/
p ;R [f](τ) + M̂1,T,∇/p ;R [f](0, τ) . E1,T,∇/p ;R [f](0) +M1,T,∇/p [qF](0, τ),
Ep ;R[ψ1](τ) + M̂p ;R[ψ1](0, τ) . Ep ;R[ψ1](0) +Mp[q](0, τ),
Ep ;R[α](τ) + M̂p ;R[α](0, τ) . Ep ;R[α](0) + M̂p ;R[ψ1](0, τ)
In the trapping region
In this bounded region, we don’t keep track of the powers of r, but we have to be careful about
the degeneracy of the T and∇/ derivatives. The zero-th order terms of α and ψ1 are straightforwardly
bounded by the Morawetz bulks using Lemma 10.2.1 applied to (115). For f, commuting with T
and r∇/ , we can use Lemma 10.2.1 to also bound those derivatives in terms of the Morawetz bulk:∫
Σtrap(τ)
|α|2 +
∫
Mtrap(0,τ)
|α|2 .
∫
Σtrap(0)
|α|2 +
∫
Mtrap(0,τ)
|ψ1|2∫
Σtrap(τ)
|ψ1|2 +
∫
Mtrap(0,τ)
|ψ1|2 .
∫
Σtrap(0)
|ψ1|2 +Mp[q](0, τ),∫
Σtrap(τ)
|f|2 + |T f|2 + |∇/ f|2 +
∫
Mtrap(0,τ)
|f|2 + |T f|2 + |∇/ f|2 .
∫
Σtrap(0)
|f|2 + |T f|2 + |∇/ f|2 +M1,T,∇/p [qF](0, τ)
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Since the Morawetz bulk Mp[q](0, τ) contains derivatives T and ∇/ which are degenerate at the
photon sphere, we don’t commute with those Killing vector fields. On the contrary, since R appears
with no degeneracy on the bulk, we commute with R instead. Recalling that ω = 12Υ
′, we obtain
[R, e3] = [
1
2
(−e3 + Υe4), e3] = 1
2
[Υe4, e3] = −2ωΥe4
and recall that Υe4 = 2R+ e3. By (115), we have κq = ∇/ 3(rψ1), and therefore commuting with R
we obtain
R(κq) = ∇/ 3(R(rψ1))− 2ωΥ∇/ 4(rψ1) = ∇/ 3(R(rψ1))− 2ω(2R(rψ1) +∇/ 3(rψ1))
= ∇/ 3(R(rψ1))− 2ω(2R(rψ1) + κq)
giving
∇/ 3(R(rψ1))− 4ωR(rψ1) = R(κq) + 2ωκq
Multiply the above identity by Υ2 we can simplify it to
∇/ 3(Υ2R(rψ1)) = Υ2R(κq) + 2ωκΥ2q
which gives
∇/ 3(Υ4|R(rψ1)|2) = 2Υ4R(rψ1)R(κq) + 4Υ4R(rψ1)ωκq
Multiply by rn, we obtain
∇/ 3(Υ4|R(rψ1)|2rn) + n
2
Υ4|R(rψ1)|2κrn = 2Υ4rnR(rψ1)R(κq) + 4Υ4rnR(rψ1)ωκq
= 2Υ4rnR(rψ1)R(κq) + 4Υ
4rnR(rψ1)ωκq
≤ n
8
Υ4|R(rψ1)|2κrn + 8
n
Υ4|R(κq)|2κ−1r−n
+
n
8
Υ4|R(rψ1)|2κrn + 32
n
κω2rnΥ4|q|2
which therefore gives
∇/ 3(Υ4|R(rψ1)|2rn) + n
4
Υ4|R(rψ1)|2κrn ≤ 8
n
Υ4|R(κq)|2κ−1r−n + 32
n
κω2rnΥ4|q|2
Doing a similar computation with the divergence, in complete analogy with Proposition 10.2.1, and
integrating on Mtrap(0, τ), we obtain∫
Σtrap(τ)
|Rψ1|2 +
∫
Mtrap(0,τ)
|Rψ1|2 .
∫
Σtrap(0)
|Rψ1|2 +Mp[q](0, τ)
Since Tψ1 =
1
rκq− 12κψ1 +Rψ1, we can bound |Tψ1|2 by the bulk in q and initial data. Recalling
the definition of E[ψ1] and M̂[ψ1] we have obtained
E[ψ1](τ) + M̂[ψ1](0, τ) . E[ψ1](0) +Mp[q](0, τ)
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A similar computation done for α gives
∇/ 3(Υ4|R(r3κ2α)|2rn) + n
4
Υ4|R(r3κ2α)|2κrn ≤ 8
n
Υ4|R(κψ1)|2κ−1r−n + 32
n
κω2rnΥ4|ψ1|2
and therefore∫
Σtrap(τ)
|Rα|2 + |Tα|2 +
∫
Mtrap(0,τ)
|Rα|2 + |Tα|2 .
∫
Mtrap(0,τ)
|Rψ1|2 +
∫
Σtrap(0)
|Rα|2 + |Tα|2
It only remains to control the angular derivative of α. Using Corollary A.2, we can write the
laplacian of α in terms of first and zero-th order derivatives of ψ1, in terms of α and in terms of first
null derivatives of f, which are controlled by the Morawetz bulks. Indeed, using elliptic estimates,
we obtain
2∑
i=0
∫
Σtrap(τ)
|∇/ iα|2 +
∫
Mtrap(0,τ)
|∇/ iα|2 .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) +
2∑
i=0
∫
Σtrap(0)
|∇/ iα|2
Commuting κqF = ∇/ 3(r3κf) with R, we obtain as before
∇/ 3(Υ4|R(r3κf)|2rn) + n
4
Υ4|R(r3κf)|2κrn ≤ 8
n
Υ4|R(κqF)|2κ−1r−n + 32
n
κω2rnΥ4|qF|2 (221)
which therefore gives in addition∫
Σtrap(τ)
|Rf|2 +
∫
Mtrap(0,τ)
|Rf|2 .M1,T,∇/p [qF](0, τ) +
∫
Σtrap(0)
|Rf|2
Observe that (221) holds if substitute Rf with RT f (or ∇/ f) on the left hand side, and RqF with
RTqF (or∇/ qF) upon commuting with T or (r∇/ ). Since RTqF and R∇/ qF appear with no degeneracy
on M1,T,∇/p [qF](0, τ), we obtain∫
Σtrap(τ)
|RT f|2 + |R∇/ f|2 +
∫
Mtrap(0,τ)
|RT f|2 + |R∇/ f|2 .M1,T,∇/p [qF](0, τ) +
∫
Σtrap(0)
|RT f|2
Observe that we can write
Tψ3 = ∇/ 3ψ3 +Rψ3 = 1
r
κqF − 1
2
κψ3 +Rψ3 (222)
Commuting (222) with T , we obtain TTψ3 =
1
rκTq
F − 12κTψ3 + RTψ3 which therefore gives
control on TT f on the trapping region. Similarly, commuting (222) with r∇/ , we obtain r∇/ Tψ3 =
1
rκr∇/ qF − 12κr∇/ψ3 + r∇/Rψ3 which therefore gives control on T∇/ f on the trapping region:∫
Σtrap(τ)
|TT f|2 + |T∇/ f|2 +
∫
Mtrap(0,τ)
|TT f|2 + |T∇/ f|2 .M1,T,∇/p [qF](0, τ) +
∫
Σtrap(0)
|TT f|2 + |T∇/ f|2
Using Corollary A.4, we can write the laplacian of f in terms of first derivative of qF and zero-th
order terms for f, ψ1, α, which are controlled by the bulk norms. Therefore,
2∑
i=0
∫
Σtrap(τ)
|∇/ if|2 +
∫
Mtrap(0,τ)
|∇/ if|2 .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) +
2∑
i=0
∫
Σtrap(0)
|∇/ if|2
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This proves the desired bound in the trapping region:
In the red-shift region In red-shift region, we can get estimates for the ∇/ 3 derivatives of
α, ψ1, f again using the definitions (115). At the horizon T becomes parallel to ∇/ 4, therefore in
order to control the ∇/ 4 derivatives it suffices to commute (115) by T . By applying the divergence
theorem, we get the desired bound near the horizon.
Putting together the estimates above, we prove the Proposition.
We shall use Proposition 10.2.1 to obtain estimates for the lower order terms in the main
combined estimate (197).
10.2.2 Absorption in the far-away region
The goal of this subsection is to prove the following estimate
Ip ;R[L1[qF]](0, τ) + Ip ;R[L1[q]](0, τ) + I1,T,∇/p ;R [L2[qF]](0, τ) .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
+ Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
(223)
In the far-away region, we will need to keep track of the powers of r. In particular:
L1[q] '
[ 1
r3
ψ1,
1
r2
ψ0
]
, (224)
L1[q
F],L2[q
F] '
[ 1
r3
ψ3
]
(225)
Therefore, we have
Ip ;R[L1[qF]](0, τ) =
∫
Mfar(0,τ)
r1+p| 1
r3
ψ3|2 =
∫
Mfar(0,τ)
r−5+p|ψ3|2
=
∫
Mfar(0,τ)
r−3+p|f|2
which decays faster than the non-degenerate bulk norm, therefore
Ip ;R[L1[qF]](0, τ) + Ip ;R[L2[qF]](0, τ) . M̂p[f](0, τ)
Similarly,
I1,T,∇/p ;R [L2[qF]](0, τ) =
∫
Mfar(0,τ)
r1+p| 1
r3
ψ3,
1
r3
Tψ3,
1
r3
(r∇/ )ψ3|2
=
∫
Mfar(0,τ)
r−3+p|f|2 + r−3+p|T f|2 + r−1+p|∇/ f|2 . M̂p[f](0, τ)
Finally
Ip ;R[L1[q]](0, τ) =
∫
Mfar(0,τ)
r1+p| 1
r3
ψ1,
1
r2
ψ0|2 =
∫
Mfar(τ1,τ2)
r−5+p|ψ1|2 + r−3+p|α|2
. M̂p[ψ1](0, τ) + M̂p[α](0, τ)
The above estimates give
Ip ;R[L1[qF]](0, τ) + Ip ;R[L1[q]](0, τ) + I1,T,∇/p ;R [L2[qF]](0, τ) . M̂p[f](0, τ) + M̂p[ψ1](0, τ) + M̂p[α](0, τ)
and using Proposition 10.2.1, we finally get (223).
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10.2.3 Absorption outside the photon sphere
The goal of this subsection is to prove the following estimate∫
M(0,τ)\r=rp
integrals in LHS of(219) .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
+ Ep[q](0) + E
1,T,∇/
p [q
F](0) + Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
(226)
As for the coupling terms, the integrals outside the photon sphere can be easily bounded by
Mp[q](0, τ)+M1,T,∇/p [qF](0, τ) and M̂p[f](0, τ)+M̂p[ψ1](0, τ)+M̂p[α](0, τ) using Cauchy-Schwarz.
For example, considering one of the highest order terms:
∫
M(0,τ)\r=rp
T (q) · ψ1 ≤
(∫
M(0,τ)\r=rp
|T (q)|2
)1/2(∫
M(0,τ)\r=rp
|ψ1|2
)1/2
.
∫
M(0,τ)\r=rp
|T (q)|2 +
∫
M(0,τ)\r=rp
|ψ1|2
. Mp[q](0, τ) + M̂p[ψ1](0, τ)
or ∫
M(0,τ)\r=rp
TTqF · Tψ3 ≤
(∫
M(0,τ)\r=rp
|TTqF|2
)1/2(∫
M(0,τ)\r=rp
|Tψ3|2
)1/2
.
∫
M(0,τ)\r=rp
|TTqF|2 +
∫
M(0,τ)\r=rp
|Tψ3|2
. M1,T,∇/p [qF](0, τ) + M̂p[f](0, τ)
This can be done for all the terms in the integrals in the left hand side of (219), and using again
Proposition 10.2.1, we obtain (226).
10.2.4 Absorption at the photon sphere
The goal of this subsection is to prove the following estimate∫
Mtrap(0,τ)
integrals in LHS of(219) .Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + Ep[q](τ) + E1,T,∇/p [qF](τ)
+ Ep[q](0) + E
1,T,∇/
p [q
F](0) + Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
(227)
We analyze each line of the six lines of integrals on the left hand side of (219). Recall that the
Morawetz bulks for the lower order terms α, ψ1 and f have no degeneracy. This simplifies the
analysis with respect to the coupling terms.
First line Consider the first line of integrals in (219). This gives
−A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
· (−12ρ− 40 (F )ρ2)ψ3
84
The terms involving Rq and q can be absorbed by the Morawetz bulk in q by Cauchy-Schwarz:
−A
∫
Mtrap
(
R(q) +
1
2
wq
)
· ψ3 ≤
(∫
Mtrap
|R(q)|2 + |q|2
)1/2(∫
Mtrap
|ψ3|2
)1/2
. Mp[q](0, τ) + M̂p[f](0, τ)
The term involving T can be absorbed by integrating by parts in T , and Tψ3 is controlled by the
non-degenerate bulk norm in f:
−A
∫
Mtrap
(ΛT (q)) · ψ3 . A
∫
Mtrap
(Λq) · Tψ3 + Ep[f](τ) + Ep[q](τ) + Ep[f](0) + Ep[q](0)
≤
(∫
Mtrap
|q|2
)1/2(∫
Mtrap
|Tψ3|2
)1/2
+Ep[f](τ) + Ep[q](τ) + Ep[f](0) + Ep[q](0)
. Mp[q](0, τ) + M̂p[f](0, τ) + Ep[f](τ) + Ep[q](τ) + Ep[f](0) + Ep[q](0)
Second line Consider the second line of integrals in (219). This gives
−A
∫
Mtrap
(
(r − rP )R(q) + ΛT (q) + 1
2
wq
)
·
(
− 2
r2
ψ0 − 4
r3
ψ1
)
The terms involving Rq and q can be absorbed by the Morawetz bulks by Cauchy-Schwarz:
−A
∫
Mtrap
(
R(q) +
1
2
wq
)
· (ψ0 + ψ1) ≤
(∫
Mtrap
|R(q)|2 + |q|2
)1/2(∫
Mtrap
|ψ0|2 + |ψ1|2
)1/2
. Mp[q](0, τ) + M̂p[α](0, τ) + M̂p[ψ1](0, τ)
For the term involving Tq, we integrate by parts in T , and obtain:
−A
∫
Mtrap
(ΛT (q)) · (ψ0 + ψ1) . A
∫
Mtrap
(Λq) · (Tψ0 + Tψ1)
+Ep[α](τ) + Ep[α](0) + Ep[ψ1](τ) + Ep[ψ1](0) + Ep[q](τ) + Ep[q](0)
We now make use of the fact that ψ0 and ψ1 are lower order terms with respect to q. Therefore we
can write
Tψ0 = ∇/ 3ψ0 +Rψ0 = 1
r
κψ1 − 1
2
κψ0 +Rψ0,
Tψ1 = ∇/ 3ψ1 +Rψ1 = 1
r
κq− 1
2
κψ1 +Rψ1
We therefore obtain, ignoring the powers of r:
A
∫
Mtrap
(Λq) · (Tψ0 + Tψ1) = A
∫
Mtrap
(Λq) · (ψ1 + ψ0 +Rψ0 + q +Rψ1)
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The term given by ψ1 + ψ0 + q can be bounded by the Morawetz bulks directly. The terms of the
form q · (Rψ0 +Rψ1) can be bounded by integrating per parts in R, using a cut-off function χ(r),
and therefore using the Morawetz bulk in q which is non-degenerate for Rq. Finally
−A
∫
Mtrap
(ΛT (q)) · (ψ0 + ψ1) . Mp[q](0, τ) + M̂p[α](0, τ) + M̂p[ψ1](0, τ)
+Ep[α](τ) + Ep[α](0) + Ep[ψ1](τ) + Ep[ψ1](0) + Ep[q](τ) + Ep[q](0)
Third line Consider the third line of integrals in (219). This gives
−B
∫
Mtrap
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·
(
4
r3
ψ3
)
Each term can directly be bounded by the Morawetz bulks and the non-degenerate bulk norm.
Therefore
−B
∫
Mtrap
(
(r − rP )R(qF) + ΛT (qF) + 1
2
wqF
)
·
(
4
r3
ψ3
)
≤
(∫
Mtrap
|R(qF)|2 + |TqF|2 + |qF|2
)1/2(∫
Mtrap
|ψ3|2
)1/2
. M1,T,∇/p [qF](0, τ) + M̂p[f](0, τ)
Fourth line Consider the fourth line of integrals in (219). This gives
−C
∫
Mtrap
(
(r − rP )R(TqF) + ΛT (TqF) + 1
2
wTqF
)
· T
(
4
r3
ψ3
)
The terms involving R(TqF) and TqF can be absorbed by the Morawetz bulk in qF by Cauchy-
Schwarz:
−A
∫
Mtrap
(
R(TqF) +
1
2
wTqF
)
· Tψ3 ≤
(∫
Mtrap
|R(TqF)|2 + |TqF|2
)1/2(∫
Mtrap
|Tψ3|2
)1/2
. M1,T,∇/p [qF](0, τ) + M̂p[f](0, τ)
For the terms involving TTqF, I can use the fact that ψ3 is a lower order term with respect to q
F.
Using (222), we obtain a term of this form
−C
∫
Mtrap
(
ΛT (TqF)
) · (qF + ψ3 +Rψ3)
Integrating by parts in T the first product, we obtain
∫ |TqF|2, which is bounded by the Morawetz
bulk. Integrating by parts in T the second product, we obtain
∫
TqF · Tψ3, which can be bounded
by Morawetz bulks. Finally, integrating by parts in R and in T the last product, we obtain∫
RTqF · Tψ3, which can be bounded in the same way. In the integrating by parts process we pick
up some energies as boundary terms. To summarize
−C
∫
Mtrap
(
ΛT (TqF)
) · (qF + ψ3 +Rψ3) . M1,T,∇/p [qF](0, τ) + M̂p[f](0, τ)
+E1,T,∇/p [q
F](τ) + E1,T,∇/p [q
F](0) + Ep[f](τ) + Ep[f](0)
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Fifth line Consider the fifth line of integrals in (219). This gives
−D
∫
Mtrap
(
(r − rP )R(r∇/AqF) + ΛT (r∇/AqF) + 1
2
wr∇/AqF
)
· r∇/A
(
4
r3
ψ3
)
As above, the terms involving R∇/ qF and ∇/ qF can be bounded by the Morawetz bulk using Cauchy-
Schwarz. For the term involving T∇/ qF we perform integration by parts in T and ∇/ :
−D
∫
Mtrap
(
ΛT (r∇/AqF)
) · r∇/A( 4
r3
ψ3
)
. D
∫
Mtrap
(
Λ(r∇/AqF)
) · rT∇/A( 4
r3
ψ3
)
+E1,T,∇/p [q
F](τ) + E1,T,∇/p [q
F](0) + Ep[f](τ) + Ep[f](0)
. −D
∫
Mtrap
(
Λ(r2∇/ 2AqF)
) · T ( 4
r3
ψ3
)
+E1,T,∇/p [q
F](τ) + E1,T,∇/p [q
F](0) + Ep[f](τ) + Ep[f](0)
We write Tψ3 =
1
rκq
F − 12κψ3 +Rψ3 and therefore obtain
−D
∫
Mtrap
(
Λ(r2∇/ 2AqF)
) · T (ψ3) = −D ∫
Mtrap
(
Λ(r2∇/ 2AqF)
) · (qF + ψ3 +Rψ3)
Integrating by parts in r∇/ the first product, we obtain ∫ |(r∇/ )qF|2, which is bounded by the
Morawetz bulk. Integrating by parts in r∇/ the second product, we obtain ∫ r∇/ qF · r∇/ψ3, which
can be bounded by Morawetz bulks. Finally, integrating by parts in ∇/ and in R the last product,
we obtain
∫
R∇/ qF · ∇/ψ3, which can be bounded in the same way. To summarize
−D
∫
Mtrap
(
Λ(r2∇/ 2AqF)
) · T (ψ3) . M1,T,∇/p [qF](0, τ) + M̂p[f](0, τ)
Sixth line Consider the sixth line of integrals in (219). This gives
−C
∫
Mtrap
Λ(−ΥQ2
(
4
r3
ψ3
)
) · T
(
− 1
r3
q
)
+ C
∫
Mtrap
1
2
w(−Q2Υ
(
4
r3
ψ3
)
) ·
(
− 1
r3
q
)
Integrating the first term by parts in T , we can write it as
∫
Tψ3 · q which can be bounded by the
Morawetz bulks and non-degenerate bulk. The second term can be bounded using Cauchy-Schwarz
by the Morawetz bulks.
To summarize all the cases above we obtained∫
Mtrap(0,τ)
integrals in LHS of(219) . Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + E1,T,∇/p [qF](τ) + Ep[q](τ)
+Ep[q](0) + E
1,T,∇/
p [q
F](0) + Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
+M̂p[f](0, τ) + M̂p[α](0, τ) + M̂p[ψ1](0, τ)
+Ep[α](τ) + Ep[f](τ) + Ep[ψ1](τ)
Using Proposition 10.2.1, we finally proved (226).
Putting together the estimates for the lower order terms in the far away region, outside the
photon sphere and at the photon sphere, we obtain the proof of estimate (219).
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11 Proof of the Main Theorem
We prove here the Main Theorem for spin +2.
11.1 Proof of estimate (150)
We derive here estimate (150) for the system.
Recall estimate (197) which depends on positive constants A,B,C,D. Pick A, C and D verifying
conditions (217). Recalling the definition of M1[q, q
F] and M2[q, q
F] in (198), then estimate (197)
can be written as
Ep[q](τ) + E
1,T,∇/
p [q
F](τ) + EH+ [q](0, τ) + E
1,T,∇/
H+ [q
F](0, τ) + EI+,p[q](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0) +Q (LHS of (204) + LHS of (219))
By estimate (204) and (219), we obtain
Ep[q](τ) + E
1,T,∇/
p [q
F](τ) + EH+ [q](0, τ) + E
1,T,∇/
H+ [q
F](0, τ) + EI+,p[q](0, τ) + E
1,T,∇/
I+,p [q
F](0, τ)
+Mp[q](0, τ) +M1,T,∇/p [qF](0, τ)
. Ep[q](0) + E1,T,∇/p [qF](0)
+Q
(
Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + E1,T,∇/p [qF](τ) + Ep[q](τ)
+Ep[q](0) + E
1,T,∇/
p [q
F](0) + Ep[f](0) + Ep[ψ1](0) + Ep[α](0)
)
For QM we can absorb the second line of the right hand side of the above estimate on the left
hand side, and finally obtain (150).
11.2 Proof of estimate (151)
Combining Proposition 10.2.1 and estimate (150), we immediately obtain (151).
11.3 Proof of estimates (152) and (153)
Here we extend the above weighted estimates to higher order.
We first derive higher order transport estimates for the lower order terms. We can revisit the
proof of Proposition 10.2.1, commuting first (115) k times with T and r∇/ . We will then obtain the
equivalent higher order estimate:
Ek,T,∇/p [α](τ) + E
k,T,∇/
p [ψ1](τ) + E
k+1,T,∇/
p [f](τ)
+ M̂k,T,∇/p [α](0, τ) + M̂k,T,∇/p [ψ1](0, τ) + M̂k+1,T,∇/p [f](0, τ)
.Mk,T,∇/p [q](0, τ) +Mk+1,T,∇/p [qF](0, τ) + Ek,T,∇/p [α](0) + Ek,T,∇/p [ψ1](0) + Ek+1,T,∇/p [f](0)
(228)
We now derive the higher order estimates for q and qF. We apply Corollary 9.5 to
1. Ψ = q, n = k, M = M1[q, q
F],
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2. Ψ = qF, n = k + 1, M = M2[q, q
F],
We sum the resulting estimates, allowing multiplication by positive constants. We therefore obtain
Ek,T,∇/p [q](τ) + E
k+1,T,∇/
p [q
F](τ) +Mk,T,∇/p [q](0, τ) +Mk+1,T,∇/p [qF](0, τ)
. Ek,T,∇/p [q](0) + Ek+1,T,∇/p [qF](0)
+Ik,T,∇/p ;R [M1[q, qF]](0, τ) + Ik+1,T,∇/p ;R [M2[q, qF]](0, τ)
−
∑
i+j≤k
∫
M(0,τ)
(
(r − rP )R((T i)(r∇/ )jq) + ΛT ((T i)(r∇/ )jq) + 1
2
w(T i)(r∇/ )jq
)
· (T i)(r∇/ )jM1[q, qF]
−
∑
i+j≤k+1
∫
M(0,τ)
(
(r − rP )R((T i)(r∇/ )jqF) + ΛT ((T i)(r∇/ )jqF) + 1
2
w(T i)(r∇/ )jqF
)
· (T i)(r∇/ )jM2[q, qF]
The absorption follows a very similar pattern than the estimates for the coupling terms and the
lower order terms analyzed in detail in Sections 10.1 and 10.2, making use of the higher order terms
transport estimates (228). This proves (152).
Combining (228) and (152) we obtain (153).
11.4 Proof of estimate (154)
We combine the rp-weighted hierarchy estimates derived above to obtain polynomial decay of the
energy.
We sum (152) and (153) and obtain
En,T,∇/p [α](τ) + E
n,T,∇/
p [ψ1](τ) + E
n+1,T
p [f](τ) + E
n,T,∇/
p [q](τ) + E
n+1,T,∇/
p [q
F](τ)
+ M̂n,T,∇/p [α](0, τ) + M̂n,T,∇/p [ψ1](0, τ) + M̂n+1,Tp [f](0, τ) +Mn,T,∇/p [q](0, τ) +Mn+1,T,∇/p [qF](0, τ)
. En,T,∇/p [α](0) + En,T,∇/p [ψ1](0) + En,T,∇/p [q](0) + En+1,T,∇/p [f](0) + En+1,T,∇/p [qF](0)
(229)
Estimating the degenerate Morawetz bulks by the higher order non-degenerate bulks we obtain
En,T,∇/p [α](τ) + E
n,T,∇/
p [ψ1](τ) + E
n+1,T
p [f](τ) + E
n,T,∇/
p [q](τ) + E
n+1,T,∇/
p [q
F](τ)
. En+1,T,∇/p [α](0) + En+1,T,∇/p [ψ1](0) + En+1,T,∇/p [q](0) + En+2,T,∇/p [f](0) + En+2,T,∇/p [qF](0)
(230)
We denote the right hand side of estimate (230) by Dn+1,p[α,ψ1, q, f, qF](0).
Applying (230) for n = 1 and p = 2 − δ implies along a dyadic sequence τn, of the form
τn = 2τn−1 the estimate
E
1,T,∇/
1−δ [α](τn) + E
1,T,∇/
1−δ [ψ1](τn) + E
1,T,∇/
1−δ [q](τn) + E
2,T,∇/
1−δ [f](τn) + E
2,T,∇/
1−δ [q
F](τn) .
1
τn
D2,2−δ[α,ψ1, q, f, qF](0)
Using the above and applying (229) for p = 1 − δ and n = 1 between the time τn and any
τ ∈ (τn, τn+1] yields the previous estimate for any τ :
E
1,T,∇/
1−δ [α](τ) + E
1,T,∇/
1−δ [ψ1](τ) + E
1,T,∇/
1−δ [q](τ) + E
2,T,∇/
1−δ [f](τ) + E
2,T,∇/
1−δ [q
F](τ) . 1
τ
D2,2−δ[α,ψ1, q, f, qF](0)
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Turning back to (230) with n = 0 and p = 1 − δ, along a dyadic sequence and using the previous
estimate, we can produce the estimate
Eδ[α](τn) + Eδ[ψ1](τn) + E
1,T,∇/
δ [f](τn) + Eδ[q](τn) + E
1,T,∇/
δ [q
F](τn) . 1τ2−δn D2,2−δ[α,ψ1, q, f, q
F](0)
Using the above and applying (229) with p = δ and n = 0 between the time τn and any τ ∈
(τn, τn+1], yields the previous estimate for any τ , therefore proving (154).
11.5 The case spin −2
We will outline here the proof of the case spin −2, remarking the differences with the proof of Main
Theorem.
As remarked in Section 9 and Section 10.1, the separated estimates and the estimates for the
coupling terms are identical in the case of spin −2.
The first main difference is in the derivation of Proposition 10.2.1, for transport estimates.
Indeed, in the case of spin −2, the transport estimates have to be integrated along the e4 direction,
with a consequent loss of decay in r in the equivalent of Lemma 10.2.1. We show the version of the
Lemma in spin −2.
Lemma 11.5.1. Let Φ1 and Φ2 be two symmetric traceless 2-tensor which verify the differential
relation
∇/ 4(rnκmΦ1) = κΦ2 (231)
for n, m integers. Then, in the far away region, for all l > 0∫
Mfar(0,τ)
r2n−2m−l−3|Φ1|2 .
∫
Mfar(0,τ)
r−l−3|Φ2|2
Proof. From (231), we obtain
∇/ 4(r2nκ2m|Φ1|2) = 2rnκm+1Φ1Φ2
Multiplying by r−l−2 for l > 0 and recalling that ∇/ 4r = 12rκ and κ ≥ 0, we obtain
∇/ 4(r2nκ2m|Φ1|2 · r−l−2) +
(
1 +
l
2
)
r2n−l−2κ2m+1|Φ1|2 = 2rn−l−2κm+1Φ1Φ2
≤ l
4
r2n−l−2κ2m+1|Φ1|2 + 4
l
r−l−2κ|Φ2|2
giving
∇/ 4(r2nκ2m|Φ1|2 · r−l−2) +
(
1 +
l
4
)
r2n−l−2κ2m+1|Φ1|2 ≤ 4
l
r−l−2κ|Φ2|2
Snce div e4 =
1
2 trpi
(4) = κ, we write
div (r2n−l−2κ2m|Φ1|2e4) +
(
1 +
l
4
)
r2n−l−2κ2m+1|Φ1|2
= ∇/ 4(r2nκ2m|Φ1|2 · r−l−2) +
(
1 +
l
4
)
r2n−l−2κ2m+1|Φ1|2 + r2n−l−2κ2m|Φ1|2div e4
≤ 4
l
r−l−2κ|Φ2|2 + r2n−l−2κ2m+1|Φ1|2
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which therefore gives
div (r2n−l−2κ2m|Φ1|2e4) + l
4
r2n−l−2κ2m+1|Φ1|2 ≤ 4
l
r−l−2κ|Φ2|2
Integrating the above inequality onMfar(0, τ) and using divergence theorem on the left hand side
(recalling that e4 is normal to Σfar, we obtain:∫
Mfar(0,τ)
r2n−2m−l−3|Φ1|2 .
∫
Mfar(0,τ)
r−l−3|Φ2|2
where we allow for a constant on the right hand side depending on R0.
Using the above Lemma for the spin −2 lower order quantities α, ψ
1
and f, we obtain the
following transport estimates.
Proposition 11.5.1. [Transport estimates for α, ψ
1
and f] Let α, ψ
1
, q, f, qF be defined as in
(116). Then, we have
E[α](τ) + E[ψ
1
](τ) + E1,T,∇/ [f](τ) + M̂δ[α](0, τ) + M̂δ[ψ1](0, τ) + M̂
1,T,∇/
δ [f](0, τ)
. Mp[q](0, τ) +M1,T,∇/p [qF](0, τ) + E[α](0) + E[ψ1](0) + E1,T,∇/ [f](0)
Proof. We follow the same pattern as in Proposition 11.5.1.
In the far-away region
We apply Lemma 11.5.1. By (116), f and qF verify relation (231) with n = 3, m = 1. Since for
l > 0, r−3−l ≤ r−3+p, we get for l = δ:∫
Mfar(0,τ)
r1−δ|f|2 .M1,T,∇/p [qF](0, τ)
By (116), ψ
1
and q verify relation (231) with n = 1, m = 0. As before, for l = δ, we obtain∫
Mfar(0,τ)
r−1−δ|ψ
1
|2 .Mp[q](0, τ)
By (116), α and ψ
1
verify relation (231) with n = 3, m = 2. As before, for l = δ, we obtain∫
Mfar(0,τ)
r−1−δ|α|2 .
∫
Mfar(0,τ)
r−1−δ|ψ
1
|2
We estimated the zero-th order terms of the non-degenerate Morawetz bulks for α, ψ
1
and f. We can
estimate the∇/ 4 derivative, by making use of the differential relations (116). Indeed, we immediately
obtain bounds on
∫
Mfar(0,τ) r
3+δ|∇/ 4f|2,
∫
Mfar(0,τ) r
1+δ|∇/ 4ψ1|2 and
∫
Mfar(0,τ) r
3+δ|∇/ 4α|2.
To estimate the angular derivative, we can commute relations (116) with r∇/ . We obtain
∇/ 4(r4κ∇/ f) = rκ∇/ qF, and therefore we can apply Lemma 11.5.1 to ∇/ f and r∇/ qF with n = 4,
m = 1 and l = δ. This gives∫
Mfar(0,τ)
r3−δ|∇/ f|2 .M1,T,∇/p [qF](0, τ)
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We can similarly commute the relations for ψ1 and α and obtain the following bounds:∫
Mfar(0,τ)
r1−δ|∇/ψ
1
|2 . Mp[q](0, τ)∫
Mfar(0,τ)
r3−δ|∇/α|2 .
∫
Mfar(0,τ)
r1−δ|∇/ψ
1
|2
To estimate the ∇/ 3 derivative, we take ∇/ 3 of relations (116). For example we compute:
∇/ 3
(
1
κ
∇/ 4(rψ1)
)
= (
1
2
κκ−1 − 2ρκ−2)∇/ 4(rψ1) +
1
κ
∇/ 4∇/ 3(rψ1) +
2ω
κ
∇/ 3(rψ1)
which gives
∇/ 4∇/ 3(rψ1) + 2ω∇/ 3(rψ1) = κ∇/ 3q− (
1
2
κκ− 2ρ)q
Multiplying the above identity by Υ−1, we can simplify the left hand side to
∇/ 4(Υ−1∇/ 3(rψ1)) = κΥ−1∇/ 3q−Υ−1(
1
2
κκ− 2ρ)q
We can apply Lemma 11.5.1 to ∇/ 3ψ1 and ∇/ 3q and obtain∫
Mfar(0,τ)
r−1−δ|∇/ 3ψ1|2 . Mp[q](0, τ)
Similarly, for f and α we obtain∫
Mfar(0,τ)
r−1−δ|∇/ 3α|2 .
∫
Mfar(0,τ)
r−1−δ|∇/ 3ψ1|2∫
Mfar(0,τ)
r1−δ|∇/ 3f|2 . M1,T,∇/p [qF](0, τ)
For f we can in addition commute with T and r∇/ , and still be able to bound by M1,T,∇/p [qF](0, τ)
This gives the desired bound in the far-away region.
In the trapping and red-shift region All the estimates done in these regions are identical
to the ones obtained in Proposition 11.5.1. In the trapping region they even simplify because R
commutes with e4.
The absorption for the lower order terms differ from the case of spin +2 only in the far-away
region. Observe that
Ip ;R[L1[qF]](0, τ) =
∫
Mfar(0,τ)
r−3+p|f|2
which still decays faster than the non-degenerate bulk norm for f. Similarly,
I1,T,∇/p ;R [L2[qF]](0, τ) =
∫
Mfar(0,τ)
r−3+p|f|2 + r−3+p|T f|2 + r−1+p|∇/ f|2 . M̂δ[f](0, τ)
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Finally
Ip ;R[L1[q]](0, τ) =
∫
Mfar(τ1,τ2)
r−5+p|ψ
1
|2 + r−3+p|α|2
. M̂δ[ψ1](0, τ) + M̂δ[α](0, τ)
The absorption for the lower order terms in the trapping region and in the redshift region, where
powers of r don’t matter, is identical to the spin +2 case. Putting all this together we prove the
Main Theorem for spin −2.
A Derivation of the generalized Teukolsky system
The derivation of the equations below were derived in [23] in the context of axially symmetric po-
larized perturbations. Here, the computations are done in full generality, with no gauge assumption
or symmetry. To derive them we will use the equations in Section 4.
A.1 Preliminaries
We compute the wave operator g, where g is a linear perturbation of the Reissner-Nordstro¨m
metric, applied to a n-tensor Ψ. In particular, for g the Ricci coefficients and curvature components
χ̂, χ̂, η, η, ζ, ξ, ξ and α, β, σ, β, α, (F )β, (F )σ, (F )β are O(). We will keep this in mind while performing
the computations at the linear level.
Lemma A.1.1. The wave operator of a n-rank S-tensor Ψ is given by
gΨ = −1
2
∇/ 3∇/ 4Ψ− 1
2
∇/ 4∇/ 3Ψ +4/ nΨ +
(
−1
2
κ+ ω
)
∇/ 4Ψ +
(
−1
2
κ+ ω
)
∇/ 3Ψ +
(
ηC + ηC
)∇/CΨ
= −∇/ 3∇/ 4Ψ +4/ nΨ +
(
−1
2
κ+ 2ω
)
∇/ 4Ψ− 1
2
κ∇/ 3Ψ + 2ηC∇/CΨ, (232)
= −∇/ 4∇/ 3Ψ +4/ nΨ +
(
−1
2
κ+ 2ω
)
∇/ 3Ψ− 1
2
κ∇/ 4Ψ + 2ηC∇/CΨ (233)
where 4/ nΨ = gCD∇/C∇/DΨ is the Laplacian for n-tensors.
Proof. By definition of the operator g, we have
gΨ = gµνDµDνΨ = g34D3D4Ψ + g43D4D3Ψ + gCDDCDDΨ
= −1
2
(D3D4Ψ + D4D3Ψ) + g
CDDCDDΨ
Observe that for a S-tensor Ψ, D4Ψ = ∇/ 4Ψ, D3Ψ = ∇/ 3Ψ and DAΨ = ∇/AΨ, therefore
D3D4Ψ = D3(∇/ 4Ψ) = ∇/ 3∇/ 4Ψ− 2ω∇/ 4Ψ− 2ηC∇/CΨ
D4D3Ψ = ∇/ 4∇/ 3Ψ− 2ω∇/ 3Ψ− 2ηC∇/CΨ
gCDDCDDΨ = g
CDDC(∇/DΨ) = gCD(∇/C∇/DΨ− 1
2
χ
CD
∇/ 4Ψ− 1
2
χCD∇/ 3Ψ)
= 4/ nΨ−
1
2
κ∇/ 4Ψ− 1
2
κ∇/ 3Ψ
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Therefore, we obtain
gΨ = −1
2
∇/ 3∇/ 4Ψ− 1
2
∇/ 4∇/ 3Ψ +4/ nΨ +
(
−1
2
κ+ ω
)
∇/ 4Ψ +
(
−1
2
κ+ ω
)
∇/ 3Ψ +
(
ηC + ηC
)∇/CΨ
Applying the commutation formulas (11), we obtained the remaining formulas.
We write the wave equation in terms of the vectorfields T and R.
Lemma A.1.2. The wave operator of a n-rank S-tensor Ψ is given by
gΨ = − 1
Υ
TTΨ +
1
Υ
RRΨ +4/ nΨ +
2
r
RΨ
Proof. By using (233), we can compute it in terms of the null frame N . Writing e3 = T − R,
e4 =
1
Υ (T +R), we have
gΨ = − 1
Υ
(T +R)(T −R)Ψ +4/ nΨ +
(
−1
2
κ+ 2ω
)
∇/ 3Ψ− 1
2
κ∇/ 4Ψ
= − 1
Υ
(T +R)(T −R)(Ψ) +4/ nΨ−
1
2
κ(T −R)Ψ− 1
2
κ
Υ
(T +R)Ψ
= − 1
Υ
(TTΨ− TRΨ +RTΨ−RRΨ) +4/ nΨ−
1
2
(κ+
κ
Υ
)TΨ +
1
2
(κ− κ
Υ
)RΨ
The commutator between T and R is
[T,R] =
1
2
[e3,Υe4] =
1
2
(e3(Υ)e4 + Υ[e3, e4]) =
1
2
(e3(r)Υ
′e4 + Υ(−2ωe4 + 2ωe3)) = 0
Using the values of the Ricci coefficients of this null frame, we finally have
gΨ = − 1
Υ
TTΨ +
1
Υ
RRΨ +4/ nΨ +
2
r
RΨ
as desired.
In the derivation of the equations, we will rescale the quantities using powers of r and κ. We
collect here an useful general lemma.
Lemma A.1.3. Consider a rescaled tensor rnκmΨ, for n and m two numbers. Then
rnκm∇/ 3(Ψ) = ∇/ 3(rnκmΨ) +
(
m− n
2
κ+ 2mω
)
rnκmΨ, (234)
rnκm∇/ 4(Ψ) = ∇/ 4(rnκmΨ) +
(
m− n
2
κ− 2mω − 2mρκ−1
)
rnκmΨ (235)
Moreover, it verifies the following wave equation:
g(rnκmΨ) =
(− n(n+ 1) +m(m− 1)− 2nm
4
κκ+m(m− n− 1)ωκ+ (m2 + 2m− n− nm)ρ+ 2m (F )ρ2
−m(m− n− 1)ωκ+ 4m(m+ 1)ωω + 4m2ρωκ−1 − 2m∇/ 3ω
)
rnκmΨ + rnκmg(Ψ)
+
(
m− n
2
κ+ 2mω
)
rnκm∇/ 4(Ψ) +
(
m− n
2
κ− 2mω − 2mρκ−1
)
rnκm∇/ 3(Ψ)
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Proof. Using the following formulas, obtained by Lemma A.1.1:
grn = rn
(
−n(n+ 1)
4
κκ− nρ
)
,
∇/ 3(κm) = −m
2
κm+1 − 2mωκm,
∇/ 4(κm) = −m
2
κκm + 2mωκm + 2mρκm−1,
g(κm) = −m(m− 1)
4
κκm+1 +m(m− 1)ωκm+1 + (m2 + 2m)ρκm + 2m (F )ρ2κm −m(m− 1)ωκκm +
+4m(m+ 1)ωωκm + 4m2ρωκm−1 − 2mκm∇/ 3ω
for the rescaled tensor rnκmΨ, we have
∇/ 3(rnκmΨ) = ∇/ 3(rn)κmΨ + rn∇/ 3(κm)Ψ + rnκm∇/ 3(Ψ)
=
(
n−m
2
κ− 2mω
)
rnκmΨ + rnκm∇/ 3(Ψ),
∇/ 4(rnκmΨ) =
(
n−m
2
κ+ 2mω + 2mρκ−1
)
rnκmΨ + rnκm∇/ 4(Ψ)
Moreover,
g(rnκmΨ) = g(rn)κmΨ + rng(κmΨ)−∇/ 3(rn)∇/ 4(κmΨ)−∇/ 4(rn)∇/ 3(κmΨ)
= g(rn)κmΨ + rn(g(κm)Ψ + κmg(Ψ)−∇/ 3(κm)∇/ 4(Ψ)−∇/ 4(κm)∇/ 3(Ψ))
−∇/ 3(rn)(∇/ 4(κm)Ψ + κm∇/ 4(Ψ))−∇/ 4(rn)(∇/ 3(κm)Ψ + κm∇/ 3(Ψ))
We therefore obtain
g(rnκmΨ) =
(− n(n+ 1) +m(m− 1)− 2nm
4
κκ+m(m− n− 1)ωκ+ (m2 + 2m− n− nm)ρ+ 2m (F )ρ2
−m(m− n− 1)ωκ+ 4m(m+ 1)ωω + 4m2ρωκ−1 − 2m∇/ 3ω
)
rnκmΨ + rnκmg(Ψ)
+
(
m− n
2
κ+ 2mω
)
rnκm∇/ 4(Ψ) +
(
m− n
2
κ− 2mω − 2mρκ−1
)
rnκm∇/ 3(Ψ)
as desired.
We collect here the commutation formulas with the wave operator g and the angular operators.
Lemma A.1.4. Let Ψ be a symmetric traceless 2-tensor, Φ be a 1-form and φ a scalar function.
Then
(−rD/11 +0rD/1)Φ = −KrD/1Φ,
(−rD?/10 +1rD?/1)φ = KrD?/1φ
and
(−rD/22 +1rD/2)Ψ = −3KrD/2Ψ,
(−rD?/21 +2rD?/2)Φ = 3KrD?/2Φ
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Proof. Using the commutators (59) and using that
−D/14/ 1 +4/ 0D/1 = −K D/1,
−D?/14/ 0 +4/ 1D?/0 = K D?/1,
(−D24/ 2 +4/ 1D2)Ψ = −3KD2Ψ,
(−D?/24/ 1 +4/ 2D?/2)Φ = 3K D?/2Φ + Err
the lemma is easily implied.
We collect here a useful computation.
∇/ 3
(
nκκ+mρ+ l (F )ρ2
)
= n∇/ 3(κ)κ+ nκ∇/ 3(κ) +m∇/ 3(ρ) + 2l (F )ρ∇/ 3( (F )ρ)
= n(−1
2
κκ+ 2ωκ+ 2ρ)κ+ nκ(−1
2
κ2 − 2ωκ) +m(−3
2
κρ− κ (F )ρ2) + 2l (F )ρ(−κ (F )ρ)
= −nκκ2 +
(
2n− 3
2
m
)
κρ− (m+ 2l)κ (F )ρ2
(236)
A.2 Spin ±1 Teukolsky equations
In what follows, we treat the case of spin +1 Teukolsky equations. The equivalent equations for
spin −1 are obtained in a similar way.
A.2.1 Spin +1 Teukolsky equation for (F )β
We derive here the spin +1 Teukolsky equation for the electromagnetic component (F )β. Notice
that (F )β is a gauge-dependent quantity, so is its wave equation.
Proposition A.2.1. [Spin +1 Teukolsky equation for (F )β] Let S be a linear gravitational and
electromagnetic perturbation around Reissner-Nordstro¨m. Consider the (gauge-dependent) curva-
ture component (F )β, which is part of the solution S. Then (F )β satisfies the following equation:
g (F )β = −2ω∇/ 4 (F )β + (κ+ 2ω)∇/ 3 (F )β +
(
1
4
κκ+ ωκ− 3ωκ+ (F )ρ2 − 2∇/ 4ω
)
(F )β
+ (F )ρ (2div/ χ̂+ 4β − 2∇/ 3ξ + (κ+ 8ω)ξ)
Proof. Applying ∇/ 4 to (82), and using (75), (71) and (85), we obtain
∇/ 4∇/ 3 (F )β = −
(
1
2
∇/ 4κ− 2∇/ 4ω
)
(F )β −
(
1
2
κ− 2ω
)
∇/ 4 (F )β −∇/ 4D?/1( (F )ρ, (F )σ) + 2∇/ 4η (F )ρ+ 2η∇/ 4 (F )ρ
=
(
1
4
κκ− ωκ− ρ− 2 (F )ρ2 + 2∇/ 4ω
)
(F )β +
(
−1
2
κ+ 2ω
)
∇/ 4 (F )β −∇/ 4D?/1( (F )ρ, (F )σ)
+ (F )ρ
(−2β − 3κη + κη + 2∇/ 3ξ − 8ωξ)
96
We simplify the term ∇/ 4D?/1( (F )ρ, (F )σ) using the commutation formulas (11):
∇/ 4D?/1( (F )ρ, (F )σ)A = ∇/ 4(−∇/A (F )ρ+ /AB∇/B (F )σ)
= −(∇/A∇/ 4 (F )ρ+
[
e4, eA
]
(F )ρ) + /AB(∇/B∇/ 4 (F )σ +
[
e4, e
B
]
(F )σ)
= −(∇/A∇/ 4 (F )ρ+ (ηA + ζA)∇/ 4 (F )ρ+ ξA∇/ 3 (F )ρ−
1
2
κ∇/A (F )ρ)
+/AB(∇/B∇/ 4 (F )σ −
1
2
κ∇/B (F )σ)
= D?/1(∇/ 4 (F )ρ,∇/ 4 (F )σ)− 1
2
κD?/1( (F )ρ, (F )σ)− (η + ζ)∇/ 4 (F )ρ− ξ∇/ 3 (F )ρ
Using (85), (84) and (87) and using that D?/1(div/ , /curl ) = −4/ 1 +K, we obtain:
∇/ 4D?/1( (F )ρ, (F )σ) = D?/1(−κ (F )ρ+ div/ (F )β,−κ (F )σ + curl/ (F )β)− 1
2
κD?/1( (F )ρ, (F )σ)
−(η + ζ)(−κ (F )ρ)− ξ(−κ (F )ρ)
= ∇/ (κ) (F )ρ+ D?/1(div/ (F )β, /curl (F )β)− 3
2
κD?/1( (F )ρ, (F )σ) + κ(η + ζ) (F )ρ+ κξ (F )ρ
= ∇/ (κ) (F )ρ+ (−4/ 1 (F )β +K (F )β)−
3
2
κD?/1( (F )ρ, (F )σ) + κ(η + ζ) (F )ρ+ κξ (F )ρ
This gives
∇/ 4∇/ 3 (F )β =
(
1
4
κκ−K − ωκ− ρ− 2 (F )ρ2 + 2∇/ 4ω
)
(F )β +
(
−1
2
κ+ 2ω
)
∇/ 4 (F )β +4/ 1 (F )β +
3
2
κD?/1( (F )ρ, (F )σ)
+ (F )ρ (−∇/ (κ)− κζ − 2β − 3κη + 2∇/ 3ξ − κξ − 8ωξ)
Substituting D?/1( (F )ρ, (F )σ) using again (82) and using (77) and (81), we obtain
∇/ 4∇/ 3 (F )β =
(
−1
4
κκ− ωκ+ 3ωκ− (F )ρ2 + 2∇/ 4ω
)
(F )β +
(
−1
2
κ+ 2ω
)
∇/ 4 (F )β − 3
2
κ∇/ 3 (F )β +4/ 1 (F )β
+ (F )ρ (−2div/ χ̂− 4β + 2∇/ 3ξ − κξ − 8ωξ)
Therefore, using Lemma A.1.1, we obtain
g (F )β = −
((
−1
4
κκ− ωκ+ 3ωκ− (F )ρ2 + 2∇/ 4ω
)
(F )β +
(
−1
2
κ+ 2ω
)
∇/ 4 (F )β − 3
2
κ∇/ 3 (F )β +4/ 1 (F )β
+ (F )ρ (−2div/ χ̂− 4β + 2∇/ 3ξ − κξ − 8ωξ)
)
+4/ 1 (F )β +
(
−1
2
κ+ 2ω
)
∇/ 3 (F )β − 1
2
κ∇/ 4 (F )β
=
(
1
4
κκ+ ωκ− 3ωκ+ (F )ρ2 − 2∇/ 4ω
)
(F )β − 2ω∇/ 4 (F )β + (κ+ 2ω)∇/ 3 (F )β
+ (F )ρ (2div/ χ̂+ 4β − 2∇/ 3ξ + κξ + 8ωξ)
as desired.
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A.3 Spin ±2 Teukolsky equations
In this section, we derive the case of spin +2 Teukolsky equations. The equivalent equations for
spin −2 are obtained in a similar way.
A.3.1 Spin +2 Teukolsky equation for α
We derive here the spin +2 Teukolsky equation for the gauge independent curvature component α.
This generalizes the celebrated Teukolsky equation in Schwarzschild.
Proposition A.3.1. [Generalized spin +2 Teukolsky equation for α] Let S be a linear gravita-
tional and electromagnetic perturbation around Reissner-Nordstro¨m. Consider the gauge-invariant
curvature component α, which is part of the solution S. Then α satisfies the following equation:
gα = −4ω∇/ 4α+ (2κ+ 4ω)∇/ 3α+
(
1
2
κκ+ 2ω κ− 10ωκ− 8ωω − 4∇/ 4ω − 4ρ+ 4 (F )ρ2
)
α
+4 (F )ρ
(
∇/ 4f + (κ+ 2ω) f
)
Proof. Applying ∇/ 4 to (88), we obtain
∇/ 4∇/ 3α = −1
2
∇/ 4κα− 1
2
κ∇/ 4α+ 4∇/ 4ωα+ 4ω∇/ 4α− 2∇/ 4(D?/2 β)− 3∇/ 4χ̂ρ− 3χ̂∇/ 4ρ− 2∇/ 4 (F )ρf− 2 (F )ρ∇/ 4f
and using (72), (64), (95) and (85), we obtain
∇/ 4∇/ 3α = −1
2
(
−1
2
κκ+ 2ωκ+ 2ρ
)
α− 1
2
κ∇/ 4α+ 4∇/ 4ωα+ 4ω∇/ 4α− 2∇/ 4(D?/2 β)
−3 (−(κ+ 2ω)χ̂− 2D?/2ξ − α) ρ− 3χ̂
(
−3
2
κρ− κ (F )ρ2
)
− 2
(
−κ (F )ρ
)
f− 2 (F )ρ∇/ 4f
=
(
1
4
κκ− ωκ+ 2ρ+ 4∇/ 4ω
)
α−
(
1
2
κ− 4ω
)
∇/ 4α− 2∇/ 4(D?/2 β) + 3ρ
((
5
2
κ+ 2ω
)
χ̂+ 2D?/2ξ
)
+ (F )ρ
(
3κ (F )ρχ̂− 2∇/ 4f + 2κf
)
Using the commutation formula (63) and Bianchi identity (93), and the identity D?/2div/ α = (− 124/ +
K)α, we simplify the term ∇/ 4(D?/2 β):
∇/ 4(D?/2 β) = D?/2(∇/ 4β)− 1
2
κD?/2β
= −5
2
κD?/2β − 2ωD?/2β + D?/2div/ α+ 3ρD?/2ξ + (F )ρ
(
D?/2∇/ 4( (F )β) + 2ωD?/2 (F )β − 2 (F )ρD?/2ξ
)
=
(
−5
2
κ− 2ω
)
D?/2β +
(
−1
2
4/ +K
)
α+ 3ρD?/2ξ
+ (F )ρ
(
∇/ 4(D?/2 (F )β) +
(
1
2
κ+ 2ω
)
D?/2 (F )β − 2 (F )ρD?/2ξ
)
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Therefore, using Lemma A.1.1, we obtain
gα = −∇/ 4∇/ 3α+4/ 2α+
(
−1
2
κ+ 2ω
)
∇/ 3α− 1
2
κ∇/ 4α
=
(
2K − 1
4
κκ+ ωκ− 2ρ− 4∇/ 4ω
)
α− 4ω∇/ 4α+
(
−1
2
κ+ 2ω
)
∇/ 3α
+ (−5κ− 4ω) D?/2β − 3ρ
(
5
2
κ+ 2ω
)
χ̂
+ (F )ρ
(
2∇/ 4(D?/2 (F )β) + (κ+ 4ω) D?/2 (F )β − 4 (F )ρD?/2ξ − 3κ (F )ρχ̂+ 2∇/ 4f− 2κf
)
Using (88) to substitute −2D?/2β = ∇/ 3α+
(
1
2κ− 4ω
)
α+ 3ρχ̂+ 2 (F )ρf and using the definition of f
to substitute D?/2 (F )β = f− (F )ρχ̂ , we obtain:
gα =
(
−3
4
κκ+ ωκ− 4ρ+ 2 (F )ρ2 − 4∇/ 4ω
)
α− 4ω∇/ 4α+
(
−1
2
κ+ 2ω
)
∇/ 3α
+
(
5
2
κ+ 2ω
)(
∇/ 3α+
(
1
2
κ− 4ω
)
α+ 3ρχ̂+ 2 (F )ρf
)
− 3ρ
(
5
2
κ+ 2ω
)
χ̂
+ (F )ρ
(
2∇/ 4
(
f− (F )ρχ̂
)
+ (κ+ 4ω)
(
f− (F )ρχ̂
)
− 4 (F )ρD?/2ξ − 3κ (F )ρχ̂+ 2∇/ 4f− 2κf
)
=
(
1
2
κκ+ 2ωκ− 10ωκ− 8ωω − 4ρ+ 4 (F )ρ2 − 4∇/ 4ω
)
α− 4ω∇/ 4α+ (2κ+ 4ω)∇/ 3α
+4 (F )ρ (∇/ 4f + (κ+ 2ω) f)
where we used (25). We get the desired equation.
Corollary A.1. The derived quantity ψ0 = r
2κ2α verifies the following wave equation:
gψ0 =
(
−1
2
κκ− 4ρ+ 4 (F )ρ2
)
ψ0 +
1
r
(2κκ− 4ρ)ψ1 + 4 (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
Proof. Using Lemma A.1.3, with n = m = 2, we obtain
g(r2κ2α) =
(− 2ωκ+ 2ρ+ 4 (F )ρ2 + 2ωκ+ 24ωω + 16ρωκ−1 − 4∇/ 3ω)r2κ2α+ r2κ2g(α)
+ (4ω) r2κ2∇/ 4(α) +
(−4ω − 4ρκ−1) r2κ2∇/ 3(α)
By Proposition A.3.1, we therefore have
g(r2κ2α) =
(1
2
κκ− 6ρ+ 4 (F )ρ2 − 8ωκ+ 16ρωκ−1)r2κ2α+ (2κ− 4ρκ−1) r2κ2∇/ 3(α)
+4 (F )ρ
(
r2κ2 (∇/ 4f + (κ+ 2ω) f)
)
Finally, using (234) to write r2κ2∇/ 3(α) = ∇/ 3(r2κ2α) + 4ωr2κ2α, we have
g(r2κ2α) =
(
1
2
κκ− 6ρ+ 4 (F )ρ2
)
r2κ2α+
(
2κ− 4ρκ−1)∇/ 3(r2κ2α) + 4 (F )ρ(r2κ2 (∇/ 4f + (κ+ 2ω) f))
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Using Remark 114, we write ∇/ 3(ψ0) = 1rκψ1 − 12κψ0. Using (234) to write r2κ∇/ 4(f) = ∇/ 4(r2κf) +(− 12κ− 2ω − 2ρκ−1) r2κf, we obtain
gψ0 =
(
1
2
κκ− 6ρ+ 4 (F )ρ2
)
ψ0 +
(
2κ− 4ρκ−1)(1
r
κψ1 − 1
2
κψ0
)
+4 (F )ρκ
(
∇/ 4(r2κf) +
(
−1
2
κ− 2ω − 2ρκ−1
)
r2κf + (κ+ 2ω) r2κf
)
=
(
−1
2
κκ− 4ρ+ 4 (F )ρ2
)
ψ0 +
1
r
(2κκ− 4ρ)ψ1 + 4 (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
as desired.
Corollary A.2. The Teukolsky equation for α can be rewritten as
4/ 2ψ0 =
1
r
κ∇/ 4ψ1 + 1
r
(
3
2
κκ− 2ρ
)
ψ1 +
(
−1
2
κκ− 5ρ+ 4 (F )ρ2
)
ψ0 + 4
(F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
Proof. We write, using that ∇/ 3(ψ0) = 1rκψ1 − 12κψ0,
gψ0 = −∇/ 4∇/ 3ψ0 +4/ 2ψ0 +
(
−1
2
κ+ 2ω
)
∇/ 3ψ0 − 1
2
κ∇/ 4ψ0
= −∇/ 4(1
r
κψ1 − 1
2
κψ0) +4/ 2ψ0 +
(
−1
2
κ+ 2ω
)
(
1
r
κψ1 − 1
2
κψ0)− 1
2
κ∇/ 4ψ0
= −∇/ 4(1
r
κ)ψ1 − 1
r
κ∇/ 4ψ1 + 1
2
∇/ 4κψ0 + 1
2
κ∇/ 4ψ0 +4/ 2ψ0 +
(
−1
2
κ+ 2ω
)
(
1
r
κψ1 − 1
2
κψ0)− 1
2
κ∇/ 4ψ0
which therefore gives
gψ0 =
(
1
2
κκ− 2ρ
)
1
r
ψ1 − 1
r
κ∇/ 4ψ1 + ρψ0 +4/ 2ψ0 (237)
Using Corollary A.1, we obtain the desired formula.
A.3.2 Spin +2 Teukolsky equation for f
We derive here the spin +2 Teukolsky equation for the gauge independent curvature component f,
which is part of the generalized system.
Proposition A.3.2. [Generalized spin +2 Teukolsky equation for f] Let S be a linear gravitational
and electromagnetic perturbation around Reissner-Nordstro¨m. Consider the gauge-invariant curva-
ture component f = D?/2 (F )β + (F )ρχ̂, which is part of the solution S. Then f satisfies the following
equation:
g(rf) = −2ω∇/ 4(rf) + (κ+ 2ω)∇/ 3(rf) +
(
−1
2
κκ− 3ρ− 3ωκ+ ωκ− 2∇/ 4ω
)
(rf)
+r (F )ρ (−∇/ 3α− (κ− 4ω)α)
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Proof. By definition of f, we compute
∇/ 3(f) + (κ− 2ω) f = ∇/ 3(D?/2 (F )β + (F )ρχ̂) + (κ− 2ω) (D?/2 (F )β + (F )ρχ̂)
= D?/2∇/ 3 (F )β − 1
2
κD?/2 (F )β +∇/ 3 (F )ρχ̂+ (F )ρ∇/ 3χ̂+ (κ− 2ω) (D?/2 (F )β + (F )ρχ̂)
and using (82) and (66), we obtain
∇/ 3(f) + (κ− 2ω) f = −
(
1
2
κ− 2ω
)
D?/2 (F )β − D?/2D?/1( (F )ρ, (F )σ) + 2 (F )ρD?/2η − 1
2
κD?/2 (F )β − κ (F )ρχ̂
+ (F )ρ(−
(
1
2
κ− 2ω
)
χ̂− 2/D?2η −
1
2
κχ̂) + (κ− 2ω) (D?/2 (F )β + (F )ρχ̂)
therefore giving
∇/ 3(f) + (κ− 2ω) f = −D?/2D?/1( (F )ρ, (F )σ)− 1
2
(F )ρ
(
κχ̂+ κχ̂
)
(238)
Applying ∇/ 4 to (238), we obtain
∇/ 4∇/ 3(f) = − (∇/ 4κ− 2∇/ 4ω) f− (κ− 2ω)∇/ 4f−∇/ 4D?/2D?/1( (F )ρ, (F )σ)− 1
2
∇/ 4 (F )ρ
(
κχ̂+ κχ̂
)
−1
2
(F )ρ
(∇/ 4κχ̂+ κ∇/ 4χ̂+∇/ 4κχ̂+ κ∇/ 4χ̂)
Using (75), (85), (87), (65), (67), (73), we obtain
∇/ 4∇/ 3(f) =
(
1
2
κκ− 2ωκ− 2ρ+ 2∇/ 4ω
)
f− (κ− 2ω)∇/ 4f−∇/ 4D?/2D?/1( (F )ρ, (F )σ)
−1
2
(F )ρ
(
(−3κκ+ 2ρ)χ̂− 2κ2χ̂+ κ(−2D?/2ξ − α)− 2κD?/2η
)
We simplify ∇/ 4D?/2D?/1( (F )ρ, (F )σ) recalling the formulas in Proposition A.2.1:
∇/ 4D?/1( (F )ρ, (F )σ) = (2div/ χ̂+ 2β − 2 (F )ρ (F )β + κη + κξ) (F )ρ+ (−4/ 1 (F )β +K (F )β)−
3
2
κD?/1( (F )ρ, (F )σ)
giving therefore
∇/ 4D?/2D?/1( (F )ρ, (F )σ) = (2D?/2div/ χ̂+ 2D?/2β − 2 (F )ρD?/2 (F )β + κD?/2η + κD?/2ξ) (F )ρ
+(−D?/24/ 1 (F )β +K D?/2 (F )β)− 2κD?/2D?/1( (F )ρ, (F )σ)
and using Lemma A.1.4 and using that D?/2div/ χ̂ = (− 124/ +K)χ̂, we obtain
∇/ 4D?/2D?/1( (F )ρ, (F )σ) = (2Kχ̂+ 2D?/2β − 2 (F )ρD?/2 (F )β + κD?/2η + κD?/2ξ) (F )ρ
−4/ 2(D?/2 (F )β + (F )ρχ̂) + 4K D?/2 (F )β − 2κD?/2D?/1( (F )ρ, (F )σ)
This gives, using (238)
∇/ 4∇/ 3(f)−4/ 2(f) =
(
−3
2
κκ+ 4ωκ− 2ωκ− 2ρ+ 2∇/ 4ω
)
f− (κ− 2ω)∇/ 4f− 2κ∇/ 3(f)
+(κκ+ ρ− 2 (F )ρ2) (F )ρχ̂+ (κκ+ 4ρ− 2 (F )ρ2)D?/2 (F )β
+ (F )ρ(−2D?/2β + 1
2
κα)
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and using (88) to substitute −2D?/2β = ∇/ 3α+
(
1
2κ− 4ω
)
α+ 3ρχ̂+ 2 (F )ρf, we finally have
gf =
(
1
2
κκ− 4ωκ+ 2ωκ− 2ρ− 2∇/ 4ω
)
f +
(
1
2
κ− 2ω
)
∇/ 4f +
(
3
2
κ+ 2ω
)
∇/ 3f
− (F )ρ(∇/ 3α+ (κ− 4ω)α)
Using Lemma A.1.3, we finally have
g(rf) =
(
−1
2
κκ− 3ωκ+ ωκ− 3ρ− 2∇/ 4ω
)
f− 2ω∇/ 4(rf) + (κ+ 2ω)∇/ 3(rf)
−r (F )ρ(∇/ 3α+ (κ− 4ω)α)
as desired.
Corollary A.3. The derived quantity ψ3 = r
2κf verifies the following wave equation:
gψ3 = (−κκ− 3ρ)ψ3 + 1
r
(κκ− 2ρ) qF + (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
Proof. Using Lemma A.1.3 for ψ3 = rκ(rf) with n = m = 1, we obtain
g(ψ3) =
(− ωκ+ ρ+ 2 (F )ρ2 + ωκ+ 8ωω + 4ρωκ−1 − 2∇/ 3ω)ψ3 + rκg(rf)
+ (2ω) rκ∇/ 4(rf) +
(−2ω − 2ρκ−1) rκ∇/ 3(rf)
=
(− 1
2
κκ− 4ρ− 2ωκ+ 4ρωκ−1)ψ3 + (κ− 2ρκ−1) rκ∇/ 3(rf) + r2κ (F )ρ (−∇/ 3α− (κ− 4ω)α)
and writing rκ∇/ 3(rf) = ∇/ 3(ψ3)+2ωψ3 = 1rκψ4 +(− 12κ+2ω)ψ3 and r2κ2∇/ 3(α) = ∇/ 3(ψ0)+4ωψ0 =
1
rκψ1 + (− 12κ+ 4ω)ψ0 we obtain
g(ψ3) =
(− 1
2
κκ− 4ρ− 2ωκ+ 4ρωκ−1)ψ3 + (κ− 2ρκ−1) (1
r
κψ4 + (−1
2
κ+ 2ω)ψ3)
+κ−1 (F )ρ
(
−(1
r
κψ1 + (−1
2
κ+ 4ω)ψ0)− (κ− 4ω)ψ0
)
=
(− κκ− 3ρ)ψ3 + 1
r
(κκ− 2ρ)ψ4 + (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
as desired.
Corollary A.4. The Teukolsky equation for f can be rewritten as
4/ 2ψ3 =
1
r
κ∇/ 4qF + 1
r
(
1
2
κκ
)
qF + (−κκ− 4ρ)ψ3 + (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
Proof. Using (237), we write
gψ3 =
(
1
2
κκ− 2ρ
)
1
r
qF − 1
r
κ∇/ 4qF + ρψ3 +4/ 2ψ3
Using Corollary A.3, we obtain the desired formula.
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B Derivation of the generalized Regge-Wheeler system
Since the derived quantities are defined in terms of the operator P , we derive a general lemma to
compute the wave equation for a derived quantity.
Lemma B.0.1. Let Ψ be a n-tensor. Then PΨ is a n-tensor which verifies the following wave
equation:
g(PΨ) =
1
r
(−κκ+ 2ρ)P (P (Ψ)) +
(
1
2
κκ− 4ρ− 2 (F )ρ2
)
P (Ψ) +
(
1
2
ρ+ (F )ρ2
)
rΨ
+
3
2
rg(Ψ) + κ−1r∇/ 3(g(Ψ))
Proof. Writing PΨ = rκ−1∇/ 3Ψ + 12rΨ, we have
g(PΨ) = g(rκ−1∇/ 3Ψ) + 1
2
g(rΨ)
We apply Lemma A.1.3 for both terms. For n = 1, m = 0 we have
g(rΨ) =
(− 1
2
κκ− ρ)rΨ + rg(Ψ) + (−1
2
κ
)
r∇/ 4(Ψ) +
(
−1
2
κ
)
r∇/ 3(Ψ)
and for n = 1, m = −1 we have
g(rκ−1∇/ 3Ψ) =
(
−3
2
κκ+ 3ωκ− ρ− 2 (F )ρ2 − 3ωκ+ 4ρωκ−1 + 2∇/ 3ω
)
rκ−1∇/ 3Ψ + rκ−1g(∇/ 3Ψ)
+ (−κ− 2ω) rκ−1∇/ 4(∇/ 3Ψ) +
(−κ+ 2ω + 2ρκ−1) rκ−1∇/ 3(∇/ 3Ψ)
Using that
g(∇/ 3(Ψ)) = ∇/ 3(g(Ψ)) + [g,∇/ 3]Ψ =
= ∇/ 3(g(Ψ)) + κgΨ− 2ω∇/ 3(∇/ 3(Ψ)) + (κ+ 2ω)∇/ 4(∇/ 3(Ψ)) +
+
(
1
4
κκ− 3ωκ+ ωκ− 8ωω − ρ− 2 (F )ρ2 + 2∇/ 4(ω)
)
∇/ 3(Ψ) + 1
4
κ2∇/ 4(Ψ)
we obtain
g(rκ−1∇/ 3Ψ) =
(
−5
4
κκ− 2 (F )ρ2 − 2ωκ+ 4ρωκ−1
)
rκ−1∇/ 3Ψ + rκ−1∇/ 3(g(Ψ)) + rgΨ + 1
4
κr∇/ 4(Ψ)
+
(−κ+ 2ρκ−1) rκ−1∇/ 3(∇/ 3Ψ)
Putting these two together we obtain
g(PΨ) =
(−κ+ 2ρκ−1) rκ−1∇/ 3∇/ 3Ψ + (−3
2
κκ− 2ωκ+ 4ρωκ−1 − 2 (F )ρ2
)
rκ−1∇/ 3Ψ +
(
−1
4
κκ− 1
2
ρ
)
rΨ
+rκ−1∇/ 3(g(Ψ)) + 3
2
rgΨ
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Writing
∇/ 3(Ψ) = 1
r
κ(PΨ)− 1
2
κΨ,
∇/ 3∇/ 3Ψ = 1
r2
κ2P (P (Ψ))− 2
r
(κ2 + ωκ)(PΨ) + (
1
2
κ2 + ωκ)Ψ
we obtain the desired formula.
We derive the following useful lemma to compute the wave equations of the derived quantities.
Lemma B.0.2. Let Ψ be a n-tensor which verifies a wave equation of the form:
gΨ = AP−1(Ψ) +BΨ + CP (Ψ) +M, (239)
where A, B, C are coefficients of the wave equation, and M is the right hand side. Then the
n-tensor P (Ψ) verifies the wave equation:
g(PΨ) =
(
κ−1r∇/ 3(A) + rA
)
P−1(Ψ) +
(
κ−1r∇/ 3(B) + rB +A+ 1
2
rρ+ r (F )ρ2
)
Ψ
+
(
B + κ−1r∇/ 3(C) + rC + 1
2
κκ− 4ρ− 2 (F )ρ2
)
P (Ψ) +
(
C +
1
r
(−κκ+ 2ρ)
)
P (P (Ψ))
+κ−1r∇/ 3M + 3
2
rM
Proof. By Lemma B.0.1, we have
g(PΨ) =
1
r
(−κκ+ 2ρ)P (P (Ψ)) +
(
1
2
κκ− 4ρ− 2 (F )ρ2
)
P (Ψ) +
(
1
2
ρ+ (F )ρ2
)
rΨ
+
3
2
rg(Ψ) + κ−1r∇/ 3(g(Ψ))
Substituting the expression for gΨ in ∇/ 3(g(Ψ)), we compute:
∇/ 3(g(Ψ)) = ∇/ 3(A)P−1(Ψ) +A∇/ 3P−1(Ψ) +∇/ 3(B)Ψ +B∇/ 3Ψ +∇/ 3(C)P (Ψ) + C∇/ 3P (Ψ) +∇/ 3M
Writing ∇/ 3f = 1rκ Pf − 12κf , we have
∇/ 3(g(Ψ)) = ∇/ 3(A)P−1(Ψ) +A
(
1
r
κ Ψ− 1
2
κP−1(Ψ)
)
+∇/ 3(B)Ψ +B(1
r
κ PΨ− 1
2
κΨ)
+∇/ 3(C)P (Ψ) + C
(
1
r
κ PPΨ− 1
2
κPΨ
)
+∇/ 3M
=
(
∇/ 3(A)− 1
2
κA
)
P−1(Ψ) +
(
∇/ 3(B)− 1
2
κB +
1
r
κA
)
Ψ +
(
1
r
κB +∇/ 3(C)− 1
2
κC
)
PΨ
+
1
r
κC PPΨ +∇/ 3M
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Therefore, putting the pieces together:
g(PΨ) =
(
κ−1r∇/ 3(A) + rA
)
P−1(Ψ) +
(
κ−1r∇/ 3(B) + rB +A+ 1
2
rρ+ r (F )ρ2
)
Ψ
+
(
B + κ−1r∇/ 3(C) + rC + 1
2
κκ− 4ρ− 2 (F )ρ2
)
PΨ +
(
C +
1
r
(−κκ+ 2ρ)
)
PPΨ
+κ−1r∇/ 3M + 3
2
rM
as desired.
We will use the spin +2 Teukolsky equations for ψ0 and ψ3 and Lemma B.0.2 to compute the
wave equations of q and qF.
B.1 Wave equation for qF
We derive here the wave equation for qF.
Proposition B.1.1. Let S be a linear gravitational and electromagnetic perturbation around Reissner-
Nordstro¨m. Consider the gauge-invariant derived quantity qF, which is part of the solution S. Then
qF satisfies the following equation:
gqF + (κκ+ 3ρ) qF = (F )ρ
(
−1
r
q + 4r (F )ρ ψ3
)
Proof. Recall that qF = ψ4 = P (ψ3). By Corollary A.3, we have that ψ3 verifies a wave equation of
the form (239) , so we can make use of Lemma B.0.2, with A = 0, B = −κκ− 3ρ, C = 1r (κκ− 2ρ)
and M = (F )ρ
(− 1rψ1 − 12ψ0), and obtain
g(qF) =
(
κ−1r∇/ 3(−κκ− 3ρ) + r(−κκ− 3ρ) + 1
2
rρ+ r (F )ρ2
)
ψ3
+
(
−κκ− 3ρ+ κ−1r∇/ 3(1
r
(κκ− 2ρ)) + r1
r
(κκ− 2ρ) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
qF
+
(
1
r
(κκ− 2ρ) + 1
r
(−κκ+ 2ρ)
)
P (qF)
+κ−1r∇/ 3M + 3
2
rM
=
(
κ−1r(κκ2 +
5
2
κρ+ 3κ (F )ρ2) + r(−κκ− 3ρ) + 1
2
rρ+ r (F )ρ2
)
ψ3
+
(
−κκ− 3ρ− 1
2
(κκ− 2ρ) + κ−1(−κκ2 + 5κρ+ 2κ (F )ρ2) + r1
r
(κκ− 2ρ) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
qF
+κ−1r∇/ 3M + 3
2
rM
= (−κκ− 3ρ) qF + 4r (F )ρ2 ψ3 + κ−1r∇/ 3M + 3
2
rM
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We compute κ−1r∇/ 3M + 32rM :
κ−1r∇/ 3M + 3
2
rM = κ−1r∇/ 3( (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
) +
3
2
r (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
= −r (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
+ κ−1r (F )ρ∇/ 3
(
−1
r
ψ1 − 1
2
ψ0
)
+
3
2
r (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
= κ−1r (F )ρ
(
r−1
1
2
κψ1 − 1
r
∇/ 3ψ1 − 1
2
∇/ 3ψ0
)
+
1
2
r (F )ρ
(
−1
r
ψ1 − 1
2
ψ0
)
and writing ∇/ 3(ψ0) = 1rκψ1 − 12κψ0 and ∇/ 3(ψ1) = 1rκq− 12κψ1, we obtain
κ−1r∇/ 3M + 3
2
rM = κ−1r (F )ρ
(
−1
r
(
1
r
κq− 1
2
κψ1)− 1
2
(
1
r
κψ1 − 1
2
κψ0)
)
+
1
2
r (F )ρ
(
−1
2
ψ0
)
= − (F )ρ
(
1
r
q
)
giving the desired equation.
B.2 Wave equation for q
We first derive the wave equation for ψ1.
Proposition B.2.1. The derived quantity ψ1 verifies the following wave equation
gψ1 =
(
3
2
rρ+ r (F )ρ2
)
ψ0 +
(
−κκ+ 6 (F )ρ2
)
ψ1 +
1
r
(κκ− 2ρ) ψ2
+2 (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
Proof. Recall that ψ1 = P (ψ0). By Corollary A.1, we have that ψ0 verifies a wave equation of
the form (239) , so we can make use of Lemma B.0.2, with A = 0, B = − 12κκ − 4ρ + 4 (F )ρ2,
C = 1r (2κκ− 4ρ) and M = 4 (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2κκ− 2ρ
)
ψ3
)
, and obtain
g(ψ1) =
(
κ−1r∇/ 3(−1
2
κκ− 4ρ+ 4 (F )ρ2) + r(−1
2
κκ− 4ρ+ 4 (F )ρ2) + 1
2
rρ+ r (F )ρ2
)
ψ0
+
(
−1
2
κκ− 4ρ+ 4 (F )ρ2 + κ−1r∇/ 3(1
r
(2κκ− 4ρ)) + r1
r
(2κκ− 4ρ) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
ψ1
+
(
1
r
(2κκ− 4ρ) + 1
r
(−κκ+ 2ρ)
)
ψ2 + κ
−1r∇/ 3M + 3
2
rM
=
(
κ−1r(
1
2
κκ2 + 5κρ− 4κ (F )ρ2) + r(−1
2
κκ− 4ρ+ 4 (F )ρ2) + 1
2
rρ+ r (F )ρ2
)
ψ0
+
(
−1
2
κκ− 4ρ+ 4 (F )ρ2 + (κκ− 2ρ) + 2κ−1(−κκ2 + 5κρ+ 2κ (F )ρ2) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
ψ1
+
1
r
(κκ− 2ρ) ψ2 + κ−1r∇/ 3M + 3
2
rM
=
(
3
2
rρ+ r (F )ρ2
)
ψ0 +
(
−κκ+ 6 (F )ρ2
)
ψ1 +
1
r
(κκ− 2ρ) ψ2 + κ−1r∇/ 3M + 3
2
rM
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We compute κ−1r∇/ 3M + 32rM :
κ−1r∇/ 3M + 3
2
rM = 4κ−1r∇/ 3( (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
) + 6r (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
= 4κ−1r (F )ρ∇/ 3
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
+ 2r (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
= 4κ−1r (F )ρ
(
∇/ 3κ∇/ 4(ψ3) + κ∇/ 3∇/ 4(ψ3) +∇/ 3
(
1
2
κκ− 2ρ
)
ψ3 +
(
1
2
κκ− 2ρ
)
∇/ 3ψ3
)
+2r (F )ρ
(
κ∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
ψ3
)
= 4κ−1r (F )ρ
(
κ∇/ 3∇/ 4(ψ3) +
(
1
2
κκ− 2ρ
)
∇/ 3ψ3
)
+2r (F )ρ
(
− 4ω∇/ 4(ψ3) +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
ψ3
)
Writing ∇/ 3(ψ3) = 1rκqF − 12κψ3, and
∇/ 3∇/ 4(ψ3) = ∇/ 4∇/ 3(ψ3)− 2ω∇/ 3ψ3 + 2ω∇/ 4ψ3 = ∇/ 4(1
r
κqF − 1
2
κψ3)− 2ω(1
r
κqF − 1
2
κψ3) + 2ω∇/ 4ψ3
= ∇/ 4(1
r
κ)qF +
1
r
κ∇/ 4(qF)− 1
2
∇/ 4κψ3 − 1
2
κ∇/ 4ψ3 − 2ω(1
r
κqF − 1
2
κψ3) + 2ω∇/ 4ψ3
= (−κ+ 2ω + 2ρκ−1)1
r
κqF +
1
r
κ∇/ 4(qF)− 1
2
(−1
2
κκ+ 2ωκ+ 2ρ)ψ3 − 1
2
κ∇/ 4ψ3 − 2ω(1
r
κqF − 1
2
κψ3) + 2ω∇/ 4ψ3
=
1
r
(−κκ+ 2ρ)qF + 1
r
κ∇/ 4(qF) + (1
4
κκ− ρ)ψ3 + (−1
2
κ+ 2ω)∇/ 4ψ3
which therefore gives
κ−1r∇/ 3M + 3
2
rM = 2 (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
We get the desired equation.
We derive here the wave equation for q.
Proposition B.2.2. Let S be a linear gravitational and electromagnetic perturbation around Reissner-
Nordstro¨m. Consider the gauge-invariant derived quantity qF, which is part of the solution S. Then
qF satisfies the following equation:
gq +
(
κκ− 10 (F )ρ2
)
q = r (F )ρ
(
44/ 2qF − 4κ∇/ 4qF − 4κ∇/ 3qF +
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF
)
+r (F )ρ
(
− 2r (F )ρψ0 − 4 (F )ρψ1 + (−12ρ− 40 (F )ρ2) rψ3
)
Proof. Recall that q = ψ2 = P (ψ1). By Proposition B.2.1, we have that ψ1 verifies a wave equation
of the form (239) , so we can make use of Lemma B.0.2, with A = 32rρ+ r
(F )ρ2, B = −κκ+ 6 (F )ρ2,
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C = 1r (κκ− 2ρ) and M = 2 (F )ρ
(
2κ∇/ 4(qF) − κκqF − rκ∇/ 4ψ3 +
(− 12κκ+ 6ρ+ 4 (F )ρ2) rψ3), and
obtain
g(q) =
(
κ−1r∇/ 3(3
2
rρ+ r (F )ρ2) + r(
3
2
rρ+ r (F )ρ2)
)
ψ0
+
(
κ−1r∇/ 3(−κκ+ 6 (F )ρ2) + r(−κκ+ 6 (F )ρ2) + 3
2
rρ+ r (F )ρ2 +
1
2
rρ+ r (F )ρ2
)
ψ1
+
(
−κκ+ 6 (F )ρ2 + κ−1r∇/ 3(1
r
(κκ− 2ρ)) + r1
r
(κκ− 2ρ) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
q
+
(
1
r
(κκ− 2ρ) + 1
r
(−κκ+ 2ρ)
)
P (q)
+κ−1r∇/ 3M + 3
2
rM
=
(
r2
1
2
(
3
2
ρ+ (F )ρ2) + κ−1r2(−9
4
κρ− 7
2
κ (F )ρ2) + r(
3
2
rρ+ r (F )ρ2)
)
ψ0
+
(
κ−1r(κκ2 − 2κρ− 12κ (F )ρ2) + r(−κκ+ 6 (F )ρ2) + 3
2
rρ+ r (F )ρ2 +
1
2
rρ+ r (F )ρ2
)
ψ1
+
(
−κκ+ 6 (F )ρ2 − 1
2
(κκ− 2ρ) + κ−1(−κκ2 + 5κρ+ 2κ (F )ρ2) + r1
r
(κκ− 2ρ) + 1
2
κκ− 4ρ− 2 (F )ρ2
)
q
+κ−1r∇/ 3M + 3
2
rM
= −2r2 (F )ρ2ψ0 − 4r (F )ρ2ψ1 +
(
−κκ+ 6 (F )ρ2
)
q + κ−1r∇/ 3M + 3
2
rM
We compute κ−1r∇/ 3M + 32rM :
κ−1r∇/ 3M + 3
2
rM = κ−1r∇/ 3(2 (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
)
+3r (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
= 2κ−1r (F )ρ
(
2∇/ 3κ∇/ 4(qF) + 2κ∇/ 3∇/ 4(qF)−∇/ 3(κκ)qF − κκ∇/ 3qF −∇/ 3(rκ)∇/ 4ψ3 − rκ∇/ 3∇/ 4ψ3
)
+2κ−1r (F )ρ
(
∇/ 3
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
∇/ 3(rψ3)
)
+r (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
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which gives
κ−1r∇/ 3M + 3
2
rM = 2κ−1r (F )ρ
(
2(−1
2
κ2 − 2ωκ)∇/ 4(qF) + 2κ∇/ 3∇/ 4(qF)− (−κκ2 + 2κρ)qF − κκ∇/ 3qF
−(−2ωrκ)∇/ 4ψ3 − rκ∇/ 3∇/ 4ψ3
)
+2κ−1r (F )ρ
(
(
1
2
κκ2 − 10κρ− 14κ (F )ρ2)rψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
(
1
2
κrψ3 + r∇/ 3ψ3)
)
+r (F )ρ
(
2κ∇/ 4(qF)− κκqF − rκ∇/ 4ψ3 +
(
−1
2
κκ+ 6ρ+ 4 (F )ρ2
)
rψ3
)
Substituting the expression for ∇/ 3∇/ 4ψ3 and writing ∇/ 3(ψ3) = 1rκqF − 12κψ3, we obtain
κ−1r∇/ 3M + 3
2
rM = r (F )ρ
(
− 8ω∇/ 4(qF) + 4∇/ 3∇/ 4(qF) + (κκ− 4ρ)qF − 2κ∇/ 3qF + (−κ+ 4ω)r∇/ 4ψ3 − 2r∇/ 3∇/ 4ψ3
)
+κ−1r (F )ρ
(
−κκ+ 12ρ+ 8 (F )ρ2
)
r∇/ 3ψ3 + r (F )ρ
(
−8ρ− 20 (F )ρ2
)
rψ3
= r (F )ρ
(
4∇/ 3∇/ 4(qF) + (−2κ− 8ω)∇/ 4(qF)− 2κ∇/ 3qF + (2κκ+ 4ρ+ 8 (F )ρ2)qF
)
+r (F )ρ
(
−12ρ− 24 (F )ρ2
)
rψ3
From (232) and Proposition B.1.1, we write
∇/ 3∇/ 4qF = −gqF +4/ 2qF +
(
−1
2
κ+ 2ω
)
∇/ 4qF − 1
2
κ∇/ 3qF
= 4/ 2qF +
(
−1
2
κ+ 2ω
)
∇/ 4qF − 1
2
κ∇/ 3qF + (κκ+ 3ρ) qF + (F )ρ
(
1
r
q− 4r (F )ρ ψ3
)
and substituting in the above we obtain
κ−1r∇/ 3M + 3
2
rM = r (F )ρ
(
44/ 2qF + (−2κ+ 8ω)∇/ 4qF − 2κ∇/ 3qF + (4κκ+ 12ρ) qF + 4 (F )ρ
(
1
r
q− 4r (F )ρ ψ3
)
+(−2κ− 8ω)∇/ 4(qF)− 2κ∇/ 3qF + (2κκ+ 4ρ+ 8 (F )ρ2)qF
)
+r (F )ρ
(
−12ρ− 24 (F )ρ2
)
rψ3
= r (F )ρ
(
44/ 2qF − 4κ∇/ 4qF − 4κ∇/ 3qF +
(
6κκ+ 16ρ+ 8 (F )ρ2
)
qF + (−12ρ− 40 (F )ρ2) rψ3
)
+4 (F )ρ2q
This finally gives the desired equation.
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