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บทคัดย่อ
เป้าหมายของการวิเคราะห์แบบจ�าลองคือ การได้แบบจ�าลองที่ดีที่สุดส�าหรับข้อมูลที่ศึกษา แต่เมื่อข้อมูลที่ศึกษา 
มีค่าสุดขีดเกิดขึ้น นักวิเคราะห์ส่วนใหญ่มักจะตัดข้อมูลนั้นทิ้งไปไม่น�ามาพิจารณาเพื่อหาแบบจ�าลอง เนื่องจาก 
มีความซับซ้อนและยุ่งยากในการวิเคราะห์ แต่ในความเป็นจริง ถ้านักวิเคราะห์ต้องการทราบถึงความน่าจะเป็นใน 
การเกิดขึ้นของเหตุการณ์ที่มีค่าสูงสุดหรือต�่าสุดซึ่งอยู่ในส่วนของปลายหางซึ่งมีค่าน้อยมาก เครื่องมือทางสถิติท่ี
มีบทบาทเก่ียวข้องในเรื่องนี้คือ “ทฤษฎีค่าสุดขีด” บทความนี้มีจุดประสงค์เพื่อยกตัวอย่างการประยุกต์ใช้ทฤษฎี 
ค่าสุดขดีกับข้อมลูจรงิในสาขาวชิาต่างๆ พร้อมทัง้กล่าวถงึแนวความคดิและการพฒันาทฤษฎีค่าสุดขดี และท�าการสรปุ 
สถิติอนุมานของค่าสุดขีด การแจกแจงของค่าสุดขีด ได้แก่ การแจกแจงค่าสุดขีดวางนัยทั่วไป และการแจกแจง 
พาเรโตวางนัยทั่วไป เป็นต้น พร้อมท้ังตรวจสอบความเหมาะสมของแบบจ�าลองค่าสุดขีด คาบเวลาการเกิดซ�้า และ 
การหาค่าระดับการเกิดซ�้าในรอบปีที่สนใจ
ค�าส�าคัญ: ทฤษฎีค่าสุดขีด การแจกแจงค่าสุดขีดวางนัยทั่วไป การแจกแจงพาเรโตวางนัยท่ัวไป ระดับการเกิดซ�้า 
คาบเวลาการเกิดซ�้า
การอ้างอิงบทความ: ปิยภัทร บุษบาบดินทร์ และ อรุณ แก้วมั่น, “สถิติค่าสุดขีด,” วารสารวิชาการพระจอมเกล้าพระนครเหนือ, ปีที่ 25, 
ฉบับที่ 2, หน้า 315 - 324, พ.ค. - ส.ค. 2558. http://dx.doi.org/10.14416/j.kmutnb.2015.01.003
316
The Journal of KMUTNB., Vol. 25, No. 2, May. - Aug. 2015
วารสารวชิาการพระจอมเกลา้พระนครเหนือ ปีที ่25 ฉบบัที ่2 พ.ค. - ส.ค. 2558
Extreme Values Statistics
Piyapatr Busababodhin* and Arun Keawmun
Lecturer, Department of Mathematics, Faculty of Science, Mahasarakham University, Maha Sarakham, Thailand
* Corresponding Author, Tel. 08-9542-6396, E-mail: piyapatr.b@msu.ac.th
Received 15 July 2014; Accepted 15 January 2015; Published online: 15 May 2015
DOI: 10.14416/j.kmutnb.2015.01.003  © 2015 King Mongkut’s University of Technology North Bangkok. All Rights Reserved.
Abstract
One of the greatest achievements of modeling is to find an optimal model for the data.  If the extreme value 
is included, an analyst usually cuts them  out from the data because of its  complexity.  In practice, if an analyst 
wants to know the extreme event’s probability which there is extreme values in the tailed .  The statistical tool 
which is very popular which is called “Extreme Value Theory.”  This article aims to give a sample, self-contained 
introduction  to the motivations and basic ideas behind the development of extreme value theory. Also briefly 
covered are the inference statistics of extreme value and its  distribution such as generalized extreme value 
distribution and generalized Pareto distribution theory, how to check and find optimal extreme value modeling, 
and return period and return level.
Keywords: Extreme Value Theory, Generalized Extreme Value Distribution, Generalized Pareto Distribution, 
Return Level, Return Period
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1. บทน�า
















ในปี ค.ศ. 2000 Kotz และ Nadaraja [1] ได้กล่าวว่าการ
แจกแจงค่าสุดขีดได้ถูกค้นพบครั้งแรกในปี ค.ศ. 1709 
โดย Bernulli และถูกประยุกต์ใช้ครั้งแรกโดย Fuller 











ความเส่ียง (Value at Risk: VaR) ในสถาบันการเงิน 
และบริษัทที่มีการลงทุนด้านหลักทรัพย์หรือสินทรัพย์ 










ได้ในการก่อสร้างอาคาร เช่น การสร้างสะพาน อุปกรณ์ 
ขุดเจาะน�้ามัน และใช้ในการประมาณค่าระดับมลพิษ 







 เหตุการณ์สุดขีด (Extreme Events) คือเหตุการณ์
ของตัวแปรสุ่มที่มีโอกาสเกิดขึ้นมากกว่าค่าคาดหวังของ
ตัวแปรสุ่ม สมมติให้ Xi เมื่อ i = 1,2,...,n เป็นตัวแปรสุ่ม 
ที่อิสระต่อกัน และมีฟ ังก ์ชันความน่าจะเป็นสะสม 
F(x;θ) ≡ Pr(Xi ≤ x) เดียวกัน ก�าหนดให้ค่าสูงสุดของ
ตัวแปรสุ่ม คือ X(n) = Max(X1, X2,..., Xn ) ที่มีฟังก์ชัน 
การแจกแจงเป็น Fn (x) ซึ่งมีความสัมพันธ์กับ F(x;θ) 
โดยมีเงื่อนไขดังต่อไปนี้ 
 Fn (n) ≡ Pr(X(n) ≤ x)
  ≡ Pr(X1 ≤ x, X2 ≤ x,... Xn ≤ x)
  ≡ Pr(X1 ≤ x) · Pr(X2 ≤ x)·...· Pr(Xn ≤ x)    ≡ Fn (x) ·
เมื่อ n → ∞ พบว่า Pr(X(n) ≤ x) ลู่เข้าสู่ F(x;θ) และ 
x(n) = (X(n) - bn)/an เป็นฟังก์ชนัการแจกแจงความน่าจะเป็น
แบบนอนดีเจนเนอเรต (Non-degenerate Distribution) 
ของ F(x;θ) โดยที่ an  และ bn เป็นค่าคงที่ ดังนั้น
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 Pr(X(n) ≤ x) = Pr((X(n) - bn)/an ≤ x)
  = Pr(X(n) ≤ an x + bn)
  = F n(an x + bn) → F(x) เมื่อ n → ∞ .
 อาจจะเรียกทฤษฎีค่าสุดขีดว่า “ทฤษฎีสามแบบ” 
(Three Types Theorem) ตามลกัษณะของลมิติการแจกแจง 
ของฟังก์ชัน F(x;θ) ตามรูปที่ 1 [12] ดังนี้
 แบบที ่1 กัมเบล (Gumbel Type)
 F(x) = exp(-exp(-x))
เมื่อ -∞ < x < ∞ ;
 แบบที ่2 ฟรีเชท (Fréchet Type) 
 F(x) = exp(-x-a)
เมื่อ -∞ < x < ∞ และ a > 0
พบว่าถ้า F(x) = 0 เมื่อ x < 0;
 แบบที ่3 ไวล์บูล (Weibull Type)
 F(x) = exp(-(-x)-a)
เมื่อ -∞ < x < ∞และ a > 0





วิเคราะห์ ดังแสดงในรูปที่ 2 ได้แก่ การแจกแจงค่าสุดขีด
วางนยัทัว่ไป (Generalized Extreme Value Distribution: 
GEV) และการแจกแจงพาเรโตวางนยัท่ัวไป (Generalized 
Pareto Distribution: GPD) ซึ่งการสร้างแบบจ�าลองด้วย 
GEV เหมาะส�าหรับวิเคราะห์ค่าสุดขีดในช่วงคาบเวลาท่ี
สนใจ เช่น รายปี รายเดือน รายไตรมาส หรือรายสัปดาห์ 
เป็นต้น ซึง่ค่าสังเกตท่ีรวบรวมไว้ควรจะมจี�านวนมากกว่า 




GPD จะมคีวามเหมาะสมกว่า GEV เนือ่ง GPD จะอธบิาย
ลักษณะข้อมูลที่มีการแจกแจงแบบมีหางที่หนัก (Heavy-
tailed Distribution) ได้ดีกว่า และจ�านวนค่าสุดขีดท่ี 
น�ามาวิเคราะห์ด้วย GPD จะมีจ�านวนมากกว่าข้อมูลท่ี 
น�ามาวิเคราะห์ด้วย GEV ซึ่งสามารถลดความไม่แน่นอน
ที่เกิดขึ้นจากการสุ่มตัวอย่างได้ การสร้างแบบจ�าลอง





 ดังนั้น การสร้างแบบจ�าลองด้วย GPD จึงได้รับ
ความนิยมอย่างแพร่หลายและเหมาะส�าหรับวิเคราะห ์
ข้อมูลด้านอุตุวิทยาและอุทกวิทยาเพื่อวิเคราะห์ความ 
รูปที่ 1 การแจกแจงกัมเบล ฟรเีชท และไวล์บลู เมือ่ก�าหนด 
α = 0 
 (A) (B)
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เสียหายของเหตุการณ์รุนแรงท่ีมีโอกาสเกิดขึ้นได้ยาก 
(รายละเอียดเพิ่มเติม [6], [7], [9], [10], [13], [14])
3.1 การแจกแจงค่าสุดขีดวางนัยทั่วไป (Generalized 
Extreme Value Distribution: GEV)
 สมมตใิห้ Xi เมือ่ i = 1, 2,..., n เป็นตวัแปรสุ่มทีอ่สิระ 
ต่อกันและมฟัีงก์ชนัหนาแน่นความน่าจะเป็น F(x;θ) เดียวกัน 
ค่าสูงสุดของตัวแปรสุ่มคือ X(n) = Max(X1, X2,..., Xn ) 
ซึ่งจะประยุกต์ใช้ในเรื่องนี้ในรูปแบบของการแจกแจง 
ค่าสดุขดีวางนยัท่ัวไป ทีม่พีารามเิตอร์ท่ีก�ากับการเกดิขึน้
ทัง้หมด 3 พารามเิตอร์คือ μ แสดงถงึต�าแหน่ง (Location) 
σ แสดงถึงขนาด (Scale) และ ξ แสดงถึงรูปร่าง (Shape)
 ส�าหรบั  GEV  ถกูพฒันาขึน้ใน ค.ศ. 1955  โดย Jenkinson 
[15] สามารถเขียนฟังก์ชันการแจกแจงค่าสุดขีดได้ 3 
การแจกแจง ได้แก่ การแจกแจงกัมเบล (Gumbel Distribution) 
การแจกแจงฟรเีชท (Fréchet Distribution) และการแจกแจง 
ไวล์บูล (Weibull Distribution) ต่อมาในปี ค.ศ. 1978 
Galambos [16] ได้สร้างฟังก์ชันการแจกแจงสะสม 




(Probability Distribution Function: pdf) ของ GEV ดงันี้
  (2)
ส�าหรับ  
 จากสมการที ่ (1) และ (2) พบว่า เมื่อ ξ = 0 เรียก 
การแจกแจงค่าสดุขดีวางนยัท่ัวไปว่า “การแจกแจงกมัเบล” 
เมื่อ ξ > 0 เรียกการแจกแจงค่าสุดขีดวางนัยทั่วไปว่า 
“การแจกแจงฟรีเซท” และเมื่อ ξ < 0 เรียกการแจกแจง 
ค่าสุดขีดวางนัยทั่วไปว่า “การแจกแจงไวล์บูล” 
 ส�าหรับความสัมพันธ์ระหว่างพารามิเตอร์ μ และ σ 
กับโมเมนต์ที่ k ของสมการที่ (1) เป็นดังนี้
 ถ้าก�าหนด  สามารถค�านวณโมเมนต์ที่ 1 ของ
สมการที่ (1) ได้จาก 
 
เมื่อ Γ(x) แทนฟังก์ชันแกมมา
 กรณีที ่ξ → 0 สามารถค�านวณโมเมนต์ที่ 1 ได้จาก 
E(x) = μ + σξ เมื่อ ξ = 0.577... เป็นค่าคงที่ออยเลอร์ 
(Euler Constant)
 และสามารถค�านวณโมเมนต์ที่ 2 (ความแปรปรวน) 
ของสมการที่ (1) เมื่อก�าหนด  ดังนี้
 , 
และเมื่อ ξ → 0 พบว่า 
3.2 การแจกแจงพาเรโตวางนัยทั่วไป (Generalized 
Pareto Distribution: GPD)
 การวิเคราะห์แบบจ�าลองของค่าสุดขีดด้วย GEV 
ซึง่เป็นวธิทีีพ่จิารณาข้อมลูท่ีสูงสุดในแต่ละช่วงคาบเวลาที่
ผู้วิเคราะหส์นใจ แต่ถ้าต้องการวิเคราะห์การแจกแจงของ 
ปลายหางของข้อมลูเหล่านี ้หรอืวเิคราะห์ (x) = 1 - F(x) 
เมื่อข้อมูลมีจ�านวนมาก ท�าได้โดยประยุกต์ใช้อนุกรม 
เทเลอร์ (Taylor Series Extension) กับสมการท่ี (1) 
ซึ่งสามารถเขียนฟังก์ชันใหม่ได้ดังนี้
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เมื่อ  เรียกฟังก์ชันนี้ว ่า “การแจกแจง 
พาเรโตวางนัยทั่วไป” 
 โดยปกตจิะเหน็ว่าเหตกุารณ์ทีเ่กิดค่าสดุขดี ค่า Xi จะมี
ค่าสงูกว่าค่า u (Threshold) ทีก่�าหนด ถ้า u มค่ีามากจะท�าให้
ฟังก์ชนัการแจกแจงของ Xi - u มเีงือ่นไขเมือ่ Xi > u ดงันี้
  (3)
ส�าหรับ  เมื่อ 
 จากสมการที่ (3) เป็นการแจกแจงที่อยู ่ในกลุ ่ม 
การแจกแจงเดียวกันกับการแจกแจงพาเรโต โดยค่า 
σu เป็นพารามิเตอร์แสดงขนาด เมื่อ u > u0 พบว่า 
σu = σu0+ ξ(u - u0) ดังนั้นค่าพารามิเตอร์ขนาด (ξ) จะ
เปลี่ยนไป ยกเว้นเมื่อ ξ = 0 การแจกแจง GPD จะไม่มี
การเปลี่ยนแปลง การปรับพารามิเตอร์ขนาดจะปรับโดย
สมการ  เมื่อค่า u0 คือค่าต�่าที่สุดของ u และ
ตัวประมาณของ  และ ξ เป็นค่าคงที่ ซึ่งสามารถเขียน
ฟังก์ชันความน่าจะเป็นของการแจกแจงพาเรโต ได้ดังนี้
  (4)
เมื่อ σ > 0 และ  -∞ < ξ < ∞
4. การประมาณค่าพารามิเตอร์  (Parameter Estimation)
 การประมาณพารามิเตอร์ส�าหรับ GEV และ GPD 
ในบทความนี้ผู ้เขียนขอกล่าวถึงเฉพาะการประมาณ 
ค่าพารามิเตอร์แบบจุดด้วยวิธีความน่าจะเป็นสูงสุด 
(Maximum Likelihood Estimation: MLE) เท่านั้น
 ขั้นตอนการประมาณค่าพารามิเตอร์ด้วยวิธีภาวะ
ความน่าจะเป็นสูงสุด มีรายละเอียดดังนี้
ขั้นตอนที่ 1 พิจารณาฟังก์ชันการแจกแจงความ 
น่าจะเป็นของ GEV ในสมการที่ (2) 




ขั้นตอนท่ี 3 สร้างฟังก์ชันล็อคไลค์ลิฮูด (Log- 
likelihood Function) ของฟังก์ชันการแจกแจงความ 







อนุพันธ์ย่อย (Partial Derivative)  จากฟังก์ชันที่ได้ใน
ขั้นตอนท่ี 3 และการประมาณพามิเตอร์ส�าหรับ GPD 
ด้วยวิธี MLE จะท�าลักษณะเดียวกันกับการแจกแจง 
GEV จากฟังก์ชันการแจกแจงความน่าจะเป็นของ GPD 
ในสมการท่ี (4) สามารถเขยีนฟังก์ชนัลอ็คไลค์ลฮิดูได้ดังนี้
  (5)
เมื่อก�าหนดให้ k แทน จ�านวนข้อมูลที่มีค่ามากกว่าค่า u
 ส�าหรับการประมาณช่วงความเชื่อมั่นส�าหรับ
พารามเิตอร์นัน้ มวีธิปีระมาณท่ีนยิมใช้กนัอย่างแพร่หลาย 
ม ี3 วธิ ีคอื วธิเีชงิเส้นก�ากับปกตขิองตวัประมาณวธิปีระมาณ 
ภาวะน่าจะเป็นสงูสดุ (Asymptotic Normality of  MLES) 
วิธีช่วงความเชื่อมั่นแบบควรจะเป็นโปรไฟล์ (Profile 
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การทดสอบอัตราส่วนควรจะเป็น (Likelihood Ratio 
Test) โดยสถติทิดสอบดังกล่าวมกีารแจกแจงไคก�าลงัสอง 
(Chi-square Distribution) ด้วยองศาอิสระ v (Degree of 
Freedom: v) เมือ่ v เท่ากับผลต่างของจ�านวนพารามเิตอร์
ของตัวแบบที่ต้องการน�ามาเปรียบเทียบ
 เมื่อได้ตัวแบบท่ีดีท่ีสุดส�าหรับข้อมูลแล้ว ขั้นตอน 
ถดัมาคือ การทดสอบภาวะสารปูสนทิดี (The Goodness of 
Fit) ของแบบจ�าลองที่ดีที่สุด สามารถพิจารณาจากกราฟ 
(Diagnostic Plots) ดังแสดงในรูปที่ 3 ซึ่งประกอบด้วย 
กราฟควอนไทล์ (Quantile Plot) กราฟความน่าจะเป็น 
(Probability Plot) กราฟความหนาแน่น (Density Plot) 
และกราฟระดับการเกิดซ�้า (Return Level Plot) หรือ
พิจารณาจากสถิติทดสอบสารูปสนิทดีด้วยสถิติทดสอบ
โคโมโกรอฟสเมอรนอฟ (Kolmogorov-smirnov Test) 
หรอืสถติทิดสอบไคก�าลงัสอง (Chi-square Test) ได้เช่นกัน




การเกิดซ�้าของค่าสุดขีด โดยก�าหนดให้ xT แทนระดับค่า





รูปที่ 3 ตัวอย่างการพิจารณากราฟต่างๆ 
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สดุขดีจ�านวน N ค่า ถ้ามจี�านวนข้อมลูทีอ่ยูใ่นช่วงเกดิเหตุ
การณ์ใดๆ อยู่ n ค่า จะมีความถี่สัมพัทธ์ของเหตุการณ์
นั้นเท่ากับ  และถ้ามีจ�านวนชุดข้อมูลที่วัดได้มากพอ 
ความถีส่มัพทัธ์จะมค่ีาเข้าใกล้ความน่าจะเป็นของการเกิด
เหตุการณ์  
 ใน ค.ศ. 1958 Gumbel [18] ได้เสนอทฤษฎีการ
แจกแจงความถีใ่นรปูสมการท่ัวไปส�าหรบัโอกาสทีจ่ะเกิด
เหตุการณ์ X ที่มีค่าน้อยกว่าหรือเท่ากับ x หรือ P(X ≤ x) 
นั่นคือ
 F(X) = P(X ≤ x) 
  = 1 - P(X ≥ x) 




ระดับการเกิดซ�้า xT คือต�าแหน่งของข้อมูล (Quantiles) 
เมือ่ p คอืความน่าจะเป็นของเหตกุารณ์ท่ี x > xT โดยเฉลีย่ 
1 ครัง้ในทกุๆ T ปี ซึง่ T คอืรอบปีหรอืคาบเวลาการเกิดซ�า้ 
ที่มีความสัมพันธ์กับ p โดยท่ี T =  และเขียนฟังก์ชัน 
สะสมของระดับการเกดิซ�า้ได้ว่า F(xT) = 1 -  จะเหน็ได้ว่า 
รอบปีการเกิดซ�้า T แท้จริงแล้วคือจ�านวนรอบปีท่ีเกิด
เหตุการณ์ภัยพิบัติ x > xT เกิดขึ้นโดยเฉลี่ย 1 ครั้งนั่นเอง
6.1 ระดับการเกิดซ�้าส�าหรับการแจกแจงค่าสุดขีด
วางนัยทั่วไป 
 สามารถค�านวณระดับการเกิดซ�้า ณ คาบเวลา T 





 ส�าหรับ GPD ซึ่งมีพารามิเตอร์ σ และ ξ เมื่อมีข้อมูล 




โดยก�าหนดให้ ζu = Pr(X > u) ดังนัน้ ระดับการเกิดซ�า้ 
หมายถงึ ค่าเฉลีย่ของค่าทีส่งูเกินกว่าค่า u ทกุๆ ค่าสงัเกต 




 , ถ้า 
ส�าหรับ T = N × ny เมื่อ ny คือจ�านวนค่าสังเกตต่อปี 
และ N เป็นจ�านวนปี
7. สรุป
 จากที่ผู ้เขียนได้กล่าวถึงสถิติของค่าสุดขีดโดย 
ได้กล่าวถงึทฤษฎีค่าสดุขดี ผ่านการแจกแจงของค่าสดุขดี
ทั้งการแจกแจง GEV และ GPD และการเลือกค่าสุดขีด
ที่ถูกน�ามาวิเคราะห์ในการแจกแจงท้ังสองแบบ รวมทั้ง





ส�าหรับการวิเคราะห์ GPD การประมาณค่าพารามิเตอร์ 
ด้วยวธิขีองเบย์ (Bayesian Methods) และการเปรยีบเทยีบ 
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แบบจ�าลองต่างๆ เพื่อหาแบบจ�าลองที่เหมาะสมส�าหรับ
ข้อมลูทีน่�ามาวเิคราะห์ด้วยเกณฑ์สารสนเทศของ Akaike 
(Akaike’s Information Criterion: AIC) และเกณฑ ์





การแจกแจงแคปปา (Kappa Distribution) และการแจกแจง 
เวคบีย์ (Wakeby Distribution) ซึ่งมีพารามิเตอร์ที่ก�ากับ
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