Abstract. We propose a BFGS primal-dual interior point method for minimizing a convex function on a convex set defined by equality and inequality constraints. The algorithm generates feasible iterates and consists in computing approximate solutions of the optimality conditions perturbed by a sequence of positive parameters µ converging to zero. We prove that it converges q-superlinearly for each fixed µ. We also show that it is globally convergent to the analytic center of the primal-dual optimal set when µ tends to 0 and strict complementarity holds.
Introduction.
We consider the problem of minimizing a smooth convex function on a convex set defined by inequality constraints. The problem is written as min f (x), c(x) ≥ 0, (1.1) where f : R n → R is the function to minimize and c(x) ≥ 0 means that each component c (i) : R n → R (1 ≤ i ≤ m) of c must be nonnegative at the solution. To simplify the presentation and to avoid complicated notation, the case when linear equality constraints are present is discussed at the end of the paper. Since we assume that the components of c are concave, the feasible set of this problem is convex.
The algorithm proposed in this paper and the convergence analysis require that f and c are differentiable and that at least one of the functions f , −c (1) , . . . , −c (m) is strongly convex. The reason for this latter hypothesis will be clarified below. Since the algorithm belongs to the class of interior point (IP) methods, it may be well suited for problems with many inequality constraints. It is also more efficient when the number of variables remains small or medium, say, fewer than 500, because it updates n × n matrices by a quasi-Newton (qN) formula. For problems with more variables, limited memory BFGS updates [39] can be used, but we will not consider this issue in this paper.
Our motivation is based on practical considerations. During the last 15 years much progress has been realized on IP methods for solving linear or convex minimization problems (see the monographs [29, 10, 38, 44, 23, 42, 47, 49] ). For nonlinear convex problems, these algorithms assume that the second derivatives of the functions used to define the problem are available (see [43, 35, 36, 12, 38, 26] ). In practice, how-µ, the combinatorial aspect of the problem, inherent in the determination of the active constraints or the zero multipliers, is avoided. We use the word inner to qualify those iterations that are used to find an approximate solution of (1.2) for fixed µ, while an outer iteration is the collection of inner iterations corresponding to the same value of µ.
The Newton step for solving the first two equations in (1.2) with fixed µ is the (1.3) in which M = ∇ 2 xx (x, λ) and Λ = diag(λ (1) , . . . , λ (m) ). This direction is sometimes called the primal-dual step, since it is obtained by linearizing the primal-dual system (1.2), while the primal step is the Newton direction for minimizing in the primal variable x the barrier function
log c (i) (x) associated with (1.1) (the algorithms in [16, 33, 4] As a result, an approximate solution of (1.2) is also an approximate minimizer of the barrier problem (1.4). However, algorithms using the primal-dual direction have been shown to present a better numerical efficiency (see, for example, [46] ).
In our algorithm for solving (1.2) or (1.4) approximately, a search direction d is computed as a solution of (1.3) in which M is now a positive definite symmetric matrix approximating ∇ 2 xx (x, λ) and updated by the BFGS formula (see [14, 17] Since the iterates will be forced to remain strictly feasible, i.e., (c(x), λ) > 0, the positive definiteness of M implies that d
x is a descent direction of ϕ µ at x. Therefore, to force convergence of the inner iterates, a possibility could be to force the decrease of ϕ µ at each iteration. However, since the algorithm also generates dual variables λ, we prefer to add to ϕ µ the function (see [45, 1, 18] )
log λ (i) c (i) (x) to control the change in λ. This function is also used in [30, 31] as a potential function for nonlinear complementarity problems. Even though the map (x, λ) → ϕ µ (x) + V(x, λ) is not necessarily convex, we will show that it has a unique minimizer, which is the solution of (1.2), and that it decreases along the direction d = (d x , d λ ). Therefore, this primal-dual merit function can be used to force the convergence of the pairs (x, λ) to the solution of (1.2), using line-searches. It will be shown that the additional function V does not prevent unit step-sizes from being accepted asymptotically, which is an important point for the efficiency of the algorithm.
Let us stress the fact that our algorithm is not a standard BFGS algorithm for solving the barrier problem (1.4), since it is the Hessian of the Lagrangian that is approximated by the updated matrix M , not the Hessian of ϕ µ . This is motivated by the following arguments. First, the difference between ∇ 2 xx (x, µC(x) −1 e) and
involves first derivatives only. Since these derivatives are considered to be available, they need not be approximated. Second, the Hessian ∇ 2 xx , which is approximated by M , is independent of µ and does not become ill-conditioned as µ goes to zero. Third, the approximation of ∇ 2 xx obtained at the end of an outer iteration can be used as the starting matrix for the next outer iteration. If this looks attractive, it has also the inconvenience of restricting the approach to (strongly) convex functions, as we now explain.
After the computation of the new iterates x + = x + αd x and λ + = λ + αd λ (α is the step-size given by the line-search), the matrix M is updated by the BFGS formula using two vectors δ and γ. Since we want the new matrix M + to be an approximation of ∇ 2 xx (x + , λ + ) and because it satisfies the qN equation M + δ = γ (a property of the BFGS formula), it makes sense to define δ and γ by
The formula is well defined and generates stable positive definite matrices provided these vectors satisfy γ δ > 0. This inequality, known as the curvature condition, expresses the strict monotonicity of the gradient of the Lagrangian between two successive iterates. In unconstrained optimization, it can always be satisfied by using the Wolfe line-search, provided the function to minimize is bounded below. If this is a reasonable assumption in unconstrained optimization, it is no longer the case when constraints are present, since the optimization problem may be perfectly well defined even when is unbounded below. Now, assuming this hypothesis on the boundedness of would have been less restrictive than assuming its strong convexity, but it is not satisfactory. Indeed, with a bounded below Lagrangian, the curvature condition can be satisfied by the Wolfe line-search as in unconstrained optimization, but near the solution the information on ∇ 2 xx collected in the matrix M could come from a region far from the optimal point, which would prevent q-superlinear convergence of the iterates. Because of this observation, we assume that f or one of the functions −c (i) is strongly convex, so that the Lagrangian becomes a strongly convex function of x for any fixed λ > 0. With this assumption, the curvature condition will be satisfied independently of the kind of line-search techniques actually used in the algorithm. The question whether the present theory can be adapted to convex problems, hence including linear programming, is puzzling. We will come back to this issue in the discussion section.
A large part of the paper is devoted to the analysis of the qN algorithm for solving the perturbed KKT conditions (1.2) with fixed µ. The algorithm is detailed in the next section, while its convergence speed is analyzed in sections 3 and 4. In particular, it is shown that, for fixed µ > 0, the primal-dual pairs (x, λ) converge q-superlinearly toward a solution of (1.2). The tools used to prove convergence are essentially those of the BFGS theory [6, 13, 40] . In section 5, the overall algorithm is presented and it is shown that the sequence of outer iterates is globally convergent, in the sense that it is bounded and that its accumulation points are primal-dual solutions of problem (1.1). If, in addition, strict complementarity holds, the whole sequence of outer iterates converges to the analytic center of the primal-dual optimal set.
2.
The algorithm for solving the barrier problem. The Euclidean or 2 norm is denoted by · . We recall that a function ξ : R n → R is said to be strongly convex with modulus κ > 0, if for all (x, y) ∈ R n × R n one has ξ(y) 
is compact (and possibly empty). Let x 1 be the first iterate of our feasible IP algorithm, hence satisfying c(x 1 ) > 0, and define the level set 1 is nonempty and compact, so that the barrier problem (1.4) has at least one solution. This solution is also unique, since ϕ µ is strictly convex on {x ∈ R n : c(x) > 0}. Indeed, by Assumption 2.1(i), ∇ 2 ϕ µ (x) given by (1.6) is positive definite. To simplify the notation we denote by z := (x, λ) a typical pair of primal-dual variables and by Z the set of strictly feasible z's:
The algorithm generates a sequence of pairs (z, M ), where z ∈ Z and M is a positive definite symmetric matrix. Given a pair (z, M ), the next one (z + , M + ) is obtained as follows. First
where α > 0 is a step-size and
is the unique solution of (1.3). The uniqueness comes from the positivity of c(x) and from the positive definiteness of M (for the unicity of d x , use (1.5)). Next, the matrix M is updated into M + by the BFGS formula
where γ and δ are given by
This formula gives a symmetric positive definite matrix M + , provided M is symmetric positive definite and γ δ > 0 (see [14, 17] ). This latter condition is satisfied because of the strong convexity assumption. Indeed, since at least one of the functions f or −c (i) is strongly convex, for any fixed λ > 0, the function x → (x, λ) is strongly convex, that is, there exists a constant κ > 0 such that
for all x and x .
Since α sizes the displacement in x and λ, the merit function used to estimate the progress to the solution must depend on both x and λ. We follow an idea of Anstreicher and Vial [1] and add to ϕ µ a function forcing λ to take the value µC(x) −1 e. The merit function is defined for z = (x, λ) ∈ Z by
Note that
Using ψ µ as a merit function is reasonable provided the problem
has for unique solution the solution of (1.2) and the Proof. By optimality of the unique solutionx µ of the barrier problem (1.4)
On the other hand, since t → t − µ log t is minimized at t = µ and since µ =
Adding up the preceding two inequalities gives
Hencê z µ is a solution of (2.4). It remains to show thatẑ µ is the unique stationary point of ψ µ . If z is stationary, it satisfies
Canceling λ from the first equality gives ∇f (x) − µ∇c(x)C(x) −1 e = 0, and thus x =x µ is the unique minimizer of the convex function ϕ µ . Now, λ =λ µ by the second equation of the system above.
Lemma 2.6. Suppose that z ∈ Z and that M is symmetric positive definite. Let
which is nonpositive. On the other hand, when d satisfies the second equation of (1.3), one has (see [1] )
which is also nonpositive. The formula for ∇ψ µ (z) d given in the statement of the lemma follows from this calculation. Furthermore,
We can now state precisely one iteration of the algorithm used to solve the perturbed KKT system (1.2). The constants ω ∈ ]0, 1[ and 0 < τ < τ < 1 are given independently of the iteration index. By Lemma 2.6, d is a descent direction of ψ µ at z, so that a step-size α > 0 satisfying (2.5) can be found. In the line-search, it is implicitly assumed that (2.5) is not satisfied if z + αd ∈ Z, so that (c(x + ), λ + ) > 0 holds for the new iterate z + .
We conclude this section with a result that gives the contribution of the linesearch to the convergence of the sequence generated by Algorithm A µ . It is in the spirit of a similar result given by Zoutendijk [50] (for a proof, see [6] ). We say that a function is C 1,1 if it has Lipschitz continuous first derivatives. We denote the level set of ψ µ determined by the first iterate 
It is important to mention here that this result holds even though ψ µ may not be defined for all positive step-sizes along d, so that the line-search may have to reduce the step-size in a first stage to enforce feasibility.
3. The global and r-linear convergence of Algorithm A µ . In the convergence analysis of BFGS, the path to q-superlinear convergence traditionally leads through r-linear convergence (see [41, 6] ). In this section, we show that the iterates generated by Algorithm A µ converge toẑ µ = (x µ ,λ µ ), the solution of (1.2), with that convergence speed. We use the notation
Our first result shows that, because the iterates (x, λ) remain in the level set L PD 1 , the sequence {(c(x), λ)} is bounded and bounded away from zero. 
1 are bounded and bounded away from zero.
We have shown that L PD 1 is included in a compact set. Now, it is itself compact by continuity of ψ µ .
The next proposition is crucial for the technique we use to prove global convergence (see [6] ). It claims that the proximity of a point z to the unique solution of (2.4) can be measured by the value of ψ µ (z) or the norm of its gradient ∇ψ µ (z). In unconstrained optimization, the corresponding result is a direct consequence of strong convexity. Here, ψ µ is not necessarily convex, but the result can still be established by using Lemma 2.5 and Lemma 3.1. The function ψ µ is nonconvex, for example, when f (x) = x 2 is minimized on the half-line of nonnegative real numbers.
Proof. Let us show that ψ µ is strongly convex in a neighborhood ofẑ µ . Using (2.3) and the fact thatĈ µλµ = µe, the Hessian of ψ µ atẑ µ can be written as
From Assumption 2.1, for fixed λ > 0, the Lagrangian is a strongly convex function in the variable x. It follows that its Hessian with respect to x is positive definite at (x µ ,λ µ ). Let us show that the above matrix is also positive definite. Multiplying the matrix on both sides by a vector
Since ∇ 2 xx (x µ ,λ µ ) is positive definite and c(x µ ) > 0, this quantity is nonnegative. If it vanishes, one deduces that u = 0 and next that v = 0. Hence ∇ 2 ψ µ (ẑ µ ) is positive definite.
Let us now prove a local version of the proposition: there exist a constant a > 0 and an open neighborhood N ⊂ Z ofẑ µ such that
The inequality on the left comes from the fact that ∇ψ µ (ẑ µ ) = 0 and the strong convexity of ψ µ nearẑ µ . For the inequality on the right, we first use the local convexity of ψ µ : for an arbitrary
With the Cauchy-Schwarz inequality and the inequality on the left of (3.2), one gets
Simplifying and squaring give the inequality on the right of (3.2).
To extend the validity of (3.2) for all z ∈ L PD 1 , it suffices to note that, by virtue of Lemma 2.5, the ratios
are well defined and continuous on the compact set L 
The proof of the r-linear convergence rests on the following lemma, which is part of the theory of BFGS updates. It can be stated independently of the present context (see Byrd and Nocedal [6] ). We denote by θ k the angle between M k δ k and δ k :
and by · the roundup operator: x = i when i − 1 < x ≤ i and i ∈ N. Lemma 3.3. Let {M k } be positive definite matrices generated by the BFGS formula using pairs of vectors 
for at least rk indices j in {1, . . . , k}.
The assumptions (3.3) made on γ k and δ k in the above lemma are satisfied in our context. The first one is due to the strong convexity of one of the functions f , −c (1) , . . . , −c (m) , and to the fact that λ is bounded away from zero (Lemma 3.1). When f and c are C 1,1 , the second one can be deduced from the Lipschitz inequality, the boundedness of λ (Lemma 3.1), and the first inequality in (3.3) . 
Proof. We denote by K 1 , K 2 , . . . positive constants (independent of the iteration index). We also use the notation c j := c(x j ) and C j := diag(c (1) (x j ) , . . . , c (m) (x j )).
The bounds on (c(x), λ) given by Lemma 3.1 and the fact that f and c are C 
where O is an open bounded convex set containing L PD 1 (this set O is used to have ∇c bounded on the given neighborhood).
Therefore, by the line-search and Lemma 2.7, there is a positive constant K 1 such that either
Let us now apply Lemma 3.3: fix r ∈ ]0, 1[ and denote by J the set of indices j for which (3.4) holds. Using Lemma 2.6 and the bounds from Lemma 3.1, one has for
Let us denote by K 4 a positive constant such that ∇c(x) ≤ K 4 for all x ∈ L PD 1 . By using (2.3), (1.5), and the inequality (a + b + c)
, we obtain
and also, by (1.3),
Combining these inequalities with (3.5) or (3.6) gives for some positive constant K 6 and for any j ∈ J
The end of the proof is standard (see [41, 6] ). Using Proposition 3.2, for j ∈ J,
where τ :
where K 7 is the positive constant (ψ µ (z 1 ) − ψ µ (ẑ µ )). Now, using the inequality on the left in (3.1), one has for all k ≥ 1
from which the r-linear convergence of {z k } follows.
The q-superlinear convergence of Algorithm A µ .
With the r-linear convergence result of the previous section, we are now ready to establish the q-superlinear convergence of the sequence {z k } generated by Algorithm A µ . By definition, {z k } converges q-superlinearly toẑ µ if the following estimate holds:
which means that z k+1 −ẑ µ / z k −ẑ µ → 0 (assuming z k =ẑ µ ). To get this result, f and c have to be a little bit smoother, namely twice continuously differentiable near x µ . We use the notationM
We start by showing that the unit step-size is accepted asymptotically by the linesearch condition (2.5), provided the updated matrix M k becomes good (or sufficiently large) in a sense specified by inequality (4.1) below and provided the iterate z k is sufficiently close to the solutionẑ µ .
Given two sequences of vectors {u k } and {v k } in some normed spaces and a positive number β, we write Proof. Observe first that the positive definiteness ofM µ with (4.1) implies that
for some positive constant K and sufficiently large k. Observe also that d k → 0 (for d x k → 0, use (1.5), (4.2), and ∇ϕ µ (x k ) → 0). Therefore, for k large enough, z k and z k + d k are nearẑ µ and one can expand ψ µ (z k + d k ) about z k . A second order expansion gives for the left-hand side of (2.5)
We want to show that this quantity is negative for k large. Our first aim is to show that
. For this purpose, one computes
On the other hand, using
one gets from Lemma 2.6
With these estimates, (4.1), and the fact that ∇ 2 xx (x k ,λ k ) →M µ and C k λ k → µe, with Lemma 3.1 and the boundedness of {∇c k }, (4.3) becomes
Since ω < 1 2 , it is clear that the result will be proven if we show that, for some positive constant K and k large, 
It follows that
Therefore, using (4.2) and Lemma 3.1, one gets
for some positive constant K and k large. Proposition 4.1 shows in particular that the function V, which was added to ϕ µ to get the merit function ψ µ , has the right curvature aroundẑ µ , so that the unit step-size in both x and λ is accepted by the line-search.
In the following proposition, we establish a necessary and sufficient condition of q-superlinear convergence of the Dennis and Moré [13] type. The analysis assumes that the unit step-size is taken and that the updated matrix M k is sufficiently good asymptotically in a manner given by the estimate (4.5), which is slightly different from (4.1). 
Proof. Let us denote by M the nonsingular Jacobian matrix of the perturbed KKT conditions (1.2) at the solutionẑ µ = (x µ ,λ µ ):
A first order expansion of the right-hand side of (1.3) aboutẑ µ and the identities ∇f
Subtracting Md k from both sides and assuming a unit step-size, we obtain
Suppose now that {z k } converges q-superlinearly. Then, the right-hand side of (4.6) is of order o( z k −ẑ µ ), so that
Then (4.5) follows from the fact that, by the q-superlinear convergence of
Let us now prove the converse. By (4.5), the left-hand side of (4.6) is an o( d k ) and due to the nonsingularity of M, (4.6) 
For proving the q-superlinear convergence of the sequence {z k }, we need the following result from the BFGS theory (see [40, Theorem 3] and [6] 
and
where M is a symmetric positive definite matrix. Then, the sequences {M k } and {M −1 k } are bounded and
By using this lemma, we will see that the BFGS formula gives the estimate
Note that the above estimate implies (4.5), from which the q-superlinear convergence of {z k } will follow.
A function φ, twice differentiable in a neighborhood of a point x ∈ R n , is said to have a locally radially Lipschitzian Hessian at x, if there exists a positive constant L such that for x near x, one has 
With the local radial Lipschitz continuity of ∇ 2 f and ∇ 2 c atx µ and the boundedness of {λ k+1 }, there exist positive constants K and K such that
Hence the series in (4.7) converges by Theorem 3.4. Therefore, by (4.8) with M =M µ and the fact that δ k is parallel to d
By the estimate (4.9) and Proposition 4.1, the unit step-size is accepted when k is large enough. The q-superlinear convergence of {z k } follows from Proposition 4.2.
The overall primal-dual algorithm.
In this section, we consider an overall algorithm for solving problem (1.1). Recall from Lemma 2.2 that the set of primal solutions of this problem is nonempty and bounded. By the Slater condition (Assumption 2.1(ii)), the set of dual solutions is also nonempty and bounded. Let us denote byẑ = (x,λ) a primal-dual solution of problem (1.1), which is also a solution of the necessary and sufficient conditions of optimality
(5.1)
Our overall algorithm for solving (1.1) or (5.1), called Algorithm A, consists in computing approximate solutions of the perturbed optimality conditions (1.2), for a sequence of µ's converging to zero. For each µ, the primal-dual Algorithm A µ is used to find an approximate solution of (1.2). This is done by so-called inner iterations. Next µ is decreased and the process of solving (1.2) for the new value of µ is repeated. We call an outer iteration the collection of inner iterations for solving (1.2) for a fixed value of µ. We index the outer iterations by superscripts j ∈ N\{0}.
Algorithm A (for solving problem (1.1); one outer iteration). 0. At the beginning of the jth outer iteration, an approximation z To start the (j+1)th outer iteration, a possibility is to take z
j , the updated matrix obtained at the end of the jth outer iteration. As far as the global convergence is concerned, how z j , M j , and µ j are determined is not important. Therefore, on that point, Algorithm A leaves the user much freedom to maneuver, while Theorem 5.1 gives us a global convergence result for such a general algorithm. 
Using the positivity of λ j and c(x 1 ) and next the stopping criteria of Algorithm A, it follows that
If {x j } is unbounded, setting t j := x j − x 1 and y j := From the last inequality we deduce that To prove the boundedness of the multipliers, suppose that the algorithm generates an unbounded sequence of positive vectors {λ j } j∈J for some subsequence J . The sequence {(x j , λ j / λ j )} j∈J is bounded and thus has at least one limit point, say, (x * , ν * ). Dividing the two inequalities in (5.2) by λ j and taking limits when j → ∞, j ∈ J , we deduce that ν * ≥ 0, ∇c(x * )ν * = 0, and (ν * ) c(x * ) = 0. Using the concavity of the components c (i) , one has
where the inequality on the right follows from the strict feasibility of the first iterate.
Multiplying by ν * , we deduce that (ν * ) c(x 1 ) = 0, and thus ν * = 0, a contradiction with ν * = 1.
In the rest of this section, we give conditions under which the whole sequence {z j } converges to a particular point called the analytic center of the primal-dual optimal set. This actually occurs when the following two conditions hold: strict complementarity and a proper choice of the forcing sequence j in Algorithm A, which has to satisfy the estimate
meaning that j /µ j → 0 when j → ∞. Let us first recall the notion of analytic center of the optimal sets, which under Assumption 2.1 is uniquely defined (see Monteiro and Zhou [37] , for related results). We denote by opt(P ) and opt(D) the sets of primal and dual solutions of problem (1.1). The analytic center of opt(P ) is defined as follows. If opt(P ) is reduced to a single point, its analytic center is precisely that point. Otherwise, opt(P ) is a convex set with more than one point. In that case, f is not strongly convex and, by Assumption 2.1(i), at least one of the constraint functions, −c (i0) say, is strongly convex. It follows that the index set B := {i : there existsx ∈ opt(P ) such that c (i) (x) > 0} is nonempty (it contains i 0 ). The analytic center of opt(P ) is then defined as the unique solution of the following problem:
The fact that this problem is well defined and has a unique solution is the matter of Lemma 5.2 below. Similarly, if opt(D) is reduced to a single point, its analytic center is that point. In case of multiple dual solutions, the index set Proof. Consider first problem (5.3) and suppose that opt(P ) is not a singleton. We have seen that B is nonempty. By the convexity of the set opt(P ) and the concavity of the functions c (i) , there existsx ∈ opt(P ) such that c B (x) > 0. Therefore the feasible set in (5.3) is nonempty. On the other hand, letx 0 be a point satisfying the constraints in (5.3). Then the set x :x ∈ opt(P ), c B (x) > 0, and
is nonempty, bounded (Lemma 2.2), and closed. Therefore, problem (5.3) has a solution. Finally, by Assumption 2.1(i), we know that there is an index i 0 ∈ B such that −c (i0) is strongly convex. It follows that the objective in (5.3) is strongly concave and that problem (5.3) has a unique solution.
By similar arguments and the fact that the objective function in (5.4) is strictly concave, it follows that problem (5.4) has a unique solution.
By complementarity (i.e., C(x)λ = 0) and convexity of problem (1.1), the index sets B and N do not intersect, but there may be indices that are neither in B nor in N . It is said that problem (1.1) has the strict complementarity property if B ∪ N = {1, . . . , n}. This is equivalent to the existence of a primal-dual solution satisfying strict complementarity. Proof. Let (x,λ) be an arbitrary primal-dual solution of (1.1). Thenx minimizes (·,λ) andλ c(x) = 0, so that
Using the convexity of (·, λ j ) and the stopping criterion (5.2) of the inner iterations in Algorithm A, one has
Then, adding the corresponding sides of the two inequalities above leads tô
We pursue this by adapting an idea used by McLinden [34] to give properties of the limit points of the path µ → (x µ ,λ µ ). Let us define
and λ
Substituting this in (5.5) and dividing by µ j give
By assumptions,
. Now supposing that (x 0 ,λ 0 ) is a limit point of {(x j , λ j )} and taking the limit in the preceding estimate provide
Necessarily, c B (x 0 ) > 0 and (λ 0 ) N > 0. Observe now that, by strict complementarity, there are exactly m terms on the left-hand side of the preceding inequality. Hence, by the arithmetic-geometric mean inequality
This shows thatx 0 is a solution of (5.3) and thatλ 0 is a solution of (5.4). Since the problems in (5.3) and (5.4) have unique solutions, all the sequence {x j } converges tô x 0 and all the sequence {λ j } converges toλ 0 .
6. Discussion. By way of conclusion, we discuss the results obtained in this paper, give some remarks, and raise some open questions.
Problems with linear constraints. The algorithm is presented with convex inequality constraints only, but it can also be used when linear constraints are present.
obtained by adding linear constraints to problem (1.1). In (6.1), A is a p × n matrix with p < n and b ∈ R p is given in the range space of A. Problem (6.1) can be reduced to problem (1.1) by using a basis of the null space of the matrix A. Indeed, let x 1 be the first iterate, which is supposed to be strictly feasible in the sense that
Let us denote by Z an n × q matrix whose columns form a basis of the null space of A. Then, any point satisfying the linear constraints of (6.1) can be written
With this notation, problem (6.1) can be rewritten as the problem in u ∈ R q : min f (x 1 + Zu), c(x 1 + Zu) ≥ 0, (6.2) which has the form (1.1).
Thanks to this transformation, we can deduce from Assumption 2.1 what are the minimal assumptions under which our algorithm for solving problem (6.2) or, equivalently, problem (6.1) will converge. With these assumptions, all the previous results apply. In particular, Algorithm A µ converges r-linearly (if f and c are also C 1,1 ) and q-superlinearly (if f and c are also C 1,1 , twice continuously differentiable nearx µ with locally radially Lipschitzian Hessian atx µ ). Similarly, the conclusions of Theorem 5.1 apply if f and c are also C 1,1 .
Feasible algorithms and qN techniques.
In the framework of qN methods, the property of having to generate feasible iterates should not be only viewed as a restriction limiting the applicability of a feasible algorithm. Indeed, in the case of problem (6.2), if it is sometimes difficult to find a strictly feasible initial iterate, the matrix to update for solving this problem is of order q only, instead of order n for an infeasible algorithm solving problem (6.1) directly. When q n, the qN updates will approach the reduced Hessian of the Lagrangian Z (∇ 2 )Z more rapidly than the full Hessian ∇ 2 , so that a feasible algorithm is likely to converge more rapidly.
About the strong convexity hypothesis. Another issue concerns the extension of the present theory to convex problems, without the strong convexity assumption (Assumption 2.1(i)).
Without this hypothesis, the class of problems to consider encompasses linear programming (f and c are affine). It is clear that for dealing properly with linear programs, our algorithm needs modifications, since then γ k = 0 and the BFGS formula is no longer defined. Of course, it would be very ineffective to solve linear programs with the qN techniques proposed in this paper (M k = 0 is the desired matrix), but problems that are almost linear near the solution may be encountered, so that a technique for dealing with a situation where γ k δ k can be of interest. To accept γ k = 0, one can look at the limit of the BFGS formula (2.1) when γ k → 0. A possible update formula could be
The updated matrix satisfies M k+1 δ k = 0 and is positive semidefinite, provided M k is already positive semidefinite. The fact that M k+1 may be singular raises some difficulties, however. For example, the search direction d x may no longer be defined (see formula (1.5), in which the matrix M + ∇c(x)C(x) −1 Λ∇c(x) can be singular). Therefore, the present theory cannot be extended in a straightforward manner.
On the other hand, the strong convexity assumption may not be viewed as an important restriction, because a fictive strongly convex constraint can always be added. An obvious example of fictive constraint is "x x ≤ K." If the constant K is large enough, the constraint is inactive at the solution, so that the solution of the original problem is not altered by this new constraint and the present theory applies.
Better control of the outer iterations. Last but not least, the global convergence result of section 5 is independent of the update rule of the parameters j and µ j . In practice, however, the choice of the decreasing values j and µ j is essential for the efficiency of the algorithm and would deserve a detailed numerical study.
From a theoretical viewpoint, it would be highly desirable to have an update rule that would allow the outer iterates of Algorithm A to converge q-superlinearly. Along the same lines, an interesting problem is to design an algorithm in which the barrier parameter would be updated at every step, while having q-superlinear convergence of the iterates. Such extensions would involve more difficult issues.
The global convergence result proved in this paper gives us some reasons to believe that it is not unreasonable to tackle these open questions.
