Abstract. Starting from a variational principle for perfect fluids, we develop a Hamiltonian formulation for perfect fluids coupled to gravity expressed in Ashtekar's spinorial variables. The constraint and evolution equations for the gravitational variables are at most quadratic in these variables, as in the vacuum case and in the coupling of gravity to other matter fields, while some of the matter evolution equations are in general non-polynomial. We specialize the formalism to harotropic fluids and spherically symmetric spacetimes, and, within this class, to Kantowski-Sachs spacetimes. We find explicitly the Kantowski-Sachs solutions corresponding to 'stiff matter', which we use as examples to look at the behaviour of the Ashtekar variables when the spatial metric becomes degenerate on one hypersurface. We find that in these solutions the coordinate time arising in the present treatment is singularly related to proper time, and the singularities are only reached at infinite values of the former. We obtain some simple necessary conditions that have to be satisfied if one wants to evolve data past singularities of this kind. None of the barotropic-fluid-filled Kantowski-Sachs spacetimes satisfy these conditions.
Introduction
A reformulation by Ashtekar of canonical general relativity in terms of spinorial fields [ 1,2] has led to a variety of interesting results and provocative questions. The salient advantage of the new approach is the significantly simpler form taken by the vacuum constraint equations on the 3-spaces of the usual 3 + 1 split of spacetime: they are all polynomial, in fact at most quadratic in each variable. This fact raised the hope that the new approach would make the classical theory more amenable to quantization than in the conventional, ADM approach [3]; encouraging results along these lines have in fact been obtained, mainly in the form of large families of solutions to all the quantum constraints [4, 5] and as studies of features of quantum gravity suggested by its similarity with Yang-Mills theory [6] , but also on more special aspects like the quantization of spatially homogeneous cosmologies [7] .
It was also conjectured that the new version of gravitational theory might be of interest even in the classical domain, where tractable constraint and evolution equations (besides being polynomial, they are all just first-order differential equations) could be advantageous in the study of some aspects of the Cauchy problem, including numerical evolution of initial data sets. In this context, results obtained with the Ashtekar variables include a new characterization of half-flat spacetimes [8] , a new approach to finding solutions of the classical constraint equations [9] and some work on the initial value problem and the role of conformal 3-geometries in these variables [lo] , and a new approach to Bianchi cosmology that could be fruitful in the study of their singularities and the possibility of their chaotic behaviour [ 111.
In addition, these variables seemed to offer an unanticipated possibility, also in the classical domain, which could represent a true generalization of what one could do with the traditional ones. Because one never needs the inverse of the gravitational variables in the equations, one might be able to describe and evolve data which correspond to 'spacetimes' with degenerate spatial metrics [2] . Spherically symmetric solutions of this kind, with spatial metrics that are degenerate everywhere (in spacetime), have been found in the Lorentzian signature case [12, 13] and in the case of Euclidean gravity [14] , but to our knowledge no solution has been found in which degenerate data evolve into non-degenerate ones (or vice versa). Along the same lines, but much more speculative, is the suggestion that a positive answer to the above question could lead to a possible incorporation of topology-changing situations in a canonical framework [2, 121. Little has been done to date, however, to clarify this possibility.
The original work was limited to the vacuum case, but included assurances that the incorporation of non-gravitational effects should pose no major problems. Subsequently, this optimism was justified for a variety of source terms of a fundamental nature (and for the case of a non-vanishing cosmological constant), as is essential if the hopes regarding quantization are to be realized. The minimally coupled KleinGordon field, complex-and Grassmann-valued Dirac fields, and Yang-Mills fields have all been handled successfully, and these results are now available in a uniform treatment [ 
151.
Noticeably absent from the sources so far treated are the perfect fluids. From the point of view of quantization, these sources are of less interest because of their phenomenological nature, and the nature of their variational principles makes it somewhat less straightforward to couple them to the Ashtekar variables. However, their inclusion in the new variable treatment of gravity is desirable for at least two reasons, besides completeness: on the one hand, some thorough analyses of the occurrence and nature of 3-space degeneracies are available for some perfect fluid sources [ 161, and one can hope to gain some insight concerning the peculiar relationship between the Ashtekar variables and such degeneracies; on the other hand, many numerical calculations, e.g. in astrophysics, are done with perfect fluid sources, and it might be useful in these situations to take advantage of the simpler form of the constraint and evolution equations when expressed in the new variables.
A perfect fluid is a fluid with isotropic pressure, no viscosity and (in the relativistic case) no heat conduction, and its stress-energy tensor is Tab = ( p + p ) u " u b +pgab, where p is the energy density, p the pressure and U ' the 4-velocity (uaua = -1). It is described by U" and two of the quantities p, p , the number density p, temperature T, entropy per particle s, and specific enthalpy h, with all others given in terms of the chosen two by the equation of state characterizing the fluid and by general thermodynamic relations. We will take the independent variables to be p and s, and the equation of state to be of the form p = p ( p , s). Then the other quantities are given by
and p := p h -p. In relativity, a one-component perfect fluid without shock waves is such that the specific entropy s is constant in a comoving frame, u"d,s = 0, and the continuity equation V , ( p u " ) = 0 is satisfied; either of these equations, together with conservation of the stress-energy tensor, V.Tab = 0, comprise the full set of dynamical equations satisfied by the fluid.
The primary purpose of this paper is to start from a variational principle for fluids giving the above dynamical equations, and use it to couple perfect fluids to gravity, with all the fields expressed in the new spinorial variables. We begin in the next section by recalling a known variational principle for such sources, with constraints which introduce additional, Lagrange multiplier fields in the action. After performing the usual 3 + 1 split of the action, the re-expression of the corresponding Lagrangian and Hamiltonian in terms of the new variables is straightforward. This will include, in particular, changing U' and p, as well as some of the additional fields, into a different set of matter variables, with appropriate density weights. We then calculate the constraints and the evolution equations resulting from the gravity + matter Hamiltonian.
Some of the gravitational equations are modified by matter terms, as expected, and there are additional matter constraints and evolution equations. While the way in which the matter variables appear in these equations depends on the equation of state, the gravitational variables still appear at most quadratically, just as they did in the vacuum case and with the types of matter previously considered. The Hamilton equations do not give evolution equations for all matter variables directly; in contrast to the cases without fluids, the constraints are not automatically (weakly) preserved by time evolution (nor are they first class), and the consistency conditions obtained by imposing the (weak) vanishing of the time derivatives of the constraints provide the additional evolution equations needed. These additional equations are in general not polynomial in the gravitational variables, however they could remain well defined when the spatial metric is degenerate, in contrast to the breakdown of the conventional, ADM equations in that circumstance; all equations are polynomial when the fluid flow is normal to the spacelike hypersurfaces.
The new variables are sufficiently unconventional that even familiar results in standard general relativity can take a novel form, and their introduction is sufficiently recent that few of these standard results have been recast in the new language. With this in mind, we supplement our general results by obtaining the increasingly more concrete formulae appropriate to a sequence of increasingly specialized situations. These specializations are chosen somewhat arbitrarily, however they do allow us to link our results to some already in the literature, and to make a constructive observation in a specific setting regarding degenerate 3-spaces in the new variables formalism. It is interesting, to begin with, to look at specific equations of state, and, as a first step in specialization, we conclude section 2 by writing down the formulae appropriate to a barotropic fluid, i.e. an isentropic (s = constant) fluid with the particular equation of state p = ( y -1 )~.
For further simplification, it is natural to make a strong spacetime symmetry assumption, and in section 3 we assume that we have a spherically symmetric spacetime. Some useful formulae for the spherically symmetric case have been given by Bengtsson [12, 131 for sourceless gravity, but many of his results are restricted to the static case, and this elimination of non-trivial dynamics by fiat suppresses the most interesting aspects of the new formalism. An alternative to the static specialization is to assume that the spacetime is of the Kantowski-Sachs type, that is that we have [16, 17] ds' = -dT2+ X'( T ) dr2 + Y2( T ) dn'. We have two free functions of one variable as in the static case, but that variable is now time, and the resulting evolution equations, given in section 4, retain interesting dynamical content. As an illustration, we give the general solution to these equations in the simplest case, y = 2.
In the concluding section 5 we return to the possibility that the spinorial formalism might allow us to evolve past a 3-space degeneracy of a simple type, taking advantage of the behaviour exhibited in the highly specific but non-trivial Kantowski-Sachs case. Our conclusion is mixed in nature. The Ashtekar variables seem capable in principle of providing passage through an instant of proper time when the covariant 3-metric has a vanishing determinant. However, when one evolves initial data one has various kinds of gauge freedom available, one of which corresponds to the choice of time labelling of the spacelike hypersurfaces in the resulting spacetime, through the choice of the lapse function. In the new variables formalism, what actually enters the evolution equations is a densitized lapse (of weight -l), whose finiteness gives, as a consequence, a vanishing lapse whenever the spatial metric becomes degenerate; this leads to an improper integral in the calculation of the elapsed coordinate time t corresponding to a given interval of proper time T around the degenerate surface, and thus to a possibly singular relation between t and T. For the particular types of singularities considered here [16] , it turns out that no finite amount of this coordinate time is sufficient to actually get beyond the singularity. This result is generic for Kantowski-Sachs spacetimes with barotropic fluids, however it does depend on the detailed nature of the singularities. Whether the result is symptomatic of a conspiracy that will keep a tantalizing possibility always just out of reach, or points to exciting new results that will be realized in a different but similar setting, remains to be discovered.
We will use spacetime metrics of signature (-+++), and our units will be such that c = 1 6 r G = 1. As a rule, spatial tensor densities of weight one will be indicated by an overtilde, and those of weight -1 by an undertilde; densities of higher weight, similarly, will have multiple tildes.
Lagrangian and Hamiltonian formulation for perfect fluids
In this section we will write down a variational principle for a perfect fluid coupled to gravity, and use it to derive a Hamiltonian formulation where gravity is described in terms of Ashtekar's new variables. We will assume that the spacetime manifold M is topologically of the form 2 x R, with spacelike hypersurfaces diffeomorphic to C., and that either I; is compact or the spacetime is asymptotically flat, with the matter fields decreasing fast enough to make all relevant integrals finite.
Perfect fluid action and Hamiltonian
Setting up a Lagrangian formulation for a perfect fluid is not entirely straightforward. It is known [ 181 that there is no unconstrained variational principle using just the variables p , s (or any other two in the list given above) and U " ; however, several formulations with constrained variations of the fields have been given (see, e.g., references in [18] or [19] ). Our treatment will be in the spirit of Schutz's 'velocity potentials' Hamiltonian theory [20] , and will not require (in the part regarding general spacetimes) the introduction of any coordinate or gauge restriction.
We take the Lagrangian density to be --p(p, s); the field equations are obtained by varying the corresponding action, subject to the constraints of entropy conservation along the fluid flow and preservation of particle identity, the so-called 'Lin constraints' (see [I81 for a nice discussion). All of these constraints and the fact that the fluid 4-velocity is a unit vector can be taken into account by writing the fluid action with these fields is their lack of a simple physical interpretation (the first four, together with s, are equivalent to Schutz's velocity potentials, although our 8 and a differ from his by a factor of p ) , however we will see that, in an initial value formulation, this is not so serious, because all of these variables can be effectively eliminated from the equations for the other variables. Notice that one variable could be eliminated easily, and together with it the need for the last constraint, by introducing e.g. a spacetime vector density X" := 6 pu" [ 181, or a vector field J" := h-lu" [ 191, whose four components would replace U" and p. However, in that case p would be expressed in terms of the new vector and the spacetime metric, and this would introduce, through the equation of state, a non-polynomial dependence on the metric in the equations.
Varying U " , p, s, and the Lagrange multipliers in the action gives, respectively, the field equations e a , s + p a a 4 + a a , p + 2~u
where h := ( p + p ) / p is the specific enthalpy, and we have used the fact that Varying the metric g a b gives the fluid stress-energy tensor, Before we go over to the Hamiltonian description, we have to perform a '3 + 1 split' of spacetime. This means choosing a time function t (with everywhere timelike gradient), which foliates M into t = constant hypersurfaces, Z,, diffeomorphic to X, and a timelike vector field t u which satisfies t a d a t = 1, so that we can identify f a = ( a / a t ) " . This will be the 'time evolution' vector field along which we evolve data, i.e. that connecting 'the same point in space at different times', and we decompose it in the standard form
where nu is the unit future-pointing normal vector to each E,, N the lapse function, and N u the shift vector, tangent to 2 , . It will be useful for the following to recall that N gives the amount d.r of proper time elapsed in an interval dt of coordinate time, along an integral curve of t " : dT = N dt. On each hypersurface 2 , , the spacetime metric g a b induces, by pullback, a spatial metric, which can be written in the usual form q a b = g a b + nanb. (We are using the isomorphism between tensor fields on Z,, and restrictions to Z, of tensor fields on M which are orthogonal to n" in all of their indices, to drop the distinction between the two.) Finally, we have to '(3 + 1)-decompose'
U": since, from ( 2 . 4 ) , n u = N -' ( t " -N " ) , we write it as ( 2 . 5 )
where the term in the bracket is the fluid velocity relative to the observer. The 3 + 1 form of the action is then:
where we have used the fact that 6 = N G , with q = det qab; a dot from here on will always denote a t derivative, i.e. a Lie derivative with respect to t". This is a functional of (qab, N, N u ) , U, U", p, 0, s, 4, a , p and U.
The Lagrangian in (2.6) is given in the form L = p q -H, which makes the passage to a Hamiltonian formulation particularly simple. We see that the momentum canonically conjugate to 4 is f := p& U ; it will be the 'main' fluid dynamical variable, in the sense that it encodes the information on p (q is the baryon density in terms of coordinate volume, and has been used before as a canonical variable for fluids-see [ 191) . We will also introduce symbols for the momenta canonically conjugate to s and p : respectively, E:= e& U and a":= a f i U. Furthermore, in the coupling to gravity, it will be more convenient to use the spatial metric in the form of its twice densitized inverse, tab := tqab, and the lapse in the densitized form := &-'N. This leads us to replace U by U := &U in our final form for the fluid action:
with p = p ( f / 6, s). Besides the three conjugate pairs, Sfl depends on fi, U, and U, whose momenta vanish identically since their time derivatives do not appear in (2.7); they will lead to constraints on the canonical formulation.
It is now trivial to perform a Legendre transformation, and we obtain
Strictly speaking, in a canonical formalism all dynamics takes place on a single manifold X, and we should not speak of the fields corresponding to different t as being defined on different hypersurfaces; this is another distinction we are dropping. But there has been a true generalization that this abuse of language hides: we can now speak of 'evolution' for arbitrary @ and N " , including ones corresponding to vectors t a which are spacelike or tangent to 2 ; in the latter case the function t does not give a foliation of spacetime.
Gravitational jield action and Hamiltonian
Ashtekar's variables [ l , 21 for (real) general relativity are the pair of fields (AaAB(x), GaAB(x)), where A, is a complex SU(2) spinor connection form on X (spinor indices will be sometimes omitted), and 6" an SU(2) spinor soldering form with a density weight 1. This means that (in our choice of conventions, following [2]-but see also [l5]), 6, is a real linear combination (where the coefficients are spatial vector fields with a density weight 1-the corresponding vectors are often thought of as a triad) of some fixed set of matrix generators of the Lie algebra of SU(2), T,, i = 1,2,3, which we can take to satisfy [ T , , 7; ] =a &ijkTk; these could be for example the Pauli matrices
or some other set, as we will see in section 3. Thus, in particular, G a t = -Ga. On the other hand, A , is a complex linear combination A, = r, + (i/&)II, of the T,, with 1-forms for coefficients. The name soldering form is due to the fact that 6, provides a linear map
between the three-dimensional space H of traceless Hermitian 2 x 2 complex matrices AAB and the (densitized) tangent space at each point of Z (it solders H to Z). This map is usually thought to be an isomorphism, in which case we can define A " := -u a B A A A B = -tr(u"A), with inverse map AAB = AauaAB; we will, however, need to consider cases in which it is degenerate. Here and in the following, tensor indices on Z are raised and lowered using the metric q a b defined below, tildes are introduced and removed with J;f=det g a b , and spinor indices can be raised and lowered with the preferred antisymmetric tensor &AB and its inverse e A B (with In terms of these variables, a (generalized) twice densitized inverse spatial metric is defined by If G a is invertible, then [ a b is non-degenerate, and we can introduce the spatial metric q a b as the inverse of (2.12)
[ a b := -tr(Ga&'). This is the more conventional configuration variable for general relativity in the ADM canonical framework. Its conjugate momentum is closely related to the extrinsic curvature of Z, which, for 13, invertible, can be recovered (when the gauge constraintsee below-is satisfied) from Notice that when we act with the spatial derivative operator a, on objects other than just scalars, its choice is no longer immaterial, but it can be chosen to be any fixed reference derivative operator, in practice one will choose some coordinates, and a, + (boundary terms).
(2.18)
We will not be concerned with conserved quantities or issues like additivity of the action below, but only with field equations, so the boundary terms will be irrelevant for us.
We have called (6.", A , ) spinorial variables, although we do not need to introduce spinors here. This is just a reminder of the fact that the presence of spinors is felt indirectly through the space H, a subspace of the tensor product VOV" of the two-dimensional complex (spinor) space V with its dual. If we did want to couple spinors to gravity (as in [15] ), this would be done by defining the action of 0, and 9, directly on spinor fields, and using these operators in the spinor part of the action. Since we are interested in spacetimes where points at which the metric is degenerate form at most isolated hypersurfaces, we will take the latter form of the constraints to be valid at these singularities as well, by continuity. The gravitational evolution equations are
where is the natural (metric-independent) 3-form density on C, i.e. just the Levi-Civita symbol in any coordinates, and we have used the constraints in the final expressions (these are thus weak equalities); finally, the fluid evolution equations are It may be worth mentioning that, when taking derivatives with respect to IY, one has to keep in mind that not all of its components are independent, due to its tracelessness; in practice, this means one has to check that the result is traceless as well (the same thing is true for derivatives with respect to A , ) . Notice that 4, s, E, p and i can be eliminated from all equations except one constraint (and their own evolution equations), and that, iftime evolution is along U,, so that W" = 0, we recover S = = a* = 0, c*= -+T, 6 = h, in agreement with (2.2), and $ = 0.
A calculation of the Poisson brackets between the constraints in (2.21) and (2.22)
shows that these brackets do not vanish, even weakly (i.e. even if the constraints themselves are satisfied). These constraints are therefore second class (for a general treatment of constraints, see e.g. [21] ). Consistency of the theory requires however that they be preserved under time evolution. Calculating the time derivatives of (2.21) and (2.22), and using the evolution equations in them, leads to additional conditions, which are the evolution equations for the remaining variables fi, U, and v ; these 'non-dynamical' variables play therefore a quite different role from e, N" and A,, which are truly non-dynamical, arbitrary functions. Presumably, the time derivatives of (2.21) and (2.22) do not introduce additional constraints, in addition to the evolution equations we mentioned, at least if p + p > 0 and if the equation of state satisfies the reasonable condition that the speed of sound be less than 1, in analogy with what is known in the treatment with metric variables [22] , since 'good' data leading to 'bad' data under time evolution could be used to construct data in the traditional, metric variables which would also lead to inconsistent time evolution. Alternatively, we can determine fi, U, and v at each t by just solving the constraints for them.
All the equations we have_ explicitly seen so far (i.e., all relevant equations except the evolution equations for U, U, and v ) are polynomial (at most quadratic) in each gravitational variable; in particular, they are still meaningful when 6, become2 degenerate. Of the remaining variables, while v is simply $ ( p + p ) , fi and U, (or U and 0,) are given in general by non-polynomial expressions. These however do not involve the inverse of 6.". Rather, they are algebraic fractions involving the metric in the denominator, which may not necessarily vanish when the metric is degenerate, and the full expressions might therefore be meaningful in that case; this question deserves a closer study. One case in which all evolution equations become p%lynomial is when U, = 0; then the only constraint involving fi is f i 2 = q, and we get U = ifi-'q. In this case, however, when q = 0 also fi = 0, and, for most reasonable equations of state p -p blows up (the sum p + p blows up for all reasonable equations of state, but this combination drops out of the physically relevant equations).
Summarizing, an evolution problem can be solved by assigning initial data satisfying the constraints (2.21) and (2.22), and using, for each time step, the evolution equations to find the evolved A,, s and 6; fi and U, are then found by solving the same constraints in terms of the previously evolved variables, while the remaining ones (C, 4, p, a' and U ) can be ignored.
Barotropic jluids
It is clear from the constraint and evolution equations derived above that the precise way in which the matter variables appear in them depends on the equation of state. We will thus consider specific examples of equations of state, which we can also use later to find explicit solutions to the above equations. A barotropic fluid is characterized by the equation of state p = ( y -1 ) p , with 1 s y == 2, which is equivalent to p = kp", or, in our variables, where k is a constant. This is one of the simplest possible families of equations of state, but it has been widely used as a model for dust ( y = l ) , radiation ( y = i), and 'stiff matter' ( y = 2 ) (values of y outside the interval [ l , 21 are forbidden by the requirements that p be positive and that the speed of sound be less than 1). With this equation of state, T vanishes; we set s = 0 and the specific entropy s and E drop out of the equations. These, however, will in general still be non-polynomial in 75 (they become polynomial for the extreme cases y = 1 or y = 2 ) and in fi
Spherical symmetry
The application of Ashtekar's new variables to spherically symmetric metrics was studied by Bengtsson [12, 131. We start by summarizing his kinematical results; this will allow us to establish our notation, and to add a remark. To obtain a spherically symmetric metric it is sufficient to require that 6, and A, be invariant under rotations only up to gauge transformations (requiring strict invariance is in general too strong); in this case one can derive that they must be of the form It is easy to verify that, in terms of these variables, Now, in the case of scalar densities like &J or i, we would want the undensitized forms, the lapse N and 77 = p ( -u " n a ) respectively, to be spherically symmetric, i.e. angle-independent, variables. But if the scalars are angle-independent, then the corresponding densities are not, and it is convenient to define instead a form of density with the angular dependence taken out: and similarly for other densities. In particular,
As for dynamics, in general imposing a symmetry on the fields at the level of the action and then varying the action does not give the same equations of motion as varying the action first and then imposing the symmetry on the field equations: in the second case we allow more variations, and consequently the field equations are more restrictive. However, if the symmetry group G is compact, as in the present case of the rotation group, then the two procedures are equivalent. This result seems to have the status of a folklore theorem, and is shown by the following argument [23] . Consider a symmetric field configuration Qo (here, @ will denote collectively all the fields present in the theory under consideration). Then the variation SS of the action under a perturbation SQ around Qo is invariant under the group action on the perturbation, 6Q-g. a@. Suppose now that for some non-symmetric perturbation SQ, 6 s # 0; then SS will also be non-zero for the symmetric perturbation =:
obtained by averaging a@ with respect to the group action ( V is the volume of the group, jG d p ( g ) , which is finite because the group is compact, and d p ( g ) is an invariant measure on G). We conclude that, around symmetric fields Do, stationarity of the action under symmetric perturbations guarantees stationarity under all perturbations.
Because of the argument above, we can obtain the field equations starting from the total action written for spherically symmetric configurations. Substituting the above definitions in (2.17) and (2.7), we get the action-as well as N8 and N', while U, and U, would give rise to constraints which effectively imply that these two variables vanish). We will only write down the constraint and evolution equations for barotropic fluids, for which p i 2 = 8k~-'ijYlZ1I(Z:+Z:).
(3.8)
We get, for the gravitational and matter constraints respectively,
k y u -y C 1 U r i j ' + ( i j 4 ' + d p ' ) = 0 (3.10)
which are the spherically symmetric forms of (2.21) and (2.22), and for the evolution equations + 8 i N f -I Ur(ij4'+ dp')Z, (3.12) (3.13)
where W' := 4 N u -l UrZ: -N'. Again, we can either solve the constraints (3.9) and (3.10) for U and U,, or find evolution equations for them from the vanishing of the time derivatives of these constraints.
It will be useful to notice the fact that X2 and X3 appear in the metric and the matter equations only through the combination (Zi+Z:). This leads us to think that, while (Z:+X:) is a gauge-invariant quantity, the relationship between Z2 and X3 can be arbitrarily fixed by a suitable choice of gauge, thus simplifying the equations (here, by gauge we mean just the 'internal gauge', not the one associated with coordinate transformations). If we are given any X i and we perform an infinitesimal gauge transformation, the changes are obtained by setting pI'= N'=O in the evolution equations:
(3.14)
Thus, (Xi+ E:)' = 0 and (tan-' X3,'Z')' = -: A, and, exponentiating the transformation, we find that (X2, X3) describes a circle in the plane, and we can always make a finite gauge transformation that will give X2 = X3, or X2 = 0, etc. It will therefore entail no loss of generality to assume a relation of this kind between Z2 and X3 in the initial data; requiring that the actual time evolution equations preserve this relation will determine uniquely (without any additional gauge freedom left) the A in them. (The price we pay for eliminating one variable may however be a non-polynomial explicit expression for A.) We will use this fact in the next section.
Kantowski-Sachs spacetimes
The Kantowski-Sachs spacetimes [ 161 are spherically symmetric (but anisotropic), and possess an additional, translation Killing vector field. They can be written in the form d s 2 = -N 2 ( t ) d t 2 + X 2 ( t ) dr2+ Y'(t) dR2 (4.1) ( d o 2 = d e 2 + (sin e)' d$2), which differs from the more common one by the fact that we have included an arbitrary lapse N ( t ) , so that t is not proper time in general, to allow ourselves to pick pI'. Notice that these metrics are (spatially compact or) not asymptotically flat, so that many of the manipulations of the previous sections would not be correct in this case. Here, however, we will just start with the local field equations derived earlier, and we will not need to worry about the convergence of the various integrals we used for other purposes. We will also set the cosmological constant A = 0 in this section. The form of the metric tells us to set N' = U, = 0, all radial derivatives vanish, and we choose to use the X2=E3 gauge. Then the gauge and vector constraints are both solved by A3 = A2 -8, and in order to preserve the gauge choice we have to set A = 0. The scalar constraint can be written in the (non-polynomial) form
One of the matter constraints is now an identity, while the other two are simply We can decouple the matter variables from the gravitational evolution equations, which however then become also non-polynomial, by using the constraints. We then get four coupled equations, with a constraint that depends on the (constant) value of rj. While the time derivative of (4.2) is (weakly) zero, the preservation of (4.3) under time evolution leads to = $ N a ( Z I A l +2X3A3) 3 =aiyNv(X,Al+2Z3A3). s, since the structure of Kantowski-Sachs spacetimes has already been thoroughly studied using metric variables [16, 171. In particular, it is known [16] that all perfect fluid Kantowski-Sachs models are geodesically incomplete both to the past and the future; the singularities in some cases are due to the fact that X and/or Y vanish there, while the fluid energy density always diverges (as we should expect from what was said in section 2 about the case U, = 0). Rather, it will be interesting to solve them explicitly in the simplest case, when y = 2, as an illustration of what happens when we evolve towards singularities of the Kantowski-Sachs type with the new variables. We thus introduce the four real variables X := 2: y := 2:
in terms of which the evolution equations become, for y = 2,
and the remaining scalar constraint is uv+i(v2+32y) = kfji=const.
(4.10)
These equations can be solved exactly, if we set N = const, and the general solution is
where t o , xo = x ( to), u0 and eo are arbitrary real constants (xo and fjo are positive).
From these, we can easily find expressions for the X i (these vanish as t + *a, except possibly if yo = 0) and the Ai (these blow up as t + *CO, except possibly if fjo = 0), and, in turn, from the latter, K a b ) ) , but if these points occur on an isolated hypersurface Z, in an otherwise regular spacetime, so that the ordinary variables are recovered before and after it, we can consider this framework as a satisfactory one for evolving past this simple kind of singularity.
In the spherically symmetric case, det( [ a b ) = 0 means El = 0 or C2 = C, = 0. Bengtsson [13] has discussed some of these solutions, in which 6" is degenerate throughout the hypersurface Z, and finds that in that case the degeneracy is preserved by evolution. This would seem to imply that these fields cannot represent isolated singular hypersurfaces in otherwise regular spacetimes, but are to be interpreted instead as globally singular 'spacetimes', whose physical meaning is not clear. On the other hand, the Kantowski-Sachs spacetimes we considered in the previous section are precisely spherically symmetric spacetimes, with isolated surfaces where the spatial metric is everywhere degenerate: why can we not obtain them by evolving data corresponding to their singular hypersurfaces (at least in the cases where A , is finite there)? Since the same equations evolve forwards or backwards in time (just change the sign of JV), we could also ask: could we not have obtained these singular surfaces by evolving data corresponding to some other, regular surface?
We saw in the previous section that the answer is no, at least for y = 2 barotropic fluid Kantowski-Sachs models, for the simple reason that the singular surface is only reached asymptotically, for t + c o : the full time development in the new variables is an incomplete spacetime. In most of the models that we looked at in detail, A , would have diverged on the singular surface (we might thus be thankful for the fact that we automatically stayed away from it), but our result indicates that, in cases where one can assign meaningful data with det( [ a b ) = 0, it could be that the data stay degenerate under evolution even though the surface is just an isolated singular surface: our evolution is a fake time evolution, squeezed to keep us always on the same surface, infinitely far away in coordinate time from the regular regions.
It would be very interesting to understand the situation in more general spacetimes, and, in particular, in which cases the degenerate surface can actually be reached. We will not attempt to deal with this question from the point of view of dynamics, in the sense of being able to answer just by looking at the initial data; but we can suppose we have some full solution of the Einstein equation with a singularity of the type we are discussing, and ask how much of it we could recover by evolving new variables data. These last considerations we will make are thus purely kinematical in character, and apply to gravity coupled to any matter source, or to pure gravity, although we will refer to the Kantowski-Sachs models of the previous section as examples.
The first important thing to stress is that, while what we use in the geometrical interpretation of the evolved data is the lapse N, the quantity appearing in our evolution equations is the densitized lapse JJ' = fi-'N. We prescribe JJ' before we solve the equations, and their solution gives us fi( t, x), from which we then reconstruct what the corresponding N was. But suppose that at some point on a hypersurface Eo we get fi = 0. Then N = 0 there (we cannot allow JV to blow up lest the equations become is not invertible, i.e. ill defined), and we find that the metric is not only spatially degenerate there, but degenerate in time as well.
Vanishing lapses are commonly used in numerical relativity, particularly near the singularity in simulations of black hole evolution, to keep the hypersurfaces from reaching the singularity. In the case of metric degeneracies and new variables, there are two possibilities: either N approaches zero fast enough near the degeneracy to keep us away from it, as happened with our Kantowski-Sachs examples (and then we cannot conclude that, using a coordinate time that did extend to the degenerate points, we would find N = 0 there-it does not vanish in the Kantowski-Sachs models); or we can actually reach the & = N = 0 degeneracy in a finite amount of coordinate time.
Since r_U will approach some non-zero constant, what distinguishes the two possibilities is the behaviour of 4; more precisely, if the degenerate point is at a proper time T~-T~ from the initial hypersurface along an integral curve of t a = ( a / a t ) " , we can reach it in a finite coordinate time if i.e. if &( IT) approaches zero slower than ( I T -T J . If we look at the behaviour of & for barotropic fluid Kantowski-Sachs models (see 13 in [16] ), we see that none of them satisfies this condition, and we conclude that, had we solved (4.4) with y f 2 in the previous section, the singularities would all have been at t = * W .
Even if a singularity can be reached in a finite coordinate time, it is still possible that the gravitational variables, A, in particular, and/or matter variables, will diverge there, and we do not claim that one can evolve past curvature singularities (such as e.g. the isotropic singularities of Goode and Wainwright [24] ). It seems that the canonical formalism allows us not to worry about the fact that the causal structure near the singularity will certainly not be regular (the canonical 'time' evolution does not seem to care about whether t can in any sense be thought of as time, as we remarked earlier), and the fact that 71 will not diverge even if p + 0, because as we saw in section 2 it is constant along the fluid flow lines, is encouraging, but it is still too early to tell whether we will be able to find singularities that the new variables allow one to evolve past.
