Abstract. For a positive integer k, the Erdös-Selfridge function is the least integer g(k) > k + 1 such that all prime factors of g (k) k exceed k. This paper describes a rapid method of tabulating g(k) using VLSI based sieving hardware. We investigate the number of admissible residues for each modulus in the underlying sieving problem and relate this number to the size of g(k). A table of values of g(k) for 135 ≤ k ≤ 200 is provided.
Introduction
For k ≥ 1, denote by g(k) the least integer > k + 1 such that no prime p ≤ k divides
k . This function grows rapidly with increasing k and is consequently difficult to compute for even modest values of k. The behavior of g(k) was first studied by Ecklund, Erdös and Selfridge [2] who tabulated g(k) for k ≤ 40 as well as g(42), g(46), and g(52). These are all the values of g(k) ≤ 2500000 when k ≤ 100. The table was extended to include all the values of g(k) for k ≤ 140 by Scheidler and Williams [1] using sieving techniques. The largest of these values, g(139), is a 17 digit number. Sieving was continued for 141 ≤ k ≤ 155 but the results were never published.
A number of lower bounds on g(k) were proved and conjectured in [2] and by Erdös, Lacampagne and Selfridge in [3] . The best lower bound was recently established by Granville and Ramaré [5] who proved that there exists an absolute positive constant c such that g(k) > exp(c(log 3 k/ log log k)
This implies that g(k) grows faster than any polynomial in k. This paper further extends computations and provides values of g(k) for 135 ≤ k ≤ 200. We also repeated earlier tabulations and found an error in the value of g(138) given in [1] . The computation was performed on the Manitoba Scalable Sieve Unit (MSSU), a very fast VLSI based sieving device developed by Lukes, Patterson and Williams [4] . We used a modification of the algorithm given in [1] . To make this paper somewhat self-contained, we begin with a brief review of the basics of sieving as well as the sieving method used in our computations. We analyze the number of admissible residues of the sieving problem arising from g(k) in Section 3. Section 4 compares the size of the sieving problem for g(k) with the actual value of g(k) and investigates gaps between g(q − 1) and g(q) where q is a prime. Our implementation on MSSU is discussed in Section 5. The paper concludes with a table of values of g(k) (135 ≤ k ≤ 200).
The sieving algorithm
In order to solve a sieving problem, it is required to find solutions to a system of simultaneous linear congruences. More exactly, one needs to search for integers x such that
where h is a positive integer, the moduli m 1 , m 2 , . . . , m h are positive integers assumed to be pairwise relatively prime, and each set R i = {r i1 , r i2 , . . . , r ini }, called the set of admissible residues for modulus m i , consists of nonnegative integers less than m i (i = 1, 2, . . . , h). Boundary conditions are placed on x, i. e. we may require x to lie in a certain specified range, or we might wish to obtain the least solution of (2.1) that exceeds a fixed lower bound. Additional restrictions, checked by a filter , may be placed on x.
Over the past 75 years, a number of mechanical as well as computer based machines for solving sieving problems have been constructed (see [4] for a history of these machines). MSSU is the most recent and by far the fastest such device.
Our method for tabulating g(k) as well as some of the results in Section 3 are derived from Kummer's well-known result that the binomial coefficient n k is relatively prime to a prime p if and only if there are no "carries" when k and n − k are added in base p (see [6, p. 220] ). Since the sieving algorithm is described in detail in [1] , we merely sketch it here. Let
be the base p representation of k. (It is easy to compute the coefficients a i , see formula (2.1) in [1] ). For i = 0, 1, . . . , m, set
and recursively define the sets
.
To compute g(k) for fixed k, the moduli m i in (2.1) are the values p m where p is a prime, p ≤ k, and p m ≤ k < p m+1 , i. e. m = log p k . For each modulus p m , the corresponding set of admissible residues is B m−1 . Each solution n of (2.3) is checked for filter condition (2.4). The least integer n ≥ k + 2 satisfying both (2.3) and (2.4) for all primes p ≤ k is g(k).
Number of admissible residues
Let p ≤ k be a fixed prime and set m = log p k . Then each set C i contains
Hence, the number of residues for each modulus is given as follows.
Lemma 3.1. The number of admissible residues for modulus p
m is
If the modulus is a prime, i. e. m = 1, then the base p representation of k is
Hence in this case, we have
Corollary 3.2. If the modulus is a prime
Clearly, the number of residues r p for modulus p m is between 1 and p m , inclusive. If the number of admissible residues is maximal, i. e. r p = p m , then (2.3) is always satisfied and we do not need to include modulus p m in the congruences. It is easy to establish the exact form of k in the extreme cases r p = p m and r p = 1. For single residue congruences, we can also determine the unique residue. 
We now compare the number of admissible residues for the two consecutive values g(k − 1) and g(k) in the special case where k is a prime power. Let k = q t where q is a prime and t ≥ 1. As before, let p ≤ k be a fixed prime and set m = log p k . To distinguish between quantities pertaining to different k values, we include k as an argument, i. e. write r p (k), C i (k) etc.
and r p (k − 1) = 1 by Lemma 3.4 (here, the corresponding modulus is p m−1 ). If m = 1, then k − 1 = p − 1 < p, so the moduli used in searching for g(k − 1) do not include a power of p.
Case 2: p = q. Then it is easy to see that log p (k − 1) = m. Let the p-ary representation of k − 1 be
Since p does not divide k = q t , we must have a 0 = p−1, so the p-ary representation of k is
In summary:
Lemma 3.6. Let k = q t , q a prime, t ≥ 1. Then for any prime p ≤ k, the number of admissible residues for modulus p m , m = log p k , satisfies the following properties.
, and no power of p is included in the moduli for
where
Corollary 3.7. Let k = q be a prime. Then the moduli in the congruences for both g(q) and g(q − 1) are exactly the powers p m where p is a prime less than q and m = log p k . Furthermore, for each such prime p,
We conclude this section with a brief analysis of the filter conditions for both k and k − 1 when k = q is a prime. Proof. Let p ≤ q be a prime. Since each solution candidate n for either g(q) or g(q − 1) satisfies n ≥ (q − 1) + 2 = q + 1 > p, the left-hand side of (2.4) is always at least 1. If p < q, then the base p representations of q and q − 1, respectively, are q = p + (q − p) and q − 1 = p + (q − p − 1), so in either case a m = a 1 = 1 and (2.4) always holds. If p = q, then the prime p is not included in the filter condition for k = q −1, and for k = q, we have again a m = a 1 = 1, so (2.4) is always satisfied.
Size of g(k)
Since computations show that there are large variations in the size of g(k) for different values of k, we thought it useful to correlate for given k the probability that a solution candidate n passes the sieve and filter for g(k) with the actual value of g(k). For a prime p ≤ k, denote by P p (k) the probability that a solution candidate n satisfies (2.2). Then under the reasonable assumption that each residue in B m = B m (k) is equally likely, we get
so the probability that n satisfies (2.2) for all primes p ≤ k is
Since P (k) determines the size of the range that needs to be sieved before g(k) is found, with a larger value of P (k) resulting in a smaller sieving range, we expect that P (k) is approximately inverse proportional to g(k). We therefore computed the product R(k) = P Our table of values of g(k) also shows that there are frequently significant gaps in size between g(q − 1) and g(q) where q is a prime. Let p < q be a prime. By Lemma 3.8, we can ignore the filter condition (2.4), so from (2.3), we obtain
for both k = q and k = q + 1. Corollary 3.7 implies that
By Mertens' theorem
where γ is Euler's constant, hence the two probabilities P (q − 1) and P (q) will tend to differ by at least a factor which is proportional to log q. Thus, we expect the gaps between g(q − 1) and g(q) to increase significantly for large primes q.
Implementation
MSSU utilizes 32 VLSI chips operating in parallel, each of which implements an electronic sieve device performing at a rate of 192 million trials per second. Each individual chip supports the moduli 16, 9, 25, and 49, as well as the next 26 primes 53 through 113 in hardware.
For fixed k, the values of all the admissible residues in the sieving problem for g(k) are precomputed in software and passed to MSSU. MSSU then optimizes this information as described below to best fit its hardware. An on-line filter checks each value n which satisfies (2.3) for condition (2.4). The computation terminates as soon as such a value n is let through by the filter, this value being g(k).
Since many of the required moduli p m are not available in hardware, a congruence (mod p m ) may be reduced to a congruence (mod p l ) where l < m. The residues in B m−1 are then mapped or folded onto a possibly smaller set of residues (mod p l ). The congruences "lost" in the process of residue folding are implemented in software using an off-line filter that screens out "false" solutions. This does not slow down the sieving process, as the number of false solutions is sufficiently small to avoid a bottleneck.
MSSU further optimizes the computation by partitioning congruences. A subset of moduli {m 1 , m 2 , . . . , m g } is selected, and for each modulus m j , a subset {s j1 , s j2 , . . . , s jlj } of the corresponding admissible residues is chosen (j = 1, 2, . . . , g). The set of congruences
is combined into a single congruence
where M = m 1 m 2 · · · m g and the S i , (i = 1, 2, . . . , l) are obtained using the Chinese Remainder Theorem. If the set of congruences (5.1) is selected such that l in (5.2) satisfies l ≤ 32, then each residue S i in (5.2) can be assigned to a different sieve chip. The i-th chip now sieves on M x + S i rather than x, which results in a speedup of a factor M in the computation. Therefore, the congruences (5.1) should be selected among the many different partitions in such a way that M is maximal. Clearly, congruences with few admissible residues (single residue congruences in particular) and large moduli are most desirable. The number of choices is further increased when partitioning is combined with residue folding, since for partitioning purposes, a reduced modulus m j = p l in (5.1) need not actually be supported by the underlying hardware. Fortunately, the total number of congruences is sufficiently small to make an exhaustive search for the optimal combination of residue folding and congruence partitioning computationally feasible.
We conclude this section with a comment on the speed-up suggested in [1] in the case where k + 1 is composite. In this case, each solution candidate n for g(k) satisfies n ≡ −1 (mod k + 1), so one can sieve on (n + 1)/(k + 1) rather than n and speed up the process by a factor of k + 1. The MSSU algorithm achieves essentially the same speed-up as follows. For each prime divisor p of k + 1, modulus p m is folded onto modulus p α where α is the largest exponent such that p α | k + 1. This results in a single residue congruence n ≡ −1 (mod p α ) (see the proof of Lemma 2 in [1] ). Combining these congruences for all primes dividing k + 1 yields a single residue congruence n ≡ −1 ≡ k (mod k + 1).
We recomputed g(k) for all k ≤ 140 and found an error in the table given in [1] for k = 138. The correct value is g(k) = 601242167764223. We also computed g(k) for 141 ≤ k ≤ 200. A table of these values can be found at the end of the paper. To show the enormous increase in speed of MSSU versus OASiS, the device used for the computations in [1] , we point out that OASiS required 11 days 11 hours for computing g(139), whereas MSSU achieved this task in a mere 4 minutes (including time to load and verify the problem).
Sieving rates varied greatly for various values of k. The fastest sieving rate occurred for k = 199 with a hardware count rate of 7.5 × 10 15 per second, requiring less than 20 hours to compute g(199). One of the more difficult values of k to compute was 198 with a hardware sieving rate of 3.3 × 10
13 . This would have taken more than 50 days to compute using only 32 sieve chips. However, we were able to re-partition the problem into 5 subproblems requiring 24 sieve chips each and were able to verify a solution in under 10 days. Due to the very low rate at which solution candidates were generated, solution filtering had a negligible effect on the the observed sieving rate. Surprisingly, even with the introduction of false solutions by residue folding, and optimizing out many of the sparse congruences using partitioning, sieving proceeded at essentially the maximum theoretical hardware sieving rate. Using a 6-way partitioning, it took approximately 30 days to compute the largest value found, g(200), which is a 23 digit number.
In the table of values of g(k), the digits of g(k) are written in groups of at most ten to facilitate reading. Prime values of k are given in bold type.
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