In this study, online identification of state delays is discussed. First, a novel adaptive time delay identification technique is proposed for general classes of nonlinear systems subject to state delays. The stability of the time delay identification algorithm is analyzed via Lyapunov-based techniques. In this work, we consider the time delay as a nonlinear parameter effecting the system which is a seemingly novel departure from the existing literature. As an extension, this technique is modified to design a tracking controller for general classes of nonlinear systems subject to state delays. The main novelty of this controller is that identification of unknown state delays are ensured while output tracking objective is satisfied. Numerical simulations are conducted that demonstrate the efficiency of the time delay identification algorithm and the tracking controller.
Introduction
Time delay, also named as time difference of arrival or dead time in different disciplines, is an important research area mostly due to its negative effects (such as instability or reduced performance) on systems (Richard, 2003) . Time delay may originate from the dynamics of systems, or may be introduced by feedback loops, sensors, and communication lines.
Since time delay is a real problem that occurs in several systems, a significant amount of research has been conducted on its effects on stability, and identification and control methods for time-delayed systems. A broad overview on time delay and its effects on systems may be found in Richard's (2003) work. Gu and Niculescu (2003) also presented a broad overview, that particularly focused on engineering applications and recent progresses of stability and control of time delay systems.
A significant amount of research has been devoted to designing time-delay identification algorithms (Ahmed et al., 2006; Belkoura and Richard, 2006; Drakunov et al., 2006; Wang et al., 2008; Bjorklund and Ljung, 2009; Tang et al., 2009; Tang and Guan, 2009; Loxton et al., 2010; Ni et al., 2010; Selvanathan and Tangirala, 2010; Bayrak and Tatlicioglu, 2011; Tan and Cham, 2011) . Most of the past research on time-delay identification were usually presented for linear or linearized systems and review of the relevant past research highlights the fact that there are no time-delay identification algorithms for general classes of nonlinear systems.
Owing to the negative effects of time delay on stability and performance, a significant amount of research was devoted to designing controllers for systems subject to time delays. Gu and Niculescu (2003) and Zhong (2001) investigated robust control and robust stability of time-delay systems. Schoen (1995) investigated the stability of time-delay systems by using Razumikhin theory, Lyapunov-Krasovskii theory, and eigenvalue consideration. Krstic (2009) focused on systems with input delays and converted the problem to boundary control of partial differential equations after introducing a transformation. Niculescu (2001) analyzed effects of time delays on stability of dynamical systems.
For nonlinear systems subject to state delays, accurate knowledge of time delays is advantageous for control development, however time delay is usually unknown. To overcome this problem, estimating time delay while controlling the system may be an effective method. Peng et al. (2004) considered the Smith predictor based controller design for network control systems with time delay identification. Zhang and Li (2003) presented a fuzzy Smith predictor based controller for time-varying processes based on time-delay identification for signal processing applications. Zhang and Li (2006) proposed a control method for master-slave systems based on timedelay identification. A review of the relevant literature highlights the fact that there are no notable control approaches based on time delay identification. The approaches in the literature are usually valid for some special cases, and not for general nonlinear systems.
In this work, first, general classes of nonlinear systems subject to state delays are considered and a novel time-delay identification technique is proposed. While designing the identification algorithm, the time delay is considered as a nonlinear parameter affecting the system, and the nonlinear parameter identification method of Annaswamy et al. (1998) is utilized as the time-delay identification method. In the design of the time-delay identification algorithm, auxiliary observer-like signals are designed. The stability of the closedloop system and the convergence of the time-delay identification is proven via Lyapunov-based methods. When compared with the literature, the proposed time-delay identification is designed via Lyapunov-based methods, it works online, and it can be applied to general classes of nonlinear systems without imposing any restrictions. As an extension, general classes of nonlinear systems subject to state delays is considered and a tracking controller is designed. The main novelty of this part is that while the controller ensures tracking of a desired trajectory, state delays can be identified online. The performance of the identification algorithm and tracking controller were evaluated by using MATLAB/simulink simulation program.
System model
The following system is considered
where f (Á) 2 R is a nonlinear function, x(t) = ½x 1 x 2 Á Á Á x m 2 R m is state vector, and t 2 R n denotes unknown constant time-delay vector. It is noted that, function f (Á) is used in the rest of this work with the same arguments. It is assumed that the structure of f (Á) is known and the state vector x(t) is measurable. Assumption 1. It is assumed that t, the unknown time-delay vector, is bounded and is in a known hypercube O & R n .
Assumption 2. It is assumed that the function f (Á) is either concave or convex on a simplex
Assumption 3. It is assumed that the state vector x(t) is continuous, bounded, and Lipschitz in time as follows
where L 1 2 R is a positive Lipschitz constant.
Assumption 4. It is assumed that f (t 0 , x) is Lipschitz with respect to its arguments in the sense that
, and L 2 2 R is a positive Lipschitz constant.
Time-delay identifier design
In this section, auxiliary observer-like signals will be designed to facilitate the error system design and the time delay identifier will be designed subsequently. Observer-like signals, denoted byx i (t) 2 R, i = 1, . . . , m, are updated according to the following rule
n is the estimate of t, a 2 R is a positive constant gain, a Ã (t) 2 R is the tuning function, r(t),x e (t) 2 R are auxiliary error signals defined asx
where e 2 R is the desired precision, and sat(Á) 2 R is the standard saturation function defined as follows
Remark 1. It should be noted that from (5) and its time derivative, it is clear that
where (6) was utilized. This remark will later be utilized in the stability analysis.
The following expressions can be obtained for the time derivatives of the observer errors
where (1) and (4) were utilized. The following update law is proposed
where the projection strategy ProjfÁg 2 R n guarantees that t(t) always belongs to the hypercube Y and defined aŝ
where the subscript j denotes the jth element of the corresponding vector 8j = 1, 2, . . . n, t j, min , t j, max 2 R are the minimum and maximum values of the jth component of t, respectively, f Ã (t) 2 R n is the sensitivity function, and G 2 R n3n is a positive definite diagonal gain matrix. The solutions for f Ã (t) and a Ã (t) are obtained from a min-max optimization problem of the following form (Annaswamy et al., 1998) 
where J (Á) 2 R is a performance index defined as follows
wheret(t) 2 R n is the identification error defined as follows
The solutions for f Ã (t) and a Ã (t) are obtained as:
where A(t) 2 R n+1 ð Þ is given as follows
where
are obtained as follows
where b 2 R is defined as follows
. . , n + 1 where t sh 2 R n are the vertices of the simplex O s . In (17) and (19), rf (t) 2 R n is the gradient of f (Á) defined as follows
Remark 2. The tuning errorx e (t) and the saturation function sat(r) assure that the estimator is continuous even if a discontinuous solution of the min-max algorithm is obtained (Annaswamy et al., 1998) .
Remark 3. The projection strategy in (11) assures the boundedness of thet(t); thus, f Ã (t) can be upper bounded as follows
where L f 2 R is a positive constant.
Theorem 1. The observer dynamics in (4) and the adaptive update law in (10) guarantee stability and global boundedness of the closed-loop system, andx e (t) j j! 0 as t ! '.
Proof 1. The proof of this theorem can be found in Appendix
From its definition in (5), it is easy to see thatx m (t) j j is ultimately bounded in the sense thatx m (t) j j e as t ! '. Linear analysis tools can then be utilized to prove thatx i (t) j j e as t ! ', i = 1, 2, . . . , (m À 1); thus, proving ultimate boundedness of the observer errors.
Theorem 2. The estimator assures that kt(t) k ffiffiffi g p as t ! ' provided the following nonlinear persistent excitation condition holds
where n is maximum eigenvalue of G, t 2 2 t 1 , t 1 + T 0 ½ , t 1 . t 0 , and T 0 , e u 2 R are positive constants.
Proof 2. The proof of this theorem can be found in Appendix B.
Remark 4. From the definition of g in (27), it is clear that g can be made smaller by choosing a smaller e. It should be noted that, as the desired precision e ! 0, then g ! 0; thus, the observer errors and the time delay identification error is driven to zero.
Remark 5. This algorithm can be applied to systems subject to input delay. In this case, the system model can be described as
where u(t) 2 R is the control input. In the case of u(t) being exposed to time delay(s), this time delay can also be considered as a member of time-delay vector t and can be estimated along with the state delays.
Tracking controller while identifying time delays
In this section, we design a controller for the following general nonlinear systems
where u(t) 2 R is the control input. Model in Equation (29) is an extension of the model in Equation (1) by adding an input signal and all assumptions given for model in Equation (1) is valid for this model. The control objective is to design u(t) to guarantee that x 1 (t) tracks a desired trajectory, while identifying time delays. We can achieve this objective by redefining the error signalx 1 (t) as follows
where k i 2 R, i = 1, . . . , m À 1 ð Þ are control gains. To facilitate the control design the time derivative ofx m (t) can be obtained as follows
where (29), the mth-order time derivative of (30), and (31) were utilized. The control input u(t) is designed as follows
After substituting (33) into (32), we obtain the following closed-loop error system
The rest of the development is considered to continue from (10).
Remark 6. It can be seen that the expression in (34) is exactly same as that in (9), and since the rest of the development is same, the stability analysis is valid and the proofs of Theorems 1 and 2 are applicable for this case as well. Thus, the proof of Theorem 1 ensures ultimate boundedness of the output tracking errorx 1 (t), and the proof of Theorem 2 guarantees convergence of the time delay identification algorithm.
Numerical simulation results
The performance of the proposed technique was evaluated by conducting numerical simulations using Matlab/Simulink. Numerical simulation section was divided into two subsections: (i) time-delay identification; (ii) control with time-delay identification.
Time-delay identification
The following model was considered
where t is the time delay. The performance of the proposed technique was evaluated with and without additive noise. In noisy case, additive white Gaussian noise with a 20 dB signal-to-noise ratio (SNR) was injected into f (Á) to demonstrate robustness against measurement noise.
During the simulations, the lower and upper bounds of unknown time delay t were chosen as 0:1 and 1:1 seconds, respectively, the initial values of x(t) andx(t) were set to ½0, 0:1 T and ½0:3, 0:3 T , respectively, and the initial value of t(t) was set to 1:1 seconds. The time delay t was chosen as 0:4 seconds. The update law in (10) was utilized with the desired precision e = 10 À6 , and the control gains were chosen as a = 6 and G = 0:7, and k 1 was chosen as 56 for the noisefree case and as 52 for the noisy case.
2
In Figures 1 and 2 , the estimation performances are presented for noise-free and noisy cases, respectively.
Control with time-delay identification
The following model (Sharma et al., 2012) belongs to a chattering phenomenon during a metal cutting operation was considered
where m, c, k, k c , b, f are the effective mass, damping coefficient, stiffness constant, cutting stiffness, width of cut, and feed rate, respectively, and t is the time delay. Model parameters were taken from Sharma et al. (2012) as m = 1:16 kg, t = 60=v, v = 550 rpm, k = mv 2 , c = 2mhv, h = 0:1, v = 83p, k c =k = 0:5, b = 2 mm, and f = 0:25 mm per revolution.
The performance of the proposed technique was evaluated with and without additive noise. In noisy case, additive white Gaussian noise with a 20 dB SNR was injected to f (Á) to demonstrate robustness against measurement noise.
During the simulations, the lower and upper bounds of unknown time delay t were chosen as 0:05 and 0:3 seconds, respectively, the initial values of both x(t) andx(t) were set to ½2, 1 T , and the initial value oft(t) was set to 0:3 seconds. The update law in (10) was utilized with the desired precision e = 10 À6 , and the gains a, G, and k 1 were chosen as 150, 550, and 180 for the noise-free case and as 310, 105, and 90 for the noisy case, respectively. The time delay was considered as constant and selected as t = 60=550 seconds. In Figures 3 and 6, 4 and 7, and 5 and 8, the estimation performances, tracking errors, and control efforts are presented for noisefree and noisy cases, respectively. 
Conclusion
In this work, a novel time-delay identification algorithm was proposed for general classes of nonlinear systems subject to state delays. While designing the identification algorithm, different from most of the studies in the literature, the time delay was considered as a nonlinear parameter, and the nonlinear parameter identification method of Annaswamy et al. (1998) was utilized as the time-delay identification method. Auxiliary observer-like signals were utilized when designing the time-delay identification algorithm. As an extension, the time-delay identification algorithm was modified to be applicable to general classes of nonlinear systems subject to state delays by designing a tracking controller. The main novelty of this design is that while the controller ensured tracking of a desired trajectory, state delays were identified online.
The performance of the identification algorithm and tracking controller were evaluated by using MATLAB/ Simulink. To numerically verify the time-delay identification, a second-order dynamical system was considered, while the model of a chattering phenomenon during a metal cutting operation system studied by Sharma et al. (2012) was considered to numerically verify the tracking controller with time-delay identification.
To demonstrate the robustness of the time-delay identification and the tracking controller, both the numerical simulations were run in the presence of additive noise that were artificially added to some of the signals. Successful results were obtained for both the time-delay identification algorithm and the tracking controller. Specifically, as presented in the figures, estimation and tracking objectives were achieved.
There is much to be considered for future work. One of the major assumption of this work is that the knowledge of nonlinear function f is required. While this is a restrictive assumption, to the best of the authors knowledge there are no notable identification methods that identify both time delays and linear parameters. As a result, future time-delay identification strategies should relax the requirement for the exact knowledge of nonlinear function. Currently, work is under way to design time-delay identification algorithms that does not require the knowledge of the model parameters.
n is a convex polyhedron with n + 1 vertices. 2 We would like to note that, as highlighted in Remark 4, the desired precision effects the ultimate bound that the time-delay identification error reaches, thus, we chose it very small. The other gains were chosen via trial error. Specifically, first conservative (i.e. bigger) values of the gains were chosen and when satisfactory performance was achieved, the gains were decreased to obtain satisfactory performance with smaller gains. 3 A similar proof can be given if bðPðt 2 ÞÞ = À 1, i.e. q(Á) is concave on O s ; P(Á) is a measurable function including known and measurable parameters.
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Appendix
A Proof of Theorem 1
Proof 3 To facilitate the proof, a non-negative Lyapunov function, denoted by V (t) 2 R is, defined as follows
After utilizing the time derivative of (15), the time derivative of (37) can be obtained as follows
where (10) was utilized. It should be noted that an adaptive law with the projection algorithm defined on a convex set retains all of the properties of the adaptive law without the projection algorithm (Ioannou and Sun, 1996) . The projection strategy given in (11) is on the hypercube O which is a convex set; hence, the expression given in (38) can be rewritten as follows
To further facilitate the proof, two different cases are considered: case I whenx m j j e and case II whenx m j j. e. For case I, from Remark 1, it is clear that
For case II, also, from Remark 1 and (39), the following expression can be obtained
After substituting (9) into (41), the following expression is obtained
It should be noted that jx m j . e is satisfied when eitherx m . e orx m \ Àe. These two distinct sub-cases will be investigated separately.
Case II(i): Whenx m . e, from (7) and (5), it follows thatx e . 0 and sat(r) = sgn(x m ) = 1, thus from (42), we obtain
From which it is clear that _ V (t) 0 is satisfied if the following inequality holds
Therefore, we choose to maximize a Ã (t) as follows
Note that the tuning function a Ã (t) is like a gain in (9) so it being smaller will be preferred; thus, we seek to find f Ã (t) so that a Ã (t) is minimized:
Case II(ii): Whenx m \Àe, from (7) and (5), it follows that x e \ 0 and sat(r) = sgn(x m ) =À1, thus from (42), _ V (t) can be written as
Following along the same lines as in Case II-ii, the following expression can be obtained for a Ã (t)
The conditions in (46) and (49) for cases II(i) and II(ii), respectively, can be combined to obtain the following expression for the tuning function a Ã (t)
Similarly, from (44) and (48), the following inequality can be obtained
The expression given in (43) can be rewritten as follows
After utilizing (51), and the fact thatx e sat(r) ! 0 wheñ x m j j. e, the right-hand side of (52) can be upper bounded as follows
From (37), (40), and (53), it can be concluded that V (t) 2 L ' , thusx e (t),t(t) 2 L ' . After integrating (52), it is easy to see that x e (t) 2 L 2 ; since sat(Á) in (7) produces bounded outputs, from (5), it can be concluded thatx m (t) 2 L ' . From (15), it is clear thatt(t) 2 L ' . Since the tuning function a Ã (t) is a function of bounded signals, and f (Á) is considered to be a bounded signal, from (9), it follows that _ x m (t) 2 L ' . Since the projection strategy given in (11) ensures that _ t(t) 2 L ' ; from the time derivative of (15), it can be concluded that _ t(t) 2 L ' .
B Proof of Theorem 2
To facilitate the proof, without loss of generality, we assume that b P t 2 ð Þ ð Þ= 1, i.e. f t, P t 2 ð Þ ð Þis convex on O s . 3 Thus, the expression given in (26) can be rewritten as follows
where e ¼ D e ut (t 1 ) À t k k . To further facilitate the proof, a region of convergence is defined as
where d(t) 2 R n+1 is the combined error signal defined as
and V (Á) is the Lyapunov function previously defined in (37 
where (37) and (56) were utilized. From the above expression, it is clear that the following inequalities are not satisfied simultaneouslyx
It can be seen that if the inequalities given in (58) and (59) are satisfied simultaneously, then V (Á) g, which is not true. Thus, three possible cases arise: 1.x e t 1 ð Þ j j. ffiffiffi g p ; 2.
or case 3 holds, sincex e t 1 ð Þ j j. ffiffiffi g p , from Property 1 (see Appendix C), it is clear that V (Á) decreases. If case 2 holds, in the following analysis it will be shown that jx e (t)j becomes large for some t . t 1 and V (Á) decreases. Since for case 2, t(t) k k. ffiffiffi g p , from its definition, following expression can be obtained
After substituting (27) into (60), following expression is obtained
We show that if (61) holds, then there exists a time t 3 2 ½t 2 , t 2 + T 1 such that
where d 2 R is defined as
with c 2 , T 1 2 R being defined as
Proof by contradiction will be utilized to show that (62) holds.
To facilitate the proof, the following inequality is considered
From (9), the following inequality may be obtained
where (65) was utilized. To prove thatx e (t) becomes large over ½t 2 , t 2 + T 1 , we seek to establish lower bounds for
and Àa Ã sat(r) in (66) in order. From Assumption 4, it follows that
After integrating (10) from t 1 to t 2 , the following expression is obtainedt
where the fact that the projection algorithm retains all of the properties of the adaptive law without the projection algorithm was utilized. From (68), triangle inequality can be utilized to obtain the following expression
The left-hand side of (69) can be upper bounded as followŝ
where (65), Remark 3, and the fact that T 0 ! t 2 À t 1 were utilized. After utilizing (67) and (70), the following inequality can be obtained
from which, it follows that
After adding (54) and (72), the following expression is obtained
After utilizing Assumptions 3 and 4, the following inequalities can be obtained
from which the following expressions may be obtained
After combining (70), Assumptions 3 and 4, the following expression can be obtained
where the fact that min(a, b) a and min(a, b) b was utilized. From (78), it follows that
After adding (77) and (79), the following expression is obtained
which can be rearranged to obtain the following expression
After utilizing (73), Equation (81) can be rewritten as
where the lower bound on the term ½f (t, (66) is established. Now, we seek to find a lower bound on the term Àa Ã sat(r) in (66). After changing the variable t 2 to t 2 + l and t 1 to t 2 , the expression given in (70) can be rewritten as followŝ
After pre-multiplying (68) with f ÃT (t 2 ) and then utilizing similar manipulations as those in (68)- (70), the following expression is obtained
where Remark 3 was utilized. When b(P t 2 ð Þ) = 1, Property 3 (see Appendix E) can be utilized to show that
where a Ã + (Á) denotes a Ã (t) whenx e . 0 (see Appendix D). From (12), the following expression is obtained
wheref 2 (Á) 2 R is an auxiliary signal defined aŝ
At time instant t 2 + l, the expression given in (86) can be written as follows
Since f Ã (t 2 + l) results in the minimum value of a Ã + (t(t 2 + l), P(t 2 + l)), the left-hand side of (88) can be upper bounded as follows
After adding and subtracting the termsf 2 (Á) and f ÃT (t 2 )t(t 2 ) to the right-hand side of (90), and then simplifying results in the following expression
where the fact that max(a + b) max(a) + max(b) was utilized. After utilizing (86), the expression given in (91) can be written as follows
where the right-hand side of the expression can be upper bounded as follows
The expression given in (93) can be rewritten as follows
where (80), (84), (85), (87), and (89) were utilized. Since min 1, d
È É 1, (94) can be rewritten as follows
The inequality given in (95) is rewritten as follows
where the fact that sat(r) 1 was utilized. After multiplying both sides of (96) by À1, and utilizing Property 2 (see Appendix D), the lower bound on the term Àa Ã sat(r) is obtained as follows
Now, the expression given in (66) can be rewritten as follows
where (82) and (97) were utilized. After substituting the definitions of c 1 and c 2 in (27) and (64), respectively, into (98), the following expression can be obtained
Since min 1, d È É d, the right-hand side of (99) can be lower bounded as follows
where c 3 2 R is defined as
Integrating both the sides of (100) over ½0, T 1 with T 1 being previously defined in (64), results in the following expression
Simplifying the right-hand side of (102) results in the following simple expression
where (64) was utilized. After performing a change of variable r = t 2 + l on the left-hand side of (102), the following expressions can be obtained
After combining (103) and (104), the expression given in (103) can be rewritten as follows
Evaluating the expression in (65), with l = 0 results
which, after utilizing (106), can be rewritten as
After substituting (107) into (105), the following inequality can be writtenx
Since min(a, b) a and min(a, b) b, from the definition of d given in (63), the following inequality can be obtained
After multiplying both sides of (109) by the non-negative term (2 ec 2 + 4c 1 ), the following inequalities can be obtained
After adding and subtracting the term dc 2 À Á 2 to the righthand side of (110) results in
After utilizing (110) and (111), the following inequality can be obtained
After utilizing (112), the inequality given in (108) can be written as follows
From (5), it can be seen that the expression given in (113) implies thatx e ! d which contradicts (65); thus, it can be easily concluded that (62) must hold. Thus, it was shown that if V (t 1 ) . g, then one of the following inequalities hold
From Property 1 (see Appendix C), it follows that if (114) holds, then
where T 0 1 = d=(M + ad) and M is defined in Property 1. Similarly, if (115) holds, from Property 1, it follows that
is a non-increasing function, from (116) and (117), the following expression can be concluded After squaring, and then integrating both sides of (132) over ½t 1 + T 0 , T 0 , the following inequality is obtained
After integrating (53) over ½t 1 , t 1 + T 0 , the following inequality can be obtained
where (134) 
where a Ã À (t, P) denotes a Ã (t) whenx e \ 0, and a Ã + (t, P) denotes a Ã (t) whenx e . 0.
Proof 5. To facilitate the proof, first the left-hand side of the inequality in (136) will be proven 
where (138) was utilized. Thus, it can be concluded from (140) that ifx m ! 0, then (137) holds. Whenx m \ 0, from (5), it follows thatx e \ 0. Also, from (7), it follows that À1 satx m e À Á \ 0. Therefore, the following inequality can be obtained 
Hence, from (141), it can be concluded that (137) holds wheñ x m \ 0. This proves (137) for anyx m (t). Similar analysis can be utilized to prove the right-hand side inequality of (136). Thus, the proof of Property 2 is established.
E Property 3
Property 3 
Proof 6. The proof of the property follows the concept outlined in Cao et al. (2003) . We included it in a detailed manner for the sake of completeness. From (23), it follows that b = À1 if q is concave; thus, the following expression can be obtained from the solutions of the min-max optimization problem given in (16) 
Thus, from (146) and (148), it can be concluded that (144) holds. Hence, the proof of Property 3 is established.
F Validity of Assumptions 3 and 4
Assumptions 3 and 4 are technical assumptions that are used for the proof of convergence as given in Appendix A. In general, it is not possible to ascertain whether these assumptions are realistic. In this appendix, the validity of Assumptions 3 and 4 are discussed. To facilitate the validity argument, we add and subtract f (t + Dt, P) from the left-hand side of (3) to obtain the following expression jf (t + Dt, P + DP) À f (t, P)j = jf (t + Dt, P + DP) À f (t + Dt, P) + f (t + Dt, P) À f (t, P)j
The right-hand side of (149) can be upper bounded as follows jf (t + Dt, P + DP) À f (t 0 , P)j jf (t + Dt, P + DP) À f (t + Dt, P)j +jf (t + Dt, P) À f (t, P)j
where triangle inequality was utilized. After utilizing the mean value theorem (Khalil, 2002) , the terms on the right-hand side of (150) can be written as follows
