We show that every symmetric normed space admits an e cient nearest neighbor search data structure with doubly-logarithmic approximation. Speci cally, for every n, d = n o (1) , and every ddimensional symmetric norm · , there exists a data structure for poly(log log n)-approximate nearest neighbor search over · for n-point datasets achieving n o (1) query time and n 1+o (1) space. The main technical ingredient of the algorithm is a low-distortion embedding of a symmetric norm into a low-dimensional iterated product of top-k norms.
INTRODUCTION
The Approximate Near Neighbor problem (ANN) is de ned as follows. The input is a dataset P lying in a metric space (X ,d X ), a distance threshold r > 0, and a desired approximation c > 1. The goal is to preprocess P so that, given a query point q ∈ X , with the promise that at least one of the data points is within distance r , output a data point within distance cr from q. The ANN problem is an important tool in modern data analysis, and, at the same time, * The full version of the paper is available at [10] .
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In many applications, the metric is de ned on d-dimensional real vectors R d . Depending on the relation between the dimension d and the number of data points n, two main regimes have emerged: lowand high-dimensional. The low-dimensional regime corresponds to d = o(log n); hence algorithms can a ord to be exponential in the dimension. In the low-dimensional regime, e cient ANN algorithms are known for any metric space [16, 19, 29, 31] . In this paper, we focus on the high-dimensional regime, when ω (log n) ≤ d ≤ n o (1) , which is relevant for many applications.
The most studied metrics are the Hamming ( 1 ) and the Euclidean ( 2 ) distances. There are good reasons for this: 1 and 2 are very common in applications and admit very e cient algorithms based on hashing, in particular, Locality-Sensitive Hashing (LSH) [5, 26] and its data-dependent versions [7, 11] . Hashing-based algorithms for ANN over 1 / 2 have now been the subject of a two-decade-long line of work, leading to a very good understanding of algorithms and their limitations. All such algorithms for c-approximate ANN obtain space n 1+ρ u +o (1) and query time n ρ q +o (1) for some exponents ρ u and ρ q < 1 dependent on c; e.g., the most recent paper [9] gives tight time-space trade-o s for every approximation factor c > 1. 1 We point the reader to [22] and [9] , which summarize the state of a airs of the high-dimensional ANN over 1 / 2 . A practical perspective is presented in the surveys [40, 41] .
Beyond 1 and 2 , the landscape of ANN is much more mysterious, despite having received signi cant attention. In 1998, [23] showed an e cient data structure for ∞ for approximation c = O (log log d ). There are a few extensions of this result to other metrics, some of which proceed via embedding a metric into ∞ (see Section 1.3). However, we are still very far from having a general recipe for ANN data structures for general metrics with a non-trivial approximation; this is in stark contrast with the success of the lowdimensional regime. This state of a airs motivates the following broad question. P 1. For a given approximation c > 1, which metric spaces admit e cient ANN algorithms?
An algorithm for general metrics is highly desirable both in theory and in practice. From the theoretical perspective, we are interested in a common theory of ANN algorithms for a wide class of 1 The exact dependence, for 2 , is that one can achieve any ρ u , ρ q ≥ 0 satisfying c 2 √ ρ q + (c 2 − 1)
distances. Such a theory would yield data structures (or impossibility results) for a variety of important distance measures for which we still do not know e cient ANN algorithms (e.g., matrix norms, the Earth Mover's Distance (EMD), the edit distance, etc.). Perhaps even more tantalizing is understanding what exactly makes some distances harder than others, and how to quantify that hardness. From the practical perspective, it is also desirable to have a generic algorithm: one that either uses the underlying distance measure as a black box, or provides a "knob" to easily specialize to any desired distance measure. In practice, one must oftentimes tune the distance to the speci cs of the application, and hence algorithms that allow such tuning without major re-implementations are preferred.
In this paper, we focus on the following important case of Problem 1. P 2. Solve Problem 1 for high-dimensional normed spaces.
Norms are important for two reasons. First, most metric spaces arising in applications are actually norms (e.g., the Earth-Mover Distance [38] ). Second, norms are geometrically nicer than general metrics, so there is hope for a coherent theory (e.g., for the problems of sketching and streaming norms, see the generic results of [8, 17] ). Using embeddings into 2 [13, 27] , one can solve ANN for any norm with approximation O √ d/ε , space n 1+ε , and query time n ε , where 0 < ε < 1/2 is a constant; however, no better results are known in general.
Our Main Result
In this paper we nearly settle Problem 2 for symmetric norms, i.e., norms that are invariant under all permutations and changes of signs of the coordinates of a vector. We show the following general result:
, and every d-dimensional symmetric norm · , there exists a data structure for ANN over · for n-point datasets with approximation (log log n) O (1) , space n 1+o (1) , and query time n o (1) .
We note that the techniques behind Theorem 1.1 cannot be extended to general norms; see details in Section 1.6.
Why Symmetric Norms?
The class of symmetric norms is, in some sense, a sweet spot. On the one hand, symmetric norms are mathematically nice and, as we show, allow for a clean characterization that leads to an e cient ANN data structure (see the proof overview from Section 1.4). On the other hand, symmetric norms vastly generalize p distances and enable many new interesting examples, some of which arise in applications. We rst consider the following two examples of symmetric norms, which are crucial for the subsequent discussion.
The rst important example is the top-k norm: the sum of k largest absolute values of the coordinates of a vector; k = 1 corresponds to ∞ , while k = d corresponds to 1 . Another rich set of examples is that of Orlicz norms: for any non-zero convex function G : R + → R + such that G (0) = 0, we de ne the unit ball of a norm · G to be:
Clearly, for 1 ≤ p < ∞ the p norm is Orlicz via G (t ) = t p . In statistics and machine learning, Orlicz norms are known as M-estimators (for the case of convex losses) [20] . A speci c example is the Huber loss. Even though non-convex losses do not correspond to norms, our algorithm still can handle them (see Section 3). Other examples of symmetric norms used in applications include:
• k-support norm [12] used for the sparse regression problem; its unit ball is the convex hull of {x | x is k-sparse, x 2 ≤ 1}, • box-Θ norm [35] (again, used for sparse regression), de ned
, and its dual;
• K-functional [21] used to show tight tail bounds, de ned (a k − a k−1 )·(k-th largest absolute value of a coordinate of x ) .
The minimal norm is the smallest norm such that for every k ∈ [d], one has:
Similarly, the maximal norm is the largest such norm. Minimal norms will provide hard examples of symmetric norms that preclude some simple(r) approaches to ANN (see Section B.1). We also note that the dual (with respect to the standard dot product) of any symmetric norm is symmetric as well. For norms beyond 1 and 2 , the cornerstone result in ANN is a data structure for ∞ due to Indyk [23] . For every ε > 0, the data structure achieves space n 1+ε , query time n o (1) , and approximation O ε (log log d ). This is a doubly-exponential improvement over embeddings of ∞ into 1 / 2 which require distortion Ω
It is well-known [42] that any d-dimensional normed space embeds into ∞ with distortion (1 + ε), which raises the question: can we combine this embedding with the result from [23] to solve ANN for any norm? It turns out that the answer is negative: accommodating a norm of interest may require embedding into a very high-dimensional ∞ . In the worst case, we need 2 O ε (d ) dimensions, and this bound is known to be tight [13] , even for spaces as simple as 2 . Even though this approach would give a non-trivial approximation of O (log log 2 O (d ) ) = O (log d ), the resulting data structure has query time which is exponential in d; thus, this approach is interesting only for the low-dimensional regime d = o(log n).
The result of [23] has been extended as follows. In [2, 6, 24, 25] it was shown how to build data structures for ANN over arbitrary p -products of metrics given that there exists an ANN data structure for every factor. Recall that the p -product of metric spaces M 1 , M 2 , . . . , M k is a metric space with the ground set M 1 × M 2 × . . . × M k and the following distance function:
In a nutshell, if we can build e cient ANN data structures for every M i with approximation c, there exist an e cient data structure for ANN over the product space with approximation O (c · log log n). Note that the above also implies ANN for the standard p , though for this case a better approximation O (log log d ) is possible via randomized embeddings into ∞ [2] .
For small values of p, one can also get c = 2 O (p ) [14, 37] using di erent techniques.
Overview of the Proof of Theorem 1.1
We prove Theorem 1.1 in three steps.
• First, we build a data structure for d-dimensional top-k norms. We proceed by constructing a randomized embedding into d-dimensional ∞ with constant distortion, and then invoke the data structure for ANN over ∞ from [23] . Our embedding is a re nement of the technique of maxp-stable distributions used in [2] to embed p into ∞ . Surprisingly, the technique turns out to be very general, and can handle top-k norms as well an arbitrary Orlicz norm.
While this technique can handle even arbitrary symmetric norms (see Appendix B), there exist symmetric norms, for which this approach leads to merely a log Ω(1) d-approximation, which is exponentially worse than the bound we are aiming at (see Section B.1).
• To bypass the above limitation and obtain the desired (log log n) O (1) -approximation, we show the following structural result: any d-dimensional symmetric norm allows a constant-distortion (deterministic) embedding into a lowdimensional iterated product of top-k norms. More specically, the host space
which is signi cantly better than the bound 2 Ω(d ) necessary to embed symmetric norms (even 2 ) into ∞ . It is exactly this improvement over the naïve approach that allows us to handle any dimension d = n o (1) as opposed to the trivial o(log n).
• Finally, we use known results [2, 24] , which allow us to construct a data structure for ANN over a product space if we have ANN data structures for the individual factors.
Each such step incurs an additional log log n factor in the resulting approximation. Since we have built a data structure for top-k norms, and can embed a symmetric norm into an iterated product of top-k norms, we are done! Embeddings into iterated product spaces have been successfully used before for constructing data structures for ANN over Fréchet distance [24] , edit distance [25] , and Ulam distance [6] . Theorem 1.1 gives yet another con rmation of the power of the technique.
Optimality of Theorem 1.1
There remains one aspects of Theorem 1.1 that can potentially be improved: the approximation factor (log log n) O (1) .
One of the bottlenecks for our algorithm is the ANN data structure for ∞ from [23] , which gives O (log log d ) approximation. This bound is known to be tight [4, 28] for certain models of computation (in particular, for decision trees, which captures the result of [23] ). Thus, going beyond approximation Ω(log log d ) in Theorem 1.1 might be hard; however, it remains entirely possible to improve the approximation from (log log n) O (1) to O (log log d ), which we leave as an open question.
Lower Bounds for General Norms
The second step of the proof of Theorem 1.1 (see Section 1.4) shows how to embed any d-dimensional symmetric norm into a universal normed space of dimension d O (1) with a constant distortion. In contrast, we show that for general norms a similar universal construction is impossible. More formally, for a xed 0 < ε < 1/3, suppose U is a normed space such that for every d-dimensional normed space X there exists a randomized linear embedding of
a universal space for distortion √ d, so our lower bound is tight up to sub-polynomial factors. See Section 6 for details. To take this a step further, it would be highly desirable to prove stronger hardness results for ANN over general norms. One approach would be to show that such a norm X has high robust expansion, which is a property used to deduce ANN lower bounds [9, 39] . There exist metrics M that have high robust expansion, such as the shortest path metric of a spectral expander (see Appendix C). To obtain a hard norm, it su ces to embed such an N -point metric M into a log O (1) N -dimensional norm with a constant distortion.
The result of [34] shows that there exist N -point metrics M which cannot be embedded into any norm of dimension N o (1) . However, these metrics are not expanders, and for expanders such a dimension reduction procedure might be possible. Nonetheless, following the announcement of a draft of this paper, this question has been resolved negatively in the recent work of Naor [36] . In particular, Naor shows that embedding an N -point spectral expander with constant distortion into any normed space requires N Ω(1) dimensions.
Other Related Work: Dealing with General Norms
The recent result of [17] completely characterizes the streaming complexity of any symmetric norm. Even though many symmetric norms (including ∞ ) are hard in the streaming model, the state of a airs with ANN is arguably much nicer. In particular, our results imply that all symmetric norms have highly e cient ANN data structures. We also point out that streaming algorithms for the special case of Orlicz norms have been studied earlier [18] . Another related work is [8] , which shows that for norms, the existence of good sketches is equivalent to uniform embeddability into 2 . Sketches are known to imply e cient ANN data structures, but since many symmetric norms do not embed into 2 uniformly, we conclude that ANN is provably easier than sketching for a large class of norms.
Finally, we also mention the work of [1] , who study ANN under the class of high-dimensional distances which are Bregman divergences. These results are somewhat disjoint since the Bregman divergences are not norms.
PRELIMINARIES 2.1 Norms and Products
We denote non-negative real numbers by R + . For any subset A ⊆ R, we let χ A : R → {0, 1} be the indicator function of A. Let X be a normed space over R d . We denote B X the unit ball of X , and · X the norm of X . We denote X * the dual norm of X with respect to the standard dot product ·, · , i.e x X * = sup{| x, | : ∈ B X }. For a vector x ∈ R d we de ne |x | = (|x 1 |, |x 2 |, . . . , |x d |) to be the vector of the absolute values of the coordinates of x. For a positive integer d and 1 ≤ p ≤ ∞, we denote d p the space R d equipped with the standard p norm, which we denote by · p .
De nition 2.1. For any vector x ∈ R d , we let x * = P |x | be the vector obtained by applying the permutation matrix P to |x | so coordinates of x * are sorted in non-increasing absolute value.
De nition 2.2 (Symmetric norm).
See the introduction for examples of symmetric norms. We note once again that the dual norm of a symmetric norm is also symmetric.
A natural way to combine norms is via product spaces, which we will heavily exploit in this paper.
De nition 2.3 (Product space
We de ne the p -product space, denoted p X i , to be a metric space whose ground set is X 1 ×X 2 ×. . .×X k , and the distance function is de ned as follows: the distance between (x 1 ,x 2 , . . . ,x k ) and (x 1 ,x 2 , . . . ,x k ) is de ned as
Next we de ne the top-k norm:
is the sum of the absolute values of the top k coordinates. In other words,
where x * is the vector obtained in De nition 2.1.
ANN for ∞ and ∞ -products
We will crucially use the following two powerful results of Indyk. The rst result is for the standard d-dimensional ∞ space. The second is a generalization of the above theorem, which applies to an ∞ -product of k metrics X 1 , . . . X k , and achieves approximation O (log log n). It only needs black-box ANN schemes for each metric X i .
. . ,X k be metric space, and let c > 1 be a real number. Suppose that for every 1 ≤ i ≤ k and every n there exists a data structure for ANN for n-point datasets from X i with approximation c, space S (n) ≥ n, query time Q (n), and probability of success 0.99. Then, for every ε > 0, there exists ANN under k ∞ M with:
• O (ε −1 log log n) approximation, • O (Q (n) log n + dk log n) query time, where d is the time to compute distances in each X i , and
Strictly speaking, we need to impose a technical condition on the ANN for each X i -that it reports the point with the smallest priority -which is satis ed in all our scenarios; see [24, Section 2] for details. Also, the original statement of [24] gave a somewhat worse space bound. The better space results simply from a better analysis of the algorithm, as was observed in [6] ; we include a proof in Appendix A.
ANN FOR ORLICZ AND TOP-K NORMS
Before showing a data structure for general symmetric norms, we give an algorithm for general Orlicz norms. We then show how to apply these ideas to top-k norms. This restricted setting has a simple analysis and illustrates one of the main techniques used in the rest of the paper. A similar approach was used in prior work to construct randomized embeddings of p norms into ∞ , and solve the ANN search problem; here we show that these techniques are in fact applicable in much greater generality. L 3.1. Let · G be an Orlicz norm. For every D,α > 1 and every µ ∈ (0, 1/2) there exists a randomized linear map f :
Consider the following randomized linear map f :
Now suppose that x G > αD. This, together with the convexity of G (·), implies:
Thus, we have:
For every d-dimensional Orlicz norm · G and every ε ∈ (0, 1/2), there exists a data structure for ANN over · G , which achieves approximation O log log d ε 2 using space O dn 1+ε
and query time O (dn ε ). P . Let P ⊂ R d be a dataset of n points. Consider the data structure which does the following:
(1) For all 1 ≤ i ≤ n ε , we independently apply the randomized linear map f from Lemma 3.1 with parameters
, and α = 2 ε . We de ne
to be the image of the dataset under f i , where f i is the i-th independent copy of f . (2) For each 1 ≤ i ≤ n ε , we use Theorem 2.5 to build a data structure for ANN over ∞ with approximation D for dataset P i . We refer to the i-th data structure as T i .
Each T i occupies space O (dn 1+ε ) and achieves approximation D with query time O (d log n). To answer a query q ∈ R d , we query
. Let x i be the point returned by T i , and let p i ∈ P be the pre-image of
If for some T i , the point returned satis es p i − q G ≤ αD, then we return p i .
• If there exists some p ∈ P with p − q G ≤ 1, then by Lemma 3.1, with probability 1
• Let i ∈ [n ε ] be an index where some p ∈ P with p − q G ≤ 1 has f i (p) − f i (q) ∞ ≤ 1. Every other p ∈ P with p − q G ≥ αD satis es
A union bound over at most n points with distance greater than αD to q shows that except with probability at most 1 n , T i returns some p i ∈ P with p i − q G ≤ αD. Thus, the total probability of success of the data structure is at least
. Decreasing ε by a constant factor, we get the desired guarantees.
Remark. The construction of the randomized embedding in Lemma 3.1 and the data structure from Theorem 3.2 work in a somewhat more general setting, rather than just for Orlicz norms. For a xed norm · , we can build a randomized map f : R d → R d with the guarantees of Lemma 3.1 if there exists a non-decreasing G : R + → R + where G (0) = 0, G (t ) → ∞ as t → ∞, and for every x ∈ R d :
The data structure itself just requires the existence of a randomized linear map satisfying the conditions of Lemma 3.1. We now describe how to obtain a data structure for ANN for any top-k norm.
For every D,α > 1 and every µ ∈ (0, 1/2), there exists a randomized linear map f :
The proof now follows in the same way as Lemma 3.1.
Lemma 3.3 gives us a data structure for any top-k norm with approximation O (log log d ) applying Theorem 3.2.
One could imagine using a similar argument to design an algorithm for general symmetric norms. This idea indeed works and yields an algorithm with approximation O (log d ) for a general symmetric norm (see Appendix B for a detailed analysis of this approach). However, we show this strategy cannot achieve an approximation better than Ω( log d ) (see the end of the same Appendix B).
EMBEDDING SYMMETRIC NORMS INTO PRODUCT SPACES
In this section, we construct an embedding of general symmetric norms into product spaces of top-k norms. To state the main result of this section, we need the following de nition.
De nition 4.1. For any c 1 , . . . ,c d ≥ 0, let
the space given by the seminorm · (c )
We prove the following theorem.
.
In particular, there exists c ∈ R t ×d + such that for every x ∈ R d ,
The vectors in
can be broken up into td blocks of d coordinates each. The embedding referenced above will simply map x ∈ R d into R td 2 by making each of the td many blocks equal to a copy of x. The non-trivial part of the above theorem is setting the constants c i,k for i ∈ [t] and k ∈ [d] so (1) holds. Theorem 4.2 can be stated more generally in terms of a function of the size of a certain γ -net. We need the following de nitions.
De nition 4.4. For any xed symmetric norm · X : R d → R and γ ∈ (0, 1/2), we denote E (γ ,X ) as the size of the smallest γ -net of B X * ∩ L, where distances are measure with respect to the dual norm X * .
Given these de nitions, we note that, in Theorem 4.2, it is enough to set t to be E (γ ,X ). The proof of Theorem 4.2 follows from the following three lemmas.
De nition 4.5. Fix a vector ∈ L \ {0} ( has non-negative, nonincreasing coordinates). Let the maximal norm with respect to , · : R d → R be the norm where for every x ∈ R d , 
Fix an γ ∈ (0, 1/2). Let · X be an arbitrary symmetric norm and · X * be its dual norm. If N is an γ -net of L ∩ B X * , then
Consider any xed x ∈ R d . Then without loss of generality we may assume all coordinates of x are non-negative and in non-increasing order. Then, because X * is symmetric,
where z ∈ B X * . The second term above is bounded by x X , so we have proved the rst inequality. Likewise,
Finally, the last lemma establishes an upper bound on E (γ ,X ) (see De nition 4.4). 
The proof of Theorem 4.2 is simply given by combining Lemma 4.6, Lemma 4.7, and Lemma 4.8.
Proof of Lemma 4.8: Bounding the γ -net Size
We now give an upper bound on the size of the γ -net of B X * ∩ L. We let β > 1 be a constant which we specify later 3 . Without loss of generality, we rescale the norm so that e 1 X * = 1, where e 1 is the rst standard basis vector.
De nition 4.9. Given vectors x, ∈ R d , we say x weakly ma- De nition 4.11.
consisting of exactly i 1's, and d − i 0's. 3 We will eventually set β to 1 + The notation used for level vectors appears in [17] ; however, we refer to level k as the coordinates of x lying in (β −k −1 , β −k ]; whereas [17] refers to level k as the coordinates of x lying in
De nition 4.13. Fix some τ > 0. For any vector x ∈ R d , let
P 4.14 (P 3.4 [17] ). Let · X be any symmetric norm and x ∈ R d be any vector. Then
Note that x weakly majorizes C (x ), so C (x ) X ≤ x X . For the other direction, let = x − C (x ). Then τdξ (1) weakly majorizes . Therefore,
Intuitively, the above two propositions say that up to multiplicative loss β and additive loss τd in the norm of the vector, we may assume that all coordinates are exactly β j for j ≤ log β ( 1 τ ). Thus, if x ∈ R d , then
and there are at most 2 log β d non-empty levels in V (C (x )). In order to build the γ -net, we de ne a more re ned representation of vectors.
De nition 4.16 (Rounded counts vector).
Fix any level vector x ∈ R d and let b k be the number of coordinates of x in level k. The rounded counts vector of x, R(x ) ∈ R d is given by where the ∈ R d is constructed using the following procedure:
(1) Iterate over k = −∞, . . . , 2 log β d − 1, maintaining a vector ∈ R d , where initially = 0. Let c be the number of coordinates which are 0 in , so initially, c = d.
(2) If b k 0, let j ∈ Z + be the integer where
If c ≥ β j , then replace β j zero-coordinates in with β −k .
(3) Repeat the above procedure, increasing k, until c = 0 or k = 2 log β d − 1.
Intuitively, R(x ) represents the level vector of x where we ignore coordinates smaller than β d 2 , and additionally, we round the counts of coordinates to powers of β.
Next we construct a further simpli cation of R(x ). Intuitively we show that one can ignore the higher levels if there are fewer coordinates in the higher levels than some lower level. such that x and agree on all coordinates except for u and ( k = x k ∀k u, ) and
Assume that x X = x,z where z is a nonnegative vector in B X * . Consider vector z such that z k = z k ∀k u, and z u = max(z u ,z ), z = min(z u ,z ). Because X * is symmetric and z is just a permutation of z, we have z ∈ B X * . Also notice that
De nition 4.18. Consider a vector x ∈ R d . We de ne the simplied rounded vector S (x ) as the vector z of the following procedure.
Set all coordinates of z of value β −i to 0 i.e. set b i (z) = 0.
5:
end if 6: end for 7: Sort the coordinates of z in non-increasing order.
Next we show that the simpli ed rounded vector is close to the rounded counts vector. 
P . The number of coordinates of x in level i that are not equal to the same coordinates in z is at most the number of coordinates zeroed out in all levels j ≤ i (causing the shifting of coordinates). Thus, we can charge the non-zeros in x − z to the zeroed out coordinates so that each zeroed out coordinate in level j accounts for at most one di erence involving a coordinate of x in each level i ≥ j. For each j, let s j < j + log β (β − 1) be the index such that (β − 1) 2 b s j (z) ≥ b j (z). We deliver all charges to zeroing out level j to level s j . All charges to the same level k are from levels at least k − log β (β − 1) and they sum up to at most j ≥k −log β (β −1)
Thus we can divide the charges to the same level k into b k (z) coordinates as equally as possible and each coordinate accounts for at most (β − 1)β 2−k + (β − 1)β −k (the average charge plus the maximum charge). By Lemma 4.17, aggregating these charges create a vector with X ≥ x − z X . However, is also majorized by (β − 1)(β 2 + 1)x so x − z X ≤ (β − 1)(β 2 + 1) x X . P L 4.8. We prove the theorem by giving a γ -net of L ∩ B X * . Notice that each coordinate of any vector in B X * is at most 1 in absolute value, since x * weakly majorizes x * 1 e 1 , and we assumed that e 1 X * = 1. Let β = 1 + γ 10 , and consider the set
First we bound from above the number of net points. Let z = S (x ) and let t i =
. Let i * be the smallest i with nonzero b i (z). For all i > i * − log β (β − 1), we either have t i (z) = 0 or t i (z) ≥ (β − 1) 2 . Because z has d coordinates, we also have
To encode z, we just need to encode the values b i (z) as follows. Use O (log d log β (1/(β − 1))) bits to encode i * and b i * +j (z) for j = 0, 1, . . . , − log β (β − 1). For each subsequent i up to 2 log β d − 1, we can use 1 bit to encode whether b i (z) = 0 and if
2 ) bits to encode t i using a pre x-free code (because t i is a power of β that is at least (β − 1) 2 ). Thus, the number of bits of the encoding is at most
In other words, the size of the net is d O (log(1/γ )/γ ) .
For every x ∈ L, R(x ) can have at most βb k coordinates at β −k in R(x ); whereas x has b k coordinates at least β −k −1 . Thus, R(x ) −x has at most (β −1)b k coordinates at β −k , and at most b k coordinates at most β −k−1 (β −1). Therefore, 2(β −1)βx + β ξ (1) d weakly majorizes R(x ) − x, and therefore,
PROOF OF THE MAIN THEOREM: ANN FOR SYMMETRIC NORMS
We now prove our main result, Theorem 1.1. The algorithm here achieves approximation O log 2 log n · log log d ε 5 .
We proceed by giving an algorithm for 
For every ε ∈ (0, 1/2), there exists a data structure for ANN over · (c )
T ,∞ which achieves approximation O log log n ·log log d ε 3 using space O d 2 · n 1+ε and query time O d 2 · n ε .
P . Given the randomized embedding from Lemma 3.3, we can build a data structure for
This data structure works in the same way as in the proof of Theorem 3.2. We handle the constant c k by rescaling the norm, and since the embeddings are linear, it does not a ect the correctness of the data structure. Then we apply Theorem 2.5.
For every ε ∈ (0, 1/2), there exists a data structure for ANN over · Finally, we are combine the above results to get an improved algorithm for general symmetric norms. T 5.3. For every d-dimensional symmetric norm · X and every ε ∈ (0, 1/2), there exists a data structure for ANN over · X which achieves approximation O ( log 2 log n log log d ε 5
) using space
with approximation (1 ± 1 10 ). The result from Lemma 5.2 allows we to apply Theorem 2.6 to obtain the desired data structure. Theorem 5.3 implies our main result Theorem 1.1 stated in the introduction.
LOWER BOUNDS
In this section, we show that our techniques do not extend to general norms. In particular, we show there does not exist a universal norm U for which any norm embeds (possibly randomized) with constant distortion, unless the blow-up in dimension is exponential. Hence the result from below applies to cases of U = ∞ as well as an (low-dimensional) product spaces. T 6.1. For any ε > 0, let U be a d -dimensional normed space such that for any d-dimensional normed space X , there exists a distribution D supported on linear embeddings f :
holds with probability at least 2 3 over the draw of
We will prove the above theorem by showing that if there exists a universal normed space U satisfying the conditions of Theorem 6.1 above, then two parties, call them Alice and Bob, can use the embeddings to solve the communication problem I with only a few bits. Let U be a proposed d -dimensional normed space satisfying the conditions of Theorem 6.1. By the John's theorem [13] , we may apply a linear transform so that: 
We may pick exp Ω(d 2ε ) random points and union bound over the probability that some pair has large inner product.
Fix ε > 0 and C = d 1/2−ε , and let P be set a set of unit vectors with pairwise inner-product at most 1 C of size exp(Ω(d 2ε )). For each a ∈ {0, 1} P consider the following norm:
Assume there exists a randomized linear embedding f : R d → R d with the following guarantees:
with probability at least 2 3 . Note the embedding f can be described by M, a d × d matrix of real numbers. Additionally, we consider rounding each entry of M by to the nearest integer multiple of
Thus, we may assume each entry of M is an integer multiple of 1 poly(d ) , and lose (1 ± 1 poly(d ) ) factor in the distortion of the embedding for vectors in B 2 .
We now show that the existence of the randomized embedding implies a one-way randomized protocol for the communication problem I
. We rst describe the problem. In an instance of I :
• Alice receives a string a ∈ {0, 1} n .
• Bob receives an index i ∈ [n].
• Alice communicates with Bob so that he can output a i .
T 6.3 ([32]). The randomized one-way communication complexity of I
is Ω(n).
We give a protocol for I : (1) Suppose Alice has input a ∈ {0, 1} P . She will generate the norm · a described above. Note that f ∼ D has that for each x ∈ R d , the embedding preserves the norm of x up to D with probability 2 3 . In particular, if Bob's input is i ∈ |P |, corresponding to point , then an embedding f ∈ D, which we represent as a d × d matrix M, satis es:
with probability 2 3 . In particular, with probability 2 3 :
• If a i = 1, then a ≥ C, which implies M U ≥ C. Alice computes the set P c ⊂ P of vectors which satisfy the above property (i.e. the embedding M preserves increases the norm by at most a factor D).
(2) Alice nds a subset B ⊂ P c of linearly independent vectors such that every x ∈ P c we have x ∈ span(B). Note that
bits. So Alice sends the set B, as well as Mx for each x ∈ B usingÕ (dd ) bits. (3) In order for Bob to decode a i , he rst checks whether ∈ span(B), and if not, he guesses. If ∈ span(B), which happens with probability 2 3 , then Bob writes =
Bob can recover a i with probability 2 3 . Alice communicatesÕ (dd ) bits, and Bob is able to recover a i with probability 2 3 . By Theorem 6.3, dd ≥Ω (|P |), which in turn implies d ≥ exp Ω(d 2ε ) .
A BOUNDING SPACE IN ANN FOR PRODUCT SPACES
Here we justify the space bound of the algorithm from Theorem 2.6 (from [24] ). We note that the improved bound was also claimed in [6] , albeit without a proof. First of all, as suggested at the end of Section 3 of [24] , one modi es the algorithm to obtain space of the form of n 1+ε , at the expense of increasing the approximation to O (ε −1 log log n). This is done by replacing the conditions in Case 2 and 3 by respectively:
and
With the remaining algorithm being precisely the same, our only task here is to argue the space bound. First of all we bound the sum of the number of points stored in all the leaves. For a tree with m nodes, let L(m) be an upper bound on this count. We would like to prove that L(m) ≤ m 1+ε . As in [24] , we only need to focus on cases 2 and 3 of the construction, as case 1 does not replicate the points. We will consider the case 2 (case 3 is exactly similar). By induction, assume L(m j ) ≤ (m j ) 1+ε for all children. Then, we have that:
We now argue the total space is O (S (n) · k log n · n ϵ ). Since the depth of the tree is O (k log n), we have that the total number of points stored in the ANN data structures is O (k log n · C (n)) = O (k log n · n 1+ϵ ). Since each ANN is on at most n points, we have that, for each occurrence of a point in the ANN data structure, we have an additional factor of S (n)/n. 4 Hence the total space occupied by all the ANN data structures is O (S (n)/n · k log n · n 1+ϵ ). Using a smaller ε (to hide the log n factor), we obtain the stated space bound of O (S (n) · k · n ϵ ).
B O (LOG D)-ANN FOR SYMMETRIC NORMS
We provide a simple ANN algorithm for general symmetric norm achieving O (log d log log d ) approximation using near-linear space and sub-linear query time. The algorithm will leverage the results in the previous section by relating general symmetric norms to Orlicz norms. Recall the de nition of level vectors in De nition 4.12.
De nition B.1. Let · X be any symmetric norm. Let L k > 0 be the minimum number of coordinates needed at level k to have norm at least 1. In other words,
At a high level, we will relate the norm of a vector x ∈ R d to the norm of its level vectors V k (x ). The de nition above gives a way to measure the contribution of level k to the norm. For example, if x ∈ R d has norm x X ≥ D, and there are only 2 log β d non-zero levels with respect to x, then some level vector
On the other hand, if x ∈ R d has x X ≤ 1, then b k < L k for each k. Since we consider only 2 log β d relevant levels, for x S ≤ 1,
Additionally,
can be decomposed as an additive contribution of coordinates. In particular, coordinate x i contributes 1/L k if i ∈ B k . Therefore, we can hope to approximate the symmetric norm by an Orlicz norms and apply the arguments from Lemma 3.1. The lemma below formalizes the ideas discussed above. L B.2. Let · X be any symmetric norm. For any D,α > 1, there exists a non-decreasing function G : R + → R + with G (0) = 0 and G (t ) → ∞ as t → ∞, where every vector x ∈ R d satis es the following:
Note that G (0) = 0 and G (t ) → ∞ as t → ∞.
Recall the norm satis es,
. This means χ (1,∞) (|x i |) = 0 so the second term of the RHS of (2) is zero. Therefore,
where b k is de ned with respect to
So it su ces to prove that for any vector x ∈ R d with
Additionally, for any vector x ∈ R d , we may consider the vector C (x ) ∈ R d for τ = (2) is non-zero, and G (|x i |) ≥ α · 2 log β d. So we may further assume all coordinates of x lie in levels k = 0, . . . , 2 log β d−1.
We partition the levels into two groups,
since by the triangle inequality, we can break
vectors with L k coordinates at level k each having norm at least 1.
Suppose for the sake of contradiction that k ∈B
Additionally, since x X > α · 6 log β d, and
However, this is a contradiction for since |A| ≤ 2 log β d and
3. For any ε ∈ (0, 1/2), there exists a data structure for ANN over any symmetric norm · X which achieves approximation O log d log log d ε 2 using space O (dn 1+ε ) and query time O (dn ε ).
P
. We x β = 3 2 . The proof of this lemma follows in the same way as the proof of Theorem 3.2. The one di erence is that we rescale the ∞ norm by 1 2 log β d after applying the embedding.
B.1 The log Ω(1) d-approximation is Necessary
Let us remark that we cannot push the technique much further. Namely, any G (·) (even non-convex) requires approximation Ω( log d ) for the following norm. De ne the norm of a vector to be x = max 1≤k ≤d
This is the minimal norm for a k = √ k (see Section 1.2 for the de nition). It is not hard to check that an approximation with any G (·) ends up having a distortion Ω( log d ).
The idea is to consider the following vectors: for every 1 ≤ k ≤ d, we consider a vector 1, 1, . . . , 1 k , 0, 0, . . . , 0 , and besides, we consider a vector 1,
The remaining calculation is a simple exercise.
C LOWER BOUND FOR ARBITRARY METRICS: EXPANDER GRAPHS
We give an example of a metric that is hard for current approaches to ANN search. The lower bound is based on the notion of robust expansion, which implies all known lower bounds for ANN [9, 39] .
In what follows, we will refer to d = log N as the dimension of a nite metric space of size N . Our example of a hard metric will be the shortest path metric on any spectral expander graph. We note that a similar theorem to the one below is also known for a nite subset of the high-dimensional Earth-Mover Distance [28] .
Fix M to be the metric induced by the shortest path distance on a 3-regular expander G on N nodes. In particular, assume that 1 − λ(G) > c, where c is an absolute constant, and λ(G) ∈ (0, 1) is the second-largest eigenvalue of the normalized adjacency matrix of G. Let d be the dimension d = log N . T C.1. For any approximation α > 1, and data set size n ≥ 1 with d Ω(1) ≤ n ≤ N O (1) , any α-ANN data structure on n points which makes t cell probes (with cells of size at most w ≤ (d log n) O (1) ), and has success probability at least γ > n −1+o (1) , must use space m = γ Ω(1/t ) N Ω(1/(α t )) = γ Ω(1/t ) 2 Ω(d /(α t )) .
We proceed by introducing a few de nitions from [39] , and then prove lower bounds on the robust expansion.
De nition C.2 ([39]
). In the Graphical Neighbor Search problem (GNS), we are given a bipartite graph H = (U ,V ,E) where the dataset comes from U and the queries come from V . The dataset consists of pairs P = {(p i ,x i ) | p i ∈ U ,x i ∈ {0, 1},i ∈ [n]}. On query q ∈ V , if there exists a unique p i with (p i ,q) ∈ E, then we want to return x i .
One can use the GNS problem to prove lower bounds on c-ANN as follows: build a GNS graph H by taking U = V = [N ], and connecting two points u ∈ U , ∈ V i they are at a distance at most r (see details in [39] ). We will also need to make sure that in our instances q is not closer than cr to other points except the near neighbor.
We now introduce the notion of robust expansion, used in [39] to prove lower bounds. [39] ). For a GNS graph H = (U ,V ,E), x a distribution e on E ⊂ U ×V , and let µ be the marginal on U and η be the marginal on V . For δ ,γ ∈ (0, 1], the robust expansion Φ r (δ ,γ ) is de ned as follows: We now prove a lower bound on the robust expansion Φ r (δ ,γ ) for a GNS graph arising from the shortest path metric on the expander graph G. Fix r = d/α. The hard distribution e is de ned as follows: pick p at random from M and obtain q by running a random walk of length r starting at p. Note that for n < N 1/4 and su ciently high constant α, the distribution satis es the weak-independence condition required for applying the results in [39] .
De nition C.3 (Robust Expansion
Fix any sets A,B ⊂ M, where a = |A|/N and b = |B|/N . By the expander mixing lemma applied to G r , we obtain that: Restricting to sets A,B such that Pr[q ∈ B | p ∈ A] ≥ γ , for which we must have that Φ r = Φ r (a,γ ) ≥ b/a (by de nition), we conclude: γ ≤ Φ r · a + λ r Φ r .
Hence, either Φ r = Ω(γ /a) or Φ r = Ω(γ 2 /λ 2r ). P T C.1. Applying Theorem 1.5 from [39] , we have that, for t ≥ 1 cell probes, either: 1) m t w/n ≥ Ω(γ · m t ), an impossibility; or, 2) m t w/n ≥ Ω(γ 2 /λ 2r ), or m t = Ω( n w γ 2 /λ 2r ), implying m = γ 2/t N Ω(1/(α t )) .
To show how bad the situation for expander metrics is, we state a lower bound on for α-ANN on the expander metric described above in the list-of-points model, which captures the hashing-based algorithms of [9] and in the decision tree model of [23] . The proofs follow from a simple derivation using the robust expansion lower bounds in Section 7 of [9] and a reduction of decision trees to O (log m)-cell-probe data structures similar to Appendix A in [4] . T C.4. Any list-of-points data structure for (c,r )-ANN for random instances of n points in the expander metric of dimension d (described above) with query time t and space m has either t = Ω(n), or m = exp (Ω(d )).
T C.5. Let d = Ω(log 1+ε n) for some ε > 0. Any decision tree of size m and depth t and word size w succeeding with probability γ satis es:
In particular, for any ρ > 0, if w ≤ n ρ , either t ≥ Ω(n 1−ρ ) or m = exp Ω(d ε /(1+ε ) ) poly(n).
