Abstract. We study three preferential attachment models, one where vertices have a fixed outdegree, and two where the outdegree is variable. We choose the parameters such that the degrees follow a power law with parameter τ ∈ (2, 3). Once the graph on t vertices is created, every edge is equipped with a non-negative i.i.d. weight. We study the weighted distance between two vertices chosen uniformly at random, called the typical weighted distance, and the number of edges on this path, the typical hopcount. We prove that there are precisely two universality classes of weight distributions, called the explosive and conservative class. In the explosive class, we show that the typical weighted distance converges in distribution to the sum of two i.i.d. finite random variables. In the conservative class, we prove that the typical weighted distance tends to infinity and we give an explicit expression for the main growth term, as well as for the hopcount. For two of the three models we prove that the fluctuations around the main term are tight under a mild extra condition on the weight distribution. As a corollary, we prove tightness around the main term for the typical graph distance in the model with fixed outdegree.
1. Introduction 1.1. Motivation. With the rise of social networks like Facebook and Instagram, information spreading in social networks is an actual topic. What are the main reasons that can make a (fake) message go viral? A way to model information diffusion mathematically is by representing the topological structure as an (un)directed graph, where vertices represent people, and two vertices are connected by an edge if they are friends in the social network. Every edge has a non-negative weight attached to it, standing for the time that it takes to transmit a message from one side of the edge to the other. Other real-world networks with spreading phenomena can be modeled similarly, e.g. virus spreading on the internet, epidemics in society. Many complex networks are intractably large and the underlying graphs are often unknown, let alone the weights. A simplistic model of such a process is to model the network as an edge-weighted graph where the edge weights are i.i.d. random variables. This model is called first passage percolation (FPP), and was introduced by Hammersley and Welsh for the lattice Z d [34] , see also [8] and the references therein. Natural questions for this model are amongst others:
(i) For two vertices u and v, what is the transmission time of a message from u to v? How does the passage time depend on the size of the graph? (ii) How many edges are on the shortest weighted path from u to v? In telecommunication networks, the signal loss increases in the number of edges on a path.
As argued above, in complex networks the underlying structure may be intractable. In order to model these real networks, one can use random graphs that share some of the topological properties with the original network [48] . We highlight two properties that many real-world networks are believed to share, which are satisfied by the models that we study in the present paper.
The degree-sequences are scale-free, i.e., the number of connections (degree) per vertex decays as a power law: there exists τ > 1 such that the number of vertices with degree k is proportional to k −τ . For example in the WWW, social networks, and protein networks, the power-law parameter τ is estimated to be in (2, 3) , see e.g. [2, 3, 48] .
Although the networks may contain billions of nodes, the distances, i.e., the minimal number of edges to connect two vertices, are of logarithmic or even doubly logarithmic order of the size of the graph, see [9, 47, 48, 51] . In these cases, we call the network small world or ultra-small world, respectively. We stress that the small-world property describes distances in unweighted graphs, and not in weighted graphs as we study in this paper.
Many models have been introduced in the past decades that exhibit these properties, such as the configuration model (CM) [13, 20] , generalized inhomogeneous random graphs [24] , and the Norros-Reittu model [49] . For an extensive discussion and results we refer the reader to [37] and the references therein. Arguably one of the most well-known models is the preferential attachment model (PA), as it gives a possible explanation to the emergence of the power law in the degree sequence [10] . The model became increasingly popular after the paper written by Barabási and Albert [10] , although similar models appeared in literature before, see e.g. [50, 52] .
In the last decade, first passage percolation on random graphs has gained increasing attention, and the process is quite well understood on static graphs, i.e., graphs that do not grow over time. It has been studied on the Erdős-Rényi graph in [17] , on configuration models with finite variance degrees in [16, 18, 19, 30] , and with infinite variance degrees in [1, 11, 12, 30] . FPP on spatial models as scale-free percolation, geometric inhomogeneous random graphs, and hyperbolic random graphs is studied for infinite variance degrees in [41, 44] . To the extent of our knowledge, no formal results are known for FPP on dynamically growing models, such as PA.
In this paper we study three (non-spatial) PA models that are among the most commonly studied in literature. We introduce them informally. The construction of a graph is initialized with a graph PA 1 and arrivals of vertices happen deterministically at times t ∈ {2, 3, ...}. The graph on t vertices is denoted by PA t . Arriving vertices favour connecting to vertices with high degree such that the asymptotic degree distribution follows a power law with parameter τ ∈ (2, 3). We call the number of connections that a new vertex establishes upon arrival the outdegree. We study three variants of this model: one with fixed outdegree, and two with variable outdegree, see Definitions 2.1 and 2.2 below. Once an edge is created, we equip the edge with an edge-weight, an i.i.d. copy of a non-negative random variable L. Three different distance metrics are of specific interest: the typical weighted distance d (t) L (u, v), i.e., the total weight on the least weighted path between two vertices chosen uniformly at random, independently of each other in PA t , called typical vertices; the typical hopcount d H (u, v), i.e., the number of edges on the least weighted path between typical vertices; and the typical graph distance d (t) G (u, v), i.e., the number of edges on the shortest path between typical vertices in the unweighted graph.
1.2. Our contribution. We prove that there are exactly two universality classes of weight distributions for the three edge-weighted models with power-law parameter τ ∈ (2, 3). The universality classes are determined by a computable characteristic of the weight distribution L. We present the characteristic and an informal version of our main result here, precise results can be found in Theorems 2.7 and 2.11 below. For a random variable L, we define its cumulative distribution function as F L (x) := P(L ≤ x), and its generalised inverse by F (−1) (y) := inf x {x ∈ R : F (x) ≥ y}. We call {L : I(L) = ∞} the conservative class, and {L : I(L) < ∞} the explosive class.
The term explosion originates from the study of age-dependent branching processes, see e.g. [6, 7, 35] . In these branching processes we say that explosion happens if infinitely many individuals are born within finite time. The relation to explosion in trees comes from the fact that the neighbourhood of a typical vertex in PA t converges in distribution to a random tree, the local weak limit. Local weak convergence is shown for the three models in [15, 28, 32] . It is interesting in its own right to study the edge-weighted version of the local weak limit tree. We prove that infinitely many vertices are within finite weighted distance from the root in the local weak limit if the weight distribution is in the explosive class. This fact is then used to show convergence in distribution for the typical weighted distance in PA t if I(L) < ∞, the first part of our following main result.
Theorem 1.2 (Meta-theorem).
Consider PA t with power-law parameter τ ∈ (2, 3). If I(L) < ∞, then the typical weighted distance converges in distribution to an almost surely finite random variable. If
where
Under a mild extra condition on L the error term o P (Q t ) is tight.
As a side result of the second part of Theorem 1.2, when I(L) = ∞, we show that if the weights are of the form 1 + X, I(X) < ∞, the typical weighted distance and typical hopcount are both tight around 4 log log(t)/| log(τ − 2)| for FPA and VPA. This indicates that the addition of an excess edge-weight beyond one does not affect the topology of the shortest paths drastically. Constant weights are a special case of these. So, our result extends results from [23, 25, 31, 46] , by showing that the fluctuations of the typical graph distance around 4 log log(t)/| log(τ − 2)| are tight.
Organisation. The next section formally introduces the models and the necessary concepts to describe the limiting random variables for the explosive case. Afterwards, we state our main results, and discuss them by formulating some open problems and recalling relevant results from literature. In Section 3, we prove upper bounds by constructing a path, and show that the local weak limit tree is explosive if the edge-weight distribution L is a member of the explosive universality class. Then, in Section 4, we prove the corresponding lower bounds for both the conservative as the explosive regime. We finalize the paper by proving a theorem on the hopcount.
Notation. We say that a random variable X stochastically dominates
A random graph G dominates a random graph H if there exists a coupling such that every edge in H is also contained in G. We say a sequence of random variables (X n ) n≥1
for all x ∈ R where F X∞ (x) is continuous. The sequence converges in probability, X n P → X ∞ , when for all ε > 0, P(|X n − X ∞ | ≥ ε) → 0. We say that the sequence converges almost surely, X n a.s.
→ X ∞ , if P({lim n→∞ X n = X ∞ }) = 1. The sequence of random variables is tight if lim M →∞ sup n P(|X n | ≥ M ) = 0. A sequence of events (E n ) n≥1 holds with high probability (whp) if lim n→∞ P(E n ) = 1. We abbreviate with probability by w/p. For two functions f (x) and g(x), we write f = O(g) if lim x→∞ f (x)/g(x) < ∞. We write f = o(g) if lim x→∞ f (x)/g(x) = 0, and f = Θ(g) if both f ∈ O(g) and g = O(f ). We call f (x) affine if f (x) = γx + β for some β, γ ≥ 0. For min{m, n} and max{m, n} we write respectively m ∧ n and m ∨ n. Furthermore, x := min{y ∈ Z, y ≥ x} and x := max{y ∈ Z, y ≤ x}. For n ∈ N, the set {1, 2, ..., n} is denoted by [n] . If there is an edge incident to both u and v, we write u ↔ v, whereas for a set of vertices S, we write u ↔ S if there is a vertex v in S such that u ↔ v. If a random variable L is indexed, then we assume that the random variables with different indices are i.i.d.
Models and main results
2.1. Models. We introduce three models, one where the number of outgoing edges is fixed, whereas in the second model the number of outgoing edges is a random variable and the third model allows for more general connection probabilities than the second model. The first model we call fixed preferential attachment (FPA). This model appeared formally for less general cases in [14, 22] . For a complete introduction, we refer to [37, Chapter 8] . At time t we sequentially add m outgoing edges to the arriving vertex labeled t. After the j-th edge has been formed, the defining connection probabilities are updated. Denote by D ← (t,j) (v) the indegree, the number of incoming edges, of a vertex v right after the (tm + j)-th edge is added to the graph. Similarly, we write FPA (t,j) for the constructed graph right after the moment it contains exactly (tm + j) edges. Let {t j → v} be the event that the j-th edge of vertex t ∈ N is attached to v ∈ [t − 1]. Definition 2.1 (FPA(m, δ) ). Fix m ∈ N, δ ∈ (−m, ∞). Let FPA 1 (m, δ) be the graph with a single vertex without any edges. The model FPA(m, δ) is defined by the following sequence of conditional connection probabilities
where Z t,j is a normalizing constant. The power-law parameter of the model is
One can verify that Z t,j = (t − 2)(δ + 2m) + j − 1 + m + δ. There are many variants of FPA [37] . Our definition does not allow for self-loops, but allows for multi-edges. Some variants behave qualitatively similarly and our results extend to the models in [37] . The numerator in the connection probabilities in (2.1) is equivalent to [37, Formula (8.2.1)], where the numerator is a function of the total degree rather than the indegree. The two formulas coincide, because the outdegree is equal to m. The asymptotic degree distribution in FPA decays as a power law with parameter τ m,δ in (2.2), see [37] , so that for FPA τ ∈ (2, 3) when δ ∈ (−m, 0) as in various real-world networks [48] . The constraint δ > −m ensures well-defined probabilities in (2.1).
In FPA the total number of edges in the graph is deterministic, making some explicit calculations easier. On the contrary, the events {t → v 1 } and {t → v 2 } are negatively correlated for vertices v 1 = v 2 , yielding more involved computations. The next models that we introduce behave to some extent as the opposite of FPA, as the edges are conditionally independent, leading to a random outdegree of vertices. They were introduced by Dereich and Mörters [26] , where they call the graph preferential attachment with conditionally independent edges, although in [37] it is called Bernoulli preferential attachment. Let D ← t (v) be the indegree of the vertex v right before time t. Definition 2.2 (VPA(f ), GVPA(f )). Let f : N → (0, ∞) be a concave function satisfying f (0) ≤ 1 and f (1) − f (0) < 1. We call f the attachment rule. Let GVPA 1 (f ) be the graph with a single vertex without any edges. Conditionally on
independently of the other existing vertices. Important parameters of the model are
which are well-defined by the concavity of f . We call τ f the power-law parameter. For general f , we call the model generalized variable preferential attachment (GVPA). For affine f , we call the model variable preferential attachment (VPA).
For results on these models, such as the size of the giant component, and the asymptotic degree distribution, we refer the reader to [25, 26, 27, 28] . For the model VPA, calculations become explicit and precise results can be derived. The asymptotic degree distribution decays as a power law with parameter τ γ in (2.4), see [26] . We assume that γ f ∈ (1/2, 1), so that τ f ∈ (2, 3). The three models, FPA, VPA, and GVPA, behave qualitatively similar in terms of their degree distribution and typical graph distance when τ ∈ (2, 3) [25] . This motivates to refer to the models by their parameter τ , and to call them PA collectively. We distinguish them only when different proofs are required, or when referred to different results from literature.
In the present paper, we look at typical least weighted paths, that is, we assume that every edge in PA t is equipped with an i.i.d. weight, and we are interested in the sum of the weights on the least weighted path between two vertices, and the number of edges on this path, called hopcount. ) . Consider the graph G = (V, E) and assume every edge e ∈ E is equipped with a weight L e . For a path π, we define its length as π := e∈π 1 and L-length as π L := e∈π L e . For u, v ∈ V , let Ω u,v := {π : π is a path from u to v in G}. We define the distance, L-distance (also called weighted distance), and H-distance (hopcount) between u and v in the graph G as
Definition 2.3 (Distances in graphs
respectively. If Ω u,v = ∅, the above distance-metrics are defined as ∞. For a letter ∈ {G, L, H}, the typical -distance of a graph G is defined as the -distance between two typical vertices. For q ∈ V and a set A ⊆ V , we generalize distances and define the -diameter of A by
For a vertex q, its -neighbourhood with radius r > 0 and its boundary are defined as
for the induced subgraph of G on the vertex set B (G) (q, r), with edges (u, v)
from G if both u and v are in B (G) (q, r). If G = PA t , then we replace the superscript (PA t ) by (t)
in any of the definitions above.
An alternative way to look at an edge-weighted graph is to view the weights as passage times, i.e., the time that it takes to send a message from one side of the edge to the other. We interchangeably use the notions of time and weight. We stress that the passage time of a single edge is not related to the time t in the construction of the graph PA t .
We introduce the concepts of explosion time and local weak limit to describe the limiting random variables for the typical weighted distance in the explosive class in Theorem 2.11 below.
Definition 2.4 (Explosive graph)
. Let G = (V, E) be a weighted graph that is locally finite. For the time to reach graph distance k and the time to its n-th closest vertex in L-distance from a vertex q, we write
If there is a q ∈ V with finite explosion time, then we call G explosive. For G ≡ PA t , we write β n if the q in PA t is a typical vertex. If G is a tree rooted in , we abbreviate β
The local weak limit of graphs can be used to describe the neighbourhood of a typical vertex. For an introduction we refer to [38, Chapter 2] and its references. Let G be the space of all (possibly infinite) rooted graphs. Definition 2.5 (Local weak limit in probability). Let (G t ) t≥0 be a sequence of finite random rooted graphs, and let (G, q) be a rooted random graph following law µ. The sequence (G t ) t≥0 converges in probability in the local weak convergence sense to (G, q), when
for every bounded and continuous function h : G → R, where the expectation on the rhs is w.r.t. (G, q) having law µ, while the expectation on the lhs is w.r.t. the typical vertex q t only.
Berger et al. [15] identify the local weak limit of FPA. They give an explicit construction of the limit that they call the Pólya-point graph (PPG), an infinite rooted tree derived from a multitype branching process. While the construction of FPA in [15] is slightly different than Definition 2.1, it can be related to our model for δ ≥ 0. In [32, Chapter 4] , it is shown that the result remains valid for a wider class of models, in particular when δ < 0.
Turning to the local weak limit of GVPA, Dereich and Mörters [28] introduce a similar concept for the GVPA-model, the idealized neighbourhood tree (INT). While local weak convergence is only stated briefly before [28, Theorem 1.8], they construct a coupling similar to the PPG. For our proofs it is not important how the local weak limits can be constructed, only that they exist. In fact, we consider the PPG and INT as a black box and yet obtain results. If a statement holds for both models, we refer to the INT or PPG as LWL (local weak limit). We write LWL k for the tree restricted to vertices that have graph distance at most k from the root. We call the vertices that are at graph distance exactly k away from the root the k-th generation of the LWL. We state the combined result on local weak convergence for the reader's convenience. We call two rooted graphs (G, x), (G , x ) rooted isomorphic, and write (G, x) (G , x ), if there exists an isomorphism from G to G that maps x to x . Recall the graph-neighbourhood B G from Definition 2.3. The local weak limits of PA are the Pólya-point graph for FPA(m, δ), and the idealized neighbourhood tree for GVPA(f ). Moreover, let q be a typical vertex, then for all δ 2.6 > 0 there exists a function κ δ2.6 (t) that tends to infinity with t, such that B (t) G (q, κ δ2.6 (t)) and LWL κ δ 2.6 (t) can be coupled, such that, denoting by the root of the LWL, 
Moreover, for the models FPA and VPA from Definition 2.1 and 2.2, if I(L) = ∞, and
forms a tight sequence of random variables, i.e., the fluctuations are of order O(1) whp.
We believe that (2.7) is only a technical condition. Only distributions L that are extremely flat around the origin (triple exponentially) violate it. An artificial example of such a distribution is if F L in the neighbourhood of 0 satisfies
for some β ≥ 1. If F L satisfies this equality for some β ∈ (0, 1), then condition (2.7) is satisfied. We continue with a theorem on the typical hopcount.
Theorem 2.8 (Hopcount, weights bounded away from zero). Consider PA with parameter τ ∈ (2, 3), i.i.d. weights on the edges with distribution F L such that a := sup{x :
Moreover, for the models FPA and VPA from Definition 2.1 and
forms a tight sequence of random variables.
Setting the weights L ≡ 1 in Theorem 2.8 immediately implies the following corollary, extending results in [23, 25] on the typical graph distance in FPA up to tight error terms, and confirming the tight error terms for VPA from [46] .
Corollary 2.9. Consider FPA or VPA with parameter τ ∈ (2, 3). Let u, v be two typical vertices. Then, for the typical graph distance in PA t
We now proceed to the universality class of weight distributions satisfying I(L) < ∞. This holds for most well-known distributions with support starting at 0, e.g. the exponential distribution. First, we state a theorem that the explosion time of the weighted local weak limit is finite, and then a theorem on the typical weighted distance. Recall Definition 2.4 of an explosive graph. Then, for the typical weighted distance in
where β
(1)
∞ are two i.i.d. copies of the explosion time of the LWL. It is remarkable that the limiting random variable does not depend on t and thus the graph distance is of much larger order than the weighted distance. The underlying intuition is that in the graphneighbourhoods of u and v there is a vertex with sufficiently high degree. The weighted distances to these vertices converge in distribution to β ∞ . There are many paths connecting these high degree vertices, where the number of edges on these paths is similar to the graph distance, allowing to bound its total weight from above and show that it tends to zero.
2.3.
Discussion and open problems. This paper obtains the first results on weighted distances in preferential attachment models. The same universality classes of weight distributions from Definition 1.1 appear for in static models as the Configuration Model (CM) [1, 11, 12] , and for the spatial models scale-free percolation (SFP), geometric inhomogeneous random graphs (GIRG), hyperbolic random graphs (HRG) [41, 44] , when τ ∈ (2, 3). Although parts of our proof techniques are similar to techniques used for FPP in SFP, GIRG, HRG, and CM [1, 11, 12, 44] , we claim that the sprinkling argument demonstrated below for the upper bound on the weighted distance is more general than the delicate degree-dependent or weight-dependent percolation arguments that were applied to these static models. Our technique developed for a dynamically growing model can be adapted to obtain similar results on static models for weight distributions in the conservative class. In particular, the improved recursion on (s k ) k≥0 in (3.9) below can be used to prove tightness of typical weighted distances in CM for τ ∈ (2, 3) around the main term under condition (2.7), proving part of [1, Problem 2.10].
For a fixed τ ∈ (2, 3), the main difference between CM and PA is that all distances in PA are roughly twice the distance in CM. For CM, the main term of the graph distance is 2 log log(t)/| log(τ − 2)| [40] , compared to 4 log log(t)/| log(τ − 2)| in PA. Combining the results on weighted distances in CM [1] with our results, after a variable transformation on the sum in Q t in (1.3), the factor two extends to weighted distances, i.e.,
It is commonly believed this is due to the difference in construction: in CM high degree vertices are often directly connected via an edge, while in PA we need two edges to connect two high degree vertices. This factor two is studied in [29] , where the authors show how this factor two vanishes in GVPA(f ) with power-law parameter τ = 3 and a function f that has logarithmic corrections. For some other dynamically growing models results on graph distances are not yet known, although degree distributions and clustering coefficients have been studied. Examples are preferential attachment with edge steps [4, 5] , and the age-dependent random connection model [33] . For spatial preferential attachment as introduced in [42, 43] , an upper bound on the graph distance is established in [36] . In the proof for the upper bound, the authors show that two vertices with high degree are connected via two edges, similarly to the non-spatial models. To the extent of the authors' knowledge, no matching lower bound is known. It would be of interest to see if the typical graph distance on these models grows at order Θ(log log(t)) as well, and if our technique to determine the typical weighted distance translates to these models.
Little is known for graph distances in FPA and GVPA when τ > 3. For FPA it is shown in [31] that the diameter of the graph and the typical graph distance are of order Θ(log(t)), but the precise main order of growth remains unknown. This is in sharp contrast with CM, where the graph distance grows as Θ(log(t)) and the precise order is found in [39] . FPP and the weighted distances on CM with finite variance degrees are studied in [16, 18, 19] .
Also, it would be of interest to study the hopcount in more detail. For Erdős-Rényi random graphs (ERRG) with i.i.d. exponential weights on the edges, it is known that the hopcount is much larger order than the graph distance [17] . We conjecture that a similar result should hold for preferential attachment models with explosive edge weights, as the models contain a subgraph on at least √ t vertices (called the inner core in Section 3) that dominates a dense ERRG. Moreover, we expect that our results on the tightness of the hopcount in Theorem 2.8 for weights of the form L = 1 + X, I(X) < ∞, should extend to the case where I(X) = ∞. For this a better upper bound is necessary. For the conservative class, extending Theorem 2.8 on the hopcount to weights that are not bounded away from zero is more difficult, and the hopcount within the dense inner core should be studied for this in more detail. We also believe that (2.7) is not a necessary condition. However, we were not able to remove it in our proof of the upper bound.
Lastly, it would be interesting to study the geodesic, the least weighted path, in the neighbourhood of u and v in more detail. Would it be possible to prove local weak limits of the geodesic of the parts close to u and v? For CM, local weak limit theorems are established in [30] . We conjecture that using Theorem 2.10 in the present paper and results from [15, 28, 32] , similar results can be derived for PA. Another interesting question would be to analyze the age distribution of the vertices on the geodesic beyond the local neighbourhood of u and v.
Upper bound on the weighted distance
In this section we prove the the upper bounds for Theorems 2.7 and 2.11, respectively. Recall I(L) from (1.1), and Q t from (1.3).
Proposition 3.1 (Upper bound on the weighted distance, conservative case). Consider PA under the same conditions as Theorem 2.7. Recall I(L) = ∞. Then for every δ, ε > 0, when t is sufficiently large
Proposition 3.2 (Upper bound on the weighted distance, explosive case). Consider PA under the same conditions as Theorem 2.11. Recall I(L) < ∞. Then, there is a coupled probability space, such that for every δ, ε > 0 there exists a constant N ∈ N such that for t sufficiently large
where LWL (u) , LWL (v) are the LWL trees coupled to the neighbourhood of u, v, respectively. Throughout this section, we look at the graph at times t and t := αt, for some α ∈ [
it is enough to construct a path between u and v, and study its weight. The path that we construct, consists of five segments of three different types. First, for q ∈ {u, v}, we construct a path, consisting of one segment of type (a) and one of type (b), to
i.e., vertices with a very large degree, also called inner core, see Figure 1 . The total weight of one path contributes almost half of the total weight of the entire path from u to v. The segment of type (a) connects q ∈ {u, v} to a vertex q that has degree at least s 0 ∈ N. It only passes through vertices that arrived before time αt, old vertices. To do so, we shall condition on q < αt, which happens w/p close to one if α is close to one. The segment of type (b) connects q to the inner core and alternatingly passes through old vertices and α-connectors, vertices that arrived after time αt. Similarly for segment type (c), see Figure 1 , we construct a path with negligible total weight that connects two vertices within the inner core. By construction, all edges on segments of type (a) arrived before time αt, while on types (b) and (c) all edges arrived after αt.
We present now three segment-specific propositions, used in both the explosive and conservative case. Afterwards we introduce some necessary notation to construct the path. Lastly, we show how these propositions together prove Propositions 3.1 and 3.2. Starting with segment (a), we show that the number of edges on the path between q and q is bounded, for q ∈ {u, v}. In the conservative case, its total weight is negligible compared to Q t . In the explosive case, this part is the main contributor and later we show that its total weight tends in distribution to the (finite) explosion time of the LWL. Proposition 3.3 (Bounded graph distance to a vertex with degree at least s). Consider PA under the same conditions as Proposition 3.1 and fix δ 3.3 > 0. Let q be chosen uniformly at random from
We denote the complement of the above event between brackets by E (t) 3.3 (q, s 3.3 ). The proof for FPA follows from a minor adaptation of the proof of [31, Theorem 3.6] . For GVPA it follows from an adaptation of [46, Proposition 5.10] . We refer the reader to the cited paper and thesis to fill in the details. We emphasize that we apply Proposition 3.3 at time αt, rather than t.
From the vertex q with degree at least s 0 at time αt, we construct a path to the inner core, corresponding to segment (b). We show that there are many such paths, allowing to bound the weight. This part is novel, we prove it after having established more preliminaries. 
where h τ (s) = 2 log log(s)/| log(τ − 2)| + c τ for some constant c τ . Without (2.7), it holds that 6) where the constant c τ in the function h τ might be different and can depend on ε 3.4 .
This part of the path is the main contributor to the upper bound in the conservative case. If I(L) < ∞, it follows that the value of the sum in (3.5) can be made arbitrarily small by increasing s, because h τ (s) tends to infinity. For the conservative case, comparing the the sum in Q t in (1.3) to the sum in (3.5), one sees that they are identical up to a shift of the summation boundaries.
In the next proposition we bound the graph and weighted distance within the inner core, segment (c) in Figure 1 .
Proposition 3.5 (Inner core has negligible weighted distance). Consider PA under the same conditions as Proposition 3.1. Recall Inner α from (3.3) and fix δ 3.5 > 0, α ∈ [1/2, 1). Then there exists C 3.5 > 0, such that for all sufficiently large t, and for any two fixed vertices w 1 , w 2 in Inner α ,
, then for any ε 3.5 > 0, if t is sufficiently large,
The proof of this proposition is deferred to the appendix on page 26. It makes partly use of the same concepts as the proof of Proposition 3.4, combined with a coupling argument to a dense Erdős-Rényi (ER) graph. In this ER-graph we show that there are many disjoint paths connecting w 1 and w 2 , allowing to bound d 
9)
where s 0 > 1 and (ε k ) k≥0 is a sequence that tends to 0 for FPA and VPA under condition (2.7), and ε k ≡ ε G for some small constant ε G > 0 otherwise. For (s k ) k≥0 , we define the k-th layer as
is called an α-connector of (x, z) if it is connected both to x and z. Let
For a vertex π 0 := q ∈ L 0 , we construct a greedy path π gr = (π 0 , y 1 , π 1 , y 2 , π 2 , ..., y Kt−1 , π Kt ) of length 2K t by sequentially choosing
if it exists. If A k (π k−1 ) = ∅, we say that the construction of the greedy path fails at step k.
Note that on the greedy path π gr , π k ∈ L k and y k is an α-connector of (π k , π k+1 ).
Outline of the proof of Proposition 3.4. The idea of Proposition 3.4 is to construct a greedy path to the inner core and use its total weight as an upper bound for the actual shortest path. We outline the proof for FPA and VPA under condition (2.7). The other cases follow by similar steps.
(I) The greedy path consists of K t cherries, i.e., of 2K t edges. Recall K * t from (1.3). We show for a specific choice of ε k that 2K t ≤ K * t + 4. (3.13) (II) We show that the sizes of the sets A k (π k−1 ) are bounded from below by a doubly exponentially growing sequence (n k ) k≥0 , i.e., for δ > 0, there is an s 0 such that for large t
As a result, the greedy path actually exists, w/p at least 1 − δ. To prove this, the choice of the exponent of (s k ) k≥0 in (3.9) is crucial, and in particular the choice of (ε k ) k≥0 . In [31, Theorem 3.1] and [25, Proposition 3.1] similar constructions of greedy paths are used. In those proofs, the exponent of (s k ) k≥0 is equal to 1/(τ − 2) and every term is corrected with a log(t)-term to ensure that every vertex in layer L k has at least one t-connector. In contrary, we correct the exponent by −ε k /(τ − 2), implying that (s k ) k≥0 grows slower. In return, every vertex in L k has many t-connectors whp, that allows for small weighted distances. (III) By the construction of π gr , the weighted distance between π 0 and π Kt can be bounded by
As the minimum is non-decreasing if we consider less elements, conditionally on the complement of the event in (3.14), we weaken the bound to
We show that the generalised inverse F (−1)
L1+L2 can be related to the generalised inverse F (−1) L . This allows us to bound (3.16) and obtain the asserted bound (3.5) from Proposition 3.4 as we make the error probabilities arbitrarily small by choosing s 0 sufficiently large. We start with Step (I) by proving an upper bound for K t .
Lemma 3.7. Let K t be as in (3.10), K * t as in (1.3), τ ∈ (2, 3), α ∈ [1/2, 1). For FPA and VPA, if (2.7) holds, set
(3.17) There exists a constant c 3.7 > 0 such that for s 0 sufficiently large
For FPA and VPA if (2.7) does not hold and GVPA, set ε G > 0 such that
Then for s 0 sufficiently large
Proof. First we consider FPA and VPA under condition (2.7). Recall the definition of (s k ) k≥0 from (3.9). By iterating the recursion, we obtain
By our choice of ε k = 1/(k + 2) 2 , the product ∞ j=1 (1 − ε j ) > 0, which yields the first bound in (3.18) for some constant c 3.7 > 0. Hence, by the definition of K t in (3.10),
By taking logarithms twice in the inequality between brackets above, we obtain
If s 0 is sufficiently large, the numerator of K t above is smaller than log log(t) for t sufficiently large. Bounding the rounding operations yields by the definition of K * t in (1.3)
For proving (3.20) for GVPA, and FPA and VPA without condition (2.7), we use a similar reasoning. By taking logarithms twice in the definition of K t in (3.10), we obtain a similar formula to that in (3.21), and after bounding the numerator as before, as well as using the implicit definition of ε G in (3.19) and that of K * t in (1.3) , we arrive to
We recall two preliminary lemmas from [31] that help us control the error probability in (3.14).
Lemma 3.8 (Probability on being a α-connector for an arbitrary set [31] We use the above lemma for layers V = L k and a vertex x ∈ L k−1 . The following lemma allows us to lower bound the total degree of vertices in L k , D αt (L k ). Although it assumes for the model GVPA(f ) that the function f (x) needs to be affine for x sufficiently large, we show below that this restriction does not propagate to the requirements of Proposition 3.4. . Let P A t satisfy the same conditions as Proposition 3.4, and additionally for GVPA(f ), assume that the function f (x) is affine for all x larger than some x 0 ∈ R. Let α ∈ [1/2, 1), and φ ∈ R satisfy
There exists a constant c 3.9 > 0 such that
Moreover, whp the number of vertices with degree at least φ is at least √ αt. Proof. First, we show a stochastic domination argument of GVPA to VPA. Afterwards, we prove the existence of a binomial random variable A that is dominated by |A k (π k−1 )|. Lastly, we apply Chernoff's bound to A and show that the result follows. In order to apply Lemma 3.9, f (x) must be an affine function for large x. Recall γ f from (2.4) and assume f is non-affine. For any γ f1 ∈ (1/2, γ f ), there are x 0 ∈ N, η ∈ R, such that
which is affine for x > x 0 , and still concave. Hence, the model GVPA(f 1 ) is well-defined and is stochastically dominated by GVPA(f ). Assume that s 0 > x 0 so that we can apply Lemma 3.9 on the model GVPA(f 1 ). As γ f1 can be chosen arbitrarily close to γ f , we can choose it such that the power-law parameter τ f1 is close to τ f , in particular so that the inequality
holds with ε G from (3.19). Assume that s 0 > x 0 , and write ε k ≡ ε G for the model GVPA. Define
. By Lemma 3.8, the probability that
independently of other vertices in [t]\[αt]
, see (3.22) . Since there are in total (1 − α)t possible α-connectors, the random variable |A k (π k−1 )| stochastically dominates a binomial random variable, i.e.,
Conditioning on D L k (αt) yields by Lemma 3.9 for τ , 27) where the latter factor equals 1 − o(t −1 ). Since π k−1 ∈ L k−1 and thus D αt (π k−1 ) ≥ s k−1 by the construction of L k−1 in Definition 3.6, we substitute the value of p αt (π k−1 , L k ) in (3.22) to bound the expectation of the binomial random variable A k further to obtain
for some constant c 3.10 ∈ (0, (1−α)c 3.9 η 3.8 /(2α)) if t is sufficiently large, by the recursive definition of s k in (3.9). The last inequality is a consequence of (3.25). Next we apply Chernoff's bound, see e.g. [45] , in the following form: for ψ k > 0,
Choosing ψ k = (1 − c 3.10 s
, yields by (3.28) that ψ k ≥ 1/2. Hence, we can bound
Applying a union bound over k ∈ [K t ] and switching back to the dominating random variable |A k (π k−1 )| as in (3.26) results in
exp −c 3.10 s
Because ε k is a constant for GVPA, the asserted bound in (3.24) follows immediately for s 0 sufficiently large. For FPA and VPA, it remains to bound the sum on the rhs. We apply the lower bound on s k from (3.18) and observe that (τ − 2) −k grows much faster than (k + 2) 2 , so
for some c, c > 0, whence the asserted bound (3.24) follows for all sufficiently large s 0 .
The above lemma ensures that there are many α-connectors. However, we still need to bound the probability that the weighted distance between π k−1 and L k is sufficiently small, given that there are enough α-connectors, as described in Step (III) of the outline.
Proof. Since the random variables are i.i.d.,
, so that applying (1 − x) n ≤ e −nx yields ( ) in (3.31), and applying (1 − x) n ≥ 1 − nx yields ( * ).
We are ready to prove Proposition 3.4.
Proof of Proposition 3.4.
Consider the greedy path π gr starting from some q = q (s 0 ) as defined in Definition 3.6. The definition of K t in (3.10) ensures that π gr ends in Inner α . By construction of π gr , its total weight is bounded by the formula in (3.15). Lemma 3.10 ensures that w/p at least
3.10 , the number of α-connectors (n k ) k≥1 in (3.14) is at least
By Lemma 3.7, n k 1 for all k ≥ 0 when s 0 is sufficiently large. We bound the total weight on the greedy path using (3.16). Applying ( ) in (3.31) from Lemma 3.11 and a union bound over k ∈ [K t ], obtains for some ξ > 0 and all s 0 sufficiently large
which can be made arbitrarily small by choosing s 0 large enough, similar to the reasoning below (3.30). We can choose s 0 so large that the error probabilities δ (s0)
3.10 ≤ δ 3.4 . As we recall the formula for (s k ) k≥0 from (3.9) and the weakened upper bound on the total weight (3.16), we obtain for any q such that D q (αt) ≥ s 0 , with error probability at most δ 3.4 , 
where we annotated the lines with (FV) if it holds for FPA and VPA under condition (2.7), and with (G) otherwise. We continue to do so below. Using (3.18), there exists a constant c, such that
w/p at least 1 − δ 3.4 if s 0 is sufficiently large. We bound the above sums, so that the terms match the terms of Q t in (1.3): first we remove the convolution, then we switch to an integral, apply a variable transformation, and eventually switch back to a sum. The sum in (3.33) is taken over
L1+L2 , while the summand in Q t is taken over F (−1) L . We relate the two inverses for x < 0 by
Hence, for any z > 0, it holds that F (−1)
. Applying this to the rhs of (3.33)
For technical convenience, we define a := inf{x :
Observe that for monotone non-increasing functions g, g(1
We apply ( ) to switch in (3.35) from a sum to an integral. We discuss FPA and VPA under condition (2.7) first. We apply the variable transformation
that has a solution for all x ≥ 1 if s 0 is sufficiently large. Now the integrand matches the summands of Q t in (1.3). Differentiating both sides and rearranging terms gives an implicit formula for dx, that by (3.37) can be bounded by a function that only depends on y for some C > 0, i.e.,
Thus, (3.35) and (3.38) together yield
where h τ (s 0 ) = 2(log log s 0 + log (c))/| log (τ − 2) | and s 0 is chosen so large that (3.38) holds for all x, y in the integration domain. When condition (2.7) on L holds, there exists M > 0, such that
We apply ( * ) in (3.36) to switch back to a sum. As this sum contains at most 2K t + 1 terms, there exists a larger M , recalling that L = L + a, so that
Application of the bound (3.18) on 2K t yields the assertion (3.5) for FPA and VPA under (2.7). For FPA and VPA if (2.7) does not hold, and for the model GVPA, we use a similar variable transformation to (3.38) for the integral in (3.35), i.e., 39) which yields combined with the second line in (3.34)
dx, whereh τ (s 0 ) = 2 (log log s 0 + log (cε G )) /| log (τ − 2) |. After applying the bound (3.20) on K t and switching back to a sum using ( * ) from (3.36), we obtain the desired bound (3.6).
This establishes all prerequisites. We turn to the upper bound for the conservative case.
Conservative case.
Proof of Proposition 3.1. We first show the result for FPA and VPA under (2.7). At the end of this proof, we argue how to adapt the proof for GVPA and VPA or FPA if (2.7) does not hold. Fix δ > 0, and let δ 3.3 = δ 3.4 = δ/8, α = 1 − δ/16. We can choose t sufficiently large, such that (i) by Proposition 3.3 for s 3.3 = s 0 that we choose below in (ii), there exists a constant C 3.3 = C 3.3 (δ, s 0 ), such that for q ∈ {u, v} there is a vertex q ∈ [αt] with degree at least s 0 within graph distance C 3.3 w/p at least 1 − δ/8. (ii) by Proposition 3.4 there is an s 0 = s 0 (δ, ε 3.4 ) > 0, such that for q ∈ [αt] with D αt (q ) ≥ s 0 , the weighted distance to the inner core is not too large. As the terms in the sum in (3.5) are decreasing, we shift the summation bounds to match the bounds from Q t in (1.3), so that
(iii) by Proposition 3.5 for δ 3.5 = δ/8, the graph distance between w 1 , w 2 ∈ Inner α is smaller than
. copies of L, the sum of constantly many weights is negligible compared to the diverging sequence Q t defined in (1.3), i.e., there exists M > 0 such that
Conditionally on the intersection of the complements of the events in (3.40) and (i) for q ∈ {u, v}, we can construct greedy paths from u and v to the inner core. Hence, 42) where the last sum between brackets in (3.42) represents the weighted distance from q to some vertex with degree at least s 0 . By (iii), we can bound the distance between two vertices in the inner core, and thus we have constructed a path from u to v. Hence, by a union bound over the events in (iii) and (3.42), we can bound the total weight on this path, i.e.,
Combining (3.41) with (3.43) yields by our choice of 44) finishing the proof for FPA and VPA under (2.7). For the more general case, only (3.40) does not hold, which can be replaced by
Propagating the rhs between brackets through (3.42) and (3.44) obtains the result for GVPA.
Explosive case.
Similarly to the conservative case we create a path from u to v and use the total weight on the path as an upper bound for the weighted distance. Again, by applying Propositions 3.3, 3.4, and 3.5, this path goes from q ∈ {u, v} to a vertex q with degree at least s 0 , after which we connect this vertex to the inner core. The total weight on the segments to the inner core can be made arbitrarily small for large t and s 0 . However, it is not straightforward to see that the weight on the first parts of the paths converge to the explosion times of two LWLs, as we increase the degree s 0 . We start by showing that the explosion time of the LWL is finite, for which we use Propositions 3.3 and 3.4. Recall the formal statement of Theorem 2.10.
Proof of Theorem 2.10. Fix δ > 0. Recall K t from (3.10) and C 3.3 for δ 3.3 = δ/4 from Proposition 3.3. Let a(t) := min{κ(t), 2K t + C 3.3 }, where κ(t) denotes the maximum number of generations in the LWL to maintain a coupling with PA t w/p at least 1 − δ/4, from (2.5). As κ(t) and K t tend to infinity with t, the same holds for a(t). Denote the first k generations of the LWL rooted in by LWL k ( ). Define
1 {coupling succesful} .
Observe that X t can be viewed as an upper bound of the weighted distance to Inner α . By the choice of a(t), X t stochastically dominates Y t , i.e., P(Y t ≤ X t ) = 1. Consider the subsequence of times, defined recursively as
By construction of Y t and (t i ) i≥0 , P(β
Below we find a bound on P(X ti ≥ M ) that does not depend on t or i to obtain the result. Recall Q t from (1.3) and define Q ∞ := lim t→∞ Q t , which is finite since I(L) < ∞. By a union bound on the events in Proposition 3.3 and Proposition 3.4, for any δ, ε > 0, if i is sufficiently large,
Recall (3.46) to obtain P(β
Recall the definitions of the graph neighbourhoods in Definition 2.3 and the explosion time in Definition 2.4. Using the finiteness of the explosion time, we bound the weight on a path to a vertex with degree at least s 0 . To do so, we need the following general lemma.
Lemma 3.12 (Reaching a high-degree vertex in an explosive tree). Consider a (possibly random) locally finite tree T , rooted in , where every edge is equipped with an i.i.d. edge-weight from distribution L, where F L (0) = 0, such that T is explosive. Write D(x) for the degree of vertex x. Fix δ 3.12 > 0. For any s ∈ N, there exists N = N (δ 3.12 , s) < ∞ such that
(3.47)
Proof. The event in (3.47) means that among the N closest vertices to , there is a vertex with degree at least s. We argue by contradiction. If the tree T is explosive and the vertices contained in n∈N B L ( , σ n ) would all have degree at most s, then the forest restricted to vertices in T with degree at most s is also explosive. This forest consists of trees with at most exponentially growing generation sizes. Hence, [44, Lemma 4.3] applies and explosion is impossible, i.e.,
From here we obtain the result since
hence, the lhs will have probability at least 1 − δ 3.12 for a sufficiently large N .
In the next lemma, we exploit the coupling to LWL to find a vertex with sufficiently high degree. This lemma can be viewed as an extension of Proposition 3.3.
Lemma 3.13 (Weighted distance to a vertex with degree at least s). Consider PA under the same conditions as Theorem 2.11 at time t. Let q be a typical vertex. For any δ 3.13 , s 0 > 0, there exists N 3.13 ∈ N, such that when t is sufficiently large
Proof. From Lemma 3.12 for δ 3.12 = δ/2, we obtain that in the limiting object LWL( ) for a root , there is an N such that a vertex of degree at least s 0 is reached before time σ N w/p at least 1 − δ/2. By Theorem 2.10 the LWL is explosive. By applying Proposition 2.6, we can assume t is so large that we can maintain a coupling between w/p at least 1 − δ/2 up to graph distance N , so that B (t)
As the N -th closest vertex in L-distance is within the G-neighbourhood of size N , we obtain the result.
We are now ready to prove the upper bound for the explosive case.
Proof of Proposition 3.2. Let s 0 be the constant we obtain from Proposition 3.4 when setting δ 3.4 = δ/8, α 3.4 = 1 − δ/16 and ε 3.4 = ε/3, such that the sum in (3.5) is smaller than ε/6. Abbreviate t := αt . Observe that
We call the the above event between brackets E 1 . Recall σ n from (2.4). Let for q ∈ {u, v}
N * (u) that has degree at least s 0 , and v analogously. The key observation is that, conditionally on E c 1 , we can use a sprinkling argument and look at the graph at two moments in time, i.e.,
The above is true, since for fixed vertices the weighted distance between them is non-increasing in time. Conditionally on the event E c 1 , u and v are uniform vertices in [t ] , so that we can still apply Lemma 3.13 for s 0 and δ 3.13 = δ/8, i.e., for t sufficiently large and some N 3.13 = N 3.13 (δ, s 0 ),
We call the above event between the P-sign E 2 . By the choice of u and v , we obtain that
Assume t is so large that we can maintain a coupling with LWL w/p at least 1 − δ/8 for q ∈ {u, v} up to generation N 3.13 , possible by Propositions 2.6. If the coupling is successful, then σ (t )
N3. 13 , for q ∈ {u, v}, where the two random variables are independent copies of β LWL N3. 13 . Thus, combining the coupling error and the error probabilities on E 1 and E 2 in (3.48) and (3.49), 50) where P denotes the probability measure on the coupled probability space. Recall (3.2), we observe that we are left to prove
By our choice of δ 3.4 = δ/8 and ε 3.4 = ε/3 above, we obtain by Proposition 3.4
It is important to note that although u and v are special vertices at time αt, (3.52) holds independently of N 3.13 , as the path to inner core, constructed in the proof of Proposition 3.4, uses only edges that arrived after αt. To apply Proposition 3.5, we let δ 3.5 = δ/8 and ε 3.5 = ε/3. By a union bound over the events in Propositions 3.4 and 3.5 there is a path from u to v of weight at most ε/3, yielding (3.51). Combining (3.50) and (3.51) obtains the desired bound (3.2).
Lower bound on the weighted distance
The next propositions state the lower bounds for Theorem 2.7 and 2.11, which are the counterparts of Propositions 3.1 and 3.2.
Proposition 4.1 (Lower bound on the weighted distance, conservative case). Consider PA under the same conditions as Theorem 2.7. Recall I(L) = ∞. Let u, v be two typical vertices. Then for every δ, ε > 0, if t is sufficiently large,
Moreover, for the models FPA and VPA from Definition 2.1 and 2.2, there exists a constant
Proposition 4.2 (Lower bound on the weighted distance, explosive case). Consider PA under the same conditions as Theorem 2.11. Recall I(L) < ∞. Let u, v be two typical vertices. Then, there is a coupled probability space, such that for any δ > 0, there exists some function a(t) that tends to infinity with t, such that
and β
are the times to reach graph distance a(t) in the LWLs coupled to u, v, respectively.
As the proofs of the propositions are partly based on the same principles, we outline the proofs combinedly, after which we prove the required lemmas, and then give a separate proof for the above propositions. For notational convenience, we only outline the models FPA and VPA.
Outline of the proofs. Let u, v be two typical vertices. Recall K * t from (1.3). From [25, Theorem 2] it follows that any path connecting u and v has whp at least 2K * t − M t edges w/p close to 1, for some function M t = o(K * t ). The idea of the proof of Proposition 4.1 is to show that any path starting from u or v that has K * t − M t edges, has total weight at least Q t − M 4.1 , or total weight at least β LWL a(t) , for some function a(t) that tends to infinity, for the conservative and explosive case respectively. The main steps that make this succeed, which we formalize further below, are as follows, where (I-III) apply for the conservative case, while the explosive case follows from (I).
(I) We use results from [25, 31] to conclude that the neighbourhoods B (t)
These neighbourhoods up to graph distance a(t) are coupled to two independent LWLs, from which the lower bound for the explosive case will follow. (II) We show that ∂B (t) G (u, k) has whp at most exp B(τ − 2)
−k/2 vertices, for B sufficiently large and k < K * t − M t , by counting the number of paths of length k starting from q ∈ {u, v}.
The number of such paths is an upper bound for the number of vertices in ∂B
. Along the same reasoning as shown by Adriaans and Komjáthy [1, Lower bound (2.11)], we obtain the lower bound
The weight L (x,y) is the weight attached to the edge (x, y) in the graph if it is present. Otherwise, it is a new i.i.d. copy of L. Note that this is a valid lower bound, as the minimum is non-increasing when adding more edges. Using the bounds established in (II), we show that this sum of minima is at least 2Q t − 2M 4.1 .
Before proving Proposition 4.1 and 4.2, we formally introduce the lemmas and proposition that correspond to
Step (I-III). We start with a proposition from [25] that implies the first part of (I). 
establishing (I). We continue with the lemmas implying (II) and (III) from the outline and prove the conservative case first. We make use of some results from Dereich, Mönch, and Mörters [25, Theorem 2] where they prove lower bounds on graph distances for random graphs. They work under the following general condition and prove that it holds for FPA and GVPA. 
where p(m, n) := ν 4.4 (m ∧ n) −γ4.4 (m ∨ n) 1−γ4.4 . The above condition is satisfied for FPA or VPA, with γ 4.4 = 1/(τ − 1); and for GVPA for any γ 4.4 > γ f .
Step (II) in the outline follows from the next lemma. 
Proof. For notational convenience we abbreviate γ = γ 4.4 and A γ = γ/(1 − γ). We use a path counting technique similar to [25, Theorem 2] , see also [23, Proposition 4.9] . Consider paths
, such that π 0 = q, π K = w, and where
. For a non-increasing sequence ( k ) ≥0 , we call a path π good if π k ≥ k for all k ≤ K, and bad otherwise. Let δ := δ 4.5 /3, 0 := δ t . We define for a vertex q ∈ [t] the event E bad (q) := {q < 0 } ∪ {∃ bad path of length K, for some K ≤ K * t − M 4.3 (t) from q}. (4.10) The event {q < 0 } occurs w/p at most δ + 1/t. The second event in the union of (4.10) occurs w/p at most δ , which follows from [25, first inequality after (18) ] for a given choice of k that we also use here, see (4.17) below. Hence, for a vertex q chosen uniformly at random from [t] P(E bad (q)) ≤ 2δ + 1/t ≤ δ 4.5 ,
c . The key element is to prove that for B large enough
Indeed, once we have shown that (4.11) holds, applying Markov's inequality yields
Given (4.11), applying a union bound on (4.12) leads to the result in (4.9):
We are left to prove (4.11). The idea is to use the number of paths to ∂B 
|] using (4.7), with p defined in (4.7), as
Intuitively, when w ≥ k , f k,t (q, w) is an upper bound for the expected number of good paths from q to w of length k. From [25, Section 4.1] it follows that for q ≥ 0 there is a majorant of the form 14) where the sequences α k , β k , k are defined recursively as
with a constant c = c(γ, ν 4.4 ) > 1 chosen in [25, Lemma 1] . Recall γ ∈ (1/2, 1). Using the above definitions and majorant in (4.14), we return to the bound (4.5), and see
Observe that for a, b > 0, µ ∈ (0, 1)
so that we can bound (4.18) from above by
As a result of (4.17), we obtain for the first term, since k ≥ 1,
To bound T 2 and T 3 , we use a claim from [25, Theorem 2, (19) ] that the sequence t/ k does not increase too fast, i.e., there exists B * (γ, ν 4.4 ) such that for t sufficiently large
for any B ≥ B * (γ, ν 4.4 ). Consider T 2 , and substitute the bounds from (4.17) and (4.21)
For T 3 , we substitute (4.16) for β k to obtain
We use (4.17) and (4.21) to bound
Observe that by (4.15), β k−1 ≤ t 1−2γ α k /c. Hence, the second term in (4.23) is bounded by
After substituting (4.21) for B sufficiently large
As the first factor grows exponentially in k, by increasing B, we obtain T 32 ≤ exp BA We are ready to prove the lower bound of the conservative case.
Proof of Proposition 4. 
In order to apply Lemma 4.5, relying on Proposition 4.4, for GVPA we set γ 4.4 as the solution of Apply Proposition 4.3 and Lemma 4.5 for δ 4.3 = δ 4.5 = δ/6 so that w/p at least 1 − δ/6 the neighbourhoods are disjoint and not too large for k < K t . Assume that t is so large that 27) by a union bound on the complements of the events between brackets. Throughout the remainder of this proof, we write A = γ 4.4 /(1 − γ 4.4 ) and condition on the above event between brackets. On this event, the bound in (4.5) holds. We now bound the minimal weights in (4.5). Assume B > B 4.5 . By (4.9) in Lemma 4.5, for q ∈ {u, v}, between ∂B (t)
edges with cumulative error probability (over k) at most 2 exp(−B) =: δ
B . By ( * ) in (3.31),
following from a union bound over k ∈ [K t ]. Combining (4.5) and (4.29) gives for q ∈ {u, v}
B , (4.30) when B > B 4.5 . In particular, we choose B so that δ
B ≤ δ/4. Recall (4.27) and the reasoning before (4.5), so that by the law of conditional probability and a union bound for q ∈ {u, v} on the event in (4.30), we obtain w/p at least 1 − δ that
It remains to show that 2S K t is larger than the rhs between brackets in (4.1) and (4.2) for the corresponding models. Similarly to the upper bound, we rewrite the sum in S K t to match the summands in Q t in (1.3), then we bound the sum from below by switching to integrals, apply a variable transformation, and go back to sums. Applying ( * ) in (3.36) to S K t yields
For the models FPA and VPA, A = 1/(τ − 2), while for GVPA, A = (1 + ε )/(τ − 2), for some ε = ε (ε). After the variable transformation 2B(1 + ξ) ( 
−y/2 on the rhs of (4.32), the function over which we integrate matches the function in the sum in Q t in (1.3), i.e.,
where s(B) := 2 log 2B(1 + ξ)(1 + √ A) /| log (τ − 2) |, and by our choice of γ in (4.25)
, for the model GVPA, 1, for the models FPA, VPA. Apply ( ) from (3.36) to the rhs of (4.33) gives, abbreviating a k , where we define the second sum as 0 if s(B) − M 4.3 < 1. The first sum on the rhs can be bounded by a constant. As the sequence a k is decreasing, we shift the summation boundaries of the second sum on the rhs and choose Observe that we can bound the second sum here by a constant, since M 4.3 (t) = O(1) for FPA and VPA by Proposition 4.3. As a result, we bound the lhs (4.31) from above and obtain the result
We turn now to GVPA. Recalling K t from (4.26) and r from (4.34), we bound rK t in the upper summation boundary in (4.31) from below by
Thus, we further bound S K t by S K t ≥ (1 − ε/2) We rewrite the boundaries of the sum and use that ε < 1 and hence 1/(1 − ε/2) ≤ 2, so As the second sum in (4.38) is a constant, it can be bounded by ε/2 times the first sum in (4.38) when t is sufficiently large. Thus, we have that
a k = 2(1 − ε)Q t w/p 1 − δ, for any fixed B and t sufficiently large. This is the asserted bound in (4.1).
To finish the section, we prove the lower bound for the explosive class.
Proof of Proposition 4.2. Recall K * t from (1.3) and let M 4.3 (t) be the function we obtain by applying Proposition 4.3 for δ 4.3 = δ/2. As a result, we obtain for any K ≤ K * t − M 4.3 (t),
Let a(t) := min{κ δ/6 (t), K * t −M 4.3 (t)}, where κ δ/4 (t) denotes the maximum number of generations in LWL to maintain a coupling with PA t w/p at least 1−δ/4, as in Proposition 2.6 and 2.6. Hence,
if the coupling is successful for q ∈ {u, v} and thus
which finishes the proof.
Hopcount
In this section we prove Theorem 2.8. It follows from an adaptation of the proof of Theorem 2.7.
Proof of Theorem 2.8. Since the hopcount is at least the graph distance, Proposition 4.3 implies that for any ε > 0 P d for the model GVPA(f ), and shows lower tightness for FPA and VPA. It suffices to prove the matching upper bounds. By rescaling the weights to L/a, all weights are at least one. For any two vertices u and v, the shortest path with the unscaled weights uses the same edges as the shortest path with the scaled weights. Hence, d where we used the upper bound in (3.5) from Proposition 3.4 on the weight of the segment reaching the inner core. Thus, we did not shift the summation bounds as in step (ii) in the proof of Proposition 3.1. If I(L/a − 1) < ∞, then the above sum is finite and thus yields the result for tightness in (2.10) . If the sum is infinite, we choose s 0 so large that all the terms are bounded by a fixed ε/2 > 0, hence the sum is bounded by εK * t /2. As K * t is increasing in t, for t sufficiently large, εK * t > M . Thus,
Combining this upper bound with the lower bound (5.1) yields the desired asymptotics in (2.9).
Appendix A. Weighted distance in the inner core
Proof of Proposition 3.5. We give a coupling proof, similar to [31, Proposition 3.2] . We construct a path from w 1 to w 2 via a subset of the inner core, in which we can bound the weighted distance between two vertices whp. We show the latter first, after which we show that if w 1 or w 2 is not contained in this subset, the (weighted) distance to this subset is also small. By Lemma 3.9, there are at least n t = √ t vertices in the inner core. Let I be the set of the first n t vertices that have degrees at least (αt) 1/(2(τ −1)) log(αt) −1/2 . We construct a graph H t on these vertices as follows. Recall the definition of an α-connector from Definition 3.6. Let i, j be connected in H t if there exists an α-connector y. The weight on the edge (i, j) is L (i,y) + L (j,y) . As explained in the proof of [31, Proposition 3.2] for the model FPA, H t stochastically dominates a dense uniform Erdős-Rényi graph G(n t , p t ), where
Using [26, Theorem 1.1], one can verify that the same holds for GVPA. In [21, Chapter 10.2] the diameter of the dense ERRG is discussed, and it is shown that the diameter is bounded. Hence the first assertion (3.7) follows. From now on, we assume that F L (x) > 0 for all x > 0. Let ∆ = ∆(τ ) denote the diameter of the G(n t , p t ). The proof techniques in the above mentioned book chapter rely on the exploration around two vertices. In particular, it can be derived that the number of disjoint paths between two vertices of length ∆ tends to infinity with the size of the graph. Hence, there is a function r t tending to infinity with t, such that there are at least r t disjoint paths between u and v. The weight on the i-th path is distributed as L Assume that there is an i ∈ {1, 2} such that w i / ∈ I, and observe that we are done if we prove P d Analogously to the proof of Lemma 3.10, one can verify that whp the number of α-connectors between w i and I tends to infinity with t. Hence, the weighted distance becomes small and we conclude by a union bound over (A.1) and (A.2) twice (for both w 1 and w 2 ) that the result (3.8) follows for t large.
