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Abstract—Traditional compressed sensing (CS) applications
use sparse information for down-sampling but ignore overall
system objectives such as feature extraction. This paper jointly
designs sensing and feature extraction process to improve effi-
ciency of microwave imaging systems in time, storage, and feature
extraction. A feature-supervised compressed sensing (FsCS) is
proposed for cases where not all data contribute to feature
extraction. Compared to traditional spatial-spectral sweep and
CS solutions, a feature constraint is added in designing CS
measurement matrix. More efficient sensing and feature ex-
traction are achieved because only the data contributing to
feature extraction is sampled and reconstructed. To improve
time efficiency of CS reconstruction, an aligned spatial-spectral
sensing (ASSS) is involved in FsCS to enable joint reconstruction.
The proposed scheme is validated in an open-ended waveguide
imaging system for low-energy impact damage feature detection.
The experimental results demonstrate one order of magnitude
improve in time and two orders of improvement in data compres-
sion ratio compare to state-of-the-art method while preserving
interested feature. This paper can inspire joint sensing-processing
designs for more intelligent industrial processes.
Index Terms—Compressed sensing, feature extraction, joint
optimization, microwave imaging.
I. INTRODUCTION
M ICROWAVE imaging systems use electromagneticwaves in microwave regime to get spatial and spectral
response of specimen under test (SUT). It’s non-contact, non-
destructive and convenient-to-obtain properties make it widely
used in nondestructive testing and evaluation and ground
penetration radar applications [1]. It’s non-ionizing microwave
radiation does not cause changes on the atomic and molecular
level and is much less harmful to biological tissues compared
to ionizing radiation like X-ray, this property makes it suitable
for medical applications like breast cancer diagnostics [2].
The spatial and spectral responses of different pixels are
implemented by spatial-spectral sweep [3], [4]. Fig. 1 shows
the overall diagram of a microwave imaging system. The
microwave probe emits microwaves to a pixel on the SUT
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Fig. 1. Diagram for a microwave imaging system.
and waits for reflection signal. Multiple frequency responses
are obtained with frequency sweep. Then the probe sweep to
the next pixel with spatial sweep. The obtained data can be
represented as a 3D cube which contains material property
information as shown in Fig. 1. Each horizontal frame is a
spatial reflection coefficients image, which can be used for
non-destructive testing and evaluation. Each vertical frame for
a pixel is the responses at different frequencies, which can be
used for material characterization. The spatial stepsize must
be small enough to ensure high spatial resolution, but small
stepsize leads to drastic increase in the sampling time and
data volume. Likewise, more spectral response also increases
data volume greatly. This time-consuming issue is crucial for
time-sensitive applications [5].
From feature extraction side, the sampled data are usually
highly redundant for feature extraction. Due to variation in
material property, spatial images for different frequency frames
are usually different. Spatial image (b) in Fig. 1 reveals a
significant difference in magnitude for some area while image
(a) only shows a noisy image. The bottom part of Fig. 1
shows the close-up presentation of the dataset. The multiple
frequency reflections of each pixel are plotted as a line vs.
frequency index. It is obvious that these lines are highly
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correlated. In fact, only the frequency location where pixel
values disperse can show difference within spatial images.
Different feature data mining function and indicator may be
employed for different systems and problems. For example,
the interested frequency locations correspond to large standard
deviation value well in this system, so standard deviation is
the feature data mining indicator. Mining the feature data is a
key step in feature extraction, but it is laborious for big data
case or the mining process is complex.
To reduce sampling time, some designs use more hardware
such as sensor arrays [6] to parallelly sample multiple spa-
tial pixels. But these designs increase hardware cost. Apart
from these hardware solutions, compressed sensing (CS) of-
fers additive benefit from the software side. CS theory first
rigidly demonstrated in 2006 [7]. It is fundamentally different
from Shanon-Nyquist sampling theorem, which requires far
fewer samples than Nyquist sampling rate by solving under-
determined linear equations using sparsity. Sparsity means
most values in a signal are zeros, which has wide applicability
with proper sparse representation. The down-sampling ability
of CS makes it dispense with raster scan in microwave imag-
ing, thus gain more time efficiency. Tang et al. [8] reduce the
spatial sampling data in a microwave imaging system based on
discrete cosine basis. Yang et al. [9] show that 30% randomly
under-sampled spatial pixels can get good images. Kajbaf et
al. [10] also report that 20% to 30% spatial pixels of the fully-
sampled uniform measurements can reconstruct the image in
synthetic aperture radar (SAR) systems. 3D SAR systems also
reduce time cost in data acquisition [11]. Time-critical systems
benefit from CS due to down-sampling. Bevacqua et al. [12]
propose a CS-based method for 3D breast cancer microwave
imaging, which reduces patient exposure to radiation. The
measurement number/data of CS can be reduced to the order
of sparse level normally. Besides reducing sampling time, CS
also brings other benefits with proper sparse representation.
Jung et al. [13] propose using CS in millimeter-wave SAR
systems with reduced samples but obtained higher resolution.
Stevanovic´ et al. [14] devise a CS strategy to select the optimal
orders to consider in the imaging procedure without needing
any priori information on the perfect electric conducting target.
Gao et al. [15] apply sparse representation in non-destructive
defect detection in metals.
The above CS applications have common problems. The
reconstruction process is time-consuming for frame-by-frame
recovery for the whole spatial-frequency data, although much
faster than spatial-spectral sweep. To address these challenges,
some papers explore the joint sparsity for situation where
multiple signals have the same sparse pattern. Du et al. [16]
propose a model to adaptively control sparse level to simul-
taneously enforce all segments sharing the same active atom
set. Wan et al. [17] use multimodal joint sparse representation
to improve the performance of biometrics recognition. They
represent the received data by a sparse linear combination of
potential steering vectors, while constraining the observations
from different frequencies subject to sharing the same sparsity
pattern. Similar multimodal joint sparse representation also
applied in face recognition [18]. Bi et al. [19] investigate a
multi-frequency CS model for 2D near-field microwave SAR
imaging system. Spatial data of each frequency are represented
as a hierarchical tree structure under a wavelet basis and spatial
data of different frequencies are modeled as a joint structure.
Xia et al. [20] propose a joint kernel sparse representation
model, which uses a kernel-induced space with a geodesic
exponential kernel for sparse representation. All these methods
reduce sensing time and data amount by the down-sampling
ability of compressed sensing. However, they bring in large
reconstruction burden because they need to reconstruction the
same amount of data as that of spatial-spectral sweep method,
and there is no benefit for feature extraction.
There are few works on feature extraction-oriented sensing
in other fields. Zhang et al. [21] design specific CS for moving-
target imaging by exploiting the geometry information of the
defocused results. J. Sun et al. [22] propose a bearing fault
detection method directly from compressed sensing data, a
similar work is presented in [23]. Du et al. [24] propose CS
based impulsive feature detection for wind turbine systems.
Chen et al. [25] propose a novel rain streak removal method
that is based on an error-optimized sparse representation. For
microwave imaging systems, Cetin et al. [26] review the sparse
representation in SAR imaging systems, but no literature offers
joint sensing and feature extraction design.
In summary, traditional microwave imaging systems have
inefficient separate sensing-feature extraction mode. Existed
works only apply CS to improve efficiency in sensing and
reconstruct the whole dataset, but they ignore the needs of
feature extraction, i.e. what and how much sampling data is
enough for feature extraction tasks. This paper jointly designs
sensing and feature extraction process by a proposed feature-
supervised compressed sensing scheme. The main contribu-
tions are:
1) A feature constraint is designed for cases where not all
data contribute to feature extraction for microwave imaging
systems. This feature constraint and sparsity in data defines
the data need to be sampled while reserving interested
feature, which reduces the latter reconstruction burden.
2) An aligned spatial-spectral sampling (ASSS) scheme is
proposed for the sensing under feature constraint. The
designed 0/1 Bernoulli measurement matrix is easy for
practical implementation. The aligned manner requires less
space to store the measurement matrix and laid foundation
for joint reconstruction.
3) This paper builds up a joint sparse model for microwave
imaging systems. The model enables much faster recon-
struction compare to frame-by-frame reconstruction.
4) The application of the proposed method in impact damage
detection using open-ended waveguide imaging systems
greatly improves efficiency. One order of magnitude im-
provement in time efficiency and two orders of magnitude
improvement in data compression ratio are achieved while
preserving the interested feature.
The rest of this paper is organized as follows: Section II
presents the proposed schemes. Experiment setup is discussed
in section III. Results and discussions are given in section IV
before the conclusion in the last section. Table I gives the
important notations in this paper.
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TABLE I
NOTATIONS
Symbol Description
b·c Flooring to get integer
‖·‖x `x-norm
‖·‖x,y Imposing `x-norm on columns then `y-norm on rows to a matrix
{xi}Ni=1 Individual term of xi, where i = 1, 2, 3, ..., N
[xi]
N
i=1 Concatenating xi, where i = 1, 2, 3, ..., N
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Fig. 2. Diagram of proposed schemes.
II. THE PROPOSED FEATURE-SUPERVISED
COMPRESSED SENSING
Instead of performing feature extraction in the whole recon-
structed spatial-spectral data which involves a laborious recon-
struction and feature extraction process as in traditional CS
methods, this section proposes feature-supervised CS (FsCS)
scheme to reduce the reconstruction burden and innovatively
integrate the feature extraction process into the sensing pro-
cess. The post feature extraction is greatly simplified and
reduced data amount. This scheme is applicable to cases
where features embedded in small segments of whole data.
For time and storage efficiency, only acquiring these data is
sufficient for feature extraction. Fig. 2 shows the diagram of
the proposed FsCS. FsCS takes the spatial-spectral sparsity
and feature constraint as input. The feature constraint blocks
integrate part of the feature extraction process to supervise CS.
Then aligned spatial-spectral sensing (ASSS) is proposed to
sense the spatial-spectral data and speed up the reconstruction.
The details are discussed in next subsections.
A. Spatial-spectral sparsity
This subsection explores the similarity between neighbor
frames and frequency response between pixels, aiming to
sparsely represent them for the claimed advantages. As shown
in Fig. 1, the frequency sweep data of raster scan from
microwave imaging system is a 3D signal sampled from
frequency/time/spatial domain, denoting as Γ ∈ RNx×Ny×nf ,
which can also be regarded as video on the frequency domain.
There are nf frames and each frame is a 2D image with
size Nx × Ny. The sampled data can also be represented
as Γ = [Γi]
nf
i=1 ∈ Rns×nf , where ns = NxNy, {Γi}nfi=1 ∈
Rns×1 is the column-stacked spatial sample of all frames. Γi
can be expanded on more compact dictionary like discrete
cosine transform (DCT) D ∈ Rns×ns as Γi = DSi, where
{Si}nfi=1 ∈ Rns×1 is the sparse coefficients for each frame.
Under such decomposition, neighbor frames usually have same
sparse patterns, i.e., they have same non-zero positions but
with different values. Denoting the observation with measure-
ment matrix Φ ∈ Rms×ns for different frequencies with some
noise Ni as Yi = ΦDSi + Ni, the whole observation is
Y = ΦDS + N = AS + N (1)
where Y = [Yi]
nf
i=1 ∈ Rms×nf , S = [Si]nfi=1 ∈ Rns×nf ,
A = ΦD, and N is the independently and identically dis-
tributed additive measurement noise . Thus, S has high per-
centage of zero rows. Then we can seek for the row-sparse
matrix S by solving the following joint optimization problem:
Sˆ = argmin
1
2
nf∑
i=1
‖Yi −ASi‖22 + λ‖S‖2,1 (2)
where λ including different subscript variant are Lagrange
factors. With the sparse priori information of the unknown S,
finding the solution for (2) or the under-determined equations
in (1) becomes feasible, because only the non-zero rows and
the corresponding column in A (denote as As, also called
support in CS theory) contribute to the measurement results
Y. If the support is known, (1) becomes well-determined, the
non-zero rows of S can be obtained easily by:
Ss = As
−1Y (3)
From an implementation point of view, searching for support
is using as less weighted column of A as possible to represent
Y. There are many existed methods, which can be categorized
into four groups [27]–[30], i.e. the convex optimisation-based
methods, greedy algorithms, combinatorial algorithms and
Bayesian methods [31]. Although most of the methods are
for 1D sparse reconstruction, they can be used to solve the
problem in (2) by using only one column of Y to find the
support As first, then obtaining the whole solution with (3).
Proposing new algorithm to solve (2) is not the key effort of
this paper, readers can consult some widely-used method like
OMP, CoSaMP, etc. Note that the representation error (the
left term in (2)) will be 0 for an optimal solution without
noise. However, noise is inevitable in practical applications.
The noise performance is related to the noise term in (1)
and reconstruction algorithms. For example, the noise bound
for successful recovery of the widely-used OMP algorithm
is given in [32], another work [33] gives the noise bounds
for some common noise like Gaussian noise, Poisson noise,
impulse noise etc. These noise bounds are corresponding to
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the residual threshold in reconstruction algorithms. However,
in real applications, instead of using complex procedure to es-
timate the system noise, it is more acceptable to set the residual
threshold empirically to balance between reconstruction time
and accuracy.
After obtaining Sˆ, the data can be simply obtained by Γ =
DS. Likewise, the frequency response of each pixel can be
sparsely represented as well. The overall process is the same
as the above analysis, the only difference is that substituting
nf with ns when only nf shows and switching nf and ns
when they show together.
The sparse dictionary can be found empirically or using
transforms such as DCT or discrete wavelet transform (DWT)
or singular-value decomposition (SVD) on the training data.
There are also some blind dictionary learning solutions [34].
The sparsity K can be found by thresholding the sorted
absolute cumulate summation of decomposed coefficients on
the corresponding sparse dictionary. The threshold can be 95%
empirically, which means the largest K coefficients dominant
95% of total power.
B. Feature constraint
Traditional defect feature extraction processes impose fea-
ture data mining function (denote as f (·) ) to obtain an
indicator for feature data mining. Then the interested feature
is extracted from the refined spatial-spectral data. The feature
data mining process can be denoted as
{σi}nfi=1 = max (f (Γi)− δ, 0) (4)
where δ is a threshold, which is set empirically, e.g. set it as
the top 20% of sampled value. σi is the corresponding feature
data mining indicator. This process is laborious when Γ is in
large volume.
Instead of imposing (4) on Γ as in traditional CS methods,
this paper innovatively uses CS to reconstruct the feature data
mining indicator directly. This is based on one fact that σ =
[σi]
nf
i=1 is sparse when δ is large enough. A pre-sensing block
is introduced first for this purpose.
y =Φfσ (5)
where Φf ∈ Rmf×nf is the spectral measurement matrix, the
detail generation process for this measurement matrix will be
introduced in next subsection. y ∈ Rmf×1 is the measurement
results. However, σ cannot be measured directly. Alternatively,
sample value can be used to estimate the population value.
In this case, it is using the sampling standard deviation
to estimate the population standard deviation by modifying
the standard deviation formula from (6a) to (6b) to provide
unbiased estimation.
σ =
√√√√ 1
ns
ns∑
i=1
(xi − µ)2 (6a)
σs =
√√√√ 1
ms − 1
ms∑
i=1
(xi − x¯)2 (6b)
where ms is the sample number on each spatial frame. µ and
x¯ are the population mean and sample mean respectively. So
we can use (7) to substitute (5) by employing (6b) as f (·)
and specially design the measurement matrix Φκ,
s.t.

Φκ ∈ Bmκ×nκ ∼ B (1, pκ) , κ = {s1, f} .∑
∀column of Φκ < 2,
∑
∀row of Φκ = 1.
O (Kσ log nf ) /nf  mf = bnfpfc  nf .
so that (5) can be rewritten as
y =Φfσ = Φf max (f (Γ)− δ, 0)
= Φf max (f (Φs1Γ)− δ, 0)
= max
(
f
(
Φf (Φs1Γ)
T
)
− δ, 0
) (7)
where pκ = ‖
∑
column (Φκ)‖0/nκ is sampling percentage,
which is the percentage of non-zero column-wise summation
to total column number. The binary value in each column
decides sampling or not for a signal point. Note that it is
only numerically equal to pκ = mκ/nκ under the second
constraint for Φκ. If a measurement matrix whose column-
wise summation is always non-zeros values (such as deter-
ministic binary block diagonal (DBBD) [35]), the sampling
percentage is always 100%, which samples as much data as
raster scan. The first two constraints in (7) means that the pκ
percentage of ‘1’ in Φf and Φs1 are located in different row
and column, which ensures that Φs1Γ is a sample of Γ without
any scaling. It also ensures Φff (Φs1Γ) = f
(
Φf (Φs1Γ)
T
)
.
The third constraint offers successful reconstruction condition
on σ. mf and δ can be empirically set in practical applications.
The proposed measurement matrices lead to same histogram
for sampled data and the whole dataset, so δ can bet set
based on the sampled data. ms1 does not have such constraint
because no spatial reconstruction is needed. The reconstruction
problem for σ becomes
σˆ = argmin
1
2
‖y −Φfσ‖22 + λ‖σ‖1 (8)
This is a typical CS reconstruction problem which can be
solved using sparse reconstruction algorithm. The data which
contains feature Γ˜ ∈ Rns×nσ ⊂ Γ is the frequency location
where σˆ > 0, it also decides the reconstruction burden. nσ
is number of these frequency locations, which decided by the
threshold value δ. Large δ leads to less reconstruction burden.
However, there is no strict limitation on δ. Even if under an
extreme case of δ = min(σ), σ can be sparsely represented
to meet all the above derivation. So the gain in reconstruction
burden is ρ = nσ/nf compare to other CS methods. The
reconstruction quality of (8) determines the accuracy of feature
constraint, which is decided by frequency sampling percentage
pκ and ms1.
The proposed feature data mining method only samples
ps1 subset of spatial pixels and pf subset of their frequency
responses and obtains the full feature data extraction indicator
value, which will be used to supervise the sensing process.
C. Aligned spatial-spectral sensing
Based on the above modeling, a scheme called ASSS is
proposed in the following algorithm to down-sample and
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jointly reconstruct the spectral-spatial responses which con-
tains defect information. Besides sparse information, feature
constraint is another input for sensing in this paper.
Algorithm 1 Aligned spatial-spectral sensing (ASSS)
Input: (a) Feature constraint indicator σˆ, which define ns ×
nσ of sampling data range;
(b) Spatial and spectral sparsity Kζ , and its sparse dictionary
Dζ ;
(c) Compression ratio, pζ = 1−mζ
/
n
ζ
, ζ = {s, σ}.
1: Choose m
ζ
, Kζ log nζ/nζ  mζ = bnζpζc  nζ .
2: Column index Ic for Φζ . Ic = randomly choose mζ values
from 1 to nζ ; Row index Ir, Ir = random permutation of
the integers from 1 to m
ζ
.
3: Φζ = 0
mζ×nζ , for i = 1 to m
ζ
, Φζ (Ic (i) , Ir (i)) = 1.
4: Measurement: Y = Φσ
(
ΦsΓ˜
)T
+ N, where Γ˜ is the
unknown signal, N is measurement noise.
5: Spectrum reconstruction,
Sˆσ = argmin 12
ms∑
i=1
∥∥∥Yi −ΦσDσSˆσ,i∥∥∥2
2
+ λ1
∥∥∥Sˆσ∥∥∥
2,1
6: Virtual measurement in spatial, Ys = ΦsΓ =(
DσSˆσ
)T
= ΦsDsSs
7: Spatial reconstruction for blocked neighbor
frames,
{
Sˆk
}nσ/d
k=1
= argmin 12
k+d∑
i=k
∥∥∥Ys,i −ΦsDsSˆk,i∥∥∥2
2
+
λ2
∥∥∥Sˆk∥∥∥
2,1
, where nσ/d ∈ Z + , d ∈ Z+ is the number of
neighbor frames.
8: S =
[
Sˆk
]nσ/d
k=1
, Γ˜ = DsS
Output: Γ˜
The inputs are the feature constraint indicator obtained in
the feature constraint subsection. It defines the specific sensing
range which has the feature information and influence the
dimension of Φζ . Kζ and Dζ are obtained in the spatial-
spectral sparsity section. Compression ratio is the last input
which is defined by the user. It is worth noting that 1−nσ/nf
of compression ratio already achieved in the feature constraint
process.
Step (1) to (3) use the the results of the spatial-spectral
sparsity section and the feature constraint section to design
two measurement matrices Φζ for spatial and spectral sam-
pling. Firstly, mζ should be greater than Kζ for successful
reconstruction. The sampling location which denotes as ‘1’
in the measurement matrix can be implemented by randomly
choosing mζ values from 1 to nζ . The sampled locations are
randomly distributed to each line of the measurement matrix
with the random column and row index. This design ensures
that there is no blank data in the measurement results. Each
column has one ‘1’ at most which eliminates duplicate sam-
pling. This design can be used to implement the measurement
matrix Φf and Φs1 in Equ.(7), because it ensures that the
sampling results are a subset of original signal without any
scaling.
Step (4) implements the measurement model in Equ.(1).
After this step, microwave imaging systems get mσ × ms
observation in spectral and spatial domain with Φζ . All
sampling locations are aligned, i.e., all frames have the same
spatial sampling location and all sampled pixels have the same
frequency location, as shown in Fig. 2(d). This aligned scheme
brings some critical advantages. Firstly, each sampled pixel
obtains most frequency sampling points and each sampled
frequency point obtains most pixel values, thus ensuring high-
quality reconstruction for the sampled location and all spatial-
frequency data as a result. Secondly, different frames or pixels
can share the same measurement matrix, which is easy for
hardware and software implementation. Lastly, sharing the
same measurement matrix reduces the storage space when
saving measurement matrix for reconstruction.
Step (5) and (7) is solving the reconstruction problem in
Equ. (2), which can employ methods like OMP or CoSaMP.
Step (5) reconstructs the whole frequency response of sampled
pixels, these reconstruction results fill the unsampled frames in
spatial domain, which works as a virtual measurement process
in step (6). All frames have sampled data and these data are in
the same location for each frame due to the aligned property.
As for the spatial reconstruction in step (7), the d neighbor
frames are segmented into the same block which can be jointly
reconstructed. When d = 1, it degrades to frame-by-frame
method. Large d brings larger gain in time efficiency, but
it needs to consider the degree of dataset that shares same
sparse location in same dictionary. In the case study of this
paper, d = 10 makes each block show high joint sparsity. This
block-by-block joint reconstruction manner greatly reduces
the reconstruction burden. All sparse coefficients of interested
frames can be reconstructed in a shifting manner. Step (8)
concatenates the all sparse coefficients and get the final image
frames.
III. EXPERIMENTAL SETUP
FsCS needs to randomly sample in spatial and spectral
domain. For random spatial sampling, waveguide imaging
systems can use X-Y scanner to locate the probe at arbitrary
pixels as shown in Fig. 1. There are also other specially
designed hardware for CS making use of spatial masks rather
than mechanical scan [36], [37]. For random spectral sampling,
the progression in direct digital frequency synthesizer (DDFS)
provides fast and reliable arbitrary frequencies output. Modern
VNAs use frequency synthesizer gradually. Likewise, there
are designs like frequency masks or even spatial-frequency
masks [38], [39]. The computationally intensive reconstruc-
tion process for large spatial area can go to more powerful
computational center like cloud computing, which fits with
the IoT structures [40]. Note that the proposed scheme does
not specify any sparse reconstruction algorithms as it is not
a key research task here. A review of sparse reconstruction
algorithms is given in [41].
This paper validates the proposed algorithms in a waveguide
imaging system in our lab experiment as shown in Fig. 1 and
Fig. 3. A mechanical scanner which carries an open-ended
rectangular waveguide probe is used to measure arbitrary
point on specimens. The measure location depends on the
measurement matrix. A vector network analyzer (Agilent PNA
E8363B) is connected to the waveguide probe to emit and
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measure the microwave. Matlab is used to control the network
analyzer and mechanical scanner through the GPIB interface,
which can cope with both random spatial sampling and
random spectral sampling. The reconstruction process is done
on a personal computer with Intel i5 4690K CPU and 8GB
memory. During the reconstruction process, OMP is used for
feature indicator reconstruction, and CoSaMP is used for joint
reconstruction, because these greedy algorithms have good
trade-off between sampling number, reconstruction accuracy
and time. Code for OMP and CoSaMP can be fonud in
https://uk.mathworks.com/matlabcentral/fileexchange/32402-
cosamp-and-omp-for-sparse-recovery. The SUTs are six
carbon fibre reinforced polymers (CFRPs) with different
impact damage in the center part. The CFRPs are made of
Polyphenylene Sulphide (PPS) and have 12 layers of 5H satin
balanced carbon fibre woven fabrics. All specimens are in
cuboid shape with width×height×thickness of 100×130×3.8
mm. Impact damages are created by a free-fall hammer with
mass 2kg over the specimen center from different height. The
impact point are known in advance with the help of the scale
marks on each specimen as shown in Fig. 3. Each specimen
is scanned with raster scan and frequency (spatial-spectral)
sweep scheme for 20 times with slightly different scan area
around the impact point, thus getting enough training data to
get the sparsity K. The probe scans 99×99 pixels in each
scanning. The frequency band is 18GHz to 26.5GHz with
1601 frequency points.
PC + Matlab
VNA
Scanner
driver
Probe
Scanner
To VNA
To Matlab
SpecimensFrom Probe
2J 4J 6J 8J 10J
Fig. 3. System setup for the proposed schemes in an open-ended waveguide
imaging system for low-energy impact damage detection on CFRP.
IV. RESULTS AND DISCUSSIONS
A. The effectiveness of feature constraint
The accuracy of feature constraint will directly influence the
right spatial-spectral data to sense. We perform spatial-spectral
sweep scheme on six different impact energy specimens. Then
the proposed scheme is applied to the same specimen and same
spatial area.
The probability of detection is used for quantitative valida-
tion, it is defined as the probability that the target frequencies
are in acceptable error range. In (7), when the threshold δ is
set as the maximum value of f
(
Γ˜i
)
, the target frequency is
where the maximum value shows. The average probability of
detection under such case is shown in Fig. 4 with Monte Carlo
method. It is also obvious that the increase in pixel number
does not contribute to the detection probability significantly.
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Fig. 4. Average probability of detection of all specimen vs. spectral sampling
percentage.
Even just 3 sampling pixels (0.03% of total pixel) get the right
target frequency with more than 80% probability using just 5%
of frequency sampling percentage. 40 pixels (0.41% of total
pixel, 0.002% of total data) can find the right target frequency
definitely, which demonstrates the powerful detection ability
of this algorithm.
B. The performance of aligned spatial-spectral sensing
The reconstruction quality of ASSS is the source data where
defect pattern is extracted. To fully explore the performance
of ASSS, all the frequency band is set as interested frequency,
i.e. there is no feature extraction constraint applied. In such a
case, all spatial-spectral data can be reconstructed for further
analysis. The feature constraint only refines the frequency
band where ASSS is applied. Fig. 5 presents some results
for different spatial and spectral sampling percentage for the
6J specimen. The traditional spatial-spectral sweep results
are used as references, the state-of-the-art CS method [8]–
[10] and CS method with joint reconstruction [19] are used
for comparison from hereunder. With the increase in spatial
and frequency sampling percentage, the reconstructed results
become more like the reference results. 30% in spatial and
spectral domain already has little visual difference to the
reference. The results for CS method that only samples in
spatial and CS method use joint reconstruction is used for
comparison. These images are visually similar even if there
are downsampling in either spatial or spectrum. This means
the proposed method obtains similar image as other methods
but greatly improves compression ratio.
2D correlation is used to quantitatively compare the refer-
ence results and the ASSS results frame-by-frame. 2D corre-
lation evaluates the similarity between the overall shapes of
different data sets. The average 2D correlation for all frames in
different specimen samples are shown in Fig. 6. Either increase
the spatial sampling percentage or spectral sampling percent-
age improves the reconstruction quality. In this microwave
imaging system, only 30% of spatial and frequency sampling
percentage for ASSS obtains 98.2% similarity as reference
results. Even 3% in both domains gets 69.4% similarity.
The intersecting line between 90% similarity plane and 2D
correlation surface demonstrates the combination case where
the similarity is greater than 90%, e.g. 10% spectral + 20%
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Fig. 5. The images of 6J specimen that obtained by (a) the proposed ASSS
under various spatial and frequency percentage; and (b) CS; (c) CS with joint
reconstruction; and (d) the spatial-spectral sweep as reference.
1
987 0 
,o 
0
u91e-9JJO3GZ 
0.6 
30 
30 
Spatial! (%) 
5 10 
- 3
『
5 Spectral (%)
Fig. 6. The average 2D correlation between image of the proposed method
and the reference under different spatial and spectral sampling percentage for
all specimens.
spatial (2% of whole data) or 15% spectral + 15% spatial
(2.25% of whole data).
Quantitative comparison between the images obtained by
the proposed method and other methods is shown in Fig. 7.
The proposed method with only 15% of frequency sampling
percentage already close to the state-of-the-art method using
CS and CS with joint reconstruction. As other methods need
to sample the whole frequency band, the proposed method
achieves at least 70% gain in data compression ratio without
compromising image quality.
C. The influence on feature extraction
The extracted feature is the final output for different process-
ing pipelines. Any information loss or noise influence bringing
0.95 
0.9 
585 87 
。
00
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V The proposed - 3% frequency 
0 The proposed - 15% frequency 
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X CS 
* CS with joint reconstruction
5
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spatial sampling percentage  
Fig. 7. The average 2D correlation between the images from different methods
and the reference for all specimen.
(3%, 3%ρ) (30%, 3% ρ) (3%, 30% ρ) (30%, 30% ρ) Reference
Fig. 8. The extracted defect pattern with various spatial-spectral sampling
percentage for the 6J specimen.
by the processing pipeline will influence the feature quality
eventually. This section presents the influence on feature
quality. The size of defect patterns is the interested feature in
this study. The defect pattern is extracted from the frequency
frames which correspond to large standard deviations, and it
is sensed by the proposed scheme by setting the threshold in
the feature extraction constraint as δ = 0.7 max (σ). Thus the
frequency band to apply ASSS only occupies ρ = 9.4% of
frequency sweep amount. Furthermore, only pσ of frequency
point are sampled in this interested band. The sampling burden
is greatly decreased.
To extract the binary defect pattern, we employ the HTED
algorithm from [8] because of its superior de-nosing ability.
The HTED algorithm segments the damage region from an
image, it is applied to the image that corresponds to the largest
standard deviation of the proposed and other methods. Fig.
8 presents some extracted defect pattern for various spatial-
spectral sampling percentages. More sampling percentage
leads to more similar defect pattern as the reference one.
Even 3% of spatial sampling obtains similar defect pattern
as reference defect pattern together with 30% of spectral sam-
pling. Because the reconstructed image under this sampling
configuration achieves more than 90% of correlation with the
reference image.
Quantitative evaluation is carried out by the average similar-
ity ratio of defect size between the proposed method and the
reference defect pattern by spatial-spectral sweep. Different
spatial-spectral sampling percentage, specimens and frequency
frames in each specimen are counted in the average. The
similarity ratio (τ ) is defined as
τ = 1− |Srec − Sref |/Sref (9)
where Srec and Sref denote reconstructed defect and that of
the corresponding reference image. The results are shown in
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Fig. 9. The average similarity ratio of defect pattern size between the proposed
scheme and spatial-spectral sweep results for all specimens.
Fig. 10. The average similarity ratio between the defect size obtained by
different methods and the reference for all specimen.
Fig. 9. The similarity ratio is very low under 3% of spatial
and spectral sampling rate because the sampling amount is
not in the order of m = O (α log n), which cannot guarantee
successful reconstruction. The similarity ratio increases with
the increase of spatial and spectral sampling percentage. To
highlight this influence, the average similarity of diagonal
similarity ratio (The elements covered by the yellow dash line)
is calculated and labeled in the figure. It clearly illustrates
that more spatial-spectral sampling percentage leads to higher
similarity ratio. Fig. 9 also shows that defect patterns extracted
from around only 20%ρ × 20% = 0.37% of spatial-spectral
sweep data already have more than 90% of similarity ratio
as the reference image, which demonstrates FsCS preserves
feature integrity even under millesimal level of sampling
percentage in this study.
The feature obtained by the proposed method and other
methods are shown in Fig. 10, where the spatial-spectral sweep
results are used as reference. These results have little differ-
ence. The proposed method with only 15% of frequency sam-
pling percentage already close to the state-of-the-art method,
this means 85% of gain in data compression ratio is achieved
than state-of-the-art method.
For more comprehensive comparison, the evaluation of
methods in terms of time that obtains image quality larger than
0.95 of 2D correlation with spatial-spectral sweep, maximum
Fig. 11. The average performance of different methods in terms of time-
consumption, compression ratio and reconstruction burden.
compression ratio that achieves larger than 0.95 of feature
similarity ratio, and reconstruction burden is given in Fig.11
bellow. The time for CS methods consists of both data acqui-
sition time and reconstruction time. The reconstruction time
depends on the computation power. Using OMP reconstruction
algorithm under 21% of sampling ratio on Intel Core i5-
4690K CPU in Matlab takes around 0.5 s for a single frame.
This time is same for joint reconstruction. However, joint
reconstruction can obtain reconstruction for d frames that share
same sparse atom simultaneously. The total reconstruction
time can be approximated by multiplying with total frame
number. The proposed method has a reconstruction time gain
ρ than traditional CS with joint reconstruction. 21% spatial
sampling for traditional CS method obtains more than 0.95 of
feature similarity ratio, leading to a compression ratio of 0.21.
The proposed method benefits from the feature constraint and
downsampling in spectrum, leading to almost two order of
magnitude improvements in compression ratio.
D. Complexity Analysis
The computational complexity of the proposed FsCS
mainly comes from four parts. 1) Calculate feature indicator
for mf sampled frequency frames. 2) Reconstruct nf feature
indicator from mf samples. 3) Joint reconstruction for ms
frequency frames of length ρfnf from mf1 samples. 4) Joint
reconstruction for ρfnf spatial frames of length ns from ms
samples for every d frames. This paper does not restrict to
any sparse reconstruction algorithm. To compare with the
CS and CS with joint reconstruction methods, this section
assumes they all use OMP (complexity O (Kmn)) for sparse
reconstruction. The complexity of calculating feature indicator
for a single frame is assumed to be O (F ). Joint reconstruction
can use the support from single frame iteration for a matrix
inverse and a multiplication, which has same complexity as
a single frame. So the complexity of the proposed method is
O (mfF ) + O
(
Kfmfnf +Kfmf1ρfnf +
ρfnf
d Ksmsns
)
.
By contrast, OMP method reconstructs all frame in
sequence and need to calculate all feature indicator.
The complexity is O (Ksnfmsns) + O (nfF ); CS with
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joint reconstruction jointly reconstructs every d frames and
calculates feature indicator for all frames, the complexity is
O
(
Ks
nf
d msns
)
+O (nfF ). In practical applications, m n
and nf  ns. So either O (F ) or O (Ksnfmsns) dominants,
the proposed method has lower complexity than others.
E. Influence of different category of reconstruction algorithms
Although reconstruction algorithms are not the key in-
vestigation for this paper, different category of methods
(i.e. greedy algorithms, convex optimization, combinato-
rial methods, Bayesian algorithms) may lead to differ-
ent accuracy and complexity. The above analyses are us-
ing greedy algorithms for demonstration for the proposed
method and its counterparts. Some general comparison of
different category of CS reconstruction methods are given
in [27]–[30], a rich resources of code can be found in
https://sites.google.com/site/igorcarron2/cs#reconstruction. As
the proposed method and its counterparts are using same
CS reconstruction method and the defect region segmentation
method, testing different reconstruction algorithms on the
same dataset/measurement matrix/sparse basis can show the
difference in choosing different category of reconstruction
algorithms. So this section chooses popular algorithms from
each category to briefly discuss the recovery performance on
the above raster scan dataset with the proposed measurement
matrix. DCT basis is used for sparse representation again.
The chosen algorithms are the widely-used OMP for greedy
algorithms, l1-magic (l1-m) package for convex optimization,
chaining pursuit (CP) for combinatorial methods and fast
Bayesian matching pursuit (FBMP) [42] for Bayesian meth-
ods. Sampling percentage is controlled with the percentage
of non-zero columns in the measurement matrix. Same mea-
surement matrix and threshold residual are used for these
methods. A quick result is given in Fig.12, where l1-magic
gives best accuracy and CP gives best time efficiency. FBMP
reserves rich detail and the image are more smooth due to
noise estimation. To get rid of accidental error, the average
2D correlation with the raster scan results and the average
time consumption per frame are given in Fig. 13 and Fig.
14. The reconstruction accuracy is similar when the sampling
percentage is above around 10% while CP is the worst. The
order of curve before 10% illustrates the order of requirement
on number of measurements reversely. As for complexity, CP
is the most efficient method due to its sub-linear complexity.
Convex optimization and Bayesian methods are much slower.
Greedy algorithm is a good trade-off between them and
combinatorial method is also a good choice.
V. CONCLUSIONS AND FUTURE WORKS
Traditional CS applications use sparse information for
down-sampling but ignore overall system objectives such
as feature extraction. This paper presents a joint sensing-
processing design to improve efficiency of microwave imaging
systems in time, storage, and feature extraction. A feature
constraint is designed for cases where not all data contribute
to feature extraction for microwave imaging systems. This
feature constraint and sparsity in data defines the data need to
0.9843 10.7498  0.3968 32.9037
0.9757 0.9884 0.9580 0.9663
Time (seconds)
2D
correlation
(a) (b) (c) (d) (e)
Fig. 12. Reconstruction performance for different category of reconstruction
algorithms for a frame under 30% of sampling percentage. (a) Greedy
algorithm - OMP; (b) Convex optimization - l1-magic; (c) Combinatorial al-
gorithm - Chaining Pursuit; (d) Bayesian algorithm - Fast Bayesian Matching
Pursuit; (e) Raster scan image as reference.
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Fig. 13. Average 2D correlation between the CS reconstructed images and
raster scan images on the dataset.
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Fig. 14. Average time consumption per frame for different CS reconstruction
methods on the dataset.
be sampled while reserving interested feature, which reduces
the latter reconstruction burden. An aligned spatial-spectral
sampling scheme is proposed for the sensing under feature
constraint. The aligned manner requires less space to store
the measurement matrix and laid foundation for joint recon-
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struction. Experimental validation in an open-ended waveguide
imaging systems for impact damage detection is carried out.
One order of magnitude improvement in time efficiency and
two orders of magnitude improvements in data compression
ratio are achieved while preserving the interested feature.
There are some potential improvements for the proposed
method. Firstly, although the DBBD matrix mentioned near
equation (7) is useless in the validation system in this paper,
it may improve the performance if a measurement system
(like program-controlled metasurface [43]) can measure the
summation for each row of measurement matrix directly,
because DBBD has better incoherence with the DCT basis.
Secondly, Kronecker technique [44], [45] divides original
signal into segments, due to reduced sensing matrix, more
power/computational-efficient sensing can be achieved. The
reconstruction quality is equal or even better than global
single vector measurement. The reconstruction complexity is
also similar as shown in [44], but the problem is that the
dimensionality of the CS problem to be solved rapidly grows
as the product of the sizes of each dimension as is shown in
[46]. So this method is valuable for applications where the
sensor side is limited in computation/storage/power. For the
scanning system in this manuscript, this will not make much
difference, but it is helpful if power-limited microwave sensors
are used.
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