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ABSTRACT 
 
Short-term and Long-term Reliability Studies in Deregulated Power Systems. 
(December 2005) 
Yishan Li, B.S., Shanghai Jiao Tong University; 
M.S., Shanghai Jiao Tong University 
Chair of Advisory Committee: Dr. Garng M. Huang 
  
The electric power industry is undergoing a restructuring process. The major goals 
of the change of the industry structure are to motivate competition, reduce costs and 
improve the service quality for consumers. In the meantime, it is also important for the 
new structure to maintain system reliability. Power system reliability is comprised of 
two basic components, adequacy and security. In terms of the time frame, power system 
reliability can mean short-term reliability or long-term reliability. Short-term reliability 
is more a security issue while long-term reliability focuses more on the issue of 
adequacy. This dissertation presents techniques to address some security issues 
associated with short-term reliability and some adequacy issues related to long-term 
reliability in deregulated power systems. 
Short-term reliability is for operational purposes and is mainly concerned with 
security. Thus the way energy is dispatched and the actions the system operator takes to 
remedy an insecure system state such as transmission congestion are important to short-
term reliability. Our studies on short-term reliability are therefore focused on these two 
aspects. We first investigate the formulation of the auction-based dispatch by the law of 
supply and demand. Then we develop efficient algorithms to solve the auction-based 
dispatch with different types of bidding functions. Finally we propose a new Optimal 
Power Flow (OPF) method based on sensitivity factors and the technique of aggregation 
to manage congestion, which results from the auction-based dispatch. The algorithms 
and the new OPF method proposed here are much faster and more efficient than the 
conventional algorithms and methods. 
 iv
With regard to long-term reliability, the major issues are adequacy and its 
improvement. Our research thus is focused on these two aspects. First, we develop a 
probabilistic methodology to assess composite power system long-term reliability with 
both adequacy and security included by using the sequential Monte Carlo simulation 
method. We then investigate new ways to improve composite power system adequacy in 
the long-term. Specifically, we propose to use Flexible AC Transmission Systems 
(FACTS) such as Thyristor Controlled Series Capacitor (TCSC), Static Var 
Compensator (SVC) and Thyristor Controlled Phase Angle Regulator (TCPAR) to 
enhance reliability. 
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CHAPTER I 
 
INTRODUCTION 
 
1.1 Deregulated Power Systems 
 
Over the past two decades, the power industry around the world has been 
experiencing a change towards deregulation. Utilities that were previously vertically 
integrated have become divided into three sectors: generation companies, transmission 
companies, and distribution companies [1-5]. It is expected that the competition among 
generation companies together with open access to the transmission system will lead to 
lower electricity prices and better service for customers.  
In the new deregulated power systems, electricity is considered a commodity 
which can be traded in a free market by generators and loads. At present there are two 
major market coordination models: the bilateral model and the pool model [1, 4-8]. In a 
bilateral market, the generators and loads enter into direct negotiations to decide the 
power quantities and prices. In a pool market, the amounts and prices of generations and 
loads are determined by the auction-based dispatch.   
 To facilitate the operation of power markets, the transmission system remains a 
regulated monopoly which should be open to all transmission users and should treat 
them on a fair and non-discriminatory basis. To achieve this requirement, an 
Independent System Operator (ISO) is designated to operate the transmission system and 
provide transmission services to all transmission users [1, 2]. As part of the system 
operations, the ISO has the responsibility to maintain the system reliability. The ISO’s 
reliability functions include two aspects: 
? Short-term reliability. This is for operational purposes. The ISO should monitor the 
state of the transmission system and re-dispatch generation if necessary to 
eliminate transmission congestion and maintain the reliability of the system.  
                                                          
  This dissertation follows the style and format of IEEE Transactions on Power Systems. 
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? Long-term reliability. This is for planning purposes. The ISO needs to carry out 
studies to evaluate the reliability of the system over a long period of time. If the 
reliability level is not sufficient, the ISO should propose ways to improve the 
reliability. For instance, the ISO could suggest constructing new power plants or 
new transmission lines at weak locations. 
 
1.2 Short-term and Long-term Reliability 
 
The reliability analysis for a composite power system consists of two basic 
components namely, adequacy and security [9-12]. Adequacy “is mainly concerned with 
the ability of the electric system to supply the aggregate electrical demand and energy 
requirements of customers at all times taking into account scheduled and expected 
unscheduled outages of system elements”. On the other hand security “deals with the 
ability of the system to withstand sudden disturbances such as short circuits or 
unanticipated system component failures” [9]. 
According to the time frame, reliability can be classified into short-term reliability 
and long-term reliability. Short-term reliability is related to the system behavior in the 
near future such as several hours away. On the other hand, long-term reliability is 
associated with the system behavior over a long period of time like years. Both the short-
term and long-term reliability studies need to consider adequacy and security. And both 
studies have the same procedure in evaluating power system reliability, namely 
? State selection 
? State evaluation 
? Reliability index calculation 
State selection is to decide the states of all system components such as transmission lines 
and generators. For instance, suppose each component has only two states: up and down. 
The state selection will determine which components are in the up state and which are in 
the down state. Based on the states of the components, we evaluate the system to see 
whether or not the load is supplied sufficiently. If there is a loss of load, we need to 
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update reliability indices. We keep repeating the above three steps until a certain 
stopping criterion is reached. 
Though the short-term and long-term reliability studies have the above similarities, 
due to their significant difference in time domain concerned, these two types of 
reliability studies are different in several aspects. This point can be demonstrated by 
using a simple two-state component.  
 
    
 
 
Fig. 1.1. State-space Model of a Two-state Component 
 
 
Fig.1.1 shows the state-space model of a two-state component. The failure and 
repair rates are µλ, respectively. The probabilities of the component in the up and down 
states at time t are given by [13]: 
 
t
UPUP eptp
)())0(()( µλµλ
µ
µλ
µ +−
+−++=     (1.1) 
t
DOWNDOWN eptp
)())0(()( µλµλ
λ
µλ
λ +−
+−++=    (1.2) 
 
In the above two equations, “0” means time instant 0. )(tpUP and )(tpDOWN represent the 
up and down state probabilities at time instant t separately. For the long-term reliability 
study, the time concerned is long. Thus the second term in the above two equations is 
generally very close to zero and can be ignored. Therefore the state probability of the 
component is only determined by the failure rate λ and the repair rate µ . In comparison, 
in the short-term reliability study, we only consider a short period of time on the order of 
hours. As a result, usually the second term in (1.1) and (1.2) should not be neglected. 
UP 
 
DOWN 
λ
µ
 4
That means the state probability of the component is determined by not only the failure 
and repair rates but also the initial state and the time. As discussed earlier, state selection 
is the first step of reliability analysis. Therefore the difference of the short-term and 
long-term reliability studies in calculation of the component state probability could lead 
to other differences such as the result and the application. Below we show these 
differences through a simple system.  
 
 
 
 
 
Fig. 1.2. A Simple Test System 
 
 
For the system in Fig. 1.2, we assume that 
? The generator has a capacity 60MW and is 100% reliable.  
? The load is 50MW. 
? The transmission line has 70MW capacity. It has two states: up and down. The 
failure rate is =λ 3.65/year and the repair rate is =µ 365/year. 
? The reliability index is Loss Of Load Probability (LOLP). 
 
1.2.1 Case Study 1: Line Up at t=0 
 
Suppose at time t=0 the transmission line is up and we are interested in the short-
term reliability at time t=1 hour and the long-term reliability of 10 years. Obviously the 
system is not reliable when the line is down. In other words, reliability index LOLP is 
equal to the down probability of the line. In terms of (1.2), we can easily obtain the 
down probability of the line for the short-term and long-term reliability. Specifically for 
the short-term reliability, 
G 
L=50MW 
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%04.0)
36565.3
65.30(
36565.3
65.3)
8760
1( 8760/)36565.3( =+−++=
+−epDOWN   
It is noted that 1 hour is 1/8760 year. Similarly, for the long-term reliability, we can get 
%99.0)
36565.3
65.30(
36565.3
65.3)10( 10)36565.3( =+−++=
×+−epDOWN    
)10(DOWNP  is exactly the same as ( )( )36565.365.3 + . Based on these results, we can see 
that 
? The system has a very high short-term reliability. The LOLP is only 0.04%.  
? The long-term reliability differs significantly from the short-term reliability. For a 
period of 10 years, the LOLP is 0.99%, much higher than that of the short-term 
reliability. 
? Only the failure and repair rates affect the result of the long-term reliability. 
 
1.2.2 Case Study 2: Line Down at t=0 
 
To find out more information about the short-term and long-term reliability, we 
next assume at time t=0 the transmission line is down. We still calculate the short-term 
reliability at time t=1 hour and the long-term reliability for 10 years. Again (1.2) is used 
to decide the down probability of the transmission line, which is also the LOLP in this 
system. For the short-term reliability, 
%92.95)
36565.3
65.31(
36565.3
65.3)
8760
1( 8760/)36565.3( =+−++=
+−epDOWN   
For the long-term reliability, the result is 
%99.0)
36565.3
65.31(
36565.3
65.3)10( 10)36565.3( =+−++=
×+−epDOWN    
We can see that 
? The short-term reliability now has a very high probability for the loss of load: 
95.92%. 
? The long-term reliability has the same LOLP as the first case study. 
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By comparing the two sets of results of the case studies, we observe that the short-
term reliability is closely related to the initial state while the long-term reliability is 
independent of the initial state. Specifically, when the transmission line is up at t=0, the 
short-term reliability is very high: LOLP is only 0.04%. But when the transmission line 
is down at t=0, LOLP of the short-term reliability is more than 95%. In a word, the short-
term reliability is almost the same as the current reliability. In comparison, for the long-
term reliability, no matter whether the line is up or down at t=0, the results are the same, 
LOLP = 0.99%. The different effects of the initial state on the short-term and long-term 
reliability are expected. Notice that the short-term reliability is about the system 
reliability only hours away. The period of time concerned is so short that the probability 
a component will change its state is very small. Therefore the current state can be a good 
indicator of the reliability in a short-term. That also implies deterministic methods are 
appropriate to analyze the short-term reliability. On the other hand, the long-term 
reliability is about the system behavior over a long period of time. Correspondingly a 
component can experience each state and repeat each state many times. That implies the 
initial state actually has no influence over the long-term reliability. Further, for the long-
term reliability, probabilistic methods should be used so that all possible system states 
and their likelihood can be considered. 
The above case studies also tell us that the short-term reliability and the long-term 
reliability have different focuses on adequacy and security. When the line is down 
initially, the short-term LOLP is very high: more than 95%. That implies security is a 
serious problem in the short-term reliability. In fact if we also consider the failure of 
generators in reliability analysis, we can find that the short-term reliability emphasizes 
security whereas the long-term reliability focuses on adequacy. The reasons are as 
follows. 
For the short-term reliability, adequacy is mainly concerned about the dispatch of 
energy to meet demand fully. In practical operation, unit commitment (UC) is operated 
on a daily or weekly basis to supply load. In addition, energy dispatch is run very 
frequently. For instance, economic dispatch (ED) occurs every 15 to 30 minutes. That 
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means, in normal situations, there should have enough generation in the short-term 
reliability since those failing generators have been excluded in the UC and ED. Thus 
adequacy is less critical. On the other hand, in the ED or UC we implicitly assume the 
transmission lines are always available to deliver, which may not be true when faults 
occur. That implies the failure of transmission lines is a more significant problem than 
that of generators in the short-term reliability since the failure of lines is not well 
planned against. As a result, security instead of adequacy stands out as the major 
problem in the short-term reliability. 
With regard to the long-term reliability, adequacy becomes a major issue. As we 
know, over a long period of time, there are no plans like UC and ED to guarantee 
enough generation. Thus we have to consider the failure of transmission lines as well as 
generators in the long-term reliability. Normally it takes much more time to repair a 
failed generator than a failed line. This is true especially for large size units, which can 
take up to 10 times time to be repaired than a line. That means in the long-term 
reliability, the failure of generators is a more serious problem than that of transmission 
lines. In other words, adequacy rather than security is the major concern of the long-term 
reliability. 
To conclude, the short-term reliability is more a security issue while the long-term 
reliability focuses more an adequacy issue. It is noted that this conclusion applies to both 
the regulated power systems and the deregulated power systems. Though markets have 
brought many changes to the operation and planning of power systems, some 
fundamental features of the short-term and long-term reliability from earlier discussions 
remain the same in the deregulated systems: 
? The short-term reliability still has a strong tie with the initial state and the 
adequacy in the initial state is always satisfied.  
? The long-term reliability still needs to worry about the outage of components since 
its initial states are too many to be precisely known. 
Therefore in the deregulated systems, security remains as the main issue for the short-
term reliability and adequacy is still a major issue for the long-term reliability.  
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1.3 Focuses of the Dissertation 
 
This research attempts to evolve an analytical framework to cope with some 
challenging issues associated with the short-term and long-term reliability in the 
deregulated power systems.  
In terms of the analysis in section 1.2, we know that the short-term reliability study 
is for operational purposes and is mainly concerned with security. Our studies on the 
short-term reliability consist of “auction-based dispatch” and “congestion management”. 
The auction-based dispatch handles the dispatch of energy during operation. The 
congestion management eliminates the congestion on the transmission line in operation 
and maintains the security and thus the short-term reliability of the system. Deterministic 
methods are used for these studies considering the feature of the short-term reliability. 
The long-term reliability is mainly for planning purposes. As discussed earlier, in 
the long-term reliability, adequacy and its improvement are the major issues.  
Accordingly, our studies on the long-term reliability are focused on these two areas. Our 
first topic evaluates the composite power system reliability with both adequacy and 
security included. The second topic is to improve the adequacy of the composite power 
system. In order to consider the effects of uncertainties, probabilistic methods are 
adopted for these two studies. Below we outline the four proposed focus areas. 
 
1.3.1 Focus 1: Auction-based Dispatch in Deregulated Power Systems 
 
As we know, in the regulated power systems, the economic dispatch is used to 
dispatch generators. The objective of the classic economic dispatch is to supply loads 
with the least cost. On the other hand, in the deregulated power systems, energy is 
procured from a power market, which can be either a bilateral market or a pool market. 
If it is a bilateral market, the seller and the buyer can negotiate by themselves to decide 
the price and quantity of the energy to be exchanged. If it is a pool market, the price and 
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quantity of the energy is determined by a central auction, i.e., the auction-based dispatch. 
The features of the auction-based dispatch are as follows: 
? Loads are not necessarily constant. 
? Both generators and loads can submit bids to the auction. 
? Usually the bids of generators are convex quadratic functions whereas the bids of 
loads are concave quadratic functions or linear incremental functions. 
Obviously this dispatch is much more complex than the classic economic dispatch. The 
formulation and algorithm of the economic dispatch are not applicable to the auction-
based dispatch. That requires a study on the formulation of the auction-based dispatch. 
Accordingly new algorithms should be developed to solve the auction-based dispatch. 
 
1.3.2 Focus 2: Congestion Management in Deregulated Power Systems 
 
A significant feature of the deregulated power systems is that the procurement of 
energy is through markets, which neglect the constraint of the transmission system. To 
maximize their profits, people tend to buy electricity from the inexpensive sources. As a 
result, transmission congestion occurs more often than before deregulation. 
Correspondingly, the short-term reliability level declines in the deregulated power 
systems [14, 15]. Clearly, to maintain the reliability, it is important to eliminate 
congestion efficiently. One method to eliminate congestion is the Optimal Power Flow 
(OPF) model [16-18]. This model is arguably the most accurate and effective method for 
strongly networked transmission systems [19]. A typical formulation of the OPF model 
can be found in [20]. However, in this formulation all generators and loads are involved 
in congestion management. As a consequence, the optimization program has too many 
variables for large-size systems, which makes it hard to solve. Thus more efficient and 
reasonable methods must be found to manage congestion. 
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1.3.3 Focus 3: Composite Power System Long-term Reliability Analysis in Both 
Adequacy and Security  
 
The above two focuses are related to the short-term reliability. As we know, in 
addition to the short-term reliability, the ISO also has the responsibility to take care of 
the long-term reliability. That is the ISO should evaluate the long-term reliability of the 
system for each planning. Furthermore, in coordination with the transmission owners 
and other market participants, the ISO should propose ways to improve the reliability of 
the system. Our work on the long-term reliability is thus focused on these two aspects, 
namely the evaluation and improvement of the system reliability in the long-term. To 
simplify the matter, we assume that power markets are mature and robust. Therefore we 
can focus on power systems themselves. 
As we know, power system reliability analysis comprises adequacy and security. 
So far the majority thrust in reliability research has been on adequacy. For evaluating 
security component of reliability analysis, one can incorporate effects of static or 
dynamic security [21-23]. In analysis involving static security, researchers have studied 
the subject both deterministically and probabilistically [23, 24]. But in most of the work 
involving dynamic security, researchers tend to use deterministic methods for studies. 
The probabilistic nature of security involving dynamic effects is mostly neglected, which 
leads to somewhat conservative results [11]. Accordingly, the probabilistic analysis for 
dynamic security on the long-term reliability still needs to be investigated and developed. 
 
1.3.4 Focus 4: Composite Power System Reliability Improvement 
 
Reliable supply of power is one of the key constituents for a prospering society. 
However, the reliability degree has declined in the deregulated power systems. This 
greatly affects the continuing development of the society. Thus it is an important task to 
strengthen the system and improve the reliability of the system. Conventionally people 
would tend to build new transmission lines or new power plants. Though this can 
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definitely enhance the reliability, it is hard to implement this option due to various 
limitations such as economics, politics, environment, etc. It is imperative to find other 
methods to improve system reliability and make new investment cost-effective. 
 
1.4 Objectives of the Dissertation 
 
This dissertation is intended to develop techniques to address the above observed 
problems associated with the short-term and long-term reliability in the deregulated 
power systems. It has the following objectives. 
 
1.4.1 Objective 1: Investigate the Formulation of the Auction-based Dispatch and 
Develop Efficient Algorithms for the Auction-based Dispatch 
 
In the auction-based dispatch, in addition to generators, loads can also submit bids. 
As a result, some researchers propose to minimize loads’ payment for the auction-based 
dispatch [25]. Whereas some plans still favor generators by maximizing the market 
saving for generators [26, 27]. On the other hand, reference [17] considers both 
generators and loads. Its objective is to maximize the social welfare, namely the bid 
difference between loads and generators. In this dissertation, we will use the law of 
supply and demand to analyze the formulation of the auction-based dispatch. By 
checking the conditions of the equilibrium, which is the intersection point of the market 
supply and demand curves, and the necessary conditions of the optimal solution of the 
formulation in [17], we conclude that the maximization of the social welfare is the most 
reasonable formulation for the auction-based dispatch. 
If the conventional algorithm is employed to solve the auction-based dispatch 
problem, all the possible combinations of the states of variables, i.e., generators and 
loads need to be investigated. As each variable can have three states, namely on the 
upper limit, on the lower limit, or within bounds, the number of iterations of this kind of 
algorithm would be exponential in the number of variables. In addition, each iteration 
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has an operation count in the order of the number of variables. Clearly, the conventional 
algorithm would have difficulty in solving problems with a large number of variables.  
To develop efficient algorithms, we first reformulate the auction-based dispatch as 
a general minimization problem so that both generators and loads can be handled in the 
same manner. Then an algorithm to solve the auction-based dispatch problem with only 
quadratic bidding functions is proposed. To handle cases with both quadratic and linear 
incremental bidding functions, a second algorithm is developed. These two algorithms 
can find the optimal solution to the auction-based dispatch problem efficiently with the 
number of iterations no greater than the number of variables. In addition, every iteration 
has a computation complexity in the order of the number of variables. As a result, our 
algorithms have a total computation complexity in the order of the square of the number 
of variables, which is much more efficient than the conventional algorithm.  
 
1.4.2 Objective 2: Manage Congestion Efficiently and Reasonably by Using a New 
OPF Method 
 
The OPF model is considered as probably the most effective method to manage 
congestion of strongly networked transmission systems. Reference [28] provides a 
typical formulation of this model. In this formulation all generators and loads participate 
in congestion management. That means the OPF model would have too many variables 
for big size systems, which is hard to solve.  
In this research we propose a new OPF method to efficiently relieve congestion. 
Our method is based on the sensitivity factors combined with the technique of 
aggregation. According to the sensitivity factors of all generators with regard to the 
congested lines, we will identify effective generators that have big influence on these 
congested lines to relieve the congestion. Since only a limited number of generators 
participate, our congestion management is sure to be much faster than the method in [20]. 
To further reduce the number of variables and speed up the calculation, we aggregate 
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generators that have similar effects in terms of their sensitivity factors. Consequently our 
OPF method is very efficient in the meantime can provide sufficient accuracy. 
 
1.4.3 Objective 3: Develop a Probabilistic Method to Evaluate Composite Power 
System Long-term Reliability with Both Adequacy and Security Included 
 
In reliability analysis, security means not only static problems such as line 
overload but also dynamic problems like transient stability caused by faults. However, 
most of the work on reliability either ignores the dynamic aspect of security or uses 
deterministic methods to analyze the dynamic process. Both ways cannot exactly reflect 
dynamic security’s effect on composite power system long-term reliability.  
In this dissertation, we develop a probabilistic method to evaluate the long-term 
reliability in both adequacy and security. The effects of both static and dynamic security 
are considered. This method is based on the sequential Monte Carlo simulation approach, 
which can capture the stochastic properties of contingencies. More importantly, the 
sequential Monte Carlo simulation approach can easily describe the dynamic and static 
processes following a contingency. We also develop a 3-state transition model for 
transmission lines in order to consider the impacts of both permanent and transient faults 
on system reliability. Furthermore, to reflect the effects of the system dynamic process, 
two new reliability indices, Mean Loss of Load During Restoration (MLLDR) and Mean 
Instability Occurrence Rate (MIOR), are introduced for this integrated reliability 
evaluation. Finally the effects of both security and adequacy are compared to 
demonstrate that adequacy is the major issue of the long-term reliability. 
 
1.4.4 Objective 4: Study Means That Could Be Employed to Improve Composite 
Power System Reliability Efficiently 
 
Conventionally to improve composite power system reliability, people would 
construct a robust system, i.e., building more plants, more transmission lines, etc. This 
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option, however, is hard to implement considering the high cost associated with it and 
limits such as environment.  
We propose to use Flexible AC Transmission System (FACTS) to enhance 
reliability. It has been well known that the FACTS can offer a variety of benefits to 
power systems such as enhancement of transient stability, improvement of voltage 
stability, and direct control over power flow [29-35]. But little work has been done to 
investigate their effects on reliability. Reference [36] shows TCSC, a member of FACTS, 
can significantly improve the reliability of a two-parallel-line system. However, it is not 
clear if this result is still valid for larger and more practical systems and for different 
operating conditions. Our research will examine the effects of TCSC as well as SVC and 
TCPAR on composite power system reliability. These three devices can control 
reactance, voltage and phase angle respectively. We first investigate the structures of 
these devices. Next we build their reliability models and steady state operational models. 
Then we incorporate these devices into OPF to reduce the load curtailment after 
contingencies. To find out their efficiency, we will test them under various 
circumstances.  
 
1.5 Organization of the Dissertation 
 
In this chapter we introduce our research with a review of the deregulated power 
systems, and the short-term and long-term reliability. Then we discuss some of the 
existing problems associated with the short-term and long-term reliability in the 
deregulated power systems, and present the proposed new methods to handle them. In 
Chapter II, we investigate the formulation of the auction-based dispatch and present 
efficient algorithms to solve the auction-based dispatch. In Chapter III, by using the 
sensitivity factors and the technique of aggregation we develop a new OPF method to 
manage congestion efficiently. In Chapter IV, a method is proposed to probabilistically 
assess composite power system long-term reliability with both adequacy and security 
included by using the sequential Monte Carlo simulation method. Then we investigate 
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the impacts of FACTS on composite power system reliability in Chapter V. Finally we 
summarize our work and offer suggests for future work in Chapter VI. 
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CHAPTER II 
 
AUCTION-BASED DISPATCH  
IN DEREGULATED POWER SYSTEMS  
 
2.1 Introduction 
 
In the vertically regulated power systems, loads are fixed and the economic 
dispatch is used to determine generation amounts amongst various generating units. On 
the other hand, in the deregulated power systems, electricity is traded in markets 
between generators and loads. Basically there are two types of electric power markets: 
bilateral markets and pool markets. In a bilateral market, generators and loads enter into 
direct negotiations to determine the quantities and prices of electricity being traded. In a 
pool market, the amounts and prices of generations and loads are decided by a central 
auction, namely the auction-based dispatch. 
Like the economic dispatch, the auction-based dispatch aims to achieve economic 
efficiency. However, it is more complicated than the economic dispatch in the following 
respects: 
? Loads are not necessarily fixed. 
? Both generators and loads can submit bids to the auction. 
? Besides convex quadratic bidding functions, concave quadratic and linear 
incremental bidding functions also appear in the auction. 
Obviously the formulation and algorithm of the auction-based dispatch would be 
different from those of the economic dispatch. This chapter is thus focused on these two 
issues, namely the formulation and algorithm of the auction-based dispatch. 
We first review the formulation of the classic economic dispatch using the law of 
supply and demand. Then we extend our research to the auction-based dispatch and 
investigate its formulation by the law of supply and demand. Next we develop efficient 
algorithms to solve the auction-based dispatch with different types of bidding functions. 
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Specifically, the first algorithm solves the dispatch problem in which the objective 
function contains only quadratic bidding functions. The second algorithm deals with the 
situation where the objective function contains both quadratic and linear incremental 
bidding functions. The two algorithms presented have reduced the total computation 
complexity to )( 2nO , compared with the conventional one whose total computation 
complexity is )3( nnO ⋅  (where n is the number of variables). We finally demonstrate the 
efficiency of our algorithms through examples. 
 
2.2 Investigation of the Formulation of the Auction-based Dispatch by the Law 
of Supply and Demand 
 
So far there are still arguments about the formulation of the auction-based dispatch. 
Notice that both the auction-based dispatch and classic economic dispatch attempt to 
attain maximum economic efficiency. That implies they can be considered as market 
activities and ought to satisfy market rules. If we think of generators as sellers and loads 
as buyers, these two types of dispatches should obey the law of supply and demand.  
In this section, we will first examine the formulation of the classic economic 
dispatch and see whether or not it satisfies the law of supply and demand. Then we will 
extend our work to the auction-based dispatch. That is we will investigate its formulation 
mainly from the viewpoint of the law of supply and demand. 
 
2.2.1 Formulation of the Classic Economic Dispatch 
 
In the operation of a vertically integrated power system, loads are supposed to be 
covered fully and generations are distributed among units by an economic dispatch 
program. The objective of the economic dispatch is to achieve a power balance between 
supply and demand with the least cost [37-39]. Below is the formulation of the economic 
dispatch. 
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where  
giP : Real power generation of the ith  generator. 
minmax , gigi PP : Real power limits of the ith  generator.  
m : Number of generators. 
LP : Fixed load demand. 
)( gii PC : Cost function of the ith  generator. 
In terms of the Kuhn-Tucker theorem [40-42], the necessary conditions for optimal 
problem (2.1) ~ (2.3) can be summarized as 
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where λ is the Lagrange multiplier. Next we check if the economic dispatch obeys the 
law of supply and demand. In other words, we will examine whether or not the solution 
obtained by the law of supply and demand satisfies the conditions in (2.4). 
Generally, the cost function of a generator is represented by a quadratic function 
with positive coefficients.  
 
)/($)( 2 hcPbPaPC gigigigigigii ++=      (2.5) 
 
where coefficients agi,  bgi and cgi are all greater than zero. 
In terms of the theory of economics, a supply curve is the marginal cost curve, 
namely the derivative of the cost function [43]. Therefore the supply curve of a generator 
is  
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where gip represents the price or the marginal cost. Since 0>gia , the supply curve is 
linear incremental. Fig. 2.1 below shows this point. 
 
Fig. 2.1. Supply Curve of a Generator in the Classic Economic Dispatch 
Price ($/MWh) 
Quantity (MW)
S 
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The economic dispatch involves many generators. Obviously the total supply in the 
dispatch is the summation of the supplies of all generators. We define the market supply 
curve as the total supply at every possible price. That means to achieve the market 
supply curve, we can simply add the power quantity each generator will supply at every 
possible price. In terms of (2.6), we know that the power a generator can supply at a 
price is 
 
gi
gigi
gi a
bp
P
2
−=        (2.7) 
 
Therefore the total quantity that all generators can supply at every price is 
 
∑∑∑ −⎟⎟⎠
⎞
⎜⎜⎝
⎛=−=
i gi
gi
i gii gi
gi
G a
b
p
aa
bp
P
22
1
2
    (2.8) 
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Equation (2.9) represents the market supply curve. Variable PG stands for the quantity 
this market supplies and variable p means the market price. As all gia ’s and gib ’s are 
greater than zero, the market supply curve is a linear incremental curve. (Here we do not 
consider the limits of generators, which will be discussed later.) Fig. 2.2 gives an 
example of the market supply curve with two generators. In the figure, S1 and S2 are the 
individual supply curves of the two generators. S is the market supply curve. 
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Fig.2.2. Individual Supply Curves and Market Supply Curve 
in a Two-generator Economic Dispatch 
 
 
In the economic dispatch, the total amount of loads is fixed. That implies the 
corresponding market demand curve is perfectly inelastic. (See Fig. 2.3 below.) 
 
Fig. 2.3. Market Demand Curve of the Loads in the Economic Dispatch 
 
 
Price ($/MWh) 
LP Quantity (MW) 
D 
Price ($/MWh) 
Quantity (MW)
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The above figure indicates that regardless of the price, the amount of electricity 
demanded by the loads is always PL. 
So far we have obtained the market supply curve and market demand curve. From 
the perspective of economics, a market should operate at the equilibrium that is the 
intersection of the market supply curve and demand curve. The equilibrium is essentially 
the stable point of the market, which gives the information of both the price and quantity 
of the market. In the classic economic dispatch, the quantity is already known, namely PL. 
Therefore we only need the equilibrium to determine the price.  
 
Fig. 2.4. Market Supply and Demand Curves of the Classic Economic Dispatch 
 
 
In Fig. 2.4, curves S and D are the market supply and demand curves respectively. 
Point E is the market equilibrium. At this point, the quantity supplied by the market 
equals the quantity demanded by the market. That means, 
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Assume that all generators are within the limits when the market operates at the 
equilibrium. Based on the earlier discussion about the relations between individual 
supply curves and the market supply curve, we have 
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where gip stands for the price of the ith generator. And Ep is the price at the equilibrium. 
It can be seen that actually (2.12) is necessary condition (2.4) with all generations within 
the limits. And the Lagrange multiplier λ  is the price Ep  equivalently.  
Let us consider the situation in which some generations are at the lower limits or 
upper limits when the market operates at equilibrium E. In the figure below, S1 and S2 
represent the supply curves of generators 1 and 2. Curve S is the market supply curve 
and vertical line D is the market demand curve. The market equilibrium is point E. 
 
Fig. 2.5. Supply Curves with Different Price Ranges 
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From Fig. 2.5 it can be seen that the price range of supply curve S1, [p1min, p1max] is 
bigger than that of S2, [p2min, p2max]. That implies for the price range [p1min, p2min], 
generator 2 has to operate at the lower limit whereas for the price range [p2max, p1max], 
generator 2 has to operate at the upper limit. Therefore the market supply curve, which is 
the summation of the quantities supplied by the two generators, is expressed as follows:  
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where Pg2min and Pg2max are the lower and upper output limits of generator 2. Equation 
(2.13) shows that the market supply curve is a collection of line segments instead of a 
straight line when the two generators’ supply curves have different price ranges.  
The equilibrium price Ep locates in the price range of supply curve S1, 
i.e., max1min1 ppp E << . Based on the relationship between individual supply curves and 
the market supply curve, we can derive  
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On the other hand,  
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And we know that generator 2 operates at its lower limit. That means, 
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Combining (2.15) and (2.16), we conclude 
 
2
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By thinking of market price Ep  as Lagrange multiplierλ , we can see that (2.14) and 
(2.17) exactly match necessary condition (2.4) with generations within the limits and at 
the lower limits. For generators hitting upper limits situation, we can similarly prove that 
necessary condition (2.4) observes the law of supply and demand.  
In summary, the above analysis reveals that the formulation of the classic 
economic dispatch exactly follows the law of supply and demand. Further, Lagrange 
multiplier λ  can be used as the clearing price of the market.  
 
2.2.2 Formulation of the Auction-based Dispatch 
 
Like the classic economic dispatch, the auction-based dispatch is to dispatch 
generations to meet the needs of loads. However, instead of fixed values, loads will 
purchase electricity according to the price. When the price is high, loads will tend to buy 
less electricity. When the price is low, they will tend to buy more. In other words, loads 
are variables in the auction-based dispatch. Due to the fact that both the generators and 
loads are variables, people are arguing about the formulation of the auction-based 
dispatch. References [26] and [27] propose to maximize the market saving from the 
angle of generators whereas [28] minimizes consumers’ payment. On the other hand, in 
[17] the objective is to maximize the social welfare, which is the bid difference between 
the loads and generators. 
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As discussed earlier, the auction-based dispatch should satisfy the law of supply 
and demand. Therefore to justify the formulation of this dispatch, we will resort to the 
supply and demand analysis.   
We assume that the competition in power markets is perfect. In an auction-based 
dispatch, each generator submits its own bidding function. For a perfectly competitive 
electricity market, the bidding function of a generator is the same as the cost function. 
Therefore our earlier discussions about the supply curve in the classic economic dispatch 
can be applied here. For example, the supply curve of a generator in the auction-based 
dispatch is linear incremental. The market supply curve is simply a straight line if all 
individual supply curves have the same price ranges. 
Unlike the classic economic dispatch that has fixed demand, the auction-based 
dispatch has variable loads. And each load has its own bidding function. Like the 
bidding function of a generator, usually a load’s bidding function is represented by a 
quadratic function. Thus the demand curve, the derivative of the load’s bidding function, 
is a linear function. In terms of the law of demand, we know that the power quantity 
demanded is inversely related to its price. In other words, the slope of the demand curve 
is negative as shown in Fig. 2.6.  
 
Fig. 2.6. Demand Curve of a Load in the Auction-based Dispatch 
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According to the above figure, the demand curve of a load, say load i can be 
expressed as 
 
)/($2 MWhbPap lililili +=       (2.18) 
 
where lip represents the price and liP stands for the power quantity demanded. Coefficient 
lia is less than zero. According to (2.18), we can obtain the bidding function as follows. 
 
)/($)( 2 hcPbPaPD lilililililii ++=      (2.19) 
 
We can see the bidding function of a load is a concave function, which is different than 
the bidding function of a generator that is convex. 
The market demand curve is the summation of individual demand curves. That 
means to create the market demand curve, we can simply add the quantities demanded 
by all loads at every possible price. In Fig. 2.7 below, curves D1 and D2 are the demand 
curves of two individual loads. Curve D is the market demand curve, which is created by 
adding D1 and D2 horizontally. 
 
Fig. 2.7. Individual Demand Curves and Market Demand Curve 
in an Auction-based Dispatch 
Price ($/MWh) 
Quantity (MW)
D D2 D1 
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Similar to the process we derived the equation for the market supply curve in the 
classic economic dispatch, we can obtain the equation for the market demand curve as 
follows.  
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This equation assumes that all loads’ demand curves have the same price range. If the 
price ranges of the individual demand curves are different, then the market demand 
curve will become a collection of line segments instead of a simple straight line. In a 
word, the market demand curve is handled in the same way as the market supply curve. 
As discussed previously, a market operates at the equilibrium where the market 
supply curve and market demand curve intersect. The equilibrium determines the price 
and quantity of the market. Since both the generators and loads are variables, normally 
we cannot know the market price or market quantity before we obtain the equilibrium. 
This is different from the classic economic dispatch which already has the demand set 
before the dispatch. 
 
Fig. 2.8.  An Auction-based Dispatch with the Market Supply and Demand Curves 
Price ($/MWh) 
Quantity (MW)
S 
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Fig. 2.8 shows an auction-based dispatch with market supply curve S and market 
demand curve D intersecting at point E. The market quantity and price are PE and pE 
respectively. According to the relations between the individual curves and market curve, 
we can derive the following equations.  
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where gigi Pp , are the price and quantity of generator i. And ljlj Pp , are the price and 
quantity of load j. We point out that in the above equations it is assumed that all 
generators and loads are within the limits.  
Equations (2.21)-(2.23), which are obtained from the law of supply and demand, 
involve both the generators and loads. This implies that the formulation of the auction-
based dispatch should take into account both the generators and loads. References [26, 
27] consider only the generators or the loads. On the other hand, reference [17] considers 
both the generators and loads in the objective function. Thus its formulation seems more 
reasonable. Below we will verify this. That means we will check the optimal conditions 
of this formulation and see if these conditions match the conclusions obtained from the 
supply and demand analysis. 
The formulation of the auction-based dispatch in [17] is as follows. 
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Objective: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑∑
==
m
i
gii
k
j
ljj PCPDfMax
11
)()(          (2.24) 
 
Subject to: 
 
0
11
=−∑∑
==
k
j
lj
m
i
gi PP        (2.25) 
miPPP gigigi ,...,1maxmin =≤≤        (2.26) 
kjPPP ljljlj ,...,1maxmin =≤≤    (2.27) 
 
where  
ljP : Real power amount of jth load. 
minmax , ljlj PP : Maximum and minimum requirements of jth load.  
giP : Real power amount of ith  generator. 
minmax , gigi PP : Real power limits of ith  generator.  
k : Number of loads. 
m : Number of generators. 
)( ljj PD : Bidding function of jth  load with a form of ljljljljlj cPbPa ++2 . 
)( gii PC : Bidding function of ith  generator with a form of gigigigigi cPbPa ++2 . 
Equation (2.24) shows that the purpose of this formulation is to maximize the bidding 
function difference between the loads and generations. This difference is defined as the 
social welfare [44].  
Employing the Kuhn-Tucker theorem, we can achieve the necessary conditions for 
auction-based dispatch problem (2.24) ~ (2.27) as follows 
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where λ is the Lagrange multiplier. If we think of the equilibrium price Ep as the 
Lagrange multiplierλ , then the conclusions by the analysis of supply and demand, i.e., 
(2.22) and (2.23), are exactly the necessary conditions in (2.28) and (2.29) for the no 
limit violation case. Earlier we have proved that when some generators are at the limits, 
the conclusions by the analysis of supply and demand are still the same as the necessary 
condition of the classic economic dispatch. Similarly, if the limits of the generators and 
loads are included in the auction-based dispatch, we can follow the same idea to prove 
that the conclusions by the law of supply and demand still match the necessary 
conditions in (2.28) and (2.29).  
The exact match between the conclusions by the law of supply and demand, and 
the necessary conditions of formulation (2.24) - (2.27) verifies the reasonability of using 
the social welfare as the objective of the auction-based dispatch.  
According to the above analysis, we find that Lagrange multiplierλ  can be used as 
the clearing price. As a matter of fact, some power markets around the world such as 
CalPX forward energy markets and Norwegian energy markets are adopting this pricing 
mechanism [17], which is called the uniform price rule [45]. 
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Finally we take a look at two extremities of load demand curves. Earlier we used a 
straight line with a negative slope to represent a demand curve. In deregulated power 
systems, a load can also have a demand curve with the slope being zero as shown in Fig. 
2.9.  
 
Fig. 2.9.  A Load with a Zero Slope Demand Curve 
 
 
Fig. 2.9 implies that the load is willing to purchase power up to a specified price p . 
For such a demand curve, the corresponding bidding curve is a linear incremental 
function not a quadratic function.  
 
)/($)( hcPbPD lilililii +=       (2.30) 
 
where 0>lib . 
The other extremity of loads is that a load has a fixed demand regardless of the 
price. Loads in the classic economic dispatch belong to this type. And the slope of the 
demand curve in this situation can be considered as negative infinity (See Fig. 2. 3). The 
corresponding bidding function is  
 
Price ($/MWh) 
Quantity (MW)
p  
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)/($)( 2 hcPbPaPD lilililililii ++=      (2.31) 
 
where −∞=lia . 
By observing the bidding functions in (2.30) and (2.31), we find that in fact (2.19) 
can be used a general bidding function for all kinds of loads. Coefficient lia  in (2.19) is 
zero or negative infinity for the two extremities respectively. For other cases, lia is 
between zero and negative infinity. Since loads in the classic economic dispatch can be 
represented by the bidding functions in the auction-based dispatch, we can claim that the 
classic economic dispatch is a special case of the auction-based dispatch.  
 
2.3 Reformulation of the Auction-based Dispatch 
 
Based on the discussions in section 2.2, we know that (2.24)–(2.27) are a good 
formulation for the auction-based dispatch. In terms of this formulation, we can see that 
the auction-based dispatch is more complicated than the classic economic dispatch in the 
following respects: 
? Loads no longer need to be covered completely.  
? Since loads are now variables, the total amount of generations becomes uncertain. 
? The objective function is not a simple summation of the cost functions of the 
generators. It becomes the difference in bidding functions between the loads and 
generators. In addition to quadratic bidding curves, linear incremental bidding 
curves are also involved in the objective function. 
The conventional algorithm for solving such a dispatch problem given by (2.24)-
(2.27) would be to examine all the possible state combinations. Each combination could 
give a solution having a computation complexity in the order of n, where n is the total 
number of the generators and loads. If the solution satisfies the optimality conditions 
derived from the Kuhn-Tucker conditions, then it is the optimal solution to the dispatch 
problem. Since each generator or load can have three states, i.e., on the upper limit, on 
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the lower limit, or within bounds, the number of possible combinations could be n3 . 
Thus, the conventional algorithm has a total computation complexity )3( nnO ⋅ . For 
systems with a large number of generators and loads this complexity can become 
expensive computationally. In the following, we present efficient algorithms that can 
solve the auction-based dispatch within n iterations and each iteration only has a 
computation complexity in the order of n. 
 
2.3.1 Reformulation of the Problem 
 
In terms of the properties of the bidding functions of generators and loads, we 
modify the formulation so that the auction-based dispatch can be solved efficiently. 
First, we modify objective function (2.24) into: 
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∑∑
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    (2.32) 
 
Then let lj
New
lj PP −= .  
With these two changes, we can reformulate the auction-based dispatch problem as 
a general minimum optimal problem: 
Objective: 
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Subject to: 
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0
1
=∑
=
n
i
ix         (2.34)  
nixxx iii ,...,1maxmin =≤≤      (2.35) 
 
 
where  
ix refers to giP  or
New
ljP . 
iB represents the bidding function of giP  or
New
ljP . 
n is the number of ix and is equal to )( km + , the total number of the generators and 
loads. 
After the reformulation, iB , a term of the objective function, is a convex quadratic 
function with 0>ia  or a linear incremental function with 0=ia . 0≥ix  if this variable 
represents a generator whereas 0≤ix  if it corresponds to a load. 
Many methods such as the Interior Point (IP) Method and the Gradient Method [46, 
47] can solve the above optimal problem (2.33) – (2.35). Among these methods, the IP 
method is considered as an efficient tool to solve both linear and nonlinear optimal 
programming [47]. Thus we use the IP method as an example to discuss the solution and 
computation complexity of (2.33) – (2.35). 
First inequality constraint (2.35) is converted into equality constraints by adding 
slack variables. Then objective function (2.33) is augmented by a penalty function [48]. 
Therefore formulation (2.33) – (2.35) is transformed into the formulation below: 
Objective: 
 
⎟⎠
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n
i
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n
i
hi ssFMin
11
lnlnµ      (2.36) 
 
Subject to: 
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0
1
=∑
=
n
i
ix         (2.37)  
0max =+− hiii sxx        (2.38)  
0min =++− liii sxx        (2.39)  
 
In (2.36), µ is a very small positive number. Slack variables lihi ss , are greater than zero. 
From the above formulation, we can see that the logarithmic penalty function in the 
objective function can limit variables ix within their boundaries. In the meantime the 
very small positive number µ can ensure the optimal solution of (2.36) – (2.39) is the 
same as that of (2.33) – (2.35). 
Compared with formulation (2.33) – (2.35), formulation (2.36) – (2.39) does not 
contain any inequality constraints. Thus we can construct a Lagrange function for (2.36) 
– (2.39).  
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where lihi ρρλ ,, are Lagrange multipliers. The necessary conditions of (2.36) – (2.39) are 
that the partial derivatives of Lagrange function L with respect to lihii ssx ,, and 
lihi ρρλ ,, are zero. By solving these necessary conditions, we can then obtain the optimal 
solution ix  for (2.36) – (2.39). This solution is also the optimal solution for (2.33) – 
(2.35).  
In 1984, Karmarkar proposed a well-known polynomial-time IP algorithm which 
solves linear programming with at most )(nO iterations and a total of 
)( 5.3nO computation complexity, where n is the number of variables [49]. Since then, 
many developments have been achieved on IP algorithms for both linear and nonlinear 
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programming. Reference [50] develops a primal-dual path-following IP algorithm that 
can solve convex quadratic programming with a total complexity of )( 3nO arithmetic 
operations in at most )( nO iterations. By employing this algorithm, our problem (2.33) 
– (2.35) can be solved with a total of )( 3nO computation complexity. 
We point out that the current optimal programming methods like the IP method are 
aimed at solving general problems. On the other hand, in optimal problem (2.33) – 
(2.35), the equality constraint is that the summation of all variables is equal to zero. Thus 
by utilizing this special feature, we develop our own efficient algorithms to solve (2.33) 
– (2.35) with a total computation complexity only in )( 2nO . The details are provided 
below. 
 
2.3.2 Optimality Conditions 
 
We write the necessary conditions for optimal problem (2.33)-(2.35) in the 
following way according to the Kuhn-Tucker conditions [40-42]:  
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where λ is the Lagrange multiplier.  
The above conditions along with equality constraint (2.34) comprise the sufficient 
conditions because the objective function is convex and the constraints are linear. 
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2.4 Solution to the Auction-based Dispatch with Quadratic Bidding Functions 
 
This section is solving auction-based dispatch problem (2.24)-(2.27) by assuming 
that all bidding data are quadratic functions. Specifically, auction problem (2.24)-(2.27) 
is first reformulated into optimization problem (2.33)-(2.35). Then an algorithm to solve 
(2.33)-(2.35) is implemented. Finally the solution is converted back into the amounts of 
generations and loads. Below are the details of the algorithm. 
 
2.4.1 Algorithm 
 
1. Initialize ∅=M  and 0=t .  
2. Compute λ and all variables )( Mixi ∉ according to (2.42) and (2.43). 
 
∑
∑
=
=
+
= nk
i i
nk
i i
i
a
a
b
t
1
1
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1
2λ        (2.42) 
nki
a
bx
i
i
i ,...,12
=−= λ       (2.43) 
 
(where ),...,1(0 nkiai =>  and nk  is the number of variables )( Mixi ∉ .) 
3. If all )( Mixi ∉  are within the limits, go to step 6. Otherwise, let 
( )∑ −=
i
ii xxUP max for all )( Mixi ∉  that are above the upper limits and 
( )∑ −=
i
ii xxDN min  for all )( Mixi ∉  that are below the lower limits.  
4.  
? If UP=DN, fix variables that are beyond the limits at their corresponding upper or 
lower limits. And other variables remain unchanged. Then go to step 6. 
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? Else if UP<DN, fix variables below the lower limits at the violated lower limits. 
Then let { }MixxiL ii ∉== ,min  and M=M∪ L. 
? Else fix variables above the upper limits at the violated upper limits. Then let 
{ }MixxiU ii ∉== ,max  and M=M∪ U. 
5. ∑
∈
−=
Mi
ixt . Go back to step 2. 
6. Print the results and stop. 
Equations (2.42) and (2.43) are obtained by using conditions (2.36) on the 
assumption that all variables )( Mixi ∉ are within the limits. If not all )( Mixi ∉ are 
within their limits, we will make an adjustment by comparing the total excessive amount 
of violated upper limits (i.e., UP) and the total excessive amount of violated lower limits 
(i.e., DN); and when UP>DN, we fix the upper limit violations at their upper limits; 
otherwise, fix the lower limit violations at their lower limits. Thus, before a solution is 
obtained, we fix at least one more variable to the upper or lower limit in the iteration. In 
addition, the fixed variables will remain unchanged in future iterations. As there are only 
n variables, we can obtain a solution with at most n iterations. Moreover, it can be 
proved that the solution satisfies the optimality conditions and thus the solution is 
optimal. (The detailed proof is given next.) Simple algebraic calculations are used to 
obtain λ, ix , etc. for each iteration. The operation count for such calculations is in the 
order of n. Accordingly, this algorithm has a total computation complexity )( 2nO . If we 
use methods such as the IP method to solve optimal problem (2.33) – (2.35), the 
computation complexity for the auction-based dispatch is )( 3nO . If we directly examine 
all the possible state combinations of generators and loads by the conventional method, 
i.e., we do not reformulate the auction-based dispatch into (2.33) – (2.35), the 
computation complexity is )3( nnO ⋅ . These comparisons clearly show the advantage of 
our reformulation and the efficiency of our algorithm. 
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2.4.2 Proof 
 
In this section, we give a detailed proof of the algorithm that solves an 
optimization problem given by (2.33)-(2.35) with all 0≠ia . 
Before a solution is found, during each iteration the algorithm will fix either the 
upper limit violations or the lower limit violations by comparing UP and DN. Obviously, 
if fixed variables satisfy sufficient conditions (2.41) in all the following iterations, the 
final solution is optimal.  
Here, note that even though the proof below involves only one limit direction such 
as the lower limit, the conclusions can also apply to the other limit direction due to the 
symmetric property of lower and upper. 
Suppose that an iteration fixes the lower limit violations, i.e., setting those 
variables below the lower limits at the lower limits. Clearly, the sum of other unfixed 
variables will have to decrease in the next iteration so that the summation of all variables 
can remain the same. This indicates that at least one unfixed variable will decrease. For 
unfixed variables, 
 
λ=+= iii
i
i bxa
dx
dB 2        (2.44) 
 
Since 0>ia for all variables, (2.44) combined with the statement that at least one 
unfixed variable will decline imply that the Lagrange multiplier λ and all the other 
unfixed variables will become smaller in the next iteration. In short, oldnew λλ < . Note 
that before fixing the lower limit violations, those variables violating the lower limits 
have old
i
i
dx
dB λ= . Thus after fixing the lower limit violations, they will have new
i
i
dx
dB λ> . 
In other words, the fixed variables automatically satisfy sufficient conditions (2.41) in 
the new iteration. Further, if the following iterations only involve fixing the lower limit 
violations, then these fixed variables will still satisfy the sufficient conditions because 
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the Lagrange multiplier keeps decreasing. The problem is that fixing the upper limit 
violations might be needed in the coming iterations, implying that the Lagrange 
multiplier could be increasing and possibly violating the sufficient conditions. Below we 
will show that this possibility will never happen.   
Assume in the first iteration 11 DNUP < . (Note: the subscript indicates the iteration 
No.) Then we need to fix the lower limit violations. Suppose we keep doing this until 
iteration h, in which hh DNUP >  and upper limit violations should be fixed. To make it 
general, we further assume that the process of fixing the upper limit violations does not 
stop until iteration l . Based on the discussion above, we know that 
 
hh λλλλ >>>> −121 ...       (2.45) 
 
And  
 
llhh λλλλ <<<< −+ 11 ...       (2.46) 
 
Concerning variables fixed at the lower limits, we have 
 
)1( −≥ h
i
i
dx
dB λ        (2.47) 
 
In order to prove that these variables satisfy the sufficient conditions in iterations (h+1) 
to l, we only need to show )1( −< hl λλ . To do this, it involves calculations in both 
iterations (h-1) and l.  
In step 2 of iteration (h-1), we have 
 
)1(
)1()1()1(
−
∈∈∈
=++ ∑∑∑
−−−
h
Ci
i
Bi
i
Ai
i txxx
hhh
     (2.48) 
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where )1( −hA  consists of unfixed variables that violate or are at the upper limits in 
iteration (h-1). )1( −hB consists of unfixed variables that are within the limits. And 
)1( −hC only contains unfixed variables which violate or are at the lower limits. This 
iteration has )1()1( −− < hh DNUP , which implies 
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ii
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and 
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In short, we get an inequality as follows: 
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The variables in set 
)1( −hC will be fixed at the lower limits and added to set )1( −hM to 
form hM . In iterations )1(,..., −lh , we fix the upper limit violations. Thus some variables 
in sets )1( −hA and )1( −hB  will be fixed at the upper limits and set M  will be updated 
correspondingly.  
Now let us look at iteration l . Step 2 of this iteration gives  
 
l
Ci
i
Bi
i
Ai
i txxx
lll
=++ ∑∑∑
∈∈∈
      (2.52) 
 
                                                                                                                                         
 
43
 
where sets lA , lB and lC have the same definition as )1( −hA , )1( −hB and )1( −hC except that 
the index is referred to  iteration l , not )1( −h . In terms of the definitions of t and M ,   
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We define fL as the set that consists of variables that are newly fixed at either the upper 
or lower limits in iterations )1( −h through )1( −l . Thus (2.53) can be written into the 
equation below, 
 
∑
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ihl xtt )1(        (2.54) 
 
We further define set uL such that ( )lllu CBAL ∪∪= . Therefore (2.52) can be written 
in the following form: 
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Here we use lix to indicate that this variable takes the value associated with iteration l .  
Based on the earlier analysis, we know that ( ) )()1()1()1( fuhhh LLCBA ∪=∪∪ −−− . 
We therefore can also rewrite (2.51) in terms of sets uL and fL :  
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where Lix or 
R
ix means that the variable is in iteration )1( −h on the left or right side of 
(2.51) respectively.  
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Suppose )1( −≥ hl λλ . Then based on (2.43) and tracking the terms in sets 
uL and fL of (2.55) and (2.56), we can easily show 
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Note that essentially (2.56) is (2.50). According to (2.57), (2.56), and (2.48), we have 
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i
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       (2.58) 
 
This violates (2.55).  Thus it concludes that )1( −< hl λλ , and proves our theorem. 
 
2.4.3 Classic Economic Dispatch as a Special Case of Our Algorithm 
 
Our algorithm can also be effectively applied to the classic economic dispatch 
problem since it is a special case of the auction-based dispatch, in which loads are 
known. Accordingly, variable t has an initial value that is equal to the summation of all 
loads. Reference [46] presents an efficient algorithm to solve the classic economic 
dispatch. Our algorithm here further improves the one developed in [46] as follows: 
? The algorithm in [46] consists of 3 separate sub-algorithms to handle the situations 
related to upper limit violations only, lower limit violations only, and both upper 
and lower limit violations. We only use one simple algorithm to deal with all three 
situations. 
? Essentially, both algorithms resolve the situations similarly with only lower or 
upper limit violations. For the situation with both upper and lower limit violations, 
the algorithm in [46] compares the total excessive amount of violated lower limits 
and the total excessive amount of violated upper limits only in the first iteration, 
then decides which type of limits should be fixed first. This algorithm will keep 
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fixing that type of limits until all violated limits of that type are fixed. Then it will 
turn to fixing the limits of the other type if the optimal solution is still not yet 
found. On the other hand, our algorithm fixes the limits by comparing the total 
excessive amount of violated lower limits and the total excessive amount of 
violated upper limits during all iterations.  
The advantages of our algorithm over the one in [46] are: 
? Our algorithm and thus programming is much more concise.   
? The brute force method that may encounter in [46] will never occur in our 
algorithm. 
Later on, we will use a simple case study to show the differences between the two 
algorithms and the advantages of our algorithm. 
 
2.5 Solution to the Auction-based Dispatch with Both Quadratic and Linear 
Incremental Bidding Functions 
 
Besides quadratic bidding curves, loads can have linear incremental bidding curves 
with ljljljljljljj cPbPaPD ++= 2)(  ( 0=lja , 0>ljb ). Here we assume that these ljb  are 
different. (If some ljb  are identical, we can combine the corresponding variables 
together.) To solve such a dispatch problem, we still rearrange it into optimization 
problem (2.33)-(2.35). Since some ia  in objective function (2.33) could be zero, we 
cannot simply employ the algorithm presented in the previous section because (2.43) 
may have zero denominators. We develop another algorithm in the following to bypass 
the difficulty. 
 
2.5.1 Algorithm 
 
By conditions (2.41), we know that among variables with ia  being zero, there is at 
most one variable within the limits; and others either at the upper or lower limits.  
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We define Z as the set whose variables have the property of 0=ia  and set Y as the 
remaining variables with 0≠ia . Hence we can solve λ in (2.42) by the following 
equation: 
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In the above equation, z refers to the number of variables in set Z. Likewise y is the 
number of variables in set Y.  
Based on the above information, we develop an algorithm for optimization 
problem (2.33)-(2.35) in which some ia are zero. 
1. Initialize ∅=M  and 0=t . 
2. Obtain λ according to (2.59) for all variables in sets Z and Y. 
3. For the variables in Z, if ib>λ , set the corresponding ix  to maxix ; if ib<λ , set the 
corresponding ix  to minix .  
4. For the variables in Y, calculate ix  using the following equation 
 
( )Yi
a
bx
i
i
i ∈−= 2
λ        (2.60) 
 
If maxii xx > , set the corresponding ix  to maxix ; If minii xx < , set the corresponding 
ix  to minix ; Otherwise, ix  retains the same value, i.e., still within the limits. 
5.  
? If ib≠λ  for all Zi∈ , let ∑∑
∈∈
+=
Yi
i
Zi
i xxS .  
? If S=t, go to step 8.  
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? Else if S>t, let { }ZibiL i ∈<−= ,0λ  and Z=Z-L. Set the variables in L to the 
lower limits and let M=M∪ L.  
? Else S<t, let { }ZibiU i ∈>−= ,0λ  and Z=Z-U. Set the variables in U to the 
upper limits and let M=M∪ U.   
? Else kb=λ (for a Zk ∈ ), let ∑∑
∈≠∈
+=
Yi
i
kiZi
i xxS
,
 
? If maxmin kk xStxS +≤≤+ , let Stxk −= . Go to step 8. 
? Else if txS k >+ min , let { }ZibiL i ∈≤−= ,0λ  and Z=Z-L. Set the variables in 
L to the lower limits and let M=M∪ L.  
? Else txS k <+ max , let { }ZibiU i ∈≥−= ,0λ and Z=Z-U. Set the variables in 
U to the upper limits and let M=M∪ U.   
6. ∑
∈
−=
Mi
ixt . 
7. If ∅≠Z , go back to step 2. Otherwise, employ the algorithm developed in section 
2.4 to obtain the solution for variables in set Y. 
8. Print the results and stop.  
 
2.5.2 Proof 
 
As shown, in each iteration, we decide the values of variables in sets Z and Y using 
conditions (2.41) by assuming the current λ is optimalλ  , the one associated with the 
optimal solution.  
Note that set Z is changing during the iterations. Here we use 0z to represent the 
initial number of variables in Z. Suppose initially 
021 z
bbb <<< L  for set Z. Evidently 
optimalλ  can only be one of the 3 possibilities, i.e., 0zoptimal b>λ , 10 bb optimalz ≥≥ λ , or 
1boptimal <λ . 
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We first obtain λ by (2.59). Obviously, 10 bbz ≥≥ λ . Assume ib≠λ  for all i∈Z. 
(If kb=λ  (for a k∈Z), we can handle it in a similar way.) In step 5, if S=t, this means 
equality constraint (2.34) is satisfied. In addition, all variables satisfy sufficient 
conditions (2.41). Thus the solution is optimal. If S>t, λ of this iteration must be bigger 
than optimalλ . Suppose optimalλλ < , then based on (2.41), we can easily deduce that the sum 
of all variables associated with optimalλ  would be greater than zero, which violates (2.34). 
In order to achieve a smaller λ in the next iteration, we let Z=Z-L, i.e., we remove 
variables with λ>ib . Obviously λ by (2.59) in the following iterations can only be 
smaller than the current one. This indicates that 
? Variables in L that are fixed at the lower limits can always satisfy sufficient 
conditions (2.41).  
? The search range for optimalλ  is reduced. 
If S<t, we can reach similar conclusions. 
Initially the number of variables in Z is 0z . Before a solution is obtained, during 
each iteration from steps 1 to 6, at least one more variable in Z will be fixed at the limit 
and removed from Z. Moreover, the search range for optimalλ  is reduced. That means λ by 
(2.59) can only be one of the 3 possibilities: always increasing, always decreasing, or 
oscillating with the value closer to optimalλ . Therefore we can find out whether optimalλ  is 
within or beyond ib  ( 0,,1 zi L= ) with at most 0z  iterations. If optimalλ  is located 
between ib  ( 0,,1 zi L= ), i.e., 10 bb optimalz ≥≥ λ , steps 1-6 can solve the problem by 
ending up with S=t or Stxk −= . Since fixed variables always satisfy the sufficient 
conditions, the solution is optimal. If optimalλ  is beyond ),...,1( 0zibi = , all variables from 
set Z would be fixed at either the upper or lower limits and satisfy sufficient conditions 
(2.41). Then we only need to consider variables in set Y that have quadratic bidding 
functions. Therefore we can apply the algorithm developed in section 2.4. This algorithm 
would take at most y iterations to find out the optimal solution for the variables in set Y. 
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Accordingly, it would take no more than ( 0z +y) iterations in total to obtain the optimal 
solution for all variables in sets Z and Y. 
Note that ( 0z +y) is actually equal to n, the total number of variables. That means 
that this algorithm can obtain the optimal solution within n iterations. In addition, each 
iteration has a computation complexity in the order of n. Therefore, this algorithm has a 
total computation complexity in the order of 2n , the same as the one with quadratic 
bidding functions. 
 
2.6 Case Studies 
 
The proposed algorithms will be tested on some numerical examples to 
demonstrate our approach. We will first consider cases with quadratic bidding functions 
only. Then, we will include linear incremental bidding functions in the auction-based 
dispatch. Here, only small size problems are presented for easy verification. We have 
applied to large size problems without any difficulty. 
 
2.6.1 Quadratic Bidding Functions Only  
 
2.6.1.1 Case 1 
 
Table 2.1. Data for Generators and Loads in Case 1 
 Type Bidding data ($/h) Limits (MW)
1 Generator 3001201.0 1
2
1 ++ gg PP  [50, 500] 
2 Generator 4006012.0 2
2
2 ++ gg PP [100, 500] 
3 Load 
1
2
1 35016.0 ll PP +−  [0, 400] 
4 Load 
2
2
2 34017.0 ll PP +−  [0, 700] 
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Table 2.1 gives the data for generators and loads. By applying the algorithm to the 
auction-based dispatch with quadratic bidding functions, we first obtain the solution to 
optimization problem (2.33)-(2.35) as: 
[ ]
]8889.185830.183250.19[
44.44440050044.344
=
−−=
λ
x
 
It is noted that: 
? The negative signs are for load variables. 
? Optimization problem (2.33)-(2.35) is solved in 3 iterations, in which λ oscillates 
and then converges to the optimal value. 
? The solution satisfies the optimality conditions. 
After converting the above solution back to generations and loads, the solution to 
auction problem (2.24)-(2.27) is as follows: 
[ ]
[ ] )(44.444400
)(50044.344
MWP
MWP
l
g
=
=
 
It can be seen that generator 2 and load 1 hit the upper limits and that others are within 
the limits. 
 
2.6.1.2 Case 2 
 
Table 2.2. Data for Generators and Loads in Case 2 
 Type Bidding data ($/h) Limits (MW)
1 Generator 3001201.0 1
2
1 ++ gg PP  [50, 200] 
2 Generator 40013011.0 2
2
2 ++ gg PP  [100, 310] 
3 Generator 30011009.0 3
2
3 ++ gg PP  [50, 400] 
4 Generator 400140095.0 4
2
4 ++ gg PP [100, 300] 
5 Generator 3001505.0 5
2
5 ++ gg PP  [50, 200] 
6 Generator 4006013.0 6
2
6 ++ gg PP  [100, 550] 
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Table 2.2. (continued) 
 Type Bidding data ($/h) Limits (MW) 
7 Load
1
2
1 1003.0 ll PP +−  [0, 300] 
8 Load
2
2
2 35017.0 ll PP +−  [0, 500] 
9 Load
3
2
3 35015.0 ll PP +−  [0, 600] 
10 Load
4
2
4 33018.0 ll PP +−  [0, 700] 
11 Load
5
2
5 370182.0 ll PP +− [0, 400] 
 
 
The data for generators and loads are shown in Table 2.2. The solution to problem 
(2.33)-(2.35) is: 
[ ]4709.197992.196561.18
4008086.3756370.5177385.4560
1112.518509416.2874001314.294200
=
⎥⎦
⎤⎢⎣
⎡
−−−−=
λ
x
 
The above results show that though there are more variables than case 1, case 2 takes the 
same number of iterations to find the optimal solution.  
Equivalently, we easily find the solution to auction problem (2.24)-(2.27) as 
follows: 
[ ]
[ ] )(4008086.3756370.5177385.4560
)(1112.518509416.2874001314.294200
MWP
MWP
l
g
=
=
 
Generators 1 and 3 hit the upper limits whereas generator 5 hits the lower limit. Load 5 
is at the upper limit and load 1 is at the lower limit. Note that even though we have more 
variables on the limits, the number of iterations is not increased. 
 
2.6.1.3 Case 3 
 
In this case study, we will solve an economic dispatch problem to show that our 
algorithm improves the one developed in [39]. 
                                                                                                                                         
 
52
 
Table 2.3. Data for Generators in Case 3 
Generator Fuel-cost data )( gii PC  ($/h) Limits (MW) 
1 3001201.0 1
2
1 ++ gg PP  [80, 450] 
2 4006012.0 2
2
2 ++ gg PP  [100, 700] 
3 25025016.0 3
2
3 ++ gg PP  [0, 200] 
4 35020017.0 4
2
4 ++ gg PP  [60, 300] 
 
 
Table 2.3 shows the data for generators. The load is 1200MW. 
? Iteration 1 
The two algorithms have the same result in the first iteration. Both assume that all the 4 
variables are within the limits. Then by (2.37) and (2.38), the following can be obtained:  
[ ]⎩⎨
⎧
−=
=
)(00.7275.7934.68541.522
4481.221
MWPg
λ
 
41.7245041.5221 =−=UP ; 75.79)75.79(01 =−−=DN . As 11 DNUP < , both 
algorithms fix variable 3gP  at the lower limit. 
? Iteration 2 
03 =gP . By using (2.37) and (2.38), we obtain 
[ ]⎩⎨
⎧
=
=
)(63.52089.65747.489
7895.212
MWPg
λ
 
47.3945047.4892 =−=UP ; 37.763.52602 =−=DN . As 22 DNUP > , our algorithm 
will fix 1gP at its upper limit. Whereas the algorithm in [39] will continue setting 4gP to 
its lower limit. 
? Iteration 3 
For our algorithm, 0;450 31 == gg PP . By using (2.37) and (2.38), we obtain 
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[ ]⎩⎨
⎧
=
=
)(97.68003.681450
3448.223
MWPg
λ
 
We stop here because 42 , gg PP are within the limits. By checking sufficient conditions 
(2.36), we can see that this solution is optimal. 
On the other hand, it can be easily seen the algorithm in [39] will be ended with 
brute force enumeration and the computation load is exponentially growing with the 
system size n. 
 
2.6.2 With Quadratic and Linear Incremental Bidding Functions 
 
2.6.2.1 Case 4 
 
Table 2.4. Data for Generators and Loads in Case 4 
 Type Bidding data ($/h) Limits (MW)
1 Generator 3001201.0 1
2
1 ++ gg PP  [0, 400] 
2 Generator 4006015.0 2
2
2 ++ gg PP [0, 300] 
3 Load 134 lP  [0, 300] 
4 Load 235 lP  [0, 500] 
 
 
The data for generators and loads are given in Table 2.4. By implementing the 
algorithm for the auction-based dispatch with both quadratic and linear incremental 
bidding functions, we first obtain the solution to problem (2.33)-(2.35): 
[ ]
]345.34[
500200300400
=
−−=
λ
x
 
In this case, only 2 iterations are needed to find the optimal solution. The solution to 
auction problem (2.24)-(2.27) is: 
                                                                                                                                         
 
54
 
[ ]
[ ] )(500200
)(300400
MWP
MWP
l
g
=
=
 
It can be seen that load 2 is at the upper limit whereas load 1 is within the limits. This is 
expected since the bidding cost of load 2 is always higher than that of load 1, and load 1 
cannot get any power unless load 2 is fully supplied. 
 
2.6.2.2 Case 5 
 
Table 2.5. Data for Generators and Loads in Case 5 
 Type Bidding data ($/h) Limits (MW)
1 Generator 3001201.0 1
2
1 ++ gg PP  [0, 400] 
2 Generator 4006015.0 2
2
2 ++ gg PP  [0, 300] 
3 Generator 30011011.0 3
2
3 ++ gg PP  [0, 400] 
4 Generator 40013013.0 4
2
4 ++ gg PP [0, 300] 
5 Load 134 lP  [0, 300] 
6 Load 235 lP  [0, 200] 
7 Load 333 lP  [0, 300] 
8 Load 436 lP  [0, 200] 
9 Load 537 lP  [0, 100] 
10 Load 
6
2
6 2503.0 ll PP +−  [0, 150] 
 
 
Table 2.5 gives the data for generators and loads. Again, by using the algorithm for 
the auction-based dispatch with both quadratic and linear incremental bidding functions, 
we can obtain the solution to problem (2.33)-(2.35): 
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[ ]7051.180336.18335.3335
9149.104100200300200300
4272.2192322.3503002554.335
=
⎥⎦
⎤⎢⎣
⎡
−−−−−−=
λ
x
 
From the values of the λ, we know that the algorithm in section 2.4 is also involved in 
the process. It first takes 3 iterations to judge the location of optimalλ . After finding out 
that optimalλ  is smaller than the marginal costs of the variables with linear incremental 
bidding curves, we employ the algorithm in section 2.4 with 2 more iterations to find the 
solution. Therefore, in total, it takes 5 iterations to obtain the optimal solution. 
The solution to auction problem (2.24)-(2.27) is: 
[ ]
[ ] )(9149.104100200300200300
)(4272.2192322.3503002554.335
MWP
MWP
l
g
=
=
 
The above answer indicates that loads 1 to 5 hit the upper limits whereas load 6 is within 
its limits since the bidding costs of loads 1 to 5 are so high that they should be covered 
first before load 6 can be supplied.  
 
2.7 Conclusions 
 
By using the law of supply and demand, this chapter investigates the formulation 
of the auction-based dispatch and illustrates that it is reasonable to adopt the social 
welfare as the objective function. Then efficient algorithms to solve the auction-based 
dispatch are developed. With appropriate formulations, two algorithms solving the 
auction-based dispatch are presented for different types of bidding functions. It is proved 
that both algorithms have a total computation complexity in the order of the square of 
the number of variables. By comparison, the conventional algorithm has an exponential 
computation complexity. Accordingly, the algorithms presented here are much more 
effective and efficient. The numerical experiments further verify the efficiency and 
accuracy of the proposed algorithms. 
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CHAPTER III 
 
CONGESTION MANAGEMENT BY USING SENSITIVITY FACTORS 
AND THE TECHNIQUE OF AGGREGATION 
 
3.1 Introduction 
 
In chapter II, an intensive study has been carried out for the formulation and 
algorithm of the auction-based dispatch. The purpose of the auction-based dispatch is to 
encourage competition among the generators and loads so that maximum economic 
efficiency can be achieved. However, this type of dispatch is a pure market activity and 
neglects the constraints of the transmission system. Under this dispatch, people tend to 
buy power from the cheapest sources. As a result, the transmission system is congested 
more often than before deregulation [20]. Accordingly reliability level has declined in 
the deregulated environment. Obviously, to maintain the system reliability, it is 
important to eliminate congestion efficiently.  
In deregulated power systems, transmission congestion is defined as the condition 
that there is not sufficient transmission capacity to simultaneously implement all 
transactions in electricity markets [19]. The management of congestion is one of the 
fundamental problems of deregulated power systems. There are many methods to 
manage congestion. One of them is the OPF model [17, 18]. This model is arguably the 
most accurate and effective method for strongly networked transmission systems [20]. 
Below is the formulation of this model, which is based on the DC power flow. 
Objective: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑∑
==
m
i
gii
r
j
ljj PCPDfMax
11
)()(          (3.1) 
 
Subject to: 
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0
11
=−∑∑
==
r
j
lj
m
i
gi PP        (3.2) 
miPPP gigigi ,...,1maxmin =≤≤        (3.3) 
rjPPP ljljlj ,...,1maxmin =≤≤    (3.4) 
tkPP kk ,...,1|| max =≤     (3.5) 
 
Some notations for this formulation are as follows: 
ljP : Real power amount of jth  load. 
minmax , ljlj PP : Maximum and minimum requirements of jth  load.  
giP : Real power amount of ith  generator. 
minmax , gigi PP : Real power limits of ith  generator.  
r : Number of loads. 
m : Number of generators. 
t : Number of congested lines. 
)( gii PC : Bidding function of ith  generator with a form of gigigigigi cPbPa ++2 . 
)( ljj PD : Bidding function of jth  load with a form of ljljljljlj cPbPa ++2 . 
maxkP : The thermal limit of congested line k . 
Obviously this formulation can successfully eliminate congestion. In the meantime, 
it can maintain market efficiency because its objective is to maximize the social welfare, 
i.e., the difference of bids between the loads and generators. That means this formulation 
realizes the two major objectives of congestion management, i.e., maintaining security 
and market efficiency [20]. However, since all generators and loads are involved in the 
above formulation, the optimization program will have too many variables for large size 
systems, which makes it hard and slow to solve.  
In this chapter, we propose a new OPF method to resolve congestion. This method 
is based on the sensitivity factors combined with the technique of aggregation. 
According to the sensitivity factors of all generators with regard to the congested lines, 
we will identify effective generators that have big influence on these congested lines to 
relieve congestion. Since only a limited number of generators participate, our congestion 
management is sure to be much faster than conventional method (3.1) – (3.5). To further 
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reduce the number of variables and speed up the calculation, we aggregate generators 
that have similar impact in terms of their sensitivity factors. The case studies on the 
IEEE RTS-96 system demonstrate that the method proposed here is much faster than the 
conventional method in the elimination of congestion. Meanwhile, the social welfare 
decreases little with our method. Thus our method is very effective in managing 
congestion. 
 
3.2 Calculation of Sensitivity Factors 
 
Though the AC power flow is the most accurate tool in power system studies, it is 
complicated and slow. On the other hand, the DC power flow is very simple and fast. 
Meanwhile it can provide sufficient accuracy. Therefore our method is based on the DC 
power flow. 
For the DC power flow, the bus angles and the injected powers have the following 
relationship. 
 
θBPInj =         (3.6) 
 
where:   
B is the admittance matrix: ∑
≠
=−=
ij ij
ii
ij
ij x
B
x
B 11 ; and ijx is the reactance between 
buses i and j .   
InjP is the vector of injected powers.  
θ is the vector of bus angles. 
It is noted that (3.6) does not include the reference bus whose angle is zero. That means 
the dimensions of InjP , B, and θ are 1)1( ×−N , )1()1( −×− NN , and 
1)1( ×−N respectively if there are N buses. 
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As we know, a line flow in the DC model can be simply represented by the 
equation below.  
 
ij
ji
ij x
P
θθ −=         (3.7) 
 
Thus we define a matrix C to reflect the relations between the bus angles and the line 
flows of interest to us. 
 
θCPv =         (3.8) 
 
where  vP is a vector containing the line flows we are interested in. For instance, they 
could be tie-line flows. With regard to matrix C, each row has at most 2 non-zero 
elements. Suppose row m corresponds to a line connected between buses i and j , neither 
of which is the reference bus. Further, the flow direction is from i and j . Then we have 
ij
mj
ij
mi x
c
x
c 1;1 −== while other elements in row m are zero. If either of the two buses, 
say bus i , is the reference bus, then only mjc is non-zero in row m. The reason is that 
matrix C does not have a column corresponding to the reference bus. 
Based on (3.7) and (3.8), we can express the line flows in terms of the injected 
powers. 
 
InjInjv SPPCBP == − )( 1       (3.9) 
 
We define matrix S, namely )( 1−CB  as the sensitivity matrix of the injected powers with 
regard to the line flows which are of interest to us.  
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3.3 Selection of Effective Generators to Participate in Congestion Management 
 
Generators normally have a higher priority than loads in congestion management. 
Therefore in our work, we assume that only generators participate in congestion 
management. 
We want the congestion to be eliminated with as little change of generation as 
possible. To realize this, we will adjust generators that have big effects on the congested 
lines and ignore generators whose effects are small. For instance, suppose line k is 
congested. From (3.9), we have  
 
∑
∈
∆⋅=∆
gSl
glklk PsP        (3.10) 
 
where kP∆ is the change needed to get rid of the congestion. glP∆ is the output change of 
generator l and kls is the sensitivity factor of this generator with regard to line k. Set 
gS contains all the generators. 
Suppose we only adjust two generators, say generators i and j .  
 
gjkjgikik PsPsP ∆+∆=∆        (3.11) 
 
Notice that power needs to be balanced all the time. If we increase the output of one 
generator, we need to decrease the output of the other generator by the same amount. In 
other words, gjgi PP ∆−=∆ . Thus (3.11) can be rewritten as 
 
( ) gikjkik PssP ∆−=∆        (3.12) 
 
Equation (3.12) tells us that if we want to relieve the congestion with the smallest 
adjustment, we should choose two generators such that the difference between their 
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corresponding sensitivity factors is biggest. In other words, these two generators together 
have the biggest effect on this congested line. Similarly, if we need to choose more than 
two generators, we can follow the same idea. That means we will select several times 
with each time involving two biggest effect generators. The detailed procedure can be 
referred to the algorithm below.  
 
3.4 Determination of Zones 
 
After we select some generators for relieving a congested line, we will divide them 
into several zones according to their sensitivity factors. Suppose for a congested line, say 
k, we have chosen generators qggg ,..., 21 . The sensitivity factors associated with these 
generators are gqkgkgk sss ,2,1, ...,,, . Further we assume that gqkgkgk sss ,2,1, >>> L . 
Let gqkgkk ssD ,1, −=  and choose an integer β , e.g. 5. We will determine zones with 
boundaries as follows: ]/,[ 1,1, βkgkgk Dss − , ]/2,/[ 1,1, ββ kgkkgk DsDs −− , …, 
],/[ ,, gqkkgqk sDs β+ . In terms of the position of the sensitivity factor, we can decide 
which zone a generator belongs to. This method of determination of zones indicates that 
any two generators within the same zone will have a difference of their sensitivity 
factors less than β/kD . Unlike conventional methods which decide a zone in terms of 
the geographical location, we use sensitivity factors. This can guarantee that generators 
within the same zone have similar effects on the congested lines. 
Concerning the case of multiple congested lines, it may happen that two generators 
are selected in the same zone for a congested line while in different zones for another 
congested line. For such situations, we have to place these two generators into different 
zones when we want to relieve all the congested lines.  
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3.5 Aggregation and Disaggregation of Generators 
 
3.5.1 Aggregation 
 
In this part, we will aggregate generators within the same zone into a single 
generator. Specifically, we will derive the expressions of the output, lower/upper limits, 
and the bidding function of the new aggregate generator. We will also express the flows 
of congested lines in terms of aggregate generators. 
 
3.5.1.1 Outputs and Lower/Upper Limits of Aggregate Generators 
 
To obtain the aggregate output and lower/upper limits, we can simply sum up the 
individual values. For instance, let us consider a zone, say Zj. The aggregate values of the 
output and lower/upper limits are 
 
∑
∈
=
jZl
glGj PP
'         (3.13) 
∑
∈
=
jZl
glGj PP min
'
min        (3.14) 
∑
∈
=
jZl
glGj PP max
'
max        (3.15) 
 
where 'GjP , 
'
minGjP  and 
'
maxGjP are the output, lower and upper limits of the aggregate 
generator. glP , minglP  and maxglP  are the output, lower and upper limits of generator l in 
zone Zj. 
 
3.5.1.2 Bidding Functions of Aggregate Generators 
 
The bidding function of a generator has the following form: 
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)/($)( 2 hcPbPaPC gigigigigigii ++=      (3.16) 
 
where 0,0,0 >>> gigigi cba . 
Thus the supply curve, the derivative of the bidding function, is 
 
)/($2 MWhbPaMC gigigii +=      (3.17) 
 
where MC is the price or the marginal cost. 
That is 
 
gi
gii
gi a
bMC
P
2
−=        (3.18) 
 
According to studies in chapter II, the supply curve of the aggregate generator is 
the horizontal summation of the supply curves of all individual generators. Specifically, 
the power quantity of the aggregate supply curve at a price is the sum of the power 
quantities of all individual supply curves at this price. Therefore the expression of the 
aggregate supply curve in a zone, say jZ is 
 
∑∑∑
∈∈∈
−⎟⎟⎠
⎞
⎜⎜⎝
⎛=−=
jjj Zi gi
gi
j
Zi giZi gi
gij
Gj a
b
MC
aa
bMC
P
22
1
2
'
'
'    (3.19) 
 
Or  
 
∑
∑
∑
∈
∈
∈
+=
j
j
j Zi gi
Zi gi
gi
Gj
Zi gi
j
a
a
b
P
a
MC
2
1
2
2
1
1 ''      (3.20) 
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where 'GjP and 
'
jMC are the power quantity and price of the aggregate supply curve. By 
integrating supply curve (3.20), we can obtain the bidding function of the aggregate 
generator. We also point out that (3.20) assumes all individual generators have the same 
price range. In terms of discussions in chapter II, the aggregate supply curve will 
become a collection of linear functions when the individual supply curves have different 
price ranges. For instance, let us consider a price range, say ],[ 21 kk MCMC . Suppose set 
jW  consists of generators at the limits whereas set jL  is composed of generators within 
the limits. The expression for the supply curve will be 
 
∑
∑
∑∑
∈
∈
∈
∈
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
j
j
j
j Wi gi
Wi gi
gi
Li
itgiGj
Wi gi
j
a
a
b
PP
a
MC
2
1
2
2
1
1
lim,
''    (3.21) 
 
where itgiP lim, refers to the lower or upper limit. 
 
3.5.1.3 Expression of the Flows of Congested Lines by Using Aggregate Generators 
 
After we select generators and divide them into zones according to sections 3.3 and 
3.4, we can express the flow changes of congested lines as follows:  
 
tkPsP
NZ
j Zi
gikik
j
,,1
1
L=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∆⋅=∆ ∑ ∑
= ∈
    (3.22) 
 
where NZ  is the number of zones and jZ stands for zone j . To apply the aggregation 
method, we need to convert giP∆ the amount change of an individual generator in a zone 
into 'GjP∆ the amount change of an aggregate generator. 
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Notice that sensitivity factors within the same zone are close to one another. That 
is for any qp, belonging to jZ , we have  
 
kqkp ss ≈         (3.23) 
 
This implies 
 
nj
s
ss j
Zi
ki
kqkp
∑
∈≈≈        (3.24) 
 
where nj is the number of the generators in zone jZ . 
Therefore  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∆≈∆⋅ ∑
∑
∑
∈
∈
∈ j
j
j Zi
gi
Zi
ki
Zi
giki Pnj
s
Ps      (3.25) 
 
Recall that the aggregate generator’s output is the summation of that of every generator 
in the same zone. That means ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∆∑
∈ jZi
giP is in fact 
'
GjP∆ the amount change of the 
aggregate generator in zone j . Thus (3.25) indicates that we can use the average of the 
sensitivity factors in a zone to represent the sensitivity factor of the aggregate generator 
with regard to the congested line. If we define 
nj
s
jZi
ki∑
∈ as 'kjs , then we can rewrite (3.22) in 
terms of the aggregate generators. 
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tkPsP
NZ
j
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1
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=
     (3.26) 
 
3.5.1.4 Congestion Management by Using Aggregate Generators 
 
After we aggregate selected generators and express the congested lines in terms of 
the aggregated generators, we can relieve the congestion by running the following 
optimal program. 
Objective: 
 
∑
=
=
NZ
j
Gjj PCfMin
1
'' )(            (3.27) 
 
Subject to: 
 
0)(
1
'
0
' =−∑
=
NZ
j
GjGj PP        (3.28) 
NZjPPP GjGjGj ,...,1
'
max
''
min =≤≤        (3.29) 
tkPPsP
NZ
j
GjGjkjk ,...,1)(
1
'
0
'' =−=∆ ∑
=
    (3.30) 
 
where ' 0GjP and
'
GjP  are the outputs of aggregate generator j before and after the 
congestion management respectively. )( '' Gjj PC stands for the bidding function of 
aggregate generator j. And t is the number of congested lines.  
In comparison with formulation (3.1) – (3.5), our formulation only involves 
effective generators. Further the number of variables is reduced by the technique of 
aggregation. Therefore fast and stable computation would be expected for our 
congestion management. In the meantime, since we only aggregate generators with close 
sensitivity factors, our aggregation method can still retain accuracy.  
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As we know, before congestion management, the generations and loads are 
dispatched under the rule of maximum social welfare. That means congestion 
management will unavoidably reduce the social welfare and affect the market efficiency. 
A good congestion management should not only efficiently eliminate congestion but also 
maintain market efficiency as much as possible. Our method only adjusts generators that 
have biggest effects on the congested lines. Thus the amount adjusted is small and 
correspondingly the market efficiency could be retained.  
In a word, congestion management by using (3.27)-(3.30) is fast and can maintain 
market efficiency. Thus it is a good management. Later on we will use the IEEE RTS-96 
system to demonstrate the efficiency and effectiveness of our method. 
 
3.5.2 Disaggregation 
 
After we run (3.27) – (3.30) and obtain the aggregate outputs and aggregate 
marginal costs, we can return to each zone to calculate the individual generations in this 
zone. Since generators within the limits in the same zone have the same marginal cost, 
we can easily obtain the outputs of these generators.  
 
)(' jji ZiMCMC ∈=       (3.31) 
gi
gii
gi a
bMC
P
2
−=        (3.32) 
 
where iMC is the marginal cost of generator i  which is in zone jZ . And giP is the output 
of generator i . 
 
3.6 Algorithm for Congestion Management 
 
We make the following assumptions for the congestion management.  
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? Generators have a higher priority over loads in the congestion management. 
Usually we will adjust generators only. 
? There are N buses. The Nth bus is the reference bus and the first m buses are 
generator buses.  
Based on the above assumptions, we develop an algorithm to relieve congestion. The 
details are given below: 
1. Calculate matrices B and C in (3.6) and (3.8).  
2. Calculate S, the sensitivity matrix of the generations with regard to the congested 
lines, using (3.9).  Therefore the following equation can be achieved. 
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where  
[ ]TtPP ∆∆ L1 is the vector of desired correction on the congested lines.  
[ ]Tgmgg PPP ∆∆∆ L21 represents the change of the generations. 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
tmtt
m
sss
sss
L
MLMM
L
21
11211
is the sensitivity matrix S. 
3. Choose α  less than 1 for use in the following steps, e.g. α = 0.25. Define ⎥⎦
⎤⎢⎣
⎡= αβ
1 , 
i.e., the smallest integer greater than or equal toα
1 . 
4. For k from 1 to t (t is the number of congested lines), do steps 5 through 8. 
5. Calculate the difference between the biggest and the smallest sensitivity factors 
among ),,1( mjskj L=  for the thk  congested line. 
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qkpkk ssD ,, −=        (3.34) 
 
where { }mjss jkpk ,,1,max ,, L== and { }mjss jkqk ,,1,min ,, L==  
6. Calculate α⋅kD  to be the threshold. 
7. Select effective generators for management of the thk  congested line. The detailed 
procedure is as follows. 
7.1 Initialize iteration index 1=i . 
7.2 Initialize sets { }11,qpM k = and { }11,,,,2,1| qjpjmjjRk ≠≠== L , where 
1p is the generator whose sensitivity factor is the biggest of 
all ),,2,1( mjskj L= and 1q  is the generator whose sensitivity factor is the 
smallest of all ),,2,1( mjskj L= . 
7.3 Set kk Dd =1, . 
7.4 While α⋅≥ kik Dd , , repeat steps 7.5 to 7.8. 
7.5  
? If 1=i , calculate max
igp
P∆ and max
igq
P∆  the maximum allowed changes of generators 
ip  and iq  by performing the capacity routine defined as follows:  
? If we need to decrease the flow on the thk  congested line to eliminate the 
congestion, i.e., 0<∆ kP , then 
 
minmax
iii gpgpgp
PPP −=∆        (3.35) 
iii gqgqgq
PPP −=∆ maxmax        (3.36) 
 
? Else 
 
iii gpgpgp
PPP −=∆ maxmax        (3.37) 
minmax
iii gqgqgq
PPP −=∆        (3.38) 
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? Else compare max
)1( −∆ igpP and max )1( −∆ igqP , calculate maxigpP∆ , maxigqP∆  and update kM , kR as 
follows: 
? If maxmax
)1()1( iii gqgp
PP −− ∆>∆ , let maxmaxmax )1()1( −− ∆−∆=∆ iii gqgpgp PPP . Calculate maxigqP∆ by 
performing half of the capacity routine using (3.36) or (3.38), which 
depends on the sign of kP∆ . Let { }ikk qMM ∪= and { }ikk qRR −= . 
? Else if maxmax
)1()1( iii gqgp
PP −− ∆<∆ , let maxmaxmax )1()1( −− ∆−∆=∆ iii gpgqgq PPP . Calculate 
max
igp
P∆ by performing half of the capacity routine using (3.35) or (3.37), 
which depends on the sign of kP∆ . Let { }ikk pMM ∪= and { }ikk pRR −= . 
? Else calculate max
igp
P∆ and max
( igq
P∆ by performing the capacity routine using 
(3.35) and (3.36) or (3.37) and (3.38), which depends on the sign of kP∆ . 
Let { }iikk qpMM ,∪= and { }iikk qpRR ,−= . 
7.6 Set 1+= ii . 
7.7  
? If maxmax
)1()1( −− ∆>∆ ii gqgp PP , let )1( −= ii pp . Find the generator whose sensitivity factor 
is the smallest of all )( kkj Rjs ∈  and designate it as iq . 
? Else if maxmax
)1()1( −− ∆<∆ ii gqgp PP , let )1( −= ii qq . Find the generator whose sensitivity 
factor is the biggest of all )( kkj Rjs ∈ and designate it as ip .   
? Else find the generator whose sensitivity factor is the biggest of all )( kkj Rjs ∈  
and designate it as ip . Then find the generator whose sensitivity factor is the 
smallest of all )( kkj Rjs ∈  and designate is as iq . 
7.8 Let
ii qkpkik
ssd ,,, −= . 
8. Divide selected generators, i.e., those generators in set kM , into zones according to 
their sensitivity factors: 
8.1 Calculate β/kD  to be the step size. (See step 3 for the definition of β .) 
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8.2 Based on the sensitivity factors, determine zones with boundaries as follows: 
]/,[ ,, βkpkpk Dss − , ]/2,/[ ,, ββ kpkkpk DsDs −− ,…, ],/[ ,, qkkqk sDs β+ . 
(The definition of pks , and qks , is given in step 5.) In terms of the positions of 
the sensitivity factors, we can decide which generators are within the same 
zone. 
9. Map generators in the same zone into a single generator according to (3.13)-(3.15) 
and (3.21). 
10. Express the congested lines in terms of the aggregate generators according (3.26). 
11. Run optimization program (3.27) – (3.30) to relieve the congestion and obtain the 
outputs and marginal costs of the aggregate generators. 
12. Obtain the marginal costs and outputs of the individual generators in the original 
system by using (3.31) and (3.32). 
 
3.7 Case Studies 
 
Let us consider the IEEE RTS-96 system as shown in Fig. 3.1. This system is 
developed by modifying and updating the IEEE RTS-79 system. The RTS-96 system has 
119 lines including 5 tie-lines, and 73 buses. The data for the tie-lines can be found in 
Table 3.1. Other data can be referred to the appendix and [51].  
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Fig. 3. 1. IEEE RTS-96 System 
 
 
Table 3.1. Data of Tie-lines 
Tie-line 
No. 
From  
(Area, Bus) 
To  
 (Area, Bus)
R 
(p.u.) 
X 
(p.u.) 
B 
(p.u.) 
Current limits 
(p.u.) 
1 (1, 107) (2, 203) 0.0140 0.0537 0.0147 0.5 
2 (1, 113) (2, 215) 0.0033 0.0250 0.0527 0.5 
3 (1, 123) (2, 217) 0.0033 0.0247 0.0517 1 
4 (3, 325) (1, 121) 0.0040 0.0323 0.0677 1 
5 (3, 318) (2, 223) 0.0043 0.0347 0.0727 1 
 
 
In the system, the bilateral market has a transaction 50MW from bus 101 in area 1 
to bus 201 in area 2. On the other hand, the pool market is decided by the auction-based 
dispatch. (The bidding functions of generators and loads are provided in the appendix.) 
The pool generations are shown in the 4th column in Table 3.2 below (The lower limits 
of the generators are 0.). The loads are covered fully. And the social welfare, namely the 
bid difference between loads and generations is 156430($/h). 
Area 1 Area 2 
Area 3 
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Table 3.2. Pool Generations 
Generator No. Gen. bus ID 
maxgP (MW) gP (MW) 
1 101 192 163.91 
2 102 192 163.91 
3 107 300 288.91 
4 113 591 431.13 
5 115 215 196.7 
6 116 155 155 
7 118 400 346.7 
8 121 400 346.7 
9 122 300 300 
10 123 660 461.93 
11 201 192 143.08 
12 202 192 143.08 
13 207 300 300 
14 213 591 431.13 
15 215 215 171.7 
16 216 155 155 
17 218 400 346.7 
18 221 400 346.7 
19 222 300 300 
20 223 660 461.93 
21 301 192 178.82 
22 302 192 178.82 
23 307 300 300 
24 313 591 431.13 
25 315 215 196.7 
26 316 155 155 
 
 
According to the results of measurements, we discover that tie-lines 1 and 2 are 
congested, namely above the thermal limits. 
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Table 3.3. Tie-line Flows 
Tie-line No. From 
(Area, Bus)
To 
(Area, Bus)
Currents (p.u.) Limits (p.u.) 
1 (1, 107) (2, 203) 0.5246 0.5 
2 (1, 113) (2, 215) 0.8071 0.5 
3 (1, 123) (2, 217) 0.5074 1 
4 (3, 325) (1, 121) 0.8931 1 
5 (3, 318) (2, 223) 0.5835 1 
 
 
It is noted that in Table 3.3 the limits refer to maximum allowable currents. We 
will relieve the congestion by adjusting the real powers of generators only. Before the 
adjustment,  
 
( ) ( ) 002020 IVQP iijij =+       (3.39) 
 
where 00, ijij QP stand for the real and reactive powers along line ij. 
0
iV is the voltage 
magnitude at bus i and 0I is the current of line ij. If we only adjust the real powers, we 
can assume that the reactive powers and voltage magnitudes are not changed [52]. That 
is,  
 
( ) ( ) max02020 IVQPP iijijij =+∆+      (3.40) 
 
where ijP∆ is the desired real power flow change on line ij to reduce the current to the 
limit. For tie-line 1 which is between bus 107 and bus 203, we have 
1084.05265.00 203,107 jS += (p.u.) and 025.10107 =V (p.u.). By using (3.40), we obtain 
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0256.0203,107 −=∆P (p.u.). Concerning tie-line 2 that is connected between buses 113 and 
215, we have 0945.08178.00 215,113 jS +−= (p.u.) and 020.10113 =V (p.u.). Again by using 
(3.40), we obtain 3167.0215,113 =∆P (p.u.). With the desired real power flow changes of 
the two tie-lines available, we now can apply the algorithm proposed earlier to eliminate 
the congestion.    
Based on steps 1 and 2 in the algorithm, we obtain the sensitivity factors of 
generators with regard to the two congested tie-lines as shown in Table 3.4 below. (Bus 
325 is the reference bus.) 
 
Table 3.4. Sensitivity Matrix: Only Generator Buses 
Generator No. Generator bus ID Tie-Line 1 Tie-Line 2 
1 101 0.11344 0.25017 
2 102 0.11450 0.25233 
3 107 0.58949 0.068949 
4 113 0.02669 0.50694 
5 115 0.013702 0.045691 
6 116 0.013771 0.056319 
7 118 0.0044245 0.017475 
8 121 0.003192 0.011515 
9 122 0.0048737 0.018817 
10 123 0.0072166 0.064346 
11 201 -0.13032 -0.01928 
12 202 -0.12693 -0.01968 
13 207 -0.097211 -0.0232 
14 213 -0.052724 -0.0227 
15 215 -0.008571 -0.1733 
16 216 -0.009421 -0.08522 
17 218 -0.000893 -0.01464 
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Table 3.4. (continued) 
Generator No. Generator bus ID Tie-Line 1 Tie-Line 2 
18 221 -0.001737 -0.03376 
19 222 -0.001416 -0.0253 
20 223 -0.011018 -0.00677 
21 301 -0.000547 -0.00034 
22 302 -0.000543 -0.00033 
23 307 -0.000512 -0.00031 
24 313 -0.000387 -0.00024 
25 315 -0.000884 -0.00054 
26 316 -0.001118 -0.00069 
27 318 -0.002958 -0.00182 
28 321 -0.001173 -0.00072 
29 322 -0.001599 -0.00098 
30 323 -6.13E-05 -3.77E-05 
 
 
 
We will only select generators that have big effects on the congested lines for the 
congestion management. In terms of the algorithm, we first choose a coefficient α as 
0.25. Then from the above table we learn that the difference between the biggest and the 
smallest sensitivity factors for tie-line 1 is  
7198.0))13032.0(58949.0(1 =−−=D  
That means the threshold for tie-line 1 is 18.025.07198.01 =×=⋅αD . We thus can pick 
effective generators to relieve tie-line 1 according to step 7 in the algorithm. Specifically, 
[Step 7.1]: 1=i . 
[Step 7.2]: Generator 3’s sensitivity factor is the biggest among all sensitivity factors 
while generator 11’s sensitivity factor is the smallest. Therefore 
11;3 11 == qp and { }11,31 =M , { }11,330,...,2,1|1 ≠≠== jjjjR . 
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[Step 7.3]: 7198.011,1 == Dd . 
[Step 7.4]: 18.07198.0 11,1 =⋅>= αDd . Therefore do steps 7.5 through 7.8 
[Step 7.5]: Since 1=i , perform the capacity routine of 11,qp . As 00256.01 <−=∆P , we 
use (3.35) and (3.36).  
91.288091.288minmax
111
=−=−=∆ gpgpgp PPP  
92.4808.143192
111
maxmax =−=−=∆ gqgqgq PPP  
[Step 7.6]: 2111 =+=+= ii . 
[Step 7.7]: maxmax
11 gqgp
PP ∆>∆ , therefore 312 == pp and 122 =q because generator 12’s 
sensitivity factor is the smallest in set 1R .  
[Step 7.8]: 71642.0)12693.0(58949.01,2 =−−=d .  
Since α⋅> 11,2 Dd , we repeat steps 7.5 through 7.8: 
[Step 7.5]: As 1>i and maxmax
11 gqgp
PP ∆>∆ , we have maxmaxmax
112 gqgpgp
PPP ∆−∆=∆ =288.91-48.92 
= 239.99. Then perform the capacity routine of 2q using (3.36),  
92.4808.143192
222
maxmax =−=−=∆ gqgqgq PPP  
Update M1= M1 U {q2}={3, 11, 12} and R1 = R1 - {q2} = 
{ 12,11,3,30,...,2,1| ≠≠≠= jjjjj } 
[Step 7.6]: 3121 =+=+= ii . 
[Step 7.7]: maxmax
22 gqgp
PP ∆>∆ . Thus 323 == pp  and 133 =q . 
[Step 7.8]: 686701.0)097211.0(58949.01,3 =−−=d .  
Since α⋅> 11,3 Dd , we continue doing steps 7.5 through 7.8. We repeat the above 
procedure until 6=i  for which 20;2 66 == qp and 18.01255.0 11,6 =⋅<= αDd . 
Therefore we terminate the iteration. The final result is { }20,14,13,12,11,31 =M . Notice 
that for generator 13, the maximum allowed change is 0. Therefore we only select 
generators 3, 11, 12, 14 and 20 to manage the congestion of tie-line 1. 
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Similarly for congested tie-line 2, we select the following generators: 1, 2, 4, 15 
and 18. That means we totally select generators 1, 2, 3, 4, 11, 12, 14, 15, 18 and 20 to 
relieve the congestion of the whole system.  
Suppose we first do not consider the method of aggregation, i.e., we do not group 
generators with close sensitivity factors. We can therefore skip steps 8 through10 and 
obtain the following results by running (3.27)-(3.30) without any aggregation. 
 
Table 3.5. Generations after the Congestion Management (Without Aggregation) 
Generator No. gP∆  (MW) gP  (MW) 
1 17.0663 180.9763 
2 17.2588 181.1688 
3 -15.2562 273.6538 
4 36.7974 467.9274 
11 -3.6922 139.3878 
12 -3.8297 139.2503 
14 -5.016 426.114 
15 -27.661 144.039 
18 -10.6532 336.0468 
20 -4.9994 456.9306 
 
 
With this new set of generations in Table 3.5, we check the currents by running the 
AC power flow and find that all currents are within the limits. Tie-lines 1 and 2 which 
were overloaded earlier now have .).(4921.0.).(4955.0 21 upIupI == , which are less 
than the limits 0.5 (p.u.). That means our sensitivity factor-based method solves the 
congestion problem. The two currents are not exactly 0.5 because our algorithm is based 
on the DC model.  
When we determine ijP∆ the desired real power flow change to eliminate the 
congestion, we use (3.40), which considers the effects of both real and reactive power 
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flows. As we know, for loads, the power factors are normally close to 1 or are corrected 
so that they are close to 1. That implies real powers are much bigger than reactive 
powers in a power system. Correspondingly, on transmission lines, real power flows are 
much bigger than reactive power flows. For such cases, we can neglect the effect of 
reactive power flows and directly use the DC model to solve ijP∆ . In other words, rather 
(3.40), we will use the following equation: 
 
|||| maxijijij PPP −=∆        (3.41) 
 
where maxmax IPij = in p.u. For our test system, in the initial state, tie-lines 1 and 2 are 
overloaded and the power flows (in p.u.) are: 
1084.05265.001 jS += ; 0945.08178.002 jS +−=  
Here we can clearly see that the reactive power flows are much smaller than the real 
power flows. That means we can apply (3.41). The current limits for the two tie-lines are 
both 0.5. Therefore we can easily obtain the desired real power flow changes to 
eliminate the congestion as follows: 
0265.01 −=∆P ; 3178.02 =∆P  
By comparison, the results by using (3.40) are -0.0256 and 0.3167 respectively. The two 
sets of results are very close. That verifies the effectiveness of (3.41).  
With 21, PP ∆∆ available, we re-run our algorithm. The results are given in Table 3.6. 
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Table 3.6. A Comparison between the Generations Obtained 
by Using Equations (3.40) and (3.41) 
gP  (MW)  
Generator 
No. 
Using 
(3.40) 
Using 
(3.41) 
 
Difference 
(%) 
1 180.9763 181.0319 0.0307 
2 181.1688 181.2252 0.0311 
3 273.6538 273.4804 -0.0634 
4 467.9274 468.0793 0.0325 
11 139.3878 139.4109 0.0166 
12 139.2503 139.2715 0.0152 
14 426.114 426.1112 -0.0007 
15 144.039 143.9431 -0.0666 
18 336.0468 336.0189 -0.0083 
20 456.9306 456.9223 -0.0018 
 
 
In Table 3.6, the columns labeled as “using (3.40)” and “using (3.41)” mean the 
desired real power flow changes are solved by using (3.40) and (3.41) separately. This 
table clearly shows that the two sets of generations are very close. Concerning the 
currents, all lines are within the limits by using (3.41). For tie-lines 1 and 2, 
.).(4920.0.).(4949.0 21 upIupI == . They are very close to those obtained by (3.40). 
Based on the results of generations and currents, we can see that when real power flows 
are much bigger than reactive power flows, and reactive power flows are near zero, 
equation (3.41) can also lead to successful elimination of congestion.  
In practice, it may happen that reactive sources are not enough to correct power 
factors to near 1. As a result, for such loads, reactive powers are big. Correspondingly, 
transmission lines around such loads could have big reactive power flows. If that is the 
case, equation (3.41), which neglects reactive power flows, might not be effective in 
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eliminating congestion. To demonstrate this, we increase the reactive powers of the 
loads around the two tie-lines to 3 times the original values. Specifically, we change the 
following loads: 
 
Table 3.7. Change of Some Loads 
Before the change After the change  
Load bus No. Load (p.u.) Power factor Load (p.u.) Power factor 
107 1.25 + j0.25 0.9806 1.25 + j0.75 0.8575 
108 1.71 + j0.35 0.9797 1.71 + j1.05 0.8522 
113 2.65 + j0.54 0.9799 2.65 + j1.62 0.8532 
201 1.08 + j0.22 0.9799 1.08 + j0.66 0.8533 
203 1.80 + j0.37 0.9795 1.80 + j1.11 0.8512 
209 1.75 + j0.36 0.9795 1.75 + j1.08 0.8510 
215 3.17 + j0.64 0.9802 3.17 + j1.92 0.8553 
216 1.00 + j0.20 0.9806 1.00 + j0.60 0.8575 
 
 
These loads are connected to the buses of the tie-lines or the lines closest to the tie-
lines. Table 3.7 reveals that before the change, the loads have power factors close to 1. 
After we increase the reactive powers, the power factors decrease to around 0.85. With 
these new values of loads, we check the power flows and find that for tie-lines 1 and 2 
the reactive power flows have increased greatly while the real power flows only change 
slightly: 
 
Table 3.8. Power Flows (p.u.) along Tie-lines 1 and 2 
 Before the load change After the load change 
Tie-line 1 0.5265 + j0.1084 0.5421+j0.4021 
Tie-line 2 -0.8178 + j0.0945 -0.8368+j0.3010 
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According to Table 3.8, obviously these two tie-lines violate the current limits 0.5 p.u. 
To relieve the congestion, we first need to know the desired real power flow changes on 
the two congested tie-lines. By using (3.40), we have 
2243.0203,107 −=∆P ;  4251.0215,113 =∆P  
By using (3.41), we have 
0421.0203,107 −=∆P ;  3368.0215,113 =∆P  
Note: 107 and 203 are the bus IDs of tie-line 1. Similarly 113 and 215 are the bus IDs of 
tie-line 2. 
We can then employ our algorithm of congestion management to get rid of the 
overload. The results of generations, power flows and currents on the two tie-lines are 
listed in Tables 3.9 and 3.10. 
 
Table 3.9. Generations after the Congestion Management 
by Using Equations (3.40) and (3.41) Respectively 
gP  (MW) Gen. No. 
By using (3.40) By using (3.41)
Difference (%) 
1 185.9891 181.994 -2.148 
2 186.2204 182.1971 -2.1605 
3 240.2881 270.481 12.5653 
4 486.1635 470.7048 -3.1797 
11 146.5861 139.8156 -4.6188 
12 146.2159 139.6547 -4.4873 
14 427.8752 426.0677 -0.4224 
15 134.6666 142.2911 5.6618 
18 334.2382 335.516 0.3823 
20 457.2517 456.7728 -0.1047 
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Table 3.10. Line Flows and Currents by Using Equations (3.40) and (3.41) Respectively 
After congestion management   Before 
congestion 
management 
By using (3.40) By using (3.41) 
Tie-Line 1 0.5421+j0.4021 0.3039+j0.3880 0.4979+j0.3929 Line Flow 
(p.u.) Tie-Line 2 -0.8368+j0.3010 -0.4265+j0.2863 -0.4838+j0.2878 
Tie-Line 1 0.6585 0.4808 0.6188 Current 
(p.u.) Tie-Line 2 0.8719 0.5036 0.5519 
 
 
The above table clearly shows that when we use (3.41), we cannot eliminate the 
congestion. On the other hand, we can still eliminate the congestion with (3.40). The 
currents are not exactly adjusted to the desired value 0.5 because our algorithm of 
congestion management is based on the DC power flow. 
Based on the above examples, we can see that in a power system 
? If loads have power factors close to 1, then we would expect that real power flows 
dominate transmission lines. Therefore we can use either (3.40) or (3.41) to 
calculate the desired real power flow change to get rid of the congestion. Then we 
can effectively eliminate the congestion by applying our algorithm of congestion 
management.  
? If some loads have small power factors and this leads to big reactive power flows 
along congested lines, then basically we cannot use (3.41) to calculate the desired 
real power flow change to get rid of the congestion. Yet, we can still use (3.40) and 
then apply our algorithm of congestion management to eliminate the congestion. 
We next discuss the implementation of the aggregation method and then compare 
the results with those obtained without the aggregation method. The loads are the 
original values. Therefore tie-lines 1 and 2 have very small reactive power flows. That 
means we can use either (3.40) or (3.41). Here we choose the simpler one (3.41). 
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As we have chosen α to be 0.25, according to step 3 in the algorithm, 
41 =⎥⎦
⎤⎢⎣
⎡= αβ . Then based on step 8 of the algorithm, we can calculate the zone 
boundaries for generators selected for relieving tie-line 1. That is,  
[0.58949, 0.4095]; [0.4095, 0.2296]; [0.2296, 0496]; [0.0496, -0.1303] 
According to the positions of the sensitivity factors in the above zones, we can easily 
deduce that generator 3 itself is one zone while generators 11, 12, 14, and 20 are within 
the same zone. With regard to tie-line 2, similarly the selected generators can be divided 
into three zones, namely [1, 2], [4], and [15, 18]. In other words, generators 1 and 2 are 
within the same zone; generator 4 itself is a zone while generators 15 and 18 are in the 
same zone. Combining all the zones together, we finally have the zones as shown below 
for the two congested lines. 
[1, 2], [3], [4], [11, 12, 14, 20], [15, 18] 
We therefore can map all the selected generators into 5 zones. The output limits 
and the bidding functions are converted according to (3.14), (3.15) and (3.21). With 
regard to the expression for the flows of the congested lines, in terms of step 10 of the 
algorithm, we have  
'
5
'
4
'
3
'
2
'
11 0052.00802.00267.05895.01140.0 GGGGG PPPPPP ∆−∆−∆+∆+∆=∆  
'
5
'
4
'
3
'
2
'
12 1035.00171.05069.00689.02512.0 GGGGG PPPPPP ∆−∆−∆+∆+∆=∆  
where .).(3178.0.);.(0265.0 21 upPupP =∆−=∆ are the amounts needed to eliminate the 
congestion. 
By applying optimization program (3.27) – (3.30) to the aggregated system, we 
achieve the following results (in p.u.) 
3977.01840.03838.01601.03581.0 ' 5
'
4
'
3
'
2
'
1 −=∆−=∆=∆−=∆=∆ GGGGG PPPPP  
Thus we can easily obtain the outputs and marginal costs of the aggregate generators. 
Next we use (3.31) and (3.32) to obtain the outputs of all individual generators at each 
zone. The detailed solution is provided in Table 3.11. 
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Table 3.11. Generations with and without Aggregation 
gP   
Gen. 
No. 
With 
aggregation(MW) 
Without  
aggregation (MW) 
Difference (%) 
1 181.8174 181.0319 0.4339 
2 181.8174 181.2252 0.3268 
3 272.9061 273.4804 -0.21 
4 469.5099 468.0793 0.3056 
11 138.0496 139.4109 -0.9765 
12 138.0496 139.2715 -0.8774 
14 427.1064 426.1112 0.2336 
15 151.8122 143.9431 5.4668 
18 326.8122 336.0189 -2.7399 
20 457.614 456.9223 0.1514 
 
 
Some discussions about the results are as follows. 
? By checking the currents under the AC environment, we find that no overloads 
exist. Tie-lines 1 and 2 which were overloaded previously 
have .).(4923.0.).(4948.0 21 upIupI == , slightly less than the limits 0.5 (p.u.). 
That means the aggregation method effectively solves the congestion problem. 
? In the above table, we also list the results obtained without grouping any selected 
generators into zones. It can be seen that the generations obtained with the 
aggregation are very close to those obtained without the aggregation method. Only 
generators 15 and 18 have relatively big differences. The reason is that though they 
are in the same zone, their sensitivity factors are in fact not so near each other. For 
instance, their factors are -0.1733 and -0.03376 respectively for tie-line 2. To 
achieve a better solution, we can further divide them into different zones. Actually 
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the present solution is not too bad: the biggest difference for the two methods is 
only 5.4668%, which is for generator 15.  
? The objective functions with and without the aggregation method are the same: 
156390 ($/h). This value is near that of the auction-based dispatch without 
considering any line limits, i.e., 156430 ($/h). The difference is 
only ( ) %0256.0%100
156430
156430156390 −=×− . That implies our congestion 
management reduces the social welfare very little and hence is a good management. 
? The algorithm is implemented in Matlab language and tested on a PC with 
1.24GHz AMD processor. If we let all generators participate in the congestion 
management, i.e., we use conventional method (3.1)-(3.5), the objective function is 
156394 ($/h), slightly better than that of our method. The time consumption of the 
conventional method is 4.6260 (s). On the other hand, for our sensitivity factor-
based method, if we do not employ the technique of aggregation, i.e., we skip steps 
8-10 in our algorithm, the computation time is only 0.8120(s). If we use the 
aggregation technique, i.e., we run the whole algorithm, the computation time can 
be further reduced to 0.2910(s). This clearly shows that our sensitivity factor-based 
method, especially the one with aggregation, has a huge advantage in speed.  
 
Table 3.12. A Comparison among Different Methods 
Sensitivity factor-based method   
Conventional method without aggregation with aggregation 
Number of variables 30 10 5 
Computation time (s) 4.6260 0.8120 0.2910 
 
 
The comparison in Table 3.12 reveals that our sensitivity factor-based method 
significantly reduces the number of variables. Correspondingly, the computation time is 
reduced greatly. For simplicity, we call the conventional method as method 1, the 
sensitivity factor-based method without aggregation as method 2, and the sensitivity 
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factor-based method with aggregation as method 3. Further, we define m as the ratio of 
the numbers of variables of two methods. For instance, when we consider methods 1 and 
2, 3
10
30 ==m . According to the above table, we discover that the time ratio of two 
methods is somewhere between )(mO and )( 2mO . Specifically, for methods 1 and 2, we 
have  
296970.5
8120.0
6260.43 mm =<=<=  
For methods 2 and 3, we have 
247904.2
2910.0
8120.02
5
10 mm =<=<==  
As we know, the main time consumption load for the above three methods is the 
solution of optimal program (3.1)-(3.5) or (3.27)-(3.30). Concerning the running time of 
an optimal program, there are two factors: the number of iterations and the computation 
time during each iteration. Recall that both (3.1)-(3.5) and (3.27)-(3.30) have linear 
constraints with the objective function being a quadratic function. That means each 
iteration solves a linear system such as Ax=b. Suppose A is a nn×  matrix. The 
computation complexity for solving x is )( 3nO for a full matrix A. For a sparse A, the 
computation complexity could be reduced to )( 2nO  or even )(nO . Since we utilize the 
sparse technique in the calculations, the computation complexity for each iteration is 
)( 2nO  or even )(nO , where n is the number of variables. With regard to the number of 
iterations, the three methods have the following results: 20, 11 and 7. That means when 
the number of variables decreases, the number of iterations decreases too. Combining 
the effects of these two factors, namely the number of iterations and the computation 
time for each iteration, we can see that the time ratio of two methods could be greater 
than )(mO , where m is the ratio of the numbers of variables of two methods. On the 
other hand, we notice that the number of iterations will reduce at a smaller rate than the 
number of variables. For instance, method 1 has 3 times variables of method 2 whereas 
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method 1’s number of iterations is only 
11
20 times that of method 2. Further, besides the 
computation time for running optimal program (3.27)-(3.30), method 2 has an extra time 
for the selection of sensitivity factors compared to method 1. With regard to method 3, 
there is another extra time for aggregation in addition to the time for the selection of 
sensitivity factors. All these account for the fact that our case studies have a time ratio 
less than )( 2mO . 
In a word, the sensitivity factor-based method, especially the one with aggregation, 
can reduce the number of variables greatly and thus reduce the time of computation 
significantly. Specifically, the time saved due to the reduction of the number of variables 
is better than )(mO .  
As a conclusion, our congestion management method which is based on the 
sensitivity factors and the technique of aggregation is fast and accurate in calculation 
meanwhile can maintain market efficiency. Therefore it is a good method to manage 
congestion. 
 
3.8 Conclusions 
 
This chapter develops a new OPF method based on the sensitivity factors and the 
technique of aggregation to manage congestion efficiently. Unlike the conventional 
method which involves all generators and loads, our method selects only effective 
generators to eliminate congestion. Moreover, generators that have similar effects are 
aggregated. The selection and aggregation of effective generators lead to much fewer 
variables in congestion management than the conventional method. As a result, our 
method is much faster than the conventional method. The case studies on the IEEE RTS-
96 system verify that the method proposed here can not only gain speed of solution but 
also maintain market efficiency. Thus it is a very effective method for congestion 
management.  
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CHAPTER IV 
 
COMPOSITE POWER SYSTEM LONG-TERM RELIABILITY EVALUATION 
FOR ADEQUACY AND SECURITY 
 
4.1 Introduction 
 
Composite power system reliability evaluation can be subdivided into the domains 
of adequacy and security [9]. In the long-term reliability, though security is not the 
major issue, it could lead to a large loss of load. This is true especially for dynamic 
security problems. Thus like adequacy, security should be paid attention to in the long-
term reliability study. So far people have incorporated static effects of security into the 
long-term reliability analysis both deterministically and probabilistically [23]. However, 
for dynamic effects of security, people tend to use deterministic methods. As a 
consequence, results could be conservative [11]. Thus it is important and necessary to 
develop a method to probabilistically evaluate the dynamic effects as well as the static 
effects of security on the long-term reliability. 
In this chapter, a method based on the system state transition sampling approach, 
one of the sequential Monte Carlo simulation methods, is developed to probabilistically 
evaluate composite power system long-term reliability in both adequacy and security. 
The static and dynamic effects of security are incorporated. In order to consider the 
effects of dynamic security, we assume that a contingency on a transmission line is a 
fault. Further we make a distinction between permanent faults and transient faults. In the 
past work on reliability, only the effects of permanent faults are considered. However, 
according to experiences, transient faults account for more than 80% of the total faults 
[53]. Under transient faults the system may lose stability and has to cut load to ensure 
security. That implies reliability analysis should also take transient faults into account. In 
our work, the reclosing time together with the fault duration are used to distinguish 
between transient and permanent faults. And a three-state transition model for 
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transmission lines is proposed to include the effects of transient faults and permanent 
faults. 
 There are several uncertainties affecting transient stability calculation, for instance, 
locations of faults, fault-clearing phenomena, etc [54]. Here we use random numbers to 
represent the locations of faults. Random variables combined with probability 
distribution functions such as normal and Rayleigh functions are used to sample the 
values for the clearing time, reclosing time and fault duration. These techniques can well 
catch the stochastic properties of the dynamic process of the system.  
Conventional reliability indices mainly focus on the static behavior of the system 
and cannot reflect the effects of the system dynamic process. The feature of the dynamic 
process is that though the time is short, it can have significant impacts on system 
reliability. For instance, when the system loses stability, loads might have to be shed and 
the amount could be large. If only the traditional indices such as EENS are used, the 
severe system situation under instability will not be reflected. Hence we introduce the 
index: Mean Loss of Load during Restoration (MLLDR) to evaluate this situation. We 
also use a new index: Mean Instability Occurrence Rate (MIOR) to show the capability 
of the system to sustain faults and maintain stability.  
Finally to demonstrate our methodology of probabilistic evaluation of adequacy 
and security, and the proposed techniques for describing the stochastic properties of the 
dynamic process, a reliability evaluation is made on the WSCC 9-bus system. The 
results clearly show that dynamic security could lead to a large loss of load but the major 
issue in the long-term reliability is still adequacy. 
 
4.2 Composite Power System Reliability Evaluation Using the System State 
Transition Sampling Approach 
 
There are two types of probabilistic methods for evaluating composite power 
system reliability. One is the contingency enumeration method, and the other being the 
Monte Carlo simulation methods [24]. For the latter, there are two main approaches, i.e., 
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the state sampling and sequential simulation approaches [13]. Both the contingency 
enumeration method and the state sampling Monte Carlo simulation method do not 
consider the effect of time. On the other hand, the sequential Monte Carlo simulation 
method is very suitable for considering time-related events.  
Our reliability study intends to incorporate the effects of faults. That means we 
need to deal with time-related variables such as 
? The residence time of each system state 
? The time instant of fault occurrence 
According the above discussion, only the sequential Monte Carlo simulation method can 
handle time-related variables. Therefore we adopt this method as the tool to evaluate 
reliability probabilistically in both adequacy and security.  
The sequential Monte Carlo simulation method we use is the system state transition 
sampling approach. This approach is focused on state transition of the whole system 
instead of individual components. Since there is no need to calculate and store the 
chronological component state transition processes, this approach is faster and requires 
less memory storage than the state duration sampling approach, another sequential 
Monte Carlo simulation method. The only disadvantage of the system state transition 
sampling approach is that it assumes that the state residence times of all components 
follow exponential distributions. However, we point out that in composite power system 
reliability evaluation, exponential distributions are most commonly used [24].  
Suppose there are n components in the system and the state duration of component 
i follows an exponential distribution with the means as
iρ
1 , where iρ is the transition rate 
of component i. It can then be proved that the state duration of the whole system also 
follows an exponential distribution with the means as ∑
i
iρ
1 [24]. Therefore according to 
the property of an exponential distribution, the system state duration T can be expressed 
by the equation below. 
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∑
=
−= n
i
i
UT
1
ln
ρ
        (4.1) 
 
In the above equation, U is a uniformly distributed random number between [0, 1]. 
Transition rate iρ depends on the present state of component i. For instance, suppose 
component i has two states, namely the up and down states. If the present state is the up 
state, iρ is the failure rate. If the present state is the down state, iρ is the repair rate. 
As we know, the state transition of the system is caused by the state transition of a 
component. Suppose there are n components in a system. Correspondingly, the system 
has n possible reached states. The probability that the transition of the system results 
from the transition of component j can be expressed by the following equation. 
 
∑
=
= n
i
i
j
jP
1
ρ
ρ
        (4.2) 
 
Obviously,  
 
1
1
=∑
=
n
j
jP         (4.3) 
 
Therefore, we can use a uniformly distributed random number between 0 and 1 to 
determine the next system state. Specifically, we first calculate the probabilities of the n 
possible reached states according to (4.2). Then we place these n probabilities in the 
period [0, 1]. Next we generate a uniformly distributed random number U’ between [0, 
1]. If U’ falls into the segment corresponding to probability Pj, that indicates the 
transition of the system state is caused by the transition of component j. Fig. 4.1 below 
illustrates that the transition of component 2 leads to the transition of the system state. 
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Fig. 4.1. Determination of Next System State 
by a Uniformly Distributed Random Number 
 
 
Basically composite power system reliability evaluation by using the system state 
transition sampling approach involves the following three steps: 
? State selection 
? State evaluation 
? Reliability index calculation 
In brief, each time a system state is selected and then evaluated. If there is a loss of load, 
reliability indices are updated correspondingly. These processes repeat until certain 
convergence criterion is reached. In terms of the discussions about the system state 
transition sampling approach, we can use (4.1) to determine the duration of the present 
system state. To select the next system state, we can use (4.2) together with a random 
number. Both (4.1) and (4.2) involve component transition rates which are associated 
with the transition models of components. Thus below we will first talk about the models 
of components. Then we will explain state evaluation and reliability index calculation. 
Finally a methodology to evaluate reliability in both adequacy and security will be 
presented. 
 
4.3 Transition Model for Transmission Lines Considering Permanent and 
Transient Faults 
 
In composite power system reliability evaluation, we assume that there are two 
major types of components, namely generators and transmission lines. For generators, it 
P1 P2 Pn …… 0 1 
U’ 
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is assumed that there are only two states, i.e., the up and down states. The state transition 
diagram of a generator is shown in Fig. 4.2 below: 
 
 
 
Fig. 4.2.  Two–state Transition Model of a Generator 
 
 
In the above figure, λ stands for the failure rate and µ stands for the repair rate. 
Concerning transmission lines, conventionally a two-state model like that in 
Fig.4.1. is used. However, such a two-state model can only represent one type of faults. 
In other words, it cannot include the effects of both permanent and transient faults. As 
we know, in most cases, faults are transient [53]. And it is probable that the system loses 
stability under a transient fault. Therefore the effects of transient faults should be 
considered for a comprehensive reliability study. To incorporate the impacts of both 
permanent and transient faults, we propose a three-state transition model for 
transmission lines.  The details are shown in Fig. 4.3. 
 
 
 
 
 
 
 
Fig. 4.3.  Three-state Transition Model of a Transmission Line 
Considering Both Permanent and Transient Faults 
 
 
Down Up 
µ λ
Up 
3-phase fault 
(permanent) 
3-phase fault 
(transient) 
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failure 
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success 
λ
2µ
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In the figure above, λ is the failure rate of the transmission line. 1µ  and 2µ are the 
repair rates corresponding to a permanent fault and a transient fault respectively. 1µ  is 
much smaller than 2µ  because in the former case the fault is permanent. From this 
figure, it can be seen that we distinguish a permanent or transient fault on a transmission 
line in terms of the status of the reclosure. Specifically, if the reclosure is successful, the 
fault is transient. Otherwise it is a permanent fault. To determine the status of the 
reclosure, the reclosing time together with the fault duration are used. If the fault 
duration is less than the reclosing time, i.e., the fault has disappeared when the line 
reconnects, the reclosure is successful. If the fault duration is greater than the reclosing 
time, the reclosure fails.  
According to the above analysis, we can see that the clearing time, reclosing time 
and fault duration are key parameters for determining the state of a transmission line. All 
of these three parameters are actually random variables. For instance, though the 
clearing time is preset, in practice the time at which a breaker opens may deviate from 
the preset value due to harmonics in the input waveforms, etc. Experiences show that 
these three parameters satisfy certain distributions. Specifically, the clearing time can be 
considered as a random variable following a normal distribution. The reclosing time can 
also be considered to follow a normal distribution. Concerning the fault duration, usually 
a Rayleigh distribution is used [54, 55]. The parameters for these distributions such as 
mean time and variance can be obtained from experiments and historic data.  
We point out that the location of a fault is uncertain. In this work, a uniformly 
distributed random number U between [0, 1] is used to represent the fault location [56]: 
 
UL =          (4.4) 
 
where L  is the distance percent between the location of the fault and the sending end of 
the line. 
Although in Fig. 4.2, only 3-phase faults are considered (their effects are most 
severe among all faults), other types of faults such as line-to-line faults can be included 
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easily. We can simply add the corresponding failure and repair rates of these faults to the 
model in Fig. 4.2. 
After obtaining the transition models for generators and transmission lines, we can 
calculate the duration of system state by substituting transition rates into (4.1). By 
plugging transition rates into (4.2) and generating a uniformly distributed random 
number between [0, 1], we can determine the next system state. For each system state, 
we should evaluate if the system has a load curtailment or if the system is insecure. If the 
answer is yes, we need to update reliability indices. The details are given in the 
following sections.   
 
4.4 State Evaluation 
 
4.4.1 Transient Stability Analysis 
 
In conventional reliability studies, it is assumed the faulted component will be 
isolated from the system immediately after a contingency occurs. And the system will 
settle at a steady state instantaneously. However, in practice, the system will experience 
a dynamic process before reaching a static state.   
Suppose the current system state is a contingency state in which there is a 3-phase 
fault on a transmission line. The system will be in the faulted state until the fault is 
cleared by the breaker and the line disconnects from the system. After the line is 
disconnected for a moment, the breaker will attempt to re-closes. At this time instant, if 
the fault still exists, the reclosure will fail and we consider this fault as a permanent one. 
On the other hand, if the fault has disappeared when the breaker re-closes, the reclosure 
will be successful and the fault is considered to be transient. This procedure can be 
illustrated using a flow chart as shown in Fig. 4.4 below.  
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Fig. 4.4.  Distinction between a Permanent Fault and a Transient Fault 
 
 
In the above flow chart, CTt  stands for the clearing time and is decided by a normal 
distribution. greclot sin means the reclosing time, which is also from a normal distribution. 
faultt refers to the fault duration, which is determined by a Rayleigh distribution.  
No matter whether the fault on a transmission line is permanent or transient, we 
need to judge if the system is stable or not. Here we use the numerical integration 
method to analyze the transient stability.  
Basically, the overall system equations consist of differential and algebraic 
equations: 
 
3-phase fault 
System in faulted state during ],0[ CTt  
faultgreclo tt <sin
Permanent 
fault 
Transient 
fault 
Yes No 
Sampling CTt  in terms of a normal distribution
Sampling faultgreclo tt ,sin  in terms 
of the corresponding distributions 
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),,,( CVIXfX =•        (4.5) 
0),,( =VIXg         (4.6) 
 
Where: 
X  is the vector of state variables such as rotor angle δ and rotor angular velocityω . 
I  is the vector of injected currents.  
V  is the vector of bus voltages. 
C  is the vector of constants such as mechanical powers. 
To simplify the matter, we adopt the classic model for generators. And the loads are 
assumed as constant impedances. 
To solve (4.5) and (4.6), we use the partitioned approach along with the fourth 
order Runge-Kutta method. In this approach, we solve the algebraic and differential 
equations separately. Notice that state variables cannot change instantly. Thus we solve 
the algebraic equation (4.6) first to obtain V and I. Then with the known values of V and I 
together with the value of X at the previous time step, we solve (4.5) for X at the current 
time step by using the 4th order Runge Kutta method. (The description of the Runge-
Kutta method can be found in [57]). We repeat the above procedure until a stopping 
criterion is reached. Usually the loss of synchronism due to transient stability will 
become evident within 2 to 3 seconds [53]. Thus in our work, we simulate the behavior 
of generator rotor angles for 3 seconds. If during this simulation period, the largest rotor 
angular deviation between any two generators does not exceed the maximum secure 
angle difference, which is set as 180 degree, we assume the system is stable. Otherwise 
the system is considered to lose stability. If the system is stable, it will settle down to a 
steady state soon. If the system loses stability, protection actions will trip the 
asynchronous generators and then the rest of the system will gradually settle at a stable 
state, i.e., restorative state. It is called the restorative state because restorative actions 
will be taken to resynchronize those tripped generators and then reconnect them to the 
system. 
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4.4.2 Calculation of Loss of Load Using OPF 
 
When the system reaches a stable state, we will run an Optimal Power Flow (OPF) 
to calculate the loss of load. The formulation of the OPF is shown as follows.  
Objective: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑
=
dn
i
lidi PPf
1
)(min                (4.7) 
 
Subject to: 
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where  
bnn,  are the numbers of buses and branches respectively; 
gigi QP , are the real and reactive generations at bus i; 
minmax , gigi PP are the limits of giP ;  
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maxmin , gigi QQ are the limits of giQ ; 
lili QP ,   are the real and reactive loads at bus i after the redispatch of generations; 
didi QP ,  are the load demands at bus i; 
ijij QP ,   are the real and reactive power flows along line ij; 
maxijS  is the flow limit of line ij; 
iU  is the voltage magnitude at bus i; 
maxmin , ii UU  are the voltage magnitude limits of bus i. 
The objective of this OPF is to determine the minimum amount of load curtailment of 
the whole system. If the objective function is zero, that means there is no load loss for 
this system state.  
 
4.5 Reliability Indices Associated with Transient Stability 
 
When the OPF determines that there is a loss of load, we need to update reliability 
indices. Conventional reliability indices are mainly focused on the adequacy aspect of 
reliability. For instance, the following two indices are widely used in reliability 
evaluation: 
? Expected Energy Not Supplied (MWh/year) --- EENS 
 
TS
DC
EENS
n
i
ii∑
== 1        (4.14) 
 
where Ci (MW) and Di are the loss of load and the duration of load curtailment system 
state i. n is the number of load curtailment system states. TS (year) is the total simulation 
time.  
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? Loss Of Load Probability ---- LOLP 
 
8760
1
×=
∑
=
TS
D
LOLP
n
i
i
       (4.15) 
 
The above two indices are time-related. As we know, when the system loses 
stability, the restoration period is very short: usually around one hour [57]. On the other 
hand, when a component is in the down state, normally it will take more than 10 hours to 
repair the component. That means the severe effect of instability on system reliability 
cannot be reflected if only EENS and LOLP are used. Hence we introduce two new 
indices to reflect the effect of transient stability. 
? Mean Instability Occurrence Rate (occ./year) --- MIOR 
 
TS
I
MIOR
m
i
i∑
== 1        (4.16) 
 
where m is the total number of transient stability calculation. Ii is 1 if the system is 
unstable. Ii is 0 if the system is stable. 
As discussed previously, instability has great influence on the reliability of power 
systems especially those operating near their stability limits. Therefore, this index is 
introduced to reflect the ability of system to sustain faults. To emphasize the effects of 
transient faults, the index values caused by permanent and transient faults can be 
calculated respectively. 
? Mean Loss of Load during Restoration (MW/occ.) --- MLLDR 
 
NR
R
MLLDR
NR
i
i∑
== 1        (4.17) 
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where NR is the total number of restorative states the system experiences during the 
Monte Carlo simulation. Ri is the load curtailment in restorative state i. 
Conventionally, when there is a contingency on a transmission line, it assumes that the 
line is disconnected from the system without any stability problem. Then an OPF 
program is run to obtain the loss of load of the system. Obviously this can not reflect the 
practice. When a fault occurs to a transmission line, the system may lose stability and 
then experience a restoration process. Though the restorative time is short, the loss of 
load is usually large. Obviously the system is under a severe circumstance. However 
conventional reliability indices are mainly aimed at adequacy and cannot reflect the loss 
of load in the restoration. To give a more comprehensive description of the system under 
instability, we introduce the index MLLDR, which measures the mean loss of load during 
the restorative state. Like the first introduced index MIOR, we can calculate MLLDR 
under permanent and transient faults respectively to show the effects of these two types 
of faults. We can also compare MLLDR with the mean loss of load by the conventional 
steady state method to illustrate the significant impact of instability. 
 
4.6 Methodology of Composite Power System Reliability Evaluation for 
Adequacy and Security 
 
Composite power system reliability evaluation in both adequacy and security by 
using the system state transition sampling approach can be summarized in the following 
steps: 
1. The evaluation starts from the system state in which all components are in the up 
state. 
2. Generate a uniformly distributed random number U between [0, 1] to determine the 
duration of the present system state by using (4.1). 
3. Evaluate the present system state. Specifically,  
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? If the present system state is a contingency state in which a fault occurs to a 
transmission line, then 
i. Sample fault clearing time tclearing by using a normal distribution. 
ii. Sample breaker reclosing time treclosing and fault duration tfault.   
iii. Compare treclosing and tfault to determine if the fault is transient or permanent. 
iv. Assess transient stability by using the time domain simulation method, 
namely the partitioned approach along with the fourth order Runge-Kutta 
method. 
v. If the system is unstable, protection actions will trip the asynchronous 
generators. Run OPF (4.7) – (4.13) to determine the loss of load in the 
restorative state and then after the restorative state. If the system is stable, 
Run OPF (4.7) – (4.13) directly to determine the loss of load.   
? If the present system state is a contingency state in which a generator is down, 
run OPF (4.7) – (4.13) to determine the loss of load. 
? If the present system state transits from a system state in which a component is 
repaired, run OPF (4.7) – (4.13) to determine the load curtailment. 
4. Update reliability indices by using (4.14) – (4.17) if the system has a loss of load or 
the system is unstable. 
5. If the convergence criterion is satisfied, terminate the simulation. Otherwise proceed 
to step 6. 
6. Generate a uniformly distributed random number U’ between [0, 1] to decide the 
next system state according to the technique described in section 4.2. Return to step 
2. 
In the above reliability evaluation, when the system loses stability, it will go 
through a restorative state in which asynchronous generators are disconnected from the 
system. During this restorative state, people will take actions to resynchronize those 
tripped generators and then reconnect them back to the system. In other words, during 
and after the restoration, the system will have different structures, i.e., those 
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asynchronous generators. Therefore we run OPF twice to calculate the loss of load in 
these two situations. 
In step 5, the convergence criterion is that either of the following two conditions is 
satisfied: 
? The simulation reaches a specified number of years. 
? The coefficients of variation of certain reliability indices are all less than a given 
tolerant error. In the conventional reliability evaluation, usually EENS is slowest in 
convergence among reliability indices. Thus its coefficient of variation is often used 
as the convergence criterion. As we introduce two new reliability indices MIOR and 
MLLDR, we also need to consider their coefficients of variation during simulation. 
 
4.7 Case Studies 
 
4.7.1 Test System 
 
The proposed methodology is applied to the WSCC 9-bus system as shown in Fig. 
4.5. The data about power flow and synchronous machines can be found in [58]. The 
reliability data, such as the failure and repair rates of components, fault duration time etc, 
are given in Tables 4.1 to 4.5. 
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Fig. 4.5. WSCC 9-bus System  
 
 
Tables 4.1 and 4.2 list the failure rateλ and the repair rate µ  of each component. 
 
Table 4.1. Failure / Repair Rates of Generators and Transformers  
 No. λ  (occ./ year) µ  (occ./ year) 
1 5 195 
2 5 195 
 
Generators 
3 5 195 
1 4 196 
2 4 196 
 
Transformers
3 4 196 
 
1
65 
4
32 8 97 
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Table 4.2. Failure / Repair Rates of Transmission Lines 
No. λ (occ./year) µ (occ./year)
1 5 193 
2 5 193 
3 5 193 
4 5 193 
5 5 193 
6 5 193 
 
 
Note: The repair rates in Table 4.2 are for permanent 3-phase faults. If faults are 
transient, a very big number can be used to represent the repair rates.  
Table 4.3 below shows the probability distribution of the fault clearing time of 
every transmission line. 
 
Table 4.3. Probability Distribution of the Fault Clearing Time  
Line Type of distribution Mean time (s) Variance (s) 
1 Normal 0.07 0.01 
2 Normal 0.07 0.01 
3 Normal 0.06 0.01 
4 Normal 0.05 0.01 
5 Normal 0.04 0.01 
6 Normal 0.03 0.01 
 
 
Tables 4.4 and 4.5 show the probability distributions of the reclosing time and fault 
duration. 
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Table 4.4. Probability Distribution of the Reclosing Time 
Line Type of distribution Mean time (s) Variance (s) 
1 Normal 0.55 0.02 
2 Normal 0.75 0.02 
3 Normal 0.65 0.02 
4 Normal 0.55 0.02 
5 Normal 0.85 0.02 
6 Normal 0.65 0.02 
 
 
Table 4.5. Probability Distribution of the Fault Duration  
Line Type of distribution k  
1 Rayleigh 0.29
2 Rayleigh 0.39
3 Rayleigh 0.34
4 Rayleigh 0.28
5 Rayleigh 0.44
6 Rayleigh 0.34
 
 
4.7.2 Results and Analysis 
 
As discussed earlier, of the conventional reliability indices, the index EENS has the 
slowest rate of convergence. For the two new introduced indices MIOR and MLLDR, our 
simulations show that the latter is slower in convergence. Therefore in the case studies, 
we consider that the sequential Monte Carlo simulation converges if either of the 
following two conditions is satisfied: The simulation reaches 800 years or the maximum 
of coefficients of variation of EENS and MLLDR is less than 0.04. For our reliability 
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evaluation of the WSCC 9-bus system, the first convergence condition leads to the 
termination of the simulation. Below are some of the results. 
EENS = 12036.7311(MWh/year)  
LOLP = 0.0550 
MLLDR1 = 120.0404 (MW/occ.)  
MLLDR2 = 41.5675 (MW/occ.)  
Cov1 = 0.0303; Cov2 = 0.0367; Cov3 = 0.0466 
where: 
MLLDR1 is related to permanent faults. 
MLLDR2 is related to transient faults. 
Cov1 is the coefficient of variation for EENS. 
Cov2 is the coefficient of variation for MLLDR1. 
Cov3 is the coefficient of variation for MLLDR2. 
In the reliability evaluation, we calculate MLLDR for permanent faults and 
transient faults separately. Specifically, MLLDR1 is related to permanent faults while 
MLLDR2 is associated with transient faults. According to the results, we can see that 
MLLDR2 is smaller than MLLDR1. In other words, transient faults cause less loss of load 
than permanent faults. The reason is that transient faults mean the reclosure is successful. 
As a result, the system under transient faults is more robust than the system under 
permanent faults. Correspondingly, the system with transient faults usually has less loss 
of load.  
The above results about the coefficients of variation reveal that MLLDR2 converges 
slower than EENS and MLLDR1. When the simulation ends, both the coefficients of 
variation of EENS and MLLDR1 are less than the given tolerant error 0.04 while the 
coefficient of variation of MLLDR2 is greater than the given tolerant error. Though the 
coefficient of variation of MLLDR2 does not converge to the desired value 0.04, it is very 
close. Figs. 4.6 – 4.9 below show the convergence processes of some of the indices as 
the simulation time increases. 
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Fig. 4.6.  Response of EENS with the Simulation 
 
 
 
 
Fig. 4.7.  Response of MLLDR1 with the Simulation 
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Fig. 4.8.  Response of MLLDR2 with the Simulation 
 
 
 
 
Fig. 4.9.  Response of Cov3 with the Simulation 
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From the above curves, we can see: 
? The reliability indices change greatly at the beginning of the simulation. As the 
simulation goes by, these indices gradually stabilize at certain values. For instance, 
the index EENS finally stabilize at 12000 (MWh/year).  
? Though Cov3, the coefficient of variation of MLLDR2 has not yet reached the given 
tolerant error 0.04 at the end of the simulation, it decreases as the number of 
instability increases. In other words, the whole trend is that Cov3 will decrease as 
the simulation time increases. That implies if the simulation is longer, Cov3 will 
eventually reach 0.04. 
The convergence processes shown in the above figures illustrate that our composite 
power system reliability evaluation based on the sequential Monte Carlo simulation 
method is valid.  
Like the index MLLDR, we also calculate the index MIOR for permanent and 
transient faults respectively. The results are given in the table below.  
 
Table 4.6. MIOR under Permanent and Transient Faults  
Disturbance type MIOR (occ./year) 
Permanent faults 0.4538 
Transient faults 1.9825 
 
 
Table 4.6 shows that MIOR related to transient faults is much greater than that 
related to permanent faults. The reason behind this is that transient faults happen much 
more frequently than permanent faults. The table below demonstrates this point.  
 
Table 4.7. Information about Reclosing 
Reclosing status Number of occurrence 
Success 21542 
Failure 4110 
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Table 4.7 is about the status of reclosing in the whole simulation process. It can be 
seen that in most cases, the reclosing is successful. Specifically, the percent of successful 
reclosing is about 84% among all reclosing cases. We distinguish transient and 
permanent faults in terms of the status of reclosing. Therefore the above table means that 
among all faults of the simulation, 84% are transient. This accounts for the fact that 
MIOR associated with transient faults is greater than that associated with permanent 
faults. In practice more than 80% of all faults are transient [53]. This is consistent with 
our result. That means our input data about the fault duration and reclosing time are 
reasonable and the simulation reflects the practical operation of power systems.  
The above analysis illustrates that transient faults have a big effect on the system 
reliability. We can also investigate the effect of transient faults from the number of loss 
of load.  
 
Table 4.8.  Number of Loss of Load Caused by Permanent and Transient Faults 
Disturbance type Number of Loss of Load 
Permanent faults 755 
Transient faults 1101 
    
 
From Table 4.8, we can see that loss of load caused by transient faults is more 
often than that caused by permanent faults. Of course for the amount of loss of load, 
permanent faults have a more significant effect than transient faults. This can be 
reflected from the fact that MLLDR1 is greater than MLLDR2 (Please see our earlier 
results for details), where MLLDR1 is related to permanent faults while MLLDR2 is 
related to transient faults.  
We also calculate the mean loss of load by the conventional steady state method. 
The value is 25.6407 (MW/occ), which is much smaller than MLLDR1 and MLLDR2 
whose values are 120.0404 (MW/occ.) and 41.5675 (MW/occ.) respectively. This 
comparison means that the dynamic security has a significant impact on the loss of load.   
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The above analysis clearly shows the effect of dynamic security, i.e., it can cause a 
huge loss of load. However, as we pointed out that the occurrence of dynamic security is 
very rare. If we consider the loss of energy in the long-term, the influence of dynamic 
security could be very small. To demonstrate this, we compare the values of EENS with 
dynamic security included and without dynamic security included.  
%42.1%100
7311.12036
2357.118667311.12036 =×−  
In the above calculation, the value of EENS that considers dynamic security is 
12036.7311; and the value of EENS without considering dynamic security is 
11866.2357. The small difference between the two EENS’s implies that dynamic 
security contributes little to the long-term loss of energy. Therefore we can conclude 
though dynamic security can cause a serious loss of load, adequacy is still the main issue 
of the long-term reliability.  
 
4.8 Conclusions 
 
This chapter develops a method to probabilistically evaluate composite power 
system long-term reliability in both adequacy and security. The method is based on the 
system state transition sampling approach, one of the sequential Monte Carlo simulation 
methods. To consider the effects of both permanent and transient faults, a 3-state 
transition model for transmission lines is developed. To capture the stochastic properties 
of the dynamic process after a fault, random variables in conjunction with probability 
distribution functions are used. Two new reliability indices related to transient stability 
are introduced to give a comprehensive description of the dynamic process following a 
fault. The study on the WSCC 9-bus system demonstrates that dynamic security has a 
significant effect on the loss of load but adequacy is still the major issue in the long-term 
reliability. 
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CHAPTER V 
 
IMPACTS OF FACTS ON COMPOSITE POWER SYSTEM RELIABILITY  
 
5.1 Introduction 
 
Highly reliable power systems are crucial to the continuing advancement for a 
society. Since the introduction of markets into power systems, however, reliability level 
has declined [10, 14]. On the one hand, this indicates that the design and operation of 
today’s power markets are far from mature and perfect. On the other hand, this requires 
special attention to the improvement of power system reliability. The conventional way 
to enhance reliability is to construct a robust system, i.e., building more power plants 
and more transmission lines. However, this way is not easy to implement because of 
such factors as costs, environment and politics. Alternate efficient methods must be 
searched for implementation. 
In many situations, the inadequacy of power supply after a contingency is caused 
by the decrease of transfer capability due to the loss of some components such as 
transmission lines and generators. Therefore techniques which can control power flow 
and thus improve power transfer situation will be helpful for improving system 
reliability. FACTS like TCSC, SVC and TCPAR have the ability to alter power flow 
pattern. More importantly, they can change their parameters smoothly and rapidly, 
which will allow a more desirable control of power flow. Therefore FACTS are good 
candidates for power system reliability improvement. In addition, there are fewer 
restrictions on the installation of FACTS than on the construction of new lines or plants. 
Thus we propose to use FACTS as the tools for the enhancement of reliability. 
There are three important operational parameters FACTS can control, i.e., 
impedance, voltage, and phase angle. Correspondingly, this chapter will investigate the 
effects of TCSC, SVC and TCPAR which can control impedance, voltage and phase 
angle respectively. We first examine the structures and principals of operation of TCSC, 
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SVC and TCPAR. Then we built their reliability models via the state space approach. 
Next we dispatch them during contingencies through an OPF program. We finally 
investigate the impacts of these three devices on composite power system reliability 
through some case studies. 
 
5.2 Reliability Models of TCSC, SVC, and TCPAR 
 
5.2.1 Reliability Model of TCSC 
 
5.2.1.1 Structure of TCSC 
 
Generally a typical TCSC is made up of a number of modules [29]. For instance, 
the TCSC in Fig. 5.1 consists of 4 modules.  
 
 
 
 
 
Fig. 5.1.  Structure of a 4-module TCSC (Adapted from [29]) 
 
 
From the above figure, we can see that each TCSC module consists of a series capacitor 
with a parallel path including a thyristor switch and a series inductor. Also in parallel is a 
metal-oxide varistor (MOV) for overvoltage protection.  
 
5.2.1.2 TCSC Capability Characteristic 
 
Basically, a TCSC module operates in one of the following three modes: 
                                                                                                                                         116
? Thyristor blocked. In this mode, the thyristor is not fired and the module works like 
a capacitor. 
? Thyristor bypassed. The module appears as a small inductor with the full 
conduction of thyristor. 
? Thyristor phase control, i.e., vernier mode. This mode is between the above two 
extremities. Hence the module can present as a capacitor or inductor. 
The reactance-current capability curves of a TCSC module are shown in Fig. 5.2. 
 
 
Fig. 5.2.  Capability Curves of a Single Module 
 
 
For a multi-module TCSC, its capability curves are associated with not only the 
curves of a single module but also the number of modules available. Fig. 5.3 below 
shows the reactance-current capability curves of a 4-module TCSC with different 
numbers of modules at work [30].  
 
 
 
 
 
 
Xbypass 
Firing angle limit
Current 
Firing angle limit
Bypass 
Blocked 
Voltage limit
Xtcsc 
Xmax 
Xblocked 
Xmin 
                                                                                                                                         117
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.3.  Capability Curves of a 4-modue TCSC 
with Different Numbers of Modules at Work (Adapted from [30]) 
 
 
From Figs. 5.2 and 5.3, we can also see that the behavior of a TCSC or the 
apparent reactance of a TCSC is determined by many factors such as thyristor firing 
angle, voltage limit etc [31-33]. For steady state reliability analysis, to simplify the 
matter, it assumes that only the firing angle decides the capacity of the TCSC. That 
means other factors like the voltage limit are always satisfied so that they can be 
neglected. Based on the above assumption, the TCSC reactance can be simply expressed 
as a reactance range like [X1, X2]. The figure below shows the steady model of a TCSC 
on transmission line ij. 
 
 
 
 
Fig. 5.4. Steady State Model of a TCSC 
 
i j 
Zij XTCSC 
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In Fig. 5.4, Zij is the impedance of line ij. XTCSC, the reactance of the TCSC is 
variable between range [X1, X2]. This range is associated with the number of operational 
modules. For instance, in Fig. 5.3 there is a gap in the range for one single module. In 
other words, this reactance range is discontinuous: 
[ ] [ ]( )minmax ,, XXXXX bypassblockedTCSC ∪= . When there are 2 or more modules at work, 
the gap is filled so the entire range is continuous: ],[ minmax XXX TCSC ∈ . (The meanings 
of Xmax, Xblocked, Xbypass, and Xmin can be referred to Fig. 5.3.) 
   
5.2.1.3 Reliability Model of TCSC 
 
There are two levels of control and protection of a TCSC corresponding to a single 
module and the whole TCSC: module control and protection (MCP) and common 
control and protection (CCP). In addition, for each module, there is a bypass breaker. 
And there is a bypass breaker for the whole TCSC too. Therefore, the MCP and the 
module bypass breaker will act when there is a problem in the module. Similarly, the 
CCP and the TCSC bypass breaker will work for problems in the whole TCSC. 
To build the reliability model of a TCSC, we make the following assumptions: 
? For each module there are only two states, namely the up and down states.  
? Each time there is only one module down. 
? When a module fails, there will be 3 possibilities: 
? The bypass breaker across it closes automatically, and the failed module is 
isolated. Other modules continue to work. 
? Its bypass breaker fails to close; in reaction, the bypass breaker of the TCSC 
closes automatically and the whole TCSC is bypassed. 
? Both bypass breakers fail to function, and the TCSC goes to emergency state. 
The TCSC will transit to the bypassed state if the manual control of the 
bypass breaker of the TCSC switches successfully. 
In terms of the above information, we can determine the reliability model for a 
TCSC. Fig. 5.5 below shows the model of a 4-module TCSC. 
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Fig. 5.5.  State-space Model of a 4-module TCSC 
 
 
In the above figure, the number on the bottom of each block stands for the state No. 
For example, state 5 is the emergency state. The state represents that the TCSC fails and 
the transmission line where TCSC is placed can no longer transfer any power. In state 6, 
the TCSC is bypassed because of the closure of the bypass breaker across the TCSC or 
the bypass breakers across all the modules. Hence the TCSC is essentially short-circuited 
and contributes nothing to the corresponding line.  
The probability of each state in Fig. 5.5 can be calculated by solving the following 
equation: 
 
⎪⎩
⎪⎨
⎧
=
=
∑
=
6
1
1
0
i
ip
pR
        (5.1) 
 
2 modules up 
3 
3 modules up 
2 
1 module up 
4 
Emergency 
5 
4 modules up 
1 
TCSC bypassed 
6 
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where p is a row vector whose ith  element pi is the probability of state i. R is a 66×  
transition rate matrix which is obtained based on the Markov Chains in Fig. 5.5.  
 
5.2.1.4 Reliability Model of a Line with a TCSC 
 
To develop the reliability model of a line with a TCSC, we assume that 
transmission lines only have up and down states and the TCSC consists of 4 modules. 
Hence the number of states for the line with the TCSC is 1226 =× , where 6 is the 
number of states of the TCSC as described in Fig. 5.5 and 2 is the number of states of the 
transmission line. Table 5.1 lists all the states. 
 
Table 5.1. States of a Line with a 4-module TCSC 
State No. TCSC & Line states State No. TCSC & Line states 
(1) 4 modules up & line up (7) 4 modules up & line down
(2) 3 modules up & line up (8) 3 modules up & line down
(3) 2 modules up & line up (9) 2 modules up & line down
(4) 1 module up & line up (10) 1 module up & line down 
(5) Emergency & line up (11) Emergency & line down 
(6) TCSC bypassed 
& line up 
(12) TCSC bypassed 
& line down 
 
 
The impact of the states on the transfer capability, which is our major concern in 
reliability analysis, can be observed in this way:  
? If the line is up, then as long as some modules work, in terms of the TCSC 
capability characteristic discussed earlier, the TCSC can adjust its reactance. 
Accordingly, the system can operate in a state in which the loss of load is less than 
it would be without the TCSC. Of course, the effects may differ depending on how 
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many modules are up. Generally, state (1) has the greatest effects, followed by 
states (2), (3) and then (4). 
? In state (6) or (12), the TCSC is bypassed. So the TCSC is virtually short-circuited. 
Therefore, the status of the composite component is only decided by the line state.  
? The TCSC is in series with the line. Hence the composite component cannot 
transfer any power when either the TCSC or the line itself is down. Based on this, 
we can combine states (5), (7)-(12) into one, called “down state”.  
According to the above discussions, we can simplify the reliability model of a line with a 
4-module TCSC from 12 states to 6 states: 
(a) 4 modules up & line up. 
(b) 3 modules up & line up. 
(c) 2 modules up & line up. 
(d) 1 module up & line up. 
(e) Down. 
(f) TCSC bypassed & line up. 
If the TCSC has the characteristic as shown in Fig. 5.3, i.e., when 2 or more 
modules are at work, the reactance control ranges are the same, we can further combine 
states a)-c) into one, called “multi-module up & line up”. The states of the line with the 
TCSC after this combination are shown below.  
i. Multi-module up & line up. 
ii. 1 module up & line up. 
iii. Down. 
iv. TCSC bypassed & line up. 
Obviously, all the above 3 reliability models, 12-state model, 6-state model and 4-
state model, will yield the same results for the system reliability evaluations. The 
simplest model, namely, 4-state model, will be used throughout the rest of our work. 
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5.2.2 Reliability Model of SVC 
 
5.2.2.1 Structure of SVC 
 
 
Fig. 5.6. A Basic TSC-TCR Type SVC (Adapted from [59]) 
 
 
A typical SVC is comprised of a number of Thyristor-Switched Capacitors (TSCs) 
and Thyristor-Controlled Reactors (TCRs). For instance, the SVC in Fig. 5.6 consists of 
three TSCs and one TCR. In practice, the numbers of TSCs and TCRs are decided by 
many factors such as maximum reactive power output and current rating of the thyristor 
valves [59]. That implies we can add more TCRs to increase the inductive reactive 
power range. Under the control of the thyristor valves, the output of the SVC can vary 
from the maximum inductive to maximum capacitive power rapidly and continuously. 
 
5.2.2.2 Steady State Model of SVC 
 
In the steady state environment, an SVC can be treated as a PV bus with zero 
active power. The reactive power of the SVC is within upper and lower limits [60]. 
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We can make better use of an SVC when it is installed in the middle of a 
transmission line [60]. Fig. 5.7 shows an SVC is placed in the middle of transmission 
line ij. From the figure we can see that a bus, namely bus q, is created after the 
installation of the SVC. This figure also tells us that unlike a TCSC which is a series 
component, an SVC is a parallel component. 
 
 
 
 
 
 
 
Fig. 5.7.  Steady State Model of an SVC 
 
 
5.2.2.3 Reliability Model of SVC 
 
A TSC-TCR type SVC comprises a certain number of TSCs and TCRs. We are 
mainly concerned with the failures of these components, which are in parallel. To build 
the reliability model of an SVC, the following assumptions are made: 
? After a TSC or TCR fails, it will be isolated by a bypass breaker. Therefore other 
normal components can still work. 
? If all the TSCs and TCRs of the SVC fail, the SVC will be simply disconnected by 
a bypass breaker from the transmission line with which the SVC is in parallel.  
Here to simplify the matter, we give an example of an SVC consisting of a TSC and a 
TCR. The state-space model of the SVC is shown in Fig. 5.8: 
SVC 
i  j
q
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Fig. 5.8. Reliability Model of an SVC with a TSC and a TCR 
 
 
In the above figure, 11 , µλ are the failure and repair rates of component 1 and 
22 ,µλ  are the failure and repair rates of component 2. Components 1 and 2 refer to the 
TSC and TCR respectively. Suppose the TSC has a limit of 100MVAR capacitive power 
and the TCR can consume as much as 100MVAR power. Hence in state 1 where both 
the TSC and TCR are at work, the SVC can either absorb or generate reactive power and 
the range is [-100, 100] MVAR. In state 2, the TCR is down and isolated by a bypass 
breaker from the rest of the SVC. Therefore the SVC can provide [0, 100] MVAR, 
which comes from the available TSC. State 3 is similar to state 2. The difference is that 
the SVC now can only absorb reactive power because only the TCR is available. The 
SVC has no effect in state 4 where both the TSC and TCR are down. 
Based on the Markov chains in Fig. 5.8, we can obtain the transition rate matrix as 
follows: 
 
State 1 
1Up, 2Up 
State 2 
1Up, 2Down
  
State 3 
1Down, 2Up 
State 4 
1Down, 2Down 
2λ  
2µ
1λ
1µ  
1µ
1λ
2λ
2µ
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Then we solve the follow equation: 
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where p is a row vector whose ith element pi is the probability of state i. The probability 
of each state is: 
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With regard to other types of SVC [59], we can follow the same idea to build their 
reliability models and calculate the probability of each state. 
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5.2.3 Reliability Model of TCPAR 
 
5.2.3.1 Structure of TCPAR 
 
Fig. 5.9 below shows the structure of a typical TCPAR [61-63]. According to this 
figure, we can see that a typical TCPAR consists of a series transformer, an excitation 
transformer and a converter, which is a network of thyristors. A voltage that is 
perpendicular to the phase voltage of the transmission line V is obtained from the 
excitation transformer. Through the series transformer, the obtained voltage is injected to 
the phase voltage of the line to generate a new voltage 'V . Through the adjustment of the 
magnitude of the injected voltage Vq, we can control the phase angle shift between 
'V and V, namely α . 
 
 
 
 
 
 
 
 
 
Fig. 5.9. Schematic Diagram of a TCPAR (Adapted from [61]) 
 
 
Usually, there are N windings of the secondary side of each phase of the excitation 
transformer. The turn ratios of successive windings differ by a factor of three [64]. For 
example, in the above figure, N is three; and the turn rations are 1:3:9. Each winding is 
connected to a sub-converter that is in parallel with each other and series with the series 
transformer. The sub-converter can affect the magnitude and direction of the injected 
                                                                                                                                         127
voltage. Therefore in Fig. 5.9, the total control range of the magnitude of the injected 
voltage Vq is [-13, 13]. If we know the magnitudes of voltage V and Vq, we can easily 
obtain the angleα . 
 
5.2.3.2 Steady State Model of TCPAR 
 
Generally, if the series transformer is ideal, i.e., without leakage reactance X and 
loss R, we can represent a TCPAR by a phase shifting controller with the complex phase 
angle α  [65]. Below is the equivalent circuit of an ideal TCPAR, which is installed on 
transmission line ij. 
 
Fig.  
 
 
 
5.10.  Steady State Model of a TCPAR 
 
 
In Fig. 5.10, α∠= 1t  is the turn ratio of the TCPAR; and the phase angle α  is 
within the range [ ]maxmin , αα . The current and voltage relations between bus i  and bus 
j are: 
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where yij is the admittance of the line. The above equation can also be applied to a 
conventional phase shift transformer. The advantage of the TCPAR is that it is able to 
vary the phase angle smoothly and quickly. This makes the control of power flow very 
desirable. 
i  j1:t ijy
iI  jI
iV  jV
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5.2.3.3 Reliability Model of TCPAR 
 
The failures of either the transformers or the converter, i.e., the network of 
thyristor, can affect the operation of the whole TCPAR. However, the transformers have 
very low failure rates [24], especially those of the electronics-based devices. Therefore, 
to simplify the matter, the failures of the excitation and series transformers are neglected 
[66]. In other words, here we can only analyze the effect of the failure of the converter. 
Notice that the converter is in parallel with the transmission line. That means the 
TCPAR can be viewed as a parallel component if only the failure of the converter is 
considered. 
Without loss of generality, we assume that there are only two sub-converters with 
the voltage magnitudes proportional to 1:3. And the full angle control range is supposed 
to be ]30,30[ oo +− . To build the reliability model of the TCPAR, we assume that 
? When a sub-converter fails, it will be isolated by a bypass breaker. 
? If all sub-converters are down, the TCPAR will be isolated by a bypass breaker so 
that this TCPAR will have no influence on the corresponding transmission line. 
Based on the above information, we can achieve the state-space model of the 
TCPAR as shown in Fig. 5.11 where µλ, are the failure and repair rates of the sub-
converter.  
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Fig. 5.11. Reliability Model of a TCPAR with Two Sub-converters 
 
 
Suppose in the above figure, components 1 and 2 stand for the sub-converters with 
ratios of 1:3. Some comments about the states can be made as follows: 
? State 1, namely the one with two sub-converters up, has the angle control range of 
]30,30[ oo +−  whereas state 4 in which no components are up has no control 
effect. 
? States 2 and 3 each has only a sub-converter up. Obviously, their control ranges are 
smaller than that of state 1. It can be demonstrated by the relations between voltage 
magnitude and angle that the control ranges of states 2 and 3 are 
]21.8,21.8[ oo +−  and ]41.23,41.23[ oo +−  separately. The difference in the 
range is caused by the ratio of the available sub-converter. 
? The Markov chains are exactly the same as those in Fig. 5.8. Thus the probabilities 
of the states in the above figure can be solved in the same way as those in Fig. 5.8. 
In other words, we can use (5.5) ~ (5.8) to calculate the state probabilities in Fig. 
5.11. 
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Clearly, the technique we adopt to build the reliability model can be extended to a 
TCPAR with any number of sub-converters. 
 
5.3 Application of TCSC / SVC / TCPAR to Composite Power System 
Reliability 
 
5.3.1 Reliability Evaluation Method 
 
Building the reliability model of each component in a system and choosing an 
appropriate evaluation method are the basic and important steps in reliability studies. For 
a composite power system, there are two major types of components, i.e., generators and 
transmission lines. We assume that they are represented by an up-and-down two-state 
transition model. Regarding TCSC, SVC and TCPAR, multi-state models are used and 
have been discussed in the previous section.  
Basically there are two types of probabilistic methods for the evaluation of 
composite power system reliability. One is the contingency enumeration method and the 
other is the Monte Carlo simulation method. The former will create a considerable 
increase in the number of contingency states when dealing with multi-state components. 
On the other hand, the state sampling approach, one of the Monte-Carlo simulation 
methods, can easily incorporate the multi-state of the components in the analysis without 
much increase in the calculation time [24]. Considering the fact that TCSC, SVC and 
TCPAR are represented by multi-state models, we adopt the state sampling approach to 
evaluate the reliability of a composite power system with the inclusion of a FACTS 
device. 
For the state sampling approach, the behavior of a component can be depicted by a 
uniformly distributed random number between [0, 1]. For instance, suppose a component 
has two states of up and down. Then we can determine the state of this component by 
generating a random number U between [0, 1]. The details can be found in Table 5.2: 
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Table 5.2. Determination of Component State by a Random Number 
Random number’s value Component state sampled 
[0, pup] Up 
[pup, 1] Down 
  
 
In the above table, pup is the probability of the component being in the up state. The 
table shows that if the random number drawn is located between [0, pup], the component 
is in the up state. Otherwise it is in the down state. For a multi-state component, we can 
determine the state similarly by looking at the probability range a random number falls 
in. 
After determining the state of every component, we can easily obtain the state of 
the whole system, which is the combination of the states of all components. Then we can 
evaluate this system state. If the system has a loss of load, we need to update reliability 
indices. We keep on doing the above procedure, i.e., determining component states and 
system state, evaluating system state and calculating reliability indices, until a certain 
convergence criteria is reached. Usually the evaluation is considered to be over when the 
coefficient of variation of the index EENS is less than a given tolerant error or a 
specified number of state samples is reached. The reason that the coefficient of variation 
of EENS is adopted is that in steady state reliability studies this index is slowest in 
convergence among conventional reliability indices [24].  
 
5.3.2 Formulation of Re-dispatch with the Inclusion of TCSC / SVC / TCPAR 
 
Each time, after we select a system state by the state sampling approach, we need 
to evaluate the corresponding system situation. If the system does not operate in a secure 
environment, for example, some thermal or voltage limits are violated, we should re-
dispatch the generation. The purpose of the re-dispatch process is to supply as much load 
as possible meanwhile make the system operate securely. The re-dispatch is achieved 
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through an expanded OPF, namely the conventional OPF with the inclusion of a TCSC, 
SVC or TCPAR. Below is the formulation. 
Objective:  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑
=
dn
i
lidi PPf
1
)(min                (5.10) 
 
Subject to: 
 
⎪⎪⎩
⎪⎪⎨
⎧
=−−−
=+−−
∑
∑
=
=
0)cossin(
0)sincos(
1
1
ijijijij
n
j
jiligi
ijijijij
n
j
jiligi
BGUUQQ
BGUUPP
θθ
θθ
 ),...,1( ni =   (5.11) 
⎪⎩
⎪⎨⎧ ≤≤
≤≤
maxmin
maxmin
gigigi
gigigi
QQQ
PPP
         (5.12) 
⎩⎨
⎧
≤≤
≤≤
dili
dili
QQ
PP
0
0
          (5.13)  
di
di
li
li
Q
P
Q
P =         (5.14)                   
maxmin iii UUU ≤≤             (5.15) 
],...,1[2 max
22
bijijij nijSQP ∈≤+     (5.16) 
],[ minmax XXX TCSC ∈        (5.17) 
[ ] [ ]( )minmax ,, XXXXX bypassblockedTCSC ∪∈     (5.18) 
⎩⎨
⎧
=
≤≤
0
maxmin
SVC
SVCSVCSVC
P
QQQ
      (5.19) 
maxmin ααα ≤≤         (5.20) 
 
 
                                                                                                                                         133
where  
bnn,  are the numbers of buses and branches respectively; 
gigi QP , are the real and reactive generations at bus i; 
minmax , gigi PP are the limits of giP ;  
maxmin , gigi QQ are the limits of giQ ; 
lili QP ,   are the real and reactive loads at bus i after the redispatch of generations; 
didi QP ,  are the load demands at bus i; 
ijij QP ,   are the real and reactive power flows along line ij; 
maxijS  is the flow limit of line ij; 
iU  is the voltage magnitude at bus i; 
maxmin , ii UU  are the voltage magnitude limits of bus i;  
In order to maintain a high level of the system reliability, the objective function we 
use is to minimize the load curtailment of the whole system. Equations (5.11) ~ (5.16) 
are the equal and unequal constraints like the power flow balance equations and thermal 
limits, which are the same as those of the conventional OPF.  
Equations (5.17) and (5.18) describe the effect of a TCSC and are obtained based 
on Figs. 5.2 and 5.3. Equation (5.17) refers to the situation in which 2 or more modules 
are operational. And (5.18) is for the case when only a single module is operational. 
(Note: blockedXX ,max  stand for the limits of capacitance range while bypassedXX ,min  are 
for inductance limits.) Suppose the 4-state model described in section 5.2.1.4 is used to 
represent the line with a 4-module TCSC. Equation (5.17) will be used when the line 
with the TCSC is in state i, namely, multi-module up & line up. If it is in state ii, (5.18) 
will be applied. For states iii and iv, the OPF problem can be handled in the same way as 
that without a TCSC.  
Equation (5.19) and (5.20) describes the contributions of an SVC and a TCPAR 
separately. It should be noted that the upper and lower limits of (5.19) and (5.20) are 
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related to the states of the SVC and TCPAR, which are discussed in sections 5.2.2 and 
5.2.3. 
Compared with the conventional OPF, our formulation has more control variables 
related to a TCSC, an SVC or a TCPAR. That means the system has a more flexible 
control over the operation. Therefore, the load curtailment is expected to be reduced with 
a TCSC, SVC or TCPAR. In other words, the reliability level can rise. 
 
5.4 Case Studies 
 
The WSCC 9-bus system is used in order to examine the impacts of the 
employment of a TCSC, SVC or TCPAR on composite power system reliability.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.12. Test System: WSCC 9-bus System  
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In Table 5.3 we list some data that are closely associated with our study. Other 
network data can be found in [58]. 
 
Table 5.3. Branch Data of the WSCC 9-bus System 
Branch Resistance (p.u.) Reactance (p.u) Susceptance (p.u) Limits (MVA)  
1-4 0.0000 0.0576 0.0000 300 
4-6 0.0170 0.0920 0.1580 300 
6-9 0.0390 0.1700 0.3580 300 
3-9 0.0000 0.0586 0.0000 300 
8-9 0.0119 0.1008 0.2090 300 
7-8 0.0085 0.0720 0.1490 300 
2-7 0.0000 0.0625 0.0000 300 
5-7 0.0320 0.1610 0.3060 300 
4-5 0.0100 0.0850 0.1760 300 
 
 
Buses 5, 6 and 8 are load points. The base loads are 200+j80, 120+j40 and 130+j45 
(MVA) separately.  
 
5.4.1 TCSC 
 
5.4.1.1 TCSC Reliability Data 
 
The TCSC used here consists of 4 modules. The transition rates of the state-space 
model of this TCSC are listed in Table 5.4. 
 
Table 5.4. Transition Rates (occ./year) of the State-space Model of a 4-module TCSC 
0028.012 =ρ  0154.021 =ρ  0005.015 =ρ  0333.061 =ρ  0004.016 =ρ  
0021.023 =ρ  0308.032 =ρ 0005.025 =ρ 0333.062 =ρ  0004.026 =ρ  
0014.034 =ρ  0462.043 =ρ 0005.035 =ρ  0333.063 =ρ  0004.036 =ρ  
0007.046 =ρ  8.858456 =ρ  0005.045 =ρ 0949.064 =ρ 0004.046 =ρ  
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The parameters of (5.17) and (5.18), i.e., the reactance ranges of the TCSC with 
different numbers of modules at work, are set as follows in terms of [63]: 
? [-0.5X, 0.5X]        (2 or more modules up) 
? ]5.0,1.0[]15.0,5.0[ XXXX ∪−−   (one module up) 
where X is the reactance of the line where TCSC is placed. 
Below we will try several schemes to investigate the influence of a TCSC on the 
system reliability.  
 
5.4.1.2 TCSC Site Effect 
 
Intuitively, when installed at different locations, the TCSC would have different 
effects on the system reliability. Below we place the TCSC on different lines and try to 
find out its optimal location. The reliability index used here is EENS of the whole 
system. 
 
Table 5.5. Effect of TCSC Site on Reliability Improvement 
TCSC installation condition EENS (MWh/year) Reliability Improvement (%) 
No TCSC 17524.8390 ------------ 
On line 6-9 9002.0219 48.63 
On line 7-8 17278.9508 1.40 
On line 5-7 12209.4087 30.33 
On line 4-5 15692.5075 10.46 
 
 
Table 5.5 clearly shows that the TCSC improves the system reliability and the 
improvement varies greatly with the location of the TCSC. For example, when the TCSC 
is installed on line 7-8, the improvement of EENS is only 1.40%. Due to the fact that the 
TCSC is an expensive device, it is not a good idea to place the TCSC on this line. 
However, if we move the TCSC to line 6-9, the improvement is as high as 48.63%. 
Obviously, the introduction of the TCSC to this place is desirable. The reason for this 
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big difference is related to many factors. First we take a look at the load pattern. The 
load at bus 5 is the biggest, 200MW. When the TCSC is installed close to the heavy load 
bus, the corresponding line can transfer more power than without the TCSC or the TCSC 
at other locations to fill the load gap caused by contingency. Accordingly the reliability 
improvement will be apparent. That is the reason why the result is good when the TCSC 
is installed on line 5-7 or line 4-5. But the enhancement is most significant when the 
TCSC is installed on line 6-9. That is associated with the line impedance. It can be seen 
that line 6-9 has the biggest reactance, followed by line 5-7. Compared with them line 4-
5 has a much smaller one. That means the power transfer capability can be greatly 
enhanced if we put the TCSC on lines 6-9 or 5-7. In turn the reliability can be improved 
a lot for these two cases. Of course, the TCSC can improve the transfer capability of line 
4-5 when placed there. But the bottleneck now is the line with big impedance that cannot 
transfer much power. Therefore the effect is less significant when the TCSC is installed 
on line 4-5.  
From the above analysis, we can see that it is a rather complicated task to find out 
the optimal location of a TCSC because its effect is in fact determined by many factors 
such as the topology of the system and the load pattern. According to our case study, to 
achieve a good improvement of the reliability, we can place a TCSC on a line with big 
impedance and close to heavy loads. 
 
5.4.1.3 Impact of Thermal Limits 
 
In this case, we change the thermal limits of all lines from 300MVA to 200MVA. 
We expect the improvements of EENS will decrease. 
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Table 5.6. Solution for Another Set of Thermal Limits 
TCSC installation condition EENS (MWh/year) Reliability Improvement (%) 
No TCSC 25832.2272 ------------ 
On line 6-9 16586.5314 35.79 
On line 7-8 25603.6706 0.88 
On line 5-7 24097.1527 6.72 
On line 4-5 25277.2764 2.15 
 
 
The first phenomenon we observe from Table 5.6 is that EENS rises. That is 
reasonable as the thermal limits are down. 
Compared with the results in Table 5.5, we can find that the improvements of 
EENS in Table 5.6 are smaller. That is expected. Though the TCSC can increase the 
power transfer capability, the actual power transferred is constrained by the thermal 
limits. Therefore, the effects will be less if the thermal limits are reduced to some extent. 
That means the installation of the TCSC on some lines may be unnecessary if the 
thermal limits are small. The above table also tells us that the impact of thermal limits is 
more significant when the TCSC is placed near a heavy load point such as on line 5-7 or 
line 4-5. For instance, when the thermal limit on line 5-7 is 300MVA, the improvement 
of the reliability is 30.33%. When the thermal limit decreases to 200MVA, the 
improvement is only 6.72%. 
 
5.4.2 SVC 
 
The SVC employed here consists of a TSC and a TCR. Table 5.7 below shows the 
reliability data of the SVC. 
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Table 5.7. Reliability Data of the SVC 
 Failure rate (occ./year) Repair rate (occ./year) 
TSC 0.0005 0.0210 
TCR 0.0005 0.0210 
 
 
We still use the WSCC 9-bus system and the conditions are the same as those in 
the TCSC case, namely section 5.4.1.2. We first assume that the full capacity of the SVC 
is [-100, 100] MVAR. Then in the second case, we increase the maximum available 
capacity of the SVC to [-200, 200] MVAR. In both cases, comparative simulations are 
conducted for the system with and without the SVC. The detailed results are given in 
Tables 5.8 and 5.9.  
 
Table 5.8. Solutions for a Small Capacity SVC 
SVC installation condition EENS (MWh/year) Improvement (%) 
No SVC 17524.8390 -------------------- 
On line 6-9 8271.6347  52.80 
On line 7-8 8072.6094  53.94 
On line 5-7 7736.2841  55.86 
On line 4-5 8267.6683  52.82 
 
 
Table 5.9. Solutions for a Big Capacity SVC 
SVC installation condition EENS (MWh/year) Improvement (%) 
No SVC 17524.8390 -------------------- 
On line 6-9 8222.3364  53.08 
On line 7-8 8008.9859  54.30 
On line 5-7 7640.3292  56.40 
On line 4-5 8249.5967  52.93 
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In order to compare the effect of the SVC with that of the TCSC, the SVC is 
installed on the same transmission lines as those for the TCSC. In terms of the results in 
the above two tables, we can see that 
? The SVC improves the system reliability significantly and the effect is greater than 
that of the TCSC. As we know, the SVC mainly provides the system with reactive 
power. The huge impact of the SVC on the reliability indicates that an investment 
in reactive power is an effective way to enhance the reliability level of the WSCC 
9-bus system. 
? For the WSCC 9-bus system, which is somewhat symmetric, the location of the 
SVC seems not to affect the reliability improvement quite much. The biggest 
improvement happens when the SVC is placed on line 5-7. Notice that bus 5 has 
the biggest real power as well as reactive power of the system. Based on this and 
the fact that an SVC can supply reactive power, we could probably place an SVC 
near a heavy reactive power load in order to improve reliability. 
? The double increase of the capacity of the SVC does not further improve the 
reliability level much. As we know, the bigger the capacity of an SVC is, the 
higher the cost is. That requires us to conduct a full investigation of the cost-
effectiveness so that a tradeoff between the reliability improvement and the SVC 
capacity can be made. 
 
5.4.3 TCPAR 
 
The TCPAR used here has two sub-converters. Table 5.10 shows the reliability 
data. 
Table 5.10. Reliability Data of a Sub-converter 
 Failure rate (occ./year) Repair rate (occ./year) 
Sub-converter 0.0004 0.0300 
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We assume that the maximum phase angle limits of the TCPAR are [ ]oo 30,30− . 
Table 5.11 below shows the results when the TCPAR is placed on different lines of the 
WSCC 9-bus system. 
 
Table 5.11. Solutions with and without a TCPAR 
TCPAR installation 
condition  
EENS 
(MWh/year) 
Improvement (%) 
No TCPAR 17524.8390 --------------------- 
On line 6-9 17480.5355  0.25 
On line 7-8 17480.5438  0.25 
On line 5-7 17481.0248  0.25 
On line 4-5 17482.4044  0.24 
 
 
For this system, the introduction of the TCPAR to the system almost does not 
improve reliability. By comparison, in the previous examples, the TCSC and the SVC 
have shown significant effects in the enhancement of the system reliability. As we know, 
these three types of FACTS devices are aimed at different controls. TCPAR affects 
phase angle. SVC provides reactive power while TCSC regulates reactance. The case 
studies on the WSCC 9-bus system indicate that though FACTS can affect the reliability, 
their effects can vary greatly. Knowledge of the weakness of the system can help us 
optimize the employment of a FACTS component. For instance, if the system is in lack 
of reactive power, an SVC could be a good candidate to improve the reliability. On the 
other hand, studies of the impacts of FACTS on the reliability can guide us in 
strengthening and planning of a power system.  
Finally we would like to point out that the above reliability evaluation 
methodology for TCSC, SVC and TCPAR can be extended to analyze the effects of 
other FACTS members or other devices on composite power system reliability. In brief, 
we first build the reliability model in terms of the structure and operational principle of a 
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device. Then we make its equivalent circuit in the steady state. Hence we can apply this 
device to the reliability study in the procedures like state selection and state evaluation.  
 
5.5 Conclusions 
 
This chapter investigates the impacts of FACTS members TCSC, SVC and 
TCPAR on composite power system reliability. Through studies on the structures of 
these three devices, we build their reliability models and the steady state operational 
models. Then we incorporate them into an OPF program to re-dispatch generations 
during contingencies. The case studies on the WSCC 9-bus system clearly show that 
these three FACTS devices can improve the system reliability. And the effects are 
closely related to such factors as the control properties of these devices, the system 
structure and the load pattern. Finally, we point out that the methods proposed here to 
build the reliability models of TCSC, SVC and TCPAR, and to analyze their impacts on 
composite power system reliability can be applicable to other devices as well. 
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CHAPTER VI 
 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK  
 
6.1 A Summary of the Research Contributions 
 
This dissertation has developed several new methods to deal with some of the issues 
related to short-term and long-term reliability in deregulated power systems. These 
methods solve such problems as “auction-based dispatch in the deregulated power 
systems”, “congestion management by the OPF model”, “composite power system 
long-term reliability evaluation with both adequacy and security included”, and “impacts 
of FACTS on composite power system reliability”. 
The major contributions of this dissertation are summarized as follows: 
? By the law of supply and demand, we investigate the formulation of the 
auction-based dispatch in the deregulated power systems and demonstrate that it is 
reasonable to use the social welfare as the objective function. We then develop two 
efficient algorithms to solve the auction-based dispatch with different types of 
bidding functions. The first algorithm deals with the dispatch problem in which the 
objective function consists of only quadratic bidding functions. The second 
algorithm handles the situation where the objective function includes both quadratic 
and linear incremental bidding functions. Both algorithms have a computation 
complexity in the order of the square of the number of variables. Therefore they are 
much more efficient than the conventional algorithm that has an exponential 
computation complexity.   
? A new OPF method based on sensitivity factors combined with the technique of 
aggregation is developed to manage congestion. First, by looking into the sensitivity 
factors of all generators with regard to the congested lines, we identify effective 
generators that have big influences on these congested lines to relieve congestion. 
Then, to further reduce the number of variables and speed up the calculation, we 
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aggregate generators that have close sensitivity factors. Finally a new OPF method 
based on the above techniques is proposed to relieve congestion. The case studies 
demonstrate that this method is much faster than the conventional OPF method 
meanwhile can maintain market efficiency. Thus it is very effective in managing 
congestion. 
? By using the system state transition sampling approach, one of the sequential Monte 
Carlo simulation methods, we develop a method to probabilistically evaluate 
composite power system long-term reliability in both adequacy and security. A 
3-state reliability transition model is also developed for transmission lines to include 
the effects of permanent faults as well as transient faults. To reflect the stochastic 
features of the system following a fault, random variables together with probability 
distributions are employed. Finally, in order to give a complete depiction of the 
dynamic process after a fault, two new reliability indices related to angle stability are 
introduced. Our study clearly shows that though security can cause a big loss of load, 
the major issue in the long-term reliability is still adequacy. 
? We propose to use FACTS rather than build more transmission lines or power plants 
to improve composite power system reliability. Compared with building more lines 
or plants, the employment of FACTS is easy to implement. In the meantime, FACTS 
can have significant effects on the enhancement of reliability by controlling 
parameters such as reactance, voltage and phase angle rapidly and smoothly. The 
method and techniques presented in our work to investigate the impacts of FACTS 
like TCSC, SVC and TCPAR on composite power system reliability can be applied 
to other devices easily. 
 
6.2 Suggestions for Future Work 
 
This dissertation addresses some important and basic issues associated with 
short-term and long-term reliability in deregulated power systems. Yet it should be noted 
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that there is still plenty of room for further developments in our research. Specifically, 
our work can be improved in the following respects:  
? Congestion management aims at maintaining the operational security of the system, 
the major aspect of the short-term reliability analysis. Our study does not consider 
contingencies though the method presented is also applicable to contingency 
situations. For a complete short-term reliability evaluation, we should take account 
of contingencies.  
? Our research on dynamic effects of security on composite power system long-term 
reliability evaluation is mainly concerned with angle stability. To exactly describe 
the physical nature of the stability problem, voltage stability should also be included.   
? The investigation of the impacts of FACTS on composite power system reliability is 
focused on the steady state. In fact, FACTS can improve the behavior of a power 
system in the static state as well as the dynamic state. Therefore the dynamic 
properties of FACTS should also be explored for more comprehensive work on 
reliability improvement.  
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APPENDIX 
 
IEEE RTS-96 SYSTEM 
 
Table A.1. Generator Data for the IEEE RTS-96 System 
Zone No. Bus ID mingP (MW) maxgP (MW) gia  gib  
1 101 0 192 0.012 15 
1 102 0 192 0.012 15 
1 107 0 300 0.012 12 
1 113 0 591 0.015 6 
1 115 0 215 0.01 15 
1 116 0 155 0.015 13 
1 118 0 400 0.01 12 
1 121 0 400 0.01 12 
1 122 0 300 0.012 11 
1 123 0 660 0.014 6 
2 201 0 192 0.012 15.5 
2 202 0 192 0.012 15.5 
2 207 0 300 0.012 11 
2 213 0 591 0.015 6 
2 215 0 215 0.01 15.5 
2 216 0 155 0.015 13 
2 218 0 400 0.01 12 
2 221 0 400 0.01 12 
2 222 0 300 0.012 11 
2 223 0 660 0.014 6 
3 301 0 192 0.011 15 
3 302 0 192 0.011 15 
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Table A.1. (continued) 
Zone No. Bus ID mingP (MW) maxgP (MW) gia  gib  
3 307 0 300 0.012 11 
3 313 0 591 0.015 6 
3 316 0 155 0.015 13 
3 318 0 400 0.01 12 
3 321 0 400 0.01 12 
3 322 0 300 0.012 11 
3 323 0 660 0.014 6 
 
 
Note: In Table A.1, generator bidding functions are expressed as gigigigigi cPbPa ++2 . 
Since gic does not affect the results, the table above only gives coefficients gia  and gib .  
 
Table A.2. Load Data for the IEEE RTS-96 System 
Zone No. Bus ID maxlP (MW) lia  lib
1 101 108 -0.013 39 
1 102 97 -0.013 39 
1 103 180 -0.016 37 
1 104 74 0 40 
1 105 71 0 40 
1 106 136 -0.013 38 
1 107 125 -0.013 38 
1 108 171 -0.013 37 
1 109 175 -0.013 37 
1 110 195 -0.015 37 
1 113 265 -0.015 36 
1 114 194 -0.014 37 
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Table A.2. (continued) 
Zone No. Bus ID maxlP (MW) lia  lib
1 115 317 -0.016 35 
1 116 100 -0.014 39 
1 118 333 -0.016 35 
1 119 181 -0.016 37 
1 120 128 -0.013 38 
2 201 108 -0.013 39 
2 202 97 -0.013 39 
2 203 180 -0.016 37 
2 204 74 0 40 
2 205 71 0 40 
2 206 136 -0.013 38 
2 207 125 -0.013 38 
2 208 171 -0.013 37 
2 209 175 -0.013 37 
2 210 195 -0.015 37 
2 213 265 -0.015 36 
2 214 194 -0.014 37 
2 215 317 -0.016 35 
2 216 100 -0.014 39 
2 218 333 -0.016 35 
2 219 181 -0.016 37 
2 220 128 -0.013 38 
3 301 108 -0.013 39 
3 302 97 -0.013 39 
3 303 180 -0.016 37 
3 304 74 0 40 
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Table A.2. (continued) 
Zone No. Bus ID maxlP (MW) lia  lib
3 305 71 0 40 
3 306 136 -0.013 38 
3 307 125 -0.013 38 
3 310 195 -0.015 37 
3 313 265 -0.015 36 
3 314 194 -0.014 37 
3 315 317 -0.016 35 
3 316 100 -0.014 39 
3 318 333 -0.016 35 
3 319 181 -0.016 37 
3 320 128 -0.013 38 
 
 
It is noted that in Table A.2,  
? Load bidding functions are expressed as lilililili cPbPa ++2 . Since lic does not affect 
the results, the table above only gives coefficients lia  and lib .  
? 0min =lP . 
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