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摘 要 对于我们在文【 1〕中所建立的基于 区间沽计的 BM I模型及 MY CN I确定性因子棋璧 ,本
文说明了 : 1) 规则是不可分解的 , 2) 顺序组合运算对平行组合运算不满足分配律 , 因而使用时要谨
慎小心 。
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二 、引 言
我们在文【1〕中提出了一种新的基于 区间沽计
的不精确推理模型 BM I . BM I 棋型是从 M Y C IN 的
不精确推理模型川 出发 , 通过线性变换和 F uz Z y 数
学的扩展原理川推导出来的 。这个模型与文 [ 4〕模型
一样能够表示 “不知道 ”的信息 , 但又继承了 M Y CI N
的模型能够很好区分证据的出现导致的是对假设的
信任还是怀疑的优点 , 并且还能够退化为点估计的
M Y cI N 模型 . 文【2〕分析了基于区间沽计的不精确
推理模型应满足的直观约束 ,并说了 BM I 模型基本
上满足这些约束 .
本文将进一步探讨 BM I 棋型中规则的可分解
性 , 这个问题在 M Y CI N 的确定性 因子模型中也存
在 。 我们的研究结果提示 A l 工作者在运用这些模型
时要谨慎小心 。
二 、 BM I 模型简介
为了讨论方便 , 这里我们首先简单介 绍一下
BM I 模型 。
飞. 不确定性农示
设 E 为一断言 , 其不确定性估计为
C 乡、 ( E ) 二 〔l。 , u 。〕g 〔o , 1」 ( 1 )
这里 l。 和 u : 分别表示在观察背景之下 ,对断言 E 的
可信度的悲观估计和乐观估计 。





E ) = [ f怡 (H , E ) , f· : (H , E )〕二 [ o , 1〕 ( 2 )
f ( H
, 一 E ) = [毛。 (H , ~ E ) , uf : (H , 一 E )〕二〔0 , 1〕 ( 3 )
这里 , (f H , E ) 的两个分量含义如下 : f :` ( H , E ) > .0 5
时 , 它表示证据 E 的出现导致 H 的可信程度的最悲
观沽计 , 而 f几( H , E )则表示最乐观的估计 ; uf 。 ( H , E )




度的最低限度的估计 , 而 ft 。 (H , E )则是最大限度的
估计 。类似地 ,可以解释 (f H , ~ E ) .
上 面用于 估计不确定性的区 间 , 不妨令为 a[ ,
b〕, 也应有一定的要求 , 即要么被 0[ , 。. 5〕所包含 , 要
么被 0[ . 5 , 1〕所包含 . 换言之 , 对于不确定性的估计 ,
表现出某种趋向性 : 要么趋于信任 , 要么趋于怀疑 .
不表示出这样的趋向性的不确定估计是没有意义
的 . 这类似子投票模型 ,投赞成票的人数或反对某的









E ) = [ f
`。 (H , E ) , f· 。 (H , E )〕 ,
f (H
, 一 E ) = [ f`。 (H , ~ E ) , f· 。 (H , ~ E )〕
又 已知 C F ( E ) = [ l。 , u 。〕,则
C F (H ) =
( 4 )
[ ( f
, 。 (H , E ) )一 o · 5 ( 21: 一 1 )+ o · 5 , ( f、 ( H , E )一 0· 5 )
( Zu 。 一 1 )千 0 . 5〕当 C F (E )二 [ 0 . 5 , z〕, C F (H , E )二 [ 0 . 5 , 1〕
[ ( f`
。 ( H , E ) 一 o · 5 ) ( Zu 。 一 1 ) + o · 5 , ( f· 。 ( H , E )一 o · 5 )
( 21。一 i ) + 0. 5〕当 C F (E )二〔0 . 5 , 1〕, C F (H , E ) )二 [o , 0 . 5 ]
[ ( 0
·
5一几。 (H , 一E ) ( 21。一 l ) + 0 · 5 , ( o · 5一几:
(H
,
~ E ) ( Z u
。一 1 ) + 0 . 5〕当 C F ( E )二〔o , 0 . 5〕, f ( H , ~ E )二 [ o , 0 . 5〕
[ ( 0
·
5一 f`; (H , 一 E ) ) ( Z u 。一 1 ) + o · 5 , ( 0 · 5一儿:
( H
,
~ E ) ( 21
。 一 l ) + 0 . 5〕当 C F ( E )二 [ 0 , 0 . 5〕, f (H , ~ E )二〔0 . 5 , 1〕
( 5 )
(z )平行传播 设
C F , (H ) = [ l卜, u吞〕, C F : (H ) 二 [ z吞, u吞〕 ,则
C F (H ) =
2 ( l}




; 土 u六一 u }, u轰) 一 l〕当 C F ; (H )里 [ 0 . 5 , 一〕 , C F : (H )二 [ 0 . 5 , 1〕
2 1}
, 11二 Z u }; u r, ]当 C F , (H ) , C F : ( H )二〔o , 0 . 5〕 ( 6 )
[ l }
;






( 3 )前提的逻辑组合 设 C F ( E , ) 一 EI: , , u 。 : ] ,
C F ( E : ) 一 [10 2 , u o Z〕 , C F ( E , 一 [ I E · u 「〕, 则
C F ( E : A E Z ) 一 [m i「1
·
l。 ; , 10 2 、 , m in 、 u o l , u : 2 } ( 7 )





u : , , u 。 : 、 ( 8 )
C F ( 一 E ) = 〔1一 u 。 , 1一 z 。〕 ( 9 )
三 、 规则的可分解性
在用 P R O L O G 语言实现专家系统时 , 人们常将
如下的规则 E ; V E Z
R S
E
I一H , E :
H 分解成两条规则 :
这里 R S 是规则的强度 。 此时要保证专家系统在分解
后运行结果等价 , 必 须使得 :
C F ( E
,
V E Z ) , * R S = ( C F ( E : ) 二 * R S )
上 上 ( C F ( E Z ) 、 关 R S ) ( 10 )
成立 。这里 , 、 * 和 土 + 分别表示公式 ( 5) 和 (6 )表示
的运算 。 我们称 ( 1 0) 为规则的可分解律 。
命题 1 规则的可分 解律在 BM I 模型 中不成
立 。
事实上 , 令 C F ( E : ) = 〔0 . 3 , 0 . 4〕, C F ( E Z ) 一 [ 0 .








C F ( E , V E Z ) * * R S 一 [ 0 . 7 , 0 . 8〕 、 *






7 4 ] 但
( C F ( E I ) * * R S ) 上 土 ( C F ( E Z ) * *







可见不满足 ( 1 0) , 所以规则的可分解不成立 。
由上可见 , 在用 P R O L O G 语言实现专家系统
时 , 对于我们的模型 BM I , 不允许进行上述形式的规
则分解 。
BM I 模型是 由 M Y CI N 确 定因子模型推导而
来 , 那么 , 我们要问 , 在 M Y CI N 确定因子模型中是
否允许上述的规则分解呢 ? 也不能 。 我们来看一个简
单的 yJfl 子 。设 C F ( E , ) = 0 . 3 , C F ( E Z ) = 0 . 7 R S = 0 . 8 ,







C F ( E
一 )
·
R S 上 C F ( E Z夕· R S 一 C F ( E z ) · R S
·
C F ( E
: )
·
R S 一 。 · 6 6 5 6 , 即可分解律不成立 因此 . 采
用 P R O L O G 语言 实现 专家 系统时 , 不 能 随 意 对
M Y CI N 确定因 子模型使用分解规 则 。
四 、 基于 B M I 模型 的分 布式专家 系统的分
解性
在两个结点 E S :和 E S Z构成的分布式专家系统







E -一 H l , E Z一H 一 , H I一H如果 E S I能利用 E Z~ H I的信息 , 依赖于另一个结点
专家系统 E S : ,那么在已知信息足以利用 E , ~ H I推
得 H ;时 , 显然 , E S ;无需等待 E S Z给出可利用 E Z~ H :
的信息而继续进行推理 , 利用 H , ~ H 推得 H 。 当然也
有可能 E S ,所获得的信息足以同时利用 E , , H , 和 E :
~ H
, , 然后再利用 H , ~ H 推得 H 。 此时当然应该要
求 E S I所用的不精确推理模型能保证上述两种不同
的方式得出的 H 之确定性沽计应相等 。 在 BM I 模型
中 , 即要求 :
( C F , (H 】 ) * 、 R S 3 )上 本 ( C F : (H x ) , , R S 3 )
~ ( C F I (H 一) + 止 C F Z (H : ) ) * , R S 3 ( 1 1 )
成立 。 我们称它为 * * 对上 上 的分配律 。
命题 2 , * 对 干 丰的分配律在 BM I 模型 中不
成立 。





1〕 , R S 3 = ( 〔0 . 8 , 0 . 9〕, 〔0 . 5 , 0 . 5」) ,则
( C F I (H , ) , , R S 3 ) + 孟 (C F : (H : ) , * R S 3 ) = [ 0 . 8 ,
0
.
9 5〕。可见 * 二 对本山的分配律不成立 。
上述命题说明 , 在分布式专家系统中 ,若某一结
点专家系统的知识库中有如下的三条规则 :
_ R S I
_ _ _ R S Z
_ _ _
R S
E z一H z , E Z一 H 玉 , H l一H且该结点利 月 E : ~ H :的信息依赖于其它结点 , 而获
得可利用 E ~ H ,的信息往往在获得可利用 E Z~ H , 的
信息之前时 , 这个结点的专家系统一般是不能使用
我们的不确定推理模型 BM I 。
同样地 , 我们会向 M Y CI N 确定因子模型适合
于分布式专家系统吗 ?对此 , 我们有
命题 3 顺序组合运算 * * 对平行组合运算 -L
+ 的分配律在 M Y CI N 确定性因子模型中不成立 。
事 实上 . 令 C F , ( H : ) = 0 . 7 , C F : (H , ) = 0 . 8 , R S 3
一 0 . 9 , 则
( C F , ( H , ) 、 、 R S 3 )土 土 ( C F : (H 一 ) , , R S 3 )
= 0
.
8 9 6 4
另一方面 ,
( C F
z ( H 一 )
一上 二 C F Z ( 11, ) ) , * R S 3 ~ 0 . 8 4 6
可见 , * * 对 平 土 的分配津不成立 。 因此 , 在这一原
理下 , M Y C I N 确定性 因子模型不适合于分布式专家
系统 。 ( 下转 第 79 页 )
法甚至会在某些情况下失效 。 跳出局部极小区的一
般做法是 : 增加隐单元数 , 或改变学习速率 , 或同时
从多个初始点开始学习 .这些做法需试凑多次才能
成功 ,而每次学习时间又很长 , 致使训练很困难 。王
小同等 ( 1 9 9 4) 提出了一种避免局部极小问题的方
法 。 这一方法从寻找全局极小点的思路出发 , 将全局
优化方法运用于前向网络学习算法 , 只需在原来学
习算法中加入一个由全局优化方法形成的初值点选
择模块 , 以选择好初始权值 , 从而自动地避免了局部
极小问题的发生 . 他们分别采用了隧道效应法 、 填充
函数法 、 测度论法三种全局优化方法 , 经实验验证 ,
认为测度论法在求解 B P 算法全局极小值问题时更
为有效 . 为了求解全局极小问题 ,可以采用一些优化
理论的方法 , 如卡尔曼滤波 、 同伦优化等 . 5 . si ng ha l
等 ( 19 8 9 )利用最优估计理论中的卡尔受方法 ,把 B P
算法的网络权值作为滤波的状态变量 , 从而利用推
广卡尔曼滤波来实现非线性网络的学习 ,不仅避免
了局部极值 , 而且大大提高了学习速度 . J . C h o w 等
( 19 9 1) 将一 B P 网络误差函数最小化问题转化为一
非线性代数方程的求解问题 , 然后将连续同伦思想
用于非线性代数方程的求解 ,建立了相应的同伦 B P
网络理论和学习算法 . 同伦 B P 算法不但是大范围收
敛的 , 同时具有良好的收敛速度和可克服病态能力 ,
在梯度法不收敛时 , 它仍能给出满意的结果 .
5 B P 网络研究的有关问题
B P 网络理论已经引起了许多领域科学家的兴
趣和关注 , 但它还处在迅速发展中 , 因此 , 还有许多
工作要我们去做 . 概括起来 , 至少对下述问题的研究
是有意义的 :
— 开发更为简便的具有全局最小和快速运算的 B P 算法 。
— B P 网络中隐单元层数 、 隐单元个数的选取需要进一步严密的理论上的指导 .
— 自适应拓扑结构和 B P 算法更具有适应性 。— 开发可用于 V l sl 的 B P 网络结构与算法 。— B P 网络的研究不仅其本身正在向综合性发展 , 而且愈来愈与其它相关学科密切结合起来 , 发
展出性能更强的结构 。
人工神经网络的研究经厉了七十年代低潮期以
后 , 进入八十年代开始复苏 , 并掀起了第二次研究热
潮 . 神经网络有两个与传统方法进行信息处理完全
不同的性能 : 第一 ,神经网络是自适应和可以被训练
的 , 它有自修改能力 。第二 , 神经网络结构本身就决
定了它是大规模并行机制 , 就是说神经网络从原理
上就比传统方法快得多 . 因此 , 它的研究与应用已成
为科学技术研究中的又一新的热点。 B P 网络做为人
工神经网络中最基本的和使用最广泛的网络 , 不仅
在理论研究上 日臻成熟 , 其应用也取得了令人鼓舞
的进展 。如家用电器 、 故障诊断 、 模式识别 、 图像处
理 、 工业控制 、 专家系统 、 管理系统 、 运输系统 、 财政
金融 、 V L SI 芯片等 , 已广泛采用了 B P 网络技术 . (参
考文献共 1 5篇略 )
(上接第 81 页 )
五 、结论
本文对 BM I模型有关的两个间题进行了讨论 ,
我们的结论是
( 1) 运用 P R O L O G 实现基于 BM I 模型的专家
R S系统时 , 形如 E , V E厂二落H 的规则不能随意地分解
R S R S为 E l一H 和 E Z一H 。
(2 ) BM I 模型应用于分布式专家系统时 , 在某些
情况下可能会导致系统运行结果不等价 。
上面两个结论 , 对 M Y CI N 的确定性因子模型
仍成立 。 因此 ,我们在使用它们时必须谨慎小心 。
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