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Vorwort
Was wir am no¨tigsten brauchen, ist ein Mensch, der uns zwingt, das
zu tun, was wir ko¨nnen.
(Ralph Waldo Emerson)
Strukturbildung im Gleichgewicht ist langweilig.
Etwas beklommen ho¨rte ich diesen Satz aus dem Munde eines der großen Meister der nicht-
linearen Dynamik, Prof. SIEGFRIED GROSSMANN, auf meine Frage, welches seiner Meinung
nach die wichtigen Bereiche der Physik komplexer Systeme sind, auf die man heute sein
kreatives Augenmerk richten solle. Hydrodynamische Turbulenz, ja, oder auch die Dynamik
von Granulaten seien die modernen Herausforderungen, da hier die grundlegenden Prinzipien
la¨ngst nicht so verstanden sind wie in der Na¨he des Gleichgewichtes.
In der Tat fehlt in der nichtlinearen Dynamik ein analoges Prinzip zur Beschreibung der
Bildung dissipativer Strukturen, das in der Gleichgewichtsstrukturbildung vorhanden ist. Wir
lesen bei CROSS und HOHENBERG: A long sought goal of nonequilibrium physics is to find a
useful extremum principle such as minimization of the free energy in equilibrium applicable,
say, to non-equilibrium steady states reached at long times. [17]
Hier lagen also die fundamentalen Fragen, und hunderte von Physikern experimentierten
bereits mit dieser und jener Modellgleichung, suchten nach Lo¨sungen, die aus der Natur be-
kannte Strukturen reproduzierten [4]. Ebensoviele Modellsysteme wurden experimentell un-
tersucht, man variierte PECLET-, REYNOLDS-, NUSSELT- und ein Dutzend anderer Zahlen
und stellte teils beeindruckende Phasendiagramme zusammen.
Ergo schien ich mich seit mehreren Jahren im Abseits der modernen Physik zu bewegen.
Eindru¨cke auf Tagungen schienen diesen Verdacht zu erha¨rten: von dem Effekt, an dem ich
arbeitete, hatte kaum jemand etwas geho¨rt, und die ha¨ufig geho¨rte Frage
”
Which dynamical
equation are you solving?“ ging an meinem Versta¨ndnis der Thematik vorbei: Ein durch und
durch klassisches Modell, die Oberfla¨che eines elastischen Festko¨rpers, die sich unter einer
Instabilita¨t vera¨ndert, ist zweifellos ein dynamisches System. Aber interessant waren zuna¨chst
einmal die sich bildenden Gleichgewichtsstrukturen, und diese sind, sofern sie existieren, bei
diesem System vollkommen statisch. Trotzdem hatte fu¨r die meisten davon nie jemand eine
Formel aufgeschrieben. Die korrekte Antwort
”
I am solving elastic equilibrium.“ stieß gleich-
falls auf Befremden.
In dieser Arbeit geht es um Strukturbildung im Gleichgewicht.
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1. Einfu¨hrung
Auch das Chaos gruppiert sich um einen festen Punkt, sonst wa¨re es
nicht einmal als Chaos da. [2]
(Arthur Schnitzler)
1.1. Strukturbildung
Von einer Struktur kann man ganz allgemein sprechen, wenn eine Mehrzahl von Einheiten in
einer nicht-zufa¨lligenWeise miteinander verbunden ist, so dass sich Regelma¨ßigkeiten zeigen.
Diese Definition des Soziologen HANS-PAUL BAHRDT [7] ist fu¨r alle praktischen Zwecke
ausreichend: Atome gruppieren sich zu Kristallen, Sand formiert sich zu Du¨nen, aus kosmi-
schem Staub werden Galaxien. Alle diese Dinge bezeichnen wir als Strukturen.
Schwierig wird es mit der notwendigerweise diskreten BAHRDTschen Definition erst, wenn
man beginnt, Strukturen durch Gleichungen zu beschreiben. Die sich gruppierenden Einheiten
weichen einem Kontinuum, und doch ist es mo¨glich, die richtigen Strukturen daraus abzulei-
ten. Fu¨r die Gleichgewichtsgro¨ße eines Wassertropfens spielen die Eigenschaften des einzel-
nen Wassermoleku¨ls keine Rolle. Wichtig ist allein eine kollektive Eigenschaft, die Ober-
fla¨chenspannung des Wassers. Auch die spontane Bildung eines Verkehrsstaus ist prima¨r ei-
ne Funktion einer kontinuierlichen Gro¨ße, der mittleren Verkehrsdichte und hat nachweislich
nichts mit der Intelligenz der u¨brigen Verkehrsteilnehmer zu tun [1].
Eine physikalisch fundiertere Formulierung des Begriffes der Struktur muss demzufolge
beru¨cksichtigen, dass die Entita¨t und ihre Gruppierung zu einer anderen Begriffsklasse geho¨rt
als die daraus abgeleitete Struktur. Hier kommt eine gewisse Komplementarita¨t der oft salopp
in einem Atemzug gebrauchten Begriffe Selbstorganisation und Strukturbildung zum Tragen:
Die Art der Gruppierung von Entita¨ten bezeichnet man, ob sie nun eine Struktur bilden oder
nicht, als Organisation, wa¨hrend die Struktur selbst als eine eine ra¨umlich oder zeitlich loka-
lisierbare Regelma¨ßigkeit auf einem zuvor homogenen System zu erkennen ist.
Auch die Nicht-Zufa¨lligkeit der Beziehungen zwischen den Entita¨ten verschwindet in phy-
sikalischen Systemen: Welche Pivalinsa¨ure-Moleku¨le sich zusammenfinden, um zum Keim
eines neuen Dendriten zu werden, ha¨ngt vollsta¨ndig vom Zufall ab, ebenso die Auswahl je-
des weiteren, das die Struktur mit der Zeit wachsen la¨sst – die Organisation ist vom Zufall
bestimmt, die Struktur hingegen nicht.
Was von der anfa¨nglichen Definition u¨brigbleibt, sind ra¨umliche oder zeitliche Regelma¨ßig-
keiten irgendeiner Messgro¨ße eines zuvor hinsichtlich dieser Gro¨ße homogenen Mediums.
Damit ist der Begriff der Struktur vo¨llig von den Eigenschaften der Elemente dieses Mediums
abgekoppelt.
Die Strukturbildung bezeichnet nun den ¨Ubergang vom homogenen zum strukturierten Zu-
stand. Sie ist mit dem Konzept der Symmetriebrechung verbunden, das in der Tat noch all-
gemeiner ist als die obige Beschreibung: unter Antrieb durch eine symmetriebrechende Kraft
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geht das System oberhalb eines kritischen Wertes dieser Kraft in einen Zustand niedrigerer
Symmetrie u¨ber. Ein ga¨ngiges Beispiel bringt PHILIP BALL [8]: Eine homogene ¨Olschicht
in einer Pfanne sieht gleichfo¨rmig aus, egal aus welcher Richtung man sie betrachtet. Erho¨ht
man die Temperatur, dann bilden sich plo¨tzlich hexagonale Konvektionsmuster, und es gibt,
von Randeffekten abgesehen, nur noch sechs Richtungen, aus denen man exakt das gleiche
beobachtet: eine niedrigere Symmetrie hat sich eingestellt.
Die Definition u¨ber eine Symmetriebrechung ist auch vorteilhaft, wenn man sich folgen-
de ¨Uberlegung vor Augen fu¨hrt: Die Moleku¨le des ¨Ols in der Pfanne sind selbst bereits das
Resultat mehrerer Symmetriebrechungen, von den Elementarteilchen u¨ber die Atome und die
Moleku¨le im Gas bis zur Flu¨ssigkeit. Aus diesem Blickwinkel werden die Entita¨ten des Bei-
spiels selbst zu Strukturen, wenn man sich die Hierarchie von Symmetriebrechungen hinabbe-
wegt. Die Definition einer Struktur ha¨ngt somit schließlich auch davon ab, welchen Ausschnitt
der Realita¨t man betrachtet: Struktur ist, was entsteht, wenn ein wohldefiniertes System seine
Symmetrie vermindert.
Geht es darum, Strukturbildung mathematisch zu erfassen, dann wird sofort das Prinzip der
Nichtlinearita¨t wichtig. Wenn eine Struktur, gesteuert durch eine symmetriebrechende Kraft –
den Kontrollparameter – spontan
”
aus dem Nichts“ entsteht, kann die Gro¨ße, anhand derer sich
die Struktur manifestiert, nicht linear von dem Parameter abha¨ngen. Man untersucht folglich
nichtlineare Gleichungen, und die Parameter der Symmetriebrechung erha¨lt man durch Li-
nearisierung dieser Gleichungen: Das Einsetzen einer Instabilita¨t ist durch eine Wellenzahl q0
und eine Frequenz ω0 gekennzeichnet. Eine einfache Klassifizierung von Instbilita¨ten erfolgt
aufgrund der Unterscheidung, ob einer der beiden kritischen Parameter Null ist.
Die in dieser Arbeit untersuchten Strukturen sind vom Typ (q0 6= 0, ω0 = 0), also peri-
odisch im Raum und stationa¨r in der Zeit. In der Klassifikation von CROSS und HOHENBERG
bezeichnet man die damit verbundenen Mechanismen als IS-Instabilita¨ten [17].
1.2. Die GRINFELDinstabilita¨t
Eine Reihe von Modellsystemen ist bekannt, deren gemeinsame Eigenschaft darin besteht,
dass sich aus einer anfa¨nglich glatten Oberfla¨che unter der Wirkung eines externen Feldes
eine strukturierte Oberfla¨che entwickelt.
Formal mit der GRINFELDinstabilita¨t verwandt ist beispielsweise die ROSENSWEIGinsta-
bilita¨t einer Ferrofluidoberfla¨che, bei der sich unter Einfluss eines externen Magnetfeldes Sta-
chelstrukturen ausbilden [19, 21, 55]. ¨Ahnliche Effekte ko¨nnen auch durch elektrische Felder
hervorgerufen werden (Elektrostriktion).
Die GRINFELDinstabilita¨t dagegen wird durch elastische Felder verursacht. Dies wider-
spricht zuna¨chst der Alltagserfahrung: Unter den Wirkungen von Elastizita¨t stellt man sich
gemeinhin keine Strukturbildung vor. Zieht man an einem Festko¨rper, so a¨ndert sich seine
La¨nge, aber die Oberfla¨che bleibt eben. Dru¨ckt man stattdessen, dann geschieht zuna¨chst
ebenfalls nichts mit der Oberfla¨che, bis eine andere Instabilita¨t stattfindet: die EULERsche
Knickinstabilita¨t. Doch abgesehen von einer makroskopischen Verbiegung bleibt auch hier
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die Oberfla¨che erhalten.
Der Widerspruch lo¨st sich auf, wenn wir den Atomen auf der Oberfla¨che die Mo¨glichkeit
geben, ihren Platz zu verlassen und sich an einer neuen Stelle wieder anzulagern. Solche
Transportprozesse sind im Alltag zumeist unterdru¨ckt, da die Temperaturen der Oberfla¨chen
zu niedrig sind. Daher kann die GRINFELDinstabilita¨t selten direkt beobachtet werden.
Begu¨nstigen wir aber die Fa¨higkeit zur Gestalta¨nderung, indem wir den Festko¨rper bei-
spielsweise bei hohen Temperaturen unter Hochvakuum entstehen lassen (Du¨nnschichttechno-
logie), mit seiner Schmelze in Kontakt bringen (Eis im Wasser) oder mit einer konzentrierten
Lo¨sung desselben Stoffes (gesa¨ttigte Salzlo¨sungen), wobei er jeweils einer nichthydrostati-
schen Spannung unterliegt, so wird sich die Festko¨rperoberfla¨che vera¨ndern. Wie sich zeigt,
ist es bei gleicher elastischer Spannung fu¨r einen Festko¨rper tatsa¨chlich energetisch gu¨nstiger,
eine strukturierte Oberfla¨che zu entwicklen – jeder Festko¨rper unter elastischer Spannung hat
die Tendenz dazu.
Betrachtet man ausschließlich den Effekt der Verringerung der elastischen Energie, so ist
zwar eine Strukturierung erkla¨rbar, jedoch ist kein kritischer Parameter des ¨Ubergangs von
der unstrukturierten zur strukturierten Oberfla¨che erkennbar. Jeder noch so gering elastisch
verspannte Ko¨rper wu¨rde im Laufe der Zeit Strukturen entwickeln. Folglich beno¨tigen wir
einen Mechanismus, der der Instabilita¨t entgegenwirkt, und dabei handelt es sich um die all-
gegenwa¨rtige Oberfla¨chenspannung. Sie sorgt auf kleinen La¨ngen (Kapillarita¨t) fu¨r eine Sta-
bilisierung der Oberfla¨che. Andere Effekte ko¨nnen die Instabilita¨t auf großen La¨ngen stabi-
lisieren: die Schwerkraft, die Art und Weise der Applikation der elastischen Spannung, und
schließlich auch die Art des Transportmechanismus selbst: wenn lediglich Oberfla¨chendiffu-
sion vorliegt, dann leuchtet ein, dass die Bildung einer Struktur um so la¨nger dauert, je gro¨ßer
ihre Ausdehnung ist (einen Hinweis darauf liefert bereits die lineare Theorie, vgl. Abbildung
3.2 auf Seite 24).
Die GRINFELDinstabilita¨t wird also im allgemeinen in einem nach oben und unten begrenz-
ten Fenster endlicher Wellenzahlen ra¨umlich periodische Strukturen ausbilden.
Die Literatur zur GRINFELDinstabilita¨t ist vielfa¨ltig. Von ASARO und TILLER [5] zuerst
untersucht und unabha¨ngig von GRINFELD
”
wiederentdeckt“ [28–30] wurde sie mit den Ar-
beiten von NOZIE`RES [52, 53] einem breiteren Fachpublikum bekannt.
Eine fru¨he Arbeit u¨ber elastische Oberfla¨cheninstabilita¨ten stammt von HUTCHINSON et.
al [36].
Wegen der besonderen technischen Bedeutung gibt es eine unu¨berschaubare Anzahl von
Publikationen u¨ber du¨nne Schichten und selbstorganisiertes Wachstum von Halbleiterstruktu-
ren [12, 14, 16, 24, 32, 60, 64].
Zykloiden als Ansatzfunktionen wurden von GAO et. al erstmalig benutzt [15] und spa¨ter
von uns auf Doppelzykloiden erweitert [38]. Multizyklen als Ansatzfunktionen wurden etwa
zeitgleich auch von YU et. al benutzt [72]. Die Behandlung mit Amplitudengleichungen ist
eine Doma¨ne von K. KASSNER [40]. Die Verbindung der GRINFELDinstabilita¨t mit der Bil-
dung von Rissen wird beispielsweise von BRENER et. al [13, 62] und von LEVERMANN und
PROCACCIA [48] behandelt.
Schließlich wurde von J. KAPPEY im Rahmen seiner Dissertation nachgewiesen, dass die
3
1. Einfu¨hrung
MULLINS-SEKERKA-Instabilita¨t durch die Anwesenheit elastischer Felder beeinflusst werden
kann [37].
Im Folgenden werden einige experimentelle Beispielsysteme vorgestellt.
1.2.1. 4He. Das TORII-BALIBAR-Experiment
Das TORII-BALIBAR-Experiment [69,70] za¨hlt zu den wenigen direkten experimentellen Un-
tersuchungen der GRINFELDinstabilita¨t. Im Experiment wird festes 4He im Kontakt mit einer
suprafluiden Phase desselben Materials untersucht. Modulationen der Oberfla¨che ko¨nnen sich
in diesem System u¨ber den Mechanismus von Schmelzen und Rekristallisieren bilden.
Dieses wegen der tiefen Temperaturen experimentell aufwa¨ndige System bietet den großen
Vorteil, dass das Material extrem weich ist und einen geringen Dichtekontrast aufweist1. Dies
fu¨hrt zu Strukturen auf sichtbaren Skalen; es entstehen Furchen in einem Abstand von etwa
8mm.
Das Experiment wurde in einer Druckzelle (im Original strain cell ) durchgefu¨hrt, die es
gestattet, der festen Substanz durch Regulierung der elektrischen Spannung an zwei Piezoele-
menten eine definierte uniaxiale Spannung aufzupra¨gen. Die Instabilita¨t tritt erwartungsgema¨ß
jenseits einer kritischen Spannung auf, die im Rahmen der experimentellen Gegebenheiten gut
mit den Vorhersagen der linearen Theorie u¨bereinstimmt.
Abbildung 1.1.: Eine der Aufnahmen aus
[70]. Die Furchen, die durch die GRINFELDin-
stabilita¨t verursacht werden, sind als schwarze
senkrechte Streifen deutlich zu erkennen.
1.2.2. Polymere, Salze, Basalt
An einer Reihe weiterer experimenteller Systeme wurden im Zusammenhang mit der GRIN-
FELDinstabilita¨t beachtenswerte Experimente durchgefu¨hrt. In einer Arbeit von BERRE´HAR
et. al aus dem Jahr 1992 wird u¨ber einkristalline Filme aus Polydiazetylen berichtet, die durch
Elektronenbeschuss auf dem Monomersubstrat derselben Substanz erzeugt wurden [11].
Das Experiment zeigte eine mittels Atomkraftmikroskopie vermessene Strukturierung der
Oberfla¨che. Die GRINFELDinstabilita¨t tritt dabei in Form von Oberfla¨chenstrukturen (WRINK-
LES) auf, verbunden mit einem sekunda¨ren Effekt, der Ausbildung von parallelen Rissen im
1 Wir haben g=9.81m s−2, γ=2 · 10−4 Jm−2, ∆ρ=18 kgm−3, was k=939.67m−1 bzw. λ=6.69 · 10−3m
ergibt, in enger ¨Ubereinstimmung mit den Messungen (≈ 8 · 10−3m).
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Abstand von wenigen Mikrometern bei Schichtdicken gro¨ßer als etwa 175 nm. Das Experi-
ment nimmt von den beteiligten Gro¨ßenordnungen her eine Zwischenposition zwischen den
Halbleitern und dem Helium ein.
Ungeachtet dessen eignet sich diese Arbeit weniger als Grundlage theoretischer Betrach-
tungen. Der Grund dafu¨r liegt in der Undefiniertheit der Grenzschicht zwischen Polymer und
Monomer. Die eindringenden Elektronen weisen eine gewisse Breite in der Verteilung der
Eindringtiefen auf. Daher existiert eine ¨Ubergangszone, in der polymerisierte Bereiche und
Monomere abwechseln. Zudem findet an der Oberfla¨che kein Transport statt, sondern es ge-
schieht lediglich eine bevorzugte Polymerisation in bestimmten Richtungen. Der Prozess ist
damit hochgradig von der Zeit und von den Anfangsbedingungen abha¨ngig.
Ein interessantes neueres Experiment bescha¨ftigt sich mit einem Kristall aus Natriumchlo-
rat, der sich in seiner gesa¨ttigten Lo¨sung befindet und von oben her unter Spannung gesetzt
wird [45].
Abbildung 1.2.: Natriumchloratkristall unter Spannung. Das
Bild ist Teil eines Videos, das freundlicherweise von DANIEL
KO¨HN zur Verfu¨gung gestellt wurde.
Die Abbildung 1.2 zeigt ein Bild aus dem ersten Drittel des Experimentes. Der Kristall
hat hier bereits eine strukturierte Oberfla¨che ausgebildet, die sich im Lauf des Experimentes
weiter vergro¨bert. Das Experiment hat eine Gesamtlaufzeit von mehr als 300 Stunden. Ein
interessanter und bisher unverstandener Aspekt ist die Ausbildung einer erneut glatten Ober-
fla¨che im untersten Teil des Bildes. Dieser Bereich weitet sich im Lauf des Experimentes nach
oben aus und ist vermutlich mit einer Konzentrationswelle in der Lo¨sung assoziiert. Zudem
befindet sich in dem Experiment die Oberfla¨che parallel zur Schwerkraftrichtung, was eine
theoretische Einordnung zusa¨tzlich erschwert.
Das Natriumchlorat-Experiment stammt aus dem Bereich der Geowissenschaften. Hier exis-
tieren noch weitere Pha¨nomene, an deren Entstehung die GRINFELDinstabilita¨t zumindest
beteiligt sein du¨rfte. Gemeint ist die Erstarrung von Basalt, in deren Verlauf sich in Ver-
bindung mit abku¨hlungsbedingten Spannungen im Idealfall hexagonale Oberfla¨chenstruktu-
ren bilden. Diese fu¨hren in den Furchen zu Rissbildung und in der Folge zu den oft beob-
achteten hexagonalen Basaltsa¨ulen. Die Reihe der Untersuchungen zu diesem Pha¨nomen ist
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Abbildung 1.3.: Basaltsa¨ulen. Der Devil’s Tower in
Wyoming (USA) ist eines der eindrucksvollsten Bei-
spiele fu¨r Basaltsa¨ulen. www.newyoming.org/
DevilsTower/PhotoAlbum/ Siehe auch [50].
vielfa¨ltig [6, 18, 31, 34, 42, 47, 49, 57].
1.2.3. Kopplung mit chemischer Strukturbildung: PA–MB–O
Ein interessantes System, das im Hinblick auf die GRINFELDinstabilita¨t noch weitgehend
unerforscht ist, sind du¨nne Schichten polymerisierender Gele.
Das hier vorgestellte Experiment wird eigentlich mit der Absicht untersucht, Turingstruk-
turen zu erforschen. Das Polyacryl-Methylenblau-Sauerstoff- oder kurz PA–MB–O-System
zeigt in der Tat hexagonale Reaktionsmuster (Abbildung 1.4) [68].
Nun zeigt sich, dass die farblich erkennbaren Muster mit ebensolchen Strukturen der Ober-
fla¨che selbst einhergehen, die einen Durchmesser von wenigen Millimetern und eine Ho¨he
von weniger als einem Millimeter besitzen. Die Interpretation als Kopplung mit elastischen
Effekten wa¨hrend der Polymerisation des Gels liegt nahe. Untersuchungen hierzu stehen noch
aus.
Abbildung 1.4.: Polyacryl-Methylenblau-Sauerstoff
(PA–MB–O)-System. Deutlich treten die Hexagon-
muster an der Oberfla¨che zutage. (Aufnahme von E.
KASPER)
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Inzwischen existiert auch eine Reihe von theoretischen Untersuchungen zu den Eigenschaf-
ten von Geloberfla¨chen unter Spannung [20, 54, 58].
1.2.4. Kopplung mit Gittereffekten auf kleinen Skalen: Epitaxie
Im Bereich der Halbleitertechnologie entstehen Strukturen, die mit der GRINFELDinstabilita¨t
assoziiert werden, auf sehr viel kleineren Skalen. La¨sst man eine du¨nne Schicht per MBE2
sehr langsam wachsen, so dass ihre Atome ausreichend Zeit haben, per Oberfla¨chendiffusi-
on einen energetisch begu¨nstigten Ort zu finden, so bildet sich zuerst eine Schicht mit der
Gitterkonstanten des zugrundeliegenden Substrates, die eine enorme mechanische Spannung
entha¨lt. Spa¨ter beginnt die Oberfla¨che, strukturiert weiterzuwachsen und dabei Pyramiden zu
bilden, deren Spitzen elastisch relaxiert sind. Diesen Effekt bezeichnet man als versetzungs-
freies STRANSKI-KRASTANOFF-Wachstum.
Abbildung 1.5.: TEM-Aufnahme ei-
nes Quantenpunktes.
Ein besonders scho¨nes Beispiel3 zeigt das Bild 1.6, das ein vergro¨ßerter und digital nach-
bearbeiteter Ausschnitt des Bildes 1.5 ist. Die Atome, gekennzeichnet durch helle Flecken,
ordnen sich an der Unterseite, in der Na¨he zum Substrat, in der gleichen Weise an wie das
darunterliegende Gitter.
Die sich bildenden Strukturen sind u¨blicherweise facettiert; oft erha¨lt man Pyramiden. In
diesen Systemen spielen also neben der Endlichkeit der Schichtdicke die Kristallpotenziale
eine Rolle – eine Mo¨glichkeit der zuku¨nftigen Erweiterung der Theorie.
1.3. Zielstellung dieser Arbeit
Unter der GRINFELDinstabilita¨t bilden sich unter bestimmten Umsta¨nden – begrenzte Sys-
temgro¨ße, du¨nne Schichten – stationa¨re Strukturen aus. Diese sind durch ein Minimum der
2 Unter http://www.ece.utexas.edu/projects/ece/mrc/groups/street mbe/mbechapter.html findet man
im Internet eine Einfu¨hrung in die Molekularstrahlepitaxie.
3 Der Abdruck der Bilder 1.5 und 1.6 erfolgt mit freundlicher Genehmigung von GEORGE ADE, Physikalisch-
Technische Bundesanstalt, Braunschweig. (http://www.ptb.de/de/org/2/24/2404/verzerrung.htm)
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Abbildung 1.6.: Vergro¨ßerter und
nachbearbeiteter Ausschnitt aus Ab-
bildung 1.5, durch den die elastische
Ralaxation in der Spitze der Quanten-
punktstruktur besonders gut sichtbar
wird.
freien Energie gekennzeichnet. Das Auffinden dieser Zusta¨nde ist fu¨r das na¨here Versta¨nd-
nis verschiedenster experimenteller Situationen von Interesse. Daru¨berhinaus ko¨nnen sie der
Validierung zuku¨nftiger dynamischer Simulationen dienen.
Folgende Aufgaben stellen sich also:
1. Die schwach-nichtlineare Analyse einer Reihe von Systemen, darunter insbesondere
du¨nner Schichten, unter verschiedenen Vorspannungen und die Klassifizierung mo¨gli-
cher stationa¨rer Muster in Abha¨ngigkeit von diesen Bedingungen.
2. Die genauere Charakterisierung bekannter Lo¨sungen mit großer Amplitude, d.h. in gro-
ßem Abstand von der ebenen Ausgangssituation. Hierzu dienen die Entwicklung der
Oberfla¨che in hohe Ordnungen sowie alternative, dem Problem angemessenere Ansa¨tze.
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ceiiinosssttuv
(Robert Hooke [61])
2.1. Chemisches Potenzial und Randbedingungen
Die Dynamik der GRINFELDinstabilita¨t wird durch das chemische Potenzial der Festko¨rper-
grenzfla¨che ζ(x) beherrscht. Dieses setzt sich in den hier zu behandelnden Modellen aus drei
Anteilen zusammen. Der elastische Teil des chemischen Potenzials lautet fu¨r die Grenzfla¨che
eines dreidimensionalen Ko¨rpers abgesehen von Vorfaktoren [10]
∆µE =
1
2EY
[
(1 + ν) σij|z=ζ(x) σij|z=ζ(x) − ν
(
σkk|z=ζ(x)
)2]
, (2.1a)
und er reduziert sich in zwei Dimensionen (also bei einer eindimensionalen Grenzfla¨che) unter
Annahme von
”
plane strain“ fu¨r p = 0 auf [38]
∆µE =
1− ν2
2EY
(
(Trσ)2
∣∣
z=ζ(x)
)
. (2.1b)
Dabei sind EY der YOUNGsche Elastizita¨tsmodul und ν die POISSONsche Querkontraktions-
zahl. In dieser Formulierung bezeichnet σij nicht in jedem Fall den tatsa¨chlichen Spannungs-
tensor im Festko¨rper. In Problemen mit einer Flu¨ssigkeit als umgebendem Medium spielt de-
ren Druck p eine Rolle, und die allgemeine Randbedingung an der Grenzfla¨che lautet
σnn = −p σnt = 0 . (2.2a)
Ohne Einschra¨nkung der Allgemeinheit kann man den hydrostatischen Anteil aus dem Pro-
blem abziehen. Man transformiert also den Spannungstensor mittels σij → σij − σnnδij , und
wir betrachten ab sofort ausschließlich den solcherart reduzierten Spannungstensor (der auch
in den Gleichungen (2.1) steht). Die Randbedingung an der oberen Grenzfla¨che lautet dann in
jedem Fall
σnn = 0 σnt = 0 (2.2b)
oder
σn = 0 . (2.2c)
Zusammen mit der elastischen Gleichgewichtsbedingung im Inneren des Festko¨rpers
∂σij
∂xj
= 0 (2.3)
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und der Forderung nach dem verschwinden der Vera¨nderungen im Spannungstensor bei z =
−∞ ist das elastische Feld eines Halbraumes vollsta¨ndig determiniert. In Mehrschichtsys-
temen sind zudem weitere Randbedingungen fu¨r Fest-Fest-Grenzfla¨chen zu beru¨cksichtigen
[66]. Man fordert [65] zwischen den Medien A und B die Kontinuita¨t der Verschiebungen
uA = uB , (2.4a)
Daru¨berhinaus erfordert das Kra¨ftegleichgewicht die Bedingung
σA n = σB n , (2.4b)
wobei n der Normalenvektor zur Grenzfla¨che zwischen A und B ist. Im Falle einer planaren
Grenzfla¨che vereinfacht sich Gleichung (2.4b) zu
σA3i = σ
B
3i . (2.4c)
Im elastischen Gleichgewicht gelten innerhalb des Festko¨rpers auch die BELTRAMI-MI-
CHELL-Gleichungen [46].
(1 + ν)∆σij +
∂2σkk
∂xi∂xj
= 0 . (2.5)
Aus diesen kann man unter anderem folgern, dass die Komponenten des Spannungstensors
die biharmonische Gleichung
∆∆σij = 0 (2.6)
erfu¨llen. Diese Tatsache wird zusammen mit der Methode der AIRYfunktion in den zwei-
dimensionalen Modellen als Grundlage zur Bestimmung der Komponenten des elastischen
Spannungsfeldes in drei Dimensionen dienen.
Die u¨brigen Terme des chemischen Potenzials resultieren aus der Kru¨mmung und aus der
Schwerkraft, und lauten
∆µS = −γκ ∆µG = g∆ρζ(x) (2.7)
mit γ als Oberfla¨chenspannung und κ als mittlerer Kru¨mmung. g ist die Fallbeschleunigung
und ∆ρ der Dichtekontrast zwischem Festko¨rper und umgebendem Medium (wobei ∆ρ posi-
tiv ist, wenn die Dichte des Festko¨rpers gro¨ßer als die der Flu¨ssigkeit ist).
2.2. Die Dynamik der Grenzfla¨che
Die Dynamik der Grenzfla¨che beschreibt man dann, indem man die Normalgeschwindigkeit
durch die ¨Anderung des chemischen Potenzials ausdru¨ckt. Im Falle eines Festko¨rpers im Kon-
takt mit seiner Schmelze wa¨re das einfach
vn = −1
k
∆µ (2.8a)
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mit einem Mobilita¨tskoeffizienzen k. Fu¨r eine Oberfla¨che, auf der prima¨r Oberfla¨chendiffusion
abla¨uft, setzt man stattdessen
vn = D∆∆µ (2.8b)
mit einer Diffusionskonstanten D. Ein stationa¨rer Zustand wa¨re dadurch gegeben, dass man
vn = 0 fordert.
2.3. Betrachtungen anhand der freien Energie
Betrachten wir nun die ¨Anderung der freien Energie des Festko¨rpers durch Modulation seiner
zuvor ebenen Grenzfla¨che durch eine Funktion ζ(x). Die anfangs homogene Energiedichte w0
wird modifiziert. Ihr allgemeiner Ausdruck ist (z.B. [59])
w(x) =
1
2
σij uij . (2.9)
Wir werden die Verzerrungen uij durchweg mittels des HOOKEschen Gesetzes u¨ber die Span-
nungen ausdru¨cken1 (vgl. [46]):
uij =
1
EY
[(1 + ν)σij − νσllδij] . (2.10)
Einsetzen von (2.10) in (2.9) ergibt nach Vereinfachung fu¨r die elastische Energiedichte den
Ausdruck2
w(x) =
1
2EY
[
(1 + ν) Tr
(
σ2
)− νTr (σ)2] . (2.11)
Die Verwendung des HOOKEschen Gesetzes weist auf eine Grenze aller hier behandelten
Modelle hin. Wir gehen in jedem Fall von der Gu¨ltigkeit der linearen Elastizita¨tstheorie aus.
Da sich in Cusp-artigen Morphologien sehr hohe lokale elastische Energiedichten einstellen
ko¨nnen, ist dieser Punkt zumindest in solchen Extremfa¨llen diskussionswu¨rdig.
Die freie elastische Energie ist schließlich das Integral der ¨Anderung der Energiedichte
u¨ber das Gesamtvolumen des Festko¨rpers. Dabei sei das Teilintegral u¨ber die Oberfla¨che als
1 Dabei ist δij wie u¨blich 1, falls i=j, und sonst 0.
2 Mit den Invarianten des Spannungstensors
I1 = Tr (σ) I2 =
1
2
(
Tr (σ)2 − Tr (σ2)) I3 = detσ
gilt
w(x) =
1
E
[
1
2
I21 − (1 + ν) I2
]
.
Diese Formel ist allerdings nicht im zweidimensionalen Fall gu¨ltig; ein Analogon wird in Kapitel 3.1 her-
geleitet. Im ¨Ubrigen sieht man, dass die Energiedichte an der Oberfla¨che bis auf einen Vorfaktor mit dem
chemischen Potenzial u¨bereinstimmt.
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Mittelung aufzufassen und nur die Integration senkrecht dazu wird explizit geschrieben:
EE =
〈∫ ζ(x)
dz (w(x)− w0)
〉
. (2.12)
Die untere Integrationsgrenze ha¨ngt vom betrachteten System ab, in dieser Arbeit ist sie ent-
weder −∞ oder eine endliche Tiefe −L.
Aufgrunddessen, dass nur die A¨nderung der freien Energie betrachtet wird, wurde der An-
teil aus der homogenen Vorspannung subtrahiert. Die Subtraktion ist in dieser Form statthaft,
wenn die Oberfla¨che im Mittel bei Null bleibt, da sich dann die Fla¨che des Integrationsgebietes
nicht vera¨ndert.
Die anderen Beitra¨ge zur freien Energiea¨nderung berechnen sich wie folgt: Die Oberfla¨-
chenenergie ist proportional zum Gewinn an Fla¨che und betra¨gt daher
ES = γ
〈√
1 + ζx
2 + ζy
2 − 1
〉
. (2.13a)
Fu¨r die ¨Anderung der potenziellen Energie betrachten wir am Punkt (x, y) eine infinitesimal
breite Sa¨ule der Ho¨he ζ(x, y). Sie hat die Masse m = ∆ρ ζ(x, y) dτ , wobei ∆ρ wieder der
Dichtekontrast des Festko¨rpers zum umgebenden Medium und g die Erdbeschleunigung sind.
Fu¨r die potenzielle Energie ist die Schwerpunktho¨he, also 1/2 ζ(x, y), maßgeblich. Folglich ist
EG =
g∆ρ
2
〈
ζ(x, y)2
〉
. (2.13b)
Wir haben damit Ausdru¨cke fu¨r die ¨Anderung aller beteiligten Energieformen abgeleitet.
Lassen wir die Mittelungsklammern weg, so haben wir die ¨Anderung der freien Energie als
Funktional der Oberfla¨che ζ(x). Ein Extremum ζ(x) der Variationsaufgabe
δE = δ [EE + ES + EG] = 0 (2.14)
hat man bekanntlich dann gefunden, wenn die Differenzialgleichung
∂
∂x
∂E
∂ζ ′(x)
− ∂E
∂ζ(x)
= 0 (2.15)
erfu¨llt ist. Dies ist aber gerade identisch mit dem Verschwinden des chemischen Potenzials,
und damit sind beide Herangehensweisen a¨quivalent.
Nimmt man als Ansatz fu¨r ζ(x) ein Funktionensystem mit den Amplituden αn, so ist die
Lo¨sung des Variationsproblems identisch mit der Lo¨sung des Gleichungssystems
∂E
∂αn
= 0 . (2.16)
Entwickelt man alle Gro¨ßen konsistent in der Grundamplitude α1, dann ist das Auffinden
eines Extremums auf die Nullstellenbestimmung eines Polynoms in α1 reduziert. Diese ¨Uber-
legung liegt der sogenannten Expansionsmethode zugrunde, die als Grundlage fu¨r die linearen
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und schwach-nichtlinearen Berechnungen dient. Da das chemische Potenzial in diesem Falle
nichts anderes ist als die Ableitung der freien Energiea¨nderung nach der Variablen α1, ent-
spricht dieses Verfahren dem Auffinden der stationa¨ren Lo¨sung einer entsprechenden Ampli-
tudengleichung.
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3. Zweidimensionale Modelle
Die Tiefe muss man verstecken. Wo? An der Oberfla¨che. [2]
(Hugo von Hoffmannsthal)
3.1. Die Grundgleichungen in den zweidimensionalen Modellen
Gehen wir nun etwas na¨her auf die spezielle Situation in zwei Dimensionen ein. Infolge der
Vorspannung im Festko¨rper a¨ndert sich zuna¨chst die Position der Gleichgewichtsfla¨che, und
zwar sowohl durch die hier nicht speziell beru¨cksichtigte elastische Querkontraktion als auch
– bei Systemen in Kontakt mit einer Flu¨ssigkeit – durch die ¨Anderung des chemischen Poten-
zials. Die neue Gleichgewichtsfla¨che, die sich infolge beider Effekte einstellt, sei dann durch
z = 0 beschrieben. Die Abweichung von der Fla¨che z = 0 ist die Funktion ζ(x). Wir suchen
nach translations- und spiegelsymmetrischen Lo¨sungen und benutzen daher fu¨r ζ(x) die Form
ζ(x) =
∞∑
n=1
αn cos (nkx) . (3.1)
Die Terme (2.13a) und (2.13b) fu¨r die Oberfla¨chenenergie und die potenzielle Energie kann
man in zwei Dimensionen als
ES = γ
〈√
1 + ζx(x)2 − 1
〉
EG =
g∆ρ
2
〈
ζ(x)2
〉 (3.2)
ausdru¨cken. Da alle Energieterme u¨ber ein Grundintervall gemittelt werden, bezeichnen EE,
ES und EG ¨Anderungen der mittleren Linien- bzw. (in drei Dimensionen) Fla¨chendichten der
freien Energie, jedoch wird meist vereinfachend die Bezeichnung Energien beibehalten.
Die Komponenten des Spannungstensors werden in zwei Dimensionen unter der Annah-
me des ebenen Spannungszustandes (plane strain) berechnet. Das HOOKEsche Gesetz wird
also unter der Nebenbedingung formuliert, dass in der y-Richtung keine Deformation auftritt
(uyy = 0). Die Spannung in dieser Richtung verschwindet hingegen nicht. Das HOOKEsche
Gesetz lautet unter diesen Voraussetzungen1:
uij =
1 + ν
EY
(σij − νσllδij) . (3.3)
Die elastische Energiedichte wird berechnet, indem in Gleichung (2.9) unter Beachtung der
Plane-Strain-Bedingung summiert wird. Einsetzen und Zusammenfassen fu¨hrt auf
w(x, z) =
1− ν2
2EY
(
Tr (σ)2 − 2
1− ν det (σ)
)
. (3.4)
1 Wir setzen in (2.10) zuna¨chst uyy=0 ein. Daraus folgt σyy=ν (σxx+σzz) und damit σll=(1+ν) (σxx+σzz).
Mit der Vereinbarung, dass i, j und l nur u¨ber x und z laufen, ergibt sich aus Gleichung (2.10) die Beziehung
(3.3).
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Durch Einsetzen des Vorspannungstensors σij,0 = σ0δixδjx in (3.4) folgt, dass die Energie-
dichte des Ausgangszustandes gerade
w0 =
σ0
2 (1− ν2)
2EY
(3.5)
betra¨gt. Da nur die ¨Anderung gegenu¨ber dem Ausgangszustand von Interesse ist, subtrahieren
wir den Anteil der Vorspannung aus der Energiedichte. Integration und Mittelung des Diffe-
renzausdrucks ergibt die gesuchte Gro¨ße:
EE =
(1− ν2)
2EY
〈∫ ζ(x)
−∞
dz
(
Tr (σ)2 − 2
1− ν detσ − σ0
2
)〉
. (3.6)
3.1.1. Entdimensionalisierung
Eine drastische Vereinfachung erfa¨hrt in zwei Dimensionen die Berechnung der Komponenten
des Spannungstensors. Bevor dafu¨r der Formalismus der AIRYfunktion eingefu¨hrt wird, er-
folgt die Entdimensionalisierung der beteiligten Gro¨ßen. Diese Prozedur ist als Voraussetzung
fu¨r die Expansionsmethode notwendig, da eine effiziente Implementierung eines umfangrei-
chen Verfahrens voraussetzt, dass alle Gro¨ßen so weit wie mo¨glich vereinfacht werden. Da
dies auf Kosten der Lesbarkeit hinsichtlich der tatsa¨chlichen physikalischen Gro¨ßenordnun-
gen geschieht, wird an geeigneter Stelle auch auf die Ru¨cktransformation eingegangen.
Der Spannungstensor wird entdimensionalisiert, indem man seine Komponenten in Einhei-
ten der Vorspannung misst, also die Transformation
σ → σ0σ , (3.7)
durchfu¨hrt. Es gilt also fortan
σ =
(
1 0
0 0
)
︸ ︷︷ ︸
Vorspannung
+
(
σxx σxz
σxz σzz
)
︸ ︷︷ ︸
A¨nderung
. (3.8)
In der Gleichung fu¨r die elastische Energie (3.6) treten nur quadratische Formen der Span-
nungskomponenten auf. Daher fu¨hrt diese Transformation zu einem zusa¨tzlichen Vorfaktor
σ0
2:
EE =
σ0
2 (1− ν2)
2EY
〈∫ ζ(x)
−∞
dz
(
Tr (σ)2 − 2
1− ν detσ − 1
)〉
. (3.9)
Ra¨umliche Gro¨ßen werden in Einheiten des Grundintervalls der Reihe (3.1) gemessen. Fakto-
ren der Form cos(kx) werden dann einfach zu cos(x). Differenziationen und Integrale erfor-
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dern das Anbringen entsprechender Vorfaktoren, jedoch bleiben Integrale, die mit der Mittel-
wertberechnung assoziiert sind, davon unberu¨hrt:
kx→ x
∫
d{x, z} (. . . )→ 1
k
∫
d{x, z} (. . . )
kz → z d
d{x, z} (. . . )→ k
d
d{x, z} (. . . ) .
(3.10)
Folglich muss im Vorfaktor von EE ein Faktor k−1 beru¨cksichtigt werden. Die Amplituden
werden ebenfalls transformiert: kαn → αn. Infolgedessen sind nun sowohl ζ(x) als auch
seine Ableitung dimensionslos:
ζ(x) =
∞∑
n=1
αn cos (nkx)→
∞∑
n=1
αn cos (nx) , ζx(x) = −
∞∑
n=1
nαn sin (nx) . (3.11)
Da letztere im Rahmen einer Reihenentwicklung in allen geraden Potenzen auftreten wird,
wu¨rden ohne Entdimensionalisierung beliebig hohe Potenzen von k auftreten.
In der Gleichung fu¨r die potenzielle Energie (3.2) entsteht aufgrund der Transformation der
Amplituden ein Vorfaktor k−2, den wir vor das Mittelungsintegral ziehen. Die Gleichungen
(3.2) und (3.6) lauten nun
ES = γ
〈√
1 + ζx(x)
2 − 1
〉
, EG =
g∆ρ
2k2
〈
ζ(x)2
〉
,
EE =
σ0
2 (1− ν2)
2kEY
〈∫ ζ(x)
−∞
dz
(
Tr (σ)2 − 2
1− ν detσ − 1
)〉
.
(3.12)
Alle dimensionsbehafteten Gro¨ßen stehen jetzt in den Vorfaktoren der Mittelungsintegrale.
Diese Faktoren kann man wiederum vereinfachen, indem man zwei fu¨r das Modell charakte-
ristische La¨ngenskalen l1 und l2 sowie ihr Verha¨ltnis l12 einfu¨hrt. Mit elastischen Energiedichte
des vorgespannten Zustandes (3.5) lauten sie:
l1 =
γ
2w0
l2 =
w0
g∆ρ
l12 =
l1
2 l2
=
EY
2γ g∆ρ
σ04 (1− ν2)2
(3.13)
l1 ist, abgesehen von einem Vorfaktor, als GRIFFITHla¨nge bekannt. Man beachte, dass l12 in
Abwesenheit von Gravitation Null wird, da dann l2 divergiert. Der Grund fu¨r die spezielle
Definition von l12 liegt in der Mo¨glichkeit, mit l12 = 0 das gravitationsfreie Modell und mit
l12 = 1 gerade die kritische Situation des Modells mit Gravitation
”
einstellen“ zu ko¨nnen.
Mehr Details dazu folgen in der linearen Stabilita¨tsanalyse. k ist nun als einzige dimensions-
behaftete Gro¨ße in den Gleichungen (3.12) enthalten. k wird mit Hilfe von l1 dimensionslos
gemacht:
k → k
l1
. (3.14)
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Mit den Definitionen (3.5) und (3.13) formt man die Vorfaktoren in (3.12) zu
γ → 2w0l1 g∆ρ
4k2
→ w0l
2
1
4k2l2
=
w0l1l12
2k2
1− ν2
2kEY
σ0
2 → w0l1
k
(3.15)
um. Jetzt enthalten die Gleichungen (3.12) alle einen gemeinsamen Faktor2 2 l1w0 k−2. Die
Division durch diesen Faktor ergibt eine reduzierte Form der Energiea¨nderung Ered:
Ered =
〈
k
2
∫ ζ(x)
−∞
dz
[
Tr (σ)2 − 2
1− ν detσ − 1
]
+ k2
[√
1 + ζx(x)2 − 1
]
+
l12
2
ζ(x)2
〉
,
(3.16)
die als Grundlage fu¨r die Berechnungen in den zweidimensionalen Modellen dienen wird. Sie
entha¨lt nunmehr nur noch die dimensionslosen Parameter k und l123 sowie die Amplituden der
Funktion ζ(x). Die (nicht gemittelte) Energie ist nur von ζ(x) und ζx(x) abha¨ngig. Sie nimmt
daher einen Extremwert an, wenn die Gleichung
∂
∂x
∂E
∂ζx(x)
− ∂E
∂ζ
= 0 (3.17)
erfu¨llt ist, d.h. mit der Kru¨mmung
κ =
ζxx(x)√
1 + ζx(x)2
3 (3.18)
gilt
k
2
[
Tr (σ)2 − 2
1− ν detσ − 1
]
z=ζ(x)
− k2κ+ l12 ζ(x) = 0 . (3.19)
Eine Extremallo¨sung ζ(x) des Modells wird durch ihre mittlere quadratische Amplitude cha-
rakterisiert. Mit (3.11) definieren wir:
α =
√
〈ζ(x)2〉 =
√√√√1
2
∞∑
n=1
α2n . (3.20)
Fu¨r Vergleiche mit [63] bilden wir mit dem dimensionslosen k aus α (3.20) die Gro¨ße
a =
α
k
. (3.21)
2 k2 wird nur deshalb in diesen Faktor einbezogen, damit keine Gro¨ßen im Nenner stehen bleiben und potenziel-
le numerische Probleme bei der Behandlung von Situationen bei kleinen k von vornherein vermieden werden.
3 Fu¨r die schnelle Ru¨cktransformation von Ergebnissen, die aus der Minimierung der Gesamtenergie gema¨ß
Gleichung (3.16) bzw. der Lo¨sung der zugeordneten Extremalbedingung gewonnen werden, in
”
physikali-
sche“ Einheiten seien hier zusammenfassend die entsprechenden Vorschriften angegeben: E → Eγ, k →
kl−11 , an → αnk−1l1.
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3.1.2. Der Formalismus der AIRYfunktion
Die Berechnung des Spannungstensors ist in zwei Dimensionen erheblich einfacher als in drei.
Grundlage der Berechnungen ist die AIRYsche Spannungsfunktion4 [46], die mit χ bezeichnet
wird. Sie ist eine biharmonische Funktion, d.h. es gilt mit dem zweidimensionalen LAPLACE-
operator ∆ ≡ ∂xx + ∂zz
∆∆χ = 0 . (3.22)
Ihre konkrete Form muss aus den Randbedingungen des Problems bestimmt werden. Wenn
man aus χ die Elemente des Spannungtensors durch Ableitung nach dem Schema
σxx =
∂2χ
∂z2
σxz = − ∂
2χ
∂x∂z
σzz =
∂2χ
∂x2
(3.23)
berechnet, so sind die elastischen Gleichgewichtsbedingungen automatisch erfu¨llt. Es folgt
unmittelbar, dass die Spur in Gleichung (3.16) direkt durch die AIRYfunktion ausgedru¨ckt
werden kann:
Tr(σ) = 1 +∆χ . (3.24)
In dieser Formulierung ist die Vorspannung im Gesamt-Spannungstensor σ enthalten, und χ
erzeugt nur die Abweichungen von der Vorspannung. Wollte man auch die Vorspannung in χ
erfassen, mu¨sste man einen zusa¨tzlichen Term 1
2
z2 beru¨cksichtigen.
Die allgemeine Form der AIRYfunktion fu¨r das Spannungsfeld einer Halbebene lautet [59]
χ =
∞∑
n=1
(
Ane
nkz +Bne
−nkz + Cnzenkz +Dnze−nkz
)
cos (nkx)+
∞∑
n=1
(
A∗ne
nkz +B∗ne
−nkz + C∗nze
nkz +D∗nze
−nkz) sin (nkx) (3.25)
Da in dieser Arbeit ausschließlich translations- und spiegelsymmetrische Lo¨sungen behandelt
werden, entfallen die Koeffizienten A∗n, B∗n, C∗n und D∗n.
Der Ansatz (3.25) muss analog zu den Grundgleichungen in eine dimensionslose Form ge-
bracht werden (vgl. Kapitel 3.1.1). Unter Beru¨cksichtigung nur der ersten Zeile von Gleichung
(3.25) schreibt man5:
χ =
∞∑
n=1
(
Ane
nz +Bne
−nz + Cnzenz +Dnze−nz
)
cos (nx) , (3.26)
wobei die Koeffizienten in (3.25) und (3.26) nicht identisch sind. Bezieht sich das Problem
auf ein Gebiet, das in negativer z-Richtung unendlich ausgedehnt ist, so entfallen auch Bn
und Dn.
4 Wir werden abku¨rzend den Ausdruck
”
AIRYfunktion“ benutzen. Dabei ist der Unterschied zu dem in der
Mathematik ebenfalls gebra¨uchlichen Begriff der AIRYfunktion zu betonen, der fu¨r Lo¨sungen der Gleichung
w′′(z)− zw(z) = 0 verwendet wird.
5 Um dimensionslose, von k unabha¨ngige Koeffizienten zu erhalten, muss die transformierte AIRYfunktion
außerdem mit einem Faktor k−2 versehen werden, da jede Differenziation in transformierten Koordinaten
einen Faktor k erzeugt (Gl. 3.10). Dieser Schritt wird implizit vorausgesetzt.
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3.2. Das semiinfinite Modell und seine Behandlung mit der
Expansionsmethode
3.2.1. Eigenschaften des Modells
Im einfachsten Modell der GRINFELDinstabilita¨t begrenzt die freie Oberfla¨che ein zweidimen-
sionales elastisches Gebiet, das die Halbebene ausfu¨llt und durch die Funktion ζ(x) begrenzt
wird. Es entha¨lt eine Vorspannung σ0 in x-Richtung– in der entdimensionalisierten Form ein-
fach den ersten Term von Gleichung (3.8).
Das Modell wurde bereits umfangreich untersucht, darunter im Rahmen der linearen und
schwach-nichtlinearen Stabilita¨tsanalyse sowie mit numerischen Ansa¨tzen zur Dynamik. Zwei
neue Zuga¨nge zu diesem Modell sollen in dieser Arbeit vorgsetellt werden, die Expansions-
methode [43] und das Multizykloidenmodell [44].
Im semiinfiniten Modell la¨sst sich die Gleichung fu¨r die Gesamtenergie (3.16) mit Hilfe der
AIRYfunktion noch weiter vereinfachen6:∫
dτ detσ =
∫
dτ
[
χxxχzz − χxz2
]
=
∮
dsχx (ex · σ · n) . (3.27)
Nun sind per Annahme an der Oberfla¨che, also dem oberen Rand des Integrationsgebietes,
σnn = n · σ ·n = 0 und σtn = t · σ ·n = 0. Da ex eine Linearkombination aus n und t ist, gilt
auch ex · σ · n = 0. Da σnn und σnt auch fu¨r z → −∞ verschwinden, wird das Randintegral
insgesamt Null. Da letzteres Argument allerdings fu¨r Du¨nnschichtgeometrien gerade nicht
zutrifft, verschwindet das Integral u¨ber die Determinante dort nicht.
Der elastische Anteil an der ¨Anderung der freien Energie (3.16) vereinfacht sich somit im
halbunendlichen Modell weiter zu
EE =
k
2
〈∫
dz
(
(Trσ)2 − 1)〉 = k
2
〈∫
dz
(
(1 +∆χ)2 − 1)〉 . (3.28)
3.2.2. Lineare Theorie
Die durchzufu¨hrenden Rechenschritte werden sich in allen Folgemodellen im wesentlichen
genauso gestalten wie in dieser Untersuchung: Unter Vorgabe einer Modulation ζ(x) der Ober-
fla¨che berechnet man zuna¨chst die Vera¨nderung des elastischen Feldes (den zweiten Term im
6 Es gilt∫
dτ detσ =
∫
dτ
[
χxxχzz − χ2xz
]
=
∫
dτ {[∂x (χxχzz)− χxχxzz]− [∂z (χxχxz)− χxχxzz]}
=
∫
dτ [∂x (χxχzz)− ∂z (χxχxz)] =
∮
ds [nx (χxχzz)− nz (χxχxz)]
=
∮
ds χx [nxσxx + nzσxz] =
∮
ds χx (ex · σ · n) .
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Spannungstensor (3.8)). Dann bestimmt man die daraus resultierende Energiea¨nderung und bi-
lanziert sie zusammen mit den anderen Termen aus Oberfla¨chenenergie und Schwerkraft. Im
Allgemeinen ist die Berechnung des elastischen Anteils der aufwa¨ndigste Teil der Prozedur.
Wir beschra¨nken die Ansatzfunktion (3.11) auf die erste Mode
ζ(x)lin. = α1 cos (x) (3.29)
und suchen die reduzierten Energieterme der Gleichung (3.16) in niedrigster Ordnung. Die
Wurzel in ES wird entwickelt und die Entwicklung nach der quadratischen Ordnung abgebro-
chen. EG kann exakt integriert werden:
k2
〈√
1 + ζ ′(x)2 − 1
〉
+
l12
2
〈
ζ(x)2
〉 ≈ k2
4
α21 +
l12
4
α21 (3.30)
Die Berechnung der ¨Anderung des elastischen Spannungszustands erfolgt hier detailliert, um
deutlich zu machenen, wie im Anschluss ganz analog die Expansionsmethode aufgebaut wird.
Wir beno¨tigen die AIRYfunktion fu¨r das halbunendliche Modell. Sie lautet (vgl. (3.26))
χ =
∞∑
n=1
(
1
n2
an +
1
n
bnz
)
cos (nx) enz. (3.31)
Die Vorfaktoren 1/n bzw. 1/n2 sind a priori nicht notwendig, da sie auch den Konstanten an
und bn, die wir als AIRYkoeffizienten bezeichnen werden, zugeschlagen werden ko¨nnen. Sie
werden jedoch die Schreibweise der Ableitungen erheblich erleichtern, da sie dort auftretende
n kompensieren. Schreiben wir zuna¨chst auch die Ableitungen in allgemeiner Form auf:
σxx =
∞∑
n=1
(an + (2 + nz) bn) cos (nx) e
nz (3.32a)
σxz =
∞∑
n=1
(an + (1 + nz) bn) sin (nx) e
nz (3.32b)
σzz = −
∞∑
n=1
(an + bnnz) cos (nx) e
nz . (3.32c)
Daraus folgt
Trσ = 1 + 2
∞∑
n=1
bn cos (nx) e
nz (3.33)
Fu¨r die lineare Theorie zeigt sich, dass das erste Glied der Reihe (3.31) ausreichend ist. Der
Grund hierfu¨r wird im Kontext der Expansionsmethode (Kapitel 3.2.3) ersichtlich. Die Span-
nungen lauten (einschließlich der Vorspannung)
σxx = 1 + (a1 + b1 (2 + z)) cos (x) e
z σxz = (a1 + b1 (1 + z)) sin (x) e
z
σzz = − (a1 + b1z) cos (x) ez .
(3.34)
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Die AIRYkoeffizienten a1 und b1 bestimmen wir mit Hilfe der Randbedingung (2.2c) Da
die rechte Seite von (2.2c) Null ist und auf der linken Seite lediglich ein Produkt mit dem
Normalenvektor n steht, ist eine Normierung nicht erforderlich. Man verwendet daher
n′ =
(−ζx(x)
1
)
. (3.35)
Schreiben wir nun die Randbedingungen (2.2c) explizit auf,
|σxxζ ′(x)− σxz|z=ζ(x) = 0
|σxzζ ′(x)− σzz|z=ζ(x) = 0 ,
(3.36)
entwickeln in der Sto¨rung ζ(x) und beachten, dass ζ ′(x) und die AIRYkoeffizienten von der
gleichen Ordnung sind, so ergibt sich nach Einsetzen von (3.11) in niedrigster Ordnung
(a1 + b1 + α1) sin (x) = 0 a1 cos (x) = 0 ,
und damit
a1 = 0 b1 = −α1 . (3.37)
Kombinieren wir Gleichungen (3.28) und (3.33), so folgt allgemein7
EE = 2k
〈 ∞∑
n=1
bn
n
cos (nx) enζ(x)+
∞∑
n=1
∞∑
m=1
bmbn
m+n
cos (mx) cos (nx) e(m+n)ζ(x)
〉
. (3.38)
Dieser Ausdruck ist erwartungsgema¨ß in niedrigster Ordnung quadratisch in α1:
EE, lin. = 2k
〈
b1 cosx (1 + ζ(x)) +
b21
2
cos2 x
〉
= −α
2
1 k
2
. (3.39)
Zusammen mit (3.30) erhalten wir schließlich fu¨r die Energie
Egesamt, lin. =
α21
4
(
k2 + l12 − 2k
)
. (3.40)
7 Ausmultiplizieren und Integrieren:
EE =
k
2
〈∫
dz
(1 + 2 ∞∑
n=1
bn cos (nx) enz
)2
− 1
〉
=2k
〈∫
dz
( ∞∑
n=1
bn cos (nx) enz
(
1 +
∞∑
n=1
bn cos (nx) enz
))〉
=2k
〈 ∞∑
n=1
bn
n
cos (nx) enζ(x) +
∞∑
n=1
∞∑
m=1
bmbn
m+ n
cos (mx) cos (nx) e(m+n)ζ(x)
〉
.
22
3.2. Semiinfinites Modell, Expansionsmethode
Fu¨r Transportprozesse wie Schmelzen und Erstarren oder Verdampfung und Kondensation,
die nicht mit Volumenerhaltung der festen Phase einhergehen, gilt fu¨r die linearisierte Dyna-
mik die Gleichung (vgl. z.B. [51])
∂α1
∂t
= − ∂E
∂α1
. (3.41)
Setzen wir hier die Energie (3.40) und den Normalmodenansatz
α1 = Ae
ix+ωt (3.42)
ein, so erhalten wir fu¨r die Wachstumsrate
ω =
1
2
[−k2 + 2k − l12] . (3.43a)
Fu¨r den Fall von Oberfla¨chendiffusion, also bei Transportprozessen mit Volumenerhaltung,
vera¨ndert man (3.41) durch Voranstellen von −∆ und erha¨lt entsprechend
ω =
1
2
[−k4 + 2k3 − k2l12] . (3.43b)
Aus den Gleichungen (3.43) ko¨nnen jeweils durch Berechnung der Maxima die linear insta-
bilsten Moden bestimmt werden. Sie betragen
kinst. = 1 (3.44a)
fu¨r Schmelzen/Erstarren und
kinst. =
3
4
+
1
4
√
9− 8l12 (3.44b)
fu¨r Oberfla¨chendiffusion. Im Spezialfall vernachla¨ssigbarer Gravitation (l12 = 0) ergibt sich
fu¨r letzteren Fall k = 3/2. Der linear instabile Bereich wird durch die Nullstellen der Glei-
chungen (3.43) beschrieben. Da sich beide Gleichungen im Wesentlichen nur um den Faktor
k2 unterscheiden, sind die Nullstellen abgesehen vom Entartungsgrad der Lo¨sung k=0 iden-
tisch:
kmarg. = 1±
√
1− l12 . (3.45)
Folglich existiert im Fall vernachla¨ssigbarer Gravitation (l12 = 0) ein linear instabiles Band
im Bereich k = 0 . . . 2, und zwar unabha¨ngig von der Form des Transportmechanismus.
Im Fall endlicher Gravitation kann man den kritischen Punkt berechnen, an dem gerade
eine Mode instabil wird. Man lo¨st dazu das Gleichungssystem ω = 0, dω/dk = 0 und erha¨lt
– wiederum unabha¨ngig vom Transportmechanismus8 –
kcrit. = 1, l12, crit. = 1 . (3.46)
8 Hier zeigt sich nochmals der Grund fu¨r die spezielle Definition des Parameters l12.
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Die Dispersionsrelationen fu¨r beide Transportmechanismen zeigen die Abbildungen 3.1 und
3.2. Die Richtigkeit dieser Herleitungen la¨sst sich u¨berpru¨fen, indem man auf reale physika-
lische Parameter zuru¨ckskaliert und mit den bekannten Resultaten vergleicht. Dazu benutzt
man die Definitionen der La¨ngenskalen (3.13). k wird durch l1 dividiert, und man erha¨lt
kcrit. =
1
l1
=
w0
2γ
l12, crit. = 1 =
γ g∆ρ
4w02
,
woraus durch Einsetzen die bekannten Ergebnisse
kcrit. =
√
g∆ρ
γ
σ20, krit. =
EY γ kcrit.
1− ν2 =
EY
√
γ g∆ρ
1− ν2
folgen.
Abbildung 3.1.: Dispersionsrelation
der GRINFELDinstabilita¨t fu¨r den Pro-
zess Schmelzen und Erstarren bei un-
terschiedlichen Werten des Parameters
l12 (von oben nach unten: 0, 0.9, 1.0,
1.1). Marginale Wellenzahlen des gra-
vitationsfreien Modells und kritische
Wellenzahl des Modells mit Gravita-
tion sind hervorgehoben.
Abbildung 3.2.: Dispersionsrelation
der GRINFELDinstabilita¨t fu¨r Ober-
fla¨chendiffusion fu¨r unterschiedliche
Werte des Parameters l12 (von oben
nach unten: 0, 0.9, 1.0 und 1.1). Mar-
ginale Wellenzahlen des gravitations-
freien Modells und kritische Wellen-
zahl des Modells mit Gravitation sind
hervorgehoben.
Die Aussagen des Abschnitts gewinnt man – bis auf die linear schnellstwachsenden Mo-
den – auch direkt aus Formel (3.40), wenn man sich vergegenwa¨rtigt, dass das System einer
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Abbildung 3.3.: Lineares Verhalten
der Gesamtenergie (3.40) fu¨r unter-
schiedliche l12 (von unten nach oben:
0, 0.9, 1.0 und 1.1). Es handelt sich
formal um die Inversion von Abbil-
dung 3.1.
Sto¨rung folgt, sofern es dabei seine freie Energie insgesamt absenken kann. Hierzu betrachte
man die Abbildung 3.3. Fu¨r l12 = 0 ergibt sich der linear instabile Bereich k = 0 . . . 2. Im
gravitationsfreien Modell existiert demzufolge keine
”
kritische Spannung“. Der kritische Fall
im Modell mit Gravitation ist erreicht, wenn genau eine Mode in die Lage versetzt wird, die
Energie abzusenken. Dies geschieht natu¨rlich bei k = 1 und l12=1.
3.2.3. Nichtlineare Theorie und die Expansionsmethode
Mo¨chte man das volle Problem lo¨sen, so muss der vollsta¨ndige Ansatz (3.11) benutzt werden,
und die Bewegungsgleichungen kann man als
∂αn
∂t
= − ∂E
∂αn
(3.47a)
bzw.
∂αn
∂t
= −k2 ∂E
∂αn
(3.47b)
ausdru¨cken. Stationa¨re Lo¨sungen erfu¨llen – unabha¨ngig davon, ob Gleichung (3.47a) oder
(3.47b) zugrundegelegt wird – die Bedingung
∂E
∂αn
= 0 . (3.48)
Diese Forderung ist natu¨rlich identisch mit der nach dem Verschwinden des Ausdrucks (3.19).
Die Expansionsmethode besteht nun darin, alle beteiligten Gro¨ßen – ho¨here Amplituden
und AIRYkoeffizienten – systematisch als Entwicklungen in der Grundamplitude darzustel-
len. Der Formalismus wird zuna¨chst auf das halbunendliche Modell angewendet, ist aber auch
fu¨r endliche Schichten und in drei Dimensionen anwendbar. Die freie Energie la¨sst sich auf
diese Weise als Funktion von k, l12 und geraden Potenzen von α1 beschreiben – ungerade Po-
tenzen sind per Symmetrie verboten. Bei festgehaltenen k und l12 besteht das Auffinden eines
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Extremums dann in der Nullstellenbestimmung eines Polynoms. Daru¨berhinaus reduziert sich
die Bestimmung der Stabilita¨t auf die Bestimmung des Vorzeichens der zweiten Ableitung der
Energie nach α1.
Das zu erfu¨llende Gleichungssystem fu¨r das volle Problem besteht aus den Randbedingun-
gen (2.2c) und der Extremalbedingung (3.19), also
[(1 + σxx) ζ
′(x)− σxz]|z=ζ(x) = 0 (3.49a)
[σxzζ
′(x)− σzz]|z=ζ(x) = 0 (3.49b)
k
2
[
2∆χ+ (∆χ)2
]
z=ζ(x)
− k2κ+ l12 ζ(x) = 0 . (3.49c)
Es erweist sich nun, dass die Forderung nach dem Verschwinden der linken Seiten der Glei-
chungen (3.49) in eindeutiger Weise auf ein rekursives Schema fu¨r die Berechnung der AIRY-
koeffizienten und der Entwicklungskoeffizienten der ho¨heren Amplituden fu¨hrt. Das Verfahren
kann zugleich als Verallgemeinerung der schwach nichtlinearen Analyse von Nozie`res [53]
angesehen werden.
Betrachten wir Ered zuna¨chst allgemein als Funktion ζ(x) und bilden die Mittelung:
〈Ered〉 =
〈 ∞∑
n=1
Anζ(x)
n
〉
.
Die ζ(x)n lassen sich als Summe aus einer Reihe von Produkten
∏n
j=1 cos (ij x) mit ampli-
tudenabha¨ngigen Vorfaktoren schreiben, wobei i irgendeine Indexmenge der Ma¨chtigkeit n
bezeichnen mo¨ge. Nun la¨sst sich leicht induktiv anhand der fortgesetzten Anwendung von
Additionstheoremen zeigen, dass ein Integral u¨ber ein solches Produkt genau dann ungleich
Null werden kann, wenn sich die Indizes der Menge i so in zwei Teilmengen zerlegen lassen,
dass die Summe aller Elemente in beiden Teilmengen gleich ist9.
Eine notwendige Voraussetzung dafu¨r ist, dass die Summe aller Elemente der Indexmenge
i eine gerade Zahl ist. Ered entha¨lt also [53] nur Terme der Form
α1
2, α1
4, α2
2, α2
4, α1
2 α2, α1
3 α3, α1 α2 α3 . . . (3.50)
Mit
αn ∝ α1n , (3.51)
muss die Reihenentwicklung folglich
αn = α1
n
∞∑
m=0
αn,2mα1
2m (3.52)
lauten, da fu¨r alle 2m+ 1 die Bedingung (3.50) wiederum verletzt wa¨re.
9 Mit anderen Worten, wenn sie der strengen Variante des Zahlenaufteilungsproblems [33] genu¨gen.
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Das Argument la¨sst sich auf die AIRYkoeffizienten ausdehnen. Genau wie von den αn ist
Ered auch von den Spannungstermen (3.32) abha¨ngig, und wie die αn in ζ(x) sind die an
und bn in den σij mit entsprechenden Winkelfunktionen cos(nx) bzw. sin(nx) assoziiert (die
Exponentialfunktionen kann man als Reihe in ζ(x) betrachten und sie beeinflussen die Ar-
gumentation nicht). Folglich kann man Ered formal als gemischte Reihe in ζ(x) und den σij
schreiben und erha¨lt mit denselben Argumenten die Form
an = α1
n
∞∑
m=0
an,2m α1
2m bn = α1
n
∞∑
m=0
bn,2m α1
2m . (3.53)
fu¨r die AIRYkoeffizienten.
An diese Argumentation schließt sich unmittelbar die Frage an, wieviele Entwicklungsko-
effizienten man beru¨cksichtigen muss, um Ered in einer geforderten Genauigkeit α12N exakt
zu berechnen. Da lineare Anteile sowohl in ζ(x) allein als auch in den σij allein nicht in Ered
vorkommen ko¨nnen (sie verschwinden bei der Mittelung), besteht Ered nur aus quadratischen
und ho¨heren Formen in den αn, an und bn, deren Indexmengen zudem wieder der Bedingung
(3.50) genu¨gen mu¨ssen. In einem Energieterm der Genauigkeit α12N ko¨nnen daher ho¨chstens
solche αn, an und bn mit n = 1 . . . N auftreten10.
Die Aussage la¨sst sich hinsichtlich der Entwicklungskoeffizienten αn,2m, an,2m und bn,2m
noch weiter pra¨zisieren. Dazu stellen wir die Menge der zu beru¨cksichtigenden Entwicklungs-
koeffizienten in einem Schema der folgenden Art dar:
(α) α1 α2 α3
α1
1 α1
α1
2 α2,0
α1
3 α3,0
α1
4 α2,2
α1
5
(a) a1 a2 a3
α1
1 a1,0
α1
2 a2,0
α1
3 a1,2 a3,0
α1
4 a2,2
α1
5 a1,4
(b) b1 b2 b3
α1
1 b1,0
α1
2 b2,0
α1
3 b1,2 b3,0
α1
4 b2,2
α1
5 b1,4
(3.54)
Im Schema (3.54) wurde beispielhaft angenommen, dass die Energie in der Ordnung α16 be-
rechnet werden soll. Warum ist nun beispielsweise b3,2 nicht enthalten? b3 ist ∝ α13. Folglich
kommt in Ered ein Term wie b1b3 aufgrund der obigen ¨Uberlegungen nicht vor, wohl aber Pro-
dukte mit anderen Koeffizienten, die zusammen mindestens ebenfalls von der Ordnung α13
sind. b3,2 selbst ist aber bereits ∝ α15, so dass es nur zu Termen in Ered beitragen kann, die
mindestens ∝ α18 sind. Allgemein kann man folgenden Schluss ziehen:
Lemma 3.1 In eine Berechnung der Energie in der Ordnung α12N gehen (mit Ausnahme des
Falles n = 1 fu¨r die αn,2m) alle Koeffizienten αn,2m, an,2m und bn,2m ein, fu¨r die n +m ≤ N
gilt.
10 ¨Ubrigens kommen die an u¨berhaupt nicht im Energieausdruck vor, da sie nicht in der Spur des Spannungsten-
sors (3.33) enthalten sind.
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Die Berechnung der Koeffizienten mit den Gleichungen (3.49) erfolgt mit einem rekursiv-
linearen Schema, das der Form (3.54) sehr a¨hnlich ist. Wir machen uns zuna¨chst bewusst,
dass die linke Seite der Gleichung (3.49a) eine ungerade Funktion ist, also ausschließlich
Sinuskomponenten entha¨lt, wa¨hrend die Gleichungen (3.49b) und (3.49c) gerade Funktionen
sind. Man setzt also die Entwicklungen aller beteiligten Koeffizienten bis zu der durch Lemma
3.1 vorgeschriebenen Ordnung in α1 in die Gleichungen (3.49) ein, wobei die e-Funktionen
zu entwickeln sind, und sortiert sie sowohl nach Potenzen in α1 als auch nach Sinus- bzw.
Cosinusfunktionen. Alle diese Terme mu¨ssen einzeln Null werden.
Komponenten mit ungeradem n +m sind auch hier per Symmetrie verboten, und aus den
Bestimmungsgleichungen ergibt sich die folgende Anordnung der zu lo¨senden Teilprobleme.
(3.49a) sin (x) sin (2x) sin (3x)
(3.49b) cos (x) cos (2x) cos (3x)
(3.49c) cos (2x) cos (3x)
α1
1 a1,0, b1,0
α1
2 a2,0, b2,0, α2,0
α1
3 a1,2, b1,2 a3,0, b3,0, α3,0
α1
4 a2,2, b2,2, α2,2
α1
5 a1,4, b1,4
(3.55)
In jeder Position ergibt sich ein lineares System aus zwei bzw. drei Gleichungen, das die ange-
gebenen Koeffizienten an,2m, bn,2m und αn,2m zu bestimmen gestattet. Dass in einigen Fa¨llen
nur zwei Gleichungen zu lo¨sen sind, liegt daran, dass α1 selbst natu¨rlich nicht entwickelt wird.
An jeder Position im Schema treten die angegebenen Koeffizienten erstmals linear auf, und
die u¨brigen (induzierten) Terme jedes dieser Gleichungssystem ko¨nnen nur durch aus solchen
Ausdru¨cken resultieren, die im Schema (3.55) bei niedrigeren Potenzen von α1 liegen und
deren Summe n+m nicht gro¨ßer ist.
Daraus resultiert die Reihenfolge der Lo¨sung der jeweiligen Untersysteme: Man startet bei
n+m = 1 und geht bis n+m = N , das sind jeweils Diagonalen, die im Schema (3.55) von
rechts oben nach links unten verlaufen, und lo¨st innerhalb dieser Diagonalen in der Reihen-
folge m = 0 bis m = N − 1.
Sind alle Koeffizienten bestimmt, so bleibt in Gleichung (3.49c) die Mode cos(x) u¨brig.
Hierbei handelt es sich gerade um die ¨Anderung des chemischen Potenzials, ausgedru¨ckt als
Reihe in α1. Diese Gro¨ße ist proportional (mit einem Faktor 12 ) zur Ableitung der Energiea¨nde-
rung nach α1. Eine Integration u¨ber α1 ergibt also die Gesamtenergie als Reihe in α1.
Das Auffinden stationa¨rer Zusta¨nde ist damit auf die Nullstellenbestimmung eines Poly-
noms in α1 reduziert. Dies ist der letzte und einzige Schritt des gesamten Verfahrens, der
numerisch zu erfolgen hat.
Tabelle 3.1 gibt die Koeffizienten an, die fu¨r eine Bestimmung der Energie in vierter Ord-
nung in α1 notwendig sind. Fu¨r k = 1 und l12 = 1 wurden sie in dimensionsbehafteter Form
bereits von Nozie`res [53] hergeleitet. Insgesamt wurden mit diesem Verfahren Energien bis
zur Ordnung α161 berechnet. Die entstehenden Ausdru¨cke sind, wie man schon anhand der
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niedrigen Koeffizienten sieht, sehr komplex und hier nicht darstellbar. Optimierte MAPLE-
Arbeitsbla¨tter, die die Koeffizienten erzeugen, sind vom Autor erha¨ltlich.
Tabelle 3.1.: Die fu¨r die lineare und die erste nichtlineare Ordnung notwendigen AIRYkoeffizienten
und Amplitudenkoeffizienten
Koeff. Wert Koeff. Wert Koeff. Wert
a1,0 0 b1,0 −1
α2,0
−2k
4 k2−4 k+l12 a2,0 1 b2,0
4 k2+l12
4 k2−4 k+l12
a1,2 − 12 k2+3 l12−8 k4(4 k2−4 k+l12) b1,2 −52 k+3 l12+12 k
2
8(4 k2−4 k+l12)
Damit erhalten wir nach Vereinfachung die ¨Anderung der Gesamtenergie in vierter Ordnung
in α1 allgemein zu
Ered =
1
4
(
k2 − 2k + l12
)
α1
2 − k
64
4k (3k2 − 27k + 40) + 3l12 (k − 8)
−4k + l12 + 4k2 α1
4 (3.56)
Am kritischen Punkt {k = 1, l12 = 1} ergibt sich erwartungsgema¨ß
Ered = −43
64
α1
4 (3.57)
3.2.4. Charakteristika des schwach-nichtlinearen Regimes
Welche Schlu¨sse kann man aus der Gleichung (3.56) ziehen? Wie bereits dargelegt, setzt die
Instabilita¨t bei {l12 = 1, k = 1} ein, und man kann zuna¨chst einmal die ho¨heren Koeffizienten
am kritischen Punkt einsetzen. Man erha¨lt in Erweiterung zu (3.57)
Egesamt, krit. =− 43
64
α1
4 − 11661
1024
α1
6 − 3446989
12288
α1
8 − 317790953065
37748736
α1
10
− 154676894913120211
543581798400
α1
12 − 81526198232945992800847
7827577896960000
α1
14
− 2229374504089574965742093912371
5523138964094976000000
α1
16 .
(3.58)
Der lineare Term ist hier natu¨rlich Null. Wir sehen erwartungsgema¨ß, dass weder in der na¨chs-
ten noch in irgendeiner der verfu¨gbaren Ordnungen ein nichtnegativer Term erscheint. Dies
steht mit dem eingangs erwa¨hnten Argument in Einklang, dass das halbunendliche Modell
keine Restabilisierung zula¨sst. Die Abbildung 3.4 zeigt den Anstieg der Absolutwerte der Ko-
effizienten.
Das lineare Verhalten oberhalb der kritischen Spannung, also bei l12 < 1, wird durch die
Nullstellen des in α1 quadratischen Terms in (3.56) bestimmt: ein durch eine untere und obere
marginale Wellenzahl
kmarg. = 1±
√
1− l12 (3.59)
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Abbildung 3.4.: Die logarithmische Darstel-
lung der Absolutwerte der Koeffizienten der
Energie am kritischen Punkt (3.58) u¨ber der
Ordnung des Koeffizienten in α1. Die durchge-
zogene Linie ist die Funktion exp (n).
Abbildung 3.5.: Parameterbereich, fu¨r den der
quartische Term der Energie positiv ist. Rechts
die obere marginale Wellenzahl (Gl. 3.59), links
die Linie, auf der der quartische Term Null ist.
begrenzter Bereich ist linear instabil. Eine Analyse des quartischen Terms von Gleichung
(3.56) zeigt, dass fu¨r hinreichend kleine l12 ein Bereich unterhalb der marginalen Wellenzahl
existiert, bei dem sein Vorzeichen positiv wird (Abbildung 3.5).
Der gro¨ßte l12-Wert, fu¨r den der quartische Term gerade noch Null werden kann, ist
l12, tric. = −148
9
+
20
9
√
57 ≈ 0.333 , (3.60a)
korrespondierend mit
ktric. =
13
3
− 1
3
√
57 ≈ 1.817 (3.60b)
(der Punkt in Bild 3.5). Im Grenzfall l12 = 0 erfolgt der Vorzeichenwechsel bei
kl12=0,tric. =
9
2
− 1
6
√
249 ≈ 1.870 . (3.60c)
Die letzte Angabe finden wir bereits bei Nozie`res [53]. Aus der Existenz eines gewissen super-
kritischen Bereiches bei großen Spannungen kann man schließen, dass eine Restabilisierung
der GRINFELDinstabilita¨t mo¨glich ist, solange man durch Begrenzung der Systemgro¨ße die
Ausbildung solcher Anteile unterdru¨ckt, die kleineren Wellenzahlen als denen innerhalb des
gekennzeichneten Bereiches in Bild 3.5 entsprechen.
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3.2.5. Die Lo¨sung nach SPENCER und ihre Verallgemeinerung auf beliebige l12
Gleichung (3.60c) legte nahe, dass im gravitationsfreien Modell fu¨r k ∈ [1.87, 2] eine Resta-
bilisierung mo¨glich ist. Da durch die systematische Erfassung ho¨herer Moden im Rahmen der
Expansionsmethode die Energie und ihre Ableitungen wesentlich genauer berechnet werden
ko¨nnen, kann diese Aussage nun pra¨zisiert werden. Dabei liegt die Beschra¨nkung zuna¨chst
auf dem gravitationsfreien Modell l12 = 0.
In der Tat zeigt eine numerische Arbeit von SPENCER und MEIRON [63], dass der restabili-
sierte Bereich sogar gro¨ßer ist; die Mannigfaltigkeit der stabilen Lo¨sungen terminiert dort bei
k ≈ 1.74. Die Lo¨sung ist als fettgedruckte Kurve in Bild 3.7 dargestellt.
Die in [63] und hier dargestellte mittlere quadratische Amplitude ist die Gro¨ße (3.21) (vgl.
S. 18). Die Definition der typischen La¨nge l1 unterscheidet sich in [63] um den Faktor 1/2 von
der hier benutzen Gro¨ße, daher findet man bei SPENCER den Bereich [3.48, 4].
Abbildung 3.6.: Stationa¨re Lo¨sungen
nach der Expansionsmethode mit Ge-
nauigkeiten α12N von N =2 bis N =
8. Die fettgedruckte Linie ist die digi-
talisierte und skalierte Kurve aus [63].
Zahlen in Kreisen korrespondieren zu
den entsprechenden Kurven in Abbil-
dung (3.7).
Es fa¨llt auf, dass durch die Expansionsmethode die mittleren quadratischen Amplituden der
SPENCER-Lo¨sung bis hin zu moderaten Werten von a ≈ 0.2 recht gut approximiert werden.
Danach weichen die Lo¨sungen vom numerischen Ergebnis ab.
Am Beispiel der genauesten Lo¨sung in dieser Darstellung gibt die Abbildung 3.7 eine An-
zahl von Morphologien an (jedem Punkt der Lo¨sungsmengen in Bild 3.6 entspricht eine Ober-
fla¨che ζ(x)).
Anhand der Abbildung 3.7 wird klar, warum die Lo¨sungen voneinander abweichen: Die
Beru¨cksichtigung weniger (im Beispiel acht) Amplituden funktioniert, solange die Struktur
nicht zu weit von der Cosinusform abweicht. Fu¨r gro¨ßere mittlere Amplituden bilden sich in
Einklang mit den Resultaten [53,63] Strukturen, die in den Maxima flacher und in den Minima
spitzer werden. Die dynamische Entwicklung fu¨hrt in endlicher Zeit zu einer Cuspsingularita¨t,
und fu¨r deren Beschreibung ist eine große Anzahl von Moden notwendig.
Da das Modell den Parameter l12 entha¨lt, ist eine Erweiterung der SPENCERschen Lo¨sung
auf beliebige Szenarien mit Schwerkraft mo¨glich. Eine Anzahl Lo¨sungen fu¨r unterschiedliche
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Abbildung 3.7.: Morphologien eini-
ger spezieller Punkte aus Abbildung
3.6, korrespondierend zur genaues-
ten Lo¨sung (N = 8). Die Ergebnis-
se sind in der dimensionslosen Form
dargestellt, daher betra¨gt das Grund-
intervall aller Kurven 2pi.
Parameter im linear instabilen Bereich zwischen 0 und 1 zeigt die Abbildung 3.8.
Der schwarze Punkt in der Abbildung zeigt die Grenze, bis zu der stabile Lo¨sungen mit
kleiner Amplitude existieren ko¨nnen, gegeben durch Gleichung (3.60b). Kreise markieren den
¨Ubergang der Kurven zwischen stabil und instabil. Generell sind alle Bereiche, in denen die
Lo¨sungskurve nach links geneigt ist, stabil. Dies kann man sich leicht vergegenwa¨rtigen, in-
dem man sich klar macht, dass bei fixierten k und l12 die Energie ein Polynom in α1 ist, dessen
Maxima und Minima sich abwechseln. a = 0 ist ein Maximum, solange eine lineare Instabi-
lita¨t vorliegt (also in der Abbildung bei k < 1 +√1− l12), auf das bei ho¨heren a als na¨chstes
ein Minimum zu folgen hat. Aufgrund der Restriktion hinsichtlich der Modenanzahl werden
Abbildung 3.8.: Stationa¨re Lo¨sungs-
mannigfaltigkeiten im linear instabi-
len Bereich fu¨r unterschiedliche l12.
Zum Vergleich wurde die SPENCER-
Lo¨sung mit dargestellt. Diskussion im
Text.
Lo¨sungen oberhalb der gestrichelten Linie nicht mehr als verla¨sslich angesehen.
Die Expansionsmethode erlaubte eine gewisse Erweiterung der Kenntnisse aus dem gra-
vitationsfreien Modell. Daru¨berhinaus wird sie bei der Behandlung endlich dicker Schichten
erneut verwendet werden. Wegen der dort herrschenden Mo¨glichkeit der Restabilisierung und
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der Vermeidung der Cuspsingularita¨t ist sogar zu erwarten, dass die Methode dort bedeutend
genauere Ergebnisse liefern kann.
Es bleibt zu bemerken, dass die Expansionsmethode eine Reihe von Artefakten erzeugen
kann. Zum einen existieren unter gewissen Bedingungen weitere reelle Nullstellen, deren
Existenz und Position von der zugrundegelegten Ordnung abha¨ngt. Zum anderen erscheint
jede Lo¨sung mehrfach im Diagramm, da eine Lo¨sung ζ(kx) immer auch als ζ(2kx) bei halber
Grundwellenzahl aufgefasst werden kann. Diese
”
Geisterlo¨sungen“ existieren bei k < 1 bei
kleinen Amplituden (trotz der Reduktion auf α1 werden gewisse Na¨herungen solcher Lo¨sun-
gen erzeugt) und interferieren mit der Mannigfaltigkeit der
”
echten“ Lo¨sungen. Es erweist
sich also als notwendig, fu¨r die Untersuchung dieses Teils des Lo¨sungsdiagramms ein anderes
Verfahren zu entwickeln.
3.3. Der Multizykloidenansatz fu¨r das semiinfinite Modell
Die bisher benutzten Methode weist einen Nachteil auf: Stationa¨re Lo¨sungen bei großen Am-
plituden enthalten einen nicht zu vernachla¨ssigenden Anteil hoher Moden. Daraus folgt die
Notwendigkeit von Reihenentwicklungen in hoher Ordnung, und analytische Verfahren, die
auf FOURIERreihendarstellungen der Oberfla¨che aufbauen, sind bei großen Amplituden zum
Scheitern verurteilt.
Wir geben daher die Cosinusreihe als Funktionensystem zugunsten einer anderen Funk-
tionenklasse auf, die wir als verallgemeinerte Zykloiden bezeichnen. Fu¨r solche Oberfla¨chen
wird es nicht mehr mo¨glich sein, die elastische Energiea¨nderung des gesamten Halbraumes
analytisch zu berechnen11. Dies ist jedoch fu¨r unsere Zwecke u¨berhaupt nicht notwendig. Wie
wir sehen werden, kann man die freie Energiedichte an der Oberfla¨che exakt angeben12 und
damit die Variation infolge einer ¨Anderung der Morphologie ausdru¨cken, mit anderen Worten,
wir werden ausschließlich das Problem
δE = δEE + δES + δEG = 0 (3.61)
lo¨sen, ohne die Energie selbst anzugeben. Gao [15] hat gezeigt, dass die stationa¨ren Lo¨sun-
gen des halbunendlichen Modells in zwei Dimensionen ¨Ahnlichkeit mit Zykloiden aufweisen.
Nehmen wir voru¨bergehend an, dass die Lo¨sungen tatsa¨chlich Zykloiden sind. Bei der Ent-
wicklung einer Zykloide (3.62) in eine Cosinusreihe zeigt sich, dass bei großen ρ die Reihe
der zugeho¨rigen Koeffizienten sehr langsam konvergiert. Anhang A.1 zeigt diese Entwicklung.
Die einzelnen Koeffizienten sind aber keineswegs voneinander unabha¨ngig, denn sie enthalten
ja gerade ρ als einzigen Parameter.
11 Tatsa¨chlich kann man einen allgemeinen Ausdruck fu¨r diese Gro¨ße angeben, dieser ist jedoch extrem umfang-
reich und fu¨r unsere Art von Berechnungen nicht praktikabel.
12 Der Ausdruck entha¨lt – genau wie die Formel fu¨r die Oberfla¨che – fu¨r N -Zykloiden mit N ≥ 2 Integrale,
fu¨r keine allgemeinen Lo¨sungen existieren und die daher numerisch ausgewertet werden. Trotzdem wird von
analytischer Lo¨sbarkeit die Rede sein.
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Nehmen wir weiter an, dass sich die tatsa¨chlichen Lo¨sungen des halbunendlichen Modells
nur wenig von einer Zykloide unterscheiden, so sollte es mo¨glich sein, die Zykloidenlo¨sung
mittels geeigneter kleiner Parameter so zu modifizieren, dass sie gegen die echte Lo¨sung kon-
vergiert. Diese Modifikationen, als Multizykloiden bezeichnet, werden im Anschluss an das
Zykloidenmodell untersucht werden.
Die Zykloiden, und mit ihnen die Multizykloiden, enthalten daru¨berhinaus den Spezialfall
von Morphologien mit Cuspsingularita¨t. Obgleich der Fall der Cusp selbst nur als Grenzfall
behandelt werden kann – er stellt eine Singularita¨t in der konformen Abbildung dar – wird
sich zeigen, dass eine offene Menge von Lo¨sungen mit der Cuspsingularita¨t als Grenze exakt
berechenbar sind. Die Cusplo¨sung kann daher beliebig genau approximiert werden.
Die Multizykloiden werden noch einen weiteren methodischen Vorteil mit sich bringen. Die
Menge der darstellbaren Morphologien umfasst na¨mlich auch solche mit ¨Uberha¨ngen. Die-
se sind definitionsgema¨ß in Theorien, in denen die Oberfla¨che als FOURIERreihe dargestellt
wird, u¨berhaupt nicht enthalten. Damit erweitern sich die Mo¨glichkeiten fu¨r die Behandlung
strukturbildender Systeme signifikant.
3.3.1. Zykloiden
Vergegenwa¨rtigen wir uns die wichtigsten Eigenschaften der Zykloiden. Eine ausfu¨hrliche
¨Ubersicht bietet das Werk von ROBERT C. YATES [71].
Um sich eine Zykloide plausibel zu machen, stellt man sich einen Kreis vor, der auf einer
Geraden abrollt. Die klassische, spitze Zykloide ist als die Bahnkurve definiert, die ein Punkt
beschreibt, der sich auf diesem Kreis befindet. Verla¨ngerte bzw. verku¨rzte Zykloiden entste-
hen, wenn der Punkt in einem gro¨ßeren bzw. kleineren Abstand als dem Radius relativ zum
Abrollkreis fixiert ist. Eine Radmutter beschreibt beispielsweise eine verku¨rzte Zykloide, und
ein Punkt auf dem Spurkranz eines Eisenbahnrades eine verla¨ngerte Zykloide.
Abbildung 3.9.: Verku¨rzte, spitze
und verla¨ngerte Zykloide als Bahnen
von Punkten in einem Abstand kleiner
(ρ=0.6), gleich (ρ=1.0) bzw. gro¨ßer
(ρ=1.4) als der Abrollradius.
Eine mathematische Beschreibung der Zykloide kann durch eine komplexe Funktion der Form
ζ (ξ) = ξ − iρe−iξ − iρ
2
2
(3.62)
erfolgen. Dazu stellt man sich den in Abbildung 3.9 gezeigten Bereich als Ausschnitt der
komplexen Ebene z = x + iy vor13. Spaltet man ζ(ξ) in Real- und Imagina¨rteil auf, ζ(ξ) =
13 Fu¨r die gesamten Betrachtungen u¨ber Zykloiden und ihre Erweiterungen bezeichnen wir die zweidimensiona-
len Koordinaten als (x, y) und z als die komplexe Zahl, die durch z=x+ iy definiert ist.
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x (ξ) + iy (ξ), dann entsprechen diese der parametrischen Darstellung der Zykloide. Es gilt
x (ξ) = < (ζ(x)) = ξ − ρ sin ξ
y (ξ) = = (ζ(x)) = −ρ cos ξ − ρ
2
2
(3.63)
Die neben ξ ebenfalls reelle Gro¨ße ρ ist eine verallgemeinerte Amplitude. Der letzte Term in
Gleichung (3.62) ist fu¨r die Form der Zykloide ohne Belang. Er sorgt fu¨r eine Verschiebung
der Kurve in der vertikalen Richtung in der Art, dass der Mittelwert der Funktion, auf die
Abszisse bezogen, Null ist14. Nur dann kann man auch die mittlere quadratische Abweichung
sinnvoll definieren.
In der Form (3.62) ergeben sich ausschließlich nach unten (y → −∞) gerichtete Cuspsin-
gularita¨ten. Aufwa¨rtsgerichtete Spitzen entstehen, wenn man das Vorzeichen in der Exponen-
zialfunktion invertiert. Solche Funktionen sind fu¨r die GRINFELDinstabilita¨t ohne Belang, da
eine Spitze elastisch vollsta¨ndig relaxiert wa¨re und unter einer beliebigen Sto¨rung augenblick-
lich unter Verkleinerung der Oberfla¨che verschwinden wu¨rde. Strukturen, deren Cuspsingu-
larita¨ten ausschließlich nach oben zeigen, ko¨nnen ebenfalls untersucht werden, da hierfu¨r le-
diglich der konjugiert komplexe Ansatz benutzt werden muss. Eine Einschra¨nkung wu¨rde der
Zykloidenansatz nur im Hinblick auf hypothetische Systeme darstellen, die in beiden Rich-
tungen zur Ebene Spitzen aufweisen.
Abbildung 3.10.: Gesamtheit der durch eine Zykloide
darstellbaren physikalisch relevanten Morphologien (vgl.
Gleichung (3.62)). Die Cuspgrenze liegt bei ρ = ±1 (im
Bild vorn bzw. hinten); negative ρ bewirken eine Verschie-
bung der Kurve um pi in Richtung von x(ξ).
Die Abbildung 3.10 zeigt die Morphologie der Zykloide von der negativen Cuspgrenze
ρ=−1 u¨ber den Trivialfall ρ = 0, der der Geraden y = 0 entspricht, bis zur erneuten Cusp
14 Der Mittelwert einer parametrisch gegebenen Funktion berechnet sich zu
〈xξ(ξ) y(ξ)〉 ,
also folgt fu¨r die Zykloide in der Form (3.62)〈
(1− ρ cos ξ) (−ρ cos ξ − ρ2/2)〉 = −ρ2/2− ρ (1− ρ2/2)< cos ξ >︸ ︷︷ ︸
0
+ρ2< cos2 ξ >︸ ︷︷ ︸
1/2
= 0 .
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bei ρ = 1. Sowohl fu¨r das Monozykloidenmodell als auch in Vorbereitung der Multizykloiden
folgen einige Eigenschaften der Zykloide. Der Kru¨mmungsradius betra¨gt [9]
r =
∣∣∣∣∣∣∣∣
(x˙(ξ)2 + y˙(ξ)2)
3
2∣∣∣∣ x˙(ξ) y˙(ξ)x¨(ξ) y¨(ξ)
∣∣∣∣
∣∣∣∣∣∣∣∣ . (3.64)
Daraus folgt fu¨r die Zykloide
rZ =
∣∣∣∣∣(1− 2ρ cos (ξ) + ρ2)
3/2
ρ (cos (ξ)− ρ)
∣∣∣∣∣ . (3.65)
Fu¨r ρ > 0 liegt das Minimum der Zykloide bei ξ = 2npi, n ∈ Z; fu¨r negative ρ bei ξ =
(2n+1)pi, n ∈ Z. An diesen Stellen ist die Betrachtung des Kru¨mmungsradius interessant, da
er im Extremfall der Cusp Null wird. Er betra¨gt
r±ξ=npi =
∣∣∣∣∣(±1 + ρ)2ρ
∣∣∣∣∣ . (3.66)
Folglich liegt die Cuspamplitude bei
ρCusp = ±1 . (3.67)
Fu¨r die Berechnung der Cuspamplitude ist die Kenntnis des Kru¨mmungsradius jedoch nicht
zwingend notwendig. Das Auftreten einer Cuspsingularita¨t ist allgemein durch die Bedingung
ζ ′ (ξ) = 0 (3.68)
gegeben, was fu¨r die Zykloide auf die Gleichungen
1− ρ cos (ξ) = 0 , ρ sin (ξ) = 0 (3.69)
fu¨hrt. Bei ξ = 0 bzw. ξ = pi folgt ebenfalls das Ergebnis (3.67); fu¨r andere ξ existieren keine
Lo¨sungen.
Die gesuchten stationa¨ren Lo¨sungen sind durch die Grundwellenzahl k, den Parameter l12
sowie durch ρ (bzw. im verallgemeinerten Modell den Parametersatz ρ1 . . . ρN ) gekennzeich-
net. Letzterer determiniert die gesuchte Form der Oberfla¨che. Da es unmo¨glich ist, den ge-
samten Morphologieverlauf in Abha¨ngigkeit von den ersten beiden Parametern darzustellen,
beno¨tigen wir hierfu¨r wieder ein skalares Maß. Analog zum vorigen Kapitel verwenden wir
hierfu¨r die mittlere quadratische Abweichung der Zykloide von der Abszisse. Sie ist die Gro¨ße,
mit der die Resultate im allgemeinen angegeben werden. Da sie keine eineindeutige Funktion
der ρn ist, kann eine Dearstellung der stationa¨ren Lo¨sungsmannigfaltigkeit in einem (k, α)--
Diagramm durchaus mehrdeutig sein. Diese Eigenschaft traf auch schon auf die Methode des
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vorigen Abschnittes zu, allerdings war dort die Genauigkeit nicht ausreichend, um solche im
Rahmen des Modells durchaus existierenden Mehrdeutigkeiten identifizieren und von Arte-
faktlo¨sungen unterscheiden zu ko¨nnen. Die mittlere quadratische Amplitude betra¨gt
ρ =
√
〈x′ (ξ) y2 (ξ)〉 = |ρ|
2
√
2− ρ2 , (3.70a)
und sie entspricht dem α des vorigen Abschnitts. Entsprechend bilden wir die Gro¨ße
a =
ρ
k
. (3.70b)
Sie stimmt mit der Gro¨ße u¨berein, die SPENCER und MEIRON in [63] darstellen.
3.3.2. Das Zykloidenmodell
Wir fu¨hren die Energieminimierung mit Zykloiden als Ansatzfunktion vollsta¨ndig aus, denn
sie dient als vergleichsweise einfach nachvollziehbarer Prototyp der komplexeren Berech-
nungen an verallgemeinerten Zykloiden. Die Rechnung wurde ohne Beru¨cksichtigung von
Schwerkraft bis auf den letzten Schritt der eigentlichen Minimierung bereits von CHIU und
GAO [15] ausgefu¨hrt.
Beschra¨nken wir unseren Lo¨sungsraum auf die Zykloiden (3.62), so vereinfacht sich das
allgemeine Variationsproblem (3.61) zu
δ
δρ
[EE + ES + EG] = 0 . (3.71)
Wir erweitern den reellen Parameter ξ in Gleichung (3.62) zu einer komplexen Gro¨ße Υ =
ξ+iη. Dann stellt (3.62) die eine konforme Abbildung zwischen der z-Ebene und der Υ-Ebene
dar, die die Kurve ζ(ξ) in die Kurve η = 0 und den elastischen Festko¨rper in die Halbebene
η ≤ 0 u¨berfu¨hrt.
Formulieren wir das elastische Teilproblem in komplexen Gro¨ßen. Dazu kommen wir noch
einmal auf die AIRYfunktion zuru¨ck. Die Berechnung der elastischen Spannungen nach den
u¨blichen Ableitungsregeln impliziert die Gu¨ltigkeit der elastischen Gleichgewichtsbedingung
∂jσij = 0. Weiterhin folgt aus dem HOOKEschen Gesetz die biharmonische Gleichung∆2χ =
0. Die allgemeinste Lo¨sung fu¨r die AIRYfunktion lautet in komplexen Koordinaten (z, z) (mit
z = x+ iy, z = x− iy)
χ(z, z) = zf1(z) + g1(z) + zf2(z) + g2(z) . (3.72)
Dabei sind f1, f2, g1 und g2 analytische Funktionen ihrer Argumente. Die Beschra¨nkung auf
reelle Lo¨sungen der biharmonischen Gleichung reduziert die Anzahl der unabha¨ngigen Funk-
tionen von vier auf zwei. Wir wa¨hlen die Formulierung
χ(z, z) =
1
2
{
zΦ(z) +
∫
Ψ(z)dz + zΦ(z) +
∫
Ψ(z)dz
}
. (3.73)
37
3. Zweidimensionale Modelle
Die Funktionen Φ und Ψ werden als GOURSATfunktionen bezeichnet. Wir vermerken, dass
die Ableitungen in komplexen Gro¨ßen ∂x = ∂z + ∂z und ∂y = i (∂z − ∂z) lauten und erhalten
fu¨r die Spannungen
σxx + σyy = 2
[
Φ′(z) + Φ′(z)
]
σyy − σxx + 2iσxy = 2 [zΦ′′(z) + Ψ′(z)] .
(3.74)
Nachdem wir die Komponenten des Spannungstensors durch die GOURSATfunktionen ausge-
dru¨ckt haben, macht es sich erforderlich, gleiches auch fu¨r die Randbedingungen auf der Kur-
ve (3.62) zu erreichen. Wir formulieren dazu die Kraftdichte (fx, fy) auf einen Punkt der durch
(3.62) gegebenen Oberfla¨che (vgl. Gleichung (2.2c), S. 9) als komplexe Gro¨ße f = fx + ify:
fx + ify = σxjnj + iσyjnj = (σxx + iσxy)nx + (σyy − iσxy) iny . (3.75)
Mit der Bogenla¨nge s entlang der Oberfla¨che, definiert so, dass s→∞ wenn x→∞, gilt
nx + iny = −dy
ds
+ i
dx
ds
= i
dz
ds
. (3.76)
Daraus folgt
fx + ify =
1
2
(σxx + σyy) i
dz
ds
+
1
2
(σyy − σxx − 2iσxy) idz
ds
=
[
Φ′(z) + Φ′(z)
]
i
dz
ds
+
[
zΦ′′(z) + Ψ′(z)
]
i
dz
ds
=i
d
ds
[
Φ(z) + zΦ′(z) + Ψ(z)
]
.
(3.77)
Wir integrieren diesen Ausdruck, um zur Gesamtkraft auf die Oberfla¨che ζ(ξ) zu gelangen:
− if = −i
∫
(fx + ify) ds = Φ(z) + zΦ′(z) + Ψ(z) . (3.78)
Analog zum Vorgehen in den vorangegangenen Kapiteln separieren wir den Anteil der Vor-
spannung aus dem Spannungstensor. Daru¨berhinaus entdimensionalisieren wir ihn mit der
Vorspannung σ0:
σij → σij + δixδjx . (3.79)
Auch die GOURSATfunktionen Φ und Ψ werden durch σ0 dividiert. Bringen wir in der Rand-
bedingung σijnj = 0 den Anteil aus der Vorspannung auf die rechte Seite, so folgt nach der
Transformation (3.79)
σijnj = −δixnx . (3.80)
Sollen auch fx, fy, Φ und Ψ nur Abweichungen von der Vorspannung enthalten, so wird aus
fx+ ify = 0 jetzt fx+ ify = dyds , und nach Integration entsprechend Gleichung (3.78) erhalten
wir
− if = 1
2
(z − z) . (3.81)
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Einer Argumentation von SPENCER und MEIRON folgend impliziert die Periodizita¨t der Span-
nungen keineswegs die Periodizita¨t der Funktionen Φ und Ψ. Jedoch ko¨nnen wir die GOUR-
SATfunktionen durch periodische Funktionen Φ0 und Ψ0 ensprechend den Beziehungen
Φ(z) =Φ0(z)
Ψ(z) =Ψ0(z)− zΦ′0(z)
(3.82)
ausdru¨cken. Das Problem besteht nun darin, periodische Funktionen Φ0 und Ψ0 zu finden, die
im Gebiet des Festko¨rpers analytisch sind. Aus (3.78), (3.81) und (3.82) folgt, dass Φ0 und Ψ0
der Bedingung
Φ0(z) + (z − z) Φ′0(z) + Ψ0(z) = −
1
2
(z − z) (3.83)
genu¨gen mu¨ssen. Daru¨berhinaus verlangen wir von Φ0 und Ψ0, dass sie fu¨r y → −∞ gegen
Null gehen, da der Spannungszustand hier gegen die Vorspannung konvergiert.
Transformieren wir nun Gleichung (3.83) in die Υ-Ebene. Dazu benutzen wir die analyti-
sche Fortsetzung der Funktion ζ(ξ): ζ(Υ) = ζ(ξ + iη). An dieser Stelle sehen wir noch von
einer konkreten Form der Funktion ζ(Υ) ab, um allgemeine Beziehungen zu erhalten, auf die
wir in Folgekapiteln noch einmal zuru¨ckkommen ko¨nnen. Die Gro¨ßen in der Υ-Ebene werden
wir mit einer Tilde kennzeichnen. Mit z = ζ(Υ) haben wir also
Φ0(z) =Φ0(ζ(Υ)) = Φ˜0(Υ)
Ψ0(z) =Ψ˜0(Υ) .
(3.84)
Gleichung (3.83) entha¨lt außerdem die erste Ableitung von Φ0, die sich entsprechend
Φ′0(z) = Φ˜
′
0(Υ)
dΥ
dz
=
Φ˜′0(Υ)
ζ ′(Υ)
(3.85)
transformiert. Setzt man (3.84) und (3.85) in Gleichung (3.83) ein, so folgt auf der reellen
Achse η = 0
Φ˜0(z) +
1
2
[
ζ(ξ)− ζ(ξ)
](
1 + 2
Φ˜′0(ξ)
ζ ′(ξ)
)
+ Ψ˜0(ξ) = 0 (3.86)
Nun lautet nach wie vor die Forderung an die Funktionen Φ˜′0(Υ) und Ψ˜0(Υ), dass sie in der
unteren Halbebene analytisch sind. Schreiben wir sie als Reihen in Potenzen von e−iΥ, so folgt
mit Υ = ξ + iη, dass diese Reihen keine Terme der Form e+inΥ enthalten werden, da diese
nur in der oberen Halbebene analytisch sind:
Φ˜0(Υ) =
∑
αne
−inξ Ψ˜0(Υ) =
∑
βne
−inξ . (3.87)
Daru¨berhinaus ha¨ngt die Ordnung von Φ˜0(Υ) in e−iΥ von der Ordnung der Ansatzfunktion
ζ(ξ) ab. ζ(ξ) ist ebenfalls analytisch in der unteren Halbebene und kann daher als
ζ(ξ) =
N∑
n=0
zne
−inξ (3.88)
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ausgedru¨ckt werden. Multiplizieren wir (3.86) mit dem Nenner des mittleren Terms auf der
linken Seite, so ist einzusehen, dass die ho¨chste Ordnung in e−iΥ, abgesehen von Φ˜0(z), durch
ζ(ξ)z′0 = ζ(ξ) erzeugt wird. Es genu¨gt daher bei einer Ansatzfunktion der Art (3.88),
Φ˜0(Υ) =
N∑
n=1
αne
−inξ (3.89)
anzusetzen. Ein konstanter Term (n = 0) entfa¨llt, da die Funktionen nur Abweichungen zum
Vorspannungszustand beschreiben.
Wir kommen zum Beispiel der Zykloide. Wir setzen den Ansatz fu¨r die Zykloide (3.62)
in Gleichung (3.86) ein15. Da ζ(ξ) nur einen Term erster Ordnung in e−iξ entha¨lt, lautet der
Ansatz Φ˜0(ξ) = α1e−iξ.
α1e
−iξ − i
2
ρ
(
e−iξ + ρ+ eiξ
)(
1 + 2i
α1e
iξ
1− ρeiξ
)
+ Ψ˜0(ξ) = 0 . (3.90)
Der einzige Term außer dem ersten, der einen negativen Exponenten entha¨lt, ist das Produkt
der jeweils ersten Summanden in den beiden Klammern. Wir erhalten folglich
α1 = i
ρ
2
, (3.91)
und damit nach etwas Vereinfachung16 fu¨r die zweite GOURSATfunktion
Ψ˜0(ξ) = −
iρ
(
2ρ+ e−iξ
)
2 (1− ρe−iξ) . (3.92)
Die Funktion Ψ˜0(ξ) werden wir, wie sich zeigen wird, fu¨r die Energieminimierung nicht
beno¨tigen, da die Energiedichte an der Oberfla¨che einzig durch die Funktion Φ˜0(ξ) deter-
miniert ist. Fu¨r eine Beschreibung des Spannungszustandes im Inneren des Festko¨rpers ist sie
jedoch notwendig und wird daher hier mit angegeben.
15 Die auf ζ(ξ) bezogenen Ausdru¨cke lauten
ζ(ξ) = ξ − iρe−iξ − iρ
2
2
; ζ ′(ξ) = 1− ρe−iξ; ζ ′(ξ) = 1− ρeiξ
16
Ψ˜0(ξ) =− a1e−iξ + i2ρ
(
e−iξ + ρ+ eiξ
)(
1 + 2i
a1eiξ
1− ρeiξ
)
=
i
2
ρ
[
ρ+ eiξ + ρ
(
e−iξ + ρ+ eiξ
) eiξ
1− ρeiξ
]
=
i
2
ρ
2ρ+ eiξ
1− ρeiξ
Ψ˜0(ξ) =−
iρ
(
2ρ+ e−iξ
)
2 (1− ρe−iξ)
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Kehren wir zur Darstellung der Komponenten des Spannungstensors u¨ber die GOURSAT-
funktionen, Gleichung (3.74), zuru¨ck. Wir hatten den Anteil der Vorspannungen aus den Kom-
ponenten des Spannungstensors und aus den GOURSATfunktionen separiert und alle Gro¨ßen
mit σ0 entdimensionalisiert (weshalb die Vorspannung den Wert 1 hat, vgl. (3.79)). Gleichung
(3.74) ist nach wie vor gu¨ltig, wir beschreiben aber nur noch die Abweichung des Spannungs-
feldes von der Vorspannung. Wir fu¨hren die konforme Abbildung an der ersten der Gleichun-
gen (3.74) durch:
σxx + σyy = 2
[
Φ′(z) + Φ′(z)
]
= 2
[
Φ˜′(Υ)
ζ ′(Υ)
+
Φ˜′(Υ)
ζ ′(Υ)
]
, (3.93)
An der Oberfla¨che Υ = ξ verschwinden laut Voraussetzung die Normalspannungen. Folglich
ist σtt = Tr(σ), wobei hier selbstversta¨ndlich der vollsta¨ndige Spannungstensor einzusetzen
ist. Wir haben also
σtt = 1 + 2
[
Φ˜′(ξ)
ζ ′(ξ)
+
Φ˜′(ξ)
ζ ′(ξ)
]
. (3.94)
Fu¨r die Zykloide folgt
σtt = 1 +
ρe−iξ
1− ρe−iξ +
ρeiξ
1− ρeiξ = 1 +
2ρ (cos (ξ)− ρ)
1− 2ρ cos (ξ) + ρ2 . (3.95)
Nun kommen wir zur eigentlichen Energievariation. Die Variation der elastischen Energie
infolge einer ¨Anderung der Oberfla¨che δx kann man nach [15] als
δEE =
∫
w(s)nδxds (3.96)
schreiben, wobei w(s) die Energiedichte an der Oberfla¨che ist. Integrale u¨ber die Oberfla¨che
werden wir wie in den vorangegangenen Kapiteln als Mittelwerte auffassen, d.h. wir dividieren
jeweils durch die Intervalla¨nge. Wir beschra¨nken unseren Lo¨sungsraum auf die Menge der
Zykloiden. Daher ist es mo¨glich, Gleichung (3.96) als Variation des Parameters ρ aufzufassen.
Analog werden wir bei den Erweiterungen der Zykloiden vorgehen: Die Variation (3.96) wird
dort analog als Variation einer Parametermenge {ρ1 . . . ρn} betrachtet werden. δx dru¨ckt man
mittels
δx =
(
δx(ξ)
δρ
ex +
δy(ξ)
δρ
ey
)
δρ (3.97)
aus. Weiterhin gilt
nds = (−y′(ξ)ex + x′(ξ)ey) dξ . (3.98)
Wir setzen nun entsprechend dem Ansatz (3.62) die Gro¨ßen fu¨r die Zykloide ein:
δx =− k−1 [sin (ξ)ex + (cos (ξ) + ρ) ey] dρ
nds = [−ρ sin (ξ)ex + (1− ρ cos (ξ)) ey] dξ
(3.99)
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Hier ist wieder zu beachten, dass beim Rechnen in dimensionslosen Gro¨ßen die Ableitung
nach einer Ortsvariable einen Vorfaktor k−1 erzeugt (vergleiche hierzu Kapitel 3.1.1). An der
Oberfla¨che gilt
w(ξ) =
1
2
Tr(σ)2 =
1
2
σ2tt , (3.100)
was nach Einsetzen von (3.95) und Vereinfachen auf
w(ξ) =
1
2
(1− ρ2)2
(1− 2ρ cos (ξ) + ρ2)2 (3.101)
fu¨hrt. Einsetzen von (3.99) und (3.101) in (3.96) ergibt schließlich17
δEE
δρ
=
1
2k
〈
cos (ξ) (ρ2 − 1)3
(1− 2ρ cos (ξ) + ρ2)2
〉
= −ρ
k
. (3.102)
Dabei haben wir das Integral wieder als Mittelung aufgefaßt, also durch die Intervallbreite 2pi
dividiert.
Kommen wir wir zu den anderen Energietermen. Die potenzielle Energie entspricht bis auf
einen Vorfaktor dem Quadrat der mittleren quadratischen Amplitude (3.70):
EG =
l12
2k2
〈
x′(ξ)y(ξ)2
〉
=
l12
2k2
ρ2 (2− ρ2)
4
(3.103)
Folglich betra¨gt die Ableitung
∂EG
∂ρ
=
l12
2k2
ρ
(
1− ρ2) . (3.104)
17 Wir benutzen das Integral aus [25], § 3.645:
1
pi
∫ pi
0
cos (ξ)n
(a+ b cos (ξ))n+1
dξ =
1
2n (a+ b)n
√
a2 − b2
n∑
k=0
(−1)k (2n− 2k − 1)!! (2k − 1)!!
(n− k)!k!
(
a+ b
a− b
)k
.
Diese Formel gilt fu¨r a2 > b2. Der Operator !! bezeichnet im Falle eines geraden (ungeraden) Argumentes
das Produkt u¨ber alle geraden (ungeraden) ganzen Zahlen zwischen Null und dem Argument, einschließlich
diesem selbst. Mit n = 1, a = 1+ρ2 und b = −2ρ folgt 1+2ρ2+ρ4 > 4ρ2 bzw. 1−2ρ2+ρ4 = (1−ρ2)2 > 0
u¨berall außer an der Cusp ρ = ±1, also ist die Voraussetzung erfu¨llt. Weiter gilt
1
pi
∫ pi
0
cos (ξ)
(a+ b cos (ξ))2
dξ =
1
2 (a+ b)
√
a2 − b2
[
−1 +
(
a+ b
a− b
)]
=
b
(a2 − b2)√a2 − b2 .
Mit der Identita¨t a2 − b2 = (1− ρ2)2 und nach Multiplikation mit dem Vorfaktor 12 (ρ2 − 1)3 = 12
√
a2 − b23
aus (3.102) erhalten wir schließlich(
a2 − b2)3/2
2pi
∫ pi
0
cos (ξ)
(a+ b cos (ξ))2
dξ =
b
2
= −ρ .
42
3.3. Semiinfinites Modell, Multizykloiden
Die Oberfla¨chenenergie ist in dimensionslosen Einheiten gerade gleich der Differenz der Bo-
genla¨ngen. Der Ausdruck und seine Ableitung sind einfach zu berechnen18:
ES =
〈√
x′(ξ)2 + y′(ξ)2 − 1
〉
=
2 (1 + ρ)
pi
E
(
2
√
ρ
1 + ρ
)
− 1
(3.105)
∂ES
∂ρ
=
1
pi
[
ρ− 1
ρ
K
(
2
√
ρ
1 + ρ
)
+
ρ+ 1
ρ
E
(
2
√
ρ
1 + ρ
)]
. (3.106)
Um die folgenden Berechnungen ku¨rzer fassen zu ko¨nnen, fu¨hren wir eine Hilfsfunktion
S(ρ) = ∂ES
∂ρ
ein. Das Variationsproblem haben wir damit auf die Lo¨sung der Gleichung
− ρ
k
+ S(ρ) +
l12
2k2
ρ
(
1− ρ2) = 0 (3.107)
reduziert. Wir lassen die Schwerkraft zuna¨chst außer Acht, l12 = 0. Im Grenzfall der Cusp
ρ→1 gilt S(1)= 2/pi. Daraus folgt
−1
k
+
2
pi
= 0⇒ kCusp = pi
2
.
Wir sehen am dritten Term von Gleichung (3.107), dass auch ein l12 6= 0 die Position der Cusp
im k-Raum nicht vera¨ndert. Fu¨r den Einsatz der Instabilita¨t sollten sich dieselben Ergebnisse
wie in der linearen Theorie ergeben. Wir entwickeln dazu S(ρ). Der Term erster Ordnung ist
S(ρ) ≈ ρ/2, und die linearisierte Version von Gleichung (3.107) lautet daher
ρ
(
−1
k
+
1
2
+
l12
2k2
)
= 0 , (3.108)
mit der Lo¨sung
kMarginal = 1±
√
1− l12 , (3.109)
in ¨Ubereinstimmung mit der linearen Theorie. Um die gesamte Menge der stationa¨ren Lo¨sun-
gen zu berechnen, lo¨sen wir (3.107) nach k auf:
k =
ρ
2S(ρ)
(
1±
√
1− 2l12S(ρ)1− ρ
2
ρ
)
(3.110)
18 Dabei sind K und E die vollsta¨ndigen elliptischen Integrale erster und zweiter Art. Sie sind definiert durch
K(u) =
∫ pi/2
0
dx√
1− u2 sin2 x
, (|u| < 1) ; E (u) =
∫ pi/2
0
dx
√
1− u2 sin2 x, (|u| ≤ 1) .
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Wir vergleichen zuna¨chst unsere Lo¨sung fu¨r l12 = 0 mit der von SPENCER und MEIRON [63].
Die dort dargestellte Gro¨ße ist die dimensionsbehaftete mittlere Quadratamplitude, die wir aus
der dimensionslosen Gro¨ße ρ durch Division durch k gewinnen:
α =
1
k
ρ =
sgn (ρ)
2
S(ρ)
√
2− ρ2 (3.111)
Die Lo¨sungskurve (Bild 3.11) ist also die Darstellung19
(k, α) =
(
ρ
S(ρ)
,
sgn (ρ)
2
S(ρ)
√
2− ρ2
)
. (3.112)
ρ kann als Parameter von 0 (ebene Grenzfla¨che) entweder bis 1 oder −1 (Cusp) laufen. Die
Ergebnisse sind identisch und beschreiben um pi gegeneinander verschobene Morphologien
(vergleiche hierzu die Argumentation auf Seite 49). Fu¨r die Darstellung des Radius mu¨ssen
Abbildung 3.11.: Monozykloidenmodell, Vergleich der
mittleren quadratischen Amplitude bei l12 = 0 (Z) mit
der SPENCER-MEIRON-Lo¨sung (S). Letztere wurde di-
gitalisiert und durch Multiplikation mit 2 (Amplituden)
bzw. 12 (Wellenzahl) in die hier verwendete Skalierung
u¨berfu¨hrt. Die Cusp der Zykloidenlo¨sung (), durch Ein-
setzen von ρ = 1 in (3.112) zu (pi/2, 1/pi) bestimmt,
liegt bei deutlich kleinerer Wellenzahl als die numerische
Lo¨sung.
wir ebenfalls Gleichung (3.66) durch k dividieren. Fu¨r nichtnegative ρ folgt also
(k, rC) =
(
ρ
S(ρ)
, S(ρ)
(ρ− 1)2
ρ2
)
. (3.113)
Abbildung 3.12 stellt den Vergleich mit dem aus der Literatur entnommenen Modell anhand
der Cuspradien her. Die beiden Diagramme 3.11 und 3.12 legen bereits nahe, dass das Zykloi-
denmodell einer Erweiterung bedarf, wenn es mehr als qualitative Aussagen treffen soll.
Vor diesem Schritt beziehen wir jedoch die potenzielle Energie in die Theorie ein und entwi-
ckeln eine vollsta¨ndige Darstellung des Zykloidenmodells, da sie zu einigen neuen Aussagen
fu¨hren wird. Zu diesem Zweck setzen wir die allgemeine Form fu¨r k (3.110) in die Darstellung
der mittleren quadratischen Amplitude (3.112) ein. Das Lo¨sungsfeld, das nun vom Parameter
l12 abha¨ngig ist, ist in Abbildung (3.13) dargestellt.
Die Position der Cusp () entspricht dem Symbol in Abbildung 3.11. Erho¨hen wir l12 von
Null auf eins, so engt sich, wie aus der linearen Theorie bekannt, der linear instabile k-Bereich
19 Daru¨berhinaus unterscheiden sich aufgrund einer abweichenden Definition von l1 die Gro¨ßen in [63] um einen
Faktor 2 von denen in (3.112).
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Abbildung 3.12.: Monozykloidenmodell, Vergleich des
Cuspradius bei l12 = 0 (Z) mit der SPENCER-MEIRON-
Lo¨sung (S) (siehe auch Bild 3.11). Generell scha¨tzt das
Zykloidenmodell den Cuspradius zu groß ein.
ein, bis bei l12 = 1, dem kritischen Fall im Modell mit Schwerkraftterm, nur die Wellenzahl
k = 1 neutral stabil bleibt.
Fu¨r noch gro¨ßere l12 ist eine endliche Sto¨rung der ebenen Grenzfla¨che notwendig, um sie
u¨berhaupt zu destabilisieren. Eine Schar instabiler Lo¨sungen schließt sich an, die sich asym-
ptotisch an 1/2k anna¨hern. Schließlich betrachten wir die Stabilita¨t der Lo¨sungsschar aus Ab-
Abbildung 3.13.: Stationa¨re
Lo¨sungen des Monozyklo-
idenmodells
bildung 3.13. Die Gleichung (3.107) lieferte ja lediglich Extremwerte. Durch Betrachtung des
Vorzeichens der zweiten Ableitung20
− 1
k
+ S ′(ρ) +
l12
2k2
(
1− 3ρ2) = 0 (3.114)
erha¨lt man ein erstaunliches Resultat (Abbildung 3.14): Stabile Lo¨sungen treten in einem Be-
reich auf, der durch die l12 = 0-Kurve die Verbindung zwischen der Cusp und dem durch (•)
20
S′(ρ) =
1
piρ2
[
1 + ρ2
1 + ρ
K
(
2
√
ρ
1 + ρ
)
+ (1 + ρ) E
(
2
√
ρ
1 + ρ
)]
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gekennzeichneten Punkt (16/9, 0) im Diagramm 3.14 und die Abszisse begrenzt ist21.
Im u¨brigen unterscheidet sich die Lo¨sung k = 16/9 = 1.7 leicht vom trikritischen Punkt
aus der Expansionsmethode (1.817). Allerdings beschreibt das Zykloidenmodell trotz seiner
offensichtlichen Qualita¨t als nichtlineare Theorie nur die linearen Terme exakt. Eine Entwick-
lung in Doppelzykloiden liefert hier wieder das korrekte Ergebnis.
Es zeigt sich, dass neben den Kurven fu¨r l12 = 0 . . . 32/81 (entsprechend k = 2 . . . 16/9), die
vollsta¨ndig stabil sind, auch jede weitere Lo¨sungskurve in den stabilen Bereich einmu¨ndet,
bevor die Cuspsingularita¨t erreicht wird. Im Rahmen des Zykloidenmodells gibt es also die
prinzipielle Mo¨glichkeit, in lateral endlichen Sytemen bei beliebiger Schwerkraft Restabili-
sierung zu erreichen.
Aufgabe des folgenden Kapitels wird es sein zu u¨berpru¨fen, ob genauere Modelle dieses
Verhalten beibehalten werden. Daru¨berhinaus stellt sich die interessante Frage, ob die im Ge-
gensatz zur Wellenzahl auffa¨llig u¨bereinstimmende Cuspamplitude (vgl. Abbildung 3.11) Zu-
fall ist oder bereits das korrekte Ergebnis fu¨r das Modell darstellt.
Abbildung 3.14.: Stabiler
Lo¨sungsbereich des Mono-
zykloidenmodells.
(vgl. Abbildung 3.13)
3.3.3. Multizykloiden
Verschiedene Verallgemeinerungen der Zykloide sind denkbar. GAO [15] sieht eine Verallge-
meinerung in Richtung der Hypo- bzw. Epizykloiden fu¨r sinnvoll an, Kurven, die entstehen,
wenn der Abrollkreis sich nicht entlang einer Geraden, sondern eines gro¨ßeren Kreises be-
wegt. Die Zykloide ist in diesem Kontext ein Spezialfall fu¨r einen unendlich großen Radius
des gro¨ßeren Kreises.
Hier wird ein anderer Weg eingeschlagen, der dem physikalischen Problem einer instabilen
Ebene angemessener erscheint. Sie wird als Multizykloide oder N -Zykloide bezeichnet. Diese
21 Man entwickelt Gleichung (3.114) bis einschließlich ρ2 und beru¨cksichtigt im Grenzfall ρ = 0, dass k =
1 +
√
1− l12.
46
3.3. Semiinfinites Modell, Multizykloiden
Verallgemeinerung von Gleichung (3.62) wurde in [38] zuna¨chst mit N = 2 (Doppelzykloide)
auf die GRINFELDinstabilita¨t angewendet. In [44] wurde die Erweiterung dann fu¨r allgemeine
N ausgefu¨hrt22. Wir schreiben sie in der Form
ζN(ξ) = ξ − i
N∑
n=1
ρn
n
e−inξ − i1
2
N∑
n=1
ρ2n
n
, (3.115)
wobei der dritte Term analog zur Zykloide dem Abzug des Mittelwertes entspricht, so dass
〈<ζ ′(ξ)=ζ(ξ)〉 = 0 . N ist die Anzahl der beru¨cksichtigten Zykloidenmoden. Das explizit
vorkommende n im Nenner ko¨nnte, analog zu den n im AIRYfunktionsansatz, auch den Pa-
rametern ρn zugeschlagen werden. Die Schreibweise in (3.115) wird jedoch eine vereinfachte
Formulierung der Cuspbedingungen ermo¨glichen. Real- und Imagina¨rteil des Generators lau-
ten also
xN(ξ) = ξ −
N∑
n=1
ρn
n
sin (nξ) (3.116a)
yN(ξ) = −
N∑
n=1
ρn
n
(
cos (nξ) +
ρn
2
)
. (3.116b)
Die mathematischen Eigenschaften der Multizykloiden sind weitgehend unerforscht. Die ein-
zelnen
”
Zykloidenmoden“ bilden kein Orthonormalsystem und bieten daher nicht die Mo¨g-
lichkeit einer eindeutigen Abbildung auf eine Fourierreihe. Sie scheinen aber hinsichtlich der
Menge aller periodischen und symmetrischen Funktionen (einschließlich solcher mit ¨Uber-
ha¨ngen und ¨Uberkreuzungen) eine Teilmenge darzustellen, unter denen die mittlere Kru¨m-
mung das gleiche Vorzeichen hat23. Sinus und Cosinus mit nichtverschwindender Amplitude
sind ho¨chstens approximativ darstellbar. Allerdings zeigt sich, dass die Multizykloiden fu¨r das
statische zweidimensionale Problem der GRINFELDinstabilita¨t offenbar alle Lo¨sungen zumin-
dest approximativ enthalten. Genauere Untersuchungen hierzu sind notwendig.
Analog zur Monozykloide werden wir die mittlere quadratische Amplitude ρ beno¨tigen. Sie
betra¨gt24
ρN =
√√√√ N∑
n=1
(
ρn2
2n2
(
1− n
2
N∑
j=1
ρj2
j
)
−
N−n∑
j=1
ρnρjρn+j
j (n+ j)
)
. (3.117)
Der Radius an der Stelle ξ = 0 wird wieder aus Gleichung (3.64) abgeleitet, er betra¨gt
rξ=0 =
∣∣∣∣∣∣∣∣∣
(
−1 +
N∑
n=1
ρn
)2
k
N∑
n=1
nρn
∣∣∣∣∣∣∣∣∣ . (3.118)
22 Etwa zeitgleich wurde dieser Ansatz auch von YU und SUO untersucht. [72]
23 Fu¨r die Untermenge, die eindeutigen periodischen Funktionen y = f(x), entspricht, ist die mittlere Kru¨mmung
Null.
24 Gleichung (3.117) wird in Abschnitt A.2 bewiesen.
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Wesentlich komplizierter als im Fall der Monozykloiden gestaltet sich aufgrund der Viel-
falt der repra¨sentierbaren Kurven die Diskussion der Grenzen physikalisch sinnvoller Mor-
phologien. Als physikalisch sinnvoll bezeichnen wir einen Satz von Parametern {ρ1 . . . ρN}
immer dann, wenn die zugeordnete Kurve ho¨chstens endlich viele Singularita¨ten und keine
Selbstu¨berschneidungen entha¨lt25. Solche Selbstu¨berschneidungen sind bereits ab N = 2 im
Morphologiediagramm (Abbildung A.1) enthalten, und mit steigendem N wird die Struktur
dieser Grenzfa¨lle sehr schnell unu¨berschaubar.
Mo¨chte man allgemein untersuchen, was fu¨r Morphologien mit einer gegebenen N -Zyk-
loide beschreibbar sind, muss man sich im Parameterraum {ρ1 . . . ρN} (dessen Ursprung der
flachen Ebene entspricht) diejenige Hyperfla¨che ansehen, die durch das erstmalige Auftre-
ten entweder einer Cuspsingularita¨t oder einer Selbstu¨berschneidung gekennzeichnet ist, wo-
bei wir voraussetzen, dass diese Fla¨che geschlossen ist. Fu¨r die Monozykloide entartet diese
Fla¨che zu den Punkten ρ1 = ±1 (vgl. Gleichung (3.67)). Bei der Doppelzykloide ist die Si-
tuation bereits recht komplex. Hier entspricht sie den Bereichen ¶ und · im Diagramm A.1
auf Seite 88.
Allerdings ist es nicht notwendig, aus dieser Vielfalt, deren Diskussion sich das Kapitel
A.3 anhand des Beispiels N = 2 widmet, die gesamte Menge physikalisch sinnvoller Kurven
zu separieren. Da die Multizykloiden in unserem Kontext lediglich einer Pra¨zisierung der
Zykloidenlo¨sung und der Anna¨herung an die SPENCER-MEIRONsche Lo¨sung fu¨r den Fall
ohne Gravitation dienen, ko¨nnen wir uns auf solche Multizykloiden beschra¨nken, die ho¨ch-
stens bei ξ = 2npi Spitzen ausbilden. Fu¨r die Parameter ρ2 . . . ρN fordern wir, dass sie in einer
Weise klein sind, dass sie zwar eine Modulation der Oberfla¨che zwischen den Extremstellen
ξ = 2npi bewirken, aber keine neuen Singularita¨ten oder Selbstu¨berschneidungen erzeugen
ko¨nnen.
Wir betrachten jetzt ausschließlich Situationen, in denen die einzigen vorkommenden Cusp-
singularita¨ten entweder bei ξ = 2npi oder bei ξ = (2n + 1)pi liegen. Wir haben entsprechend
(3.68) das Gleichungssystem
1−
N∑
n=1
ρn cos (nξ) = 0 ,
N∑
n=1
ρn sin (nξ) = 0 (3.119)
zu lo¨sen. Sehen wir von weiteren Lo¨sungen ab und setzen ξ = 2npi bzw. ξ = (2n + 1)pi, so
finden wir die zwei wichtigen Lo¨sungen
N∑
n=1
ρn = 1
N∑
n=1
(−1)n ρn = 1 . (3.120)
Die ¨Ahnlichkeit dieser Lo¨sungen legt eine Symmetrie nahe: Betrachten wir die Definition
25 Selbstu¨berschneidungen ko¨nnen entweder nach dem Durchschreiten einer Cuspsingularita¨t auftreten (dann
entsteht genau eine ¨Uberkreuzung) oder durch ¨Ubereinanderschieben zweier Schlingen (dann entstehen zwei
Kreuzungen).
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(3.115) noch einmal na¨her26. Wir transformieren die Variable ξ um pi:
ζN(ξ + pi) = ξ + pi − i
N∑
n=1
ρn
n
e−in(ξ+pi) = ξ + pi − i
N∑
n=1
(−1)n ρn
n
e−inξ . (3.121)
Durch Ersetzen der ρn durch (−1)n ρn entsteht eine identische Kurve, die gegenu¨ber der ur-
spru¨nglichen um pi in Richtung der Abszisse verschoben ist. Hinsichtlich der Topologie ist der
Parameterraum folglich symmetrisch bezu¨glich der Hyperfla¨che
{ρ2n−1 = 0} , n = 1 . . .∞ (3.122)
und die beiden a¨quivalenten Multizykloiden ζ(ξ) und ζ(ξ + pi) stellen Analoga zur Freiheit
der Wahl der Ansatzfunktion als Sinus- oder Cosinusreihe dar.
3.3.4. Das Multizykloidenmodell
Mit dem Ansatz (3.115) lautet unser allgemeines Variationsproblem (3.61) nun
δ
δρn
[EE + ES + EG] = 0 , n = 1 . . . N . (3.123)
Wir erweitern wiederum den reellen Parameter ξ der Multizykloide (3.115) zu einer komple-
xen Gro¨ße Υ = ξ + iη. (3.115) verko¨rpert dann eine konforme Abbildung, die die Oberfla¨che
ζ(ξ) auf die Abszisse η = 0 und das elastische Gebiet in den Halbraum η ≤ 0 u¨berfu¨hrt:
z = ζN(Υ) = ξ − i
N∑
n=1
ρn
n
e−inΥ − i1
2
N∑
n=1
ρ2n
n
, (3.124)
Fu¨r das elastische Problem mu¨ssen wir wieder die Gleichung (3.86) erfu¨llen, die hier noch
einmal wiederholt wird:
Φ˜0(z) +
1
2
[
ζ(ξ)− ζ(ξ)
](
1 + 2
Φ˜0
′
(ξ)
ζ ′(ξ)
)
+ Ψ˜0(ξ) = 0 (3.125)
Die modifizierten GOURSATfunktionen Φ˜0 and Ψ˜0 mu¨ssen wiederum fu¨r η → −∞ analy-
tisch sein. Daher ist Ψ′0(ξ) in der oberen Halbebene analytisch. Das heißt, dass in Ψ′0(ξ) nur
Terme der Form exp(inξ) erlaubt sind, jedoch keine Terme der Form exp(−inξ). Wir machen
einen Ansatz fu¨r Φ˜0:
Φ˜0 = i
N∑
n=1
αne
−inξ . (3.126)
26 Der imagina¨re Translationsterm entsprechend Gleichung (3.115) ist fu¨r die Topologie natu¨rlich irrelevant und
wird hier vernachla¨ssigt .
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In dieser Form subsummieren wir, dass die αn reell sind. Diese Annahme werden wir spa¨ter
belegen. Zuna¨chst formen wir jedoch Gleichung (3.125) um. Es gilt mit cos(nξ) = Cn
1
2
[
ζ(ξ)− ζ(ξ)] = i= (ζ(ξ)) = −i N∑
n=1
ρn
n
(
Cn +
ρn
2
)
, (3.127a)
und daher
Ψ˜0(ξ) = i
(
N∑
n=1
ρn
n
Cn +
ρn
2
)(
1 + 2
Φ˜′0(ξ)
ζ ′(ξ)
)
− Φ˜0(ξ) . (3.127b)
Durch die Wahl der αn in Φ˜0(ξ) mu¨ssen wir nun sicherstellen, dass die rechte Seite von Glei-
chung (3.127b) keine negativen Exponenten entha¨lt. Es gilt
Φ˜′0(ξ) =
N∑
n=1
nαne
inξ , ζ ′(ξ) = 1−
N∑
n=1
ρne
inξ . (3.128)
Fu¨r die Berechnung des Ausdrucks (3.127b) benutzen wir die allgemeine Formel fu¨r den Quo-
tienten zweier Reihen ( [3], S. 28): Wir setzen
s1 =1 + a1x+ a2x
2 + a3x
3 + . . . , s2 =1 + b1x+ b2x
2 + b3x
3 + . . . ,
s3 =1 + c1x+ c2x
2 + c3x
3 + . . . , s4 =1 + d1x+ d2x
2 + d3x
3 + . . . ,
s5 =1 + 1x+ 2x
2 + 3x
3 + . . . ,
und vereinbaren s1 = 1+Φ˜′0(ξ), s2 = ζ ′(ξ), also an = nαn, bn = −ρn, x = eiξ. Wir berechnen
s3 =
s1
s2
s4 = s2
−1 s5 = s3 − s4 = Φ˜
′
0(ξ)
ζ ′(ξ)
.
Die Koeffizienten cn und dn ergeben sich aus der Rekursion
c1 = a1 − b1 , cn = an −
[
bn +
n−1∑
j=1
bjcn−j
]
, d1 = −b1 , dn = −
[
bn +
n−1∑
j=1
bjdn−j
]
,
und wir erhalten schließlich
1 =a1 n =an −
n−1∑
j=1
bjn−j . (3.129)
Setzen wir außerdem 0 = 1/2, so ergibt sich
1 + 2
Φ˜′0(ξ)
ζ ′(ξ)
= 1 + 2s5 = 2
∞∑
n=0
nx
n , (3.130)
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wobei die n durch
0 =
1
2
, 1 = α1 , n =nαn +
n−1∑
j=1
ρjn−j , n = 2 . . . N (3.131)
definiert sind. Negative Potenzen von exp (inξ) ko¨nnen neben denen in Φ˜0 nur durch entspre-
chende Terme in
Cn =
1
2
(
einξ + e−inξ
)
.
erzeugt werden. Wir beschra¨nken uns nun auf diese Terme und fordern das Verschwinden des
entsprechenden Teilausdrucks in Gleichung (3.127b). Daraus resultiert ein Gleichungssystem
fu¨r die Koeffizienten αn in Abha¨ngigkeit von den ρn:
N∑
m=1
ρm
m
e−imξ
N−1∑
j=0
je
ijξ =
N∑
n=1
αne
−inξ . (3.132)
Dabei haben wir den Vorfaktor i weggelassen. An dieser Stelle wird ersichtlich, dass die αn
tatsa¨chlich wie im Ansatz vorausgesetzt reell sind. Sortieren dieser Gleichung nach e-Funk-
tionen fu¨hrt schließlich auf das System
αn =
N∑
j=n
j−n
ρj
j
, n = 1 . . . N . (3.133)
Man beachte, dass die j in (3.133) ebenfalls αi enthalten, vgl. (3.131). Daher liegt hier kein
einfaches rekursives Schema, sondern ein lineares Gleichungssystem fu¨r die n vor. Die Be-
rechnung der αn und ihrer Ableitungen wird im Kapitel A.4 im Anhang demonstriert.
Nun widmen wir uns der elastischen Energiedichte. Mit der Tangentialspannung nach (3.94)
und der Gleichung (3.100) erhalten wir nach einigen Umformungsschritten
w(ξ) =
1
2
[
1 + 4
f1(ρ, ξ)
f2(ρ, ξ)
]2
. (3.134)
Dabei haben wir die Funktionen
f1(ρ, ξ) =
N∑
n=1
nαn (Cn − ρn)−
N−1∑
n=1
Cn
N−n∑
j=1
(ρjαj+n(j + n) + ρj+nαjj) (3.135a)
und
f2(ρ, ξ) = x
′(ξ)2 + y′(ξ)2 = 1 +
N∑
n=1
ρn (ρn − 2Cn) + 2
N−1∑
n=1
Cl
N−n∑
j=1
ρjρj+n (3.135b)
eingefu¨hrt.
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Um die Variation der elastischen Energie nach den ρn berechnen zu ko¨nnen, beno¨tigen
wir die Teilausdru¨cke δx nach (3.97) und nds entsprechend (3.98). Einsetzen von Real- und
Imagina¨rteil (3.116) ergibt
δx = − 1
nk
N∑
n=1
[Snex + (Cn + ρn) ey] δρn (3.136a)
nds = (−y′(ξ)ex + x′(ξ)ey) dξ , (3.136b)
und daraus folgt schließlich
∂EE
∂ρn
=
1
nk
〈w(ξ) [Sny′(ξ)− (Cn + ρn)x′(ξ)]〉 , (3.137)
mit w(ξ) nach Gleichung (3.134) und
x′(ξ) = 1−
N∑
n=1
ρnCn y
′(ξ) =
N∑
n=1
ρnSn .
Neben der ¨Anderung der elastischen Energie beno¨tigen wir die Ableitungen der Terme (3.105)
fu¨r die Oberfla¨chenenergie und (3.103) fu¨r die potenzielle Energie. Die Rechnung ist langwie-
rig, bereitet aber keine grundsa¨tzlichen Schwierigkeiten, und die Ergebnisse lauten
∂ES
∂ρn
=
〈ρn − cn + n−1∑
l=1
clρn−l +
N−n∑
l=1
clρn+l√
f2(ρ, ξ)
〉
, (3.138a)
∂EG
∂ρn
=
l12
2k2
[
ρn
n
(
1
n
−
N∑
j=1
ρ2j
j
)
−
N∑
j=1, j 6=n
ρjρ|n−j|
n |n− j|
]
. (3.138b)
3.3.5. Lo¨sungen des Multizykloidenmodells
Mit den Gleichungen (3.137), (3.138a) und (3.138b) sind wir nun in der Lage, das System
∂
∂ρn
(EE + ES + EG) = 0 (3.139)
numerisch zu lo¨sen. Dazu wird ein NEWTON-RAPHSON-Schema [56] implementiert. Auf
technische Einzelheiten der Methode und die Besonderheiten im vorliegenden Fall gehe ich
im Anhang A.4 ab Seite 91 ein.
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Abbildung 3.15.: Vergleich der mitt-
leren quadratischen Amplituden mit
unterschiedlicher Genauigkeit fu¨r das
gravitationsfreie Modell. Die Kreuze
kennzeichnen die digitalisierte Kur-
ve aus [63] und die senkrechte Linie
ihren Terminationspunkt. Gepunkte-
te Linie: N = 2, gestrichelte Linie:
N = 3; durchgezogene Linie: N =
10.
Der gravitationsfreie Fall
Das Modell ohne Schwerkraftterm, also der Spezialfall l12 = 0, bietet die Mo¨glichkeit des
Vergleichs mit dem Ergebnis aus [63]. Wir berechnen zu diesem Zweck die Lo¨sung mit N -
Zykloiden unterschiedlicher Genauigkeit, von N = 2 bis N = 30.
In Abbildung 3.15 fa¨llt zuna¨chst auf, dass das Multizykloidenmodell eine deutlich la¨nge-
re Lo¨sungsschar findet als in [63] angegeben. In dem Bereich, in dem sich beide Lo¨sungen
u¨berlappen, stimmen sie ab N = 3 im Rahmen der durch die Digitalisierung gegebenen Ge-
nauigkeit u¨berein, fu¨r noch gro¨ßere N a¨ndert sich auch im u¨brigen Bereich die Form nicht
mehr. Aus diesem Grunde wurde in Abbildung 3.15 lediglich der Fall N = 10 exemplarisch
dargestellt.
Der numerische Algorithmus bricht unmittelbar vor dem Erreichen der Cusp
∑
ρn = 1 ab.
Dieser Abbruch erfolgt je nach gewa¨hltem N zwischen k = 1, 53 und k = 1.55, jedoch in
jedem Fall unterhalb von pi/2, der Lo¨sung des Monozykloidenmodells. Um den Terminations-
punkt exakter eingrenzen zu ko¨nnen, ist die Betrachtung einer anderen Gro¨ße, na¨mlich des
Kru¨mmungsradius bei ξ = 0, notwendig. Aus dessen Verlauf sollte zu extrapolieren sein, wo
sie den Wert Null erreicht, d.h. an welcher Stelle sich die Cuspsingularita¨t befindet.
Daru¨berhinaus ist zu kla¨ren, warum der Algorithmus vor der Cusp abbricht. Das Verfahren
ist zwar an der Cuspsingularita¨t nicht definiert, da bei ζ ′(ξ) = 0 einer der Terme in Gleichung
(3.86) divergiert, jedoch ist es a priori nicht auszuschließen, dass sich die Lo¨sungen u¨ber
diesen Punkt hinaus fortsetzen lassen.
Vergleichen wir den Kru¨mmungsradius bei ξ = 0. Abbildung 3.16 verdeutlicht, dass diese
Gro¨ße mit zunehmender Genauigkeit noch sta¨rkeren Vera¨nderungen unterworfen ist als die
mittlere quadratische Amplitude. Zugleich ist aber auch ersichtlich, dass Multizykloiden ab
etwa N = 20 die Lo¨sung aus [63] reproduzieren.
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Abbildung 3.16.: Kru¨mmungsradien
bei ξ = 0 im gravitationsfreien Mo-
dell. Die Kreuze kennzeichnen die di-
gitalisierte Lo¨sungskurve aus [63].
Wie ein Vergleich der ersten fu¨nf Amplituden fu¨r den Fall N = 30 (Abbildung 3.17) zeigt,
wachsen zwar ihre Absolutbetra¨ge, jedoch divergieren sie am Abbruch offenbar nicht, sondern
ließen sich zu kleineren k stetig fortsetzen. Dies ist ein Hinweis auf mo¨gliche Lo¨sungen
”
hinter
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2 Abbildung 3.17.: Die ersten fu¨nf Amplituden
im Modell mit N = 30.
der Cusp“.
Einbindung von Schwerkraft in das Modell, l12 6= 0
Die Abbildung 3.18 zeigt eine Anzahl stationa¨rer Kurven im Modell mit Schwerkraft, die mit
einer genauigkeit N = 30 berechnet worden sind. Es zeigt sich, dass die gemeinsame Cusp
aus dem Monozykloidenmodell einer Cusplinie weicht. Diese Linie ist um k = pi/2 lokalisiert.
Eine Information, ob die exakte Lo¨sung tatsa¨chlich fu¨r alle l12 pi/2 betra¨gt, kann man aus dem
Multizykloidenmodell nicht gewinnen.
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Ein starker Hinweis auf eine mo¨glicherweise exakte Lo¨sung hinter dem Modell wird durch
den speziellen Wert l12 = 0.5 geliefert. Hier ergibt die Numerik einen Terminationspunkt,
der im Rahmen der numerischen Genauigkeit mit der Cusplo¨sung des Monozykloidenmodells
u¨bereinstimmt.
Das Einmu¨nden aller Lo¨sungen in einen stabilen Bereich bleibt auch im Multizykloidenmo-
dell erhalten: alle in Abbildung 3.18 nach links geneigten Teila¨ste sind gegenu¨ber Variationen
der ρn stabil.
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Abbildung 3.18.: Stationa¨re Lo¨sun-
gen bei verschiedenen L12.
3.4. Die GRINFELDinstabilita¨t einer endlich dicken Schicht
3.4.1. Das Modell
Das jetzt betrachtete Modell hat infolge der endlichen Schichtdicke einen engeren Bezug zu
realen Systemen. Dabei ist das auf zwei Dimensionen reduzierte Modell durchaus von prak-
tischer Relevanz, da es den Fall uniaxialer Vorspannung vollsta¨ndig zu beschreiben gestattet.
Damit ermo¨glicht das Modell eine Reinterpretation der experimentellen Daten von TORII und
BALIBAR [70] an 4He.
Du¨nne Schichten ko¨nnen restabilisierte Morphologien aufweisen. Der Vorspannungszu-
stand existiere wieder in x-Richtung, und die ebene Grenzfla¨che liege bei z = 0. Die Vera¨nde-
rung der Grenzfla¨che infolge der GRINFELDinstabilita¨t kann man wieder als Cosinusreihe
ausdru¨cken.
Methodisch kommen wir auf die Expansionsmethode aus Kapitel 3.2 zuru¨ck. Dabei ist jetzt
aufgrund der endlich dicken Schicht die vollsta¨ndige AIRYfunktion (3.26) einzusetzen, jedoch
genu¨gt aufgrund der Symmetrie des Problems weiterhin die Beschra¨nkung auf den geraden
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Anteil des Ansatzes. Mit den Voraussetzungen dieses Kapitels wird es mo¨glich sein, durch
fortgesetzte Anwendung auch Aussagen zu Multischichtsystemen zu treffen27 [35].
Zuna¨chst werden anhand dieser Methode die Ergebnisse der linearen Analyse des Falles
des starren Substrates in Abwesenheit des Gravitationsterms aus einer weiteren Arbeit von
SPENCER et. al [65] reproduziert. Dieses Modell wird anschließend um eine schwach nichtli-
neare Analyse erweitert.
Schließlich wird das Modell des elastischen Substrates und sein Restabilisierungsverhalten
in Abha¨ngigkeit von Schichtdicke und Schwerkraft behandelt.
Transportprozesse an der Fest-Fest-Grenzfla¨che werden vernachla¨ssigt. Im allgemeineren
Fall des nicht-starren Substrates, in dem diese Grenzfla¨che ebenfalls Deformationen unterliegt,
sehen wir auch von der damit assoziierten ¨Anderung der Grenzfla¨chenenergie ab. Desgleichen
beru¨cksichtigen wir zwar die ¨Anderung der potenziellen Energie infolge der Modulation der
oberen Grenzfla¨che, aber nicht die kleine zusa¨tzliche ¨Anderung, die durch den ¨Ubergang der
unteren Grenzfla¨che vom Referenzzustand zum tatsa¨chlichen Zustand hervorgerufen wird.
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Abbildung 3.19.: Elastisches Mate-
rial auf einem starren Substrat. Ge-
genu¨ber dem halbunendlichen Modell
tritt die dimensionslose Schichtdicke
λ = kL als neue Gro¨ße auf.
Das Modell wird wieder in dimensionslosen Koordinaten aufgestellt. Ra¨umliche Gro¨ßen
werden mit der Wellenzahl k der Grundmode entdimensionalisiert. Gegenu¨ber den bisherigen
Modellen erscheint mit der Schichtdicke L ein neuer la¨ngenbehafteter Parameter. Wir verein-
baren
λ = Lk (3.140a)
fu¨r die reduzierte (dimensionslose) Schichtdicke und definieren als Abku¨rzung zusa¨tzlich
Λ = eλ . (3.140b)
Abbildung 3.19 zeigt die genaue Definition von λ: Die Schicht mit der usrpru¨nglichen Dicke
λ′ wird im vorgespannten Zustand mit dem Substrat verbunden und erha¨lt auf diese Weise
27 Hatten wir im halbunendlichen Modell je Ordnung zwei Konstanten zu bestimmen, so sind es hier aufgrund
der zusa¨tzlichen Randbedingung vier. La¨sst man weiter zu, dass auch das (dann wieder halbunendliche) darun-
terliegende Substrat elastischen Deformationen unterworfen ist, dann kommen zwei weitere Konstanten hinzu,
und fu¨r jede weitere Schicht endlicher Dicke nochmals vier.
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unter Annahme der ebenen Deformation (3.3) den Zustand
uxx,0 =
1− ν2
EY
σ0 , uxz,0 = 0 , uzz,0 = −ν (1 + ν)
EY
σ0 = − ν
1− ν uxx,0 , (3.141)
wobei σ0 wieder die Spannung in x-Richtung bezeichnet. λ ist die resultierende Schichtdicke
nach Anbringen dieser Vorspannung.
Bereits zu Beginn wurde ein die La¨nge l1 eingefu¨hrt, die der GRIFFITHla¨nge [26] entspricht.
Wir wiederholen noch einmal die Definition (3.13) von Seite 17:
l1 =
γEY
σ02 (1− ν2) (3.142)
Mit Hilfe von l1 werden analog zum halbunendlichen Modell die Vorfaktoren entdimensiona-
lisiert. Da vorla¨ufig nur das Modell mit starrem Substrat behandelt wird, sind dessen elastische
Parameter ohne Belang.
3.4.2. Starres Substrat
Der Ansatz fu¨r das elastische Spannungsfeld ist wiederum ein AIRYpotenzial (3.26), welches
nun aufgrund der zwei Grenzfla¨chen die Form
χ =
∞∑
n=1
[
(an + bnz) e
nz + (cn + dnz) e
−nz] cos (nx) (3.143)
hat. Eine besser angepaßte Form des AIRYfunktionsansatzes erha¨lt man, wenn man einige
gemeinsame Faktoren beru¨cksichtigt28:
χ =
∞∑
n=1
1∏n
j=1Nj
[(
an
n2
+
bn
n
z
)
enz +
(
cn
n2
+
dn
n
z
)
e−nz
]
cos (nx) . (3.144)
Wir beschra¨nken uns fu¨r die lineare Analyse zuna¨chst auf den untersten Summanden dieser
Entwicklung und ziehen den Faktor α1 aus den AIRYkoeffizienten heraus:
χ =
α1
N1
[
(a1,0 + b1,0z) e
z + (c1,0 + d1,0z) e
−z] cos (x) . (3.145)
28 Die gemeinsamen Nenner Nj haben, soweit sie im Rahmen dieser Analyse berechnet worden sind, die Form
N1 = τ
(
1 + Λ4
)
+
(
1 + τ2 + 4λ2
)
Λ2
N2 = τ
(
1 + Λ8
)
+
(
1 + τ2 + 16λ2
)
Λ4 ,
mit der Definition aus Gleichung (3.146). Ohne Beweis wird angenommen, dass sie sich allgemein als
Nj = τ
(
1 + Λ2j
)
+
(
1 + τ2 + 4j λ2
)
Λ2j
schreiben lassen.
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Es gelte außerdem die Vereinbarung
τ = 3− 4ν . (3.146)
Die Grenzfla¨chen sind im linearen, dimensionslosen Modell durch
ζ1 = α1 cos(x) ζ2 = −λ , (3.147)
gegeben, und die Komponenten des Spannungstensors erha¨lt man wie u¨blich durch zweimali-
ges Ableiten der AIRYfunktion (vgl. Gleichung (3.23) auf Seite 19, wobei die dimensionslose
Vorspannung addiert wurde):
σxx =1 +
α1
N1
[
(a1,0 + b1,0 (z + 2)) e
z + (c1,0 + d1,0 (z − 2)) e−z
]
cos (x)
σxz =
α1
N1
[
(a1,0 + b1,0 (z + 1)) e
z − (c1,0 + d1,0 (z − 1)) e−z
]
sin (x)
σzz =− α1
N1
[
(a1,0 + b1,0z) e
z + (c1,0 + d1,0z) e
−z] cos (x)
An der oberen Grenzfla¨che gelten die gleichen Randbedingungen wie im halbunendlichen
Modell: die Kraft in Normalenrichtung muss verschwinden, d.h.
σ · n = 0 . (3.148)
Diese Bedingung wird durch ein weiteres Paar von Gleichungen erga¨nzt, die an der unteren
Grenzfla¨che gelten. Wir fordern in Einklang mit [65]
uA = uB . (3.149)
Diese Bedingungen dru¨ckt man durch den Spannungstensor wie folgt aus [41]
1 =
[
σxx − ν
1− ν σzz
]
z=−λ
0 =
[
∂z
(
σxx +
2− ν
1− ν σzz
)]
z=−λ
(3.150)
Setzt man ζ1 in (3.148) und ζ2 in (3.150) ein und entwickelt bis zur Ordnung α1, so erha¨lt man
unter Vernachla¨ssigung von Vorfaktoren die Gleichungen
1 + a1,0 + b1,0 − c1,0 + d1,0 = 0
a1,0 + c1,0 = 0
(2 b1,0(1− ν) + a1,0 − b1,0λ) Λ−1 = (2 d1,0(1− ν)− c1,0 + d1,0 λ) Λ
(b1,0(1− 2ν)− a1,0 + b1,0λ) Λ−1 = − (d1,0(1− 2ν) + c1,0 − d1,0 λ) Λ .
(3.151)
Sie liefern als Ergebnis
a1 = −1
2
Λ2 (−1 + 4λ2 + τ 2)
N1
b1 = −(Λ
2τ + 1 + 2λ) Λ2
N1
c1 =
1
2
Λ2 (−1 + 4λ2 + τ 2)
N1
d1 =
2Λ2λ− Λ2 − τ
N1
.
(3.152)
58
3.4. GRINFELDinstabilita¨t bei endlicher Schichtdicke
Mit diesen Konstanten ist der elastische Zustand in der niedrigsten Ordnung vollsta¨ndig be-
stimmt, und man kann u¨ber Gleichung (3.16) die ¨Anderung der freien elastischen Energie
berechnen. Sie hat die allgemeine Form
EE =
k
2
α1
2 τ (1− Λ4)− 4Λ2λ
τ (1 + Λ4) + Λ2 (1 + 4λ2 + τ 2)
. (3.153)
Die u¨brigen Energieterme unterscheiden sich nicht vom analogen Ausdruck im halbunendli-
chen Modell, und wir erhalten
E =
α1
2
4
[
k2 + 2k
τ (1− Λ4)− 4Λ2λ
τ (1 + Λ4) + Λ2 (1 + 4λ2 + τ 2)
+ l12
]
. (3.154)
Man sieht unmittelbar, dass fu¨r große Schichtdicken, bei endlichen positiven k, im rechten
Term von Gleichung (3.154) die Λ4–Terme dominieren, was abgesehen vom Vorfaktor auf
k2 − 2k + l12 und damit die aus dem Kapitel 3.2.2 bekannten linearen Ergebnisse fu¨hrt.
Diese Gro¨ßen werden durch (3.154) fu¨r endliche λ einer Korrektur unterzogen. In [65]
wurde der Fall l12 = 0 untersucht. Dafu¨r ist bekannt, dass die obere marginale Wellenzahl bei
einer endlichen Schichtdicke Null wird. Abbildung 3.20 zeigt dieses Verhalten.
Abbildung 3.20.: Marginale Wellenzahl in Abha¨n-
gigkeit von der Schichtdicke, nach SPENCER et. al.
Reproduktion aus [65].
Der Kurvenverlauf muss so interpretiert werden, dass die Oberfla¨che bei einem starren Sub-
strat unterhalb einer gewissen Schichtdicke stabil bleibt. Die Berechnung dieses Verhaltens ist
nicht unmittelbar mit (3.154) zu bewerkstelligen. Das liegt an der Definition von λ (3.140a),
das wie alle ra¨umlichen Gro¨ßen in Einheiten der Wellenzahl k gemessen wird. Entsprechend
(3.140a) geht mit k auch λ gegen Null, wa¨hrend L endlich bleibt.
Um die Schichtdicke zu berechnen, bei der k Null wird, ersetzt man folglich in (3.154) λ
und Λ durch ihre Definitionen entsprechend (3.146) und (3.140a), leitet nach k ab, setzt dann
k = 0 und erha¨lt so
∂E
∂k
∣∣∣∣
k=0
=
1
2
− 4L
1 + τ
(3.155a)
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und daraus
Lmin =
1 + τ
8
=
1− ν
2
. (3.155b)
Fu¨r ν = 1/3, entsprechend [65], ergibt sich eine kritische Filmdicke von Lmin = 1/3. Dies
stimmt mit der Abbildung 3.20 u¨berein, in der dieser Punkt aufgrund der um einen Faktor 1/2
abweichenden Skalierungsla¨nge bei (2/3, 0) liegt.
0 1 2
0
0.5
1
1.5
2
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k
  1/2
  1/3
  1/5
  0
−1/2
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Abbildung 3.21.: (Obere) marginale
Wellenzahl bei endlicher Schichtdicke
im Modell ohne Gravitation fu¨r ver-
schiedene POISSONzahlen.
ν = 1/3 entspricht [65]. Kreise markie-
ren einen Wechsel des Vorzeichens des
Koefizienten von α14 in der Energie;
Quadrate einen Vorzeichenwechsel bei
α2,0 .
La¨sst man ν frei und berechnet die Nullstellen der reduzierten Gesamtenergie (die margina-
len Wellenzahlen) (Abbildung 3.21) so offenbart das Modell eine u¨berraschende Eigenschaft:
Bei gewissen exotischen POISSONzahlen in der Na¨he von −1 findet trotz Abwesenheit des
Schwerkraftterms eine Stabilisierung auf großen Wellenla¨ngen statt. Allerdings du¨rfte dieser
Fakt kaum Auswirkungen auf reale Systeme mit sich bringen. Im ¨Ubrigen stimmt die Kurve
fu¨r ν = 1/3 bis auf den bekannten Faktor 1/2 mit der ρ=0 –Kurve aus Abbildung 3.20 u¨berein.
Nun erfolgt eine schwach-nichtlineare Analyse des Problems mit Hilfe der Expansionsme-
thode, bis zur Ordnung α14 in der Energie. Natu¨rlich sind hier in jedem Schritt des Verfahrens
fu¨nf Koeffizienten statt drei zu bestimmen (vier AIRYkoeffizienten sowie ggf. der Entwick-
lungskoeffizient der Amplitude). Wir erga¨nzen den Ansatz fu¨r die Oberfla¨che (3.147) um die
zweite Amplitude α2:
ζ1 = α1 cos(kx) + α2 cos(2kx) (3.156)
Ganz wie im halbunendlichen Modell sind die AIRYkoeffizienten mit ungeraden zweiten In-
dizes Null. Die na¨chstho¨heren Koeffizienten α2,0, a2,0, b2,0, c2,0 und d2,0 sowie a1,2, b1,2, c1,2
und d1,2 haben bereits eine betra¨chtlich komplizierte Form und werden hier nicht dargestellt.
Stattdessen werden typische Gro¨ßen in Form von Diagrammen angegeben.
Eine wichtige Gro¨ße ist der Vorfaktor zu α14 in der Energie, denn er entscheidet u¨ber den
Charakter der Instabilita¨t. Es stellt sich heraus, dass dieser Wert keineswegs fu¨r alle Schicht-
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Abbildung 3.22.: Der Vorfaktor zu
α1
4 in der Gesamtenergie nach Mi-
nimierung der Amplitude α2 fu¨r end-
liche Schichtdicken L. Die Kurven
stehen von links nach rechts fu¨r die-
selben POISSONzahlen wie in Abbil-
dung 3.21. Fu¨r ν = 1/3 liegt der Null-
durchgang z.B. bei L = 0.367.
dicken positiv ist, wie Abbildung 3.22 zeigt. Stattdessen existiert ein Nulldurchgang (ein tri-
kritischer Punkt). Er liegt z.B. fu¨r ν = 1/3 bei
Ltric = 0.367 ktric = 0.844 . (3.157)
Die Unregelma¨ßigkeit in der Kurve zu ν = −1 ist einer Polstelle im Koeffizienten bei einer
bestimmten Schichtdicke zu verdanken. Die Existenz einer Polstelle ist ein Hinweis darauf,
dass die Methode im betrachteten Parameterbereich unzula¨nglich sein ko¨nnte.
Interessant gestaltet sich auch die Vera¨nderung der sich entwickelnden Morphologie mit
sinkender Schichtdicke. Im halbunendlichen Modell hatten wir nach der Minimierung den
Ausdruck
α2 = −1
2
1
k − 1α1
2
gefunden. Fu¨r die marginale Wellenzahl k = 2 ergibt sich daraus ein Vorfaktor α2,0 = −1/2.
Auch dieser a¨ndert sich fu¨r endliche Schichten, wie man den Abbildungen 3.21 und 3.23
entnehmen kann.
Solange der Beitrag der zweiten Amplitude negativ ist, entwickelt sich eine oben abge-
plattete Morphologie, wie sie bereits von Nozie`res [53] vorhergesagt wurde. Unterhalb einer
gewissen Schichtdicke kehrt sich dieses Verhalten um, und das Modell sagt eine nach oben
spitze und unten abgeplattete Morphologie, wie sie z.B. von der ROSENSWEIGinstabilita¨t her
bekannt ist, voraus.
3.4.3. Starres Substrat mit Beru¨cksichtigung von Gravitation
Das Modell im Kapitel 3.4.2 hatte nur die elastische Energie und die Oberfla¨chenenergie
beru¨cksichtigt. Innerhalb dieses Modells existiert ein linear instabiler k-Bereich, der fu¨r ei-
ne unendlich ausgedehnte Schicht in reduzierten Einheiten zwischen 0 und 2 liegt. Dieser
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Abbildung 3.23.: α2,0, der erste Ent-
wicklungskoeffizient von α2, in Ab-
ha¨ngigkeit von der Schichtdicke.
Fu¨r kleine Dicken weicht die bekannte
Cuspmorphologie einer Peakmorpho-
logie. Der Parameter na¨hert sich fu¨r
große Schichtdicken −1/2. Die Kurven
stehen von links nach rechts fu¨r diesel-
ben POISSONzahlen wie in Abbildung
3.21.
Bereich wird fu¨r endliche Schichticken schmaler und kollabiert fu¨r ν nicht zu nahe bei −1 bei
k = 0 und einer kritischen Dicke Lmin = 1/2 (1− ν).
Aus dem halbunendlichen Modell mit Gravitation ist bekannt, dass der zusa¨tzliche Parame-
ter l12 dieses Verhalten dahingehend vera¨ndert, dass der linear instabile Bereich von beiden
Seiten her verkleinert wird, bis bei einem kritischen Parameter l12,crit = 1 nur noch eine ein-
zige Wellenzahl kcrit = 1 instabil ist. Aus der Tatsache heraus, dass kcrit zwischen den beiden
marginalen Wellenzahlen des Modells ohne Gravitation liegt, ist zu erwarten, dass auch im
Modell mit Gravitation Schichtdicken unterhalb Lmin stabil sind. Das soll im folgenden u¨ber-
pru¨ft werden. Wir lassen also im weiteren l12 6= 0 zu.
Abbildung 3.24.: Kritische Wellenzahl im Mo-
dell mit Gravitation fu¨r endliche Schichtdicken
am Beispiel ν = 1/3 .
Abbildung 3.24 verdeutlicht am Beispiel ν = 1/3, dass in der Tat die kritische Wellenzahl
bei L = 1/3 auf Null zuru¨ckgeht. Allerdings zeigt sie im ¨Ubergangsbereich zwischen sehr
großen und sehr kleinen Schichtdicken eine Art oszillierendes Verhalten, das schwer zu in-
terpretieren ist. Plo¨tzliche ¨Anderungen in der Kru¨mmung dieser Kurve sind allerdings auch
schon im Modell ohne Gravitation (Abbildung 3.21) zu beobachten. ¨Ahnlich verha¨lt sich auch
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Abbildung 3.25.: Kritischer Parameter l12 im
Modell mit Gravitation fu¨r endliche Schichtdi-
cke am Beispiel ν = 1/3
der Parameter l12, crit. Er wird nie gro¨ßer als im unendlichen Modell, sondern fa¨llt fu¨r kleine
Schichtdicken gegen Null ab. Folglich ist bei endlichen Systemen eine gro¨ßere Vorspannung
erforderlich, um die Instabilita¨t auszulo¨sen.
Interessant gestaltet sich der Charakter der Instabilita¨t unter Einwirkung von Gravitation.
Berechnet man na¨mlich unter Vorgabe der Schichtdicke und der zugeho¨rigen kritischen Para-
meter kkrit und l12,krit den Vorfaktor zu α14 im Energieausdruck, nachdem dieser bezu¨glich α2
minimiert worden ist, so ergibt sich der Verlauf in Bild 3.26. Das Vorzeichen a¨ndert sich zwei-
Abbildung 3.26.: Vorfaktor zu α14
im Modell mit Gravitation. t1 und t2
bezeichnen die trikritischen Punkte,
vgl. (3.158) am Beispiel ν = 1/3
mal, und zwar ist das System fu¨r sehr kleine, aber noch instabile Schichtdicken subkritisch.
Dann schließt sich ein gewisser superkritischer Bereich an, der dann in das bekannte subkriti-
sche Verhalten bei sehr großen L mu¨ndet. Der asymptotische Grenzwert dieses Koeffizienten
liegt bei −43/64. Die trikritischen Punkte, wiederum fu¨r ν = 1/3 berechnet, liegen bei
t1 := {L = 0.413, k = 0.796, l12 = 0.071}
t2 := {L = 0.857, k = 0.987, l12 = 0.522} .
(3.158)
Die minimierte zweite Amplitude (Bild 3.27) zeigt erwartungsgema¨ß ein a¨hnliches Verhal-
ten wie im Modell ohne Gravitation. Allerdings liegt die Schichtdicke, bei der die Morpholo-
giea¨nderung auftritt, mit L = 0.503 gegenu¨ber L = 0.412 etwas ho¨her.
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Abbildung 3.27.: Die minimierte Am-
plitude α2 (u¨ber α12) in Abha¨ngigkeit
von der Schichtdicke im Modell mit
Gravitation. Der Nulldurchgang liegt
bei L = 0.503
3.4.4. Weiches Substrat, l12 = 0
Nun lassen wir ein Substrat zu, das selbst elastisch ist. Die Deformation der zweiten Grenz-
fla¨che lassen wir nur in x-Richtung zu, d.h. die zweite Grenzfla¨che in Gleichung (3.147) bleibt
in ihrem Verlauf erhalten. Da jedes Material durch zwei elastische Konstanten definiert ist,
wu¨rde eine vollsta¨ndige Betrachtung drei Materialparameter enthalten mu¨ssen und außerdem
einen mit dem Schwerkraftterm assoziierten Parameter. Allerdings betra¨gt die POISSONsche
Querkontraktionszahl fu¨r fast alle Materialien etwa 1/3, so dass im Folgenden ohne wesentli-
che Einschra¨nkungen ν1 = ν2 := 1/3 gesetzt wird. Der einzig maßgebliche Parameter ist dann
das Verha¨ltnis der beiden YOUNGmoduli
ρ :=
E1
E2
=
µ1
µ2
. (3.159)
Es steht zu erwarten, dass die lineare Analyse die Ergebnisse aus SPENCER et. al. [65] (Bild
3.20, S. 59) reproduziert. Diese Analyse wird anschließend durch eine schwach nichtlineare
Betrachtung erweitert.
Der Ansatz in Form eines AIRYpotenzials wird nun wiederum gegenu¨ber dem Ansatz
(3.143) etwas komplexer, da wir das Bulkmaterial beru¨cksichtigen mu¨ssen.
χ1 =
∞∑
n=1
(an + bnz) cos (nkx) e
nkz +
∞∑
n=1
(cn + dnz) cos (nkx) e
−nkz (3.160a)
χ2 =
∞∑
n=1
(en + fnz) cos (nkx) e
nkz (3.160b)
Bild 3.28 zeigt tatsa¨chlich die Reproduktion der Ergebnisse aus [65]. Fu¨r die Berechnung
des Verlaufes mo¨glicher trikritischer Punkte betrachten wir zuna¨chst das Verhalten fu¨r L→ 0.
Folgende Nomenklatur wird eingefu¨hrt:
E = C2α1
2 + C4α1
4 (3.161)
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Abbildung 3.28.: Marginale Wellen-
zahlen fu¨r verschiedene Elastizita¨ts-
verha¨ltnisse ρ (kleine Zahlen) im Mo-
dell ohne Beru¨cksichtigung der Gra-
vitation. Vergleiche auch Bild 3.20.
Die fettgedruckten Linien durch t1
und t2 bezeichnen einen Wechsel des
Stabilita¨tsverhaltens. t2 ist nicht der
Punkt (0, 2) ! Unterhalb der Kurve
AB tritt eine Peakmorphologie an die
Stelle der Cusps.
Im Falle l12 = 0 entspricht dann C2 der reduzierten Energie aus Gleichung (3.154). C4 wird
wegen seines Umfanges hier nicht dargestellt. Ein trikritischer Punkt ist dadurch ausgezeich-
net, dass sowohl C2 als auch C4 Null sind. Nun zeigt sich, dass
lim
L=0
C2 =
1
2
(
k
2
− ρ
)
lim
L=0
C4 =
k3
256 (ρ− k)
[
144ρ4 + 256k(ρ3 − ρ)
−8ρ3 − (112k + 111)ρ2 + (54 + 4k)ρ+ 12k2 + 81] .
(3.162)
Die nichtnegativen Lo¨sungen dieses Systems sind
ρL=0 = {0.439, 1.009} ,
und aus der ersten der Gleichungen (3.162) folgt entsprechend kL=0 = 2ρL=0. Sie sind in Bild
3.28 mit Kreisen gekennzeichnet. Fu¨r große L la¨ßt sich das Verhalten des Energieausdruckes
ebenfalls elegant diskutieren. Aus dem halbunendlichen Modell ist bekannt, dass die margi-
nale Wellenzahl dann 2 betra¨gt. Die Wechselwirkung mit dem Substrat sollte in diesem Fall
keine Rolle spielen. Deshalb mu¨ssen auch die Konstanten C2 und C4 unabha¨ngig von ρ sein.
In der Tat ergibt sich
lim
L=∞
C2 =
k
2
(
k
2
− 1
)
lim
L=∞
C4 = − 1
64
(3 k2 − 27 k + 40) k3
k − 1
(3.163)
65
3. Zweidimensionale Modelle
Aus C2 folgt die erwartete marginale Wellenzahl, und auch C4 ist unabha¨ngig von ρ. Daher
bleibt die Instabilita¨t fu¨r jegliche Materialkombination im Limes L → ∞ superkritisch29.
Als etwas aufwa¨ndiger erweist sich die Diskussion fu¨r beliebige L. Das Gleichungssystem
{C2 = 0, C4 = 0} kann fu¨r die Numerik vereinfacht werden, indem man L wieder durch λ/k
ersetzt und den Parameter ρ variiert, beginnend bei den bekannten Werten fu¨r L = 030.
Die Lo¨sungen sind die fettgedruckten Linien in Bild 3.28. Was folgt nun aus dem berech-
neten Verhalten? In der Tat ist das System fu¨r endliche Schichtdicken absolut instabil, wie
bereits Spencer et. al. festgestellt haben. Ist das obere Material weicher als das untere, so sind
die instabilen Wellenla¨ngen extrem lang; fu¨r ein ha¨rteres Material in der Schicht dagegen kurz.
Solange sich die elastischen Eigenschaften der Materialien a¨hneln (E1
E2
∈ [0.439, 1.009]), ist
die Instabilita¨t fu¨r alle Schichtdicken superkritisch. Fu¨r weichere bzw. ha¨rtere Schichtmateria-
lien existiert bei kleinen Schichtdicken ein subkritisches Intervall.
Schließlich erweist sich die Berechnung des Vorzeichens der minimierten Amplitude α2
bei der marginalen Wellenzahl als interessant. Solange α2 negativ ist, bilden sich die aus der
halbunendlichen Theorie bekannten Cusplo¨sungen aus. Dies ist im Bild 3.28 jedoch nur ober-
halb der Kurve AB gegeben. Darunter besteht die entstehende Morphologie aus nach oben
zeigenden Spitzen.
3.4.5. Weiches Substrat mit Beru¨cksichtigung von Gravitation
Nun erfolgt die Behandlung des allgemeinsten unter den vorgestellten Modellen fu¨r ein du¨nnes
Substrat in zwei Dimensionen. Der reduzierte Ausdruck fu¨r die Gesamtenergie in zweiter
Ordnung ist jetzt
Egesamt =− k
2
4ρΛ4 + 15 (1 + ρ)2 Λ4 + 12 (3 + 2ρ− 5ρ2)λΛ2 − 15 (1− ρ)2[
4ρΛ4 + 15 (1 + ρ)2 Λ4 + 15 (1− ρ)2
+(12 (3 + 2ρ− 5ρ2)λ2 + 2 (17− 2ρ− 15ρ2)) Λ2
]
+
k2
4
+
l12
4
.
(3.164)
Wir untersuchen zuna¨chst das Verhalten im Limes L → 0. Dann vereinfacht sich die Energie
zu
EL=0 =
1
4
(
k2 + l12 − 2kρ
)
. (3.165)
29 Die nichttrivialen Nullstellen von C4 sind
kC4=0 =
9
2
± 1
6
√
249 = {1.87, 7.13} ,
siehe [53].
30 Dabei ist zu beru¨cksichtigen, dass ρ fu¨r den Ast, der beim unteren trikritischen Punkt bei L = 0 beginnt,
abgesenkt werden muss, bis ρ = 0 und damit das Ergebnis aus dem Modell des starren Substrates erreicht
ist. Fu¨r den anderen Lo¨sungsast muss ρ hingegen erho¨ht werden. Beachtet man dies nicht, so erha¨lt man die
formal richtigen, jedoch physikalisch sinnlosen Fortsetzungen der Lo¨sungen fu¨r negative L.
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Hieraus lassen sich bereits verschiedene Aussagen treffen. Aus dem System
EL=0 = 0,
∂EL=0
∂k
= 0 ,
welches bereits im halbunendlichen Modell benutzt wurde, um den Einsatzpunkt der Instabi-
lita¨t zu berechnen, erha¨lt man die kritischen Parameter
l12,krit.,L=0 = ρ
2 (3.166a)
k12,krit.,L=0 = ρ . (3.166b)
Marginale Wellenzahlen folgen aus der Forderung
EL=0 = 0 ,
und damit
k12,marg.,L=0 = ρ±
√
ρ2 − l12 . (3.167)
Fu¨r ρ2 < l12 existieren u¨berhaupt keine reellen Lo¨sungen, das heißt, dass die Oberfla¨che unter
dieser Bedingung im Limes L → 0 absolut stabil ist – eine Verallgemeinerung des Falles
ρ = 0, l12 = 0.
Wenn ρ2 = l12 gilt, setzt die Instabilita¨t genau beim Grenzwert L = 0 ein, und bei ρ2 > l12
ist fu¨r alle Schichtdicken ein ganzes Wellenzahlband linear instabil.
Das Verhalten fu¨r L → ∞ ist bekannt: die Instabilita¨t setzt bei l12 = 1, k = 1 ein. Fu¨r
gro¨ßere l12 ist die Oberfla¨che stabil, wa¨hrend bei kleineren l12 ein Wellenzahlbereich linear
instabil ist, der bei l12 = 0 von k = 0 bis k = 2 reicht. Dieses Verhalten darf nicht von
ρ abha¨ngen, da der Abstand zum Substrat unendlich ist und somit keine Wechselwirkung
stattfindet.
Wir berechnen nunmehr numerisch ein Kennlinienfeld, das fu¨r beliebig gewa¨hlte Parameter
l12 und ρ den Einsatzpunkt der GRINFELDinstabilita¨t angibt. Dazu lo¨sen wir unter Vorgabe
dieser Parameter das System
E = 0
∂E
∂k
= 0 (3.168)
nach L und k. Wir konstatieren zuna¨chst, dass es grundsa¨tzlich zwei verschiedene Lo¨sungs-
mannigfaltigkeiten gibt. Fu¨r weiche Schichten (ρ < 1) existieren nur Lo¨sungen mit l12 < 1,
und umgekehrt fu¨r harte Schichten nur solche mit l12 > 1. Das Ergebnis fu¨r weiche Schichten
zeigt Bild 3.29.
Wie zu erwarten ist im Limit des starren Substrates die Kurve aus Bild 3.24 enthalten. Fu¨r
ρ 6= 0 enden alle Kurven bei L = 0. Sie u¨berschneiden sich zweimal bei L ≈ 0.5 und L ≈ 1.6
und laufen fu¨r große Schichtdicken gegen den Wert k = 1, was aus dem halbunendlichen
Modell heraus auch zu erwarten war.
Als interessant erweist sich nun der Bereich, der durch eine fettgedruckte Linie in Bild 3.29
hervorgehoben worden ist und den als Auschnittsvergro¨ßerung das Bild 3.30 zeigt. Im Gegen-
satz zu allen Szenarien, die bisher untersucht worden sind und Gravitation beru¨cksichtigen,
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Abbildung 3.29.: Kennlinien des Ein-
setzens der GRINFELDinstabilita¨t bei
l12 6= 0 fu¨r unterschiedliche Elastizi-
ta¨tsverha¨ltnisse ρ im Bereich [0, 1). Er-
la¨uterungen im Text.
Abbildung 3.30.: Ausschnitt des superkri-
tischen Bereiches aus Bild 3.29. Zusa¨tzlich
sind hier die Linien konstanter Parameter
l12 und ρ eingetragen.
erweist sich hier ein Bereich als superkritisch, denn der Vorfaktor von α14 in der Energieent-
wicklung ist positiv. Daraus folgt eine Restabilisierung bei kleiner Amplitude.
Die Lo¨sungsmenge reicht beliebig dicht an den Punkt (0, 3/4) heran, schließt diesen jedoch
nicht ein.
Eine interessante Weiterfu¨hrung dieser Untersuchungen bestu¨nde darin, zu untersuchen,
inwiefern ho¨here Terme im Energiepolynom dazu beitragen ko¨nnen, dass weitere Bereiche
des Diagramms 3.30 stabilisiert werden.
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4.1. Einfu¨hrende Bemerkungen
Das volle, dreidimensionale Problem ist bislang nur in linearer Na¨herung behandelt wor-
den [27]. Eine neuere Arbeit mit P. BERGER [10] geht einen Schritt weiter zur schwach nicht-
linearen Analyse. Hier wird unter gewissen Voraussetzungen an die Vorspannungen und die
POISSONzahl ein zusa¨tzlicher ¨Ubergang zwischen Rollen- und Rhombenmustern auftreten.
Diese Berechnung wird im Rahmen der linearen Stabilita¨tsanalyse vorgestellt werden. Dar-
an wird sich eine erweiterte schwach-nichtlineare Analyse anschließen, die das Verhalten der
Instabilita¨t entlang der gesamten kritischen Parametermenge aufkla¨rt.
Die gro¨ßere Komplexita¨t des dreidimensionalen Problems resultiert nicht nur aus der Geo-
metrie. Der Vorspannungstensor in der Ebene lautet jetzt
Σ0 =
 σxx, 0 0 00 σyy, 0 0
0 0 0
 , (4.1)
und die Gro¨ßen σxx, 0 und σyy, 0 ko¨nnen unabha¨ngig voneinander beliebige Werte annehmen.
Daher kann im dreidimensionalen Modell nicht mehr allgemein von der kritischen Spannung
die Rede sein. Vielmehr wird der kritische Zustand des Systems durch eine Wechselbeziehung
zwischen σxx, 0 und σyy, 0 gekennzeichnet sein. Daru¨berhinaus ist die GRINFELDinstabilita¨t in
zwei Dimensionen nicht vom Vorzeichen der Vorspannung abha¨ngig. Hier kann sich hinge-
gen ein signifikanter Unterschied des Systemverhaltens in Abha¨ngigkeit vom Vorzeichen des
Verha¨ltnisses σxx, 0/σyy, 0 einstellen.
Die Komplexita¨t wird weiterhin durch die Vielfalt der mo¨glichen Oberfla¨chenmodulatio-
nen erho¨ht. Abha¨ngig vom Vorspannungszustand und den Materialparametern wird ein be-
stimmtes Muster ausgewa¨hlt werden, das aus mehreren u¨berlagerten Basissto¨rungen zusam-
mengesetzt werden kann, die in linearer Na¨herung natu¨rlich voneinander unabha¨ngig sind. Im
halbunendlichen Modell steht nicht zu erwarten, dass lateral ausgedehnte Systeme anders als
in zwei Dimensionen eine Restabilisierung zeigen, da auch hier das schon eingangs erwa¨hnte
Argument zutrifft, dass eine Anordnung ausreichend weit voneinander entfernter Vertiefungen
immer einen effektiven Energiegewinn verspricht. Vielmehr ist analog zum zweidimensiona-
len Modell zu erwarten, dass die Dynamik im Endeffekt nach kurzer Zeit zu Cuspsingula-
rita¨ten fu¨hrt.
Schließlich sind die dreidimensionalen Modelle in der mathematischen Behandlung kom-
plexer, weil hier ein Analogon zur AIRYfunktion fehlt. Wir werden also darauf angewiesen
sein, die Randbedingungen zusammen mit den Gleichgewichtsbedingungen (2.3) unter Zuhil-
fenahme der BELTRAMI-MICHELL-Gleichungen (2.5) auszuwerten.
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Prinzipiell genu¨gt fu¨r die mathematische Repra¨sentation eines Oberfla¨chenmusters ein Ba-
sissystem aus zwei orthogonalen Funktionenreihen. Allerdings nimmt man betra¨chtliche Un-
genauigkeiten in Kauf, wenn man rhombische oder hexagonale Strukturen damit zu beschrei-
ben versucht und die Rechnung auf niedrige Ordnungen beschra¨nkt. Wir wa¨hlen daher die
Symmetrie des Lo¨sungsansatzes entsprechend der Symmetrie der Sto¨rung, und damit lassen
wir im Falle der Untersuchung hexagonaler Strukturen auch Sto¨rungen der Ebene zu, die ex-
plizit aus drei Funktionensystemen bestehen.
4.2. Lineare Stabilita¨tsanalyse
Aus den BELTRAMI-MICHELL-Gleichungen (2.5) folgt, dass die Komponenten des Span-
nungstensors die Bipotenzialgleichung (2.6) erfu¨llen [46]. Es ist demzufolge zula¨ssig, die all-
gemeine Form der AIRYfunktion als Ansatz fu¨r die ¨Anderung jeder einzelnen Komponente zu
verwenden. Wir schreiben in niedrigster Ordnung1
σij =
n∑
l=1
[(aij,1,l + bij,1,lz) cos (k1,lx) + (cij,1,l + dij,1,lz) sin (k1,lx)] e
|k1,l|z . (4.2)
In diesem Ansatz ist
x =
(
x ex
y ey
)
,
und die Summation ist u¨ber alle Basismoden l = 1 . . . n auszufu¨hren. Die Zahl 1 in den Fußno-
ten der Koeffizienten und der Wellenzahlvektoren kennzeichnet, dass diese Gro¨ßen zur ersten
Ordnung geho¨ren. Im Rahmen der linearen Stabilita¨tsanalyse existiert noch keine Wechsel-
wirkung zwischen den einzelnen Moden. Daher genu¨gt es vorerst, eine einzelne Basismode
anzusetzen, deren Orientierung durch einen Winkel θ gekennzeichnet wird.
Wenn in ho¨heren Ordnungen gerechnet wird, muss der Ansatz um sa¨mtliche unabha¨ngigen
Linearkombinationen der Basismoden erweitert werden. Dies wurde im Prinzip schon bei der
Entwicklungsmethode in zwei Dimensionen getan; aufgrund der Einschra¨nkung auf nur eine
Mo¨gliche Richtung zeigte sich dieses Prinzip dort lediglich im Auftreten ho¨herer Vielfacher
der Argumente in den Winkelfunktionen.
Die Art des Ansatzes bietet den Vorteil der Mo¨glichkeit systematischer Berechnungen und
damit einer effizienten Computeralgebra-Umsetzung auf Kosten einer großen Anzahl von Ko-
effizienten aij,l, bij,l, cij,l und dij,l. Bei Beru¨cksichtigung der Symmetrie des Spannungstensors
haben wir in niedrigster Ordnung und unter Annahme einer einzelnen Sto¨rung 24 Koeffi-
zienten zu bestimmen. Die Normalspannungsbedingung allein liefert jedoch nur sechs Be-
stimmungsgleichungen. Es zeigt sich aber, dass die Koeffizienten nicht alle voneinander un-
abha¨ngig sind und durch Beru¨cksichtigung sowohl der elastischen Gleichgewichtsbedingung
1 Alternativ ist auch die Verwendung von Exponenzialfunktionen mo¨glich. Die Anzahl der Koeffizienten halbiert
sich dann, allerdings sind sie dann komplexe Zahlen.
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(2.3) als auch der BELTRAMI-MICHELL-Gleichungen (2.5) gerade das beno¨tigte System fu¨r
die Bestimmung aller Koeffizienten zur Verfu¨gung steht.
Wir vereinbaren Bezeichnungen, wie sie die Abbildung 4.1 zeigt. Im x-y-Kordinatensystem,
σx
σy
y
x
θ
k
Abbildung 4.1.: Einzelne Sto¨rung in drei Dimen-
sionen (Draufsicht). Das Koordinatensystem wird so
gewa¨hlt, dass die Koordinatenrichtungen mit denen
der Vorspannungskomponenten σx und σy u¨berein-
stimmen. Die Modulation mit dem Wellenzahlvek-
tor k erfolgt in einem Winkel θ zur x-Achse.
das in der Ebene der ungesto¨rten Oberfla¨che liegt, bringen wir im Winkel θ zur Abszisse eine
Sto¨rung der Form
ζ(x) = α1 coskx (4.3)
an. k (k1,1 im Kontext von Gleichung (4.2)) habe den Betrag k, und es gilt
k = k
(
cos θ ex
sin θ ey
)
. (4.4)
Die Koodinatenachsen sind so gewa¨hlt, dass sie mit den Hauptachsen des Vorspannungszu-
standes zusammenfallen.
Abweichend von [10] wird die Untersuchung hier nicht anhand des chemischen Potenzials,
sondern u¨ber die freie Energie durchgefu¨hrt. Beide Methoden sind a¨quivalent, und der Auf-
wand der Methode der freien Energie ist nur scheinbar ho¨her (sie beinhaltet eine Integration
u¨ber die z-Komponente und eine weitere in Form der Mittelung u¨ber die Fla¨che), denn ab der
zweiten Ordnung erweist sich das Sortieren nach trigonometrischen respektive Exponenzial-
funktionen als a¨hnlich komplex wie eine symbolische Integration.
Ein Effekt, der im Kontakt mit der Schmelze auftritt, und der sich mit Hilfe des chemischen
Potenzials sehr einfach plausibel machen la¨sst, sei allerdings erwa¨hnt: Das Anbringen einer
Vorspannung fu¨hrt zuna¨chst dazu, dass die Oberfla¨che um einen gewissen Betrag schmilzt,
bis sich durch Wechselwirkung mit dem Schwerkraftterm ein neues Gleichgewicht eingestellt
hat. Dieser Effekt u¨bersteigt die Ho¨henvariation infolge der mechanischen Verformung be-
tra¨chtlich. Der allgemeine Ausdruck fu¨r den elastischen Teil des chemischen Potenzials in
drei Dimensionen lautet
∆µE =
1
2EY
[
(1 + ν) σ˜ij|h σ˜ij|h − ν ( σ˜kk|h)2
]
. (4.5)
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Die Tilden tragen dem Umstand Rechnung, dass in dem Fall, dass der Druck u¨ber dem Me-
dium ungleich Null ist, nicht der tatsa¨chliche Spannungstensor, sondern der mittels σ˜ij =
σij − σnnδij reduzierte Tensor einzusetzen ist. Die Tilde-Symbole werden ku¨nftig weggelas-
sen, und die Randbedingung an der oberen Grenzfla¨che durchweg als σ|h n = 0 geschrieben.
Die u¨brigen Beitra¨ge zum chemischen Potenzial sind durch
∆µS = −γκ ∆µG = g∆ρh (4.6)
gegeben. Durch Einsetzen der Vorspannungen (4.1) in die Summe aus Gleichung (4.5) und
(4.6) (wobei der kapillare Anteil natu¨rlich verschwindet, solange die Grenzfla¨che eben ist)
erhalten wir eine Beziehung fu¨r die ¨Anderung der Gleichgewichtsho¨he infolge der elastischen
Vorspannung. Wir definieren
σ+ =
1
2
(σxx, 0 + σyy, 0) σ− =
1
2
(σxx, 0 − σyy, 0) , (4.7)
und erhalten nach Vereinfachung
∆h = −(1− ν)σ+
2 + (1 + ν)σ−2
EYg∆ρ
. (4.8)
Die neue Gleichgewichtsho¨he wird im Folgenden als z = 0 definiert. Die elastische Energie-
dichte EE = 1/2σijuij kann u¨ber das HOOKEsche Gesetz allein durch die Komponenten des
Spannungstensors ausgedru¨ckt werden:
w(x) =
1
2EY
[
(1 + ν)σijσij − ν (σkk)2
]
. (4.9)
Daraus bestimmen wir wie u¨blich mittels
EE =
〈∫ ζ(x)
−∞
dz w(x)
〉
(4.10)
die u¨ber die x-y-Ebene gemittelte elastische Energie. In diesem Kapitel entsprechen die Mit-
telungsklammern natu¨rlich der Integration u¨ber ein Intervall bzw. eine Einheitszelle der Ober-
fla¨chenstruktur und der Division durch deren Grundfla¨che. Fu¨r die Integration der elastischen
Energiedichte (4.9) betrachten wir zuna¨chst das Quadrat einer einzelnen Komponente. Mit
n = 1 in Ansatz (4.2) ergibt sich nach la¨ngerer Rechnung in quadratischer Ordnung in α1〈∫ ζ(x)
−∞
dz σijσij
〉
=
α21
〈∫ ζ(x)
−∞
dz [σ0 + (a+ bz) cos (kx) e
z + (c+ dz) sin (kx) ez]2
〉
=
1
k
[
α21 aσ0 +
α21
8
(
b2 + d2 + 2
(
a2 + c2 − ab− cd))] . (4.11)
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Man beachte, dass in erster Ordnung der Betrag k = 1 und dass bei den Koeffizienten des
Ansatzes auf Indizes verzichtet wurde. Wir verfolgen die schon bekannte Strategie, ra¨umliche
Koordinaten mit dem Betrag der Grundwellenzahl, k, zu skalieren. x, y und z, genau wie α1,
sind also dimensionslose Parameter, und Differenziationen bzw. Integrationen erfordern das
Anbringen eines Vorfaktors k bzw. k−1, vgl. die letzte Zeile von Gleichung (4.11). Weiterhin
wurde dieser allgemeine Spannungsterm mit einer Vorspannungskomponente σ0 angesetzt,
die natu¨rlich nur in zwei der Komponenten tatsa¨chlich ungleich Null ist. Mit Hilfe dieser
Beziehung erweist es sich als einfach, bei einmal bekannten Koeffizienten die ¨Anderung der
elastischen Energie EE zu berechnen.
Die Koeffizienten des elastischen Spannungsfeldes werden aus dem schon erwa¨hnten Glei-
chungssystem
σ|z=ζ(x) · n = 0
∂jσij = 0
(1 + ν)∂k∂kσij + ∂i∂jσkk = 0
(4.12)
berechnet. Die Art der Berechnung ist wie auch in den folgenden umfangreicheren Modellen
technisch aufwa¨ndig, beinhaltet aber keine grundsa¨tzlichen Schwierigkeiten2.
Man erha¨lt fu¨r die elastische Energiea¨nderung
EE = −α
2
1 (1 + ν)
2kEY
[
(1− ν) (σ−2 + σ+2 + 2σ−σ+ cos (2θ))+ σ−2ν sin2 (2θ)] (4.13)
Dieser Ausdruck ha¨ngt nicht nur von den Vorspannungen ab, sondern auch von der Orien-
tierung θ der Sto¨rung. Die u¨brigen Energieterme, wieder mit dimensionslosen Amplituden
formuliert, lauten
ES =
1
4
γα21 EG =
g∆ρ
4k2
α21 . (4.14)
Sie ha¨ngen natu¨rlich nicht von θ ab, und daher genu¨gt die Betrachtung von (4.13) fu¨r die
Diskussion, welche Mode am instabilsten ist. Wir bestimmen die Ableitung von EE nach dem
Winkel θ
∂EE
∂θ
= −2α
2
1σ− (1 + ν)
EYk
sin (2 θ) (νσ− cos (2 θ)− σ+ (1− ν)) (4.15)
und erkennen neben den trivialen Lo¨sungen θ = 0 und θ = pi/2 eine weitere Lo¨sung der Form
cos 2θ =
1− ν
ν
σ+
σ−
. (4.16)
Grenzen wir zuna¨chst die Bedingungen ein, unter denen diese Lo¨sung existieren kann. Der
Betrag des Quotienten 1−ν
ν
ist im gesamten Definitionsbereich von ν (−1 . . . 1/2) gro¨ßer gleich
2 Entsprechende MAPLE-Arbeitsbla¨tter sind vom Autor erha¨ltlich.
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1 (fu¨r ν 6= 1/2 ist er gro¨ßer als 1). Folglich ist im Gu¨ltigkeitsbereich der Lo¨sung (4.16) der
Betrag des Verha¨ltnisses σ+/σ− kleiner gleich 1. Eine kurze Rechnung3 zeigt, dass sich diese
Forderung nur erfu¨llen la¨sst, solange σxx, 0 und σyy, 0 verschiedene Vorzeichen tragen. Insbe-
sondere impliziert Gleichung (4.16) damit keine Divergenz, da σ− definitionsgema¨ß nur dann
Null wird, wenn σxx, 0 = σyy, 0, also unter der Bedingung gleicher Vorzeichen.
Setzen wir die drei Lo¨sungen in den Ausdruck fu¨r die elastische Energiea¨nderung ein, so
erhalten wir
EE =− α
2
1 (1 + ν)
2EYk
[
(1− ν)σxx, 02
]
θ = 0 (4.17a)
EE =− α
2
1 (1 + ν)
2EYk
[
(1− ν)σyy, 02
]
θ =
pi
2
(4.17b)
EE =− α
2
1 (1 + ν)
2EYk
[
(σxx, 0 + σyy, 0)
2
4ν
− σxx, 0 σyy, 0
]
cos 2θ =
1− ν
ν
σ+
σ−
, (4.17c)
wobei die Formulierung so gewa¨hlt worden ist, dass einerseits gleiche Vorfaktoren erscheinen,
und zum anderen die ku¨rzere Form unter Verwendung der Variablen σxx, 0 und σyy, 0 benutzt
wird. Offensichtlich sind alle drei Ausdru¨cke negativ, denn Lo¨sung (4.17c) existiert, wie oben
dargestellt, nur fu¨r verschiedene Vorzeichen von σxx, 0 und σyy, 0.
Da die anderen beiden Energieterme, die die Oberfla¨che stabilisieren, nicht von der Ori-
entierung des Ansatzes ζ(x) abha¨ngen, genu¨gt fu¨r die Entscheidung, welche der Lo¨sungen
(4.17) ausgewa¨hlt wird, die Betrachtung des elastischen Terms allein. Natu¨rlich wird dieje-
nige Lo¨sung zuerst instabil, die den gro¨ßten Absolutbetrag aufweist. Im Vergleich zwischen
den Lo¨sungen (4.17a) und (4.17b)
”
gewinnt“ die Variante mit dem ho¨heren Absolutbetrag der
Vorspannung. Interessanter ist dagegen die Konkurrenz zwischen einer dieser Lo¨sungen und
(4.17c).
Es zeigt sich, dass der Betrag der Lo¨sung (4.17c) genau dann gro¨ßer als der von (4.17a) ist,
wenn die Bedingung
σyy, 0 < −σxx, 0 (1− 2ν) (4.18a)
erfu¨llt ist. Analog gewinnt (4.17c) gegenu¨ber (4.17b), wenn
σxx, 0 < −σyy, 0 (1− 2ν) (4.18b)
gilt. Diese Grenzen erha¨lt man auch, wenn man in (4.16) die Werte θ = 0 bzw. θ = pi/2 ein-
setzt. Daraus folgt, dass an den durch (4.18) gekennzeichneten Punkten die Lo¨sungen (4.17a)
bzw. (4.17b), die Wellenmustern parallel zu den Koordinatenachsen entsprechen, stetig in ein
demgegenu¨ber geneigtes Muster der Form (4.17c) u¨bergehen.
Das gesamte Szenario der Abha¨ngigkeit ausgewa¨hlter Lo¨sungen ist in Abbildung 4.2 dar-
gestellt. Der grau eingefa¨rbte Bereich ist stabil; außerhalb von diesem zeigen sich die durch
3 (
σ+
σ−
)2
≤ 1⇒ σxx, 0σyy, 0 ≤ −σxx, 0σyy, 0 ⇒ σxx, 0σyy, 0 ≤ 0
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Abbildung 4.2.: Phasendiagramm der
GRINFELDinstabilita¨t an einem halb-
unendlichen, biaxial verspannten Fest-
ko¨rper bei festgehaltenem ν. Die kri-
tischen Vorspannungen sind durch die
Ra¨nder des grauen Bereiches gegeben.
Weitere Erla¨uterungen im Text.
die Textur angedeuteten Muster. Wir beschra¨nken die Diskussion auf den Quadranten des Dia-
gramms, der den Bereichen ¶ und · entspricht. Hier ist offensichtlich |σxx, 0| > |σyy, 0|, wir
haben also lediglich die Konkurrenz der Lo¨sungen (4.17a) und (4.17c) zu beru¨cksichtigen,
da die Lo¨sung (4.17b) immer durch die Lo¨sung (4.17a) dominiert wird. Im Sektor ¶, dem
Gu¨ltigkeitsbereich von Lo¨sung (4.17a), entsteht ein Rollenmuster parallel zur y-Achse. Der
¨Ubergang zwischen den Bereichen ¶ und · im Diagramm entspricht dem Erreichen der Be-
dingung (4.18a), und im Bereich · dominiert eine Lo¨sung, die nicht parallel zu einer der
Koordinatenachsen verla¨uft.
Die neue Lo¨sung (4.16) ist symmetrisch bezu¨glich des Vorzeichens von θ. Daraus folgt, dass
in den Situationen, in denen diese Lo¨sung dominiert, eigentlich zwei Moden instabil werden,
die zur x-Achse symmetrisch liegen und zueinander einen Winkelabstand 2θ aufweisen. Daher
ist a priori nicht klar, ob das entstehende Muster im Bereich · der Abbildung 4.2 aus schra¨gen
Rollen oder aus Rhomben besteht. Fu¨r Aussagen bezu¨glich der Dominanz einer der beiden
Lo¨sungen mit ±θ ist eine schwach nichtlineare Analyse notwendig.
Die neue Lo¨sung erstreckt sich im u¨brigen im Falle ν = 1/2 u¨ber den vollsta¨ndigen rechten
unteren Quadranten von Abbildung 4.2, und sie verschwindet fu¨r ν = 0. Fu¨r hypothetische
Materialien mit ν < 0 verschwindet die Zusatzlo¨sung offenbar ganz, da der stabile Bereich in
Abbildung 4.2 dann ein Quadrat wird.
Berechnen wir anhand der verschiedenen Situationen aus Gleichung (4.17) die kritischen
Parameter der Instabilita¨t. Es zeigt sich, dass fu¨r die ersten beiden Szenarien das Ergebnis der
zweidimensionalen Theorie reproduziert wird:
σxx, 0, crit
2 =
√
γg∆ρEY
1− ν2 (4.19a)
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bzw.
σyy, 0, crit
2 =
√
γg∆ρEY
1− ν2 (4.19b)
Im dritten Fall la¨sst sich die Lo¨sung angeben, wenn wir die transformierten Vorspannungen
benutzen. Das Ergebnis lautet in diesem Fall
σ−, crit.2 = −σ+, crit.21− ν
ν
± EY
√
g∆ργ
1 + ν
, (4.19c)
wobei diese Gleichung fu¨r positive ν nur mit dem Pluszeichen eine physikalisch sinnvolle
Lo¨sung darstellt, wa¨hrend sie fu¨r negative ν keine Bedeutung hat, da die Lo¨sung hier nicht
existiert. Der Betrag der kritischen Wellenzahl lautet in jedem Fall
kcrit. =
√
g∆ρ
γ
. (4.20)
4.3. Entdimensionalisierung
Vor der nichtlinearen Erweiterung des Modells wird eine geeignete Reskalierung eingefu¨hrt
werden, ohne die man in den komplizierteren Varianten aufgrund des Umfangs der auftreten-
den Terme nicht auskommt. Wir benutzen dazu in Anlehnung an den aus dem zweidimensio-
nalen Problem bekannten Faktor die Gro¨ße
w0 =
σxx, 0, crit
2 (1− ν2)
2EY
. (4.21)
Diese Definition entspricht allerdings im Gegensatz zum zweidimensionalen Modell nicht der
elastischen Energiedichte des vorgespannten Zustandes, wie man schon daran erkennt, dass
die Gro¨ße nicht von den tatsa¨chlichen Spannungen σxx, 0 oder σyy, 0 abha¨ngt. Die Energiedichte
des Anfangszustandes betra¨gt
w0,3 =
σxx, 0
2 + σyy, 0
2 − 2νσyy, 0σxx, 0
2EY
. (4.22)
Nun messen wir die Spannungen in Einheiten von |σxx, 0, crit| (= |σyy, 0, crit|), es gilt also
σij = |σxx, 0, crit|sij σxx, 0 = |σxx, 0, crit|sxx, 0 σyy, 0 = |σxx, 0, crit|syy, 0 (4.23)
mit den dimensionslosen Spannungen sxx, 0 und syy, 0. Damit lautet der Vospannungstensor
jetzt
S0 =
 sxx, 0 0 00 syy, 0 0
0 0 0
 . (4.24)
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Die kritischen Spannungen betragen in den Gu¨ltigkeitsbereichen von (4.17a) beziehungsweise
(4.17b) sxx, 0, crit = ±1 bzw. syy, 0, crit = ±1, und die neue Lo¨sung (4.17c) lautet jetzt
s−, crit.2 = (1− ν)
(
1− 1
ν
s+, crit.
2
)
(4.25a)
bzw.
syy, 0, crit = − (1− 2ν) sxx, 0, crit ± 2
√
ν (1− ν) (1− sxx, 0, crit2) . (4.25b)
Diese Beziehung beschreibt im Spannungsdiagramm eine Ellipse, die fu¨r ν = 1/2 zu einem
Kreis und fu¨r ν = 0 zur Geraden syy, 0, crit = −sxx, 0, crit entartet. Abbildung 4.3 zeigt die
berechnete Lo¨sungsschar fu¨r verschiedene POISSONzahlen im rechten unteren Quadranten
des Phasendiagramms 4.2.
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Abbildung 4.3.: Lo¨sungsschar (4.25a)
fu¨r verschiedene POISSONzahlen im
Gu¨ltigkeitsbereich der neuen Lo¨sung.
Die gemittelte elastische Energie betra¨gt dann
EE =
σxx, 0, crit
2
2EYk
〈∫ ζ(x)
−∞
dz
[
(1 + ν)σijσij − ν (σkk)2
]〉
, (4.26)
wobei der bei der Integration auftretende Faktor k bereits beru¨cksichtigt worden ist und das
Mittelungsintegral jetzt ausschließlich dimensionslose Gro¨ßen entha¨lt. Die u¨brigen Energie-
terme sind
ES = γ
〈√
1 + ζx(x)2 + ζy(x)2 − 1
〉
EG =
g∆ρ
2k2
〈
ζ(x)2
〉
. (4.27)
Wir definieren wieder typische La¨ngen:
l1 =
γ
2w0
l2 =
w0
g∆ρ
l12 =
l1
2l2
=
γ g∆ρEY
2
σxx, 0, crit4
(4.28)
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Entsprechend transformieren sich die Faktoren in (4.26) bzw. (4.27) nach Entdimensionalisie-
rung von k
γ → 2w0l1 g∆ρ
2k2
→ w0l1l12
k2
σxx, 0, crit
2
2EYk
→ w0l1
k (1− ν2) . (4.29)
Ersetzen wir die Vorfaktoren in (4.26) und (4.27) entsprechend (4.29) und dividieren alle Bei-
tra¨ge durch 2w0l1
k2
, so erhalten wir schließlich die reduzierten Energiea¨nderungen
EE =
k
2 (1− ν2)
〈∫ ζ(x)
−∞
dz
[
(1 + ν)σijσij − ν (σkk)2
]〉
ES = k
2
〈√
1 + ζx(x)2 + ζy(x)2 − 1
〉
EG =
l12
2
〈
ζ(x)2
〉
.
(4.30)
4.4. Schwach-nichtlineare Analyse
Betrachten wir nun ein System mit zwei Sto¨rungen, die die Winkel θ und −θ zur Abszisse in
Abbildung 4.1 einschließen. Die Basissto¨rungen4 haben die Amplituden α1 und α2, und deren
Wechselwirkung generiert die Amplituden β1 bis β4.
ζ(x) = α1 cos (k1x) + α2 cos (k2x)
+ β1 cos ((k1 + k2)x) + β2 cos ((k1 − k2)x)
+ β3 cos (2k1x) + β4 cos (2k2x)
(4.31)
Wir haben die Szenarien aus der linearen Stabilita¨tsanalyse zu unterscheiden. In den Fa¨llen
1 und 2 aus Gleichung (4.17) finden wir die Ergebnisse aus der zweidimensionalen Theorie
wieder: setzen wir exemplarisch θ = 0, betrachten also den Fall, der Rollenmuster parallel zur
y-Achse ergibt.
Der Ausdruck fu¨r die Gesamtenergie entspricht in diesem Fall exakt der zweidimensionalen
Lo¨sung von NOZIE`RES [53], und die Minimierung am kritischen Punkt ergibt
β1 = −2α21 (4.32)
(die Amplituden α1 und α2 fallen zusammen, und es gibt fu¨r den Fall θ = 0 nur eine Amplitude
in der zweiten Ordnung), was erwartungsgema¨ß auf
Ecrit. = −43
64
α1
4 (4.33)
fu¨hrt. Eine analoge Diskussion kann man fu¨r θ = pi/2 fu¨hren. Interessanter ist natu¨rlich das
Verhalten der Instabilita¨t im Gu¨ltigkeitsbereich der neuen Lo¨sung (4.16).
4 Man beachte den Notationsunterschied zur zweidimensionalen Theorie: Alle αn sind hier Amplituden der
untersten Ordnung, und die Amplituden der na¨chsten Ordnung heißen βn.
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Die Formel fu¨r die Energie ist in der niedrigsten nichtlinearen Ordnung ein biquartischer
und in α1 und α2 symmetrischer Ausdruck, der sowohl vom kritischen Vorspannungszustand
(sxx, 0, syy, 0) als auch von der POISSONzahl ν abha¨ngt. Da die geschlossene Darstellung recht
umfangreich ist, seien hier nur zwei Spezialfa¨lle angegeben: der ¨Ubergangspunkt zwischen
normaler und neuer Lo¨sung (θ = 0) und die Situation sxx, 0 = −syy, 0 (θ = pi/4).
Eθ=0 = −43
64
α1
4 − 43
16
α1
2α2
2 − 43
64
α2
4 (4.34a)
Eθ=pi/4 = −11
64
α1
4 −
(
6
√
2− 43
4
)
(1− ν) + 21
16
√
2
4 (1− ν)− 3√2 α1
2α2
2 − 11
64
α2
4 (4.34b)
Die erste der beiden Lo¨sungen ist offensichtlich negativ; die Instabilita¨t also weiter subkritisch.
Dies trifft im halbunendlichen Modell vermutlich fu¨r alle Lo¨sungen zu, doch ist eine genauere
Untersuchung notwendig. Der mittlere Term der zweiten Lo¨sung wechselt in Abha¨ngigkeit
von ν sein Vorzeichen.
Man analysiert dazu die Stabilita¨t des allgemeinen Terms zu den Lo¨sungen (4.34). Dies ist
hier insofern besonders einfach als man zeigen kann, dass die Vorfaktoren zu α14 bzw. α24
grundsa¨tzlich negativ sind. Sie lauten
A = − [11ν
2 + 16(1 + ν)] cos (8θ) +
[
172− 44 (1− ν)2] cos (4θ) + 200 + 33ν2 − 104ν
64 [ν2 cos (8θ) + 4ν (2− ν) cos (4θ) + 3ν2 + 8(1− ν)]
(4.35)
Qualitativ kann man folgendermaßen diskutieren: Ein Potenzial der Form
Aα1
4 +Bα1
2α2
2 + Aα2
4 (4.36)
mit negativem A zeichnet genau dann u¨berhaupt keine Richtung im Raum (α1, α2) aus, wenn
B = 2A ist (Abbildung 4.4 links). Fu¨r B < 2A (beide negativ!) dominiert der gemischte Term
(Abbildung 4.4 Mitte), und die Richtung des steilsten Abfalls ist einer der Zusta¨nde |α1| =
|α2|, d.h. resultierenden Strukturen sind Rhomben. Fu¨r B > 2A (Abbildung 4.4 rechts) wird
hingegen eine der beiden Richtungen α1 oder α2 ausgewa¨hlt und es entsteht ein Wellenmuster.
Es bleibt zu bemerken, dass diese Diskussion nur fu¨r das Verhalten am Einsatz der GRIN-
FELDinstabilita¨t gu¨ltig ist. Die zuna¨chst ausgewa¨hlten Muster werden sich im Lauf einer dy-
namischen Entwicklung vera¨ndern. Wichtig sind diese Betrachtungen aber als Vorbereitung
auf die Untersuchung des dreidimensionalen Szenarios bei endlicher Schichtdicke, das eine
Vielfalt an Strukturen erwarten la¨ßt, die, wie das zweidimensionale Modell nahegelegt hat,
auch stabil sein ko¨nnen.
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Abbildung 4.4.: Beispielpotenziale zur Diskussion der Auswahl von transienten Mustern am Einsatz-
punkt der GRINFELDinstabilita¨t. Abha¨ngig vom Verha¨ltnis der Parameter A und B in (4.36) zeigt der
Gradient entweder in die Richtung der Amplitudenachsen oder in die Richtung der Winkelhalbierenden
dazwischen.
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Abbildung 4.5.: Auswahl von transi-
enten Rollen- bzw. Rhombenmustern
am Einsatzpunkt der Instabilita¨t fu¨r
verschiedene POISSONzahlen
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5. Zusammenfassung
Die GRINFELDinstabilita¨t ist ein strukturbildendes System, bei dem infolge elastischer Span-
nungen parallel zu einer Festko¨rpergrenzfla¨che ein morphologischer ¨Ubergang von einer ebe-
nen zu einer korrugierten Grenzfla¨che zu beobachten ist. Unter gewissen Bedingungen ko¨nnen
diese neuen Strukturen stabil sein.
In dieser Arbeit wird ein Formalismus entwickelt, der es gestattet, die Vera¨nderung der
Freien Energie infolge von Oberfla¨chenmodulationen in hoher Ordnung als Funktion der
Grundamplitude zu berechnen. Diese sogenannte Expansionsmethode bietet die Mo¨glichkeit
einer effizienten Kalkulation der elastischen Feldgro¨ßen und ero¨ffnet damit in Verbindung mit
der Verwendung von Computeralgebrasystemen Wege, stationa¨re Lo¨sungen auch bei großen
Sto¨rungen analytisch zu berechnen.
Exemplarisch werden das halbunendliche Modell und die du¨nne Schicht in zwei Dimen-
sionen behandelt. Außerdem wird das volle dreidimensionale Problem eines halbunendlichen
Mediums um eine schwach nichtlineare Analyse erweitert.
Eine weitere neue Methode besteht in der Verwendung einer Klasse von Funktionen, die
wir als Multizykloiden bezeichnen. Diese gestatten eine exakte Berechnung der Variation der
freien Energie fu¨r eine große Klasse von Oberfla¨chen. Die Multizykloidenmethode wurde
auf das zweidimensional halbunendliche Modell angewendet und erbrachte eine signifikante
Erweiterung der Vorstellungen u¨ber die Lo¨sungsmannigfaltigkeit dieses Problems.
Die Menge Multizykloiden schließt im ¨Ubrigen Oberfla¨chen ein, die ¨Uberha¨nge enthalten.
Sie empfehlen sich damit als Ansatz fu¨r eine Vielzahl strukturbildender Systeme mit kompli-
zierteren Morphologien.
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Anhang A. Einzelheiten zu den
Multizykloidenmodellen
A.1. Fourierzerlegung der Zykloide
Die Fourierzerlegung der Zykloide ist ein Problem, das in der Literatur schwer aufzufinden
ist. Da jedoch im Verlauf dieser Arbeit ha¨ufig mit den Fouriermoden argumentiert wird, die
in einer Zykloide enthalten sind, halte ich es an dieser Stelle fu¨r geboten, die entsprechende
Herleitung anzugeben. Ich beschra¨nke mich dabei auf solche Zykloiden, deren Cuspsingula-
rita¨ten nach unten zeigen, die also dem Generator 3.62 auf Seite 34 entsprechen. Schreiben
wir den Generator nochmals unter Vernachla¨ssigung des konstanten Terms, der sich als nullte
Mode ergeben wird, auf:
z(ξ) = ξ − iρe−iξ . (A.1)
Dabei ist i die imagina¨re Einheit. Mit dem in Gleichung A.1 gewa¨lten Ansatz entsprechen
wir unserer Schreibweise aus [38], wobei wir eine allgemeine Variable gewa¨hlt haben, bei
der die Wellenzahl keine Rolle spielt. Die Arbeit von Chiu and Gao [15] benutzt eine inverse
Vorzeichenkonvention. Die parametrische Darstellung der Zykloide erhalten wir u¨ber
x(ξ) = < (z (ξ)) = ξ − ρ sin ξ
y(ξ) = = (z (ξ)) = −ρ cos ξ (A.2)
Die n-te mode der Zerlegung sei mit an bezeichnet. Da die Zykloide in der gewa¨hlten
Darstellung eine gerade Funktion ist, genu¨gt die Benutzung von Cosinusmoden. Die Nullmode
entspricht dem auf die Abszisse bezogenen Mittelwert der Kurve. Man errechnet ihn leicht
u¨ber
a0 =
1
pi
∫ pi
0
x˙(ξ)y(ξ)dξ =
ρ2
2
, (A.3)
wobei der Punkt die Ableitung nach ξ bezeichnet. Fu¨r die Berechnung der ho¨heren Moden
muß man beachten, daß die Variable x im Cosinus parametrisch einzusetzen ist. Die allgemei-
ne Gleichung ist
an =
2
pi
∫ pi
0
x˙(ξ)y(ξ) cos (nx(ξ))dξ. (A.4)
Wir benutzen nun Definition A.2:
an = −2ρ
pi
∫ pi
0
(1− ρ cos ξ) cos ξ cos (n (ξ − ρ sin ξ))dξ. (A.5)
83
Anhang A. Einzelheiten zu den Multizykloidenmodellen
Mit den Abku¨rzungen
cn := cosnξ sn := sinnξ
schreibt sich Gleichung A.5 formal als
an = −2ρ
pi
∫ pi
0
(1− ρc1) c1 cos (n (ξ − ρs1))dξ (A.6)
¨Uber Additionstheoreme gelangt man zur Formulierung
an =
ρ
2pi
∫ pi
0
I(ξ)dξ ;
I(ξ) = [((cn−2 + 2cn + cn+2) ρ− 2 (cn−1 + cn+1)) cos (nρs1)
+ ((sn−2 + 2sn + sn+2) ρ− 2 (sn−1 + sn+1)) sin (nρs1)]
(A.7)
Man beachte die ¨Ahnlichkeit zwischen den oberen und unteren Klammerausdru¨cken im Inte-
granden, die wir ausnutzen werden. Nun werden die Integralformeln 3.715 (2) und 3.715 (9)
aus [25] herangezogen: ∫ pi
0
sl sin (zs1)dξ =
pi
2
(
1− (−1)l
)
Jl(z)∫ pi
0
cl cos (zs1)dξ =
pi
2
(
1 + (−1)l
)
Jl(z)
(A.8)
Dabei sind Jl(z) die BESSELfunktionen der Ordnung l. Folglich gilt∫ pi
0
[cl cos(zs1) + sl sin(zs1)] dξ = piJl(z) (A.9)
und das Ergebnis der Gleichung A.7 lautet
an =
ρ
2
[ρ (Jn−2(nρ) + 2Jn(nρ) + Jn+2(nρ))
− 2 (Jn−1(nρ) + Jn+1(nρ))]
(A.10)
Jetzt nutzen wir die Formel 9.1.27 in [3] aus:
Jn−1(nρ) + Jn+1(nρ) =
2
ρ
Jn(nρ), (A.11)
aus der sich auch die Beziehung
Jn−2(nρ) + Jn+2(nρ) + 2Jn(nρ) =
4(n− 1)
nρ2
Jn(nρ) +
4
nρ
Jn+1(nρ) (A.12)
ergibt. Wir erhalten mit A.11 und A.12 fu¨r A.10:
an = 2
ρJn+1(nρ)− Jn(nρ)
n
. (A.13)
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A.2. Mittlere quadratische Amplitude von Multizykloiden erster Art
A.2. Beweis der Formel fu¨r die mittlere quadratische Amplitude
von Multizykloiden erster Art
Wir fu¨hren den Beweis fu¨r das Quadrat der mittleren quadratischen Amplitude, α2. Entspre-
chend Gleichung (3.117, S. 47) lautet es fu¨r eine N-Zykoide
α2N =
N∑
n=1
(
ρn
2
2n2
(
1− n
2
N∑
j=1
ρj
2
j
)
−
N−n∑
j=1
ρnρjρn+j
j (n+ j)
)
. (A.14)
Offensichtlich ist diese Beziehung richtig fu¨r N=1, vergleiche Gleichung (3.70):
α21 =
1
4
ρ1
2
(
2− ρ12
)
. (A.15)
Die Induktionsbehauptung formulieren wir in der hier absichtlich ausfu¨hrlich dargestellten
Form
α2N+1 − α2N =
ρN+1
2
2 (N + 1)2
− ρN+1
2
2 (N + 1)
N∑
j=1
ρj
2
j
− ρN+1
4
4 (N + 1)2︸ ︷︷ ︸
1
− ρN+1
N + 1
N∑
n=1
ρnρN+1−n
N + 1− n︸ ︷︷ ︸
2
,
(A.16)
die wir leicht aus Gleichung (A.14) ableiten ko¨nnen. Fu¨r den Beweis schreiben wir unter
Benutzung der Gleichungen (3.116a) und (3.116b) sowie der Abku¨rzung cos(nξ) = cn die
Formel
αN+1
2 =
∫
x˙N+1y
2
N+1dξ (A.17)
explizit auf:
α2N+1 =
∫
(x˙N − ρN+1cN+1)
(
yN − ρN+1
N + 1
cN+1 − ρ
2
N+1
2(N + 1)
)2
dξ
=
∫
(x˙N − ρN+1cN+1)
(
y2N +
ρN+1
2c2(N+1)
2 (N + 1)2
− 2ρN+1cN+1yN
N + 1
+
ρN+1
3cN+1
(N + 1)2
− ρ
2
N+1yN
N + 1
+
ρ2N+1
(
ρ2N+1 + 2
)
4 (N + 1)2
)
dξ (A.18)
Im zweiten Schritt wurde hier die Klammer ausmultipliziert und zusa¨tzlich eine Umformung
der trigonometrischen Funktion vorgenommen.
Beru¨cksichtigt man, dass x˙N(ξ) und yN(ξ) jeweils Cosinusmoden von 1 bis N enthalten,
so entfa¨llt unmittelbar der zweite Term des großen Klammerausdrucks, der vierte Term gibt in
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Kombination mit dem zweiten Term der ersten Klammer 1/2, und der sechste Term, kombiniert
mit der Eins aus x˙N (vgl. Gleichung (A.21)), bleibt als Konstante außerhalb des Integrals
stehen:
α2N+1 =
∫
(x˙N − ρN+1cN+1)
(
y2N − 2
ρN+1cN+1yN
N + 1
− ρ
2
N+1yN
N + 1
)
dξ
− ρ
4
N+1
2 (N + 1)2
+
ρ2N+1
(
ρ2N+1 + 2
)
4 (N + 1)2
(A.19)
Wir formen (A.19) um, um den Differenzausdruck entsprechend der Formulierung (A.16)
zu erhalten. Das Produkt des zweiten Terms der ersten und des dritten Terms der zweiten
Klammer gibt ebenfalls keinen Integralbeitrag, und es verbleibt
α2N+1 − α2N = −2
ρN+1
N + 1
∫
x˙NyNcN+1dξ − ρ
2
N+1
N + 1
∫
x˙NyNdξ
− ρN+1
∫
yN
2cN+1dξ +
2ρ2N+1
N + 1
∫
yNc
2
N+1dξ
− ρ
4
N+1
2 (N + 1)2
+
ρ2N+1
(
ρ2N+1 + 2
)
4 (N + 1)2
(A.20)
Fu¨r die u¨brigen vier nichttrivialen Integrale schreiben wir zuna¨chst die Form der Funktionen
yN und x˙N auf:
yN = −
N∑
n=1
ρn
n
(
cn +
ρn
2
)
x˙N = 1−
N∑
n=1
ρncn
(A.21)
Fu¨r das erste Integral in Gleichung (A.20) sind offensichtlich wegen der Funktion cN+1 nur
diejenigen Komponenten des Produktes yN x˙N interessant, die einen Beitrag zur Funktion
cN+1 liefern. Damit fallen die konstanten Terme heraus, und es gilt∫
x˙NyNcN+1dξ =
∫ N∑
n=1
ρn
n
cn
N∑
n=1
ρncndξ =
∫ N∑
n=1
N∑
j=1
ρnρj
2n
(cn+j + cn−j) dξ (A.22)
Der rechte Term kann weder N+1 noch −(N+1) erreichen und ist somit irrelevant. Der linke
Term muss die Beziehung n+ j = N + 1 erfu¨llen, und damit ist∫
x˙NyNcN+1dξ =
1
4
N∑
n=1
ρnρN+1−n
n
. (A.23)
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Eine a¨hnliche Argumentation fu¨hrt fu¨r das dritte Integral aus Gleichung (A.20) auf∫
y2NcN+1dξ =
1
4
N∑
n=1
ρnρN+1−n
n (N + 1− n) . (A.24)
Im zweiten Integral in Gleichung (A.20) tragen die Produkte der konstanten Terme und die
Produkte der Cosinusterme zum Integral bei, und es ergibt sich∫
yN x˙Ndξ = −
N∑
n=1
ρn
2
2n
+
∫ N∑
n=1
ρn
n
cn
N∑
n=1
ρncn dξ = 0. (A.25)
Im vierten Integral schließlich formt man zuna¨chst das Cosinusquadrat um. Der Term c2(N+1)
wird aufgrund der Beschaffenheit von yN nicht zum Integral beitragen, und es verbleibt ledig-
lich das Produkt der konstanten Anteile:∫
yNc
2
N+1dξ =
1
2
∫
yN
(
1 + c2(N+1)
)
dξ = −1
4
N∑
n=1
ρ2n
n
. (A.26)
Die Gleichung (A.20) lautet folglich
α2N+1 − α2N = −
ρN+1
2 (N + 1)
N∑
n=1
ρnρN+1−n
n
− ρN+1
4
N∑
n=1
ρnρN+1−n
n (N + 1− n)
− ρ
2
N+1
2 (N + 1)
N∑
n=1
ρ2n
n
− ρ
4
N+1
2 (N + 1)2
+
ρ2N+1
(
ρ2N+1 + 2
)
4 (N + 1)2
= − ρN+1
N+1
N∑
n=1
3N+3−2n
4n (N+1−n)ρnρN+1−n︸ ︷︷ ︸
2
+
ρ2N+1
2 (N+1)
[
2−ρ2N+1
2 (N+1)
−
N∑
n=1
ρ2n
n
]
︸ ︷︷ ︸
1
. (A.27)
Teil 1 ko¨nnen wir hier unmittelbar mit Teil 1 aus Gleichung (A.16) identifizieren. Die Identita¨t
fu¨r die Terme 2 leuchtet nicht sofort ein. Wir mu¨ssen also noch zeigen, dass
N∑
n=1
3N+3−2n
4n (N+1−n)ρnρN+1−n =
N∑
n=1
1
N + 1− nρnρN+1−n (A.28)
gilt. Eine einfache Umformung fu¨hrt unter Vernachla¨ssigung eines Vorfaktors 3/4 auf
N∑
n=1
ρnρN+1−n
n
=
N∑
n=1
ρnρN+1−n
N + 1− n , (A.29)
und die Identita¨t kann man mittels Variablentransformation zeigen. Damit ist Formel (A.14)
bewiesen.
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A.3. Zur Topologie von Doppelzykloiden
Die Symmetriebedingung (3.122) vereinfacht sich im Falle der Doppelzykloide zu
ρ1 = 0 . (A.30)
Im Parameterraum {ρ1, ρ2} genu¨gt es damit, den Bereich ρ1 ≥ 0 zu untersuchen; links von
ρ1 = 0 ko¨nnten wir ein gespiegeltes, topologisch identisches Diagramm mit um pi verschobe-
nen Kurven zeichnen.
Einen ¨Uberblick u¨ber die Topologie der Doppelzykloiden zeigt die Abbildung (A.1). Wie
Abbildung A.1.: Topologie von Doppelzykloiden mit nichtnegativen ρ1. Die Darstellungen in den
kleinen Bildern umfassen in einigen Fa¨llen nicht das volle Grundintervall, sondern wurden eingeengt,
um die typischen Merkmale besser herausstellen zu ko¨nnen.
erwartet finden wir im Bereich ρ1 ∈ [0, 1], ρ2 = 0 die Monozykloide wieder. Das Diagramm
zeigt aber auch, dass bezu¨glich des Parameters ρ2 keineswegs Symmetrie herrscht. Wir unter-
scheiden innerhalb des Cuspraumes1, der durch die Geraden ρ1+ρ2=1 und ρ2=−1 begrenzt
ist, drei verschiedene Regionen, die jeweils unterschiedliche Typen von Kurven enthalten:
1 Der Cuspraum ist der Teil des Parameterraumes, der den Ursprung, entsprechend einer geraden Linie entlang
y = 0, einschließt und durch das erstmalige Auftreten von einer oder mehreren Cuspsingularita¨ten begrenzt
ist.
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¶ Die Fourierregion entha¨lt Kurven die keine ¨Uberha¨nge aufweisen und somit alternativ
auch durch eine Fourierreihe darstellbar wa¨ren.
· Die Flaschenhalsregion entha¨lt Kurven mit ¨Uberha¨ngen.
¸ Dieser Bereich umfasst Kurven mit Selbstu¨berschneidungen, die ohne die Bildung einer
Cuspsingularita¨t auftreten. Sie sind physikalisch irrelevant, jedoch im Cuspraum enthal-
ten.
Hier besta¨tigt sich die eingangs aufgestellte Behauptung, dass Kurven, die durch Multizykloi-
denbeschrieben werden, solche mit ¨Uberha¨ngen einschließen. Dies ero¨ffnet ein weites Feld
fu¨r Arbeiten an strukturbildenden Systemen mit derartigen Morphologien.
Cuspgrenzen
Die Bedingung fu¨r das Auftreten einer Cusp lautet:
ζ˙(ξ) = 0 . (A.31)
Die konkrete Form dieser Forderung fu¨r den Fall von Doppelzykloiden ζ2(ξ) ist
1− ρ1c1 − ρ2c2 + i (ρ1s1 + ρ2s2) = 0 , (A.32)
mit den bekannten Abku¨rzungen fu¨r die Funktionen der mehrfachen Winkel. Trigonometri-
sche Umformungen und Trennung von Real- und Imagina¨rteil fu¨hren auf die Form
1− ρ1c1 − 2 ρ2c12 + ρ2 = 0 (A.33a)√
1− c12 (ρ1 + 2 ρ2c1) = 0 (A.33b)
Nun betrachten wir c1 als eine Variable, die im Bereich [−1, 1] definiert ist. Die Gleichung
(A.33b) wird entweder Null, wenn die Wurzel verschwindet oder wenn der rechte Faktor Null
wird. Der erste Fall tritt nur ein, wenn c1 die Werte +1 oder −1 annimmt. Dann folgen aus
Gleichung (A.33a) die Bedingungen
1− ρ1 − ρ2 = 0 (A.34a)
1 + ρ1 − ρ2 = 0, (A.34b)
die in allgemeinerer Form bereits von Gleichung (3.120) (vgl. Seite 48) her bekannt sind. Die
Bedingung (A.34a) ist in Abbildung A.1 durch die Linie repra¨sentiert, die die Punkte (0, 1)
und (2,−1) verbindet; die andere entspricht ihrem Spiegelbild bezu¨glich der Ordinate fu¨r
negative ρ1.
La¨sst man Werte |c1| < 1 zu, so muss notwendigerweise der zweite Faktor in Gleichung
A.33b verschwinden. Setzt man den sich daraus ergebenden Ausdruck ρ1 = −2ρ2c1 in Glei-
chung (A.33a) ein, so folgt unmittelbar die zusa¨tzliche Cuspbedingung 1 + ρ2 = 0 oder
ρ2 = −1 . (A.35)
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Es handelt sich um die untere Linie in Abbildung A.1, und sie unterscheidet sich von den zuvor
gefundenen dadurch, dass entlang der gesamten Linie zwei Cusps gleichzeitig existieren. Eine
genauere Untersuchung wird nun zeigen, dass die Cuspbedingungen nicht in jedem Fall die
einzigen Einschra¨nkungen fu¨r physikalisch sinnvolle Doppelzykloiden darstellen.
Einige Beispielplots von Kurven im Parameterdreieck zwischen den Punkten (0, 1), (0,−1)
and (2,−1) (vgl. Abbildung A.1 auf Seite 88) zeigen, dass neben der Region ¶, die wir auf-
grund der eindeutigen Funktionen als Fourierregion bezeichnen, zwei weitere Gebiete exis-
tieren, die im Hinblick auf physikalische Modelle besonders ausgezeichnete Eigenschaften
aufweisen.
Bereich · entha¨lt Funktionen, die um ihre Minima herum ¨Uberha¨nge aufweisen. Sie sind
physikalisch sinnvoll, aber natu¨rlich nicht mit Hilfe einer physikalischen Theorie auffind-
bar, die auf Fourierzerlegung basiert, was diese Ansa¨tze so erfolgversprechend macht. Dort,
wo sich dieser
”
Flaschenhals“ schließt, beginnt die Region ¸, wobei die Oberfla¨che zwei
Selbstu¨berschneidungen ausbildet, ohne zuvor eine Cuspsingularita¨t durchlaufen zu haben.
Trennlinien zwischen den Bereichen ¶, · und ¸
Das Verschließen des
”
Flaschenhalses“ zwischen · und ¸ ist durch zwei Bedingungen ge-
kennzeichnet:
1. Am Beru¨hrungspunkt der beiden Kurvenstu¨cke muss der Anstieg unendlich sein, d.h.
keine ¨Anderung in x-Richtung oder
x˙(ξ) = 1− ρ1c1 − ρ2c2 = 0. (A.36a)
2. Wegen der Symmetrie des Problems muss der Beru¨hrungspunkt die x-Koordinate eines
Minimums haben, also ξ = 0 fu¨r ρ1 > 0. Mit sn = sin(nξ) lautet diese Bedingung
x(ξ) = ξ − ρ1s1 − ρ2
2
s2 = 0. (A.36b)
Die Kurve zwischen den Bereichen · und ¸ in Abbildung A.1 ist die numerische Lo¨sung
dieses Systems fu¨r ξ = 0 . . . Π/2; gro¨ßere ξ ergeben eine Vela¨ngerung der Lo¨sungskurve aus
dem Cuspbereich heraus. Die Lo¨sungskurve na¨hert sich fu¨r ξ → 0 dem Punkt (4/3,−1/3) an
und schneidet bei ξ = pi/2 den Punkt (pi/2,−1).
Die Kurve zwischen den Bereichen ¶ und · kann hingegen analytisch berechnet werden.
Wiederum mu¨ssen wir fu¨r gewisse ξ die Bedingung (A.36a) fordern, jedoch a¨ndert sich hier
zusa¨tzlich an der gleichen x-Koordinate, die diesmal nicht im Minimum liegen muss, die
Richtung bezu¨glich x, d.h. die Funktion x(ξ) hat dort einen Umkehrpunkt, und wir haben
somit zu fordern:
x¨(ξ) = ρ1s1 + 2ρ2s2 = 0. (A.36c)
Die Lo¨sung kann explizit angegeben werden und lautet
ρ1 = ±
√
−2ρ2 (1 + ρ2) . (A.37)
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Sie ist definiert2 fu¨r ρ2 ∈ [−1,−1/3].
Beide Kurven treffen sich somit in dem gemeinsamen Punkt (4/3,−1/3). Dieser Punkt hat
die spezielle Eigenschaft, dass er die
”
tiefste“ Cusp darstellt, die durch Doppelzykloiden re-
pra¨sentierbar ist, da hier zusa¨tzlich auch noch die Bedingung ...x(0) = 0 erfu¨llt ist3.
A.4. Berechnungen zum Multizykloidenmodell
Betrachten wir zuna¨chst solche Lo¨sungsa¨ste, die mit der Abszisse α = 0 verbunden sind, die
also fu¨r l12 = 0 . . . 1 entstehen. In diesen Fa¨llen startet man in der Na¨he dieser Lo¨sung, fu¨r
die bekannt ist, dass k bei 1±√1− l12 liegt (vergleiche Abbildung 3.13). In der Na¨he dieser
Punkte ist zu erwarten, dass stationa¨re Lo¨sungen durch die Amplitude ρ1 dominiert sind.
Dann bewegt man sich in kleinen Schritten diesen Lo¨sungsast entlang und benutzt eine
oder mehrere der vorangegangenen Lo¨sungen fu¨r die Erzeugung der Startwerte fu¨r die neue
Lo¨sung. Dieses Vorgehen sichert die Konvergenz des Formalismus. Im hier verwendeten Pro-
gramm wurden die Startwerte aus sechs vorangegangenen Punkten interpoliert.
Die natu¨rliche Herangehensweise wa¨re nun, die Parameter k und l12 vorzugeben und dann
numerisch den Satz der ρn zu bestimmen. Es stellt sich heraus, dass dieses Vorgehen Probleme
bereitet, sobald man zu solchen Lo¨sungskurven in Abbildung 3.14 kommt, die in k mehrdeutig
sind. Es erweist sich zudem, dass bis auf Ausnahmefa¨lle auch die ρn nicht monoton mit den
Lo¨sungsmengen verlaufen. Daher erweitern wir das Gleichungssystem durch die Forderung
ρ = const. und versuchen den Parametersatz (l12, ρ1 . . . ρN) zu berechnen.
Fu¨r die JACOBImatrix und die Verifikation der Stabilita¨t der Lo¨sungen mu¨ssen wir die zwei-
ten Ableitungen von (3.137), (3.138a) und (3.138b) bestimmen. Die Formeln fu¨r die Ober-
fla¨chenenergie und fu¨r die potenzielle Energie lauten mit ρ0 := −1
∂2ES
∂ρn∂ρm
=
〈
cn−m
(f2(ρ, ξ))
1/2
〉
−
〈( n∑
l=1
clρn−l +
N−n∑
l=0
clρn+l
)(
m∑
l=1
clρm−l +
N−m∑
l=0
clρm+l
)
(f2(ρ, ξ))
3/2
〉 (A.38)
2 Aus x¨(ξ) = 0 folgt (außer bei sin ξ=0) cos ξ = − ρ14ρ2 . Einsetzen in Gleichung (A.36a) ergibt ρ2 + 18ρ12 +
ρ2
2 = 0, mit der Lo¨sung
ρ1 = ±2
√
−2ρ2 (1 + ρ2) .
Damit ρ1 reell ist, muss ρ2 ∈ [−1, 0] gelten. Aufgrund von cos ξ = − ρ14ρ2 mu¨ssen wir weiterhin∣∣∣∣∣2
√−2ρ2 (1 + ρ2)
4ρ2
∣∣∣∣∣ ≤ 1
fordern, was nach Quadrieren und Ku¨rzen auf die zusa¨tzliche Einschra¨nkung ρ2 ≤ − 13 fu¨hrt.
3 In diesem speziellen Fall ist sogar die vierte Ableitung Null.
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∂2EG
∂ρn∂ρm
=
1
n
[
δn,m
(
1
n
−
N∑
j=1
ρ2j
j
)
− 2ρnρm
m
]
− ρ|n−m|
min {m,n} |n−m| m 6= n
− ρm+n
mn
m+ n ≤ N
(A.39)
Der elastische Term bereitet Probleme, da er die Parameter αn entha¨lt, die nicht als expli-
zite Funktionen der ρn gegeben sind. Fu¨r kleine Ordnungen bis etwa N = 7 ist der Auf-
wand vertretbar, die αn mit einem CAS wie MAPLE explizit als αn(ρ) zu berechnen und die
Ableitungen automatisch zu bestimmen. Fu¨r exaktere Berechnungen erweist sich jedoch die
Anwendung eines numerischen Verfahrens als notwendig.
Hier setzen wir voraus, dass wir die Matrix der Ableitungen ∂w(ξ)/∂ρm nach Gleichung
(A.47) bestimmt haben. Die zweite Ableitung folgt dann aus Gleichung (3.137):
∂2EE
∂ρn∂ρm
=
1
nk
·
·
〈
∂w(ξ)
∂ρm
[Sny
′(ξ)− (Cn + ρn)x′(ξ)] + w(ξ) [Cn−m − δm,nx′(ξ) + ρnCm]
〉
. (A.40)
Fu¨r die Ableitung der elastischen Energiedichte nach den ρn modifizieren wir die Gleichun-
gen (3.131) und (3.133): Wir stellen Gleichung (3.131) nach αn um, wobei wir vereinbaren,
dass
∑0
j=1 [· · · ] = 0.
αn =
1
n
[
n −
n−1∑
j=1
ρjn−j
]
, n = 1 . . . N . (A.41)
Gleichung (3.133) lautet
αn =
N∑
j=n
j−n
ρj
j
, n = 1 . . . N . (A.42)
Subtrahieren wir (A.41) von (A.42), so entsteht ein Gleichungssystem fu¨r die n:
n
N∑
j=1
|j−n|
ρj
max {j, n} = n , n = 1 . . . N (A.43)
Die αn ko¨nnen dann mit Hilfe einer der Gleichungen (A.41) oder (A.42) bestimmt werden.
Stehen die n fest, so kann man aus Gleichung (A.43) Gleichungssysteme fu¨r die Ableitungen
∂n/∂ρm, m = 1 . . . N ableiten:
n
N∑
j=1
∂|j−n|
∂ρm
ρj
max {j, n} +
n|n−m|
max {m,n} =
∂n
∂ρm
, m, n = 1 . . . N . (A.44)
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Schreibt man (A.44) als Matrixgleichung, so stellt man fest, dass nur die rechte Seite expli-
zit von m abha¨ngt. Folglich kann man alle Ableitungen mit einer einzigen Matrixinversion
berechnen. Analog zu den αn folgen dann die ∂αn/∂ρm aus der Ableitung von (A.42) nach ρm:
∂αn
∂ρm
=
δm,n
2n
+
N∑
j=n+1
1
j
[
∂j−n
∂ρm
ρj + δj,mj−n
]
, m, n =1 . . . N (A.45)
Diese Ergebnisse gehen in die Ableitung ∂w(ξ)/∂ρm ein. Dafu¨r wiederholen wir noch einmal
Gleichung (3.134):
w(ξ) =
1
2
[
1 + 4
f1(ρ, ξ)
f2(ρ, ξ)
]2
. (A.46)
Die Ableitung lautet natu¨rlich allgemein
w′(ξ) = 4
(
1 + 4
f1(ρ, ξ)
f2(ρ, ξ)
)
f ′1(ρ, ξ)f2(ρ, ξ)− f1(ρ, ξ)f ′2(ρ, ξ)
f2(ρ, ξ)2
, (A.47)
wobei der Apostroph hier die Ableitung nach ρm kennzeichnet. Hierbei haben wir die Ablei-
tungen von f1(ρ, ξ) und f2(ρ, ξ) (vgl. Seite 51) gema¨ß
f ′1(ρ, ξ) =
N∑
n=1
n [α′n (Cn − ρn)]−mαm
−
N−1∑
n=1
Cn
N−n∑
j=1
{
(j + n)
[
δj,mαj+n + ρjα
′
j+n
]
+ j
[
δj+n,mαj + ρj+nα
′
j
]} (A.48a)
f ′2(ρ, ξ) = 2
{
ρm − Cm +
N−1∑
n=1
Cn
N−n∑
j=1
[δj,mρj+n + δj+n,mρj]
}
(A.48b)
einzusetzen.
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