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Abst rac t - - In  this paper, we propose a multilevel univariate quasi-interpolation scheme using 
multiquadric basis. It is practical as it does not require derivative values of the function being 
interpolated. It has a higher degree of smoothness than the original level-0 formula as it allows 
a shape parameter c = O(h). Our level-1 quasi-interpolation costs O(nlogn) flops to set up. It 
preserves strict convexity and monotonicity. When c = O(h), we prove the proposed scheme converges 
with a rate of O(h 2"5 log h). Furthermore, if both Iff'(a)I and [f"(b)[ are relatively small compared 
with [If"lice, the convergence rate will increase. We verify numerically that c = h is a good shape 
parameter touse for our method, hence we need not find the optimal parameter. For all test functions, 
both convergence speed and error are optimized for c between 0.5h and 1.5h. Our method can be 
generalized toa multilevel scheme; we include the numerical results for the level-2 scheme. The shape 
parameter of the level-2 scheme can be chosen between 2h to 3h. (~) 2004 Elsevier Ltd. All rights 
reserved. 
Keywords- -Quasi - interpolat ion,  Multilevel, Multiquadric, Radial basis function. 
1. INTRODUCTION 
The standard formula for the interpolation of a function f E C 1 : [a, b] --* ]~ on scattered points 
and data  {(xj ,  fj})jn=o, where 
a=x0<xi<. . .<x~=b,  h= max (x j -x j _ i )  
o<_j<n 
(i) 
has the form 
such that 
Qy(x) = f i  (x - xk), (2) 
k=l 
f (xk) = Qf  (Xk), (3) 
for all 0 < k < n, where X(') is an interpolation kernel. Many authors use radial basis functions 
(RBFs) to solve the interpolating problem (2). In particular, the multiquadrics (MQs) proposed 
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by Hardy [1], 
Cj(~) = ~/ (~ - ~j)= + ~,  (4) 
are of special interest because of their spectral convergence property, see [2,3]. Throughout this 
paper, we reserve the notation ¢(.) and c to denote the MQ function and its shape parameter as 
in (4), respectively. A review by Franke [4] showed that the MQ outperformed some 29 methods 
in terms of accuracy and efficiency. Although the MQ interpolation (with appended constant) 
is always solvable when the xj are distinct [5], the resulting matrix from using the MQ on (2) 
quickly becomes ill-conditioned as the number of points increases. There are different ways to 
overcome this ill-conditioning problem. In this paper, we will focus on the quasi-interpolation 
method. 
A weaker form of (3), known as quasi-interpolation, holds only for polynomials of degree d, 
i.e., 
pd(Xk) = QPd (xk), Vpd e rid, (5) 
for all 0 < k < n, where Hd denotes the subspace of polynomials of degree d or less. Beatson and 
Powell [6] first proposed a quasi-interpolation formula where X(x) in (2) is a linear combination 
of the MQ defined in (4). Their formula requires values of the derivative at endpoints, which is 
not convenient for practical purposes. Wu and Schaback [7] proposed another quasi-interpolation 
formula with modification at the endpoints. Given data {(xj, fj)}j~--0, Wu-Schaback's formula is 
n--2 
Lvf(~) = f0~0(:) + f1~1(~) + ~ f~¢j(x) + f . _~._ , (~)  + f.~.(x),  
j=2 
(6) 
where 
1 ¢ i (=)  - (~ - =o) ~o(~) = ~ + ) 
,~(=) = ¢~.(x) - ¢1( : )  ¢~( : )  - ( :  - =o) 
2 (=5 - =1) 2 ( :1 - x0) ' 
Cj(x) = Cj+l(x) - Cj(x) Cj(x) - ¢j-1(~) 
2 (Xjq_ 1 - -  g~j) - -  2 (~ j  - -  X j _ I )  ' (7) 
~-1(~)  = (x~ - ~) - ¢~-1(x )  _ ¢~-1(~)  - ¢~-2(~)  
2 (x,~ - x,~-l) 2 (x,~-i - x~-2) ' 
1 Cn_l(X) - -  (X n - -  X )  
~"(~) = ~ + 2 ( : .  - = . -1 )  
The interpolation kernel ai is chosen so that the quasi-interpolation formula (6) can exactly 
reproduce the constant and linear functions. 
The main advantage of this formula is that it does not require solution of any linear system. 
Instead, the formula uses the given function values fj  at xj as its coefficients. The drawback 
is that instead of c -- O(h), one needs to use a smaller shape parameter c in order to achieve 
quadratic onvergence r sulting in less smoothness. Therefore, we propose a scheme using the 
same basis (7) which allows a shape parameter c -- O(h). Moreover, we study the convergence 
rate of our proposed scheme. 
For completeness, we quote some of Wu-Schaback's theorems here without proofs. 
THEOREM 1. (See Theorem 2 in [7].) I f  the data f(xj)~.=o stem from a convex (concave, linear) 
function, then the quasi-interpolant ~ ~) f ( x ) as defined by (6) and (7) is a convex (concave, linear) 
function. 
THEOREM 2. (Theorem 3 in [7].) The quasi-interpolation £~f(x )  is monotonicity preserving. 
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THEOREM 3. (See Theorem 4 and the corollary in [7].) For f C C2[a, b] the quasi-interpolant 
£v  f ( x) defined on the points (1) satisfies an error estimate of type 
IlY - ~Y(z ) l l~  ~ K~h 2 + K2ch + Kac21ogh, 
for h ~ 0 with suitab/e positive constants K1, K2, and K3 independent of h and c. The quasi- 
interpolant £v  f (x)  can have O(h 2) error only ff at least 
c21 log cl = o (h~).  
Furthermore, Wu and Schaback concluded that no improvement towards O(h 2) convergence 
is possible just by changes of end conditions or knot placements, provided that the Cj (x) are 
used in the interior of the domain. In 1990, Kansa [8,9] modified Hardy's MQ method to solve 
partial different equations (PDEs). The RBF-PDE methods were then studied extensively by 
many authors. Recently, Hon [10] successfully applied a quasi-interpolation formula in solving 
an options pricing problem. 
The idea of multilevel scheme is a common numerical scheme that has been used in many 
areas of applied mathematics. For instance, multilevel scheme with compactly supported radial 
function can be found in [11,12]. In this paper, we modify Wu-Schaback formula using the 
multilevel idea. 
2. THE NEW QUASI - INTERPOLAT ION 
Given a quasi-interpolation problem defined by (5) with d = 1 on scattered points (1), we will 
present a quasi-interpolation, denoted by Z:Tz in the form of (6) with the same basis as in (7) but 
using coefficients other than fj. For any function f E C 1 : [a, b] --~ R, and data {(xj, fj)}jn=0, if 
we pick m .m n/2 and define an index 
0 = k(0) < k(1) < . . .  < k(m) = n, (8) 
we have another quasi-interpolation problem based on a smaller set of data, namely 
m 
{ (~k(j), ~k(j)) }j=0 (9) 
We denote /;v{xk(j)}f(x) to be the quasi-interpolation Z:v defined by (6) and (7) applied to 
data (9) on data points Xk(j). Let the error function after this coarse quasi-interpolation be 
E(x) = f (x )  - ZD(xk(j)~f(x). (10) 
Using (10), we can define another quasi-interpolation problem on the original data points xj. 
The data being interpolated is 
{(x~, £j)}jno . (11) 
Since the function £:v{~k(~)}f(x) is defined on ]R and the function values fj = f(x~) are known, 
the values 8j = 8(xj) can be computed for all 0 < j _< n. 
Similarly, let /:v{zj}g(x) be the quasi-interpolation applied to data (11) on the original 
points xj. We denote our new quasi-MQ interpolation operator by 
Lxf(~) = *v~J (~)  + L~(~)~J'(~). (12) 
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THEOREM 4. The quasi-interpolation £~ preserves monotonicity. 
PROOF. Applying Theorem 2 proves the assertion. 
By rewriting (6) and (7), we get 
rL - -1  
£~.f(x) = ~ LXl - x-----~j j=l LXj+l x~ 
1 + tSo + s.l. 
,% 
+ 
LXn - xn- l J  J 
1 F f l - - fo  fn-- fn-1 
+5 Lf°+ f '~- - - z° -  X 1 - -  X 0 :T. n - -  I t .n_  1 
+ -2 xl " xo x~ x~-l J 
ij - Yj-1 ] 
C j(=) ! xj x j_ l j  
• Xn] " I 
(13) 
Note that it is cheaper to implement (13) instead of (6) to evaluate the interpolant. 
An important work of Beatson and coworkers [13-16] is the fast matrix-vector product algo- 
rithm. If c is constant and 0 < c < h, for all ¢, the cost of evaluating the MQ function at a large 
number of different evaluation points y through 
n 
s(y) = ~ die (y - xj), 
j=O 
is O(log n) plus set-up cost using the fast multipole method for large n. This is much faster than 
the O(n) flop for direct evaluation of s(y). 
To have £:n as efficient as £9,  we must use the same shape parameter c in both £v{zko)}f(x) 
and £~(~}£(x). Doing so will avoid introduction of a new basis. As indicated earlier, this results 
in an update of the undetermined coefficients for the n + 1 basis 
[¢1,..., ¢,~-1,1, x], (14) 
in (13). In general, one may repeat his procedure to construct higher level schemes. We denote 
the level-2 scheme, with two updates in the undetermined coefficients, by £n2. This quasi-MQ 
interpolation will be studied numerically in Section 4. 
The pseudo-code of finding the undetermined coefficients of the quasi-MQ interpolation £n 
is given in Algorithm 1, where (l 2) is any function that downsamples {xj}j~___o to {x~g)}~n=0 
and (T 2) upsamples the coefficients of £~{xkg)}f(x), A E R re+l, to the corresponding position 
with respect o (14)• Coefficients of unused basis functions are zero. The function "Coef" maps 
the input data to the coefficients defined by (13)• Only minor modifications to the code of Wu- 
Schaback's formula are required• All steps in Algorithm 1 cost O(n) flops except he step "find 
error" which costs n • O(logn) flops to evaluate all the coefficients of the quasi-interpolation 
£Te{~k(j)}f using the fast multipole methods• Thus, the setup cost for £n  is O(nlogn). Once 
the coefficients are determined, one can always differentiate or integrate the basis (14) in order 
to approximate he derivative or the integral of f(x). 
ALGORITHM 1• PSEUDO-CODE FOR QUASI-MQ INTERPOLATION £n.  
INPUT: ~'ER n+i, fE~ n-Fl 
OUTPUT: ~ E R "+I 
Find separating distance h = maxl<_i<n(Xi- Xi-l) 
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P ick  a shape parameter  a----(.O(h) 
Find coarse data 2 = (~ 2)(m), P = (~ 2)(S) 
Find coefficients A = Coef(F) 
Find error ~ =/ -  £D{~}f(x) 
Update coefficients ~< Coef(~) q-(T 2)(X), 
3. THE ACCURACY OF THE QUASI - INTERPOLATION f:7~ 
Suppose a quasi-interpolation satisfies (5) for some d. Then the error bound for the approxi- 
mation of a smooth L2-function g(x) is given by 
IIg - Qgll < K(x ) .  h ~+~ • IIg(~+~)ll, (15) 
where g(d+~) denotes the (d + 1) ~t derivative of g and K(X) is a constant depending only on the 
interpolation kernel Z used in (2). This concept is introduced by Fix and Strang [17]; also see [18] 
for more recent developments. 
In this section, we show that for f 6 C2[a, b] the quasi-interpolation £ defined by (12) enjoys 
a convergence rate faster than the existing method defined by (6) and (7), and it allows one to 
use c -- O(h). When both If"(a)l and tf"(b)l << l l f " l i~ ,  the convergence rate of our method will 
increase, which is numerically verified in Section 4. We extend the proof of results in [7]. 
From (13), we can easily see that i:9 reproduces constant functions and linear functions exactly. 
Besides (15), Theorem 3 suggests for a smooth L2-function f(x), we have 
I I f (~)  - zv f (~) l l~  ___ I IS" (~) l l~ (R~h ~ + R2ch + R3c~log h).  (16) 
By (10), (12), and (16), we have 
I l l ( x )  - £ :~f (x ) l l~  = I I f (x )  - £ :~{~}$(x)  - Z~{~k¢ j )} f (x ) l  I
= l iE (x )  - s~{: ,}S(x ) l l  
_< K(c ,  h2) .  I IE"(x) l l~o, 
where 
g ( c, h) = fi l  h 2 + .[(2ch +/7/3c 2log h, 
c is the shape parameter ofCj (x) defined by (4), and h2 denotes the maximum separating distance 
of the data points xk(j). Since we have h2 ~ 2h as we assume roughly half of the data points are 
used in the coarse quasi-interpolation, hence, O(h2) terms are also O(h). We use the notation 
O(h) instead of (9(h2) throughout the section. Also, note that there exists a point x* E In, b], 
such that 
IIS"(x)llo~ -- f"(x*) - \ [ f~{xk(j)}/) '~" (x*) . (17) 
Since Cj 6 C ~, the function E 6 C2[a, b]. Replacing £~ by £~{~k(~)} in (1) and differentiating 
with respect o x twice we get 
,-"<'> 
(X) ~ 7 j----1 l 'Xk(j+l) Xk(j) -- ggk(j) - - / k ( j - -1 ) ]  
m--1 $/, ¢~(j) (X) 
j=l 
(18) 
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where the index k(j) is defined by (8). By the symmetry of the MQ function " ¢~(~) = ¢~(x). 
Applying the Trapezoidal integration formula to the summation i  (18), we obtain 
Z Jk(J) 2 "h'~ =- -  T L: k(1).~=.~<.. ,. , +,.,,,,,:(~-,),<.~,,:<_:..),. ,] 
j=i (19) 
Combining (18) and (19), we have 
( )" F ~c-" "~! L:~{m~(~)}f (x*)-- fu(~) Cx ~l_____~)dy+B(f)O(h)+O(h2), 
J =c~(1) 
(20) 
where 
B(I)  " " = f~¢a(X) -F f~t¢~'(x). 
We define a(x) = sign(f"(x)), and we assume f is neither a constant nor a linear polynomial 
(i.e., f "  is not identically equal to zero). 
CASE 1. GENERAL CASE. In the first case, we look at the integral in (20). Assume a(x*) = +1, 
and x* ~ (a, b). (There is no loss in generality. If x* = a or x* = b, replace x* in (17) by z* q- v~, 
respectively. Then, E"(x*) -- E"(z*) +O(v~). ) It is easy to verify that ¢"(x) is a strictly positive 
decaying function, and for any shape parameter c,
I ?  ¢"2(~/) d~ Vx e ]~. 
For any x*, the function (1/2)¢~. (~/) becomes a nonnegative density function as c --* 0. By 
splitting the interval into [~7 - x*[ < ~ and [~/- x* I > v ~. One can show that 
" 1 
(s" (x*) + o + o(c) 
# xk(i) 
= $"(~*) + o(v~). 
(21) 
Therefore, we get 
IlI(x) - ~I (x) l ioo < K (c, h2) . [o (v~ + B(f)O(h) + O %~)]. 
We conclude our results with the following theorem. 
THEOREM 5. For f e C2[a, b] the quasi-interpolant £n f (x )  converges to S(x) at a speed of 
O(h 2"5 log h) under the ~oo-norm provided c = O(h). 
COROLLARY 6. /f  the data f(xj)jn=o stem from a strictly convex (strictly concave,//near) func- 
tion, then the quasi-interpolant £~e f (x) is a strictly convex (strictly concave,//near) function for 
h small enough. 
PROOF. The linear case is trivial as L:v interpolates linear function exactly. Suppose f is strictly 
convex and is not linear. The results above not only hold for w*, but also for all x C [a, b]. Thus, 
by (21) 
( e"(x) > f"(x) 1 ~ + B(f) + (9 (h 2) >0, 
which is also strictly positive provided h is small enough. Applying Theorem 1 proves the 
corollary. | 
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CASE 2. SPECIAL CASE. This case includes functions whose second erivative at both boundaries 
are significantly smaller than their e~-norm. Assume x* E (a + A, b - A). Again we assume 
a(x*) = +1 for simplicity. Then the term B(f) can be rewritten as 
(c2) 
[f"(a) + f"(b)]. 0 ~-~ • O(h) 
and become one of the higher-order terms. Furthermore, the integral in (20) can now be estimated 
by splitting the interval into [~/-x*[ < L and I~/-x*[ > L where v~ < L < A; i.e., we have more 
room to obtain a tighter bound than (21). 
This claim seems to be counter-intuitive. The function f may behave badly inside the domain, 
L:nf converges to f faster than Theorem 5 predicts as long as fU(a) and f"(b) are relatively 
small compared with [[f"l[oo. Note that a higher convergence rate is not equivalent to better 
accuracy. When f is smooth, the error will be small in general. This will be studied numerically 
in Section 4. 
On the other hand, Case 2 reflects the spectral convergence property of MQ. The condition of f "  
on boundaries implies that the linear basis can approximate f relatively closely at boundaries. 
The convergence rate is then determined by the interior MQ basis. 
4. THE NUMERICAL EXAMPLES 
In Example 7 to Example 8, we compare the rate of convergence of our formula L:n with the 
one of the Wu-Schaback's formula L:v, and the level-2 scheme L~n2. We present results for the 
functions listed in Figure 1. Test functions are normalized so that their ranges are of O(1). We 
are interested in how the MQ shape parameter affects the convergence rate and the accuracy. 
Over 
c 
= O.lr, 1 < r < 40, 
1 
O. 
I.U _.0.5 i
--1 i 
0 0.2 0.4 0.6 0.8 
/ 
0 0:2 0:4 0.6 0.8 
oo 
o~ 
E 
x llJ 
1 
0"5 t 
0 
0 
f 
0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 1 
O~ 
o~ 
O. 
E 
1.5 
1 
0.5 
0 
-0.5 
11  
0.5 
-0. 
0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 
Figure 1. The profiles of six test functions given in Examples 7-9. 
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0 
0 
r"  
0 
e- 
o 
o 
o 
o 
rr 
2.15, 
2.1 
2.05 
2 
1.95 
1.9 
1.85 
1.8  L 
o 
10 -a 
10 -4 
0.5 1.5 
I L R 
+ L D 
LR2 
2 2.5 
c/h 
- - T  ~ T 
3.5 
~ w  
1° 4 
i l l  
10 ~ 
rL  1 L 
0 0.5 1 1.5 2 2.5 3 3.5 4 
c/h 
Figure 2. fl(x) = sin(4.5x). 
both convergence rate, and errors for 2 -11 are reported graphically. In Figures 2-7, we use the 
dot (.), the plus sign (+), and the cross (×) to denote the £:~, £n ,  and £:ze2 quasi-interpolation, 
respectively. 
We compute the quasi- interpolants on [0,1] with equal spacing h -- 2 - l °  and h --- 2 -11. The 
~oo-norm error is taken to be the maximum absolute rror at the points of evaluation. We est imate 
:  
2.1 
2.05 
2 
8 
c 
i% 1.95 
5 
8 1.g 
5 
B 1.85 
2 1.8 
1.75 
1.7 
16 
4 
16 
5 
& 
16 
16 * 8 I  I  0 I  1 I  
0 0.5 1 1.5 cil 2.5 3 3.5 4 
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Figure 3. fz(z) = ~6’. 
the convergence rate for h = 2-11 by 
log, (E (<; h = 2-l”)) - log2 (E (6; h = 2-11)) , 
where [ are evaluated at 212 equally spaced points on [0, l] for all quasi-interpolants to compute 
errors. The convergence rate in Theorem 5 for these particular hs is 2.36. 
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2.8 
2.6 
2.4 
0.5 1 1.5 
c;h 
2.5 3 3.5 4 
IO" . I I I I I I I 
: + LR 
- LD 
I * L$ 
16 I I I I I , 1 
0 0.5 1 1.5 2 2.5 3 3.5 4 
c/h 
Figure 4. f3(z) = exp(-216(r - 0.8)2). 
In the last example, we compare the traditional MQ-RBF interpolation and our quasi-inter- 
polation scheme on small number of points. 
EXAMPLE 7. GENERAL CASE. The first example demonstrates the result in Theorem 5. We 
report the results for 
fl(e) = sin(4.5z), 
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I  I  I  I  1 I 4 I 
0 0.5 1 1.5 c;h 2.5 3 3.5 4 
lOi 
10-l 
: + LR 
- I 
lo*: 
-- I 
lo= I 
I I I I I I I 
0 0.5 I 1.5 c;h 2.5 3 3.5 4 
Figure 5. fa(z) = arctan(lOO(~ - 0.3)). 
and 
The fist function has maximum second derivative inside the domain, If:(b) 1 M 0.9781/f[/. For 
the second function we have llf[lloo = f:(b). C onvergence rates and errors of the interpolants 
are in Figure 2 and 3. 
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3.2 - 
1.6- 
1.4' I I , I 
I I I 
0 0.5 1 1.5 2.5 3 3.6 
0 0.5 1 1.5 c;h 2.5 3 3.5 4 
Figure 6. h(r) = sin(m) + O.lsin(Xhr). 
The convergence rate of CZ, is consistently below two except at the last tested ratio, c/h = 0.1. 
This verifies Theorem 3 that Lz, converges quadratically only if csj log cl = 0(h2). Furthermore, 
its errors decrease monotonically. Using small c is a trade-off of smoothness to achieve accuracy. 
This behavior reflects the fact that Lo is constructed based on the piecewise linear interpolation 
by 1~1. The errors of using Cn are a magnitude larger than the other two methods for all tests. 
For all tested functions, CD behaves similarly. 
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2.3 I I 1 1 I I 
2.2 - 
c/h 
909 
Figure 7. h(r) = sin(m)+ 0.1 COS(~~TZ). 
I I I # , 
0 0.5 
I 
1 1.5 c;h 2.5 3 3.5 4 
The results of.& are promising. For both fl and fi, the convergence rates reach U(h2.08) when 
c = 0.8h. Despite th e s ower than predicted converge rates, they are approximately quadratic for 1 
all tested c between O.lh to 4h. 
Last, the level-2 scheme, C~Z, behaves similarly to L 72. This suggests that the lower bound 
of CRZ’S convergence rate is the same as CR; i.e., Theorem 5 applies to C~Z too. Note that the 
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errors of CRZ are smaller than the errors of & for c 1 2h. This behavior can be observed for all 
functions f E Cl. In this case, one may want to spend O(n log n) extra flops for an extra update 
to get an even higher degree of smoothness. 
EXAMPLE 8. SPECIAL CASE. In this example, we use 
fs(2) = exp (-2r6(a: - 0.8)2), 
and 
f4(2) = arctan(lOO(z - 0.3)), 
to mimic impulses and shocks, respectively. From what we have learned from Case 2 in Section 3, 
although these functions have very rapid local behavior, their second derivatives are almost locally 
supported and are nearly zero at both boundaries. We numerically verify our claim. 
The results are shown in Figure 4 and Figure 5. The maximum rates of convergence under 
the &,-norm are 2.80 and 3.02 occurring at c = 0.9h and c = 1.2h for f3 and f4, respectively. 
Both tests clearly show a much faster convergence rate than for the functions in Example 1 when 
c > h. The minimum error occurs around c = h for both tests: they are c = .6h and c = 0.9h 
for f3 and f4, respectively. As in Example 1, we see that the optimal c for CRZ is between 2.3h 
and 3h in terms of the rate of convergence under the &,-norm. From the result for f4, we can 
see that CR2 is capable of O(h3.5) convergence under the &,-norm when c = 3h; see Figure 5. 
Last, the derivative values at the boundaries do not affect the convergence rate of CD. 
EXAMPLE 9. EFFECT OF SECOND DERIVATIVE AT BOUNDARIES. Again we examine the claim 
in Case 2 of Section 3. The functions tested are 
fs(2) = sin(7rz) + 0.1 sin(32rz), 
and 
f6(z) = sin(%r) + 0.1 cos(327rz). 
Both functions are oscillating at the same frequency. We construct f5 to have vanishing second 
derivatives at the boundaries. 
As suggested, the results are dramatically different. The behavior of ,&f,j is similar to the 
functions in Example 7; whereas that of L~fs is similar to the functions in Example 2. In terms 
of errors, the minimum 6.98 x 10d6 for L&S is also a magnitude smaller than the 3.09 x 10e5 
for &f& 
EXAMPLE 10. COMPARING WITH TRADITIONAL MQ. In many practical applications, there 
are only few experimental data available. In this example, we compare our quasi-interpolation 
schemes with the traditional MQ-RBF interpolation with appended constant on a smaller set 
of data points applying to two smooth test functions fi and f2 introduced in Example 7. The 
maximum errors are evaluated at 212 equally spaced points, and the shape parameters used in 
this example are c = h. 
We summarize the results in Tables 1 and 2, for fi and fi, respectively. In both tables, we 
underline the results of quasi-interpolations that outperform traditional MQ-RBF. From Tables 1 
and 2, Wu-Schaback’s formula Lz, is less accurate than the traditional MQ-RBF for all n. When 
n = 23, we see that both the level-l and level-2 multilevel scheme CR and the LR~ have errors 
of the same magnitude as the traditional MQ-RBF, and they are more accurate than traditional 
MQ-RBF when n = 57 and n = 113. Our multilevel quasi-interpolation scheme is a very 
attractive alternative to the traditional MQ-RBF not only in terms of efficiency but also in terms 
of accuracy. 
A Univariate Quasi-Multiquadric Interpolation 
Table 1. Maximum errors of our quasi-interpolation schemes and the traditional 
MQ-RBF applying to fr with different number of data points. 
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I CR 4G MQ 
n= 13 1.49(--l) 4.58(-2) 3.49(-2) 1.55(-2) 
29 3.79(-2) 8.20(-3) 6.69(-3) 6.55(-3) 
57 1.17(-2) 1.99(-3) 1.70(-3) 3.26(-3) ~ ~ 
113 3.48(-3) 4.88(-4) 4.28(-4) 1.63(-3) ___ - 
Table 2. Maximum errors of our quasi-interpolation schemes and the traditional 
MQ-RBF applying to $2 with different number of data points. 
&I &L C@ MQ 
72 = 13 1.82(-l) 1.12(-l) 9.74(-2) 4.79(-2) 
29 6.02(-2) 2.59(-2) 2.18(-2) 1.64(-2) 
57 2.14(-2) 6.89(-3) 5.83(-3) 7.38(-3) ~ - 
113 7.05(-3) 1.76(-3) 1X(-3) 3.47(-3) ___ - 
5. CONCLUSIONS 
For all examples in Section 4, c = h appears to be a good shape parameter for CD. For all 
test functions, both convergence rates and errors are optimized for c between 0.5h and 1.5h. The 
level-2 scheme is a good choice if one desires an even higher degree of smoothness. Its shape 
parameter should be chosen between 2h to 3h. 
We remark that we used two fixed data points to estimate the convergence rate of our scheme 
with different ratio of c/h. The convergence rates of LCZ) in the .&norm are consistently better 
than in the &-norm. For Example 7, we obtain a consistent 0(h2.5) convergence rate for 
1.4h 5 c 5 4h for both functions, For the other functions in Example 8 and Example 9, faster 
than cubic convergence rates are obtained. 
The limitation of our scheme is that the shape parameter cannot be arbitrarily large as in the 
case of traditional MQ-RBF. However, it is well known that the traditional MQ-RBF method 
suffers the problem of ill-conditioning when a large shape parameter is employed. As a result, 
the shape parameter of magnitude c = O(h) are commonly used by researches using MQ basis. 
When solving PDEs with quasi-interpolation, one usually truncates the basis (7) to obtain a 
diagonal matrix system. The multilevel idea becomes solving the PDE on coarse grid. Then 
modify the PDE with coarse grid solution, and solve again on the original data points. Further 
research is required to study its accuracy and efliciency. 
The author is continuing to study the multilevel quasi-interpolation schemes in higher dimen- 
sions. One example is in [19]; they propose a quasi-interpolation formula for thin-plate splines on 
a square. Since the effort of calculating the coefficients of quasi-interpolations is relatively low, 
they are suitable for various image processing applications. Furthermore, Li et al. [20] introduced 
a quasi-interpolation in high-dimensional case using special radial functions. 
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