Although studies of a number of parallel implementations of logic programming languages are now available, their results are difficult to interpret due to the multiplicity of factors involved, the effect of each of which is difficult to separate. In this paper we present the results of a high-level simulation study of or-and independent and-parallelism with a wide selection of Prolog programs that aims to determine the intrinsic amount of parallelism, independently of implementation factors, thus facilitating this separation. We expect this study will be instrumental in better understanding and comparing results from actual implementations, as shown by some examples provided in the paper. In addition, the paper examines some of the issues and tradeoffs associated with the combination of and-and or-parallelism and proposes reasonable solutions based on the simulation data obtained.
INTRODUCTION
There has been considerable research interest in the implicit parallel execution of logic programs, resulting in the proposal of many execution models This paper is an extended and updated version of Ref. 1 . The descriptions in various parts of the paper have been extended; new descriptions, such as the discussion of speculative scheduling have been included; finally, new results are presented: some more programs are studied, and results for Aurora and Muse are provided, along with new results for &-Prolog. 2 Most of the work reported in this paper was carried out while this author was at: Computer Laboratory, Cambridge University, United Kingdom. in the literature (for example, see Refs. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Many of these proposals have been implemented, with some associated results reported, and of these, some now approach sequential Prolog in stability and usability, while also providing good performance improvements.
The main reason for the aforementioned interest is that with implicit parallelism, logic programming can maintain its advantages (in ease of programming, etc.), while gaining the performance benefits of parallelism. In this way, the addition of parallelism does not add significantly to the complexity of programming, as logic programming separates the specification of the problem (the "logic") from (at least the lower level) details of the control of execution, which can be relatively transparent to the programmer.
The different proposals for parallel execution of Prolog essentially specify different methods of parallelizing the control. They differ in the type of parallelism they exploit, and also to the way the exploitation of such parallelism is implemented. They can lead to very different execution schemes, with varying effectiveness in extracting and exploiting parallelism in programs.
Performance results have been presented to date for a good number of proposals. However, it is generally difficult to interpret such results. First, the studies have understandably tended to concentrate on programs that are reasonably suited to the type of parallelism being exploited. It seems important to have a broader view of the nature and availability of the parallelism across a more representative set of programs. Second, and perhaps more important, most of the published results reflect the combined effects of at least two factors: the inherent amount of parallelism in the benchmarks used with respect to the (idealized) model of parallelism under consideration, and the (lower level) impact of the implementation itself. Ideally these two factors should be separated. In fact, most performance studies have concentrated on studying, analyzing, or optimizing the lowlevel factors. Comparatively little effort has been devoted to the equally important task of determining the impact of the higher level factors. We believe that the lack of understanding of such factors can easily lead to misleading conclusions when interpreting the results from actual implementations. Third, and finally, most of the results published to date are relatively specific to the various systems proposed and provide either few comparisons or comparisons with only other very similar systems, which make it difficult to abstract the results away from the particular system under study.
In this paper, we present a high-level simulation study of the amount, characteristics, and inter-relationship of the two most common forms of parallelism exploited in many of the approaches, or-and (independent) and-parallelism, in a wide selection of Prolog programs, from simple benchmarks to medium-sized applications. Prolog is chosen as it is by far the most popular logic programming language, has recently been standardized, and is also the most popular candidate for implicit parallelization.
The simulation approach provides a measure of the ideal or inherent amount of parallelism which is largely independent of implementation effects. Furthermore, a simulation study is more flexible than studies associated with real implementations, as a simulation is not constrained by the available hardware (e.g., the number of processors in a parallel system) and, unlike a real implementation, results are not perturbed by making measurements. In addition, the results are potentially applicable across a wide range of approaches. Thus, in addition to allowing better understanding of each approach, the results can be also used to compare different approaches which would otherwise be difficult to compare.
Before discussing our study further, we first present a brief introduction to the forms of parallelism available in a Prolog program, followed by a discussion of related work. A discussion of the model of parallelism simulated in the simulator follows. We then expand on our stated objective of studying the nature of the parallelism, and describe the simulation tools. A description of the experiments performed and results obtained is followed by a discussion of these results. Comparisons of the simulated results with some existing systems are then given, and, finally, future work is discussed. Throughout this discussion we assume some familiarity with Prolog and logic programming--it is beyond the scope of this paper to give a detailed introduction to Prolog except to give the definitions of the terms used in this paper. The readers are referred to textbooks such as Clocksin and Mellish ~2~ and Sterling and Shapiro ~21~ for a good introduction to the language.
Summary of Prolog
The section gives a very brief overview of some of the logic programming related terminology that will be used in this paper. The definitions are not designed to be detailed, formal, or precise. Rather, they serve only to introduce the terms and give some idea of how they are used.
In Prolog, the execution of a program can be regarded as a process of finding zero, one or more proofs to a supplied query with respect to the program. A Prolog program consists of predicates, each of which consists of one or more clause. A clause consists of a head and a body. The head consists of a goal (referred to as a head goal), and the body consists of zero or more goals (each of which are referred to as a body goal. A goal is the basic unit from which Prolog program is composed. A query also consists of one or more goals.
The basic unit of computation in Prolog is the resolution, which consists of the unification of a query goal with a head goal of a clause from the program, and if the unification is successful, the addition of the body goals of the clause to the query. Unification consists of trying to match the query goal to a head goal, with possible bindings (or instantiation of variables in the goal). If the goals match, the unification succeeds, otherwise it fails. In general, zero, one or more clause heads from the program can successfully unify with a query goat. Thus, Prolog execution can be thought of as the exploration of a search-space (sometimes referred to as a search-tree). The search-space consists of the different paths which can be followed in order to find one or more proofs for the query. Each path consists of a series of unifications. More than one path exist because there can be more than one successful candidate for each unification. If there is no successful candidate to a particular unification, the unification is said to fail, and the path leads to no proof. A path leads to a proof when all the query goals have been successfully unified.
In sequential Prolog, the exploration of this search-space proceeds in a depth-first, left-to-right manner: that is, when there is more than one candidate for unification with a goal, the left-most (textually in the program) is tried first, and, if it is successful, then the body goals of the successful clause are added as the next query goals to try, again in a textually left to right manner. If failure occurs, then the system backtracks to the last unification where there are still pending alternative candidates, where the next alternative will be tried.
Prolog is considered to be a declarative language, and has predicate calculus as its mathematical basis. However, in order to make the language practical, some goals can perform actions which are outside of the scope of the calculus: these include goals which perform side-effects as part of their executions: e.g., I/O functions and those that reduce (prune) the searchspace of the program. "Cut" (!) is the standard sequential pruning operator in Prolog. It is a side-effecting predicate which removes parts of the searchspace relative to the point where the cut appears. Those parts will then not be explored during the execution of the program.
Parallelism in Prolog
In order to make the paper self-contained, we include a brief discussion of parallelism in Prolog. The reader is referred to Chassin de Kergommeaux and Codognet ~22) for references and a more detailed overview of the field.
Prolog provides many opportunities for parallel execution. The parallelism can be classified in many ways, but all classifications contain at least two forms of parallelism, which are the most generally accepted terms:
and-parallelism, and or-parallelismJ 23~ In their most general definition, they include most proposed ways of exploiting parallelism in logic programming. Many classification schemes recognize other forms of parallelism which are really subclasses of these two forms. Here, we will use the following definition, and subdivide and-parallelism into two subclasses:
Or-parallelism: Or-parallelism arises if potentially more than one path of finding the proof(s) can be tried at the same time. In sequential Prolog, the different paths are tried sequentially in textual (i.e., left-to-right) order.
And-parallelism: And-parallelism arises if parts of an attempt at a proof (subproofs) can themselves be potentially executed at the same time. And-parallelism can be further classified into two types:
9 independent and-parallelism: only subproofs which are known to be "independent" from (i.e., their executions are not affected by) all other subproofs that are in the process of being executed are allowed to be executed in parallel.
9 dependent and-parallelism: subproofs are allowed to execute in parallel even when it cannot be known in advance that they will not affect each other. Note that this does not mean that they will affect each other: for example, they may turn out to be independent. In fact, it is possible to devise schemes which ensure that even those subproofs that are really dependent will not affect each other (for example, see Santos Costa et alJ 15~ and Shen124~). The important difference with respect to independent and-parallelism is that the execution of such subproofs can overlap in time. Thus, from this point of view, independent and-parallelism can be seen as a special case of dependent and-parallelism.
In this study, we analyzed what are currently the two most well-established and frequently exploited forms of parallelism: or-parallelism, and independent and-parallelism at the goal level (i.e., where the sub-proofs being executed in parallel correspond to whole Prolog goals). Goals are considered to be independent if they do not share unbound variables, because instantiation of unbound shared variables is the only way one goal can affect another. In addition, we also consider "non-strict" independent and-parallelism, ~z5-27~ where some goals which share variables are also considered independent because they meet some conditions which ensure that they do not affect each other's execution.
Other forms of and-parallelism are possible, but most are either very dependent on the approach being taken and thus difficult to generalize (e.g., dependent and-parallelism), (interesting) sub-cases of the previously mentioned forms of and-parallelism (e.g., data-parallelism (17' ~8, 28~), or they exploit parallelism at a lower level (e.g., unification parallelism, pipeline parallelism), which in general can only give a relatively limited speedup to programs.~ 29. 30) Although Prolog provides many opportunities for parallelism, actual exploitation of such parallelism presents many practical problems, including the problem of smoothly integrating the exploitation of the different forms of parallelism. Hence there are many different proposed approaches.
In our study, we wish to define some high-level model which many schemes can be abstracted to, to allow the simulation results to be as generally applicable as possible. A high-level model of or-parallelism is relatively simple to define, as the ideal or inherent amount of or-parallelism can be defined as running all alternative paths in parallel. For independent and-parallelism, however, the situation is more complex. There are two basic issues: what is understood by "goal independence" and how and when such independence is detected and the corresponding goals scheduled for parallel execution. Naive approaches to solving each of these problems are inefficient or even intractable in practice. 13~1 Moreover, there is an even more open issue as to how or-parallelism and and-parallelism are to be combined. These issues will be discussed in Section 3.
RELATED WORK
There are relatively few high-level studies of parallel Prolog. The following sources are known to us, Refs. 32-35. Of these, only Sehr and Kal~ studied both or-and independent and-parallelism. However, the results they presented provided less information than our study, as it only estimated the maximum ideal speedup (which they call the "critical path times"), without the number of processors needed to achieve this. This information is provided by our system, but in addition we provide the variation of speedups with number of processors, which is more important in gauging the performance of real systems, where resources are always limited. All the other high-level studies were of or-parallelism only, and in general studied a smaller set of programs than our study.
Some lower level studies of specific parallel Prolog systems can also provide some insights into the more general higher level issues. The one that is perhaps most closely related to our work is the study by Fagin and Despain r of their or-and independent and-parallel Prolog model, PPP. This work provided one of the earliest studies of the properties of combining the two forms of parallelism. However, this study was quite specific to the PPP model, in which or-parallelism is quite severely limited under and-parallelism, and thus the study is not very applicable to more recent and less restrictive schemes for combining the parallelism. Furthermore, we feel that it is important to examine a greater number of more realistic programs than was considered in this study. More recently, one of us ~371 approached the problem of obtaining ideal speedups by obtaining the timing information from actual executions (&-Prolog running sequentially, although other Prologs can be used), and then using this timing information to obtain speedups. Both or-and independent and-parallelism were studied separately, although not combining the two as in this study. This approach (called IDRA) can produce quite accurate predictions of speedups for many programs, but to some extent this accuracy is specific to using the same implementation for which the speedups are being predicted when obtaining the timings. In addition, its objectives are much more restrictive: it was not designed as a general study of characteristics of parallelism.
MODEL OF PARALLELISM SIMULATED
We employ interchangeably the widely used terms of worker and agent to refer to the entities that perform the computation, or work. Parallelism is achieved by allowing several workers/agents to simultaneously explore the search-space of a program. Each worker explores the search-space in much the same way as a sequential Prolog engine: depth-first, left-to-right. Generally, each worker will be assigned to a different part of the searchspace, and thus the searched space can be thought of as being divided into "chunks" of sub-tree, with each sub-tree being executed sequentially. Each such sub-tree is referred to as a task. When a worker finishes exploring its sub-tree, it may then start on an unexplored part of the sub-tree. This process is referred to as task switching.
As a worker works on a task, opportunities for parallelism are generated--i.e., other workers which are not working can come and "steal" part of the sub-tree by splitting it. Conceptually, the search-space can be thought of as being annotated with sources of parallelism, which generate available nodes, i.e., points where parallelism is possible. Available nodes may be of two types: available or-nodes, and available and-nodes. Available or-nodes allow goals (or-goals) to be run in or-parallel, allowing the exploration of more than one possible proof to the goal. Available andnodes allow sibling-goals within a clause (and-goals) to be run in andparallel with each other, cooperating to find a particular proof.
As stated in the introduction, it is difficult to model independent andparallelism without making assumptions about the detection and selection for scheduling of the available and-goals. For this study we selected the restricted and-parallelism (RAP) rule, first proposed by DeGroot/38/ and refined (by proposing backward semantics and improved graph expressions for controlling parallelism) by one of US. (I2) Parallelism is specified by generalized "Conditional Graph Expressions" (CGEs) where conditional tests are used to determine whether the goals are to be executed in parallel or not. The choice of RAP was influenced by the ready availability of an automatic annotator for this type of parallelism 139-~1 and of an actual implementation (&-Prolog) with which to contrast the results of the simulations.
Avoiding Re-Computation
With independent and-parallelism, the opportunity arises to perform less work than in a sequential system, as each independent and-task need be performed once only. Consider the example execution in Fig. 1 : the program and the search-space explored by a sequential execution is shown. As the goals a(X) and b(Y) are independent, they can be executed in andparallel. Note that sequentially, b(Y) is executed twice, once for each branch of a (X). The execution of b(Y) is independent of that of a (X) and therefore the two executions are identical. Thus, if b(Y) is computed once only, and then "reused" in the two branches of a(X), then the amount of computation performed overall can be reduced. The amount of computation saved in such a scheme can (in theory) be very significant. Reusing such computations is possible even for sequential systems (e.g., through use of some form of memo function ~421 and, in particular in Prolog, using all solution predicates), but this would mean keeping the state of computation of the goal to be reused around, thus consuming memory and, in addition, the condition needed for reuse--independence of the goals--also needs to be detected. When exploiting independent and-parallelism, the independence is detected already as part of the parallelization process, although memory would still need to be set aside for preserving the state of goals that might be reused. In the case of a system that combines or-and andparallelism, there is in principle no memory disadvantage with preserving the state of the goals, and there is the possibility that the amount of computation might be reduced drastically. Thus, reuse of computation may seem particularly attractive in systems that combine both and-and or-parallelism, and most early proposals for combining the two forms of parallelism include reuse of computation (e.g., see Refs, 6, 8, and 43) . These systems differ in how and-and or-parallelism are exploited and combined, but for the reusage of computation, essentially each and-goal is computed once (in the example of Fig. 1 , a(X) and b(u are each computed once) in and-parallel, and their results combined to form all the possible combinations of the solutions that are computed in a sequential system (6 solutions in the example of Fig. 1 ). However, one drawback of such a method for combining independent and-parallelism and orparallelism is that it is complicated both for an actual implementation and a simulation to actually combine the various solutions from the and-goals, and the process of combining the solutions would add overheads to any implementation that supports it. In addition, it is more difficult to support full Prolog because it is harder to handle side-effects correctly with respect to sequential Prolog: the reusage of a goal must ensure that any side-effects of the goal be performed each time the goal is reused. This again increases the complexity. Therefore, it appears interesting to study how much searchspace reduction goal reusage would obtain in programs.
Combining the Parallelism
In addition to the implementation complexity of reusing and-goals, the unrestricted combination of independent and-and or-parallelism adds both to the conceptual and implementation complexity. An alternative is to restrict parallelism in some way when both types of parallelism are combined. This leads to simpler schemes, but obviously at the expense of some parallelism. Examples of such approaches are those of Conery, 123) Fagin and Despain, ~36) and Biswas et alJ 44~ Many other restriction schemes are possible.
In this study, the effects of restricted and unrestricted combinations of and-and or-parallelism were studied using two schemes: in the first scheme, which we called "no or-under-and with goal reusage," or simply "no or-under-and," or-parallelism is not allowed within and-parallelism.
Reusage of goals as described in the previous section is allowed, which can reduce the amount of computation performed. The restriction on parallelism makes it much simpler to implement goal reusage, at the expense of parallelism. In the second scheme, which we called "or-underand with no goal reusage," or simply "or-under-and," or-parallelism is allowed within and-parallelism, but with no reusage of goals--goals on separate paths are computed separated as in sequential Prolog.
To illustrate the two methods of combining the parallelism, consider the example program of Fig. 1 again. Figure 2 shows how the parallelism would be arranged for the two methods. For "no or-under-and with goal reusage," as a(X) and b(Y) are to be executed in and-parallel, they cannot be executed in or-parallel because of the restriction on combining parallelism. Only one solution (the leftmost: a(1) and b ( 1 )) is initially executed in parallel (as shown in the first row of the left side of Fig. 2 ). Backtracking is then used to produce the other solutions of b(Y), one at a time: thus, first, the second alternative for b(Y), b(2), is found, producing the solution: a( 1 ), b(2); followed by the next solution a( 1 ), b(3) in the same way.
As this scheme also has goal reusage, then as each solution for b(Y) is produced, it is also stored for later reuse, so when all three alternatives of b(Y) have been produced, and the system backtracks again, this time to execute the second alternative of a(X) (a(2)). Once a(2) is produced, then as the solutions for b(Y) are already available through reusage, the three remaining solutions (a(2), b(1 ); a(2), b(2); a(2), b(3)) are available without having to compute b(u again.
In the case of "or-under-and with no goal reusage," a(X) and b(Y) can be run in and-parallel together and, in addition, each goal can run in or-parallel. Thus, the alternatives a(1) and a(2) would be generated in parallel. With no goal reusage, the alternatives for b(Y) can only be used for one of the alternatives of a ( 1 ) earlier is because, in general, it cannot be known in advance how many alternatives there would be for the left goal (a(• in this case), 5 and thus how many sets of the right goal (b(Y) in this case) have to be computed separately.
It is important to point out that the issues of a) re-computation and b) of restriction in the way the two forms of parallelism can be combined, are orthogonal. This allows us to infer conclusions about other models implementing other combinations from only the two simulation schemes proposed. For example, since the goals which are reused do not change because of changes in the nesting restrictions, it is possible to see how useful reusage would be in general, from data obtained with one of the parallelism nesting schemes.
ISSUES FOR INVESTIGATION
The following issues were investigated in the study:
9 Which (if any) programs are suitable for the two types of parallelism simulated? What types of programs are suitable for each of the two schemes of combining the types of parallelism?
9 Do the two types of parallelism generate tasks at different places in the search-tree and are the sizes of tasks different? That is, is the nature of the tasks generated different?
9 How does the speedup of various types of parallelism and ways of combining them vary with the number of workers?
9 How do overheads affect the speedups for the various types of parallelism?
9 How do the two methods of combining and-and or-parallelism compare? Are they effective ways of combining and-and orparallelism? How much work is saved by reusing goals? How do and-and or-parallelism interact?
In addition, although less central to the objective of the paper, we would also like to estimate the overhead involved in evaluating the tests in the CGEs. Finally, while, as mentioned in the introduction, the main aim of the paper is to study issues related to the characteristics of parallelism in Prolog programs in the abstract, rather than in the context of specific systems, it is also our aim to illustrate how the simulation results and the simulator itself can be used as a tool for studying specific parallel systems. To this end, we also explore the following issue:
9 Are the results obtained from the simulator meaningful for real systems? Can v~e use the simulated results to and in the analysis of real systems?
THE SIMULATOR
The simulator is a greatly modified version of the or-parallel simulator described by Shen, ~451 with support for independent and-parallelism (in the form of RAP) added. The actual model used for the simulator is an idealized version of the RAP-WAM for independent and-parallelism, with or-parallelism also being idealized.
The simulator is written in Prolog and divided into two parts: a "static" simulator (basically a Prolog engine which generates a graph representing the search-tree explored by the Prolog program being simulated) and a "dynamic" simulator (which simulates the processing of this tree by a number of workers).
Assumptions
In order to make the results applicable to as wide a range of models and implementations as possible, as few assumptions as possible were made about the underlying hardware and execution model. The speedups can thus be regarded in some way as the "ideal speedup" attainable with the program given the annotation. Many actual schemes can be idealized directly to the simulator's model of or-parallelism, e.g., see Refs. 6, 36, 46-49. Furthermore, results are also meaningful for schemes that are not based on the same conceptual model used in the simulator. With respect to the various schemes related to Conery's AND/OR process model (for example, [see Refs. 3, 23, 44, and 50]), our model can be thought of as the case where there is no cost in creating a new or-process (however, note that Conery's model restricts or-parallelism in some other ways). As another example, the simulated model can be regarded as an idealised realisation of Clocksin and Alshawi's Delphi model, ~1~ where the oracles have perfect knowledge of the search-tree, and can send workers to the right paths perfectly. [This describes the case where resources (workers) are unlimited. With limited resources, the results can still be regarded as an idealized version of Delphi where all re-computation besides the initial computation needed to get a worker to a unexplored node are cost-less.] Similarly, the simulated model can be regarded as an idealized version of the randomized parallel backtracking method, (5~ where the "correct" alternatives are always selected. Also, as the task switching can be cost-less, the results are meaningful even /'or Lin's self-organizing task scheduler, ~9~ which transforms the program to obtain a better size distribution for the tasks. This approach does not increase the inherent parallelism as its purpose is to make task switching less costly. The major assumptions made in the simulator are:
9 The basic time interval used is one unification, i.e., all (successful) unifications take the same amount of work to perform and hence take the same amount of time to execute. If a goal fails totally (i.e., no match at all could be found), it is also assumed to take the same amount of time as one unification.
It seems reasonable to assume that unifications take roughly the same amount of time to perform as in a sequential system. Indeed, a "logical inference" is basically a unification, and is commonly used to measure the performance of a Prolog system. There are variations on the work done (and thus the time taken to do it) per unification, but to a first approximation, the average time taken for each unification can be assumed to be constant over the execution of the program. This approximation is all that is needed for an abstract, high level simulator. The extra work and overhead required for a parallel Prolog system may have some effect on the validity of this assumption. However, in an idealized situation, the overhead of a real system can be ignored, and the extra work needed assumed to be zero. Certainly it has been shown (for both or-parallelism and IAP) that the overhead can be kept low, (52"53~ so the assumption that all unifications are equal should still be a reasonable approximation.
Furthermore, the parallel work available at a node probably cannot all be taken at the same time. For example, for or-parallelism, the alternative clauses probably have to be selected one at a time. This is difficult to model, and again the simplifying assumption is to idealize the situation.
9 Overheads are modeled by allocating a fixed amount of delay to the start and termination of a task. This can be regarded as overhead for task-switching itself and also overhead within a task. The amount of delay can be varied between simulations.
This way of modeling overheads has the advantage of being simple. It assumes a constant overhead for each task, which is probably reasonably accurate for some overheads in real systems: some would indeed be constant and some would average out to be constant, although it can vary from task to task. However, it is also possible to have overheads which have some sort of dependencies on the size of the task, and such overheads are not modeled accurately. However, the main aim is again not to model any individual system accurately, but to provide some more general and high-level information. The simple modeling is sufficient to show how sensitive a particular program's speedups (under some form of parallelism) might be to perturbation by overheads: the greater the perturbation (i.e., where a small overhead has a large effect on the simulated speedups), the less likely the indicated speedup will be achieved in a real system: this shall be demonstrated clearly by the comparison with real systems in Section 7.
Note that some systems would be expected to have higher overheads: e.g., systems which run on distributed machines. This does not affect the validity of the speedups produced by the simulator; the ideal case is still the figures with 0 overheads, but the realistic speedups would be expected to be better modeled using higher overheads.
9 "Cut" is dealt with as in sequential Prolog, so or-branches in the search tree to the right of the "cut" are not tried. This behavior is chosen as, first, this allows programs that would generate an infinite search-tree without the "cut" to be simulated. Second, this behavior is closer to the "ideal" situation where a system could predict which branches would be cut away and therefore not try them. In practice, it is impossible to make such predictions in all cases, and thus some work to the right of a cut would be performed in real systems, but the amount of work can be reduced by scheduling, up to the idealized limit of not performing any such work at all.
9 Backtracking in a CGE behaves essentially like Prolog, so no intelligent backtracking is done. If an and-goal fails, and-goals to the right of it are not executed, whereas those to its left are tried fully. If the and-goal immediately to the left of the failed and-goal has not completed yet, then backtracking takes place when it has finished. Backtracking in a real and-parallel system (with and without orparallelism) is a complex issue, with many possible schemes that would give correct behavior with varying degrees of sophistication and complexity of implementation. We avoid all this complexity in our simulation.
The search-space explored by the simulator is therefore exactly that explored by a sequential Prolog system, and not what an independent and-parallel system might explore: in a real and-parallel system, the actual search-space explored would be the same as the sequential one in the absence of failure, but with failure, the exact search-space explored is non-determinate, with the sequential search-space being one possibility. For the simulator, it is very difficult to deal with failures within a CGE in a different way from the sequential case due to the method of simulation. It is also unclear that assuming the search-space to be something other than the sequential case would bring any more accuracy, due to the many possible schemes of backtracking in actual systems. Therefore, again, the simplest case is assumed in the simulator.
9 Backtracking takes no time.
In a parallel System, especially an and-parallel system, backtracking may be more expensive than in a sequential system for various implementational reasons. In addition, the time taken for backtracking is very highly implementation dependent and is therefore unsuitable for modeling by a high-level simulator. Again, the ideal situation is that backtracking takes no time.
9 And-and or-parallelism are combined in one of two ways. Only one way can be used for a particular simulation. These two ways are "no or-under-and" and "or-under-and" as described in more detail in Section 3.2.
9 The CGE tests for groundness and independence were assumed to be handled by the underlying implementation, instead of being done as Prolog source level code since this reduces the cost of these tests considerably. However, assuming that the tests are handled at a low level makes modeling their cost on our simulator more difficult. In a compiled system, the tests would each be compiled into one abstract machine instruction of the Prolog engine. A study by Tick of the sequential WAM (the most commonly used Prolog abstract machine) suggests that about 15 WAM abstract machine instructions are executed per procedure invocation (see Table 3 -3 by Tick154~). Successive procedure calls correspond to a unification. Thus, this implies that on average, an abstract machine instruction is 1/15 the cost of a unification, the basic time-interval used in our simulator. Naturally, the actual cost of each abstract machine instruction does vary, especially if it needs to handle potentially large structures such as performing the CGE tests on large structures, where the whole structure needs to be traversed, where the cost would depend on the size of the structure. We would thus like to model this variation in the cost as well. We thus assume the basic cost of each CGE test is 1/15 the cost of a unification, plus extra cost (again at 1/15 of a unification) per level of recursion needed to traverse the structures being tested. This is then rounded up to the next larger integer to arrive at a cost in terms of unifications. For the work reported herein, the tests exhaustively traverse the terms.
At this approximate level, it is reasonable to model the extra cost at each recursion level as the cost of an extra abstract machine instruction. In the majority of cases, an abstract machine instruction does not operate on large structures, and thus the cost of 1/15 reflects more the cost of operating on relatively small structures. Of course, this modelling is probably not very accurate, but nevertheless it should be useful in giving us some idea of how expensive or otherwise CGE tests are.
At the end of a task, a worker is free to switch task to any available node. If the worker was an and-task, it first tries to pick any sibling and-node that is still available to the left of the and-task it just completed. If no such node exists, it is free to choose any available node.
A real system, may (or may not) have restrictions on which goals can be taken by an idle worker, and task selection and switching may be relatively expensive. Again, this is idealized by assuming it to be cost-less.
With everything else being equal, available and-nodes are favored over available or-nodes in selecting an available node.
There is no strong reason for doing this. Some form of scheduling must be assumed, and it seems that and-goals may have some advantage over or-goals because and-parallelism may have some advantage in memory usage over or-parallelism. This has no effect with the simulator, and given the many idealized assumptions, the impact of a particular scheduler on the actual speedups is not high in any case.
Generation of Results
As shown in Fig. 3 , Prolog programs were first run through a CGE annotator program, generating Prolog code which was annotated with CGEs (&-Prolog). The annotator used for this simulation is the "mel" annotator introduced by Warren et a/. 
Programs Simulated
Two broad categories of programs were simulated. The first category includes simple benchmark-type programs. Most of these were used to benchmark sequential systems, and were not specifically designed for exhibiting parallelism. These programs are useful as they are relatively simple and can thus be easily analyzed: in most cases, the annotations which would lead to maximum theoretical independent and-parallelism are known, and the programs are thus annotated. The second category includes existing applications, running relatively simple or small input to get the execution time to a level suitable for simulation. These programs are more representative of realistic programs. The advantage of such application programs is that they allow us to study more realistic examples, but, at the same time, we cannot be as certain that the annotations used were the optimal ones for and-parallel execution.
For some of the programs, simulations were performed for different sets of input data in order to observe the sensitivity of the simulation results to the size and nature of the input. In other cases a few similar programs solving the same problem but using different algorithms were studied. In the latter case we distinguish programs in the tables by slight variations of the program name. In the former, provide a different label in brackets.
Brief descriptions of the programs are given in Appendix A.
Overall Results
Each program was simulated using the two ways of combining andand or-parallelism, and with and-parallelism only (with no reusage of goals) and or-parallelism only. For each of these, the program was simulated for a range of workers, generally from one worker up to the maximum number of workers the program could take advantage of with that form of parallelism. The simulation was first performed assuming no overhead. The simulation was then also done assuming 8 units of overhead per task (4 units each at the start and finish of a task). This amount of overhead was used simply to give us some idea about the stability of the predicted speedups: a constant amount of overheads for all the programs has to be used in order to allow the effects on different programs to be compared against one another: 8 units of overhead was chosen because it was not so small that its effect would not show up in most cases, and not so large that it would come to dominate the behavior. seq. CGE The number of runtime invocations of sequential CGEs, i.e., those CGEs whose test failed.
nneon. CGE The number of runtime invocations of unconditional CGEs.
Y~ cost The cost, in number of resolutions, of the CGE tests. The number in brackets is the percentage cost with respect to Y'. res.
reused The size, in number of resolutions, of the reused resolutions. The number in brackets is the percentage size with respect to Z res. max. perf. "Maximum performance" in terms of the maximum speedup, and the minimum number of workers at which this is achieved (the "demand") for the particular form of parallelism being studied. The format is: (speedup)x @(number of agents)
The number given assumes that all available or-nodes in the search tree are allowed to run in or-parallel, and also assumes that there is no overhead. It is also with respect to the sequential execution with no CGE annotations (i.e., "actual speedups"). ~ is used to indicate a value that has been estimated by interpolation between two actually simulated values.
half perf, The number of workers that are needed to achieve approximately half the numeric value of maximum speedup for the particular form of parallelism. with 0 overhead and t h the time tbr 8 traits of overhead (per task). Both time measurements are made with the number of workers in "half perf." [Note that "ratio" was called "over." See Shen and WarrenJ 34~ We feel that "ratio" is a more accurate name.] This is a measure of sensitivity of the program to overhead. The closer the ratio is to I00%, the less sensitive it is. "half perf." number of workers were used as it was considered to be a representative figure for the program. However, if the program has insignificant amounts of parallelism, such that "half pert:" occurs at 1 worker, measuring the overhead at 1 worker would give a ratio very close to 100%. For these programs, the "ratio" figure is computed using the speedups at "max. 
Discussion of the Tables
The results show that many of the programs do exhibit speedups with either or-parallelism or independent and-parallelism. However, neither are ubiquitous; indeed, a few of the "real" applications do not have much of either parallelism in it. Both independent and-parallelism and orparallelism seem to be present in most programs, though in some cases they can be in insignificant amounts. The exact amount of parallelism of course often depends on the size of the input data--the influence of this important issue will be studied in the following section. Both types of parallelism have obvious areas of application where significant speedups can be achieved. Or-parallelism is more abundant in programs that require substantial searching, such as the warplan programs. Independent andparallelism is more abundant in algorithms which follow the pattern of "divide and conquer" algorithms--such as compiler(cp3) and annotator. Overall, independent and-parallelism and or-parallelism gave essentially comparable speedups over the range of programs studied. Not many programs that contain significant amounts of both independent and-and or-parallelism were found, cluster and compiler(cp3) were the only programs which approached having significant amounts of both types of parallelism. In addition, the or-parallelism in cluster is very fine grained as all the tasks are very small. [In fact, in systems such as Aurora and Muse, there is no or-parallelism for this program due to some low-level optimizations of the Prolog system: the low granularity or-parallelism is due to quick failures on some branches after performing simple "guard" type tests. The optimizations were able to avoid such tests altogether.] Nevertheless, it is interesting to see how the two types of parallelism interacted.
In all programs studied, the "or-under-and" method of combining and-and or-parallelism gave better or equal speedups as "no or-underand." The gain of reusing goals by "no or-under-and" is insufficient to compensate for the loss of parallelism. This shows that banning or-parallelism inside and-parallelism may be too drastic a restriction, although this depends of course on the price in overhead incurred by allowing such parallelism. In fact, of the programs tested, only a few were able to benefit from reusing goals, with atlas being the only one to gain significantly (63.5 % of all resolutions). This suggests that, in general, although there is or-parallelism inside and-parallelism (otherwise "or-under-and" should be no worse than "no or-under-and"), not much of it leads to success (as otherwise there should be more reused goals).
It seems that "or-under-and" is quite a good compromise method for combining and-and or-parallelism: it avoids the complexities of allowing unrestricted or-parallelism under and-parallelism with full reusage of goals, with hopefully small loss in speed by needing to recompute the reused goals. Note that some of this loss can be regained by the extra amount of parallelism, and that in any case no extra cost is involved with respect to the sequential computation, which also performs such re-computation. In addition, as mentioned before, the re-computation can be avoided by programming the formation of the cross product explicitly at the Prolog level (an example is given by Shen. t55/) This can be made easier for the programmer by providing predicates that perform the cross product of several goals (along the lines of meta-logical predicates such as set_of/3). Furthermore, program analysis may be able to transform some programs into a form that tries to avoid re-computation. The important point is that since reusage of goals appears to be not common in general, the cases where it is useful can be dealt with by specialised means instead of providing a general and complex mechanism.
Another point in favor of a re-computation scheme over a reusage scheme is that it is much easer to deal with side-effects. In fact, "or-underand" has, since the first publication of this study, (~ formed the basis for some proposed implementation schemes for combining independent andand or-parallelismJ 561
The speedup obtained from all forms of parallelism simulated is far from linear as the number of workers is increased towards the maximum demand. This is shown by the number of workers required to achieve half the maximum performance being in general much less than half that required to achieve maximum performance. This will be discussed in more detail later.
More Detailed Look at the Results
The summary tables are not sufficient to show some of the observations made during the study. This is partly because these observations depended on details not shown in the summary, and partly because some involved extra experiments. Some of these observations will be presented in this section.
9 For both or-parallelism and independent and-parallelism, and also for the two methods of combining them, the speedup diverges from the ideal 1-to-1 speedup relatively quickly, especially if overhead is considered (although this effect can of course be "pushed forward" to some extent by increasing the sizes of the programs). We think this is due at least partly to the fact that in many cases, especially for the larger, more realistic programs, the granularity of the parallelism is quite fine, and sometimes occurs in small "bursts," with intervening sequential areas, thus resulting in a classical instance of the "Amdahl effect." Figure 9 shows such an example. It should be possible to improve the performance by trying to reduce the scheduling of tasks with very fine grain. A simple runtime control mechanism, where a new task does not immediately allow available nodes to be taken by other workers until the task has performed some amounl of work, thus reducing the number of tasks with very fine granularity, was proposed by one of us. ~4~ This method was incorporated and tested in the Aurora or-parallel Prolog system. It did result in coarser granularity and improvement in performance for some programs, but also a decrease in performance for other programs, because the mechanism affects all tasks, and thus delays the start of tasks which lead to significant parallelism (because they have large granularity) as well as limiting tasks with small granularityJ 52~ A better approach may be to perform some form of granularity analysis (e.g., see Refs. 57-61) at compile time to obtain information of the likely granularity of tasks, thus allowing granularity to become more coarse without limiting the parallelism in tasks which are not fine grained. ... i ......... i ......... ! ......... i ......... i ........ i ....... ~ ....... ! .........   3s .......... i ......... i ......... ! .......... i ......  ........ i ......... i ......... i ........   ~o .......... i .......... i ......... i ...................  i .......... i .......... i .......... i .... With no overheads, it can be seen that the speedup from "or-underand" is significantly higher than that obtained by other means. The graphs show that the speedups with "or-under-and" continue to increase after the other methods have flattened out; and this is most striking in 4Queensl, where the or-parallelism does not overlap with the and-parallelism at all. The difference is all the more remarkable as and-parallelism on its own gives a maximum speedup of about 1.2 only. Figure 12 shows the execution profiles for 4Queensl under "orunder-and," "and only" and "or only." This clearly shows that the and-parallelism occurs after the or-parallelism, and in fact the main effect is to "fold" the or-parallel branches together, thus greatly increasing the effectiveness of both forms of parallelism.
sim(spl), 'or-under-and', no overhead
However, it should be noted that with overheads, that advantage of "or-under-and" decreases significantly, and in the case of compiler(cp3), and-parallelism on its own gave better speedups beyond about 7 workers. The reason for this is that the or-parallelism in this case, and the and-parallelism in the case of 4Queensl, is very fine grained and is thus strongly affected by the overheads. In general, though, we can say that combining or-and and-parallelism does offer us the opportunity to increase speedups of programs significantly by more effectively utilizing both forms of parallelism. In addition, and perhaps more importantly, it allows us to parallelize the execution of a much wider range of programs than either parallelism alone would.
As expected, the greater the delay overhead, the slower the performance of a program. The variations are shown in Fig. 13 for two programs: orsim(sp2) and tak, Although orsim(sp2) has lower speedups than tak, the impact of overheads on speedups is smaller: the reason is that the task sizes are greater in the case of orsim(sp2). Figures 5 and 6 show that for orsim(sp), the effect of overheads is not the same for or-and and-parallelism: the impact is greater for the or-tasks than for the and-tasks, implying that the and-tasks are of larger granularity. In fact, most of the slowdown seen in Fig. 13 for the program is due to the effect of overheads on the or-tasks. Note also that even with such a simple modeling of the overheads, the expected behavior of the differences between the speedups increasing with increasing number of workers is observed.
In many cases in all the four parallel schemes, no further speedups are obtained beyond a critical number of workers (the "demand"), even though more workers continue to be used by the system, up to the maximum parallelism of the program. Thus, the maximum performance is not necessarily reached only at the maximum parallelism exploited by a program: sometimes it is reached much earlier.
The reason for this is that in many cases, before the maximum parallelism is reached, there are enough idle workers around to pick up the work that would be taken up by the extra workers, i.e., the parallelism is merely re-distributed with extra workers after the "demand" is reached, leading to lower utilization of individual workers, but no speedups. schedulers took no account of the cut, and scheduled workers to work on work that would be later discarded by the cut. More recent schedulers in Aurora and Muse (e.g., see Refs. 62-65) tackle this problem by allowing a worker to suspend the work it is doing and switch to more profitable work if it discovers that the current piece of work is speculative, i.e., that it might be discarded. Much better speedups than the older schedulers have been obtained for these programs. However, the speedups are still generally significantly less than those attainable in theory, as given by the simulator, which, as mentioned before, assumes the ideal case where no discarded work is performed: for example, a speedup of 3.25 is reported by Sindaha ~63~ for 8-queens 1 for 10 workers, compared to 9.59 for 10 workers for the simulator. This disagreement is considerably more than the differences for the same systems in programs which have little or no discarded work, as reported in Section 7. The most likely reason is that much wasteful work is still performed by executing work that will be discarded, and thus there is still much room for possible improvements to these scheduling strategies.
Significant amounts of non-strict independent and-parallelism seem to exist in some programs, boyer_nsi (2) , exploiting non-strict independent and-parallelism, gave much better speedups than boyer_si (2) running the same data with strict independent andparallelism, tp was also found to contain non-strict independent and-parallelism--what little independent and-parallelism that exists is almost all non-strict. This suggests that this type of parallelism deserves further study and we have started developing compiler technology to exploit it. A technique for detecting this type of parallelism using global analysis information available with well known analysis domains is reported by Cabeza and Hermenegildo. ~66~
The amount of parallelism obtained can depend greatly on the particular problem being solved, as shown in Figs. 7 and 8 . In some cases, the amount of parallelism depends on the size of the problem (annotator and cluster are good examples of this). Some other programs are not very sensitive to the problem size (e.g., sire--the and/or simulator). However, many programs have more complex dependencies on the problem being solved.
For example, for orsim, or-parallelism in the simulated program can be mapped to real independent and-parallelism in the simulator.
Thus, orsim(spl ), which is simulating naive reverse, a program with no or-parallelism, has very little speedup, whereas orsim(sp2), which is simulating a small version of the highly or-parallel atlas program, gave good speedups. As another example, the amount of computation needed to compile the clauses in compiler is very heavily dependent on the size of the clause. Parallelism (generated using a fairly simple annotator) arises from clauses being compiled in parallel, so the best results are achieved with clauses of equal sizes, as in compiler(cp3). When the compiler was run on other programs with greater differences between clause sizes, the speedup was correspondingly lower: for example, compiling a version of the atlas benchmark with a small database took 105465 resolutions, nearly 8 times longer than compiler(cp3), but the maximum speedup (for andparallelism only) was 2.09 • only, versus 7.48 x for compiler( cp3 ).
The simulator was originally written as a sequential Prolog application, without any notion of making it parallelizable. Indeed, the simulator originally contained very little parallelism, and automatic annotation was not able to extract much parallelism. However, the simulator that simulated or-parallelism was easily parallelizable by very slight modifications of the program, resulting in a program with significant amounts of independent and-parallelism. This suggests that there are programs from which it may be difficult to automatically extract parallelism, but are nevertheless parallelizable with only a little effort in modifying them. Of the application programs that exhibited little initial parallelism, we were most familiar with the two versions of the simulator, and of these, we were able to easily parallelize the or-simulator, but not the and/or simulator. The number of examples is far too small to generalize but it is encouraging.
An important point with the parallelized version of the or-simulator is that there is not much overhead in the parallel version. The parallelized version contains just over 1% more unifications than the original (33775 resolutions for the original or-parallel simulator, versus 34117 for orsim(sp2), simulating the same program), and part of this cost is due to the way independent and-parallelism has to be expressed in the system we used, and should be avoidable.
COMPARISONS WITH REAL SYSTEMS
At the time of making our comparisons, there were several mature orparallel systems, and at least one reasonably mature independent andparallel system which allow comparison with the results from the simulator. Here we present comparisons between the simulator and results from Aurora and Muse, two or-parallel Prolog systems, and &-Prolog, an independent and-parallel Prolog system. Note that this comparison between the systems are not meant to be an exhaustive study of these systems; rather, it is intended to show how the simulator can be used to aid any study of these systems.
The simulator has been used previously to aid the performance evaluation of Aurora, ~621 and we feel that it could also be used to evaluate the performance of other parallel Prolog systems. Two of the programs from that study, 8queensl, which solves the 8-queens puzzle, and parse5, which is the natural language parsing part of Chat-80, finding all possible parses for a sentence, e plus orsim2(sp2) from this simulation study, were compared to the results from the simulator. 
(J There is general agreement between the actual speed-ups and the simulated speed-ups. Programs predicted to have high speed-ups have high speed-ups, programs predicted to have low speed-ups have low speed-ups. In addition, the numerical agreement is generally better if the speedup is predicted to be less sensitive to overheads (e.g., parse5, boyer__nsi (2) ). In general, the agreement for &-Prolog seems better than for the other two systems; although the speedups for 2 agents seem to be poorer and should be investigated. This behavior (probably due to scheduler) would probably not have been detected if the simulator were not used.
The results illustrate how the simulator can help in interpreting actual performance data. For example, the reason that such low speedups are achieved by orsim(spl) for &-Prolog and or-sim(sp2) for Muse and Aurora are due almost entirely to a lack of parallelism, instead of some other implementation factor. Also, the fact that the speedups for orsim(sp2)
under &-Prolog is not 1-to-1 with number of agents is again due to the amount of available parallelism: this is certainly something that would be very difficult to decide without the simulator's result. However, using the simple overhead model in the simulator, we can obtain even more information: e.g., the results show that both parse5 (under or-parallelism) and boyer_nsi(2) (under independent and-parallelism) have speedups which are very sensitive to overheads, and thus the relatively poor numerical agreement between the actual speedups and the predicted speedups in these cases are probably not due to some very significant overheads; in fact, the agreement for parse5 for both Muse and Aurora is probably better than their results for 8queensl, although the numerical agreement seems better.
A useful feature of the simulator's results is that they allow the selection of programs that can stress the actual system with a small number of workers. An example of this is programs with low maximum speed-up and/or fine granularity. The programs used for the &-Prolog comparison, and orsim(sp2) from the two or-paralM Prolog comparisons, are examples of such programs. Other examples appeared in Szeredi's study, which he called the "low speed-up group" ("Group L").
Another useful feature of the results is that they allow comparison between different Prolog systems, even if they exploit different forms of parallelism, which makes meaningful direct correlation of results difficult. With the simulator, more meaningful comparison can be made by dividing simulated programs into groups based on their maximum speed-ups and granularity. The idea is to select different programs with similar parallel characteristics for different parallel Prolog systems, and then use them to compare such systems. In this case, orsim(spl) running on &-Prolog can be compared to orsim(sp2) on Muse and Aurora, and boyer_nsi(2) on &-Prolog can probably be compared to parse5 (because of their granularity).
The results suggest that the agreement between actual and predicted speedups is about the same or perhaps slightly better for &-Prolog. We believe that this is at least partly because scheduling in &-Prolog is much less costly than in either Aurora or Muse.
CONCLUSION AND FUTURE WORK
We have studied the nature of or-and independent and-parallelism in Prolog programs. We find that not many programs contain both forms of parallelism. Rather, programs tend to exhibit one form of parallelism or the other. Thus, a system which exploits both forms of parallelism can be expected to provide speedups for a much greater range of programs than exploiting either form of parallelism on its own. We believe that the "orunder-and" method of combining the two forms of parallelism is a good solution to the problems involved in this combination. We are actively researching incorporating this method into actual implementations in the ACE ~ ~9. 67~ and the DASWAM/Prometheus systems. ~55" 68/ From our examples, and extrapolating the results we have for running realistic programs on small example data to larger data, it seems reasonable to expect 10 to 100 fold speedups for realistic programs running on realistic data.
However, even when exploiting both forms of parallelism, there are still programs that cannot be sped up. Some of these may have have dependent and-parallelism, which is not exploited by the models studied.
We are also examining ways to exploit full dependent and-parallelism within the framework of PrologJ ~4' 24~ Initial results show that more andparallelism can be exploited in some realistic programs. Another interesting alternative is to exploit only deterministic and-parallelism, as in the Andorra model, ~15'69) for which interesting results have been shown. This leaves out some independent and-parallelism (for example, and-parallelism of independent goals which contain choice points) but provides deterministic dependent and-parallelism at potentially less cost than a full dependent and-parallel system.
The simulator has provided us with valuable information on the nature of both independent and-and or-parallelism, and has allowed us to better understand the results from actual implementations. For example, it allowed us to see how close systems like Aurora, Muse, and &-Prolog come to achieving the ideal speedups predicted by the simulator. The information obtained has already been used to refine implementations, as done by Szeredi, ~52) or to develop new compilation technology, as done by us in the context of non-strict independence. ~66) Furthermore, it allowed us to sensibly compare the results obtained from &-Prolog to those obtained from Aurora and Muse, running different benchmarks. We expect that the simulator's results can also be applied to better understand other implementations.
Finally, we are also currently using the simulator to study the quality of the automatic annotation technology that has been developed for &-Prolog. We also plan to use the simulator to help us better evaluate some of the new parallel Prolog systems we are developing, such as ACE,/19'67~ DASWAM, 1241 and CIAO. 17~ 71t cluster: This is an implementation of the core part of a network clustering algorithm used by British Telecom Research Labs. This program was written by A. Beaumont to exploit and-parallelism, based on an original British Telecom program. It is used as a benchmark for Andorra-IJ 741 Here, the clustering is performed on 100 elements, instead of the 500 used in Andorra-I.
The application-type programs are the following:
warplan(wql): This is Warren's Warplan planning program. A plan is generated for moving a robot to a particular point in a "strips" world.
warplan(wq2): Warplan generates a plan for moving a robot to a certain location in a "blocks world.
eompiler(epl): This is a slightly modified version of the public domain Prolog compiler by Van Roy, ~75) compiling a version of the atlas benchmark that has a smaller database. This version contained no or-parallelism because of the limitations of the simulator at the time this test was done. And-parallelism was as notated by hand at the top-level only.
eompiler(ep2): This is Van Roy's compiler compiling a version of the deriv benchmark with only the differentiation rules.
eompiler(ep3): This is Van Roy's compiler, with further annotations for and-parallelism obtained by using the annotator, and with orparallelism. The compiled code is a small subset--8 clauses--of the database predicates of atlas.
boyer_nsi (2): This is the version of the Prolog Boyer theorem prover benchmark, translated by Evan Tick 173) from the one in the Gabriel Lisp benchmarks. ~73~ The theory used is a simple tautology: sim(sp2): This is the first part of the and/or simulator itself (slightly modified so that it can simulate itself). The and-parallelism was produced by using the annotator. The program simulated by the simulated simulator is the atlas program with a database of 6 countries.
((x--~ y) A (y-~z))~(x--,z)
orsim(sp2): This is an older version of the first part of the simulator which simulates or-parallelism only. It was modified from the original or-parallel simulator so that it is basically the same as the or-parallel part of the and-or simulator. The program was modified slightly and hand annotated with independent and-parallelism. The same small atlas program as in sim(sp2) is simulated.
orsim(spl): This is the or simulator simulating a 5 element naive reverse.
annotator: This is the annotator used for generating and-parallelism, running on a small set of clauses.
floorplan: This is a floor plan design program by L. B. KOV',~CS. (76) It generates valid partitions of an area into various rooms, given a set of constraints. The query used has 6 rooms, constrained to be within certain sizes, and six additional requirements such as placement of windows.
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