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We theoretically investigate the effect of dissipation on multi-photon excitation of Rydberg atoms.
The steady states and the dynamics are compared via two types of four-level excitation schemes
with different dissipative paths of spontaneous emission. We find that in the case of strong Rydberg-
Rydberg interaction, the schemes will settle in several different non-equilibrium steady states. The
interesting aspect is that there exists the multi-stable steady states, which reveals the competition
between interaction-induced nonlinearity and dissipation caused by spontaneous emission. A nu-
merical simulation on the Rydberg population dynamics in the bistable region exhibits different
features existing in the two schemes even with the same initial conditions, which accounts for the
influence of the dissipation on the dynamics.
I. INTRODUCTION
Due to the large electric dipole moments, there are
strong and long-range interactions between Rydberg
atoms and these interactions can be controlled and en-
hanced by external electromagnetic fields. Besides, the
huge polarizability of Rydberg states gives rise to giant
Kerr coefficients [1], allowing nonlinear optical effects for
only a few photons [2]. That is why the atoms excited
to the high-lying Rydberg states are of great interest in
the recent researches of quantum many-body physics [3],
quantum information processing [4] and quantum non-
linear optics [2].
The high-lying Rydberg states can be a bit more easily
excited from atomic ground states by laser light via ab-
sorption of more than one photon [5] , while the sponta-
neous emission of the intermediary states will introduce
the dissipative mechanism into the Rydberg excitation
schemes in spite of the long life of the Rydberg states
[6]. In general, these environment-induced dissipations
inevitably lead to decoherence and noise in the quantum
system and thus are undesirable in the above quantum
physics researches.
In recent years, however, the dissipation has been al-
tered its role into a useful resource and tool for a lot of
quantum applications, such as dissipative state engineer-
ing in trapped ions [7, 8] and cold atoms [9], dissipative
quantum computation [10], dissipative quantum optics
[11], bound state formation in molecules [12] and entan-
gled steady state production [13–15]. The key for these
applications is the occurrence of “non-equilibrium sta-
tionary state” which can be achieved when the driving
and dissipative processes arrive at a dynamical equilib-
rium [16–19]. By appropriately arranging the system-
environment couplings, these steady states can deviate
far from the classical thermal equilibrium states and
keep unique quantum features resisting decoherences [20].
Moreover, combining with the strong dipole-dipole inter-
action and blockade mechanics of the Rydberg atoms, the
dissipation could give rise to quite a few exotic phases
of ultracold many-body atomic system, such as uniform
phase, antiferromagetic phase, oscillatory phase and even
the bistability between these phases [21–23].
In this work we investigate the effect of dissipation
on the steady states and dynamics of multi-photon Ry-
dberg excitation schemes. To focus on the dissipation
induced by the spontaneous emission of the intermedi-
ary states, we choose two typical four-level schemes: one
level structure is N -type and the other is cascade. By ap-
propriately arranging the laser fields, these two schemes
have exactly the same coherent dynamics. However, if
including the effect of dissipation their realistic dynam-
ics are of great difference, since a dissipative channel due
to sponaneous decay running in the opposite direction
in the two schemes. We compare their non-equilibrium
steady states by solving the stationary master equations
under the mean-field treatment, and find that the num-
ber and distribution of their steady state solutions are
entirely different when the Rydberg nonlinear interac-
tion is strong. The bistable steady states are present in
the the N -type scheme while the Autler-Townes Split-
ting (ATS) occurs in the cascade scheme resulting in the
tri-stable steady states. As a consequence, for a strong
nonlinear system such as Rydberg atom systems, dissi-
pative force should be considered very carefully since the
final steady states of the system will be very sensitive to
it. Furthermore, we study the dynamical evolution of the
two schemes in the bistable region. Due to the difference
in the dissipative channel, we observe two schemes may
evolute into different branches under the same initial con-
ditions, which makes sense for dissipative preparation of
quantum state in strong nonlinear interacting systems.
II. MODEL AND MASTER EQUATION
In what follows, we will discuss two different multi-step
cw-excitation schemes for the Rydberg state, as typically
used in experiments. One is an N -type scheme with a
Raman transition before a Rydberg-excited transition,
as shown in Fig. 1(a). The atom is first excited from its
ground state |g〉 to an intermediate state |e〉 with a tran-
sition strength given by the Rabi frequency Ωg, and then
transits to a metastable state |s〉 with Rabi frequency Ωs.
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2FIG. 1: (Color online) N -type and cascade atomic multi-
level systems. States |g〉, |e〉, |s〉 and |r〉 respectively show
the ground state, two intermediate states and Rydberg state,
which are successively coupled by laser Rabi frequencies Ωg,
Ωs and Ωr. The three-photon laser detuning ∆ can be con-
trolled in experiment. Other parameters are described in the
text.
Finally, another laser drives the transition between the
metastable level and the desired Rydberg state |r〉 with
Rabi frequency Ωr. The photon for the Raman transition
is typically provided by the MOT lasers, which are tuned
on resonance with the levels during the time of Rydberg
excitation. So the spontaneous emissions from the inter-
mediate state |e〉 to state |g〉 with rate Γ and to state |s〉
with rate γ, respectively, have to be taken into account.
On the other hand, we allow for a detuning ∆ from reso-
nant Rydberg excitation and the lifetime of the Rydberg
state is much longer (typically as large as tens of µs with
the principle quantum number n ∼ 50) so that its decay
can be safely neglected in our discussion. The second
scheme shown in Fig. 1(b) has a cascade level structure,
where |s〉 represents the higher intermediate state, so that
γ is the decay rate from state |s〉 to state |e〉, opposite
to the case in the first scheme. The physical meanings of
the other quantities remain unchanged. Besides, we note
that in this scheme decay from state |s〉 to state |g〉 is
physically forbidden according to the transition selection
rule. Except the atom-light interaction, we also consider
the strong interaction between Rydberg atoms (Here we
only consider a homogeneous van-der-Waals interaction),
which under the mean field approximation will cause a
population-dependent energy shift to the Rydberg state.
Mean field theory is a classical approximation to the
quantum model in which quantum correlations between
atoms are ignored. Note that it works well only with
large atom number [24]. For systems of several Rydberg
atoms, the quantum effect of the strong Rydberg block-
ade can no longer be effectively described by the mean
field approximation [25–28]. In our consideration, we as-
sume that the number of atom is large enough so that
the mean field approach can be safely used.
In frames rotating at appropriate frequencies respec-
tively, these two different Rydberg-excitation schemes
can be described by a same mean-filed Hamiltonian (~ =
1),
H = (∆ + Vddρrr)σrr + (Ωgσge + Ωsσes + Ωrσsr + H.c.),
(1)
with σij = |i〉 〈j| being the corresponding transition oper-
ator between two internal atomic states, Vdd the Rydberg
interaction strength, and ρrr the Rydberg state popula-
tion. The only difference is the expression of the three-
photon detuning, given by ∆ = ωr − ωΩg ∓ ωΩs − ωΩr
with frequencies ωr, ωΩg , ωΩs , ωΩr denoting the en-
ergy of state |r〉, the carrier frequencies of the fields Ωg,
Ωs, Ωr, respectively. The upper sign is for the N -type
scheme and the lower one for the cascade scheme. That
means the coherent dynamics of these two schemes can
be same even they have different structures of energy
levels, provided the three-photon detunings are equal.
However, we will show below in a realistic experiment
where the dissipation caused by the spontaneous decay
should be considered, these schemes will display distinct
non-equilibrium steady states and dynamics, which is at-
tributed to the opposite direction of decay route between
level |s〉 and level |e〉 in two schemes.
In order to investigate the influences of the sponta-
neous emissions from the intermediate excited states, we
use the Lindblad master equation [29]
∂tρˆ = −i [H, ρˆ] + L [ρˆ] , (2)
where ρˆ is the single-atom density matrix operator which
can well capture the evolution of the Rydberg atoms ac-
cording to the mean field approximation, and L [ρˆ] is the
Lindblad operator which is introduced phenomenologi-
cally to depict the atomic spontaneous emissions due to
optical excitations [30]:
L [ρˆ] = Γ
2
(
2σgeρˆσ
†
ge − {σee, ρˆ}
)
+
γ
2
(
2dρˆd† − {d†d, ρˆ})
(3)
where {A,B} = AB + BA, and d = σse for the N -type
system and σes for the cascade system. From that we can
obtain two different groups of differential equations of the
density matrix elements ρij . For the N -type system we
have,
ρ˙ee = 2ΩgIm(ρge)− 2ΩsIm (ρes)− (γ + 1) ρee,
ρ˙ss = 2ΩsIm (ρes)− 2ΩrIm (ρsr) + γρee,
ρ˙rr = 2ΩrIm (ρsr) ,
ρ˙ge = −iΩg (ρee − ρgg) + iΩsρgs − γ + 1
2
ρge,
ρ˙gs = −iΩgρes + iΩsρge + iΩrρgr,
ρ˙gr = i∆effρgr − iΩgρer + iΩrρgs,
ρ˙es = −iΩgρgs − iΩs (ρss − ρee) + iΩrρer − γ + 1
2
ρes,
ρ˙er = (i∆eff − γ + 1
2
)ρer − iΩgρgr − iΩsρsr + iΩrρes,
ρ˙sr = i∆effρsr − iΩsρer − iΩr (ρrr − ρss) , (4)
3while for the cascade system,
ρ˙ee = 2ΩgIm (ρge)− 2ΩsIm (ρes)− ρee + γρss,
ρ˙ss = 2ΩsIm (ρes)− 2ΩrIm (ρsr)− γρss,
ρ˙rr = 2ΩrIm (ρsr)
ρ˙ge = −iΩg (ρee − ρgg) + iΩsρgs − 1
2
ρge,
ρ˙gs = −iΩgρes + iΩsρge + iΩrρgr − γ
2
ρgs,
ρ˙gr = i∆effρgr − iΩgρer + iΩrρgs,
ρ˙es = −iΩgρgs − iΩs (ρss − ρee) + iΩrρer − γ + 1
2
ρes,
ρ˙er = (i∆eff − 1
2
)ρer − iΩgρgr − iΩsρsr + iΩrρes,
ρ˙sr = (i∆eff − γ
2
)ρsr − iΩsρer − iΩr (ρrr − ρss) , (5)
where we have assumed that the off-diagonal coherence
elements ρij = ρ
∗
ji(i 6= j) and the conservation of the to-
tal population that the diagonal elements ρgg+ρee+ρss+
ρrr = 1. The effective detuning ∆eff = ∆ + Vddρrr, in-
cluding the population-dependent frequency shift of the
Rydberg state, which makes the differential equations
nonlinear. We can find these two groups of equations
become identical when the decay γ → 0, which means
the dynamics of the two schemes are indistinguishable.
Instead, a non-vanishing γ will lead to entirely differ-
ent excitation dynamics, especially in the regions with
high nonlinearity induced by Rydberg-Rydberg interac-
tion. To show these differences in the following we will
keep the common decay Γ constant and focus on the in-
fluence of the decay γ which has opposite direction in the
two schemes. Then it is also convenient to renormalize
the time by Γ−1 and all frequencies by Γ in the equations.
III. STEADY STATES AND PHASE DIAGRAM
We first investigate the steady states of the schemes,
where the competition between the oscillation caused by
coherent optical driving and the dissipation due to the
spontaneous emissions reaches a dynamical equilibrium
so that the populations and the coherence for each level
become stationary. The steady occupancy of the Ryd-
berg state, ρrr, can then be readily obtained by setting
all time differential terms in Eq. (4) and (5) equal zero
and then solving the resulting algebraic equations. For
the N -type scheme, we obtain a cubic equation about
ρrr which may have one or three solutions correspond-
ing to the uniform and the bistable phase of the Rydberg
excitation scheme, respectively (We should check the sta-
bilities of these solutions to ensure they are achievable in
the dissipation environment). Here the bistable phase,
as a typical nonlinear effect, is caused by the Rydberg-
Rydberg interaction. It has been observed in recent ex-
periment of a dilute Rydberg atomic ensemble [24]. On
the other side, the equation becomes quintic in the case
of the cascade scheme, indicating the existence of multi-
FIG. 2: Phase diagram in the (Ωr,∆) space, indicating the
influence of decay and nonlinearity on the phase of the Ryd-
berg atoms, with the numbers of the stable solutions marked
in different gray-level. The left column is for the N -type sys-
tem and the right column is for the cascade one. From top to
bottom, we fix the Rabi frequencies Ωg = 5.0, Ωs = 2.0, and
change the strength of decay and Rydberg interaction: (a)
and (d) Vdd = −50 and γ = 0.01; (b) and (e) Vdd = −50 and
γ = 1.0; (c) and (f) Vdd = −10 and γ = 1.0. (All parameters
are scaled by Γ.)
stable phase of the scheme, which hasn’t been found in
the Rydberg system. The analytical forms of these equa-
tions and their solutions are too cumbersome to present
here, we instead show the phase diagram of the Rydberg
atoms in the parameter space of Ωr and ∆, which is de-
cided by the number of the stable solutions. As shown in
Fig. 2, the left column is for the N -type scheme and the
right column for the cascade scheme, with the regions
labeled by numbers “0”-“3” respectively corresponding
to the oscillatory phase (none stable solution), the uni-
form phase (only one stable solution), bistable phase (two
stable solutions) and tri-stable phase (three stable solu-
tions).
From the figure we can find the two schemes have sim-
ilar phase diagrams at small decay strength (see the first
row, γ = 0.01Γ and Vdd = −50Γ). The parameter space
is dominated by the uniform phase, the bistable phase
presents for small Rabi frequency Ωr, and the oscilla-
tory phase only survives in a very narrow region where
detuning ∆ is small. For a large value of γ (the sec-
ond row, γ = Γ and Vdd = −50Γ), the phase diagrams
become distinct from each other. In the case of the N -
type scheme the oscillatory phase occupies a large area
with larger value of Ωr, that is because the non-lossy
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FIG. 3: (Color online) The steady state populations of
state |g〉 (first row), state |e〉 (second row), state |s〉 (third
row), and |r〉 (last row) are plotted as a function of three-
photon detuning ∆, with the weak Rydberg-state coupling
case (Ωr/Γ = 1.0) in thick black curves and the strong cou-
pling case (Ωr/Γ = 8.0) in thin blue curves. The dashed
curves corresponds to the values in the unstable phases. The
left and right columns are for the N -type system and the cas-
cade system, respectively. Other parameters are same as Fig.
2(b) and (e)
states, |s〉 and |r〉, sustain a Rabi-type population oscil-
lation between them. Instead, in the case of the cascade
scheme the decay of state |s〉 prevents such oscillation.
Moreover, ATS of the cascade system causes a unique
tri-stable phase (we will show it clearly below) which is
absent in the former case [31]. We emphasize that the ef-
fect of dissipation-sensitive steady states is more remark-
able under the condition of strong nonlinearity. When we
decrease the Rydberg-Rydberg interaction strength, the
phase diagrams of the two schemes trends to be analo-
gous even for large value of decay (the third row, γ = Γ
and Vdd = −10Γ).
Before focusing on the different quantum multi-stable
phases of the two schemes in the parameter space of
strong nonlinearity and large decay, we first investigate
their steady states without nonlinearity, which will show
the cause of these differences are the direction of the de-
cay γ. By solving the stationary OBEs in the case of
Vdd = 0 and other parameters same as Fig. 2(b) and
(e), we observe that the Rydberg excitation spectrum in
the cascade scheme shows a double-peak structure sep-
arated by 2Ωg which is same as the feature of the ATS
presenting in the three-level Rydberg-excitation scheme
[32, 33]. In our N -type scheme, the same direction of de-
cay γ and Γ makes the atoms populate mostly on state |e〉
and |g〉, resulting in the splitting of the Rydberg excita-
tion spectrum. Moreover, different from in the three-level
scheme where ATS is just an effect of transient stability
[34], the existence of the intermediate state |s〉 here has
stabilized this splitting and enabled it to appear in the
final steady state of the scheme. In the case of the N -
type scheme, the opposite directions of decays γ and Γ,
as well as small Rabi frequency Ωs, may accumulate the
population on state |s〉 only, giving rise to a single peak
instead of the ATS in the Rydberg excitation spectrum.
These different peak structures still remain in the pres-
ence of Rydberg-Rydberg interactions. As we shown in
Fig. 3(a)-(h), the nonlinearity caused by the interaction
distorts the original spectrum, resulting in the different
multi-stable steady states of the cascade and the N -type
schemes.
Again the right column of Fig. 3 is for the N -type
scheme, where we display the exact values of the steady
population of each states at small Ωr case (thick black
line) and large Ωr case (thin blue line), respectively, cor-
responding to the two bistable regions marked in phase
diagram Fig. 2(b). We can find different features of
the bistable behaviors in these two cases. When Ωr
is small it exhibits intrinsic bistability in the region of
∆eff = ∆ + Vddρrr ≈ 0 with its inclined direction of
hysteresis window depending on the sign of Rydberg in-
teraction Vdd. When ∆ is negative or large positive (i.e.
∆eff is off-resonance), the ground states |s〉 is occupied
with a dominant number of atoms (ρss > 0.8). How-
ever, as increasing Ωr to 8.0 we find that the dominant
population at |∆| → ∞ occupies the Rydberg state |r〉
with its value ρrr → Ω2gΩ4r/(
(
Ω2g + Ω
2
s
)3
+ Ω2gΩ
4
r) due to
a quite strong Rydberg excitation. Meanwhile, a small
region of bistable phase emerges near ∆/Γ = 20 where
the Rydberg interaction induced energy shift has been
compensated by a large detuning i.e. ∆eff ≈ 0. Be-
sides, when Ωr is large, there is a large unstable region
(corresponding to the oscillatory phase) denoted by the
dashed lines, which is due to the strong coupling between
the non-lossy states |s〉 and |r〉.
Turning to the case of the cascade system (the right
column of Fig. 3), a dramatic difference is the presence of
the inclined double-peak configuration at small Ωr case,
which gives rise to bistable and even tri-stable phases
when ∆ and |Vdd| ρrr are comparable. In addition, state
|g〉 and state |e〉 share the most atomic population (ρgg+
ρee > 0.85) and the case does not change much even for
larger value of Ωr. However, the double-peak structure
degenerates a lot so that there is no multi-stable phase
in large Ωr case. This is due to the comparable values of
Ωg and Ωr prevent the occurrence of the ATS.
Summarizing, for the N -type scheme, decay γ leads
to a large population on state |s〉 which, combining with
Rydberg state |r〉, makes the scheme work like a two-level
system, so that the sustained Rabi-typed oscillation oc-
curs with an intensive Ωr. For small Ωr the behavior of
the scheme is more close to the cooperative optical ex-
citation [35]. For the cascade scheme, the existence of
5FIG. 4: (Color online) The final Rydberg state population
(ρt→∞rr ) for (a) the N -type system and (b) the cascade sys-
tem, as a function of initial population on s state (ρt=0ss ) and
g state (ρt=0gg ). Dark and light colors represent the low and
high Rydberg-state occupancy, respectively. The colorless re-
gions are unstable and without stationary solutions. (c) and
(d) show population evolution in the bistable region for the
N -type system and the cascade system, respectively, where
ρt=0gg = 0.1, and ρ
t=0
ss = 0.4 (dashed blue line) and 0.7 (solid
black line). See text for other parameters.
γ leads to the ATS phenomenon, inducing multi-stable
steady state phases under the condition of strong nonlin-
ear interaction.
IV. BISTABILITY AND POPULATION
DYNAMICS
The above phase diagrams reveal the properties of the
steady states in the parameter space of detuning ∆ and
Rabi frequency Ωr, which are controlled by the external
lasers. Specially, owing to the strong nonlinear inter-
actions the bistable phases present, which suggests there
are two different steady states, i.e., the low- and the high-
Rydberg-occupied steady state, under the same laser pa-
rameters. In reality, the system would eventually evolute
into one of them, which depends on the initial states and
decay routes. In order to study this dependence, we per-
form a numerical simulation for the population dynamics
by directly solving the OBEs (4) and (5).
In the calculation, we choose Ωr = 1.0, ∆ = 15, other
parameters are same as in Fig. 2(b) and (e) where the
bistable steady state gives two stationary Rydberg popu-
lations ρt→∞rr = 0.0047 (low) and 0.3190 (high) for the N -
type scheme, and ρt→∞rr = 0.0047 (low) and 0.228 (high)
for the cascade scheme, respectively. Since the Rydberg
state |r〉 is not subjected to the dissipation in our model,
we fix its initial population by ρt=0rr = 0.19 for the N -
type scheme and ρt=0rr = 0.16 for the cascade scheme,
and then focus on the dependence of its final population
on the initial population of state |g〉 and |s〉 as depicted in
Fig. 4(a) and (b). Note that the total particle is always
conserved, ρgg + ρee + ρss + ρrr = 1.
From Fig. 4 we can find difference between the two
schemes in the side of small ρt=0ss , which means state |e〉
and state |g〉 are largely occupied at the initial time.
For the cascade system whose γ is large and ρt=0ss is
small, it is hard to pump atoms into the highly ex-
cited state |r〉. However, in the N -type system dissi-
pations from |e〉 may create strong atomic correlations
between |g〉, |e〉 and |s〉 (e.g. a Raman scattering pro-
cess [36]), giving rise to an enhancement for population
in state |s〉. It is therefore possible to realize a high Ry-
dberg excitation. The final populations ρt→∞jj(j=g,e,s,r) =
(0.0974, 0.0032, 0.5804, 0.3190) for the N -type scheme
and ρt→∞jj(j=g,e,s,r) = (0.4127, 0.4589, 0.1237, 0.0047) for
the cascade scheme.
On the other side when ρt=0ss is large, since state |s〉 is
directly coupled with state |r〉 by laser Ωr, the Rydberg
excitation is easy. The final populations ρt→∞jj(j=g,e,s,r) =
(0.0974, 0.0032, 0.5804, 0.3190) for the N -type scheme,
where the population in |s〉 and |r〉 are dominant. For
the cascade scheme, due to the effect of decay γ and
Γ the situation is different. We have ρt→∞jj(j=g,e,s,r) =
(0.3161, 0.3506, 0.1053, 0.228), where the populations of
state |g〉 and |e〉 are not small.
Except for the above two sides, in the middle re-
gion, both of the schemes tend to a low Rydberg oc-
cupancy with ρt→∞jj(j=g,e,s,r) = (0.1373, 0, 0.858, 0.0047)
for the N -type scheme, corresponding to a dominant
final occupancy of state |s〉, and with ρt→∞jj(j=g,e,s,r) =
(0.4127, 0.4589, 0.1237, 0.0047) for the cascade scheme,
indicating a population sharing between states |g〉 and
|e〉.
Finally, we emphasis that even the final values of the
Rydberg population are close, the dynamical evolution
process and therefore the time spent on achieving the
final stationary states are much different for the two
schemes. In Fig. 4(c) and (d), we show their differ-
ent population dynamics for the Rydberg state in the
bistable region under the same experimental parameters.
In contrast to the case of the cascade scheme, the N -type
scheme is subjected to a strong population oscillation
while tending towards the high branch of Rydberg occu-
pancy and it requires more time to reach steady state.
This result agrees with our former analysis of bistability
as in Fig. 2(b) that two non-lossy states |s〉 and |r〉 may
lead to unstable oscillations.
V. EXPERIMENTAL REALIZATION
Before the conclusion, we discuss the experimental re-
alization of our proposed schemes. The three-photon cas-
cade scheme can not only offer an easier route for the Ry-
dberg excitation but also limit the excited atoms in a nar-
6row velocity distribution, so that it has been adopted in
recent experiments to explore the nonequilibrium phase
transition in a thermal Rydberg atomic gas [24]. Espe-
cially, in this experiment the existence of intrinsic optical
bistable effect has been identified as we analyzed in the
above theory model. However, according to our theory
model we find in this scheme the tri-stable phase only
exists under quite rigorous parameters as implied in Fig.
2(e), making it a challenge to verify in experiments. As
for the N -type scheme, it is realizable by current exper-
imental technology and has been recently advanced in
several theoretical proposals to realize Rydberg quantum
simulator [37] and prepare Rydberg-dressed atoms [35].
VI. CONCLUSION
In an open quantum system where driving and dissipa-
tive processes compete with each other and settle the sys-
tem on a nonequilibrium steady state, a number of novel
phenomena absent in the equilibrium system will appear
[38]. In this work, we have investigated the effect of dis-
sipation on the steady state properties and dynamics for
the two different excitation schemes of strong interact-
ing Rydberg atoms, one is of the N -type level structure
and the other of the cascade structure. We study the
phase diagram of these schemes and find bistable and tri-
stable phases in the region of strong nonlinearity caused
by the Rydberg-Rydberg interaction. We investigate the
population dynamics of the Rydberg state in bistable re-
gion and display its dependence of the initial population
distributions. By comparing the steady state and the
dynamics of these two schemes, we show their sensitive
dependence on the path and the amount of the dissipa-
tion caused by the spontaneous emission [39]. Future
work will focus on the quantum state preparation [40]
and multi-stable switching [41] in the Rydberg atomic
schemes by controlling and arranging the dissipation.
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